In this paper a two-step face detection technique is proposed. The first step uses a conventional skin detection method to extract regions of potential faces from the image database. This skin detection step is based on a Gaussian mixture model in the YCbCr colour space. In the second step faces are detected among the candidate regions by filtering out false positives from the skin colour detection module. The selection process is achieved by applying a learning approach using multiple additional features and a suitable metric in multi-feature space. The metric is derived by learning the underlying parameters using a small set of representative face samples. In this process the parameters are optimized by a Multiple Objective Optimization method based on the Pareto Archived Evolution Strategy. The learned metric in multi-feature space is then applied to a conventional classifier to filter out non faces from the first processing step. Support Vector Machines and KNearest Neighbours classifiers are used to test the performance of the optimized metric in multi-feature space.
Introduction
Face detection is a well-known research area in image processing. It is fundamental in video surveillance and non-intrusive biometric applications where accurate detection is needed before recognition. Related research has come a long way since the survey made by Chellappa et al. one decade ago [1] . Within surveillance applications, a main challenge in face detection originates from the highly dynamic and non-rigid nature of human faces. Moreover, different face poses, facial expressions and occlusions make the problem very complex and in some cases unsolvable. The challenge is to detect human faces in complex surveillance environments regardless of their locations, poses, scales, resolutions and lighting conditions. There are mainly two different approaches to face detection in the literature. Feature-based techniques extract facial components such as eyes, nose and mouth as cues to deduce the existence of a face. Image-based approaches treats face detection as a classification problem embracing training and learning. In the last few years, image-based approaches have been the focus of research proving to be very effective in dealing with complex environments, varying illumination conditions and cluttered backgrounds. However, some of the best algorithms are still too complex for real-time processing as required in surveillance applications [2] .
To implement an efficient automatic face recognition system, the techniques used to detect and locate faces in a scene have to be robust and quick. Colour is a powerful and fundamental cue that can be used to select potential candidate areas since colour segmentation is computationally fast and relatively robust to changes in scale, viewpoint and illumination conditions. However, to discriminate true face regions from other image areas additional low-level features are necessary. In this paper, a two-stage strategy for face detection in colour images is proposed. In the first stage a-priori knowledge about human skin colours is used to reduce the searching space of potential face candidates. Skin colours are approximated by a Gaussian mixture model in the YCbCr colour space. In the second step faces are detected among the candidate regions extracted with the skin colour model. The goal is to filter out false positives using additional primitives. This selection process is achieved by applying a learning approach using multiple features and a suitable metric in multi-feature space. The metric is derived by learning the underlying parameters using a small set of very representative face samples. In this process the parameters are optimized by a Multiple Objective Optimization method (MOO) [3] based on the Pareto Archived Evolution Strategy (PAES) [4] . The learned metric in multi-feature space is then applied to a conventional classifier to filter out non faces from the first processing step. Support Vector Machines [5] and K-Nearest Neighbourhood classifiers are used to test the performance of the introduced metric in multi-feature space. Selected results from computer simulations are also reported in this paper.
Skin Detection and Initial Face Extraction
The method proposed in this paper consists two steps. The first step uses a conventional skin detection method to extract regions of potential faces from the image database. This skin detection step is based on a Gaussian mixture model in the YCbCr colour space. In the second step faces are detected among the candidate regions by filtering out false positives from the skin colour detection module. The objective of the first step: skin modelling is to find a decision rule that could discriminate between skin and non-skin pixels. The aim of this step is to compare and evaluate different skin colour models and thereby to estimate the properties of human skin colours. By doing so skin regions in colour images can be effectively detected and hence the search space of possible face candidates can be reduced. Skin-colour models exploit the fact that different human skin colour tends to form a tight cluster in colour spaces [1] . In the proposed approach the skin detection is done by using a statistical approach in which skin-colours are approximated by a Gaussian model [2] .
Gaussian Modelling
Assuming that the skin colour distribution can be modelled by a single Gaussian, the joint probability density function is defined as:
where c is a colour vector and µ s and s are the mean vector and covariance matrix respectively. The probability P (c|skin) can be used directly as a measure of how likely a colour belongs to a skin area or not. A more accurate model is based on Gaussian mixtures (GMM). Its pdf is given by:
where k is the number of mixture components, π i are the mixing parameters and π i P i (c|skin) represents each Gaussian in the mixture model. The model parameters can be estimated by using the EM algorithm [6] .
Skin Colour Models
The selected colour model should be suitable to represent different skin colours in human faces. In addition it should be robust against changes in the lighting conditions. The common RGB representation of colour images is not suitable for characterizing skin-colour. In the RGB space, the triple component (R, G, B) encode both the chrominance and luminance components and the luminance may vary across a person's face due to ambient lighting. However, the luminance component can be removed from the colour representation in a chromatic colour space. Chromatic colours, also known as "pure" colours, are defined by a simple normalization process:
Since r + b + g = 1, the normalized green colour becomes redundant in (3).
Skin Segmentation
We selected 20 colour images containing people of various skin colours. They included the most common race types: Caucasian, Asian and African. A set of small rectangle samples containing pure skin were then selected from each image. These samples were filtered using a low-pass filter to reduce the effect of noise. Then the normalized values of red and (2), pixels in the database were classified as skin and non-skin. A pixel was assigned to the skin class if its corresponding probability was greater than a threshold. A more detailed description of the used technique is given in [2] . Figure 1 shows segmented regions using this skin detection module.
Combing Descriptors and Finding a Metric for Face Detection
After the first processing step a set of face candidate areas can be obtained. However, apart from the skin colour, other primitives relevant to faces are not used so far. For this reason a large number of non-face areas are detected along with the targeted faces (see Figure 1) . In order to filter out non-faces from the obtained set, a second processing step is applied. This second step is based on the definition of an optimized metric in multi-feature space. The proposed approach combines low-level descriptors and derives a suitable metric optimized according to the targeted semantic object. Clearly, in this paper the target object class is "human faces". However, the same approach can be used to define metrics optimised to other semantic objects in more generic classification tasks.
The fundaments of such generic classification methods can be found in previous work of the authors [7] . The technique introduced in the next sub-section has been tailored to the detection of human faces.
Feature Extraction and Distance Estimation
The primitives used in the proposed analysis include the Edge Histogram Descriptor (EHD), the texture descriptor defined by the Grey Level Co-occurrence Matrix (GLCM) [8] and the Hue-Saturation-Value Histogram (HSV) [9] . These three primitives define the three feature spaces considered in the sequel.
For each descriptor space i a distance function v 2 ) is available. Here, v 1 , v 2 are feature vectors in the underlying descriptor space. To ensure a minimum comparability requirement all distances are normalized using a simple Min-Max Normalization. This transforms the distance output into the range [0, 1] by applying:
The most straightforward candidate of possible metrics combining all single distances d is their linear combination:
were A is the set of weighting factors.
A Novel Approach to Define a Suitable Metric in Multi-Descriptor Space
Let S = {s (i) |i = 1, ..., m} be a small set of well-selected representative sample faces. For these m selected samples and the corresponding three descriptors, a m × 3 matrix is formed. In this matrix each row contains the 3 descriptors of each face sample. The centroid of each descriptor space is estimated from the selected samples. That is, the centroid of each feature space is calculated by finding the face element with the minimal sum of distances to all other elements in S. All the centroids across the three descriptors form a particular set of vectors s = {v 1 , v 2 , v 3 }, where v j is the centroid vector of the j th descriptor space. Taking s as anchor, the three real values C j (v) = d j (v j , v) can be defined for any descriptor.
The optimization of the parameters in (4) can be tackled by minimizing one or several objective functions according to (4) . Due to the complexity and variety of natural faces, it is not possible to select a single sample representing all faces. Consequently, each example from the representative group S is used to define objective functions. It is expected that using this training set the machine can learn the parameters associated to human faces according to (4) . The optimization of (4) is performed considering the following objective functions set as:
where C S i represent the real value C calculated for the i th face area in S and any of the three descriptors. Clearly, using (5) m different objective functions are obtained. It can be shown that (4) does not possess a unique optimal solution [7] . However, using (5) a multiple objective optimization problem can be obtained by seeking the "best" set A = {α j |j = 1, 2, 3}, subject to constraint j∈(1,n) α j = 1. The solution to the underlying optimisation problem leads to a suitable metric for the multi-feature space of concern.
Multi-Objective Optimization
Contrasting single-objective optimization in which the best design solution corresponding to the optimum value of a single objective function is sought, multi-objective optimization usually involves conflicting objectives subject to a set of constraints. The interaction between different objectives leads to a set of compromised solutions, largely known as the pareto-optimal solutions or pareto front [3] . In this paper the Pareto Archived Evolution Strategy (PAES) [4] is adopted to optimize the combination metrics. PAES is an evolution strategy employing local search but using a reference archive of previously found solutions to identify the approximate dominance ranking of the current and candidate solution vectors. A piece of pseudocode showing how basic algorithmic steps of a Pareto Archived Evolution Strategy is given below: 
K-Nearest Neighbourhood Search and Support
Vector Machine Classification
The K-Nearest Neighbourhood (KNN) Search is employed as a simple binary classification to test the introduced metric. In addition the popular Support Vector Machines (SVMs) are also used [5] . It is well-known that SVMs feature good generalization capabilities. However, conventional SVMs are defined in Euclidean vector spaces and not suitable for generic metric spaces as in our case. Moreover, the performance of SVMs strongly depends on the size of the training set. The first problem is tackled by adapting conventional SVMs implementations to generic metrics. Our implementation uses a newly defined kernel in which the Euclidian norm in a Radial Basis Function kernel is adapted to the obtained metric (4) [5] . To show the improved discrimination power of the proposed metric, the same small sample data defined in section 3.2 is used as training set. By doing so we can demonstrate that the second limitation of SVMs can be tackled with the proposed metric. As mentioned, descriptors EHD, GLCM, and HSV are used as low-level primitives for metric optimisation in multi-descriptor space. For each classification method and for each test set, additional experiments were conducted using single descriptors only. These experiments are used to evaluate the performance of the proposed technique. A summary of results is shown in 
