Abstract. Considering a general input distribution, using Gel'fand-Pinsker full binning scheme and the HanKobayashi (HK) jointly decoding strategy, we obtain a new achievable rate region for the cognitive radio channel (CRC) and then derive a simplified description for the region, by a combination of Cover superposition coding, binning scheme and the HK decoding technique. Our rate region (i) has an interesting interpretation, i.e., any rate in the region, as expected, has generally three additional terms in comparison with the KH region for the interference channel (IC): one term due to the input correlation, the other term due to binning scheme and the third term due to the interference dependent on the inputs, (ii) is really a generalization of the HK region for the IC to the CRC by the use of binning scheme, and as a result of this generalization we see that different versions of our region for the CRC are reduced to different versions of the previous results for the IC, and (iii) is a generalized and improved version of previous results ,i.g., the Devroye-Mitran-Tarokh (DMT) region.
Interference Channel (IC) A discrete and memoryless IC ( , | , ) consists of two sender-receiver pairs ( and ) in Fig.1 ; and the average error probabilities at the receivers ( , ) are defined conveniently [8] , [17] . A pair , of non-negative real values is called an achievable rate if there exists a sequence of codes such that under some decoding scheme, max , . The capacity region of the IC is the set of all achievable rates. Modified interference channel As in [8] , a modified IC (Fig.2 ), models two senders communicating both private and common message to two receivers; where the information conveying role of the channel inputs , is transferred to some fictitious inputs , , , , so that the channel behaves like a channel , , , . Auxiliary random variables and represent the public message to be sent from to ( , ) with the rate and from to ( , ) with the rate , respectively. Similarly, and are the private message to be sent from to with the rate and from to with the rate , respectively. Also, as in [8] , is a time sharing random variable whose n-sequences , , , are generated independently of the messages. The n-sequences are given to both senders and receivers.
An ( , 2 , 2 , 2 , 2 , ) code for the modified IC ( Fig.2) , such that the maximum of the conveniently defined average probabilities of decoding error ( , ) is less than .
A quadruple ( , , , ) of non-negative real numbers is achievable for the modified IC (and hence, , is achievable rate for the IC) if there exists a sequence of codes such that the maximum of average error probabilities under some decoding scheme is less than . An achievable region for the modified IC is the closure of a subset of the positive region of achievable rate quadruples ( , , , ). Cognitive radio channel A cognitive radio channel (Fig.3 ) is defined to be an IC (Fig.1 ) in which is non-causally aware of the message to be sent by . Modified cognitive radio channel A modified CRC (Fig.4 ) is a CRC, in which we consider the inputs instead of , and (and hence ) is known non-causally at . A code and achievable rate for modified CRC (Fig.4) are defined the same as for modified IC (Fig.2) , but with taking account of the dependence of on . General distributions on auxiliary, input and output channel random variables for the IC and the CRC In accordance with our definitions and notations in section II, The DMT region is described as follows. Theorem 1 (theorem 1, [7] , the inequalities 6-21): For the modified CRC (Fig.4) , let and let be the set of all distributions of the form (5). For any let be the set of all quadruples ( , , , ) such that
then any element of the closure of is achievable. Proof. Refer to [7] . Also,Rini-Tuninetti-Devroye (RTD) [18] , for the CRC in Fig.4 , considered , , and the following distribution (as seen in outline of proof of theorem 1 in [18] ):
, and using superposition coding and partial binning scheme, obtained a rate region which can be written according to our notations in section II as follows.
Theorem 2 (theorem 1, [18] ): For the modified CRC (Fig.4), let and let be the set of all distributions of the form (7 [18] .
IV.MAIN RESULTS
Our motivation for this study is the facts that (i) the best achievable rate region for broadcast channels has been obtained by using the binning scheme and considering a general input distribution [19] and,(ii) multiple access channels have been studied first for independent inputs [20] , [21] , then for specially correlated inputs [22] and ultimately for arbitrarily correlated inputs [23] . Having originated from this motivation, we study the CRC in Fig.4 , with general input distribution (2) in the form of:
, and by using the binning scheme and the HK decoding strategy, we obtain a rate region which is described in terms of quadruples ( , , , ) with fourteen relations (theorem 3) and can be transformed by virtue of the FourierMotzkin algorithm into the rate pair , including twenty inequalities (theorem 4). And then, we derive a simplified description for our region, by appropriately making use of superposition coding, binning scheme and jointly decoding, in terms of quadruples ( , , , ) and the rate pair , (theorems 5 and 6). New rate region for the CRC Theorem 3 : For the modified CRC (Fig.4) , let and let be the set of all distributions of the form (9) . For any let be the set of all quadruples ( , , , ) such that then any element of the closure of is achievable. Proof. Refer to Appendix A. We can interpret the above region as follows.
Interpretation of theorem 3:
We have allowed the input auxiliary variables to be dependent; used the binning scheme conveniently and derived an improved rate region. Specifically, we have added generally three terms as seen in (10-1)- (10) (11) (12) (13) (14) to every rate in the HK region for the IC yielding to the rate region for the CRC:
One positive term is due to the input correlation ; | or ; | ; the second term is related to the interference dependent on the inputs at the corresponding receiver ; | or ; | , originating from the HK jointly decoding strategy. The third additional term (negative term ; | or ; | ) is a result of the binning scheme. Remark. If we consider a common message with the rate for the transmitters in the CRC (Fig.4) , we will have the rates ( , , , ), ( , , , ) for the first and second transmitters, respectively. For this more general case, we can prove that the quintuple ( , , , , ) satisfies 30 inequalities, instead of 14 inequalities in theorem 3. Theorem 3 is a special case of this general situation. Now, we transform the above region in theorem 3 into the rate pair , region by the Fourier-Motzkin elimination technique and find a general theorem for the IC and CRC the corollaries of which will be explained in section V.
Theorem 4. The region in theorem 3 can be described as being the set of , satisfying:
(11-4), , , (11-7), , , (11-10), , (11) (12) , (11) (12) (13) , (11) (12) (13) (14) , (11) (12) (13) (14) (15) , (11) (12) (13) (14) (15) (16) ,
where the bound constants , , , , , , , 1,2 are the same as in theorem 3. Proof. Refer to Appendix B. Simplified description of our rate region for the CRC In this subsection, we reduce the number of auxiliary random variables in (9), by using superposition coding, i.e., we transform to and to such that the message conveyed by are superimposed over with , respectively; and totally we exploit the following distribution resulted of (9):
and combining superposition coding, binning scheme and jointly decoding, we reach to the simplified description below.
Theorem 5. For the modified CRC (Fig.4) , let and let be the set of all distributions of the form (12) . For any let be the set of all quadruples ( , , , ) such that S A (13-1), Proof. Refer to Appendix C. Now, we describe the above region in terms of the rate pair , . Theorem 6. By using the Fourier-Motzkin algorithm, the above region in theorem 5 (the inequalities13-1,2…,8) can be transformed into being the set of , satisfying:
where , , , , i=1,2 are the same as in theorem 5. Proof. Refer to Appendix D.
V. COROLLARIES OF OUR THEOREMS
In this section, we explain the corollaries of our theorems stated in section IV: First, we show that different versions of the HK region and its simplified form (the CMG region) are obtained from theorems 3,4 and 5,6, respectively (corollaries 1-4).
Second, we prove that our work for the CRC is an improved and developed version of previous works, i.g. ,the DMT and the RTD regions (corollaries [5] [6] (4), theorem 5 is reduced to the CMG region for the IC (lemma 3, [17] ) in terms of the quadruple ( , , , ) .
Corollary 4.
The CMG region for the IC in terms of , (lemma 4, [17] ) is readily obtained from theorem 6 as a result of the redundancy of 15-3,9 due to and for the bound constants in the CMG region. Corollary 5. It can be shown equation by equation that our region for the CRC in theorem 3 is an improved version of the DMT region in (6-1)- (6) (7) (8) (9) (10) (11) (12) (13) (14) . The terms , , , , , , , 1,2 denote the DMT rates in (6-1)-(6-14) and the terms , , , 
APPENDIX D Proof of theorem 6
The proof parallels that of theorem 4. 
