Abstract : Road maintenance requires local city governments to dedicate a substantial amount of funds in finding and repairing damaged traffic marks and pavements. In developed cities, the total road length is so large that the cost becomes unreasonably high. In this paper, we propose a method of sensing damaged traffic marks from images captured by a camera mounted to a car, for the purpose of reducing road maintenance cost. In particular, we utilized convolutional neural networks (CNN), as well as linear support vector machines (SVM) and Random Forest, in developing a system of damage detection. The experiments used thousands of images captured in the wild and showed that the method can detect damages using CNN with 93% accuracy, at maximum, and at reasonable speed (55 images per second).
Introduction
Lowering the cost of road management is one of the most important issues entailed in city operations. In Japan, there is 1.2 million km of road length, of which 0.9 million km are paved. Maintaining such long-length paved road requires a lot of effort and has great impact on a city's expenses. A paved road ages daily; therefore, it is necessary to monitor the road's condition in order to identify needed repairs such as potholes, road roughness, aging of traffic marks, etc. Ongoing inspection of road conditions in a city requires a lot of manpower and time. Therefore, road conditions are usually inspected visually, by city staff, only once per several years (for example, once per 5 years in the city of Fujisawa, Japan). To solve this problem, several studies have proposed various approaches to automated road inspection [1] - [7] . These studies leverage accelerometers attached on vehicles in order to detect road roughness automatically in an effort to reduce the road inspection cost. There are many public vehicles that travel around the entire city every day, such as garbage trucks for example; therefore, adapting public cars to automated road sensing should provide low-cost and sustainable road management.
In this paper, we focus on detecting the aging of traffic mark painting on roads. Traffic marks have an important role, not only with regard to cars, but also for pedestrians and cyclists which need to be aware of traffic rules and their boundaries; especially, since cycling is getting ever more popular, due to being a green mode of transportation, maintaining traffic marks is very important for ensuring road safety in cities. To the best of our knowledge, there has been no method proposed for au- tomated traffic mark condition inspection in previous studies. Unlike the detection of road roughness, traffic mark condition cannot be analyzed by using an accelerometer or gyroscope. Traffic marks are painted not only on the portion of road used by cars, but also on the side of the roads (such as the compartment line) or across roads (zebra crossing). Therefore, instead of using the aforementioned sensors, analyzing image data from a vehicle mounted camera should be a more practical way to assess the condition of traffic marks.
In this paper, we will first address problems in realizing practical camera-based traffic mark analysis using public cars. Figure 1 shows an overview of our work. Then, we will present our analysis method called C's, which analyzes the condition of traffic marks with high accuracy and speed without making excessive use of computational resources. C's is based on the convolutional neural networks (CNN) machine-learning model. Several important parameters of CNN were optimized in order to achieve a practical analysis approach, which could be performed using public vehicles. Our evaluation showed that C's performed with satisfactory accuracy (93%) in traffic mark condition classification, at reasonable speed and with efficient computational resource usage on embedded computers. The contributions of the paper are summarized as follows:
• Addressing problems to be solved with regard to automated sensing of traffic mark condition using public cars JCMSI 0005/17/1005-0393 c 2017 SICE Fig. 2 Cruisers overview: cruisers implemented in an automotive sensing platform [8] . We assume the use of garbage trucks for the collection of environmental information. This platform has a spatial area covered by several garbage trucks.
• Presenting our method, called C's, which analyzes traffic mark condition with high accuracy and speed while using computational resources efficiently
• Evaluating C's performance on an embedded computer and comparing performance on several other models; adjusting C's parameters by using actual traffic marks dataset
In Section 2, we address problems to be solved in automotive sensing of traffic mark condition by following the practical application of the sensorized garbage trucks system in the city of Fujisawa, Japan. Our method, called C's, is presented in Section 3 and serves the purpose of detecting the condition of traffic marks. In Section 4, we present the evaluation of our method. Then, in Section 5, we discuss problems which are currently present in our method and describe future research challenges. Finally, we conclude the paper in Section 6.
Automatic Traffic Mark Inspection with Public Cars
This section describes the requirements of automotive sensing for traffic mark inspection. First, we introduce our automotive sensing infrastructure in Fujisawa, Japan. Then, we determine the requirements for adapting existing automotive sensing infrastructure to traffic mark inspection.
Public Cars as a City Sensing Infrastructure
As part of a smart city project, in collaboration with the city office of Fujisawa City in Japan, we designed and implemented an automotive sensing platform called Cruisers [8] (as shown in Fig. 2 ). Then, we deployed the platform using the city's garbage collection trucks in order to evaluate the applicability of automotive sensing in a realistic urban setting. In Japan, garbage collection is conducted door-to-door by trucks, typically on weekdays; therefore, Cruisers were expected to ensure that most of the city's areas, excluding those that are uninhabited, were visited at least once each day when garbage collection occurred. Each garbage truck had a sensing module, a mini computer, and a cellular communication module. The sensing module contained several basic sensors such as global positioning system (GPS), temperature, accelerometer, gyroscope, and environmental sensors such as particulate matter (PM) 2.5 and nitrogen oxides (NOX). 3G networks were used as the communication link, with data speed limited to no more than 100 kbps, in order to keep the contract cost lower. Cruisers provided finegrained sensing and their sensing model can also be adapted to various other cities in Japan. Therefore, it should also be useful as a basic infrastructure for traffic mark inspection, by mounting a camera to the Cruisers sensing module. However, compared to sensors we had already used, coping with the camera sensor had to fulfill several requirements. These requirements are indicated in the following section.
Requirement
Camera-based traffic mark inspection has to fulfill the following requirements in order to be applicable to a sensing system using public cars, which has limitations related to network speed and computational resources.
1. Analysis at edge-side to reduce network communication:
Usually automotive sensing only uses low network capacity, such as a 3G link. The data size of camera images is much bigger than the size of data captured by simple sensors such as accelerometers and GPS. Thus, it is better to analyze captured images at edge-side and only send the analysis result through the network. This requirement leads to the additional requirements listed below.
2. Working with limited computational resources: In addition to network limitations, the computational resources of public cars are also limited. A computer attached to vehicles is powered from the car's battery. This, in turn, requires low computer specifications. Also, it is better to use an inexpensive computer in order to keep the cost low. Thus, we must not anticipate that a high-specification computer will be used in the analysis. Images are usually analyzed using machine-learning techniques. Thus, a method using a lightweight learning model and analysis technique is needed for reducing the computer's memory and CPU requirements.
3. Balancing high speed and high accuracy of analysis: Computational resources are also limited; however, we have to analyze traffic marks at high speed and with high accuracy. Images of traffic marks would be continuously captured by the camera at rates such as 15 frames per second (fps). Thus, in the case of 15 fps, it is necessary to analyze images within 66 ms in order to achieve real-time sensing. With consideration to real-time processing, traffic marks have to be analyzed with high accuracy. Images of traffic marks are captured by a camera mounted to a car, whose speed would be from 0 km/h to 60 km/h (in the case of garbage trucks in Fujisawa). Thus, the analysis should have been able to cope with various types of images, captured under variable car speed.
The purpose of this study was to explore an appropriate and practical analysis method for traffic mark inspection. The method was required to have the ability of coping with limited computational and network resources.
Method
In this section, we describe our method of detecting damaged traffic marks. First, we introduce the traffic mark image collection process. Next, we refer to the damage detection model by using CNN.
Data to be Analyzed
Our study assumes that traffic mark images, depicting traffic mark condition, are collected by the vehicle mounted camera. In the experiment, a generic car was used, with the camera attached to the side in order to capture images of the road surface only, as shown in Fig. 3 ). The speed of travel was confined within the legal speed limit, between 0 km/h and 60 km/h. The captured images are blurred as traveling speed increased as shown in Fig. 4 .
C's Model
First, we defined "damaged traffic marks" as the traffic mark image where a damaged part is depicted; thereby, the traffic mark condition was classified as either damaged or undamaged (as shown in Fig. 5 ). We regard this problem as a binary classification task. In our study, a CNN model was used to solve this problem. Recently, the CNN model was reported to perform well in image correlation tasks. For example, engineers (or researchers) hold an annual classification accuracy competition where approximately one million images are classified into 1000 classes during the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [9] - [17] . In this competition, the CNN model became the mainstream classification method after 2012. We regarded CNN models as adequate for solving correlation tasks related to the images considered in this study. Therefore, our work proposed the C's model as an extension to the CNN model.
CNN is a special model that was designed for providing good solutions to image related problems. CNN is constructed with multiple convolutional layers and a few fully connected layers in almost any case relevant to a classification task. At the convolutional layer, the input image of width n i , height n j , c color channels (h ∈ R n i ×n j ×c ) and output channel d is first convolved with a set of local filters f ∈ R n i ×n j ×c×d . For each location/pixel (i, j) of x, the convolutional calculation is defined as:
where
Φ is a nonlinear activation function with a parameterized set of parameters. At this time, we used the rectified linear unit (ReLU) [18] . When the final output was evaluated, the sigmoid function was used. The convolution in Eq. (1) was followed by local max pooling. The pooling layer had two contributions: First, the output channel dimensionality was reduced by the convolutional layer. In addition, neighboring feature activations were summarized by the activation of this spatial max pooling and lead to local translation invariance. The final feature map of the last convolutional layer was flattened to a vector representationh. This vectorh was fed through a few fully connected nonlinear layers until the output was produced.
Finally, the optimization of these functions was assigned to the optimizer. At this point, we used Adam [19] . The initial values were set at a learning rate of 0.001 and the momentum was set at 0.9.
The C's model was developed by combining the above. In our study, models have some requirements, for example, with regard to size; The details of the C's model is described in the Experiment section.
Experiment
In this section, we describe our experimental results and evaluation. This evaluation showed that C's achieved 93% accuracy at various traveling speeds, with 6,781 test images. Additionally, the C's model indicated high-speed detection (approximately 0.017 s/image); it also achieved about 90% decrease of channels and convolutional layers while maintaining detection accuracy.
Dataset
In this paper, we collected many compartment line (white line) pictures in order to evaluate C's detection accuracy. The reason for collecting compartment line images was that traffic marks are configured by the combination of white lines; therefore, we considered the compartment line as the simplest of all traffic marks. At this time, we used a Nissan JUKE as the generic car. The time period of picture collection was between April 30th and May 2nd, 2016. During day time, while the weather conditions were good (sunny), images of traffic mark condition were captured. In particular, the compartment line was captured in video format, using a camera (frame speed of 60 fps). From the video, we retrieved many images showing the condition of traffic marks; however, some images taken when the car was traveling with a speed of over 50 km/h were removed. The reason for the removal of these images was that they were difficult to extract by human visual inspection because strong blurring was present due to the high traveling speed. In addition, one person was responsible for labelling all images. The size of collected images was reduced to 224×224 pixels in order to increase the training speed. A dataset containing each one of 25,426 images was used for training. The training environment is shown in Table 1 ; the test dataset contained 6,781 images. Figure 6 shows a part of the dataset used for training.
Detection Accuracy
We evaluated the detection accuracy of the CNN model by comparing the linear support vector machine (SVM) [20] , [21] and random forest [22] - [25] . First, we introduced the accuracy of linear SVM and random forest. When the linear SVM was trained with 20,000 images, this model never finished training. The linear SVM can be trained with approximately 7,000 images; therefore, we used 7,625 images. In the result, the crossvalidation score of the linear SVM was 0.80 (±0.03). On the other hand, the score of the random forest was 0.83 (±0.00). Thus, these cross-validation scores perform nearly as well as each other. Next, the classification accuracy of each test is described. The results are shown in Table 2 . From the result, the accuracy of the linear SVM was 80.0%, the accuracy of random forest was 84.0%; therefore, the accuracy of random forest is better than the accuracy of linear SVM. In this case, however, images taken at all traveling speeds were included. Thus, they were divided into categories corresponding to traveling speed (shown Fig. 7) , training, and testing. In this experiment, the influence of the vehicle's traveling speed on learning, at the time of image capturing, was verified. At this time, the vehicle's speed was collected at 10 km/h, 20 km/h, 30 km/h, and 40 km/h (each traveling speed range is ± 5 km/h). The results are presented in Table 3 . From the result, when the training and test datasets were collected at the same traveling speed, detection accuracy was very high; 90% accuracy or more was observed at all speeds. On the other hand, when the traveling speeds in the training data and test datasets were different, the detection accuracy greatly decreased. From this result, we found that traveling speed changes images. The image got blurred when traveling speed was high; therefore, we considered that the accuracy of detection drops, particularly among images where the speed difference during capturing was wide (such as 10 km/h and 40 km/h) Thus, a system was needed for changing the model at each speed. Alternatively, the construction of a model would be needed, which would achieve high accuracy despite the inclusion of images captured at variable speed.
Next, we introduce the result obtained from the CNN. CNN structure is shown in Table 4 and Fig. 9 . Additionally, we attempted to increase the convolution layer in order to increase the detection accuracy; however, the best accuracy achieved remained almost unchanged. Therefore, we decided to use a four layer structure as the base. When using dropout [26] , it must be added after the layer has been fully connected at a rate of 0.5. Based on the model in Table 4 , the accuracy was evaluated by verifying using dropout. Table 5 shows the result.
From Table 5 , the accuracy of both models was over 90%. The best accuracy was achieved only when dropout was applied. The detection accuracy was 93%, and the all scores such as area under the curve (AUC) were 0.9 or more; high precision was observed. Additionally, we found that CNN was the best performing method because it was better than the other models with regard to all scores. However, an error of 7% occurred in the CNN model. We considered validity as the cause for error. As mentioned previously, only one person was responsible for labeling all the images; therefore, the validity of labeling could not be evaluated. Furthermore, erroneous judgment is a very ambiguous concept, since, what would constitute such judgment cannot be defined clearly. To some extent, we thought that it may be possible to remove ambiguity by using multiple people to conduct labelling and then take the average of the majority's choice. In addition, errors also occurred by the detection of shadows, as shown in Fig. 8 . When a shadow fell on the white line, it was wrongly detected as traffic mark damage. We thought that converting the images to gray scale during this time may be the cause of this, by making the damage on the road surface difficult to distinguish from a shadow. Therefore, we would have been able to prevent this error by identifying the image as 3 channel. However, since the information amount of the image also increases, there is a possibility that the detection process may become heavy; therefore, it is necessary to consider a trade-off between accuracy and detection speed. Finally, we describe the relationship between the amount of data used for training and detection accuracy. In automated inspection, the preparation of large amounts of labeled data is required. Thus, many types of research aim at achieving high detection rates while using less training data, by implementing semi-supervised learning and label propagation algorithms.
However, if such an algorithm is used, automation labeling is not realized perfectly; therefore, we evaluated the amount of training data which would indicate sufficient detection accuracy. At this time, we increased the amount of training data to 1,000 images, 5,000 images, 10,000 images and more. The result is shown in Table 6 . However, the model never finished training when 10,000 images were used by the random forest. Therefore, it was concluded that the random forest cannot classify 10,000 images. From the result, when the amount of training data was 5,000 images or more, the detection accuracy of the random forest model was 80%. Additionally, when the amount of the training data was 15,000 or more, the accuracy of the model did not change; therefore, it was concluded that a dataset of 15,000 images was adequate. The difference in accuracy between 1,000 and 5,000 images was 6% or more, it was understood that 1,000 images was not a sufficient amount of training data. This result was also observed in the CNN model. Table 6 Amount of data required to perform with best possible accuracy: when the training data was 5,000 images or more, the detection accuracy was approaching best value; when training data was only 1,000 images, detection accuracy dropped.
Number of training data (Accuracy %) Model 1,000 5,000 10,000 15,000 2,0000 ALL (25, Therefore, in this study, we found that this method required 5,000 images or more to perform with the best possible detection accuracy.
Analysis for Practice
Next, we evaluated the practical aspects of the analysis. First, we introduced the file size of each model. The disk capacity of the device was occupied by the model because the file size was too large. If a mini computer was used, this would have been fatal; therefore, we examined the file size after training completed. Table 7 presents the result.
From Table 7 , the file size of linear SVM was approximately 2.0 GB, the file size of random forest was about 80 MB and that of the CNN was approximately 700 KB. The file size of linear SVM was extremely large; therefore, it was hard for the minicomputer to install. On the other hand, the file size of the CNN model was only approximately 700 KB. We considered that the CNN model saved only weights and its architecture; therefore, the resulting file was very small. Moreover, with consideration to file size, the random forest and CNN models can be installed on almost any device. However, the complex CNN model needs large memory space in order to perform a substantial amount of calculation. Thus, we evaluated the detection time by comparing these models. Table 8 presents the experimental environment. We defined detection processing as the input of images until the detection result was calculated. The detection time per image was calculated from the detection time of 30 images, on average. Table 7 shows the result. From Table 7 , the detection time of linear SVM was 0.009 s/image, the detection time of random forest was 0.016 s/image, the detection time of the CNN model was 0.044 s/image. The CNN model had the worst processing speed because of the large amount of calculation that was entailed. Thus, we examined the layer between the channel number and Fig. 10 Number of layers or channels to increase detection speed: the detection speed was increased by reducing convolutional layers and output channels. In almost all cases, detection accuracy was over 90%. Fig. 11 Number of layers or channels to increase detection speed with Raspberry Pi3. Although the detection speed was decreased compared with PC, it was still within 0.1 s and detection accuracy was over 90%.
detection speed. Figure 10 presents the result. From Fig. 10 , even though the number of layers was the same, the detection time was reduced to less than half by decreasing the output channels. Additionally, the accuracy declined only by approximately 3%. This result showed that reducing parameters kept detection accuracy high. From the result, the C's model could detect approximately 0.17 s/image, and detection accuracy was approximately 90%. This result showed that even though the number of parameters decreased, high accuracy was maintained; therefore, we were able to realize high detection accuracy, minimum model size and real-time processing.
However, random forest had the fastest detection time. The random forest counts approximately 90 images per second. The accuracy of the random forest model was worse than the accuracy of our CNN model; however, random forest had the highest processing speed; therefore, we considered it was better to use random forest when processing. By contrast, linear SVM also showed very high processing speed but the file size of this model was extremely large. When the device detected the traffic mark condition, it then needed to load the training data; therefore; this led to large computer memory usage. If abundant resources are assumed, the model can be regarded as usable.
Because our ultimate goal was to run the model on embedded devices attached to public vehicles, we needed to test its efficiency on limited hardware, with constraints on disk space, memory size, and processing speed. Moreover, we needed to finish image classification with in the time, which would be appropriate to our task of real-time line image capturing. To test this, we ran the model on a Raspberry Pi 3, which is a popular single-board computer. The results are displayed in Fig. 11 . Even on a Raspberry Pi, which has inferior general performance compared to a PC, a detection speed of less than 0.1 s/image was possible. Thus, we concluded that our model is effective, even in actual applications where hardware constraints exist.
Discussion
In this study, we proposed an automatic detection method targeting traffic marks. However, city maintenance requires various types of inspection, beyond the scope described in this paper. Thus, if this method is considered effective, automated detection can be applied elsewhere in a similar manner. It is very difficult to gather a large amount of data while deep neural networks require them to be trained. In order to treat this problem, we can ask the public user to label the data via such as crowd sourcing. Furthermore, our study showed the effectiveness of real-time processing, which may be suitable to implementation in traffic accidents and road damage incidents to which municipalities may have to respond immediately. In this context, previous works utilized so complex models that they could not respond immediately. On the other hand, our method can realize real-time detection and data sending; therefore, we consider our method to be highly versatile. In this study, however, we addressed a simple task by treating it as a binary classification problem; therefore, it may be possible to speed up the detection while maintaining detection accuracy by simply reducing the number of channels. On the contrary, in the case of tackling complex classification tasks, we have to restrict the model's complexity. In that case, we have to explore other methods (for example, apply dark knowledge [27] etc.). In our study, we collected the data under the specific condition. In future work, we will expand the scope of our research by collecting images under various conditions (evening, night, sunny weather etc.).
In this study, while our focus was on determining whether we could classify damaged and undamaged road markings, preprocessing for classifying the presence of a white line was done manually. However, due to the possibility by which an image captured by live camera does not contain a road marking, there exists a need to automate line detection. Additionally, due to utilizing garbage trucks, which are public vehicles that travel in the city on a daily basis, we can infer that lines in various locations will be captured. In future work, we plan to automate line detection or use a model which can both detect and classify images in an end-to-end manner.
Conclusion
Roads have large coverage and age daily. Road maintenance is a burden for municipalities, which need to periodically inspect the entire city. In the city of Santander in Spain, embedded sensors are utilized in the monitoring of the city; however, this may not be a viable option for small municipalities, which also need to operate and manage road infrastructure. On the other hand, participatory sensing is also very effective for collecting data showing the condition of traffic marks. However, it cannot cover the whole city because in this case, data collection depends on the user. Thus, we focused on automotive sensing, which realizes data collection over a wider area. Therefore, we devised the proposed automated traffic mark damage detection method (called C's) in order to inspect the condition of traffic marks. The result obtained in our study shows that we were able to detect the condition of traffic marks, whose image was captured at traveling speeds within the range of 0 km/h to 40 km/h, with the accuracy of 90% or more. In addition, we constructed a simplified CNN detection model. In this model computational complexity was kept at minimum. As a result, it was possible to process 55 images per second without loss of accuracy; therefore, we confirmed that our method was effective in carrying out automated inspection. Finally, we believe that by attaching the automated detection system, which we developed, to public vehicles such as garbage trucks and buses, the system's general versatility will be enhanced and the system will be useful in monitoring the entire city.
