This paper reviews the past fifty years of work on spectral theory and related issues in nonrelativistic quantum mechanics.
tic manifolds. What remains is what might be called the second-level foundations-existence of solutions of the time-dependent Schrödinger equation ͑which is equivalent to self-adjointness of these operators͒ and general qualitative issues in dynamics. It is this subject, essentially born 50 years ago, that I will review here. The subject matter is vast with hundreds of contributors and thousands of papers. Each section of this paper is a proxy for what deserves a book or at least a very long review article. In attempting to overview such a vast area in a few pages, I have had to focus on the high points. No proofs are given and I have settled for usually quoting the initial or especially significant papers. I have no doubt that I have left out some important papers, and if so, I ask the forgiveness of the reader ͑and their authors!͒.
To keep this paper a reasonable size, I have focused almost entirely on the general basics of Schrödinger operators and some simple applications to atomic and molecular Hamiltonians. That means, among other areas, I have not considered general second-order operators on R n and on general manifolds ͑but see Davies and Safarov, 57 Davies, 55 and Kenig 154 ͒ nor have I considered some of the detailed papers on perturbations of Hamiltonians with periodic potential ͑see, e.g., Deift and Hempel 58 and Gesztesy and Simon 91 ͒ nor the extensive literature on Dirac operators nor the considerable work on Schrödinger operators in a bounded region with some boundary conditions including subtle results on what happens at irregular boundary points ͑see Davies 55 ͒ nor the results on phenomena like the quantum Hall effect that apply and extend the general theory to results in condensed matter physics. While there are a few results about Ϫ⌬ϩV for cases where V(x)→ϱ as ͉x͉→ϱ, again there is a large literature we will not attempt to review. While Sec. X has a brief discussion of constant magnetic field, we have not attempted to discuss the recent extensive literature on nonconstant magnetic fields.
There is a companion piece to this one on open problems.
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II. MATHEMATICAL TOOLS AND ISSUES
The mathematics most relevant to the modern theory of Schrödinger operators is functional, real, harmonic, and complex analysis. In this section, we will briefly set the stage to fix notation. For more details, see Reed and Simon. 214, 211 Quantum Hamiltonians are unbounded operators, defined on a dense subspace rather than the whole Hilbert space. Physics books tend to emphasize the symmetry ͑''Hermiticity''͒ of the Hamiltonian; that is, that ͗H,͘ϭ͗,H͘ for all , in D(H). But more important is a property called self-adjointness. The adjoint H* of an operator H is defined to be the maximal operator so that ͗H*,͘ϭ͗,H͘ for all D(H), D(H*). Hermiticity says only that H* is an extension of H.
We say H is self-adjoint if HϭH*, H is called essentially self-adjoint if and only if H is symmetric and has a unique self-adjoint extension. This holds if and only if H* is self-adjoint. Self-adjointness is important in the first place because if H is self-adjoint, one can form the unitary group e ϪitH and so solve i t ϭH t ͑as t ϭe ϪitH ͒ for initial conditions D(H). Indeed, Stone's theorem says that any one-parameter continuous unitary group is associated with a selfadjoint operator. Second, self-adjointness implies the spectral theorem. There is for each Borel set AʚR, a projection, E A (H), so that One often defines a refined set ⌺ ac with ⌺ ac ϭ ac (H), the essential support of the ac measure.
Basically, the essential support of the a.c. measure F()d is ͕͉F() 0͖. It is defined modulo sets of Lebesgue measure zero. ⌺ ac is the union of the essential support of (d H ) ac over a countable dense set of s.
III. SELF-ADJOINTNESS
The theory of Schrödinger operators was born with Kato 
͑1͒ For a proof, see Cycon et al.
53
͑2͒ This is essentially a best possible result. that is also critical to the Leinfelder-Simader proof. ͑4͒ ͑III.6͒ is essentially equivalent to the fact that e t⌬ is positivity preserving. The version of ͑III.6͒ with magnetic fields is equivalent to diamagnetic inequalities:
for the H of ͑III.5͒ ͑with Vу0). These ideas were discovered by Nelson, 198 Simon, 241,247 and Hess et al. 119 While there are best possible self-adjointness results for magnetic fields and positive potentials, the results for V's which can be negative are not in such a definitive form. All the basic principles are understood but I am not aware of a single result that puts them all together ͑one of the best results is in Kato's paper 151 although, as we will see, it is not quite optimal with regard to local singularities͒. So I will present the general principles that are understood in this case.
͑a͒ Ϫ͉x͉ 2 borderline for behavior at infinity. Negative potentials V of compact support for which HϭϪ⌬ϩV is essentially self-adjoint on C 0 ϱ normally obey a global estimate of the form ͑III.3͒ ͑with AϭϪ⌬, BϭV͒ and, in particular, H is bounded from below. However, if V is not of compact support, it can go to minus infinity at infinity without destroying self-adjointness. More or less, the borderline for keeping self-adjointness is Ϫ͉x͉ 2 . For example, it can be proven ͑see, e.g., Reed and Simon, 211 Theorem On the other hand, ͑III.7͒ implies that for Vу0, any a and any multiplication operator W:
and so the second principle is that in studying the negative part of V, one can assume V is negative and then add back an arbitrary positive L loc 2 positive V. While this is true, it ignores situations where there are cancellations between the positive and negative parts which can occur ͑see, e.g., Combescure 
͑III.9͒
This result is proven by a variant of an idea of Sigal. 231 Find a ''partition of unity'' ͕ j ͖ so that ⌺ j 2 ϭ1, each j is supported in some unit cube ͑so j (•Ϫy )ϭ j for some j ), and the j 's are locally finite, ͚(" j ) 2 is uniformly bounded ͑the j 's can be translates of a single j ͒ and ⌺͉⌬ j ͉ is uniformly bounded. If H 0 ϭϪ⌬, we have ͑where C is related to ʈ⌺(ٌ j ) 2 ʈ ϱ and One can go beyond this to get fairly detailed behavior on decay in cases when H has compact resolvent or for N-body potentials. In one dimension, one can justify under some regularity conditions the WKB formula that states when V(x)→ϱ, eigenfunctions decay like
͑IV.5͒
It was Agmon 4 who realized the proper higher-dimensional analog for this involves what is now called the Agmon metric: (x) is the geodesic distance of x to 0 in the Riemannian metric Eigenfunctions play a critical role in explicit spectral representations of Schrödinger operators. The basic ideas go back to work of Browder, 39 Garding, 88 Gel'fand, 89 Kac, 137 and especially Berezanskii. 29, 30 See Sec. C.5 of Simon 250 and Last and Simon 170 for some additional onedimensional results.
Finally, we mention issues of cusps and nodes of eigenfunctions. Kato 148 has a famous paper on cusps at Coulomb singularities for atomic eigenfunctions. See Hoffmann-Ostenhof et al. 108, 120, 121 for recent developments in this area.
V. ONE-DIMENSIONAL DECAYING POTENTIALS
One-dimensional Schrödinger operators
on L 2 (Ϫϱ,ϱ) and L 2 (0,ϱ) and their discrete analogs
on l 2 (Ϫϱ,ϱ) and l 2 ͓0,ϱ) have been heavily studied for two reasons. First, ordinary differential equation ͑ODE͒/difference equation methods allow one to study them in much greater detail than one can the higher-dimensional analogs. Second, if V(x)ϭV(͉x͉) is a spherically symmetric function on R , then Ϫ⌬ϩV is unitarily equivalent to a direct sum of operators on L 2 (0,ϱ) or the form ͑V.1͒ where the effective V's have the form V l (x)ϭ l ͉x͉ Ϫ2 ϩV(x) for suitable l 's. The details can be found, for example, in Reed and Simon, 211 Example 4 to the Appendix for X.1. The one-dimensional theory has been in and out of vogue. It was extensively studied from 1930 to 1950 with important contributions by Titchmarsh, Kodaira, Gel'fand, Hartman-Wintner, Levinson, Coddington-Levinson, and Jost. Significant developments during the next 25 years were mainly in the area of inverse spectral theory ͑a major exception was Weidmann's work, 273 to be discussed shortly͒ which will be discussed in Sec. VI. From about 1975 starting with the work of Goldsheid et al. 98 and Pearson, 204 this has been an active area with extensive study of the one-dimensional case, especially with long-range and with ergodic potentials.
One special feature of one dimension is that one can limit spectral multiplicities under very general conditions on V:
Theorem V.1:
) with fixed hu(0)ϩuЈ(0)ϭ0 boundary conditions and suppose H is essentially self-adjoint on C
0 ϱ ͓0,ϱ). Then H has simple spectrum ͑multi- plicity 1͒. ͑b͒ Let HϭϪ(d 2 /dx 2 )ϩV(x) on L 2 (Ϫϱ,ϱ) and suppose H is essentially self-adjoint on C 0 ϱ (Ϫϱ,ϱ). Then ͑i͒
The absolutely continuous spectrum of H is of multiplicity at most 2. ͑ii͒
The singular spectrum of H is of multiplicity 1.
Remarks:
͑1͒ All one needs for local regularity of V is VL 1 ͓0,R͔ for all RϾ0 or L loc 1 (Ϫϱ,ϱ). ͑2͒ The result holds even if H is not essentially self-adjoint (V limit circle at Ϯϱ͒ so long as a boundary condition is imposed at ϱ or at Ϫϱ.
͑3͒ The only subtle part of the result is that the singular continuous spectrum is simple on the real line. This is a theorem of Kac; 138,139 see also Berezanskii. 29, 30 My preferred proof is due to Gilbert. 95, 96 In this section, we will discuss the case where V(x)→0 at infinity. In Sec. VI, we will discuss inverse spectral theory, and in Sec. VII, we will discuss ergodic potentials. ͑These two subjects are mainly one dimensional.͒ The issue of the asymptotic eigenvalue distribution when V→ϱ as Ϯϱ is discussed in Sec. XIV on the quasiclassical limit.
This section will discuss ͑V.1͒/͑V.2͒ in situations where V(x) ͑or V(n)͒ goes to zero ͑at least in an average sense͒ as x→ϱ ͑or n→ϱ). The interesting thing is that there are three natural breaks in behavior. Expressed in terms of ͉x͉ Ϫ␣ behavior, they are ͑i͒ At ␣ϭ2, we shift between a finite number of bound states (␣Ͼ2) or an infinite number
, we shift between a pure scattering situation for positive energies (␣ Ͼ1) and the possibility of positive energy bound states (␣Ͻ1). ͑iii͒ At ␣ϭ , there may be some nonpoint spectrum. As we will see, subsequent results confirmed this borderline.
The negative spectrum for decaying potentials is easy: So long as ͐ x xϩ1 ͉V(y)͉dy→0, H is bounded below and has ͓0, ϱ͒ as essential spectrum by Weyl's criterion ͑see, e.g., Reed and Simon, 213 Sec. XIII.4͒, which means that ͑Ϫϱ, 0͒ has only discrete eigenvalues of finite multiplicity, which can only accumulate at energy 0. Indeed, by Theorem V.1, the point spectrum is of multiplicity 1. Once these basics are established for the discrete spectrum, a number of detailed questions about it arise:
͑a͒ Is disc finite or infinite? The borderline, as mentioned above, is r Ϫ2 decay. Explicitly, one has Bargmann's bound 24 that the number of eigenvalues on a half line with u(0)ϭ0 boundary conditions is bounded by ͐x͉V(x)͉dx and on a whole line by 1ϩ͐ 256 Both theorems can be understood as coming from the fact that all solutions of ϪuЉϩVuϭu with Ͼ0 are bounded. That such a conclusion implies the spectrum is purely absolutely continuous was first indicated by Carmona 42 ͑who required some kind of uniformity in ͒. Important later developments that capture this idea are due to Gilbert and Pearson, 97 Last and Simon, 170 and Jitomirskaya and Last. 135 The tools in those papers are also important for the proofs of the results of Sec. VII.
Once one allows decay slower than r Ϫ1Ϫ⑀ for both V and VЈ, the conclusion of Theorems V.2/V.3 can fail because of embedded point spectrum. The original examples of this were found by von Neumann and Wigner. 272 Basically, if V(x)ϭ␥͉x͉ Ϫ1 sin(x) for x large and ␥Ͼ1, then ϪuЉϩVuϭ 1 4 u has a solution which is L 2 at infinity ͑see, e.g., Theorem XI.67 in Reed and Simon 213 ͒. By adjusting V at finite x, one can arrange for any boundary condition one wants at xϭ0. In fact, if one allows slightly slower decay than ͉x͉ Ϫ1 , one can arrange dense point spectrum. Naboko 197 and Simon 257 have shown that for any sequence ͕ n ͖ nϭ1 ϱ of energies in ͑0, ϱ͒ ͑Naboko has a mild restriction on the 's͒ and any g(r) obeying lim r→ϱ rg(r)ϭϱ, there is a V(x) obeying:
ϪuЉϩVuϭ n u has a solution L 2 at infinity and obeying a prescribed boundary condition at xϭ0.
Remark: It is an interesting open question about whether there exist potentials decaying faster than ͉x͉ Ϫ1/2Ϫ with dense singular continuous spectrum ͑rather than dense point spectrum͒. The interesting fact is that even though potentials of Naboko-Simon type have dense point spectrum, they may also have lots of a.c. spectrum. The best result is:
Theorem V. ͑iii͒ Much more is known in the borderline ␣ϭ 1 2 case, at least for the discrete Schrödinger operator ͑V.2͒. For example, if a n are independent, identically distributed random variables uniformly distributed in ͓Ϫ1, 1͔ and V(n)ϭn Ϫ1/2 a n , then for suitable coupling constants and energies E in ͓Ϫ2, 2͔, the spectral measures have fractional Hausdorff dimension with an exactly computable local dimension. This is discussed in Kiselev et al. 158 There are earlier results on this model by Delyon et al. 64 and Delyon.
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͑iv͒ A very different class of decaying potentials was studied by Pearson. 204 His potentials are of the form
where Wу0, a n →0, and x n →ϱ very rapidly so the bumps are sparse. He showed that for suitable a n ,x n , the corresponding H has purely singular spectrum-providing the first explicit examples of such spectrum. Strong versions of his results were found by Remling 217 and Kiselev et al. 158 In particular, the latter authors proved if (x nϩ1 /x n )→ϱ ͑e.g., x n ϭn!), then potentials of the form ͑V.3͒ lead to H's with purely singular spectrum if ⌺a n 2 ϭϱ and to ones with purely a.c. spectrum if ͚a n 2 Ͻϱ.
VI. INVERSE SPECTRAL THEORY
One area related to Schrödinger operators, especially in one dimension, is the question of inverse theory: How does one go from spectral or scattering information to the potential. There is much literature, including three books I would like to refer the reader to: Chadan and Sabatier, 45 Levitan, 176 and Marchenko. 190 I will only touch some noteworthy ideas here. In one dimension, a key role is played by the Weyl m function and the associated spectral measure d. Given a potential V so that H is self-adjoint with u(0)ϭ0 boundary conditions, for each z with Im zϾ0, there is a solution u(x;z) of ϪuЉϩVuϭzu which is L 2 at infinity. The m function is defined by
Im m(z)Ͼ0 in Im zϾ0 so by the Herglotz representation theorem m͑z ͒ϭBϩ ͵ d͑ ͒ ͫ as ͉͉→ϱ with ␦ϽArgϽ(/2)Ϫ␦. d really is a spectral measure for let (x,) solve Ϫ Љ ϩV ϭ with boundary conditions (0,)ϭ0, Ј(0,)ϭ1, and define for f C 0
or formally ͵ ͑x, ͒͑ y, ͒d͑ ͒ϭ␦͑ xϪy ͒.
͑VI.7͒
Moreover, (UH f )()ϭ(U f )(). d and its equivalent function m is therefore close to spectral information. One way of seeing this explicitly is if V(x)→ϱ. In that case, m is meromorphic, the poles of m are precisely the eigenvalues of H with u(0)ϭ0 boundary conditions and by definition of m, the zeros are precisely the eigenvalues with uЈ(0)ϭ0 boundary conditions. m is uniquely determined by these two sets of eigenvalues. In many ways, the fundamental result in inverse theory is the following one: Given the uniqueness result, it is natural to ask about concrete methods of determining q given m. There are two approaches for the general case. The first is due to Gel'fand and Levitan 90 and depends on the orthogonality relation ͑VI.7͒, while the other, due to Simon, 258 is a kind of continuum analog of the continued fraction approach to solving the moment problem.
The Gel'fand-Levitan approach depends on a representation of the solutions due to Povzner 208 Inverse spectral theory is connected to inverse scattering for short-range potentials since d on ͓0, ϱ͒ is determined by scattering data. Scattering data also determine the positions of the negative eigenvalues. One needs to supplement that with the weight of the pure points at these negative eigenvalues known as norming constants. Marchenko 190, 189 has an approach to inverse scattering related to the Gel'fand-Levitan approach by using a different representation than 61 For another approach to inverse problems, see Melin. 195 Inverse theory for periodic potentials also has an extensive literature starting with Dubrovin et al., 70 Its and Matveev, 132 McKean and van Moerbeke, 193 McKean and Trubowitz, 192 and Trubowitz. 268 As for higher-dimensional inverse scattering, these scattering data overdetermine the potential. For example, for short-range V's, the scattering amplitude at fixed momentum transfer approaches the Fourier transform of V at large energy, so the large energy asymptotics of scattering determine V. There is considerable literature on recovering V from partial scattering data, which we will not try to summarize here.
One reason for the interest in inverse theory is the connection it sets up between spectral theory of Schrödinger operators and the analysis of certain nonlinear partial differential equations like KdV ͑see Dodd et al., 68 Novikov et al., 199 and Belokolos et al. 26 ͒.
VII. ERGODIC POTENTIALS
Let ⍀ be a compact metric space with probability measure d␥ and T t with tR or T n with nZ be an ergodic family of measure-preserving transformations. Let f :⍀→R be continuous. For ⍀, define
and H ϭϪ⌬ϩV .
͑VII.2͒
Note: To allow unbounded V's as seen, for example, in Gaussian random potentials, one wants to extend this picture to either allow f to be discontinuous and/or take values in Rഫ͕ϱ͖, and/or allow ⍀ to be noncompact; for simplicity, we will discuss this model for motivation.
H is a family of Schrödinger operators, not a single one, but by the ergodicity and an obvious translation covariance V T y (x)ϭV (xϩy), many spectral properties occur with the probability one. So one can speak of typical properties. In particular, it is known that the full spectrum ⌺, the essential support of the absolutely continuous spectrum ⌺ ac , the closure of the point spectrum ⌺ pp , and the singular continuous spectrum ⌺ sc are a.e. constant in ͑see, e.g., Theorems 9.2 and 9.4 in Cycon et al. 53 where ␣ is irrational, runs in ͓0, 2͔ ͑which is ⍀͒, and is a parameter. The corresponding discrete Schrödinger operator is called the almost Mathieu model. The simplest example of this framework-which is atypical in many ways-is the periodic potential. The basic facts in this case go back to physics literature at the start of quantum mechanics ͑Bloch, Brillouin, Kramer, and Wigner͒ and, in one dimension, to work on Hill's equation ͑Floquet, Lyapunov, Hamel, and Haupt͒. A critical early mathematical paper on the multidimensional case is Gel'fand. 89 The key result is that for periodic V's with a mild local regularity condition, HϭϪ⌬ϩV has purely absolutely continuous spectrum. This result is discussed in detail in Reed and Simon, 212 Sec. XIII.16͒. The only subtle part of the argument is to eliminate the possibility of what are called flatbands, a result of Thomas. 264 In the mathematical physics literature, the period from 1975 onwards has seen enormous interest in the study of almost periodic and random models and special cases thereof. Three books that discuss this are part of Carmona and Lacroix, 44 Cycon et al., 53 and Pastur and Figotin. 203 We will only touch some of the general principles, leaving the details-especially of detailed models-to the books and the vast literature. We will make references to the Lyapunov exponent without defining it; see Cycon et al., 53 Sec. 9.3. For random potentials, the most interesting results concern localization. While the spectrum is typically an interval ͑e.g., for the Anderson model in dimensions, it is ͓aϪ2,bϩ2͔), the spectrum is pure point with eigenvalues dense in the interval and exponentially decaying eigenfunctions.
In one dimension, localization was first rigorously proven by Goldsheid et al. 98 with a later alternative by Kunz and Souillard. 165 Following an idea of Kotani, 159 Simon and Wolff, 261 and Delyon et al. 63 found another proof. Typical is Theorem VII.1: For the one-dimensional Anderson model, the spectrum is ͓aϪ2,bϩ2͔ and is pure point with probability one with eigenfunctions decaying at the Lyapunov rate.
Carmona et al. 43 and Shubin et al. 228 have approaches that work if the single site distribution is discrete ͑the other quoted approaches require an absolutely continuous component for this distribution͒.
In higher dimensions, the two main approaches to localization are due to Fröhlich and Spencer 87 ͑see also von Dreifus and Klein
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͒ and to Aizenman and Molchanov. 10 ͑See also Aizenman and Graf 8 and Aizenman et al. 11 ͒ Basically, these authors and the many papers that extend their ideas prove dense point spectrum in regimes where the coupling constant is large or one is near the edge of the spectrum. It is believed-but not proven-that in suitable regimes when у3, there is absolutely continuous spectrum.
For almost periodic models, one can have any kind of spectral type. The almost Mathieu model has been almost entirely analyzed and the spectral type shows a great variety. Recall this is the discrete model with potential
where , ␣ are fixed parameters and runs through ⍀. Then ͑i͒ If Ͻ2, there is always ͑i.e., for any irrational ␣͒ lots of a.c. spectrum and it is known for some ␣ and believed for all ␣ that is all there is ͑see Last, 169 Gesztesy and Simon, 92 Gordon et al., 100 Jitomirskaya; 134 the earliest results of this genre are due to Dinaburg and Sinai 67 ͒. ͑ii͒ If ϭ2 and ␣ is an irrational whose continued fraction integers are unbounded ͑almost all ␣ have this property͒, then the spectrum is known to be purely singular continuous for almost all ͑see Gordon et al.
100
͒. ͑iii͒ If Ͼ2 and ␣ is an irrational with good Diophantine properties (͉␣Ϫ p/q͉уCq
Ϫl for some C, l and all p, q, Z͒, then for a.e. , the spectrum is dense pure point ͑Jitomirskaya;
134 see also Bourgain and Goldstein 38 ͒. ͑iv͒ If Ͼ2 and ␣ is irrational, there are always lots of ͑a dense G ␦ ͒ for which the spectrum is purely singular continuous ͑Jitomirskaya and Simon 136 ͒. For some ␣, like those in ͑iii͒, the set while a dense G ␦ has measure 0. For Liouville ␣ ͑irrational ␣'s with lim(1/q)ln͉sin ␣q͉ϭϪϱ), the spectrum is purely singular continuous ͑Avron and Simon 22 using results of Gordon 99 ͒. In general, for almost periodic models, the spectral type is dependent on the number theoretic properties of the frequencies. Among the general spectral results known for almost periodic models is that the spectrum is everywhere constant on ⍀ ͑rather than only almost everywhere constant; Avron and Simon 22 ͒ and that the essential support of the a.c. spectrum is everywhere constant ͑Last and Simon 170 ͒. It is known ͓see ͑iv͔͒ that pp and sc may only be almost everywhere constant and fail to be constant on all of ⍀.
VIII. TWO-BODY HAMILTONIANS
Hamiltonians of the form Ϫ⌬ϩV where V(x)→0 at infinity are often referred to as two-body Hamiltonians since the Hamiltonian of two particles with a potential W(r 1 Ϫr 2 ) reduces to Ϫ⌬ ϩV ͑where V is a multiple of W depending on the masses͒ after removal of the center of mass. The issues are essentially the same as for one-dimensional decaying potentials as discussed in Sec. V.
With regard to the negative spectrum, again Weyl's criterion easily shows that ess (H) ϭ͓0,ϱ) so that H has only discrete spectrum of finite multiplicity in ͑Ϫϱ, 0͒ and only 0 can be an accumulation point. 
͒.
For a review of the literature on bounds on the number of eigenvalues, especially the subtle two-dimensional case, see Birman and Solomyak. 36 The absence of eigenvalues at positive energies is a specialized issue largely independent of the rest of the analysis of positive spectrum. Given the examples of Wigner-von Neumann and related ones of Naboko and Simon discussed in Sec. V, one needs some condition on the falloff or lack of oscillations. Here is a simple result:
Theorem VIII.2: Let V(x)ϭV 1 (x)ϩV 2 (x) where ͉x͉͉V 1 (x)͉→0 and ͉(x•ٌ)V 2 (x)͉→0. Then Ϫ⌬ϩV has no eigenvalues in ͓0, ϱ͒.
Remarks: ͑1͒ The stated theorem requires local regularity (V 1 bounded near infinity and V 2 is C 1 ), but there are extensions that allow local singularities.
͑2͒ Rellich 216 proved that if V has compact support, there are no positive energy eigenvalues. Theorem VIII.2 when V 2 ϭ0 is due to Kato 150 and the full result to Agmon 2 and Simon.
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͑3͒ See Froese et al. 86 for another result of this genre; we will discuss their result further in Sec. IX.
The methods we will discuss below typically show that pp പ(0,ϱ) is finite; one can then usually use Theorem VIII.2 to prove that the set is actually empty.
As for positive spectrum, it is intimately related to scattering theory. Given two self-adjoint operators A, B, one says the wave operators exist if 277 ͑or many other books͒ for a discussion of the physics involved. The development of abstract scattering theory is closely intertwined ͑pun intended͒ to its applications to Schrödinger operators. Fundamental work was done by Jauch, 133 Cook, 51 Rosenblum, 221 Kato, 149 Birman, 33 and Birman and Krein.
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The basic result for positive spectrum for ''short-range'' potentials is: 
IX. N-BODY HAMILTONIANS
Let H be the Hamiltonian of N particles in
by H ϭH 0 ϩV where
with V i j a function in R N which decays at infinity. There is a standard way of removing the center of mass and getting an associated Hamiltonian H on L 2 (R (NϪ1) ). For a more extensive review of the subject than this brief discussion, see Hunziker and Sigal. 128 For any partition a of ͕1,...,N͖ into disjoint subsets, one defines I(a)ϭ⌺ (i, j) a V i j over the pairs ͑i, j͒ in distinct clusters and H(a)ϭHϪI(a).
The issues one faces are similar to those in the two-body case but often more subtle. The first thing one needs to establish about N-body systems is where the essential spectrum of H lies. The result involves ⌺͑a ͒ϭinf spec͑H͑a ͒͒, ͑IX.1͒
⌺ is the minimum energy the system can have after it is broken into two pieces moved very far from each other. That makes the following physically attractive:
Ϫ1 is compact. Then ess ͑ H ͒ϭ͓⌺,ϱ ͒.
Remarks:
͑1͒ The name ''HVZ'' comes from work of Hunziker, 126 van Winter, 269 and Zhislin 280 who first proved it.
͑2͒ The original proofs used resolvent equations; a geometric proof was later found by Enss 76 and Simon.
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The next issue is whether the discrete spectrum is finite or infinite. A great deal of attention has been paid to atomic or ionic Hamiltonians. Define on L 2 (R 3N ):
which describes N electrons moving around a nucleus of charge Z and mass M. A basic result states that neutral atoms and positive ions always have an infinite number of bound states:
Remarks: ͑1͒ The first result of this genre was Kato 145 who proved the result if NϭZϭ2 and M ϭϱ ͑Helium͒. He did not properly handle M Ͻϱ because he did not use the right coordinate systems. As shown by Simon, 236 Kato's idea, which involved placing NϪ1 electrons in the ground states for the NϪ1 ion and the Nth in a hydrogen-like state around the core, can prove Theorem IX.2.
͑2͒ This result holds even if one adds Fermi statistics ͑see, e.g., Simon
236
͒. ͑3͒ If Z is not restricted to be an integer, the proper condition is NϽZϩ1. As for negative ions, we have Theorem IX.3:
͑1͒ This result also has a geometric proof by Sigal 231 and Simon.
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͑2͒ This result may not be true for fermion electrons because the NϪ1 problem may have a degenerate ground state which allows one with a nonzero dipole moment.
͑3͒ While it is presumably true that dim E (Ϫϱ,⌺) (H M (N,Z))Ͻϱ for all NуZϩ1, that is not known. N 0 Ϫ1,Z) ). ͑2͒ Some of these results hold if M Ͻϱ. With short-range potentials, the situation is simple if the bottom of the essential spectrum is two body. Define 
On the other hand, if ⌺ 3 ϭ⌺, there can be an infinite number of bound states even if the V i j 's have compact support ͑in x i j ). In particular, if Nϭ3, V 12 ϭV 23 ϭV 13 ϭϪc 1 , with the characteristic function of a unit ball and c chosen so that inf spec(H)ϭ0 but inf spec(HϩV)Ͻ0 for all Ͼ0, it is known that dim E (Ϫϱ,0) (H)ϭϱ. This is known as the Efimov effect after work of Efimov. 74, 75 Note: An energy in I(a) is a sum of eigenvalues of individual cluster Hamiltonians. In particular, the statement in the theorems below that the set of thresholds is a closed countable set follows by induction from the other statement that eigenvalues can only accumulate at thresholds.
The three-body problem turns out to have some aspects that make it simpler than the general N-body problem, and Faddeev 79 and later Enss 78 ͑using very different methods͒ have fairly complete results on spectral and scattering theory for Nϭ3. We will focus here on results that apply for all N.
Historically, the first aspect of the continuous spectrum for general N-body systems controlled was the absence of a singular continuous spectrum. 53 
͒.
Finally, there has been extensive study of scattering theory and completeness. For each cluster with (a)у2, let P a on H a be the projection onto the point spectrum of H a and let P(a)ϭ P a I, the projection onto vectors which are bound within the clusters and arbitrary for the centers of mass coordinates. The cluster wave operators are defined by 
Ϫ͉␣͉ϪϪ1 for all multiindices with ͉␣͉р2, then asymptotic completeness holds. Extensions and clarifications of this work are due to Graf, 101 Hunziker, 127 and Yafaev. Long-range potentials are discussed in Derezinski, 65 Sigal and Soffer, 234 and Derezinski and Gerard.
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X. CONSTANT ELECTRIC AND MAGNETIC FIELDS
Quantum mechanics with a potential and constant electric or magnetic field played a critical role experimentally and theoretically in the earliest days of the subject, and there has been considerable mathematical literature on the spectral properties of these operators. The basic Stark Hamiltonian on L 2 (R ) is
where V is short range. A key role has been played by an explicit formula of Avron and Herbst 18 for the operator when Vϭ0, viz., This result and ones similar to it are discussed by Herbst, 114 Yajima, 279 and Simon. 249 Multiparticle completeness in electric fields has been studied by Herbst et al., 116 and Adachi and Tamura. 1 There is much literature on both constant and variable magnetic fields but an extensive review of it is beyond the scope of this paper. One can begin looking at the literature by consulting a series by Avron et al. [19] [20] [21] and Chapter 6 of Cycon et al. 53 and references therein. See also Sec. XII.
XI. COULOMB ENERGIES
While much of the mathematical theory of nonrelativistic quantum mechanics has focused on general potentials, nature uses the Coulomb potential and there is considerable literature on binding energies of Coulomb systems, especially as some parameter goes to infinity. Section IX ͑see Theorem IX.4͒ already discussed one such result. We will only introduce some seminal themes; consult Lieb 179 for a review of the subject. The most famous of these results is the stability of matter. In its simplest form, it concerns the Hamiltonian 
50
͒. Extensions that involve relativistic kinetic energy, magnetic and/or radiation fields can be found in Conlon, 49 Lieb et al., 180 and Fefferman et al. 81 Another Coulomb energy problem that has been extensively studied is the total binding energy in the limit of large of Z. One defines 
about 1/Zϭ0 which is equivalent after scaling ͑of space and energy͒ to
The numerical radius of convergence in ͉1/Z͉ is about 117 for an example where an asymptotic series converges but to the wrong answer! See Simon 252 for a study of multiwell problems. In some cases, including ͑XII.2͒, it is known that the divergent perturbation series can be made to give the right eigenvalue with a summability method, either Padé approximation ͑Loeffel et al.
187
͒ or Borel summation ͑Graffi et al.
102
͒. Borel summability is also known to work for the Zeeman series for hydrogen-hydrogen perturbed by turning on a constant magnetic field; see Avron et al. 21 and Avron et al. 17 In certain cases, eigenvalues are perturbed into resonances, the subject of Sec. XIII. For eigenvalues embedded in continuous spectrum under regular perturbations ͑like ͑XII.1͒͒, the convergence of the perturbation series for a resonance and its related time-dependent perturbation theory and the Fermi golden rule is discussed in Simon. 237, 238 For Stark Hamiltonians, the basic paper is Herbst. 115 Harrell and Simon 107 found the leading resonance asymptotics in this case.
XIII. RESONANCES
Almost everything we have discussed so far has involved a single operator and properties invariant under unitary transformations. The notion of resonances has got to involve additional structure. For example, the operators Ϫ⌬Ϫ͉x͉ Ϫ1 ϪFxϭH(F) are unitarily equivalent for all F 0. But according to the physics lore, there is a resonance with an F-dependent position. We will not emphasize the extra structure, but it is there. We will focus on two definitions of resonances: one suitable for potentials that decay very rapidly ͑see Zworski 284, 285 for reviews͒ and the method of complex scaling already discussed in a different context in Sec. IX. ͑See Reed and Simon 212 and Simon 245 for reviews.͒ Let be an odd dimension, let V be a bounded potential of compact support on R , and for Re Ͼ0, define ͑2͒ If Im Ͼ0, ess (H())പR consists precisely of I. Basically as we increase Im from 0, the essential spectrum rotates about the thresholds. In doing that, it can uncover resonances.
Resonances defined by this method have been used by quantum chemists for numerical calculations as well as a theoretical tool. Simon 237, 238 used it to study the Fermi golden rule and Harrell and Simon 107 to prove various one-dimensional tunneling estimates. Avron 16 used these ideas to study large-order perturbation theory for hydrogen in a magnetic field; a rigorous proof of his results was obtained by Helffer and Sjöstrand. 112 Herbst 115 has extended the ideas to Hamiltonians with constant electric field. Among his results is the surprising one that if 0ϽIm Ͻ/3, then Ϫe Ϫ2 ⌬ϩe x has empty spectrum!
XIV. THE QUASICLASSICAL LIMIT
There has been considerable literature on the connection between quantum and classical mechanics. Much of it has focused on what happens as ប→0, but there are other limiting situations where a classical or semiclassical picture is appropriate-for example, the large Z limit of atoms. We will touch on some of the subjects considered, but the literature is vast. Robert 219 has an excellent review of those results obtained for very smooth potentials using the Fourier integral operator methods pioneered by Hörmander and Maslov. Therefore, I will not try to cover these results here. We note that in Sec. XI, we referenced the Thomas-Fermi limit, which is quasiclassical.
Consider first the ប↓0 limit. Let H ប ϭϪ(ប 2 /2m)⌬ϩV. Kac 140, 141 had the idea that the small ប limit of exp(ϪsH ប ) was the same as the zero time limit in Brownian motion. This allows one to prove under great generality that the quantum partition function Tr(exp(ϪsH ប )) approaches a classical partition function as ប↓0; see, for example, Theorem 10.1 in Simon. 246 The earliest results I know of on this subject are due to Berezin. 31 
Quantum dynamics, e
ϪisH ប /ប ប , on suitable states ប make an elegant classical limit-one takes ប to be a coherent state which collapses to a single point in phase space as ប↓0. Such results were found by Hagedorn 104-106 ͑similar methods were developed independently by Ralston 210 
͒.
Since Ϫប 2 ⌬ϩVϭប 2 ͓Ϫ⌬ϩប Ϫ2 V͔, the small ប limit is the same as the large coupling constant limit for Ϫ⌬ϩV. In particular, if N(V)ϭdim E (Ϫϱ,0) (Ϫ⌬ϩV), the quantity discussed in Sec. VIII, one has Theorem XIV. (2) Ϫ times the volume of the classical phase space region where p 2 ϩV(x)р0. ͑2͒ The historical thread for this theorem goes back to a celebrated paper of Weyl 274 on Dirichlet Laplacians. Theorems like XIV.1 with stronger conditions on V are due to Birman and Borzov, 34 Kac, 141 This material is based upon work supported by the National Science Foundation under Grant No. DMS-9707661. The Government has certain rights in this material.
