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An observer theory is presented for nonlinear dynamic systems in this paper. 
Exponential observers are defined (asymptotic state estimators with expo- 
nentially decaying error). A Lyapunov-like method is introduced for the 
design of exponential observers. Two theorems are presented togive conditions 
on the system structure such that there exists an exponential observer for the 
given system. 
1. INTRODUCTION 
There is a basic assumption i  using state feedback control, i.e., we assume 
that all the state variables are available for direct measurements. However, in 
many situations the complete state is not available; so it is necessary to obtain 
an estimate of the current state of the given system from measurements of its 
output. For this purpose, Luenberger (1964, 1966) showed how to construct 
an observer, which is a state estimator given as a dynamic system. The 
observer theory for linear systems was then extended by several researchers 
(IEEE, 1971). 
In  this paper, we present an observer theory for nonlinear dynamic systems. 
Only identity observers having the same dimension as that of the given 
system are considered. In Section 2, we define the exponential observer, which 
is an asymptotic state estimator with exponentially decaying error. We show 
that in Section 3 the existence of a certain Lyapunov-l ike function can be 
used as a sufficient condition for the existence of an exponential observer. 
Conditions on the system structure such that such a Lyapunov-l ike function 
exists are given in Section 4. In Section 5, we discuss the exponential observers 
for a class of nonlinear systems including those of Thau (1973). The 
conclusions are in Section 6. 
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2. DESCRIPTION OF THE PROBLEM 
Consider the nonlinear time-invariant system represented by the equation 
~(t) = f(x(t)), (1) 
where x(t) e R n is the state vector, f: R ~ --* R ~ is continuously differentiable 
on the domain R n and satisfies a condition (e.g., Lipschitz) ensuring existence 
of solutions on (0, oo). The state vector x(t) is not available for direct measure- 
ment. The only measurement is 
y(t) = h(x(t)), (2) 
where y e R ~ is the output vector, h: R ~ --* R ~ is continuous. The problem is 
to design a dynamic system (observer or state estimator) for the system (1) 
and (2) by using y of (2) as the input such that the output of this designed 
dynamic system is used as an estimate of the current state x(t) of (1). 
The initial state x(0) of (1) is unknown while the initial state z(0) of the 
observer can be assigned arbitrarily. Thus, the error between x(0) and z(0) 
is still an unknown quantity even if we know z(0). As a basic requirement 
in observer design, we require that if z(0) = x(0) then z(t) = x(t) for all 
t >/0.  So, in general, the observer for (1) and (2) can be expressed in the 
following form 
= f(z) @ g[y, h(z)], (3) 
where z is the n-dimensional state variable (or output) of the observer, the 
function 
g: R "~ X R ~ -+ R n 
is C' (i.e., g is once continuously differentiable in both variables), and 
g[y, h(z)] = 0 if h(x) = h(z); (4) 
thus the combined system (1)-(3) is C' and satisfies a standard uniqueness 
theorem. 
I f  the initial state z(0) of the observer is equal to x(0), then the g function 
will be zero for all time t ) 0, so that the observer (3) reduces to exactly the 
same dynamics as the system (1); hence, we have that x(t) = z(t) for all 
t />  0. But, actually, we do not know the initial state x(0) of the system, so 
there is no way to choose z(0) equal to x(0). The direction of the design of an 
observer is to find a function g satisfying (4) and, having the property that no 
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matter what the initial error z(0) - -  x(0) is, the output z(t) of the observer is 
always a "good" estimation of the current state x(t) of the original system in 
some sense. The "good" estimation puts some requirements on the observer 
design, as shown in the following definition. 
DEFINITION 1. A state estimator of a given dynamic system is said to be 
an exponential observer if: 
(a) It is an asymptotic state estimator, i.e., 
E] x ( t )  - -  z(t)LI--+ 0 as t -~ ~,  
where x(t) is the unknown state of the system at time t, and z(t) is the output 
of the state estimator at time t. 
(b) it has the property of exponentially decaying error, i.e., 
II x(t) - z(t)ll ~< K ]1 x(O) --  z(O)ll exp[--c~t] 
for all t ~ O, or 
II x (0  - z(t)ll ~ K1 exp[--at] 
for all t /> O, where K and a are positive constants and K 1 is also a positive 
quantity and may depend on x(O) - -  z(O). 
Remark. In fact, Property (b) implies Property (a). The reason that we 
emphasize Property (a) is that in some of the literature on observers, the 
observer is defined as just an asymptotic state estimator. Here, we require the 
asymptotic state estimator with the exponentially decaying error. It  is 
interesting to point out that the Luenberger identity observer for linear 
stationary systems is an exponential observer. 
3. LYAPUNOV-LIKE METHOD 
Let us rewrite Eqs. (1) and (3) as follows: 
,t = f(x) 
(5) 
= f(z) + g[h(x), h(z)]. 
If, for some nonlinear function g, there exists on R n x R ~ a scalar function V 
of form V(x - -  z) satisfying the conditions of the following theorem, then the 
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observer (3) is an exponential observer for systems (1) and (2). First, define 
the total derivative 
Let 
then 
V A l!m 1_ [V(x(t + s) -- z(t + s)) -- V(x(t) -- z(t))]. 
- - sOS 
VV - 0V(e)  o . . . .  
0e 
= vv .  i f ( , , )  - f (~)  - g (h (x ) ,  h (z ) ) ] .  
THEOREM 1. Given the nonlinear autonomous systems (1) and (2) and some 
function g satisfying (4), i f  for combined system (5) there exists a C' scalar 
function V(e), e = x -- z, and a number p ~ 1 such that 
(a) V(e) ~ c 1 I] e l f  for all e E R ~, some q > 0, V(0) = 0 
(b) ~(e, z) ~ --AV(e) for all (e, z) E R ~ × R n, some ~ > 0 
then the dynamic system (3) with z(0) arbitrarily chosen is an exponential 
observer for systems (1) and (2) and 
I] x(t) -- z(t)] I ~ K exp[--hlt ] (6) 
for all t ~ O, where K is a positive number depending on x(0) -- z(0) and ~ 1 > 0 
depending on A and p. 
Remark. A scalar function V(e) = V(x -  z) satisfying Conditions (a) 
and (b) will be called a Lyapunov-like function for the combined system (5). 
Since V is not positive definite on R n × R% the existence of the Lyapunov- 
like function does not guarantee any Lyapunov stability for the combined 
system (5). 
Proof. (i) Suppose there exists t 1 such that z(tl) = x(tl) or, equivalently, 
V(x(tx) -  Z(tl) ) = V(0) : 0. By (4) and the C' requirement, the set 
{(x, z): x = z} is invariant; x(t) -- Z(t) : 0, - -~  < t < c~, is the unique 
possibility. So the conclusion (6) is satisfied obviously. 
(ii) In general z(0) @ x(0) so V(e(0)) > 0. From (i), V(e(t)) > 0 on 
(0, oo); and from condition (6) 
f0 ~ d V ( ( -a )  ds. 
V -'o 
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Thus, 
0 < V(e(t)) ~ V(e(O))exp[--M], O~<t~oo.  
That is, 
V(x(t) --  z(t)) ~ V(x(0) - -  z(0)) exp[--M] 
for all t ~ 0. Since A > 0, no matter what x(0) - -  z(0) is, we have 
(7) 
V(x( t )  - z ( t ) )  ~ 0 as t - *  ~ .  
Equivalently, by hypothesis (a), 
f[ x( t )  - z(t ) f l  o ~ o as t -~  oo.  
Furthermore, by (7) we know that the norm of the difference x(t) -- z(t) will 
decrease xponentially with ~1 = h/P. This completes the proof. 
In this theorem, we introduce the Lyapunov-like function V, and we give 
the properties of V such that (3) is an exponential observer. Now we would 
like to express K explicitly as a function of x(0) -- z(0) and then we have an 
explicit relative error bound. 
COROLLARY i. I f  Condition (a) of Theorem 1 is replaced by 
(a)' cl [1 x - z IP ~ V(x  - z )  ~ c2 II x - z il ~ for all x -- z ~ R ~, where 
q ,  c 2 are positive numbers, then the relative error bound can be expressed 
explicitly as 
c t 1/2 
]1 x(t) -- z(t)l [ ~ t~/  II x(t0) --  Z(to)N exp [-- ~- ( t -  to) ] (8) 
for all t ~ t o and all x(to) --  Z(to) ~ R n. 
Proof. We observe that for p = 2 in Theorem 1, 
V(x -- z) ~ V(X(to) - -  Z(to) exp[--A(t -- to) ]
c2 II x(t0) --  z(t0))ll 2 exp[--A(t -- to) ]. 
Using Condition (a)' we get inequality (8). 
So far, we have presented the idea of a Lyapunov-like function being 
applied to the observer problem, but we have not given conditions on the 
system structure such that the function g and the Lyapunov-like function 
V for the combined system (5) exist. We will consider this in the next section. 
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4. UNIFORMLY NEGATIVE DEFINITENESS 
In the following analysis, we only consider the case where the function g~o£ 
(3) is expressed as a linear function ofh(x) - -h(z) ,  i.e., 
g[y ,  h (z ) ]  -~ B(y  - -  h (z ) )  
= B(h(x )  - -  h(z)), (9) 
where B is a constant n X m matrix. Obviously, this form (9) satisfies the 
basic requirements of (4). The observer equation becomes 
-~ f(z) + B(h(x) - -  h(z)). (10) 
We want to find out the relation between B matrix and functions f and h of 
the system such that there exists a Lyapunov-like function satisfying the 
conditions of Theorem 1. 
DEFINITION 2. A matrix function M(x) where x ~R n is said to be 
U.N.D. (uniformly negative definite) if there exists an e > 0 such that 
wrM(x)  w ~ --~II w 112 for all (x, w) E R ~ × R ~, 
where T denotes the transpose of a matrix. 
Let Vf(x) denote the gradient of f with respect o x. 
THEOREM 2. For systems (1) and (2), i f  there exist a constant n × m matrix 
B and a positive definite, symmetric n × n matrix Q such that 
Q(Vf(x) - BVh(x)) (11) 
is U.N.D., for some E ~ O, then the dynamic system (I0) with the matrix B 
satisfying (11) and with any z(t0) is an exponential observer for systems (1) and 
(2) and 
I[ z(t) - -  x(t)]] ~ (q2Iql)l/2 II z(t0) - x(t0)II exp[-(E/q2)(t - to)] 
for all t ~ to, where qx and q2 are the smallest and largest eigenvalues of Q, 
respectively. 
Proof. The proof is to show that there exists a Lyapunov-like function 
satisfying the conditions of Theorem 1. Given a constant matrix B satisfying 
(11), define a scalar function V(x - -  z) by 
V(x - z)  £ (x - z) T Q(x - z). 
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By a well-known fact of matrix theory (Ortega and Rheinboldt, 1970), we have 
q111 x - z/1 ~ ~< V(x  - z )  ~< q~ Ii x - z II 2, (12) 
where ql and q2 are the smallest and largest eigenvalues of Q, which is sym- 
metric and positive definite. Next, the time derivative of V with respect o (1) 
and (10) is 
v = 2(x  - zy  Q(~ - ~) 
= 2(x --  z) r Q[f(x) - Bh(x) - -  {f(x) - -  Bh(z)}]. (13) 
By the fundamental theorem of integral calculus for vector-valued function of 
several variables (Ortega and Rheinboldt, 1970), we have 
t*  1 
f(x) - -  Bh(x) - -  If(z) - -  Bh(z)] = Jo [(Vf - -  BVh)(ws)J(x - -  z) ds, (14) 
where ws = sx -{- (1 - -  s)z. Substituting (14) into (13) we have 
= 2(x  - z)~Q [ (v f  - BVh)(w3](x  - -  z) as 
/ *  1 
= 2 J0 (x --  z)rQ[(Vf - -  BVh)(w~)](x - -  z) ds 
~< --2~ II x - -  z il 2 ~< --2____~E V(x - -  z). (15) 
q2 
Relations (12) and (15) satisfy the conditions of Corollary 1 with A = 2e/q 2 . 
This completes the proof. 
I f  the gradient of the function f is already uniformly negative definite, then 
we can use this theorem by letting B = 0 and Q = L Now we give an example 
in which Vf is not U.N.D., but there exists a B matrix such that Vf - -  BVh 
is U.N.D. 
EXAMPLE 1. Consider the following nonlinear system: 
/~1 = Xl ' "~2 = Xl - -  2X2 + e-~, y = xl + X2 
then the gradients of f and h are 
0 
V f= [11 _2_e -~]  and Vh = [1 1]. 
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Let B be a 2 × 1 constant matrix with elements b1 , b 2 to be determined, then 
v, Bvh=[l bl 
- -  b 2 
The symmetric part of Vf --  BVh is 
(Vf --  BVh)sy m = [~(1 1 --  b~ 
. - -  b 2 - -  bl) 
Thus, if the matrix is selected to be [_]] then 
(V f - -  BVh)sy m = [01  
- -b l  _b2] .  
- -2 --  e -~  
½(1 - -  b 2 - -  b , )  ] 
--2 --  e -~2 -- b~J" 
0 
--1 - -  e -X2]"  (16)  
In (16), the two eigenvalues are --1 and --1 --  e-% so the maximum eigen- 
value is --1, i.e., 
wr(Vf --  BVh)w = wr(Vf - -  BVh)symw ~ (--1) "[[ w l] 2. 
Now by Theorem 2 we have that 
or  
el = z,+2[y-(zl+z2)] 
Z2 = z l  - -  2z~ @ e -z~ - [y  - ( z  l@z2)  ] 
is an exponential observer with zl(0), z2(0 ) arbkrarily given for the system of 
the example. 
Next we would like to point out the importance of considering the Q matrix 
in the U.N.D. condition (11) of Theorem 2. 
EXAMPLE 2. Consider the following system 
where 
::z = Ax ,  y = Cx ,  
and C = [1 0] 
212 KOU, ELLIOTT AND TARN 
and o~1, cx 2 can be any constant numbers. It is obvious that (A, C) is an 
observable pair. (For a linear stationary system if 
Rank[C r, Arc  r ..... ( .4r )n - lCr ]  = n, 
where n is the dimension of the system, then (A, C) is called an observable 
pair.) Let B = [b 1 , b2] T where b 1 , b 2 are two constants; then 
Vf  - -  BVh = A - -  BC  = [ - -~ l  - -  bl ~] 
- -0 l  2 - -  b 2 
It can be shown that no matter what b 1 and b 2 are, A - -  BC  can never be 
negative definite. 
However, for this system there does exist positive definite, symmetric 
matrix Q and constant n × m matrix B such that Q(Vf - -  BVh)  = Q(A  - -  BC)  
is negative definite. Since (A, C) is an observable pair, there exists a B such 
that A - -  BC  is stable (a matrix is said to be stable if all its eigenvalues have 
negative real parts) and then there exists a Q matrix such that Q(A - -  BC)  is 
negative definite (Brauer and Nohel, 1969). Therefore, the condition (11) 
of Theorem 2 is satisfied. 
Remark.  For a linear stationary system if (A, C) is not an observable pair, 
it may still be "detectable," i.e., we. may find B matrices uch that A - -  BC  
is stable, then we cannot have a Luenberger observer, but we still may have 
an exponential observer. 
5. ~ExPONENTIAL OBSERVERS FOR A CLASS OF NONLINEAR SYSTEMS 
In this section we will present a theorem of the existence of exponential 
observers for a class of nonlinear systems. Some results on observers obtained 
in Thau (1973) and independently in Kou (1973) are a special case of this 
analysis. Consider 
± = Ax + 4,(x, y, #) (17) 
y = Cx, (18) 
where x e R n is the state vector, y e R m is the output vector, .4 and C are 
n × n and m × n constant matrices, respectively, and the vector function ~b 
satisfies Lipschitz conditions in x, y, and 3) and is of the following form: 
¢(x, y, #) = ¢1(Y) + [V~b2(Y)] Y -[- ~b3(x) (19) 
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with any ~bl, Ca ~ C' and ¢2 a C a such that C[V¢~(y)] p ~ O. The last 
condition on the output-rate term and the Lipschitz condition ensure that 
(17)-(19) have unique solutions for any initial x(0) and all t >~ 0. 
Let ~ max(A) and )t rain(A) denote the largest and the smallest eigen- 
values of the constant matrix ,/1, respectively. The matrix norm is defined by 
]1 _/t I1 = [)~ max(ATd)] 1/2. Let 
(( VCa {l® = sup i[ VCa(x)Ii- 
THEOREM 3. For the nonlinear systems (17)-(19) if 
(a) (,/1, C) is an observable pair 
(b) there exist two positive definite and symmetric n × n matrices P, Q and 
a constant n X m matrix B such that 
and 
Q(A - -  Be)  + (,/1 - -  BCTQ = - -P  (20) 
Then 
Let 
where 
w = x - ¢~(y) ,  
,~(y) = [VCdy)] p. 
@ = Aw + ¢~(y) + A¢~(y) + Ca(w + ¢2). 
Yl = Cw : y -- C¢~(y) 
be the output of the new system (22). Now the observer for (22) is constructed 
as follows by using y and Yl as inputs: 
: Az + ¢1(y) -? d¢~(y) + ¢3(z -5 ¢2) + B(Yl -- Cz), (23) 
(22) 
1 A min(P) 
2" A max(Q) > / V¢3 II~ (21) 
then there exists an exponential observer for the system (17)-(19). 
Proof. The proof is a constructive one in which an explicit form of an 
exponential observer is obtained. First, condition (20) can be easily satisfied 
since (,/1, C) is an observable pair. 
We introduce a new variable w ~ R n, which is defined by 
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where B matrix is selected to satisfy condition (6). Next, we will show that 
system (23) is an exponential observer for the system (22). 
Using the matrix Q from (6), let 
V(w -- Z) ~-~ (w -- 2;)rQ(w - z) (24) 
then 
/~ = 2(w -- zFQ(*  - z) 
= 2(w -- z)rQ(A - -BC)(w -- z) + 2(w -- z)TQ[~a(w -t- ~2) -- ~a(Z + 4'3)1 
= --(w -- z)Tp(W -- Z) + 2(W -- z)rQ 
# 1 
x Jo v,~aEsw + (i - s)z + ~d &(w - z) 
~< --A rain(P)lJ w -- z ]]2 
+ 2 [(w - z)rQV~S~[sw + (1 - s)z + ~'D[w - z)l ds 
~< [--~ rain(P) + 2 II Q I[ IE v4,~ !L] II w - z/I 3. (25) 
Now by condition (21) we see that the function V defined by (24) is a 
Lyapunov-like function, and then by Corollary 1 we have that system (23) 
is an exponential observer for system (22); furthermore 
II w(t) -- z(t)]] ~ ( k max(Q) )x/3 /l min(Q) II w(O) -- z(O)!l exp [ 2a max(Q)~ t] (26) 
for all t />  0, where 
= a min(P) - -  2 Ii Q [l [I Vqia II~. 
Inequality (26) can be rewritten as 
{~ max(Q) )a/3 
][ x(t) - 4,3(y(t)) - z(t)[[ ~ \ A min(Q) [[ x(0) - 4~2(y(0)) - z(0)[f 
• exp [-- 2Amax(Q) t] (27) 
for all t />  0, where 
= ~ min(P) -- 2 1] OII fi V~ []oo. 
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Thus, the system obtained by adding (known) 42(y(t)) to z(t) from the 
dynamic system (23) forms an exponential observer for our system (17)-(19). 
Remark. I f  41 = 0, 42 = 0 in (19), then the nonlinear system (17), (18) 
reduces to the class of systems discussed by us and by Thau (1973). Further- 
more, from (27) we have an explicit error bound for this special case: 
il x ( t ) -  z(t)] I < ( A max(O ) )1/2 
)t min(Q) ]1 x(O) -- z(0)[l exp [ 22 max(Q)e t] 
for all t /> 0, where z(t) is obtained from (23) with 42 ~--- 0, 42 = 0. 
If 4a = 0 in (19), then we can build up finite-time observers for this class 
of nonlinear systems (Kou, Tam, and Elliott, 1973). 
Next, we are going to give an example of a physical system in which the 
norm of the gradient of the nonlinear function 4 is bounded and satisfies 
Condition (b) of Theorem 3. 
EXAMPLE 3. We consider a simple pendulum with viscous damping and 
without driving torque. 
2 + a22 -) a a sin x = 0, y = x, (28) 
where a2, aa are constants. 
Let us rewrite Eq. (28) as a vector differential equation 
0 , 
,~= [0 la2JX + [_aa sin xlJ 
y=[1  0Ix. 
Now the linear part of this system is observable and we denote the nonlinear 
part by 
[ 0 
If a 2 = a, aa = ½ then the following matrices 
B= [2~1 Q= [11 12] and P=[10  01] (29) 
satisfy Condition (b) of Theorem 3. So the observer (23) with B given by 
(29) and 41 = 0, 42 = 0 is an exponential observer and the e of (27) is 
1(5 - (5y2) > 0. 
643/29[3-3 
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6. CONCLUSIONS 
An observer theory for nonlinear systems has been presented. The existence 
of a Lyapunov-l ike function for the combined system (5) is proved in 
Theorem 1 to be a sufficient condition for the existence of an exponential 
observer that is an asymptotic state estimator with exponentially decaying 
error. Explicit relative error bounds are obtained in Corollary 1, Theorem 2, 
and Eq. (27). In Theorems 2 and 3, we give conditions on the system structures 
f and h and the constant B matrix in the observer equation (10) such that 
a Lyapunov-l ike function exists and then there exists an exponential observer. 
One of the purposes in designing an observer is to obtain the feedback 
control that stabilizes the originally unstable system. So the investigation of 
the stability of the overall closed-loop system (which is composed of original 
system, observer, and feedback controller), is an interesting topic for future 
research. 
RECEIVED: July 30, 1973; REVISED:May 8, 1975 
REFERENCES 
BRAUER, F. AND NOHEL, J. A. (1969), "The Qualitative Theory of Ordinary Differential 
Equations," p. 299, Benjamin, New York. 
IEEE (1971) (Special issue on LQG Problems), IEEE Trans. Auto. Contr. AC-16, 
No. 6, December 1971. 
KoG S. R. (1973), "Observability and Observers for Nonlinear Dynamic Systems," 
p. 49, Dc.S. Dissertation, Washington University, St. Louis, Missouri. 
Kou, S. R., TAaN, T. J., AND ELLIOTT, D. L. (1973), Finite-time observer for non- 
linear dynamic systems, Proc. 1973 IEEE Conf. on Decision Contr., 116-119. 
LCENBERGER, D. G. (1964), Observing the state of a linear system, IEEE Trans. Nlil. 
Electronics MIL-8, 74-80. 
LDENBERCER, D. G. (1966), Observers for multivariable systems, IEEE Trans. Auto- 
matic Contr. AC-11, 190-197. 
ORTrOA, J. M. AND RHEINBOLDT, W. C. (1970), "Iterative Solution of Nonlinear 
Equations in Several Variables," pp. 35, 71, Academic Press, New York. 
THAu, F. E. (t973), Observing the state of nonlinear dynamic systems, Int. J. Contr. 
17, 47•-479. 
