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Abstract—The paper deals with regression problems, in which
the nonsmooth target is assumed to switch between different
operating modes. Specifically, piecewise smooth (PWS) regres-
sion considers target functions switching deterministically via a
partition of the input space, while switching regression considers
arbitrary switching laws. The paper derives generalization error
bounds in these two settings by following the approach based on
Rademacher complexities. For PWS regression, our derivation
involves a chaining argument and a decomposition of the covering
numbers of PWS classes in terms of the ones of their component
functions and the capacity of the classifier partitioning the input
space. This yields error bounds with a radical dependency on the
number of modes. For switching regression, the decomposition
can be performed directly at the level of the Rademacher
complexities, which yields bounds with a linear dependency on
the number of modes. By using once more chaining and a
decomposition at the level of covering numbers, we show how to
recover a radical dependency. Examples of applications are given
in particular for PWS and swichting regression with linear and
kernel-based component functions.
Index Terms—Learning theory, guaranteed risk, regression,
Rademacher complexity, covering number, chaining.
I. INTRODUCTION
The paper deals with regression problems, in which the non-
smooth target is assumed to switch between different operating
modes. Specifically, we focus on two different (but related)
settings: piecewise smooth (PWS) regression and switching
regression. In PWS regression, the target function is assumed
to switch between modes deterministically via a partition of
the input space, while in switching regression the switchings
can be arbitrary.
Switching regression was introduced by [1] and early algo-
rithms include the one of [2] and the expectation-maximization
methods of [3], [4], [5]. Regression trees [6], and subsequent
improvements [7], [8], are well-known early examples of
piecewise regression models, together with the mixtures of ex-
perts [9], which however usually consider smooth switchings.
More recently, most of the work in this field was produced by
the control community for hybrid dynamical system identifi-
cation [10], [11] and with a focus on optimization issues [12],
[13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23] and
algorithmic complexity [24], [25]. This produced a number
of practical methods for minimizing the empirical error of
switching models with various optimization accuracy and
computational efficiency. However, few results are available
in terms of statistical guarantees for the obtained models,
and most of them are established in a parametric estimation
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framework [26], [17], [27] or under restrictive conditions on
the target function [28].
Here, we aim at obtaining generalization error bounds for
switching models in the agnostic learning framework [29].
The tools we will use are those of statistical learning and we
follow a standard approach to derive error bounds based on
Rademacher complexities [30], [31], [32]. While doing so, we
particularly pay attention to the dependency of the obtained
bound on the number of modes. In this respect, our work
is related to recent discussions on the dependency of error
bounds for margin multi-category classifiers on the number
of categories, see, e.g., [33], [34], [35]. As in these works, a
crucial role will be played by the decomposition of a global
capacity measure as a function of capacities of component
function classes.
Specifically, we bound the Rademacher complexity of PWS
classes using the chaining method [36] and covering numbers.
We propose a decomposition scheme to express the covering
numbers of a PWS class in terms of those of its component
function classes and the capacity of the classifier defining
the partition of the input space. For a large set of PWS
classes, this results in error bounds with a radical dependency
on the number of modes and efficient convergence rates
when compared to the results of [34], [35] in multi-category
classification.
For switching regression, we follow a similar path but also
consider a more straightforward approach, in which we apply
the decomposition at the level of the Rademacher complexities
themselves, without invoking covering numbers. A comparison
of the two approaches shows that decomposing at the level
of covering numbers is more advantageous with respect to
the number of modes, with however a slightly worse rate of
convergence with respect to the sample size for kernel-based
classes.
Paper organization: Section II formally exposes the
two considered settings: PWS regression in Sect. II-A and
switching regression in II-B. Then, Section III derives error
bounds for the PWS case in subsection III-A and for switching
regression in subsection III-B. Section IV concludes the paper.
Throughout the paper, a number of technical results are
retained in Appendix, more precisely, in App. A for those
from the literature and in App. B–C for newly derived ones.
Notation: For an integer n, [n] denotes the set of integers
from 1 to n. A bold lowercase letter with a subscript, tn,
denotes a sequence, (ti)1≤i≤n. Given two sets X and Y , the
set of functions from X into Y is written as YX .
2II. THEORETICAL FRAMEWORK
Let X denote the input space and let the output space
be Y = [−M,M ] for some M > 0. We assume that the
relationship between inputs and outputs is characterized by the
probability distribution of the random pair (X,Y ) ∈ X × Y
and further assume that this distribution is unknown. Given
a realization of the sample ((Xi, Yi))1≤i≤n of n independent
copies of (X,Y ), the aim of regression is to learn the model
f that minimizes, over a certain function class to be defined
below, the (expected) risk. In this paper, we define the risk
from loss functions that can be clipped at M .
Definition 1 (Clipping). For anyM > 0 and t ∈ R, we define
the clipped version t¯ of t as
t¯ =


−M, if t < −M
t, if t ∈ [−M,M ]
M, if t > M.
Similarly, the clipped version f¯ of a function f : X → R is
defined as
∀x ∈ X , f¯(x) = f(x) =


−M, if f(x) < −M
f(x), if f(x) ∈ [−M,M ]
M, if f(x) > M
and F¯ denotes the clipped function class {f¯ : f ∈ F}.
Recall from [37] that a loss function ℓ : Y × R → R+ can
be clipped at M when, for all (y, t) ∈ Y × R,
ℓ(y, t¯) ≤ ℓ(y, t).
A. PWS regression
For PWS regression, we consider ℓp-losses defined for p ∈
[1,∞) by ℓp(y, t) = |y − t|p and the corresponding ℓp-risks.
Definition 2 (ℓp-risk and empirical ℓp-risk). For p ∈ [1,∞),
the ℓp-risk of a function f from X into R is
Lp(f) = EX,Y |Y − f(x)|p
and the corresponding empirical ℓp-risk evaluated on an n-
sample (Xi, Yi)1≤i≤n is
Lˆp,n(f) =
1
n
n∑
i=1
|Yi − f(Xi)|p.
Since the ℓp-losses can be clipped at M , the ℓp-risk of a
clipped function, Lp(f¯), is always smaller than the one of the
unclipped f . The following thus considers that the final result
of the learning procedure estimating f is f¯ and derives bounds
on the risk of f¯ .
We consider the agnostic learning framework and thus
aim at uniform bounds on the ℓp-risk holding (with high
probability) for all f in some predefined function class F .
In particular, we will focus on classes of piecewise smooth
functions:
Definition 3 (PWS class). Given a sequence (Fk)1≤k≤C of
classes of functions from X into R and a set of classifiers G
from X into [C], we define the PWS class of functions
FG =
{
f ∈ RX : f(x) = fg(x)(x), g ∈ G, fk ∈ Fk
}
.
B. Switching regression
Switching regression differs from PWS regression in the
assumptions made regarding the switchings in the data gener-
ating process. While PWS regression assumes that the switch-
ings are a deterministic function of x,1 switching regression
deals with arbitrary switchings.
In order to allow for such arbitrary switchings, we define
classes of switching functions with vector-valued functions
and embed the selection of the component function used to
predict Y in the definition of the loss functions and risks.
Definition 4 (Switching class). Given a sequence (Fk)1≤k≤C
of classes of functions from X into R, we define the switching
class of vector-valued functions from X into RC as
FS =
{
f : f(x) = (fk(x))1≤k≤C , fk ∈ Fk, 1 ≤ k ≤ C
}
.
Definition 5 (ℓp-switching risks). For p ∈ [1,∞), the switch-
ing ℓp-risk of a vector-valued function f from X into RC is
LSp (f) = EX,Y min
k∈[C]
|Y − fk(X)|p
and the corresponding switching empirical ℓp-risk evaluated
on an n-sample (Xi, Yi)1≤i≤n is
LˆSp,n(f) =
1
n
n∑
i=1
min
k∈[C]
|Yi − fk(Xi)|p.
Again, clipped versions of f , i.e., f¯ = (f¯k)1≤k≤C , will be
used and it is easy to verify that the switching ℓp-losses are
clippable in the sense that
∀(y, t) ∈ Y × RC , min
k∈[C]
|y − t¯k|p ≤ min
k∈[C]
|y − tk|p.
Such switching loss functions formalize the goal of ac-
curately learning a collection of submodels so that, for all
inputs, at least one submodel can predict the output well.
Such a setting appears for instance in hybrid dynamical
system identification [11] and a number of computer vision
applications [38].
III. ERROR BOUNDS
The main strategy for learning either PWS or switching
models is empirical risk minimization, i.e., the minimization
of the empirical risks Lˆp,n(f) or Lˆ
S
p,n(f) given a realization,
((xi, yi))1≤i≤n, of the training sample. The following is
dedicated to establishing upper bounds on the expected risks in
terms of these empirical risks and a confidence (semi-)interval
or control term depending on the function classes over which
the minimization takes place.
We first introduce a general error bound based on the
Rademacher complexity of the function class of interest.
Definition 6 (Rademacher complexity). Let T be a random
variable with values in T . For n ∈ N∗, let T n = (Ti)1≤i≤n be
an n-sample of independent copies of T , let σn = (σi)1≤i≤n
1Note that it is not required for PWS regression to assume that the data are
generated by a switching process: it can be considered merely as the use of a
particular model class in a standard nonlinear regression setting. However, it is
mostly useful under such an assumption, in which case traditional regression
methods based on smooth function classes may yield a larger error.
3be a sequence of independent random variables uniformly dis-
tributed in {−1,+1}. Let F be a class of real-valued functions
with domain T . The empirical Rademacher complexity of F
given T n is
Rˆn (F) = Eσn
[
sup
f∈F
1
n
n∑
i=1
σif (Ti)
∣∣∣∣∣T n
]
.
The Rademacher complexity of F is
Rn (F) = ETn
[
Rˆn (F)
]
= ETnσn
[
sup
f∈F
1
n
n∑
i=1
σif (Ti)
]
.
Theorem 1 (After, e.g., Theorem 3.1 in [32]). Let L be a class
of functions from Z into [0, 1] and (Zi)1≤i≤n be a sequence
of independent copies of the random variable Z ∈ Z . Then,
for a fixed δ ∈ (0, 1), with probability at least 1−δ, uniformly
over all ℓ ∈ L,
EZℓ(Z) ≤ 1
n
n∑
i=1
ℓ(Zi) + 2Rn (L) +
√
log 1δ
2n
.
In the remaining of the paper, we assume without loss of
generality that Y ∈ [−M,M ] with M = 12 , since otherwise
we can recover this setting by rescaling Y . This choice is
made in order to guarantee that the ℓp-losses remain bounded
by 1 and that the corresponding function classes satisfy the
assumptions of Theorem 1.
A. Error bounds for PWS classes
Our derivation of error bounds for PWS classes starts with
the following consequence of Theorem 1, whose proof is given
in Appendix B.
Theorem 2. Let F be a real-valued function class. Then, for
any δ ∈ (0, 1), with probability at least 1 − δ, the ℓp-risk of
Definition 2 is bounded uniformly ∀f¯ ∈ F¯ as
Lp(f¯) ≤ Lˆp,n(f¯) + 2pRn
(F¯)+
√
log 1δ
2n
.
Then, it remains to bound the Rademacher complexity of
the clipped PWS class F¯G which can be expressed from the
clipped F¯k’s as in Definition 3.
For this purpose, we will apply the chaining method [36]
and introduce other capacity measures: the covering numbers.
Definition 7 (Pseudo-metric). Given a sequence tn ∈ T n,
dq,tn is the empirical pseudo-metric defined ∀(f, f ′) ∈
(
R
T
)2
and q ∈ [1,∞) by
dq,tn(f, f
′) =
(
1
n
n∑
i=1
|f(ti)− f ′(ti)|q
) 1
q
and for q =∞ by
d∞,tn(f, f
′) = max
i∈[n]
|f(ti)− f ′(ti)|.
Definition 8 (Covering numbers). Given a function class F ⊂
R
T and a (pseudo-)metric ρ over RT , the covering number
N (ǫ,F , ρ) at scale ǫ of F for the distance ρ is the smallest
cardinality of the proper ǫ-net H ⊆ F of F such that ∀f ∈ F ,
ρ(f,H) < ǫ. Uniform covering numbers are defined for all
pseudo-metrics as in Definition 7 by
Nq(ǫ,F , n) = sup
tn∈T n
N (ǫ,F , dq,tn).
By considering covering numbers at different scales, chain-
ing allows one to bound the Rademacher complexity of F¯G
whose diameter is 2M = 1 as follows (see Theorem 4 in
Appendix A): for any N ∈ N∗,
Rˆn(F¯G) ≤ 2−N + 6
N∑
j=1
2−j
√
logN (2−j , F¯G , d2,xn)
n
. (1)
The task is now to bound the covering numbers of the function
class F¯G . This is done below by decomposing them in terms of
the ones of the component function classes F¯k on the one hand
and of the capacity of the classifier G on the other hand. In
particular, we will measure the capacity of G with the growth
function.
Definition 9 (Trace and growth function). Let G be a set of
classifiers from X to [C]. The trace of G on a set xn ∈ Xn is
the set
Gxn = {(g(x1), . . . , g(xn)) : g ∈ G} ⊆ [C]n
and the growth function of G is defined by
∀n ∈ N, ΠG(n) = sup
xn∈Xn
|Gxn |.
1) Decomposition of the covering numbers: The following
gives two results based on two different techniques to opti-
mize the dependency of the decomposition on the number of
component functions (or modes), C. Note that these results
are stated in terms of the clipped classes, but can be proved
similarly for the unclipped ones.
Lemma 1. Given a PWS class FG as in Definition 3, we have
N (ǫ, F¯G , dq,xn) ≤ ΠG(n)
C∏
k=1
N
( ǫ
C1/q
, F¯k, dq,xn
)
.
Proof. For each possible classification c ∈ Gxn of xn, let
gc ∈ G be a classifier from G producing this classification.
Then, we build a set Hc of functions h ∈ F¯G such that
h(xi) = hgc(xi)(xi) = hci(xi) with (hk)1≤k≤C taken from
the product of the smallest proper ǫ-nets of the F¯k’s. Since
there are N (ǫ, F¯k, dq,xn) functions hk in each one of these
ǫ-nets, we have
|Hc| ≤
C∏
k=1
N (ǫ, F¯k, dq,xn)
and, since there are at most ΠG(n) classifications c ∈ Gxn ,
we can build a set H =
⋃
c∈Gxn
Hc ⊆ F¯G with a cardinality
bounded by
|H | ≤
∑
c∈Gxn
|Hc| ≤ ΠG(n)
C∏
k=1
N (ǫ, F¯k, dq,xn).
To conclude, we need to show that H is a (C1/qǫ)-net of
F¯G with respect to dq,xn . Given any f ∈ F¯G , there is some
4c ∈ Gxn that coincides with the classification of xn by g
in f(x) = fg(x)(x), and thus for which, for q < ∞, for all
functions h ∈ Hc ⊆ H ,
dq,xn(f, h)
q =
1
n
n∑
i=1
|f(xi)− h(xi)|q
=
1
n
n∑
i=1
|fci(xi)− hci(xi)|q
=
1
n
C∑
k=1
∑
i:ci=k
|fk(xi)− hk(xi)|q
≤
C∑
k=1
1
n
n∑
i=1
|fk(xi)− hk(xi)|q.
By construction, among all the functions h ∈ Hc ⊆ H , there is
at least one such that, for all k ∈ [C], hk is the center of an ǫ-
ball containing fk ∈ F¯k, i.e., 1n
∑n
i=1 |fk(xi)−hk(xi)|q ≤ ǫq.
Thus, there is some h ∈ H such that
dq,xn(f, h)
q ≤
C∑
k=1
ǫq = Cǫq.
The statement for q < ∞ follows by rescaling ǫ by 1/C1/q.
The case q =∞ is proved similarly, but without the need for
rescaling:
d∞,xn(f, h) = max
i∈[n]
|f(xi)− h(xi)|
= max
k∈[C]
max
i:ci=k
|fk(xi)− hk(xi)|
≤ max
k∈[C]
max
i∈[n]
|fk(xi)− hk(xi)|
≤ max
k∈[C]
ǫ = ǫ.
Lemma 1 provides a bound on covering numbers in Lq-
norm, which is most advantageous with respect to the depen-
dency on C for q = ∞. Covering numbers in L∞-norm can
be used in chaining thanks to the following easy to verify
inequality:
N (ǫ, F¯G , d2,xn) ≤ N (ǫ, F¯G , d∞,xn). (2)
However, this bound can be crude and not optimal in terms
of the sample size n. Furthermore, Sauer-Shelah lemmas used
to bound the covering numbers of the component classes F¯k
can typically be made independent of n for q = 2 but not
for q =∞ (see Lemma 8 below). Nonetheless, in some cases
as emphasized in [35], the relationship (2) can be sufficient
to obtain a good dependency on both C and n in the final
chained bound.
For comparison, the following lemma provides a bound with
the same dependency on C than the one in Lemma 1 for
q = ∞ while relying solely on L2-norm covering numbers.
Its proof uses a slightly different technique based on the
introduction of a collection of pseudo-metrics, all derived
from the L2-norm but based on different samples. The other
ingredient is the non-increasing nature of uniform covering
numbers of Glivenko-Cantelli (GC) classes [39] with respect
to n, proved in Appendix C. Note that focusing on uniform
GC classes is not very restrictive as this coincides with all
learnable classes [40].
Lemma 2. Given a PWS class FG as in Definition 3 with
uniform GC classes F¯k, 1 ≤ k ≤ C, we have
N (ǫ, F¯G , d2,xn) ≤ ΠG(n)
C∏
k=1
N2(ǫ, F¯k, n).
Proof. For each possible classification c ∈ Gxn of xn, we con-
sider C empirical pseudo-metrics dxi:ci=k defined as d2,xn but
on a restricted set of points of cardinality nk =
∑n
i=1 1ci=k:
∀(f, f ′) ∈ (RX )2,
dxi:ci=k(f, f
′) =
(
1
nk
∑
i:ci=k
(f(xi)− f ′(xi))2
) 1
2
.
For each such distance, we build a proper ǫ-net of F¯k of
cardinality N (ǫ, F¯k, dxi:ci=k). Then, we build a set Hc of
functions h such that h(xi) = hci(xi) with (hk)1≤k≤C taken
from the product of these ǫ-nets, so that
|Hc| ≤
C∏
k=1
N (ǫ, F¯k, dxi:ci=k),
where the covering numbers depend on xn as usual, but also
on c via the definition of the pseudo-distances.
Next, we consider a set H =
⋃
c∈Gxn
Hc which contains at
most
|H | ≤
∑
c∈Gxn
|Hc| ≤
∑
c∈Gxn
C∏
k=1
N (ǫ, F¯k, dxi:ci=k)
functions.
Following the proof of Lemma 1, for any f ∈ F¯G , there is
some c ∈ Gxn such that for all h ∈ Hc ⊆ H ,
d2,xn(f, h)
2 =
1
n
n∑
i=1
(f(xi)− h(xi))2
=
1
n
n∑
i=1
(fci(xi)− hci(xi))2
=
1
n
C∑
k=1
∑
i:ci=k
(fk(xi)− hk(xi))2
=
C∑
k=1
nk
n
1
nk
∑
i:ci=k
(fk(xi)− hk(xi))2
=
C∑
k=1
nk
n
dxi:ci=k(fk, hk)
2.
Thus, by the fact that
∑C
k=1
nk
n = 1, d2,xn(f, h)
2 is ex-
pressed as a convex combination of squared sub-distances
dxi:ci=k(fk, hk)
2. These squared sub-distances being positive,
their convex combination can be bounded by their maximum
and we obtain
d2,xn(f, h)
2 ≤ max
k∈[C]
dxi:ci=k(fk, hk)
2.
5By construction, among all the functions h in Hc, there is at
least one such that, for all k ∈ [C], hk is the center of an
ǫ-ball containing fk ∈ F¯k, i.e., dxi:ci=k(fk, hk)2 ≤ ǫ2. Thus,
there is some h ∈ H such that
d2,xn(f, h)
2 ≤ ǫ2,
which proves that H is an ǫ-net of F¯G .
Now, we can improve the bound on |H | by using uniform
covering numbers. In particular, for any c ∈ Gxn ,
N (ǫ, F¯k, dxi:ci=k) ≤ sup
xnk
⊂X
N (ǫ, F¯k, d2,xnk ) = N2(ǫ, F¯k, nk).
Thus, by using Lemma 12 in Appendix C:
|H | ≤
∑
c∈Gxn
C∏
k=1
N2(ǫ, F¯k, nk)
≤
∑
c∈Gxn
C∏
k=1
N2(ǫ, F¯k, n)
≤ ΠG(n)
C∏
k=1
N2(ǫ, F¯k, n).
2) Metric entropy bounds: The decomposition results
above readily yield general bounds on the metric entropy,
logN (ǫ, F¯G , d2,xn), of a PWS class F¯G to be used in (1) and
expressed in terms of Natarajan and fat-shattering dimensions.
Definition 10 (Natarajan dimension). Let G be a class of
functions from X into [C]. A set {xi}ni=1 ⊂ X is said to
be shattered by G if there exist two functions a and b from
X into [C] such that for every i ∈ [n], a(xi) 6= b(xi) and
for every subset I ⊆ [n], there is a function g ∈ G satsifying:
∀i ∈ I , g(xi) = a(xi) and ∀i ∈ [n] \ I , g(xi) = b(xi). The
Natarajan dimension dG of G is the maximal cardinality of
a set {xi}ni=1 ⊂ X shattered by G, if such maximum exists.
Otherwise, F is said to have infinite Natarajan dimension.
Definition 11 (Fat-shattering dimension [41]). Let F be a
class of real-valued functions on X . For ǫ > 0, a set
{xi}ni=1 ⊂ X is said to be ǫ-shattered by F if there is a
witness bn ∈ Rn such that, for every subset I ⊆ [n], there
is a function f ∈ F satisfying: ∀i ∈ I , f(xi) ≥ bi + ǫ and
∀i ∈ [n]\ I , f(xi) ≤ bi− ǫ. The fat-shattering dimension with
margin ǫ of the class F , dF (ǫ), is the maximal cardinality of
a set {xi}ni=1 ⊂ X ǫ-shattered by F , if such maximum exists.
Otherwise, F is said to have infinite fat-shattering dimension
with margin ǫ.
In particular, our first decomposition result in Lemma 1
yields the following metric entropy bound.
Proposition 1 (PWS metric entropy bound 1). Given a PWS
class FG , let dG denote the Natarajan dimension of G and
dF (ǫ) = maxk∈[C] dF¯k(ǫ) denote the pointwise maximum of
the fat-shattering dimensions of the F¯k’s. Then, for any ǫ ∈
(0, 1] and n ∈ N∗,
logN (ǫ, F¯G , d2,xn) ≤ dG log
Cen
2dG
+ 6CdF
( ǫ
4
)
log2
2en
ǫ
.
Proof. By application of (2) and Lemma 1 with q = ∞, we
have
logN (ǫ, F¯G , d2,xn) ≤ logΠG(n)+C max
k∈[C]
logN (ǫ, F¯k, d∞,xn).
Then, we use two generalized Sauer-Shelah lemmas: Lemma 6
in App. A to bound the first term with the Natarajan dimension
and the result from [40] (in the form of Lemma 7 with
M = 1/2) to bound the last one in terms of the fat-shattering
dimension. This yields
max
k∈[C]
logN (ǫ, F¯k, d∞,xn) ≤ 2dF
( ǫ
4
)
log2
2en
dF (
ǫ
4 )ǫ
log
4n
ǫ2
,
which, after using dF (ǫ/4) ≥ 1 and the relations 2/ log 2 < 3
and
√
n < en, gives the result. If dF (ǫ/4) = 0, the statement
holds trivially since for all k ∈ [C], (f, f ′) ∈ F¯2k and x ∈ X ,
|f(x) − f ′(x)|/2 < ǫ/4, which implies that d∞,xn(f, f ′) <
ǫ/2 and thus that N (ǫ, F¯k, d∞,xn) ≤ N ( ǫ2 , F¯k, d∞,xn) =
1.
Conversely, our second decomposition result in Lemma 2
yields the following bound.
Proposition 2 (PWS metric entropy bound 2). Given a PWS
class FG with uniform GC classes F¯k, 1 ≤ k ≤ C,
let dG denote the Natarajan dimension of G and dF (ǫ) =
maxk∈[C] dF¯k(ǫ) denote the pointwise maximum of the fat-
shattering dimensions of the F¯k’s. Then, for any ǫ ∈ (0, 1]
and n ∈ N∗,
logN (ǫ, F¯G , d2,xn) ≤ dG log
Cen
2dG
+ 20CdF
( ǫ
96
)
log
7
ǫ
.
Proof. By application of Lemma 2, we have
logN (ǫ, F¯G , d2,xn) ≤ logΠG(n) + C max
k∈[C]
logN2(ǫ, F¯k, n).
Then, we bound the first term as in Proposition 1 by Lemma 6
and the last one with the dimension-free Sauer-Shelah lemma
from [42] (in the form of Lemma 8 with M = 1/2).
These two bounds share the same dependency on C, but
the first one in Proposition 1 will lead to a worse dependency
on n when used in (1) for chaining. However, as discussed in
[35], this is not due to the dimension-free nature of the bound
in Proposition 2 (which is independent of n). Indeed, the
dependency on n of the final chained bound is mostly impacted
by how the metric entropy depends on 1ǫ . Here, Proposition 2
exhibits a O(log 1ǫ ) whereas the bound in Proposition 1 is
in O(log2 1ǫ ), which will translate into a
√
logn gain for the
chained bound based on Proposition 2 (note however that due
to the constants the true gain would be only visible in practice
for very large n).
3) Applications: We now turn to specific examples of PWS
classes. In particular, we focus on Euclidean input spaces X ⊆
R
d with d ≥ 2 and PWS classes constructed from a set of
linear classifiers, i.e., for which
G = {g ∈ [C]X : g(x) = argmax
k∈[C]
〈wk, x〉, wk ∈ Rd}. (3)
6In this case, the Natarajan dimension of G satisfies (C−1)(d−
1) ≤ dG ≤ Cd (see, e.g., Corollary 29.8 in [43]) and Lemma 6
yields
logΠG(n) ≤ Cd log
(
neC
2(C − 1)(d− 1)
)
≤ Cd log (3n) .
(4)
a) General PWS classes: We start with general PWS
classes FG based on linear classifiers as in (3) and component
function classes Fk that satisfy a polynomial growth assump-
tion on the fat-shattering dimension, as considered, e.g., in
[44], [34], [35]:
∀ǫ > 0, dF (ǫ) = max
k∈[C]
dF¯k(ǫ) ≤ αǫ−β (5)
for some positive numbers α and β. For example, if the Fk’s
are implemented by neural networks with l hidden layers, (5)
can be satisfied with β = 2(l+ 1) [45]. Note that (5) implies
that the F¯k’s are uniform GC classes [40].
Using the general metric entropy bound of Proposition 2
with (4) and the assumption (5) in (1) leads to
Rˆn(F¯G) ≤ 2−N + 6SN√
n
(6)
with
SN =
N∑
j=1
2−j
√
dG log
Cen
2dG
+ 20CdF
(
2−j
96
)
log(7 · 2j)
≤
√
C
N∑
j=1
2−j
√
d log(3n) + 20 · 96βα2jβ log(2j+3).
Therefore, the dependency on the number of modes C is
radical for all such PWS classes and the degree β of the poly-
nomial growth of the fat-shattering dimensions only influences
the convergence rate in n of the Rademacher complexity. This
convergence rate can be specified as follows:
SN ≤ 2
β
2
√
C
N∑
j=1
2j(
β
2−1)
√
d log(3n)
2jβ
+ 20 · 96βα log(2j+3)
≤ 2 β2
√
C
N∑
j=1
2j(
β
2−1)
√
d log(3n)
2β
+ 14 · 96βα(j + 3)
≤ 2 β2
√
C
N∑
j=1
2j(
β
2−1)
√
d log(3n)
2β
+ 56 · 96βαN.
By setting N = ⌈log2 n
1
β ⌉ ≤ 1β log2(2βn), this gives, for all
β ≥ 1,
SN ≤
√
C
[
d+
56 · 192βα
β
]
log2(2
βn)
N∑
j=1
2j(
β
2−1),
while 2−N ≤ n−1/β for the first term of (6). Thus, for β = 2,
we obtain
SN <
√
C [d+ 28 · 1922α] log2(4n)
1
2
log2(4n)
and, with respect to n,
Rˆn(F¯G) = O
(
log
3
2 n√
n
)
. (7)
For β > 2, we have
N∑
j=1
2j(
β
2−1) =
2(
β
2−1)(N+1) − 2(β2−1)
2(
β
2−1) − 1
<
2(
β
2−1)(N+1)
2(
β
2−1) − 1
<
4(
β
2−1)
2(
β
2−1) − 1
n(
1
2−
1
β ), (8)
which gives
Rˆn(F¯G) = O
(√
logn
n
1
β
)
. (9)
Overall, the convergence rates obtained are similar to the
ones derived in [34] for multi-category classification based
on score function classes satisfying (5). However, thanks to
Lemma 2, the radical dependency on C is more favorable
than the dependency on the number of categories in the result
of [34].
b) Kernel-based PWS classes: Let H be a reproducing
kernel Hilbert space (RKHS) of reproducing kernel K [46]
and consider PWS classes with component function classes
from this RKHS:
Fk = {fk ∈ H : ‖fk‖H ≤ RH}. (10)
Since the covering numbers and the fat-shattering dimensions
can only decrease when going from Fk to F¯k, the bounds on
dFk(ǫ) given by Lemma 9 in App. A with φ : x 7→ K(x, ·)
also apply to the clipped component function classes and we
have
∀ǫ > 0, dF(ǫ) ≤ R2xR2Hǫ−2,
where Rx = supx∈X ‖K(x, ·)‖H = supx∈X
√
K(x, x). Thus,
for G as in (3), the results above are applicable with α =
R2xR
2
H and β = 2. This yields
Rˆn(F¯G) ≤ 1√
n
+ 3 log
3
2
2 (4n)
√
C
n
(d+ 28 · 1922R2xR2H)
and a radical dependency on C with a convergence rate in
O
(
log3/2(n)/
√
n
)
.
c) PWA classes: Let FG be a piecewise affine (PWA)
class corresponding to Definition 3 with G as in (3) and linear
function classes
Fk = {fk ∈ RX : fk(x) = 〈wk, x〉, ‖wk‖2 ≤ Rw}. (11)
The general results above could be applied similarly to this
case (with φ : x 7→ x in Lemma 9) in order to yield a bound
in the flavor of the one obtained for kernel-based PWS classes.
A slightly more efficient approach uses estimates of covering
numbers that do not involve the fat-shattering dimension, as
those given by Theorem 3 in [47]. Thus, instead of the metric
entropy bounds of the previous subsection, one could use
Lemma 2 with such estimates in the chaining formula (1). Yet,
the convergence rate would remain in O
(
log3/2(n)/
√
n
)
.
In fact, the metric entropy bound of [47] is suitable for
large dimensional cases as it only involves the logarithm of
the input dimension d. Yet, since in our case the dimension
already appears outside of log terms when bounding logΠG(n)
by (4), we can use more simple results that depend linearly on
d, but enjoy a much better dependence on ǫ. In particular, the
7following can be easily derived from classical results on the
covering of unit balls in Rd (see, e.g., Exercise 2.2.14 in [36]):
∀ǫ ≤ RxRw, logN∞(ǫ,Fk, n) ≤ d log (2 +Rw)Rx
ǫ
.
(12)
Using this in (1) with (2), Lemma 1 and (4), we obtain
Rˆn(F¯G) ≤ 2−N + 6
√
Cd
n
N∑
j=1
2−j
√
log (3n(2 +Rw)Rx2j)
< 2−N + 6
√
Cd
n
log (3n(2 +Rw)Rx2N ).
Setting N = ⌈log2
√
n⌉ ≤ log2(2
√
n), then yields an im-
proved convergence rate:
Rˆn(F¯G) < 1√
n
+ 6
√
Cd
n
log
(
6(2 +Rw)Rxn3/2
)
= O
(√
logn
n
)
.
B. Error bounds for switching regression
We now come back to the switching regression setting of
Sect. II-B. Here, the focus is on the switching loss class of
functions from Z = X × Y to R,
ŁSp,FS = {ℓ ∈ [0, 1]Z : ℓ(x, y) = min
k∈[C]
|y−f¯k(x)|p, f¯ ∈ F¯S},
(13)
induced by the vector-valued function class FS (Def. 4).
Indeed, Theorem 1 applied to ŁSp,FS yields, with probability
at least 1− δ and uniformly over F¯S , the following bound on
the ℓp-switching risk of Definition 5:
LSp (f¯) ≤ LˆSp,n(f¯) + 2Rn
(
ŁSp,FS
)
+
√
log 1δ
2n
. (14)
To finalize the bound, it remains to estimate the Rademacher
complexity Rn
(
ŁSp,FS
)
. For this purpose, we consider two
decomposition schemes: one at the level of Rademacher com-
plexities and another one at the level of covering numbers.
1) Decomposition of the Rademacher complexity: In the
case of switching regression, we can decompose directly at
the level of the Rademacher complexities, without requiring
the chaining machinery and covering numbers. In particular,
we can derive the following decomposition result relating the
Rademacher complexity of ŁSp,FS to the ones of the component
function classes Fk with a linear dependency on the number
C of modes.
Theorem 3. Let FS be a vector-valued function class as in
Definition 4. Then, the Rademacher complexity of ŁSp,FS (13)
is bounded by
Rn
(
ŁSp,FS
)
≤ p
C∑
k=1
Rn (Fk) .
Proof. Let us define the following classes of functions from
Z = X × Y to R:
∀k ∈ [C], Ek = {ek ∈ RZ : ek(x, y) = y−f¯k(x), f¯k ∈ F¯k}.
(15)
By using the facts that for any (ak)1≤k≤C ∈ RC ,
mink∈[C] ak = −maxk∈[C]−ak and that σi and −σi share
the same distribution, we have:
Rn
(
ŁSp,FS
)
= EXnY nσn sup
f¯∈F¯S
1
n
n∑
i=1
σi min
k∈[C]
|Yi − f¯k(Xi)|p
= EXnY nσn sup
f¯∈F¯S
1
n
n∑
i=1
−σi max
k∈[C]
−|Yi − f¯k(Xi)|p
= EXnY nσn sup
f¯∈F¯S
1
n
n∑
i=1
σi max
k∈[C]
−|Yi − f¯k(Xi)|p
= EXnY nσn sup
(ek∈Ek)k∈[C]
1
n
n∑
i=1
σi max
k∈[C]
−|ek(Xi, Yi)|p
≤
C∑
k=1
Rn(−|Ek|p),
where the inequality is obtained by application of Lemma 5
in Appendix A. By taking into account the range of |Ek|,
i.e., [0, 1], and the Lipschitz constant of φ(u) = up for u
in that interval, we obtain by contraction (Lemma 4) that
Rn(−|Ek|p) ≤ pRn(Ek). Then, following the last steps of
the proof of Theorem 2 (Appendix B) leads to
Rn(Ek) ≤ Rn(F¯k) ≤ Rn(Fk),
which completes the proof.
For switching linear regression with X ⊆ Rd and Fk set as
in (11), we can combine (14) with Theorem 3 and Lemma 10
in App. A to get the risk bound
LSp (f¯) ≤ LˆSp,n(f¯) + 2pC
RxRw√
n
+
√
log 1δ
2n
. (16)
For switching nonlinear regression based on component
function classes from an RKHS H of reproducing kernelK as
in (10), a similar result holds with Rx = supx∈X
√
K(x, x)
and Rw = RH.
2) Chaining and decomposition of the covering num-
bers: In another context, namely, multi-category classifica-
tion as studied in [33], [34], [35], the decomposition of the
Rademacher complexity in terms of those of the component
function classes yields a linear dependency on the number of
categories, while chaining and decomposition at the level of
covering numbers allows one to obtain a radical dependency.
We now evaluate the possibility of reducing the linear depen-
dency on the number of modes C of the bound in Theorem 3
with such an approach.
Consider the risk bound (14) based on the Rademacher
complexity of the real-valued class ŁSp,FS defined in (13). We
can bound the covering numbers of this class thanks to the
structural result of Lemma 13 in Appendix C as follows.
Lemma 3. Let FS be a vector-valued function class as in
Definition 4. Then, for ŁSp,FS as defined in (13), the following
holds for any q ∈ [1,∞) ∪ {∞}:
N (ǫ, ŁSp,FS , dq,zn) ≤
C∏
k=1
N
(
ǫ
pC1/q
, F¯k, dq,xn
)
.
8Proof. Let Ek be as in (15) and Epk denote the class {|ek|p :
ek ∈ Ek}. Then, ŁSp,FS is the pointwise minimum class
{mink∈[C] ek : ek ∈ Epk} and Lemma 13 gives
N (ǫ,ŁSp,FS , dq,zn) ≤
C∏
k=1
N
( ǫ
C1/q
, Epk , dq,zn
)
.
The contraction principle for covering numbers (see Lemma
27.3 in [43]) implies that
N (ǫ, Epk , dq,zn) ≤ N
(
ǫ
p
, Ek, dq,zn
)
.
Since, for all pair of functions ek(x, y) = y − f¯k(x)
and e′k(x, y) = y − f¯ ′k(x), ∀(x, y) ∈ Z = X × Y ,
|ek(x, y) − e′k(x, y)| = |f¯k(x) − f¯ ′k(x)|, we have ∀zn ∈ Zn,
dq,zn(ek, e
′
k) = dq,xn(f¯k, f¯
′
k) and
N (ǫ, Ek, dq,zn) ≤ N (ǫ, F¯k, dq,xn).
Putting all these inequalities together concludes the proof.
In order to optimize the dependency on C, we apply
chaining (Theorem 4 in App. A) to estimate the Rademacher
complexity of ŁSp,FS with the relationship (2) and covering
numbers in L∞-norm controlled by Lemma 3. This yields a
radical dependency on C:
Rˆn(ŁSp,FS) (17)
≤ 2−N + 6
N∑
j=1
2−j
√
logN (2−j ,ŁSp,FS , d2,zn)
n
≤ 2−N + 6
√
C
n
N∑
j=1
2−j
√
max
k∈[C]
logN
(
2−j
p
, F¯k, d∞,xn
)
and a convergence rate that depends on the capacity of the
F¯k’s as measured by their covering numbers.
In particular, for classes with fat-shattering dimensions that
grow no more than polynomially with ǫ−1, as in (5), Lemma 7
(Appendix A) yields
max
k∈[C]
logN (ǫ, F¯k, d∞,xn) ≤ 6 · 4βαǫ−β log2 2enǫ
and (17) leads to
Rˆn(ŁSp,FS )
≤ 2−N + 6
√
C
n
N∑
j=1
2−j
√
6 · 4βαpβ2jβ log2(2enp2j)
≤ 2−N + 6 · 2β
√
6αpβC
n
log(2enp2N)
N∑
j=1
2j(
β
2−1).
Setting N = ⌈log2 n
1
β ⌉ ≤ 1β log2(2βn), gives, for β = 2,
Rˆn(ŁSp,FS) ≤
1√
n
+ 12p
√
6αC
n
log(4epn
3
2 ) log2(4n)
≤ 1√
n
+ 26p
√
αC
n
log2(5pn)
= O
(
log2 n√
n
)
.
For β > 2, recalling (8) leads to
Rˆn(ŁSp,FS) ≤
1
n
1
β
+
3 · 22β−1
√
6αpβC
2(
β
2−1) − 1
log(4epn
1
β
+1)
n
1
β
= O
(
logn
n
1
β
)
.
Overall, we observe an additional factor in O(
√
logn)
compared to the bounds in (7) and (9) for PWS regression
with similar component function classes.
a) Switching kernel regression: For kernel-based classes
Fk as in (10), we could apply the results above with β = 2
thanks to Lemma 9. However, for such function classes, the
covering numbers can be more efficiently bounded without
invoking a Sauer-Shelah lemma and the fat-shattering dimen-
sion. In particular, for L∞-norm covering numbers, we can
use Lemma 11 in (17) and obtain, with N = ⌈log2
√
n)⌉ ≤
log2(2
√
n),
Rˆn(ŁSp,FS)
≤ 1√
n
+ 36pRxRH log2(2
√
n)
√
C
n
log(30pRxRHn3/2)
= O
(
log
3
2 n√
n
)
.
Thus, for switching kernel regression, the bound is essentially
of the same order as the one for kernel-based PWS regression.
Compared with (16), we gained a
√
C but also introduced a
log3/2 n factor, which is only beneficial when log3 n < C <√
n (up to constant factors). This limited range over which
chaining provides a gain is due to the use of kernel-based
classes whose Rademacher complexity can be very efficiently
bounded.
b) Switching linear regression: For switching linear re-
gression with X ⊂ Rd and classes Fk as in (11), the
convergence rate is much better and in fact similar to that
of (16). To see this, note that with (12) we can apply the
integral form of chaining (Theorem 4) to obtain
Rˆn(ŁSp,FS ) ≤
12√
n
∫ 1/2
0
√
logN (ǫ,ŁSp,FS , d∞,zn) dǫ
≤ 12
√
C
n
∫ 1/2
0
√
max
k∈[C]
logN (ǫ/p, F¯k, d∞,xn) dǫ
≤ 12
√
Cd
n
∫ pRwRx
0
√
log
(
p(2 +Rw)Rx
ǫ
)
dǫ
≤ 12pRwRx
√
log (2/Rw + 1)
√
Cd
n
. (18)
By comparing with Theorem 3 and (16), we had to pay a√
d factor in exchange for a
√
C one, which is advantageous in
low or moderate-dimensional cases, as those that often occur
in applications such as hybrid system identification [23].
IV. CONCLUSIONS
The paper derived error bounds for piecewise smooth and
switching regression. These bounds are based on a decom-
position of the capacity measure of the class of interest in
9terms of those of its component function classes. Different
levels of decomposition were explored to optimize the de-
pendency of the bounds on the number of components and a
radical dependency was obtained for both PWS and switching
regression via chaining and decomposition at the level of
covering numbers. We note that this radical dependency is
not a final characterization of the optimal growth rate. Indeed,
the application of chaining could have been optimized (for
instance by replacing n by n/
√
C when setting the value of
N ) to yield (only slightly) better growth rates at the cost of
more complex expressions for the bounds.
Open issues include the followings.
Decomposition.While we could also directly decompose the
Rademacher complexity of a switching loss class, the efficient
decomposition of PWS classes at the level of Rademacher
complexities remains an open issue. Even if we can expect
a worse dependency on the number of modes, as for the
arbitrarily switching case, the convergence rates might be
better for specific component function classes such as linear
ones or RKHS balls. Decomposition can also be performed
at a third level, namely, the one of fat-shattering dimensions.
However, there are reasons to expect a quadratic dependency
of the fat-shattering dimension of a PWS class on the number
of modes, which, after taking the square root of the metric
entropy, would result in a bound with linear dependency.
Unbounded regression. Error bounds can be derived for
unbounded regression using assumptions on moments of the
loss or non-constant envelopes as, e.g., in [48], [49]. Though
our results were obtained for a bounded output space, all
the decompositions of the capacity measures can be derived
similarly for the unclipped (and unbounded) classes, which
should allow for the extension to the unbounded case.
Non-independent case. We assumed independence of the
sampled data. Extending our results to the non-independent
case would be of primary interest for time-series prediction
and their application to hybrid dynamical system identification,
where the input typically includes lagged values of the output.
Works in that direction could follow the bounding schemes
developed in [50].
Model selection. Based on our results, practical procedures
implementing structural risk minimization could be envisioned
to tune the number of modes C. Indeed, the empirical risk
could be minimized for a sequence of PWS or switching
classes with increasing C, before selecting the model with
lowest value of the error bound.
APPENDIX A
TECHNICAL RESULTS FROM THE LITERATURE
We recall the contraction principle for Rademacher com-
plexities.
Lemma 4 (After Theorem 4.12 in [51]). If φ : R → R is a
Lipschitz continuous function with Lipschitz constant Lφ, i.e.,
if ∀(u, v) ∈ R2, |φ(u)− φ(v)| ≤ Lφ|u− v|, then
Rn(φ ◦ F) ≤ LφRn(F),
where φ ◦ F denotes the class of functions φ ◦ f with f ∈ F .
The following chaining technique due to Dudley relates the
Rademacher complexity to the covering numbers.
Theorem 4. Let F be a real-valued function class over T
and, for any tn ∈ T n, let DF = sup(f,f ′)∈F2 d2,tn(f, f ′)
denote its diameter. Then, for any N ∈ N∗,
Rˆn(F) ≤ DF
2N
+ 6DF
N∑
j=1
2−j
√
logN (DF2−j,F , d2,tn)
n
and, if the integral exists,
Rˆn(F) ≤ 12
∫ DF/2
0
√
logN (ǫ,F , d2,tn)
n
dǫ.
The following result upper bounds the Rademacher com-
plexity of a class of functions defined as the pointwise
maximum of a set of functions.
Lemma 5 (After Lemma 8.1 in [32]). Let (Uk)1≤k≤K be a
sequence of K classes of real-valued functions on Z . Then,
the class U = {u ∈ RZ : u(z) = maxk∈[K] uk(z), uk ∈ Uk}
has an empirical Rademacher complexity bounded by
Rˆn(U) ≤
K∑
k=1
Rˆn(Uk).
The following generalized Sauer-Shelah lemmas will be
useful.
Lemma 6 (After Corollary 5 in [52] and Theorem 9 in [53]).
Let dG be the Natarajan dimension of G. Then, for any xn ∈
Xn,
|Gxn | ≤
dG∑
i=1
(
n
i
)(
C
2
)i
≤
(
neC
2dG
)dG
.
Lemma 7 (After Lemma 3.5 in [40]). For a class F of
functions from X into [−M,M ], let dF (ǫ) denote its fat-
shattering dimension at scale ǫ. Then, for any ǫ ∈ (0, 2M ]
and n ∈ N∗,
N∞(ǫ,F , n) ≤ 2
(
16M2n
ǫ2
)dF ( ǫ4 ) log2( 4MendF ( ǫ4 )ǫ
)
.
Lemma 8 (After Theorem 1 in [42] and Lemma 3 in [34]).
For a class F of functions from X into [−M,M ], let dF (ǫ)
denote its fat-shattering dimension at scale ǫ. Then, for any
ǫ ∈ (0, 2M ] and n ∈ N∗,
N2(ǫ,F , n) ≤
(
13M
ǫ
)20dF ( ǫ96 )
.
For linear and/or kernel-based classes, the different capacity
meaures can be bounded as follows.
Lemma 9 (After Theorem 4.6 in [54]). Given a Hilbert space
H and a mapping φ : X → H, let X ⊆ {x ∈ X : ‖φ(x)‖H ≤
Rx} and F = {f ∈ RX : f(x) = 〈w, φ(x)〉H , ‖w‖H ≤
Rw}. Then, for any ǫ > 0,
dF (ǫ) ≤
(
RxRw
ǫ
)2
.
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Lemma 10 (After Theorem 5.5 in [32]). Given a Hilbert space
H and a mapping φ : X → H, let X ⊆ {x ∈ X : ‖φ(x)‖H ≤
Rx} and F = {f ∈ RX : f(x) = 〈w, φ(x)〉H, ‖w‖H ≤
Rw}. Then, for any n ∈ N∗,
Rn(F) ≤ RxRw√
n
.
Lemma 11 (After Theorem 4 in [47]). Given a Hilbert space
H and a mapping φ : X → H, let X ⊆ {x ∈ X : ‖φ(x)‖H ≤
Rx} and F = {f ∈ RX : f(x) = 〈w, φ(x)〉H, ‖w‖H ≤
Rw}. Then, for any ǫ ∈ (0, RxRw),
logN∞(ǫ,F , n) ≤ 36R
2
xR
2
w
ǫ2
log
(
2
⌈
4RxRw
ǫ
+ 2
⌉
n+ 1
)
≤ 36R
2
xR
2
w
ǫ2
log
(
15RxRwn
ǫ
)
,
and for ǫ ≥ RxRw, logN∞(ǫ,F , n) = 0.
APPENDIX B
PROOF OF THEOREM 2
Theorem 2 is a consequence of Theorem 1 applied to the
function class
Łp,F = {ℓ ∈ [0, 1]X×Y : ℓ(x, y) = |y − f¯(x)|p, f¯ ∈ F¯},
(19)
whose Rademacher complexity can be related to the one of F
as follows.
Let us define the error class as E = {e ∈ [−2M, 2M ]X×Y :
e(x, y) = y− f¯(x), f¯ ∈ F¯}. Define the function φp(u) = up
with domain [0, 2M ] whose Lipschitz constant is p(2M)p−1.
Then, Łp,F = φp ◦ | · | ◦ E and, by contraction (see Lemma 4
in Appendix A), we have
Rn(Łp,F) = Rn(φp ◦ | · | ◦ E) ≤ p2p−1Mp−1Rn(E).
Then, we bound the Rademacher complexity of the error class
as
Rn(E) = EXnY nσn sup
f¯∈F¯
1
n
n∑
i=1
σi(Yi − f¯(Xi))
≤ EY nσn
1
n
n∑
i=1
σiYi + EXnσn sup
f¯∈F¯
1
n
n∑
i=1
−σif¯(Xi)
where
EY nσn
1
n
n∑
i=1
σiYi =
1
n
n∑
i=1
EYiσiσiYi = 0
and, since σi and −σi have the same distribution,
EXnσn sup
f¯∈F¯
1
n
n∑
i=1
−σif¯(Xi) = Rn(F¯)
Finally, by contraction, Rn(F¯) ≤ Rn(F) and taking M = 12
completes the proof.
APPENDIX C
ADDITIONAL RESULTS ON COVERING NUMBERS
We need the following result on uniform covering numbers.
Lemma 12. Let F be a uniform GC class from X into
[−M,M ]. Then, for any ǫ > 0 and any q ∈ [1,∞)∪{∞}, the
uniform covering numbers Nq(ǫ,F , n) form a non-decreasing
function of n.
Proof. Recall from [40] that a class of uniformly bounded
real-valued functions is a uniform GC class if and only if its
fat-shattering dimension is finite for all ǫ > 0. Note that this
also implies the finiteness of its Lq-norm covering numbers by
Lemma 7 and, for all q ∈ [1,∞), the relation Nq(ǫ,F , n) ≤
N∞(ǫ,F , n). Thus, for all n, Nq(ǫ,F , n) is finite and, since it
is the largest of a finite set of integers, we have Nq(ǫ,F , n) =
maxxn∈Xn N (ǫ,F , dq,xn). Then, there is a sequence xn ∈
Xn on which the maximum (let it be Nn) is attained, i.e.,
such that Nn = Nq(ǫ,F , n) = N (ǫ,F , dq,xn). Note that for
any xn ∈ Xn,
Nq(ǫ,F , n+ 1) ≥ sup
x∈X
N (ǫ,F , dq,xnx),
where dq,xnx is the pseudo-metric defined over the concate-
nation of the sequence xn with x. Therefore, it is sufficient
to show that supx∈X N (ǫ,F , dq,xnx) ≥ Nn.
For q = ∞, this is a direct consequence of the
fact that for all (f, h) ∈ (RX )2, d∞,xnx(f, h) =
max{d∞,xn(f, h), |f(x) − h(x)|} ≥ d∞,xn(f, h). For q ∈
[1,∞), assume that it is not the case, then ∀x ∈ X , there is
an ǫ-net H of F of cardinality N (ǫ,F , dq,xnx) < Nn and, for
all f ∈ F , there is an h ∈ H such that
dq,xnx(f, h) ≤ ǫ.
Since
dq,xnx(f, h)
q =
∑n
i=1 |f(xi)− h(xi)|q + |f(x)− h(x)|q
n+ 1
,
we have
dq,xn(f, h)
q =
1
n
n∑
i=1
|f(xi)− h(xi)|q
=
n+ 1
n
(
dq,xnx(f, h)
q − 1
n+ 1
|f(x)− h(x)|q
)
≤ (n+ 1)ǫ
q − |f(x)− h(x)|q
n
. (20)
In the case where |f(xi) − h(xi)| < ǫ, for all i ∈ [n], then,
dq,xn(f, h) =
(
1
n
∑n
i=1 |f(xi)− h(xi)|q
) 1
q ≤ ǫ and H is
also an ǫ-net of F for the pseudo-metric dq,xn , thus ensuring
that N (ǫ,F , dq,xn) ≤ |H|, which contradicts the assumptions
N (ǫ,F , dq,xn) = Nn and |H| < Nn. If this is not the case,
i.e., if there is some i ∈ [n], such that |f(xi) − h(xi)| ≥ ǫ,
then choosing x = xi in (20) yields
dq,xn(f, h)
q ≤ (n+ 1)ǫ
q − ǫq
n
= ǫq
and therefore, H is also an ǫ-net for the pseudo-metric dq,xn
in this case, showing again a contradiction. As a consequence,
supx∈X N (ǫ,F , dq,xnx) ≥ Nn and the lemma is proved.
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Using the ideas from the proof of Lemma 1 in [34], we can
derive the following structural result on covering numbers.
Note that, for any q ≥ 1, the dependency on C of the bound
in this lemma can be simplified by trivially upper bounding
the covering number in Lq-norm by the one in L∞-norm.
Lemma 13. Given a sequence of C real-valued function
classes Ak with domain Z , let A be either the pointwise
maximum class {a ∈ RZ : a(z) = maxk∈[C] ak(z), ak ∈
Ak} or the pointwise minimum class {a ∈ RZ : a(z) =
mink∈[C] ak(z), ak ∈ Ak}. Then, for any q ≥ 1 and q =∞,
N (ǫ,A, dq,zn) ≤
C∏
k=1
N
( ǫ
C1/q
,Ak, dq,zn
)
.
Proof. We start with the pointwise maximum case and q =
∞. Let Hk be a minimal proper ǫ-net of Ak and H be the
pointwise maximum class of (Hk)k∈[C] (and note that Hk ⊆
Ak implies H ⊆ A). Let k(f, z) = argmaxk fk(z). Then, for
any a ∈ A and h ∈ H, there are (ak)k∈[C] and (hk)k∈[C] such
that
d∞,zn(a, h) = max
i∈[n]
|ak(a,zi)(zi)− hk(h,zi)(zi)|.
By using the definition of k(f, z), we can deduce that if
ak(a,zi)(zi) ≥ hk(h,zi)(zi), then
|ak(a,zi)(zi)− hk(h,zi)(zi)| = ak(a,zi)(zi)− hk(h,zi)(zi)
≤ ak(a,zi)(zi)− hk(a,zi)(zi)
≤ |ak(a,zi)(zi)− hk(a,zi)(zi)|
and that if aa,k(zi)(zi) < hk(h,zi)(zi), then
|ak(a,zi)(zi)− hk(h,zi)(zi)| = hk(h,zi)(zi)− ak(a,zi)(zi)
≤ hk(h,zi)(zi)− ak(h,zi)(zi)
≤ |hk(h,zi)(zi)− ak(h,zi)(zi)|.
Thus,
|ak(a,zi)(zi)− hk(h,zi)(zi)| ≤ max
k∈[C]
|ak(zi)− hk(zi)|
and
d∞,zn(a, h) ≤ max
i∈[n]
max
k∈[C]
|ak(zi)− hk(zi)| (21)
≤ max
k∈[C]
max
i∈[n]
|ak(zi)− hk(zi)|
≤ max
k∈[C]
d∞,zn(ak, hk)
≤ max
k∈[C]
ǫ
≤ ǫ,
which proves the statement for the pointwise maximum class.
If A is the pointwise minimum class, let A′ be the pointwise
maximum of (−Ak), and note that A = −A′. Then the state-
ment follows by using N (ǫ,−A′, dp,zn) = N (ǫ,A′, dp,zn),
N (ǫ,Ak, dp,zn) = N (ǫ,−Ak, dp,zn) and the result for the
pointwise maximum class A′.
For q ∈ [1,∞), the same reasoning applies with (21)
replaced by
dq,zn(a, h)
q ≤ 1
n
n∑
i=1
(
max
k∈[C]
|ak(zi)− hk(zi)|
)q
≤ 1
n
n∑
i=1
max
k∈[C]
|ak(zi)− hk(zi)|q
≤ 1
n
n∑
i=1
C∑
k=1
|ak(zi)− hk(zi)|q
≤
C∑
k=1
dq,zn(ak, hk)
q
≤ Cǫq
and a rescaling of ǫ.
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