The focus of this paper is on regression models for mixed binary 
Introduction
Regression models with mixed binary and continuous responses naturally arise in many applied settings. The models find extensive applications in analyzing data arising out in developmental toxicity studies (Catalano and Ryan (1992) , Fitzmaurice and Laird (1995) , Catalano (1999, 2000) , Geys et al. (2001) and Gueorguieva and Agresti (2001) ). The primary impediment to modeling mixed binary continuous outcomes is: no natural choice of a multivariate distribution for modeling such data exists. The model by Olkin and Tate (1961) is the earliest one which considers the factorization of the joint distribution into binary marginal and continuous conditional. Cox (1972) , on the other hand, arrives at a model considering the factorization in the reverse sequence viz., continuous marginal and binary conditional. Sammel et al. (1997) subsequently consider a multivariate mixed outcomes model assuming component responses to be independent observations from one parameter exponential families conditional on a common latent variable. Gueorguieva and Agresti (2001) recently consider a correlated probit model that considers an underlying normal latent variable for the binary response. Finally Gueorguieva and Sanacora (2006) extend it for analyzing longitudinal mixed outcome data.
In this paper our primary interest is related to the application of the Cox (1972) model in analyzing data contaminated with measurement error in covariates and/or classification errors in binary responses. In epidemiologic studies, often for some reason, the predictors are not directly observable instead its surrogates are observable though the model is determined by the true predictors. In such cases usually the true predictor is modeled as a linear function of the surrogates plus an error. In measurement error literature such models are usually called the Berkson model (pp.9, Carroll et al. (1995) ). On top of it, it may happen that the binary responses recorded may be subject to classification errors. cancer or not. One of the important covariates is a measure of exposure to radiation at the time of explosion. The amount of radiation exposure is not observable but one can use the estimated dose using DS86 dosimetry (Roesch 1987 , Fujita 1989 as the surrogate. Also the cause of death viz., cancer or not, may be misclassified (Sposto et al.(1992) ). The binary regression modeling when the responses (death from cancer or not) are subject to classification errors and covariates (exposure to radiation) are subject to measurement error is considered by Roy et al. (2005) . Surprisingly, however, regression problem with mixed outcomes is not considered in the measurement error literature. And thus the effect on the estimates of the model parameters of misclassification errors in the binary outcome and measurement error in covariates are not known. The problem that we consider here seems to be new and of considerable importance in the epidemiologic studies. To be more specific, the questions that we address here are: in a regression set-up with mixed outcomes how the likelihood estimates of the model parameters would be affected if we consider a naïve model i.e., a model that assumes the surrogates as the true predictors and ignores the presence of classification errors? Which of these errors is more serious? How the proposed models that incorporate these errors would perform compared to the naïve model? We also present some interesting theoretical results that provide strong insight in understanding the effects of these errors on the parameter estimates and also partial answers to the above questions. The proofs of a few others still elude us. We cite them as open problems.
Extensive simulation studies that we present at the end support our theoretical findings besides helping us to understand the joint effect of these errors on the estimates of the model parameters.
Regarding the presentation, first we introduce the naïve model (Cox (1972) , Catalano and Ryan (1992) ) in Section 2. In Sections 3-5, we propose its modifications in the presence of classification errors, measurement errors and lastly, in the presence of both Section 7 analysis of a data set collected by conducting a small scale survey is given.
Finally conclusions are drawn in Section 8. σ respectively. For the model to be identifiable
Naive Model Analysis
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π is given by (2.5).
Parameter Estimation
Let the parameter of interest be denoted by , where θ θ
where,
The maximum likelihood estimate (mle) of θ is obtained by solving the following likelihood equations iteratively:
Starting with an initial value of 2 θ the equations (2.11)-(2.12) can be solved iteratively until convergence is achieved.
Model with Classification Errors

Model and estimation
Suppose the true binary response is subject to classification errors and instead of , an error prone response is observed. We assume a simple probability model linking the manifest response to the true response . This is given by, where ε 0 and ε 1 are unknown probabilities of misclassification. To keep the treatment simple, the misclassification probabilities are assumed to be independent of the covariate x i and the continuous response . Now, straight forward probability calculation gives,
µ is given by (2.6). Note that the above model is no longer a probit model.
Note, ρ=0 entails ( )
The effect of classification errors on the estimates of regression parameters in this special case of binary regression has been considered by Roy et al. (2005) . Now, the joint probability distribution of given the true predictor is factorized as,
with π 2i as defined in (3.2). The resulting log likelihood function is asymptotic distribution of such estimates may be obtained as in Roy et al. (2005) .
Effect of Classification Errors on the Estimates
In this section we investigate the effect of ignoring classification errors on the likelihood estimates of the parameters assuming that the classification errors are known. The key result that we use follows from the work of White (1982) (1959)) between the true and the false models. In our case it is given by, Let the parameters under the true and the false models be denoted by and respectively. Taking the derivatives of (3.6), we find that 
For a given distribution of x, one can solve the system (3.7) -(3.12) and compare with the true value of θ. In general
e. ignoring the classification errors produces biased estimates. It does not seem possible to find an explicit general solution to the above system of equations and hence a general result on the effects of classification errors on the estimates of the model parameters. However, in the following we find some interesting results in specific cases and then discuss its implications.
To be specific, we consider solving the system of equations (3.7)-(3.12) assuming that
It is interesting to note that this assumption is valid in case the covariates for the mixed outcome responses are same. This is generally the case in all teratological applications (Catalano and Ryan (1992) , Fizmaurice and Laird (1995) , Catalano (1999, 2000) , Geys et al. (2001) , Gueorguieva and Agresti (2001) ) as well as in most of the applications related to the epidemiologic studies. For example in the cohort study of the effects of radiation exposures among the survivors of atom bomb explosions in Hiorshima and Nagasaki in Japan the covariates are radiation exposure level besides other demographic characteristics.
In this specific case since we consider equations (3.7)-(3.9) with β β ρ that yield
for all x and y 2 solve (3.7)-(3.9). Equations (2.5) and (2.6) entail
where, x is the common covariate. Replacing the false probabilities above by the true ones we get 
where, obtain, we 0 about it expanding and ) 1 
for small values of ρ. It is now easy to check that
≤ whatever x 1 may be. For proof of this we refer to Neuhaus (1999) . For x 1 =0, the attenuation factor reduces to that of Neuhaus (1999) and Li and Duan (1989) . Ignoring classification errors thus results in the attenuation of the numerical value of the estimate of To investigate the effect on β 1 , we follow the above logic to arrive at 
In case ρ=0, (3.13) reduces to the result obtained by Neuhaus (1999) . Notice here that the first factor on the right hand side of (3.13) is more than unity while the second is less than unity. Thus the two attenuation effects are confounded. Interestingly, however, comparing the results of the simulation studies presented in Section 8, Tables 4-6 with that given in Table 1 of Roy et al. (2005) we observe that the attenuation in the estimate of β 1 is more in case ρ=0.6 than in ρ=0. This shows that for ρ=0.6 the effect of attenuation of the second factor is more than compensate for the inflation of the first factor compared to ρ=0.
Note:
In case the covariates for the two responses are different theoretical results on the effect of the classification errors on the likelihood estimates of the parameters seem to be intractable. We leave this as an open problem.
Model with Measurement Error
Model and estimation
Without loss of generality we assume that the measurements on are available only through the recording of an imperfect surrogate
We also assume a nondifferential measurement error model, i.e., given the true predictors, the surrogates add nothing to the prediction of the response. ( , ) ( , )~( , ),
where, p=p 1 +p 2 and Σ is completely known from external validation studies (Carroll et al., 1995) . With the strength of the assumptions (2.3) and (4.2) we have the following latent variable formulation. 
Note:
It is interesting to note from the above that even when ρ=0 the conditional distribution of given still depends on which should not be the case if the covariates were directly observable. This happens because unlike the presence of classification errors ρ=0
does not entail to be zero in this case. Hence unlike the previous two models discussed 
Effect of measurement error
Let us define 
(1 ( ))( σ are given by (5.1) and (4.4) respectively. The estimates of the parameters in this case will be affected in a similar way as discussed in Sections 3 and 4.
Model with Measurement Error and Classification Errors
This model is particularly useful in understanding the joint effect of the errors on the estimates of the model parameters. Interestingly the above two errors may work in opposite directions to cancel out each other's effect on the estimate of ρ. We investigate it further by taking up a simulation study in the next section.
Simulation Study
An extensive simulation study is carried out to investigate the marginal and the joint effects of measurement error and classification errors on the estimates of the parameters.
We consider a common covariate for both the binary and the continuous outcomes. The Step 1: The surrogate z i , i=1,2,…n are generated from uniform(-4, 4), and are kept fixed.
Step2: x i 's are generated from univariate N (z i , σ 2 ), i=1,2,….n for a prefixed value of the measurement error variance σ 2 .
Step3: i=1,2,…n are generated from 
where (ε 0 , ε 1 ) are prefixed numbers.
Step 6: Given the data ( , , z Step 9: Steps 2-8 are repeated for different choices of prefixed σ 2 , ε 0 and ε 1 .
Here we have taken R= 500, n=10000. Selection of large sample size is not unjustified in view of the fact that the applications of such models mostly arise in the analysis of epidemiological data where such sample size is common enough. We investigate through simulation studies three different aspects viz., ( Table 1 reveal that for small measurement error variance the effect on the estimates of the parameters 1 θ and 2 2 σ are negligible. However for large measurement error variance say (see Table 3 ) the estimate of β Tables 5 and 6 ). Model M 2 clearly recovers the point estimates of θ 1 at the expense of increased standard errors. Tables 8 and 9 ). When measurement error is pronounced and classification errors are very small the estimate of ρ shows inflation when compared with the same under the correct model M 4 since in this case measurement error dominates (See Table 13 ). For moderate measurement error and classification errors the effects of ignoring these errors work in opposite directions; one results in attenuation and the other results in inflation of the estimate of ρ. As a result we might chance upon a situation when the estimate of ρ is close to the true value under model M 1 (See Table 10 ). On the whole the model M 4 works well in all situations. 
Example
A survey was conducted among 121 male undergraduate students studying Statistics as a subsidiary subject in St Xavier's college, Kolkata, India. On a particular day, in the class, the students were requested to provide information on the following items keeping their anonymity:
1. Total family income per month (z) 2. Pocket money available per month (y 2 )
3. Whether the student takes alcohol or not (y 1 ).
Regarding the alcohol intake there are 2 categories: (i) Never (ii) At least once a week
In our society consuming alcohol is still considered to be a taboo especially among the students coming from the middle class. Thus, students do not feel free to speak out the truth even if they consume alcohol. On the other hand, there are a few teetotalers who might be tempted to provide wrong information just for fun. Thus y 1 is subject to classification errors. It is expected that the binary outcome (y 1 ) and the pocket money available (y 2 ) are correlated. Moreover, y 1 and y 2 depend upon the family income.
However, true income (x) of a family or a person is usually subject to measurement error and the total family income (z) reported by the students can be taken to be a surrogate for the true income. Thus the binary responses in the above data are subject to classification errors and the true covariate (family income) is subject to measurement error.
While carrying out the analysis we expressed y 2 and z in the unit of thousand rupees. The analysis was done for all the four models described in Section 8. In the absence of validation data the measurement error variance σ 2 was assigned a prefixed value 1. The results are reported in Table 16 . The results show that the chance of a student reporting that he consumes alcohol when he, in fact, doesn't is small (.0997) whereas the chance of reporting that he doesn't consume when he, in fact, does is high (.5379). The results support our contention made above.
The results show that the measurement error does not affect the estimates of the regression parameters 02 β and 2 β . However the naïve estimate of 
Concluding Remarks
In this paper we consider modeling mixed binary and continuous outcomes when binary outcomes may be subject to classification errors and/or some of the covariates are not observable in the main study but its surrogates are observed. We model the joint distribution of the binary and continuous responses by using a model proposed by Cox (1972) . The advantage of using this model is, we are able to find analytical results that throw interesting lights about the behaviour of likelihood estimates of the model parameters in the presence of the above errors. There are still unanswered questions eluding theoretical justification that we left as an open problem. Developing similar methodologies for multivariate mixed outcomes possibly with ordered categorical variables would be worth studying.
