Abstract. We study a unidirectional hyperbolic transport equation, with a homogeneous stochastic transport velocity, solved by Monte Carlo simulation. Several finite difference schemes are applied to the deterministic problem in each Monte Carlo iteration, and the numerical solution of the stochastic problem is compared to analytical solutions derived in the paper. We present both a theoretical analysis and summarized results from extensive numerical experiments. The behavior of the various schemes depends on the stochastic properties of the problem, and there are new demands on the schemes when they are used as part of a Monte Carlo simulation. For example, schemes that are very oscillatory for a single deterministic problem, like the leapfrog scheme, turn out to be efficient and accurate for the corresponding stochastic problem.
1. Introduction. Partial differential equations frequently contain input parameters that are subjected to uncertainties. A rational way to investigate such uncertainties is to introduce stochastic quantities in the equations. This gives rise to stochastic partial differential equations. A widely applicable solution method for solving stochastic equations is the Monte Carlo simulation (MCS) method, where a large number of corresponding deterministic equations is solved. Each deterministic problem is usually solved by numerical techniques like the finite difference or the finite element method. It may seem natural to select the discretization scheme based on its performance in the associated deterministic problems. Whether the scheme is suitable when the deterministic problems are a part of an MCS is an open question which we address in this paper.
We will study a stochastic transport problem for which we are able to derive an analytical solution. The transport is unidirectional, and the transport velocity is the only stochastic input parameter. Such a physical model has applications in, e.g., pollution spreading and heat transfer. It is well known that this type of transport equation makes particular demands on numerical schemes. For example, inaccuracies in the form of nonphysical oscillations or diffusion/dispersion may occur around discontinuities or steep fronts in the solution. Many research contributions have been concerned with the comparisons of various finite difference schemes for deterministic transport equations; see, e.g., [1] , [4] , [5] , [9] , [13] , [14] , and [15] . Our purpose is to perform similar comparisons of well-known schemes when these are used in conjunction with MCS. Particularly, we will point out the properties of the schemes that are important in the stochastic case and show how the well-established understanding of numerical diffusion and dispersion is affected by stochastic effects. The emphasis is on schemes that are straightforwardly applicable to general transport problems in higher space dimensions.
The solution of a deterministic partial differential equation is a function, while a complete probabilistic description of the solution of a stochastic partial differential equation demands an infinite number of functions. For practical purposes, only a few characteristic probabilistic quantities are of interest. These are the expectation of the solution, the auto-correlation function, and the variance, as well as higher order moments. In this paper we pay attention to the first four moments. These functions may be very different from the solution of the corresponding deterministic partial differential equation (for a given realization of the stochastic input data). Hence, it may turn out that there are other demands to the numerical solution schemes in stochastic problems than what has been established in the deterministic case.
In section 2 we present the mathematical model and its analytical solutions for the first four statistical moments; section 3 is concerned with a detailed analysis of a model problem with smooth initial data; section 4 is dedicated to the important physical case where the solution of the corresponding deterministic transport problem has a moving discontinuity. In that section we present both a theoretical analysis and the results of extensive numerical experiments. Finally, some concluding remarks appear in section 5.
2. The mathematical model. Consider the following unidirectional linear stochastic initial-value problem for c(x, t):
where V is a stochastic variable distributed according to the probability density function f V (v). The solution for a single realization v of V is c(x, t) = g(x − vt), and the statistical moment of order m about zero is given as
The integral limits are determined by the probability density function. The corresponding moments about the mean ν = E [c], which are considered in this paper, are defined as
and M m are functions of x and t. Moreover, the moments are smooth functions even if the corresponding deterministic solutions for a fixed V contain discontinuities [8] .
To gain some insight into the nature of the moments, consider the frequently arising case with discontinuous initial data: g(x) = 1−H(x), H(x) being the Heaviside function. Then (2.4) while the third-and fourth-order central moments become
Here F V (v) is the cumulative distribution corresponding to f V (v). In other words, the expected front is smeared in the same way as the cumulative distribution is, and the variance is peak-formed. Furthermore, the level set {x(t) | E [c(x, t)] =ĉ} moves 
, whereas the fourth moment has two peaks moving with velocities that depend even more on the tails of f V (V ). In Figure 2 .1 the first four moments of c are shown at time t = 0.5 for V ∼ N (1, 0.15). The notation V ∼ N (µ, σ) means that V is a Gaussian variable with expectation µ and standard deviation σ.
3.
A model problem with smooth solutions. We will first make a clean analysis of the discrete stochastic transport problem by considering the case where the initial profile g(x) is smooth. To enable later construction of more general solutions in terms of Fourier series, we restrict the attention to a single wave g(x) = sin kx, with wavenumber k. When V ∼ N (µ, σ) the integrals (2.3) for m = 1, 2 become
The expected wave is damped, while the variance will vary with a wavelength half of that of the expectation. where c n j is the numerical approximation to c(x j , t n ) at x j = j∆x and t n = n∆t. Moreover,w = w r + iw i is the possibly complex frequency of the numerical wave.
We will consider three classes of numerical methods: (i) schemes with no diffusion, (ii) monotone first-order schemes with diffusion, and (iii) modern high resolution methods. The schemes in category (i) have no damping (ω is real), in accordance with the physics of the problem, but nonphysical oscillations may appear in the vicinity of large gradients in c. Schemes from category (ii) reproduce important analytical properties of the solution, such as monotonicity, but tend to smear sharp fronts. With modern high resolution schemes one can achieve nonoscillatory solutions with quite sharp fronts even in the present linear case. Unfortunately, high resolution schemes involve nonlinear finite difference equations that are difficult to analyze by the intuitively attractive Fourier-based techniques that we intend to apply in this paper. Moreover, our numerical experiments indicate that for the present stochastic problem, schemes from category (iii) give performance that lies in between typical diffusive and nondiffusive schemes. Therefore, we focus on the analysis of schemes from categories (i) and (ii), which in some sense represents the extremes of the nature of finite difference methods in a stochastic context. Because many schemes reproduce the analytical solution at the grid points for a unit Courant number C 0 = v∆t/∆x, and this superconvergence is not representative of more complicated transport problems, we fix the value of C 0 at 0.9 in the analysis and the numerical illustrations.
A diffusive scheme. As a candidate for a diffusive scheme from category (ii) we consider the well-known upwind scheme [5] with truncation error of first order in the spatial and temporal grid parameters. When the expression (3.3) is inserted into the upwind scheme we obtain
Remark that for C 0 fixed, the timestep ∆t appearing in w r and w i is related to v and ∆x. For reasons of convenience we define the following quantities:
Then the upwind solution of the (deterministic) differential equation may be written
As will be clear in the discussion below, the exponential factor becomes less than one in most cases. Thus, it can be interpreted as a numerical damping factor. The coefficient m u approximates the wavenumber k.
To compare our results with the exact solution, we assume that V ∼ N (µ, σ). This enables us to obtain a numerical solution for the first two moments about zero in closed form:
For the expectation, observe the numerical damping factor exp (µl u t n ), the stochastic damping factor exp (−
2 ), and a modified phase. Similar modifications of the damping and the phase appear for the second-order moment as well.
Nondiffusive schemes. To illustrate the characteristics of a scheme without numerical diffusion, we compute some expressions using the leapfrog scheme [11] , which has truncation errors of second order in space and time. Inserting the numerical solution (3.3) in this scheme results in
and the numerical (deterministic) leapfrog solution becomes
No artificial damping is introduced, and the accuracy of the phase depends on how close m l approximates the wavenumber k. For a normally distributed velocity the moments of c n j may be derived. The first two moments become
The only difference from the exact expectation is that k is replaced by m l in the sine function and the damping factor.
Discussion of the results.
Numerical properties in deterministic problems. Let us illustrate how the quantities l u , m u , and m l vary with the wavenumber k on a coarse and a fine grid. Recall that all our discussions will be restricted to the representative Courant number 0.9. In the discrete cases, k ranges from zero to the upper limit k max = π/∆x. Figure 3 .1 (a) shows l u on the coarse grid, while the fine grid result is depicted in Figure 3 .1 (b). In both cases it is seen that l u is a nonpositive, monotone-decreasing function of k. It follows that solutions obtained by the upwind scheme are damped. Especially, the amplitude of the shortest waves are reduced substantially.
In Figure 3 .2 the wavenumber k is compared to the approximations m u and m l for a coarse and a fine grid. It is seen that the accuracy of m u is excellent for k ≤ k max /2. The approximation is relatively good for large k as well. The m l curve, on the contrary, follows the k-curve closely for k less than about k max /3, and thereafter the accuracy is reduced significantly. Equation (3.12) therefore implies that the phase change for leapfrog solutions with a high wavenumber is very large, and the shortest waves hardly move at all. The stochastic damping factor is particularly influenced by this feature.
Discussion of the stochastic problem. The stochastic properties of the analytical and numerical solutions depend on t, µ, and σ in addition to k, ∆x, and C 0 . For simplicity we choose t = µ = 1 and report damping factor results for low and high standard deviations; see Figures 3.3 and 3.4. Several important features appear. For low standard deviation the damping of the upwind solution on the coarse grid is very strong. Except near zero and k max , the difference between analytical and upwind solutions is significant for all values of k. This is of course due to the artificial numerical damping of the upwind scheme, which increases with increasing mesh size. The leapfrog solution, on the other hand, approximates the analytical stochastic damping well for k ≤ k max /3. For smaller wavelengths the accuracy decreases significantly, and the solution for large k is hardly damped at all. As may be seen from equation (3.12) , this particular behavior is due to the quantity m l ; see Figure 3 .2.
Decreasing the mesh size leads to improved accuracy of the stochastic damping factor (see Figure 3.3 (b) ), but the smallest waves that can be resolved in the grid are still damped qualitatively incorrectly by the leapfrog scheme. The behavior of the upwind scheme is expected since one knows that its inherent numerical diffusion decreases linearly with ∆x. As a consequence, the dominating part of the damping of the upwind scheme in Figure 3 .3 (b) is due to pure stochastic effects, and these are accurately modeled by the upwind scheme. Figure 3 .4 shows coarse grid results for a higher value of the standard deviation of V . The leapfrog solution is still qualitatively incorrect for the smallest waves. Otherwise, the analytical solution is well approximated by the numerical computations. We see that the upwind result is much better than in Figure 3.3 (a) . The numerical damping factor is the same, but whereas the numerical diffusion is dominating over the stochastic damping in the small standard deviation case, the opposite is true for a high standard deviation.
4.
A model problem with discontinuous solution. We will now study more general initial conditions c(x, 0) = g(x) and use Fourier methods to represent c(x, t).
With the results for a single Fourier component from the previous section this enables us to understand the behavior of diffusive and nondiffusive finite difference schemes for solution profiles of more practical interest. Let us apply this expansion to study the numerical solutions c n j of the problem (2.1)-(2.2) theoretically. In the discrete problem, the wavenumbers k p = pπ/L (p = 1, 2, . . . , P ) are bounded by the upper limit π/∆x, and for each value of k p the coefficients m l and m u and the damping factor l u can be computed from equations (3.11) and (3.5). The expectation E c n j is simply the sum of the expectation of each term in the Fourier series representation of c n j , and the expectation of a single wave is provided by equations (3.7) and (3.12) for the upwind and leapfrog solutions, respectively. Due to cross-terms the computation of the second moment is slightly more complicated. For the leapfrog scheme we obtain E c(x j , t n ; V )
The second moment of c n j solved by the upwind scheme is computed similarly, but the result is somewhat different due to the numerical damping factor.
Analysis of the numerical solution.
Small velocity standard deviation. Consider a coarse grid with 40 intervals per unit length. Results will be shown for time t = 0.5. Figure 4 .1 displays the expectations and variances in the case of small standard deviation, σ = 0.05, for the choice L = 2. Both the numerical and the exact results are based on the Fourier series representation above, using a finite number of sine waves. It is seen that none of the numerical solutions are particularly accurate. For the present small Var[V ], the stochastic damping at t = 0.5 is small. By looking at the expectation it is seen that the upwind solution is too smooth, a feature that is more clearly demonstrated by the variance plot. This is due to the significant numerical damping, especially of the shortest waves, on the coarse grid. The leapfrog solution, on the other hand, shows strong oscillations in E c n j , caused by the significant phase-error of the Fourier components with short wavelengths on coarse grids. In the variance plot, the phase-errors lead to an inaccurate location of the peak. Large velocity standard deviation. Results for a larger value of the standard deviation, σ = 0.2, are shown in Figure 4 .2. Here the stochastic damping is more pronounced, and both the upwind and the leapfrog schemes resolve the expectation excellently. However, when the variance is considered, the upwind approximation is still subjected to significant damping. The variance is more influenced by artificial numerical damping than the expectation. Because of large stochastic damping, the leapfrog components that have considerable phase-error are suppressed, and the expectation is almost free of oscillations. However, the phase-error results in a variance peak slightly shifted to the left.
Numerical experiments.
We will now present the results of various numerical schemes in combination with MCS for solving the initial-boundary value problem (2.1)-(2.2) with initial condition g(x) = 1 − H(x). The MCS method [6] and [7] is based upon statistical estimation techniques for solving a stochastic problem. In the context of stochastic differential equations one generates n realizations v (k) , k = 1, . . . , n, of the random input data V . The deterministic problem is solved for each realization, resulting in the sample fields X (k) ≡ c (k) (x, t; v (k) ), k = 1, . . . , n. A desired statistical quantity of the solution field can be estimated by an estimator, which is a function of X (1) , . . . , X (n) . We apply the estimators
and
In the present problem, where an analytical solution of the moments are available, one can compute a suitable value of n based on a desired confidence interval for the moment in question. From such considerations we choose n = 1500 for all numerical experiments to be reported. With this value of n the errors introduced by the different statistical estimators used here are in most cases at least an order of magnitude less than the errors arising from the numerical finite difference schemes. Numerical schemes. The deterministic problems in the MCS method will be solved by standard finite difference schemes. We will mainly consider schemes that are straightforwardly applicable to more complicated higher-dimensional transport equations. Six schemes will be studied: the upwind scheme, the Lax-Friedrichs method, the leapfrog scheme [11] , the standard MacCormack method [1] , [10] , a MacCormack scheme with flux-correction [2] , [3] , and a high resolution (second-order Godunov) scheme with a "superbee" flux-limiter [9] and [12] . The latter scheme will later be referred to as the HRS method. The first two schemes are of first order in ∆x and ∆t and are known to be nonoscillatory, but discontinuities are smeared. The leapfrog and MacCormack schemes provide second-order truncation errors in ∆x and ∆t. Discontinuities are kept relatively sharp, but oscillations are presented behind the shock. The common leapfrog scheme, especially, is very oscillatory, and the scheme is characterized as unsatisfactory for deterministic hyperbolic equations by Finlayson [5] . The MacCormack scheme is a noncentered version of the Lax-Wendroff method, but for linear problems they are identical. The scheme may be modified by a flux-corrected transport algorithm, which keeps fronts sharp without oscillations on a fixed grid [3] , [5] , [13] . Here we use the seven-step flux-correction method as proposed by Sod [13] . This scheme is referred to as MacCormack f-c in the following. The HRS method represents a modern solution method for deterministic transport equations. Several flux-limiters have been considered, and Roe's "superbee" limiter [12] clearly gave the best results in this particular problem. The contact discontinuity was resolved over about three grid intervals, and over-and undershots were absent. The extension of this scheme to more complicated transport problems in higher dimensions is not trivial, but we include it as a sort of reference solution representing an "optimal" numerically realizable deterministic solution for the present problem.
For reasons given earlier in the paper, we employ a Courant number of 0.9, except for the MacCormack f-c scheme for which we choose C 0 = 0.5 (in linear problems this scheme requires C 0 ≤ 0.5 for the c field to remain nonnegative and nonincreasing [2, 3] ). Features of the results. The velocity field is chosen to be normally distributed, V ∼ N (1, σ). We study E [c] and the M m moments at time t = 0.5 for m = 2, 3, 4 for a series of grids, ∆x ∈ [1/600, 1/30], and noise levels, σ ∈ [0.05, 0.25]. The typical behavior of a diffusive scheme, an oscillatory scheme, and a high resolution scheme, for a single realization, is depicted in Figure 4 .3.
The accuracy of the expectation field E [c] is quite good for most of the methods, except that diffusive methods result in a more smeared profile. Oscillatory methods like leapfrog gave very good results, at least if the noise level σ was not very low. In general, the leapfrog method gave expectations that were more accurate than those produced by the high resolution scheme. Figure 4 .4 (a) shows some typical expectation curves.
Stochastic differential equations are often applied for reliability analysis, and in such contexts higher-order moments, and especially the variance, are of crucial importance. While almost all methods are capable of computing a satisfactory expectation field, the quality of the methods differ significantly for higher-order moments. schemes. Reliability calculations require good estimates of the peak heights of higherorder moments, but the diffusion in the schemes lead to underprediction of these maximum values. Let e m be the L ∞ error in the moment M m . We have found e m to be a good measure of the quality of numerical schemes for stochastic transport equations. Below we study e m as a function of ∆x and σ for m = 2, 3, 4.
Using statistical data modeling tools, we have derived the following model for explaining the relation between e m , ∆x, and σ:
The unknown parameters α m and β m must be estimated from a large number of numerical experiments, using the statistical model e m = γ m ǫ∆x αm /σ βm , where ǫ is an uncorrelated (white-noise) lognormally distributed stochastic process, and γ m is a parameter to be estimated. Since our main interest is the asymptotic convergence of the schemes, the γ m parameter and the ǫ process are omitted in the presentation of the results. Tables 4.1-4.3 display the estimated coefficients for the various methods and m = 2, 3, 4. The estimated values are written on the form w ± ∆w, where w is the expected value and ∆w is an estimated standard deviation. We see that the standard deviation is very low. This result, together with other standard statistical diagnostics of the fit, reveals that the model (4.3) is very well suited to describing the quantitative features of the errors in the moments of c. The only exception is the combination of e 4 and the leapfrog method, where the error was small but highly oscillating, and the estimated α 4 value was not significant at the 5% level in the t-test. For this reason the leapfrog method does not appear in Table 4 .3.
The α m values in Tables 4.1-4.3 are in qualitative accordance with known convergence rates for deterministic problems, although the rates are lower in the stochastic case. The performance of the high resolution scheme is outstanding when solving deterministic problems, but only average when used in an MCS. One can also see that the α m and β m values show little sensitivity to m, with the exception of the leapfrog method. The interplay between discretization errors and the level of the noise is a particularly interesting feature of the model (4.3). Increasing the uncertainty in V reduces the error e m at a rate that seems to grow with the convergence rate of the scheme. Tables 4.1-4.3 do not reflect the error levels. In general, the error increases with m, so to keep e 4 at the same level as e 1 , one has to employ a finer grid. It is hence the resolution of the final estimated field (ν or M m ) rather than accurately resolving each deterministic sample, that should govern the choice of ∆x and the numerical scheme. For ν and M 2 the leapfrog method is the best choice, whereas for M 3 and M 4 the plain MacCormack method shows the best performance. The flux-corrected MacCormack method is costly at each time level and gives only modest performance, so this scheme is perhaps the least preferable of the ones tested here. The diffusive schemes may yield attractive looking realizations in contrasts to, e.g., leapfrog, but the extra diffusion in these schemes contributes to a severe damping of the estimated statistical moments. We have carried out similar experiments with Burgers's equation and the BuckleyLeverett equation. The overall conclusions still hold, but the results are more accurate and the differences between the methods are smaller. The chosen test case in this paper makes strong demands on the numerical methods and is well suited for distinguishing the performance of the various schemes.
5. Concluding remarks. In this paper we have studied numerical methods for a stochastic linear hyperbolic partial differential equation. The purpose was to investigate whether common quality criteria for numerical methods for deterministic equations still apply when the deterministic problems are parts of an MCS method. To achieve complete control of the approximation errors, a model problem for which we could derive analytical expressions for the stochastic solution was adopted. The investigation consisted of two parts; an analytical analysis for the case where the initial condition is a smooth sine wave (Fourier component), and a series of numerical experiments for the common case where the solution has a discontinuity.
The results show that the behavior of a finite difference scheme in a stochastic and deterministic context may be very different. Highly oscillatory schemes, which may be unsatisfactory in deterministic cases, have been shown to resolve statistical moments properly in conjunction with MCS, at least when the velocity standard devi-ation is not too small. Regardless of the type of finite difference scheme, calculations of stochastic expectation can be performed on coarser grids than deterministic shockfront problems, while computations of higher-order moments need finer grids. This may be a useful result when more complicated and time-consuming stochastic problems are solved by the MCS method. Specialized numerical schemes for high accuracy in deterministic problems seem to have limited potential in a stochastic context.
