Motivation: Principal component analysis (PCA) has been widely used to deal with highdimensional gene expression data. In this study, we proposed an Edge-group Sparse PCA (ESPCA) model by incorporating the group structure from a prior gene network into the PCA framework for dimension reduction and feature interpretation. ESPCA enforces sparsity of principal component (PC) loadings through considering the connectivity of gene variables in the prior network. We developed an alternating iterative algorithm to solve ESPCA. The key of this algorithm is to solve a new k-edge sparse projection problem and a greedy strategy has been adapted to address it. Here we adopted ESPCA for analyzing multiple gene expression matrices simultaneously. By incorporating prior knowledge, our method can overcome the drawbacks of sparse PCA and capture some gene modules with better biological interpretations. Results: We evaluated the performance of ESPCA using a set of artificial datasets and two real biological datasets (including TCGA pan-cancer expression data and ENCODE expression data), and compared their performance with PCA and sparse PCA. The results showed that ESPCA could identify more biologically relevant genes, improve their biological interpretations and reveal distinct sample characteristics. Availability and implementation: An R package of ESPCA is available at http://page.amss.ac.cn/shi hua.zhang/
Introduction
With the rapid development of deep sequencing technology, there has been a lot of various RNA-seq datasets on different cancers or tissues from large-scale projects such as the International Cancer Genome Consortium (ICGC) (Hudson et al., 2010) , the Encyclopedia of DNA Elements (ENCODE) (Dunham et al., 2012) , The Cancer Genome Atlas (TCGA) (Weinstein et al., 2013) and the Genotype-Tissue Expression (GTEx) project (Lonsdale et al., 2013) . Generally, these transcriptional data referring to $20 000 genes are typically high dimensional ones. Many dimension reduction and variable selection methods have been used to deal with such data for biological pattern discovery (Huisman et al., 2017; Lin et al., 2016; Van Der Maaten, 2014) .
Principal component analysis (PCA) is a classical dimension reduction method and has been widely adopted in high-dimensional gene expression analysis (Breschi et al., 2016; Chung and Storey, 2015; Ho et al., 2016; Ji et al., 2013; Liu et al., 2016; Ma and Dai, 2011; Ringnér, 2008) . PCA and its variants can capture the linear relationship of variables to best explain the latent patterns of Original Paper samples. However, the non-sparse principal component (PC) loadings by PCA employ all gene variables and lead to limited biological interpretability. Thus, variable selection is needed for gene expression analysis to select a small number of important genes. Recently, a number of studies have focused on developing sparse PCA models to encourage sparsity of PC loadings to extract gene modules with a limited number of genes for better interpretation (Deshpande and Montanari, 2014; Gu et al., 2014; Jolliffe et al., 2003; Journée et al., 2010; Lee et al., 2010; Rahmani et al., 2016; Shen and Huang, 2008; Sill et al., 2011 Sill et al., , 2015 Witten et al., 2009; Yuan and Zhang, 2013; Zou et al., 2006) . For example, LASSO regularized and elastic net regularized sparse PCA models have been proposed respectively (Jolliffe et al., 2003; Zou et al., 2006) . However, these sparse PCA models can not accurately control the sparse level of PC loadings. Thus, the sparse PCA model with L 0 -penalty has been proposed to solve this issue (Journée et al., 2010; Yuan and Zhang, 2013) . Several studies have developed different algorithms to solve these sparse PCA models (Deshpande and Montanari, 2014; Gu et al., 2014; Journée et al., 2010; Shen and Huang, 2008; Witten et al., 2009; Yuan and Zhang, 2013) . A kind of commonly used methods employ regularized SVD framework to solve sparse PCA models (Shen and Huang, 2008; Witten et al., 2009 ). In addition, sparse PCA models have been widely used in cancer research (Hsu et al., 2014) . For example, Sill et al. proposed a sparse PCA with stability selection (S4VDPCA) to deal with a medulloblastoma brain gene expression dataset and revealed that genes determined by the first two sparse PC loadings are significantly involved in several key pathways between molecular subgroups of medulloblastoma (Sill et al., 2011) . However, these sparse PCA models assume that all the genes have equal prior probability of being selected in each PC loading and cannot integrate prior group structure among gene variables for variable selection. These gene interactions from a prior gene interaction network can be seen as a specific group structure. How to integrate the gene group structure into the sparse PCA framework for gene variable selection is an open challenge. Recently, some network-based classification and regression models have been proposed to identify a context-specific gene set or module via integrating gene expression data and an interaction network (Dittrich et al., 2008; Leiserson et al., 2015; Ruan et al., 2016; Sharan et al., 2007) . Moreover, some other network-based methods have also been used to extract active gene modules by integrating differentially expressed levels (P-values) of genes between two given phenotypes and a gene interaction network (Ansari et al., 2017; Gwinner et al., 2017; Liu et al., 2017) . However, PCA and sparse PCA do not consider the prior interaction network structure (Glaab, 2016) . To our knowledge, little effort has been made to incorporate the group structure among genes from a gene interaction network into the SPCA framework for dimension reduction and feature interpretation.
In this paper, we proposed an Edge-group Sparse PCA (ESPCA) for network-guided high dimensional gene expression data analysis (Fig. 1) . Each gene interaction in the prior gene interaction network is considered as a group. ESPCA constrains the number of nonzero elements of each PC loading via selecting gene interactions (edges). That is, ESPCA encourages the selected genes in each PC loading to be linked in the prior gene interaction network (Fig. 1A) . We developed an alternating iterative algorithm to solve ESPCA (Fig. 1B) . Simulation tests showed superior performance of ESPCA over SPCA for variable selection. Extensive results of ESPCA applied onto two datasets (including TCGA pan-cancer expression data and ENCODE expression dataset) with a gene interaction network showed that ESPCA could identify more biologically relevant genes, improve their biological interpretations and reveal distinct sample characteristics.
Materials and methods
Here, we first briefly described a regularized sparse PCA via L 0 -penalty (SPCA) and then proposed the ESPCA (Fig. 1 ).
SPCA
Suppose X 2 R pÂn is a gene expression matrix with p genes and n samples, centered for each gene. Then the SPCA via L 0 -penalty (Journée et al., 2010; Yuan and Zhang, 2013) can be adopted to analyze the gene expression matrix:
where s is a positive integer, jj Á jj 2 (or jj Á jj) denotes the Euclidean norm, and jj Á jj 0 denotes the L 0 norm. Note that jjujj 0 is equal to the number of nonzero elements of u. A framework based on singular value decomposition (SVD) has been recommended to solve SPCA ( (0) Initialize the algorithm with a randomly generated vector v; (1) Rebuild a gene weighted network based on Xv (denoted as z) by using
for any edge ði; jÞ 2 G; (2) Sort all edge-weights from the weighted network and extract k edges with the largest k weights; (3) Obtain the selected genes based on the top k edges; (4) The elements of PC loading corresponding to non-selected genes are set to zero; (5) Normalize the PC loading to meet the normalizing condition; (6) Update v; (7) Obtain a new z. Repeat the steps (1) to (7) 
where u 2 R pÂ1 and v 2 R nÂ1 are the first PC loading and PC respectively. The following alternating iterative projection strategy (Journée et al., 2010; Yuan and Zhang, 2013 ) is used to solve problem (2) until convergence:
where P z; s ð Þ is called s-sparse projection operator. It is a p-dimensional column vector and its ith (i ¼ 1; 2; . . . ; p) element is defined as follows:
where supp z; s ð Þ denotes the set of indexes of the largest s absolute elements of z. For example, if z ¼ À7; 5; 1; 2; À3 ½ T in Eq. (3), then supp z; 2 ð Þ ¼f1; 2g and P z; 2 ð Þ¼ À7; 5; 0; 0; 0 ½ T .
ESPCA
Suppose G is a group structure. When G ¼ fg 1 ; . . . ; g M g is non-overlapping, the group sparse penalties with L 1 -norm (GL 1 ) and
However, a number of applications need to consider overlapping group structures (Jacob et al., 2009) . For example, two linked genes in the gene interaction network, can be considered as a group. Obviously, such edge-groups are overlapping. We denoted G ¼ fe 1 ; . . . ; e M g as an edge set with all edges from a given gene interaction network. Here we presented an Edge-group Sparse penalty (ES-penalty) as follows: In other words, the ES-penalty leads to a sparse PC loading whose nonzero elements selected based on some important gene interactions (edges) of G (Fig. 1B) 
where u is the first PC loading, v is the first PC and k is a parameter to control the number of edges selected.
Learning algorithm for ESPCA
The key of solving problem (5) is to solve a projection problem with fixed v and z ¼ Xv in (5) as follows:
It is a NP-hard combinatorial optimization problem. Here we adopted a greedy strategy to get a proximal solution of (6) (Algorithm 1).
For convenience, the proximal solution of (6) is denoted as
. . . ; p) meets:
where G i ð Þ is the set of indexes of the edges containing gene i. That is, if the gene i is in the selected edges, then Figure 1B illustrates an example with steps (1)-(5) to explain it.
Based on Algorithm 1, we can thus solve the problem (5) by using the following alternating iterative strategy until convergence:
Furthermore, ESPCA can be applied to generate multiple PCs and PC loadings. Specifically, given the current PCs, we adopted the following model to compute the next PC and its loading (Witten et al., 2009) :
where ' ! 2 and the pairs fu i ; v i g (i ¼ 1; . . . ; ' À 1) are known, and v ' must be orthogonal with v 1 ; . . . ; v 'À1 . Here, we adopted the alternating iterative strategy to solve Eq. (8) by fixing u ' update v ' and vice versa. Thus, the key of solving problem (8) is to solve another projection problem with fixed u ' :
Algorithm 1 Greedy k-edge sparse projection
Extract top k edge indexes: I ¼ suppðnorm G ðzÞ; kÞ 3: G 0 ¼ fe i j i 2 I; e i 2 Gg #The selected k edges.
10: return u and P G ðz; kÞ ¼ b u
Here we employed a Gram-Schmidt orthogonalization strategy, which has been used to solve FastICA for multiple components extraction (Hyvärinen and Oja, 2000) .
Þ , whose column space is orthogonal complement with the column space of
We can easily get the optimal solution of problem (10) as follows:
Since
'À1 b, we replaced b using formula (11) and ensured v ' to be a unit vector, thus we can obtain the optimal solution of problem (9):
where
T is not known. Next we introduced Lemma 1 to compute it.
Thus, the Lemma is true. h THEOREM 1. The optimal solution of problem (9) is
PROOF. Based on the Lemma 1, by replacing V
T with (12), we can get the optimal solution of prob-
When v ' is fixed in the problem (8), we adopted the greedy k-edge sparse projection strategy (Algorithm 1) to learn u ' . Finally, we proposed the following alternating iterative strategy to solve problem (8):
In summary, we proposed Algorithm 1 to extract L PCs (columns of V) and PC loadings (columns of U). Note that it is stopped when some convergence criteria are satisfied (step 11). The computational complexity of Algorithm 2 is dominated by the cost of step 8 (k-edge sparse projection) and step 9 (multiplication between matrix and vector). A linear time selection algorithm (Quick Select) is used to select the largest k absolute values for a given vector. Thus, the cost of step 8 is O jGj ð Þ, where jGj is the number of edges in G. And the cost of step 9 is O n 2 L þ np À Á . We set the maximum number of iterations to T between step 6 and step 11. Thus, the computational complexity of Algorithm 2 is O n 2 L Á TLþ À np Á TL þ jGj Á TLÞ. Note that we cannot guarantee that the algorithm converges to the optimal solution due to the non-convexity of this problem. Thus, we repeated our algorithm with a number of different random initial solutions.
One of the advantages of Algorithm 2 is to ensure that these PCs
Þ are orthogonal to each other. However, there is still a subtle issue unresolved: How to ensure the orthogonality of the PC loadings u 1 ; u 2 ; . . . ; u L ð Þ . Sometimes orthogonality of us may be at odds with sparsity of us. If we enforce orthogonality of us, then we may destroy the sparsity of us. To balance the sparsity and orthogonality, a sparse orthogonal decomposition strategy may be used (Ma et al., 2014) .
ESPCA for multiple expression matrices
Generally, PCA and its variants have been applied to a single gene expression dataset (Chung and Storey, 2015; Ho et al., 2016; Ji et al., 2013; Liu et al., 2016; Ma and Dai, 2011) . Here, we extended ESPCA to deal with more than one expression matrix. Suppose X i is the ith cancer-type (or cell-type) gene expression matrix with R pÂni (i ¼ 1; . . . ; t), where p is the number of genes and n i is the number of samples. We extended ESPCA model for joint analysis of gene expression data with samples from different cancer-types (or celltypes) to study their sharing characteristics:
It is easy to verify that
pÂ n1þÁÁÁþnt ð Þ . Thus, solving problem (14) is equivalent to solving problem (5). Based on the outputs of Algorithm 2: U and V, we extract gene modules. Specifically, for each sparse PC loading u ' (1 ' L), the nonzero elements of u ' are used to form a gene module. Meanwhile, the high-dimensional data points (columns of X) can be projected to low dimensional data points (columns of V T ):
Model selection
In ESPCA, a key issue is how to determine the parameter k (i.e. the number of edges) and rank L (i.e. the number of modules). In fact, how to determine these parameters is still an open problem for Algorithm 2 ESPCA Require: X 2 R pÂn , edge set G, parameters L and k
, where b u ¼ P G ðz; kÞ
: end for 15: return U, V and D ESPCA. Inspired by previous studies (Lee et al., 2010) , we can select the parameters by minimizing the following Bayesian Information Criterion (BIC):
Thus, k and L can always be chosen via minimizing BIC. Like previous studies, PCA or SPCA consider two principal components for further analysis (Sill et al., 2015) . In the paper, we empirically set k ¼ 100 and L ¼ 2 as default values for ESPCA. This ensures that we yield two gene modules with less than 100 genes.
Functional analysis of gene modules
We first assessed whether the genes from each module were tightly connected in the gene interaction network. For a given gene module i with p i genes and m i edges in the prior gene interaction network, we defined the edge-density (ED) score of this module as
, where M is the total number of edges (interactions) and p is the total number of genes in the gene interaction network.
We applied the right-tailed hypergeometric test to assess the enrichment significance. We also collected 1607 cancer genes from the allOnco database which merges some different cancer genes from several databases (http://www.bushmanlab.org/links/genelists). We also employed the right-tailed hypergeometric test to compute a significance level to measures whether these genes from the same module are significantly overlapped with the cancer genes.
Furthermore, to assess the biological relevance of these genes from each module, we downloaded multiple gene functional annotations including GO biological processes (GOBP), KEGG pathways and reactome pathways from Molecular Signatures Database (MSigDB) (http://software.broadinstitute.org/gsea/msigdb). In total, we obtained 4653 GOBP terms, 186 KEGG pathway terms and 674 reactome pathway terms. We performed functional enrichment analysis for the genes from each module using hypergeometric test adjusted with the Benjamini-Hochberg (BH) correction (Pvalue <0.05).
Biological data
We first considered a combined gene expression dataset of multiple cancer types and the gene expression data of each cancer was extracted from level 3 RNA-seq data in TCGA database (Weinstein et al., 2013) 
Simulation study
In this section, we first presented a simple example to explain how ESPCA overcomes the limitation of SPCA. We generated the simulated gene expression matrix X and an interaction network (i.e. an edge set G):
• Generate two PC loadings by the following formulas: 
where rep 0; a ð Þ denotes a column-vector of size a, whose elements are zeros.
• Generate two PCs by the following formulas:
where rnorm b ð Þ denotes a column-vector of size b, whose elements are randomly sampled from the standard normal distribution.
• Generate the expression matrix X 2 R 10Â100 with 10 genes and 100 samples by the following formula:
• Generate the gene interactions (edges) with G ¼ G 1 [ G 2 , where G 1 and G 2 are as follows: We tested ESPCA and compared it with PCA and SPCA by applied them to this simulated data (Table 1 , Supplementary Material and Supplementary Figs S1A and S2B). The true patterns of the simulated data with respect to PC loadings is that the first five variables are related to PC1 loading and the last five variables are related to PC2 loading. We ensured that each identified PC loading by ESPCA (k ¼ 6 in Eq. 5) has five nonzero entries. We also set s ¼ 5 (Eq. 2) for SPCA to ensure that each identified PC loading with five nonzero entries for comparison. Clearly, ESPCA correctly extracted all five expected variables for PC1 and PC2 loadings, respectively (Table 1) .
However, SPCA misses the 4th variable for PC1 loading and the 6th variable for PC2 loading, and PCA only obtained two non-sparse PC loadings. Intuitively, we can see that the absolute value of the signal value of the 4th variable is less than the 7th variable and the 7th variable for the PC1 loading of PCA (second column of Table 1 ). It causes that SPCA misses the 4th variable and mistakenly extracts 7th variable (fourth column in Table 1 ). However, the 4th variable is connected to multiple important variables (the 2nd, 3rd, 5th variables) in the prior edges G. Thus, the 4th variable also tends to be an important one. ESPCA is able to correctly identify it by integrating the edge information G. Similarly, we can also explain these results with respect to PC2 loadings. We also applied ESPCA and SPCA to the second simulated data for further comparison and evaluation. We first generated two sparse PC loadings and two PCs by using
Then a sequence of observed matrices Xs were generated by using formula (17) with different noise levels c 2 0:1; 0:5 ½ in steps of 0.1. For each c, we generated 50 observed matrices Xs by using formula (17). And a common prior gene interaction network for row variables of X was generated which contains two subnetwork, the first network contains the first 100 nodes (genes) which are connected with probability P ¼ 0.3, and the second contains the remaining ones connected with probability P ¼ 0.3. For each c, we applied ESPCA to its corresponding 50 observation matrices. The parameter k of ESPCA (Algorithm 2) was set as 400 (i.e. 400 edges) to ensure that the identified two sparse PC loadings can reveal the true genes. We also applied SPCA to the same observation matrices for comparison and ensured the sparse PC loadings identified by SPCA has the same sparse level with those identified by ESPCA. Three criteria (sensitivity, specificity and accuracy) were used to evaluate the performance of ESPCA and SPCA for extracting the patterns of PC1 and PC2 loadings. We found that ESPCA outperforms SPCA with respect to PC1 and PC2 loadings at all different noise levels (Fig. 2) . Since the eigenvalue d 2 1 of PC1 loading are greater than the eigenvalue d 2 2 of PC2 loading, both ESPCA and SPCA obtain higher sensitivity and specificity for PC1 loading than those for PC2 loading at different noise levels. In addition, as the noise level becomes larger, both sensitivity and specificity of ESPCA and specificity of SPCA are getting smaller. In short, overall sensitivity and specificity of ESPCA are higher than those of SPCA in all cases. Finally, we also show that random prior networks will affect the performance of ESPCA greatly (Supplementary Material and Supplementary Fig. S2 ).
Biological applications
We applied ESPCA to the two biological datasets and set k ¼ 100 to yield modules of less than 100 genes.
Application to the pan-cancer dataset
We applied ESPCA to the TCGA pan-cancer dataset and compared its performance with that of SPCA (Journée et al., 2010; Yuan and Zhang, 2013) . ESPCA and SPCA cost about nine and one minutes to identify a PC for this real data respectively (similarly for the ENCODE dataset). In addition, both ESPCA and SPCA algorithms use five random initial solutions and the one with the largest objective value is considered as the final one. For comparison, we extracted the top two PC loadings by SPCA with the same number of nonzero genes as those identified by ESPCA. As we expected, we found that the two gene modules (ESPC1 and ESPC2) identified by ESPCA contain more gene interactions in the prior gene interaction network than those two modules (SPC1 and SPC2) identified by SPCA significantly. Moreover, ESPCA identified 20 (of 86) and 13 (of 55) cancer genes in ESPC1 dodule (P-value < 0.036, hypergeometric test) and ESPC2 module (P-value < 0.073, hypergeometric test), respectively. However, SPCA only identified 17 and 8 cancer genes in SPC1 module (P-value < 0.168, hypergeometric test) and SPC2 module (P-value < 0.63, hypergeometric test), respectively. In summary, the number of edges, cancer genes and enriched functional terms, and the ED score for PC loadings identified by ESPCA are all higher than those of SPCA (Fig. 3A) .
We then evaluated the biological relevance of the identified modules. The two modules ESPC1 and ESPC2 were significantly enriched in 54, 6, 7 and 81, 2, 26 GOBP, KEGG and reactome terms, respectively (Fig. 3A) . As expected, the gene enrichment analysis revealed a number of cancer related pathways such as biological adhesion, epidermis development, cell cycle, cell division, and ECM-receptor interaction, cell adhesion molecules cams and pathways in cancer. For example, seven genes (ITGB4, ITGB6, Fig. 2 . Performance comparison of SPCA and ESPCA in terms of sensitivity, specificity and accuracy (ACC) in the second simulated data where sensitivity measures proportion of true nonzero elements of each PC loading that are correctly identified, and specificity measures the proportion of zero elements that are correctly identified. The bar plots of the average values of 50 realizations on the simulated data with respect to different noise levels were shown with error bars LAMC2, LAMB3, LAMA3, SDC1, SDC3) from the ESPC1 module were discovered in the KEGG ECM-receptor interaction pathway, and six genes (PRKDC, ATR, STAG1, RAD21, SMC1A, SMC3) from the ESPC2 module were discovered in the KEGG cell cycle pathway ( Supplementary Fig. S4A ). However, we only found 26, 0, 4 and 1, 0, 0 GOBP, KEGG and reactome terms for the SPC1 and SPC2 modules, respectively (Fig. 3A) . Moreover, the enriched functional terms of ESPCA have distinct lower P-values than those of SPCA ( Supplementary Fig. S4B ). These results suggest that ESPCA can identify more biologically relevant gene sets than SPCA.
A B
We also compared the ability of PCs of ESPCA and SPCA respectively to discover sample patterns. The top two PCs identified by ESPCA demonstrates more distinct samples patterns especially for LGG, SKCM, KIRC than those of SPCA visually (Fig. 3B) . Furthermore, we also performed K-means clustering with 50 realizations on each dataset and computed the normalized mutual information (NMI) that measures the similarity between the K-means clustering and the true sample classes. The average NMI was significantly higher for ESPCA reduced data than that for SPCA reduced data (P < 2.2e-16, one-sided Wilcoxon rank sum, Fig. 3C ). Finally, we found that the ESPC1 and ESPC2 were significantly related to LGG and UCEC with z-score > 2, respectively (Fig. 4A) . Intriguingly, ESPC1 module is significantly associated with survival of LGG and ESPC2 is associated with survival with UCEC, respectively (Fig. 4B) , suggesting their functional specificity of these PCs.
Application to the ENCODE dataset
We also applied ESPCA and SPCA to the ENCODE gene expression dataset from multiple cell types. Similar to the TCGA pan-cancer application, we found that the two gene modules (ESPC1 and ESPC2) identified by ESPCA ( Supplementary Fig. S5A ) contain more gene interactions in the prior gene interaction network than those two modules (SPC1 and SPC2) identified by SPCA significantly (Fig. 5A) . We also found that ESPCA identified 14 (of 69) and 30 (of 96) cancer genes in them, respectively. However, SPCA only identified 8 and 15 cancer genes in SPCA modules, respectively. In short, the number of the edges, cancer genes and enriched functional terms, and the ED score for PC loadings identified by ESPCA were higher than those by SPCA (Fig. 5A) .
Moreover, the two modules ESPC1 and ESPC2 were significantly enriched in 67, 4, 54 and 63, 11, 12 GOBP, KEGG and reactome terms, respectively (Fig. 5A) . However, only 0, 1 and 7 significant terms are found for SPC1, and nothing for SPC2. Correspondingly, the enriched functional terms of ESPCA have more lower P-value ESPC1  ESPC2   THCA  PRAD  SKCM  LUSC  LUAD  LGG  KIRC  HNSC  CRC  BRCA  BLCA  UCEC  THCA  PRAD  SKCM  LUSC  LUAD  LGG  KIRC  HNSC  CRC  BRCA  BLCA LGG and ESPC1 module (similarly for UCEC and ESPC2 module), LGG tumors were divided into two groups based on the median of their corresponding PC coefficients and the Kaplan-Meier survival curve were drawn to show the difference between the two group patients. Log rank test was used to calculate the P-value and 'þ' denotes the censored patients (C) Boxplot of NMI scores based on 50 random seeds for K-means (which was used to cluster ENCODE samples based on the first two PCs). P-value was calculated using Wilcoxon rank sum test (Color version of this figure is available at Bioinformatics online.)
than those of SPCA ( Supplementary Fig. S5B ). Moreover, compared to SPCA modules, ESPCA modules tend to be related with some cancer related functional terms such as metabolism of RNA, ECM receptor interaction, focal adhesion. Finally, the visualized PC plots of ESPCA and SPCA showed that ESPCA can reveal more distinct classes than those by SPCA (Fig. 5B) . Clearly, samples of K562 and GM12878 cell types are more separated under ESPCA than those of SPCA. Moreover, the average NMI is significantly higher for ESPCA reduced data than that for SPCA reduced data (Fig. 5C ). All the results suggested that ESPCA could reveal more biologically relevant gene sets and more underlying expression patterns.
Discussion and conclusion
On one hand, sparse PCA is a typical unsupervised learning method for dimension reduction and feature selection. On the other hand, network-based methods for analysis have been employed to extract gene biomarkers. Inspired by these two facts, we proposed an Edgegroup sparse PCA (ESPCA) for high-dimensional data analysis. ESPCA employs the gene interaction network to guide the selection of relevant genes. Mathematically, we considered an edge-group sparse penalty in the proposed ESPCA framework. The key of solving it lies in a subproblem, called k-edge sparse projection operation. We designed a greedy k-edge sparse projection algorithm to solve it. Based on the greedy algorithm, we developed an alternating iterative algorithm to solve ESPCA. One of the advantages of ESPCA is to ensure the obtained PCs are orthogonal. We first applied ESPCA and SPCA to a set of simulated data and showed that ESPCA were more effective compared to SPCA.
We also applied ESPCA for joint analysis of gene expression data with samples from different cancer-types (or cell-types) to study their sharing characteristics. Two biological datasets were tested in our study, including the TCGA pan-cancer expression data with about 4000 tumor samples from different cancers, and the ENCODE expression dataset with 158 cell lines from different cell types. ESPCA could identify gene modules with significant biological relevance for the two real datasets and yield better biological interpretations by integrating a gene interaction network.
We note that the singleton genes in the prior network (if there are such genes) can also be selected by ESPCA (Supplementary Material and Supplementary Fig. S6 ). Moreover, the distinct functional enrichment is not caused mostly by the prior network (Supplementary Material and Supplementary Fig. S7 ). Although PCA-based methods are usually employed for dimension reduction with two or three dimensions, ESPCA can be used to extract more gene modules (Supplementary Material and Supplementary Tables  S1 and S2 ). Lastly, compared with typical PCA, ESPCA can reveal more biologically relevant modules (Supplementary Material and Supplementary Fig. S8 ).
In the future, ESPCA may be extended in the following aspects. (i) In this paper, we only considered two linked genes (an edge) in a given gene interaction network as a group and proposed an edgegroup sparse penalty in Eq. (4). In fact, one alternative is that we can also consider the multiple genes from the same functional class (e.g. GO BP term, KEGG pathway) as a group in such a penalty and extend it to consider more structured knowledge. (ii) Moreover, in the paper, we applied ESPCA for multiple expression matrices with equal importance to each one in Eq. (14). However, the actual situation is that these expression matrices from different cancers (or cell types), which have different characteristics, such as different number of samples. Thus, we may set different weights for the cancer-type gene expression matrices. Mathematically, we will get a new objective function P t i¼1 k i uX i X T i u T , which will lead to a regularized tensor PCA model with edge-sparse penalty. (iii) Finally, we believe that the concept of edge-group sparse penalty will be valuable and can be extended to other statistical learning frameworks with some optimization techniques.
