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Abstract
Let Xn be a discrete time Markov chain with state space S (countably infinite, in
general) and initial probability distribution µ(0) = (P (X0 = i1), P (X0 = i2), · · · , ).
What is the probability of choosing in random some k ∈ N with k ≤ n such that Xk = j
where j ∈ S? This probability is the average 1
n
∑n
k=1 µ
(k)
j where µ
(k)
j = P (Xk = j).
In this note we will study the limit of this average without assuming that the chain
is irreducible, using elementary mathematical tools. Finally, we study the limit of the
average 1
n
∑n
k=1 g(Xk) where g is a given function for a Markov chain not necessarily
irreducible.
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1 Introduction
Let Xn be a discrete time Markov chain with state space S (countably infinite, in general)
and initial probability distribution µ(0), that is µ
(0)
i = P (X0 = i) where i ∈ S. We will
study the limit of the average
1
n
n∑
k=1
µ
(k)
j
This quantity gives the probability of choosing in random an integer k with k ≤ n such that
Xk = j. Note that, for any i, j ∈ S, we have
1
n
n∑
k=1
µ
(k)
j =
1
n
n∑
k=1
(µ(0) · P k)j
=
1
n
n∑
k=1
∑
i∈S
µ
(0)
i P
k
ij
=
∑
i∈S
µ
(0)
i
1
n
n∑
k=1
P kij (1)
Therefore, one can study the desired limit by studying the limit of the average 1
n
∑n
k=1 P
k
ij .
To do so one can use the limit theorems for Pnij (see for example [2]) and the well known fact
1
that if an → a then
1
n
∑n
k=1 ak → a. However, here we will give a different proof without
using the limit theorems and without assuming that the chain is irreducible. Moreover, we
will study the behavior of the limit 1
n
∑n
k=1 g(Xk) for a given function g, using elementary
mathematical tools.
2 The main results
Let Xn be a Markov chain with (countably infinite in general) state space S.
Theorem 1 It holds that, for any i, j ∈ S,
lim
n→∞
1
n
n∑
k=1
µ
(k)
j =


1
mj
∑
i∈S
µ
(0)
i fij , when j is positive recurrent
0, otherwise
and
lim
n→∞
∑n
k=1 P
k
ij
n
=
{
fij
mj
, when j is positive recurrent
0, otherwise
where fij = P (∃ n ∈ N : Xn = j|X0 = i).
Proof. We know (see [2]) that when j is transient or null recurrent limn→∞ P
n
ij = 0.
Therefore limn→∞
1
n
∑n
k=1 P
n
ij = 0 and using 1 the result follows. Next we suppose that j is
positive recurrent.
Let the random variables Nkj =
{
1, when Xk = j
0, otherwise
and Mj(n) =
∑n
k=1N
k
j . Because
E
(
Mj(n)
n
)
=
1
n
n∑
k=1
ENkj =
1
n
n∑
k=1
P (Xk = j) =
1
n
n∑
k=1
µ
(k)
j (2)
we will study the quantity E
(
Mj(n)
n
)
.
Let the event Ai = {∃ n ∈ N : Xn = j} ∩ {X0 = i} where i ∈ S. Because P (Ai) =
P (∃ n ∈ N : Xn = j|X0 = i) · µ
(0)
i we see that P (Ai) = fij · µ
(0)
i where fij = P (∃ n ∈ N :
Xn = j|X0 = i).
We will work under the probability measure PAi(·) = P (·|Ai) while the corresponding
expected value will be denoted by EAi .
We define the following sequence of random variables,
n1(ω) =
{
min{n ∈ N : Xn(ω) = j}, when ω ∈ Ai
∞, otherwise
n2(ω) =
{
min{n > n1 : Xn(ω) = j}, when ω ∈ Ai
∞, otherwise
...
nk(ω) =
{
min{n > nk−1 : Xn(ω) = j}, when ω ∈ Ai
∞, otherwise
2
We define also Zm =
{
nm+1 − nm, when ω ∈ Ai
0, otherwise
form ≥ 1 which gives us the number of
transitions needed to return back to j. Note that the sequence Z1, Z2, · · · , is an independent
and identically distributed sequence of random variables. The mean recurrent time mj
is such that mj = EAi(Zk) for every k ≥ 1. Next we define the random variable Sl =
Z1 + · · ·+ Zl with S0 = 0. Note that
Sl + n1 = nl+1 for every l ≥ 0 (3)
Using the strong law of large numbers we have that
PAi
(
{ω ∈ Ω : lim
n→∞
Sn
n
= mj}
)
= 1
Note that Mj(n)→∞ as n→∞ for almost all ω ∈ Ω when j is recurrent and its easy
to see that nMj(k) ≤ k for every k ≥ 1.
Using 3 we see that the following inequality hold
SMj(n)−1 + n1 ≤ n ≤ SMj(n) + n1, n ≥ 1, for every ω ∈ Ai
Dividing by Mj(n) > 0 for n > n1 we get
SMj(n)−1 + n1
Mj(n)− 1
Mj(n)− 1
Mj(n)
≤
n
Mj(n)
≤
SMj(n)
Mj(n)
, n ≥ n2, for every ω ∈ Ai
Therefore it holds that
PAi
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
=
1
mj
}
)
= 1 (4)
Next we will study the limit of the quantity
lim
n→∞
EAi(Mj(n))
n
Using the dominated convergence theorem it follows that
lim
n→∞
EAi(Mj(n))
n
= EAi
(
lim
n→∞
Mj(n)
n
)
= EAi
(
1
mj
)
=
1
mj
But, since
EAi
(
Mj(n)
n
)
=
E
(
Mj(n)
n
IAi
)
P (Ai)
it follows that
lim
n→∞
E
(
Mj(n)
n
IAi
)
=
P (Ai)
mj
= µ
(0)
i
fij
mj
(5)
3
Because
E
(
Mj(n)
n
)
=
∑
i∈S
E
(
Mj(n)
n
IAi
)
we obtain using 5
lim
n→∞
E
(
Mj(n)
n
)
= lim
n→∞
∑
i∈S
E
(
Mj(n)
n
IAi
)
=
∑
i∈S
lim
n→∞
E
(
Mj(n)
n
IAi
)
=
∑
i∈S
µ
(0)
i
fij
mj
=
1
mj
∑
i∈S
µ
(0)
i fij
where we have used the dominated convergence theorem to get the second equality above.
If mij(n) = E(Mj(n)|X0 = i) then we have
mij(n) = E (Mj(n)|X0 = i)
= E
(
n∑
k=1
Nkj |X0 = i
)
=
n∑
k=1
E(Nkj |X0 = i)
=
n∑
k=1
P kij
Denoting by A = {∃ k ∈ N : Xk = j}, we have
E
(
Mj(n)
n
|X0 = i
)
= E
(
Mj(n)
n
IA|X0 = i
)
+ E
(
Mj(n)
n
IAc |X0 = i
)
= E
(
Mj(n)
n
IA|X0 = i
)
=
E
(
Mj(n)
n
IAi
)
m
(0)
i
because Mj(n)IAc = 0. That means that
lim
n→∞
mij(n)
n
= lim
n→∞
E
(
Mj(n)
n
|X0 = i
)
=
fij
mj
Therefore
lim
n→∞
∑n
k=1 P
k
ij
n
=
{
fij
mj
, when j is positive recurrent
0, otherwise
4
Proposition 1 It holds that, when j is positive recurrent,
{ω ∈ Ω : lim
n→∞
Mj(n)
n
=
1
mj
} ∪ {ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0} = Ωr E
with P (E) = 0. More precisely, it holds that
P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
=
1
mj
}
)
=
∑
i∈S
µ
(0)
i · fij
and
P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
)
=
∑
i∈S
µ
(0)
i · (1− fij)
If j is null recurrent or transient, then
P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
)
= 1
Proof.
· Assume that j is positive recurrent. Denoting by B = {ω ∈ Ω : limn→∞
Mj(n)
n
= 1
mj
}
we can write
B =
⋃
i∈S
{ω ∈ Ω : lim
n→∞
Mj(n)
n
=
1
mj
} ∩ {X0 = i} =
⋃
i∈S
Bi
and therefore P (B) =
∑
i∈S P (Bi).
But
Bi = Bi ∩ {∃ k ∈ N : Xk = j}
⋃
Bi ∩ {∄ k ∈ N : Xk = j}
so P (Bi) = P (Bi ∩ {∃ k ∈ N : Xk = j}) + P (Bi ∩ {∄ k ∈ N : Xk = j}). Recalling 4 we can
write that
P (Bi ∩ {∃ k ∈ N : Xk = j}) = PAi
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
=
1
mj
}
)
· P (Ai) = µ
(0)
i · fij
Moreover
P (Bi ∩ {∄ k ∈ N : Xk = j}) = 0
since in this event Mj(n) = 0. Therefore P (Bi) = µ
(0)
i · fij and thus
P (B) =
∑
i∈S
µ
(0)
i · fij
Denote now Γi = {∄ k ∈ N : Xk = j} ∩ {X0 = i}. Then
PΓi
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
)
= 1
5
where PΓi(·) = P (·|Γi). Thus
P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0} ∩ Γi
)
= P (Γi) = µ
(0)
i (1− fij)
That means that
P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0} ∩ Γ
)
=
∑
i∈S
µ
(0)
i (1− fij)
where Γ = {∄ k ∈ N : Xk = j}. Thus
P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
)
≥
∑
i∈S
µ
(0)
i (1− fij)
The events
{ω ∈ Ω : lim
n→∞
Mj(n)
n
=
1
mj
} {ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
are disjoint, therefore
1 ≤ P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
=
1
mj
}
)
+ P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
)
= P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
=
1
mj
} ∪ {ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
)
≤ 1
Therefore
{ω ∈ Ω : lim
n→∞
Mj(n)
n
=
1
mj
} ∪ {ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0} = Ωr E
with P (E) = 0 and
P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
)
=
∑
i∈S
µ
(0)
i (1− fij)
· Assume now that j is null recurrent and let the sequence of random variables Zm ={
nm+1 − nm, ω ∈ Ai
0, otherwise
for m ≥ 1. Because j is null recurrent we have that E(Zm) =
∞ for every m ≥ 1. We define now the sequence ZRm = ZmI{Zm<R} for R > 0 for which it
holds that E(ZRm) < ∞ for every m ≥ 1. Moreover, E(Z
R
1 ) = E(Z
R
m) for every m ≥ 1. This
sequence is again an independent and identical distributed sequence of random variables.
Therefore we can use the strong law of large numbers to get
PAi
(
ω ∈ Ω : lim
n→∞
SRn
n
= EAi(Z
R
1 )
)
= 1
where SRn = Z
R
1 + Z
R
2 + · · ·+ Z
R
n ≤ Sn = Z1 + · · ·+ Zn and Ai, PAi is as before. Therefore
it holds that
SRMj(n)−1 + n1 ≤ SMj(n)−1 + n1 ≤ n
6
So
SR
Mj(n)−1
+ n1
Mj(n)− 1
Mj(n)− 1
Mj(n)
≤
n
Mj(n)
, n ≥ n2, for every ω ∈ Ai
Letting n→∞ we get that
0 ≤ lim sup
n→∞
Mj(n)
n
≤
1
E(ZRm)
, almost surely, for every R > 0
under the probability measure PAi . Note that Z
R
m is an increasing sequence in R and that
ZRm → Zm as R → ∞ almost surely. Therefore EAi(Z
R
m) → EAi(Zm) = ∞ using the
monotone convergence theorem. That means that
lim
n→∞
Mj(n)
n
= 0 almost surely
under the probability measure PAi , i.e.
PAi
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
)
= 1 (6)
Let now the event {ω ∈ Ω : lim supn→∞
Mj(n)
n
≥ ε} where ε > 0. Noting that
P
(
{ω ∈ Ω : lim sup
n→∞
Mj(n)
n
≥ ε} ∩Ac
)
= 0
where A = {∃ l ∈ N : Xl = j} and
P
(
{ω ∈ Ω : lim sup
n→∞
Mj(n)
n
≥ ε} ∩A
)
=
∑
i∈S
P
(
{ω ∈ Ω : lim sup
n→∞
Mj(n)
n
≥ ε} ∩Ai
)
=
∑
i∈S
PAi
(
{ω ∈ Ω : lim sup
n→∞
Mj(n)
n
≥ ε}
)
︸ ︷︷ ︸
=0, see 6
P (Ai)
= 0
we obtain
P
(
{ω ∈ Ω : lim sup
n→∞
Mj(n)
n
≥ ε}
)
= 0
Because
Mj(n)
n
≥ 0 it follows the desired result.
· Finally we assume that j is transient. It is well known that P (Mj < ∞|X0 = i) = 1
for every state i, where Mj = limn→∞Mj(n). Therefore
P (Mj <∞) =
∑
i∈S
P (Mj <∞|X0 = i) · P (X0 = i) =
∑
i∈S
µ
(0)
i = 1
Moreover
Ω =
(
∞⋃
N=0
BN
)
∪B∞
7
where BN = {Mj = N} and B∞ = {Mj =∞}. Thus
∞∑
N=0
P (BN ) = 1
since P (B∞) = 0.
Therefore we can write
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
=
(
∞⋃
N=0
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0} ∩BN
)
∪ {ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0} ∩B∞
Thus
P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}
)
=
∞∑
N=0
P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0} ∩BN
)
since P
(
{ω ∈ Ω : limn→∞
Mj(n)
n
= 0} ∩B∞
)
≤ P (B∞) = 0. But
P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0} ∩BN
)
= P
(
{ω ∈ Ω : lim
n→∞
Mj(n)
n
= 0}|BN
)
P (BN )
= P (BN )
since it holds that P
(
{ω ∈ Ω : limn→∞
Mj(n)
n
= 0}|BN
)
= 1. Since
∑∞
N=0 P (BN ) = 1 we
obtain the desired result.
Corollary 1 If g : S → R is such that∑
i∈S
|g(i)| <∞
then it holds that
lim
n→∞
1
n
n∑
k=1
Eg(Xk) =
∑
j∈C
g(j)
mj
∑
i∈S
µ
(0)
i fij
where C ⊆ S is the subset of S of positive recurrent states.
Proof. Note that g(Xk) =
∑
j∈S
g(j)I{Xk=j}. Therefore
1
n
n∑
k=1
Eg(Xk) =
1
n
n∑
k=1
∑
j∈S
g(j)EI{Xk=j}
=
∑
j∈S
g(j)
1
n
n∑
k=1
EI{Xk=j}
=
∑
j∈S
g(j)E
(
Mj(n)
n
)
8
We have interchange the sums
∑n
k=1
∑
j∈S because the series is absolutely convergent since∑
i∈S |g(i)| <∞.
So
lim
n→∞
1
n
n∑
k=1
Eg(Xk) = lim
n→∞
∑
j∈S
g(j)E
(
Mj(n)
n
)
=
∑
j∈C
g(j)
mj
∑
i∈S
µ
(0)
i fij
We have used the dominated convergence theorem to interchange the limit with the sum in
the second equality above.
Corollary 2 Given a function g : S → R such that∑
i∈S
|g(i)| <∞
it holds that
lim
n→∞
1
n
n∑
k=1
g(Xk) =
∑
j∈C
g(j)
mj
IAj almost surely
where Aj = {ω ∈ Ω : ∃ l ∈ N : Xl = j}.
Proof. Note that
1
n
n∑
k=1
g(Xk) =
1
n
n∑
k=1
∑
j∈S
g(j)I{Xk=j}
=
∑
j∈S
g(j)
Mj(n)
n
=
∑
j∈C
g(j)
Mj(n)
n
IAj +
∑
j∈NR
g(j)
Mj(n)
n
+
∑
j∈T
g(j)
Mj(n)
n
where C ⊆ S is the subset of positive recurrent states of S, NR ⊆ S is the subset of null
recurrent states of S, T ⊆ S is the subset of transient states of S and Aj = {ω ∈ Ω : ∃ l ∈
N : Xl = j}. The condition on g, i.e.
∑
i∈S |g(i)| <∞ is needed in order to interchange the
sums to get the second equation above.
Note that Aj =
⋃
i∈S{∃ l ∈ N : Xl = j}∩{X0 = i} and therefore P (A
j) =
∑
i∈S µ
(0)
i ·fij.
Finally, using proposition 1, we obtain the desired result, i.e.
lim
n→∞
1
n
n∑
k=1
g(Xk) =
∑
j∈C
g(j)
mj
IAj , almost surely
This corollary is closely related to Birkoff’s ergodic theorem (see for example [4] and
[7]).
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