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Studies on binocular contrast sensitivity have predominantly focused on ﬂat, two-dimensional (2D) gratings. The underlying
hypothesis of such studies is that contrast sensitivity is determined at the early stages of visual processing and is not inﬂuenced by the
process of three-dimensional (3D) shape recovery. However, it can be argued that contrast detection involves identifying changes in
albedo of a 3D surface rather than strictly determining the presence of 2D luminance changes. In support of this hypothesis, in three
experiments we found that the relative salience of oriented luminance modulations was aﬀected by the disparity content of the
stimuli, when the same luminance distribution was assigned to a ﬂat surface or to a surface modulated in depth. In the ﬁrst
experiment, in particular, we found that the relative salience of an oriented luminance grating decreased when it could be interpreted
as the shading produced by a Lambertian illumination, rather than a change in reﬂectance. In the other two experiments, moreover,
we found that this eﬀect was reduced when the frequency of the luminance modulation did not match the frequency of the stereo
corrugation. These results are consistent with the idea that the appearance of a luminance distribution is aﬀected by the perceived 3D
properties of the surface on which the luminance distribution is located.
 2004 Elsevier Ltd. All rights reserved.
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Human observers show a remarkable ability for
identifying, under a wide range of illumination condi-
tions, which parts of an image are due to shading vari-
ations (i.e., image intensity changes due to surface
normal changes) and which parts are due to reﬂectance
variations (i.e., image intensity changes due to changes
in the albedo). This achievement is remarkable because
it is based on ambiguous information: Diﬀerent com-
binations of illumination and surface reﬂectance, in fact,
produce identical images (e.g., a white surface under dim
illumination and a gray surface under bright illumina-
tion produce identical images). Even if the task of dis-
tinguishing image intensity variations caused by
variations of surface orientation from those caused by
reﬂectance changes is formally underconstrained (but
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son, 1993), this problem can be partly disambiguated by
using contextual information. Adelson and Pentland
(1996), for example, proposed that the decomposi-
tion of image luminance into shading and reﬂectance
components can be achieved through a three-stage
interpretation process. According to their proposal, a
three-dimensional (3D) shape representation consistent
with the image properties may be initially generated, for
example, by using cues such as motion, binocular ste-
reopsis and familiarity with the object (the shape pro-
cess). In a second stage of interpretation, the recovered
3D shape may be used to explain as much of the lumi-
nance variation as possible in terms of shading (the
lighting process). This result can be achieved, for
example, by inferring the best light source direction for
the image. In a third stage of interpretation, then, a
reﬂectance process may account any image data that is
not explained by the shape and lighting processes in
terms of variations in reﬂectance. In the Computer Vi-
sion literature, this hierarchy of interpretations has been
found to provide adequate solutions to many simple
polyhedral images (e.g., Sinha & Adelson, 1993).
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entangle luminance changes due to diﬀerences in orien-
tation relative to the illuminant vs. luminance changes
due to changes in the albedo is relevant for under-
standing the psychophysical evidence coming from
selective adaptation experiments and studies on the
contrast sensitivity function (for a review, see Graham,
1989). In the present research, we investigated this issue
by studying whether manipulations of stereo-depth
information can aﬀect the appearance of otherwise
identical patterns made up of superimposed orthogonal
sinusoidal gratings.
Extensive work on grating detection has been con-
cerned with the study of the contrast-sensitivity function
(for classical examples, see Blakemore & Campbell,
1969; Campbell & Robson, 1968). Such studies inves-
tigated the perception of gratings presented on ﬂat
surfaces, often viewed monocularly. Binocular contrast-
sensitivity has been measured as well (Blake, Sloane, &
Fox, 1981; Home, 1978; Rabin, 1995), but also in these
cases the stimuli were ﬂat surfaces with gratings painted
on. Grating detection on surfaces modulated in depth
has not yet been investigated. Since in the natural
environment orientation-changes along smooth surfaces
often covary with luminance-changes, however, we
might expect that grating detection may be aﬀected by
the 3D properties of the surface on which the grating is
located. The present investigation begins to explore this
topic by examining whether stereo disparity can inﬂu-
ence lightness perception in the case of superimposed
sinusoidal gratings having orthogonal orientations.
The possible existence of an interaction between
depth perception and grating detection is supported by
some reports in the lightness-constancy literature.
Hochberg and Beck (1954), for example, found that
the perception of surface lightness was inﬂuenced by
the apparent orientation of the surface, even with the
absolute luminance held constant. In that investigation,
observers reported that surfaces that were more slanted
with respect to the light source appeared brighter than
less slanted surfaces. In the present research, we in-
tended to extend this ﬁnding by determining whether the
relative salience of oriented luminance gratings is af-
fected by the properties of the sinusoidal modulation of
the surface on which the gratings are located. The illu-
sion described by Knill and Kersten (1991) provides
evidence that the shape of smooth surfaces does indeed
aﬀect our perception of lightness. They showed that the
drawing of two abutting cylinders rendered to have a
horizontal luminance proﬁle consisting of two linear
ramps appears to have a reﬂectance pattern very diﬀer-
ent from that of a rectangular polyhedron, even if the
only diﬀerence between the two images is in the shape of
the bounding contours. This illusion indicates, there-
fore, that observers take the 3D shape of an object into
account when judging its surface reﬂectance. More re-cently, moreover, Doorschot, Kappers, and Koenderink
(2001) reported an eﬀect of shading on perceived depth.
In their experiments, the reported depth increased when
shading cues became more informative to 3D shape
recovery, in spite of constant stereo disparity. Here we
investigated the opposite question, that is, whether ste-
reo disparity can inﬂuence lightness perception.
In the present paper, we will propose a heuristic
method for decomposing a luminance distribution into
its reﬂectance and shading components and we will
show that, within our experimental setting, the proposed
heuristic is consistent with perceptual performance. By
developing the proposal of Adelson and Pentland
(1996), we hypothesize that the visual system constrains
the interpretation of a luminance distribution by using
the information provided by additional depth cues.
Diﬀerently from Adelson and Pentland, however, we
hypothesize that the albedo of each surface location may
be locally determined by a statistical analysis. We will
show that, by making only few assumptions about the
parameters involved in this analysis, it is possible to
derive from the stimuli used in the present experiments
an estimate of the expected value of the reﬂectance
component that is consistent with the qualitative pattern
of the psychophysical data.
Consistent with the idea that 3D shape information
may provide useful constraints for interpreting a lumi-
nance distribution in terms of its shading and reﬂectance
components, in the present research we investigated
whether stereo-depth information can aﬀect the per-
ceptual interpretation of a luminance distribution. In
particular, we measured the relative salience of oriented
luminance modulations when the same luminance dis-
tribution was assigned, through disparity information,
to a ﬂat surface or to a surface modulated in depth. We
distinguished, moreover, the cases in which the lumi-
nance modulation was consistent or inconsistent with
the shading of the 3D surface.
Fig. 1 shows three corrugated surfaces containing
changes in luminance due to Lambertian shading (Fig.
1A), albedo changes (Fig. 1B), or both (Fig. 1C). Ob-
lique views of the surface (bottom panels) are presented
as well as views from above (top panels), which contain
no information about the 3D corrugation except that
carried in the luminance pattern. Note that, in the view
from above, the plaid pattern of Fig. 1C, top panel, is
made up of two orthogonal luminance gratings having
identical luminance distributions. In this ﬁgure, these two
gratings also appear identical, except for their orienta-
tion diﬀerence.
Let us suppose that the sinusoidal surface of Fig. 1
were textured so that, by using stereo disparity, for
example, the 3D corrugation could be perceived also in
the view from above of Fig. 1C. Also in these circum-
stances, the two orthogonal gratings (the ﬁrst generated
by the Lambertian illumination of a 3D surface with
Fig. 1. Three corrugated surfaces (bottom panel) containing changes
in luminance due to Lambertian shading (A), albedo changes (B), or
both (C). The bottom panels present oblique views of the surface
whereas the top panels present views from above.
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the albedo of the 3D surface) have identical two-
dimensional (2D) luminance distributions. However, it
is unclear whether they would appear identical to a
human observer, as they do in Fig. 1C, where they are
located on a ﬂat surface. This question has motivated
the three experiments reported below.
In the following experiments, a plaid consisting of the
sum of two orthogonal gratings was presented on a
corrugated surface speciﬁed by stereo disparity. Stereo
disparity was selected as a depth cue to preserve the
monocular ambiguity of the component gratings. The
ﬁrst grating lined up with the expected Lambertian
shading pattern (Fig. 1A) and the other was orthogonal
to it. This second grating, therefore, was inconsistent
with the shading of a corrugated surface (Fig. 1B). By
asking observers to report which grating was more vis-
ible, we investigated the inﬂuence of 3D information on
the relative salience of the two oriented luminance dis-
tributions. In the following experiments, we parametri-
cally varied the relative energy 1 of the shading and
reﬂectance components of the luminance pattern. In this
manner, we varied the relative energy components of the
luminance modulations oriented towards the right or
towards the left (see Fig. 2).
To illustrate the predictions of our heuristic model,
we describe here a computer simulation in which our
hypotheses were implemented (see Fig. 3). The input to
the simulation was provided by (1) three images similar
to those used in the experiments described below
(51 · 51 matrices containing the gray-level values at each
x–y location), and (2) one 2 · 51 · 51 matrix containing
the disparity gradients from which the surface normals
can be computed at each x–y location. The top panel of
Fig. 3 shows the three images that were analyzed. In this
ﬁgure, the parameter w represents the energy of the
grating component orientated 45 from the horizontal1 A measure of relative contrast.axis. In the simulation, the parameter w took on the
values of 0.25, 0.5, and 0.75. The schematic ﬁgures
shown on the left represent the 3D surface that was
speciﬁed by stereo information. Stereo information de-
ﬁned a Gabor-like shape oriented either 45 of 135. By
crossing these two variables (three luminance distribu-
tions times two disparity distributions), six conditions
were created.
The simulation is based on a simple model of image
generation: By assuming a Lambertian reﬂectance
function and a distant point-source illuminant, the im-
age intensity I in each image location ðx; yÞ is given by
Iðx; yÞ ¼ qðx; yÞk~Nðx; yÞ ~LðrL ;sLÞ; ð1Þ
where qðx; yÞ is the albedo of the surface in ðx; yÞ, k is the
intensity of the illuminant, Nðx; yÞ is a 3D vector of
surface normals in ðx; yÞ, L is the illuminant direction,
and rL and sL are the slant and tilt of the illuminant
direction, respectively. 2 Since N can be computed on
the basis of the disparity gradients, the unknown value q
can be locally derived through the following equation if
the illuminant direction is known:
qðx; yÞ ¼ Iðx; yÞ
k~Nðx; yÞ  LðrL; sLÞ
! : ð2Þ
Since the illuminant direction L (determined by rL and
sL) is unknown, we hypothesized that the visual system
may compute the expected value of qðx; yÞ in each image
location ðx; yÞ by integrating over all the possible illu-
minant directions. This can be expressed by the fol-
lowing equation:
Eðqðx; yÞÞ ¼
Z
rL
Z
sL
Iðx; yÞ
k~Nðx; yÞ  LðrL; sLÞ
!pðrLÞpðsLÞdrLdsL:
ð3Þ
We assumed that that the slant rL is taken from a uni-
form distribution across the sphere of possible illumi-
nant directions (Mamassian & Landy, 2001) and the tilt
sL is uniformly distributed in the range [0–2p]. There-
fore,
pðrLÞ ¼ cosðrLÞ;
pðsLÞ ¼ 1
2p
:
ð4Þ
The output of this simulation is presented in Fig. 3.
Each of the six ﬁgures inside the outlined area of Fig. 3
represents the results of calculations using Eq. (3),
whereas the ﬁgure’s gray level is proportional to the
expected reﬂectance value. The black and white in
the ﬁgure correspond to the minimum and maximum2 In the computer simulation the illumination direction was sampled
by considering the tilt of L in the range 0–360 with steps of 10 and
the slant of L in the range 0–70 with steps of 1.
Fig. 2. A plaid generated by summing two orthogonal Gabor patches. The relative energy of the right component of the plaid varies from 0% (left) to
100% (right).
Fig. 3. Input and output of the Monte Carlo simulation. The output of the simulation is presented inside the outlined area of the ﬁgure. Each of the
six conditions that have been examined is produced by crossing one disparity maps (left) with one luminance plaid (top). The parameter w represents
the energy of the right component of the plaid. The disparity maps represent a corrugated surface oriented 45 from the horizontal (‘‘right’’ ori-
entation) or 135 from the horizontal (‘‘left’’ orientation). The level of gray of each pixel of the output image is proportional to the expected value of
the predicted reﬂectance. In each condition, the output of the simulation strengthens the contrast of one of the two superimposed luminance gratings.
The ‘‘enhanced’’ grating identiﬁes the predicted reﬂectance component. For the ‘‘left’’ disparity corrugation and the balanced input-image (w ¼ 0:5),
for example, the enhanced grating is oriented toward the right. This means that the proposed heuristic correctly identiﬁes the orientation of the
reﬂectance modulation. For the ‘‘right’’ disparity corrugation and w ¼ 0:75 (i.e., the shading component three times stronger than the reﬂectance
component), instead, the proposed heuristic incorrectly identiﬁes the orientation of the reﬂectance modulation. In these circumstances, in fact, the
enhanced grating is parallel (rather than orthogonal) to the orientation of the disparity corrugation (see text for details).
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Predicted reﬂectances are expressed in terms of relative
values that, however, remain invariant for diﬀerent
absolute intensities of L. (The perception of absolute
reﬂectance is beyond the scope of the present investi-
gation––for a discussion, see Gilchrist et al., 1999.)
When w ¼ 0:5, the input image is composed by two
balanced orthogonal gratings. Note that, in this case,
the output of the simulation presents a larger energy
component in the direction orthogonal to the overall
orientation of the 3D shape deﬁned by disparity infor-
mation. In these circumstances, therefore, the heuristic
model described above correctly identiﬁes the simulated
2D orientation of the reﬂectance modulation.For w ¼ 0:25, 25% of relative contrast is assigned to
the grating component oriented 135 from the horizon-
tal. This means that, for the left-pointing 3D shape de-
ﬁned by disparity information, 75% of relative contrast
is assigned to the ‘‘shading’’ luminance modulation and
25% to the ‘‘reﬂectance’’ luminance modulation. In
these circumstances, the output of the simulation pre-
sents a larger energy component in the direction parallel
to the overall orientation of the 3D shape deﬁned by
disparity information. In other words, when the shading
component is relatively stronger than the reﬂectance
component, the proposed heuristics incorrectly identiﬁes
the orientation of the reﬂectance component. For the
right-pointing 3D shape deﬁned by disparity informa-
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assigned to the ‘‘reﬂectance component’’ and 25% to the
‘‘shading component’’. In these circumstances, obvi-
ously, the output of the simulation correctly identiﬁes
the orientation of the reﬂectance component. For
w ¼ 0:75, the situation is analogous to the case in which
w ¼ 0:25, reversing the roles of the right- and left-
pointing 3D shapes. In conclusion, the heuristic that has
been implemented in the present simulation does not
guarantee a complete discounting of the shading com-
ponent: The output of the model incorrectly identiﬁes
the reﬂectance orientation when the shading component
is larger than the reﬂectance component.
It is interesting to compare the predictions of the
heuristics described above with those of other ap-
proaches. The model of Adelson and Pentland (1996),
for example, would correctly identify the reﬂectance
component in all three test conditions in our simulation.
The purpose of that model, however, is to ﬁnd the best
solution to the problem of discriminating shading from
reﬂectance, rather than examining the contribution of
both cues to visual scene perception, as in the present
case. A third approach, ﬁnally, may be contrasted with
both the model presented here as well as that of Adelson
and Pentland (1996). If lightness perception is assumed
to operate independently of, or before, the estimation of
3D surface shape, then the reﬂectance component can-
not be identiﬁed when the shading and illumination
components are balanced (see Fig. 3, w ¼ 0:5), and there
should be no qualitative diﬀerence in the processing of
shading and reﬂectance. Our experiment tested whether
there is such a diﬀerence by presenting human subjects
with stimuli similar to those presented to our simulation
in Fig. 3, with 3D shape deﬁned by stereo.Fig. 4. Sample stimuli, designed for cross fusion (see text for details).2. General methods
2.1. Apparatus
Stimuli were presented on a Sony Trinitron computer
monitor. The 21 in. screen had a resolution of
1280 · 1024 pixels, a refresh rate of 72 Hz, and was
approximately photometrically linearized. Stimulus
generation and presentation, as well as all data collec-
tion, was controlled by a Hewlett Packard Visualize
·550 workstation. Subjects made responses using a
mouse, and responses as well as stimulus information
was stored in a text ﬁle. Subjects viewed the monitor at
an eﬀective distance of 114 cm through a stereoscope.
Each image subtended a visual angle of 3.8. Each eye
viewed the screen through a pair of mirrors that shifted
the visual image approximately 5 cm toward the midline,
creating a perceptual overlap. A cardboard aperture was
positioned in front of the mirrors such that the actualvisual ﬁelds of each eye did not overlap. Head motions
were restricted by chin and forehead rests.2.2. Stimuli
Stimuli consisted of two images forming a stereo pair.
Both images were presented as a 7.5 · 7.5 cm2, with 7 cm
of separation between the two. The stimuli were gener-
ated in two steps: (1) We generated a 3D sinusoidal
corrugation oriented at 45 (right-pointing) or 135 (left-
pointing) from the horizontal axis. The 3D corrugation
was modulated by a Gaussian envelope having a stan-
dard deviation of 1.9 cm, so that the borders of the
square stimuli were ﬂat, with the maximum depth-dif-
ference occurring in the center. The luminance of each
dot was modulated as consequence of applying on the
simulated surface a luminance pattern consisting of two
superimposed orthogonal gratings (see Fig. 2). The ﬁrst
luminance grating was generated using a Lambertian
shading algorithm. A second luminance grating was
then generated. This second grating was identical to the
ﬁrst one, but with an orthogonal orientation. These two
luminance gratings were then summed. This luminance
pattern was also modulated by a Gaussian envelope,
which ensured that the borders of the square stimuli
were gray (and ﬂat), with maximum contrast in lumi-
nance (and depth) occurring in the center. (2) Having
deﬁned the stimulus previously described, the surface
normals (which deﬁned the shading pattern) were then
perturbed by adding a random component taken from a
uniform distribution. The range of the noise distribution
was determined in a pilot experiment. This perturbation
served two functions: It acted as noise in the luminance
pattern, and it created texture to assist in stereo fusion.
The resulting luminance pattern resembled a 3D Gabor
plaid with added noise as can be seen in Fig. 4.
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pattern was modulated in the diﬀerent experimental
conditions, with the constraint that the luminance dif-
ference between the highest and lowest luminance of the
image remained constant. The relative energy of the two
components of the luminance pattern was varied. In this
manner, images were generated in which the overall 2D
luminance distribution was oriented towards the right or
the left (see Fig. 2). Two views of each stimulus were
generated to produce a stereo pair. Using our apparatus,
subjects were able to fuse stereo images easily. Sample
stimuli, designed for cross fusion, are shown in Fig. 4.
Observers in our experiments tend to see the upper
stereo pair, containing a right-pointing corrugation, as
having more luminance information in the left-pointing
grating component. The lower stereo pair, conversely,
tended to be seen as having more luminance in the right
direction, as the left-pointing corrugation is present.
Experiment 1 used gratings and corrugations with a
frequency of 0.6 c/deg. Experiment 2 tested corrugations
and gratings with 0.6 c/deg along with corrugations and
gratings of 0.9 c/deg. Experiment 3 used corrugations
and gratings of 0.6 c/deg, as well as gratings (but not
corrugations) of 3 c/deg.
2.3. Design
Five relative-contrast levels for the luminance pattern
were presented in each block: Two which contained a
higher-contrast grating oriented at 45, one in which the
two gratings were of equal contrast, and two which
contained a higher-contrast grating oriented at 135.
The amount of energy in the component grating ori-
ented at 45 was incremented by a ﬁxed step-size to
determine these ﬁve levels.
2.4. Procedure
Observers were asked to decide whether the prevail-
ing 2D orientation of the luminance pattern was to the
right (oriented at 45) or to the left (oriented at 135).
Each stimulus block consisted of 100 trials, ordered
randomly. Subjects were allowed unlimited viewing time
for each stimulus. After the subject made a response, the
next stimulus appeared after a short blanking of the
screen (200 ms). Twenty trials of each energy level were
presented. The frequency of the luminance components
did not vary within a block, nor did the corrugation. A
single experimental session consisted of a pretest, base-
line/training and test. In the baseline/training blocks
only 2D luminance gratings were presented (no 3D
corrugations); in the test blocks both luminance gratings
and 3D corrugations were presented.
The pretest was performed to ensure that all subjects
were capable of perceiving 3D shape from stereo by
using our apparatus. The stimulus was a corrugationwith a noisy luminance pattern, and the task was a
verbal description of the stimulus. Subjects who could
not complete this pretest (i.e. subjects who failed to see a
3D corrugation in our stimuli) were compensated for
their participation and excluded from the study. The
baseline/training blocks presented 2D luminance infor-
mation alone and were run to establish, for each ob-
server, an energy step-size that gave a psychometric
function (response of ‘‘right’’ as a function of energy in
the grating component oriented at 45) with an overall
change in response of no more than 75%. In Experi-
ments 1 and 2, and the low-frequency condition of
Experiment 3, step size started at 10%, and was reduced
by half (rounded up) in successive blocks until the psy-
chometric function met our criteria. If subjects reached
the minimum step-size of 3% with a psychometric
function spanning 80% or more, the subject participated
in the test blocks with a step-size of 3%. (One subject
reached this level, of 12 total.) In the high-frequency
condition of Experiment 3, step-size started at 5% and
was reduced until the function was suﬃciently shallow,
or the step-size reached the minimum value of 1.5%. No
subject reached the minimum step-size in this condition.
These baseline/training blocks also served the purpose of
familiarizing the observers with the task and stimuli. In
the test blocks, both luminance gratings and 3D corru-
gations were present in the stimuli. Within each block,
the orientation of the 3D corrugation remained con-
stant, and on successive blocks the orientation alter-
nated between 45 and 135.
2.5. Observers
All observers were recruited from a pool of under-
graduate students at Brown University. Observers gave
written consent and were compensated for their time.
They were na€ıve to the goals of the experiment. Six fe-
males participated in Experiment 1, one male and four
females participated in Experiment 2, and two males
and ﬁve females participated in Experiment 3. One fe-
male participated in both Experiment 2 and Experi-
ment 3.3. Experiment 1
In the ﬁrst experiment, a plaid composed by two
orthogonal luminance gratings was used: The ﬁrst
grating was aligned with the orientation of a 3D sinu-
soidal corrugation deﬁned by disparity information (the
shading component) and the second grating was
orthogonal to the corrugation (the reﬂectance compo-
nent). Observers were asked to judge the prevailing
orientation of the 2D luminance distribution as the
relative-contrast of the two grating components was
parametrically varied (see Fig. 2). The proportions of
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tions (the independent variable being the energy in the
luminance grating component oriented at 45). We ex-
pected a shift in these response functions depending on
the orientation of the 3D corrugation. Speciﬁcally, with
respect to the baseline (no disparity information), we
expected a higher proportion of ‘‘right’’ responses when
stereo information speciﬁes a left-pointing corrugation,
and a lower proportion of ‘‘right’’ responses when stereo
information speciﬁes a right-pointing corrugation (see
Fig. 5).Fig. 5. Schematic representation of the predicted results in the three
experimental conditions of Experiment 1. The thick black curve rep-
resents the baseline condition (no disparity information); the thin black
line represents the condition in which the 3D corrugation speciﬁed by
disparity information is aligned with the left component of the plaid;
the dotted line represents the condition in which the 3D corrugation is
aligned with the right component of the plaid. If the visual system is
less sensitive to the right component of the plaid when the 3D corru-
gation is aligned with that component, then we should expect a de-
crease of ‘‘right’’ responses in this condition. As a consequence, the
dotted psychometric function should be shifted to the right of the
baseline. The opposite should happen when the 3D corrugation is
aligned to the left component of the plaid (thin black psychometric
function).3.1. Results and discussion
The mean energy in the ‘‘right’’ grating component
for the PSEs in the three experimental conditions of
Experiment 1 is shown in Fig. 6, right panel. Consistent
with the predictions of our model, all six subjects
showed a shift in the mean of the response function
dependent upon the direction of the corrugation speci-
ﬁed by stereo information. In the left panel of Fig. 6, we
present the data of one representative observer, showing
the psychometric response functions in the baseline
condition as well conditions with stereo corrugations.
When the stereo-deﬁned corrugation was aligned with
the left-pointing component of the plaid, the mean of
the response function occurred in correspondence of a
lower contrast for the right grating than the baseline
(black bar in the right panel of Fig. 6); when the cor-
rugation was aligned with the right-pointing component,
the mean of the response function occurred at a higher
relative contrast for the right grating than the baseline
(white bar in the right panel of Fig. 6). 95% conﬁdence
intervals for the function means in the corrugated con-
ditions did not overlap, except for one observer. A one-
way analysis of variance (ANOVA) performed on the
means of the response functions grouped by condition
(left-pointing corrugation, right-pointing corrugation,
baseline) was signiﬁcant (F ð2; 12Þ ¼ 15:9; p < 0:001).Fig. 6. Left panel: Psychometric functions for one representative observer
qualitative pattern of the results follows the predictions presented in Fig. 5. N
bias disappears, however, when averaging the PSEs over all observers (right
the PSEs in the three experimental conditions of Experiment 1. Consistently
lower contrast for the right grating than the baseline when the stereo-deﬁned
(black bar), and at a higher contrast than the baseline when the corrugation w
Vertical bars represent one standard error.These results indicate that, when presented with a 3D
corrugation consistent with one of the grating compo-
nents of the plaid, observers tended to require more
energy for that grating in order to perceive a balanced
plaid than they required when no 3D corrugation was
present. This indicates a reduction in the salience of the
‘‘shading’’ component (or an increase in the salience to
the ‘‘reﬂectance’’ component) when stereo information
deﬁning a 3D corrugation is available, thus revealing
that 3D information aﬀects the perceptual interpretation
of the 2D orientation of a luminance pattern. The
present results, therefore, are inconsistent with any
model that assumes that lightness perception operates
independently of the estimation of 3D surface shape.in the three experimental conditions of Experiment 1. Note that the
ote that, for observer F , there is a bias in the baseline condition; this
panel). Right panel: Mean energy in the ‘‘right’’ grating component for
with our predictions, the mean of the response function occurred at a
corrugation was aligned with the left-pointing component of the plaid
as aligned with the right-pointing component of the plaid (white bar).
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explained by a model that recovers the veridical orien-
tation of the ‘‘reﬂectance’’ component after the ‘‘shad-
ing’’ component has been discounted by taking into
account the 3D shape of the surface. For such a model,
in fact, the observers’ judgments could not take the form
of a psychometric function in which a constant orien-
tation of the ‘‘reﬂectance’’ component towards the right,
for example, is perceived to be oriented correctly (a
proportion of ‘‘right’’ responses larger than 0.5), or
incorrectly (a proportion of ‘‘right’’ responses smaller
than 0.5), depending on the relative strength of the
shading component.Fig. 8. Input and output of the computer simulation (see text for
details). The output of the simulation is presented inside the outlined
area of the ﬁgure. Each of the four conditions is given by crossing one
disparity maps (left panel) with one luminance plaid (top). The spatial
frequencies of the disparity and luminance distributions took on the
values of 0.6 and 0.9 c/deg. When the spatial frequencies of the cor-
rugation match that of the luminance distribution (main diagonal of
the outlined area), the output of the simulation correctly identiﬁes the
‘‘reﬂectance’’ component (i.e., the ‘‘enhanced’’ grating is orthogonal to
the orientation of the disparity corrugation). In the case of a spatial-
frequency mismatch, conversely, the output of the simulation does not
identify the orientation of the ‘‘reﬂectance’’ component (i.e., the two
superimposed luminance gratings are equally ‘‘enhanced’’).4. Experiment 2
In the second experiment, we further tested our
heuristic model by changing the frequency of the 3D
corrugation and of the plaids. The results of a second
simulation, in fact, indicated that the inﬂuence of 3D
information on the relative salience of oriented lumi-
nance modulations diminishes if the spatial frequencies
of the corrugation and of the luminance gratings do not
match (see Fig. 7). In this simulation, we used the same
parameters as in the previous simulation, except that we
crossed two spatial frequencies for the 3D corrugation
(0.6 and 0.9 c/deg) with two spatial frequencies for the
grating components of the plaid (0.6 and 0.9 c/deg). The
parameter w (the energy component of the grating ori-
entated 45 from the horizontal) was set to 0.5. The
output of the simulation is shown in Fig. 8. Note that
the 2D orientation of the ‘‘reﬂectance’’ component of
the plaid is recovered veridically in the case of a spatial-
frequency match among the luminance gratings and the
3D corrugations. In the case of a spatial-frequency
mismatch, conversely, the output of the model does not
provide a clear indication of the 2D orientation of the
‘‘reﬂectance’’ component. Analogously with this simu-Fig. 7. Schematic representation of one of the stimulus conditions of
Experiment 2. Note that the spatial frequency of the sinusoidal cor-
rugation (6 c/deg) is lower than the spatial frequency of the luminance
distribution (9 c/deg).lation, in Experiment 2 we used a 2 · 2 factorial design,
with gratings and corrugations of two slightly mis-
matched frequencies––one frequency was the same as
that used in the ﬁrst experiment, whereas the second one
was higher by half.4.1. Results and discussion
Fig. 9 shows the ﬁtted psychometric functions for one
representative observer in each of the four experimental
conditions of Experiment 2. Fig. 10 shows the mean
energy in the ‘‘right’’ grating component for the PSEs in
the four experimental conditions. 3 A 2(direction of
corrugation) · 4(frequency-match condition) within-
subjects ANOVA revealed a signiﬁcant main eﬀect of
corrugation direction (F ð1; 32Þ ¼ 4:301; p < 0:05), but3 Of the seven subjects tested, two showed responses in one or more
conditions (subject B in one condition, subject G in ﬁve conditions)
that were either entirely at ﬂoor or entirely at ceiling. Since such
patterns of response cannot be ﬁt by a sigmoid function, the data from
these two subjects were not further analyzed.
Fig. 9. Psychometric functions for one representative observer in the four experimental conditions of Experiment 2. Note that, on average, the
qualitative pattern of the results follows the predictions presented in Fig. 5 for the two conditions that are presented oﬀ the main diagonal of the
ﬁgure (spatial-frequency match), but not for the two conditions in the main diagonal of the ﬁgure (spatial-frequency mismatch). Note that the slope
of the psychometric function is shallower for the baseline than for the experimental conditions. This is because of a learning eﬀect: The baseline
condition was run before the experimental conditions to ﬁnd the appropriate range in which manipulate the contrast of the two gratings (see Section
2 for details).
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(F ð3; 32Þ ¼ 1:274; n.s.), nor a signiﬁcant interaction
(F ð3; 32Þ ¼ 1:222; n.s.). The results from this experiment
suggest that the eﬀect observed in Experiment 1 is ro-
bust, and that the eﬀect is not strictly dependent on the
frequency of the corrugation with respect to the fre-
quency of the luminance pattern. Visual inspection of
the data reveals a tendency toward reduction in the ef-
fect when there is a mismatch between the spatial fre-
quency of the corrugation and of the luminance gratings
(see the two graphs in the main diagonal of Fig. 10).
However, this ﬁnding was not statistically signiﬁcant for
a frequency mismatch between 0.9 and 0.6 c/deg.
When the spatial frequency of the 3D corrugation
matched that of the luminance gratings, the average
diﬀerence between the PSEs for the left and right cor-
rugations was equal to 34.9%. This result reproduces the
ﬁndings of Experiment 1. When there was a mismatch
between the spatial frequencies of the corrugation and
of the luminance gratings, on the other hand, this dif-
ference reduced to 6.4%. This reduction in the magni-
tude of PSE diﬀerence suggests a possible role of
frequency-match in eliciting this eﬀect, but the lack of
statistical signiﬁcance of this ﬁnding does not allow us tomake a conclusion about this factor from this experi-
ment alone.5. Experiment 3
In the third experiment, we generated a larger fre-
quency-mismatch between the corrugation and the
luminance gratings than in Experiment 2. Two spatial
frequencies were used for the gratings, whereas the
spatial frequency of the 3D corrugation was kept con-
stant. For the corrugation, the spatial frequency was the
same as in the ﬁrst experiment; for the gratings two
spatial frequencies were used: The low spatial-frequency
was the same as in Experiment 1 and the high spatial
frequency was ﬁve times higher.
5.1. Results and discussion
Fig. 11 shows the ﬁtted psychometric functions for
one representative observer in each of the four experi-
mental conditions of Experiment 3. Fig. 12 shows the
mean energy in the ‘‘right’’ grating component for the
PSEs when the spatial frequencies matched (left panel)
Fig. 10. Mean energy in the ‘‘right’’ grating component for the PSEs in the four experimental conditions of Experiment 2. Note that, in the case of a
spatial-frequency match (the two conditions oﬀ the main diagonal of the ﬁgure), the mean of the response function occurred at a lower contrast for
the right grating than the baseline when the stereo-deﬁned corrugation was aligned with the left-pointing component of the plaid (black bar), and at a
higher contrast than the baseline when the corrugation was aligned with the right-pointing component of the plaid (white bar). This pattern of results
is absent in the case of a spatial-frequency mismatch (the two conditions in the main diagonal of the ﬁgure). Vertical bars represent one standard
error.
Fig. 11. Psychometric functions for one representative observer in the six experimental conditions of Experiment 3. Note that the slope of the
psychometric function is shallower for the baseline than for the experimental conditions. Also in the present case this is due to a learning eﬀect: The
baseline condition was run before the experimental conditions to ﬁnd the appropriate range in which manipulate the contrast of the two gratings (see
Section 2 for details).
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quency match conditions of Experiment 3 replicated the4 All seven observers of this experiment gave data with acceptable
psychometric functions. No subjects gave responses at ceiling or ﬂoor
for an entire block.ﬁndings of Experiment 1 (Fig. 12, left panel). All
observers showed a reliable shift in the response in the
expected direction. In the frequency-mismatch condi-
tions, conversely, this shift was absent (Fig. 12, right
panel).
A contrast analysis was used to analyze the PSEs. In
the low-frequency condition (frequency match), a sig-
Fig. 12. Mean energy in the ‘‘right’’ grating component for the PSEs in
the six experimental conditions of Experiment 3. In the case of a
spatial-frequency match (left panel), the mean of the response func-
tions for the baseline, the left corrugation and the right corrugation
follow the qualitative pattern found for the results of Experiment 1 (see
Fig. 6, right panel). In the case of a spatial-frequency mismatch (right
panel), conversely, the three experimental conditions are not signiﬁ-
cantly diﬀerent from one another. Vertical bars represent one standard
error.
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was found for the PSEs of the two disparity orientations
(F ð1; 6Þ ¼ 6:262; p < 0:05); no signiﬁcant eﬀect was
found, conversely, in the high-frequency condition
(frequency mismatch) (F ð1; 6Þ ¼ 1:785; n.s.). The 99%
conﬁdence intervals for the baseline condition of the
frequency match and frequency mismatch conditions
showed no bias in the observers’ judgments (match:
0.457–0.503; mismatch: 0.466–0.497). These results,
therefore, are consistent with the hypothesis that moti-
vated the present experiment: When the frequency mis-
match between the corrugation and the luminance
gratings is large enough, 3D information does not aﬀect
anymore the visual processing of luminance gratings.6. General discussion
Luminance changes can be produced by diﬀerences in
reﬂectance or by the variation in orientation of a surface
relative to an illumination source. The luminance
changes due to diﬀerences in orientation relative to the
illuminant are predictable, if the 3D shape of the surface
can be speciﬁed by another source of depth information
(such as stereo, for example). The luminance changes
due to changes in the albedo, conversely, are not spec-
iﬁed by other visual cues. It is this second kind of
luminance changes, however, that has the greatest
importance from an ecological point of view, since it
reveals a variation in the material composition of a
surface. One fundamental task of visual perception,
therefore, is that of disentangling these two sources of
luminance changes.
In the present investigation, this issue was studied by
considering the inﬂuence of 3D information on theappearance of orthogonal luminance gratings. Since the
gratings were presented on a corrugated surface speci-
ﬁed by disparity information, one of them could be
interpreted as a shading pattern and the other as a
reﬂectance modulation (see Fig. 1). To test the inﬂuence
of 3D information on perceived lightness, we asked
observers to evaluate the relative salience of the two
gratings (i.e., to choose the more salient one), as their
relative contrast and the orientation of the stereo-de-
ﬁned corrugation were manipulated. We reasoned that,
if stereo 3D information identiﬁes one of the gratings as
a shading modulation, then its salience might decrease.
Previous models, in fact, suggested that it is by dis-
counting shading that the reﬂectance map can be
recovered (Adelson & Pentland, 1996).
In Experiment 1, we found that the salience of a
grating decreased when it was compatible with the
shading produced by a Lambertian illumination, rather
with a change in reﬂectance. In Experiments 2 and 3, the
eﬀect found in Experiment 1 was greatly reduced when
we introduced a frequency mismatch between the dis-
parity and luminance distributions. These results clearly
demonstrate that the appearance of the gratings is af-
fected by the stereo-deﬁned corrugation in a way that is
consistent with a process that discounts shading in order
to recover reﬂectance.
By manipulating the orientation of the stereo-deﬁned
corrugation, in Experiment 1 the PSEs shifted relative to
the baseline condition (no disparity information) by an
amount equivalent to a change in the relative contrast of
the two gratings of about ±5%. The data of our exper-
iments reveal, however, that the shading component is
not completely discarded. When the contrast of the
grating that is compatible with the shading component
is much stronger than that compatible with the reﬂec-
tance component (e.g., 75% vs. 25%), the grating con-
sistent with the shading component appears to be
perceptually more salient.
These present data are consistent with the output of a
Monte Carlo simulation that implements a heuristic
method for discriminating shading from reﬂectance.
According to the proposed heuristic, the estimated
reﬂectance is found by computing the mean (expected
value) of all reﬂectance values than each local surface
orientation can take on, when the illuminant direction is
varied over all its possible directions. In the simulation
described in the introduction, the distribution of reﬂec-
tance values for each surface location was estimated
according to Eq. (3) by keeping the local surface ori-
entation constant and by randomly sampling the illu-
minant direction L. In the simulation, we assumed that
rL and sL had uniform a priori probability distributions.
As described in the introduction, the qualitative trend of
the psychophysical data is well predicted by the output
of this heuristic analysis. In particular, the simulation
correctly recovers the reﬂectance component if (1) the
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components, and (2) the contrast is larger for the
reﬂectance than for the shading component. Conversely,
the simulation incorrectly identiﬁes the reﬂectance ori-
entation if (3) the contrast for the shading component is
larger than the contrast of the reﬂectance component.
The results of the Monte Carlo simulations are shown in
Figs. 3 and 7. We should note that our aim here was not
to obtain a good ‘‘ﬁt’’, or quantitative agreement be-
tween the model and human performance. The absolute
level of performance of individual observers depends on
factors such as their level of alertness and experience in
the task or, generally, the level of internal noise (Pelli &
Farell, 1999), which we did not wish to include in the
model. Instead, we focus on the qualitative agreement
between the trends shown by human observers and
those predicted by the model. This agreement is in stark
contrast to the expected prediction of any model that
recovers, ﬁrst, the global 3D structure and, successively,
the reﬂectance and shading parameters (e.g., Adelson &
Pentland, 1996). This approach, in fact, would recover
the veridical reﬂectance component in all experimental
conditions that have been presently considered and,
therefore, would not predict the shifts in the psycho-
metric functions observed as a function of the orienta-
tion of corrugation deﬁned by disparity information (see
Figs. 6 and 11).
The simple heuristic implemented in the Monte Carlo
simulation has been discussed here only to highlight the
fact that the present data can be accounted for in terms
of a heuristic analysis of the stimulus information
hinging upon a ‘‘natural’’ covariance between local
surface orientation and reﬂectance. Being purely spec-
ulative, however, such hypothesis requires further
investigations (for an application of the same idea in a
diﬀerent domain, see Domini & Caudek, 2003).
The present ﬁndings, as well as those indicating that
knowledge about surface layout (or the direction of the
illuminant) inﬂuences lightness perception (e.g., Adel-
son, 1993; Gilchrist, 1977; Gilchrist, Delman, & Jacob-
sen, 1983; Knill & Kersten, 1991; Ramachandran, 1988;
Williams, McCoy, & Purves, 1998), question the physi-
ological and computational models assuming that early
sensory mechanisms for orientation and lightness per-
ception act independently of the estimation of other
scene attributes, such as the 3D layout. Among the re-
cent ﬁndings relevant to the present discussion, an
interesting result indicating the inﬂuence of 3D infor-
mation on color perception has been reported by Bloj,
Kersten, and Hurlbert (1999). By showing observers a
chromatic version of the Mach Card (a concave folded
card with one side made of magenta paper and the other
of white paper), these authors reported that the per-
ceived color of the white side changed from pale pink to
deep magenta when the perceived shape of the card
ﬂipped from concave to convex. According to Bloj et al.,therefore, this eﬀect demonstrates that both the infor-
mation relative to the object 3D shape and the knowl-
edge of mutual illumination (i.e., the physics of light
reﬂection between surfaces) are incorporated by the
human visual system at an early stage of color pro-
cessing.
In summary, the present study provides evidence
contradicting the idea that visual primitives such as
lightness and orientation are extracted in a ﬁrst stage of
shape processing, with 3D structure being inferred suc-
cessively. Conversely, the present results, together with
other psychophysical and neurophysiological ﬁndings,
suggest that lightness, orientation and 3D shape are
determined concurrently to one another.References
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