In this paper we shall consider polynomials of graphs and digraphs related to the polynomial of Martin [10] introduced in 1977, and studied by Las Vergnas [7] [8] [9] , Martin [11] , Jaeger [6] , Bouchet [12, 13] and EllisMonaghan [4, 5] . It will be convenient to concentrate on the circuit partition polynomial defined in [2, 4] which is a simple transform of the Martin polynomial.
Our notation and terminology are standard (see, e.g., [3] ), although all the graphs and digraphs we consider are allowed to have loops and multiple edges. As there is some ambiguity in the use of the terms circuit and cycle, we emphasize that in a graph a circuit is a sequence v 1 e 1 v 2 e 2 · · · v k − 1 e k − 1 v k e k , where the v i are vertices and the e i are distinct edges or loops such that the endvertices of e i are v i and v i+1 , with v k+1 -v 1 . As the edges of a circuit determine its vertices, we shall write e 1 e 2 · · · e k for the circuit above. Circuits with the same cyclic order with either of the two orientations are considered to be the same; thus e 1 e 2 · · · e k and e 2 e 1 e k − 1 · · · e 3 denote the same circuit. In a digraph we demand that the circuit be ''oriented'': e i must be oriented from v i to v i+1 .
A digraph G is said to be Eulerian if for every vertex v, the outdegree d
. Also, a graph G is Eulerian if every vertex has even degree counting, as usual, two for every loop at the vertex. Thus a graph or digraph is Eulerian if and only if it is the edge-disjoint union of some circuits (or cycles) and isolated vertices.
(Note that an Eulerian graph or digraph need not be connected.) Given an Eulerian digraph G and an integer k \ 0, we write r k (G) for the number of partitions of G into k edge-disjoint circuits and isolated vertices. The circuit partition polynomial of G is
Clearly, r G (x)=1 if and only if G is an empty graph (i.e., it has no edges), otherwise, r G (x) is a non-zero polynomial with constant term 0. Rather
where r k (G) is the number of partitions of G into k edge-disjoint circuits and isolated vertices. As G may contain loops, we have to be careful as to what we mean by a circuit. Up to the starting point and the direction, a circuit is a closed walk along the edges in which each edge is transversed at most once. To make this more precise, it is convenient to view each edge e as a union of two half-edges eOE and eoe. Thus if e is a loop at a vertex v then both eOE and eoe are incident with v. A circuit is sequence v 0 e 
Putting it slightly differently, a loop by itself is a circuit, but if a loop occurs in a circuit of length at least 2 then there are two ways of going through it. For example, if G is L 3 , the loop graph with three loops at a single vertex, then
The circuit partition polynomial defined above is precisely the polynomial studied by Las Vergnas [8] and Ellis-Monaghan [4] , although they introduced it in a somewhat different way. This polynomial was also discovered independently by Arratia et al. [1] in connection with the so-called interlace polynomial defined for every graph.
Note that it makes sense to define the circuit partition polynomial of any graph (and digraph), but the polynomial is 0 unless the graph is Eulerian. Furthermore, the polynomial is a function of the edge set only since the addition of isolated vertices does not alter the polynomial so, with a slight abuse of notation, we shall talk of the polynomial r D (x)=r(D; x) of a set D of edges. Also, we call D Eulerian if the graph or digraph with edge set D is Eulerian.
and that of a digraph G is
Unless the graph (or digraph) has no edges, the Martin polynomial is indeed a polynomial. Our main result, Theorem 1, extends a recent theorem of EllisMonaghan [4] (see also [5] ). The Hopf algebra structure of graphs is used in [4] to prove Theorem 1 in the case when t is a power of 2. As we shall see, our proof of Theorem 1 is rather trivial.
For a graph G and integer t \ 1 denote by D t (G) the collection of ordered partitions of the edge set
Theorem 1. Let H be a graph or digraph and t \ 1 an integer. Then
(1)
as claimed. L Clearly, Theorem 1 is only a special case of a rather general (and trivial) assertion about partitions of structures into substructures: the only reason for stating it as a theorem is that it has several consequences about the circuit partition polynomial (and it is a more general and cleaner form of the main result in [4] ). For example, let A be a (finite or infinite) set of graphs and, for a graph
k be the generating function of the number of partitions of H into edge-disjoint subgraphs (isomorphic to graphs) in A. (Thus f k (H) is the number of partitions of H into k edge-disjoint subgraphs in A.) Then f H (x) satisfies the analogue of (4) First we recall the results needed to deduce the consequences of Theorem 1. Las Vergnas [8] As shown by Las Vergnas [8] it is rather easy to evaluate the circuit partition polynomial of a graph G at 1:
where ( 
Before we give some easy consequences of Theorem 1, we need a little more notation. For a graph G and integer t \ 1, we denote by C t (G) the collection of ordered partitions of G into t edge-disjoint graphs C 1 , ..., C t , each consisting of vertex-disjoint cycles and isolated vertices. In other words, identifying a graph with its edge set,
For a digraph G, we define C t (G) similarly. Slightly deviating from the custom, for a graph or digraph H, we write k(H) for the number of nontrivial components of H.
For a graph G, we can evaluate r G (t) at positive integers as well. First, Theorem 1 and relation (2) have the following immediate consequence. 
where the summation is over D t (G).
Similarly, Theorem 1 and relation (3) imply the following assertion.
Corollary 5. For a graph G and a positive integer t,
where the summation is over
The final corollary of Theorem 1 we shall give needs a little more preparation. An anticircuit in a digraph is a circuit in the underlying graph whose edges are alternately oriented. It is immediate that every 2-in 2-out digraph (i.e., one in which every vertex has outdegree 2 and indegree 2) has a unique partition into edge-disjoint anticircuits. Given a 4-regular graph G, write a k (G) for the number of Eulerian orientations (each of which turns G into a 2-in 2-out digraph) with precisely k anticircuits, and let
A slight extension of a result of Las Vergnas [6, p. 408] is that if G is a 4-regular graph of order n then
Combining this with Theorem 1 or (5), we obtain the following assertion. and (8) into
with the conventions as before, and it is just as trivial to write out what (4) and (8) mean for the Martin polynomial.
