Abstract{ In this paper, a recently-proposed adaptive FIR ltering algorithm based upon an anti-Hebbian learning scheme is analyzed. Approximate evolution equations for the mean coe cient vector and coe cient correlation matrix are derived assuming noise-corrupted input and desired response signals. From our analysis, it is shown that the proposed algorithm can achieve an unbiased estimate of the unknown system in a system identi cation task if the input noise is uncorrelated with the same variance as the output noise. In more general situations, the solution obtained by the algorithm is biased. Moreover, the adaptive lter coe cients can diverge if the signal-to-noise ratio of the desired response signal is su ciently small. Simulations verify the theoretical predictions and indicate the range of behaviors of the anti-Hebbian learning scheme for FIR system identi cation tasks.
Introduction
In 1], an adaptive algorithm based on an approximate anti-Hebbian learning scheme for niteimpulse-response (FIR) ltering is proposed. The algorithm is given by W k+1 = W k + e k (X k + d k W k ) (1) e k = d k ? W T k X k ; (2) where d k is the desired response signal, W k = w 1;k w L;k ] T are the coe cients of the adaptive lter, and X k = x k x k?L+1 ] T is the input data vector. The algorithm in (1){(2) resembles the least-mean-square (LMS) adaptive lter, but it includes an additional update term that is proportional to the desired response signal d k , the error signal 1 e k , and the coe cient vector W k .
The algorithm in (1){(2) is derived in 1] as an iterative approximation to a total least-squares method, and simulations indicate that it can achieve unbiased estimates in a system identi cation task with noise-corrupted input signals. A similar algorithm is studied in 2], where it is used to remove the bias caused by uncorrelated noises in an implementation of Pisarenko's harmonic retrieval method. A statistical analysis of the above algorithm for noises with arbitrary correlation
has not yet been provided.
In this paper, we analyze the algorithm in (1){(2) assuming jointly Gaussian input and desired response signals. For studying the behavior of the anti-Hebbian learning scheme as presented in 1], our analysis can be used to describe the situation in which the input and desired response signals are corrupted by possibly-correlated Gaussian noises fn x;k g and fn d;k g, respectively. Under the standard independence assumptions common to this kind of analysis 3], approximate evolution equations describing the behavior of the mean coe cient vector E W k ] and coe cient correlation matrix E W k W T k ] are derived. In addition, the stationary points of the algorithm are also studied. Our analysis shows that the mean of the steady-state value of E W k ] produced by the algorithm in (1){(2) is at best a biased estimate of the underlying impulse response of the unknown system in general, even for step sizes that become vanishingly small. Moreover, the algorithm is shown to diverge when the noise corrupting the desired response signal is su ciently large. Simulations verify the accuracy of the analysis and indicate the amount of bias that can occur with varying levels of noise corrupting the input and desired response signals. 
Evolution of the Filter Coe cients
The analysis of the algorithm in (1){(2) for jointly Gaussian input and desired response signals follows other analyses of stochastic gradient adaptive algorithms when operating on these signals 4, 5, 6, 7] . A key di erence in our analysis is the additional assumption that the coe cient vector W k is Gaussian-distributed. For the LMS algorithm with Gaussian inputs, this assumption has been shown to be valid for vanishingly small step sizes 8], and it has been successfully used to analyze other adaptive algorithms with nonlinear updates 9]. The assumption is necessary in our analysis in order to express the third-and higher-order moments of the coe cient vector as products of rst-and second-order moments. Simulations in the next section show that the resulting analysis accurately predicts the system's expected behavior.
We begin the analysis by rewriting the update relationship in (1){(2) in a single equation. By substituting (2) into (1) and arranging terms, we have
Note that, unlike the LMS algorithm, (3) is a quadratic update in W k . Taking expectations of both sides of (3) 
where the matrices A k and G k are given by
respectively. Post-multiplying (5) by its transpose and taking expectations, we get
By employing the standard independence assumptions, it can be shown through the results in 4] that the rst term on the right-hand-side of (8) is given by (9) where the matrix C XdX = E X k d 2 k X T k ] can be evaluated using the Gaussian input and desired response signal assumptions as C XdX = 2P Xd P T Xd + 2 d R XX : (10) To evaluate the second right-hand-side term in (8), we note under the independence assumptions that
where C XdX is as given in (10) . By assuming that W k is Gaussian-distributed, this expression can be evaluated as
Finally, the third and fourth right-hand-side terms in (8) are transposes of one another; thus it is su cient to nd an expression for the third term. For brevity, the calculations associated with deriving this term are omitted. With W k assumed to be Gaussian-distributed, the resulting expression is . However, for known R XX and P Xd , these equations can be iterated using a computer to determine the expected behavior of the algorithm, and its performance can be studied for various step sizes .
Stationary Point of the Algorithm
Further information about the behavior of the algorithm can be found by determining an equation de ning the stationary points of the update in (3) 
for an unbiased estimate. In other words, the anti-Hebbian learning algorithm only produces an unbiased estimate of the unknown system when the noise corrupting the input signal is uncorrelated and has the same variance as the noise corrupting the desired response signal. This result is independent of the values of the correlation lags E n d;k n d;k+i ] for i 6 = 0.
We can determine the level of bias produced by the anti-Hebbian algorithm in speci c cases. As an example, let the signal e x k be uncorrelated with variance 2 e x , and let the noises n x;k and n d;k be uncorrelated. Then, it can be shown using (17) Otherwise, the estimate is biased.
Simulations
We now present simulations of the anti-Hebbian and LMS adaptive algorithms for a twocoe cient system identi cation task. In these simulations, the signal e x k was taken from a zero-mean Gaussian autoregressive process with E e x k e x k+m ] = a jmj with a = 0 (uncorrelated input) or a = 0:9 (correlated input) in each case. The noisy desired response and input signals were generated according to (15) and (16), respectively, where W opt = 0:1 1:0] T ; and n x;k and n d;k are zero-mean uncorrelated Gaussian noises. For these simulations, the step size was chosen to be = 0:003 for each algorithm. One hundred independent simulation runs were averaged to produce convergence curves for comparison with the theoretical predictions of performance. (4) is not guaranteed to stabilize the update in general, and the algorithm may diverge. Of course, the LMS algorithm does not su er from these di culties for well-behaved (such as Gaussian) noise statistics.
Conclusions
To summarize, we have presented an analysis of a proposed anti-Hebbian FIR adaptive ltering algorithm for jointly-Gaussian input and desired response signals, and we have veri ed that the analysis gives a qualitatively reasonable description of the algorithm's behavior under these conditions. From both theory and simulation, our results suggest that the anti-Hebbian learning algorithm, as proposed, is only useful as an unbiased estimator of an unknown system when the noise corrupting the lter input is uncorrelated with the same variance as the noise corrupting the desired response. In addition, the anti-Hebbian learning algorithm can become unstable when the signal-to-noise ratio of the desired response signal is su ciently small. For these reasons, the anti-Hebbian learning algorithm cannot be recommended for use in FIR adaptive ltering if the statistical natures of any noises corrupting the input and desired response signals are not known. 
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