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Abstract—In this paper, we introduce the exposed secondary
users problem in underlay cognitive radio systems, where both the
secondary-to-primary and primary-to-secondary channels have a
Line-of-Sight (LoS) component. Based on a Rician model for the
LoS channels, we show, analytically and numerically, that LoS
interference hinders the achievable secondary user capacity when
interference constraints are imposed at the primary user receiver.
This is caused by the poor dynamic range of the interference
channels fluctuations when a dominant LoS component exists.
In order to improve the capacity of such system, we propose the
usage of an Electronically Steerable Parasitic Array Radiator
(ESPAR) antennas at the secondary terminals. An ESPAR
antenna involves a single RF chain and has a reconfigurable
radiation pattern that is controlled by assigning arbitrary weights
to M orthonormal basis radiation patterns via altering a set of
reactive loads. By viewing the orthonormal patterns as multiple
virtual dumb antennas, we randomly vary their weights over time
creating artificial channel fluctuations that can perfectly eliminate
the undesired impact of LoS interference. This scheme is termed
as Random Aerial Beamforming (RAB), and is well suited for
compact and low cost mobile terminals as it uses a single RF
chain. Moreover, we investigate the exposed secondary users
problem in a multiuser setting, showing that LoS interference
hinders multiuser interference diversity and affects the growth
rate of the SU capacity as a function of the number of users. Using
RAB, we show that LoS interference can actually be exploited
to improve multiuser diversity via opportunistic nulling.
Index Terms—Aerial degrees of freedom; cognitive radio;
dumb antennas; line-of-sight channels; multiuser diversity; un-
derlay cognitive radio
I. INTRODUCTION
S IGNIFICANT interest has recently been devoted to thecapacity analysis of underlay cognitive radio systems in
fading environments. In underlay cognitive radio, a Secondary
User (SU) aggressively transmits its data over the Primary
User (PU) channel while keeping the interference experienced
by the PU below a predefined interference temperature [1].
The PU is usually assumed to be oblivious to the SU activity,
thus power control is applied by the SU transmitter in order
to meet with the predefined interference constraints. In [2],
Gastpar has shown that imposing a receive power constraint
in an AWGN interference channel does not affect the channel
capacity. However, in a fading environment, Ghasemi and
Sousa proved that channel fluctuations can be exploited to
improve the SU capacity when the Channel State Information
(CSI) is available at the SU transmitter [3]. This capacity
improvement is attributed to the ability of the SU to trans-
mit with very high power when the interference channel is
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severely faded. In [4] and [5], Musavian et al. derived the
ergodic, outage, and minimum-rate capacities under peak and
average interference constraints at the PU receiver. However,
the interference experienced by the SU receiver due to pri-
mary transmission was not considered. Recently, the ergodic
capacity of underlay cognitive radio taking both PU and SU
interference into consideration was calculated in [6]. However,
the analysis therein is limited to the case when all channels are
severely faded, and considers an average interference power
constraint only.
In a practical underlay cognitive setting, the SU capacity
generally depends on two interference channels, namely; the
primary-to-secondary and secondary-to-primary channels [6].
If these channels are subject to Non-Line-of-Sight (NLoS)
fading, then the interference channel gains perceived by the PU
and SU receivers fluctuate drastically over time [7]. Therefore,
the SU transmitter can exploit such fluctuations by oppor-
tunistically allocating higher power to time instants when the
Signal-to-Interference-and-Noise-Ratio (SINR) is large, and
lower power to time instants with poor SINR [2]-[6]. In this
paper, we study a practical underlay cognitive radio system
with joint peak and average interference power constraints,
where the mutual interference channels have dominant LoS
(specular) components. We show that in this case, there are
limited opportunities for the SU due to the poor dynamic
range of channel fluctuations. This results in a significant
SU capacity degradation. We term this problem as the ex-
posed secondary user problem, i.e., the SU is exposed to
the PU via a direct LoS link. Such problem would arise
in emerging cognitive radio technologies such as underlay
Device-to-Device (D2D) Communications, where the small
antenna heights imply that a strong LoS component is likely to
exist between the primary and secondary devices [8]. It also
appears in other recent cognitive radio approaches, such as
the application of underlay cognitive radio to satellite systems
[9], where the Rician channel models inherent in conventional
satellite communications will indeed be involved.
A straightforward approach to improve the capacity of an
arbitrary cognitive radio scheme is the deployment of multiple
antennas. Traditional multiple antenna diversity techniques
were employed in [10]-[13] to improve the SU capacity in
spectrum sharing systems. However, the usage of multiple
uncorrelated antennas is inhibited by the space limitations of
mobile SU transceivers. This is in addition to the need for
multiple RF chains, which increases the cost and complexity
of the SU equipment. While such overhead is bearable for
a base station, it can not be tolerated for modern mobile
terminals. Moreover, emerging cellular underlay D2D tech-
nology involves a mobile SU transmitter and a mobile SU
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receiver [14], which prevents the deployment of multiple
antennas at either terminals. In order to reduce the hardware
complexity of multiple antenna systems, underlay cognitive
radio with antenna selection is implemented using a single
RF chain in [12] and [13]. However, this scheme requires
antennas to be sufficiently seperated in order to achieve full
spatial diversity order. Moreover, an important limitation of all
multiple-antenna schemes is the essence of obtaining the CSI
for every antenna in order to achieve diversity or multiplexing
gains.
The main contribution of this paper is the usage of single
Electronically Steerable Parasitic Array Radiator (ESPAR)
antennas at both the SU transmitter and receiver. In LoS
channels, these antennas are used to create artificial channel
fluctuations to restore the transmission opportunities. This is
achieved by a technique that we refer to as Random Aerial
Beamforming (RAB), where random time-varying complex
weights are assigned to the orthonormal basis radiation pat-
terns of the ESPAR antenna. Inspired by the seminal work
of Viswanath et al. [7], we term the orthonormal radiation
patterns provided by the ESPAR antenna as dumb basis pat-
terns, since they represent Degrees of Freedom (DoFs) that are
neither used to achieve diversity nor to realize multiplexing.
Our analytical and numerical results show that the proposed
scheme can make the LoS interference transparent to both
the secondary and primary systems, thus achieving the same
capacity of the symmetric Rayleigh channel. Furthermore, if
the secondary-to-secondary channel has a LoS component,
we present a novel scheme that induces fluctuations in the
interference channels while maintaining the reliability of the
secondary-to-secondary channel. We refer to this technique as
artificial diversity using smart basis patterns. The proposed
schemes have several advantages. First, no extra hardware
complexity is involved as only a single RF chain is used.
Second, only overall CSI is required to apply optimal power
allocation. Finally, the proposed schemes can be used in low
cost mobile terminals with tight space limitations.
In addition to the capacity benefits of RAB in point-to-point
underlay cognitive radio systems, we show that RAB can play
an important role in multiuser systems. By generalizing the
exposed SUs problem to an N user parallel access channel,
we prove that LoS interference reduces the scaling law of
the SU sum capacity from log(N) to log(log(N)). By using
RAB, artificial fluctuations are induced in the interference
channels restoring the log(N) scaling law. A fundamental
result of this paper is that using RAB, LoS interference
can actually be exploited. We show that using only 2 basis
patterns, multiuser interference diversity can be improved via
opportunistic nulling. In this case, LoS interference act as a
friend and not a foe.
The application of ESPAR and other classes of reconfig-
urable antennas to wireless communications systems is not
actually new. In [15]-[18], the Aerial DoF (ADoF) provided
by the orthonormal basis patterns are used to construct single
radio Beamspace-Multi-Input Multi-Output (MIMO) systems
that can apply spatial multiplexing without the need to deploy
multiple antennas. Recently, beamspace-MIMO was applied
for millimeter-Wave (mm-Wave) systems using parasitic an-
Fig. 1: The ESPAR antenna with 4 parasitic elements.
tenna arrays with reconfigurable loads [19]. Reconfigurable
antennas with predefined sets of radiation patterns were also
employed in [20] to achieve diversity in spectrum sensing
for interweave cognitive radio. In [21], ESPAR antennas were
exploited for detecting spatial holes in multiple PU cognitive
radio systems. Moreover, blind interference alignment was im-
plemented utilizing the reconfigurability feature of the ESPAR
antenna in [22]. Other applications of ESPAR antennas in
multiuser systems can be found in [23].
The rest of the paper is organized as follows: the system
model is presented in Section II. In Section III, we present
the exposed secondary users problem highlighting the capacity
degradation due to LoS interference. The concept of RAB is
then proposed in Section IV. In Section V, we present the
multiple exposed secondary users problem and investigate the
impact of RAB on multiuser interference diversity. Numerical
results are presented in Section V and conclusions are drawn
in Section VI.
II. SYSTEM MODEL
We divide this section into three subsections. First, we
briefly review the ESPAR antenna structure and parameters.
Next, we present the beamspace domain channel model and
show that orthonormal basis patterns can be viewed as virtual
multiple antennas. Finally, we present a generic system model
for the spectrum-sharing system under study with and without
ESPAR antennas at SU terminals.
A. The ESPAR Antenna
As shown in Fig. 1, an ESPAR with M elements is
composed of a single active element (e.g., a λ2 dipole) that
is surrounded by M − 1 identical parasitic elements. Unlike
multi-antenna systems, the parasitic elements are placed rel-
atively close to the active elements. Hence, mutual coupling
between different elements takes place and current is induced
in all parasitic elements. The radiation pattern of the ESPAR
is altered by tuning a set of M − 1 reactive loads (varactors)
x = [jX1 . . . jXM−1] attached to the parasitic elements
XXXXXXX, VOL. XX, NO. X, XXXX 201X 3
[16]. The currents in the parasitic and active elements are
represented by an M × 1 vector i = vs(Y−1+X)−1u, where
Y =


y11 y12 · · · y1M
y21 y22 · · · y2M
.
.
.
.
.
.
.
.
.
.
.
.
yM1 yM2 · · · yMM


is the M ×M admittance matrix with yij being the mutual
admittance between the ith and jth elements. The load matrix
X = diag(50, x)1 controls the ESPAR beamforming, u =
[1 0 . . . 0]
T is an M × 1 vector and vs is the complex feeding
at the active element [16]. The radiation pattern of the ESPAR
at an angle θ is thus given by P (θ) = iTa(θ), where a(θ) =
[a0(θ) . . . aM−1(θ)]
T is the steering vector of the ESPAR at
an angle θ given by [16]-[18]
am(θ) =
{
1, m = 0
exp(jb cos(θ − θm)),m = 1, ...,M − 1
where θm = 2π(m−1)/(M−1), m = 1, ...,M−1, b = 2π dλ ,
and d is the radius of the circular arrangement of parasitic
antenna elements. The beamspace domain is a signal space
where any radiation pattern can be represented as a point
in this space. To represent the radiation pattern P (θ) in the
beamspace domain, the steering vector a(θ) is decomposed
into a linear combination of a set of orthonormal basis patterns
{Φi(θ)}N−1i=0 using Gram-Schmidt orthonormalization, where
N ≤ M [21]. It can be shown that the orthonormal basis
patterns of the ESPAR (also known as the ADoF [16]-[18])
are equal to the number of parasitic elements (i.e., N = M ).
Therefore, the ESPAR radiation pattern in terms of the or-
thonormal basis patterns can be written as [16]
P (θ) =
M−1∑
n=0
wnΦn(θ), (1)
where wn = iTqn are the weights assigned to the basis
patterns and qn is an M × 1 vector of projections of all the
steering vectors on Φn(θ). Thus, the ESPAR radiation pattern
is formed by manipulating the reactive loads attached to the
parasitic elements.
B. Orthonormal basis patterns as multiple virtual antennas
In this section, we construct a generic channel model for the
ESPAR antenna in the beamspace domain showing that the
orthonormal basis patterns offer Aerial Degrees of Freedom
(ADoF) and can act as multiple virtual antennas. Assume a
conventional MIMO system with NT transmit antennas and
NR receive antennas. The channel between the transmitter and
the receiver is characterized by the presence of Q scatterers
as shown in Fig. 2. The qth scattering path is represented by
a fading gain of βq , and a unique pair of transmit and receive
angles φT,q and φR,q . In this case, the received signal vector
r ∈ CNR×1 is given by
r = Hs+ n,
1The opertaion X = diag(x) embeds a vector x in the diagonal matrix X.
Fig. 2: Conventional MIMO spatial multipath channel.
Fig. 3: Representation of a 3-antenna MIMO system in the
beamspace domain.
where H ∈ CNR×NT is the channel matrix representing
the coupling between antenna elements, s ∈ CNT×1 is the
transmitted signal vector, and n ∈ CNR×1 is the noise vector.
The channel matrix can be formulated as [15]
H =
Q∑
q=1
βqaR(θR,q)aT
H(θT,q) = AR(θR)HbAT
H(θT),
(2)
where aR(θR,q) and aT(θT,q) are the steering vectors
of the transmitting and receiving arrays, AR(θR) and
AT(θT) are the receive and transmit steering matrices where
AR(θR) = [aR(θR,1), ..., aR(θR,Q)]NR×Q and AT(θT) =
[aT(θT,1), ..., aT(θT,Q)]NT×Q, and Hb = diag(β1, ..., βQ) is
a Q×Q diagonal matrix. An equivalent model for the MIMO
channel is the virtual channel model [24], which represents the
coupling between virtual angular directions at the transmitter
and the receiver. The channel matrix H in this model is given
by (dropping the dependency on the angles for convenience)
H = A˜RHv A˜
H
T , (3)
where A˜R ∈ CNR×NR and A˜T ∈ CNT×NT are the steering
matrices corresponding to the virtual directions. Iff A˜R and
A˜T are unitary, then the virtual channel matrix can be written
as,
Hv = A˜
H
RARHbAT
HA˜T. (4)
The matrices A˜HRAR and A˜HTAT are the projections of AR
and AT onto the square steering matrices corresponding to
the virtual directions. It was shown in [15] that A˜HRAR
is a Q × NR matrix containing vectors that represent the
response of the orthonormal basis patterns to the scatterers.
Thus, A˜HRAR = ΦR and similarly, A˜HTAT = ΦT, where
XXXXXXX, VOL. XX, NO. X, XXXX 201X 4
ΦR
H = [ΦR,1,ΦR,2, ...,ΦR,NR ] ∈ CQ×NR and ΦTH =
[ΦT,1,ΦT,2, ...,ΦT,NT ] ∈ CQ×NT contain the values of the
NR and NT transmit and receive basis patterns towards the
direction of the scatterers. The system input-output relation-
ship can thus be written as
r = Hs+ n
= A˜RHv A˜
H
Ts+ n
= A˜RΦRHbΦT
HA˜HTs+ n.
Assume that the data symbols are sent over diverse orthogonal
beams rather than antenna elements, in this case the input to
the antenna elements is not equal to the data symbols. The
input to the antenna elements is related to the actual transmit-
ted data symbols sbs via a precoding matrix, i.e., sbs = A˜HT s
and the received signal perceived by the orthogonal beams
at the receiver is given by rbs = A˜HR r. Thus, an alternative
implementation for MIMO transmission is to send and receive
symbols in the beamspace domain, and the channel matrix in
this case can be represented as [23]
Hbs = ΦRHbΦT
H . (5)
The matrix Hbs represents the coupling between the or-
thonormal basis patterns of the transmitter antenna array
and the corresponding patterns at the receiver. The ADoF,
which denote the amount of diverse dimensions in beamspace
on which independent streams can be loaded, is given by
rank(Hbs). In Fig. 3, a 3 × 3 MIMO system is depicted.
The conventional implementation of MIMO transmission is to
load every antenna element with an independent data symbol.
Alternatively, the implementation of MIMO in the beamspace
domain is to load each of the transmit orthonormal basis
patterns (ΦT,1,ΦT,2,ΦT,3) with an independent symbol by
appropriate precoding and applying the techniques in [18]
to demultiplex the symbols perceived by the receive basis
patterns.
Now, recalling the structure of the ESPAR antenna, we note
that the concept of its operation is identical to beamspace
MIMO. Although the ESPAR antenna has only one active
element, it can provide DoF as it is capable of assigning
independent weights to orthonormal patterns via adjusting
reactive loads. Thus, an ESPAR antenna is analogous to
MIMO systems in the beamspace domain, and we can indeed
consider the set of orthonormal patterns as multiple virtual
antennas.
C. Underlay Cognitive Radio System Model
Assume an underlay cognitive radio system where single-
user primary and secondary systems coexist as shown in Fig.
4. The received signals at the kth time instant are given by
At PU-Rx: rp(k) = hp(k)xp(k) + hsp(k)xs(k) + np(k),
At SU-Rx: rs(k) = hs(k)xs(k) + hps(k)xp(k) + ns(k),
(6)
where hp(k) (PU-to-PU), hps(k) (PU-to-SU), hsp(k) (SU-
to-PU) and hs(k) (SU-to-SU) are the respective complex-
valued overall channel gains (linear combination of channel
gains at all basis patterns). The primary and secondary signals
Fig. 4: Spectrum sharing system model.
Fig. 5: Non-uniform water filling power allocation.
xp(k) and xs(k) are complex-valued symbols drawn from an
L-ary constellation, while ns(k) and np(k) are the AWGN
samples with power spectral density No at the secondary and
primary receivers, respectively. The PU terminals are assumed
to be equipped with single omnidirectional antennas while the
antennas provided at the SU terminals are assumed to have
M orthonormal basis patterns having a complex weight vector
w = iTq, where the nth weight wn has an arbitrary complex
value√αnejθn . The weight value depends on the setting of the
parasitic elements reactive loads. This model can be reduced
to the conventional single antenna (with no parasitic elements)
by setting the weight vector to w = [1 0 . . . 0], in which case
one ADoF is available, corresponding to the active antenna
element. We also assume perfect knowledge of these channels
at the SU transmitter and receiver. It is worth mentioning that
our analysis fits any design for reconfigurable antennas with
beamforming capabilities, and not only the ESPAR antenna2.
III. THE EXPOSED SECONDARY USERS PROBLEM
We start with the conventional single antenna scheme with
all parties employing single omnidirectional antennas. In this
case, we set the weight vector for the model in Section II to
w = [1 0 . . . 0].
2A comprehensive framework for single-radio reconfigurable antenna de-
sign and analysis can be found in [18].
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A. Ergodic Capacity Formulation
The ergodic capacity maximization problem is a general-
ization for the problems in [2], [4] and [6]. We adopt a joint
peak and average interference power constraints. In addition,
we extend the work in [2] and [4] by considering the PU-to-
SU as well as the SU-to-PU interference. The problem can be
formulated as
C = max
Ps(Γ)
EΓ
{
log2
(
1 +
γsPs(Γ)
γpsγp +No
)}
,
subject to EΓ {γspPs(Γ)} ≤ Qav, (7)
and Ps(Γ)γsp ≤ Qp,
where Γ = (γs, γsp, γps) = (|hs|2, |hsp|2, |hps|2), Qav and
Qp are the average and peak interference power constraints,
respectively, E{.} is the expectation operator, and Ps(Γ) is
the SU transmit power allocation as a function of the CSI
vector Γ. Without loss of generality, we set the noise spectral
density No = 1 W/Hz. Thus the SNR of any link is equal
to the transmit power of the PU/SU transmitter multiplied by
the channel power. The PU is assumed to transmit with a
constant power of γp. The optimization problem in (7) can be
easily solved using the Lagrangian method [4]. We define the
Lagrangian function Ξ(Ps(Γ), λ) as
Ξ(Ps(Γ), λ) = EΓ
{
log2
(
1 +
γsPs(Γ)
γpsγp + 1
)}
−λ (EΓ {γspPs(Γ)} −Qav) ,
where λ is the Lagrange multiplier. The solution for the
optimal power allocation is obtained by maximizing the La-
grangian function as
∂ Ξ(Ps(Γ), λ)
∂Ps(Γ)
= 0,
yielding Ps(Γ) = 1λγsp log(2)−
γpsγp+1
γs
. In order to satisfy the
peak constraint Ps(Γ)γsp ≤ Qp, and the constraint Ps(Γ) ≥
0, we have
Ps(Γ) =


Qp
γsp
, γsγsp ≤
(1+γpsγp)
1
λ log(2)
−Qp
1
λγsp log(2)
− γpsγp+1γs ,
(1+γpsγp)
1
λ log(2)
−Qp ≤
γs
γsp
≤ λ log(2)(1 + γpsγp)
0, γsγsp ≥ λ log(2)(1 + γpsγp) (8)
where the Lagrange multiplier λ is obtained numerically to
satisfy the constraints in (7). Note that the peak interference
constraint Qp must be greater than the average interference
constraint Qav. Thus, the peak constraint has an impact on SU
capacity only if Qp > 1λ log(2) . If the average constraint is very
large (i.e., λ is very small), then defining a peak interference
constraint is meaningless. By relaxing the peak interference
constraint, we obtain the oprimal power allocation as Ps(Γ) ={
1
λγsp log(2)
− γpsγp+1γs
}+
, where {x}+ = max{x, 0}. This
power allocation policy can be graphically interpreted as water
filling with a non-uniform (time varying) water level as shown
in Fig. 5. The water level depends on the SU-to-PU fading
channel and is quantified by the term 1λγsp log(2) . The allocated
power at each time instant is the difference between the water
level 1λγsp log(2) and the water depth
γpsγp+1
γs
. The optimal
power allocation policy is sensitive to the γs, γsp, and γps
channels statistics as follows:
• The water level is controlled by the reciprocal of γsp. If
γsp is not severely faded, then the problem reduces to the
conventional constant water level power allocation policy.
If γsp is severely faded, the water level fluctuates over
time allowing for larger amount of power to be allocated.
• The water depth is controlled by both γps and the
reciprocal of γs. If γs is severely faded, then the water
depth is relatively small because 1γs is likely to have large
values most of the time. Contrarily, if γps is severely
faded, the water depth is relatively large because γps is
likely to have small values.
Based on (8), the ergodic capacity is given in (9), where
z = γsγsp and fz(z) is the probability density function (pdf)
of z. The random variable z jointly describes the water level
and depth, i.e., it is proportional to the ratio between both
quantities. When γs is severely faded and γsp has a LoS
component, the random variable z will have an exponentially
decaying tail, and it will be highly likely that z has a small
value. On the other hand, when γsp is severely faded and
γs has a LoS component, the random variable z will have a
heavier tail and it will be highly likely that z will have large
values, which corresponds to large allocated power.
In the following subsections, we investigate the SU capacity
when the SUs are exposed to the PU via a direct LoS channel.
We highlight the negative impact of LoS interference on
the SU capacity and show that LoS interference hinders the
capacity gain obtained by opportunistic power allocation. In
the following analysis, an X − Y scenario describes the one
where the SU-to-SU channel is subject to a fading distribution
Y and the mutual interference channels (SU-to-PU and PU-
to-SU channels) are subject to fading distribution X . In each
scenario, we aim at identifying the behavior of the interference
channels and the power allocation opportunities offered to the
SU transmitter.
B. The Rician-Rician Scenario
In this scenario, all the channels have LoS components. In
other words, both the SU-to-SU and the mutual interference
channels are not severely faded. We adopt a Rician model for
the SU-to-SU, SU-to-PU, and PU-to-SU channels as follows:
hi(k) =
√
γi
(√
Ki
Ki + 1
ejφi + vi(k)
)
(10)
where hi(k) ∈ {hs(k), hsp(k), hps(k)}, Ki ∈
{Ks,Ksp,Kps}, vi(k) ∈ {vs(k), vsp(k), vps(k)}, and
φi ∈ {φs, φsp, φps}. The parameters Ks, Ksp, and Kps
are the K-factors (specular components) of the hs, hsp,
and hps channels, respectively. The components vs(k),
vsp(k), and vps(k) are the diffused components where
(vs(k), vsp(k), vps(k)) ∼ CN
(
0,
(
1
Ks+1
, 1Ksp+1 ,
1
Kps+1
))
,
while φs, φsp, φps are the constant phases of the LoS
components. Non-identical Rician channels with average
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C = Eγps


∫ (1+γpsγp)
{ 1λ log(2)−Qp}+
z=λ log(2)(1+γpsγp)
log2
(
z
λ log(2)(γpsγp + 1)
)
fz(z)dz +
∫ ∞
z=
(1+γpsγp)
{ 1λ log(2)−Qp}+
log2
(
1 +
Qp z
(γpsγp + 1)
)
fz(z)dz

 .
(9)
channel powers of (γs, γps, γsp) are assumed for the channels
(hs, hps, hsp). The pdf of the channel power γi = |hi|2 when
|hi| follows a Rician distribution is given by [25]
fγi(γi) =
1 +Ki
γi
e
−Ki− (1+Ki)γi γiIo
(
2
√
Ki(1 +Ki)
γi
γi
)
(11)
where Io(.) is the modified Bessel function of the first kind.
In the Rician-Rician scenario, both γsp and γps follow the
distribution in (11). The dynamic range of the interference
channels (|hsp|,|hps|) fluctuations can be expressed by the
variance (σ2sp,ps) of the Rician distribution [25]
σ2sp,ps =
2
γsp,ps
Ksp,ps + 1
+
Ksp,ps
Ksp,ps + 1
− πγsp,ps
2(Ksp,ps + 1)
L21/2
(−Ksp,ps
2γsp,ps
)
,
where L21/2(.) is the square of the Laguerre polynomial. An
interesting scenario is when the K-factor tends to ∞. Given
that the limit of the Laguerre polynomial is limx→−∞ Lv(x) =
|x|v
Γ(v+1) , where Γ(.) is the gamma function [25], it can be
easily shown that the variance of the interference channels
σ2sp,ps tends to 0 when Ksp,ps → ∞. Thus, a dominant
LoS interference signal makes the interference channel almost
deterministic. Therefore, for the Rician-Rician scenario with
Ks,sp,ps →∞, the pdfs of z and γps tend to
fz(z)→ δ
(
z − γs
γsp
)
, and fγps(γps)→ δ(γps − γps).
The ergodic SU capacity is obtained by plugging fz(z) and
fγps(γps) in (9), leading to the same capacity of the AWGN
interference channel under receive power constraint as follows
lim
Ksp,ps→∞
C = log2

1 + Qavγsp γs
1 + γpγps

 ,
which is the SU capacity when all channels are AWGN with
no fading. Based on this analysis, we conclude the following
remark.
Remark 1: Because no SU transmit power constraint is
imposed, the amount of average power transmitted by the SU
is controlled by the statistics of γsp and γps. If both channels
are not severely faded, the SU transmits with an almost
constant power level, which can be interpreted as an equivalent
transmit power constraint whose value is decided by γsp and
γps. This means that non-severely faded interference channels
hinder the opportunistic behavior of the SU. Furthermore, the
existence of a LoS component in the SU-to-SU channel makes
the SU capacity reduce to the deterministic AWGN capacity.
C. The Rician-Rayleigh Scenario
In this scenario, the SU-to-SU channel is characterized
by a large dynamic range (large variance) and follows a
Rayleigh distribution, while the interference channels have a
LoS component and follow a Rician distribution. The random
variable z = γsγsp is the ratio between the squares of a Rayleigh
and a Rician random variable. In order to obtain the capacity,
we first rewrite the pdf of γsp in (11) in terms of the Meijer-G
function Gm,np,q
(a1,...,ap
b1,...,bq
∣∣z) [26, Sec. 7.8] as
fγsp(γsp) =
1 +Ksp
γsp
e
−Ksp− (1+Ksp)γspγsp G1,00,2
(
−
0,0
∣∣∣∣Ksp(1 +Ksp)γspγsp
)
.
(12)
Noting that γs follows an exponential distribution with
fγs(γs) =
1
γs
e−
γs
γs and that the pdf of Z = XY is given
by fZ(z) =
∫ +∞
−∞ |y|px,y(zy, y)dy [25], one can obtain the
expression in (13) for the pdf of z. Using the property
zGm,np,q
(a1,...,ap
b1,...,bq
∣∣z) = Gm,np,q (a1+1,...,ap+1b1+1,...,bq+1 ∣∣∣z), the integral can
be evaluated as the standard laplace transform of a Meijer-G
function [26] yielding the result in (16). We notice that when
the K-factors →∞, the pdfs of interest tend to
lim
Ksp→∞
fz(z) =
γsp
γs
e
−γspz
γs , lim
Kps→∞
fγps(γps) = δ(γps−γps).
Thus, the ergodic capacity of the SU is obtained by plugging
the pdfs fz(z) and fγps(γps) in (9). Unlike the Rician-Rician
scenario, the variable z is not deterministic at large values
of Ksp. Instead, z is exponentially distributed, which implies
that fz(z) has an exponentially-bounded tail. Because a pdf
with an exponentially-decaying tail gives small weight to large
values of z, the capacity of the SU is still limited as it depends
on the integral
∫
log(z)fz(z)dz. We quantify the SU capacity
of this scenario in the following lemma.
Lemma 1: For asymptotically large K-factors and infinite
peak interference constraint, the SU capacity in the Rician-
Rayleigh Scenario is bounded by
C → Ei
(
−λ log(2)(γpsγp + 1)
γsp
γs
)
.
where Ei(.) is the exponential integral function. At large SNR
for the SU-to-SU channel (γs → ∞), the SU capacity tends
to
C . log2
(
γs
λAWGN log(2)γsp(γpγp + 1)
)
− γ,
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where . is the asymptotic inequality and γ is the Euler-
Mascheroni constant. At low SU-to-SU SNR (γs → 0), the
SU capacity tends to
C &
γs exp
(
−λAWGN log(2)γsp(γpγp+1)γs
)
λAWGN log(2)γsp(γpγp + 1)
,
where λAWGN is the lagrange multiplier for the AWGN
channel.
Proof See Appendix A.
Note that the SU capacity in terms of the Lagrangian multiplier
when all the channels are AWGN is given by CAWGN =
log2
(
γs
λAWGN log(2)γsp(γpγp+1)
)
. Thus, the results of Lemma
1 suggest the following:
• For an asymptotically large γs, the SU capacity in the
Rician-Rayleigh scenario is less than the AWGN capacity
by a constant gap that is equal to the Euler-Mascheroni
constant γ ≈ 0.577 bits/sec/Hz.
• For asymptotically small γs, the SU capacity in the
Rician-Rayleigh scenario is greater than the AWGN ca-
pacity as it can be shown that 1xe
−x > log( 1x ), ∀x > 0.
These conclusions lead to the following remark.
Remark 2: Severe fading in the SU-to-SU link is generally
a source of unreliability. In other words, SU-to-SU channel
fluctuations results in an unreliable channel. The only way
to exploit such fluctuations is to optimally allocate power
based on the SU transmitter CSI at low SNR, where the
capacity is inherently power limited. This corresponds to
the conventional point-to-point fading channel with CSI at
the transmitter analyzed by Goldsmith and Varaiya in [27].
Moreover, the LoS components in the interference channels
hinder any opportunities to improve the capacity, and the
optimal power allocation is almost oblivious to the interference
channel fluctuations.
D. The Rayleigh-Rayleigh Scenario
In this scenario, all channels are severely faded with drastic
fluctuations over time. Because hsp does not have a LoS
component, the pdf of z can be obtained by setting Ksp to
0 in (16) yielding
fz(z) =
γsp
γs
(
1 + z
γsp
γs
)2 ,
which is the log-logistic distribution. It can be shown that the
log-logistic distribution is a fat-tailed distribution by showing
that P [Z > z] ∼ z−α as z → ∞, where α > 0 and ∼
is the asymptotic equivalence. Thus, the pdf of the variable
z has a heavier right-tail in the Rayleigh-Rayleigh scenario
compared to the Rician-Rician and Rician-Rayleigh scenarios,
which means that
∫
log(z)fz(z) in (9) will be larger in the
Rayleigh-Rayleigh scenario as fz(z) is slowly decaying and
will give significantly larger weights to larger values of log(z)
(note that log(z) is a monotonically increasing function of z).
On the other hand, γps still has an exponentially bounded tail.
Again, this contributes to the SU capacity enhancement as C
depends on − ∫∞
γps=0
log(γps+v)fγps(γps) in (9), where v is a
constant. Thus, severely faded interference channels offer SU
capacity gain even if the SU-to-SU channel is severely faded
as well. The SU opportunistic behavior can be quantified by
the pdf tails for z and γps. The heavier the tail of fz(z) and
the faster the pdf of γps decays, the larger is the SU capacity.
Recalling the water filling power allocation, the heavy tail of
z means that the ratio between the water level and depth is
likely to have a large value (i.e., large allocated power).
E. The Rayleigh-Rician Scenario
In this scenario, the SU-to-SU channel is a reliable LoS
channel, while the interference channels are severely faded.
Assuming that the SU-to-SU K-factor is asymptotically large,
we can approximate the pdf of γs as fγs(γs) ≈ δ(γs − γs).
Each of the interference channels γsp and γps follows an
exponential distribution. Thus, the variable z = γsγsp is the
reciprocal of an exponential random variable. The pdf of z
will be given by a simple random variable transformation as
lim
Ks→∞
fz(z) =
γs
γsp z
2
e
−γs
γsp z .
Note that fz(z) ∼ z−2 when z → ∞, which means that the
distribution of z is a fat-tailed distribution. The distribution
of γps has an exponentially distributed tail as hps follows
a Rayleigh distribution. These results lead to the following
remark.
Remark 3: When the interference channels are severely
faded, and the SU-to-SU channel has a LoS component with
an asymptotically large K-factor, z is characteized by fat-
tailed distribution and γps follows an exponential distribution
with an exponentially decaying tail. Thus, the water level to
depth ratio is likely to have large values over time allowing
for opportunistic power allocation at the SU transmitter.
Combining remarks 1, 2, and 3, we reach the following
conclusion. The capacity of an underlay cognitive system with
interference constraints at the PU receiver depends on the
statistics of the PU-to-SU and SU-to-PU interference channels.
When the interference channels are severely faded, the water
filling power allocation can offer a significant capacity gain
compared to the AWGN scenario. However, when the SUs
are exposed to the PUs via LoS channels, the SU transmitter
finds limited power allocation opportunities and the capacity
of such system becomes similar to the AWGN capacity for
asymptotically large K-factors. The impact of the SU-to-
SU channel statistics is similar to conventional point-to-point
fading channels, where fading is generally considered a source
of unreliability. However, at low SU-to-SU channel SNR, such
fluctuations can be exploited to improve capacity when optimal
power allocation is applied.
IV. RANDOM AERIAL BEAMFORMING USING DUMB BASIS
PATTERNS
Motivated by the analysis in the previous section, we pro-
pose a technique that can eliminate the impact of LoS interfer-
ence by improving the dynamic range of interference channels
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fz(z) =
1 +Ksp
γspγs
e−Ksp
∫ ∞
0
γspe
−
(
(1+Ksp)
γsp
+ zγs
)
γsp
G1,00,2
(
−
0,0
∣∣∣∣Ksp(1 +Ksp)γspγsp
)
dγsp (13)
=
2e−Ksp
Kspγs
∫ ∞
0
e
−
(
(1+Ksp)
γsp
+ zγs
)
γspG1,00,2
(
−
1,1
∣∣∣∣Ksp(1 +Ksp)γspγsp
)
dγsp (14)
=
2e−Ksp
Kspγs
× 1
1+Ksp
γsp
+ zγs
×G1,11,2

 0
1,1
∣∣∣∣∣∣ Ksp(1 +Ksp)γsp ( (1+Ksp)γsp + zγs)

 (15)
=
(1 +Ksp)γsp
γs
e
−Ksp+ Ksp(1+Ksp)
(1+Ksp)+
γsp
γs
z

 (1 +Ksp)2 + z γspγs(
(1 +Ksp) + z
γsp
γs
)3

 . (16)
fluctuations. This is achieved by RAB, which intentionally
induces artificial fluctuations in these channels by randomizing
the complex weights assigned to the basis patterns of an
ESPAR antenna. Throughout this section, we adopt the system
model presented in Section II, with an ESPAR antenna weight
vector of w = iTq =
[ √
α1e
jθ1 . . .
√
αMe
jθM
]
.
A. Random Aerial Beamforming (RAB)
By viewing the ADoF provided by the orthonormal basis
patterns as virtual dumb antennas or dumb basis patterns, we
adjust the reactive loads of the parasitic antenna elements such
that the weights assigned to the basis patterns are randomly
varied over time. Based on the system model presented in
Section II, an ESPAR antenna with M − 1 parasitic elements
employed at the transmitter and the receiver has an input-
output relationship given by rbs = Hbs sbs + n, where
sbs ∈ CM×1 is the set of weights assigned to the basis patterns
obtained by altering the reactive loads, rbs is the signal vector
received at the beamspace domain, and n is a noise vector. The
received beamspace vector can be further reduced to
rbs = ΦRHbΦT
H sbs + n, (17)
where ΦRH = [ΦR,1,ΦR,2, ...,ΦR,M ] ∈ CQ×M and ΦTH =
[ΦT,1,ΦT,2, ...,ΦT,M ] ∈ CQ×M are the responses of the
transmit and receive basis patterns towards the Q scatterers.
If a LoS component with a specific K-factor exists between
the transmitter and the receiver, the channel model reduces to
rbs =
(√
K
K + 1
Hbs +
1√
K + 1
ΦRHbΦT
H
)
sbs + n,
(18)
where Hbs is the beamspace deterministic LoS channel matrix
with entries [
√
γ ejφ
k,m
], where k = 0, 1, ...,M − 1, m =
0, 1, ...,M − 1, and γ is the average SNR. The entries of Hbs
denote the deterministic phase shifts of the LoS components at
various basis patterns. The implementation of RAB in the SU
receiver is different from its implementation at the transmitter
as explained hereunder.
1) RAB at the SU transmitter: The goal of applying
RAB at the SU transmitter is to induce artificial fluctuations
in hsp. Assume a SU transmitter with MT basis patterns
(MT − 1 parasitic antenna elements). For the SU transmitter
to send a symbol xs(k) to the SU receiver at time
instant k, it selects a basis patterns weight vector sbs =[
xs(k)
√
αT,1(k)e
jθT,1(k) . . . xs(k)
√
αT,MT (k)e
jθT,MT (k)
]
.
In this case, sbs = wT(k)x(k), where wT(k) ∈ CMT×1.
Without loss of generality, we set αT,i(k) = 1MT , ∀i
and randomly vary the phases θT,i(k) every time instant
k according to a uniform distribution θi(k) ∼ Unif(0, 2π)
(independent phases are selected for all basis patterns). Hence,
at each time instant k, the SU transmitter adjusts the reactive
loads such that sbs =
[
xs(k)e
jθT,1(k)√
MT
. . . xs(k)e
jθT,MT
(k)
√
MT
]
.
2) RAB at the SU receiver: In order to induce fluctuations
in the PU-to-SU interference channel hps, RAB must be
employed by the SU receiver. The receiver uses an ES-
PAR antenna with MR basis patterns. A weight vector of
wR(k) =
[
ejθR,1(k)√
MR
. . . e
jθR,MR
(k)
√
MR
]
, where the set of phase
shifts θR,i(k), i = 1, ...,MR, are independent and uniformly
distributed. Because an ESPAR antenna has a single RF
chain, the received beamspace signal vector rbs can not be
handeled in the RF front-end. In fact, the RF chain perceives
a linear combination of the elements of rbs weighted by
wR(k). We denote the signal received at the SU receiver as
r(k) = wR
H(k) rbs.
3) Equivalent RAB Signal Model: The signal model at
the kth time instant for a transmitter-receiver pair using
ESPAR antennas and applying RAB can be obtained by
setting r(k) = wRH(k) rbs and sbs = wT(k)x(k)
thus yielding the result in (19). We consider ΦT,i =
[ΦT,i(ϕ1(k)), ΦT,i(ϕ2(k)) . . . ,ΦT,i(ϕQ(k))]
T to be a set of
Q spatial samples of the ith basis pattern towards the Q
scatterers at the kth instant, where the qth element is the
spatial element at a departure angle of ϕq . The same applies
to ΦR,i for the receive basis patterns. The time varying gain
of the qth scatterer is denoted by βq(k). from this equation,
it is clear that applying RAB results in an equivalent channel
heq(k), with new statistics other than the Rician distribution.
The statistics of heq(k) depend on the weight vectors wR(k)
and wT(k). Revisiting the signal model in (6), we rewrite
the received signals at the PU and SU receivers (rp(k) and
rs(k), respectively) in (21) and (22). We assume that the SU
transmitter and receiver employ ESPAR antennas with MT
and MR basis patterns, and response matrices ΦTMT×Q and
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ΦRMR×Q, respectively while the PU transmitter and receiver
use conventional antennas with radiation patterns Φ˜T ∈ C1×Q
and Φ˜R ∈ C1×Q, and weighting vectors w˜R(k) and w˜T(k),
respectively. Without loss of generality, we set w˜R(k) = 1
and w˜T(k) = 1. Let i ∈ {s, sp, ps} denote the SU-to-SU,
SU-to-PU, and PU-to-SU channels, respectively . Channel
i is characterized by the following parameters: a K-factor
Ki, a deterministic LoS beamspace channel matrix H
i
bs with
entries [
√
γi ejφ
k,m
i ] denoting the phase of the LoS component
between the kth transmit basis pattern and the mth receive
basis pattern, γi is the average SNR, and βiq is the gain of the
qth scattered component. βiq is distributed with an arbitrary
pdf with a variance of γi. In the following theorem, we derive
the statistics of the equivalent channels heqs (k), heqsp(k), and
heqps(k) after applying RAB.
Theorem 1: For large enough number of transmit and
receive basis patterns MT and MR, if the SU-to-SU, SU-to-
PU, and PU-to-SU channels have LoS components with K-
factors of Ks, Ksp, and Kps , respectively , the equivalent
channels after applying RAB are Rayleigh distributed. Thus,
heqs (k) ∼ CN (0, γs), heqsp(k) ∼ CN (0, γsp), and heqps(k) ∼
CN (0, γps).
Proof See Appendix B.
Theorem 1 implies that RAB restores the opportunities
hindered by LoS interference by inducing fluctuations in the
Rician channels. However, inducing fluctuations in the SU-to-
SU channel is not preferrable at high SU-to-SU average SNR
as clarified by Lemma 1. In the next subsection, we present a
variation of RAB that preserves the reliability of the SU-to-SU
channel.
B. Smart basis patterns: Maintaining the Secondary Channel
Reliability using Artificial Diversity
It is important to note that the application of RAB will
induce fluctuations not only in the interference channels, but in
the SU-to-SU channel as well. Consequently, if the secondary
channel is originally Rayleigh-faded, RAB will not alter its
statistics. However, if the secondary channel is Rician (reliable
LoS channel), RAB will turn it into a severely-faded one.
Therefore, the techniques explained in the previous subsection
are applicable for the Rician-Rayleigh scenario, but not for
the Rician-Rician scenario. If the secondary channel is a
reliable LoS channel, we aim at maintaining its reliability
while inducing fluctuations in the interference channels. This
can be achieved by a technique that we refer to as artificial
receive diversity. Based on (B.32), the SU-to-SU equivalent
channel can be given by heqs (k) = Us(k) + Vs(k). The
scattered component Vs(k) follows a Rayleigh distribution,
while the artificial fading component can be formulated by
rewriting (B.32) as
Us(k) =√
Ksγs
(Ks + 1)MTMR
MR∑
m=1
(
MT∑
l=1
ej(θT,l(k)+φ
l,m
s )
)
︸ ︷︷ ︸
am
ejθR,m(k),
(23)
where am is the superposition of the responses of the MT
transmit basis patterns towards the mth receive basis pattern.
At high SNR, it is required to maintain the reliability of the
SU-to-SU channel, which can be done by applying Maximum
Ration Combining (MRC) at the receive basis patterns. This
can be simply applied by setting θR,m(k) = −∠am. Note
that am does not need to be estimated at the SU receiver
as the values of θT,l(k) are pseudo-randomly generated by
the SU transmitter, and the values of φl,ms are deterministic
and depend on the antenna structure. The artificial fading
component in this case will follow a Chi-Square distribution
with MR degrees of freedom, i.e., Us(k) ∼ X (2MR). Thus,
the more basis patterns at the receive ESPAR antenna, the less
fluctuations observed in Us(k). In this case, the receive basis
patterns act as smart basis patterns, and because this diversity
scheme averages the fluctuations that were artificially induced
by the SU transmitter, we term it as artificial diversity. For an
asymptotically large MR, the LoS component can be perfectly
reconstructed.
It is worth mentioning that, although the receive basis
patterns act as smart antennas for the SU-to-SU link, they still
act as dumb antennas for the PU-to-SU link, as the ESPAR
weights at the SU receiver are not selected based on the PU-
to-SU CSI and fluctuations are still induced in the interfer-
ence channels. An interesting analogy between the artificial
diversity and spread-spectrum systems can be constructed. In
spread-spectrum systems, the transmitter spreads the spectrum
of the transmitted signal using a random code sequence to
minimize the ability of a hostile transceiver to intercept/Jam
such signal, and the receiver de-spreads the spectrum of the
signal before decoding. In the proposed artificial diversity
scheme, the SU transmitter spreads the pdf of the transmitted
signal over a larger dynamic range using random weights for
orthogonal basis patterns to minimize the PU-to-SU and the
SU-to-PU interference, and the SU receiver de-spreads the pdf
of the signal before decoding.
V. THE MULTIPLE EXPOSED SECONDARY USERS
PROBLEM: OPPORTUNISTIC SCHEDULING USING RAB
In this section, we shift from temporal opportunistic power
allocation in point-to-point channels, to spatial opportunistic
scheduling in multiuser channels. In a conventional multiuser
network, selecting the user with the best instantaneous channel
condition results in a Multiuser Diversity (MD) gain in the
achievable sum capacity. This scheme is known as Dynamic
Time Division Multiple Access (D-TDMA). In addition to
the conventional MD gain, Zhang and Liang introduced the
concept of Multiuser Interference Diversity (MID) in [29].
MID can be exploited to improve the sum capacity gain
in underlay cognitive schemes by scheduling the user with
the maximum SINR at each time slot. Thus, MID involves
exploiting the spatial diversity in the SU-to-SU, SU-to-PU,
and PU-to-SU channels. In [30], it was shown that the sum
capacity of underlay cognitive radio scales like log(N) when
only interference constraints at the PU receiver are imposed.
This means that the underlay cognitive capacity grows faster
than the conventional multiuser channel capacity, which grows
like log(log(N)) [7].
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r(k) = wR
H(k)
(√
K
K + 1
Hbs +
1√
K + 1
ΦRHbΦT
H
)
wT(k)︸ ︷︷ ︸
heq(k)
x(k) + n(k). (19)
heq(k) = wR
H(k)


√
K γ
K + 1


ejφ
1,1
. . . ejφ
1,MR
.
.
.
.
.
.
.
.
.
ejφ
MT ,1
. . . ejφ
MT ,MR

+ 1√K + 1


ΦR,1(ϕ1(k)) . . . ΦR,1(ϕQ(k))
.
.
.
.
.
.
.
.
.
ΦR,MR(ϕ1(k)) . . . ΦR,MR(ϕQ(k))

 (20)


β1(k) 0 . . . 0
0 β2(k) . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . βQ(k)




Φ∗T,1(ϕ1(k)) . . . Φ
∗
T,MT
(ϕ1(k))
.
.
.
.
.
.
.
.
.
Φ∗T,1(ϕQ(k)) . . . Φ
∗
T,MT
(ϕQ(k))



wT(k)
rp(k) = hp(k)xp(k) + w˜
H
R(k)
(√
Ksp
Ksp + 1
H
sp
bs +
1√
Ksp + 1
Φ˜RH
sp
b ΦT
H
)
wT(k)︸ ︷︷ ︸
heqsp(k)
xs(k) + np(k). (21)
rs(k) = wR
H(k)
(√
Kps
Kps + 1
H
ps
bs +
1√
Kps + 1
ΦRH
ps
b Φ˜
H
T
)
w˜T(k)︸ ︷︷ ︸
heqps(k)
xp(k) (22)
+wR
H(k)
(√
Ks
Ks + 1
H
s
bs +
1√
Ks + 1
ΦRH
s
bΦT
H
)
wT(k)︸ ︷︷ ︸
heqs (k)
xs(k) + ns(k).
In the seminal work in [7], it was shown that LoS chan-
nels hinder the achievable MD gain. It is expected that a
similar effect would be encountered when considering LoS
interference in an underlay cognitive setting. In this section,
we aim at answering the following question: “How would LoS
interference affect the SU capacity scaling?” This section can
be considered as a generalization for the exposed SU problem
when multiple SUs exist. While there exists multiple settings
for the multiple SU scenario, we limit our discussion to the
Parallel Access Channel (PAC) for the following reasons.
First, unlike the multi-access and broadcast channels, the PAC
involves the impact of both multiuser transmit and receive in-
terference diversity [29]. Second, this setting is applicable for
multiuser underlay D2D communications in cellular systems
[31].
A. Multiuser PAC Problem Setting
Consider an extension for the system model presented
in Section II, where N independent SU transmitter-
receiver pairs coexist with a PU transmitter-receiver pair.
Fig. 6 depicts the N -user underlay cognitive scheme,
where (hs,1, hs,2, ..., hs,N ), (hsp,1, hsp,2, ..., hsp,N ), and
(hps,1, hps,2, ..., hps,N ) denote the sets of N independent and
identically distributed SU-to-SU, SU-to-PU, and PU-to-SU
channels, respectively. Assume time-slotted transmission,
Fig. 6: An N user parallel access cognitive channel.
where the fading channels change independently every slot.
Because we are only interested in obtaining the capacity
scaling laws, we relax the average interference constraint and
consider a peak constraint of Qp only. Among all SU pairs,
only the one with the best SINR is scheduled at each time
slot. Thus, the selected SU pair n∗ at a certain time slot is
n∗ = arg max
n∈{1,2,...,N}
γs,n
Qp
γsp,n
1 + γpγps,n
. (24)
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Now assume a reference network, which does not include
a PU link. In such network, which corresponds to a con-
ventional PAC, the selected user at a certain time slot is
n∗ = arg maxn∈{1,2,...,N} γs,n. We define the MD gain γ(N)
as the ratio between the selected SU average channel power
in an N SUs network to the single SU average channel power.
Therefore, the MD gain for the reference network is given by
γo(N) =
E{γs,n∗}
E{γs} . Assuming Rayleigh fading for all SU links,
E{γs,n∗} = γsHN [25], where HN is the N th harmonic
number defined as HN = 1 + 12 +
1
3 + ... +
1
N . For large
number of users, we have limN→∞ γo(N) = limN→∞HN =
log(N)− γ, where γ is the Euler-Mascheroni constant. Thus,
limN→∞ γo(N) ≈ log(N). The ergodic capacity of the ref-
erence network is given by E {log(1 + γs,n∗)}, and is upper-
bounded by log(1+E {γs,n∗}) due to the Jensen’s Inequality
and the concavity of the logarithmic function. Therefore,
the sum capacity of the reference network, which represents
a conventional multiuser scheme, grows like log(log(N)).
In the next subsection, we obtain the scaling laws for the
underlay cognitive PAC scheme, and study the impact of LoS
interference on the capacity growth rate.
B. Capacity Scaling for Exposed SUs
Let γPAC(N) be the ratio between the selected SU pair
average SINR in an N SUs network to the single SU pair
average SINR. This quantity jointly describes the MD and
MID gains. The SU pair is selected as shown in (24). A lower
bound on γPAC(N) is given by
γPAC(N)
(a)
≥
E
{
γ
s,n
′Qp
γ
sp,n
′ (1+γpγps,n′ )
}
E
{
γs,nQp
γsp,n(1+γpγps,n)
} (25)
(b)
=
E
{
γs,n′
}
E {γs,n}
E
{
Qp
γ
sp,n
′ (1+γpγps,n′ )
}
E
{
Qp
γsp,n(1+γpγps,n)
} (26)
(c)
= γo(N), (27)
where the SU pair n′ is the one with the largest SU-to-SU
channel. The inequality (a) is due to the fact that selecting
the SU pair with the largest γs,n is suboptimal (because the
user with the maximum γs,n is not necessarily the one with
the largest SINR), (b) follows from the independence of the
SU-to-SU and the interference channels, and (c) is due to the
fact that E
{
Qp
γ
sp,n
′ (1+γpγps,n′ )
}
= E
{
Qp
γsp,n(1+γpγps,n)
}
. This
inequality implies that multiuser diversity offers larger gain
in the underlay cognitive scheme compared to conventional
multiuser networks. This follows from the fact that we can
exploit MID as well as conventional MD. While γo(N) acts
as a lower bound for γPAC(N), we need to figure out the
growth rate of γPAC(N) with the number of users N . This
can be decided by the following upper-bound
γPAC(N) ≤
E {maxn γs,n}E
{
maxn
Qp
(1+γpγps,n)
}
E
{
maxn
1
γsp,n
}
E {γs,n}E
{
Qp
(1+γpγps,n)
}
E
{
1
γsp,n
} .
(28)
The inequality in (28) is due to the fact that the SU pair
with the best SU-to-SU channel does not necessarily have the
minimum PU-to-SU and SU-to-PU channels. In the following
theorem, we construct an upper-bound on the growth rate of
γPAC(N).
Theorem 2: When the N SU pairs are exposed to the PU
terminals via LoS links with K-factors Ksp and Kps, and all
SU-to-SU channels include a LoS component with a K-factor
of Ks, the combined MD-MID gain γPAC(N) growth rate is
upper-bounded by(√
log(N)
Ks+1
+
√
Ks
Ks+1
)2
+O(log(log(N)))(√
1
N(Ksp+1)
+
√
Ksp
Ksp+1
)2
+O(log(N))
×
1(√
1
N(Kps+1)
+
√
Kps
Kps+1
)2
+O(log(N))
.
Proof See Appendix C.
In Theorem 2, we assume that γp >> 1 and that all SU
pairs have the same average SNR. A system with non-identical
average SNR for SU pairs can achieve the same growth rate
in Theorem 2 using a proportional fair algorithm [7]. In the
following subsections, we describe the capacity scaling for the
scenarios examined before in Section III.
1) The Rician-Rician Scenario: For asymptotically large
K-factors, the growth rate in theorem 2 tends to be a constant
term. This is due to the fact that large value of Ks hinders
the MD gain, and large values of Ksp and Kps hinder the
transmit and receive MID. The impact of the SU-to-SU LoS
transmission is a reduction of 1Ks+1 in the growth term of
log(N). On the other hand, the impact of SU-to-PU LoS
interference is a reduction of 1Ksp+1 in the
1
N factor, thus
the term
√
1
N(Ksp+1)
+
√
Ksp
Ksp+1
→ 1 when Ksp →∞.
2) The Rician-Rayleigh Scenario: For asymptotically large
Ksp and Kps, the terms
√
1
N(Ksp+1)
+
√
Ksp
Ksp+1
→ 1 and√
1
N(Kps+1)
+
√
Kps
Kps+1
→ 1. Contrarily, the SU-to-SU chan-
nel is subject to Rayleigh fading, so Ks = 0. Thus, γPAC(N)
approximately grows like log(N), and the capacity grows like
log(log(N)). This is the same growth rate of the conventional
(reference) multiuser network with no MID. Therefore, LoS
interference hinders MID gain and the capacity follows the
same scaling law of the reference network.
3) The Rayleigh-Rayleigh Scenario: All K-factors are set
to zero, and the growth rate in Theorem 2 reduces to
N2 log(N). Thus, the SU capacity scales like log(N) +
O(log(log(N))), which means that the multiuser gain scales
faster with the number of users in the underlay cognitive
system compared to conventional interference free system.
This is because the SUs exploit MID as well as the MD offered
by the SU-to-SU channel fluctuations.
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4) The Rayleigh-Rician Scenario: The growth rate
of γPAC(N) becomes N2
(√
log(N)
Ks+1
+
√
Ks
Ks+1
)2
. Conse-
quently, the capacity still scales like log(N)+O(log(log(N))).
This implies that the impact of LoS SU-to-SU channel is
not as substantial as the impact of LoS interference, which
changes the growth rate of SU capacity scaling by suppressing
the log(N) term. These results lead to the following remark.
Remark 4: The sum capacity of multiuser underlay cognitive
radio systems scales like log(N), while the sum capacity
of a conventional multiuser system scales like log(log(N)).
Thus, multiuser diversity gain is larger in the underlay
cognitive network due to the exploitation of MID in addition
to MD. However, when the SUs are exposed to LoS mutual
interference, the multiuser diversity characteristics are altered
and the scaling law reduces to log(log(N)) for asymptotically
large K-factors. We denote this problem as the multiple
exposed SUs problem.
An intuitive approach to restore the MID gain hindered by
LoS interference is to induce fluctuations in the interference
channels using RAB. Because mobile SU transmitters can not
use multiple dumb antennas to randomize the channel due to
space limitations, employing RAB using a single radio ESPAR
antenna is a perfect solution to the multiple exposed SUs
problem. This is investigated in the following subsection.
C. Opportunistic Scheduling using RAB
We investigate the capacity scaling when the RAB technique
is employed at both SU terminals. Assume that for each SU
pair, the SU transmitter and receiver applies RAB with MT
and MR basis patterns, respectively . In this case, the selected
SU pair n∗ at each time slot is
n∗ = arg max
n∈{1,2,...,N}
γeqs,n
Qp
γeqsp,n
1 + γpγ
eq
ps,n
, (29)
where γeqs,n, γeqsp,n, and γeqps,n are the equivalent SU-to-SU,
SU-to-PU, and PU-to-SU equivalent channel powers after
applying RAB. The signal model for the equivalent channels
is given in (B.32). The key idea behind the application of
RAB in the multiuser setting is to induce artificial fluctuations
in the interference channels. While classical opportunistic
beamforming introduced in [7] intended to schedule users at
the peaks of their channel gains, the application of RAB in
the underlay cognitive system intends to schedule users at the
nulls of the interference channels. Thus, RAB performs oppor-
tunistic nulling and eliminates the impact of LoS interference
emphasized in remark 4. In the following theorem, we derive
the scaling law for opportunistic scheduling using RAB.
Theorem 3: When the N SU pairs are exposed to the PU
terminals via LoS links, and the SU transmitters and receivers
apply RAB with MT and MR basis patterns, respectively,
the combined MD-MID gain γPAC(N) growth rate is upper-
bounded by
N2



√ log(N)
Ks + 1
+
√
MTMRKs
Ks + 1

2 +O(log(log(N)))

 .
Proof See Appendix D.
Theorem 3 suggests that increasing MT and MR leads to an
increase in the effective magnitude of the fixed component
by a factor of
√
MTMR, but has no effect on the log(N)
term in the growth rate. This can be interpreted by the impact
of the number of basis patterns on the dynamic range of
the SU-to-SU channel fluctautions. Increasing MT and MR
leads to increasing the dynamic range of γeqs,n by increasing
the maximum possible value of the SU-to-SU artificial fading
component (see Appendix D). This directly leads to an im-
provement in the MD gain. However, the impact of MD on the
overall capacity scaling is not as cruical as the impact of MID.
As stated in remark 4, LoS interference causes the capacity to
scale with log(log(N)) instead of log(N). From theorem 3, it
is obvious that after applying RAB, the capacity scales with
log(N) regardless of the K-factor of the interference channels.
While it is obvious from theorem 3 that increasing MT
and MR improves the MD gain by increasing the SU-to-SU
channel dynamic range, the impact of MT and MR on the
MID gain is not straightforward. In fact, the MID gain does
not depend on the dynamic range of the interference channels.
Instead, it depends on the ability of the SU transmitter/receiver
to null the interference to/from the PU pair. To study the
impact of the number of transmit and receive basis patterns,
we focus on the SU-to-PU channel, and assume two RAB
schemes: one with MT = 2, and the other with MT → ∞.
For a fixed and infinitesimally small δ, MT = 2, the term
E
{
maxn
1
γ
eq
sp,n
}
E
{
1
γ
eq
sp,n
} in (28) grows like 1(√
1
ǫ2N(Ksp+1)
+δ
)2 (see
Appendix D for a detailed proof), while when MT → ∞,
the growth rate is 1(√
1
ǫMT
N(Ksp+1)
+δ
)2 , where ǫ2 and ǫMT
are the fractions of users that have an interference channel
gain less than δ. If the numbers of users meeting this criterion
follow a binomial distribution with mean values of ǫ2N and
ǫMTN , and assuming a large K-factor then
ǫ2 = P
(√
Kspγsp
2(Ksp + 1)
∣∣∣∣∣
2∑
l=1
ej(θT,l(k)+φ
l
sp)
∣∣∣∣∣ < δ
)
,
and
ǫMT = P
(√
Kspγsp
MT (Ksp + 1)
∣∣∣∣∣
MT∑
l=1
ej(θT,l(k)+φ
l
sp)
∣∣∣∣∣ < δ
)
.
From theorem 1, we know that when MT → ∞, then√
Kspγsp
MT (Ksp+1)
∣∣∣∑MTl=1 ej(θT,l(k)+φlsp)∣∣∣ will follow a Rayleigh
distribution. This implies that ǫMT = 1 − exp
(
−δ2(Ksp+1)
Kspγsp
)
.
For δ → 0, and using a Taylor approximation, it can be shown
that ǫMT ≈ δ
2(Ksp+1)
Kspγsp
. In order to derive ǫ2, we use the Euler
identity as follows
ǫ2 = P

A
(
2∑
l=1
cos(θT,l(k) + φ
l
sp)
)2
+
A
(
2∑
l=1
sin(θT,l(k) + φlsp)
)2
< δ2

 ,
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where A = Kspγsp2(Ksp+1) . In order to obtain ǫ2, we need to derive
the pdf of the random variable(
cos(θT,1(k) + φ
1
sp) + cos(θT,2(k) + φ
2
sp)
)2
+
(
sin(θT,1(k) + φ1sp) + sin(θT,2(k) + φ2sp)
)2
,
which can be rewritten as
2 + 2 cos(θT,1(k) + φ
1
sp − θT,2(k)− φ2sp).
It can be easily shown that θT,1(k) + φ1sp − θT,2(k) − φ2sp
follow a uniform distribution, thus 1 + cos(θT,1(k) + φ1sp −
θT,2(k) − φ2sp) follows the distribution in (B.33). Let y =
Kspγsp
(Ksp+1)
(1 + cos(θT,1(k) + φ
1
sp − θT,2(k)− φ2sp)). Hence, ǫ2
can be evaluated as
ǫ2 =
(Ksp + 1)
Kspγsp
∫ δ2
y=0
1
π
√
1− (1 − y)2 dy (30)
=
(Ksp + 1)
Kspγsp
(
1
π
sin−1(δ2 − 1) + 1
2
)
. (31)
It can be shown that
(
1
pi sin
−1(δ2 − 1) + 12
)
> δ2, ∀δ > 0,
which means that ǫ2 = (Ksp+1)Kspγsp
(
1
pi sin
−1(δ2 − 1) + 12
)
>
ǫMT =
(Ksp+1)δ
2
Kspγsp
. Because γPAC(N) is proportional to
ǫMTN , the MID gain is larger in the case when MT = 2 than in
the case when MT →∞. It is important to note that MT →∞
corresponds to the case of Rayleigh fading. Thus, in a LoS
interference environment, when only two dumb basis patterns
(1 parasitic element) is employed at the SU transmitter, the
MID gain is better than that in a Rayleigh fading interference
channel. This is because MID does not depend on the dynamic
range of the interference channel fluctuations, but depends on
how frequent this interference channel is set to an arbitrarily
small gain δ. In Fig. 7, we plot the pdf of the artificial fading
component after applying RAB with various numbers of basis
patterns. It is clear that with 2 basis patterns, the artificial
fading component is highly likely to either have the maximum
value of
√
2, or have a small value near zero. As the number
of basis patterns increase, the dynamic range increases and
the pdf converges to an exponential distribution. It is clear
that for an an arbitrarily small gain δ, the probability that the
artificial fading channel becomes less than δ is highest for
the case of 2 basis patterns. Thus, two basis patterns null the
interference more frequently than the conventional Rayleigh
fading scenario. This leads to the following remark.
Remark 5: LoS interference hinders the achievable MID
gain and changes the capacity scaling law from log(N) to
log(log(N)). Using dumb basis patterns, not only can one re-
store the capacity scaling law of log(N), but LoS interference
can be exploited as well. Using 2 basis patterns, the MID can
be improved compared to the Rayleigh fading scenario due
to the desirable characteristics of the artificial fading channel
pdf.
The conclusions in remark 5 have a great impact on the
hardware implementation of RAB using ESPAR antennas.
Because we only need one parasitic antenna, the value of
the reactive load needed to adjust the random weights of the
basis patterns can be obtained in closed form (refer to the
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Fig. 7: Probability density function of the artificial fading
component for various numbers of basis patterns.
ESPAR antenna model in Section II). Moreover, an ESPAR
with one parasitic antenna entails less complexity and more
compactness.
VI. NUMERICAL RESULTS
This section provides numerical results for the techniques
presented throughout the paper. Monte-Carlo simulations are
carried out and results are averaged over 100,000 runs. We
assume the following parameter settings: No = 1 W/Hz,
γsp = γps = γs = 0 dB, and γp = 10 dB. For all Rician
channels, we assume a K-factor of 10 dB unless otherwise
stated. Fig. 8 depicts the ergodic capacity of the SU as a
function of the average interference power constraint Qav.
We define the factor ρ = QpQav and plot the ergodic capacity
for ρ = ∞ (no peak interference constraint) and ρ = 1.2.
As expected, the SU capacity is a monotonically increasing
function of Qav. In other words, the SU is allowed to transmit
with higher power when the interference constraint is relaxed.
We can also observe that when a joint peak and average
interference constraint is imposed, the capacity decreases, and
the amount of degradation is more significant for smaller
values of Qav.
It is notable that for all fading scenarios, the SU capacity
is larger than the AWGN capacity, which agrees with the
results in [2]. The AWGN capacity is a special case of the
Rician-Rician scenario when Ksp = Kps = Ks = ∞.
Thus, the AWGN channel is an extreme case of the LoS
interference scenario tackled in Section III. Note that at γs = 0
dB, the Rayleigh-Rician scenario offers the best SU capacity
because it enjoys a reliable SU-to-SU link, and severely-faded
interference channels, which matches with the conclusions in
remark 2. LoS interference can significantly degrade the SU
capacity, as a capacity gap of 1.05 bps/Hz is observed between
the Rayleigh-Rician and Rician-Rician scenarios. Also, the
Rayleigh-Rayleigh scenario offers a capacity increase of about
0.75 bps/Hz more than the Rician-Rician scenario, which
means that the degradation caused by severely faded SU-to-
SU link is less harmful than LoS interference. The Rician-
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Rayleigh scenario performs worse than the Rician-Rician
scenario as it suffers from both severely faded SU-to-SU
channel and LoS interference. It can be also observed that
all fading scenarios that include a Rayleigh faded SU-to-SU
channel are more sensitive to the peak interference constraint,
because the large dynamic range of the SU-to-SU channel
implies that the allocated SU transmit power will “hit the peak
constraint” more frequently.
Fig. 9 depicts the impact of the SU-to-SU average SNR
on the achievable SU capacity. Assuming a Rayleigh-Rician
scenario, we plot the SU capacity normalized by the AWGN
capacity. For γs = 0 dB, the SU capacity is larger than the
AWGN capacity for all values of Qav . As Qav increases,
the SU capacity gain due to opportunistic power allocation
decreases and approaches unity. For γs = 10 dB, the SU
capacity is still larger than the AWGN capacity, but the
achievable capacity gain is less than the case when γs = 0
dB. For γs = 20 dB, the SU capacity is less than half of the
AWGN capacity, and the impact of Qav is negligible. This is
because at high SU-to-SU average SNR, fading is a source of
unreliability.
To eliminate the negative impact of LoS interference, the
concept of opportunistic spectrum sharing using dumb basis
patterns was proposed. Fig. 10 shows the pdf of the inter-
ference channel magnitude (|hsp| or |hps|) before and after
applying RAB for various numbers of basis patterns. It is
obvious from Fig. 10 that as the number of basis patterns
increases, the pdf of the equivalent channel spreads, indicating
a larger dynamic range of fluctuations. It is shown that 5 basis
patterns (5 parasitic elements) are enough to convert a Rician
channel to a Rayleigh one. Any further increase in the number
of basis patterns will not result in an increase in the dynamic
range of the channel. Fig. 11 depicts the magnitude of an
interference channel (|hsp| or |hps|) versus time before and
after applying RAB. It is clear that after applying RAB, the
resultant channel will have a larger dynamic range and more
occurrences of deep fades (marked with circles) than the LoS
channel. Fig. 12 shows the pdf of an interference channel after
applying RAB, and then after de-spreading at the SU receiver
by the aid of artificial diversity.
In Fig. 13, we investigate the impact of the number of basis
patterns on the achieved capacity gain. For the Rician-Rayleigh
scenario, only one parasitic element is enough to achieve a
significant capacity gain relative to the Rician-Rician scenario.
Any further increase in the number of parasitic elements will
make the capacity of the Rician-Rayleigh scenario converge
to that of the Rayleigh-Rayleigh scenario. The same behavior
is observed for the Rician-Rician scenario, where we apply
the artificial diversity scheme to regain the reliability of the
SU-to-SU channel.
We investigate the SU capacity scaling behavior in Fig. 14
by plotting the SU sum capacity normalized by a single SU
capacity versus the number of SU pairs in a PAC. We note
that the sum capacity in the Rayleigh-Rayleigh scenario grows
faster than a reference network experiencing a log(log(N))
growth rate. This is due to MID, which allows the capacity
to scale like log(N). As illustrated in remark 4, when LoS
interference is encountered in the Rician-Rayleigh scenario,
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Fig. 8: Illustration for the impact of LoS interference on SU
capacity.
we note that the capacity scales with the same rate of the
reference network. Thus, LoS interference hinders MID and
the growth rate becomes log(log(N)). While the Rayleigh-
Rician scenario causes a minor loss in the MD gain with
no effect on the growth rate, the Rician-Rician scenario
experiences no MD and MID gains, and the sum capacity is
nearly constant for any number of SU pairs.
In Fig. 15, we show that using RAB with only 2 basis
patterns, one can regain the MD gain losses encountered in
the Rayleigh-Rician scenario. More importantly, Fig. 15 shows
that LoS interference can be exploited. When applying RAB
in the Rician-Rayleigh scenario, the SU sum capacity becomes
superior to that of the Rayleigh-Rayleigh scenario due to the
impact of opportunistic nulling, as explained in remark 5.
Fig. 16 demonstrates the capacity growth rates for various
scenarios by plotting the sum capacity normalized by the
growth function. We see that in the Rician-Rayleigh scenario,
the capacity grows like log(log(N)) as the ratio between the
capacity and log(log(N)) tends to a constant as N increases.
This constant is known as the pre-log factor. We can also see
that, while the Rayleigh-Rayleigh scenario grows like log(N),
it has a less pre-log factor compared to the Rician-Rayleigh
scenario with the application of RAB. Thus, applying RAB
with 2 basis patterns in an environment with LoS interference
improves the pre-log factor and maintains the log(N) growth
rate, which interprets the results in Fig. 15.
VII. CONCLUSIONS
In this paper, we presented a comprehensive analysis for
the negative impact of LoS mutual interference on the SU
capacity in a spectrum sharing system. It was shown that when
the dynamic range of the interference channel is small, the
SU capacity is significantly decreased. Stemming from this
point, we introduced the RAB technique to induce channel
fluctuations in the interference channel using the dumb basis
patterns of an ESPAR antenna. If the secondary channel
contains a LoS component, we adopt an artificial diversity
scheme to maintain its reliability while inducing fluctuations
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in the interference channels. Moreover, we investigated the
impact of LoS interference on the multiuser interference di-
versity achieved in an underlay parallel access channel. While
LoS interference alters the capacity scaling to be log(log(N))
instead of log(N), we show that using RAB, LoS interference
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Fig. 12: Equivalent channel pdf after applying RAB and
artificial diversity.
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can be actually exploited to improve the scaling pre-log factor
in addition to the restoration of the log(N) growth rate. The
proposed RAB scheme requires a single RF chain, and can
fit within tight space limitations. Thus, it is adequate for low
cost mobile transceivers. Our future work includes evaluating
capacity scaling for the cognitive MAC channel [34][35], and
deploying reconfigurable antennas to apply blind interference
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alignment [36].
APPENDIX A
PROOF OF LEMMA 1
By relaxing the peak interference constraint and setting
Qp = ∞ in (9), and assuming that γps is deterministic and
equal to γps, the SU capacity is given by
C =
∫ ∞
z=λ log(2)(1+γpsγp)
log2
(
z
λ log(2)(γpsγp + 1)
)
fz(z)dz,
substituting x = zλ log(2)(γpsγp+1) , this integral can be reduced
to
∫∞
x=1 log2(x)fx(x)dx, which can be easily evaluated as
C = Ei
(
−λ log(2)(γpsγp + 1)
γsp
γs
)
.
For γs →∞, we have λ log(2)(γpsγp+1)γspγs → 0. Thus, the
SU capacity is given by C → log2
(
γs
λ log(2)γsp(γpγp+1)
)
− γ
[26, Sec. 8.214]. The value of λ in an AWGN channel differs
from that in a fading channel. Generally, λ is given by
λ = log(2)
(
Qav + (E
{
γpsγp + 1)
}
E
{
1
z
})
.
For an AWGN channel, the random variables z and γps are
deterministic and λ is given by
λAWGN = log(2)
(
Qav + (γpsγp + 1)
1
E{z}
)
.
Thus, by Jensen Inequality, E{1/z} ≥ 1/E{z}, λAWGN ≤ λ.
This implies the following
C . log2
(
γs
λAWGN log(2)γsp(γpγp + 1)
)
− γ,
where log2
(
γs
λAWGN log(2)γsp(γpγp+1)
)
represents the AWGN
capacity. For γs → 0, we have λ log(2)(γpsγp +
1)
γsp
γs
→ ∞. Thus, the SU capacity is given by
C → γsλ log(2)γsp(γpγp+1) exp
(
−λ log(2)γsp(γpγp+1)γs
)
[26, Sec.
8.215]. Noting that λAWGN < λ, the final result in the lemma
directly follows.
APPENDIX B
PROOF OF THEOREM 1
The proof applies for heqs (k), heqsp(k), and heqps(k) and thus
we adopt the generic channel model heq(k) in (20). After
applying RAB with wR(k) =
[
ejθR,1(k)√
MR
. . . e
jθR,MR
(k)
√
MR
]
,
wT(k) =
[
ejθT,1(k)√
MT
. . . e
jθT,MT
(k)
√
MT
]
and performing the vari-
ous matrix multiplications, heq(k) can be obtained as
heq(k) =
√
Kγ
(K + 1)MTMR
MT∑
l=1
MR∑
m=1
ej(θR,m(k)+θT,l(k)+φ
l,m)
︸ ︷︷ ︸
Artificial fading U(k)
.
+
MT∑
l=1
MR∑
m=1
Q∑
i=1
ΦR,m(ϕi(k))Φ
∗
T,l(ϕi(k))βi(k)
ej(θR,m(k)+θT,l(k))√
MTMR︸ ︷︷ ︸
Scattered component V (k)
.
(B.32)
The scattered component V (k), which represents the un-
derlying rich scattering environment, is known to follow a
complex Gaussian distribution [7]. The amplitude of this
channel component is scaled by 1√
K+1
as the variance of
βi(k) is γK+1 , thus V (k) ∼ CN (0, γK+1 ). The term U(k), on
the other hand, represents the artificial fading resulting from
the constructively/destructively interfering LoS components
perceived by different basis patterns with different phase shifts
obtained by tuning the reactive loads. We are interested in
deriving the pdf of this component. Using Euler identity, U(k)
can be represented as
U(k) = A
MT∑
l=1
MR∑
m=1
cos(θR,m(k) + θT,l(k) + φl,m)
+j sin(θR,m(k) + θT,l(k) + φl,m),
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where A =
√
Kγ
MTMR(K+1)
. Let UR(k) = Re{U(k)} =
A
∑MT
l=1 yl, where yl =
∑MR
m=1 yl,m, and yl,m =
cos(θR,m(k) + θT,l(k) + φl,m). RAB is applied by selecting
uniformly distributed random phases θR,m(k) ∼ Unif(0, 2π)
and θT,l(k) ∼ Unif(0, 2π). Because all phases assigned to the
basis patterns are independent, then yl, l = 1, 2, ...,MT , are
independent and identically distributed. It can be easily shown
that when θR,m(k) ∼ Unif(0, 2π), then Ψ = (θR,m(k) +
θT,l(k) + φ
l,m) ∼ Unif(θT,l(k) + φl,m, θT,l(k) + φl,m + 2π).
Because we are only interested in Ψmod 2π, it can be easily
shown that Ψmod2π ∼ Unif(0, 2π). Using random variable
transformation, the pdf of yl,m is given by
fyl,m(yl,m) =
1
π
√
1− y2l,m
,−1 ≤ yl,m ≤ 1, (B.33)
with E{yl,m} = 0, and E{(yl,m−E{yl,m})2} = 12 . Applying
the central limit theorem (CLT), we get yl =
∑MR
m=1 yl,m ∼
N (0, MR2 ), which implies that
∑MT
l=1 yl ∼ N (0, MRMT2 ).
Therefore, UR(k) = A
∑MT
l=1 yl ∼ N (0, Kγ2(K+1) ). It can be
shown that U I(k) = Im{U(k)} has the same distribution
of UR(k), which implies that U(k) ∼ CN
(
0, KγK+1
)
. Since
U(k) ∼ CN
(
0, KγK+1
)
, and V (k) ∼ CN
(
0, γK+1
)
, then
the equivalent channel after applying RAB will be heq(k) =
(V (k) + U(k)) ∼ CN (0, γ), which concludes the proof.
APPENDIX C
PROOF OF THEOREM 2
We study each of the terms in (28), and obtain their
growth rates separately. Based on [7, Lemma 2], we know
that maxn γs,nγs − ls,N converges in probability to a Gum-bel distribution with a cumulative distribution function (cdf)
of exp(−e− γs,nKs+1 ), where ls,N is defined such that the cdf
F (ls,N ) = 1 − 1N , and is given by [7, Eq. (5)] as ls,N =(√
log(N)
Ks+1
+
√
Ks
Ks+1
)2
+ O(log(log(N))). Given that the
mean of a Gumbel distribution is given by ls,N + γKs+1 ,
the term E{maxn γs,n}
E{γs,n} grows like
(√
log(N)
Ks+1
+
√
Ks
Ks+1
)2
+
O(log(log(N))) + O(1). As for the term E
{
maxn
1
γsp,n
}
E
{
1
γsp,n
} , it
can be written as
E
{
1
minn γsp,n
}
E
{
1
γsp,n
}
. We are thus interested in
identifying the scaling behavior of minn γsp,n when hsp,n
follows a Rician distribution with a K-factor of Ksp. The
cdf of γsp,n is given by [25]
Fγsp,n(γsp,n) = 1−Q1
(√
2Ksp,
√
2(Ksp + 1)
γsp
γsp,n
)
,
(C.34)
where QM (a, b) is the Marcum-Q function. From [32, Theo-
rem 1], we know that the distribution of x = (minn γsp,n −
lsp,N )/dsp,N converges to a Weibull distribution with fx(x) =
1 − exp(−xα) if limt→−∞ F
∗
γsp,n
(tγsp,n)
F∗γsp,n (t)
= γ−αsp,n, α > 0,
where F ∗z (z) = Fz(ζ(Fz(z)) − 1z ), ζ(Fz(z)) = inf{z :
Fz(z) > 0}, lsp,N = ζ(Fz(z)), and dsp,N = F−1z
(
1
N
) −
ζ(Fz(z)). It can be shown that
lim
t→∞
1−Q1
(√
2Ksp,
√
2(Ksp+1)
tγsp,nγsp
)
1−Q1
(√
2Ksp,
√
2(Ksp+1)
tγsp
) = γ−1sp ,
by replacing the Marcum-Q function with its series expansion
[33, Eq. (4)] [26, Eq. (8.445)]
Q1
(√
2Ksp,
√
2(Ksp + 1)
tγsp,nγsp
)
= e
−Ksp− Ksp+1γspγsp,nt×
∞∑
v=0
∞∑
m=0
(Kspγsp)
v
2
(
Ksp(1+Ksp)
γsp
)2m+v
Γ(v − 1)(Ksp + 1)v/2Γ(m+ v + 1)(tγsp)
1
2m+v/2
,
and applying l’Hoˆpital’s rule once. From the above results,
we have α = 1, lsp,N = 0, and dsp,N = F−1z
(
1
N
)
. Thus,
γsp,min = minn γsp,n converges to an exponential distribu-
tion, i.e., limN→∞ Fγsp,min(γsp,min) = 1− exp
(
− γsp,minγspdsp,N
)
.
We can obtain dsp,N by solving
Q1
(√
2Ksp,
√
2(Ksp + 1)dsp,N
γsp
)
=
1
N
, which can be evaluated by simple algebraic manipulation of
[7, Eq. (5)] as
dsp,N =


√√√√ log( NN−1)
Ksp + 1
+
√
Ksp
Ksp + 1


2
+O
(
log log
(
N
N − 1
))
.
Because 1γsp,min is a convex function, it follows from
Jensen’s inequality that E
{
1
γsp,min
}
≥ 1
E{γsp,min} . Thus,
E
{
1
γsp,min
}
grows at least as fast as 1
E{γsp,min} . As
E {γsp,min} = 1γspdsp,N , the term
E
{
1
minn γsp,n
}
E
{
1
γsp,n
} grows at
least as fast as 1dsp,N . For large N , the term
(
1− 1N
) →
e
−1
N
. Hence, limN→∞ dsp,N =
(√
1
N(Ksp+1)
+
√
Ksp
Ksp+1
)2
+
O (log(N))(log(1/N)??). The same analysis can be applied
for the PU-to-SU channel if γp >> 1. This concludes the
proof of the theorem.
APPENDIX D
PROOF OF THEOREM 3
From (B.32), we know that heqs,n(k) = Us,n(k) + Vs,n(k).
While the scattered component Vs,n(k) follows a Rayleigh dis-
tribution, the dynamic range of the artificial fading component
depends on MT and MR. The largest possible absolute value
of artificial fading term
|Us,n(k)| =√
Ksγs
(Ks + 1)MTMR
∣∣∣∣∣
MT∑
l=1
MR∑
m=1
ej(θR,m(k)+θT,l(k)+φ
l,m
s )
∣∣∣∣∣
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is
√
KsγsMTMR
(Ks+1)
, when all the random phases are in the beam-
forming configuration with respect to the fixed component of
the channel gain for a certain user. For a large number of
users, i.e., N →∞, then there exists almost surely a fraction
ǫ of users for which√
Ksγs
(Ks + 1)MTMR
∣∣∣∣∣
MT∑
l=1
MR∑
m=1
ej(θR,m(k)+θT,l(k)+φ
l,m
s )
∣∣∣∣∣
>
√
KsγsMTMR
(Ks + 1)
− δ,
for any δ > 0. This set of ǫN users can be thought of as
experiencing Rician fading with a fixed component magnitude
close to
√
KsγsMTMR
(Ks+1)
. Thus, the term E{maxn γ
eq
s,n}
E{γeqs,n} in (28)
scales like
√ log(N)
Ks + 1
+
√
MTMRKs
Ks + 1

2 +O(log(log(N))). (D.35)
For the SU-to-PU interference channel, we know that
heqsp,n(k) = Usp,n(k) + Vsp,n(k). The magnitude of the
artificial fading component after RAB is
|Usp,n(k)| =
√
Kspγsp
(Ksp + 1)MT
∣∣∣∣∣
MT∑
l=1
ej(θT,l(k)+φ
l
sp)
∣∣∣∣∣ .
For N →∞, a fixed δ > 0, and ǫ ∈ (0, 1), there exists almost
surely a fraction ǫ of users such that√
Kspγsp
(Ksp + 1)MT
∣∣∣∣∣
MT∑
l=1
ej(θT,l(k)+φ
l
sp)
∣∣∣∣∣ < δ.
Thus, these ǫN can be considered as experiencing Rician
fading with the magnitude of the fixed component equal to δ.
Among these ǫN , it follows from Theorem 1 that the term
E
{
maxn
1
γ
eq
sp,n
}
E
{
1
γ
eq
sp,n
} grows at least as fast as 1(√
1
ǫN(Ksp+1)
+δ
)2 .
For infinitesimally small δ, the term
E
{
maxn
1
γ
eq
sp,n
}
E
{
1
γ
eq
sp,n
} grows
linearly with N . The same analysis can be applied on the PU-
to-SU after negelecting the noise power at the SU receiver.
Combining these results, the growth rate of γPAC(N) after
applying RAB can be easily evaluated.
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