The explosion of time series data in recent years has brought a flourish of new time series analysis methods, for forecasting, clustering, classification and other tasks. The evaluation of these new methods requires a diverse collection of time series benchmarking data to enable reliable comparisons against alternative approaches. We propose GeneRAting TIme Series with diverse and controllable characteristics, named GRATIS, with the use of mixture autoregressive (MAR) models. We generate sets of time series using MAR models and investigate the diversity and coverage of the generated time series in a time series feature space. By tuning the parameters of the MAR models, GRATIS is also able to efficiently generate new time series with controllable features. In general, as a costless surrogate to the traditional data collection approach, GRATIS can be used as an evaluation tool for tasks such as time series forecasting and classification. We illustrate the usefulness of our time series generation process through a time series forecasting application.
the past decade or two. Paradoxically, the large datasets are often also relatively homogeneous, which limits their use for evaluation of general time series analysis methods (Keogh and Kasetty, 2003; Muñoz, Villanova, et al., 2017; Kang, Rob J Hyndman, and K. Smith-Miles, 2017) . The performance of any time series mining algorithm depends on the diversity of the test data, so that the evaluation of the algorithm can be generalized to a wide range of future data (K. Smith-Miles and Bowly, 2015) . As Keogh and Kasetty (2003) argue, after extensive analysis on highly diverse datasets, there is "a need for more comprehensive time series benchmarks and more careful evaluation in the data mining community". Although some attempts have been made to alleviate these issues in certain time series tasks, such as the widely used UCR archive (Dau, Keogh, et al., 2018) for time series classification (see e.g., Ismail Fawaz et al. (2019) ), and the M4 dataset for the most recent time series forecasting competition (Makridakis, Spiliotis, and Assimakopoulos, 2018) , the time series area lacks diverse and controllable benchmarking data for algorithm evaluation, compared to the popularly used benchmarking datasets in other data mining domains like ImageNet (Deng et al., 2009 ) for imaging analysis and UCI machine learning repository (Dua and Karra Taniskidou, 2017) for general machine learning algorithms evaluation.
A natural approach to obtain time series benchmarking datasets is to collect real data as other repositories do (Dau, Keogh, et al., 2018; Makridakis, Spiliotis, and Assimakopoulos, 2018) . However, real time series dataset is often business-oriented, which is either proprietorial or expensive to obtain (Dau, Bagnall, et al., 2018) . Not to mention that such a repository may take decades to become mature for machine learning purposes. Another issue of using collected data for benchmarking is that it is difficult to know the diversity which is critical for algorithm performance evaluation (Dau, Bagnall, et al., 2018; Spiliotis et al., 2019 ). An alternative approach is to artificially generate toy data per application with a known embedded pattern but not necessarily representative of real data (Olson et al., 2017) .
In recent years, research shows that it is possible to use generated data for algorithm learning under certain application domains, which give great potential for exploring simulated data.
One such example is the well-known "Alpha Zero" (Silver et al., 2017) , being able to learn from simulated games based on self-play without human input for guidance. Such simulations are usually restricted to a certain rule-based scene, such as the game of Go. However, in this paper, we present a tool of GeneRAting TIme Series with diverse and controllable characteristics, named GRATIS, by exploring the possible time series features and the nature of time dependence. Moreover, in order to show the usefulness of our generation scheme, we develop a novel forecasting selection method based on our generated data in the application section.
Some prior approaches have focused on the shapes of one or more given time series, or on some predefined "types" of time series, in order to generate new time series. Vinod, López-deLacalle, et al. (2009) use a maximum entropy bootstrap method to generate ensembles for time series data. The generated samples retain the shape, or local peaks and troughs, of the original time series. They are not exactly the same, but 'strongly dependent', and thus can be used for convenient statistical inference. Bagnall et al. (2017) simulate time series data from different shape settings. The simulators are created by placing one or more shapes on a white noise series. Time series classification algorithms are then evaluated on different representations of the data, which helps understand why one algorithm works better than another on a particular representation of the data. The obvious drawback in these generation methods is that it is impossible to create simulated time series that comprehensively cover the possible space of time series.
An appealing approach is to generate new instances with controllable characteristics, a method that has been used in several other areas of analysis including graph coloring (K. Smith-Miles and Bowly, 2015) , black-box optimization (Muñoz and K. Smith-Miles, 2016 ) and machine learning classification (Muñoz, Villanova, et al., 2017) . Kang, Rob J Hyndman, and K. Smith-Miles (2017) adapt the idea to time series, and show that it is possible to "fill in" the space of a large collection of real time series data by generating artificial time series with desired characteristics. Each time series is represented using a feature vector which is projected on to a two-dimensional "instance space" that can be visually inspected for diversity. Kang, Rob J Hyndman, and K. Smith-Miles (2017) use a genetic algorithm to evolve new time series to fill in any gaps in the two-dimensional instance space. In a later related paper, Kegel, Hahmann, and Lehner (2017) use STL (an additive decomposition method) to estimate the trend and seasonal component of a series, which they then modify using multiplicative factors to generate new time series. The evolutionary algorithm approach of Kang, Rob J Hyndman, and K. Smith-Miles (2017) is quite general, but computationally slow, while the STL approach of Kegel, Hahmann, and Lehner (2017) is much faster but only generates series that are additive in trend and seasonality. In the meta-learning framework of Talagala, Rob J Hyndman, and Athanasopoulos (2018), a random forest classifier is used to select the best forecasting method based on time series features. The observed time series are augmented by simulating new time series similar to the observed series, which helps to form a larger dataset to train the modelselection classifier. The simulated series rely on the assumed data generating processes (DGPs), which are exponential smoothing models and ARIMA models.
In this paper, we propose a new efficient and general approach to time series generation, GRATIS, based on Gaussian mixture autoregressive (MAR) models to generate a wide range of non-Gaussian and nonlinear time series. Our generated dataset can be used as benchmarking data in the time series domain, functioning similarly to ImageNet in image processing but with a minimal input of human efforts and computational resources. Mixture transition distribution models were first developed by Le, Martin, and Raftery (1996) to capture many general nonGaussian and nonlinear features; these were later generalized to MAR models (Wong and W. K. Li, 2000) . We explore generating data from a random population of MAR models, as well as generating data with specified features, which is particularly useful in time series classification or in certain areas where only some features are of interest. In this way, we provide a solution to the need for a heterogeneous set of time series to use for time series analysis.
Finite mixture models have proven useful in many other contexts as well. Different specifications of finite mixtures have been shown to be able to approximate large nonparametric classes of conditional multivariate densities (Jiang and Tanner, 1999; Norets, 2010) . More general models to flexibly estimate the density of a continuous response variable conditional on a high-dimensional set of covariates have also been proposed (F. Li, Villani, and Kohn, 2010; Villani, Kohn, and Giordani, 2009 ). Muñoz and K. Smith-Miles (2016) generate general classification instances with a desired feature vector by fitting Gaussian mixture models. Our GRATIS approach is consistent with this line of literature but we reverse the procedure for generating new time series, in that we use finite mixtures of Gaussian processes to produce time series with specified features.
We first simulate a large time series dataset using MAR models and calculate their features, and the corresponding embedded two-dimensional instance space. The coverage of the simulated data can then be compared with existing benchmarking time series datasets in the two-dimensional space. At the same time, new time series instances with desired features can be generated by tuning a MAR model. The rest of the paper is organized as follows. Section 2 generates time series from MAR models. Section 3 investigates the diversity and coverage of the generated data in two-dimensional instance spaces. In Section 4, we tune a MAR model efficiently using a genetic algorithm to generate time series data with some specific feature targets. We also study the efficiency of our algorithm. In Section 5, we present a novel time series forecasting approach by exploiting the feature space of generated time series. We show that our scheme can serve as a useful resource for time series applications such as forecasting competing. Section 6 concludes the paper.
Time series generation from MAR models

Mixture autoregressive models
Mixture autoregressive models consist of multiple stationary or non-stationary autoregressive components. Being able to capture a great variety of shape-changing distributions, MAR models can handle nonlinearity, non-Gaussianity, cycles and heteroskedasticity in the time series (Wong and W. K. Li, 2000) . We define a K-component MAR model as:
where F (x t |F −t ) is the conditional cumulative distribution of x t given the past information
, it is actually finite mixtures of K Gaussian AR models.
The MAR models have appealing properties as they are based on finite mixture models.
For example, the conditional expectation, variance and the mth central moment of x t can be written respectively as:
and E((
Thus, the MAR model gives a description of the conditional distribution of the time series, and the shape changing feature of the conditional distributions allow the MAR models to describe processes with heteroskedasticity (Wong and W. K. Li, 2000) . To adapt the MAR model to deal with non-stationarity, one can simply include a unit root in each of the K components in Equation (1). Since a seasonal ARIMA model with seasonal effects and unit roots, denoted as ARIMA(p, d, 0)(P, D, 0) Period , can be simply expanded to AR models, one can flexibly include seasonal effects and non-stationarity in any component in the MAR models.
Furthermore, unlike standard AR models, higher order moments in Equation (4) are also available in MAR densities. The model in Equation (1) is in univariate form, but it is straight-forward to extend it to the multivariate case by introducing a multivariate normal CDF and vector autoregressive terms. In principle, one can extend the MAR models to mixtures of both autoregressive and moving average models, but we will keep the MAR form as in Equation (1) and not introduce the unnecessary complexity, because both autoregressive and moving average models can be written in terms of autoregressive models.
In real data, the distribution of the time series can be multi-modal and/or heavy tailed, and so the expectation may not be the best prediction of the future. This is handled nicely with the mixture distribution F (x t |F −t ). From Equation (3), the conditional variance of x t changes with conditional means of different components. The larger the difference among conditional means µ k,t (k = 1, 2, . . . , K), the larger the conditional variance of x t . The value of
2 is equal to zero only when µ 1,t = µ 2,t = · · · = µ k,t which also yields a heavy-tailed distribution; otherwise, it is larger than zero. The baseline conditional variance is
k . The key merits of MAR models for nonlinear time series modeling are: (1) for a sufficiently diverse parameters space and finite number of components, MAR models are able to capture extensive time series features in principle (F. Li, Villani, and Kohn, 2010) ; (2) In principle, one may use other types of flexible models as the generator. Nonetheless, our generator based on mixture autoregressive models with minimal parameters setting efficiently generate time series data with diverse features. We describe our time series generation approach and analyze the diversity and coverage of the generated time series in the following sections.
Diverse time series generation
Due to the flexibility of mixture models, they have been successfully applied in many statistical domains; e.g. Bayesian nonparametrics (Escobar and West, 1995) , forecasting (F. Li, Villani, and Kohn, 2010) , model selection (Constantinopoulos, Titsias, and Likas, 2006) and averaging (Villani, Kohn, and Giordani, 2009 ), classification methods (Povinelli et al., 2004) , and text modeling (Griffiths et al., 2004) . Nevertheless, in this extensive literature, little attention has been given to data generation which is crucially important for evaluating the performance of all the tasks mentioned above. Data generating processes do not require sophisticated modeling techniques, but they do require a priori knowledge of the target data space. This space is usually huge and extremely difficult to simulate in a non-time-series context. However, generating diverse time series is possible if one can explore a wide range of time dependencies in time series. In this section we demonstrate how to generate a set of diverse time series data based on the nature of time series dependence.
We design a simulation study to provide insights into the time series simulated from mixture autoregressive models. A significant difference in our data generation process compared to typical simulation processes used in the statistical literature (where the data are generated from models with fixed parameter values), is that we use distributions (see Table 1 ) instead of fixed values for the parameters in the underlying models. This allows us to generate diverse time series instances. Table 1 shows the parameter settings used in the simulation. These are analogous to non-informative priors (Gelman et al., 2013) in the Bayesian contexts; i.e. the diversity of the generated time series should not rely on the parameter settings.
The periods of the simulated time series are set to be 1, 4, 12 or 52 to match annual, quarterly, monthly and weekly time series. Their lengths are randomly chosen from the lengths of the M4 data (Makridakis, Spiliotis, and Assimakopoulos, 2018) . We randomly draw the number of components, K, from a uniform distribution on {1, 2, 3, 4, 5}. Although, it may be desirable to have a larger K, Villani, Kohn, and Giordani (2009) and F. Li, Villani, and Kohn (2010) show that mixture models with comprehensive mean structures are flexible enough with less than five components. The weights of the mixing components, α k , can be obtained as For the parameter settings given in Table 1 , we generate 20,000 yearly, 20,000 quarterly, 40,000 monthly and 10,000 weekly time series based on the MAR models. For each generated time series, we discard the first Period × 10 samples as burn-in. Figure 1 shows examples of simulated yearly, quarterly, monthly and weekly data. The lengths of the simulated series are set to be similar to those of the M4 time series data, which is the largest dataset publicly 
Coefficients of the AR parts available to be compared in Section 3.3. Each of the time series can be summarized with a feature vector described in Section 3.1. Table 2 shows the computational time for simulation of 1,000 yearly, quarterly, monthly and weekly time series. Different lengths are considered for each seasonal pattern according to the 20%, 50% and 75% quantiles of the time series lengths in the M4 data. We have developed an R package tsgeneration for the time series generation which is available from https://github.com/ykang/tsgeneration. The code is written in pure R, and we run it on a Laptop with a 2.6 GHz, 8 cores CPU and 16G RAM.
Multi-seasonal time series generation
So far, we have focused on time series in which there is only one seasonal pattern. However, many time series exhibit multiple seasonal patterns of different lengths, especially those series observed at a high frequency (such as daily or hourly data). For example, Figure 2 shows the half-hourly electricity demand for the state of Victoria, Australia, for 5 weeks in late 2014.
There is a clear daily pattern of frequency 48, and a weekly pattern of frequency 48 × 7 = 336.
With a longer time series, an annual pattern would also become obvious. 3 Diversity and coverage of generated time series
Time series features
A feature F k can be any kind of function computed from a time series {x 1 , . . . , x n }. Examples include a simple mean, the parameter of a fitted model, or some statistic intended to highlight an attribute of the data.
A unique "best" feature representation of a time series does not exist (B. D. Fulcher, 2018) .
What features are used depends on both the nature of the time series being analyzed, and the purpose of the analysis. For example, consider the mean as a simple time series feature. If some time series contain unit roots, then the mean is not a meaningful feature without some additional constraints on the initial values of the time series. Even if the series are all stationary, if the purpose of our analysis is to identify the best forecasting method, then the mean is probably of no value. On the other hand suppose we are monitoring the CPU usage every minute for numerous servers, and we observe a daily seasonality. Then provided all our time series begin at the same time and are of the same length, the mean provides useful comparative information despite the time series not being stationary. This example shows that it is difficult to formulate general desirable properties of features without knowledge of both the time series properties and the required analysis. We encourage analysts using time series features to consider these things before computing many possibly unhelpful or even misleading features.
Because we are studying collections of time series of different lengths, on different scales, and with different properties, we restrict our features to be ergodic, stationary and independent of scale. Specifically, we consider the set of 26 diverse features shown in Table 3 We investigate the diversity and coverage of the generated time series data based on MAR models by comparing the feature space of the simulated data with feature spaces of several benchmarking time series datasets, including those from the M1, M3, M4, Tourism, NN5, and NNGC1 forecasting competitions. The R packages they come from, and the numbers of yearly, quarterly, monthly, weekly and daily time series in each dataset are shown in Table 4 .
Diversity analysis
First, we analyze the feature diversity from a marginal perspective. Figure 3 depicts the feature diversity and coverage for simulated yearly, quarterly, monthly and weekly time series compared M4comp2018  23000  24000  48000  359  4227  Tourism Tcomp  518  427  366  --NN5  tscompdata  ----111  NNGC1 tscompdata  11  11  11  11  11 to the benchmarks for all the possible features we use in the paper. The features in our generated data are diverse in the sense that (1) the shapes of the feature plots for the simulated data widely match to the theoretical ranges of features given in Table 3 ; and (2) the quantiles of the features for the simulated data cover the shapes of all features in the benchmarking data.
Coverage analysis
To better understand the feature space, Kang, Rob J Hyndman, and K. Smith-Miles (2017) use principal component analysis (PCA) to project the features to a 2-dimensional "instance space" for visualization. A major limitation of any linear dimension reduction method is that it puts more emphasize on keeping dissimilar data points far apart in the low dimensional space.
But in order to represent high dimensional data in a low dimensional, nonlinear manifold, it is also important that similar data points are placed close together. When there are many features and nonlinear correlations are present, using a linear transformation of the features may be misleading. Therefore, we use t-Stochastic Neighbor Embedding (t-SNE), a nonlinear technique capable of retaining both local and global structure of the data in a single map, to conduct the nonlinear dimension reduction of the high dimensional feature space (Maaten and Hinton, 2008) . quarterly, monthly and weekly data, respectively. On the other hand, the miscoverage values of M4 over DGP are substantially higher. Therefore, together with Figure 5 , we find that the simulated data from MAR models bring more diversity than the existing benchmarking datasets. Figure 6 shows the 2-dimensional t-SNE space of 20000 simulated daily time series (with two seasonal periods, 7 and 365) from the MAR models, compared with the daily series from the NN5 dataset. It can be seen that time series with diverse characteristics are generated and they cover a wider range of characteristics than the NN5 data. (2017) is that the length of the vector Θ is much smaller than n, so that the tuning process can be performed efficiently in a much lower-dimensional parameter space. The GA optimization steps are summarized below, for a specified period Period and length n for the desired time series.
1. Select a target feature pointF in the feature space. Now we aim to find a parameter vector Θ * that can evolve a time series XF with its feature vector F as close as possible to the target feature pointF .
2. Generate an initial population of size N P for the parameter vector Θ, in which each parameter is chosen from a uniform distribution as given in Table 1 . That allows the entire range of possible solutions of Θ to be reached randomly.
3. For each iteration, repeat the following steps until some stopping criteria are met.
1. For each member in the current population, simulate a time series j and calculate its feature vector F j . 2. Calculate the fitness value for each member:
where c is a scaling constant usually defined as c = F .
3. Produce the new generation based on the crossover, mutation and the survival of the fittest individual to improve the average fitness value of each generation.
4. Keep the time series that is closest to the target feature point (i.e., has the largest fitness value) to be the newly generated time series for the corresponding target. 
Efficiency analysis
Application to time series forecasting
In general, our time series generation scheme, GRATIS, can serve as a useful resource for various advanced time series analysis, such as time series forecasting and classification. For illustration purposes, we present a novel time series forecasting approach by exploiting the generated time series. It is worth mentioning that the construction of such a large-scale and high-quality database is efficient and does not rely on traditional data collection methods.
Forecasting based on feature spaces in generated time series
The No-Free-Lunch theorem states there is never universally a best method that fits in all situations in machine learning and optimization (Wolpert, 1996; Wolpert and Macready, 1997) .
This idea also applies to the context of time series forecasting, in which no single forecasting method stands out as best for any type of time series, e.g., (Adam, 1973; Collopy and Armstrong, 1992; X. Wang, K. A. Smith-Miles, and Rob J Hyndman, 2009; Petropoulos et al., 2014; Kang, Rob J Hyndman, and K. Smith-Miles, 2017) . Adam (1973) showed that the statistical characteristics of each time series, which we call features, are related to the accuracy of each forecasting method. Later literature, e.g., (Adam, 1973; Shah, 1997; Meade, 2000) tend to support this argument. An ideal case is that one can select the best forecast model for each series in a dataset according to its features.
We aim to examine how those features influence forecasting method performance through simulations from mixture autoregressive models, which enables us to predict the performances of the forecasting methods on the candidate time series data and select the best forecasting method.
We simulate 10, 000 yearly, quarterly and monthly time series as the training time series.
The forecasting horizon h are set as 6, 8, 18 for yearly, quarterly and monthly data respectively.
We calculate the training feature matrix F (train) for the historical data and calculate the out-ofsample M ASE (train) (Mean Absolute Scaled Error; Rob J Hyndman and Koehler, 2006) values on the forecasting horizon for nine commonly used time series forecasting methods. We model the relationship between the feature matrix F (train) and M ASE (train) with nonlinear regression models. We find that quantile regression with a lasso penalty works the best for seasonal feature data, i.e. quarterly and monthly data, whilst multivariate adaptive spline regression models work well for non-seasonal feature data, i.e. yearly data in our case. In the testing procedure, we only need to calculate the feature matrix F (test) and predict the best forecasting method that minimize the predicted M ASE (test) for each time series. We describe the complete diagram in This modeling approach with GRATIS is novel several ways: (1) the training process is done purely on generated time series and does not involve the candidate time series; (2) it does not require us to try all potential models on the testing time series which makes it highly computationally efficient when the testing data is very large; (3) it does not require real data input in the training process, and our trained model can serve as a general pre-trained time series forecasting algorithm selector; and (4) most importantly, the whole procedure only requires the transformed nonsensitive time series features instead of real time series as the forecasting input. This is particularly useful when privacy is a concern.
Application to M3 data
For demonstration purpose, we apply our pretrained models to monthly, quarterly and yearly data on M3 data. We consider nine commonly used forecasting methods (Rob J Hyndman forecasting algorithms applied to each of M3 time series. Table 7 depicts the median of the MASE values for our method selection procedure and the nine individual methods on each group of time series in M3. It shows that our feature-based forecasting scheme trained with generated time series gives the lowest forecasting MASE in all individual groups and the overall dataset. It is worth mentioning that although our generated time series dataset is based on mixtures of autoregressive models, the ARIMA models are not always selected as the best in the generated data which is further evidence that our generated time series are diverse. This is due to the flexibility of mixtures and our random parameter settings in the generator in Table   1 .
Conclusions
We have proposed an efficient simulation method, GRATIS, for generating time series with diverse characteristics requiring minimal input of human effort and computational resources.
Our generated dataset can be used as benchmarking data in the time series domain, which functions similarly to other machine learning data repositories. The simulation method is based on mixture autoregressive models where the parameters are assigned with statistical distributions. In such a way, we provide a general benchmarking tool serving for advanced time series analysis where a large collection of benchmarking data is required, including forecasting comparison, model averaging, and time series model training with self-generated data. To the best of our knowledge, this is the first paper that thoroughly studies the possibility of generating a rich collection of time series. Our method not only generates realistic time series data but also gives a higher coverage of the feature space than existing time series benchmarking data.
The GRATIS approach is also able to efficiently generate new time series with controllable target features, by tuning the parameters of MAR models. This is particularly useful in time series classification or specific areas where only some features are of interest. This procedure is the inverse of feature extraction which usually requires much computational power. Our approach of generating new time series from given features can scale up the computation time by 40 times (compared to Kang, Rob J Hyndman, and K. Smith-Miles, 2017 ) making featuredriven time series analysis tasks feasible.
We further show that the GRATIS scheme can serve as a useful resource for time series applications. In particular, we present a novel time series forecasting approach by exploiting the time series features of current generated time series. Our application also sheds light on a potential direction to forecasting with private data where the model training could be purely based on our generated data.
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Appendix Description of time series features
In this section, we document the feature details in Table 3 . We have also developed an R package tsfeatures to provide methods for extracting various features from time series data which is available at https://github.com/robjhyndman/tsfeatures. Note that all of our features are ergodic for stationary and difference-stationary processes, and not dependent on the scale of the time series. Thus, they are well-suited for applying to a large diverse set of time series.
Each time series, of any length, can be summarized as a feature vector F = (F 1 , F 2 , . . . , F 26 ) .
The length of this vector will be 42 for non-seasonal time series, and for seasonal time series with a single seasonal period. For multiple seasonal time series, F will have a few more elements.
The first five features in Table 3 are all positive integers. F 1 is the time series length. F 2 is the number of seasonal periods in the data (determined by the frequency of observation, not the observations themselves) and set to 1 for non-seasonal data. F 3 is a vector of seasonal periods and set to 1 for non-seasonal data. F 4 : the number of first-order differences required before the data pass a KPSS stationarity test (Kwiatkowski et al., 1992) at the 5% level. F 5 is the number of seasonal differences required before the data pass an OCSB test (Osborn et al., 1988) at the 5% level. For multiple seasonal time series, we compute F 5 using the largest seasonal period.
For non-seasonal time series (when F 1 = 1), we set F 5 = 0.
We compute the autocorrelation function of the series, the differenced series, and the twicedifferenced series. Then F 6 is a vector comprising the first autocorrelation coefficient in each case, and the sum of squares of the first 10 autocorrelation coefficients in each case. The autocorrelation coefficient of the original series at the first seasonal lag is also computed. For non-seasonal data, this is set to 0.
We compute the partial autocorrelation function of the series, the differenced series, and the second-order differenced series. Then F 7 is a vector comprising the sum of squares of the first 5 partial autocorrelation coefficients in each case. The partial autocorrelation coefficient of the original series at the first seasonal lag is also computed. For non-seasonal data, this is set to 0.
The spectral entropy is the Shannon entropy
wheref (λ) is an estimate of the spectral density of the data. This measures the "forecastability" of a time series, where low values of F 8 indicate a high signal-to-noise ratio, and large values of F 8 occur when a series is difficult to forecast.
The nonlinearity coefficient (F 9 ) is computed using a modification of the statistic used in Teräsvirta's nonlinearity test. Teräsvirta's test uses a statistic X 2 = T log(SSE1/SSE0) where SSE1 and SSE0 are the sum of squared residuals from a nonlinear and linear autoregression respectively. This is non-ergodic, so is unsuitable for our purposes. Instead, we define F 9 = X 2 /T which will converge to a value indicating the extent of nonlinearity as T → ∞.
We use a measure of the long-term memory of a time series (F 10 ), computed as 0.5 plus the maximum likelihood estimate of the fractional differencing order d given by Haslett and Raftery (1989) . We add 0.5 to make it consistent with the Hurst coefficient. Note that the fractal dimension can be estimated as D = 2 − F 9 . Hyndman, and K. Smith-Miles (2017) . We extend the STL decomposition approach (Cleveland et al., 1990) to handle multiple seasonalities. Thus, the decomposition contains a trend, up to M seasonal components, and a remainder component: i,t for k = 1, 2, . . .. In practice, this converges quickly and only two iterations are required. To allow the procedure to be applied automatically, we set the seasonal window span for STL to be 21 in all cases. For a non-seasonal time series (when F 1 = 1), we simply estimate x t = f t + e t where f t is computed using Friedman's "super smoother" (Friedman, 1984) .
• F 17 and F 18 are defined as
Var(e t ) Var(f t + e t ) and F 18,i = 1 − Var(e t ) Var(s i,t + e t ) .
If their values are less than 0, they are set to 0, while values greater than 1 are set to 1. For non-seasonal time series F 18 = 0. For seasonal time series, F 18 is an M -vector, where M is the number of periods. This is analogous to the way the strength of trend and seasonality were defined in X. Wang, Smith, and Rob J. , Rob J Hyndman, E. Wang, and Laptev (2015) and Kang, Rob J Hyndman, and K. Smith-Miles (2017) .
• F 19 measures the "spikiness" of a time series, and is computed as the variance of the leave-one-out variances of the remainder component e t .
• F 20 and F 21 measures the linearity and curvature of a time series calculated based on the coefficients of an orthogonal quadratic regression.
• We compute the autocorrelation function of e t , and F 22 is a 2-vector containing the first autocorrelation coefficient and the sum of the first ten squared autocorrelation coefficients.
The remaining features measure the heterogeneity of the time series. First, we pre-whiten the time series to remove the mean, trend, and autoregressive (AR) information (Barbour and Parker, 2014) . Then we fit a GARCH(1,1) model to the pre-whitened time series, x t , to measure for autoregressive conditional heteroskedasticity (ARCH) effects. The residuals from this model, z t , are also measured for ARCH effects using a second GARCH(1,1) model.
• F 23 is the sum of squares of the first 12 autocorrelations of {x 2 t }.
• F 24 is the sum of squares of the first 12 autocorrelations of {z 2 t }.
• F 25 is the R 2 value of an AR model applied to {x 2 t }.
• F 26 is the R 2 value of an AR model applied to {z 2 t }.
The statistics obtained from {x 2 t } are the ARCH effects, while those from {z 2 t } are the GARCH effects. Note that the two R 2 values are used in the Lagrange-multiplier test of Engle (1982) , and the sum of squared autocorrelations are used in the Ljung-Box test proposed by Ljung and Box (1978) .
Web application for time series generation
We implement our approach in a shiny app (Chang et al., 2018) as shown in Figure 8 . Users can first choose the features that they are interested in. After setting their desired time series seasonal pattern, length, the number of time series, and the feature values required, the generated series are displayed. In Figure 8 , we aim to generate ten monthly time series with length 120. The selected features are nsdiffs, x_acf1, entropy, stability, trend, seasonal_strength and garch_r2. The corresponding target vector is (1, 0.85, 0.55, 0.73, 0.91, 0.95, 0.07) . Following the GA process, the generated time series are shown at the bottom of Figure 8 . The simulated data can also be downloaded to a local computer. 
