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OPERATOR IDEALS AND THREE-SPACE PROPERTIES OF
ASYMPTOTIC IDEAL SEMINORMS
RYAN M. CAUSEY, SZYMON DRAGA, AND TOMASZ KOCHANEK
Abstract. We introduce asymptotic analogues of the Rademacher and martingale type
and cotype of Banach spaces and operators acting on them. Some classical local theory
results related, for example, to the ‘automatic-type’ phenomenon, the type-cotype duality,
or the Maurey–Pisier theorem, are extended to the asymptotic setting. We also investigate
operator ideals corresponding to the asymptotic subtype/subcotype. As an application
of this theory, we provide a sharp version of a result of Brooker and Lancien by showing
that any twisted sum of Banach spaces with Szlenk power types p and q has Szlenk power
type max{p, q}.
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1. Introduction
Beginning with the result of James [19] that every uniformly convex Banach space is
superreflexive, and the converse of Enflo [13] that every superreflexive Banach space is
isomorphic to a uniformly convex Banach space, a beautiful theory has emerged regarding
the renorming of superreflexive Banach spaces. In particular, Pisier [28] proved that every
superreflexive Banach space can be renormed to be uniformly convex with some power
type modulus, and demonstrated a method by which one can determine the supremum
of the corresponding power types by means of Haar cotype quantities. Since then, Haar,
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martingale, and Rademacher type and cotype have played important roles in the local
theory of Banach spaces. One remarkable result regarding these topics is the solution
of several three-space problems by Enflo, Lindenstrauss, and Pisier [14]. Namely, they
showed that if pX denotes the supremum of those p for which X has Haar type p (resp.
Rademacher type p), then for any Banach spaceX and any closed subspace Y ofX , we have
pX = max{pY , pX/Y }. Further elegant results regarding Haar, martingale, Rademacher and
Gaussian type and cotype of operators were obtained by Beauzamy [3], Hinrichs [18] and
Wenzel [32].
Each of the topics from the previous paragraph is of a local nature. The goal of this
work is to prove the asymptotic analogues of these local results. We introduce asymptotic
analogues of both the martingale and Rademacher type/cotype ideal norms and study du-
ality, renorming, ideal properties, and three-space properties associated with these ideal
norms. An important asymptotic renorming result is that a Banach space is asymptotically
uniformly smoothable if and only if its Szlenk index does not exceed ω, the first infinite
ordinal, and the modulus of asymptotic uniform smoothness can be taken to have power
type (this is due to Knaust, Odell, and Schlumprecht [20] for separable spaces and Raja [30]
for the general case). Furthermore, Godefroy, Kalton and Lancien [16] used an isomorphic
invariant, the Szlenk power type p(X) of X , to determine for which p a given separable,
asymptotically uniformly smoothable Banach space X can be renormed to have modulus
of power type p. Their result was extended to nonseparable spaces, higher ordinals, and
operators in [8]. Moreover, Brooker and Lancien [6] showed that being asymptotically
uniformly smoothable is a three-space property and they gave the quantitative estimate
p(X) 6 p(Y ) + p(X/Y ) for any Banach space X and any closed subspace Y of X such
that both Y and X/Y are asymptotically uniformly smoothable. We first define the no-
tions of block basic and block type/cotype for a collection of formal identities between
basic sequences, meant to parallel the notions of martingale and Rademacher type. We
prove block analogues of several well-known local results regarding martingale type and
cotype. We then define the nth asymptotic structure of an operator and use the notions of
asymptotic basic type/cotype and asymptotic type/cotype, as well as weak∗ analogues of
these notions for adjoints. Each of these notions has a parameter p, which ranges over the
interval [1,∞]. Regarding these results, we obtain the following (for details see Section 4
and Theorem 6.5).
Theorem 1.1. For any 1 6 p, q 6∞, there is an ideal norm ap on the class of operators
Ap with asymptotic basic type p making (Ap, ap) into a Banach ideal. Analogous results hold
for the classes of operators with asymptotic basic cotype q, asymptotic type p, asymptotic
cotype q, or any of the analogous weak∗ classes.
In perfect parallel with the local case, any asymptotically uniformly smoothable Banach
space automatically has some nontrivial asymptotic basic type p, but there are asymptot-
ically uniformly smoothable operators which have no nontrivial asymptotic basic type (cf.
Theorem 5.14, Remarks 5.8 and 6.6). This fact is analogous to Pisier’s result that any
superreflexive Banach space has nontrivial martingale type p for some 1 < p < 2, while it
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is easy to construct super weakly compact operators which do not have martingale type p
for any p > 1 (see [32]).
Analogous assertions for asymptotic basic cotype and asymptotic type/cotype can be
formulated in terms of the notions of asymptotic (basic) subtype/subcotype which we define
following the results of Beauzamy, Hinrichs and Wenzel. Regarding these notions, we prove
the following theorem, where clause (i) follows from Theorem 5.12(i) and Remark 5.15,
whereas clauses (ii) and (iii) follow from Theorem 5.12(iii) and (iv), respectively. (Here
Sz(A) denotes the Szlenk index of an operator A.)
Theorem 1.2. Let A : X → Y be an operator between Banach spaces X and Y .
(i) A has asymptotic basic subtype if and only if Sz(A) 6 ω.
(ii) Either A has asymptotic subtype or the identity on ℓ1 is crudely asymptotically finitely
representable in A, and these two alternatives are exclusive. Moreover, the class of
operators with asymptotic subtype is a closed operator ideal.
(iii) Either A has asymptotic subcotype or the identity on c0 is crudely asymptotically
finitely representable in A, and these two alternatives are exclusive. Moreover, the
class of operators with asymptotic subcotype is a closed operator ideal.
Restricting our attention to Banach spaces (that is, taking A to be the identity opera-
tor), we prove the following ‘automatic power type’ phenomenon which in general fails for
operators. It follows from Corollary 2.11 applied to appropriate identity blocks (cf. also
Theorem 5.13).
Theorem 1.3. A Banach space X has asymptotic basic subtype if and only if there exists
1 < p < ∞ such that X has asymptotic basic type p. The analogous result holds for as-
ymptotic basic subcotype, asymptotic subtype, asymptotic subcotype, and the corresponding
weak∗ properties.
We also obtain the following result regarding duality (see Corollary 6.10).
Theorem 1.4. An operator A : X → Y between Banach spaces X and Y has asymptotic
basic subtype (resp. asymptotic basic type p) if and only if A∗ has weak∗ asymptotic basic
subcotype (resp. weak∗ asymptotic basic cotype q, where 1/p+ 1/q = 1).
Similarly to the result mentioned earlier, there exist operators with asymptotic basic
subcotype or asymptotic subtype/subcotype and without nontrivial corresponding power
type (see Remark 5.8). Note also that Theorem 1.2 yields a structural characterization
of operators with asymptotic subtype/subcotype and that the corresponding result in the
classical Rademacher type/cotype case would be that a Banach space either has some
nontrivial type (resp. cotype) or contains ℓn1 ’s (resp. ℓ
n
∞’s) uniformly, while it is easy to
construct operators with no nontrivial type (resp. cotype) which do not uniformly preserve
ℓn1 ’s.
The paper is concluded with a quantitative strengthening of the result of Brooker and
Lancien mentioned earlier, as well as a proof of the analogous fact for asymptotic type. In
what follows, let q(X) denote the supremum of those p such that X has asymptotic basic
type p and let t(X) denote the supremum of those p such that X has asymptotic type p.
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Combining Theorems 1.2 and 1.3 with an asymptotic version of the well-known blocking
arguments of James, we obtain that Sz(X) 6 ω if and only if q(X) > 1 and ℓ1 fails to
be asymptotically finitely representable in X if and only if t(X) > 1. The aforementioned
result is contained in Theorem 7.5, where the assertion for q(X) is presented in a dual
form (cf. Remark 6.6).
Theorem 1.5. Let X be a Banach space and Y a closed subspace of X. Then
q(X) = min{q(Y ), q(X/Y )} and t(X) = min{t(Y ), t(X/Y )}.
2. Block structures
In what follows, K is either R or C and (ei)
n
i=1 stands for the canonical basis of K
n.
For any Banach space X , the symbols BX and SX stand for its unit ball and unit sphere,
respectively. All operators are assumed to be linear and bounded. For any sequence (xi)
in a Banach space, we denote by [xi] its closed linear span.
Given a > 0, b > 1 and n ∈ N, we denote by Ba,bn the set of all pairs (r, ρ) of seminorms
on Kn such that:
(i) r is a norm;
(ii) r(ei) = 1 for each 1 6 i 6 n;
(iii) for all 1 6 m 6 n and all scalars (ai)
n
i=1 we have
r
( m∑
i=1
aiei
)
6 br
( n∑
i=1
aiei
)
and ρ
( m∑
i=1
aiei
)
6 bρ
( n∑
i=1
aiei
)
;
(iv) for any scalars (ai)
n
i=1 we have
ρ
( n∑
i=1
aiei
)
6 ar
( n∑
i=1
aiei
)
.
We endow Ba,bn with the metric
dn((r, ρ), (s, σ)) = max
(ai)ni=1∈Bℓn∞
max
{∣∣∣r( n∑
i=1
aiei
)
− s
( n∑
i=1
aiei
)∣∣∣,
∣∣∣ρ( n∑
i=1
aiei
)
− σ
( n∑
i=1
aiei
)∣∣∣}.
Definition 2.1. Given (r, ρ) ∈ Ba,bn and (s, σ) ∈ Ba,bm , we say that (s, σ) is a block of (r, ρ)
provided there exist a scalar sequence (ai)
n
i=1 and integers 0 = k0 < . . . < km 6 n such
that r(
∑
kj−1<i6kj
aiei) = 1 for each 1 6 j 6 m and
s
( m∑
j=1
bjej
)
= r
( m∑
j=1
kj∑
i=kj−1+1
bjaiei
)
, σ
( m∑
j=1
bjej
)
= ρ
( m∑
j=1
kj∑
i=kj−1+1
bjaiei
)
for every scalar sequence (bj)
m
j=1.
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Let X , Y be Banach spaces, (xi)
∞
i=1 a normalized basic sequence in X and A : X → Y
an operator such that (Axi : i ∈ N, Axi 6= 0) is also basic, where the order corresponds to
the order of (xi)
∞
i=1. Then, there is b > 1 such that for all 1 6 m 6 n and every scalar
sequence (ai)
n
i=1 we have∥∥∥∥∥
m∑
i=1
aixi
∥∥∥∥∥ 6 b
∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥ and
∥∥∥∥∥A
m∑
i=1
aixi
∥∥∥∥∥ 6 b
∥∥∥∥∥A
n∑
i=1
aixi
∥∥∥∥∥.
Hence, for each n ∈ N, we can associate with the operator A|[xi : i6n] a member of B‖A‖,bn
defined by
r
( n∑
i=1
aiei
)
=
∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥ and ρ(
n∑
i=1
aiei
)
=
∥∥∥∥∥A
n∑
i=1
aixi
∥∥∥∥∥.
Let E ⊂ ⋃∞n=1 Ba,bn . We adopt the convention of saying that A : [xi : 1 6 i 6 n]→ [Axi : 1 6
i 6 n] belongs to E , whenever the pair (r, ρ) defined above belongs to E . If it holds true
with A being the identity operator, then we say that (xi)
n
i=1 ∈ E .
Recall that if (xi)
∞
i=1 is a basic sequence, then by a block sequence with respect to (xi)
∞
i=1
we mean any sequence (zi)
∞
i=1 of nonzero vectors for which there exist integers 0 = p0 <
p1 < . . . and a scalar sequence (ai)
∞
i=1 such that
zi =
pi∑
j=pi−1+1
ajxj for i ∈ N.
Definition 2.2. Let (xi)
∞
i=1 be a normalized basic sequence in a Banach space and let A
be an operator defined on [xi : i ∈ N] such that (Axi : i ∈ N, Axi 6= 0) is also basic. Let
also a > 0, b > 1 and E be any collection contained in ⋃∞n=1 Ba,bn . We call the operator A:
(i) block finitely representable on E if for each n ∈ N the restriction A : [xi : 1 6 i 6
n]→ [Axi : 1 6 i 6 n] ∈ E ;
(ii) shrinking if for any bounded block sequence (zi)
∞
i=1 with respect to (xi)
∞
i=1 the se-
quence (Azi)
∞
i=1 is weakly null;
(iii) boundedly complete if for any block sequence (zi)
∞
i=1 with respect to (xi)
∞
i=1 such
that infn ‖Azn‖ > 0 we have supn ‖
∑n
i=1 zi‖ =∞.
We say that the sequence (xi)
∞
i=1 has any of the properties listed above if the identity
operator on [xi : i ∈ N] has the corresponding property.
Definition 2.3. Let a > 0, b > 1. We say a collection E ⊂ ⋃∞n=1 Ba,bn is:
(i) closed if for each n ∈ N, E ∩ Ba,bn is closed in Ba,bn with respect to the metric dn;
(ii) block closed if E contains all blocks of its members;
(iii) stable if it is both closed and block closed;
(iv) nontrivial if for each n ∈ N we have E ∩ Ba,bn 6= ∅;
(v) an identity block if it is stable and r = ρ for every (r, ρ) ∈ E .
Each member of an identity block E has the form (r, r) with some norm r on Kn. Hence,
it can be regarded as the normed space (Kn, r) for some n ∈ N. Hereinafter, we will use
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the convention of referring to elements of E as normalized basic sequences in Kn. We do
not necessarily need to mention the underlying norm explicitly; sometimes we will denote
it by the usual symbol ‖·‖ rather than r. Blocks in the sense of Definition 2.1 will be
regarded as block basic sequences.
Now, we will define two ‘flavors’ of seminorms, each of which having a parameter p ∈
[1,∞], each having both a type and a cotype version. Later we will use these quantities to
define both weak and weak∗ asymptotic ideal seminorms. One flavor leads to an asymptotic
analogue of the local notions of Rademacher type/cotype, the results of which can be
compared to those found in [3, 18], while the other leads to an asymptotic analogue of the
notion of martingale type, the results of which can be compared to those found in [32].
In the sequel, (εi)
∞
i=1 stands for a sequence of independent and identically distributed
Rademacher random variables. Specifically, we can choose εi as the ith coordinate function
on the probability space {±1}N.
Definition 2.4. Let a > 0, b > 1 and E ⊂ ⋃∞k=1 Ba,bk be a stable set. For 1 6 p 6∞ and
n ∈ N we define αp,n(E) (respectively: τp,n(E)) as the infimum over all constants T > 0
such that for every (r, ρ) ∈ E ∩ Ba,bn and all scalars (ai)ni=1 we have
ρ
( n∑
i=1
aiei
)
6 T‖(ai)ni=1‖ℓnp ;
resp.
∥∥∥∥∥ρ(
n∑
i=1
εiaiei
)∥∥∥∥∥
Lp
6 T‖(ai)ni=1‖ℓnp .
Similarly, for 1 6 q 6∞ and n ∈ N we define βq,n(E) (respectively: γq,n(E)) as the infimum
over all constants C > 0 such that for every (r, ρ) ∈ E ∩Ba,bn and all scalars (ai)ni=1 we have
Cr
( n∑
i=1
aiei
)
> ‖(aiρ(ei))ni=1‖ℓnq ;
resp. C
∥∥∥∥∥r(
n∑
i=1
εiaiei
)∥∥∥∥∥
Lq
> ‖(aiρ(ei))ni=1‖ℓnq .
Now, we introduce some further quantities which are used to test whether a given col-
lection E has block (basic) subtype/subcotype without specifying a concrete exponent.
Definition 2.5. Let a > 0, b > 1 and E ⊂ ⋃∞k=1 Ba,bk be a stable set. For n ∈ N we define
θn(E) (respectively: Θn(E)) as the infimum over all constants T > 0 such that for every
(r, ρ) ∈ E ∩ Ba,bn and all scalars (ai)ni=1 we have
ρ
(1
n
n∑
i=1
aiei
)
6 T‖(ai)ni=1‖ℓn∞ ;
resp.
∥∥∥∥∥ρ( 1n
n∑
i=1
εiaiei
)∥∥∥∥∥
L1
6 T‖(ai)ni=1‖ℓn∞ .
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Similarly, we define υn(E) (respectively: Υn(E)) as the infimum over all constants C > 0
such that for every (r, ρ) ∈ E ∩ Ba,bn and all scalars (ai)ni=1 we have
Cr
( n∑
i=1
aiei
)
> ‖(aiρ(ei))ni=1‖ℓn−∞ ;
resp. C
∥∥∥∥∥r(
n∑
i=1
εiaiei
)∥∥∥∥∥
L1
> ‖(aiρ(ei))ni=1‖ℓn−∞,
where ‖(bi)ni=1‖ℓn−∞ := min16i6n |bi|.
For any given 1 6 p 6∞ we denote by p′ its conjugate exponent, so that 1/p+1/p′ = 1
with the convention that p′ =∞ for p = 1 and p′ = 1 for p =∞.
Definition 2.6. Let a > 0, b > 1. For any 1 6 p, q 6 ∞ we say that a stable set
E ⊂ ⋃∞k=1 Ba,bk has:
(i) block basic type p if supn αp,n(E) <∞,
(ii) block type p if supn τp,n(E) <∞,
(iii) block basic subtype p if αp,n(E) = o(n1/p′), i.e. limn n1/p−1αp,n(E) = 0,
(iv) block subtype p if τp,n(E) = o(n1/p′), i.e. limn n1/p−1τp,n(E) = 0,
(v) block basic subtype if limn θn(E) = 0,
(vi) block subtype if limnΘn(E) = 0,
(vii) block basic cotype q if supn βq,n(E) <∞,
(viii) block cotype q if supn γq,n(E) <∞,
(ix) block basic subcotype q if βq,n(E) = o(n1/q),
(x) block subcotype q if γq,n(E) = o(n1/q),
(xi) block basic subcotype if limn υn(E) = 0,
(xii) block subcotype if limnΥn(E) = 0.
The terminology introduced in (v), (vi), (xi) and (xii) is justified in the sense that having
block (basic) subtype/subcotype is equivalent to having block (basic) subtype/subcotype
for some exponent from (1,∞) (a nontrivial one). We will prove these facts in Theorems 3.2,
3.3, 3.4 and 3.5 below.
We note that, unlike the case of the martingale and Rademacher type, every p ∈ [1,∞]
can be realized as the block type or block basic type of some collection. Also, unlike
martingale and Rademacher cotype, every q ∈ [1,∞] can be the block cotype or block
basic cotype of some collection. Indeed, if for each k ∈ N we let E ∩ B1,1k be the canonical
ℓkq basis, then E has block type q, block basic type q, block cotype q, and block basic cotype
q.
The notion of Rademacher subtype and subcotype as defined here are block versions
of definitions due to Beauzamy [3]. Subsequently, the notions of (Rademacher, Gaussian,
martingale, and Haar) subcotype were studied extensively by Hinrichs [18] and Wenzel
[32].
Recall that a sequence (an)
∞
n=1 of real numbers is called submultiplicative if amn 6 aman
for all m,n ∈ N. The following fact is a a well-known phenomenon and can be proved by
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methods similar to those used for classical Rademacher type/cotype constants (see, e.g.,
[4, Prop. G.3]). We show it only for the block basic type constants (this case will be used
in the proof of our main result, Theorem 7.5); in other cases the proof is similar.
Proposition 2.7. Let a > 0, b > 1 and let E ⊂ ∪∞n=1Ba,bn be an identity block. For
every 1 6 p 6∞, all the sequences: (αp,n(E))∞n=1, (τp,n(E))∞n=1, (βp,n(E))∞n=1, (γp,n(E))∞n=1,
(θp,n(E))∞n=1, (Θp,n(E))∞n=1, (υp,n(E))∞n=1, (Υp,n(E))∞n=1 are submultiplicative.
Proof. Fix m,n ∈ N, 1 6 p 6 ∞ and a scalar sequence (ai)mni=1. For 1 6 i 6 n define
zi =
∑im
j=(i−1)m+1 ajej and assume for now that every zi 6= 0. Then, for any (r, r) ∈ E∩Ba,bmn,
the vectors zi/r(zi) produce a block (s, s) ∈ E ∩ Ba,bn and hence
r
( mn∑
i=1
aiei
)
= r
( n∑
i=1
r(zi)
zi
r(zi)
)
6 αp,n(E)‖(r(zi))ni=1‖ℓnp
6 αp,n(E)αp,m(E)‖(‖(aj)imj=(i−1)m+1‖ℓmp )ni=1‖ℓnp
= αp,n(E)αp,m(E)‖(ai)mni=1‖ℓmnp .
In the general case, we repeat the same estimation omitting all i’s for which zi = 0, and
we obtain a right-hand side as above but with αp,k(E) instead of αp,n(E), where k < n.
However, since E is an identity block, we have αp,k(E) 6 αp,n(E). Hence, in both cases the
above estimate is valid, which gives αp,mn(E) 6 αp,m(E)αp,n(E). 
We will also need the following, folklore lemma.
Lemma 2.8. If (an)
∞
n=1 is a monotone increasing, submultiplicative sequence of nonneg-
ative numbers and for some k > 1 and 1 6 p 6 ∞ we have ak 6 k1/p, then there exists
C > 0 such that an 6 Cn
1/p for each n ∈ N.
The assertions contained in our next result have well-known analogies in the classical
theory of Rademacher type/cotype (see, e.g., [4, Prop. G.3, G.4], [23, Lemme 1.3, 2.3],
[25, Lemma 13.5]). Clauses (vi) and (viii) correspond to the Maurey–Pisier theorem in its
most particular form. They refer directly to Beauzamy-type results which we shall prove
in the next section. Clauses (ii) and (iv) also rely on results which are not yet proved, so
we postpone their proofs to Section 3.
Proposition 2.9. Let a > 0, b > 1 and let E ⊂ ⋃∞n=1 Ba,bn be an identity block.
(i) If 1 < N ∈ N and 1 6 p 6 r < ∞ are such that αr,N(E) 6 N
1
p
− 1
r , then E has block
basic type s for every 1 6 s < p.
(ii) E has block basic type p for some 1 < p <∞ if and only if every (xi)∞i=1 block finitely
representable on E is shrinking.
(iii) If 1 6 r 6 q < ∞ and 1 < N ∈ N are such that βr,N(E) 6 N
1
r
− 1
q , then E has block
basic cotype s for every q < s <∞.
(iv) E has block basic cotype q for some 1 < q < ∞ if and only if every (xi)∞i=1 block
finitely representable on E is boundedly complete.
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(v) If 1 < N ∈ N and 1 6 p 6 r < ∞ are such that τr,N(E) 6 N
1
p
− 1
r , then E has block
type s for every 1 6 s < p.
(vi) E has no nontrivial block type if and only if the canonical ℓ1 basis is block finitely
representable on E .
(vii) If 1 6 r 6 q < ∞ and 1 < N ∈ N are such that γr,N(E) 6 N
1
r
− 1
q , then E has block
cotype s for every q < s <∞.
(viii) E fails to have nontrivial block cotype if and only if the canonical c0 basis is block
finitely representable on E .
Before giving the proof of Proposition 2.9 let us show a lemma which establishes duality
between the block basic type and the block basic cotype. First, we introduce the following
notation: For each basic sequence (ei)
n
i=1 ∈ E (cf. the remarks after Definition 2.3) we
denote by (e∗i )
n
i=1 its biorthogonal sequence, that is, the sequence of coordinate functionals.
For any n ∈ N, we define E∗n to be the closure in Ba,bn of the family of all normalized block
sequences of length n formed from
⋃∞
m=n{(e∗i )mi=1 : (ei)mi=1 ∈ E}. Let E (∗) be the family of
all normalized block sequences of all sequences that are biorthogonal to sequences in E .
Note that, for each n ∈ N, E∗n is the closure of E (∗) ∩Ba,bn . Finally, we define E∗ =
⋃∞
n=1 E∗n.
Lemma 2.10. Let a > 0, b > 1 and let E ⊂ ⋃∞n=1 Ba,bn be an identity block. For every
1 6 p 6∞ and n ∈ N we have
αp,n(E) 6 βp′,n(E∗) 6 2bαp,n(E)
and
αp,n(E∗) 6 βp′,n(E) 6 2bαp,n(E∗).
Proof. We start with proving the inequalities: αp,n(E) 6 βp′,n(E∗) and βp,n(E) 6 2bαp′,n(E∗).
Of course, the latter one gives the last inequality of our assertion because the roles of p
and p′ are symmetric.
Fix any n ∈ N, (ei)ni=1 ∈ E and a scalar sequence (ci)ni=1. Pick a norm one functional
x∗ =
∑n
i=1 d
′
ie
∗
i with x
∗(
∑n
i=1 ciei) = ‖
∑n
i=1 ciei‖. We have
1 =
∥∥∥∥∥
n∑
i=1
d′ie
∗
i
∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=1
‖e∗i ‖d′i
e∗i
‖e∗i ‖
∥∥∥∥∥ > βp′,n(E∗)−1‖(‖e∗i ‖d′i)i=1‖ℓnp′
> βp′,n(E∗)−1‖(d′i)ni=1‖ℓnp′ .
Therefore, ∥∥∥∥∥
n∑
i=1
ciei
∥∥∥∥∥ =
n∑
i=1
cid
′
i 6 ‖(ci)ni=1‖ℓnp‖(d′i)ni=1‖ℓnp′ 6 βp′,n(E
∗)‖(ci)ni=1‖ℓnp
which gives the first of the announced inequalities.
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For the second inequality, pick a scalar sequence (di)
n
i=1 so that ‖(di)ni=1‖ℓnp′ = 1 and∑n
i=1 cidi = ‖(ci)ni=1‖ℓnp . Then we have∥∥∥∥∥
n∑
i=1
die
∗
i
∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=1
‖e∗i ‖di
e∗i
‖e∗i ‖
∥∥∥∥∥ 6 αp′,n(E∗)‖(‖e∗i ‖di)i=1‖ℓnp′ 6 2bαp′,n(E∗)
and hence
2bαp′,n(E∗)
∥∥∥∥∥
n∑
i=1
ciei
∥∥∥∥∥ > (
n∑
i=1
die
∗
i
)( n∑
i=1
ciei
)
= ‖(ci)ni=1‖ℓnp
as desired.
By density, for proving the remaining two inequalities it is sufficient to consider only
members of E (∗). For each (x∗i )ni=1 ∈ E (∗) there exist n 6 m ∈ N, (ei)mi=1 ∈ E , integers
0 = k0 < . . . < kn = m and a scalar sequence (bi)
m
i=1 such that x
∗
i =
∑
ki−1<j6kj
bje
∗
j . Since
b is the basis constant, we have 1 6 ‖e∗j‖ 6 2b for each 1 6 j 6 m.
Fix any scalar sequence (ci)
n
i=1 and (x
∗
i )
n
i=1 ∈ E as above. Pick a norm one vector
x =
∑m
i=1 aiei so that ‖
∑n
i=1 cix
∗
i ‖ = (
∑n
i=1 cix
∗
i )(x). Set
I =
{
i 6 n :
ki∑
j=ki−1+1
ajej 6= 0
}
and define
x′i =

∑ki
j=ki−1+1
ajej∥∥∥∑kij=ki−1+1 ajej∥∥∥ if i ∈ I
eki if i 6∈ I,
d′i =
{ ∥∥∥∑kij=ki−1+1 ajej∥∥∥ if i ∈ I
0 if i 6∈ I.
Then
1 =
∥∥∥∥∥
m∑
i=1
aiei
∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=1
d′ix
′
i
∥∥∥∥∥ > βp,n(E)−1‖(d′i)ni=1‖ℓnp
and ∥∥∥∥∥
n∑
i=1
cix
∗
i
∥∥∥∥∥ = (
n∑
i=1
cix
∗
i
)
(x) =
n∑
i=1
cid
′
ix
∗
i (x
′
i)
6
n∑
i=1
|cid′i| 6 ‖(ci)ni=1‖ℓnp′‖(d
′
i)
n
i=1‖ℓnp 6 βp,n(E)‖(ci)ni=1‖ℓnp′
which proves that αp′,n(E∗) 6 βp,n(E) (and the same holds true after swapping p and p′).
For the remaining inequality, pick (xi)
n
i=1 ∈ E such that x∗i (xi) > 1/2b. Note this can be
done since basis constants of elements of E are at most b. By the form of xi’s we can also
assume that each xi is a combination of ej ’s with ki−1 < j 6 ki. Take also a scalar sequence
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(di)
n
i=1 with ‖(di)ni=1‖ℓnp = 1 and
∑n
i=1 cidi = ‖(ci)ni=1‖ℓnp′ . Then ‖
∑n
i=1 dixi‖ 6 αp,n(E) and∥∥∥∥∥
n∑
i=1
cix
∗
i
∥∥∥∥∥ > αp,n(E)−1(
n∑
i=1
cix
∗
i
)( n∑
i=1
dixi
)
= αp,n(E)−1
n∑
i=1
cidix
∗
i (xi)
> (αp,n(E)2b)−1‖(ci)ni=1‖ℓnp′
as required. 
Proof of Proposition 2.9 (i), (iii), (v), (vii). (i) This assertion follows easily from the proof
of (v) by omitting the expectation over sign choices.
(iii) In view of Lemma 2.10, we have
αr′,N(E∗) 6 βr,N(E) 6 N
1
r
− 1
q = N
1
q′
− 1
r′ .
By assertion (i) (applied to r′ in the place of r and q′ in the place of p), we infer that for
every s > q the sequence (αs′,n(E∗))∞n=1 is bounded. By appealing to Lemma 2.10 once
again, we get
sup
n
βs,n(E) 6 2b sup
n
αs′,n(E∗) <∞.
(v) For s = 1 the result is trivial, so assume s > 1 and pick any number t with s < t < p.
Then we have τr,N(E) < N1/t−1/r and therefore Proposition 2.7 and Lemma 2.8 imply that
there is a constant C > 0 such that τr,n(E) 6 Cn1/t−1/r for each n ∈ N. (Notice that
the sequence (τr,n(E))∞n=1 is increasing as E is block closed). Define
α = 1− 1
t
, q =
s
s− 1 and β = q −
1
α
and note that α > 1− 1/s = 1/q, hence β > 0.
Fix any φ ∈ (0, 1) and set
D =
(
φ−qC
1
α
∞∑
j=1
φjβ
)1/q
<∞.
Fix n ∈ N, (ei)ni=1 ∈ E and any scalar sequence (ai)ni=1. Let E = [ei : 1 6 i 6 n]. For each
ε = (εi)
n
i=1 ∈ {±1}n pick a functional x∗ε ∈ BE∗ with
x∗ε
( n∑
i=1
aiεiei
)
=
∥∥∥∥∥
n∑
i=1
aiεiei
∥∥∥∥∥.
For every j ∈ N define
Sj =
{
i 6 n : φj < |Ex∗ε(εiei)| 6 φj−1
}
,
where the expectation value is taken, as usual, with respect to the uniform probability on
{±1}n. For all j ∈ N and i ∈ Sj we also pick a unimodular scalar δi so that |Ex∗ε(εiei)| =
Ex∗ε(εiδiei). Then we have
|Sj |φj 6
∑
i∈Sj
Ex∗ε(εiδiei) 6
∥∥∥∥∥∑
i∈Sj
εiδiei
∥∥∥∥∥
Lr(E)
6 C|Sj|
1
t .
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Here, we have used the fact that (δiei)i∈Sj ∈ E and τr,|Sj |(E) 6 C|Sj|1/t−1/r if Sj 6= ∅,
whereas all the terms equal zero if Sj = ∅. Rearranging the above inequality gives
|Sj |αφj = |Sj |1−
1
tφj 6 C
which implies that
|Sj |φjq =
(|Sj |αφj) 1αφjβ 6 C 1αφjβ.
Now, define
x∗ =
∞∑
j=1
φj−1
∑
i∈Sj
e∗i ∈ ℓq
(e∗i stands here for the ith element of the canonical basis of ℓq) and observe that since the
sets Sj are mutually disjoint, we have
‖x∗‖ℓq =
( ∞∑
j=1
φ−qφjq|Sj |
)1/q
6
(
φ−qC
1
α
∞∑
j=1
φjβ
)1/q
= D.
Hence, if Bs stands for the constant stemming from the Kahane–Khintchine inequality
(see, e.g. [25, §9.2]), then we have
1
Bs
∥∥∥∥∥
n∑
i=1
aiεiei
∥∥∥∥∥
Ls(E)
6
∥∥∥∥∥
n∑
i=1
aiεiei
∥∥∥∥∥
L1(E)
= Ex∗ε
( n∑
i=1
aiεiei
)
6
n∑
i=1
|ai||Ex∗ε(εiei)|
=
∞∑
j=1
∑
i∈Sj
|ai||Ex∗ε(εiei)| 6
∞∑
j=1
∑
i∈Sj
|ai|φj−1
= x∗((ai)
n
i=1) 6 ‖x∗‖ℓq‖(ai)ni=1‖ℓns 6 D‖(ai)ni=1‖ℓns .
Consequently, E has block type s with constant at most DBs.
(vii) Proposition 2.7 and Lemma 2.8 imply that there is a constant C > 0 such that
γr,n(E) 6 Cn1/r−1/q for every n ∈ N. Fix any φ ∈ (0, 1) and set
D = φ−1
∞∑
j=1
φj(1−
q
s
) <∞.
Fix n ∈ N, (ei)ni=1 ∈ E and any scalar sequence (ai)ni=1 such that max16i6n |ai| = 1. For each
1 6 i 6 n pick a unimodular scalar δi so that δiai = |ai|. Replacing (ai)ni=1 by (δiai)ni=1 and
(ei)
n
i=1 by (δ
−1
i ei)
n
i=1 ∈ E we may assume each ai is nonnegative. Let E = [ei : 1 6 i 6 n].
For each j ∈ N let
Sj = {i 6 n : φj < |ai| 6 φj−1};
note that
‖(ai)ni=1‖ℓns 6 φ−1
∞∑
j=1
φj|Sj|1/s.
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For every j ∈ N with Sj 6= ∅ we have
γr,|Sj|(E)
∥∥∥∥∥
n∑
i=1
εiaiei
∥∥∥∥∥
Ls(E)
> γr,|Sj|
∥∥∥∥∥
n∑
i=1
εiaiei
∥∥∥∥∥
Lr(E)
> φjγr,|Sj|
∥∥∥∥∥∑
i∈Sj
εiei
∥∥∥∥∥
Lr(E)
> φj|Sj|1/r.
Here we have used the fact that ai’s are real numbers and that the sequence (εiei)
n
i=1 is
1-unconditional in Lr(E). Therefore, we get
φj |Sj|1/r 6 γr,|Sj|
∥∥∥∥∥
n∑
i=1
εiaiei
∥∥∥∥∥
Ls(E)
6 C|Sj|
1
r
− 1
q ,
thus
|Sj|
1
q 6 Cφ−j
∥∥∥∥∥
n∑
i=1
εiaiei
∥∥∥∥∥
Ls(E)
.
Note that this last inequality holds also for j ∈ N with Sj = ∅, so it is true for all j ∈ N.
Now, since max16i6n |ai| = 1 and q/s < 1, we obtain
|Sj| 1s 6 C
q
sφ−
jq
s
∥∥∥∥∥
n∑
i=1
εiaiei
∥∥∥∥∥
q
s
Ls(E)
6 Cφ−
jq
s
∥∥∥∥∥
n∑
i=1
εiaiei
∥∥∥∥∥
Ls(E)
,
hence
‖(ai)ni=1‖ℓns 6 φ−1
n∑
i=1
φj|Sj|1/s 6 CD
∥∥∥∥∥
n∑
i=1
εiaiei
∥∥∥∥∥
Ls(E)
.
This shows that γs,n(E) 6 CD for each n ∈ N and the assertion follows. 
The above proof contains the following ‘automatic-type’ result which was used several
times along the way and which is worth recording separately.
Corollary 2.11. If E ⊂ ⋃∞n=1 Ba,bn is an identity block, then E has block (basic) sub-
type/subcotype if and only if it has nontrivial block (basic) type/cotype.
3. Beauzamy-type results
It is a classical fact, and a corollary from the Maurey–Pisier theorem [23], that ℓ1 (re-
spectively: c0) is crudely finitely representable in a Banach space X if and only if X fails
to have nontrivial Rademacher type (resp. cotype). This does not extend verbatim to
operators as is easily seen by considering a diagonal operator (on ℓ1 or c0) with diagonal
entries vanishing like 1/ logn. Nevertheless, an appropriate operator version of this phe-
nomenon was given by Beauzamy [3] who proved that ℓ1 (resp. c0) is not crudely finitely
representable in an operator A if and only if A has Rademacher subtype (resp. subcotype),
which is actually equivalent to A having subtype 2 (resp. subcotype 2). The aim of the
present section is to derive analogous results in the language of general block structures.
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Definition 3.1. Given a > 0, b > 1, n ∈ N and ̺ > 0, we say that (r, ρ) ∈ Ba,bn is:
(i) a ̺-ℓ+1 -sequence if for every sequence (ai)
n
i=1 ⊂ [0,∞) we have
ρ
( n∑
i=1
aiei
)
> ̺
n∑
i=1
ai,
(ii) a ̺-ℓ1-sequence if for every scalar sequence (ai)
n
i=1 we have
ρ
( n∑
i=1
aiei
)
> ̺
n∑
i=1
|ai|,
(iii) a ̺-c+0 -sequence if there exist (ai)
n
i=1 ⊂ [̺,∞) such that ρ(ei) > ̺ for each 1 6 i 6 n
and
max
16m6n
r
( m∑
i=1
aiei
)
6 1,
(iv) a ̺-c0-sequence if ρ(ei) > ̺ for each 1 6 i 6 n and
max
(ai)ni=1∈Bℓn∞
̺r
( n∑
i=1
aiei
)
6 1.
Theorem 3.2. Let a > 0, b > 1 and E ⊂ ⋃∞n=1 Ba,bn be a stable set. Then, the following
assertions are equivalent:
(i) E has block basic subtype p for every 1 < p <∞.
(ii) E has block basic subtype p for some 1 < p <∞.
(iii) E has block basic subtype.
(iv) For every ̺ > 0 there exists N = N(̺) ∈ N such that E ∩ Ba,bn contains no ̺-ℓ+1 -
sequences whenever n > N .
(v) Every operator which is block finitely representable on E is shrinking.
Proof. (i) ⇒ (ii) is trivial.
(ii) ⇒ (v) Let 1 < p < ∞ be such that supn αp,n(E) is finite and let A : [xi : i ∈ N] →
[Axi : i ∈ N] be block finitely representable on E . If (zi)∞i=1 is any normalized block subse-
quence of (xi)
∞
i=1, then ∥∥∥∥∥ 1nA
n∑
i=1
zi
∥∥∥∥∥ 6 αp,n(E)n1/p −−−→n→∞ 0.
This means that every normalized block subsequence of (xi)
∞
i=1 has a convex block subse-
quence whose image under A converges to zero in norm. Hence, A is shrinking.
(v)⇒ (iv) We argue by contraposition. Assume there is ̺ > 0 such that for every n ∈ N
there exists a ̺-ℓ+1 -sequence (rn, ρn) ∈ E ∩ Ba,bn . Fix a free ultrafilter U of subsets of N.
In the linear space c00(K) of all finitely supported sequences in K define a norm r and
a seminorm ρ by the formulas:
r
( k∑
i=1
aiei
)
= U- lim
n
rn
( k∑
i=1
aiei
)
and ρ
( k∑
i=1
aiei
)
= U- lim
n
ρn
( k∑
i=1
aiei
)
.
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Set Z = {x ∈ c00(K) : ρ(x) = 0}. This is a linear subspace of c00(K) and the formula
r′(x + Z) = ρ(x) defines a norm on the quotient space c00(K)/Z. Consider the operator
A˜ : c00(K) → c00(K)/Z given by A˜(ei) = ei + Z for i ∈ N; it is continuous with respect to
the norms r and r′. Let A be its unique continuous extension to c0(K), the completion of
c00(K) with respect to r. Since E is closed, A is block finitely representable on E . Note
also that for every sequence (ai)
k
i=1 ⊂ [0,∞) we have
r′
(
A
k∑
i=1
aiei
)
= ρ
( k∑
i=1
aiei
)
> ̺
k∑
i=1
ai
which shows that A is not shrinking and therefore condition (v) fails to hold.
(iv) ⇒ (i) Fix arbitrarily ̺ > 0 and pick N ∈ N so that E ∩ Ba,bn contains no ̺/2-ℓ+1 -
sequences whenever n > N . For an arbitrary p ∈ (1,∞) choose M ∈ N such that M > N
and aN/M1/p
′
< ̺/2.
Fix any n > M , (r, ρ) ∈ E ∩ Ba,bn and a scalar sequence (ai)ni=1 ∈ Bℓnp . We may find
a functional f ∗ ∈ B(Kn,ρ)∗ such that
Re f ∗
( n∑
i=1
aiei
)
= ρ
( n∑
i=1
aiei
)
.
Note that (Kn, ρ) is only assumed to be a seminormed space, however, we may pass first
to the normed space ([ei : i ∈ I], ρ), where I = {i : ρ(ei) 6= 0}, choose a norming functional
for
∑
i∈I aiei and then extend it by 0 to K
n.
Let J = {i ∈ I : |f ∗(ei)| > ̺/2}. Notice that |J | 6 N , as otherwise we could choose
unimodular scalars (δj)j∈J such that (δjej , δjej)j∈J ⊂ (Kn, r) × (Kn, ρ) forms a ̺/2-ℓ+1 -
sequence in E . Then
ρ
( n∑
i=1
aiei
)
6
∑
j∈J
a+ ‖(ai)i∈I\J‖ℓ|I|−|J|p ‖(|f
∗(ei)|)i∈I\J‖ℓ|I|−|J|
p′
6 aN + (̺/2)n1/p
′
< ̺n1/p
′
.
Since ̺ > 0 was arbitrary, we obtain αp,n(E) = o(n1/p′), that is, E has block basic subtype
p.
(iv) ⇒ (iii) can be shown similarly. Indeed, we fix ̺ > 0 and N ∈ N as above and we
pick M > N so that aN/M < ̺/2. Then we deduce as in the previous paragraph that for
every n >M we have ρ( 1
n
∑n
i=1 ei) < ̺.
(iii) ⇒ (iv) is obvious and the proof has been completed. 
The proof of our next result is split in three parts. We separately prove that conditions
(i)–(iii) and (iv)–(vi) are equivalent, while the equivalence between (iii) and (iv) follows
from a modification of the work of Beauzamy [3, The´ore`me 1]. His argument concerns
arbitrary vectors in a Banach space, as opposed to members of a prescribed set of sequences.
Nonetheless, the techniques used involve only passing to block sequences and therefore can
be repeated under our hypotheses.
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Theorem 3.3. Let a > 0, b > 1 and E ⊂ ⋃∞n=1 Ba,bn be a stable set. Then, the following
assertions are equivalent:
(i) E has block subtype p for every 1 < p <∞.
(ii) E has block subtype p for some 1 < p <∞.
(iii) E has block subtype.
(iv) For every ̺ > 0 there exists N = N(̺) ∈ N such that E ∩ Ba,bn contains no ̺-ℓ1-
sequences whenever n > N .
(v) There do not exist any renormings | · |1 and | · |2 of ℓ1 such that the formal identity
ι : (ℓ1, | · |1)→ (ℓ1, | · |2) is block finitely representable on E .
(vi) There does not exist c > 0 such that c · Idℓ1 is block finitely representable on E .
Proof. We first argue that (i) ⇒ (ii) ⇒ (iii) ⇒ (i). The first implication is trivial. Since
Θn(E) 6 τp,n(E)/n1/p′ for any 1 < p <∞, we obtain that (ii) ⇒ (iii).
Now, suppose that (i) fails. Then we may pick 1 < p <∞, ϑ and θ such that
(1) lim sup
n→∞
τp,n(E)
n1/p′
> ϑ > θ > 0.
By the Kahane–Khintchine inequality, there exists a constant Ap > 0 such that for all
n ∈ N, (r, ρ) ∈ E ∩ Ba,bn and all scalars (ai)ni=1 we have∥∥∥∥∥ρ(
n∑
i=1
aiεiei
)∥∥∥∥∥
Lp
6 Ap
∥∥∥∥∥ρ(
n∑
i=1
aiεiei
)∥∥∥∥∥
L1
.
Fix any k,N ∈ N satisfying
(2) (ϑ− θ)N1/p′ > aApk.
In view of (1), there is n > N , (ai)
n
i=1 ∈ Bℓnp and (r, ρ) ∈ E ∩ Ba,bn such that
Ap
∥∥∥∥∥ρ(
n∑
i=1
aiεiei
)∥∥∥∥∥
L1
>
∥∥∥∥∥ρ(
n∑
i=1
aiεiei
)∥∥∥∥∥
Lp
> ϑn1/p
′
.
For every sign choice ε = (εi)
n
i=1 ∈ {±1}n pick a norm one functional f ∗ε ∈ (Kn, ρ)∗ such
that
Re f ∗ε
( n∑
i=1
aiεiei
)
= ρ
( n∑
i=1
aiεiei
)
.
Define
F (i) = E
{
Re f ∗ε (εiei)
}
and S =
{
i 6 n : |F (i)| > θ/Ap
}
(the expectation is taken over ε ∈ {±1}n). Then we have
ϑn1/p
′
/Ap 6
∥∥∥∥∥ρ(
n∑
i=1
aiεiei
)∥∥∥∥∥
L1
=
n∑
i=1
aiF (i)
6
∑
i∈S
a+
∑
i 6∈S
θ|ai|/Ap 6 a|S|+ θn1/p′/Ap
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and therefore inequality (2) yields that |S| > k.
Let T be a subset of S with cardinality k and for each i ∈ T choose δi ∈ {±1} with
δiF (i) = |F (i)|. Then∥∥∥∥∥ρ(∑
i∈T
εi
k
δiei
)∥∥∥∥∥
L1(2|T |)
> E
{
Re f ∗ε
(∑
i∈T
εi
k
δiei
)}
=
∑
i∈T
|F (i)|
k
> θ/Ap.
This shows that
lim inf
n→∞
Θn(E) > lim sup
n→∞
τp,n(E)
n1/p′Ap
and, in view of (1), condition (iii) fails to hold. This finishes the first part of the proof.
It is quite obvious that (iii)⇒ (iv). For the converse we appeal to the Beauzamy’s result
[3, The´ore`me 1] as explained before.
It remains to show that (iv) ⇒ (vi) ⇒ (v) ⇒ (iv). The first implication is clear. To see
that ¬(v) ⇒ ¬(vi), we use the classical James’ non-distortion technique.
Suppose | · |1 and | · |2 are two renormings of ℓ1 such that the formal identity between
(ℓ1, | · |1) and (ℓ1, | · |2) is block finitely representable on E . The canonical basis (ei)∞i=1 of
ℓ1 equipped with each of the norms | · |1 and | · |2 is, of course, equivalent to the original
canonical ℓ1-basis. For convenience, we denote these two copies of (ei)
∞
i=1 by (fi)
∞
i=1 and
(gi)
∞
i=1.
Take closed intervals I, J ⊂ [0,∞) such that for every scalar sequence (ai)∞i=1 ∈ Sℓ1
we have |∑∞i=1 aifi|1 ∈ I and |∑∞i=1 aigi|2 ∈ J . By the James dichotomy (see e.g. [27,
Prop. 2]), either there exists a subsequence (f ′i)
∞
i=1 of (fi)
∞
i=1 such that∣∣∣∣∣
∞∑
i=1
aif
′
i
∣∣∣∣∣
1
∈ [
√
min I max I,max I] for every scalar sequence (ai)
∞
i=1 ∈ Sℓ1 ,
or there exists a block subsequence (f ′i)
∞
i=1 of (fi)
∞
i=1 such that for each i ∈ N there are
Li ⊂ N and scalars (bj)j∈Li satisfying:∑
j∈Li
|bj | = 1, f ′i =
∑
j∈Li
bjfj and |f ′i |1 ∈ [min I,
√
min I max I] for each i ∈ N.
In the former case, we let (g′i)
∞
i=1 be the corresponding subsequence of (gi)
∞
i=1 and de-
fine I1 = [
√
min Imax I,max I]. In the latter case, we let (g′i)
∞
i=1 be the corresponding
block subsequence of (gi)
∞
i=1 and define I1 = [min I,
√
min Imax I]. In either case we have
|∑∞i=1 aig′i|2 ∈ J for each (ai)∞i=1 ∈ Sℓ1. Applying the dichotomy again, this time to (g′i)∞i=1,
we obtain new sequences (f
(1)
i )
∞
i=1, (g
(1)
i )
∞
i=1 and a subinterval J1 ⊂ J such that:
log
max J1
min J1
=
1
2
log
max J
min J
,
∣∣∣∣∣
∞∑
i=1
aif
(1)
i
∣∣∣∣∣
1
∈ I1 and
∣∣∣∣∣
∞∑
i=1
aig
(1)
i
∣∣∣∣∣
2
∈ J1
for all (ai)
∞
i=1 ∈ Sℓ1.
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An n-fold application of this pair of dichotomies produces subintervals In ⊂ I, Jn ⊂ J
and a blocking (f
(n)
i )
∞
i=1 of (fi)
∞
i=1 such that if (g
(n)
i )
∞
i=1 denotes the corresponding blocking
of (gi)
∞
i=1, then
log
max In
min In
=
1
2n
log
max I
min I
and log
max Jn
min Jn
=
1
2n
log
max J
min J
,
and ∣∣∣∣∣
∞∑
i=1
aif
(n)
i
∣∣∣∣∣
1
∈ In,
∣∣∣∣∣
∞∑
i=1
aig
(n)
i
∣∣∣∣∣
2
∈ Jn for each (ai)∞i=1 ∈ Sℓ1.
Now, assuming ¬(v), we may pick (fi)∞i=1 and (gi)∞i=1 above so that the formal identity
[fi : i ∈ N] → [gi : i ∈ N] belongs to E . Since E is block closed, for all k, n ∈ N the formal
identity
ιn :
[
f
(n)
i
|f (n)i |1
: i 6 k
]
−−→
[
g
(n)
i
|g(n)i |2
: i 6 k
]
∈ E .
Observe that ιn converges pointwise to c·Idℓk
1
as n→∞, where {c1} =
⋂
n In, {c2} =
⋂
n Jn
and c = c2/c1.
Finally, we prove ¬ (iv) ⇒ ¬(v) by constructing ι : (ℓ1, |·|1) → (ℓ1, |·|2) with the aid of
arbitrarily long ̺-ℓ1-sequences in E and an ultrafilter as in the proof of Theorem 3.2. 
Theorem 3.4. Let a > 0, b > 1 and E ⊂ ⋃∞n=1 Ba,bn be a stable set. Then, the following
assertions are equivalent:
(i) E has block basic subcotype q for every 1 < q <∞.
(ii) E has block basic subcotype q for some 1 < q <∞.
(iii) E has block basic subcotype.
(iv) For every ̺ > 0 there exists N = N(̺) ∈ N such that E ∩ Ba,bn contains no ̺-c+0 -
sequences whenever n > N .
(v) Every operator which is block finitely representable on E is boundedly complete.
Proof. (i) ⇒ (ii) is trivial.
(ii)⇒ (iii) Fix (r, ρ) ∈ E ∩Ba,bn and assume (ai)ni=1 is a scalar sequence with |aiρ(ei)| > 1
for each 1 6 i 6 n. Then βn,q(E)r(
∑n
i=1 aiei) > n
1/q, hence υn(E) 6 βq,n(E)/n1/q −→ 0.
¬(i) ⇒ ¬(iii) Assume that 1 < q <∞ is such that
(3) lim sup
n→∞
βq,n(E)
n1/q
> ϑ > 0.
Fix any n ∈ N and c > 1. Let C = 2ab/ϑ and pick N > n such that
(1− 1/cq)N > Cqn.
According to (3) we may take M > N , a scalar sequence (ai)
M
i=1 and (r, ρ) ∈ E ∩ Ba,bM such
that ‖(aiρ(ei))Mi=1‖ℓMq = M1/q and r(
∑M
i=1 aiei) < 1/ϑ. Observe that
max
16i6M
|aiρ(ei)| 6 a max
16i6M
r(aiei) 6 2abr
( M∑
i=1
aiei
)
< C.
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Let S = {i 6M : |aiρ(ei)| > 1/c} and note that
M =
M∑
i=1
|aiρ(ei)|q 6 Cq|S|+
∑
i 6∈S
|aiρ(ei)|q 6 Cq|S|+M/cq
and hence |S| > M > n.
Let I1, . . . , In be a partition of {1, . . . ,M} into intervals such that for each 1 6 i 6 n we
have Ii ∩ S 6= ∅. For each 1 6 i 6 n define fi =
∑
j∈Ii
ajej and notice that if j ∈ Ii ∩ S,
then
1/c 6 |ajρ(ej)| 6 2bρ(fi).
Now, let gi = fi/r(fi) and bi = 2bcr(fi) for i ∈ N. Then
|biρ(gi)| = 2bcρ(fi) > 1
and
r
( n∑
i=1
bigi
)
= 2bcr
( M∑
i=1
aiei
)
<
2bc
ϑ
.
Since c > 1 was arbitrary, it follows that υn(E) > ϑ/2b for any n ∈ N, thus (iii) does not
hold true.
(i)⇒ (v) can be shown by repeating the argument from the proof of Proposition 2.9(iv).
¬(iv) ⇒ ¬(v) Take ̺ > 0 such that for each n ∈ N, E ∩ Ba,bn admits a ̺-c+0 -sequence,
say (rn, ρn). For n ∈ N pick a scalar sequence (ani )ni=1 ⊂ [̺,∞) such that ρn(ei) > ̺ for
each 1 6 i 6 n and rn(
∑m
i=1 a
n
i ei) 6 1 for each 1 6 m 6 n. Note that |ani | 6 2b for
all n ∈ N, 1 6 i 6 n. Fix a free ultrafilter U on N and consider the norm r and the
seminorm ρ on c00(K) defined as in the proof of the implication (v)⇒ (iv) in Theorem 3.2.
Define ai = U- limn ani for i ∈ N and let A : [ei : i ∈ N] → [Aei : i ∈ N] be the continuous
extension of the operator A˜ : c00(K) → c00(K)/Z given by A˜(ei) = aiei + Z, where Z =
{x ∈ c00(K) : ρ(x) = 0}. Then, A is block finitely representable on E but evidently fails to
be boundedly complete.
(iv) ⇒ (iii) Fix ̺ > 0 and take N = N(̺) ∈ N such that for any n > N , E ∩ Ba,bn
admits no ̺-c+0 -sequences. Assume that for some n > N , C > 0, (r, ρ) ∈ E ∩ Ba,bn and
(ai)
n
i=1 are such that |aiρ(ei)| > 1 for each 1 6 i 6 n and r(
∑n
i=1 aiei) 6 C. Then
max16m6n |am|,max16m6n r(
∑m
i=1 aiei) 6 2bC, thus ρ(ei) > 1/(2bC). If 2bC 6 1/̺, then
(r, ρ) is a ̺-c+0 -sequence. Therefore C > 1/(2b̺) and hence υn(E) 6 2b̺ for any n > N .
Since ̺ > 0 was arbitrary, we obtain limn υn(E) = 0. 
Theorem 3.5. Let a > 0, b > 1 and E ⊂ ⋃∞n=1 Ba,bn be a stable set. Then, the following
assertions are equivalent:
(i) E has block subcotype q for every 1 < q <∞.
(ii) E has block subcotype q for some 1 < q <∞.
(iii) E has block subcotype.
(iv) For every ̺ > 0 there exists N = N(̺) ∈ N such that E ∩ Ba,bn contains no ̺-c0-
sequences whenever n > N .
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(v) There do not exist any renormings | · |1 and | · |2 of c0 such that the formal identity
ι : (c0, | · |1)→ (c0, | · |2) is block finitely representable on E .
(vi) There does not exist c > 0 such that c · Idc0 is block finitely representable on E .
Proof. (i) ⇒ (ii) is trivial.
(ii) ⇒ (iii) If (r, ρ) ∈ E ∩ Ba,bn and (ai)ni=1 is a scalar sequence satisfying |aiρ(ei)| > 1 for
each 1 6 i 6 n, then
Bqγn,q(E)
∥∥∥∥∥r(
n∑
i=1
aiεiei
)∥∥∥∥∥
L1
> γn,q(E)
∥∥∥∥∥r(
n∑
i=1
aiεiei
)∥∥∥∥∥
Lq
> ‖(aiρ(ei))ni=1‖ℓnq > n1/q,
where Bq is a constant coming from the Kahane–Khintchine inequality. This shows that
Υn(E) 6 Bqγn,q(E)/n1/q. Therefore, if γq,n(E) = o(n1/q), then limnΥn(E) = 0 as desired.
¬(i) ⇒ ¬(iii) We modify a Hinrichs argument [18]. Pick 1 < q <∞ and ϑ such that
lim sup
n→∞
γq,n(E)
n1/q
> ϑ > 0.
Fix n ∈ N and pick N > n, c > 1 such that (1 − 1/cq)N > aqn/ϑq. Take also M > N ,
(r, ρ) ∈ E ∩ Ba,bM and a scalar sequence (ai)Mi=1 such that
‖(aiρ(ei))Mi=1‖ℓMq = M1/q and
∥∥∥∥∥r(
M∑
i=1
aiεiei
)∥∥∥∥∥
Lq
6 1/ϑ.
By the 1-unconditionality of (εiei)
M
i=1 in Lq(K
M , ρ), we have
max
16i6M
|aiρ(ei)|q 6 aq
∥∥(ai)Mi=1∥∥qℓM∞ 6 aq
∥∥∥∥∥r(
M∑
i=1
aiεiei
)∥∥∥∥∥
q
Lq
6
aq
ϑq
.
Define S = {i 6M : |aiρ(ei)| > 1/c} and note that
M =
M∑
i=1
|aiρ(ei)|q 6 a
q
ϑq
|S|+ M
cq
,
whence |S| > Mn/N > n. Choose a subset T of S with |T | = n; for each i ∈ T we define
bi = (aiρ(ei))
−1 6 c and note that ‖(biaiρ(ei))i∈T‖ℓn−∞ = 1. Then, using 1-unconditionality
once again, we infer that∥∥∥∥∥r(∑
i∈T
biaiεiei
)∥∥∥∥∥
L1
6 c
∥∥∥∥∥r(
M∑
i=1
aiεiei
)∥∥∥∥∥
Lq
6
c
ϑ
.
Since this argument works for any c > 0 and n ∈ N, we obtain lim supnΥn(E) > ϑ.
The implication (iii) ⇒ (iv) is clear, while the converse one follows from an appropriate
modification of Beauzamy’s result [3, The´ore`me 2]. For reader’s convenience, we present
an outline of this argument.
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Assume (iv) holds true and for each n ∈ N define
cn = inf
{∥∥∥∥∥r(
n∑
i=1
εiaiei
)∥∥∥∥∥
L1
: (ai)
n
i=1 ⊂ Kn, |aiρ(ei)| > 1 for each 1 6 i 6 n
}
.
First, we check that (cn)
∞
n=1 is monotone increasing. It is quite easy to see that (cn)
∞
n=1 is
monotone increasing (cf. [3, Lemme 7]). Let M = limn cn and suppose, towards a contra-
diction, that M <∞.
Fix any ε ∈ (0, 1
4
), n ∈ N and define δ > 0 by δ = (1 + ε)/(1 − 4ε). Find k0 ∈ N so
that ck > (1− ε)M for each k > k0. For any such k let l = nk and η = 2−l−1ε. Next, pick
m0 ∈ N so that cm > (1− η)M for each m > m0. For any such m define N = m+ l. There
exists a scalar sequence (ai)
N
i=1 satisfying |aiρ(ei)| > 1 for each 1 6 i 6 N and
(4)
∥∥∥∥∥r(
N∑
i=1
εiaiei
)∥∥∥∥∥
L1
6 (1 + η)M.
Define a map f : {±1}N → [0,∞) by
f(s) =
∫
{±1}N
r
( l∑
i=1
εi(s)aiei +
N∑
i=l+1
εi(t)aiei
)
dt.
We claim that
(5) f(s) 6 (1 + ε)M for every s ∈ {±1}N.
Indeed, observe that (4) yields
∫
f(s) ds 6 (1 + η)M . On the other hand, integrating
the triangle inequality of the form 1
2
(r(x + y) + r(x − y)) > r(x) (cf. [3, Lemme 8]) we
obtain
f(s) >
∫
{±1}N
r
( N∑
i=l+1
εi(t)aiei
)
dt > (1− η)M.
Hence, for any s ∈ {±1}N we have
2−lf(s) + (1− 2−l)(1− η)M 6 2−lf(s) +
∫
{±1}l\{s}
f(t) dt 6 (1 + η)M,
which proves our claim. (Note that the values of f depend only on the first l coordinates,
so we can identify any s ∈ {±1}N with its initial sequence of length l.)
Using the triangle inequality in a similar way as above and appealing to (5), we obtain
that for each s ∈ {±1}N,
r
( l∑
i=1
εi(s)aiei
)
6 f(s) 6 (1 + ε)M.
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In a very analogous way we can show that for any set I ⊆ {1, . . . , l} and any s ∈ {±1}N
we have
(6) r
(∑
i∈I
εi(s)aiei
)
6 (1 + ε)M.
To this end, we just modify the definition of f by introducing a function g defined by
g(s) =
∫
{±1}N
r
(∑
i∈I
εi(s)aiei +
∑
16i6N, i 6∈I
εi(t)aiei
)
dt,
and we repeat the same argument as above. In particular, we have
(7) r
(∑
i∈Aj
εi(s)aiei
)
6 (1 + ε)M for all s ∈ {±1}N, 1 6 j 6 n,
where Aj = {(j − 1)k + 1, . . . , jk} for 1 6 j 6 n. Of course, |Aj | = k > k0 and hence
(8)
∫
{±1}N
r
(∑
i∈Aj
εi(s)aiei
)
ds > (1− ε)M for every 1 6 j 6 n.
Now, inequalities (7) and (8), jointly with the assumptions we had on the sequence (ai)
N
i=1,
imply that for every 1 6 j 6 n there exists a choice of signs (δi)i∈Aj ⊆ {±1} such that
(9) r
(∑
i∈Aj
δiaiei
)
> (1− 4ε)M and ρ
(∑
i∈Aj
δiaiei
)
> 1
(cf. [3, Lemme 9]).
For 1 6 j 6 n define yj =
∑
i∈Aj
δiaiei and notice that inequality (6) yields
r
( n∑
j=1
σjyj
)
6 (1 + ε)M for every (σj)
n
j=1 ∈ {−1, 0, 1}n.
Therefore, for every scalar sequence (bj)
n
j=1 we have
r
( n∑
j=1
bjyj
)
6 (1 + ε)M‖(bj)∞j=1‖ℓn∞ .
Let zj = yj/r(yj) for 1 6 j 6 n. Then, according to inequality (9), we have ρ(zj) >
((1− 4ε)M)−1 for each 1 6 j 6 n, as well as
r
( n∑
j=1
bjzj
)
6
1 + ε
1− 4ε‖(bj)
∞
j=1‖ℓn∞ = (1 + δ)‖(bj)∞j=1‖ℓn∞
for every scalar sequence (bj)
n
j=1.
Consequently, the vectors zj produce a block of (r, ρ) which forms a ̺-c0-sequence of
length n with ̺ = min{(1+δ)−1, ((1−4ε)M)−1}. As n was arbitrary, we get a contradiction
with clause (iv). Therefore, M =∞ which means nothing but limnΥn(E) = 0, as desired.
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The equivalence between assertions (iv)–(vi) can be shown as in the subtype case (cf.
the proof of Theorem 3.3). 
Proof of Proposition 2.9 (ii), (iv), (vi), (viii). (ii) Assume E has block basic type p with
some p ∈ (1,∞). If (xi)∞i=1 is block finitely representable on E and (yi)∞i=1 is any of its
normalized block subsequence, then for all k, n ∈ N and for the map
n∑
i=1
aiei
r7−−→
∥∥∥∥∥
n∑
i=1
aiyk+i
∥∥∥∥∥
we have (r, r) ∈ E which follows from the fact that E is block closed. Hence,∥∥∥∥∥ 1n
n∑
i=1
yk+i
∥∥∥∥∥ 6 αp,n(E) · ∥∥∥(1n)∥∥∥ℓnp = αp,n(E)n1−1/p −−−→n→∞ 0.
Appealing to the fact that a sequence is weakly null if and only if every subsequence admits
a norm null convex block subsequence, we infer that (xi)
∞
i=1 is shrinking.
The converse is essentially included in Theorem 3.2. First, note that given any operator
A : [xi : i ∈ N]→ [Axi : i ∈ N] block finitely representable on E , we see that A is an isometry
as E is an identity block. Hence, Id[xi : i∈N] is also block finitely representable on E and so
is (xi)
∞
i=1. By our assumption, every such operator is shrinking and the implication (v)
⇒ (i) of Theorem 3.2 yields that E has block basic subtype 2, that is, α2,n(E) = o(n1/2).
Pick N > 1 so that α2,N(E) < N1/2, thus for some δ ∈ (0, 1) we have α2,N(E) 6 N δ−1/2.
An appeal to assertion (i) yields that E has block basic type p, for every 1 6 p < 1/δ.
(iv) Assume E has block basic cotype q with some q ∈ (1,∞). If (xi)∞i=1 is block finitely
representable on E and (zi)∞i=1 is any its block subsequence satisfying δ := infn ‖zn‖ > 0,
then for each n ∈ N and for the map
n∑
i=1
aiei
r7−−→
∥∥∥∥∥
n∑
i=1
ai
zi
‖zi‖
∥∥∥∥∥
we have (r, r) ∈ E . Hence,∥∥∥∥∥
n∑
i=1
zi
∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=1
‖zi‖ zi‖zi‖
∥∥∥∥∥ > βq,n(E)−1‖(‖zi‖)ni=1‖ℓnq > δβq,n(E)−1n1/q −−−→n→∞ ∞.
For the converse, we argue as in the proof of assertion (ii). By Theorem 3.4, E has block
basic subcotype 2, that is, β2,n(E) = o(n1/2) and hence we may pick q ∈ (1,∞) and N > 1
so that β2,N(E) < N1/2−1/q . By assertion (iii), E has block basic cotype s for every s > q.
(vi) This is basically the content of Theorem 3.3 by which we infer that the canonical
basis of ℓ1 is block finitely representable on E if and only if E has no nontrivial block
subtype (note that here E is an identity block so the constant c from Theorem 3.3 must
be 1). Arguing as in the proof of (ii) we observe that this is in turn equivalent to E having
no nontrivial block type.
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(viii) By Theorem 3.5, we infer that the canonical basis of c0 is block finitely representable
on E if and only if E has no nontrivial block subcotype. Arguing as in the proof of (iv) we
infer that this is in turn equivalent to E having no nontrivial block cotype. 
4. Operator ideals and seminorms
Let Ban denote the class of all Banach spaces over a fixed field K ∈ {R,C}. We denote
by L the class of all operators (always assumed to be linear and bounded) between all
Banach spaces and for X, Y ∈ Ban we let L (X, Y ) denote the set of all operators from X
into Y . Generally, for any I ⊂ L and X, Y ∈ Ban we set I (X, Y ) = I ∩L (X, Y ). We
recall that a class I is called a (two-sided ) ideal if:
(i) IdK ∈ I ,
(ii) for all X, Y ∈ Ban, I (X, Y ) is a vector subspace of L (X, Y ),
(iii) for any W,X, Y, Z ∈ Ban, C ∈ L (W,X), B ∈ I (X, Y ) and A ∈ L (Y, Z) we have
ABC ∈ I .
An ideal I is said to be closed provided that for any X, Y ∈ Ban, I (X, Y ) is closed in
L (X, Y ) with its norm topology.
Definition 4.1. (a) If I is an ideal and λ assigns to each member of I a nonnegative
number, then we say that λ is an ideal norm provided that:
(i) for all X, Y ∈ Ban, λ is a norm on L (X, Y ),
(ii) for any W,X, Y, Z ∈ Ban, C ∈ L (W,X), B ∈ I (X, Y ) and A ∈ L (Y, Z) we have
λ(ABC) 6 ‖A‖λ(B)‖C‖,
(iii) for any X, Y ∈ Ban, x∗ ∈ X∗ and y ∈ Y we have λ(x∗⊗ y) = ‖x∗‖‖y‖. (Note that all
finite-rank operators belong to I ).
(b) If κ assigns to each member of L a nonnegative number, then we say κ is an ideal
seminorm provided that:
(i) for all X, Y ∈ Ban, κ is a seminorm on L (X, Y ),
(ii) for any W,X, Y, Z ∈ Ban, C ∈ L (W,X), B ∈ I (X, Y ) and A ∈ L (Y, Z) we have
κ(ABC) 6 ‖A‖κ(B)‖C‖.
(c) If I is an ideal and λ is an ideal norm on I , we say (I , λ) is a Banach ideal provided
that for all X, Y ∈ Ban, (I (X, Y ), λ) is a Banach space.
We will use the following fact, which seems to be standard. Because we are unaware of
a proof in the literature, we provide one.
Proposition 4.2. For every n ∈ N, let λn be an ideal seminorm on L . Suppose that each
λn vanishes on all compact operators and for each n ∈ N there exists a constant cn > 0
such that λn(A) 6 cn‖A‖ for every A ∈ L . Define
λ∞(A) = sup
n
λn(A), I = {A ∈ L : λ∞(A) <∞} and λ(A) = ‖A‖+ λ∞(A).
Then, (I , λ) is a Banach ideal. Furthermore, if the sequence (cn)
∞
n=1 can be taken to be
bounded, then the class
I0 =
{
A ∈ L : lim
n
λn(A) = 0
}
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is a closed ideal.
Proof. Since λn vanishes on compact operators, I contains all finite-rank operators and
for all X, Y ∈ Ban, x∗ ∈ X∗ and y ∈ Y we have λn(x∗ ⊗ y) = 0, hence
λ(x∗ ⊗ y) = ‖x∗ ⊗ y‖ = ‖x∗‖‖y‖.
The properties of ideal seminorms yield each of the remaining properties needed to know
that I is an ideal and λ is an ideal norm. We need to show completeness.
Fix X, Y ∈ Ban and a λ-Cauchy sequence (Ak)∞k=1 in I (X, Y ). Then (Ak)∞k=1 is also
norm Cauchy, and so it converges in norm to some A ∈ L (X, Y ). Furthermore, norm
continuity of λn yields that λn(A) 6 lim supk λn(Ak), whence λ∞(A) 6 lim supk λ(Ak) <
∞. A similar argument yields that
lim sup
k
λ∞(A− Ak) 6 lim sup
j
lim sup
k
λ∞(Aj −Ak) = 0.
From this it follows that limk λ(A− Ak) = 0.
Now, suppose that supn cn = C < ∞. The properties of ideal seminorms and the fact
that each λn vanishes on compact operators yield that I0 is an ideal. Fix X, Y ∈ Ban
and define Φ: L (X, Y ) → ℓ∞ by Φ(A) = (λn(A))∞n=1. Then Φ is C-Lipschitz continuous,
whence Φ−1(c0) = I0(X, Y ) is closed. 
5. Asymptotic structures and the Szlenk index
Given a setD, we denote byD<ω the set of all finite sequences inD, i.e. D<ω =
⋃∞
n=0D
n.
For any n ∈ N we set D6n = ⋃ni=0Di. For any s, t ∈ D<ω, sat stands for the concatenation
of s with t and |t| for the length of t. If t = (ui)ni=1, then we define t|m = (ui)mi=1 for
1 6 m 6 n and t|0 = ∅. If t 6= ∅, we denote by t− its immediate predecessor, that is,
t− = t||t|−1. For s, t ∈ D<ω we write s < t provided |s| < |t| and t||s| = s.
Recall that for a directed set D, a subset D1 of D is called cofinal in D if for every
u ∈ D there exists v ∈ D1 with u 6 v, and it is called eventual if its complement fails to
be cofinal in D. Of course, D1 is eventual in D if and only if there exists u ∈ D such that
u 6 v ∈ D implies v ∈ D1.
Definition 5.1. Let D be a directed set. A subset D1 ⊆ D1 is called full (resp. inevitable)
provided the set {u ∈ D : (u) ∈ D1} is cofinal (resp. eventual) in D. For n ∈ N, T ⊆ Dn+1
and u ∈ D we set
T (u) =
{
(ui)
n
i=1 ∈ Dn : (u, u1, . . . , un) ∈ T
}
.
Having defined the notions of being full and inevitable for subsets of Dk, for 1 6 k 6 n, we
define T to be full (resp. inevitable) provided that {u ∈ D : T (u) is full in Dn} is cofinal
in D; resp. {u ∈ D : T (u) is inevitable in Dn} is eventual in D.
Definition 5.2. We say a map φ : D6n → D6n is a pruning if:
(i) |φ(t)| = |t| for each t ∈ D6n;
(ii) if t = (ui)
k
i=1 ∈ D6n and φ(t) = (vi)ki=1, then ui 6 vi in D for each 1 6 i 6 k;
(iii) if s, t ∈ D6n, s < t, then φ(s) < φ(t).
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The following assertions are almost trivial to prove, however, they provide a useful
stabilization result which is a combinatorial tool we shall use quite often.
Proposition 5.3. Let D be a directed set and n ∈ N.
(i) E ⊂ Dn is full if and only if there exists a pruning φ : D6n → D6n such that φ(Dn) ⊆
E .
(ii) Given E ⊂ Dn, either E is full or Dn \ E is inevitable.
(iii) If E1, . . . , Ek ⊆ Dn and
⋃k
i=1 Ei is full, then there exists 1 6 j 6 k such that Ej is full.
In particular, any finite intersection of inevitable sets is inevitable.
Corollary 5.4. Let D be a directed set and n ∈ N. If Dn = ⋃ki=1 Ei, then there exist
1 6 j 6 k and a pruning φ : D6n → D6n such that φ(Dn) ⊆ Ej.
Now, we are going to define asymptotic structures of operators on Banach spaces which
will allow us to introduce aforementioned asymptotic versions of the Rademacher and
martingale type/cotype. The study of asymptotic structures of Banach spaces themselves
was initiated in [24] and [22], where they were defined in terms of games and winning
strategies. Our approach is to use trees on Banach spaces mimicking some ideas from [26].
By a tree on a Banach space X we mean a map with a domain of the form D6n \ {∅},
where D is a directed set, n ∈ N, and with values in X . Every such map will be typically
written as (xt)t∈D6n\{∅} ⊂ X . We say it is normalized if ‖xt‖ = 1 for each t ∈ D6n \ {∅}.
We say it is weakly null provided that for every t ∈ D6n−1, the net (xta(u))u∈D is weakly
null. We say (x∗t )t∈D6n\{∅} ⊂ X∗ is weak ∗-null provided that for every t ∈ D6n−1 the net
(x∗ta(u))u∈D is weak
∗-null. We say it is weak ∗-closed if for every t ∈ D6n−1 we have
x∗t ∈
{
x∗ta(u) : u ∈ D
}w∗
.
Remark 5.5. If (xt)t∈D6n\{∅} ⊂ X is weakly null, φ : D6n → D6n is a pruning and
ut = xφ(t) for each ∅ 6= t ∈ D6n, then (ut)t∈D6n\{∅} is weakly null. A similar statement
holds for weak∗-null trees.
Definition 5.6. (a) Let A : X → Y be an operator between Banach spaces X and Y .
For n ∈ N, we define the nth asymptotic structure of A, denoted {A}n, as follows: If
dimX < ∞, then we set {A}n = ∅. Otherwise, {A}n is the set of all (r, ρ) ∈ B‖A‖,1n
such that for any δ > 0 there exist a directed set D and a normalized, weakly null tree
(xt)t∈D6n\{∅} ⊂ SX such that
dn
(
(xt|i , Axt|i)
n
i=1, (r, ρ)
)
< δ for every t ∈ Dn.
(b) We define the nth weak∗ asymptotic structure of A, denoted {A}∗n, as follows: If we
have dim Y < ∞, then {A}∗n = ∅. Otherwise, {A}∗n is the set of all (r, ρ) ∈ B‖A‖,1n
such that for any δ > 0 there exist a directed set D and a normalized, weak∗-null tree
(y∗t )t∈D6n\{∅} ⊂ SY ∗ such that
dn
(
(y∗t|i, A
∗y∗t|i)
n
i=1, (r, ρ)
)
< δ for every t ∈ Dn.
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By standard arguments, the collections
A(A) :=
∞⋃
n=1
{A}n and A∗(A) :=
∞⋃
n=1
{A}∗n
are stable. In particular, if A is the identity operator, we obtain the definition of asymptotic
structures of X , i.e. {X}n := {IdX}n, and then A(X) := A(IdX) is an identity block.
Definition 5.7. (a) Let A : X → Y be an operator between Banach spaces X and Y . For
1 6 p, q 6∞ and n ∈ N we define:
αp,n(A), τp,n(A), βq,n(A), γq,n(A), θn(A), Θn(A), υn(A), Υn(A)
to be: αp,n(A(A)), τp,n(A(A)), βq,n(A(A)), γq,n(A(A)), θn(A(A)), Θn(A(A)), υn(A(A)),
Υn(A(A)), respectively. Similarly, we define α∗n,p(A), τ ∗p,n(A) etc. by replacing A(A) with
A∗(A).
(b)We say that A has asymptotic (basic) (sub)type/cotype (equal to p for some 1 6 p 6∞)
if A(A) has the corresponding block (basic) (sub)type/cotype (equal to p). Similarly, we
define weak∗ asymptotic (basic) (sub)type/cotype of A∗ by replacing A(A) with A∗(A).
Remark 5.8. We note that there exist operators with asymptotic (basic) subtype/subcotype
and without nontrivial corresponding power type. Indeed, suppose that 1 = θ1 > θ2 > . . .,
θn ↓ 0, 2 > p1 > p2 > . . ., pn ↓ 1, 2 < q1 < q2 < . . . and qn ↑ ∞. Consider the operator
A :
( ∞⊕
n=1
ℓpn ⊕ ℓqn
)
ℓ2
−−→
( ∞⊕
n=1
ℓpn ⊕ ℓqn
)
ℓ2
given by A|ℓpn⊕ℓqn = θnIdℓpn⊕ℓqn
for each n ∈ N. Then, A has asymptotic basic subtype, asymptotic subtype, asymptotic
basic subcotype, and asymptotic subcotype, but no nontrivial power type for any of these
four properties, provided that pn ↓ 1, qn ↑ ∞ sufficiently rapidly and θn ↓ 0 sufficiently
slowly.
Remark 5.9. If A is an operator and ̺ > 0 is such that A(A) admits arbitrarily long
̺-ℓ+1 -sequences, then A cannot have asymptotic type p for p > 2. Indeed, if (r, ρ) ∈ {A}n
is a ̺-ℓ+1 -sequence, then by the geometric Hahn-Banach theorem, there exists x
∗ ∈ B(Kn,ρ)∗
such that Re x∗(ei) > ̺ for each 1 6 i 6 n. Then, for each 1 6 i 6 n we may pick
bi ∈ [̺/a, 1] such that Re x∗(biei) = ̺. Now, for any sign choice (εi)ni=1 we have
ρ
( n∑
i=1
εibiei
)2
>
∣∣∣x∗ n∑
i=1
εiei
∣∣∣2 = ̺2 ∣∣∣ n∑
i=1
εi
∣∣∣2.
Averaging over all (εi)
n
i=1 ∈ {±1}n yields∥∥∥∥∥ρ(
n∑
i=1
εibiei
)∥∥∥∥∥
L2
> ̺n1/2
and now the Kahane–Khintchine theorem implies the claim. Our next remark shows that
what we have just observed is essentially sharp.
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Remark 5.10. Beanland, Freeman and Motakis [2] constructed, for all 1 6 p < q 6 ∞,
an example of a reflexive Banach space Xp,q with an unconditional basis and such that:
(i) every normalized block sequence in Xp,q is dominated by the ℓp basis;
(ii) every normalized block sequence in Xp,q dominates the ℓq (resp. c0 if q =∞) basis;
(iii) ℓp and ℓq (resp. c0 if q =∞) are spreading models of every block subspace of Xp,q.
These properties imply that Xp,q has asymptotic basic type and asymptotic type p, as well
as asymptotic basic cotype and asymptotic cotype q. Moreover, p and q are here optimal.
In order to reformulate our results from Section 3 in terms of operators, and hence obtain
appropriate asymptotic analogues of Beauzamy’s theorems, we will need the following
asymptotic version of representability.
Definition 5.11. Let 1 6 p 6∞ and C > 1. We say that ℓp (c0 in the case where p =∞)
is C-crudely asymptotically finitely representable in A, provided that for each n ∈ N there
exists (r, ρ) ∈ {A}n such that for every scalar sequence (ai)ni=1 we have
1
C
r
( n∑
i=1
aiei
)
6 ‖(ai)ni=1‖ℓnp 6 Cρ
( n∑
i=1
aiei
)
.
We say ℓp is crudely asymptotically finitely representable in A (resp. asymptotically finitely
representable in A) if it is C-crudely asymptotically finitely representable in A for some
C > 1 (resp. for every C > 1). Similarly, we define the corresponding weak∗ versions of
these notions by replacing {A}n with {A}∗n.
The following result is an immediate consequence of our results on block structures
(Theorems 3.2–3.5).
Theorem 5.12. Let A : X → Y be an operator between Banach spaces X and Y .
(i) A has asymptotic basic subtype if and only if for every ̺ > 0 there exists N = N(̺) ∈
N such that {A}n admits no ̺-ℓ+1 -sequences whenever n > N .
(ii) A has asymptotic basic subcotype if and only if for every ̺ > 0 there is N = N(̺) ∈ N
such that {A}n admits no ̺-c+0 -sequences whenever n > N .
(iii) A has asymptotic subtype if and only if the identity on ℓ1 fails to be crudely asymp-
totically finitely representable in A.
(iv) A has asymptotic subcotype if and only if the identity on c0 fails to be crudely asymp-
totically finitely representable in A.
Considering the case where A is the identity operator, and using the ‘automatic-type’
phenomenon which holds true for identity blocks (Corollary 2.11), we obtain the following
result.
Theorem 5.13. Let X be a Banach space.
(i) X has asymptotic basic subtype if and only if for every ̺ > 0 there exists N = N(̺) ∈
N such that {X}n admits no ̺-ℓ+1 -sequences whenever n > N , and if and only if X
has asymptotic basic type p for some 1 < p <∞.
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(ii) X has asymptotic basic subcotype if and only if for every ̺ > 0 there exists N =
N(̺) ∈ N such that {X}n admits no ̺-c0+-sequences whenever n > N , and if and
only if X has asymptotic basic cotype q for some 1 < q <∞.
(iii) X has asymptotic subtype if and only if ℓ1 fails to be crudely asymptotically finitely
representable in X, if and only if X has asymptotic type p for some 1 < p <∞.
(iv) X has asymptotic subcotype if and only if c0 fails to be crudely asymptotically finitely
representable in X, if and only if X has asymptotic cotype q for some 1 < q <∞.
Now, let us recall some basic facts on the Szlenk index and the Szlenk power type. For
more detailed information, the reader may consult the survey [21]. Let X be a Banach
space and K ⊂ X∗ be a weak∗ compact set. For ε > 0 we define the so-called Szlenk
derivation by
sε(K) =
{
x∗ ∈ K : diam(V ∩K) > ε for every weak∗ open neighborhood of x∗
}
,
and transfinite derivations by
s0ε(K) = K, s
ξ+1
ε (K) = sε(s
ξ
ε(K))
and for ξ being a limit ordinal,
sξε(K) =
⋂
ζ<ξ
sζε(K).
Next, we define the ε-Szlenk index of K as the minimal ordinal ξ (if exists) for which
sξε(K) = ∅, and we denote it by Sz(K, ε). If such a ξ does not exist, we agree to write
Sz(K, ε) =∞ (thus, conventionally, every ordinal ξ satisfies ξ <∞). Next, we set
Sz(K) = sup
ε>0
Sz(K, ε).
Finally, for any Banach spaces X , Y and an operator A : X → Y we define their (ε-)Szlenk
indices as follows:
Sz(A, ε) = Sz(A∗BY ∗ , ε), Sz(A) = Sz(A
∗BY ∗);
Sz(X, ε) = Sz(BX∗ , ε), Sz(X) = Sz(BX∗).
By a standard compactness argument, ε-Szlenk indices cannot be limit ordinals. There-
fore, if Sz(A) 6 ω, then for each ε > 0 the value of Sz(A, ε) must be finite, that is,
a natural number. Thus, we can define the Szlenk power type of A by the formula
p(A) = lim sup
ε→0+
logSz(A, ε)
|log(ε)| .
In general, this limit need not be finite. However, in the case where X is a Banach
space satisfying Sz(X) 6 ω, it is known that the function (0, 1) ∋ ε 7−→ Sz(X, ε) is
submultiplicative (see [21, Prop. 4]) and hence the limit defining p(X) := p(IdX) is finite.
In fact, we have 1 6 p(X) <∞.
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We also need to recall some interplays between the Szlenk index and asymptotic geom-
etry. For an operator A : X → Y and any σ > 0 we define
̺(σ,A) = sup
{
lim sup
ν
‖y + Axν‖ − 1: y ∈ BY , (xν) ⊂ σBX , xν w−→ 0
}
.
We call A asymptotically uniformly smooth (in short, AUS) if limσ→0+ ̺(σ,A)/σ = 0. We
say A is asymptotically uniformly smoothable (in short, AUS-able) if there exists an equiv-
alent norm | · | on Y such that A : X → (Y, | · |) is AUS. For 1 < p < ∞, we say A is p-
asymptotically uniformly smoothable (in short, p-AUS) if supσ>0 ̺(σ,A)/σ
p <∞. We say A
is p-asymptotically uniformly smoothable (in short, p-AUS-able) if there exists an equivalent
norm |·| on Y such that A : X → (Y, |·|) is p-AUS.
We recall the following renorming theorems associated with these concepts. The spatial
version was shown by Godefroy, Kalton and Lancien [16], the operator one by the first-
named author [8] (who also considered some ‘higher order’ versions).
Theorem 5.14 ([16], [8]). Let A : X → Y be an operator between Banach spaces X and
Y .
(i) A is AUS-able if and only if Sz(A) 6 ω.
(ii) If Sz(A) 6 ω, then either A is compact or Sz(A) = ω and
p(A)′ = sup
{
p ∈ (1,∞) : A is p-AUS-able}.
Remark 5.15. It is known that Sz(X) < ∞ if and only if X is an Asplund space (see
[11, Chapter I.5] for the real case and [5, Theorem 1.4] for deducing the complex case from
the real one) which for X separable is equivalent to X∗ being separable. As it was shown
in [7], for any operator A, the condition Sz(A) 6 ω is equivalent to the fact that for some
(and then, necessarily, for all) ̺ ∈ (0, 1) there exists N = N(̺) ∈ N such that {A}n admits
no ̺-ℓ+1 -sequence provided n > N (cf. [7, Theorem 2.2]).
These facts together allow us to demonstrate essentially the strongest possible separa-
tion between asymptotic basic type and asymptotic type. Indeed, by [29], there exists
a nonreflexive Banach space X which has type p and cotype q for all 1 < p < 2 < q <∞.
By [10], there exists a separable Banach space Y which is finitely representable in X and
such that Y ∗∗ is nonseparable. Classical facts about the behavior of type and cotype under
dualization and finite representability yield that Y and Y ∗ have type p and cotype q for
all 1 < p < 2 < q < ∞. Since Y is separable and Y ∗∗ is not, either Y or Y ∗ fails to be
Asplund. Thus, there exists a non-Asplund space Z which has type p and cotype q for
all 1 < p < 2 < q < ∞. The space Z being non-Asplund has the property that for each
n ∈ N, {Z}n admits a 12 -ℓ+1 -sequence. This means that Z fails to have asymptotic basic
subtype in spite of having asymptotic type p for every 1 < p < 2.
6. Ideals of interest and duality
Now, our goal is to provide a direct description of the quantities introduced in Defini-
tion 5.7 in terms of weakly null trees. First, let us note the following fact which can be
easily proved by induction.
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Lemma 6.1. Let D be a directed set and X be a Banach space. For any m 6 n ∈ N,
1 6 s1 < . . . < sm 6 n and any weakly null tree (xt)t∈D6n\{∅} ⊂ X, there exists a monotone
map φ : D6m \ {∅} → D6n \ {∅} such that |φ(t)| = s|t| for every t ∈ D6m \ {∅} and, with
the notation x′t = xφ(t), (x
′
t)t∈D6m\{∅} is a weakly null tree as well.
Lemma 6.2. Let A : X → Y be an operator between Banach spaces X and Y . Let also
n ∈ N, 1 6 p 6∞ and α > 0. Then, the following assertions are equivalent:
(i) αp,n(A) 6 α.
(ii) For all choices of: a directed set D, a weakly null tree (xt)t∈D6n\{∅} ⊂ BX , a scalar
sequence (ai)
n
i=1 and α
′ > α, the set{
t ∈ Dn :
∥∥∥∥∥A
n∑
i=1
aixt|i
∥∥∥∥∥ 6 α′‖(ai)ni=1‖ℓnp
}
is inevitable.
(iii) For all choices of: a directed set D, a weakly null tree (xt)t∈D6n\{∅} ⊂ BX , a scalar
sequence (ai)
n
i=1, we have
inf
t∈Dn
∥∥∥∥∥A
n∑
i=1
aixt|i
∥∥∥∥∥ 6 α‖(ai)ni=1‖ℓnp .
Regarding τp,n(A), for any τ > 0, the following assertions are equivalent:
(iv) τp,n(A) 6 τ .
(v) For all choices of: a directed set D, a weakly null tree (xt)t∈D6n\{∅} ⊂ BX , a scalar
sequence (ai)
n
i=1 and τ
′ > τ , the set{
t ∈ Dn :
∥∥∥∥∥A
n∑
i=1
εiaixt|i
∥∥∥∥∥
Lp(Y )
6 τ ′‖(ai)ni=1‖ℓnp
}
is inevitable.
(vi) For all choices of: a directed set D, a weakly null tree (xt)t∈D6n\{∅} ⊂ BX , a scalar
sequence (ai)
n
i=1, we have
inf
t∈Dn
∥∥∥∥∥A
n∑
i=1
εiaixt|i
∥∥∥∥∥
Lp(Y )
6 τ‖(ai)ni=1‖ℓnp .
The analogous statements hold for α∗p,n(A) and τ
∗
p,n(A), where instead of weakly null trees
we consider weak∗-null trees in BY ∗.
Proof. We shall only prove the equivalence between conditions (i)–(iii), as the proof of
the second part is quite similar. First, note that all three conditions are obviously true if
dimX <∞, as then we have αp,n(A) = 0. So, assume dimX =∞.
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Since any inevitable set is nonempty, we obviously have (ii) ⇒ (iii). If (ii) fails, then for
some (ai)
n
i=1 ∈ Bℓnp and (xt)t∈D6n\{∅} ⊂ BX as above the set
E :=
{
t ∈ Dn :
∥∥∥∥∥A
n∑
i=1
aixt|i
∥∥∥∥∥ > α′
}
is full. By Proposition 5.3, there exists a pruning φ : D6n → D6n such that φ(Dn) ⊂ E .
Then (xφ(t))t∈D6n\{∅} witnesses the failure of (iii). This shows that (ii) ⇐⇒ (iii).
Assume that (iii) fails. Fix a directed set D, a weakly null tree (xt)t∈D6n ⊂ BX and
(ai)
n
i=1 ∈ Bℓnp such that
α′ := inf
t∈Dn
∥∥∥∥∥A
n∑
i=1
aixt|i
∥∥∥∥∥ > α.
Pick δ > 0 such that α + ‖A‖nδ < α′. By applying Proposition 5.3, passing to a subtree
and relabeling, we may assume there exist b1, . . . , bn ∈ [0, 1] such that for each t ∈ Dn and
each 1 6 i 6 n we have
∣∣‖xt|i‖ − bi∣∣ < δ/2. Define S = {i 6 n : bi > δ/2} and notice that
‖xt|i‖ < bi + δ/2 6 δ whenever t ∈ Dn and i 6∈ S. Therefore, for each t ∈ Dn we have∥∥∥∥∥A∑
i∈S
aibi
xt|i
‖xt|i‖
∥∥∥∥∥ >
∥∥∥∥∥A
n∑
i=1
aixt|i
∥∥∥∥∥− ‖A‖∑
i 6∈S
‖aixt|i‖ − ‖A‖
∑
i∈S
|ai|·
∣∣bi − ‖xt|i‖∣∣
> α′ − ‖A‖((n− |S|)δ + |S|δ/2) > α′ − ‖A‖nδ > α.
Now, write S = {s1, . . . , sm} with s1 < . . . < sm. By Lemma 6.1, there is a monotone
map φ : D6m \ {∅} → D6n \ {∅} such that |φ(t)| = s|t| for every t ∈ D6m \ {∅} and, with
the notation x′t = xφ(t)/‖xφ(t)‖, the tree (x′t)t∈D6m\{∅} is weakly null. We may replace D
with D1 = D × DX , where DX is a weak neighborhood basis at 0 in X , directing D1 in
the obvious way. Define
x′t = x
′
(ui)ki=1
for t = (ui, vi)
k
i=1 ∈ D6m1 \ {∅}.
SinceX is infinite dimensional, we can extend (x′t)t∈D6m
1
\{∅} to a weakly null tree (x
′
t)t∈D6n
1
\{∅} ⊂
SX . Set ci = asibsi for 1 6 i 6 m and ci = 0 for m < i 6 n. Then
inf
t∈Dn
1
∥∥∥∥∥A
n∑
i=1
cix
′
t|i
∥∥∥∥∥ > α′ − ‖A‖nδ > α.
Fix a sequence N1 ⊂ N2 ⊂ . . . of finite subsets of Bℓn∞ such that the union
⋃∞
i=1Ni is
dense in Bℓn∞ . Let u
0
t = x
′
t for t ∈ D6n \ {∅}. By Corollary 5.4, we may recursively choose
functions ri : Ni → R, ρi : Ni → R, weakly null collections (uit)t∈D6n
1
\{∅} ⊂ SX and prunings
φi : D
6n
1 \ {∅} → D6n1 \ {∅} such that:
• uit = u
i−1
φi(t)
for each i ∈ N;
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• for all i ∈ N, (a′j)nj=1 ∈ Ni and t ∈ Dn1 we have∣∣∣∣∣ri(
n∑
j=1
a′jej
)
−
∥∥∥∥∥
n∑
j=1
a′ju
i
t|j
∥∥∥∥∥
∣∣∣∣∣ < 1/i
and ∣∣∣∣∣ρi(
n∑
j=1
a′jej
)
−
∥∥∥∥∥A
n∑
j=1
a′ju
i
t|j
∥∥∥∥∥
∣∣∣∣∣ < 1/i.
Then, the limits r = limi ri and ρ = limi ρi exist on
⋃∞
i=1Ni and can be extended to
produce a pair (r, ρ) ∈ {A}n. Obviously, ρ(
∑n
i=1 aibiei) > α
′ − ‖A‖nδ > α which yields
αp,n(A) > α
′ − ‖A‖nδ > α and therefore (i) fails.
Finally, assume (i) fails. Fix (r, ρ) ∈ {A}n and a scalar sequence (ai)ni=1 ∈ Bℓnp such
that ρ(
∑n
i=1 aiei) > α. Pick δ > 0 such that ρ(
∑n
i=1 aiei)− δ > α, and a weakly null tree
(xt)t∈D6n\{∅} ⊂ SX such that dn((r, ρ), (xt|i, Axt|i)ni=1) < δ for each t ∈ Dn. Then
inf
t∈Dn
∥∥∥∥∥A
n∑
i=1
aixt|i
∥∥∥∥∥ > ρ(
n∑
i=1
aiei
)
− δ > α,
thus condition (iii) fails. 
Remark 6.3. It is essentially contained in the previous proof that (αp,n(A))
∞
n=1 is a non-
decreasing sequence. Indeed, the case dimX < ∞ is evident and otherwise if m 6 n and
(xt)t∈D6m\{∅}, (ai)
m
i=1 witness that αp,m(A) > α, then we may replace D with D1 = D×DX ,
extend (xt)t∈D6m
1
\{∅} to (xt)t∈D6n\{∅} and let ai = 0 for m < i 6 n. Then (xt)t∈D6n
1
\{∅} and
(ai)
n
i=1 witness that αp,n(A) > α. Similar argument works for the sequences (τp,n(A))
∞
n=1,
(α∗p,n(A))
∞
n=1 and (τ
∗
p,n(A))
∞
n=1.
Lemma 6.4. Let A : X → Y be an operator between Banach spaces X and Y . Let also
n ∈ N, 1 6 q 6∞ and β > 0. Then, the following assertions are equivalent:
(i) βq,n(A) 6 β.
(ii) For all choices of: a directed set D, a bounded weakly null tree (xt)t∈D6n\{∅} ⊂ X,
a scalar sequence (ai)
n
i=1 ⊂ [0,∞) such that ‖Axt‖ > a|t| for each ∅ 6= t ∈ D6n and
for any β ′ > β, we have
β ′ sup
t∈Dn
∥∥∥∥∥
n∑
i=1
xt|i
∥∥∥∥∥ > ‖(ai)ni=1‖ℓnq .
(iii) For all choices of: a directed set D, a bounded weakly null tree (xt)t∈D6n\{∅} ⊂ X,
a scalar sequence (ai)
n
i=1 ⊂ [0,∞) such that ‖Axt‖ > a|t| for each ∅ 6= t ∈ D6n and
for any β ′ > β, the set{
t ∈ Dn : β ′ sup
t∈Dn
∥∥∥∥∥
n∑
i=1
xt|i
∥∥∥∥∥ > ‖(ai)ni=1‖ℓnq
}
is inevitable.
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Regarding γq,n(A), for any γ > 0, the following assertions are equivalent:
(iv) γq,n(A) 6 γ.
(v) For all choices of: a directed set D, a bounded weakly null tree (xt)t∈D6n\{∅} ⊂ X,
a scalar sequence (ai)
n
i=1 ⊂ [0,∞) such that ‖Axt‖ > a|t| for each ∅ 6= t ∈ D6n and
for any γ′ > γ, we have
γ′ sup
t∈Dn
∥∥∥∥∥
n∑
i=1
εixt|i
∥∥∥∥∥
Lq(X)
> ‖(ai)ni=1‖ℓnq .
(vi) For all choices of: a directed set D, a bounded weakly null tree (xt)t∈D6n\{∅} ⊂ X,
a scalar sequence (ai)
n
i=1 ⊂ [0,∞) such that ‖Axt‖ > a|t| for each ∅ 6= t ∈ D6n and
for any γ′ > γ, the set{
t ∈ Dn : γ′
∥∥∥∥∥
n∑
i=1
εixt|i
∥∥∥∥∥
Lq(X)
> ‖(ai)ni=1‖ℓnq
}
.
is inevitable.
The analogous statements hold for β∗q,n(A) and γ
∗
q,n(A), where instead of bounded weakly
null trees we consider bounded weak∗-null trees in Y ∗.
Proof. We again restrict ourselves to the case where dimX = ∞ and we are going to
show only the equivalence between conditions (i)–(iii). We deduce that (ii) ⇐⇒ (iii) as in
Lemma 6.2. In what follows, we show that (i) ⇐⇒ (ii).
Suppose (i) fails, so that there exist (r, ρ) ∈ {A}n, β ′ > β and a scalar sequence (ai)ni=1
such that
βr
( n∑
i=1
aiei
)
< ‖(aiρ(ei))ni=1‖ℓnq = 1.
Let R = ‖(ai)ni=1‖ℓn∞ and pick δ > 0 such that βr(
∑n
i=1 aiei)+(n+β)Rδ < 1. Fix a directed
set D and a weakly null tree (xt)t∈D6n\{∅} ⊂ SX such that
dn
(
(r, ρ), (xt|i , Axt|i)
n
i=1
)
< δ for each t ∈ Dn.
Note that
β sup
t∈Dn
∥∥∥∥∥
n∑
i=1
aixt|i
∥∥∥∥∥ 6 βr(
n∑
i=1
aixt|i
)
+ βδR
and ∥∥aiAxt|i∥∥ > max{|ai|ρ(ei)− δR, 0} =: bi.
Since ‖(bi)ni=1‖ℓnq > 1− nδR, we deduce that
sup
t∈Dn
β
∥∥∥∥∥
n∑
i=1
aixt|i
∥∥∥∥∥ 6 βr(
n∑
i=1
aiei
)
+ βδR < 1− nδR 6 ‖(bi)ni=1‖ℓnq ,
and thus (ii) fails.
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Now, if (ii) fails, then there exist a bounded, weakly null tree (xt)t∈D6n\{∅} and a scalar
sequence (ai)
n
i=1 ⊂ [0,∞) such that ‖Axt‖ > a|t| for each ∅ 6= t ∈ Dn and
β ′ sup
t∈Dn
∥∥∥∥∥
n∑
i=1
xt|i
∥∥∥∥∥ < ‖(ai)ni=1‖ℓnq .
We may argue as in the proof of Lemma 6.2 to assume there exist scalars b1, . . . , bn ∈ [0, 1]
such that for each ∅ 6= t ∈ Dn, ‖xt‖ ≈ b|t|. Then, ignoring those i for which bi is small,
passing to a collection (x′t/‖x′t‖)t∈D6m\{∅}, filling out to a weakly null tree (xt)t∈D6n
1
\{∅} ⊂
SX , we arrive at scalars (ci)
n
i=1 and β < β
′′ < β ′ satisfying
β ′′ sup
t∈Dn
∥∥∥∥∥
n∑
i=1
cixt|i
∥∥∥∥∥ 6 ∥∥(ci‖Axt|i‖)ni=1∥∥ℓnq .
We then produce (r, ρ) ∈ {A}n as in Lemma 6.2 to satisfy
β ′′r
( n∑
i=1
ciei
)
6
∥∥(ciρ(ei))ni=1∥∥ℓnq ,
showing that condition (i) fails. 
Theorem 6.5. For any 1 6 p 6∞, the class of operators A for which supn αp,n(A) is finite
is a Banach ideal with the ideal norm αp(A) = ‖A‖+ supn αp,n(A). Analogous statements
hold for τp,n, βq,n, γq,n, as well as for the weak
∗ versions of all these quantities.
Proof. We will apply Proposition 4.2. It is clear that αp,n(A) is nonnegative, satisfies
αp,n(cA) = |c|αp,n(A) for any scalar c, vanishes on the compact operators and, in view of
Ho¨lder’s inequality, satisfies αp,n(A) 6 n
1/p′‖A‖. Fix W,X, Y, Z ∈ Ban, C ∈ L (W,X),
B ∈ L (X, Y ) and A ∈ L (Y, Z) with ‖C‖ = ‖A‖ = 1. Fix also a directed set D and note
that for any α > αp,n(B), any weakly null tree (wt)t∈Dn\{∅} ⊂ BW and (ai)ni=1 ∈ Bℓnp we
have {
t ∈ Dn :
∥∥∥∥∥ABC
n∑
i=1
wt|i
∥∥∥∥∥ > α
}
⊆
{
t ∈ Dn :
∥∥∥∥∥B
n∑
i=1
Cwt|i
∥∥∥∥∥ > α
}
and since (Cwt)t∈Dn\{∅} ⊂ BX is weakly null, the latter set fails to be full. This shows
that αp,n(ABC) 6 αp,n(B). By homogeneity, αp,n(ABC) 6 ‖A‖αp,n(B)‖C‖. Finally, fix
X, Y ∈ Ban, operators A,B : X → Y , αA > αp,n(A) and αB > αp,n(B). Then, for any
(ai)
n
i=1 ∈ Bℓnp and any weakly null (xt)t∈D6n\{∅} ⊂ BX we have{
t ∈ Dn :
∥∥∥∥∥(A +B)
n∑
i=1
xt|i
∥∥∥∥∥ 6 αA + αB
}
⊇
{
t ∈ Dn :
∥∥∥∥∥A
n∑
i=1
xt|i
∥∥∥∥∥ 6 αA
}
∩
{
t ∈ Dn :
∥∥∥∥∥B
n∑
i=1
xt|i
∥∥∥∥∥ 6 αB
}
.
Since the last two sets are inevitable, the intersection of two inevitable sets is inevitable,
and supersets of inevitable sets are inevitable, the first set must be inevitable. This shows
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that αp,n(A + B) 6 αp,n(A) + αp,n(B). Thus, Proposition 4.2 yields the claim regarding
αp,n. The claims regarding τp,n, α
∗
p,n and τ
∗
p,n are similar.
We now move on to the claims regarding βq,n. Of course, βq,n(cA) = |c|βq,n(A) for
any operator A and any scalar c. To see that βq,n satisfies the triangle inequality, we fix
Banach spaces X, Y , operators A,B : X → Y , nonnegative scalars (ci)ni=1 and a weakly null
collection (xt)t∈D6n\{∅} ⊂ X such that for each ∅ 6= t ∈ D6n we have ‖(A+B)xt‖ > c|t|. By
stabilizing and relabeling, for any δ > 0, we may produce scalar sequences (ai)
n
i=1, (bi)
n
i=1 ⊂
[0,∞) such that
a|t| 6 ‖Axt‖ 6 a|t| + δ and b|t| 6 ‖Bxt‖ 6 b|t| + δ for each t ∈ D6n,
and
δ + βq,n(A)
∥∥∥∥∥
n∑
i=1
xt|i
∥∥∥∥∥ > ‖(ai)ni=1‖ℓnq ,
δ + βq,n(B)
∥∥∥∥∥
n∑
i=1
xt|i
∥∥∥∥∥ > ‖(bi)ni=1‖ℓnq
for every t ∈ Dn. Therefore,
sup
t∈Dn
(
βq,n(A) + βq,n(B)
)∥∥∥∥∥
n∑
i=1
xt|i
∥∥∥∥∥ > ‖(ai)ni=1‖ℓnq + ‖(bi)ni=1‖ℓnq − 2δ > ‖(ci)ni=1‖ℓnq − 4δ.
Since δ > 0 was arbitrary, we deduce the triangle inequality for βq,n.
Now, let W,X, Y, Z ∈ Ban and let C : W → X , B : X → Y and A : Y → Z be operators
satisfying ‖C‖ = ‖A‖ = 1. Assume also that (wt)t∈D6n\{∅} ⊂ W is a weakly null tree and
(ai)
n
i=1 ⊂ [0,∞) is a scalar sequence such that ‖ABCwt‖ > a|t| for each ∅ 6= t ∈ D6n.
Then, (Cwt)t∈D6n\{∅} ⊂ X is weakly null and satisfies ‖BCwt‖ > a|t| for each ∅ 6= t ∈ D6n.
Hence,
βq,n(B) sup
t∈D6n
∥∥∥∥∥
n∑
i=1
wt|i
∥∥∥∥∥ > βq,n(B) supt∈D6n
∥∥∥∥∥
n∑
i=1
Cwt|i
∥∥∥∥∥ > ‖(ai)ni=1‖ℓnq .
From this and homogeneity, it follows that βq,n(ABC) 6 ‖A‖βq,n(B)‖C‖. Finally, since
βq,n(A) = 0 for any compact operator A, we also have
‖x∗ ⊗ y‖+ sup
n
βq,n(x
∗ ⊗ y) = ‖x∗ ⊗ y‖ = ‖x∗‖‖y‖
for any X, Y ∈ Ban, x∗ ∈ X∗ and y ∈ Y . 
Remark 6.6. We note that if p = max{p(A), 1}, then
p′ = sup
{
r ∈ [1,∞) : A has asymptotic basic type r}.
(In the case where A is the identity operator it was proved in [12]). Indeed, if 1 < r < p′,
then A is r-AUS-able, whence there exists a constant C such that every infinite, weakly
null tree in BX has a branch whose images under A are C-dominated by the ℓr basis [9].
This gives that supn αr,n(A) 6 C and A has asymptotic basic type r. Conversely, by [7],
there exists a universal constant c < 6 such that if Sz(A∗BY ∗ , cε) > n, then there exists
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a weakly null tree (xt)t∈D6n ⊂ BX such that for every t ∈ Dn and every convex combination
x of (xs : ∅ < s 6 t) we have ‖Ax‖ > ε. Then
ε 6 αp′,n(A)/n
1/p
and hence if supn αp′,n(A) = C <∞, we have Sz(A, cε) 6 Cp/εp + 1 and p(A) 6 p.
Remark 6.7. We remark that the quantity αp,n(A) gives information about uniform dom-
ination of members of {A}n by the ℓnp basis. The set of p such that supn αp,n(A) < ∞
completely determines the supremum of those p for which A is p-AUS-able. However, it
does not determine whether that supremum is attained. In [9], it was shown that this is
determined by the domination of branches of infinite weakly null trees (that is, weakly null
trees indexed by D<ω rather than D6n), and that the class Tp of p-AUS-able operators can
be made into a Banach ideal with a natural norm. One can see that for any 1 < p 6 ∞,
the condition supn αp,n(A) <∞ does not guarantee that A is p-AUS-able. Indeed, consider
the q-convexification T (q) of the Figiel–Johnson Tsirelson’s space T (see [15]) and let S be
its dual. Then, S is asymptotic ℓp, whence αp,n(S) < ∞. However, S is not p-AUS-able.
This shows that, if Ap is the class of operators A for which supn αp,n(A) <∞, then Tp and
Ap are distinct ideals for every 1 < p 6∞, and each is a Banach ideal with an appropriate
norm. Moreover, the argument at the beginning of this remark explains why Tp ( Ap.
We may now apply Proposition 4.2 with λn being one of the four quantities: α2,n/n
1/2,
τ2,n/n
1/2, β2,n/n
1/2, γ2,n/n
1/2, or their weak∗ counterparts. This is because an appropriate
sequence (cn) can be taken to be bounded for any one of these eight choices.
Theorem 6.8. The classes of operators which have (weak∗) asymptotic (basic) subtype/sub-
cotype form a closed operator ideal. More specifically, we have that:
(i) The class of operators with Szlenk index not exceeding ω coincides with the class of
operators with asymptotic basic subtype, and is therefore a closed operator ideal.
(ii) The class of operators in which ℓ1 is not crudely asymptotically finitely representable
is a closed operator ideal.
(iii) The class of operators in which c0 is not crudely asymptotically finitely representable
is a closed operator ideal.
(iv) The class of operators in which ℓ1 is not weak
∗ crudely asymptotically finitely repre-
sentable is a closed operator ideal.
(v) The class of operators in which c0 is not weak
∗ crudely asymptotically finitely repre-
sentable is a closed operator ideal.
Ostensibly, Theorem 6.8 yields eight different ideals. However, the classes of operators
with asymptotic basic subtype and weak∗ asymptotic basic subcotype coincide. The argu-
ment follows the usual technique of dualizing ℓ+1 -sequences in asymptotic structures with
c+0 -sequences in weak
∗ asymptotic structures of the adjoint. The following result should
be compared to the analogous quantified duality between martingale type p of an operator
and martingale cotype p′ of its adjoint.
The phenomenon appearing in the following lemma is by now quite standard. Our result
concerns ℓnp linear combinations of branches of weakly null trees and ℓ
n
q linear combinations
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of weak∗-null trees, whereas the usual duality (appearing, for example, in [16], [1], and
[7]) concerns only convex combinations of branches of weakly null trees and ‘flat’ linear
combinations of weak∗-null trees (that is, linear combinations in which all coefficients are
equal to 1). However, the process is similar, so we omit some of the details.
Lemma 6.9. For any 1 6 p 6 ∞, n ∈ N and any operator A : X → Y between Banach
spaces X and Y , we have
1
2
αp,n(A) 6 β
∗
p′,n(A) 6 2αp,n(A).
Proof. The assertion is trivial if A is compact, since then we have αp,n(A) = β
∗
p′,n(A) = 0.
So, in what follows, we assume A is not compact.
Let α = αp,n(A) and suppose that β
∗
p′,n(A) > β > 2α. By Lemma 6.4, there exist a scalar
sequence (ai)
n
i=1 with ‖(ai)ni=1‖ℓnp′ = 1 and a normalized weak∗-null tree (y∗t )t∈D6n\{∅} on
Y ∗ such that ‖A∗y∗t ‖ > |a|t|| for each ∅ 6= t ∈ Dn and
β sup
t∈Dn
∥∥∥∥∥
n∑
i=1
y∗t|i
∥∥∥∥∥ < 1.
For any 0 < δ, θ < 1, there exist another directed setD1, a normalized weakly null collection
(xt)t∈Dn
1
\{∅} on X and a monotone, length preserving map φ : D
6n
1 → D6n such that:
Re y∗φ(t)(Axt) >
θ|aφ(t)|
2
for each t ∈ D6n1 \ {∅}
and
|y∗φ(s)(Axt)|, |y∗φ(t)(Axs)| < δ for all s, t ∈ D6n1 \ {∅} with s < t.
Pick a scalar sequence (bi)
n
i=1 ∈ Bℓnp such that
∑n
i=1 |ai|bi = 1 and t ∈ Dn such that
‖A∑ni=1 bixt|i‖ < δ + αp,n(A). Then,
β
∥∥∥∥∥
n∑
i=1
y∗φ(t|i)
∥∥∥∥∥ > β(αp,n(A) + δ)−1Re(
n∑
i=1
y∗φ(t|i)
)(
A
n∑
i=1
bixt|i
)
> β(αp,n(A) + δ)
−1
( n∑
i=1
θ|ai|bi/2− n2δ
)
= β(αp,n(A) + δ)
−1(θ/2− n2δ).
However, by an appropriate choice of δ and θ we can guarantee that the last expression is
larger than 1, which gives a contradiction.
Now, assume that αp,n(A) > α > 2β
∗
p′,n(A). Then there exist a weakly null collection
(xt)t∈D6n\{∅} ⊂ SX and a scalar sequence (ai)ni=1 with ‖(ai)ni=1‖ℓnp = 1 such that
inf
t∈Dn
∥∥∥∥∥A
n∑
i=1
aixt|i
∥∥∥∥∥ > α.
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For each t ∈ Dn, pick y∗t ∈ BY ∗ such that
Re y∗t
(
A
n∑
i=1
aixt|i
)
=
∥∥∥∥∥A
n∑
i=1
aixt|i
∥∥∥∥∥.
Fix δ > 0 such that α + 3δn < inft∈Dn ‖A
∑n
i=1 xt|i‖. After stabilizing and relabeling, we
may find real scalars (bi)
n
i=1 such that∣∣Re y∗t (Axs)− b|s|∣∣ 6 δ for all ∅ < s 6 t ∈ Dn
and
∑n
i=1 bi > α+ 3nδ.
Let D1 = DX × DY ∗ , where DX is a weak neighborhood basis at 0 in X and DY ∗ is
a weak∗ neighborhood basis at 0 in Y ∗. By weak∗ compactness, there exists a collection
(y∗t )t∈D6n−1 ⊂ BY ∗ such that (y∗t )t∈D6n is weak∗ closed. We may then find a monotone,
length preserving map φ : D6n1 \ {∅} → D6n \ {∅} such that, with the notation
zt = xφ(t), z
∗
t = y
∗
φ(t) − y∗φ(t−),
the collection (zt)t∈D6n\{∅} is weakly null, while (z
∗
t )t∈D6n\{∅} is weak
∗-null and, moreover,
Re z∗t (Azt) > b|t| − 2δ for each t ∈ D6n1 \ {∅}
and
|z∗t (Azs)|, |z∗s (Azt)| < δ for all s, t ∈ D6n1 \ {∅} with s < t.
Define S = {i 6 n : bi − 2δ > 0} and let ci = bi − 2δ for i ∈ S and ci = 0 otherwise. Since
‖A∗z∗t ‖ > c|t|, we obtain
2β∗p′,n(A) > 2β
∗
p′,n(A) sup
t∈Dn
∥∥∥∥∥
n∑
i=1
z∗t|i
∥∥∥∥∥ > ‖(ci)ni=1‖ℓnp′ .
However,
α + 3δn < δn +
n∑
i∈S
aibi 6 3δn+
∑
i∈S
aibi 6 3δn + ‖(ai)ni=1‖ℓnp‖(ci)ni=1‖ℓnp′
6 3δn+ 2β∗p′,n(A);
a contradiction. 
This immediately yields the following corollary giving the exact duality between as-
ymptotic basic type and weak∗ asymptotic basic cotype. This result parallels the duality
between martingale type p and martingale cotype p′.
Corollary 6.10. Let A : X → Y be an operator between Banach spaces and let 1 6 p 6∞.
Then A has asymptotic basic type p if and only if A∗ has weak∗ asymptotic basic cotype p′.
It has asymptotic basic subtype if and only if A∗ has weak∗ asymptotic basic subcotype.
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7. A three-space property
In this final section, we will prove our main three-space property result (Theorem 7.5
below). It yields an optimal improvement of the Brooker–Lancien theorem from [6]. They
showed that if Y is a closed subspace of a Banach space X , then p(X) 6 p(Y ) + p(X/Y ).
We will show that instead of addition one can take maximum and this is, of course, sharp.
Lemma 7.1. Let X be a Banach space and Y a closed subspace of X. Let D be a directed
set, m ∈ N and (xt)t∈D6m\{∅} ⊂ X be a weakly null tree. Assume that we are given
functions f, g : {±1}m → (0,∞) such that∥∥∥∥∥
m∑
i=1
εixt|i
∥∥∥∥∥ < f(ε) and
∥∥∥∥∥
m∑
i=1
εixt|i
∥∥∥∥∥
X/Y
< g(ε) for all ε ∈ {±1}m, t ∈ Dm.
Then, for any weak neighborhood u of 0 in X and any weak neighborhood v of 0 in Y , there
exists t ∈ Dm with the property that for each ε ∈ {±1}m there is a vector yε ∈ Y such that:
(i)
∑m
i=1 εixt|i ∈ u,
(ii) ‖yε‖ 6 2f(ε),
(iii) ‖yε −
∑m
i=1 εixt|i‖ < 5g(ε),
(iv) yε ∈ v.
Proof. By replacing u and v with a subset, we may assume that both of them are convex
and symmetric. Let D0 be the family of all convex, symmetric, weak neighborhoods of 0
in X , directed by reverse inclusion. For every w ∈ D0, there exists tw ∈ Dm such that
xtw |i ∈ 1mw for each 1 6 i 6 m. For any ε ∈ {±1}m define
Xw(ε) =
m∑
i=1
εixtw |i ∈ w.
Observe that the collection ((Xw(ε))ε∈{±1}m)w∈D0 forms a weakly null net in ℓ
2m
∞ (X). By
our assumption, for each w ∈ D0 and each ε ∈ {±1}m, we may pick Zw(ε) ∈ Y such that
‖Xw(ε)− Zw(ε)‖ < g(ε). Define
Yw(ε) =

f(ε)
‖Zw(ε)‖Zw(ε) if ‖Zw(ε)‖ > f(ε)
Zw(ε) if ‖Zw(ε)‖ 6 f(ε).
Note that ‖Yw(ε)‖ 6 f(ε) and ‖Xw(ε) − Yw(ε)‖ < 2g(ε). Now, we may pass to sub-
nets (Xw(ε))w∈D1 and (Yw(ε))w∈D1 such that Xw(ε) ∈ u and Yw1(ε) − Yw2(ε) ∈ v for all
w,w1, w2 ∈ D1, ε ∈ {±1}m. Here, we are using the Banach–Alaoglu theorem together with
the boundedness of the net (Yw(ε))w∈D0 in ℓ
2m
∞ (Y )
∗∗. By weak nullity, there exist a finite
set F ⊂ D1 and positive numbers (aw)w∈F summing to 1 such that∥∥∥∥∥∑
w∈F
awXw(ε)
∥∥∥∥∥
ℓ2m∞ (X)
< g(ε).
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Now, choose any w1 ∈ D1 and for any fixed ε ∈ {±1}m let
yε = Yw1(ε)−
∑
w∈F
awYw(ε) =
∑
w∈F
aw(Yw1(ε)− Yw(ε)) ∈ v.
We shall show that t = tw1 is the desired element of D
m. Assertions (i) and (iv) are
immediate from the above construction. To see that (ii) and (iii) are also true, note that
‖yε‖ 6 ‖Yw1(ε)‖+
∑
w∈F
aw‖Yw(ε)‖ 6 2f(ε)
and
‖yε −Xw1(ε)‖ 6‖Yw1(ε)−Xw1(ε)‖+
∑
w∈F
aw‖Yw(ε)−Xw(ε)‖
+
∥∥∥∥∥∑
w∈F
awXw(ε)
∥∥∥∥∥ 6 5g(ε),
which completes the proof. 
We also have the following unsigned version of the previous result, which is even easier.
Lemma 7.2. Let X be a Banach space and Y a closed subspace of X. Let D be a directed
set, m ∈ N and (xt)t∈D6m\{∅} ⊂ X be a weakly null tree. Assume that there are a, b > 0
such that ∥∥∥∥∥
m∑
i=1
xt|i
∥∥∥∥∥ < a and
∥∥∥∥∥
m∑
i=1
xt|i
∥∥∥∥∥
X/Y
< b for every t ∈ Dm.
Then, for any weak neighborhood u of 0 in X and any weak neighborhood v of 0 in Y , there
exist t ∈ Dm such that:
(i)
∑m
i=1 xt|i ∈ u,
(ii) ‖y‖ 6 2a,
(iii) ‖y −∑mi=1 xt|i‖ < 5b,
(iv) y ∈ v.
The next lemma is crucial for our three-space result. It corresponds to similar estimates
for the Rademacher and martingale types obtained by Enflo, Lindenstrauss and Pisier (cf.
[14, Thm. 1]).
Lemma 7.3. Let X be a Banach space and Y a closed subspace of X. Then for all
1 6 p 6∞ and m,n ∈ N we have
αp,mn(X) 6 2αp,m(X)αp,n(Y ) + 5αp,n(X)αp,m(X/Y )
and
τp,mn(X) 6 2τp,m(X)τp,n(Y ) + 5τp,n(X)τp,m(X/Y ).
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Proof. We prove only the second inequality. The first can be proved along the same lines
replacing the Rademacher coefficients (εi) with constant coefficients and using Lemma 7.2
instead of 7.1. Furthermore, if either dimY <∞ or dimX/Y <∞, the result is clear, so
we assume that dimY = dimX/Y =∞. In this case, τp,n(Y ), τp,n(X/Y ) > 1.
Fix a weakly null tree (xt)t∈D6mn\{∅} ⊂ BX and a scalar sequence (ai)mni=1. For each
1 6 i 6 n choose any bi > ‖(aj)(i−1)m<j6im‖ℓmp . For any δ > 0, by applying a suitable
pruning, we may assume there exist functions η, µ : {±1}mn × {1, . . . , n} → R such that
for all t ∈ Dmn, ε = (εj)mnj=1 ∈ {±1}mn and 1 6 i 6 n:
• the values of η(·, i) and µ(·, i) depend only on ε(i−1)m+1, . . . , εim,
•
∣∣∣η(ε, i)− ∥∥∥∑imj=(i−1)m+1 εjajxt|j∥∥∥ ∣∣∣ < δ
•
∣∣∣µ(ε, i)− ∥∥∥∑imj=(i−1)m+1 εjajxt|j∥∥∥
X/Y
∣∣∣ < δ.
Furthermore, decreasing δ if necessary, we may also assume that
‖η(ε, i)‖Lp({±1}mn) 6 τp,m(X)bi and ‖µ(ε, i)‖Lp({±1}mn) 6 τp,m(X/Y )bi.
Now, let D1 = DX × DY , where DX is a weak neighborhood basis at 0 in X and
DY is a weak neighborhood basis at 0 in Y . For every ε ∈ {±1}mn, we are going to
construct weakly null trees (Xt(ε))t∈D6n
1
\{∅} ⊂ X and (Yt(ε))t∈D6n
1
\{∅} ⊂ Y , and a map
φ : D6n1 → D6mn such that:
• |φ(t)| = m|t| for each t ∈ D6n1 ,
• Yt(ε) is a function only of ε(|t|−1)m+1, . . . , ε|t|m,
• ‖Yt(ε)‖ 6 2(η(ε, |t|) + δ),
• ‖Xt(ε)− Yt(ε)‖ < 5(µ(ε, |t|) + δ),
• Xt(ε) =
∑|t|m
j=(|t|−1)m+1 εjajxφ(t)|j .
We define φ(t) by induction on |t| as follows. First, set φ(∅) = ∅. If s ∈ D6n1 \ {∅} and
φ(s−) has been defined, we apply Lemma 7.1 to the weakly null tree (xφ(s−)at)t∈D6m\{∅}
and the functions
f(ε) = η(ε, |s|), g(ε) = µ(ε, |s|).
This yields appropriate t ∈ Dm and Ys(ε) ∈ Y . We define φ(s) = φ(s−)at and then it is
easy to check that all the desired conclusions hold.
After pruning once again, we may additionally assume that for any t ∈ Dn1 and ε ∈
{±1}mn we have∥∥∥∥∥
n∑
i=1
ε′iYt|i(ε)
∥∥∥∥∥
Lp({±1}n)
6 2
(
τp,n(Y ) + δ
)∥∥(η(ε, i) + δ)ni=1∥∥ℓnp
and ∥∥∥∥∥
n∑
i=1
ε′i
(
Xt|i(ε)− Yt|i(ε)
)∥∥∥∥∥
Lp({±1}n)
6 5
(
τp,n(X) + δ
)∥∥(µ(ε, i) + δ)ni=1∥∥ℓnp .
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(Here, the Lp-norms are taken with respect to the variable ε
′ ∈ {±1}n and we use estimates
on ‖Yt(ε)‖ and ‖Xt(ε)−Yt(ε)‖ listed above). Then, for every t ∈ Dn1 , the triangle inequality
gives ∥∥∥∥∥
n∑
i=1
Xt|i(ε)
∥∥∥∥∥
Lp({±1}mn)
=
∥∥∥∥∥
n∑
i=1
ε′iXt|i(ε)
∥∥∥∥∥
Lp({±1}n×{±1}mn)
6
∥∥∥∥∥
n∑
i=1
ε′i
(
Xt|i(ε)− Yt|i(ε)
)∥∥∥∥∥
Lp({±1}n×{±1}mn)
+
∥∥∥∥∥
n∑
i=1
ε′iYt|i
∥∥∥∥∥
Lp({±1}n×{±1}mn)
6 2τp,n(Y )
∥∥(‖η(ε, i)‖Lp({±1}mn))ni=1∥∥ℓnp
+ 5τp,n(X)
∥∥(‖µ(ε, i)‖Lp({±1}mn))ni=1∥∥ℓnp + o(1)
6
(
2τp,n(Y )τp,m(X) + 5τp,n(X)τp,m(X/Y )
)‖(bi)ni=1‖ℓnp
+ o(1),
where o(1) → 0 as δ → 0. Recall that δ > 0 could be arbitrarily small and bi arbitrarily
close to ‖(aj)(i−1)m<j6im‖ℓmp . Therefore, by appealing to Lemma 6.2, we obtain the desired
inequality. 
Lemma 7.4 ([14]). If (an)
∞
n=1 is a nondecreasing sequence of positive numbers and C > 0
is such that an2 6 Can for n ∈ N, then there exist numbers C1, λ > 0 such that
an 6 C1(logn)
λ for each n > 2.
Finally, we are in a position to prove our main result. By t(X) we denote the supremum
over those 1 6 p 6∞ for which X has asymptotic type p.
Theorem 7.5. Let X be a Banach space and Y a closed subspace of X. Then, we have
p(X) = max{p(Y ), p(X/Y )}
and
t(X) = min{t(Y ), t(X/Y )}.
Therefore, for any 1 6 p, t 6 ∞, ‘ p( · ) 6 p’ and ‘ t( · ) > t’ are three-space properties.
In particular, ‘Sz( · ) 6 ω’ and ‘ ℓ1 is not asymptotically finitely representable in · ’ are
three-space properties.
Proof. We know that p(X) > max{p(Y ), p(X/Y )} (see, e.g., [17, §2.4]), so in the case
where one of p(Y ), p(X/Y ) is infinite there is nothing to show. Neither is there if Y or
X/Y is finite dimensional. In what follows, we assume that none of these trivial situations
holds.
44 R.M. CAUSEY, S. DRAGA, AND T. KOCHANEK
Fix any numbers 1 < r < p < min{p(Y )′, p(X/Y )′}. Notice that, according to Re-
mark 6.6, we have
C := sup
n
max{αp,n(Y ), αp,n(X/Y )} <∞.
Hence, Lemma 7.3 implies that αp,n2(X) 6 7Cαp,n(X) for each n ∈ N. Now, in view of
Lemma 7.4, there exist constants C1, λ > 0 such that αp,n(X) 6 C1(log n)
λ for each n > 2.
For a sufficiently large N ∈ N we must have αp,N(X) < N
1
r
− 1
p , whence Proposition 2.9(i)
implies that X has asymptotic basic type r. Appealing once again to Remark 6.6 we infer
that p(X) 6 r′ and by the choice of r and p we finally obtain p(X) 6 max{p(Y ), p(X/Y )}.
The same reasoning applies to t. 
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