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ABSTRACT. The purpose of this paper is to introduce and study some basic con-
cepts of quantitative rectifiability in the first Heisenberg group H. In particular,
we aim to demonstrate that new phenomena arise compared to the Euclidean
theory, founded by G. David and S. Semmes in the 90’s. The theory in H has an
apparent connection to certain nonlinear PDEs, which do not play a role with
similar questions in R3.
Our main object of study are the intrinsic Lipschitz graphs in H, introduced
by B. Franchi, R. Serapioni and F. Serra Cassano in 2006. We claim that these 3-
dimensional sets inH, if any, deserve to be called quantitatively 3-rectifiable. Our
main result is that the intrinsic Lipschitz graphs satisfy a weak geometric lemma
with respect to vertical β-numbers. Conversely, extending a result of David and
Semmes from Rn, we prove that a 3-Ahlfors-David regular subset in H, which
satisfies the weak geometric lemma and has big vertical projections, necessarily
has big pieces of intrinsic Lipschitz graphs.
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1. INTRODUCTION
Rectifiability is a fundamental concept in geometric measure theory. Rectifi-
able sets extend the class of surfaces considered in classical differential geometry;
while admitting a few edges and sharp corners, they are still smooth enough to
support a rich theory of local analysis. However, for certain questions of more
global nature – the boundedness of singular integrals being the main example –
the notion of rectifiability is too qualitative.
In a series of influential papers around the year 1990, [15, 19, 18, 16], G. David
and S. Semmes developed an extensive theory of quantitative rectifiability in Eu-
clidean spaces. One of their main objectives was to find geometric criteria to
characterize the m-dimensional subsets of Rn, 0 < m < n, on which "nice" sin-
gular integral operators (SIO) are L2-bounded. Here, "nice" refers to SIOs with
smooth, odd Calderón-Zygmund kernels, the archetype of which is the Riesz ker-
nel x/|x|m+1, x ∈ Rn. Notice that for n = 2 and m = 1, the Riesz kernel essentially
coincides with the Cauchy kernel 1/z, z ∈ C, in the complex plane.
A motivation for the efforts of David and Semmes was the significance of
SIOs for the problem of finding a geometric characterization of removable sets for
bounded analytic functions and Lipschitz harmonic functions. Due to seminal
papers by David [20], David and P. Mattila [21], and F. Nazarov, X. Tolsa and
A. Volberg [40], [41], it is now known that these removable sets coincide with
the purely (n − 1)-unrectifiable sets in Rn, i.e. the sets which intersect every C1
hypersurface in a set of vanishing (n − 1)-dimensional Hausdorff measure. The
geometric characterization of removability, and its connections to geometric mea-
sure theory and harmonic analysis, has a very interesting history; we refer to the
excellent survey by Volberg and V. Eiderman [22], and to the recent book of Tolsa
[43].
The problem of characterizing removable sets for Lipschitz harmonic functions
has a natural analogue outside the Euclidean setting in certain non-commutative
Lie groups, of which the Heisenberg group is the simplest example. In this group,
the role of the Euclidean Laplace operator is played by the sub-Laplacian and
harmonic functions are, by definition, the solutions to the sub-Laplacian equa-
tion. The question of characterizing removability for Lipschitz harmonic func-
tions was considered in [12] for Heisenberg groups Hn endowed with a sub-
Riemannian metric. It was shown that sets with Hausdorff dimension lower
than 2n + 1 are removable, while those with dimension higher than 2n + 1 are
not. Moreover, there exist both removable and non-removable sets with Haus-
dorff dimension equal to 2n + 1. Hence, as in the Euclidean case, the dimension
threshold for removable sets is dimHHn − 1 = 2n + 1, where dimHHn denotes
the Hausdorff dimension ofHn. The results from [12] were extended in [13] from
Heisenberg groups to a larger class of Lie groups, the Carnot groups. There ex-
ists a well developed theory of sub-Laplacians in this setting, see for instance the
book [10] by A. Bonfiglioli, E. Lanconelli and F. Uguzzoni.
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In order to characterize removable sets for Lipschitz harmonic functions in Rn,
one has to characterize the sets on which the SIO associated with the Riesz kernel
x/|x|n is bounded in L2. In H1, one would need to face a SIO with kernel
K(p) :=
(
x|z|2 + yt
(|z|4 + t2)3/2 ,
y|z|2 − xt
(|z|4 + t2)3/2
)
for p = (z, t), z = x + iy ∈ C, t ∈ R. At this point, the knowledge about the
action of this SIO on 3-dimensional subsets of H1 (i.e. subsets of co-dimension
1) is extremely limited. In the present paper, we will not address this question
further, but it motivates the study of quantitative rectifiability in H1.
The main purpose of the present paper is to initiate this study, and to introduce
some new, relevant concepts in H = H1. Our aims are twofold. First, we demon-
strate that some parts, at least, of the Euclidean theory of quantitative rectifiabil-
ity carry over to H. To us, this gives hope that – some day in the distant future –
questions on the boundedness of SIOs on subsets ofHmay be understood as well
as they currently are in Rn. Our second aim is somewhat more philosophical: we
want to demonstrate that building a theory of quantitative rectifiability in H is
worth the effort. In particular, the proofs are not, merely, technically challenging
replicas of their Euclidean counterparts. New phenomena appear. In particular,
proving our main result, Theorem 1.1, involved studying non-smooth solutions
of the (planar) non-linear PDE
∂yφ+ φ∂tφ = c, c ∈ R, (1.1)
known as the (or rather "a") Burgers equation. In proving the Euclidean counter-
part of Theorem 1.1, such considerations are not required. At least to us, any
connection between the innocent-looking statement of Theorem 1.1, and the PDE
(1.1), was quite a surprise at first sight.
In the terminology of David and Semmes, Theorem 1.1 is the weak geometric
lemma for certain subsets of H, called intrinsic Lipschitz graphs. For now, we just
briefly explain the meaning of these concepts; precise definitions are postponed
to Sections 2 and 3. We consider two kinds of subgroups of H: horizontal and
vertical. Writing H = R2 × R, the horizontal subgroups are lines through the
origin inside R2 × {0}, while the vertical subgroups are planes spanned by a
horizontal subgroup and the "t-axis" {0} × R.
In the present paper, we are mainly concerned with intrinsic graphs over a fixed
(but arbitrary) vertical subgroup W, which we often take to be the "(y, t)-plane"
Wy,t := {(x, y, t) ∈ H : x = 0}. Let Vx be the horizontal subgroup Vx = {(x, 0, 0) :
x ∈ R} ⊂ H, and consider a function φ : Wy,t → Vx. The intrinsic graph of φ (over
Wy,t) is the set
Γφ := {w · φ(w) : w ∈Wy,t} ⊂ H,
where "·" refers to the Heisenberg product (see Section 2). Note that Γφ is, in
general different, from the "Euclidean graph" {(φ(y, t), y, t) : (y, t) ∈ Wy,t}, and
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in fact Γφ need not be representable as the Euclidean graph of any function (see
Example 2.5 in [27]).
Recall that a function f : R2 → R is (Euclidean) Lipschitz, if and only if there
exists a cone, which, when centered at any point x on the graph of f , only in-
tersects the graph at x. The notion of intrinsic Lipschitz function in H is defined
with this characterization in mind, with "graph" replaced by "intrinsic graph",
and "cone" replaced by a natural H-analogue, see (2.2). Intrinsic Lipschitz func-
tions were introduced by B. Franchi, R. Serapioni and F. Serra Cassano in [27],
and they turned out to be very influential in the evolution of geometric analysis
in Heisenberg groups, see for instance [1, 3, 5, 9, 14, 29, 28, 39]. Curiously, the
definition does not guarantee that an intrinsic Lipschitz function is (metrically)
Lipschitz between the spaces Wy,t and Vx.
If the reader is familiar with the theory of rectifiability in metric spaces, but not
with that in H, she may wonder why such "intrinsic" notions are necessary in the
first place; why cannot one study (metrically) Lipschitz imagesRk → H? The rea-
son is simple: a Lipschitz image f(Rk) ⊂ H has vanishing k-dimensional measure
for k ∈ {2, 3, 4}. This is a result of L. Ambrosio and B. Kirchheim [2]. The work of
Mattila, Serapioni and Serra Cassano [39] and Franchi, Serapioni and Serra Cas-
sano [26, 28] suggests that intrinsic Lipschitz graphs, instead, are the correct class
of sets to consider in connection with 3-rectifiability in the Heisenberg group. We
believe that this is true also in the quantitative setting.
Lipschitz graphs in Rn are, arguably, the most fundamental examples of quan-
titatively rectifiable sets in the sense of David and Semmes. In the present paper,
we propose that intrinsic Lipschitz graphs play the same role inH. InRn, the term
"quantitatively rectifiable" has many meanings; the fundamental results of David
and Semmes show that a certain class of sets enjoys – and can be characterized –
by a wide variety of properties, both geometric and analytic, each of which could
be taken as the definition of "quantitatively rectifiable". In H, no such results are
available, yet, so we have to specify our viewpoint to "quantitative rectifiability".
It will be that of "quantitative affine approximation". Theorem 1.1, informally
stated, says that intrinsic Lipschitz graphs admit good affine approximations "at
most places and scales".
The traditional way to quantify such a statement is via the notion of β-numbers,
introduced by P. Jones in [33] in order to control the Cauchy singular integral on
1-dimensional Lipschitz graphs. They were later used by Jones [34] and David
and Semmes [19, 18] in order to characterize quantitative rectifiability. The same
approach works in H, if the β-numbers are defined correctly. In Definition 3.3
below, we introduce the vertical β-numbers. These nearly coincide with the usual
(Euclidean) β-numbers, defined with respect to the metric inH of course: the sin-
gle, crucial, difference is that approximating affine planes are restricted to sets of
the form z ·W′, where z ∈ H andW′ is a vertical subgroup. Viewing H as R3 for a
moment, these sets are simply (Euclidean) translates of the sets W′. So, they are
quite literally vertical planes.
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Here is, finally, the main result:
Theorem 1.1. An intrinsic Lipschitz graph in H satisfies the weak geometric lemma for
the vertical β-numbers.
For a more precise restatement see Theorem 4.2. In brief, the weak geomet-
ric lemma states that, for any fixed ε, the vertical β-numbers of the graph have
size at most ε in all balls, except perhaps a family satisfying a Carleson pack-
ing condition (with constants depending on ε). This manner of quantifying the
"smallness" of an exceptional family of balls is ubiquitous in the theory of David
and Semmes.
Theorem 1.1 does not explain our need to define the vertical β-numbers; since
the vertical β-numbers are, evidently, at least as large as the "usual" ones (with
no restrictions on the approximating affine planes), the statement of Theorem 1.1
merely becomes a little weaker, if the word "vertical" is removed. However, it
turns out that the weak geometric lemma for the vertical β-numbers, combined
with a condition on vertical projections, essentially characterizes intrinsic Lips-
chitz graphs. This is the content of our second main result, a counterpart of a
theorem of David and Semmes [19] from 1990:
Theorem 1.2. Assume that a 3-regular set E ⊂ H satisfies the weak geometric lemma
for the vertical β-numbers, and has big vertical projections. Then E has big pieces of
intrinsic Lipschitz graphs.
As before, we postpone explaining the notions of big vertical projections (Defini-
tion 3.1) and big pieces of intrinsic Lipschitz graphs (Definition 3.2). The latter con-
dition does not guarantee that E is an intrinsic Lipschitz graph (such a statement
would be false, rather obviously). Instead,E∩B contains a measure-theoretically
big piece of an intrinsic Lipschitz for every ball B centered on E.
Finally, we mention that Theorem 1.2 admits a converse, which follows from
Theorem 1.1 by standard considerations, outlined at the end of the paper:
Theorem 1.3. Assume that a 3-regular set E ⊂ H has big pieces of intrinsic Lipschitz
graphs. Then E ⊂ H satisfies the weak geometric lemma for the vertical β-numbers, and
has big vertical projections.
So, the property of having big pieces of intrinsic Lipschitz graphs is character-
ized by the combination of the weak geometric lemma for the vertical β-numbers,
and the big vertical projections condition.
We remark that for 1-dimensional sets (in contrast to 3-dimensional sets in the
present paper), quantitative rectifiability in H has been studied earlier. F. Ferrari,
B. Franchi, and H. Pajot [24], N. Juillet [35] and recently S. Li and R. Schul [37],
[36], considered the validity of the traveling salesman theorem of P. Jones [34].
Already in Rn, there is a considerable difference in the techniques required to
treat higher (than one) dimensional quantitative rectifiability. In H, that differ-
ence is even more pronounced because of the result of Ambrosio and Kirchheim
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[2] mentioned earlier: 1-dimensional rectifiable sets are, essentially, metric Lips-
chitz images of R, whereas for 3-dimensional sets one needs another approach.
Finding such an approach is well-motivated: the critical dimension for the re-
movability problem in H is 3, and the development of quantitative rectifiability
in this dimension is essential for making progress in that direction.
The paper is organized as follows. In Section 2 we lay down the necessary
background in the Heisenberg group and we also discuss intrinsic Lipschitz graphs
and some of their main properties. In Section 3, we give sufficient conditions for
a 3-dimensional set in the first Heisenberg group to have big pieces of intrinsic
Lipschitz graphs. Section 4 is devoted to the proof of Theorem 1.1 and is defi-
nitely the most technical part of the paper. To facilitate the reader’s navigation
through the somewhat lengthy Section 4 a second introductory part appears in
Section 4.1.
Acknowledgements. Part of the research for this paper was completed while
various subsets of the authors visited the Universities of Bern, Helsinki and Con-
necticut. The hospitality of these institutions is acknowledged.
2. PRELIMINARIES
The Heisenberg group H is R3 endowed with the group law
(x, y, t) · (x′, y′, t′) = (x+ x′, y + y′, t+ t′ + (xy′ − yx′)/2) (2.1)
for (x, y, t), (x′, y′, t′) ∈ R3. We will sometimes identify R3 with C×R and denote
points in the Heisenberg group by (z, t) for z = x+ iy ∈ C and t ∈ R.
We use the following metric on H:
dH : H×H→ [0,∞), dH(p, q) := ‖q−1 · p‖,
where
‖(z, t)‖ := max{|z|, |t|1/2} .
The closed balls in (H, dH) will be denoted by B(x, r). We will also denote by Hs
the s-dimensional Hausdorff measure in (H, dH). The reader who is not familiar
with the notion of Hausdorff measures should have a look at [38]. For more
information on the Heisenberg group, see for instance the book [11] by Capogna,
Danielli, Pauls and Tyson. Here we just mention that dimHH = 4, and the usual
Lebesgue measure on R3 coincides (up to a constant) withH4 on H.
The distance dH is invariant with respect to left translations
τp : H→ H, τp(q) = p · q, (p ∈ H),
and homogeneous with respect to dilations
δr : H→ H, δr((z, t)) = (rz, r2t), (r > 0).
Recall that a closed set E ⊂ H is 3-(Ahlfors-David)-regular, if there exists a
constant 1 ≤ C <∞, the regularity constant of E, such that
C−1r3 ≤ H3(B(x, r) ∩ E) ≤ Cr3
INTRINSIC LIPSCHITZ GRAPHS AND VERTICAL β-NUMBERS IN THE HEISENBERG GROUP 7
for all x ∈ E and 0 < r ≤ diam(E).
We stress once more that metric concepts in H, such as "ball", "Hausdorff mea-
sure" or "Ahlfors-David regular" are always defined with respect to dH, unless
explicitly stated otherwise.
Identify Hwith C×R for a moment. If V ⊂ C is a line through the origin, then
V := V ×{0} is called a horizontal subgroup of H. A vertical subgroup of H is a set of
the formW = V ×R, where V ⊂ C is a line through the origin. Note that bothW
and V are subgroups of H, and closed under the action of δr.
Under the identification of W with R2, the subgroup W can be endowed with
the 2-dimensional Lebesgue measure L2. This turns out to be a Haar measure on
(W, ·), and it agrees (up to a multiplicative constant) withH3 on (W, dH), see [39,
Proposition 2.20].
Definition 2.1 (Complementary subgroups). Given a vertical subgroupW = V ×
R of H, we define the complementary horizontal subgroup
V := VW := V ⊥ × {0},
where V ⊥ is the orthogonal complement of V in C. Then every point p ∈ H can
be written uniquely as p = pW · pV with pW ∈W and pV ∈ V.
One could also consider other splittings of the Heisenberg group, but in this
paper we will always assume that the groups W and VW are orthogonal; by this
we mean that V and V ⊥ are orthogonal as above.
Definition 2.2 (Horizontal and vertical projections). Let W = V ×R be a vertical
subgroup with complementary horizontal subgroup V = V ⊥ × {0}. As we ob-
served, every point p ∈ H can be written uniquely as p = pW · pV with pW ∈ W
and pV ∈ V. This gives rise to the vertical projection piW and horizontal projection piV,
defined by
piW(p) := pW and piV(p) := pV.
The mappings piW and piV have the following explicit formulae:
piV(z, t) := (z, t)V = (piV ⊥(z), 0),
and
piW(z, t) := (z, t)W = (piV (z), t− 2ω(piV (z), piV ⊥(z))),
for (z, t) ∈ C×R ∼= H. Here piV and piV ⊥ are the usual orthogonal projections onto
the lines V and V ⊥ in C. We also used the abbreviating notation
ω(z, z′) = 1
4
= (zz′) = 1
4
(xy′ − yx′)
for z = x+ iy and z′ = x′ + iy′.
The horizontal projections piV are both (metrically) Lipschitz functions, and
group homomorphisms. The vertical projections piW are neither. However, as we
will see many times in this paper, the projections piW interact well with intrinsic
Lipschitz graphs, defined below.
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Definition 2.3 (H-cones). LetW be a vertical subgroup with complementary hor-
izontal subgroup V. An H-cone perpendicular to W and with aperture α > 0 is the
following set CW(α):
CW(α) := {p ∈ H : ‖pW‖ ≤ α‖pV‖}. (2.2)
Definition 2.4 (Intrinsic Lipschitz graphs and functions). A subset Γ ⊂ H is an
intrinsic L-Lipschitz graph over a vertical subgroup W, if
(x · CW(α)) ∩ Γ = {x} for x ∈ Γ and 0 < α < 1L . (2.3)
If A ⊂ W is any set, and V is the complementary horizontal subgroup of W, we
say that a function φ : A → V is an intrinsic L-Lipschitz function, if the intrinsic
graph of φ, namely
Γφ := {w · φ(w) : w ∈ A} ⊂ H,
is an intrinsic L-Lipschitz graph.
The intrinsic Lipschitz constant of φ (or Γ) is defined as the infimum over all
constants L for which φ (or Γ) is intrinsic L-Lipschitz.
For a nice picture of intrinsic Lipschitz graphs and the H-cones, see Section 3
in [27].
Remark 2.5 (Parametrisation of intrinsic Lipschitz graphs). An intrinsic Lipschitz
graph can be uniquely parametrised by an intrinsic Lipschitz function. More
precisely, given an intrinsicL-Lipschitz graph Γ over a vertical subgroupW, there
exists a unique intrinsic L-Lipschitz function φΓ : piW(Γ)→ V such that Γ = ΓφΓ .
To see this, one first checks that the cone condition (2.3) implies the injectivity
of piW|Γ. Indeed, assume that piW(x) = piW(y) for some x, y ∈ Γ. Writing (uniquely)
x = xW · xV and y = yW · yV, this gives
piW(x
−1 · y) = piW(x−1V · yV) = 0,
since x−1V · yV ∈ V, and piW annihilates V. Hence, x−1 · y ∈ CW(α) for any α > 0,
and so y ∈ (x ·CW(α))∩Γ, implying x = y. Consequently, the following mapping
φΓ : piW(Γ)→ V is well-defined:
φΓ(piW(x)) := piV(x).
The mapping φΓ clearly satisfies Γ = ΓφΓ , and thus φΓ is intrinsic L-Lipschitz by
definition. The uniqueness of φΓ follows from the uniqueness of the representa-
tion x = xW · xV, x ∈ H. We refer to φΓ as the parametrisation of Γ.
A key property of intrinsic Lipschitz graphs is that they are invariant under
left translations and dilations in H; if Γ is an intrinsic L-Lipschitz graph, then
δr(τp(Γ)) is also an intrinsic L-Lipschitz graph for any p ∈ H and r > 0. This is
why these sets are called "intrinsic"!
Remark 2.6. We will often "without loss of generality" assume that the intrinsic
Lipschitz functions and graphs under consideration are defined over the specific
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vertical plane Wy,t := {(0, y, t) : y, t ∈ R}. This is legitimate, because the no-
tions are invariant under the rotations Rθ around the t-axis, given by Rθ(z, t) :=
(eiθz, t). The rotations are both group homomorphisms and isometries with re-
spect to the metric dH. The homomorphism property implies that piRθW ◦ Rθ =
Rθ ◦ piW, and then the isometry property gives the following: if Γ is an intrinsic
L-Lipschitz graph over W, then RθΓ is an intrinsic L-Lipschitz graph over RθW.
The class of intrinsic Lipschitz functions has (in greater generality) been intro-
duced and studied by Franchi, Serapioni and Serra Cassano. The following facts
are special cases of the results in [28] and [30]:
• For A ⊂ W, an intrinsic L-Lipschitz function φ : A → V can be extended
to an intrinsic L′-Lipschitz function W→ V, where L′ depends only on L.
• An intrinsic Lipschitz function φ : W→ V is intrinsically differentiable L2
almost everywhere on W.
• An intrinsic L-Lipschitz graph over W is 3-regular with regularity con-
stant depending only on L.
We will write more about intrinsic differentiability and the related notion of in-
trinsic gradient in Section 4.2.
If A,B > 0, we will use the notation A .p B to signify that there exists a
constant C ≥ 1 depending only on p such that A ≤ CB. If the constant C is
absolute, we write A . B. The two-sided inequality A .p B .p A is abbreviated
to A ∼p B.
3. A SUFFICIENT CONDITION FOR BIG PIECES OF INTRINSIC LIPSCHITZ GRAPHS
In this section, we start proving our two main results. To warm up, we begin
with the significantly easier Theorem 1.2: if a 3-regular set E ⊂ H satisfies the
weak geometric lemma for vertical β-numbers, and has big vertical projections
(see definitions below), then E has BPiLG. The argument is very similar to the
Euclidean counterpart, due to David and Semmes [19]. In fact, the greatest sur-
prise here is probably the similarity of the arguments itself: considering that the
vertical projections piW : H→W are not Lipschitz, one might expect a rockier ride
ahead.
We start with a few central definitions and auxiliary results.
Definition 3.1 (BVP). A 3-regular set E ⊆ H is said to have big vertical projections
(BVP in short) if there exists a constant δ > 0 with the following property: for all
x ∈ E and for all 0 < R ≤ diamH(E) there exists a vertical subgroup W such that
L2(piW(E ∩B(x,R))) ≥ δR3.
Definition 3.2 (BPiLG). A 3-regular set E ⊆ H has big pieces of intrinsic Lipschitz
graphs (BPiLG in short) if there exist constants L ≥ 1 and θ > 0 with the following
property. For all x ∈ E and 0 < R ≤ diamH(E), there exists an intrinsic L-
Lipschitz graph Γ over some vertical subgroup such that
H3(E ∩ Γ ∩B(x,R)) ≥ θR3.
10 VASILEIOS CHOUSIONIS, KATRIN FÄSSLER AND TUOMAS ORPONEN
Definition 3.3 (Vertical β-numbers). Let E ⊂ H be a set, let B ⊂ H be a ball with
radius r(B) > 0 centered on E, let W be a vertical subgroup, and let z ∈ H. We
write
βE(B; z ·W) := sup
y∈B∩E
distH(y, z ·W)
r(B)
,
and then we define the vertical β-number as
β(B) := βE(B) := inf
W,z
βE(B; z ·W).
The infimum is taken over all vertical subgroups W, and all points z ∈ H.
Remark 3.4. The following observation is useful, and not quite as trivial as its
Euclidean counterpart. Assume B ⊂ H is a ball centered on E, W is any vertical
subgroup, and z ∈ H. Then
sup
x,y∈B∩E
distH(x, y ·W)
r(B)
≤ 2βE(B; z ·W).
To prove this, observe that p ·W = W · p for any point p ∈ H. In particular, if
y ∈ B ∩ E, we have
y ·W = z ·W · z−1 · y.
Hence, if further x ∈ B ∩ E and w,w′ ∈W, we have
distH(x, y ·W) ≤ dH(x, z · w′ · w−1 · z−1 · y) ≤ dH(x, z · w′) + dH(y, z · w).
Since this holds for all w,w′ ∈W, we have
distH(x, y ·W)
r(B)
≤ 2βE(B; z ·W),
as claimed.
Definition 3.5 (WGL). We say that a 3-regular set E ⊆ H satisfies the weak geo-
metric lemma for vertical β-numbers (WGL in short), if∫ R
0
∫
E∩B(x,R)
χ{(y,s)∈E×R+: β(B(y,s))>ε}(y, s) dH3(y)
ds
s
.ε R3
for all ε > 0, x ∈ E and R > 0.
The following lemma shows that even if the vertical projections piW are not
Lipschitz, they still cannot increase H3-measure (too much). This is rather sur-
prising, as it is easy to find less than three-dimensional sets E ⊂ H such that
dimH piW(E) > dimH E, see Example 4.1 in [6].
Lemma 3.6. LetW be a vertical subgroup inH. Then there exists a constant 0 < C <∞
such that for all A ⊆ H, one has
L2(piW(A)) ≤ CH3(A). (3.1)
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Proof. The lemma follows from [30, Lemma 2.20], which, when specialized to the
Heisenberg group, states that there is a constantC > 0 such thatL2(piW(B(p, r)) =
Cr3 for all p ∈ H and r > 0. See also [27, Lemma 3.14].
Given a set A ⊂ H of positive H3-measure, choose a covering of A by closed
balls Bi = B(pi, ri), i ∈ N, such that∑
i∈N
r3i ≤ 2H3(A).
Then, we find that
L2(piW(A)) ≤
∑
i∈N
L2(piW(Bi)) = C
∑
i∈N
r3i ≤ 2CH3(A).
This completes the proof. 
3.0.1. David cubes. We recall the construction of David cubes, first introduced by
David in [15], which can be defined on any regular set in a geometrically dou-
bling metric space. Let E ⊂ H be a 3-regular set. Then, there exists a family of
partitions ∆j of E, j ∈ Z, with the following properties:
(i) If j ≤ k, Q ∈ ∆j and Q′ ∈ ∆k, then either Q ∩Q′ = ∅, or Q ⊂ Q′.
(ii) If Q ∈ ∆j , then diamHQ ≤ 2j .
(iii) Every setQ ∈ ∆j contains a set of the formB(zQ, c2j)∩E for some zQ ∈ Q,
and some constant c > 0.
The sets in ∆ := ∪∆j are called David cubes, or just cubes, of E. For Q ∈ ∆j , we
define `(Q) := 2j . Thus, by (ii), we have diamH(Q) ≤ `(Q) for Q ∈ ∆. Given a
fixed cube Q0 ∈ ∆, we write
∆(Q0) := {Q ∈ ∆ : Q ⊂ Q0}.
It follows from (ii), (iii), and the 3-regularity of E thatH3(Q) ∼ `(Q)3 for Q ∈ ∆j .
It is an easy fact, needed a bit later, that the following holds: if x, y ∈ E are distinct
points, there exists an index j ∈ Z, and disjoint cubes Qx, Qy ∈ ∆j , containing x
and y, respectively, with the properties that 2j ∼ dH(x, y),
Qx ⊂ B(zQy , 4`(Qy)) and Qy ⊂ B(zQx , 4`(Qx)).
Indeed, let j ∈ Z be the largest integer such that 2j ≤ dH(x, y), and letQx, Qy ∈ ∆j
be the unique cubes containing x and y. Then 2j ∼ dH(x, y), and since dH(x, y) ≤
2`(Qx), we have Qy ⊂ B(zQx , 4`(Qx)). The same holds with the roles of x and y
reversed.
In the sequel, we write
BQ := B(zQ, 4`(Q)), Q ∈ ∆.
The weak geometric lemma (Definition 3.5) implies the following reformula-
tion in terms of David cubes. Write
β(Q) := β(BQ) Q ∈ ∆.
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Then ∑
{Q∈∆(Q0):β(Q)≥ε}
H3(Q) .ε H3(Q0) (3.2)
for any ε > 0 and Q0 ∈ ∆. Deriving this property from Definition 3.5 is an easy
exercise using the properties of David cubes, and we omit the details.
3.1. Proof of Theorem 1.2. Here is the statement of Theorem 1.2 once more:
Theorem 3.7. A 3-regular set in H with BVP and satisfying the WGL has BPiLG.
Let ∆ be a system of David cubes on E, let c, ε > 0 be constants, and let W be
a vertical subgroup. Throughout this section, a cube Q ∈ ∆ will be called good
(more precisely (c, ε,W)-good), if
L2(piW(Q)) ≥ cH3(Q), (3.3)
and
β(Q) ≤ ε. (3.4)
We outline the proof of Theorem 3.7. The proof is divided into two parts, a geo-
metric one, and an abstract one. The geometric part shows that good cubesQ ∈ ∆
are already "almost" intrinsic Lipschitz graphs in the following sense: if x ∈ Q
and y ∈ BQ ∩ E satisfy dH(x, y) ∼ `(Q), then y /∈ x · CW(α) for some small α > 0.
The abstract part uses the WGL and BVP assumptions to infer (cutting a few
corners here) that only a small fraction of E ∩ B(z,R), z ∈ E, meets BQ for some
non-good cube Q. Hence, a large set F ⊂ E ∩ B(z,R) meets BQ only for good
cubes Q. Unfortunately, this is not literally true, and additional (technical) con-
siderations are needed. Ignoring these for now, we can complete the proof as
follows. Fixing x, y ∈ F , we can use the discussion in Section 3.0.1 to find a
cube Q ∈ ∆ with x ∈ Q, y ∈ BQ and `(Q) ∼ dH(x, y). Since x, y ∈ F , we know
that Q is a good cube, and it follows from the geometric part that y /∈ CW(α).
Consequently, F ⊂ B(z, R) ∩ E is an intrinsic Lipschitz graph.
3.1.1. The geometric part. The following lemma is our counterpart of Lemma 2.19
in David and Semmes’ proof in [19].
Lemma 3.8. Assume that Q is a (c, ε,W)-good cube, x ∈ Q and y ∈ BQ ∩ E with
dH(x, y) ∼ `(Q). Then y /∈ x · CW(α), if ε is sufficiently small with respect to c, and
α > 0 is small enough (depending on the constants c, ε).
Proof. We start with a reduction to "unit scale". Assume that the statement of
the lemma fails for certain parameters c, ε,W, α, and a certain (c, ε,W)-good cube
Q ∈ ∆. By this, we mean that (3.3) and (3.4) hold for Q, yet y ∈ x ·CW(α) for some
x ∈ Q and y ∈ BQ ∩ E with dH(x, y) ∼ `(Q) =: r.
Consider the set Qx,r := δ1/r(x−1 · Q), and observe that it, also, satisfies (3.3),
since L2(piW(Qx,r)) = r−3L2(piW(Q)) and H3(Qx,r) = r−3H3(Q). The first equation
is not altogether trivial, but it follows from the equations
L2(piW(Qx,r)) = r−3L2(piW(x−1 ·Q)) = r−3L2(piW(x−1 · piW(Q))),
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and the fact that the mapping Pp : W → W, Pp(w) = piW(p · w), has unit Jacobian
for any fixed p ∈ H, see the proof of Lemma 2.20 in [30], or (4.9) below.
Further, if BQx,r := δ1/r(x−1 ·BQ), then β(Qx,r) := β(BQx,r) ≤ ε. Here, β denotes
the vertical β-number associated with Ex,r := δ1/r(x−1 · E). Note that Ex,r is 3-
regular with the same constants as E. Finally, note that 0 ∈ Qx,r, and
yx,r := δ1/r(x
−1 · y) ∈ BQx,r ∩ Ex,r ∩ CW(α)
with dH(0, yx,r) ∼ 1. To sum up, if the lemma fails for Q, then we can construct
another 3-regular set Ex,r, and another good David cube Qx,r (for Ex,r) with 0 ∈
Qx,r and `(Qx,r) = 1, such that the lemma fails for Qx,r. Thus, it suffices to prove
the lemma for a David-cubeQwith the additional properties 0 ∈ Q and `(Q) = 1.
To this end, assume to the contrary that y ∈ CW(α) with dH(0, y) ∼ 1. We will
use this to show that the entire projection piW(Q) is contained in a small neigh-
bourhood of the t-axis T . This will violate (3.3). Somewhat abusing notation, we
write
W⊥ := V ⊥ × R.
Let p ∈ H and W′ be such that
βE(BQ; p ·W′) ≤ 2β(Q) ≤ 2ε.
The first task is to show that the angle θ(W′,W⊥) between W′ = V ′ × R and W⊥
satisfies
θ(W′,W⊥) . α + ε. (3.5)
Write y = (yH , yt). The plan is to use the smallness of βE(BQ; p ·W′) in order to
find a point w′ =: (w′H , w
′
t) on W′, but close to y, such that
|piV (w′H)| . (α + ε)|w′H |. (3.6)
This proves that the angle between V ⊥ and V ′ is . (α + ε) and thus (3.5), as
claimed. In order to show (3.6), we first observe that the assumption of y ∈ CW(α)
implies
max
{|piV (yH)|, |yt − 2ω(piV (yH), piV ⊥(yH))|1/2} . α|piV ⊥(yH)|. (3.7)
Recalling that dH(0, y) ∼ 1, this is only possible if
|yH | ∼ 1. (3.8)
Indeed, we even have |yH |2 ≥ |yt|; otherwise the left hand side of (3.7) can be
bounded from below by |yt/2|1/2, while the upper bound is then . α|yH | ≤
α|yt|1/2. For small enough α, this is impossible. Thus we may suppose (3.8).
Further, by Remark 3.4 we find for all y′ ∈ BQ ∩ E that
distH(y
′,W′) ≤ 8βE(BQ; p ·W′)`(Q) ≤ 16ε, (3.9)
by our choice of p and W′. In particular, for y′ = y, there exists a vector w′ =
(w′H , w
′
t) ∈W′ with
|w′H − yH | ≤ dH(y, w′) ≤ 16ε.
14 VASILEIOS CHOUSIONIS, KATRIN FÄSSLER AND TUOMAS ORPONEN
By (3.8), this gives |w′H | ∼ 1, and finally, using y ∈ CW(α),
|piV (w′H)| ≤ |w′H − yH |+ |piV (yH)| . (α + ε)|w′H |.
This proves (3.6) and (3.5).
So, we know that
(i) Q is close to W′ (by (3.9)),
(ii) W′ is close to W⊥ (by (3.5)).
As we will next demonstrate, piW(Q) is close to piW(W⊥) = T .
Indeed, since we do not care about the best constants here, we can finish the
proof very quickly: let τα,ε > 0 be a number such that if w′ ∈ W′ ∩ B(0, 2), then
dH(w
′, w⊥) ≤ τα,ε for some w⊥ ∈ W⊥ ∩ B(0, 3). Recalling (3.5), we can pick τα,ε
arbitrarily small by choosing α, ε small enough. Now, if y′ ∈ Q, then by (3.9) and
the triangle inequality, we have dH(y′, w⊥) ≤ 16ε+τα,ε for somew⊥ ∈W⊥∩B(0, 3).
Since piW is locally 1/2-Hölder continuous, it follows that
distH(piW(y
′), T ) ≤ dH(piW(y′), piW(w⊥)) . dH(y′, w⊥)1/2 ≤ (16ε+ τα,ε)1/2.
The same holds with T replaced by piW(B(0, 3)). Finally, the L2-measure of the
C(16ε + τα,ε)
1/2-neighbourhood of T ∩ piW(B(0, 3)) is bounded by a constant de-
pending only on α, ε, and this constant tends to zero as α, ε→ 0. For sufficiently
small values of α, ε, this violates (3.3), and the proof is complete. 
3.1.2. The abstract part. In this section, we apply Lemma 3.8 to good cubes inside
a set E ⊂ H satisfying the weak geometric lemma for vertical β-numbers. This is
a counterpart for Theorem 2.11 in [19], which in turn is modelled on a result of P.
Jones [32]. The proof below is very similar to that in [19]; given Lemmas 3.6 and
3.8, the argument does not really see the difference between H and Rn. We still
record the full details.
Theorem 3.9. Assume that E ⊆ H is a 3-regular set satisfying the WGL and let b > 0.
Then there exist numbers α > 0 and M ∈ N, depending only on b and the 3-regularity
and WGL constants of E, such that the following holds:
For every David cube Q0 in E and for all vertical projections piW, there exist intrinsic
(1/α)-Lipschitz graphs Fj ⊂ Q0, 1 ≤ j ≤M ,
L2(piW(Q0 \ ∪Fj)) ≤ bH3(Q0).
Proof. Let E and b be as in the assumptions of Theorem 3.9. Let further ε > 0 be
a small number to be chosen later (based on Lemma 3.8). Fix an arbitrary cube
Q0 ∈ ∆, and an arbitrary vertical subgroup W.
First, we will group the cubes in4(Q0) into "good" and "bad" cubes, and con-
trol the quantity of the bad cubes via the WGL assumption. Second, Lemma 3.8,
coupled with a "coding argument", will be used to partition the complement of
the "bad" cubes in Q0 into the sets Fj .
The "good" cubes G are the familiar (b/2, ε,W)-good cubes defined right above
Lemma 3.8. The class B1 consists of those maximal (hence disjoint) cubes in Q0
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that violate the first goodness condition, i.e.,
B1 :=
{
Q ∈ 4(Q0) : L2(piW(Q)) < b2H3(Q)
}
.
Let B2 be the class of (all, not maximal) cubes that violate the second goodness
condition:
B2 := {Q ∈ 4(Q0) : β(Q) > ε} .
Then, clearly, G = 4(Q0) \
⋃2
j=1 Bj . It is also clear that the projections of bad
cubes from the first class have small measure: for R1 :=
⋃
Q∈B1 Q, we have
L2(piW (R1)) ≤ b2 · H3 (R1) ≤ b2 · H3(Q0). (3.10)
On the other hand, for the second bad class, one can control the measure of the
cubes directly by the variant of WGL formulated in (3.2):∑
Q∈B2
H3(Q) ≤ C(ε)H3(Q0).
Since L2(piW(A)) ≤ CH3(A) for all A ⊂ H by Lemma 3.6, the inequality above
shows that the piW-projection of
⋃
Q∈B2 Q has measure no larger thanCC(ε)H3(Q0).
This is a little bit too weak for our purposes; in analogy with (3.10), we wish to
replace CC(ε) by a small constant. To this end, we set
R2 =
{
x ∈ Q0 :
∑
Q∈B2
χBQ(x) ≥ N
}
where N = Nb,ε is so large thatH3(R2) ≤ b2CH3(Q0). This is possible:
NH3(R2) ≤
∫
Q0
∑
Q∈B2
χBQ(x) dH3(x) .
∑
Q∈B2
H3(Q) ≤ C(ε) · H3(Q0).
With this definition of R2, Lemma 3.6 gives
L2(piW(R1 ∪R2)) ≤ b2 · H3(Q0) + b2 · H3(Q0) ≤ bH3(Q0).
It remains to find subsets F1, . . . , FM such that Q0 \ (R1 ∪ R2) =
⋃
Fj and for
every j = 1, . . . ,M and every pair x, y ∈ Fj, x 6= y, it holds that y /∈ x · CW(α) for
α small enough (only depending on b and the 3-regularity and WGL constants
of E). This is done via a "coding argument", which goes back to Jones, see [19,
p.866-867]. The argument is also explained briefly in David’s book [17], p. 81–82,
but we present the full details.
We start with a brief informal overview. Write F := Q0 \ (R1 ∪R2). Why do we
need a "coding argument"? Maybe we can show, directly, that if x, y ∈ F, x 6= y,
then y /∈ x ·CW(α)? Pick two distinct points x, y ∈ F , and pick two disjoint cubes
Qx, Qy ⊂ Q0 of some common generation such that x ∈ Qx, y ∈ Qy, Qy ⊂ BQx
and dH(x, y) ∼ `(Q) (such cubes exist, as discussed in Section 3.0.1). Now, since
Qx 6⊂ R1, we know that L2(piW(Qx)) ≥ b2 · H3(Qx). If – and this is the "big if" – we
also knew that β(Qx) ≤ ε for ε > 0 small enough, we could infer from Lemma 3.8
that y /∈ x · CW(α) (assuming also that α is small enough). Of course, we do not
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know that β(Qx) ≤ ε for the particular cube Qx we are interested in: even though
x /∈ R2, there can still be up to N "exceptional" cubes Q 3 x such that β(Q) > ε.
The "coding argument" is needed to fix this issue. Essentially, if we declare that
x ∈ F1, say, we want to make sure that the following holds: whenever Q 3 x with
β(Q) > ε, then all the points y ∈ BQ \ Q are stored safely away in the other sets
Fj , j ≥ 2. Once that has been accomplished, the argument above works for F1 (or
any Fj) in place of F .
We turn to the details, which are repeated from [17] nearly verbatim. For each
cube Q ⊂ Q0, we will associate a certain finite sequence of 0’s and 1’s, denoted
by σ(Q). The length of such a sequence is denoted by |σ(Q)|. We declare σ(Q0) to
be the empty sequence.
Next, assume inductively that the numbers σ(Q) have been defined for the
descendants of Q ⊂ Q0 down to a certain generation, say k. We now aspire to
make the definition for cubes Q of generation k+ 1. If Q is such a cube, and Q∗ is
its parent, we initially set σ(Q) := σ(Q∗).
Assume that Q ∈ B2, that is, β(Q) > ε, and assume that there exists at least one
other cube Q1 of the same generation as Q such that Q1 ⊂ BQ (if either of these
assumptions fails, we do not alter σ(Q) now). Note that σ(Q) and σ(Q1) have
both been initially defined.
There are two cases to consider.
• Case 1: |σ(Q)| = |σ(Q1)|. If σ(Q) 6= σ(Q1), we do not alter σ(Q) or σ(Q1).
But if σ(Q) = σ(Q1), we re-define σ(Q) by adding a "0", and we re-define
σ(Q1) by adding a "1".
• Case 2: |σ(Q)| 6= |σ(Q1)|. If, for instance, |σ(Q)| > |σ(Q1)|, then we do not
alter σ(Q). But we re-define σ(Q1) by adding either "0" or "1" to it in such
a fashion that the new σ(Q1) is not an initial segment of σ(Q). Finally, if
|σ(Q)| < |σ(Q1)|, then we repeat the same step with the roles of Q and Q1
reversed.
After this procedure is complete, we pick another cube Q2 ⊂ BQ of generation
k + 1 (if it exists), and perform the previous case chase with the pair (Q,Q1)
replaced by (Q,Q2). Once all the pairs (Q,Qi) withQi ⊂ BQ have been processed,
we move on to other pairs (Q′, Qi) with Q′ ∈ B2 and Qi ⊂ BQ′ , and give them the
same treatment as above.
The algorithm terminates eventually (because there are only finitely many cube-
pairs to consider), and, at the end, every cube Q of generation k + 1 has an asso-
ciated sequence σ(Q). If Q 6⊂ BQ′ for all cubes Q′ ∈ B2 of generation k + 1, then
σ(Q) retains the initial value σ(Q∗). Even if Q ⊂ BQ′ for some Q′ ∈ B2, this can
occur only for a bounded number, say C ′, of alternatives Q′ ∈ B2 of generation
k + 1. Consequently, σ(Q) differs from σ(Q∗) by a sequence of length ≤ C ′.
By applying the procedure at all generations k, every sub-cube of Q0 gets as-
sociated with a (finite) sequence σ(Q). Next, we wish to extend the definition
of these sequences from cubes to points in F = Q0 \ (R1 ∪ R2). Fix x ∈ F , and
let Q0 ⊃ Q1 ⊃ . . . be the unique sequence of dyadic cubes converging to x. As
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discussed in the previous paragraph, σ(Qj+1) can differ from σ(Qj) only in case
Qj+1 is contained in BQ′ for some Q′ ∈ B2 of the same generation as Qj+1. By
definition of x /∈ R2, there can only be < N such indices j. In particular, the se-
quences σ(Qj) converge to some finite sequence of 0’s and 1’s, denoted by σ(x).
Furthermore, for those < N indices j, where σ(Qj+1) possibly differs from σ(Qj),
this difference is a sequence of length at most C ′. Consequently, the possible val-
ues of σ(x) form a finite set S, whose cardinality can be bounded from above in
terms of the constants N and C ′. Given an element s ∈ S, we now define
Fs := {x ∈ F : σ(x) = s}.
It remains to check that the sets Fs satisfy the useful property we hinted at in the
informal overview. Assume that x, y ∈ F belong to "nearby" two cubes Qx, Qy
of the same generation, namely with Qx ⊂ BQy and Qy ⊂ BQx , and assume that
either β(Qx) > ε or β(Qy) > ε. Then, we claim that x and y belong to two different
sets of the form Fs. Consider the sequences σ(Qx) and σ(Qy) (which are initial
sequences in σ(x) and σ(y), respectively). Assume, for instance, that β(Qx) > ε.
This means that Qx ∈ B2, so the pair (Qx, Qy) is considered while defining the
sequences σ(Qx) and σ(Qy). Then, inspecting Case 1 and Case 2, it is clear that
neither of the sequences σ(Qx) and σ(Qy) can be an initial sequence of the other.
This proves that σ(x) 6= σ(y), as claimed.
Now, we can quickly prove that if x, y ∈ Fs, x 6= y, then y /∈ x · CW(α), if α > 0
is small enough. Pick x, y ∈ Fs, and let Qx and Qy be sub-cubes of Q0, containing
x and y, respectively, with same generation, satisfying Qx ⊂ BQy and Qy ⊂ BQx ,
and with `(Q) ∼ dH(x, y). It follows from the claim in the previous paragraph that
β(Qx) ≤ ε and β(Qy) ≤ ε. Consequently, by Lemma 3.8, we have y /∈ x · CW(α)
for small enough α. This completes the proof of the theorem. 
We are now prepared to prove Theorem 3.7. Again, the proof is very similar to
the Euclidean argument, see Theorem 1.14 in [19].
Proof of Theorem 3.7. Let E be a 3-regular subset ofHwith BVP, and satisfying the
WGL. The former property ensures that for fixed x ∈ E and 0 < R ≤ diamH(E),
there is a vertical subgroup W such that
L2(piW(E ∩B(x, R2 ))) ≥ δ
(
R
2
)3
,
where δ is a constant depending only on E. Then, there exists b > 0, depending
only on δ and the 3-regularity constant of E, and a David cube Q0 ⊂ E ∩B(x,R)
such thatH3(Q0) ∼ R3 and
L2(piW(Q0)) ≥ 2bH3(Q0). (3.11)
Now we apply Theorem 3.9 to this particular cube Q0 and choice of b > 0. It
follows that there exist numbers α > 0 and M ∈ N (depending only on b, and the
3-regularity and WGL constants of E) with the following property: there exist
intrinsic (1/α)-Lipschitz graphs Fj ⊂ Q0, 1 ≤ j ≤M , such that
L2(piW(Q0 \ ∪Fj)) ≤ bH3(Q0).
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This, together with (3.11), implies
M∑
j=1
L2(piW(Fj)) ≥ L2
(
piW
(
M⋃
j=1
Fj
))
≥ L2(piW (Q0))− bH3(Q0) ≥ bH3(Q0).
Thus there must exist some 1 ≤ j ≤M such that
H3(Fj) & L2(piW(Fj)) ≥ bH3(Q0)/M ∼ bR3/M.
The proof is complete. 
4. THE WEAK GEOMETRIC LEMMA FOR INTRINSIC LIPSCHITZ GRAPHS
4.1. Introduction, part II. In the first half of the paper, we saw that any 3-Ahlfors-
David regular subset of H with big vertical projections (BVP), and satisfying
the weak geometric lemma (WGL), has big pieces of intrinsic Lipschitz graphs
(BPiLG). The second half of the paper is devoted to proving the converse. The
fact that intrinsic Lipschitz graphs (and thus BPiLG as well) have BVP is almost
trivial, see Remark 4.21. Hence in order to prove Theorem 1.3 it suffices to prove
the WGL for sets which have BPiLG.
Theorem 4.1. If E ⊂ H has big pieces of intrinsic Lipschitz graphs with constants
L ≥ 1, θ > 0, then it satisfies the weak geometric lemma; i.e.∫ R
0
∫
E∩B(x,R)
χ{(y,s)∈E×R+: β(B(y,s))≥ε}(y, s)dH3(y)
ds
s
.ε,L,θ R3
for any ε > 0, x ∈ E and R > 0.
Theorem 4.1 will follow using standard arguments, recalled at the end of the
paper, once we have at our disposal the WGL for intrinsic Lipschitz graphs.
Therefore the rest of the paper will be devoted to the proof of Theorem 1.1, which
is precisely stated below.
Theorem 4.2. Let Γ be an intrinsic L-Lipschitz graph. Then∫ R
0
∫
Γ∩B(x,R)
χ{(y,s)∈Γ×R+: β(B(y,s))≥ε}(y, s)dH3(y)
ds
s
.ε,L R3
for any ε > 0, x ∈ Γ and R > 0.
The proof of Theorem 4.2 in the Euclidean case is relatively straightforward,
and can be carried out as follows. Assume that f : R2 → R is an (entire) L-
Lipschitz function, and let ∆ be a system of dyadic squares on R2. Assume that
Q ∈ ∆ is such that f is far from affine inQ, in the sense that supx∈Q |f(x)−A(x)| ≥
ε`(Q) for all affine functions A : R2 → R. Then, it is fairly easy to verify that the
gradient of f must fluctuate significantly near Q: there exists a fairly large sub-
cube Q′ ⊂ Q such that |EQ(∇f) − EQ′(∇f)| ≥ δ, where δ only depends on ε and
L, and EQ∇f denotes the average of ∇f over Q. The WGL follows from this
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observation, plus the fact that ‖∇f‖L2(Q0) .L |Q0| for any fixed cube Q0 ∈ ∆ (for
more details on this final step, see the argument after (4.37)).
It is a reasonable first thought that a similar argument should work for intrinsic
Lipschitz functions φ : W→ V. After all, for such a function, there is a concept of
an intrinsic gradient∇φφ (see Section 4.2 below), which is known to exist at almost
every point on W, and moreover ∇φφ ∈ L∞(W). So, if it were the case that the
local "non-affinity" of φ forces ∇φφ to fluctuate noticeably, one could wrap up
the argument in the fashion outlined above. However, this is simply not true: in
any bounded domain Ω ⊂ W, the equation ∇φφ = 0 admits (smooth) non-affine
solutions! For instance, the function
φ : (−1,+∞)× R→ R, φ(y, t) = t
y+1
satisfies ∇φφ ≡ 0 on its domain. In fact, even non-smooth continuous solutions
are possible: the function φ : (−1, 1)2 → R, discussed in [7, Remark 4.4.2] and
defined by
φ(y, t) :=
{
t
y+1
, t ≥ 0,
t
y−1 , t < 0,
(4.1)
satisfies ∇φφ = 0 on (−1, 1)2, but it is not C1. The intrinsic graph of φ over the
(−1, 1)2 is depicted in Figure 1. Further examples of similar flavour have been
FIGURE 1. The intrinsic graph of the function in (4.1) over the (y, t)-plane.
discussed in [1] in connection with minimal surfaces in the Heisenberg group.
We emphasise that the graphs of non-affine solutions to ∇φφ = 0 have plenty
of non-zero β-numbers, but this behaviour is not registered by the fluctuation of
∇φφ.
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What can be done? We still want to use the intrinsic gradient, so we need
to invent a condition to replace "non-affinity", which forces ∇φφ to fluctuate lo-
cally. It turns out that the right notion is "being far from constant-gradient (CG)
graphs". The following (informal) statement may sound almost tautological, but
it requires a fair amount of work to verify: if φ deviates locally from all (locally
defined) CG intrinsic Lipschitz functions, then ∇φφ must fluctuate noticeably.
Following the Euclidean idea, this observation (made precise in Proposition 4.20)
allows us to conclude that intrinsic Lipschitz graphs satisfy a "WGL for CG β-
numbers", see Theorem 4.16.
Up to this point, the results can be accused of being abstract nonsense; as far
as we know, locally defined CG graphs could be quite wild, and we do not even
claim to understand them very well. What we can understand, however, are
globally defined CG graphs. These turn out to be affine (see Proposition 4.8)!
Using this fact, and a compactness argument, we can prove that even locally
defined CG graphs have the following key property: if Γ is a CG graph "defined
in the whole ball B(x, r)", then Γ is almost flat in all sufficiently small sub-balls
of B(x, r). This implies almost immediately that the usual WGL holds for CG-
graphs, even if we do not record the argument separately. Instead, we use our
"approximation by CG graphs" result to conclude directly that the WGL holds for
all intrinsic Lipschitz graphs.
We wish to mention that the proof strategy above was influenced by X. Tolsa’s
proof [44] of the fact that the weak constant density condition implies uniform rectifi-
ability in Rn. Should the reader be familiar with that proof, she may wish to draw
the following parallels in her mind: "weak constant density" is represented by
"intrinsic Lipschitz", and "uniform measure" is represented by "constant gradient
graph".
4.2. The intrinsic gradient. Our proof of the WGL for intrinsic Lipschitz graphs
is based on the notion of intrinsic gradient. The present section serves the purpose
of reviewing the definition and relevant properties.
4.2.1. Definitions. According to a well known theorem by Rademacher, Lipschitz
maps between Euclidean spaces are differentiable almost everywhere. The same
result, appropriately interpreted, holds true for the intrinsic Lipschitz functions
appearing in this paper. Similarly as in the Euclidean setting, a function φ : W→
V shall be differentiable at a point w0 ∈ W, if its graph at p0 = w0 · φ(w0) can be
well approximated by the graph of a "linear" function L : W→ V.
Following the terminology in [28], a function L : W→ V between complemen-
tary homogeneous subgroups is said to be intrinsic linear, if its intrinsic graph
{w · L(w) : w ∈ W} is a homogeneous subgroup of H. If W is a vertical sub-
group and V is a complementary orthogonal horizontal subgroup in H, a map
L : W → V is intrinsic linear if and only if it is a homogeneous homomorphism (see
for instance Proposition 3.26 in [5]). The latter means that L is a group homo-
morphism with the additional property that L(δr(w)) = rL(w) for all w ∈W and
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r > 0. To give an example, if W denotes the (y, t)-plane, it is not difficult to see
that all intrinsic linear maps, or equivalently all homogeneous homomorphisms,
are of the form L(y, t) = cy for a constant c ∈ R.
We are now ready to state the definition of intrinsic differentiability. Again we
assume that W is a vertical subgroup with complementary horizontal subgroup
V. First let us consider a function φ : Ω → V defined on an open subset of
Ω ⊂ W containing the origin, which we assume to be fixed under φ. We say
that φ is intrinsic differentiable at the origin, if there exists an intrinsic linear map
L : W→ V such that, for all w ∈W,
|φ(w)− L(w)| = o(‖w‖), as ‖w‖ → 0.
The map L is called the intrinsic differential of φ at 0 and it is denoted by L = D0φ.
Since the definition of differentiability is supposed to be intrinsic, we extend
it in a left invariant fashion to arbitrary functions and points. To explain the
definition, we consider a function φ : Ω→ V on an open set Ω ⊂Wwith intrinsic
graph Γ. For w0 ∈ Ω, we write p0 = w0 ·φ(w0) and let φp−10 be the uniquely defined
function W → V, which parametrizes the graph p−10 · Γ, see Remark 2.5. Note
that the definition of intrinsic graph ensures that any left translate of Γ by a point
in Γ is an intrinsic graph passing through the origin. This uniquely determines
the function φp−10 and it ensures that the origin is fixed under this function. We
also formulate an equivalent definition of intrinsic Lipschitz functions using the
maps φp. If A ⊂ W, a function φ : A → V with intrinsic graph Γ is an intrinsic
L-Lipschitz function if and only if for every p ∈ Γ
‖φp−1(w)‖ ≤ L‖w‖ (4.2)
for all w in the domain of φp−1 . See also [42, Proposition 4.49] for other equivalent
algebraic definitions for intrinsic Lipschitz functions. An explicit formula for
φp0−1 is given in Lemma 4.7 below.
Definition 4.3. We say that a function φ : Ω→ V, defined on an open set Ω ⊂W,
is intrinsic differentiable at a point w0, if the function φp−10 for p0 = w0 · φ(w0) is
intrinsic differentiable at the origin. The intrinsic differential of φ at w0 is given by
Dw0φ = D0φp−10 .
Intrinsic differentiability can be characterized in various equivalent ways, see
for instance the results in [27], [28], and [5]. One can also define intrinsic differen-
tiability in terms of a "graph distance", see Definition 1.4 in [14], and for intrinsic
Lipschitz maps this definition is equivalent to the one above.
The intrinsic differential is unique, and its action can be expressed in terms of a
"gradient" similarly as in the Euclidean case. To explain this, we identifyW ∼= R2
and V ∼= R. Points inW are then denoted by (y, t). Assume that a map φ : W→ V
is intrinsic differentiable at w0 = (y0, t0). Then, as pointed out earlier, the intrinsic
differential L := Dw0φ of φ at w0 is a linear mapping of the form L(y, t) = cy for
some c ∈ R.
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Definition 4.4. The number c is called the intrinsic gradient of φ at w0, and it will
be denoted by
∇φφ(w0) := c.
We next derive a few useful formulae for ∇φφ(w0). Let p0 := w0 · φ(w0) be the
point on the graph of φ. By definition of intrinsic differentiability,
|φp−10 (h, 0)−∇
φφ(w0)h| = |φp−10 (h, 0)− L(h, 0)| = o(|h|), h ∈ R \ {0}.
Consequently, dividing by h, we have
∇φφ(w0) = lim
h→0
φp−10 (h, 0)
h
. (4.3)
Moreover, wherever φ is differentiable in the usual (Euclidean) sense, the formula
above, and
lim
h→0
φp−10 (h, 0)
h
= lim
h→0
φ(y0 + h, t0 + φ(y0, t0)h)− φ(y0, t0)
h
(this follows from the formula for φp−10 in Lemma 4.7) yields the following repre-
sentation for∇φφ:
∇φφ = ∂yφ+ φ∂tφ. (4.4)
This was observed in Example 5.5 in [5].
A large class of almost everywhere intrinsic differentiable functions is pro-
vided by intrinsic Lipschitz functions whose target is a 1-dimensional horizontal
subgroup. This result was first proved by Franchi, Serapioni and Serra Cassano
in [28, Theorem 4.29] for Heisenberg groups, and later by Franchi, Marchi and
Serapioni in [29] for certain more general Carnot groups. We state here the result
relevant for the current paper:
Theorem 4.5 (Franchi, Serapioni, Serra Cassano). LetW be a vertical subgroup of H
with complementary horizontal subgroup V. Assume that Ω is an open subset of W and
φ : Ω→ V is intrinsic Lipschitz. Then φ is intrinsic differentiable L2 almost everywhere
in W.
It follows that the intrinsic gradient ∇φφ of an intrinsic Lipschitz function φ :
Ω → V exists almost everywhere in Ω, and it is an L∞ function, see for instance
Proposition 4.4 in [14]. In our situation, one can say something more precise:
Lemma 4.6. Let W be a vertical subgroup with complementary horizontal subgroup V
in H, and let φ : Ω → V be an intrinsic L-Lipschitz function on an open set Ω ⊂ W.
Then
‖∇φφ‖L∞(Ω) ≤ L. (4.5)
Such a result was stated for difference quotients in [27, Proposition 3.9 (i)]. For
the convenience of the reader, we spell out the argument for the intrinsic gradi-
ent.
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Proof. By Theorem 4.5, φ is intrinsic differentiable in almost every point of Ω. We
let w0 be such a point, and we write p0 = w0 ·φ(w0) for the corresponding point on
the graph. Recall that the function φp0−1 in (4.3) is defined as the function whose
graph is the left translate of the graph of φ by p−10 . We denote the domain of φp0−1
by Ωp−10 .
In order to prove (4.5), it suffices to find a bound for the limit in (4.3). To this
end, let h be small enough such that (h, 0) ∈ Ωp−10 . Then by (4.2)∣∣∣∣φp0−1(h, 0))h
∣∣∣∣ ≤ h−1L‖(h, 0)‖ = L.
Here we have used (4.2). Thus |∇φφ(w0)| ≤ L. Since w0 was an arbitrary point of
intrinsic differentiability, (4.5) follows by Theorem 4.5. 
In the converse direction, Proposition 1.8 in [14] provides local upper bounds
for the Lipschitz constant in terms of theL∞-norm of the intrinsic gradient. While
these results connect∇φφ to the geometry of intrinsic Lipschitz graphs, the intrin-
sic gradient has a life of its own outside the world of intrinsic Lipschitz maps. To
see this, it is best to express∇φφ as in (4.4). The equation
∂yφ+ φ∂tφ = 0 (4.6)
is well known in PDE theory as the inviscid Burgers equation. This will be dis-
cussed further in Section 4.2.3 below.
In which sense are intrinsic Lipschitz functions solutions to an equation of
Burgers’ type? By Theorem 4.5, the intrinsic gradient of an intrinsic Lipschitz
function exists pointwise almost everywhere. In connection with PDE theory, it
is useful to know that the pointwise intrinsic gradient of an intrinsic Lipschitz
function is also a distributional gradient. This is the content of Proposition 4.7 in
[14]. Precisely, if φ : W → V is intrinsic Lipschitz with intrinsic gradient ∇φφ,
defined almost everywhere by Theorem 4.5, then (4.4) holds in a distributional
sense: ∫
W
φ∂yψ +
1
2
φ2∂tψ dL2 = −
∫
W
∇φφψ dL2 (4.7)
for all ψ ∈ C1c (W).
We emphasize that the intrinsic Lipschitz functions as in Definition 2.4 coincide
with the intrinsic Lipschitz functions in the sense of [14], see Theorem 4.60 in [42]
and Remark 3.6 in [30]. Note further that the formula (4.7) looks slightly different
from [14] due to a different model for the Heisenberg group, see Definition 3.1 in
[9].
4.2.2. Translated and dilated graphs. While the definition of intrinsic Lipschitz con-
tinuity is tailored so that the class of intrinsic L-Lipschitz graphs is preserved
under dilations and translations in the Heisenberg group, the explicit formula
for the parametrization of a translated graph becomes in general slightly compli-
cated due to the non-commutativity of the group law. In the case we consider
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in the present paper: functions from vertical to horizontal subgroups in H, the
computations are straightforward.
For convenience, given a point p ∈ H, we define the map
Pp : W→W, Pp(w) := piW(p · w).
We note that Pq is a diffeomorphism with Jacobian determinant constant equal to
1 under the obvious identification of W with R2 (see [30, Lemma 2.20]), and with
inverse map (Pp)−1 = Pp−1 . The latter claim follows from the fact that
Pp(w) = p · w · piV(p)−1, for all w ∈W.
Lemma 4.7. Let Γ be the intrinsic graph of a function φ : W→ V on a vertical subgroup
W, and let Ω be a domain in H. Then, for q ∈ H, the set τq(Ω ∩ Γ) is the intrinsic graph
of the function
φq : piW(τq(Ω ∩ Γ))→ V, φq(w) := piV(q) · φ(Pq−1(w)).
If φ is intrinsic L-Lipschitz, then so is φq with
∇φqφq = ∇φφ ◦ Pq−1 , almost everywhere. (4.8)
Analogously, for r > 0, the set δr(Ω ∩ Γ) is the intrinsic graph of the function
φr : piW(δr(Ω ∩ Γ))→ V, φr(w) = δr(φ(δ1/r(w))).
If φ is intrinsic L-Lipschitz, then so is φr with
∇φrφr = ∇φφ ◦ δr−1 , almost everywhere.
Directly from the definition of intrinsic differential and intrinsic gradient, it
follows that
∇φqφq(0) = ∇φφ(piW(q−1)).
In (4.8), we show how∇φqφq and ∇φφ are related in a generic point of W.
Proof. We concentrate on proving the statement for left translations. In [27, Propo-
sition 2.7] it has been shown that if Γ is the intrinsic graph of a function φ over
a domain in V, then τq(Γ) is an intrinsic graph parametrized by the function φq.
The domain of the new function φq is simply the image of τq(Γ) under the projec-
tion ontoW. The intrinsic Lipschitz property of φq – assuming the corresponding
property for φ – is the content of [27, Theorem 3.2].
To compute the intrinsic gradient, we may assume without loss of generality
thatW agrees with the (y, t)-plane and that φ is defined on the entire planeW. In
this case, for q = (x0, y0, t0), we have that
φq(y, t) = x0 + φ(Pq−1(y, t)).
We then use the fact, proved in [14], that the intrinsic gradient of an intrinsic
Lipschitz function is also a distributional gradient; see the discussion in Section
4.2. Let now ψ be an arbitrary test function, that is, a compactly supported C1
function on W. Since
DPq =
(
1 0
x0 1
)
, (4.9)
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we find that
∂ψ ◦ Pq
∂y
=
∂ψ
∂y
◦ Pq + x0∂ψ
∂t
◦ Pq and ∂ψ ◦ Pq
∂t
=
∂ψ
∂t
◦ Pq.
This, together with the facts that detDPq = 1 and ∇φφ is a distributional gradi-
ent,recall (4.7), gives∫
∇φqφqψ dL2 = −
∫
φq
∂ψ
∂y
+ 1
2
φ2q
∂ψ
∂t
dL2
= −
∫
(φ ◦ Pq−1)∂ψ∂y + x0(φ ◦ Pq−1)∂ψ∂t + 12(φ2 ◦ Pq−1)∂ψ∂t dL2
= −
∫
φ(∂ψ
∂y
◦ Pq) + x0φ(∂ψ∂t ◦ Pq) + 12φ2(∂ψ∂t ◦ Pq) dL2
= −
∫
φ∂ψ◦Pq
∂y
+ 1
2
φ2 ∂ψ◦Pq
∂t
dL2
=
∫
∇φφ (ψ ◦ Pq) dL2
=
∫
(∇φφ) ◦ Pq−1 ψ dL2.
As this computation is valid for arbitrary test functions ψ, the claim (4.8) follows.

4.2.3. Graphs with constant gradient. In this subsection, we prove that "entire" in-
trinsic Lipschitz functions with almost surely constant gradient are affine. As
mentioned in Section 4.2, if W is identified with R2, the differential equation
∇φφ = 0 is known as the inviscid Burgers equation and it is not difficult to see by
the method of characteristics (see [23, Proposition 5.1]) that the only global C1 solu-
tions are constant functions. If the right-hand side of the equation is replaced by
some other constant c, one can show in the same vein that the only C1 solutions
are affine functions of the form φ(y, t) = cy + d; see [1, Remark 4.3].
Our task is to establish the same result for functions φ that are merely assumed
to be intrinsic Lipschitz with intrinsic gradient constant almost everywhere.
Proposition 4.8. Let φ : W → V be an intrinsic Lipschitz function. If there exists
a constant c ∈ R such that ∇φφ = c almost everywhere in W, then the graph of φ
is the left translate of some vertical plane W′ = W′W,c.
Remark 4.9. We thank Enrico Le Donne and the anonymous referee for pointing
out that Proposition 4.8 also follows directly from existing results in the literature.
Indeed, by [28, Theorem 4.17], the subgraph Γφ− of an intrinsic Lipschitz graph
Γφ over a vertical plane is a set with locally finite H-perimeter. If the intrinsic
gradient ∇φφ is constant, then the horizontal normal to the boundary of Γφ− is
constant. According to the proof of [26, Claim 3] (see also [4, Proposition 5.4]),
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this implies that Γφ− is the left translate of a vertical halfspace, and hence Γφ is the
left translate of a vertical plane.
Proof of Proposition 4.8. Throughout the proof, we identify W with R2, using co-
ordinates (y, t). We will prove that φ(y, t) = cy + d for some d ∈ R. Since φ
is intrinsic Lipschitz, it is continuous, see for instance [27, Proposition 3.4]. We
start by observing that the almost sure constancy of the intrinsic gradient leads
to improved regularity for φ. By [14, Proposition 4.7], the function φ is a distri-
butional solution to the equation ∇φφ = g for g(y, t) ≡ c. Since g is constant, it
is in particular Lipschitz continuous in the Euclidean sense and [8, Corollary 1.4]
implies that φ is locally Lipschitz on W with respect to the Euclidean metric; see
also Theorem 4.2.1 and Theorem 4.4.1 in [7]. Hence, almost every point w of W
is "good" in the sense that the function φ is differentiable at w both in the usual
Euclidean sense and in the intrinsic sense with ∇φφ(w) = c. We denote by G the
set of such good points in W, so that L2(W \G) = 0.
For every t ∈ R, we define a curve γt : R→W, by setting
γt(s) :=
(
s, c
2
s2 + φ(0, t)s+ t
)
.
We will prove for almost every t ∈ R that
φ(γt(s)) = cs+ φ(0, t) for all s ∈ R. (4.10)
Let us assume for a moment that t ∈ R is such that γt(s) ∈ G for almost every
s ∈ R. Towards a proof of (4.10), we define the function
z : R→ R, z(s) := φ(γt(s))− (cs+ φ(0, t)).
We note that z is locally Lipschitz continuous, so z′(s) exists for almost all s.
Further, by the assumption that γt(s) ∈ G for almost every s, we have for such
points that
z′(s) = ∂yφ(γt(s)) + (cs+ φ(0, t))∂tφ(γt(s))− c
= c− φ(γt(s))∂tφ(γt(s)) + (cs+ φ(0, t))∂tφ(γt(s))− c
= − [φ(γt(s))− (cs+ φ(0, t))] ∂tφ(γt(s))
= −z(s)∂tφ(γt(s)).
Here we have used that∇φφ = c = ∂yφ+ φ∂tφ on G, see (4.4) and the subsequent
discussion.
Thus z solves an ODE of the form{
z′(s) = a(s)z(s), almost everywhere,
z(0) = 0.
(4.11)
Clearly, z ≡ 0 is a solution, but we have to argue that it is the only solution.
Here we are interested in Carathéodory solutions z : R → R, that is, in functions
which are absolutely continuous on every closed interval [α, β] ⊂ R and which
fullfill the differential equation pointwise almost everywhere; see for instance
[25, Chapter 1] for a thorough discussion of Carathéodory differential equations.
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Since φ is locally Lipschitz as a function on the Euclidean plane and γt is a smooth
curve with γt(s) ∈ G for almost every s ∈ R, the function
a : R→ R, a(s) :=
{ −∂tφ(γt(s)), γt(s) ∈ G,
0, else,
is locally integrable on every interval [α, β] ⊂ R. By Theorem 3 in [25, Chapter 1],
this suffices to ensure that the ODE (4.11) has a unique Carathéodory solution on
R. Hence, z ≡ 0 and (4.10) follows for this particular choice of t.
Next, we would like to show that almost every t ∈ R has the crucial property
that γt(s) ∈ G for almost every s. This is the content of Lemma 4.12 below. The
statement would be immediate if we knew that the curves γt foliated the planeW,
or even a large portion thereof, but there is no such a priori information available.
In fact, this foliation property is part of the statement we want to prove.
So, we have to work a bit harder, and we are essentially rescued by the local
Lipschitz regularity of t 7→ φ(0, t). In the proof of Lemma 4.12 we need a sharp-
ened version of the "easy implication" in the Besicovitch projection theorem. This
result may be known to some experts, but we did not find it in the literature:
Lemma 4.10. Let K ⊂ R2 be a rectifiable set with 0 < H1(K) <∞. Then, there exists
a set of unit vectors G ⊂ S1, depending only on K, with the following properties:
(i) H1(S1 \G) = 0.
(ii) If F ⊂ K is any H1-measurable subset with H1(F ) > 0 and e ∈ G, then
H1(pie(F )) > 0. Here pie is the orthogonal projection pie(x) = x · e.
Remark 4.11. The lemma immediately extends to rectifiable sets with σ-finite
H1-measure.
Proof of Lemma 4.10. We start with a series of reductions. Without loss of general-
ity we can assume that K is bounded. Moreover it is enough to prove the lemma
for K = f([−R,R]) for f : R → R Lipschitz and R > 0. To see this, first recall
that if K is a bounded rectifiable set there exist countably many Lipschitz maps
fn : R → R such that H1(K \
⋃
n fn([−R,R])) = 0 for some R > 0. Applying the
lemma to each of the sets γn := fn([−R,R]) we obtain sets Gn ⊂ S1 satisfying
(i) and (ii). Now let G =
⋂
n∈NGn. Trivially H1(S1 \ G) = 0 and if F ⊂ K is
any H1-measurable subset with H1(F ) > 0, then there exists some γn such that
H1(γn ∩ F ) > 0. Since γn satisfies (ii), if e ∈ G ⊂ Gn thenH1(pie(F )) > 0.
Fix ε > 0. It is enough to find a subset Gε ⊂ S1 such that H1(S1 \ Gε) = 0 and
the following property holds: if F ⊂ K is measurable withH1(F ) > ε and e ∈ Gε,
thenH1(pie(F )) > 0. Then, we can complete the proof by setting G :=
⋂
j G1/j .
By [38, Theorem 7.4] there exists a compact C1-curve Γ = Γε,K such thatH1(K \
Γ) ≤ ε/2. Then, if F ⊂ K is measurable withH1(F ) > ε, we haveH1(F∩Γ) > ε/2.
Thus, it actually suffices to construct Gε so that the following holds: if F ⊂ Γ
is measurable with H1(F ) > ε/2 and e ∈ Gε, then H1(pie(F )) > 0. One final
reduction: for fixed δ > 0, we construct a set Gδε with the properties that (a)
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H1(S1 \ Gδε) < δ, and (b) if F ⊂ Γ is measurable with H1(F ) > ε/2 and e ∈ Gδε,
thenH1(pie(F )) > 0. This suffices, since Gε :=
⋃
j G
1/j
ε is then the set we are after.
To construct Gδε, we fix a number m = mδ,ε ∈ N, to be specified later, and
cover S1 by a a collection J := {J1, . . . , Jm} of disjoint arcs of length between
1/m and 10/m. Next, for some n ∈ N depending on m, we partition Γ into short,
connected sub-curves F := {Γ1, . . . ,Γn} such that the following holds: for every
fixed Γj ∈ F , the restriction pie|Γj is bi-Lipschitz for all e ∈ S1, except possibly
those e in the union of four arcs in J (depending only on Γj). Such a partition F
exists, because Γ is compact and C1.
Consider a bi-partite graph with vertex set F ∪ J and the following edge set
E: draw an edge between Γj ∈ F and Jk ∈ J , if and only if pie|Γj is bi-Lipschitz
for all e ∈ Jk. Thus, every vertex F is adjacent to at least (m − 4) vertices in J .
For an edge (Γj, Jk) ∈ E, define the weight
w(Γj, Jk) := H1(Γj).
Thus, if w(E) is the sum of all the weights of edges in E, we have
w(E) =
∑
j
∑
k:(Γj ,Jk)∈E
w(Γj, Jk) ≥
∑
j
(m− 4)H1(Γj) = (m− 4)H1(Γ).
Now, write
τ := min{δ/20, ε/(2H1(Γ))},
and call a vertex Jk ∈ J light, if the total weight of edges emanating from Jk is at
most (1 − τ)H1(Γ). Other vertices in J are heavy. Denoting the light and heavy
vertices in J by Jlight and Jheavy, respectively, we have
(m− 4)H1(Γ) ≤ w(E) ≤ (1− τ)H1(Γ)|Jlight|+H1(Γ)|Jheavy|
= mH1(Γ)− τH1(Γ)|Jlight|,
which simplifies to |Jlight| ≤ 4/τ . We now fix m so large that m ≥ 4/τ 2, which
gives |Jlight| ≤ τm. Then, let
Gδε :=
⋃
Jk∈Jheavy
Jk.
The set Gδε satisfies the correct length estimate:
H1 (S1 \Gδε) ≤ ∑
Jk∈Jlight
H1(Jk) ≤ 10τm
m
< δ
by the choice of τ .
Finally, we want to show that H1(pie(F )) > 0, whenever F ⊂ Γ is measurable
with H1(F ) > ε/2, and e ∈ Gδε. So, fix F ⊂ Γ with H1(F ) > ε/2, and write
FF := {Γj ∈ F : H1(F ∩ Γj) > 0}. Then
ε/2 < H1(F ) ≤
∑
Γj∈FF
H1(Γj),
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Then, fix e ∈ Gδε, so that e ∈ Jk for some Jheavy. This implies that Jk is adjacent to
at least one vertex Γj ∈ FF ; otherwise, recalling that τ < ε/(2H1(Γ)), we have∑
j:(Γj ,Jk)∈E
w(Γj, Jk) ≤
∑
j:Γj /∈FF
w(Γj, Jk) ≤ H1(Γ)− ε/2 < (1− τ)H1(Γ)
which contradicts Jk ∈ Jheavy. Now, pick Γj ∈ FF such that (Γj, Jk) ∈ E. By
definition of E, this means that pie|Γj is bi-Lipschitz, and consequently
H1(pie(F )) ≥ H1(pie(F ∩ Γj)) > 0.
The proof is complete. 
We are ready to prove that the curves γt mostly avoid the set W \G:
Lemma 4.12. Let B ⊂ W be a set with L2(B) = 0. Then, for almost every t, we have
γt(s) ∈W \B for almost every s.
Proof. With Bs := {t : (s, t) ∈ B}, we may re-write the claim as follows:
0 = L2({(s, t) : γt(s) ∈ B}) = L2({(s, t) : (s, c2s2 + φ(0, t)s+ t) ∈ B})
= L2({(s, t) : c
2
s2 + φ(0, t)s+ t ∈ Bs}).
So, it suffices to show that for almost every s ∈ R, we haveH1(Es) = 0, where
Es := {t : c2s2 + φ(0, t)s+ t ∈ Bs}.
Assume that this claim is false: there exists a positive measure set S of parameters
s such thatH1(Es) > 0. Observe thatH1(Γs) ≥ H1(Es) > 0 for s ∈ S, where
Γs := {(φ(0, t), t) : t ∈ Es} ⊂ {(φ(0, t), t) : t ∈ R} =: Γ.
Next, write pis(y, t) := (y, t) · (s, 1) for (y, t) ∈ W; then, up to scaling, pis is the
orthogonal projection onto the line spanned by (s, 1) in the (y, t)-plane. Recalling
Remark 4.11 we can apply Lemma 4.10 to the Lipschitz graph Γ and obtain a set
of parameters G ⊂ R with H1(R \G) = 0, with the property that H1(pis(Γs)) > 0,
whenever s ∈ G and H1(Γs) > 0. In particular, H1(pis(Γs)) > 0 for almost all
s ∈ S. Observing that c
2
s2 + pis(Γs) ⊂ Bs for every s, this forces H1(Bs) > 0
for almost all s ∈ S, which contradicts L2(B) = 0. The proof of the lemma is
complete. 
We have now established that (4.10) holds for almost every t ∈ R, and the rest
of the proof of Proposition 4.8 is easy. First, notice that
γt(s) = γt′(s
′) if and only if (s = s′ and φ(0, t)s+ t = φ(0, t′)s+ t′).
Now, if φ(0, t) 6= φ(0, t′) for some t, t′, then φ(0, t)s0 + t = φ(0, t′)s0 + t′ for some
s0 ∈ R. It follows that for such t, t′, the curves γt and γt′ intersect at γt(s0) =
γt′(s0).
Recall that we aim to show that φ(y, t) = cy + d for some d ∈ R. We first show
that t 7→ φ(0, t) is constant. Pick t and t′ satisfying (4.10). If φ(0, t) 6= φ(0, t′), then
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by the discussion in the previous paragraph, γt(s0) = γt′(s0) for some s0 ∈ R.
Consequently,
cs0 + φ(0, t) = φ(γt(s0)) = φ(γt′(s0)) = cs0 + φ(0, t
′)
by (4.10), which contradicts φ(0, t) 6= φ(0, t′). So, t 7→ φ(0, t) is constant, say d, on
the set where (4.10) holds. Referring again to (4.10), we find that, for L2 almost
all (s, t) ∈ R× R, we have
φ(γt(s)) = φ(s,
c
2
s2 + ds+ t) = cs+ d.
Since φ is continuous, this is in fact true for all pairs (s, t), and hence φ(y, t) =
φ(y, c
2
y2 +dy+(t− c
2
y2−dy)) = cy+d for all (y, t) ∈ R2. The proof is complete. 
4.3. A weak geometric lemma for constant gradient β-numbers. In this section,
we start to implement the plan outlined in Section 4.1: we define a variant of
β-numbers, the constant gradient β-numbers, and prove that intrinsic Lipschitz
graphs satisfy a weak geometric lemma with respect to this new definition.
If Γ is an intrinsic Lipschitz graph over W, the constant gradient β-number
(with parameter L) of a ball B(x, r) is designed to described how well Γ∩B(x, r)
can be approximated by the graph of an intrinsic L-Lipschitz function whose gra-
dient is constant almost everywhere in piW(B(x, bLr)). Here bL is a small constant,
given by the following lemma, and B(x, r) denotes a closed ball with radius r
centred at x.
Lemma 4.13. For every L > 0 there exists a constant bL such that if φ : W → V is an
intrinsic L-Lipschitz function on a vertical subgroup W, then
piW(B(x, bLr)) ⊆ piW(B(x, r) ∩ Γ) ⊆ piW(B(x, r))
for all x on the graph Γ of φ and for all r > 0.
For a proof of this lemma, see (44) in [30]. We are now ready to state our
definition of constant gradient β-number.
Definition 4.14. Let Γ = {w ·φ(w) : w ∈W} be an intrinsic graph, where φ : W→
V is an intrinsic Lipschitz function. Fix a point x ∈ Γ and a radius r > 0. Then,
for L ≥ 1, define
βCG(B(x, r)) := βCG,Γ,L(B(x, r)) := inf
ψ
sup
w∈piW(B(x,r)∩Γ)
|φ(w)− ψ(w)|
r
.
The infimum is taken over all intrinsic L-Lipschitz functions ψ : W → V which
have intrinsic gradient constant almost everywhere on the set piW(B(x, bLr)). The
class of such "admissible" functions ψ will be denoted by
Adm(B(x, r)) := AdmCG,L(B(x, r)).
If the Lipschitz constant L is clear from the context, we omit the subscript L for
the constant bL. Note that ‖∇φφ‖∞ ≤ L for φ ∈ Adm(B(x, r)) by Lemma 4.6.
INTRINSIC LIPSCHITZ GRAPHS AND VERTICAL β-NUMBERS IN THE HEISENBERG GROUP 31
Remark 4.15. Observe that
|φ(w)− ψ(w)| = ‖Ψ(w)−1 · Φ(w)‖ = dH(Ψ(w),Φ(w))
for w ∈ piW(B(x, r) ∩ Γ), where Ψ and Φ are the graph mappings
Ψ(w) := w · ψ(w) and Φ(w) = w · φ(w) ∈ Γ.
Thus, if βCG(B(x, r)) < ε, there exists ψ ∈ Adm(B(x, r)) with graph Γψ such that
sup
y∈Γ∩B(x,r)
distH(y,Γ
ψ)
r
≤ ε.
The aim of this section is to prove the following weak geometric lemma for the
constant gradient β-numbers:
Theorem 4.16. Let Γ be an intrinsic L-Lipschitz graph over a vertical subgroup. Then∫ R
0
∫
Γ∩B(x,R)
χ{(y,s)∈Γ×R+: βCG(B(y,s))≥ε}(y, s)dH3(y)
ds
s
.ε R3
for any ε > 0, x ∈ Γ and R > 0. Here βCG(B(y, s)) := βCG,Γ,L(B(y, s)).
As explained in Section 4.1, a large βCG number implies that ∇φφ fluctuates
locally. More precisely, Proposition 4.20 will show that if βCG(B(x, r)) ≥ ε for
some x ∈ Γ and r > 0, then there exists another ball B(y, s) ⊂ B(x, r) such
distH(y,Γ) ≤ s/10, s ≥ δε,Lr and |EpiW(B(x,r)∩Γ)∇φφ − EpiW(B(y,s)∩Γ)∇φφ| ≥ δε,L. In
Section 4.4, we use this to prove Theorem 4.16.
4.3.1. Auxiliary results. Before stating Proposition 4.20, we record a few lemmas.
The first one gives an upper bound on how much EpiW(B(x,r)∩Γ)∇φφ can change as
a function of r. Here and in the following, we employ the notation
EAf =
1
L2(A)
∫
A
f dL2
for the average of a function f over a set A in the plane.
Lemma 4.17. Assume that Γ is an intrinsic Lipschitz graph defined over W, and that
f ∈ L∞(W). Further, let x ∈ H, and 0 < s1 ≤ s2 <∞. Then,
|EpiW(B(x,s1)∩Γ)f − EpiW(B(x,s2)∩Γ)f | .
H3(A(x, s1, s2) ∩ Γ)
L2(piW(B(x, s2) ∩ Γ)) · ‖f‖∞,
where A(x, s1, s2) is the annulus {y ∈ H : s1 ≤ dH(x, y) ≤ s2}.
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Proof. Write B1 := piW(B(x, s1) ∩ Γ) and B2 := piW(B(x, s2) ∩ Γ). In this proof, let
|U | := L2(U) for U ⊂W. Then,
|EB1f − EB2f | =
1
|B1|
∣∣∣∣∫
B1
f dL2 − |B1||B2|
∫
B2
f dL2
∣∣∣∣
=
1
|B1|
∣∣∣∣(1− |B1||B2|
)∫
B1
f dL2 − |B1||B2|
∫
B2\B1
f dL2
∣∣∣∣
≤ |B2 \B1||B2| · ‖f‖∞ +
|B2 \B1|
|B2| · ‖f‖∞
by the triangle inequality. Next, we observe that
B2 \B1 = piW([B(x, s2) \B(x, s1)] ∩ Γ) ⊂ piW(A(x, s1, s2) ∩ Γ)
by the injectivity of piW restricted to Γ. Finally, we use the fact that H3(piW(A)) ≤
CH3(A), recall Lemma 3.6. 
It is desirable to have quantitative control on the upper bound appearing in
Lemma 4.17. This motivates the following definition:
Definition 4.18. Let (X, d, µ) be a metric measure space. A ball B(x, r) ⊂ X has
A-thin boundary (with respect to µ) if the following holds:
µ (B(x, 2r) ∩ A(x, (1− λ)r, (1 + λ)r)) ≤ Aλµ(B(x, 2r)), λ > 0.
Here A(x, s, t) := {y : s ≤ d(x, y) ≤ t}.
Balls with thin boundary are abundant:
Lemma 4.19. Let (X, d, µ) be metric measure space. For any 0 < δ < 1/4, there exists
a constant A = Aδ < ∞ with the following property: for any ball B(x, r) with x ∈ X
and r > 0, there exists a radius s ∈ [r, (1 + δ)r] such that B(x, s) has A-thin boundary.
Proof. For a fixed x ∈ X , let pi : X → [0,∞) be the mapping pi(y) := d(x, y), and
consider the push-forward measure ν := pi][µ|B(x,2r)]. Let M be the usual centred
Hardy-Littlewood maximal operator on R, namely
Mf(s) := sup
t>0
1
2t
∫
B(s,t)
|f(y)| dy.
We extend the definition from f to ν in the obvious way. It is well-known (see for
instance [38, Theorem 2.19]) that M is weakly bounded in the sense that
H1({s : Mν(s) > A}) . ‖ν‖
A
=
µ(B(x, 2r))
A
.
In particular,
H1
({
s : Mν(s) > A
µ(B(2x, r))
r
})
. r
A
.
INTRINSIC LIPSCHITZ GRAPHS AND VERTICAL β-NUMBERS IN THE HEISENBERG GROUP 33
For A = Aδ ≥ 1 large enough, this implies that there is some s ∈ [r, (1 + δ)r] such
that
sup
λ>0
ν(B(s, λs))
2λs
= Mν(s) ≤ Aµ(B(2x, r))
r
.
Recalling the definition of ν this means precisely that
µ(A(x, (1− λ)s, (1 + λ)s)) ≤ As
r
· µ(B(x, 2r)) ≤ 2Aµ(B(x, 2r))
for all such λ that A(x, (1− λ)s, (1 + λ)s) ⊂ B(x, 2r). Since δ < 1/4, this covers all
0 < λ < 1/2. For λ > 1/2, the thin boundaries condition is trivial. 
4.3.2. Fluctuation of the intrinsic gradient. We are now ready to state our main tech-
nical milestone on the way to Theorem 4.16:
Proposition 4.20. For every ε > 0 and L ≥ 1 there exist constants A = Aε,L ≥ 1
and δ = δε,L > 0 with the following property. Assume that φ : W → V is an
intrinsic L-Lipschitz function with graph Γ. Assume that x ∈ Γ and r > 0 are
such that
βCG(B(x, r)) := βCG,Γ,L(B(x, r)) ≥ ε,
Then, there exists a ball B(y, s) ⊂ B(x, r) with A-thin boundary (with respect to
H3|Γ) such that s ≥ δr, distH(y,Γ) ≤ s/10, and
|EpiW(B(y,s)∩Γ)∇φφ− EpiW(B(x,r)∩Γ)∇φφ| ≥ δ > 0. (4.12)
In particular,
L2(piW(B(y, s) ∩ Γ)) &ε,L r3. (4.13)
Remark 4.21. Observe that (4.13) is an immediate consequence of y being con-
tained in the s/10-neighborhood of Γ; this implies that B(y, s) ∩ Γ contains a set
of the form B(y′, s′) ∩ Γ with y′ ∈ Γ and s′ ∼ s. Further, for such balls B(y′, s′)
centred on Γ, we can apply Lemma 4.13 to find
piW(B(y
′, s′) ∩ Γ) ⊃ piW(B(y′, s′′))
for some s′′ ∼L s′. Finally,
L2(piW(B(y′, s′′))) = c(s′′)3
with c = L2(piW(B(0, 1)) > 0, recalling that the mapping Pp : w 7→ piW(p · w), has
unit Jacobian for any p ∈ H, see (4.9). See also [27, Lemma 3.14]. This concludes
the proof of (4.13)
We also explain here, why a set E ⊂ Hwith BPiLG has big vertical projections.
This is an immediate consequence of Lemma 4.13 if E is an intrinsic Lipschitz
graph over an (entire) vertical plane W. In the general case, one can easily de-
duce the BVP property from the area formula for intrinsic Lipschitz functions
(Theorem 1.6 in [14]).
In the following subsections, we proceed with proving the remaining state-
ments of Proposition 4.20. The outline is the following:
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4.3.3 We formulate a counter assumption to the main claim in Proposition 4.20.
Assuming the validity of this assumption, we findL ≥ 1 and a sequence of
intrinsic L-Lipschitz functions (φj)j and associated graphs (Γj)j , such that
Γj has large βCG number in a ball B(xj, rj) centred on Γj , yet ∇φjφj does
not fluctuate much in that ball. We use a blow-up procedure to normalize
so that we may assume B(xj, rj) = B(0, 1) for all j.
4.3.4 We show that a subsequence of (φj)j converges locally uniformly to an
intrinsic L-Lipschitz function φ with graph Γ such that, roughly speaking,
(i) βCG(B(0, 1)) is large,
(ii) EpiW(B(y,s)∩Γ)∇φφ is independent of B(y, s) ⊂ B(0, 1), y ∈ Γ.
4.3.5 We show that the conditions (i) and (ii) are incompatible, which concludes
the proof of Proposition 4.20.
4.3.3. The counter assumption. Denote by E(δ) the metric δ-neighborhood of a
set E. Given an intrinsic Lipschitz graph Γ, a ball B(x, r) with x ∈ Γ, and
j ∈ N, define the following collection of "good" balls Gj = Gj(Γ, B(x, r)). A ball
B(y, sr) ⊂ B(x, r) is in Gj , if
(a) y ∈ Γ(sr/10),
(b) s ≥ 2−j , and
(c) B(y, sr) has 2j-thin boundary with respect toH3|Γ.
Then, Proposition 4.20 follows, if we can prove the next statement:
Claim 4.22. For every ε > 0, L ≥ 1, there exists j = jε,L ∈ N with the following
property. If Γ is any intrinsic L-Lipschitz graph and B(x, r) is centred on Γ with
βCG(B(x, r)) ≥ ε, then there exists a ball B = B(y, sr) ∈ Gj(Γ, B(x, r)) such that
|EpiW(B∩Γ)∇φφ− EpiW(B(x,r)∩Γ)∇φφ| > 1j .
If the claim fails, then it also fails with B(x, r) = B(0, 1). This reduction is the
content of the next lemma:
Lemma 4.23. If Claim 4.22 fails, then there there exist ε > 0 and L ≥ 1 such that for
every j ∈ N we can find an intrinsic L-Lipschitz graph Γj , parametrised by φj : W→ V
such that
βCG,Γj(B(0, 1)) ≥ ε,
yet
sup
B∈Gj(Γj ,B(0,1))
|EpiW(B∩Γj)∇φjφj − EpiW(B(0,1)∩Γj)∇φjφj| ≤ 1j . (4.14)
Proof. By definition, if Claim 4.22 fails, then there exist ε > 0 and L ≥ 1 such that
for every j ∈ N we can find an intrinsic L-Lipschitz graph Γj , parametrised by
φj : W→ V, and some ball B(xj, rj) centred on Γj such that
βCG,Γj(B(xj, rj)) ≥ ε,
yet
sup
B∈Gj(Γj ,B(xj ,rj))
|EpiW(B∩Γj)∇φjφj − EpiW(B(xj ,rj)∩Γj)∇φjφj| ≤ 1j . (4.15)
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In order to prove Lemma 4.23, we left-translate Γj by x−1j and dilate it by δr−1j .
The resulting set Γ˜j :
(i) is again an intrinsic L-Lipschitz graph (Lemma 4.7),
(ii) has βCG-number at least ε on B(0, 1) (Lemma 4.24 below),
(iii) is parametrised by a function φ˜j : W → V so that (4.15) holds with φ˜j in
place of φj . (Lemma 4.25 below).

We now proceed to establish the two auxiliary results, needed in the proof of
Lemma 4.23.
Lemma 4.24. Assume that φ : W→ V is an intrinsic Lipschitz function with graph Γ,
x is a point on Γ, and r > 0. Then
βCG,L,Γ(B(x, r)) = βCG,L,Γ˜(B(0, 1))
for Γ˜ = δr−1(τx−1(Γ)).
Proof. According to Lemma 4.7 and Remark 2.5 there exists a uniquely defined
intrinsic Lipschitz function φ˜ that parametrizes Γ˜. By definition,
βCG,L,Γ˜(B(0, 1)) = inf
σ∈AdmCG,L(B(0,1))
sup
w∈piW(B(0,1)∩Γ˜)
|φ˜(w)− σ(w)|.
We first aim to prove that the family AdmCG,L(B(0, 1)) =: Adm(B(0, 1)) is in 1-
to-1 correspondence with the family AdmCG,L(B(x, r)) =: Adm(B(x, r)). Assume
that ψ ∈ Adm(B(x, r)). Define
ψ˜ : W→ V, ψ˜(w) := δ 1
r
(
piV (x)
−1 · ψ (Px(δr(w)))
)
, (4.16)
and note that ψ˜ = (ψx−1)r−1 in the notation of Lemma 4.7. Let us prove that
ψ˜ ∈ Adm(B(0, 1)). To this end, we observe first that
piW (x · δr(piW(p))) = piW (x · δr(p)) , for all p ∈ H,
see for instance [39, Proposition 2.15]. By homogeneity and left invariance of the
distance dH, it follows that
Px
(
δr
(
piW(B(0, 1) ∩ Γ˜)
))
= piW(B(x, r) ∩ Γ) (4.17)
and
Px (δr (piW(B(0, bL)))) = piW(B(x, bLr)).
Lemma 4.7 then implies that ψ˜ ∈ Adm(B(0, 1)).
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Conversely, if σ ∈ Adm(B(0, 1)), then (σr)x ∈ Adm(B(x, r)). Thus, by (4.17),
βCG,L,Γ˜(B(0, 1)) = inf
ψ∈Adm(B(x,r))
sup
w∈piW(B(0,1)∩Γ˜)
|φ˜(w)− ψ˜(w)|
= inf
ψ∈Adm(B(x,r))
sup
w∈piW(B(0,1)∩Γ˜)
r−1|φ(Px(δr(w)))− ψ(Px(δr(w)))|
= inf
ψ∈Adm(B(x,r))
sup
w∈piW(B(x,r)∩Γ)
r−1|φ(w)− ψ(w)|
= βCG,L,Γ(B(x, r)).
This completes the proof. 
Lemma 4.25. Assume that φ : W→ V is an intrinsic Lipschitz function with graph Γ,
x is a point on Γ, and r > 0. Then
δr−1τx−1Gj(Γ, B(x, r)) = Gj(Γ˜, B(0, 1)) (4.18)
and
EpiW(B(y,sr)∩Γ)∇φφ = EpiW(B(δr−1 (x−1·y),s)∩Γ˜)∇
φ˜φ˜. (4.19)
Here Γ˜ = δr−1(τx−1(Γ)) is the graph parametrized by φ˜ (defined as in (4.16)).
Proof. We start with the first claim. Since the Heisenberg distance is left in-
variant with respect to the group law, and homogeneous with respect to the
dilations (δr)r>0, if a ball B(y, sr) has A-thin boundary, then so does the ball
δr−1τx−1B(y, sr) = B(δr−1(x
−1 · y), s). The remaining conditions that one has to
verify in order to prove (4.18) are also immediate.
Regarding (4.19), we first recall that Lemma 4.7 yields that
∇φ˜φ˜ = ∇φφ ◦ Px ◦ δr.
Since δr restricted toW has Jacobian determinant constant equal to r3, and Px has
Jacobian determinant equal to 1, it follows by the usual transformation formula
for functions on R2 that
L2(piW(B(y, sr) ∩ Γ)) = r3L2(piW(B(δr−1(x−1 · y), s) ∩ Γ˜))
and ∫
piW(B(y,sr)∩Γ)
∇φφ dL2 = r3
∫
piW(B(δr−1 (x−1·y),s)∩Γ˜)
∇φ˜φ˜ dL2.
This establishes (4.19). 
4.3.4. Limiting procedure. In this section, we work under the standing (counter)
assumption to Proposition 4.20. In particular, we may assume by Lemma 4.23
that there exists ε, L > 0 and a sequence (φj)j∈N of intrinsic L-Lipschitz functions
with graphs (Γj)j such that βCG,Γj ,L(B(0, 1)) ≥ ε, yet the intrinsic gradient ∇φjφj
fluctuates only little in B(0, 1) ∩ Γj as quantified in (4.14).
The main goal of this section is to consider an "accumulation point" φ of the
sequence (φj)j , and to discuss how the properties of the maps φj carry over to φ.
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Lemma 4.26. The sequence (φj)j defined above contains a subsequence that converges
locally uniformly on W to an intrinsic L-Lipschitz function φ : W → V with graph Γ
such that
βCG,Γ,L(B(0, 1)) ≥ ε. (4.20)
Proof. Since each graph Γj by construction contains the origin, we have φj(0) = 0
for every j. Therefore 4.2 implies that the family (φj)j∈N is locally equibounded.
Hence, by Proposition 3.10 in [30], there exists a subsequence which converges
locally uniformly to an intrinsic L-Lipschitz function φ onWwith intrinsic graph
Γ. For simplicity, we also denote this subsequence by (φj)j∈N.
Let δ > 0. In order to prove that βCG,Γ,L(B(0, 1)) ≥ ε, it suffices to fix ψ ∈
AdmCG,L(B(0, 1)) and find a point wψ ∈ piW(Γ ∩ B(0, 1)) with |ψ(wψ) − φ(wψ)| ≥
(1− δ)ε. To this end, the assumption
βCG,Γj ,L(B(0, 1)) ≥ ε, for all j ∈ N,
implies that, for each j ∈ N, there exists a point wjψ ∈ piW(Γj ∩B(0, 1)) such that
|ψ(wjψ)− φj(wjψ)| ≥ (1− δ)ε.
Write pjψ := w
j
ψ · φj(wjψ). The sequence (pjψ)j∈N has a subsequence (pjkψ )k∈N conver-
gent to a point pψ ∈ Γ ∩ B(0, 1). Since piW is continuous, the points wjkψ = piW(pjkψ )
converge to wψ := piW(pψ) ∈ piW(Γ ∩B(0, 1)).
|ψ(wψ)− φ(wψ)| = lim
k→∞
|ψ(wjkψ )− φjk(wjkψ )| ≥ (1− δ)ε
by the continuity of ψ, and the locally uniform convergence φj → φ. The proof is
complete. 
Without loss of generality, we assume in the following that the whole sequence
(φj)j∈N converges locally uniformly to φ. Our next goal is to prove the following
convergence result for the corresponding intrinsic gradients.
Lemma 4.27. Let (φj)j : W → V be a sequence of intrinsic L-Lipschitz functions
converging locally uniformly to an L-Lipschitz function φ : W→ V. Then∫
piW(B(y,s)∩Γ)
∇φφ dL2 = lim
j→∞
∫
piW(B(y,s)∩Γj)
∇φjφj dL2 (4.21)
for all balls B(y, s) ⊂ B(0, 1) with y ∈ Γ, and such thatH3(∂B(y, s) ∩ Γ) = 0.
The subtle point here is, of course, that the domain of integration is different
on both sides of the above equation. Therefore the following auxiliary result will
be useful in the proof of Lemma 4.27.
Lemma 4.28. Assume that Γj is a sequence of intrinsic L-Lipschitz graphs, which con-
verges locally in the Hausdorff metric in H to an intrinsic Lipschitz graph Γ. Then, for
any x ∈ Γ and 0 < r < s <∞, we have
lim sup
j→∞
H3(A(x, r, s) ∩ Γj) .L H3(A(x, r, s) ∩ Γ).
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Proof. Fix δ > 0. First, pick r1 < r and s1 > s so that
H3(A(x, r1, s1) ∩ Γ) ≤ H3(A(x, r, s) ∩ Γ) + δ.
Then, let ε > 0 be so small that if y ∈ A(x, r, s), then B(y, 20ε) ⊂ A(x, r1, s1). Let
{y1, . . . , yN} be an ε-net in A(x, r, s), and, finally, let Yj be the subset of points y in
this net with the property that B(y, 5ε) contains a point in A(x, r, s) ∩ Γj . Then
H3(A(x, r, s) ∩ Γj) ≤
∑
y∈Yj
H3(B(y, 5ε) ∩ Γj) .L |Yj| · ε3,
by the 3-regularity of intrinsic L-Lipschitz graphs. For j large enough, every ball
B(y, 10ε) with y ∈ Yj also contains a point in Γ, whence ε3 .L H3(B(y, 20ε) ∩ Γ),
y ∈ Yj . Since the balls B(y, 20ε) ⊂ A(x, r1, s1) have bounded overlap (indepen-
dent of ε > 0), we conclude that
H3(A(x, r, s) ∩ Γj) .L H3(A(x, r1, s1) ∩ Γ) ≤ H3(A(x, r, s) ∩ Γ) + δ
for all large enough j. This completes the proof. 
Proof of Lemma 4.27. We employ the fact proven in [14, Proposition 4.7] that the
intrinsic gradient is also a distributional gradient for intrinsic Lipschitz functions:
if φ is intrinsic Lipschitz and defined on W, then∫
W
(φ∂yψ +
1
2
φ2∂tψ) dL2 = −
∫
W
[∇φφ]ψ dL2
for all compactly supported C1-functions ψ on W (here we assume that W is the
(y, t)-plane, as we may). Since uniform convergence implies weak convergence,
we infer that ∫
W
[∇φφ]ψ dL2 = lim
j→∞
∫
W
[∇φjφj]ψ dL2 (4.22)
for all compactly supported C1 functions ψ : W → V. It remains to deduce from
this statement the claim (4.21).
To achieve this, we recall from Lemma 4.6 that
‖∇φjφj‖∞ ≤ L, j ∈ N, and ‖∇φφ‖∞ ≤ L. (4.23)
Then, given B(y, s) ⊂ B(0, 1) with y ∈ Γ, for ε > 0, choose an open set U in
piW(B(0, 2)) so that
piW(B(y, s) ∩ Γ) ⊂ U,
and L2(U \ piW(B(y, s) ∩ Γ)) ≤ ε/4L. In particular,∣∣∣∣∫
U\piW(B(y,s)∩Γ)
(∇φjφj −∇φφ)ψ dL2∣∣∣∣ ≤ ε2 (4.24)
for all test functions ψ with 0 ≤ ψ ≤ 1 and all j ∈ N. Now, let ψ be a smooth
cut-off function with compact support in U , 0 ≤ ψ ≤ 1 on U and such that ψ ≡ 1
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on piW(B(y, s) ∩ Γ). Then, by (4.22), there exists j(ε) ∈ N such that for j ≥ j(ε),
one has ∣∣∣∣∫
W
(∇φjφj −∇φφ)ψ dL2∣∣∣∣ ≤ ε2 . (4.25)
Let us denote B := piW(B(y, s) ∩ Γ). Combining (4.24) and (4.25), and recalling
that ψ is supported on U , we find that∣∣∣∣∫
B
∇φjφj −∇φφdL2
∣∣∣∣ = ∣∣∣∣∫
U
(∇φjφj −∇φφ)ψdL2 − ∫
U\B
(∇φjφj −∇φφ)ψdL2∣∣∣∣ ≤ ε
for j ≥ j(ε). This yields∫
piW(B(y,s)∩Γ)
∇φφ dL2 = lim
j→∞
∫
piW(B(y,s)∩Γ)
∇φjφj dL2.
To establish (4.21), it remains to show that Γ on the right hand side of the
above equation can be replaced by Γj . This follows immediately from the uni-
form bound for∇φφ and∇φjφj , see (4.23), provided we can show the following:
L2(piW(B(y, s) ∩ Γj)4piW(B(y, s) ∩ Γ))→ 0, as j →∞. (4.26)
We now prove (4.26). Here we need to assume thatH3(∂B(y, s) ∩ Γ) = 0. Since
∂B(y, s) ∩ Γ =
⋂
n∈N
A(y, (1− 1
n
)s, s) ∩ Γ,
there exists for every δ > 0 a number n ∈ N such that
H3 (A(y, (1− 1
n
)s, s) ∩ Γ) ≤ δ. (4.27)
Let n = n(δ) be such and observe that
piW(B(y, s) ∩ Γ) ⊂ piW(B(y, (1− 1n)s) ∩ Γ) ∪ piW(A(y, (1− 1n)s, s) ∩ Γ)
and
piW(B(y, (1− 1n)s) ∩ Γ) ⊂ piW(B(y, s) ∩ Γj)
for j larger than some j(δ) given by uniform convergence. So
piW(B(y, s) ∩ Γ) \ piW(B(y, s) ∩ Γj) ⊂ piW(A(y, (1− 1n)s, s) ∩ Γ)
for j ≥ j(δ). Since
L2(piW(A(y, (1− 1n)s, s) ∩ Γ)) . H3(A(y, (1− 1n)s, s) ∩ Γ)) ≤ δ,
by the general inequalityL2(piW(B)) . H3(B) (Lemma 3.6) and by (4.27), we infer
that
L2 (piW(B(y, s) ∩ Γ) \ piW(B(y, s) ∩ Γj))→ 0,
as j → ∞. It remains to prove the same with the roles of Γ and Γj reversed. Re-
peating the argument above, it suffices to estimate the measure of the projection
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piW(A(y, (1 − 1n)s, s) ∩ Γj). This is not altogether trivial, since the assumption on
∂B(y, s) concernsH3|Γ, notH3|Γj . However, Lemma 4.28 still implies that
lim sup
j→∞
H3(A(y, (1− 1
n
)s, s) ∩ Γj) .L H3(A(y, (1− 1n)s, s) ∩ Γ) ≤ δ,
which proves that
lim sup
j→∞
L2(piW(B(y, s) ∩ Γj) \ piW(B(y, s) ∩ Γ)) . δ.
Since δ > 0 is arbitrary, (4.26), and hence also (4.21), follows. This concludes the
proof of Lemma 4.27. 
We now return to the specific sequence (φj)j∈N and limit function φ (with graph
Γ) given by Lemma 4.26. In particular, we work under the standing assumptions
that βCG,Γj(B(0, 1)) ≥ ε and ∇φjφj fluctuates only little on piW(B(0, 1) ∩ Γj), as
made precise in Lemma 4.23.
Lemma 4.29. Let φ be as in Lemma 4.26. Then EpiW(B(y,s))∇φφ is a constant independent
of B(y, s) ⊂ B(0, 1), for all balls B(y, s) such that y ∈ Γ andH3(∂B(y, s) ∩ Γ) = 0.
Proof. Pick two balls B(y1, s1) ⊂ B(0, 1) and B(y2, s2) ⊂ B(0, 1) with y1, y2 ∈ Γ
satisfying the assumption stated in the lemma, and let δ > 0 be arbitrary. Our
goal is to show that
|EpiW(B(y1,s1)∩Γ)∇φφ− EpiW(B(y2,s2)∩Γ)∇φφ| . δ.
We start by applying the triangle inequality:
|EpiW(B(y1,s1)∩Γ)∇φφ− EpiW(B(y2,s2)∩Γ)∇φφ| ≤ D1 +D2 +D3,
where
D1 := |EpiW(B(y1,s1)∩Γ)∇φφ− EpiW(B(y1,s1)∩Γj)∇φjφj|,
D2 := |EpiW(B(y2,s2)∩Γ)∇φφ− EpiW(B(y2,s2)∩Γj)∇φjφj|,
D3 := |EpiW(B(y1,s1)∩Γj)∇φjφj − EpiW(B(y2,s2)∩Γj)∇φjφj|.
To see that D1 + D2 ≤ δ for large enough j, writing temporarily |U | := L2(U) for
U ⊂W, and
B := piW(B(y1, s1) ∩ Γ) and Bj := piW(B(y1, s1) ∩ Γj),
we perform the following estimate:
D1 = |EB∇φφ− EBj∇φjφj|
=
1
|B|
∣∣∣∣∣
∫
B
∇φφ dL2 −
∫
Bj
∇φjφj dL2
∣∣∣∣∣+ ||B| − |Bj|||B||Bj|
∣∣∣∣∣
∫
Bj
∇φjφj dL2
∣∣∣∣∣
≤ 1|B|
∣∣∣∣∣
∫
B
∇φφdL2 −
∫
Bj
∇φjφjdL2
∣∣∣∣∣+ |Bj4B||B| ‖∇φjφj‖∞.
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The same is true with "1" replaced by "2". By (4.21) and (4.26), and the uniform
bound ‖∇φjφj‖∞ ≤ L, both terms above tend to zero as j → ∞. So, it suffices to
deal with D3.
We first make the subsequent estimate for certain sj1 ≥ s1 and sj2 ≥ s2 to be
fixed soon:
D3 ≤ E1 + E2 + E3,
where
E1 = |EpiW(B(y1,s1)∩Γj)∇φjφj − EpiW(B(y1,sj1)∩Γj)∇
φjφj|,
E2 = |EpiW(B(y2,s2)∩Γj)∇φjφj − EpiW(B(y2,sj2)∩Γj)∇
φjφj|,
E3 = |EpiW(B(y1,sj1)∩Γj)∇
φjφj − EpiW(B(y2,sj2)∩Γj)∇
φjφj|.
It follows from the key (counter) assumption (4.14) that E3 ≤ 2/j if the balls
B(y1, s
j
1) and B(y2, s
j
2) belong to Gj(Γj, B(0, 1)). This requires that
(a) dist(y1,Γj) ≤ s1/10 and dist(y2,Γj) ≤ s2/10,
(b) sj1 ≥ 2−j and sj2 ≥ 2−j , and
(c) B(y1, s
j
1) and B(y2, s
j
2) have 2j-thin boundary with respect toH3|Γj .
Condition (a) is automatically satisfied for large enough j, since y1, y2 ∈ Γ. Con-
dition (b) is also trivially satisfied for large enough j, since sj1 ≥ s1 and sj2 ≥ s2.
To achieve condition (c), fix an auxiliary parameter τ > 0, which will depend
on δ, y1, y2, s1, s2,Γ and L. Then, for large enough j, Lemma 4.19 guarantees the
existence of sj1 ∈ [s1, (1 + τ)s1] and sj2 ∈ [s2, (1 + τ)s2] such that (c) is satisfied for
B(y1, s
j
1) and B(y2, s
j
2). We choose s
j
1, s
j
2 accordingly, and then E3 ≤ 2/j ≤ δ (for
j ≥ 2/δ).
It remains to estimate E1 and E2; by symmetry, we may concentrate on E1.
Recalling Lemma 4.17, we first have
E1 .
H3(A(y1, s1, sj1) ∩ Γj)
L2(piW(B(y1, sj1) ∩ Γj))
.L
H3(A(y1, s1, (1 + τ)s1) ∩ Γj)
s31
since sj1 ≤ (1 + τ)s1, and L2(piW(B(y1, sj1) ∩ Γj)) &L s31, see Remark 4.21. Lemma
4.28 then tells us that
lim sup
j→∞
H3(A(y1, s1, (1 + τ)s1) ∩ Γj) .L H3(A(y1, s1, (1 + τ)s1) ∩ Γ),
and now we choose τ = τ(δ, y1, y2, s1, s2,Γ, L) so small that the right hand side
above is smaller than cLδ for some small constant cL depending only on L, and
the same holds with "1" replaced by "2". If cL is small enough, this implies that
E1 + E2 ≤ δ.
Combining the estimates for Di and Ei above, we conclude that
|EpiW(B(y1,s1)∩Γ)∇φφ− EpiW(B(y2,s2)∩Γ)∇φφ| ≤ 3δ.
Since δ > 0 was arbitrary, this proves that EpiW(B(y,s)∩Γ)∇φφ is independent of the
ball B(y, s) ⊂ B(0, 1) with y ∈ Γ and satisfyingH3(∂B(y, s) ∩ Γ) = 0. 
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4.3.5. Conclusion. In this section, we conclude the proof of Proposition 4.20. Un-
der the standing counter assumption derived in Lemma 4.23, we will infer from
Lemma 4.29 that∇φφ is a.e. constant on piW(B(0, 1)∩Γ) ⊇ piW(B(0, bL)). This will
contradict the conclusion of Lemma 4.26, which gave βCG,Γ,L(B(0, 1)) ≥ ε.
Lemma 4.30. Let φ be as in Lemma 4.26, with graph Γ. Then φ ∈ AdmCG,L(B(0, 1)).
Recall that we have shown in Lemma 4.29 that the averages of∇φφ are the same
for a large class of sets inW. In order to conclude that then∇φφ must be constant
almost everywhere on piW(B(0, 1)∩Γ), and in particular on piW(B(0, bL)), we apply
a Lebesgue differentiation theorem for the measure space (W,L2) endowed with
the graph distance dΓ. The latter can be defined for an arbitrary intrinsic Lipschitz
function φ : W→ V with graph Γ by setting
dΓ(w,w
′) = dH(w · φ(w), w′ · φ(w′)), w, w′ ∈W.
Proof of Lemma 4.30. The triple (W, dΓ,L2) is a metric space of homogeneous type,
so the usual Lebesgue differentiation theorem is valid:
lim
r→0+
1
L2(BdΓ(w0, r))
∫
BdΓ (y,s)
f(w) dL2 = f(w0), L2 a.e. w0 ∈W, (4.28)
holds for all f ∈ L1loc(W,L2). See for instance [31].
We apply this theorem for f = ∇φφ. More precisely, we choose for every
Lebesgue point w0 of f = ∇φφ a sequence of radii (sk)k∈N such that sk → 0 and
H3(∂B(y0, sk) ∩ Γ) = 0 for piW(y0) = w0. Then we apply (4.28) to conclude that
lim
k→∞
EBdΓ (w0,sk)∇φφ = ∇φφ(w0). (4.29)
Without loss of generality we may assume here that w0 has been chosen so that
the pointwise intrinsic gradient∇φφ exists in w0.
Finally, it follows immediately from the definition of the graph distance that
BdΓ(piW(y), s) = piW(B(y, s) ∩ Γ) (4.30)
for all y on the graph of φ and s > 0, and hence the claim of the lemma follows
from (4.29) and Lemma 4.29. 
Proof of Proposition 4.20. According to Remark 4.21, it suffices prove (4.12). As-
sume that this is not true. Then, by Lemma 4.26 and Lemma 4.30, there exists an
intrinsic Lipschitz function φ : W→ V with graph Γ such that
φ ∈ AdmCG,L(B(0, 1)) and βCG,Γ,L(B(0, 1)) ≥ ε.
This contradiction proves Proposition 4.20. 
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4.4. Proof of the weak geometric lemma for constant gradient β-numbers. In
this section, we apply Proposition 4.20 to prove the weak geometric lemma for
the βCG-numbers, Theorem 4.16. In brief, if the integral appearing in Theorem
4.16 is large, then we can find many balls centered on the graph Γ with large βCG-
number (this is quantified in Lemma 4.32). Then, Proposition 4.20 implies that
∇φφ fluctuates strongly inside (the projections of) such balls, which can be used
to find a lower bound for ‖∇φφ‖2L2(piW(B(x,R)∩Γ) with x ∈ Γ and R > 0. Since we
also have the upper bound . LR3 for this quantity, we will eventually find the
correct upper bound for the integral in Theorem 4.16.
Definition 4.31. A collection B of balls in a metric space (X, d) is pre-dyadic, if∑
B∈B
r/N≤diam(B)<r
χB(x) .N 1, x ∈ X, r > 0,
for any N > 1. A collection of balls (or sets in general) in (X, d) is dyadic, if for
every pair of sets B,B′ in the family, either B ∩B′ = ∅, or B ⊂ B′, or B′ ⊂ B.
Lemma 4.32. Let Γ be an intrinsic Lipschitz graph, and let x ∈ Γ, R > 0. Write∫ R
0
∫
Γ∩B(x,R)
χ{(y,s)∈Γ×R+: βCG(B(y,s))≥ε}(y, s)dH3(y)
ds
s
=: C.
Then, there exists a pre-dyadic family of balls B(xi, ri) ⊂ B(x, 2R) with xi ∈ Γ such
that βCG(B(xi, ri)) ≥ ε/2 for every i, every ball B(xi, ri) has A0-thin boundary with
respect toH3|Γ for some A0 ≥ 1, and∑
i
H3(B(xi, ri) ∩ Γ) & C.
Proof. Write ΓR := Γ ∩B(x,R). For j ≥ 1, let
Ej := {y ∈ ΓR : βCG(B(y, s)) ≥ ε for some s ∈ (2−jR, 2−j+1R]}.
Let Pj ⊂ Ej be a maximal 2−j+5R-separated subset, and for each y ∈ Pj , choose
a radius sy ∈ (2−jR, 2−j+1R] such that βCG(B(y, sy)) ≥ ε. Then, any pair of balls
B(y1, 2sy1), B(y2, 2sy2) with distinct y1, y2 ∈ Pj is disjoint. Further, since the sets
B(y, 2−j+7R) ∩ Γ with y ∈ Pj cover Ej , we have
H3(Ej) ≤
∑
y∈Pj
H3(B(y, 2−j+7R) ∩ Γ) ∼
∑
y∈Pj
(2−jR)3 ∼
∑
y∈Pj
H3(B(y, sy) ∩ Γ).
Next, observe that for any y ∈ ΓR, we have∫ 2−j+1R
2−jR
χ{(y,s)∈Γ×R+:βCG(y,s))≥ε}(y, s)
ds
s
. χEj(y),
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since the left hand side is always bounded by . 1, and it is evidently zero for
y /∈ Ej . It follows that
∞∑
j=1
H3(Ej) =
∞∑
j=1
∫
ΓR
χEj(y) dH3(y)
&
∞∑
j=1
∫
ΓR
∫ 2−j+1R
2−jR
χ{(y,s)∈Γ×R+:βCG(B(y,s))≥ε}(y, s) dH3(y)
ds
s
=
∫ R
0
∫
ΓR
χ{(y,s)∈Γ×R+:βCG(B(y,s))≥ε}(y, s) dH3(y)
ds
s
= C,
and consequently
∞∑
j=1
∑
y∈Pj
H3(B(y, sy) ∩ Γ) & C. (4.31)
Next, observe that if βCG(B(y, s)) ≥ ε and s′ ∈ [s, 98s], then βCG(B(y, s′)) ≥ ε/2.
Then, for every ballB(y, sy), apply Lemma 4.19 with δ = 1/8 and µ = H3|Γ to find
a radius s′y ∈ [sy, 98sy] such that B(y, s′y) has A1/8-thin boundary with respect to
H3|Γ, and βCG(B(y, s′y)) ≥ ε/2. Then the 3-regularity of Γ implies that (4.31) holds
for the balls B(y, s′y) as well. Finally, since the balls B(y, s′y) with y in a fixed set
Pj are disjoint, the collection
{B(y, s′y) : y ∈ Pj, j ∈ N}
is pre-dyadic. Indeed, if x ∈ H, N > 1 and r > 0 are given, there are clearly at
most .N 1 indices j such that x ∈ B(y, s′y) and r/N ≤ diam(B(y, s′y)) < r for
some y ∈ Pj . The proof is complete. 
The next lemma "refines" a pre-dyadic family of balls into a dyadic one.
Lemma 4.33. Let (X, d, µ) be a metric measure space, and let δ > 0 and A ≥ 1. Assume
that B is a pre-dyadic family of balls with sup{diam(B) : B ∈ B} < ∞, and with∑
B∈B µ(B) = C. Moreover, assume that every ball B ∈ B contains a (possibly empty)
family of disjoint sub-balls F(B) such that that diam(B′) ≥ δ diam(B) for B′ ∈ F(B).
Finally, assume that all the balls B′ in the families B and F(B), B ∈ B, have A-thin
boundary, and the balls B ∈ B have the doubling property
µ(5B) ≤ Aµ(B).
Then, there exists a dyadic sub-collection {Bj} ⊂ B such that
(i)
∑
µ(Bj) &A,δ C, and
(ii) if Bj ⊂ Bj′ for j 6= j′ then Bj ∩ B′ = ∅ for all B′ ∈ F(Bj′) or B ⊂ B′ for some
B′ ∈ F(Bj′).
Proof. Split the balls in B into families Bj := {B ∈ B : N j−1 ≤ diam(B) < N j},
where N = Nδ ≥ 2/δ. By the assumption of the family B being pre-dyadic, and
the doubling property of the balls B ∈ B, we can (by applying the 5r-covering
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lemma to the balls in Bj) choose a subfamily of Bj disjoint balls (still denoted by
Bj) with ∑
j
∑
B∈Bj
µ(B) &A,δ C.
Next, observe that either∑
j
∑
B∈B2j
µ(B) &A,δ C or
∑
j
∑
B∈B2j+1
µ(B) &A,δ C.
We assume that the former option holds, and from now on we will only consider
balls B ∈ B2j , j ∈ Z. Note that if j < i, B1 ∈ B2j , B2 ∈ B2i and B′2 ∈ F(B2), then
diam(B1)
diam(B′2)
≤ N
2j
δN2i−1
=
N2(j−i)+1
δ
≤ N
j−i
δ
≤ 2j−i, (4.32)
recalling that N ≥ 2/δ.
Since sup{diam(B) : B ∈ B} <∞, the collection B2j is empty for large enough
j. Let j0 be the index of the largest non-empty collection B2j0 , and set
Gj0 := B2j0 ∪
⋃
B∈B2j0
F(B).
Inductively, for j < i ≤ j0, let Rij be the collection of balls in B2j , which meet the
boundary of one of the balls in Gi, let
G0j := B2j \
⋃
j<i≤j0
Rij,
and finally
Gj := G0j ∪
⋃
B∈G0j
F(B).
Note that if B ∈ Rij , j < i ≤ j0, then there is some ball B′ = B(y, r) ∈ Gi such that
B ⊂ {x : dist(x, ∂B′) ≤ diam(B)} ⊂ {x : dist(x, ∂B′) ≤ 2j−i diam(B′)}
⊂ B(y, 2r) ∩ A(y, (1− 2j−i−1)r, (1 + 2j−i+1)r).
(The second inclusion follows from (4.32)). Consequently, by the disjointness of
the balls in B2j ⊃ Rij , and the A-thinness of boundaries of the balls in B ⊃ Gi, we
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infer that∑
B∈Rij
µ(B) = µ
 ⋃
B∈Rij
B

≤ µ
 ⋃
B(y,r)∈Gi
B(y, 2r) ∩ A(y, (1− 2j−i−1)r, (1 + 2j−i+1)r)

≤
∑
B(y,r)∈Gi
µ(B(y, 2r) ∩ A(y, (1− 2j−i−1)r, (1 + 2j−i+1)r))
. A2j−i
∑
B′∈Gi
µ(B′).
Finally, since every ball in B2j either belongs to one of the collections Rij , with
j < i ≤ j0, or to G0j ⊂ Gj , we have
C .A,δ
∑
j≤j0
∑
B∈B2j
µ(B) ≤
∑
j≤j0
 ∑
j<i≤j0
∑
B∈Rij
µ(B) +
∑
B∈Gj
µ(B)

. A
∑
j≤j0
 ∑
j<i≤j0
2j−i
∑
B′∈Gi
µ(B′) +
∑
B∈Gj
µ(B)

∼ A
∑
j≤j0
∑
B∈Gj
µ(B). (4.33)
Define
G :=
⋃
j≤j0
Gj.
Inspecting the definition of Gj , it is clear that G can indeed be written as
G = {Bj} ∪
⋃
j
F(Bj)
for a certain sub-collection {Bj} ⊂ B. Since
∑
B′∈F(B) µ(B
′) ≤ µ(B) for all balls
B ∈ B, we infer from (4.33) that∑µ(Bj) &A,δ C, as required by condition (i). The
fact that {Bj} is a dyadic family of balls follows immediately from the inductive
definition. In fact, the construction shows that even the family G is dyadic, and
this combined with (4.32) implies condition (ii). The proof is complete. 
4.4.1. Proof of the Theorem 4.16. During the proof, we will abbreviate.ε,L and&ε,L
to simply . and &. We apply Lemma 4.32 to infer that if∫ R
0
∫
Γ∩B(x,R)
χ{(y,s)∈Γ×R+: βCG(B(y,s))≥ε}(y, s)dH3(y)
ds
s
=: C, (4.34)
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then there exists a pre-dyadic family of balls {Bj}, contained in B(x, 2R) and
centred on Γ, with A0-thin boundaries, with βCG(Bj) ≥ ε/2, and such that∑
j
diam(Bj)
3 &
∑
j
H3(Bj ∩ Γ) & C. (4.35)
For each such ball Bj , we use Proposition 4.20 to find another ball Bˆj ⊂ Bj with
Aε-thin boundary, such that diam(Bˆj) ≥ δε,L diam(B),
L2(piW(Bˆj ∩ Γ)) ∼ diam(Bj)3, (4.36)
and
|EpiW(Bˆj∩Γ)∇φφ− EpiW(Bj∩Γ)∇φφ| ≥ δε,L. (4.37)
Note that every ball in the family {Bj, Bˆj} has max{A0, Aε}-thin boundary.
Hence, using Lemma 4.33 on the metric space (H, dH,H3|Γ), with B := {Bj} and
F(Bj) := {Bˆj}, we find a dyadic sub-collection {Bji , Bˆji}, which still satisfies∑
iH3(Bji ∩ Γ) & C. To avoid the double indices, we assume that the family
{Bj, Bˆj} is dyadic itself. Since piW is injective on Γ, it follows that the family
{Aj, Bj} with Aj := piW(Bˆj ∩ Γ) and Bj := piW(Bj ∩ Γ) is also dyadic. Moreover,
by (ii) of Lemma 4.33, the family {Aj, Bj} even satisfies slightly more, namely if
j 6= j′, then
Bj ⊂ Bj′ =⇒ Bj ⊂ Aj′ or Bj ∩ Aj′ = ∅. (4.38)
Holding that thought, we now make some remarks of more abstract nature.
Given two sets A,B ⊂ W with A ⊂ B, let VA,B be the subspace of L2(W) con-
sisting of those functions which are zero outside B, are constant on both B \ A
and A, and have integral zero. Let piA,B := piVA,B be the orthogonal projection
onto this subspace. Finding an explicit formula for piA,B is simple, as VA,B is one-
dimensional, and spanned by the unit vector
eA,B :=
( |B \ A|
|A||B|
)1/2
χA −
( |A|
|B||B \ A|
)1/2
χB\A.
Here, and for the rest of the proof, we write |U | := L2(U) for U ⊂ W. It follows
that piA,B(f) = (f · eA,B)eA,B, and in particular
‖piA,B(f)‖22 = |f · eA,B|2 =
|B \ A|
|A||B|
(∫
A
f dL2 − |A||B \ A|
∫
B\A
fdL2
)2
=
|B \ A|
|A||B|
( |B|
|B \ A|
∫
A
f dL2 − |A||B \ A|
∫
B
f dL2
)2
=
|A||B|
|B \ A|
(
1
|A|
∫
A
f dL2 − 1|B|
∫
B
f dL2
)2
(4.39)
We apply these observations to the subspaces VAj ,Bj with the family {Aj, Bj}
defined above. Since this family is dyadic and satisfies (4.38), it is easy to check
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that the subspaces VAj ,Bj are pairwise orthogonal. Now, let
f := ∇φφχpiW(B(x,2R)∩Γ)
and recall that ‖f‖L∞ .L 1. Since Bj ⊂ piW(B(x, 2R) ∩ Γ) for all j ∈ N, it follows
from Bessel’s inequality, (4.39), (4.37), (4.36) and (4.35) (in this order) that
R3 & ‖f‖22 ≥
∑
j
‖piAj ,Bj(f)‖22 =
∑
j
|Aj||Bj|
|Bj \ Aj|
[|EAj(f)− EBj(f)|2]
& δ2ε,L
∑
j
|Aj| ∼ δ2ε,L
∑
j
diam(Bj)
3 & δ2ε,LC.
Recalling the definition of C from (4.34), this completes the proof of Theorem
4.16.
4.5. Proof of the weak geometric lemma for intrinsic Lipschitz graphs. Armed
with Theorem 4.16, we are nearly ready to prove the WGL for intrinsic Lipschitz
graphs (Theorem 4.2). First, we need a few short lemmas. The first one states that
any intrinsic Lipschitz graph Γ has a "big flat piece" inside any ball B(x, r) with
x ∈ Γ:
Lemma 4.34. For every ε > 0 and L ≥ 1, there exists δ = δε,L > 0 with the following
property. If Γ is an intrinsic L-Lipschitz graph, x ∈ Γ and r > 0, then there exists a ball
B(y, s) ⊂ B(x, r) with y ∈ Γ and s ≥ δr such that βΓ(B(y, s)) ≤ ε.
Proof. The proof is based on the compactness of intrinsic L-Lipschitz graphs, and
the existence of tangent subgroups. We make a counter assumption that there
exist ε > 0 and L ≥ 1 with the following properties. For every j ∈ N, there exists
an intrinsic Lipschitz graph Γj = {w · φj(w) : w ∈ W}, and a ball B(xj, rj) with
xj ∈ Γj such that
βΓj(B(y, srj)) ≥ ε
for all balls B(y, srj) ⊂ B(xj, rj) with y ∈ Γ and s ≥ 2−j . Without loss of gener-
ality (or recalling a similar reduction from the previous section), we may assume
that xj = φj(0) = 0, and rj = 1 for all j ∈ N. Further, by the compactness results
for intrinsic L-Lipschitz functions, already employed in the previous section, we
may assume without loss of generality that the functions φj converge locally uni-
formly to an intrinsic L-Lipschitz function φ : W→ Vwith graph Γ. One can then
easily check (emulating the argument for Lemma 4.26) that
βΓ(B(y, s)) ≥ ε
for any ball B(y, s) ⊂ B(0, 1) with y ∈ Γ. But this is absurd: the function φ is
intrinsically differentiable at almost every point ofw ∈W, which means precisely
that H3-almost every point y ∈ Γ has a vertical tangent subgroup to Γ (Theorem
4.15 in [28]). We record that a subgroup G ⊂ H is a tangent group to Γ in y ∈ Γ if
lim
h→∞
δh(y
−1 · Γ) = G
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with respect to the Hausdorff convergence of compact subsets of H. But this is
evidently impossible for such y ∈ Γ that βΓ(B(y, s)) ≥ ε for all sufficiently small
s > 0. All the points y ∈ Γ ∩ intB(0, 1) have this property by the previous
discussion, and we have reached a contradiction. 
Recall that the graph of an entire intrinsic Lipschitz function φ : W → V with
constant gradient almost everywhere is a left translate of a vertical plane (Propo-
sition 4.8). The next lemma, essentially a corollary of this fact, gives a substantial
improvement over the previous lemma for constant gradient graphs.
Lemma 4.35. For every ε > 0 and L ≥ 1, there exists δ = δε,L > 0 with the following
property. Assume that Γ = {w · φ(w) : w ∈ W} is an intrinsic L-Lipschitz graph, and
x ∈ Γ, r > 0 are such that φ ∈ AdmCG,L(B(x, r)). Then, if y ∈ Γ, 0 < s < r, and
B(y, s/δ) ⊂ B(x, bLr), we have
β(B(y, s)) ≤ ε.
Proof. We make a counter assumption: there exist ε > 0 and L ≥ 1 such that the
following holds for every δj = 1/j, j ∈ N. There exists an intrinsic L-Lipschitz
graph Γj = {w · φj(w) : w ∈ W} and two balls B(yj, jsj) ⊂ B(xj, bLrj) with
xj, yj ∈ Γj , such that
φj ∈ AdmCG,L(B(xj, rj)) and βΓj(B(yj, sj)) ≥ ε.
We may assume that B(yj, sj) = B(0, 1). Thus, 0 = φj(0) ∈ Γj and βΓj(B(0, 1)) ≥
ε, and φj ∈ AdmCG,L(B(zj, rj/sj)) for a certain point zj ∈ Γj . The assumption
B(yj, jsj) ⊂ B(xj, bL rj) implies that the balls B(zj, bL[rj/sj]) eventually cover
any ball B(0, R), R > 0. We infer that a subsequence of the functions φj converge
locally uniformly to an intrinsic L-Lipschitz function φR : W→ V, which has a.e.
constant gradient on piW(B(0, R)), and such that βΓR(B(0, 1)) ≥ ε (here ΓR is the
graph of φR). Finally, using a diagonal procedure, a further subsequence of the
functions φj converges locally uniformly to an intrinsic L-Lipschitz function φ,
which has a.e. constant gradient on W, and βΓ(B(0, 1)) ≥ ε. But the existence of
such a φ was ruled out in Proposition 4.8, and we have reached a contradiction.
The proof of the lemma is complete. 
Let Γ be an intrinsic Lipschitz graph, and let ∆ be a system of David cubes on
Γ; recall that every cube Q ∈ ∆ contains a set of the form B(zQ, c`(Q)) ∩ Γ for
some point zQ ∈ Q and some constant c > 0. In this section, where our task is to
prove the weak geometric lemma for intrinsic L-Lipschitz graphs, we write
BQ := B(zQ, C`(Q)),
whereC = CL ≥ 2 is a constant depending onL only. The precise requirement for
C is that bLC ≥ 8, where bL > 0 is the constant from the definition of βCG,Γ,L. With
this notation for BQ, we still write β(Q) := β(BQ), and βCG,Γ,L(Q) = βCG,Γ,L(BQ).
The reason for choosing CL so large is the following: if Q,R ∈ ∆ with Q ⊂ R,
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and δ > 0 is any constant, then
B(zQ, C`(Q)/δ) ⊂ (bL/4)BR := B(zR, (bL/4)C`(R)) (4.40)
as soon as `(Q)/`(R) ≤ bLδ/8. This is easy to check: if `(Q)/`(R) ≤ bLδ/8 and
y ∈ B(zQ, C`(Q)/δ), then
dH(y, zR) ≤ dH(y, zQ) + dH(zQ, zR) ≤ (C`(Q)/(δ`(R)) + 1)`(R) ≤ bLC`(R)/4,
We also mention that C ≥ 2 implies
Q ⊂ R =⇒ BQ ⊂ BR,
which is verified in the similar manner as above. In this section, we abbreviate
H3(A∩Γ) =: |A|. We choose to prove the weak geometric lemma in the following
form: for any fixed cube Q0 ∈ ∆,∑
Q∈Bε(Q0)
|Q| .ε,L |Q0|, (4.41)
where Bε(Q0) := {Q ∈ ∆(Q0) : β(Q) > ε}; the integral formulation is an easy
corollary. To this end, we note that the following inequality is a simple conse-
quence (essentially a reformulation) of Theorem 4.16:∑
Q∈BCG,ε(Q0)
|Q| .ε,L |Q0|, (4.42)
where BCG,ε(Q0) := {Q ∈ ∆(Q0) : βCG(Q) > ε}.
Let η > 0 be a constant, which will depend only on ε and L. Now, by (4.42),
the weak geometric lemma (4.41) will follow, if we are able to prove that∑
Q∈Bε(Q0)\BCG,η(Q0)
|Q| .ε,L |Q0|. (4.43)
The following corollary of Lemma 4.35 will be crucial:
Corollary 4.36. For every ε > 0 and L ≥ 1, there exists η = ηε,L with the following
property. Assume thatQ,R ∈ ∆ are cubes such thatQ ⊂ R, β(R) ≤ η, and βCG(P ) ≤ η
for all P ∈ ∆ with Q ⊂ P ⊂ R. Then β(Q) ≤ ε.
Proof. Write δ := δε/8,L, where δε/8,L > 0 is the constant from Lemma 4.35. Write
Q(n) for the nth dyadic ancestor of Q, with Q(0) := Q. Let nε,L ∈ N be a large
number depending on ε and L; we will eventually pick nε,L first, and then require
that η is sufficiently small depending on nε,L. If R = Q(n) for some n < nε,L, we
have
β(Q) ≤ β(R) · `(R)
`(Q)
= 2nβ(R) ≤ 2nε,Lη ≤ ε,
assuming η ≤ 2−nε,Lε. This is the first restriction we place on η.
Now, assume that R = Q(n) for some n ≥ nε,L. It follows that P := Q(nε,L)
satisfies Q ⊂ P ⊂ R, hence βCG(P ) ≤ η. Recalling Remark 4.15 this means that
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there exists an intrinsic L-Lipschitz function ψ : W → V with graph ΓP such that
ψ has a.e. constant gradient on piW(bLBP ) = piW(B(zP , bLC`(P ))), and
sup
y∈BP∩Γ
distH(y,ΓP )
C`(P )
≤ 2η. (4.44)
Let xP , xQ be the nearest points to zP , zQ ∈ BP ∩ Γ on ΓP , so that
dH(xP , zP ) ≤ 2Cη`(P ) and dH(xQ, zQ) ≤ 2Cη`(P ).
Write r := C`(P )/2, and observe that
(bL/4)BP ⊂ B(xP , bLr) ⊂ bLBP (4.45)
for η small enough. Then, write s := 2C`(Q), and observe that (4.40) gives the
following chain of inclusions, assuming 2nε,L = `(P )/`(Q) to be large enough,
and ηε,L > 0 to be small enough:
B(xQ, s/δ) ⊂ B(zQ, 2s/δ) ⊂ (bL/4)BP ⊂ B(xP , bLr). (4.46)
From (4.45) we first conclude that ψ has a.e. constant gradient on piW(B(xP , bLr)),
which means that
ψ ∈ AdmCG,L(B(xP , r)).
Then, from (4.46) we infer that Lemma 4.35 is applicable to the ball B(xQ, s).
Consequently,
βΓP (B(xQ, s)) ≤ ε/8.
Thus, there exists a set of the form z · W′, where z ∈ H and W′ is a vertical
subgroup, such that distH(y, z ·W′) ≤ C(ε/2)`(Q) for every y ∈ B(xQ, s) ∩ ΓP .
Finally, recalling that we wish to prove βΓ(Q) ≤ ε, we fix
x ∈ BQ ∩ Γ ⊂ BP ∩ Γ.
By (4.44) we can pick y ∈ ΓP with dH(x, y) ≤ 2Cη`(P ). Then, for η > 0 small
enough, we have y ∈ B(xQ, s)∩ΓP , and distH(x, z ·W′) ≤ 2Cη`(P )+C(ε/2)`(Q) ≤
εC`(Q). This proves that βΓ(Q) ≤ ε, as required. 
We also record a version of the "big flat piece lemma", Lemma 4.34, for cubes:
Lemma 4.37. For every η > 0 and L ≥ 1, there exists δ = δη,L > 0 with the following
property. For any cube R ∈ ∆, there exists a cube Q ∈ ∆(R) such that `(Q) ≥ δ`(R)
and β(Q) ≤ η.
Proof. Let c := cL > 0 be a constant depending only on L, and let ε := cLη. By
Lemma 4.34 applied to the ball B(zR, c`(R)) with B(zR, c`(Q)) ∩ Γ ⊂ R, there
exists a point y ∈ B(zR, c`(R)) ∩ Γ and a radius s &ε,L `(R) such that B(y, s) ⊂
B(zR, c`(R)) and βΓ(B(y, s)) ≤ ε. Now, it suffices to note that B(y, s) contains a
ball of the form BQ for some Q ⊂ R with `(Q) ∼L s. Hence β(Q) .L ε = cLη.
Choosing cL > 0 small enough, the lemma follows. 
We are prepared to prove the weak geometric lemma. As discussed, it remains
to verify (4.43). The proof is nearly verbatim the same as on the last pages of [44],
but we record the details for completeness.
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4.5.1. Proof of the weak geometric lemma for intrinsic Lipschitz graphs. We write Gη :=
GCG,η(Q0) := ∆(Q0)\BCG,η(Q0), where η = ηε,L is the constant from Corollary 4.36.
Then, we partition the collection Gη into trees. A family T ⊂ ∆ is called a tree, if
• T has a maximal element Q(T ), called the root of T .
• If Q,Q′ ∈ T with Q ⊂ Q′, and Q ⊂ P ⊂ Q′, then also P ∈ T .
• If Q ∈ T , then either all, or none, of the children of Q belong to T .
• Those cubes Q ∈ T with no children in T are called the stopping cubes of
T , and they are denoted by Stop(T ).
We now partition Gη into trees by an inductive procedure. The roots of the initial
trees are simply the maximal cubes in Gη. Then, if T1 is one of these trees, and
Q ∈ T1, we add all the children of Q into T1 if all of them belong to Gη; if not, we
declare that Q ∈ Stop(T ) and stop building T along this branch.
After the initial trees have been constructed, and in case some cubes in Gη still
remain outside them, we repeat the previous procedure: we pick the maximal
cubes in Gη, which are not, yet, contained in a tree, and we declare these to be the
roots of new trees. These trees are, then, constructed by the rule described above.
Iterating this algorithm produces a partition of Gη into a countable number of
trees {T1, T2, . . .}. If Q(Ti) = Q0 for some (unique) i = i0, we set Q(Ti)′ := Q(Ti).
In the opposite case, Q(Ti) ( Q0, it follows from the construction that either the
parent or one of the siblings of Q(Ti), say Q′ is in ∆(Q0) \ Gη = BCG,η(Q0). In this
case, we set Q(Ti)′ := Q′.
With this notation in hand, and observing that any cube Q′ can only serve as
Q(Ti)′ for boundedly many indices i, we are prepared to show that the rootsQ(Ti)
satisfy a Carleson property:∑
i
|Q(Ti)| .
∑
i
|Q(Ti)′| . |Q0|+
∑
Q∈BCG,η(Q0)
|Q| .ε |Q0|. (4.47)
The last inequality is, of course, (4.42).
Next, recalling our objective (4.43), and writing Bε := Bε(Q0), we make the
following natural splitting: ∑
Q∈Bε∩Gη
|Q| =
∑
i
∑
Q∈Bε∩Ti
|Q|.
By (4.47), it remains to prove that∑
Q∈Bε∩Ti
|Q| .ε,L |Q(Ti)| (4.48)
for any fixed i. To this end, let Fi be the family of maximal cubes Q ∈ Ti with the
property that β(Q) ≤ η. By Corollary 4.36, if Q′ ∈ Ti is contained in a cube in Fi,
then β(Q′) ≤ ε, and hence Q′ /∈ Bε. So, in fact the summation in (4.48) runs over
at most those cubes which are not contained in any cube in Fi; let those cubes be
calledHi.
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Fix R ∈ Hi, and let Q ∈ ∆(R) be the maximal cube with the property that
β(Q) ≤ η. Lemma 4.37 promises that there exists such a cube Q with `(Q) ≥
δη,L`(R). If Q ∈ Ti, then obviously Q ∈ Fi, and we set f(R) := Q. If, on the
other hand, Q already lies outside Ti, then there is some cube Q′ ∈ Stop(Ti) with
Q ⊂ Q′ ⊂ R, and we set f(R) := Q′. In either case |f(R)| &η,L |R|. Taking into
account that both families Fi and Stop(Ti) consist of disjoint cubes, and that each
cube Q ∈ Fi ∪ Stop(Ti) can only be assigned as f(R) for boundedly many cubes
R (with bounds depending only on η, L), we may conclude that∑
R∈Hi
|R| .η,L
∑
R∈Hi
|f(R)| .η,L
∑
Q∈Fi
|Q|+
∑
Q∈Stop(Ti)
|Q| . |Q(Ti)|.
Since η = ηε,L only depends on ε and L, we have proven (4.48), and the weak
geometric lemma (4.41) (Theorem 4.2) for intrinsic Lipschitz graphs.
4.5.2. BPiLG implies WGL. We will conclude the paper with a brief discussion of
Theorem 4.1. The analogous result in the Euclidean setting is due to David and
Semmes and it follows by Theorem 1.8 [18, Part IV, Chapter 1]. Before restating
it in our setting, we record a definition.
Definition 4.38. Let C0 > 0 and γ : (0, 1] → (0,∞). We define WGL(C0, γ) to be
the collection of 3-regular sets E ⊂ H with regularity constant at most C0 such
that ∫ R
0
∫
E∩B(x,R)
χ{(y,s)∈E×R+: β(B(y,s))≥ε}(y, s) dH3(y)
ds
s
≤ γ(ε)R3
for ε > 0, x ∈ E and R > 0.
We can now provide the restatement of Theorem 1.8 [18, Part IV, Chapter 1] in
the Heisenberg group.
Theorem 4.39. Let E ⊂ H be a 3-regular set. Suppose that there exist θ > 0, C0 > 0
and γ : (0, 1] → (0,∞) such that for each x ∈ E and 0 < R ≤ diamH(E) there exists
E˜ ∈WGL(C0, γ) satisfying
H3(E ∩ E˜ ∩B(x,R)) ≥ θR3.
Then E satisfies the WGL.
As it happens, the proof of Theorem 4.39 follows exactly as the proof of The-
orem 1.8 [18, Part IV, Chapter 1], modulo notational changes. Therefore we skip
the details. Now observe that Theorem 4.1 follows from Theorem 4.2 and The-
orem 4.39, since the 3-regularity and WGL constants (for any fixed ε > 0) of an
intrinsic L-Lipschitz graph are bounded above by constants depending only on
ε and L.
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