Introduction
In recent years considerable research effort has been dedicated toward devising regression techniques free from some of the restrictive classical assumptions. Frequently, the tradeoff for this freedom is that these methods require large data sets and are computationally intensive. Two broad categories of such approaches can be summarized as smoothing (Stone, 1977; Friedman and Stuetzle, 1981; Breiman and Friedman, 1985) and trees (Breiman et al., 1984) . Another area of current statistical endeavor is the analysis of survival data wherein the response variable is subject to censoring. The proportional hazards model (Cox, 1972) has afforded a widely used and flexible technique. However, again constraining assumptions have become an issue and attempts to overcome these have led to the adaption of smoothing and tree methodologies to the survival setting. Specifically, Hastie and Tibshirani (1986) extend the Cox model by replacing the linear modeling of covariates with an additive (sum of smooth functions) model. This paper proposes modifications to the conventional regression tree methodology with the primary motivation of facilitating an extension to censored data. However, the suggested changes used to achieve this end have merit in their own right, and so comparisons with the existing techniques (in the uncensored setting) are also mentioned. The basic alteration is the replacement of the goodness-of-split criteria, which had been geared toward optimizing within-node homogeneity, with measures of between-node separation. The measures used are two-sample statistics belonging to the Tarone-Ware or Harrington-Fleming classes. Their introduction further necessitates changing the pruning algorithm used to determine desirable tree size.
Existing methods for tree construction in the survival data setting utilize different splitting and pruning approaches. Gordon and Olshen (1985) use distance measures (Wasserstein metrics) between Kaplan-Meier curves and certain point masses. The motivation is by way of analogy with the least squares criterion used in the uncensored setting and the method allows for an immediate inheritance of the CART (see below) pruning algorithm. Ciampi et al. (1987) and Davis (unpublished Ph.D. thesis, Harvard University, 1988) pursue splitting based on likelihood-ratio tests. Work on comparing the performance and properties of the various tree techniques is in progress.
What follows is an elaboration of these aspects.
Candidate Binary Splits
The plethora of possible splits in 1 above-resulting from not placing any restrictions on the region A-is reduced to a computationally feasible number by constraining that: It may appear that any reduction in number of splits resulting from the above constraints is worthless. Certainly (a) restricts us to examining predictors univariately and (b) restricts us to dividing W' into two semi-infinite intervals as opposed to the multitudes of other possible break-ups. However, we are still contending with an uncountably infinite number of partitions as c ranges over _W'. The point is that the random variable Xj takes on only a finite number of values in the sample at hand-at most n for the n cases. Hence, we have to examine only those values of c that result in a case switching "sides"-from the right semi-infinite interval to the left. So there are at most n -1 splits given by {Is Xj < ci?"} where the ci are taken, by convention, halfway between consecutive distinct observed values of Xj.
The tree itself is grown as follows. For each node (the initial or root node comprises the entire sample):
1. Examine every allowable split on each predictor variable. 2. Select and execute (create two new daughter nodes) the best of these splits. Steps 1 and 2 are then reapplied to each of the daughter nodes, and so on.
Goodness-of-Split Criterion
"Best" in 2 above is assessed in terms of the goodness-of-split criterion. Two such criteria are espoused in CART and are available in the associated software. These are Least Squares (??8.3, 8.4) and Least Absolute Deviations (?8.11). Both afford a comparison based on a subadditive "between/within" decomposition, where between alludes to the homogeneity or loss measure applied to the parent node. For point of reference the definition of the least squares criterion is presented here. The obvious changes give rise to least absolute deviations (or any other between/within criterion such as is used in ?6.4).
Let t designate a node of the tree. That is, t contains a subsample yX y)}. Let N(t) be the total number of cases in t and let N(t) XnlEt be the node response average. Then the within-node sum of squares is given by Morgan and Sonquist (1963) ] this was determined by use of stopping rules: if a node became too small or the improvement 0(s*, t) resulting from the best split was not sufficient (to surmount some preset threshold), then the node was declared terminal. This proved unsatisfactory on account of the rigidity of the thresholds. In some instances overfitting (as a consequence of setting thresholds too small) via too large a tree would occur. In others, underfitting would result from rejection of a split (owing to its improvement not exceeding the cutoff) precluding the emergence of subsequent worthwhile splits. There is an analogy here to stepwise versus subset regression in terms of failure to capture important interactions. The problem was redressed by (1) initially growing a very large tree; (2) iteratively pruning this tree all the way back up (to the root node), thereby creating a nested sequence of trees; (3) selecting the best tree from this sequence using test-sample or cross-validation estimates of error.
This procedure is detailed in CART (Chap. 3). The means for performing the pruning in step (2) is called "minimal cost-complexity pruning"; see ?3.3. This paper presents some alternatives to this when no within-node cost is available [for least squares the within-node cost is just SS(.)]. Such alternatives are necessary because the minimal cost-complexity algorithm relies crucially on within-node cost. It is clear how the above procedure averts the deficiencies of stopping rules. Any potentially consequential splits have the opportunity to emerge, as the initial large tree can be grown so big as to possess terminal nodes that are pure-contain only one category in the classification context or only one response value for regression. The usage of cross-validation or test-sample estimates is intended to ensure that a realistic sized tree is produced in relation to how much noise/sampling variability is present. This aspect is discussed more fully in Section 4.
Two-Sample Statistic Splitting

Motivation
Instead of gearing our splitting criteria to optimizing within-node homogeneity, we could reward splits that resulted in large between-node separation. The magnitude of any twosample statistic affords such a goodness-of-split measure. Such a change constitutes more than just a rephrasing of the problem. Whilst it is (empirically) the case that splitting based on two-sample t statistics with unpooled variance estimates (Welch statistics) gives results strongly resembling those obtained from least squares splitting, there is no algebraic equivalence and problems can be contrived where results are dissimilar.
The fact that in all the cases analysed, splitting using Welch statistics and splitting using least squares gave comparable results, supports the usage of two-sample statistics: given that the two techniques produce analogous results and least squares gives worthwhile answers, the new approach must be doing something reasonable. But why replace a proven method with one that is harder to motivate and offers no computational savings? The answer lies in the advantages provided by using two-sample rank statistics. These include all the conventional desiderata of ranks plus some additional benefits:
1. Invariance under monotone transformation of the response Y. The regression trees created by using least squares or least absolute deviations possessed such invariance only with respect to monotone transformations of the (ordered) predictors. This means, for instance, that the optimal split is the same regardless of whether we use X1 or X1 = g(X1) for some monotone g. If the optimal split on X1 is XI < c then the optimal split using XI will be X1 < g(c) (?2.7). However, it is only through the use of two-sample rank statistics that best splits (predictor and cutoff) are preserved under monotone transformations h, of Y to Y = h(Y). This is clearly a worthwhile property when there is no natural response scale in which to work (see Gordon and Olshen, 1978; Anderson, 1966) . The issue is especially pertinent in the context of censored regression; the censored regression setting is further emphasized by Prentice ( 1978) .
2. Insensitivity to outliers in the response space. The use of least squares, and to a lesser extent least absolute deviations, is subject to the familiar sensitivity to extreme Y observations. This, in the regression tree setting, is not necessarily a drawback, since such outliers will be isolated into their own (single case) terminal nodes. Still, the influence on overall tree topology can be distorting and the interpretation of splits leading to the isolation of the outlier can be problematic. Friedman (1979) regards the presence of outliers as weakening the least squares procedure by wasting splits.
3. Computationalfeasibility. The actual computational implementation for evaluating the multitude of competing splits is detailed in Segal's unpublished Ph.D. thesis. The easiest case is the uncensored setting, where using the Wilcoxon procedure is no more involved than using any two-sample linear rank statistic. The updating algorithm devised makes for an O(n) procedure that is as simple as the O(n) least squares algorithm. The story is not so simple when it comes to dealing with splitting based on members of the Tarone-Ware or Harrington-Fleming classes. Nevertheless, efficient algorithms can be developed with the right organization.
4. Extension to censored response. The principal motivation for changing the splitting criterion was to enable tree techniques to be used for survival data. Instead of using twosample rank statistics for uncensored values as goodness-of-split criteria, analogues of such statistics that account for censoring are used, as described below.
Censored Data Rank Statistics
Before the merits or otherwise of the two-sample statistics used for censored response (Gehan, Prentice, Mantel-Haenszel, Tarone-Ware) are discussed, their form and computational implementation are described. The Tarone-Ware class of statistics derives from a sequence of 2 x 2 tables. In the survival analytic context of censored response, this sequence arises from constructing a 2 x 2 table for (1982) class, which has weights wi = S3 for some fixed power p, with S now being exactly the Kaplan-Meier survival estimate. For this to be computationally feasible it would be necessary to restrict all splits to a particular p value-trying any sort of optimization on p for individual nodes would be too involved. In practice, at least for the data sets and simulations examined, the trees emerging from using differing split statistics (apart from the Gehan) are surprisingly similar. Such a finding applied in the uncensored setting when competing members of the class of linear rank statistics were used and is also reported in CART in the classification-tree context. The implementation of a splitting algorithm using the Tarone Important but simple issues such as not splitting on tied predictor values and efficient means for sorting and ranking have not been highlighted for clarity. There is an additional user-specified parameter that serves to regulate the degree of censoring permitted in any given node. Thus, only those splits that result in daughter nodes having a ratio of uncensored to censored observations greater than the preset threshold are examined. Actual choices for this threshold should be determined in an exploratory, problem-specific manner.
Revised Pruning Strategies
An important difference between least squares (or least absolute deviations) splitting as outlined in Section 2 and any two-sample statistic splitting rule (?3) is that the former provides a within-node estimate of error, namely SS(t), the within-node sum of squares. Such is not the case for two-sample statistic splits, which afford only a measure of goodness of split. These measures cannot be decomposed to attribute a within-node error. This is consequential, since the within-node errors form a key component of the pruning algorithm developed in CART (Chap. 3). The algorithm, therefore, does not carry over to the present situation and, inasmuch as tree size is a fundamental issue, alternate approaches must be sought. The following section describes an attempt to inherit the CART algorithm and, on account of the limitations of this attack, the succeeding section details an alternative approach to pruning. This latter technique, which retains the bottom-up tactic but sacrifices cross-validation, is believed to work well.
Inheriting the CART Algorithm
In order to circumvent the problems posed by the absence of within-node loss, an attempt to revert back to the original splitting criteria was made. Specifically, least absolute deviations splitting was tried. Using least squares was not entertained because of the unstable nature of the mean when estimated from survival curves. The intention was to account for the censoring by using medians based on the Kaplan-Meier survival curve estimated for each node and then consider absolute deviations about these. Thus, the goodness-of-split criterion for a split at s of node t into tL U tR would be IMS, t) An unstated necessity for the minimal cost-complexity algorithm (?3.3) to work is that the splitting criteria be subadditive, i.e., /(s, t) 3 0 Vs, t. This is easily seen to hold in the uncensored case, where v(t) above can be taken to be any sample median for the node t. But this does not hold for censored y's and v(.) a Kaplan-Meier median.
Bottom-Up Approaches
In view of the above failures, what was needed was an altogether different tack. It was decided to preserve the concept of initially growing a very large tree and subsequently pruning this. What was sacrificed was the selection of a particular tree from the generated sequence by cross-validation. Further, the minimal cost-complexity pruning algorithm itself was (by necessity) replaced with some new pruning schemata. The loss of cross-validation as a selection mechanism was not tragic. While the method had performed well its usage had several recognized flaws. The more detracting of these include: (i) inaccuracies and instabilities of the cross-validation estimates (? 8.7) and (ii) failure of the tree selected as optimal to preclude noisy splits (?8.6). Of course, criticism (ii) can be levelled at any technique, but is cited here on account of such noisy splits emerging even in a highly structured situation. Indeed, the authors of CART equally promote user selection of the right-sized tree (??3.4.3, 6.2). This should be done in an exploratory fashion and aided by the incorporation of subject-matter knowledge.
But for such user selection, the user must be provided with a tree sequence and hopefully one that contains good candidate trees. It was to this end that the new pruning algorithms were created. Before expounding on these it is important to reiterate what is being acquired from the CART approach-protection against the deficiencies of stopping rules as highlighted in Section 2.
After several strategies were tried, the following emerged as the preferred pruning algorithm:
Initially grow a very large tree. From the bottom, step up this tree, assigning to each internal node the maximum split statistic contained in the subtree of which the node under consideration is the root.
Collect all these maxima and place them in increasing order. The first pruned tree of the sequence corresponds to locating the highest node in the tree possessing the smallest maximum and removing all its descendents.
The second tree of the sequence is then obtained by reapplying this process to the first tree and so on until all that remains is the root node. This procedure is illustrated in conjunction with the example in the next section. The associated output is also displayed. Essentially, each internal node is linked with the maximum split statistic contained in the subtree for which the node is the root. The pruning sequence is then determined by the order of these maxima. Selecting a tree from the sequence provided can be done by plotting maximal subtree split statistics against tree size and picking the tree corresponding to the characteristic "kink" in the curve; see ?3.4.3 or Friedman (Technical Report 12, Department of Statistics, Stanford University, 1985).
In terms of computation time, the construction of the tree sequence is very much a secondary concern relative to the initial growing of the large tree. The building process requires the evaluation of many splits at each node, whereas for this particular pruning method, there is one very rapid ascent of the tree (to ascertain the maximum subtree split statistic for each node only simple comparisons as opposed to calculations are required), followed by subtree removal, which entails simple looping to update quantities such as number of terminal nodes. Thus, no computational burden results from the pruning algorithm.
Stanford Heart Transplant Data
One example for illustrating the performance of any regression technique where the response is subject to censoring is the Stanford Heart Transplant data. The parametric attacks of Miller (1976 A brief data description is now given. The response Y is logi0 survival time, where the survival time is the time (in days) until death due to rejection of the transplant heart. There are p = 2 predictors: X,, the age of the recipient, and X2, a tissue mismatch score measuring recipient and donor tissue compatibility. One hundred fifty-seven cases were analysed, there being a 35% censoring rate.
What has consistently emerged from the plethora of analyses is that age is the more significant predictor. For instance, Miller and Halpern (1982) exclude mismatch from additional examination, having found it to be insignificant in multiple regression analyses. However, Tanner and Wong (1983) find that patients possessing high mismatch and older ages are characterized by a distinctive hazard function. Further, the nonparametric approaches have revealed a cutoff value of roughly 50 years, in that the subpopulations so defined (<50 and >50) have distinct survival characteristics.
Regression trees, using two-sample statistic splitting, were used to analyse the data. In particular, the Mantel-Haenszel statistic was used in conjunction with subtree maximal statistic pruning to produce both the tree schematic in Figure 1 and the tree sequence in Table 1 . The values below the square terminal nodes in Figure 1 are Kaplan-Meier medians for that node. It is worth recording that neither the initial large tree nor the pruned tree sequence was substantially altered by using other splitting statistics from the Tarone-Ware class. In fact, the key first split was identical in the cases examined. What is immediately evident from the tree diagram is the confirmation of the previous findings. First, age clearly emerges as the more consequential predictor (but see CART?5.3.4 for an automated means for predictor ranking that overcomes possible masking-this is not an issue here since there are only two predictors). Second, the cutoff at around 50 is reflected by the value of the first split point.
However, the analysis can proceed further. A natural first summary for a terminal node when we have censored response is the estimated Kaplan-Meier survival curve S. The program also provides the user with the possibility of extracting certain derived quantities, The first question pertains to Kalbfleisch .and Prentice's stratification of the data. This is achieved by examining each predictor individually. For continuous predictors, division points are picked arbitrarily modulo some guidelines. These guidelines include the following recommendations: (i) three or four classes will often provide adequate resolution without unduly compromising efficiency; (ii) roughly equal sample sizes among classes should be pursued, though not at the expense of natural division points or the creation of highly unequal censoring rates.
However, there are problems associated with such rules of thumb. The consideration of predictors one at a time precludes the emergence of any interactions. The first recommendation is revealed to be inappropriate and the second to be internally inconsistent with respect to the mouse leukemia data in Segal's thesis. The regression tree approach has, as a central aim, the formation of meaningful classes. These are determined by the data themselves and hence are not subject to the vagaries of assumptions or guidelines. Interactions are readily recognized and no problems arise in dealing with variables of continuous, mixed, or discrete type. This contrasts with other nonparametric procedures based on smoothing that have difficulty dealing with mixed predictors.
The process of class formation is a precursor to testing for differences between classes. If a large number of classes are created and a large number of (nonindependent) tests performed, then the significance levels that can be attached are subject to the familiar degradation-the multiple comparisons problem. Of course, this can be accounted for by the conventional (Scheffe, Tukey, Bonferroni) methods. The problem does not exist in conjunction with regression trees, simply because no testing is performed. Whether this constitutes an asset or a liability is a contentious point. Still, more can be said on the matter. Kalbfleisch and Prentice (1980) assert that class formation on the basis of the observed mortality itself would invalidate the corresponding tests. This is true to a certain extent, yet it does not imply that, in the regression tree setting where classes are formed on the basis of the observed mortality data, testing is not possible. What is necessitated is that the "corresponding" tests be made to conform to the process by which the classes are constructed. Thus, for instance, in using a regression tree derived from Mantel-Haenszel splitting to perform a test on the significance of any given split (and hence of different survival curves for the two associated classes), what is required is the null distribution of the maximum of the relevant number of Mantel-Haenszel statistics. Clearly this distribution is hard to get a handle on, but the simulation studies decribed in Segal's thesis can be used instead.
With regard to the third question on reconciling differences, should they arise, between the Mantel-Haenszel and Gehan tests for equality of survival curves from two classes, Kalbfleisch and Prentice (1980) advise using some intermediary weighting of the tests, i.e., some member of the Tarone-Ware class. This is completely concordant with the splitting strategy used in the construction of regression trees, whereby any member of the TaroneWare or Harrington-Fleming classes can be used as the splitting criterion.
Again, since no formal testing is undertaken in the regression tree approach, the fourth question concerning asymptotics is somewhat moot. The recommendation of Kalbfleisch and Prentice, for situations where sample sizes are perceived to be too small to warrant recourse to asymptotic results, is to perform testing by simulating the actual null distribution of the statistic. This is precisely the strategy proposed in conjunction with regression tree methods. If censoring is independent of the predictors, an alternative simulation tactic would be to develop a permutation test. This would involve permuting the response values and corresponding censoring indicators over the cases and then recomputing the tree.
The only asymptotic issue to be examined in the context of tree schemata is consistency; see CART (Chap. 12) and the sequence of papers by Gordon and Olshen (1978 . Under regularity conditions that do not depend on the particular splitting criteria or pruning algorithm used, consistency results are obtained for both the classification and regression problems. The regularity conditions include a growth condition on the amount of mass in each member of the partition and the requirement that the diameter of every member go to 0 in probability. For censored response data, identifiability issues arise as indicated in Gordon and Olshen (1985) , yet since there is no reliance on the particular tree construction methods used, the consistency results carry over immediately to the twosample statistic schemes developed here.
The final question concerns how to cope with missing values. These can constitute a consequential portion of the data in medical/biological studies and hence efficient information extraction from (as opposed to the discarding of) such cases is an important issue. The manner in which this is achieved by tree schemata is detailed in CART (Chap. 5). For an illuminating illustration of how distorted results can occur using conventional regression practices in the presence of missing data, and how tree methods overcome such problems, see Bloch and Segal (Technical Report 108, Department of Statistics, Stanford University, 1985).
The overall conclusion then, is that the regression tree methodology developed deals very well with the five problems posed as being of practical consequence.
