Soil moisture influences fluxes of heat and moisture originating at the land surface, thus altering atmospheric humidity and temperature profiles. However, empirical and modeling studies disagree on how this affects the propensity for precipitation, mainly owing to the difficulty in establishing causality. We use Granger causality to estimate the relationship between soil moisture and occurrence of subsequent precipitation over the contiguous United States using remotely sensed soil moisture and gauge-based precipitation observations. After removing potential confounding effects of daily persistence, and seasonal and interannual variability in precipitation, we find that soil moisture anomalies significantly influence rainfall probabilities over 38% of the area with a median factor of 13%. The feedback is generally positive in the west and negative in the east, suggesting dependence on regional aridity. L and-surface moisture content affects the partitioning of radiative energy into latent and sensible heat fluxes (1) and therefore can affect the state of the overlying atmosphere by supplying water vapor, inducing moist convection and lateral convergence, and growing the planetary boundary layer (2). Previous studies have recognized that soil water content can modify atmospheric processes on a range of spatial and temporal scales (1, 3), potentially leading to cloud formation (4) and precipitation (2, 5) . In extreme cases, soil moisture may indirectly influence atmospheric circulation (6). It is important that the soil moisture-precipitation relationship is characterized, as it has implications for adaptations to future climate change and our ability to forecast weather and make climate projections. For instance, a positive feedback between soil moisture and precipitation could increase the duration of severe dry and wet periods (i.e., droughts and floods), as drier soils would lead to lower precipitation likelihood, and vice versa.
L
and-surface moisture content affects the partitioning of radiative energy into latent and sensible heat fluxes (1) and therefore can affect the state of the overlying atmosphere by supplying water vapor, inducing moist convection and lateral convergence, and growing the planetary boundary layer (2) . Previous studies have recognized that soil water content can modify atmospheric processes on a range of spatial and temporal scales (1, 3) , potentially leading to cloud formation (4) and precipitation (2, 5) . In extreme cases, soil moisture may indirectly influence atmospheric circulation (6) . It is important that the soil moisture-precipitation relationship is characterized, as it has implications for adaptations to future climate change and our ability to forecast weather and make climate projections. For instance, a positive feedback between soil moisture and precipitation could increase the duration of severe dry and wet periods (i.e., droughts and floods), as drier soils would lead to lower precipitation likelihood, and vice versa.
However, the nature of the soil moistureprecipitation relationship is still debated. Past observational and reanalysis studies have indicated that it varies by location, but some analyses have led to disagreements on feedback sign, strength, and statistical significance over the same regions (5, (7) (8) (9) (10) (11) (12) , even using the same data (13, 14) . These discrepancies are partly due to the sparse record of soil moisture observations, the different techniques used to identify feedbacks (e.g., temporal versus spatial analyses) (15) , and the difficulty of distinguishing a causal soil moisture-precipitation effect from lagged correlations that arise from the autocorrelation, seasonality, and interannual variability of each signal (1, 14, 16, 17) . Modeling studies have been used to circumvent these challenges, with most finding a positive soil moistureprecipitation feedback (3, 18, 19) . However, a wide range of coupling has been found in different models (18, 20) , and it has been suggested that landatmosphere feedbacks are not yet accurately represented (5), as convective parameterization and spatial scale may determine not only the feedback strength, but the sign as well (21) . A review on soil moisture-climate interactions noted the ambiguity in past studies and highlighted the need to identify the causal link between soil moisture and precipitation using observational data (1). We believe our results satisfy this need, for the given temporal and spatial scales used here.
Much of the difficulty in determining the nature of soil moisture-precipitation feedback is due to the direct, positive relationship between precipitation and soil moisture in conjunction with the relatively long memory (i.e., autocorrelation) of soil moisture (1, (14) (15) (16) (17) . Precipitation events elevate soil moisture content and may be reflected in the soil moisture record for weeks (22) as soil water slowly percolates, evaporates, and is taken up by vegetation. This confounds the observed soil moisture-precipitation relationship by making it difficult to determine whether an increase in precipitation occurrence after a large soil moisture anomaly is a direct effect (i.e., causal), or simply a result of temporal autocorrelation in precipitation, which is then imprinted on soil moisture. To our knowledge, only one previous study (14) has sought to directly account for precipitation autocorrelation using statistical causal identification methods (23) . Others have attempted to address it by incorporating additional information on atmospheric stability (8, 10, 11) ; by relating convective triggering to spatial, as opposed to temporal, anomalies in soil moisture (5, 15) ; by examining covariance with possible confounding variables (20) ; or by stratifying results according to past precipitation (8) .
We resolve the issue of precipitation autocorrelation by explicitly including both lagged soil moisture and lagged precipitation in a generalized linear model (GLM) of precipitation occurrence (specifically, a probit model), constructed to diagnose the relationship between soil moisture and the probability of next-day precipitation (24) . We include both continuous and indicator variables in the regression, which represent a set of climatic, atmospheric, and land-surface processes that could influence precipitation occurrence. These consist of sinusoids that vary on interannual and seasonal time scales (to account for external atmospheric and climatic influences on precipitation; e.g., sea surface temperature, seasonality), binary indicator variables that represent the prior occurrence of precipitation [up to 4 days into the past (24) ], lagged atmospheric pressure (4 days into the past), and previous-day soil moisture (for simple example models, see Fig. 1 ). The indicator variables account for precipitation persistence from synoptic weather systems (where precipitation events may span multiple days), plus any other source of short-term precipitation persistence, by allowing the regression to predict higher probability of precipitation on days following precipitation. Because this increased probability is statistically accounted for by the indicator variables, it is not attributed to soil moisture, eliminating the influence of precipitation autocorrelation on the soil moisture-precipitation feedback signal. Similarly, including lagged pressure accounts for atmospheric persistence such as drying during lingering highpressure systems, and seasonal and interannual sinusoids in the regression eliminate the confounding effect of low-frequency correlations of soil moisture and precipitation (caused simply by water balance) on the potential short-term feedback signal.
The soil moisture data used in this study are 0.25°resolution satellite observations from the Advanced Microwave Scanning Radiometer for the Earth Observing System (AMSR-E) (25, 26) . The precipitation data are gridded gauge observations from the North American Land Data Assimilation System, Phase 2 (NLDAS-2) (27).
Because we do not know a priori which factors will influence the probability of precipitation at any given location, we run a large suite of regressions with all permutations of the variables listed above, other than soil moisture (and pressure). This so-called all possible regressions (APR) method is computationally intensive but superior to stepwise methods. We determine which variables are important for predicting precipitation probability and soil moisture for each 0.25°pixel by selecting the regression model that yields the minimum Akaike information criterion (AIC), which penalizes against the model fit by the number of free parameters included in the model (24) (for the number of variables selected at each location, see fig. S1 ). These models yield predictions of precipitation occurrence and soil moisture derived from climatic factors and precipitation persistence (but not soil moisture). Then, employing Granger causality (23), we fit the residual precipitation probability to the residual soil moisture and lagged pressure (24) , focusing only on days where precipitation did not occur on the previous day to further eliminate precipitation persistence. We also use a block bootstrapping method to correct for bias in the regression coefficients introduced by the endogeneity of soil moisture and precipitation occurrence and to test for statistically significant improvement in prediction capability due to soil moisture (24) . The difference in predictions between the two models estimates the impact of soil moisture on precipitation probability.
By including terms in the regression that account for interannual and seasonal variations, and atmospheric and precipitation persistence, we expect that we have isolated the causal relationship between soil moisture state and the probability of precipitation [although it is always possible in studies employing Granger causality that the inclusion of some neglected common factor could cause the soil moisture coefficient to lose statistical significance (20) ]. Accounting for lagged precipitation and low-frequency (i.e., seasonal and interannual) variability frames the analysis as a test of rejecting the null, where the null hypothesis is that soil moisture has no influence on future precipitation, and no precipitation persistence is due to soil moisture-precipitation feedback. It is only rejected if, after removing the confounding effects of precipitation autocorrelation, lowfrequency variability, and atmospheric persistence, soil moisture still improves the prediction of future precipitation occurrence. Null testing indicated that the model is not vulnerable to false-positive identification of soil moisture-precipitation feedback ( fig. S2 ). This Granger causality (23) framework is capable of detecting (14) the presence of a feedback provided that soil moisture dynamics are not entirely determined by precipitation (i.e., they are also influenced by other aspects of weather, such as evapotranspiration). Figure 2 displays the mean soil moisture impact on precipitation probability, for both high and low soil moisture (defined as the mean impact above or below the median seasonally detrended soil moisture anomaly, respectively; see fig. S3 ) across the United States, for each of two AMSR-E soil moisture products used here (25, 26) . The impact is presented as a relative probability factor, reflecting the precipitation probability predicted by the full regression model (i.e., including soil moisture) divided by the precipitation probability predicted without soil moisture. This illustrates the mean degree to which the soil moisture causes the precipitation probability to deviate from its climatological average value, after accounting for persistence and low-frequency variability. Figure 2 shows a positive feedback of soil moisture on next-day precipitation probability in the western United States and a negative feedback in the east. In general, the areas of positive feedback correspond to more arid regions, whereas more humid, vegetated areas exhibit a negative feedback. Approximately 38% of the United States displays significant feedback (at the 5% significance level), and we find that soil moisture anomalies modify rainfall probabilities by a median factor of 13% (i.e., median absolute impact across all significant pixels in the four panels of Fig. 2) . The impact magnitudes differ somewhat between the two AMSR-E soil moisture products, but the sign of the feedback (i.e., positive, negative, or insignificant) agrees over 58% of the study area, and both display an obvious east-negative, westpositive pattern. This same general pattern arises when the analysis period is restricted to individual seasons ( fig. S4 ), or when the data are averaged to larger spatial scales ( fig. S5) , and is observed in land-surface models (LSMs) forced by the same precipitation data ( fig. S6) .
Soil moisture-precipitation feedback is not significant over much of the study area, including the Great Plains (a transitional zone between arid and humid regions), where previous modeling studies indicated a "hot spot" of strong landatmosphere coupling (18, 19, 28 Fig. 1 . Example plots illustrating precipitation models of increasing complexity. The plots show probit models of precipitation probability that were fit to observed precipitation occurrence at one location. In each, 9 years of model-estimated precipitation probability are plotted against day of year. In the top left panel, only seasonal terms and a constant were included in the model. In the top right panel, lagged precipitation occurrence was added to the seasonal model. The bottom curve in this panel shows the predicted precipitation probability when precipitation did not occur on the previous day, while the top curve reflects the increased probability predicted by the model when precipitation occurred on the previous day. In the bottom left panel, interannual terms were added to the seasonal-and-persistence model (top right). This is the minimum Akaike information criterion (AIC) (24) model for this location, which was determined by regressing all possible combinations of the seasonal, interannual, and lagged precipitation terms on precipitation occurrence [i.e., all possible regressions (APR)]. The model was not required to contain each of these components, but for this location, it contained a constant, two seasonal and two interannual terms, and 1-day lagged precipitation. In the bottom right panel, soil moisture and lagged atmospheric pressure were included, forming the "full" model. exists in these areas, after accounting for climatic factors and removing the effects of persistence. We do not find evidence of a strong feedback that varies between positive and negative in sign on a seasonal basis ( fig. S4 ), which could have resulted in temporal cancellation (9) . Although soil moisture is both highly variable and limits evapotranspiration in this transition zone (19) , the absence of a feedback indicates that evapotranspiration may not strongly influence precipitation (11) . Much of the precipitation in the Great Plains occurs during the night ( fig. S7 ) as a result of remotely triggered, eastward-propagating convective systems (29) , so it is possible that local land-atmosphere interaction is not important for predicting precipitation in this region.
Nevertheless, our results are consistent with a recent observational study (5) that found convective initiation over drier soils (i.e., a negative feedback) in limited areas of the eastern United States, and no clear signal in the Great Plains, as well as another study (10) that found mostly insignificant feedbacks in the Upper Midwest using atmospheric profiles to filter the relationship between observed precipitation and modeled soil moisture. The east-negative, west-positive pattern in Fig. 2 is quite similar to those found using a feedback strength parameter in monthly evapotranspiration and precipitation reanalysis data (12) . Another study (9) found rank correlations between soil moisture and the lifting condensation level in observations and some models, which spatially agree with our findings of strong positive impact in the west and an abrupt decrease in impact east across the Midwest.
However, the pattern detected here is opposite of that found in studies that used a boundary layer model and sounding data to diagnose areas likely to display positive and negative feedbacks (7) , and in a study relating morning evaporative fraction and afternoon precipitation from reanalysis data (11) . When the latter technique is expanded to observational data, the agreement is marginally better, but lack of adequate control for precipitation persistence may still be an issue (8) .
We emphasize that the results of this analysis only reflect soil moisture-precipitation feedback at a daily timestep and 0.25°spatial scale (and larger, fig. S5 ) and are dependent on satellite and gridded precipitation data quality. Our conclusions include a number of qualifications. First, this study identifies local feedbacks using a temporal analysis, but does not consider spatial effects [e.g., (5, 15) ]. Second, in areas of dense vegetation [e.g., east of the Mississippi River (9)], the soil moisture signal detected by AMSR-E may be contaminated and obscured by vegetation (supplementary text and fig. S8 ). Third, the applied method (24) is an effective way to ensure against false positives (e.g., fig. S2 ), but like any conservativenull approach, it reduces statistical power, thereby increasing the possibility of not identifying a soil moisture-precipitation feedback where one exists.
Fourth, this analysis investigates the probability of precipitation occurrence independent of time of day, which differs from some other studies [e.g., (5, 8, 11, 15) ] that focused on afternoon precipitation. An assessment of feedback as a function of time of day would be a valuable follow-up investigation, but would require longer data records.
Finally, because the model allows for up to five sinusoidal frequencies to represent the seasonal cycle of precipitation occurrence, the model can adequately represent complex climatological mean patterns. However, other procedures such as window averages could potentially capture sharper transitions.
This analysis does not identify specific mechanisms for soil moisture-precipitation feedback, which are likely a complex interplay between atmospheric and land-surface moisture sources (8), boundary layer processes, atmospheric stability (4), and possibly nonlocal effects or wind (30) . However, the opposing results in humid versus arid areas could indicate that the feedback may be different in different climates. The results shown here are consistent with the hypothesis that a lack of atmospheric moisture may be the limiting factor for precipitation in more arid areas [i.e., moisture recycling (31)], whereas in humid areas, where atmospheric moisture is abundant, the feedback may be controlled by more dynamic mechanisms [e.g., dampened instability (32), or convection triggered by thermal buoyancy over relatively drier soils, or mesoscale convergence (2, 3, 5) ].
This study supports the concept of soil moistureatmosphere feedback and indicates that knowledge of soil moisture can help to constrain the probability of next-day precipitation in many areas, independently of any precipitation persistence. Further study on boundary layer processes is needed to tease out the physical pathways behind the results shown here, so that these hydrologic relationships may be better represented in weather and climate models. Fig. 2 . Maps of the impact of soil moisture on the probability of next-day precipitation. Relative probability factors that represent the mean impact of soil moisture on precipitation probability, calculated as the predicted precipitation probability when soil moisture was included in the regression model divided by the predicted precipitation probability when soil moisture was removed, are shown. Blue colors indicate that the inclusion of soil moisture in the model reduced the predicted precipitation probability, while red colors indicate that the probability increased. Light gray areas denote the absence of a statistically significant relationship (a = 0.05), and dark gray areas were not tested. The values shown are for VUA-NASA (25) (top row) and UMT (26) (bottom row) soil moisture. The left column shows mean relative impact below median soil moisture anomaly (i.e., drier than seasonal median conditions), and mean relative impact above median soil moisture anomaly (i.e., wetter than seasonal median conditions) is presented in the right column. Negative feedback (i.e., impact higher than 1 in dry soil moisture conditions and lower than 1 in wet conditions) dominates the eastern portion of the study area, while positive feedback (i.e., impact higher than 1 in wet conditions and lower than 1 in dry conditions) is more prominent in western areas.
