In previous work by the authors, Spectral Difference Method has been formulated in a framework with time-dependent moving deformable meshes. The framework has also been shown to preserve the design accuracy of the underlying high order temporal (explicit Runge-Kutta) and spatial discretization (Spectral Difference) methods. In this study, Spectral Difference method is further extended to deal with fluid-structure interaction problems in a dynamic grid-deforming framework. In particular, we address the technique for blending the mesh in the presence of moving and deforming physical boundaries, the issue of fluid-structure coupling, and the formulation of the structural model. Flows over plunging and pitching airfoils are solved on deforming meshes, and the results are validated with experimental studies as well as previous numerical results with rigidly moving meshes. The solver is then applied to solve a fluid structure interaction problem, which involves an elastic beam interacting with a cylinder vortical wake. Finally, we consider the case of a flow over a finite mass cylinder that is free to oscillate in the cross-flow direction, and examine the dynamics of the flow induced cylinder movement and oscillation.
I. Introduction
High order methods have recently emerged as attractive tools for producing highly accurate results with minimum numerical dissipation. Discontinuous Galerkin (DG) [1] [2] [3] [4] [5] is among the most popular and widely implemented high order method. Other high order methods with the features of being potentially more efficient and easier to implement are emerging. In particular, we focus on spectral difference (SD) method in this paper. Further details on SD method can be found in, [6] [7] [8] [9] [10] [11] [12] while various applications of SD method can be found in. [13] [14] [15] [16] [17] [18] While most of the high order methods applications with DG as well as SD have been concentrated on steady state problems on fixed meshes, recent work has seen the extension of the high order methods to time accurate unsteady problem on dynamic meshes. Spatially and temporally high order DG and SD methods on unstructured dynamic moving deforming meshes have recently been formulated and implemented successfully.
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Accurate aeroelastic simulation has been a subject of ongoing research, with important relevance for many practical engineering problems ranging from blood vessels, bridges, to fighter aircrafts. While DG method has been applied to fluid structure interaction problems, 23 there is relatively little work done in devising high order aeroelastic SD solvers. Building upon the grid-deforming framework of the spatial and temporal high order SD solver, 24 we present in this study the SD formulation for the Navier-Stokes equations coupled with structure finite element model for solving the fluid structure interaction on dynamic deforming meshes.
To formulate the SD method for aeroelastic coupling, a strategy for handling mesh and boundary movement need to be devised. In this paper, we review the mesh deforming and blending techniques used for solving the conservation laws on distorted meshes. For arbitrary elastic boundary deformation, which is usually the case for elastic structure elements, we implement the method used by.
23, 29 Using the proposed method, a cubic spline with clamped edges is used for fitting boundary displacements along the structure element, entailing smooth mesh deformation between the structure and the far field boundary of the flow domain. For the structure solver, we consider a finite element model of a beam based on the theory of elasticity. 31 The coupling of the fluid solver and structure solver is handled by using a multi-stage explicit Runge-Kutta scheme, without addtional inner iteration. At each RK stage, fluid force is passed as an external distributed load to the structure model. The finite element solver subsequently returns the boundary displacements and velocities, which are propagated into the flow in the form of mesh disturbances, represented by the deforming mesh metrics and modulus. To ensure close fluid structure coupling, we use the fourth order, strong stability preserving, five-stage RK4 method.
The rest of the paper is organized as follows: we start by revisiting the method for solving the transformed conservation laws on unsteadily deforming meshes. This is then followed by the formulation of SD method in such a transformed space. Mesh deforming and blending techniques are introduced next, covering both the cases of rigidly moving boundary and elastic deforming boundary. We then present the formulation of the finite element model based on the elastic beam theory. Finally, we demonstrate the solver with a couple of applications in the results section.
II. Steady and Unsteady Coordinate Transformation
Consider two domains, with one being an arbitrary domain in physical space, and the other a cartesian domain in computational space. A transformation, either analytic or numerical, can be formulated to map one domain into the other. The same transformation function is used to transform the governing equations for use in the new computational coordinate system. Depending on whether the two domains are moving relatively to each other, the coordinate transformation can be further classified into steady transformation and unsteady transformation. For completeness, both have been outlined below.
II.A. Steady Coordinate Transformation
For the steady transformation, consider the transformation function Ts, that maps the (X, Y ) coordinates in reference space to the (ξ, η) coordinates in computational space:
and we have:
Using the chain rule to arrive at the transformation gradient as:
The Jacobian of the transformation gradient is equal to:
II.B. Unsteady Coordinate Transformation
When the two coordinate systems are moving relative to one another, the unsteady transformation Tu is now time dependent. Let's consider the unsteady coordinate transformation between the physical space in (x, y) and the reference space in (X, Y ).
Again using the chain rule to arrive at the unsteady transformation gradient as:
The Jacobian of the unsteady transformation gradient is equal to:
III. Conservation Laws Transformations

III.A. Navier-Stokes Equation in Untransformed Physical Space
Consider the unsteady compressible 2D Navier-Stokes equations in conservative form written as:
where the conservative variables U and the Cartesian components F(U, ∇U), and G(U, ∇U) of the flux, which include both the inviscid and viscous flux vectors such that
The Cartesian components F v (U, ∇U) and G v (U, ∇U) of the viscous flux vector are given by
Here ρ is the density, u and v are the velocity components in x and y directions, p stands for pressure and E is the total energy. The pressure is related to the total energy by
with a constant ratio of specific heat γ. For all test cases in the present study, γ is going to be 1.4 for air. µ is the dynamic viscosity, C p is the specific heat and P r stands for Prandtl number. T is temperature which can be derived from the perfect gas assumption. λ is set to −2/3 according to the Stokes hypothesis. The stress tensor takes the following form
III.B. Navier-Stokes Equations in Transformed Reference Space
In the unsteady case, using the chain rule for differentiation, and define the following new identities
The governing equation in the new reference coordinate space in the unsteady case still assumes the same conservation law form:
III.C. Navier-Stokes Equations in Transformed Computational Space
In the steady case, again using the chain rule for differentiation, the equations transform into the following non-conservative form
By defining the following new identities for the steady case 
IV. Formulation of Spectral Difference Method on Deforming Meshes
For the application of SD method to unsteady moving boundary problems, there are three coordinate systems of interest, i.e. the computational space, the reference space, and the physical space. The computational space is a cartesian domain with standard unit square elements. The reference space can be considered as the physical space at time t = 0 when the boundary is initially at rest and has not been displaced. The reference space is in general an unstructured quadrilateral mesh domain. Finally, the physical space is the reference space undergoing a prescribed time dependent rigid or deforming motion. We define these three domains as:
With three coordinate systems, we need two transformations for the computation of the unsteady flow solutions. The first one involves a stationary transformation between the fixed unstructured reference domain and the fixed cartesian computational domain. The second involves the unsteady mapping of the solutions between the fixed reference domain and the moving deforming physical domain.
Firstly, consider the stationary transformation between the reference and the computational domain. All elements in the reference domain (X, Y ) are transformed into standard square elements (0 ≤ ξ ≤ 1, 0 ≤ η ≤ 1). The transformation can be written as:
where K is the total number of points used to define the physical element, (X i , Y i ) are the cartesian coordinates of those points, and M i (ξ, η) are the shape functions. For elements with straight edges, K is equal to 4. For elements lying on curved boundaries, 8 points (four mid-edge and four corner points) can define a quadratic representation and 12 points can determine a third-order cubic representation. The metrics and the Jacobian of the transformation can be computed for each element. The governing equations in the reference domain are then transferred into the computational domain, and the transformed equations take the form we derived earlier:
where
IV.A. Solution Reconstruction
In the standard element, two sets of points are defined, namely the solution points and the flux points.
In order to construct a degree (N − 1) polynomial in each coordinate direction, solutions at N points are required.
The solution points in 1D are chosen to be the Gauss points defined by:
The flux points were selected to be Legendre-Gauss quadrature points plus the two end points 0 and 1.
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Choosing P −1 (ξ) = 0 and P 0 (ξ) = 1, the higher-degree Legendre polynomials can be determined as:
The locations of these Legendre-Gauss quadrature points are the roots of equation P n (ξ) = 0. They are generally found to be more stable for SD methods 11 than the Gauss-Lobatto flux points. Using the solutions at N solution points, a degree (N − 1) polynomial can be built using the following Lagrange basis:
Similarly, using the fluxes at (N + 1) flux points, a degree N polynomial can be built for the flux using a similar Lagrange basis:
The reconstructed solution for the conserved variables in the standard element is just the tensor products of the two one-dimensional polynomials,
IV.B. Flux Reconstruction
From the reconstructed solution U c in the computational space, the flux vectors F c (U c , ∇U c ) and G c (U c , ∇U c ) at the flux points in the computational space can be reconstructed through transformations to and from the reference space:
where S.T. is the steady transformation operator that maps the reference space flux vectors to the computation space flux vectors, and is represented mathematically as:
For steady problems, the above mapping and computation will be sufficient. When the actual physical domain is moving in time, a further unsteady transformation need to be introduced between the reference domain and the physical domain to introduce the unsteady perturbations in the physical space into the stationary reference space through the time dependent transformation metrics. The flow diagram now looks as:
where U.T. is the unsteady transformation operator that maps the physical space flux vectors to the reference space flux vectors, and is represented mathematically as: 
IV.C. Riemann Solver for Interface Flux
The reconstructed fluxes are only element-wise continuous, but discontinuous across cell interfaces. For the inviscid flux, a Riemann solver is employed to compute a common flux at interfaces to ensure conservation and stability. In our case, we have used the Riemann problem solver ( ? or ? with entropy fixing approach like ? ) to compute the interface fluxes. For moving mesh problem, the Rusanov flux F n in the interface normal direction n in the physical domain is written as:
where To get the outgoing normal in physical space, we use the reference space outgoing normal n r and transform it with the transformation matrix as:
The fluxes and solutions in physical space that are required for the Riemann solver are obtained from their reference space counter parts through coordinate transformation, as we did previously.
V. Mesh Blending Method for Moving Deforming Boundaries
The grid deformation strategy implemented in the current study is first introduced by Morton, Melville, and Visbal. 30 It is an algebraic method that updates the mesh at every time step. This method has the property of preserving grid orthogonality near the surface under substantial deformation, which is very desirable for high Reynolds number viscous flow simulation.
V.A. Rigid Moving Boundary
To retain the orthogonality near the surface where boundary movement starts, the grid lines perpendicular to that surface are rotated and translated as rigid bodies with the movement of the surface.
Define the displaced mesh by (x, y) p , the original undisplaced mesh by (x, y) d.m , the translation displacement by (x 
Far away from the moving boundary, the flow domain is fixed and unchanged, and setting it as (x, y) f.m , so that
In the region between the rigidly displaced mesh and the fixed stationary mesh, a polynomial blending is constructed to provide smooth propagation for the unsteadiness in the mesh from one end to another. Polynomial with zero slope at the end points lead to orthogonality at the boundaries of the deforming region. In this study, a 5th order bending polynomial, as used by Persson et al, 21 is used. The form of the polynomial is:
where s = d/D is the ratio of the arc-length distance, d, of a point to the inner edge of the deforming region to the total width, D, of the deforming region. The rigidly displaced mesh can then be combined with the fixed stationary mesh through the deforming mesh using the blending polynomial to form the transformed mesh in the unsteady physical domain as:
An example of a blended mesh for a rotating and translating airfoil in an O-mesh is illustrated in figure  1 . 
V.B. Elastic Deforming Boundary
While the above method works well for problems where the entire boundary is moving as a rigid body, a more general and flexible approach is needed for elastic deforming boundary where different points are displaced differently. The method used in the work by Persson et al 23 for deforming membrane is adopted and briefly outlined here.
For an elastic boundary under an externally applied load, the deformation distribution of the boundary can be obtained by solving the structure model. The computed deformation distribution allows us to displace the mesh from one grid point on the boundary to the next, and blend them to the farfield fixed mesh. However, in general the displacement distribution of an elastic boundary has non-vanishing slopes at its two ends, leading to unsmooth transition to its neighbouring mesh. To avoid this, a cubic spline function can be created by sampling the displacements along the elastic boundary and adding a point a small distance forward of the boundary and a second point a small distance aft of the boundary. By specifying zero derivative at those two additional points, the resultant cubic spline will have smooth transistion to the surrounding undeformed mesh.
Consider a general deformed elastic boundary, and take the straigt line joining the two ends of the boundary as the reference x-axis, the coordinates of the deformed mesh can be represented as:
where y d c is the cubic spline function of the deformation distribution, including the two addtional end points for smooth transition.
Once the boundary displacement at every grid point is known and the new mesh coordinates computed as above, the same blending technique used in the previous section can be implemented to smooth the vertical displacement at the boundary to its far field stationary reference mesh. The coordinates of the entire mesh in the deformed physical space can now be written as:
Lastly, if the straight line joining the two ends of the boundary, which we treat as the reference x-axis, does not coincide with the real x-axis, then additional rotation and translation operations as outlined in the previous section should be carried out. 
V.C. Numerical Validation for Flow Solver
In this section, we performed numerical validation for the SD solver on deforming meshes by comparing our numerical simulations of plunging and pitching airfoils with the available experimental results. The plunging and pitching airfoils problems have previously been studied with rigid mesh displacement. 24 We perform the same computations on deforming grids. Nearly identical results have been obtained for simulations performed on rigid mesh and deforming mesh. Both compare very favorably with experiments. The two cases are presented briefly below for completeness. For more details, please refer to. 24 
Plunging Airfoil in Deformable Domain
We consider a plunge motion with plunging frequency ω = 2.46 and amplitude h = 0.12c. This setup is identical to the one with Sr = 1.5 in the paper of Jones et al. 32 The free-stream Mach number is equal to 0.2. Reynolds number is 1800. Dirichlet boundary condition is used. The SD solver with fourth-order solution polynomial is used for the computation. As shown in figures 3(a), our simulations show that the vortex shedding travels upwards if the first stroke of the airfoil goes downwards, and vice versa. The vortical pattern obtained from simulation agrees very well with the experimental results shown in figure 3(b) obtained in a water tunnel. The computation is able to reproduce the fine structures traveling in the opposite direction in the wake of the airfoil. These fine structures resemble the structures shown in the photograph of the experiment by Jones et al. The vortical pattern as well as the lift and drag coefficients obtained in this study using deforming mesh are nearly identical to the previous study using rigidly plunging mesh.
Pitching Airfoil in Deformable Domain
We also studied viscous flow over a pitching NACA0012 airfoil along its quarter chord axis. The simulations were conducted at a significant higher Reynolds number than the previous plunging case. In particular, we aim to validate the simulation with existing experiment results of a pitching airfoil, and test the solver with increased Reynolds number. The simulation Reynolds number, based on the airfoil chord length, is Re = 12, 000. This is chosen in accordance with the experimental study carried out by Koochesfahani, 33 in which the vortical patterns behind a pitching NACA 0012 airfoil around the quarter chord axis were studied and visualized in a water tunnel. The experiments were performed with the same Reynolds number. The simulations were computed at a small mach number of M ∞ = 0.12, at a reduced frequency of k = πcf u∞ , where f is the pitching frequency and c is the chord length. The amplitude of the sinusoidal pitching motion is denoted A. The airfoil starts with a zero mean angle of attack. Two cases have been computed and compared with the corresponding experimental wake pattern. The simulations here were performed with 4 th order SD method.
Comparing the vortical patterns, the simulations for the cases with (A=4 degree, k=0.835) and (A=4 degree, k=3.09) produce wakes that are very similar to the experimental visualizations. In the early case, as shown in figure 4 , the wake assumes a form of undulating vortex sheet. For the latter case, the simulation is able to capture the double-vortex feature which persists a long way downstream, as shown in figure 5 . As in the previous section, these simulations performed on deforming mesh yield almost the same results as those in the previous study with rigid mesh rotation, hence readers are encouraged to refer to it for further details which are not presented here.
V.D. Euler Vortex on Deforming Mesh
In order to conduct simulation of flow over an elastic flexing beam (presented in the later section) while keeping the channel wall boundaries fixed, the mesh is deformed and blended as discussed previously. To test the mesh deformation algorithm, we solve the euler vortex problem 34 on a mesh that deforms in exactly the same way as it would for the channel flow case. The vortex has a radius of 1.5 and strength of 0.5, and has an initial position away from the deforming region. For details of the analytical expression for the euler vortex problem, please refer to.
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The pressure vortex at its initial position and at the position of maximum mesh deformation is shown in figure 6 . As can be easily observed from the figure, despite the very weak vortex strength, the pressure contour is undistorted as it passes through the deforming mesh. 
VI. Structure Model and Fluid Structure Coupling
In this section we outline the structure models that are used in the computation, starting with a springmass model that allows simple geometries such as cylinder or airfoil to be modeled, and then following up with the finite element formulation of the elastic beam theory to model the more complex elastic beam bending problems.
VI.A. Moving Cylinder or Airfoil
For the structure model of the cylinder, for example, we use a simplified mass-spring system to represent the dynamic of the cylinder. The cylinder is constrained to move in the vertical direction only, but extension to the streamwise direction is straight forward. A sketch of the structure model is shown in Fig 7. The cylinder movement is driven by the force exerted by the external fluid flow. The governing equation for the simplified structure model is expressed as follows:
where M is the mass of the cylinder, K is the stiffness of the spring, F is the external force, which is equal to the lift exerted on the cylinder due to the fluid flow, x is cylinder displacement, and a is the acceleration of the cylinder. The second order dynamic equation can be written as a system of first order differential equations as follows:
where v is the velocity of the cylinder. The system of first order equations can then be solved with the fourth order Runge-Kutta method, which is the same time integrator used in the fluid solver.
VI.B. Elastic Beam
To solve the elastic beam bending problem, we consider the theory of elasticity by assuming plane stress or plane strain condition. Interested readers are encouraged to refer to the work of Kwon and Bang, ? where greater details are given.
VI.B.1. Governing Equations
For a two-dimensional structural problem, there is a total of eight unknowns, including three stresses, three strains and two displacements. These can be solved by eight equations that govern the force equilibriums, constitutive properties, and kinematics for the structure element.
Equilibrium Equations
Consider a two-dimentional infinitesimal structural element, the force equilibrium in the x direction can be written as (σ x + ∂σ x ∂x )dxdy − σ x dxdy + (τ xy + ∂τ xy ∂y )dxdy − τ xy dxdy + f x dxdy = 0 (36) which balances pressure stress σ x , shear stress τ xy , and externally applied force f x . It can be simplified to Equations (53) and (54) are the equations of equilibrium.
Constitutive Equations
The relationship between the stresses and strains are governed by the constitutive equations. For an isotropic material, the constitutive equations that relate the stresses to strains, assuming the plane stress condition can be written in the matrix form as 
where E is the elastic modulus and ν is the Poisson's ratio. On the other hand, if plane strain is assumed, the constitutive equations are then expressed as
Kinematic Equations
The kinematic equations relate strains to displacements. In matrix form, this is written as
where u and v are the displacements in the horizontal and vertical directions.
VI.B.2. Finite Element Formulation Solution Representation
For the finite element discretization, the discrete solution in each element is locally represented by a shape function l on n solution nodal points u i or v i as
The derivative of the local solution can then be obtained by taking derivative of the shape function.
Galerkin Method
For Galerkin's method, the governing equations (53) and (54) T has been used to represent the derivative matrix of the shape functions.
Element Stiffness Matrix
From the previous section, the solutions and their derivatives are expressed by the shape functions and nodal values. Hence we can further express the displacement terms in the governing equation by the shape functions and nodal values. Denoting the matrix that consists of the derivative of the shape function by [B] and the nodal displacements by [d] , the finite element formulation applied to a local element can be written as 
Mass Matrix for Dynamic Analysis
For dynamic problem, the inertia force is added to the equations of equilibrium to obtain the following equations of motions,
Following the same analysis by applying the Galerkin's method to the inertia terms, the resulting mass matrix is written as
where [N ] is the matrix of the shape function l.
Governing Equation in Terms of Mass and Stiffness Matrix
The governing equation for the elastic problem in terms of finite element formulation can finally be written in terms of the mass and stiffness matrice as
where F is the external force including the boundary condition term. The resulting expression resembles the simple form of the equation for the spring-mass model. As before the system of second order dynamic equations can be written as a system of first order differential equations, solved with the fourth order RungeKutta method.
VI.C. Numerical Validations for Elastic Beam
In this section, we validate our finite element beam solver by comparing results from existing literature. A benchmark test for fluid structure interaction simulations has been proposed by. 36 The test involves flow over a cylinder with an attached elastic beam. The beam deflection test was performed and the result was tabulated, which we used to validate our structure solver. Both static and dynamic analysis of the finite element beam are considered. The structure solver is tested by considering an elastic beam of the following configuration shown in figure 8(a) . The material properties are tabulated in table 1.
Material Properties Static Test 1 Values Static Test 2 Values Dynamic Test Values
Poisson
1,400,000 5,600,000 1,400,000 Gravity g (m/s 2 ) 2 2 2 
VI.C.1. Finite Element Elastic Beam Static Test
For the static test, the beam is subjected to its own weight under gravity. The tip vertical deflection of the elastic beam is computed and compared with the result from the benchmark test. The comparison is tabulated in table 3, while the deflected beam is shown in figure 8(b) . By increasing the number of degree of freedoms in the finite element beam, we obtained a converged solution that agrees reasonably well with the benchmark test result. 
VI.C.2. Finite Element Structural Beam Dynamic Test
For the dynamic analysis, we solve the structure equations with the added inertial force. The equations can be written as a system of first order equations, which are then solved with the fourth order Runge-Kutta method. The time history of the beam tip vertical deflection is shown in figure 9 . The number of degree of freedoms used is DOF s = 202. The time step is set equal to dt = 0.0001. The resulting structure dynamic agrees well with the work by Turek and Hron. 
VI.C.3. Discussion
While more sophisticated finite element analysis (FEA) solver can be used to model the beam more accurately, the current finite element method based on the work of Kwon and Bang is simple and efficient to implement while providing reasonably accurate results. While the emphasis of the present study is to device a framework to integrate a finite element structure solver with the high order SD solver to arrive at a general purpose fluid-structure-interaction solver, a more sophisticated FEA solver can be implemented in the future in a straightforward manner.
VII. Fluid Structure Coupling and Time Integration Method
The interaction between the fluid force acting on the solid boundary and the subsequent solid boundary deflection and velocity are handled through multi-stage explicit Runge-Kutta time stepping. At each RK stage, the fluid dynamic force computed from the fluid solver is integrated along the solid boundary. The resultant forcing vector is used to compute the structure deflection and deflection velocities. Subsequently, the flow domain is deformed according to the boundary displacements and its velocities. We do not employ sub-iteration to ensure convergence, but rely on the multi-stage RK method for close coupling. For this reason, the 5-stage Strong Stability Preserving RK4 scheme is used.
VIII. Results
In this section, we present simulation results for two fluid structure interaction problems. In the first case, we consider the configuration of an elastic beam attached to the back of a cylinder, and investigate the interaction of the elastic beam with the wake of the cylinder. We start by studying steady flow over the cylinder-beam structure, before presenting the simulation results for the fluid-structure interaction problem. In the second case, we examined the flow induced oscillation of a free floating cylinder. The finite mass cylinder is given the degree of freedom to move in the cross-flow direction, in reaction to the incoming freestream.
VIII.A. Steady Flow over a Cylinder-Beam
The fluid solver is first tested with channel flow over rigid undeflected cylinder-beam configuration. The inflow boundary condition is set according to the benchmark test such that the inlet velocity has a parabolic profile. With our compressible full Navier-Stokes solver, we have chosen our parameters such that this corresponds to a Mach number of 0.02 and 0.1 respectively. The flows are simulated using 4th order SD method. The vorticity, Mach, and pressure contours of the steady state solution for the Re = 100 case are shown in figure 11 . The drag and lift forces are compared with the incompressible results from the benchmark test. The comparison is shown in table 4. The lift and drag forces in both cases are close to the benchmark test results. The deviations are likely due to the difference between a compressible and an incompressible solver. We observe that as the freestream Mach number increases, the difference also increases. Regarding the production of the lift force, we note that the test case has been set up so that the flow is not symmetrical along the center line. The channel is slight wider above the center line than below. The time history of the force coefficients of the channel flow over the rigid cylinder-beam structure is shown in figure 10 . mach and pressure contours in a single flapping cycle are plotted in figure 13 and figure 14. Figure 13 To examine the effect on drag due to structure elasticity, a second simulation is performed with the same flow conditions but with the beam being rigid. The resulting drag coefficient time history is plotted in figure  15 (a) , along side the drag coefficient time history of the previous fluid structure interaction case in figure  15 (b) . While the average value of the drag has increased by a small amount, about ∆C D = 0.15, the instantaneous drag rise due to structure deformation, however, can be quite significant. The evolution of the cylinder trajectory is shown in figure 16 . The vorticity is shed behind the cylinder as the fluid flows over it. The cylinder initially stays at its original position when the vortical pattern behind the cylinder remains symmetrical, as seen in figure 16(a) . However, after a period of time, the symmetry of the vortical pattern is lost, and subsequently a lift is generated on the cylinder which accelerates it upwards. The upward trajectory of the cylinder is shown from figure 16(b) -(e). The cylinder eventually peaked its position at around position 5, and moved back downwards, and settled at a stable position at 6.
After the transient movements shown previously, the cylinder eventually oscillates around a stable position. This is illustrated in figure 16(i)-(l) . The lift and drag coefficients time histories are shown in figure  17 .
IX. Conclusion
In this paper, we have formulated and implemented a computational aeroelastic solver based on the high order SD method on deforming meshes. We discussed, among other things, the method to deform mesh for flexible surface using cubic spline curve, the formulation of a finite element solver based on elastic theory, and the integration of the structure and fluid solver. Many numerical tests have been conducted to validate the deforming mesh algorithm and the finite element structure solver. In addition, two fluid- structure interaction problems are solved using our present formulation. From those tests, we showed that the solutions on deforming meshes produce results that are nearly identical to fixed meshes. The structure solver yields fairly accurate answers despite its simple formulation. The integration of the fluid and structure solvers is achieved through multi-stage Runge Kutta method, which produces stable coupling of the fluid structure dynamics while at the same time remains very simple and efficient. The current framework can very easily accommodate a different FEA solver without major reformulation.
