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The “Sell in May” effect has in previous research been referred to as a puzzle that remains to 
be solved. The persistence of the anomaly would pose a challenge to the notion of market 
efficiency and provide investors with an easy way to earn abnormal returns. With stock price 
data covering 99 different markets we analyze the presence of a statistically significant “Sell 
in May” effect in a total sample period from 1928 to 2020. Additionally, Hofstede's cultural 
dimensions are included in the analysis as an attempt to explain the phenomenon.  
 
The time-series regressions provide evidence of a significant “Sell in May'' effect in 30 
countries which is reduced to 27 when controlling for the January effect. The SIM effect is 
found to have a significant and positive impact on returns in both time-series regression and 
panel data regression. The results suggest a more pronounced SIM effect in developed markets 
and geographically in Europe and Asia. Panel data regression reveals that the regions South 
America and Europe contribute to explaining the phenomenon with significant and positive 
interaction effects. Additionally, the two cultural dimensions Indulgence and Long Term 
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A seemingly old and inherited market saying has created debate amongst academics, investors 
and the financial press where the strategy is simple and concise “Sell in May and go away” 
(Bouman & Jacobsen, 2002). The adage implies that the month of May marks the start of a 
bear market where investors would profit from liquidating their stocks and holding cash 
(Bouman & Jacobsen, 2002). Bouman and Jacobsen (2002) were one of the first to study 
whether the “Sell in May” (hereafter SIM) effect could be advantageous for investors. They 
named this new market efficiency anomaly: “another puzzle”, and the puzzle has yet to be 
solved (Zhang & Jacobsen, 2021). Previous research has found empirical evidence for the SIM 
effect and should it remain to exist, it would challenge the notion of market efficiency (Zhang 
& Jacobsen, 2021). Based on established fundamental theory, the anomaly is expected to 
reverse itself, however this phenomenon appears to defy economic gravity (Zhang & Jacobsen, 
2021).  
This thesis provides three extensions of prior research. Firstly, the statistical significance of the 
SIM effect is tested in an extended sample period until 2020 to test the endurance of the 
anomaly. Second, the study introduces panel data models with random effects in order to allow 
for interdependence among variables, and group level heterogeneity. Lastly, we question why 
the SIM effect is found to be more pronounced in some regions (Bouman & Jacobsen, 2002; 
Degenhardt & Auer, 2018; Zhang & Jacobsen, 2021) and include Hofstede's cultural 
dimensions with the aim of explaining the anomaly. Time-series regression reveals a significant 
SIM effect in 30 countries which is reduced to 27 when controlling for the January effect. The 
effect appears to be more pronounced in developed markets which is consistent with previous 
research (Bouman & Jacobsen, 2002; Degenhardt & Auer, 2018; Zhang & Jacobsen, 2021). 
Panel data regression verifies the presence of a SIM effect that has a significant and positive 
impact on returns. The regions South America and Europe are found to contribute to the 
explanation of the anomaly with significant and positive interaction effects. Additionally, the 
results imply that two of Hofstede cultural dimensions namely Indulgence and Long Term 
Orientation can explain the SIM effect.  
The thesis begins with a theoretical framework where the purpose is to gain a deeper 
understanding of the phenomenon. Section 3 introduces the data collection and processing 
while the applied methodology is explained in section 4. The results are presented in section 5, 
interpreted and discussed in section 6, before the thesis closes with a conclusion that considers 
the implication of the findings. 
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2 Previous research 
This section will present a theoretical framework in order to obtain a greater understanding of 
the phenomenon. The section begins with a literature review across markets and is further 
divided into three different regions that are represented with their own subsection, respectively 
US, Europe, and Asia. The section ends with a presentation of potential explanations for the 
SIM effect and an introduction to Hofstede's cultural dimensions.  
2.1 Across markets 
The original study from Bouman and Jacobsen (2002) concluded that the SIM effect can be 
advantageous for investors when they reinvest in November as two factors usually are present. 
Firstly, average returns from November until April are higher than the rest of the year, implying 
that there is in fact a SIM effect. Second, the risk-free rate in May until October is higher than 
the average returns in the same period (Degenhardt & Auer, 2018). Bouman and Jacobsen 
(2002) examined whether monthly stock returns in 37 Morgan Stanley Capital International 
(MSCI) reinvestment indices from 1970 to 1998 were significantly lower in the months from 
May to October than the rest of the year. They discovered a SIM effect in 36 of the 37 countries 
in the sample, and dummy ordinary least squares (OLS) regression illustrated a statistically 
significant SIM effect in 20 of the MSCI indices (Degenhardt & Auer, 2018). The findings 
revealed that the SIM effect was especially strong and highly significant in European countries 
and attested to be durable over time (Bouman & Jacobsen, 2002). Considerations like data 
mining, risk, cross correlation between markets and the seasonal anomaly called the January 
effect were not proven to explain the SIM effect (Bouman & Jacobsen, 2002).  
The study by Bouman and Jacobsen (2002) provided several characteristics of the SIM effect. 
Firstly, the effect tends to be greater in developed markets, and the findings imply that it is a 
calendar effect in contrast to a weather effect. In addition, there appears to be no deviation in 
the strength of the effect across diverse market sectors. Lastly, the higher average returns in the 
winter months are not accompanied with higher risk, which defies the established theory of a 
positive risk-return trade-off (Degenhardt & Auer, 2018). 
The pivotal study from Bouman and Jacobsen (2002) is followed by further research that often 
reexamine the original findings in out-of-sample studies, supplement the results or include 
methodological changes (Degenhardt & Auer, 2018). Jacobsen and Visaltanachoti (2009) 
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extend the research from Bouman and Jacobsen (2002) by analyzing the 19 developed markets 
in an out-of-sample period from 1998 to 2007. The results revealed that on average, returns 
were higher during November to April than during May to October in all 19 markets (Jacobsen 
& Visaltanachoti, 2009). Haggard and Witte (2010) also conducted an out-of-sample study and 
tested the 37 countries over a longer period from 1970 to 2008. They found a positive SIM 
effect in all of the 37 countries and increased the number of countries with a significant effect 
to 22 (Haggard & Witte, 2010). Haggard and Witte (2010) controlled for outliers with M-
estimation techniques of Huber (1964) and Hampel (1974) that decrease the impact of extreme 
errors by applying reduced weights to larger squared errors (Haggard & Witte, 2010; Hampel, 
1974; Huber, 1964). The Huber estimates decreased the number of statistically significant 
countries to 18 and they found that the impact of outliers was not uniform across countries 
(Haggard & Witte, 2010). Applying the Hampel estimate reduced the significant countries to 
15 and provided a more anticipated pattern of significance as all the countries with a significant 
Hampel estimate also illustrated a significant original OLS estimate (Haggard & Witte, 2010). 
The study concluded that the SIM effect is robust to outliers, the January effect and transaction 
costs (Haggard & Witte, 2010). 
Andrade, Chhaochharia, and Fuerst (2013) revisited the 37 markets in the study from Bouman 
and Jacobsen (2002) and tested them in the period from 1998 to 2012 by applying semi-annual 
returns. They confirmed that the effect remains out-of-sample with an equal economic 
magnitude as in the original sample of Bouman and Jacobsen (2002) (Andrade, Chhaochharia, 
& Fuerst, 2013). Across markets, average stock returns are found to be 10 percentage points 
higher in the period from November to April than in May to October (Andrade et al., 2013). 
The out-of-sample persistence implies that the SIM effect appears to be enduring and not fading 
in the time succeeding the study from Bouman and Jacobsen (2002) (Andrade et al., 2013). 
The SIM effect is reported to be positive in all of the 37 markets where 13 of the markets 
experience a significant effect (Degenhardt & Auer, 2018). 
To verify the robustness of the SIM effect Zhang and Jacobsen (2021) analyzed market price 
returns for 114 markets and total returns in 64 markets. By considering all periods with 
available data until 2017 across markets they were able to prevent prior skepticism concerning 
sample selection bias, data mining, outliers and statistical problems. Their sample covered 23 
developed countries, 23 emerging countries, 22 frontier countries and 46 additional countries 
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that have rarely been studied (Zhang & Jacobsen, 2021). Zhang and Jacobsen (2021) criticized 
the methodology of Bouman and Jacobsen (2002) and argued that a more applicable test of the 
anomaly is to test whether summer returns are significantly higher than short term interest rates. 
They reported that returns in May to October are significantly lower than the risk-free rate and 
that 45 out of 65 markets illustrate negative average risk premium (Zhang & Jacobsen, 2021). 
These findings do not only challenge the notion of market efficiency but also the conventional 
idea of a positive risk-return relationship (Zhang & Jacobsen, 2021). Additionally, they found 
that average price returns are higher in November to April in 87 out of 114 countries where the 
difference is statistically significant in 42 countries (Zhang & Jacobsen, 2021). Thus, the SIM 
effect appears to be prevailing in many parts of the world. However, the size of the effect does 
vary across nations with a stronger effect in developed and emerging markets (Zhang & 
Jacobsen, 2021).  
Moreover, merely six of the frontier markets exhibited a significant effect despite that 77% of 
the countries illustrated higher average returns during November to April compared to the rest 
of the year (Zhang & Jacobsen, 2021). Geographically the anomaly seems to be stronger in 
countries located in Europa, North America and Asia (Zhang & Jacobsen, 2021). Subsample 
period analysis revealed that the strongest SIM effect is observed in the last 50 years and are 
concentrated in developed Western European countries (Zhang & Jacobsen, 2021). Zhang and 
Jacobsen (2021) concluded that the SIM effect is a strong market anomaly that has strengthened 
rather than weakened in recent years. 
The previous research across markets has overall reported evidence for the SIM effect that is 
seemingly robust to the January effect, outliers, time-varying volatility, and data mining. The 
findings imply a strong anomaly since the second half of the 20th century that have not reversed 
itself after the publication of the study from Bouman and Jacobsen (2002). Developed and 




2.2 US markets  
There appear to be two explanations why numerous studies focus singularly on the SIM effect 
in the US market. First, shocks and other movements in the US stock market tend to transfer 
expeditiously to other markets in a recognizable manner (Degenhardt & Auer, 2018). Second, 
Bouman and Jacobsen (2002) detected a significant SIM effect that was reduced after 
controlling for the January effect (Degenhardt & Auer, 2018). 
Maberly, Pierce and Jacobsen (2004) revisited the findings of Bouman and Jacobsen (2002) 
for the US market from 1970 to 1998 by applying the CRSP value-weighted index. They found 
a significant SIM effect at the 5% level that they argue are driven by two monthly outliers: the 
crash in world equity prices in October 1987 and the collapse of the Long-Term Capital 
Management hedge fund in August 1998 (Degenhardt & Auer, 2018; Maberly, Pierce, & 
Jacobsen, 2004). By eliminating these two months from the analysis the significance decreased 
to the 10% level and when additionally controlling for the January effect the SIM effect became 
strongly insignificant (Degenhardt & Auer, 2018; Maberly et al., 2004). 
Galai, Kedar-Levy, & Schreiber (2008) discovered a diverse pattern from 1980 to 2002 when 
controlling for outliers using M-estimation techniques. In their analysis of S&P 500 daily 
returns the SIM effect is found to be significant merely after controlling for outliers represented 
by months with unusually low rates of return (Galai, Kedar-Levy, & Schreiber, 2008). They 
emphasized the critical effect that outliers have on the empirical estimation of seasonal 
anomalies (Galai et al., 2008). 
Lucey and Zhao (2008) revisited the findings of Bouman and Jacobsen (2002) for the US 
market (Lucey & Zhao, 2008). By analyzing CRSP data over the period from 1926 to 2002 
they argue that the SIM effect is simply a reflection of the January anomaly (Lucey & Zhao, 
2008). They concluded that when the SIM effect is present it is presumed to be driven by 
January returns and that the effect will not endure in the US equity market in the long run 
(Lucey & Zhao, 2008). 
Haggard and Witte (2010) reexamined the findings of Maberly and Pierce (2004) and Lucey 
and Zhao (2008) by extending the sample period until 2008 and lengthening the sub-sample 
periods (Degenhardt & Auer, 2018). They discovered a significant SIM effect in the period 
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after 1953 which was considered robust to outliers and the January effect (Haggard & Witte, 
2010). Haggard and Witte (2010) created mean-variance efficient portfolios and illustrated that 
including a SIM fund to a passive market fund significantly increased risk-adjusted portfolio 
performance of the value-weighted CRSP index. Moreover, they found that the inclusion of a 
January fund does not make the optimal weights of the SIM fund insignificant, indicating that 
the effect is not merely the January effect in disguise (Degenhardt & Auer, 2018). 
Jacobsen, Mamun and Visaltanachoti (2005) examined the relationship between the SIM effect 
and other prevalent anomalies for equally and value weighted portfolios selected on size, 
dividend yield, book-to-market ratios, earnings price ratios, and cash flow ratios for the US 
market. By applying Fama-French decile portfolios selected on size and value criteria from 
1926 to 2004 they found that the SIM effect appears to be a market wide phenomenon 
independent of other anomalies (Jacobsen, Mamun, & Visaltanachoti, 2005). All of the 
analyzed portfolios illustrated higher average winter returns than summer returns and in most 
of them this difference was statistically and economically significant (Jacobsen et al., 2005). 
The findings indicate that the SIM effect and the January effect are different anomalies 
(Jacobsen et al., 2005).  
Degenhardt and Auer (2018) examined if there was a SIM effect in highly liquid individual 
stocks and commodity futures that are expected to be particularly efficiently priced. The 
analysis covered monthly data in the period from 1989 to 2016 from 30 constituents of the 
DJIA in order to examine the effect in individual US stocks (Degenhardt & Auer, 2018). In the 
analysis of commodity futures 24 futures-based commodity sub-indices of the Goldman Sachs 
Commodity Index (GSCI) were applied (Degenhardt & Auer, 2018). The sample was divided 
into two sub-periods in order to study the durability of the effect over time (Degenhardt & 
Auer, 2018). Degenhardt and Auer (2018) applied four diverse methodologies gathered from 
earlier studies on the SIM effect. Firstly, the dummy variable OLS regression initially 
performed by Bouman and Jacobsen (2002), then a modified version adjusted for the influence 
of January returns. The third approach is an extension including time-varying volatility by 
using a GARCH(1,1) equation from Bollerslev (1986) that is contemplated to be adequate for 
most financial time series (Bollerslev, 1986; Degenhardt & Auer, 2018). Lastly, they applied 
M-estimation from Huber (1964) in order to reduce the influence of outliers (Degenhardt & 
Auer, 2018; Huber, 1964). Their findings detected a higher SIM effect in the stock market 
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compared to the commodity futures market (Degenhardt & Auer, 2018). The SIM effect was 
considered to be robust across both methodologies and time, underpinning previous research 
(Degenhardt & Auer, 2018). Conversely, the effect was found to be weakened in the stock 
market and strengthened in the commodity market as it has become part of the available public 
information by the publication of Bouman and Jacobsen´s (2002) study (Degenhardt & Auer, 
2018).  
To sum up, the results for the US market indicate that the SIM effect was not present before 
the second half of the 20th century. The majority of studies report a positive effect with a minor 
decline after the publication of the study from Bouman and Jacobsen (2002). Conversely, 
evidence on the statistical significance of the effect is contradictory and appears to depend on 
the data and control variables. Earlier studies focus on the robustness of the SIM effect to 
outliers and the January effect, while later ones appear to favor an independent SIM effect.  
2.3 European markets  
Carrazedo, Curto and Oliveria (2016) investigated the existence of the SIM effect in the 
European stock market from 1992 to 2010. Focusing mainly on Dow Jones STOXX sector 
indices for the Eurozone and the Nordic region they confirmed the existence of a strong 
seasonal effect on stock returns (Degenhardt & Auer, 2018). The SIM effect was confirmed in 
all of the 37 indices, 23 of which reveal statistically significant differences between the winter 
and summer average returns (Carrazedo, Curto, & Oliveira, 2016). Carrazedo et al. (2016) 
provided sample evidence that the estimated monthly summer returns was 1.8% lower than the 
winter returns. Additionally, the majority of indices with a statistically significant SIM effect 
revealed negative average returns during the summer months (Degenhardt & Auer, 2018). 
When applying a sub-period analysis, Carrazedo, Curto and Oliveria (2016) concluded that the 
SIM effect is persistent over time. The anomaly was detected in the Eurozone and the Nordic 
region. However, the effect was found to be weaker in the Nordic regions due to higher summer 
returns (Carrazedo et al., 2016). Carrazedo et al. (2016) concluded that the SIM effect remains 
economically significant after the publication of Bouman and Jacobsen´s study (2002). 
However, the average return has experienced a decline of 0.7% per month (Degenhardt & Auer, 
2018). 
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Unlike most prior research Dichtl and Drobetz (2015) chose to set an investment horizon of 
one year, thereby allowing an effective implementation of the SIM strategy. By doing so they 
were able to lessen potential data snooping problems and to exploit the small datasets in the 
most efficient way (Dichtl & Drobetz, 2015). Further, in contrast to Bouman and Jacobsen 
(2002) they avoided using the standard MSCI stock market indices arguing that investors would 
most likely not use them in their asset allocation (Dichtl & Drobetz, 2015). Dichtl and Drobetz 
(2015) chose instead to utilize data from stock market indices, mainly from Europe and US, 
that were easy to invest in and had lower transaction costs. In their research they included both 
all available index data and only index data after 2003, to account for the publication date of 
Bouman and Jacobsen´s (2002) study. The results suggested that the SIM effect exists when 
all available index data are applied. However, they discovered that in some cases the SIM effect 
might have been driven by a few extreme return observations (Dichtl & Drobetz, 2015). In 
addition, when considering index data after 2003 they documented a decreasing or even 
vanishing tendency of the SIM effect (Dichtl & Drobetz, 2015). 
In the European markets the majority of the studies report a significant SIM effect. However, 
the findings emphasize an important feature. The effect has weakened after the publication of 
the study of Bouman and Jacobsen (2002) which is to be expected for an anomaly. 
2.4 Asian markets  
Several calendar effects have been demonstrated to be strong in Asian markets (Degenhardt & 
Auer, 2018; Holden, Thompson, & Ruangrit, 2005; Lean, Smyth, & Wong, 2007). 
Additionally, several of the markets can be characterized as emerging markets where 
exploitable inefficiencies are expected to be more pervasive (Degenhardt & Auer, 2018; Hull 
& McGroarty, 2014). Maberly and Pierce (2003) tested the robustness of the SIM effect to 
alternative model specifications of the Japanese equity market from 1970 until 2003 by 
applying the Nikkei 225 index. They found a significant effect that appeared to be concentrated 
in the period preceding the introduction of Nikkei 225 index futures in 1986 (Maberly & Pierce, 
2003). However, the effect disappeared after the internationalization of the Japanese financial 
markets (Maberly & Pierce, 2003). This could indicate that a new market environment where 
arbitrage behaviors can be carried out easier may have resulted in a more efficient market and 
the disappearance of the SIM effect (Degenhardt & Auer, 2018).  
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Lean (2011) offers a broader study of the Asian market by examining daily stock returns from 
1991 until 2008 of Malaysia, China, India, Japan, Hong Kong and Singapore. OLS estimation 
illustrated a significant SIM effect in Malaysia and Singapore (Lean, 2011). However, by 
extending the analysis with several time-varying volatility models a significant effect were 
found for most of the combinations of countries and volatility models, regardless of the 
inclusion of a January dummy (Lean, 2011). The conditional variance model resulted in China, 
India, and Japan additionally providing evidence of the SIM effect (Lean, 2011). Lean (2011) 
concluded that the anomaly is present in all of the markets excluding Hong Kong. 
Sakakibara, Yamasaki and Okada (2013) claim that the seasonal return pattern in Japan is 
different and that the two appropriate seasons are from January to June and from July to 
December. As the return pattern of the SIM effect is shifted two months into the future, 
Sakakibara, Yamasaki and Okada (2013) rename the effect the “Dekansho-bushi” effect 
(Degenhardt & Auer, 2018; Sakakibara, Yamasaki, & Okada, 2013). They found a significant 
shifted effect for five Japanese stock market indices with a broadened stock selection that is 
robust to a January effect (Degenhardt & Auer, 2018; Sakakibara et al., 2013). By dividing the 
sample into post and pre the beginning of the Japanese economy crisis in 1990 they discovered 
a more prominent effect in the second sub-sample (Degenhardt & Auer, 2018; Sakakibara et 
al., 2013).  
Guo, Luo and Zhang (2014) examined the largest Asian market by concentrating on a value-
weighted index of Chinese A Shares constructed by GTA CSMAR from 1997 until 2013 
(Degenhardt & Auer, 2018). They found strong evidence of the SIM effect in the Chinese stock 
market that was considered robust to diverse regression assumptions, time-varying risk, and 
calendar effects such as the January effect (Guo, Luo, & Zhang, 2014).  
To sum up, the findings for Asian markets are not substantially different from the ones in 
Europe (Degenhardt & Auer, 2018). Several Asian markets display a SIM effect that is 
significant and mostly robust to often used tests (Degenhardt & Auer, 2018). Additionally, 
periods of presumably higher market efficiency have been found to abate the effect 
(Degenhardt & Auer, 2018). Conversely, two findings differ compared to other markets and 
appear to be of particular interest (Degenhardt & Auer, 2018). Firstly, there seems to be no 
decisive difference between developed and emerging markets. Secondly, Japan illustrates a 
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dissimilar kind of effect where the appropriate seasons are merely the first and second half of 
the calendar year (Degenhardt & Auer, 2018). 
2.5 Explanations for the SIM effect 
Due to the empirical evidence on the SIM effect´s existence, some researchers have been 
motivated to search for explanations. This section presents some of the main hypotheses in the 
academic literature. 
Doesvijk (2005) provided with his optimism cycle hypothesis an interesting explanation for 
the SIM effect. By linking the optimism of investors to the calendar years, Doesvijk (2005) 
suggests that in the last quarter of the year investors start looking forward to the next year. 
Doing so they are often trapped in an optimism bias resulting in overstating the economic 
outlook. As a consequence of this optimism and overestimation the stock returns tend to 
become positive (Doeswijk, 2005). The duration of the optimism is short as investors become 
more pessimistic when they realize that their economic outlook is not accurate (Doeswijk, 
2005). At this point, the optimism fades away, investors sell their stocks, and lower market 
returns follow during the summer (Doeswijk, 2005). Doeswijk (2005) presents two factors to 
support this optimism-cycle hypothesis. Firstly, Doeswijk (2005) suggests that psychology's 
involvement explains why investors would fall into the same trap repeatedly. Additionally, 
empirical support for the optimism cycle hypothesis is presented in the form of an optimism 
cycle-based trading strategy with significantly positive returns and a parallel seasonal pattern 
in initial public offering returns (Doeswijk, 2005). 
In another hypothesis, Cao and Wei (2005) investigated whether different seasonal market 
returns may be related to temperature. They argued that evidence suggests that lower 
temperature can possibly lead to aggression, whereas higher temperature can lead to apathy 
(Cao & Wei, 2005). Thus, they believe that returns are influenced by investors' risk-taking 
behavior, which is influenced by a temperature-based mood. Cao and Wei (2005) relate the 
high winter returns to increased aggression and therefore more risk-taking, and low summer 
returns to increased lethargy which impede risk-taking. By examining eight international 
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markets, they were able to reveal a temperature anomaly, which uncovered an overall negative 
correlation between temperature and stock market returns (Cao & Wei, 2005). 
Kamstra, Kramer and Levi (2000) offer a hypothesis which suggests that Seasonal Affective 
Disorder (hereafter SAD) plays a part in the seasonal time-variation of stock market returns. 
Based on documented psychological evidence, SAD is a medical condition which starts when 
days become shorter and nights longer, heightening investors' risk aversion (Kamstra, Kramer, 
& Levi, 2000). Therefore, they argued that during the Fall the stock returns should be lower, 
then become moderately higher during the winter months when days start to get longer. They 
were able to provide international evidence that stock market returns vary seasonally with the 
length of the day, resulting in the so-called SAD effect (Kamstra et al., 2000). 
The existing research focus on general explanations for the anomaly, however this thesis 
considers another approach which is based on findings in academic literature. As empirical 
evidence suggests a more pronounced SIM effect in some regions one might question if there 
are similarities between these regions that can explain the anomaly. This thesis introduces 
Hofstede's cultural dimensions as a possible explanation for the SIM effect, hoping to find 
cultural similarities in these regions that can explain the phenomenon. 
2.6 Hofstede's cultural dimensions 
Hofstede's cultural dimensions theory is a framework for understanding differences in culture 
across countries. The framework consists of six different dimensions: Power Distance Index 
(PDI), Individualism versus Collectivism (IDV), Masculinity versus Femininity (MAS), 
Uncertainty Avoidance Index (UAI), Indulgence versus Restraint (IVR), and Long Term 
Orientation versus Short Term Orientation (LTO) (Hofstede, 2001; Hofstede, Hofstede, & 
Minkov, 2010; Hofstede Insight, 2021). The Power Distance (PDI) indicates the extent to 
which less powerful members of a society accept and expect an unequal distribution of power 
(Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). The dimension concerns how 
society responds to inequality. Societies with a high degree of power distance accept a 
hierarchical order with no need for further justification (Hofstede, 2001; Hofstede et al., 2010; 
Hofstede Insight, 2021). In societies with low Power Distance the members attempt to achieve 
an equal distribution of power and demand justification for inequalities (Hofstede, 2001; 
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Hofstede et al., 2010; Hofstede Insight, 2021). In the dimension Individualism versus 
Collectivism (IDV) Individualism can be described as a preference for a social framework with 
loose ties where people are expected to take care of themselves and their immediate family 
(Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). On the other side is 
Collectivism which represents a preference for a society where individuals can expect their 
relatives or members of a specific group to take care of them in exchange for unconditional 
loyalty (Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). Uncertainty Avoidance 
(UAI) illustrates to which extent members of a society feel uncomfortable with uncertainty and 
ambiguity (Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). The main concern 
is how society responds to an unknown future and whether or not the members try to control it 
(Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). A high score on this dimension 
indicates rigid beliefs and behaviors that exhibit intolerance of unorthodox behavior and 
concepts (Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). A low score implies 
a more lenient approach where practice is valued over principles (Hofstede, 2001; Hofstede et 
al., 2010; Hofstede Insight, 2021). The next dimension illustrates the contrast between 
Masculinity and Femininity (MAS) (Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 
2021). Masculinity denotes a competitive society that values achievement, heroism, 
assertiveness, and material rewards for success (Hofstede, 2001; Hofstede et al., 2010; 
Hofstede Insight, 2021). On the contrary, Femininity represents a preference of a more 
consensus-oriented society where cooperation, modesty, and taking care of the weak are 
important principles (Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). Every 
society has to remember its past while simultaneously managing the challenges of the present 
and the future (Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). This 
fundamental issue is represented in the dimension of Long Term Orientation versus Short Term 
Orientation (LTO) (Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). A low score 
on this dimension represents a society that values traditions and exhibits suspicion towards 
societal change (Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). A high score 
represents a more pragmatic attitude where prudence and effort in modern education is 
encouraged as an approach of planning for the future (Hofstede, 2001; Hofstede et al., 2010; 
Hofstede Insight, 2021). The last dimension takes on Indulgence versus Restraint (IVR), and 
illustrates to what degree a society allows for a satisfaction of the member’s needs (Hofstede, 
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2001; Hofstede et al., 2010; Hofstede Insight, 2021). Indulgence denotes a society that grants 
fairly free satisfaction of basic and natural human drives associated with appreciating life 
(Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). Its opposite, Restraint denotes 
a society that suppresses satisfaction of needs and regulates it with rigid social norms 
(Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). 
Hofstede's cultural framework has been applied in previous research with the aim to explain 
differences in returns across countries. Aprayuda, Misra and Kartika (2021) examine the 
influence of Hofstede's four cultural dimensions: Power Distance (PDI), Individualism (IDV), 
Uncertainty Avoidance (UAI), and Long Term Orientation (LTO) on the investment return in 
Asian sustainable stock exchanges. To determine the effect of cultural dimensions on stock 
return, they collected monthly data from seven stock indices from Asian countries from 2015 
to 2019 (Aprayuda, Misra, & Kartika, 2021). The results revealed that Asian sustainable stock 
returns were significantly and positively affected by the four cultural dimensions (Aprayuda et 
al., 2021). They conclude by underlining the following: (i) increasing Power Distance would 
increase the market return in the Asian region, (ii) increase of Individualism in Asian countries 
would lead to higher returns on sustainable stocks, (iii) the increasing Uncertainty of 
Avoidance by investors in the Asian region would lead to higher stock returns, and (iv) Long 
Term Orientation had a significant and positive impact on market returns (Aprayuda et al., 
2021). 
Nguyen and Truong (2013) are some of the first to investigate whether cross-country cultural 
differences in Individualism and Uncertainty Avoidance can unfold the information content of 
the international stock market. The data sample consisted of annual earnings announcements 
from 42 countries for the period 1990-2006 (Nguyen & Truong, 2013). They employed three 
measures of the information content and computed R2 from the market model, abnormal return 
variance and abnormal trading volume among earnings announcements (Nguyen & Truong, 
2013). Nguyen and Truong (2013) found that the information content is higher in more 
individualistic countries and lower in countries that score high on Uncertainty Avoidance. The 
results indicate that high Individualism is related to overconfidence, self-attribution biases and 
high preferences for risk. Additionally, they infer that Uncertainty Avoidance is associated with 
conservatism and low preference for risk (Nguyen & Truong, 2013). 
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Relating the cross-country differences of stock market capitalization in 19 OECD countries to 
national culture, de Jong and Semenov (2002) examine whether Hofstede's cultural dimensions 
affect the stock market capitalization during the period from 1976 to 1995. They expected to 
find that the stock markets are more developed in societies with lower Uncertainty Avoidance 
and in societies with higher Masculinity (de Jong & Semenov, 2002). They suggest that 
societies with high Uncertainty Avoidance will request a higher uncertainty premium when 
investing, causing a reduction in the share price. Hence, one would expect a negative relation 
between high Uncertainty Avoidance and the development of the stock (de Jong & Semenov, 
2002). Additionally, one would expect that in a highly masculine society the regulatory 
environment is more likely to facilitate competition in the financial system. In line with their 
expectations, de Jong and Semenov (2002) conclude that stock markets are more developed in 
countries with lower Uncertainty Avoidance and higher Masculinity. 
Amirhosseini and Okere (2012) study the impact of cultural dimensions on personal investment 
decisions in the Tehran Stock Exchange. Their findings imply that Power Distance, 
Masculinity and Uncertainty Avoidance affect the investment behavior (Amirhosseini & 
Okere, 2012). Individualism, on the other hand, was found not found to have a significant 
impact on investment decisions (Amirhosseini & Okere, 2012). Amirhosseini and Okere (2012) 
argue that Power Distance is found to influence investment decisions since age, wealth, and 
status influence investors' strategic behavior, especially risk aversion. Additionally, they reason 
that Uncertainty Avoidance affect investment decisions since investors´ main priority when 
investing is to avoid uncertainty. As a possible explanation for Masculinity´s impact on 
investment decisions, they suggested that masculinity is often associated with higher 
aggression and a less risk averse behavior which might lead to higher turnovers and asset 
volumes (Amirhosseini & Okere, 2012). 
Amory (2016) examined whether Hofstede's dimensions affected excess return from so-called 
sin stocks, which are stocks that are considered unethical and immoral. Masculinity and 
Indulgence were found to have negative coefficients significant at a 5% level (Amory, 2016).  
Amory (2016) suggests that when countries are considered more masculine, they are more 
likely to not be expected to take care of anyone else and more likely to invest in sin stocks. 
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Scoring high on Indulgence, gives in to the urges of individuals and allows for a more liberal 
fulfilment of basic human needs, making them more likely to invest in sin stocks (Amory, 
2016). Amory (2016) found that countries with a high score of Masculinity have lower excess 
returns relative to countries with a higher score of Femininity. Furthermore, countries scoring 
high on Indulgence have on average lower excess returns compared to countries that score high 
on Restraint (Amory, 2016).  
Previous research on explanations for the SIM effect implies that lower temperature and 
psychological factors related to SAD and an optimism bias affects risk aversion that results in 
higher returns during winter months (Cao & Wei, 2005; Doeswijk, 2005; Kamstra et al., 2000). 
As the SIM effect is found to be more pronounced in some regions a possible explanation could 
be cultural similarities in these regions that amplify the established potential explanations for 
the anomaly. Power Distance, Individualism, Uncertainty Avoidance, and Long Term 
Orientation were all found to have a significant and positive effect on stock returns (Aprayuda 
et al., 2021). Additionally, previous research finds that Masculinity, Power Distance and 
Uncertainty Avoidance impact investment decisions (Amirhosseini & Okere, 2012). 
Countries with a high score on Indulgence often illustrate a willingness to realize their impulses 
and possess a positive attitude that have a tendency towards optimism (Hofstede, 2001; 
Hofstede et al., 2010; Hofstede Insight, 2021). Moreover, a high score on Individualism is 
related to overconfidence, self-attribution biases and high preference for risk which are 
characteristics that result in investors exhibiting elevated reactions to firm specific information 
(Nguyen & Truong, 2013). If countries with a high score on any of these dimensions 
additionally exhibit the optimism bias suggested by Doesvijk (2005) it might enforce the bias 
and result in a stronger SIM effect. 
Stock markets are found to be more developed in countries with higher Masculinity and lower 
Uncertainty Avoidance, and since the SIM effect appears to be more pronounced in developed 
markets this could indicate a relationship between these findings (de Jong & Semenov, 2002). 
Furthermore, it could imply that countries with a high score on Masculinity and a low score on 
Uncertainty Avoidance would exhibit a stronger SIM effect. Additionally, the development of 
stock markets could be an explanation of why the anomaly is found to be more pronounced in 
developed markets. Temperature is found to have a negative correlation with stock market 
 16 
returns and since temperature differs across countries this might explain why the SIM effect is 
more pronounced in some regions. Temperature appears to affect investors' risk-taking 
behavior which again impacts returns and thereby poses a potential explanation for the SIM 
effect (Cao & Wei, 2005). Moreover, several of Hofstede's cultural dimensions are also found 
to affect risk aversion and are thus considered to impact stock returns (Khambata & Liu, 2005). 
Countries that score high on Uncertainty Avoidance value careful analysis and security when 
making decisions (Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). The 
dimension is associated with conservatism and low preference for risk where investors exhibit 
a more moderate reaction to firm-specific information (Nguyen & Truong, 2013). Countries 
that exhibit a high score on Long Term Orientation illustrate a strong propensity to save for the 
future and demonstrates thriftiness and perseverance when it comes to achieving results 
((Hofstede, 2001; Hofstede et al., 2010; Hofstede Insight, 2021). However, countries with a 
low score focus on achieving quick results indicating a less risk averse attitude (Hofstede, 2001; 
Hofstede et al., 2010; Hofstede Insight, 2021). As several of Hofstede's cultural dimensions are 
found to affect risk aversion it is conceivable that the impact on risk aversion affects the 
prevalence of the SIM effect (Khambata & Liu, 2005). Since the anomaly is found to be more 
pronounced in some regions it might be that these regions have similar scores on Hofstede's 
dimension and exhibit a similar preference for risk. 
The findings on both explanations for the SIM effect and the impact of Hofstede's cultural 
dimensions on stock returns are scarce. However, several of the cultural dimensions exhibit 
characteristics that might explain the SIM effect. Additionally, the six dimensions are found to 
have an impact on stock returns, or investment decisions (Amirhosseini & Okere, 2012; 
Amory, 2016; Aprayuda et al., 2021). Therefore, all of Hofstede's cultural dimensions are 






This section describes the data collection, data processing, and presents descriptive statistics 
for the main variables.   
This thesis utilizes historical data in terms of average monthly closing prices to analyze the 
SIM effect. The original data is obtained from Eikon and consists of all the available monthly 
stock prices from all countries with accessible stock indices. The applied stock indices are the 
ones presented by Eikon on their country overview. In line with previous research this thesis 
applies the continuously compounded return which is calculated as illustrated by Equation (1) 
(Bouman & Jacobsen, 2002; Carrazedo et al., 2016; Zhang & Jacobsen, 2021). 




The purpose of using logarithmic returns is that the skewed distribution of the data caused by 
fluctuations in stock prices will to a larger extent follow a normal distribution. The dataset 
applied in the study consists of returns from 97 countries and two regions over a total sample 
period from February 1928 until December 2020. For simplicity the paper will further reference 
a total of 99 countries, even though West-Africa represents a regional stock exchange that 
includes eight countries without accessible individual stock indices. Additionally, Hong Kong 
is treated as an independent region as it has had the privilege of having a different economic 
ideology than mainland China. 
As the countries have different available data in terms of index prices the individual sample 
period varies across countries. The motivation behind applying all available data for all 
countries is to prevent earlier skepticism concerning sample selection bias, data mining, and 
outliers and statistical problems (Zhang & Jacobsen, 2021).  
As previous research  have implied that the SIM effect is more pronounced in some regions the 
countries are divided into their respective geographical regions and status denoted by 
developed, emerging, frontier markets after the classification from MSCI (Bouman & 
Jacobsen, 2002; Degenhardt & Auer, 2018; MSCI Inc., 2021; Zhang & Jacobsen, 2021). In 
addition to the three market classifications from MSCI we have included rarely studied markets 
after the format from Zhang and Jacobsen (2021) in order to separate these countries from the 
rest of the sample. The sample consists of 23 developed countries, 27 emerging countries, 19 
frontier countries, and 30 rarely studied countries. 
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Table 1: Developed markets 
 




Table 3: Frontier markets 
 
Note: The indexes for the succeeding countries are all-share indexes: Kuwait, Bahrain, Sri Lanka and 
Nigeria. 
Table 4: Rarely studied markets 
Note: West Africa (.BRVM) represents a regional stock exchange for the following countries: Benin, 
Burkina Faso, Guinea Bissau, Ivory Coast, Mali, Niger, Senegal, and Togo. The indexes for the 
succeeding countries are all-share indexes: Iceland, Uganda, Rwanda and Saudi Arabia. 
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3.1 Descriptive statistics and presentation of variables 
This section presents the variables applied in the regression models and their respective 
descriptive statistics.  
The 99 countries are represented as variables with their returns. Descriptive statistics for the 
99 variables representing the different countries are presented in table 5, 6, 7 and 8. 
 
Table 5: Descriptive statistics for the developed markets 
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Table 6: Descriptive statistics for the emerging markets 
 
 




Table 8: Descriptive statistics for the rarely studied markets 
 
As illustrated in the tables above 69 of the variables experience left-skewness while the 
remaining 30 are skewed to the right. All of the variables exhibit a positive kurtosis that exceeds 
3 indicating a leptokurtic distribution (Najim, Ikonen, & Daoud, 2004). 
The dataset includes four additional variables: Year, Month, a SIM dummy, and a January 
dummy. Intuitively the variable Year and Month represent the year and month of each 
observation. Whereas the SIM dummy takes the value of 1 if the month falls in November to 
April and 0 otherwise, and the January dummy takes the value of 1 if the month falls in January 
and 0 otherwise. Since previous research are contradictory on whether the SIM effect is the 
January effect in disguise, we include a dummy for January in order to control for this potential 
relationship (Haggard & Witte, 2010; Jacobsen et al., 2005; Lucey & Zhao, 2008). 
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The dataset for the panel data regression includes the same variables, however most of them 
are reconstructed. The categorical variables representing years, and months are included as 
dummies as we do not expect a linear effect. This implies the inclusion of 92 dummies for the 
individual years and 12 dummies that represent each month. Moreover, 17 additional variables 
are included where 11 of them are constructed as individual dummies. The 4 dummy variables 
developed, emerging, frontier and rarely studied denote the market classification of each 
country. While the 7 dummy variables Europe, Asia, Middle East, North America, South 
America, Oceania and Africa mark which geographical regions the country belongs to. The last 
6 variables represent Hofstede's cultural dimensions which range from low to high, respectively 
from 1 to 100. This data is retrieved from Hofstede Insights (2021), and the individual score of 
each country is presented in appendix A.1 to A.4. Depending on the country, this data originates 
from different years where some of the data dates back to the 1960s which could pose a 
limitation to the study (Hofstede Insight, 2021). However, the majority of sociologists agree 
that populations of nations have deeply ingrained values that shift very slowly, often over 
centuries (de Jong & Semenov, 2002). Considerable evidence has confirmed that this also holds 
for the values identified by Hofstede, as there have not been significant changes in the last 
century and a half, and perhaps for even longer (de Jong & Semenov, 2002). 
As mentioned earlier the countries have different available data resulting in sample periods that 
vary across countries in an unbalanced panel. The intraclass correlation coefficient for the panel 
dataset is calculated to be 0.069 indicating extremely low similarity between returns from the 
same country.  
3.2 Average monthly returns 
For descriptive purposes this section presents average monthly returns for each country. 
Additionally, the mean returns are computed for two periods: from November to April, and 
from May to October. Comparing the average monthly returns for these two periods provides 
an indication of whether we can expect to find a SIM effect.  
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Table 9: Average monthly log returns in percentage for the developed markets 
 
Note: The average returns, mean and standard deviation is presented in percentage. 
Table 10: Average monthly log returns in percentage for the emerging markets 
 
Note: The average returns, mean and standard deviation is presented in percentage. 
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Table 11: Average monthly log returns in percentage for the frontier markets 
 
Note: The average returns, mean and standard deviation is presented in percentage. 
 
Table 12: Average monthly log returns in percentage for the rarely studied markets 
 
Note: The average returns, mean and standard deviation is presented in percentage. 
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As illustrated in the tables above, all of the developed markets exhibit higher average returns 
during November to April compared to May to October. This applies correspondingly to the 
emerging countries with the exception of Kuwait. The vast majority of the frontier markets 
reveal the same tendency excluding Bangladesh, Mauritius, and Sri Lanka. Moving to the rarely 
studied markets, this pattern becomes less distinctive. The average returns are more evenly 
distributed with a slight majority of the countries exhibiting higher average returns in the winter 
months. Venezuela appears to be an outlier in the sample with extraordinarily high values 
which is mainly due to the hyperinflation the country has been facing in recent years (Miller, 
2019). 
The descriptive statistics illustrate that 82 of the 99 countries exhibit higher average returns 
during November to April compared to the rest of the year. This might indicate the presence of 
a SIM effect in the majority of markets. However, the phenomenon needs to be tested for 











This section describes the statistical methodology applied to answer the research questions. All 
of the analyses have been carried out in the statistical software package R. The specifications 
of the different econometric models and appropriate adjustments related to the data 
characteristics are presented below. The thesis utilizes time-series regression and panel data 
regression with random effects to study the presence of a SIM effect. In addition, some of the 
panel data models test whether the effect can be explained by the country's respective region, 
status or score on Hofstede's cultural dimensions.  
4.1 Model specifications 
In order to test the statistical significance of the SIM effect two ordinary least squares (OLS) 
regressions have been carried out using time-series data. Additionally, eight panel data 
regressions have been conducted to account for interdependence among variables and country 
level heterogeneity. Model specifications for each of the ten models is presented in this section. 
4.1.1 Time-series regressions 
For each country two time-series regressions have been carried out with monthly return as the 
dependent variable, and a dummy for the SIM effect as the independent variable. The second 
model additionally includes a dummy for January in order to test whether this inclusion will 
have a significant effect and if it will reduce the SIM effect. The time-series regressions are 
presented in Equation 2 and 3 where μ is a constant and εt the usual error term. 
                                               Rt = µ + α1St + et                                                                                                  (2)                                                                                                        
                                                    Rt = µ + α1St + α2Jt et                                                                                         (3)                                                                                                                                             
The regression includes two dummy variables whereas St represents the SIM dummy and Jt 
represents the dummy for January. 
4.1.2 Panel data regressions 
As countries are nested within regions and previous research has implied a relationship between 
regions (Bouman & Jacobsen, 2002; Degenhardt & Auer, 2018; Zhang & Jacobsen, 2021) an 
assumption of independent observations might not be accurate. An assumption of dependent 
observations is a violation of OLS and in order to account for interdependence and group level 
heterogeneity the data was reconstructed into panel data. Conducting a Chow test allows us to 
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formally determine whether or not we can assume parameter heterogeneity. The Chow test 
rejects the null hypothesis and concludes that there are differences across countries in 
parameters. In order to account for these differences, we estimate panel data models. Aiming 
to explain the SIM effect by using status, region and Hofstede's cultural dimensions as 
explanatory variables the panel data regressions apply random effects to maintain the variation 
at the country level. Testing the effect of group level variables with fixed effects would remove 
all the group level variation and not allow for the inclusion of Hofstede's cultural dimensions 
as explanatory variables (Snijders, T.A.B., Bosker, 1999). Additionally, the groups are 
considered to be a sample from a population, and we acknowledge that there are countries that 
are currently excluded from the sample and therefore random effects are utilized to infer the 
size of those effects (Snijders, T.A.B., Bosker, 1999). 
A total of eight panel data regressions have been carried out where subscript j represents the 
country and subscript t represents time. The variables applied in the panel data regressions are 
presented in table 13. 
Table 13: Panel data variables 
 
Note: The variables PDI, IDV, MAS, UAI, LTO and IVR refer to Hofstede's cultural 
dimensions respectively Power Distance (PDI), Individualism versus Collectivism (IDV), 
Masculinity versus Femininity (MAS), Uncertainty Avoidance (UAI), Long Term Orientation 
versus Short Term Orientation (LTO) and Indulgence versus Restraint (IVR). 
The first panel data regression specified in Equation (4) was constructed as a random intercept 
model to test whether the returns are different across countries. The two subsequent models 
include level 1 and level 2 predictors in order to test the effect while allowing for differences 
across countries and are expressed in Equation (5), and (6). Chi-square tests were applied to 
test whether the reduction in the residual sum of squares was statistically significant when 
expanding the model specification. The results indicate a significant improvement in fit by 
including the level 1 and level 2 predictors and these variables are therefore included in the 
subsequent models. Equation (5) include all the level 1 predictors presented in table 13, while 
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Equation (6) additionally include the level 2 predictors for the country’s status and region. This 
entails that Equation (6) does not include all the level 2 predictors presented in table 13 as 
Hofstede's cultural dimensions are currently excluded. In the last two specifications illustrated 
in Equation (7) and (8), a random coefficient is included to allow the explanatory variables to 
have a different effect for each country. The last model specification in Equation (8) 
additionally includes an interaction effect between the SIM dummy and the level 2 predictors 
with the aim of explaining the SIM effect with a country's status and region. 
Rjt = g0 + µjt where µjt = µj + ejt                                                                                                                                                (4) 
 
Rjt = g0 + g1SIM jt + ∑ gkYeark
92
k=1 jt + ∑ gkMonthk
12
k=1 jt + µjt where µjt = µj + ejt                         (5) 
 
Rjt = g0 + g1SIM jt + ∑ gkYeark
92
k=1 jt + ∑ gkMonthk
12
k=1 jt + ∑ gkStatusk
4
k=1 j +  ∑ gkRegionk
7
k=1 j + µjt 
where µjt = µj + ejt                                                                                                                     (6) 
 
Rjt = b0j + b1jXjt where b0j = g0+µ0j and b1j = g1+µ1j                                                                 (7) 
 
Rjt = b0j + b1jXjt where b0j = g0 + µ0j, b1j = g10+ g1∑ gkRegionk
7
k=1 + g1∑ gkStatusk
4
k=1 + µ1j         (8) 
The same model specifications are carried out for three models that additionally include 
Hofstede's cultural dimensions as explanatory variables. However, 25 of the countries did not 
have an available score on Hofstede's dimensions. Two approaches commonly used when 
dealing with missing data is either to remove all variables missing or to impute values for all 
missing data (Cismondi et al., 2013). In the first approach information loss can occur with 
possible bias and there can be loss of statistical power. Whereas imputing values for all the 
missing data can create unrealistic information in the dataset, which in turn could be biased 
(Cismondi et al., 2013). Since the total sample is large and removing the variables with missing 
values would not result in a vast loss of statistical power, the 25 variables with missing values 
were omitted from the sample resulting in a new sample of 74 countries. This could impose a 
bias in the sample. However, as both approaches would involve a potential bias and the 
information loss is considered to be minimal the first approach is applied. 
Equation (9) illustrates a random intercept model that in addition to the previous model 
specifications include Hofstede's six cultural dimensions and thus include all the level 1 and 
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level 2 predictors presented in table 13. Equation (10) and (11) specify random coefficient 
models that include the same variables as the random intercept model. However, Equation (11) 
additionally includes an interaction effect between the SIM dummy and Hofstede's cultural 
dimensions with the aim of explaining the anomaly.  
Rjt = g0 + g1SIMjt + ∑ gkYeark
92
k=1 jt + ∑ gkMonthk
12
k=1 jt + ∑ gkStatusk
4
k=1 j + ∑ gkRegionk
7
k=1 j  
+ g2PDIj + g3IDVj + g4MASj + g5UAIj + g6LTOj + g7IVRj + µjt where µjt = µj + ejt                  (9) 
 
Rjt = b0j + b1jXjt where b0j = g0+µ0j and b1j = g1+µ1j                                                               (10) 
 
Rjt = b0j + b1jXjt where b0j = g0 + µ0j, and b1j = g10+ g11PDI + g12IDV + g13MAS + g14UAI + 






















This section will present the findings on the statistical significance of a SIM effect and whether 
it can be explained by a country's status, region or score on Hofstede's cultural dimensions. As 
described in section 4 we have carried out two OLS regressions for each of the dependent 
variables both excluding and including a dummy variable for January to test the statistical 
significance of the SIM effect. Eight panel data regressions with random effect are conducted 
in order to test the statistical significance while allowing for interdependence among variables 
and country level heterogeneity. Additionally, two of the panel data models include interaction 
effects with the aim of explaining the SIM effect by a country's status, region or score on 
Hofstede's cultural dimensions. 
5.1 Time-series regression 
The results from the OLS regressions are presented in tables categorized in the countries 
respective status classification. 
As illustrated in table 14, 14 of the developed countries exhibit a significant relationship 
between the SIM dummy and the country´s return in both model specifications. However, the 
distribution of significance slightly changes for some of the countries. The SIM dummy for 
Denmark turns insignificant while it becomes significant for Israel after controlling for the 
January effect. The coefficients for Ireland, Portugal and Sweden remain significant, however 
at a lower significance level. The United Kingdom exhibits a change in the opposite direction 
where the SIM dummy remains significant although at a higher significance level after 
controlling for the January effect. The SIM effect for Japan, and Canada remain significant at 
the same level in both model specifications while it remains statistically insignificant for 
Singapore, Hong Kong, and the United States. 
12 of the countries with a significant SIM effect are located in Europe which is reduced to 11 
countries when controlling for the January effect as the SIM dummy for Denmark becomes 
insignificant. This corresponds to 73.33% of the European sample in the developed markets. 
Denmark is part of the Nordic region where results for the rest of the countries vary. Sweden 
and Finland exhibit a significant SIM effect in both model specifications while Norway stays 
insignificant. The remaining of the developed countries are located in Asia and North America 
with the inclusion of the Middle East in the second model specification, which are all 
represented with one country each with a significant SIM effect. All of the countries illustrate 
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a positive coefficient for the SIM dummy, indicating a statistically significant and positive 
impact on returns.  
Table 15 presents five emerging countries with a significant SIM dummy in both model 
specifications. However, similar to the developed markets it is not the same countries that 
exhibit a significant SIM effect in both model specifications. The coefficients for Malaysia and 
South Korea become insignificant while Saudi Arabia and China illustrate a significant 
relationship when extending the model. Moreover, Russia and Taiwan remain significant 
although at a lower significance level when controlling for the January effect. In the first model 
specification four of the five countries with a significant SIM effect are located in Asia while 
one is a European country. The inclusion of a January dummy reduces the number of Asian 
countries with a significant SIM effect to three and introduces one Middle Eastern country. 
Additionally, the SIM effect for the European country Russia remains significant in both model 
specifications. 
As illustrated in table 16, four frontier countries exhibit a significant SIM dummy which is 
decreased to three in the second model specification. Two of the countries are located in Asia, 
one in Europe and the last country is located in Africa. However, the SIM effect for Morocco 
becomes insignificant when controlling for the January effect resulting in no significant effect 
for any of the African countries. The SIM effect for Sri Lanka and Kazakhstan remain 
significant at the same level in both model specifications, however Sri Lanka with a negative 
coefficient, and Kazakhstan with a positive coefficient. Additionally, the SIM dummy for 
Estonia remains statistically significant however at a lower significance level. All the countries 
with a significant SIM effect additionally exhibit positive coefficients, with the exception of 
Sri Lanka. This implies that the SIM effect has a positive impact on returns in Estonia, 
Kazakhstan and Morocco and a negative impact in Sri Lanka.  
Table 17 demonstrates a statistically significant relationship in seven of the rarely studied 
countries which is reduced to five in the second model specification. The SIM effect for Ghana, 
Malawi and Tanzania turn insignificant while it becomes significant for Uganda when 
controlling for the January effect. The SIM effect for Ukraine and West Africa remains 
significant but now at the 0.05 level. Four of the significant countries are African countries, 
two are European countries while the remaining country is located in South America. However, 
the number of African countries with a significant SIM effect is reduced to two when extending 
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the model. The Nordic country Iceland is found to be insignificant in both model specifications 
which adds to the varying results for the region. All the five countries with a significant SIM 
effect in the second model specification additionally exhibit a positive coefficient which 





Table 14: Time-series regression output for the developed markets 
 





Table 15: Time-series regression output for the emerging markets 
 




Table 16: Time-series regression output for the frontier markets 
 









Table 17: Time-series regression output for the rarely studied markets 
 
Note: Significance level *** p<0.01, ** p<0.05, * p<0.
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The results from the OLS regressions reveal a statistically significant effect in 30 countries 
which is reduced to 27 when controlling for the January effect. Out of the 30 countries that are 
found to have a significant SIM effect in the first model specification 14 are classified as 
developed markets which corresponds to 46.67%. Since the total of countries with a significant 
SIM effect decreases to 27 in the second model specification the percentage of developed 
countries increases to 51.85%. The corresponding results for the countries classified as 
emerging markets are 16.67% and 18.52% respectively. The frontier countries exhibit the 
lowest proportion of countries with a significant SIM effect with 13.33% in the first model 
specification and 11.11% in the second model. Lastly, the rarely studied countries illustrate 
23.33% and 18.52% in the two model specifications. When considering the countries within 
their own market classification the results could change as the sample size varies across the 
four status classifications. In the developed markets, 60.87% of the countries exhibit a 
significant SIM effect while this applies to merely 18.52% of the emerging countries. Since the 
number of countries with a significant SIM effect remains the same in both model 
specifications for these two markets, controlling for the January effect does not affect these 
percentages. Controlling for the January effect has to some extent influenced the results for the 
developed and emerging markets as the distribution of significance has slightly changed. 
However, the number of countries with a significant relationship remains the same. This is not 
the case for the frontier and rarely studied markets, where the number of significant countries 
decreases in the second model specification. The percentage of countries exhibiting a 
significant effect in the frontier market is reduced from 21.05% to 15.79% while it decreases 
from 23.33% to 16.67% for the rarely studied markets. 
Europe accommodates 16 countries that exhibit a significant SIM effect which is reduced to 15 
in the second model specification. A similar reduction applies for the Asian markets where the 
seven initial significant countries decrease to six. When considering the whole sample of 
countries that are found to have a significant SIM effect, Europe constitutes 53.33% which 
increases to 55.56% in the second model specification. For Asia this makes up respectively 
23.33% and 22.22%. None of the remaining regions represents a higher percentage than Europe 
and Asia. When focusing on the countries within their own region the results might be different 
since the sample size varies across regions. However, this is not the case and Europe continues 
to be the country with the highest effect measured in number of countries with a significant 
SIM effect with 43.24% and 40.54% in the two model specifications. Furthermore, Asia 
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remains second with 38.89% which decreases to 33.33% when controlling for the January 
effect. North America and South America accommodate one country each that illustrates a 
significant SIM effect. Five of the countries that illustrate a significant SIM effect are located 
in Africa, however this number is decreased to three when controlling for the January effect. 
The second model specification results in two countries located in the Middle East exhibiting 
a significant SIM effect. 
The results suggest that the January effect can partially impact the SIM effect. However, the 
anomaly prevails after controlling for the January effect without any major implications. It does 
influence the significance of individual countries, nevertheless the main results for the different 
regions and market classifications are not severely affected. For illustrative purposes, the map 
in figure 1 displays coefficients for the SIM dummies from the second model specification 
plotted in their respective country.  
 
Figure 1: The coefficients for the SIM effect across countries 
Note: The map is created in the statistical software package R. Since West Africa is not a 
country the coefficient for this region is plotted in the countries that the stock index represents. 
This means that these countries are included with equal coefficients. Hong Kong is excluded 
from the map since it is not considered to be an independent country. 
The SIM effect for Russia, China, Ukraine and Kazakhstan were all found to be statistically 
significant with an OLS regression. As illustrated in the map these countries additionally 
exhibit a high coefficient compared to the rest of the sample. As several of these countries are 
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geographically located near each other there might be similarities between these countries that 
either affect the SIM effect, or that result in the countries affecting each other. In line with 
previous research our results suggest that the effect is stronger in particular regions and within 
certain market classifications (Degenhardt & Auer, 2018; Zhang & Jacobsen, 2021). This could 
indicate that neighboring countries, or markets with similar market classifications affect each 
other, which would violate the independence assumption of OLS regression. 
5.2 Panel data regression 
In order to account for interdependence among variables and country level heterogeneity eight 
panel data regressions with random effects have been carried out. The results are presented in 
this section where the statistical significance of the SIM effect is tested before we try to explain 
the anomaly with a country's market status classification, geographical region and score on 
Hofstede's cultural dimensions. Random intercept and random coefficient models have been 
applied for both objectives. 
The first random intercept model tests whether the returns are different across countries and 
the results reveal a statistically significant p-value for the intercept. When including the level 
1 predictors the SIM dummy exhibits a positive and significant effect on returns. When 
additionally including the level 2 predictors the variable remains significant and positive at the 
same magnitude. Moreover, the variable representing South America exhibits a positive and 
significant impact on returns. 
When allowing the independent variables to have a different effect for each country in a random 
coefficient model the SIM effect remains positive and statistically significant. The market 
status developed and emerging are found to be significant at a 0.05 level with negative 
coefficients. The European region turns significant at the 0.1 level and the results reveal a 
negative impact on returns. The significance for the South American region decreases to the 
0.05 level and the coefficient remains positive. 
When including interaction effects between the SIM variable and the variables representing the 
country´s market status and region the significance of the SIM effect decreases to the 0.1 level. 
The main effect for the European region turns insignificant, however the interaction term with 
the SIM variable becomes significant with a positive coefficient, although only at a 0.1 level. 
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The main effect for South America increases in significance level while the interaction term 
becomes significant at the 0.1 level with a positive coefficient. The market status developed 
turns insignificant and emerging decreases in significance level to the 0.1 level.
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Table 18: Panel data regression output for the random intercept model 
 
 
Note: Significance level *** p<0.01, ** p<0.05, * p<0.1. The month and year dummies are excluded for readability. The variables rarely studied 













Table 19: Panel data regression output for the random coefficient model 
 
Note: Significance level *** p<0.01, ** p<0.05, * p<0.1. The month and year dummies are excluded for readability. The variables rarely studied 
and Africa is omitted from the regression output as rank deficiency resulted in some of the variables becoming constants.
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When including Hofstede's cultural dimensions in a random intercept model the SIM effect 
becomes significant at the 0.01 level with a positive impact on returns. The market status 
emerging remains significant at the same level with a negative coefficient. Additionally, South 
America remains significant however, at a lower significance level. The merely statistical 
relationship found in this model in terms of Hofstede's cultural dimensions is the dimension 
that measures Indulgence versus Restraint (IVR) which is found to be significant at the 0.1 
level with a positive coefficient. This implies that a country's score on indulgence would have 
a significant and positive impact on returns. 
When allowing the coefficients to randomly vary across countries in a random coefficient 
model the SIM effect and South America remains significant at the same levels as in the 
previous model. The market status developed turns significant at the 0.05 level while emerging 
becomes significant at the 0.01 level, both with negative coefficients. The cultural dimension 
Indulgence (IVR) turns insignificant as a result of the model specifications in the random 
coefficient model. 
When additionally including interaction effects between the SIM variable and the cultural 
dimensions the results become highly interesting. The SIM effect turns insignificant, however 
the interaction with two of Hofstede's cultural dimensions are found to be statistically 
significant. The results reveal that the interaction term for both Indulgence (IVR) and Long 
Term Orientation (LTO) have a significant and positive effect on returns. Moreover, the main 
effect for Indulgence (IVR) is additionally found to be significant with a positive coefficient. 
However, all of the significant relationships concerning these two dimensions are significant 
at the lowest cutoff which is the 0.1 level. The market status developed and emerging remain 
significant at the same level which also applies for the region South America. Indicating that 
these market status classifications have a significant and negative impact on returns, while 
South America have a significant and positive impact on returns. The results from the panel 
data regressions imply that a country's score on Indulgence (IVR) and Long Term Orientation 
(LTO) could explain the SIM effect. 
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Table 20: Panel data regression output for the models including Hofstede’s cultural dimensions 
 
Note: Significance level *** p<0.01, ** p<0.05, * p<0.1. The month and year dummies are excluded for readability. The variables rarely studied 
and Africa is omitted from the regression output as rank deficiency resulted in some of the variables becoming constants.
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6 Interpretation and discussion 
This section will interpret the result from the time-series regressions and the panel data 
regressions and provide a discussion of the findings. The section starts out by relating the 
results from this study to existing empirical evidence in academic literature. Moreover, a 
broader discussion based on the countries that have been proven to have a significant SIM 
effect in the OLS regression tries to find similarities between those countries´ scores on 
indulgence and Long Term Orientation. By identifying a potential relationship between the 
score of countries with a significant SIM effect one might obtain a deeper understanding of 
the anomaly. Theoretical and methodological implications of the findings is presented before 
the section closes with potential limitations to the study and suggestions for future research. 
The OLS regressions reveal that after controlling for the January effect, 51.85% of the countries 
that exhibit a significant SIM effect are classified as developed markets, while 18.52% are 
denoted as emerging markets. As half of the countries are developed markets, the results can 
be said to be in compliance with previous research that reports a more pronounced SIM effect 
in developed markets (Bouman & Jacobsen, 2002; Zhang & Jacobsen, 2021). However, the 
percentage of emerging markets with a significant SIM effect is equal to the ones classified as 
rarely studied markets, which contradicts Zhang & Jacobsen (2021) who report a more 
pronounced SIM effect in emerging markets. 
The results for the regions reveal that 73.33% of the European sample in the developed markets 
exhibits a significant SIM effect after controlling for the January effect. This is in compliance 
with findings from Zhang and Jacobsen (2021) that suggest a highly prevalent effect among 
the European countries in the developed markets. Additionally, Europe is found to be the region 
with the highest percentage of countries with a significant effect when considering both all the 
significant countries, and when comparing the regions. This applies for both model 
specifications and the region is considered to be robust to the January effect. The results for the 
European region is considered to be consistent with previous research as several studies 
document the existence of a strong SIM effect in the European countries (Bouman & Jacobsen, 
2002; Carrazedo et al., 2016; Degenhardt & Auer, 2018; Dichtl & Drobetz, 2015). The results 
for the Nordic region vary where two of the countries are found to have a significant SIM effect 
in both model specifications, two countries illustrate an insignificant relationship in both 
models while the last country exhibits a significant SIM effect in one of the model 
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specifications. Similarly, Curto and Oliveria (2016) detected a SIM effect in the Nordic region 
that was weaker compared to the European region as a whole because of higher summer returns. 
For the Asian market, Lean (2011) found a significant SIM effect for Malaysia, China, India, 
Japan and Singapore regardless of the inclusion of a January effect. On the contrary, our result 
reveals an insignificant SIM effect for both India and Singapore. Furthermore, the SIM effect 
for China is found to be significant merely after controlling for the January effect which 
additionally results in the SIM effect for Malaysia becoming insignificant. The only finding 
that appears to be consistent with previous research on the Asian markets seems to be the 
insignificant effect for Hong Kong. However, these findings are based on model extensions 
with several time-varying volatility models. Empirical evidence based on an OLS model like 
the one applied in this study reveals a significant effect for only Malaysia and Singapore (Lean, 
2011). Nevertheless, this does not increase the consistency of our findings to previous research 
as the SIM effect for Singapore is found to be insignificant and Malaysia only exhibits a 
significant SIM effect before controlling for the January effect. The opposite outcome applies 
for China that reveals a significant SIM effect after controlling for the January effect. This 
could be considered inconsistent with Guo, Luo and Zhang (2014), who provided strong 
evidence of a SIM effect in the Chinese stock market that was robust to the January effect. 
However, the significant relationship in this study is detected after controlling for the January 
effect. The SIM effect for Japan is found to be significant in both model specifications which 
is in compliance with Sakakibara, Yamasaki and Okada (2013) who report a significant SIM 
effect for Japanese stock market indices which was robust to a January effect (Degenhardt & 
Auer, 2018). However, our findings are based on the original SIM effect while Sakakibara, 
Yamasaki and Okada (2013) argue for the necessity for a shifted effect adjusted for the Japan 
markets seasonal return pattern. Since our result illustrates a significant SIM effect, it might 
not be necessary to adjust the months. Maberly and Pierce (2003) report a significant SIM 
effect for Japan that was found to disappear after the internationalization of the Japanese 
financial markets while our findings suggest an SIM effect over the whole sample period from 
1965 to 2020. Zhang and Jacobsen (2021) concluded that the anomaly appears to be strong in 
Asian countries which can be said to be consistent with our findings as the region 
accommodates many of the countries with a significant SIM effect. The only region with higher 
percentages when considering both all the countries with a significant SIM effect and the 
comparison amongst regions are Europe. 
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Empirical evidence on the statistical significance of the SIM effect in the US market is 
inconsistent and contradictory. Bouman and Jacobsen (2002) detected a significant SIM effect 
in the US market that is reduced when controlling for the January effect. Moreover, Maberly 
and Pierce (2004) found a significant SIM effect that turned insignificant when controlling for 
outliers and the January effect. However, Galai, Kedar-Levy and Schreiber (2008) found a 
significant SIM effect only after controlling for outliers. While Haggard and Witte (2010) 
discovered a significant SIM effect after 1953 which was considered robust to outliers and the 
January effect. The results from the two OLS regressions in this study do not reveal a 
significant SIM effect for the United States regardless of the inclusion of a January effect, 
which contradicts most of the previous research on the US market. However, our model 
specifications apply an extended sample period until 2020 and Lucey and Zhao (2008) did 
argue that the SIM effect would not endure in the US equity market. 
Like the results from the time-series regressions, the results from the panel data regressions 
both confirms and contradicts previous empirical findings and even contributes with some new 
ones. As previous research has applied OLS regression the findings highlighted in the literature 
review are based on this methodology. This could indicate that previous empirical findings 
might not be directly comparable to the results from the panel data regressions. However, the 
main empirical findings are included in order to shed light on the implications and contributions 
of this study. 
The SIM effect for the market status developed is found to be significant in both the random 
coefficient models that only include main effects. Additionally, a significant relationship is 
found in the last model specification in the random coefficient model that includes main effects 
and interaction effects for Hofstede's cultural dimensions. All of the coefficients for the 
variable are negative which implies a negative impact on countries return. The market 
classification emerging is found to be significant in all of the random coefficient models with 
a negative coefficient. The interaction terms for both market classifications exhibit an 
insignificant relationship indicating that the variables developed and emerging cannot explain 
the SIM effect. The results reveal that both developed and emerging do exhibit a significant 
impact on a country's return which is consistent with previous research where a more 
pronounced SIM effect is found in developed and emerging markets (Bouman & Jacobsen, 
2002; Zhang & Jacobsen, 2021). The coefficients for both are negative, which implies a 
negative impact on a country´ s returns. Relating this to the SIM effect this could imply that 
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these market classifications contribute to lower returns during the summer which increase the 
SIM effect.  
The SIM effect for South America is found to be significant in all the model specifications 
which contradicts previous research as this region is not reported to exhibit a more pronounced 
SIM effect compared to other regions. Zhang and Jacobsen (2021) did report a strong SIM 
effect in North America, however the findings from South America are not emphasized. The 
results reveal that South America has a significant and positive impact on a country's return 
and contributes to explain the SIM effect as the interaction term is significant. As previous 
research has not emphasized a more pronounced effect in this region, this could be considered 
a contribution to previous research and new empirical evidence.  
The SIM effect for Europe is found to be significant with a negative coefficient in the random 
coefficient model implying a negative impact on a country's return. Additionally, the 
interaction term with the SIM effect in the random coefficient model was found to be 
significant however with a positive coefficient. The SIM effect for Europe is not found to be 
significant in any of the last three model specifications that includes Hofstede's dimensions. 
The results imply that the European region does have an effect on countries' returns and 
contributes to explaining the SIM effect which is consistent with empirical findings of a more 
pronounced SIM effect in European countries (Bouman & Jacobsen, 2002; Zhang & Jacobsen, 
2021). 
The aspiration for this study is that Hofstede's cultural dimensions might explain some of the 
SIM effect. Our results reveal a statistically significant effect for two of the dimensions, namely 
Indulgence (IVR) and Long Term Orientation (LTO). Both dimensions exhibit a significant 
and positive interaction term with the SIM effect in the random coefficient model, however 
merely at the 0.1 significance level. Indulgence (IVR) additionally has a significant and 
positive main effect in both the random intercept model and the random coefficient model that 
includes interaction effects. Long Term Orientation (LTO) is found to explain the SIM effect. 
However, it does not reveal a significant main effect on returns which contrasts to Aprayuda et 
al. (2021) who reported a significant effect on returns for Long Term Orientation (LTO). 
Additionally, they found a significant impact on returns for Power Distance (PDI), 
Individualism (IDV) and Uncertainty Avoidance (UAI) which are found to be insignificant in 
our results. Since Indulgence (IVR) was not included in the study from Aprayuda et al. (2021) 
 50 
it is unknown whether the findings are aligned with previous research on this dimension. 
Amory (2016) included Indulgence (IVR) in the study of sin stocks and found a significant and 
negative impact on returns. However, this might not be directly comparable as sin stocks are 
assumed to possess other characteristics than regular stocks (Fabozzi, Ma, & Oliphant, 2008). 
Further, Amirhosseini and Okere (2012) argue that Power Distance (PDI), Masculinity (MAS) 
and Uncertainty Avoidance (UAI) seem to affect the investment behavior, which are all found 
to be insignificant in our results. However, the findings are consistent regarding an insignificant 
effect for Individualism (IDV) (Amirhosseini & Okere, 2012). 
The results from the panel data regressions reveal that Indulgence (IVR) have a significant and 
positive impact on a country's return and that both Indulgence (IVR) and Long Term 
Orientation (LTO) can contribute to explain the SIM effect. Since there is no empirical 
evidence on Hofstede's cultural dimensions impact on the SIM effect, interpreting the results 
requires another approach. With the purpose of gaining a deeper understanding of why these 
dimensions reveal a significant and positive effect, the individual countries' scores on these two 
dimensions are plotted in figure 2, and 3. The aim is to detect a potential relationship between 
countries that are found to have a significant SIM effect in the time-series regressions and the 
two dimensions. Discussing similarities between countries' that score similarly on Indulgence 
(IVR) and Long Term Orientation (LTO) might contribute to additional knowledge on the 
characteristics of the SIM effect.  
The maps indicate that the dimensions appear to have scores opposite of each other, meaning 
that a high score in Indulgence (IVR) often coexists with a low score on Long Term Orientation 
(LTO). There could be several explanations for this potential relationship, and some of them 
are introduced in this section. 
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Figure 2: Long Term Orientation score across countries 
Note:  The map is created in the statistical software package R. Merely the 74 countries that 
have an available score on this dimension are included. Hong Kong is excluded from the map 
since it is not considered to be an independent country. 
In the literature review, Long Term Orientation (LTO) was described as a dimension that 
denotes whether a society appreciates traditions and opposes societal change. A high score 
would entail that the society has a more pragmatic approach to change. The countries with a 
high score on this dimension are mainly countries that were previously part of the Soviet Union. 
It is not inconceivable that an authoritarian regime where a change of power has brought about 
major changes might have contributed to this score. Major changes can be said to have taken 
place in the society since Tsar Nicholas II was deposed as head of state until the fall of the 
Soviet Union in 1991, and the embrace of a partly capitalist economic system with a market 
economy. Another possibility is that societies in the former Eastern Bloc countries have been 
educated in communism and therefore have an impression that changes, which contribute to 
the greater good are more widely accepted. Other countries with a high score include the Asian 
countries China, Japan and Taiwan. These countries have also undergone major societal 
changes in the last 100 years, and have gone from traditional empires to one-party states, 
parliamentary democracy and republics. Two somewhat surprising countries that exhibit a high 
degree of Long Term Orientation (LTO) are Germany and Belgium.  For Germany one could 
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impose the same pattern of thought as the former Soviet countries. Germany has to a large 
extent over the past century gone from an empire to a republic, further to a dictatorship, before 
being divided between democracy and communism, and finally united in a parliamentary 
people's republic. Therefore, it can be said that the population has undergone major upheavals 
which in turn could have impacted the country´s score. Belgium on the other hand can be 
considered to have had a relatively stable socio-political historical development after the 
revolution of 1830, with two short disruptions caused by World War I, and II. An anchoring 
with the argument of political upheavals is therefore very weak. Belgium's location between 
two countries such as Germany and France in addition to Belgium's historical significance as 
a buffer state can be a factor that affects the high score on the dimension. It is therefore 
conceivable that countries where there have been consistent large changes over time, internal 
unrest or differences, and where the governance has been relatively authoritarian might have 
resulted in a population that to a greater extent is perceived as pragmatic to change. 
 
Figure 3: Indulgence score across countries 
Note:  The map is created in the statistical software package R. Merely the 74 countries that 
have an available score on this dimension are included. Hong Kong is excluded from the map 
since it is not considered to be an independent country. 
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The second significant dimension takes on Indulgence versus Restraint (IVR) and illustrates to 
what degree a society allows for a satisfaction of the member’s needs. Indulgence (IVR) 
denotes a society that grants fairly free satisfaction of basic and natural human drives associated 
with appreciating life. Its opposite, Restraint denotes a society that suppresses satisfaction of 
needs and regulates it with rigid social norms. Again, one sees that the former Soviet states and 
China stand out, however here with lower scores. One could therefore question whether it is 
the same factors in the population that have had an impact, however with the opposite effect. 
The fact that the government over time has tried to shape the population towards productivity 
for the benefit of the government, might contribute to a population that to a lesser extent has 
been given the opportunity for self-realization on an individual level. It is interesting that both 
Italy and Portugal also have a relatively low score, however this could be seen in relation to a 
relatively high proportion of practicing Catholics where it is conceivable that religion may limit 
the score on Indulgence (IVR). 
Panel data regression reveals that South America has a significant and positive impact on 
returns, however when looking at the individual countries in OLS regression merely Ecuador 
exhibits a significant effect. This might be because the countries have to a large extent been 
through the same political development and therefore the continent as a whole exhibits a 
significant effect and not the individual countries. The 20th century has involved several 
political and social changes in South America. From being dominated by European colonial 
powers to a greater degree of autonomy and eventually political influence from the US to once 
again becoming part of the power game during the cold war. This might have contributed to 
social unrest which several of the countries are still affected by. However, the differences in 
econometric models and model specifications might also contribute to explain this deviation. 
When looking at similarities in scores on Indulgence (IVR) and Long Term Orientation (LTO) 
between countries that are found to be statistically significant a pattern emerges. It appears that 
historical governance might contribute to unequal prerequisites for the population that are 
reflected in the cultural dimensions, which affects the SIM effect across markets. 
The results from the study confirm the endurance of the SIM effect across markets which 
imposes a theoretical implication as it challenges the notion of market efficiency. Previous 
research has suggested that the anomaly additionally defies the conventional idea of a positive 
risk-return relationship which could entail another theoretical implication that challenges 
existing financial theory. As the SIM effect is found to endure and this study does not focus on 
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the risk aspect of the anomaly further research should test whether the anomaly challenges the 
notion of a positive risk-return relationship. By utilizing panel data regression this study 
contributes to existing research by testing the SIM effect to new methodological specifications. 
Since several geographical regions appear to impact the SIM effect it would be very interesting 
if further research tested the phenomenon by applying spatial models. 
Some of the variables were omitted because of rank deficiency in the data sample which led to 
unreported results for both the rarely studied markets and the African region. Another limitation 
to the study concerning the data sample is the reduction in the sample when including 
Hofstede's cultural dimensions. Merely the countries with available scores on all dimensions 
were included in the model which could introduce a bias. Neither the R squared for the time-
series regressions, or the marginal and conditional R-squared for the panel data regressions was 
particularly high. This poses a limitation to the study as the portion of variance for the 
dependent variable that is explained by the independent variables are very low. However, this 


















7 Conclusion  
Understanding anomalies is important in order to comprehend financial markets especially if 
they remain to exist and thereby challenge the notion of market efficiency (Khanh & Dat, 
2020). Previous research has found a statistically significant SIM effect over time, which if 
persistent would defy established fundamental economic theory. By analyzing the SIM effect 
across 99 markets with two different econometric models this paper contributes with new 
empirical evidence on the anomaly. 
Time-series regressions on each of the countries reveal that 30 countries exhibit a significant 
SIM effect that is reduced to 27 when controlling for the January effect. The effect appears to 
be more pronounced in developed markets, and geographically in the European and Asian 
region which is consistent with previous research. Panel data regressions allow us to test the 
anomaly while allowing for interdependence among variables and country level heterogeneity. 
The results verify that the SIM effect has a significant and positive impact on returns. 
Additionally, they reveal that the market classifications emerging and developed have a 
significant and negative impact on returns. South America is found to have a significant and 
positive impact on returns. Based on time-series regression and panel data regression we 
conclude that the puzzle remains and continues to defy economic gravity. These findings imply 
that the anomaly creates arbitrage opportunities in particular markets where investors can earn 
abnormal returns when selling their stocks in May and reinvesting in November. 
As there seems to be no existing academic literature that is able to fully explain the 
phenomenon, this thesis attempts to explain it based on previous empirical findings. Panel data 
regression reveals that Europa and South America are found to significantly contribute to the 
explanation of the SIM effect. As countries' region and market classification appears to have 
an effect on returns and the SIM effect one might question whether these countries have some 
similar cultural characteristics which introduced the anomaly to Hofstede's cultural 
dimensions. This thesis provides evidence of Indulgence (IVR) having a significant and 
positive impact on returns. Additionally, both Indulgence (IVR) and Long Term Orientation 
(LTO) are found to have a significant interaction effect and can therefore explain the anomaly. 
These two cultural dimensions have contributed to new empirical evidence on the SIM effect, 
and Hofstede has provided us with a piece of the puzzle. 
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Table A.1: Score on Hofstede’s cultural dimensions for the developed markets 
 
Table A.2: Score on Hofstede’s cultural dimensions for the emerging markets 
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Table A.3: Score on Hofstede’s cultural dimensions for frontier markets 
 
Table A.4: Score on Hofstede’s cultural dimensions for rarely studied markets 
 
 
 
 
