Introduction
In this article we use the method of the Bellman function to characterize the measures for which the weighted dual Hardy's inequality holds on dyadic trees. We also give an explicit interpretation of the corresponding Bellman function in terms of the theory of stochastic optimal control.
In the past twenty years several results of this kind have been proved using the Bellman function method. The expository article [9] investigates the connection between the Bellman function technique in dyadic analysis and Bellman functions from the theory of stochastic control. The seminal article [8] presents a thorough exposition about the Bellman function technique and its applications . The article [1] solves the problem for the case p = 2, and the Bellman function in our article is equal to the Bellman function used in [1] when we set p = 2. The Bellman function we use in this article is very similar to the one used for the proof of the dyadic Carleson embedding theorem, see [6] , and for the Carleson embedding theorem the constant p ′ p is sharp. We suppose that this constant may be sharp for the weighted Hardy's inequality as well.
Our characterization of the dual Hardy's inequality isn't new, see [2] and [4] . In our work we give a different proof for the inequality that provides a much better constant for the inequality. The article [1] solves the problem for the case p = 2, and the Bellman function in our article is equal to the Bellman function used in [1] for p = 2. Weighted Hardy's inequality can be characterized by other, different conditions. For instance a capacitary characterization can be given, using the Maz'ya theory, see [7] .
The weighted Hardy's inequality was initially studied for its applications in the theory of spaces of holomorphic functions, but it is an interesting topic on its own. Carleson measures for Besov spaces can be characterized using a representation theorem as measures satisfying the dual version of Hardy's inequality over the dyadic tree, see [2] and [3] for more details about the characterization of Carleson measures. In this article we study the problem and solve it for the general case 1 < p < +∞ and we prove that the inequality holds true with constant C(p) = p/(p − 1) p = p ′ p .
We are now going to present the results in this work. Given the interval I 0 = [0, 1] we denote by D(I 0 ) the standard dyadic tree structure of real intervals I ⊆ I 0 . We consider the mappings
where we can read {α I } as a choice of weights, {λ I } as a measure and {φ(I)} as a function over the dyadic tree. The main result of this work is the following one:
Theorem 0.1. Let I 0 be a real interval. Let {α I } and {λ I } be a choice of weights and measure. If
is satisfied, then the dual weighted Hardy's inequality holds true for {α I } and {λ I }, i.e.
for any choice of {φ(I)}. Here C(p) is the constant
Moreover, if the inequality (2) holds with constant C(p) = 1 then the inequality (1) holds true for any I ∈ D(I 0 ) by choosing φ(I) = λ 
which, by duality, is equivalent to the weighted Hardy's inequality
The function we use to prove our main result is
The properties of B we use are stated in subsection 1.2.
The function B can be interpreted as the solution of a Hamilton-Jacobi-Bellman equation associated to a stochastic problem of optimal control, which we will state in the article.
Our article is structured as follows. We characterize the measures for which the weighted Hardy's inequality holds in the subsection 1.1, we enunciate the Bellman function B associated to this problem and prove its key properties in the subsection 1.2, and we prove the weighted Hardy's inequality using the Bellman function method in the subsection 1.3.
We show a natural way to pass from our dyadic inequality to a Hamilton-Jacobi-Bellman inequality in the subsection 2.1, we define a stochastic optimal control problem whose solution is a Bellman function that satisfies the required Hamilton-Jacobi-Bellman inequality in the subsection 2.2, and we prove that the Bellman function associated to the stochastic optimal control problem we defined is equal to the function B in the subsection 2.3.
Hardy's inequality 1.Inequality over the dyadic tree
Let D(I 0 ) be the dyadic tree over I 0 = [0, 1], let Λ be a positively valued measure over the dyadic tree defined as follows: for each node I ∈ D(I 0 )
We define the following objects as follows:
Now we are going to prove the theorem (1.3) in the article [1, pg. 4] in the general case p = 2. 
is satisfied, then
Here 1 p + 1 p ′ = 1, C(p) = p/(p − 1) p = (p ′ ) p is a constant depending only on p, and
We will prove Hardy's inequality using the Bellman function method. Hardy's inequality comes from harmonic analysis and it allows to characterize Carleson measures for Besov spaces. See [2] and [3] for a proof that Hardy's inequality allows us to characterize Carleson measures.
Bellman function for Hardy's inequality
Let p ∈ R, 1 < p < +∞. We consider the function
defined over the domain
The function B has the following properties:
1) B is a concave function defined over a convex domain.
A proof of these properties can be found in the appendix.
The next lemma is about the main inequality, which will be the key to prove Hardy's inequality.
which, by using the fact that v ≥ A, entails
where the inequality holds for all
for every choice of a ≥ 0, b ≥ 0, c ≥ 0. Here p ′ is the real number such that 1 p + 1 p ′ = 1.
Proof. We start by considering the telescopic sum
Since the function B is concave and differentiable over a convex domain, we recall that a concave differentiable function's values are lower or equal to the values of any of its tangent hyperplanes. This entails that, for every g concave and differentiable, for every choice of x, x * in the domain of the function g:
By changing the sign of (9) we get
By combining (11) with (8) we get
We observe that y ≥ 0 because f ≥ 0, v > 0, A − c > 0 by definition of the domain of B. So the last inequality can be rewritten as
Now we prove that φ(y) ≥ 0 for all y ≥ 0. We observe that φ(y) = C(p)b p ≥ 0 when a = 0. Now we assume a > 0 and we compute the first derivative of the function φ:
So the inequality φ(y) ≥ 0 holds for all y ≥ 0, for every choice a ≥ 0, b ≥ 0, therefore the inequality (12) becomes
, so for the last step we use the fact that B is concave and we get
Finally, using the fact that A ≤ v, we get the weaker version of the previous inequality
Proof of the inequality
Now we will prove theorem 1.1 using the Bellman function method.
Proof. Let I ∈ D(I 0 ), we denote with I − ∈ D(I 0 ) and I + ∈ D(I 0 ) the two children of the node I. For every I ∈ D(I 0 ) we define
We observe that the hypothesis (3) is exactly A I ≤ v I , and we also observe that, by applying Hölder's inequality to f I , we get
So, for all choices of φ :
, the vectors
are elements of the domain of the function B defined in (16). So we can compute the value of the function B over x I , x I − , x I + for all I ∈ D(I 0 ). We observe that
so we can apply Lemma 1.2 to get
Summing over all I ∈ D(I 0 ) and using the telescopic nature of the sum we get
Now we recall that F I 0 = (φ p ) I 0 and f I = (φΛ 1 p ′ ) I , so we get
which is exactly (4), ending the proof.
Stochastic approach to the problem
We will now analyze this problem from the point of view of the theory of stochastic optimal control and we will show that the function B can be interpreted as the Bellman function associated to a stochastic optimal control problem naturally related to the dyadic problem.
In this section we are going to show that where g is the Bellman function associated to a stochastic optimal control problem associated to the main inequality associated to the function B.
To find this stochastic optimal control problem we consider x ∈ D, u = (u 1 , u 2 , . . . , u 5 ) ∈ R 5 such that u 5 ≥ 0. Let us define the payoff density Let {u t } t≥0 be a control such that u t (ω) ∈ {u ∈ R 5 | u 5 ≥ 0}. We consider the stochastic process {X t } = {(F t , f t , A t , v t )} solution of the following stochastic differential equation
for x ∈ D starting point, where {B t } t≥0 is a 1-dimensional Brownian motion and the domain of values of X t is the set D. Let τ D be the first exit time for {X t } t≥0 from D. The Bellman function associated to the problem will be
where the supremum is taken over the set of controls {u t } t≥0 satisfying proper measurability conditions and whose values range in the set {(u 1 , u 2 , u 3 , u 4 , u 5 ) ∈ R 5 | u 5 ≥ 0}.
We observe that for this result we used the stronger version of the main inequality (6) instead of the weaker version (7) . By using a stronger main inequality we still get a Bellman function that can be used in the Bellman function method to prove the theorem 1.1, however finding the solution of the problem associated to the weaker inequality (7) would require more work.
We are now going to show in the following subsections how we got to the stochastic optimal control problem and how we solved it.
From the dyadic to the stochastic problem
In this subsection we will show that the main inequality satisfied by the function B can be used to prove that B satisfies a differential inequality that will be the starting point from which we enunciate the stochastic optimal control problem having B as a solution.
In this subsection we are going to use notations and theorems from the text [10] , mainly from the chapter 11. We are going to recall the problem we are considering. Let p ∈ R, 1 < p < +∞. We consider the function
Then the following inequality holds
for every choice of a ≥ 0, b ≥ 0, c ≥ 0. Here p ′ is the real number such that 1 p + 1 p ′ = 1. We are now going to show how the main inequality (17) entails a differential inequality for the function B. Let's consider a fixed point (F ,f ,Ã,ṽ) in the set of the interior points of D. Let's consider a ≥ 0, b ≥ 0, c ≥ 0. Let's consider t > 0. We now define
As long as we chooset ∈ R + small enough, we have that φ(t) ∈ D and ψ(t) ∈ D for all 0 ≤ t <t. So we may now compute the main inequality (17) in the following way
We are allowed to compute this inequality because, by naming X = φ(t 2 ),X = φ(0) = ψ(0) and X + = ψ(t), X − = ψ(−t), we have that
and X,X, X + , X − are in the domain D, so the hypotheses of the main inequality are satisfied. Dividing by t 2 and taking the limit for t → 0 we get
By a change of variable we get
By computing the derivative we get
Now we observe that φ ′ (0) = (0, 0, c, 0), ψ ′ (0) = (u 1 , u 2 , u 3 , u 4 ) =: u, ψ ′′ (0) = (0, 0, 0, 0).
So we get
for any c ≥ 0. We may verify that the function
satisfies the inequality (19). We compute ∂B ∂x 3 (F ,f ,Ã,ṽ) · c = p pf p (Ã +ṽ(p − 1)) p c, and B is concave so it satisfies − 1 2 H(B) · u, u ≥ 0 . Which means that the function B satisfies the inequality
So the function B satisfies the following inequality sup u∈R 5 
So we naturally got a Hamilton-Jacobi-Bellman equation that can be interpreted as the equation associated to a stochastic optimal control problem.
Stochastic optimal control problem
We are now going to enunciate a stochastic optimal control which defines a Bellman function g such that g ≡ B.
Let's consider the following extension of the function B to the closure D of its domain: Proof. We are going to show this fact by recalling that B ≥ 0, so lim inf y→x B(y) ≥ 0 and by considering the following sequence of points: let v ≥ A > 0, let 0 < t ≤ 1. Let's first assume that F > 0. We are going to consider the points
By construction x(t) ∈ D, lim t→0
x(t) = (F, 0, 0, 0), and lim t→0 B(x(t)) = lim
If F = 0 then we consider the sequence
givenF > 0 and the proof holds with the same argument. For the rest of this section we are going to use the letter B to refer to both B and the extensionB. Let x ∈ D, t ≥ 0, u = (u 1 , u 2 , . . . , u 5 ) ∈ R 5 such that u 5 ≥ 0. We will define a payoff density and a bequest function that define the stochastic optimal control problem we are looking for. These functions will not depend on the time variable, so in the notation we will skip writing it. Let us define the payoff density
Let x ∈ D. We define the bequest function
i.e. K is the function
We are going to recall that we in reality only need to define the bequest function K on the points of ∂D, we are using the same definitions used in the chapter 11 from [10] .
To finish the definition of the stochastic optimal control problem we define the coefficients
Let {u t } t≥0 be a control such that u t (ω) ∈ {u ∈ R 5 | u 5 ≥ 0}. We consider the stochastic process
} solution of the following stochastic differential equation
for x ∈ D starting point, where {B t } t≥0 is a 1-dimensional Brownian motion and the domain of values of X t is the set D. Let τ D be the first exit time for {X t } t≥0 from D, i.e.
The Bellman function associated to the problem will be
where the supremum is taken over the set of controls {u t } t≥0 such that {u t } is measurable with respect to F t , where {F t } t≥0 is the filtration generated by the variables {B s | 0 ≤ s ≤ t}, and the values u t (ω) are in the set {(u 1 , u 2 , u 3 , u 4 , u 5 ) ∈ R 5 | u 5 ≥ 0}. So by the Hamilton-Bellman-Jacobi equation theorem (see [10] , chapter 11) the function g will satisfy the equation
We will also write the equation (23) as sup u∈R 5
We recall that L u is the infinitesimal generator of the process {X t } controlled by the control u t ≡ u ∈ {y ∈ R 5 | y 5 ≥ 0}. This is true because given a process {X t } satisfying an equation of the form (22) then the infinitesimal generator A of {X t } process controlled by a control u t ≡ u can be characterized by
profit equal to the value of B if we land on the edge of the domain, so the argument still holds even though some trajectories will land on the edge before the time s. Based on this observation the amount of profit gained on a control of this kind is
where the addend 0 stands for the gain on the trajectory up to the time s ∧ τ D , while the second addend stands for the gain from that moment onward (bequest gain at the end of times included). Under this notation the Bellman function g is
However we have that B is concave, so by Jensen's inequality we have
However {X t } is a martingale up to the time s by definition, so we get
and the heuristic idea is that there is "independence" between letting the process drift in the 3rd variable (which gives a greater or equal to 0 gain) and letting the process be a diffusion (which gains nothing), so we can let the process be a combination of the two and the argument will still hold. So by taking the supremum over all controls {u t } we get
We are now going to give a proof that g ≤ B using Dynkin's formula. We will skip some technical details in the following proof. Let {u t } t≥0 be a fixed control. Let {X t } t≥0 be the process controlled by {u t } t≥0 . Let τ D be the first exit time for {X t } from D. We will first assume that τ D < +∞ almost surely. We are now going to apply Dynkin's formula However, B(X τ D ) = K(X τ D ), so we get
If τ D isn't almost surely finite, we are going to show an idea of the proof. We may consider the stopping time τ (T ) = τ D ∧ T = min{τ D , T } for T > 0. This procedure is equivalent to considering the processes Y t = (t, X t ) in the domain [0, T ] × D and then define the Bellman function B T associated to those processes, which is a standard way to define the Bellman functions.
Since τ (T ) < +∞ almost surely then we may apply Dynkin's formula to that stopping time and, with the same argument we used before, we get
So by taking the supremum over all controls {u t } we get
which ends the proof that B ≡ v, so B is the Bellman function solution of the stochastic optimal control problem.
So the eigenvalues of the Hessian matrix H(B) are 0 of algebraic multiplicity 3 and λ = −p 2p+2 f p−2 (A+(p−1)v) p−1 + p f p (A+(p−1)v) p+1 of algebraic multiplicity 1. However, since f ≥ 0, v > 0 and A > 0, thenλ ≤ 0, so all the eigenvalues are lower or equal to 0. This entails that the Hessian matrix is negative semi-definite, so the function B is concave in the iterior points of the domain D, so by continuity it is concave in all the domain.
