We study the self-semiconjugations of the Tent-map f :
Introduction Motivation
An importance of the notion of topological conjugateness was discovered in the early beginning of the Dynamical systems theory by Henri Poincaré (see [1] ). Later Stanislaw Ulam invented (see [2, pp. 401-484] , or [3] is commutative. One more important result, which is there in [2] , is the way of the construction of the topological conjugacy of Tent-map f and the map The conjugation h of the map f of the form (1.1) and f v above was treated in [4] and [5] . It is proved in [4] that the derivative of h equals 0 almost everywhere in the sense of Lebesgue's measure and equals 0 everywhere where it is finite. It is proved in [5] that the length of the graph of h is 2, which is the maximum possible length of monotone [0, 1] → [0, 1] function. We have studied some properties of this conjugacy in [6, 7] and [8] . We have proved the existence of conjugacy in [6] by Ulam's method, i.e. proved the density of the integer trajectory f
−∞ v
(1) of 1 under f v . We have used the following technical, but important remark in [6] .
Thus, we considered the sequence {h n , n 1} of piecewise linear functions, such that h n (x) = h(x) for all x ∈ A n and the complete set of the breaking points of h n is A n . We also have used this sequence in [7] , in the proof of the existence and our calculation of the value of the derivative of the conjugacy h at all binary rational points. Then the same problem was solved in [8] for all rational points. Notice, that authors of [4] , and [5] use non-explicitly the sequence {h n , n 1} too.
Maps f v of the form (1.3) are denoted as T c in [5] and the solution ϕ of the functional
• ϕ is found as a limit of the sequence {ϕ n , n 0}, where ϕ 0 (x) = x for all x ∈ [0, 1] and
(1.5)
Notice, that ϕ n = h n+1 for all n 0, if c 1 = 1/2 and c 2 = v in (1.5). Indeed, it follows from the commutativity of diagrams
which is the same as (1.5). It is proved in [4, Lemma 3] that for any continuous function
the limit function of (1.5) is the conjugacy, which we call h.
Complicatedness of the mentioned properties of h motivate to consider the functional equa-
for an unknown continuous η :
] (which is not necessary a homeomorphism). It is
clear from the commutative diagram
that there is one-to-one correspondence
between the solutions η of (1.6) and the continuous maps ξ such that
Thus, we will concentrate on (1.7) in this article.
Results
Our work consists of 3 sections, the first of which is introduction. Section 2 is devoted to the following theorem. Then ξ is one of the following forms:
a. There exists k ∈ N such that
where {·} denotes the function of the fractional part of a number and [·] is the integer part.
b. ξ(x) = x 0 for all x, where either x 0 = 0, or x 0 = 2/3.
2. For every k ∈ N the function (1.8) satisfies (1.7).
We will use the following facts for the proof of Theorem 1. Notice that formula (1.8) describes the piecewise linear function ξ, whose complete set of breaking points is
In this case both ξ • f and f • ξ are piecewise linear functions, whose complete set of breaking points is 2t
Thus, only part 1 of Theorem 1 need to be proved. Lemmas 1.2, 1.3 and 1.4 reduce Theorem 1 to the following fact.
Theorem 2. For any continuous solution of (1.7) there exists an interval I, where ξ is linear.
Theorems 1 and 2 were announced in [9] , and Theorem 2 (see [9, Theorem 1] ) was used for the proof of Theorem 1 (see [9, Lemma 7] ). But only sketch of the proof of Theorem 2 is given in [9] . We give the detailed proof of Theorem 2 in Section 2.
We consider in Section 3 the maps ψ : A n → [0, 1], which, we say, commute with the map f of the form (1.1), where A n is from Remark 1.1.
We will describe in Theorem 3 all the maps ψ : A n → [0, 1], which commute with f . In Theorem 4 we describe all the Tent-continuable maps.
2 Self semi-conjugation . Also
n 1, where, as above,
Proof. If one plug an arbitrary x ∈ F into (1.7), then it is clear that ξ(x) ∈ F . Moreover, we can rewrite (1.7) as
We will use the following remark to calculate the explicit expressions for elements of B n and then for F n .
Remark 2.2.
[6] Let
be the binary expression of an arbitrary x ∈ [0, 1]. Then the binary expression of f (x) is
where It follows from Remark 2.2 and induction on n that B n consists of 2 n numbers, which have
where p k is an infinite periodical part 01, or 10, starting after the binary digit n by the following rule: if n-th digit is 0, then the periodical part is 10 and it is 01 otherwise. In other words,
Notice, that
. Now lemma follows from Remark 1.1.
Tangents of secants of ξ are bounded
By Heine-Cantor theorem the continuity of ξ on the compact [0, 1] implies its uniform continuity. Thus, for any n 1 there exists m ξ (n) such that
whenever the first m ξ (n) binary digits of a and b coincide.
Proof. By Remark 2.2 since the first m ξ (n) + 1 binary digits of a and b are equal then so are the first m ξ (n) binary digits of f (a) and f (b). Whence, it follows from (1.7) that
and suppose by contradiction that
Notice, that it follow from the construction of m ξ (n) that
Consider two cases.
Case 1: Suppose that the first n binary digits of ξ(a) and ξ(b) coincide. Then by (2.2) and (2.3) write the binary form of ξ(a) and ξ(b) as If the first digit of M is 0, then by (2.5) and Remark 2.2 obtain
because M ′ contains n − 1 digits. This contradicts to (2.1).
If the first digit of M equals 1, then
Notice, that 0, C + 0, C = 1 for every infinite block C, whence
which contradicts to (2.1).
Consider now an alternative to the case 1, i.e. 
If the first digit of M is 0, then by (2.8) and Remark 2.2 obtain
which contradicts (2.1).
If
and again obtain from (2.9) the contradiction with (2.1).
Corollary 2.5. For every n, t ∈ N the equality of m ξ (n) + t first binary digits of a, b ∈ [0, 1]
Proof. This follows from Lemma 2.4 by induction on t.
Existence of an interval of linearity of ξ
As it is mentioned in the name of the section, we will prove here Theorem 2. In fact, we will deduce this theorem from Corollary 2.5.
For any n 0 denote ξ n the piecewise linear function, passing through points
Remark 2.6. If for an interval I and some n 1 the equality ξ k = ξ k+1 holds for all k n, then ξ = ξ n on I.
For any n ∈ N and k, 0 k < 2 n denote I nk the interval
Denote by t nk the tangent of ξ n on I nk , i.e.
Remark 2.7. It follows from Corollary 2.5 that there exists t such that t nk < t for all n, k.
Remark 2.8. 1. I nk = I n+1,2k ∪ I n+1,2k+1 for all n ∈ N and k, 0 k < 2 n .
2. The following statements are equivalent:
If ξ is not constant, then it follows from continuity of ξ that there exist n, k such that t nk = 0. We will construct above the sequence of intervals I = {I pkp : p n} with the following properties:
3. |t p+1,k p+1 | |t pkp | and t p+1,k p+1 · t pkp > 0 for all p. 
if ξ p = ξ pr for all r on I p,kp , then Theorem 2 follows from Remark 2.6. Otherwise find the minimum r such that there exists s with the following properties:
In this case denote p p+r = s and find uniquely k p+1 , . . . , k p+r−1 such that
This construction can be formalized as follows.
Suppose first that ξ n increase on I n .
For any p n if ξ
then take k p+1 = 2k p , i.e. I p+1 is the left half of I p,kp . If
then take k p+1 = 2k p + 1, i.e. I p+1 is the right half of I p,kp . If
then consider one more dichotomy.
Either the equality ξ
holds
and I p+r,s for some s. In the first of these cases notice, that the conditions of Remark 2.6 are satisfied, whence ξ is linear on I p . In the second case there exist numbers k p+1 , . . . , k p+r = s, which are uniquely determined by I pkp and I p+r,s , such that
In the case of decrease of ξ n on I nk the construction is analogous.
Lemma 2.9. For any sequence I = {I pkp , p n}, which satisfies (2.10), there exists t such that t pkp = t p+1,k p+1 implies
2 n , β 1 = ξ(α 1 ) and β 2 = ξ(α 2 ). In notations above we have that α 1 , α 2 ∈ A n+1 . Thus, Lemma 2.1 implies that β 1 , β 2 ∈ A n+1 ∪ B n+1 .
By Lemma 2.3 assume that β
Notice that in this notations we have
Clearly,
Consider the case, when t pkp > 0.
then it follows from the construction of I that k p+1 = 2k p , whence ξ p+1 passes on I p+1,k p+1 through points such that κ 1 + κ 2 < κ. Then,
then it follows from the construction of I that k p+1 = 2k p + 1, whence ξ p+1 passes on I p+1,k p+1 through points such that κ 1 + κ 2 > κ. Then,
We are left with the case t p,kp < 0.
then it follows from the construction of I that k p+1 = 2k p + 1, whence ξ p+1 passes on I p+1,k p+1 through points . Thus,
then it follows from the construction of I that k p+1 = 2k p , whence ξ p+1 passes on I p+1,k p+1 through points . Thus, ;1}
and this finishes the proof. Now Theorem 2 follows from Lemma 2.9 and Remark 2.7.
Piecewise linear approximations of self semi conjugation
Till the end of this section let n 1 be fixed and ψ : A n → [0, 1] be an arbitrary map, which commutes with f of the form (1.1). For the simplicity of the further reasonings denote ϕ 0 (x) = 2x and ϕ 1 (x) = 2 − 2x, whence f can be written as
Notice, that maps ϕ i , i = 0, 1 are invertible. The usefulness of this notation can be illustrated by the following fact: if τ is the conjugation of the Tent-map f and the map g of the form (1.2).
Then for any n 1 and i 1 , . . . , i n ∈ {0; 1} the equality
holds. This fact is roved in [6, Theorem 3] for the case g = f v of the form (1.3), but only the properties of the map (1.2) are used in the proof. We will need the following technical lemma.
Lemma 3.1. 1. The set A n from Remark 1.1 can be represented as
2. For any m, t such that t < m n the equality
implies that
and
Proof. Part 1 of lemma follows from the definition of A n . To prove Part 2, apply f m−t to both sides of (3.1), whence
is a periodical trajectory of 0 under f , which implies (3.2).
Rewrite now (3.1) and (3.2) as
.).
Since ϕ since x 0 appears to be a fixed point of f . Lemma 3.3. For any m, 1 m n and any x ∈ A m there exist i 1 , . . . , i m ∈ {0, 1} such that
Maps, which commute with the Tent
Proof. Substitute 1 into (1.9) and get that x 0 = f (ψ(1)), whence ψ(1) = ϕ Assume that for m = k lemma is proved. For any x ∈ A k+1 notice that f (x) ∈ A k , whence it follows from induction that ψ(f (x)) = ϕ
, which means that there exists i k+1 such that ψ(x) = = ϕ
By Lemmas 3.1 and 3.3, for any m n and j 1 , . . . , j m there exist i 1 , . . . , i m such that
For Proof. Apply f t to both sides of (3.5), whence lemma follows from (1.9).
Lemma 3.5. Denote i 0 ∈ {0; 1} such that x 0 = ϕ i 0 (x 0 ).
Now lemma follows from Lemma 3.1. and denote
Now define
Correctness of definition of ψ follows from Lemma 3.1.
Since, by Lemma 3.1, equation (3.7) defines the general form of x ∈ A n , then it is enough to prove that
to conclude that ψ commutes with f . Notice that
From another hand,
Since ψ(j 1 , . . . , j n−1 ) = (i 1 , . . . , i n−1 ), then
and we have (3.8).
Corollary 3.6. For any n 1 the number of maps ψ : A n → [0, 1], which commute with f , is
Proof. By Theorem 3 we can calculate the number of maps ψ instead.
Denote by N (n) the necessary quantity of maps. There are 2 n elements of B n . For ψ :
B n → B n and for any
we can independently define the extension of ψ as
where w n+1 and y can be chosen independently, whence we gave 4 ways of extension for each where z ∈ {0, 1} is arbitrary. Thus, we have 4 · (2 n − 1) · 2 extensions of ψ from B n to B n+1 , whence
Calculate N (1) as follows. ψ(0) = x 0 , ψ(1) = z, whence we can choose i 0 and z arbitrary, whence N (1) = 4. We have obtained that
Notice that 2 3n−1
for n = 1, whence we are done.
Tent-continuable maps
We will describe in this section all the Tent-continuable maps ψ : A n → [0, 1], where, as earlier, n is fixed natural number.
Proof. The equality (1.9) means that the diagram
is commutative for i = 1, 2 and arbitrary x ∈ A n \ A n−1 .
Since
It follows from the definition of
Applying n − 1 times the reasonings above obtain that ψ 1 (x) = ψ 2 (x) for all
It follows from Theorem 1 that either ψ(x) = 3/2 for all x ∈ A n , or ψ(0) = 0.
Proof. Lema follows from the definition of A n and the equality
which is a corollary of (1.9).
For any α ∈ A n \ A n−1 and β ∈ A n denote by Ξ α,β the class of all continuous solutions ξ : [0, 1] → [0, 1] of (1.7), such that ξ(α) = β. We will need the following technical lemma about the properties of the continuous solutions of (1.7). Denote ξ (k) the map of the form (1.8),
where k ∈ N.
Lemma 3.9. For every α ∈ A n \ A n−1 and β ∈ A n there exists k 0 (α, β) ∈ N such that for any Resume, that k 0 (α, β), 0 k 0 (α, β) < 2 n was constructed as the unique solution of (3.14).
We will now prove the second part of lemma, i.e. if either (3.9), or (3.10) is satisfied, then ξ (k) ∈ Ξ α,β . Suppose that (3.9) holds. Then there exists t 0 such that (3.13) holds, and (3.13)
can be rewritten as (3.12). Since k ∈ N and α, β ∈ [0, 1], then 0 α − 2t 0 k 1 k and (3.12)
implies that ξ (k) (α) = β. The case if (3.10) is satisfied, is analogous.
The following theorem directly follows from lemmas 3.7 and 3.9.
Theorem 4. 1. For every x ∈ A n \A n−1 and for every y ∈ A n there exists a map ψ : A n → A n , which is Tent-continuable and ψ(x) = y.
2. Let ψ 1 , ψ 2 : A n → A n be Tent-continuable and ψ 1 (x) = ψ 2 (x) for some x ∈ A n \ A n−1 .
Then ψ 1 (x) = ψ 2 (x) for all x ∈ A n . Proof. By item 1 of Theorem 4 for every x ∈ A n \ A n−1 and for every y ∈ A n there exist a Tent-continuable ψ such that ψ(x) = y. For any x ∈ A n \ A n−1 it follows from Part 2 of Theorem 4 that any y ∈ A n defines a Tent-continuable ψ in the unique way.
Thus, take any x ∈ A n \ A n−1 and each of its 2 n−1 images in A n defines the unique ψ : A n → [0, 1], which are Tent-continuable.
