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Abstract 
A Novel Method for the Solution of Convection‐Diffusion Problems with Applications to 
Nitric Oxide Production and Transport in vitro 
Aiman A. Fadel 
Dr Dov Jaron 
Nitric Oxide (NO) has been widely studied as the endothelial derived factor responsible for acute 
vasomotor responses to flow and vessel remodeling in response to chronic changes in flow. In 
this study we developed a steady state analytical solution to the problem of mass transport 
under forced convection and a dynamic/steady numerical model to investigate the production 
and transport of NO generated by a monolayer of cultured endothelial cells exposed to flow in a 
parallel plate flow chamber. The analytical solution was obtained by generalizing the method of 
substitution of variables in order to include any type of boundary condition. At first, an 
approximated velocity profile was employed to reduce the governing Partial Differential 
Equation (PDE) to an Ordinary Differential Equation (ODE). Subsequently, the governing PDE was 
reduced to a set of recursive ODEs for a generic fully developed velocity profile. The 
approximated ODE was reduced to a known quantum mechanical ODE and solved by 
hypergeometric functions. The analytical solution indicates that it may not be possible, at 
steady‐state, to determine a priori the existence of a diffusion boundary layer. A critical ratio 
between length and height of the conduit for which the analytical solution applies has been 
developed. Numerical results are in excellent agreement with the approximated solution of the 
governing PDE. Numeric al modeling was also used to suggest a quantitative relationship 
between shear stress and NO production rate. NO production was described as a combination of 
a basal production rate term and a shear‐dependent term, which is shown to influence the 
nature of mass transport in proximity of the boundary. The steady state NO concentration near 
xi 
 
 
the endothelial surface exhibits a biphasic dependence on shear stress, in which at low flow, NO 
concentration decreases owing to the enhanced removal by convective transport while only at 
higher shear stresses does the increased production cause an increase in NO concentration. The 
unsteady response to step changes in flow exhibits transient fluctuations in NO that can be 
explained by time‐dependent changes in the diffusive and convective mass transport as the 
concentration profile evolves.
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Chapter 1: Introduction 
 
 
Flow-dependent regulation of blood vessel diameter was first described in 19331.  In the 
mid 1980’s, the essential role of the endothelium in both acute vasomotor responses to 
flow 2 and vessel remodeling in response to chronic changes in flow3 was established, 
and nitric oxide (NO) was identified as the endothelial derived factor responsible for 
these responses4.  Since that time, the role of NO in normal physiological processes and 
a variety of pathological conditions has been extensively studied.  Despite the 
physiological importance of flow-dependent NO production, a direct relationship between 
shear stress and NO production by the endothelium has not been established owing to 
the experimental difficulty in measuring NO concentration directly and in real time and 
the complicated mass transport phenomena that accompany changes in flow mediated 
shear stress5.   
Change in flow, either in vivo or in model systems in vitro, alters the shear stress 
acting on the endothelium, but it also modifies the mass transport characteristics at the 
fluid-endothelial interface.  These changes affect the transport of nitric oxide released 
from the endothelium.  The bioavailability of nitric oxide depends strongly on these 
transport processes as well as its reactions with blood 6-13. 
Mass transport phenomena have been widely studied and they are the subject of 
several books 14-18.  
The goal of this research was to develop a mathematical model for the description of 
mass transport of NO in Cartesian coordinates to achieve a better understanding of NO 
transport phenomena in vitro, of the relationship between wall shear stress and NO 
production rate and of mass transport in general. 
2 
 
 
The methodology of this study consisted in several steps of incremental difficulty. 
The first step consisted in the generalization of existing mathematical models to obtain 
an analytical solution to the problem of mass transport for any type of boundary 
condition (Chapter 2). In a second step, the general solution of the problem of mass 
transport was applied to Nitric Oxide transport under different boundary conditions, and 
compared to a numerical model of NO (Chapter 3). In a third step, the numerical model 
of NO production and transport was extended from steady state to dynamic state 
(Chapter 4). 
1.1. Mass Transport/Heat Transfer Mathematical Models 
 
 
Under forced convection the usual geometry of a problem of mass transfer involves the 
presence either of a fluid flowing in contact with one solid, impermeable wall 
(unrestricted forced convection) or of a fluid running within a duct or pipe with solid 
impermeable walls (forced convection in pipes or ducts). Thus, the governing equation is 
a Partial Differential Equation that includes the effects of diffusion and convection on the 
total mass balance: 
 
2 2
2 2( ) ( )
C C CD u y
x y x
       (1.1) 
Where C is the concentration of the transported substance, D is its diffusion coefficient, 
and u(y) is the distribution of the velocity of the fluid. It is important to note that heat 
transfer problems under forced convection have a very similar governing equation: 
 
2 2
2 2( ) ( )
T T Tu y
x y x
        (1.2) 
Where T is temperature, α is the thermal diffusivity of the fluid and u(y) is the velocity 
distribution inside the fluid. 
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Graetz obtained the first solutions to Equation 1.2 in cylindrical coordinates assuming 
a complete separations of variables 19,20: the heat transfer problem at the inlet of a 
cylinder has become known as the Graetz problem. Subsequent studies used again 
complete separation of variables to obtain analytical solutions in cylindrical and/or 
Cartesian coordinates for different boundary conditions, 21-23. The large number of 
assumptions required and the difficulties in satisfying the boundary conditions using 
Graetz approach, especially at the very inlet of the domain 23, might have led Mercer, 
Worse-Schmidt, Biot, Sparrow, and Siegel to develop alternative methods, 24-32. 
In all the studies about heat transfer, the methodology consists of a change of 
variables: first a dimensionless temperature is introduced; then a dimensionless 
independent variable is defined. The works by Kakac and Yener and by Deen include 
possibly the most detailed reviews of all the solutions 16,33. 
The dimensionless temperature  is defined as 16,33: 
    ,, w
m w
T x y T
x y
T T
    (1.3) 
Where Tw is the wall temperature and Tm is called bulk temperature or mixing cup 
temperature and it is defined as 16,33: 
    ,  ,
 
A
m
A
T x y u dA
T x y
u dA
    (1.4) 
Where u is the velocity and A is the area of the cross-section of the duct. 
It is clear that the solution is then expressed as a function of Tm, and it cannot be 
used to determine the exact values of temperature in the fluid or at the boundary. It is 
rather used to determine a local heat transfer coefficient hx defined as 16,33: 
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 wx
w m
qh
T T
   (1.5) 
Where q” is the heat flux at the wall 
The alternative method by Mercer, Worse-Schmidt, Sparrow and Gregg uses again a 
dimensionless temperature and it also includes the boundary conditions and the 
similarity dimensionless velocity, derived from the approximated Navier-Stokes 
equations 27-29. Nevertheless, their solutions either allow knowing the value of the 
temperature only as a function of the bulk temperature again or provide a solution only 
for parabolic flow and uniform boundary conditions (either Dirichlet or Neumann). 
The lagrangian method developed by Biot is based on the concept of enthalpy 24,25. It 
is less relevant to this research but for the fact that Biot demonstrated that only the 
velocity slope at the wall influences the temperature distribution close the boundary 25. 
Researchers have been able to use the close analogy between the mathematical 
descriptions of heat transfer and mass transport. In fact solutions for mass transport 
phenomena have been derived adapting existing techniques, (2, 5, 7, 8), and in some 
instances new methods have been developed 15,34,35. Therefore, we find that a similarity 
dimensionless concentration is defined as 16: 
    ,, w
m w
C x y C
x y
C C
    (1.6) 
Where Cm is the mixing cup concentration 16: 
    ,  ,
 
A
m
A
C x y u dA
C x y
u dA
    (1.7) 
And u is the velocity of the fluid and A is the area of the cross-section of the flat duct. 
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Once again the solutions obtained so far can lead to the definition of a mass transfer 
coefficient and not to an exact value of concentration within the boundaries of the 
domain. Even more importantly, there remains a need to determine a method to 
establish a link between the flux and the value of temperature, or concentration, at the 
boundary surface. 
 
1.2. Nitric Oxide Production Rate 
 
 
After Nitric Oxide was identified as the Endothelium Derived Relaxing Factor, 4,  
researchers turned to in vitro experiments to correlate wall shear stress to NO 
production rate. In a real-time experiment, Kanai et al. 9 found a linear relation between 
NO flux from cultured cells and shear stress. Other studies measured time-averaged 
nitrite/nitrate concentrations and reported a two-phase relation between NOx 
concentration and shear stress, (8, 15): a first phase dependent on the rate of change of 
shear stress, and a second phase dependent on the magnitude of the shear stress, 
8,10,36. In at least one other study a direct relationship between NOx concentration and 
shear stress was found, 37. 
In this study, the Nitric Oxide production rate was described as the sum of two terms: 
a constant basal production (RNO_Basal) and a wall shear stress-dependent term. The 
shear stress-related term was modeled using a power law (Equation 1.6). The exponent 
m (in Eq. 1.6) was set to 1 (linear production) to reflect previous findings 9. To fully 
investigate the influence of shear stress on NO production and transport, we also 
employed an exponent smaller than 1, in order to assess a smaller mass release in the 
face of similar flow rate values, and a higher sensitivity to low magnitudes (<1dynes/cm2) 
of wall shear stress. A sensitivity parameter (B) was used to control the influence of the 
shear stress-dependent term.  
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   _  
m
wall
NO wall NO Basal
ref
R R B  
      
 (1.8) 
Where RNO_Basal is the production rate of NO independent of wall shear stress, wall is wall 
shear stress and ref is a reference value of wall shear stress. The sensitivity parameter 
B has the dimension of a concentration over time. The exponent m is dimensionless. 
 
1.3. Hypotheses and Specific Aims 
 
 
The goal of the proposed research was to develop a mathematical model of transport 
and production rate of Nitric Oxide (NO) to predict the distribution of NO concentration 
throughout a parallel plate flow device. 
Hypotheses 
a) Blood flow velocity profiles are important factors that affect NO production and 
transport in vitro. 
b) Oxygen (O2) availability and transport does not affect NO production in vitro, but 
it does help regulating NO production rate in vivo. 
c) Hydrodynamic conditions determine the distribution of NO concentration at the 
cell surface, even if the fluid velocity is zero. 
d) Similarity is the method of choice to solve mass transport/heat exchange 
problems even for complicated boundary conditions 
 
Specific Aims 
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a) To develop a numerical model of in vitro cultured endothelial cells to predict the 
distribution of Nitric Oxide concentration and the production rate of Nitric Oxide as 
function of shear stress under steady state and dynamic conditions. 
b) To develop a mathematical model to predict the distribution of Nitric Oxide 
concentration in Cartesian and cylindrical coordinates to study the influence of different 
velocity profiles (parabolic, blunt or plug flow) and of physical (viscosity, diffusivity) and 
geometrical (length, diameter of the conduit) parameters on the spatial distribution of the 
concentration of Nitric Oxide under steady state conditions and with any type of 
boundary condition. 
 
 
1.4. Significance 
 
 
Production rate of Nitric Oxide still needs to be quantified; numerical simulations can 
help at interpreting experimental results and can provide specific predictions of 
characteristic events, e.g. transient changes in NO concentration under dynamic 
conditions. A large limitation of numerical results is that they can provide only predictions 
under specific conditions: they lack the more general adaptability of a mathematical 
model, complete of analytical solution.  
Mathematical modeling with analytical solutions allow for predicting the distribution of 
NO concentration more widely than numerical modeling, e.g. as geometric dimensions of 
the domain are changed. Existing mathematical models and their analytical solutions 
seem to be of difficult use, because they require different approaches for diverse 
boundary conditions and because the analytical solutions are construed by special 
function of no immediate use. 
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This study can provide a highly precise tool to determine NO distribution and a 
semiquantitative tool to help interpreting experimental studies focusing on the 
interrelationship between wall shear stress and NO production rate. 
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Chapter 2: Analytical Solution in Cartesian Coordinates 
 
 
In this chapter we consider the problem of mass transport in a Cartesian coordinate 
system. Our goal is to find the distribution of a substance being transported by diffusion 
and convection in a parallel plate conduit, the geometry is depicted in Figure 4.26 (page 
77). The flow is alongside the coordinate x, and the y-coordinate is perpendicular to the 
flow direction. 
At the beginning of the chapter we introduce the Partial Differential Equation (PDE) 
governing the mass transport and we introduce a dimensionless group, the Peclet 
number, which compares the importance of convection and diffusion along the same 
coordinate. 
Subsequently, our first step in finding the solution is to generalize the similarity technique 
previously employed, 38, in order to reduce the governing PDE to a similarity Ordinary 
Differential Equation (ODE). We also make use of previous findings pointing to the 
possibility of using an approximated expression of the velocity without loss of accuracy, 
25. After deriving the similarity ODE, we present a generic analytical solution to it and we 
discuss what boundary conditions it requires to satisfy the boundary conditions of the 
overall problem. 
 
2.1. Mathematical Model 
 
 
Under forced convection, the governing equation is a Partial Differential Equation that 
includes the effects of diffusion and convection on the total mass balance: 
10 
 
 
 
2 2
2 2( ) ( )
C C CD u y
x y x
         (2.1) 
Where C is the concentration of the transported substance, D is its diffusion coefficient, 
and u(y) is the distribution of the velocity of the fluid. 
 
2.1.1. Governing Equation 
 
 
Mass transport phenomena are often characterized by means of the Peclet number, 
which is defined as the product of two other dimensionless groups: the Reynolds and the 
Schmidt numbers: 
 Re ULPe Sc
D
   
Where U is a characteristic velocity of the problem, L is a characteristic length and D is 
the diffusion coefficient of the transported substance. The Peclet number roughly gives 
an idea of the importance of convection with respect to diffusion. 
Since most of the substances of common use have diffusive coefficients on the order of 
tenths of cm2/s, it is obvious that even for low velocities, in the order of cm/s, the Peclet 
number is larger than 1 if the characteristic length of the domain is on the order of tenths 
of cm. Thus, we limit our study to large Peclet numbers without loss of generality. In fact 
also for Stokes’ flows with low Reynolds numbers (10-1, 10-2), the Peclet number may be 
larger than unity if  the Schmidt number is on the order of 102, which happens for most 
fluid-fluid transport. 
It follows that, under the assumption of Pe>1, the diffusive term along the x-coordinate is 
considered to be negligible with respect to the convective term and Equation 1 is 
reduced to a new governing equation: 
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2
2( ) ( )
C CD u y
y x
    (2.2) 
 
2.1.2. Velocity 
 
 
Biot 25 discovered that, close to an impermeable boundary wall, the velocity profile does 
not affect the profile of the temperature inside the moving fluid: he reported a change of 
less than 1% as the velocity profile was changed from linear to parabolic in proximity of 
the boundary wall. Additional studies, 5,39, also pointed to the importance of the slope of 
the velocity profile,  , in problems of heat transfer and mass transport. 
In order to use the slope of the velocity, we expanded the velocity as a MacLaurin 
series: 
      
0
0
!
n
n
n
yu y u
n


  (2.3) 
Where u(n)(0) is the n-th derivative of the velocity at y=0. We assumed the leading non-
zero term to be most important in determining the distribution of concentration inside the 
moving fluid. Thus we substituted the first non-zero term of the MacLaurin expansion 
into Equation 2.3, and we obtained: 
    2 2 0 !
n
nC y CD u
y n x
    (2.4) 
 
It is noteworthy that there are special cases for which the velocity is non-zero at the 
boundary wall: the so-called slug flows. A solution may be found even in those cases. 
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2.2. Similarity 
 
 
Similarity is a mathematical method which consists in finding a proper coordinate change 
to transform dimensional independent and dependent variables into dimensionless 
variables. It is used extensively in fluid mechanics and heat transfer problems, 24,25,30-
32,40,41. To a lesser extent, it has also been applied to the analysis of mass transport 
phenomena35,42. 
2.2.1. Similarity Independent Variable 
 
 
The dimensionless similarity independent variable of choice for heat and mass transport 
problems has usually been an integral spatial-averaged quantity 40,42,43. Instead we 
extend the approach of Biot24, Lévêque44, Mercer31,32, and Probstein35, and we 
introduce a generalized dimensionless independent variable : 
 yx    (2.5) 
Where the parameter  is dimensionless and the dimensional equation for the parameter 
 is: 
       1
L
LL

    (2.6) 
Both parameters will be determined and their physical meaning will become clear later. 
 
 
2.2.2. Similarity Function 
 
 
In their heat transfer studies, Sparrow and Gregg introduced an innovative similarity 
function which was based on the specific boundary conditions of the problem 38. 
Elaborating on their work we introduce a dimensionless similarity function f(): 
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    ,C x y Ax f    (2.7) 
Where the product Ax  must include the boundary conditions and has the dimension of 
concentration. The parameters A and  will be determined later, and  is the same 
parameter that appears in Equation 2.5. 
 
2.3. Boundary Conditions 
 
 
Boundary conditions of differential equations are usually of two types: Dirichlet or 
Neumann boundary conditions. In the former case, the value of the dependent variable 
C(x,y) on the boundary is specified, in the latter the flux of the dependent variable across 
the boundary is specified. Both conditions can be either uniform or functions of the x-
coordinate. 
 
2.3.1. Dirichlet Boundary Conditions 
 
 
In the case of uniform Dirichlet boundary conditions, the parameter A assumes the value 
of the concentration at the boundary wall, and the sum of  and  is zero. Substituting in 
Equation 2.7 we obtain: 
    , boundaryC x y C f   (2.8) 
which leads to the solution obtained by Probstein, 35. 
If the concentration on the boundary wall is directly proportional to the x-coordinate, we 
can express it as: 
 ( ,0)
s
reference
xC x C
M
      (2.9) 
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Where Creference is a reference value of concentration given at a point on the boundary 
wall, s is a dimensionless parameter and assumes real values, and M is a characteristic 
dimension of the domain such that we can define a dimensionless variable x*: 
 *
xx
M
  (2.10) 
Where x* lies in a positive neighborhood of zero. 
Now we let the product Ax   assume the value: 
  * sreferenceAx C x    (2.11) 
It follows immediately that: 
 
reference
s
C
A
M
s 
   
 (2.12) 
In a more generic case, if the Dirichlet boundary condition is expressed as a 
dimensionless function g(x), we can expand it with a MacLaurin series in terms of x*: 
 
     * *
0
0
( ,0) ( )
!
p
p
ref ref
p
g
C x C g Mx C Mx
p


    (2.13) 
where g(p)(0) is the p-th derivative of the function g(x) with respect to x, evaluated at x=0. 
We can now express the function C(x,y) as the summation of several linearly 
independent similarity functions fp(): 
  
0
( , ) pp p
p
C x y A x f   

  (2.14) 
It follows that: 
15 
 
 
 
   0
!
p
p ref
p
g
A C
p
p 
   
 (2.15) 
 
 
2.3.2. Neumann Boundary Conditions 
 
 
In the case Neumann boundary conditions, the first derivative of C(x,y) with respect to y 
evaluated at the wall (y=0) can be either uniform or directly proportional to the x-
coordinate: 
 
reference s
boundary boundary
C C x
y y M
          (2.16) 
Where 
reference
boundary
C
y

 is a reference value of the concentration gradient at the boundary wall, 
the parameter M has the dimension of a length such that we can define a dimensionless 
variable x*: 
 *
xx
M
  (2.17) 
Where x* lies in a positive neighborhood of zero, and the parameter s can assume any 
positive real value. 
The flux boundary condition is uniform when the parameter s is set to zero. 
 Remembering Equation 2.7, we decompose the parameter A in two parameter A’ and 
A”: 
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  
' "
' " *
reference
s
boundary
A A A
CA A x x M
y
 
   
 (2.18) 
And we define A’ and A” as: 
 
'
'
"
" 1
  
reference
references s
s
boundary
boundary
s
CA x x M Cy A M
y
A x M
A M







          
 (2.19) 
In the case of a uniform Neumann boundary condition we have: 
 
'
" 1
reference
boundary
CA
y
A M 
   
 (2.20) 
Substituting in Equation 2.7, we obtain: 
    1,   
reference
boundary
CC x y M x M x f
y
        (2.21) 
If the Neumann boundary condition is expressed as a dimensionless function g(x), we 
can expand it with a MacLaurin series in terms of x*: 
 
        1* *
00
0( , )  ( )
!
reference reference p
p p
py boundary boundary
gC x y C CM g Mx x M
y y y p
 

        (2.22) 
Where g(p)(0) is the p-th derivative of the function g(x) with respect to x, evaluated at x=0. 
Now we can express the function C(x,y) as the summation of several linearly 
independent similarity functions fp(): 
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  ' "
0
( , ) pp p p
p
C x y A A x f   

  (2.23) 
It follows that: 
 
   '
" 1
0
!
reference p
p
boundary
p
p
gCA
y p
A M
p



    
 (2.24) 
Substituting in Equation 2.7, we obtain: 
        1
0
0
,   
!
reference p
p
p
pboundary
gCC x y M x x f
y p
  

    (2.25) 
 
2.4. Reduction to Ordinary Differential Equation 
 
We now present a reduction from PDE to ODE for the case of direct proportionality 
between the boundary conditions and the x-coordinate. 
Substituting Equations 2.7 and 2.5 into Equation 2.4, we obtain: 
          0!
n
nud dD Ax f y Ax f
d d y y n x
      
        
 (2.26) 
Carrying out the several differentiations we obtain: 
             2 2 1 10!
n
nuDAx f x y A x f x f
n
                       (2.27) 
We notice that the constant A cancels from Equation 2.27. Collecting the common terms 
on the right end side of Equation 2.27 we obtain: 
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          2 2 10 1
!
n
nuf y x f f
D n
     
         
   (2.28) 
We notice that also the exponent  vanishes from Equation 2.28. On the right hand side 
of Equation 2.28 we are left with an expression in y and x, in order to solve this equation 
we impose that such term can be expressed as a power of the dimensionless variable : 
 2 1
n
ny x  
       (2.29) 
To satisfy Equation 2.29 we have that: 
 
12 1   =
2
n
n
        (2.30) 
From which follows that: 
 
1
2  ny x    (2.31) 
We notice that the order of the first non-zero term in the MacLaurin expansion of the 
velocity determines the exponent of the x-term of the dimensionless variable ; this 
result is very close to what was obtained previously 24,30-32,42,44. 
Substituting Equation 2.29 into Equation 2.28 we obtain an Ordinary Differential 
Equation in : 
          2 0 1
!
n
n nuf f f
D n
      
         
   (2.32) 
Now we can define the constant  for any velocity profile: 
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       
 
   2 2 20 0 01    
! ! 2 !
n n n
n n n
u u u
D n D n D n n
            (2.33) 
Substituting back into Equation 2.32  we obtain the final form of the Ordinary Differential 
Equation for diffusion-convection: 
         1 2nf n f f             (2.34) 
The same approach can be used when the BC is a function of the x-coordinate. 
Substituting Equations 2.14 and 2.5 into Equation 2.4, we obtain: 
        
0 0
0
!
p p
n
n
p p p p
p p
ud dD A x f y A x f
d d y y n x
      
  
 
                    (2.35) 
Carrying out the several differentiations we obtain: 
             1 12 2
0 0
0
 
!
p p p
n
n
p p p p p p p
p p
u
D x A x f y A x f A x f
n
                 
 
    
 (2.36) 
. Collecting the common terms on the right end side of Equation 2.36 we obtain: 
          2 2 1
0 0
0
1
!
p p
n
pn
p p p p p
p p
u
A x f y x A x f f
D n
      
 
 
            (2.37) 
We substitute Equation 2.29 and Equation 2.30 in Equation 2.37: 
    
           2
0 0
01 1 2
2 !
p p
n
n n
p p p p p p
p p
u
A x f A x n f f
D n n
        
 
     
 (2.38) 
Substituting Equation 2.33 into Equation 2.38 we obtain: 
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          
0 0
1 2p pnp p p p p p
p p
A x f A x n f f       
 
       (2.39) 
Bringing all the terms to the left hand side, we obtain: 
           
0
1 2 0p np p p p p
p
A x f n f f      

          (2.40) 
Equation (2.40) can be expanded as: 
 
          
          
          
0
1
0 0 0 0 0
1 1 1 1 1
1 2
1 2
... 1 2
... 0
q
n
n
n
q q q q q
A x f n f f
A x f n f f
A x f n f f



     
     
     
      
       
        
 
 
 
 
 (2.41) 
We can also re-write Equations (2.41) as: 
 0 1 ... ... 0qQ Q Q      (2.42) 
Where it is obvious that: 
          1 2 ,  i ni i i i i iQ A x f n f f i                 (2.43) 
Since Equation 2.42 (and thus Equation 2.41) must hold true for all values of x and the 
functions fp() are linearly independent, it is necessary that each of the Qi terms be 
independently equal to zero. As a consequence: 
21 
 
 
 
         
         
         
0
1
2
0 0 0 0 0
1 1 1 1 1
2 2 2 2 2
1 2 0
1 2 0
1 2 0
... 0
n
n
n
A x f n f f
A x f n f f
A x f n f f



     
     
     
                       
 
 
 
 (2.44) 
We notice that the coefficients Ai and the terms ix  disappear from all the equations; 
then each equation in the System of Equations 2.44 is but Equation 2.34 repeated for 
different values of . It follows that the system of ODEs for the generic diffusive-
convective problem with an approximated velocity profile is: 
          1 2 0,  ni i i if n f f i                (2.45) 
 
 
2.4.1. Analytical Solution 
 
 
In order to solve for Equation 2.45 we applied a methodology known from quantum 
mechanics45 and we assumed that the solution may be in the form of: 
    
2
2
nx
n
i if e u 

   (2.46) 
Substituting Eq. 2.46 into Eq. 2.45 we obtain: 
      '' 1 ' 01 pn ni i iu u u   
        (2.47) 
Equation 2.47 reduces under some values of the parameter n to well-known equation in 
mathematical physics in general46-48 and in quantum mechanics in particular45. It is 
noteworthy to consider that when the parameter n is set to zero, Eq. 2.47 reduces to a 
particular type of Hermite equation45. 
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We found a closed-form solution for Eq. 2.47: 
 
 
   
2
1 2 2
2(2 )
1 2
2
1 12  1 , ,  L 1 , ,
2 2 2 2
n
n n n
n
i i i i i
n
i i
nu C U C
n n n n
f e u

   
 

  

 
                        
 (2.48) 
Where C1i and C2i are integration constant, and U is the Kummer confluent 
hypergeometric function of the second kind, L is the generalized Laguerre polynomial. 
The integral representation of the Kummer function is: 
    
22 1 22 2
0
1 11 , , 1
2 2 1
n
ii
n nt
n n
i
i
nU e t t dt
n n
  
               
Where  is the Euler Gamma function, and it is expressed as:1)  
  
0
1 i ti t e dt
       
The generalized Laguerre polynomial is defined by the Rodrigues formula as: 
  
 
2 2
0
11 !
1 21 , , 1
12 2 21 ! ! !
2
mn ni
m
i
m
i
nL
n n nm m m
n
 

 

                           
  
Substituting Equation 1.45 in Equation 1.7, we obtain the generic solution for any 
Dirichlet or Neumann boundary condition directly proportional to the x-coordinate: 
    
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2(2 )2 2
1 2
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                          
 (2.49) 
In case the boundary conditions are expressed as a MacLaurin series, we can obtain 
from Equation 2.14: 
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 (2.50) 
Note that the solution is the product of a dimensional term and a dimensionless one. The 
dimensional term yields the distribution of concentration along the boundary wall and it is 
influenced by the boundary condition of the problem and by the slope of the velocity 
profile. The second term of the solution is dimensionless: it indicates how much 
concentration is still present in the moving fluid with respect to the maximum 
concentration reached at the boundary wall. This dimensionless part is given by the sum 
of all the functions fp(),  each having two integration constants that must be determined 
imposing the appropriate boundary conditions. 
 
2.4.2. Integration Constants for the Dimensionless Term 
 
 
In a flat conduit there may be only one mass releasing plate, paired with an impermeable 
plate, or both plates may be releasing mass. If one plate only is releasing mass, the 
concentration at the boundary wall is determined by the dimensional 
term
 
 
212 1
2(2 )2 22 0
p
p
nn n
nn n
pp
A x e f
     , therefore one boundary condition is either fp(0)=1 
for Dirichlet Boundary Condition or f”p(0)=1 for Neumann Boundary Condition, and for 
any value of p. 
The second boundary condition is found considering the fact that the upper plate is not 
releasing mass, and consequently fp() decreases as  increases. We notice in Equation 
2.47 the presence of an exponential elevated to η(2+n), therefore if the distance h 
between the parallel plates is large enough, we must impose fp() →0 as   . 
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Instead, if the distance between the two plates is modest, the solution must still satisfy 
the no-flux condition at the upper plate, and we must impose ' 0pf  as y=h. 
 In case both the plates are releasing mass, we can assume they are symmetric with 
respect to the x-axis. It follows that symmetry must be respected by imposing a zero flux 
condition at half the distance between the upper and lower plates, thus we must impose 
f’p(x,h/2)=0. 
 
2.4.3. Flux and Concentration at the Boundary Wall 
 
 
The importance of the solution proposed in this chapter becomes even more apparent 
when one considers the need to relate the distribution of concentration at the boundary 
wall to the distribution of the gradient of concentration at the boundary surface. In fact if 
the flux of a substance is specified, knowledge of the distribution of concentration at the 
boundary interface can help understand the relation between the production rate of the 
substance and its flux. Vice versa, a specified concentration along the boundary surface 
may be further investigated, and knowledge of the flux from the wall itself may help to 
optimize the mass release into the moving fluid. In order to do so we present some 
generic relations between the concentration and its gradient calculated at the mass 
releasing boundary surface by means of Equation 2.47. 
We know that the distribution of concentration at the surface is: 
  
1 1
2(2 ) 2 2
0
2,0 pp
n n
n n n
p
AC x e x x
   

   (2.51) 
At first we notice again that the imposed boundary condition affects the distribution of 
mass along the boundary wall as well as the velocity slope. In particular when the flux is 
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specified as uniform, the distribution of concentration becomes directly proportional 
to
1
2 nx  . 
If the specified flux varies with the x-coordinate, we have that: 
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We notice that for a uniform flux we can combine Equations 2.51 and 2.52 to obtain a 
relation between the concentration gradient and the distribution of concentration at the 
boundary wall: 
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 (2.53) 
In general, the concentration at the wall for a given flux can be expressed as a 
generalized power series46,47: 
    ,0 ppppC x a xx     (2.54) 
Where ap(p) are the coefficients of the power series and they are given by the product: 
    0pp p pa A f   (2.55) 
The functions  0pf are well known hypergeometric functions and there exist recursive 
relations between them49. Thus, it might be possible to invert the series to obtain an 
exact expression for the wall concentration. 
 
2.4.4. Limiting Condition 
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In our approach we have assumed that the value of concentration goes to zero at the 
upper plate, which can be seen as infinitely away from the lower plate. Therefore the 
limiting condition is that the dimensionless variable   reaches a value large enough at 
y=h and x=L such that the limit of the integral form of Equation 2.49 does reach zero: 
 2 criticalncritical n
Uh M
Dh L
    (2.56) 
M is an arbitrary large number. There is no specific way to determine an exact value of 
M, but empirically we can place its value somewhere between 3 and 3.5. 
We can then define a critical ratio between the distance h and the length L of the parallel 
plates domain as a function of the velocity U and of the diffusion coefficient D: 
  23 3.5
critical critical critical
critical n
critical
L U h
h D
     (2.57) 
 
2.5. Heat Conduction 
 
 
It is important to note that Equation 2.4 can be rearranged so to describe a time 
dependent heat conduction problem when the velocity is uniform. First, we introduce a 
new independent variable time 
xt
U
 , then we introduce a new dependent variable 
temperature  , ,xT Ct y y
U
      and we  substitute the diffusion coefficient D with the 
thermal diffusivity  then the governing equation 2.4 becomes: 
 
   2
2
, ,T Tt y t y
t y
    (2.58) 
And since n=0, Eq. 2.47 becomes: 
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      '' ' 01 pi i iu u u  
       (2.59) 
We remember from Eq. 2.30 that =1/2, we introduce a new variable 
2
   and a new 
function    2H u  and we substitute to obtain: 
        1 2'' 2 ' 2 0pH H H      (2.60) 
We now let  1 4 p   and we rewrite Eq. 2.60 as: 
        '' 2 ' 01H H H      (2.61) 
Equation 2.61 is the well known Hermite differential equation50, which is solved by 
Hermite Polynomials when  is positive and corresponds to the eigenvalues of the 
energy equation of a harmonic oscillator45. However in our case  is defined as strictly 
negative, nevertheless a solution still exists and, if the parameter  is an integer, it has 
the form: 
            21    11 1H A Q B e P Erf             (2.62) 
Where A and B are constants,  1Q  and  P   are polynomials in  of order 1   
and   respectively, and  Erf  is the error function46-48. In the particular case of 
uniform temperature, =0, the solution is simplified to assume the form of the 
complementary error function51,52. If the parameter is not an integer, the solution can be 
still evaluated numerically for any using the form: 
    2 1 ,
2
f e Hermite         (2.63) 
Where  1 ,
2
Hermite       is a Hermite polynomial. 
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The validity of Eq. 2.62 is limited by the fact that the temperature at the far boundary 
along the y-coordinate must evolve to zero or a constant value naturally, i.e. without any 
forcing term, thus we can express a limiting condition for the validity of this approach: 
 3 3.5
2
critical
critical
critical
h
t
     (2.64) 
Equation 2.64 allows us to define a critical time tcritical within which our method can be 
applied to heat conduction problems: 
 
  
2
22 3 3.5
critical
critical
ht    (2.65) 
This also means that for any time smaller than tcritical the temperature at the far end of the 
heated material has not undergone any change yet. 
 
2.6. Conclusions 
 
 
Although all the previous work was done by the author autonomously, some similarities 
with previous works exist. In particular, Lévêque introduced for the first time the similarity 
technique to solve for a heat transfer problem with a linearized velocity profile and a 
fixed boundary condition (uniform temperature)44. Mercer partially extended the work of 
Lévêque to the case of a parabolic velocity profile for a uniform temperature boundary 
condition 31,32. Worsøe-Schmidt tried to extend the problem to a uniform heat flux, she 
managed to obtain again a series solution but she gave a flawed definition of a similarity 
variable thus rendering her entire study not applicable30. As already stated before, Biot 
discovered that the slope of the velocity rather than the velocity itself influenced the 
distribution of temperature in a forced-convection heat transfer problem25. Finally, 
Sparrow and Gregg attempted a similarity solution for an exponentially decaying 
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distribution of temperature at the boundary but they never generalized for any type of 
boundary condition38,53,54. In this chapter the author has in part employed techniques 
already available, but he has above all obtained a new general method to describe a 
forced-convection mass-transport/heat-exchange problem for any type of boundary 
condition and any type of velocity profile,. In fact, this may be the first work to show that 
the definition of a similarity variable is intrinsically related to the velocity of the moving 
fluid and that the velocity itself does influence the distribution of 
concentration/temperature even at boundaries characterized by no-slip conditions. 
Furthermore, the author has shown in section 2.5 that a known parametric ordinary 
differential equation (Eq. 2.60) can describe physical situations both for positive and 
negative values of the parameter . If the values of the parameter  are positive, they 
are also quantized (i.e.  can assume only odd or even positive integer values45,46,50) and 
the differential Eq. 2.61 describes a harmonic oscillator (classic or quantum). If the 
values of the parameter are negative, they are real (i.e. integer, rational and irrational) 
and Eq. 2.61 describes time-dependent heat conduction or mass transport/heat 
exchange with slip condition (that is non-zero velocity at the boundary). 
 
 
2.7. Mathematical Software 
 
 
Throughout this thesis differential equations are often encountered; all of the solutions 
have been obtained using Mathematica 7.0.0 Student VersionTM and Maple 12TM unless 
stated otherwise. 
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Chapter 3: Comparison between Numerical and Analytical Solution 
 
 
We have seen in the previous chapter that the distribution of temperature or 
concentration in the moving fluid is affected by the boundary conditions and the slope of 
the velocity at the wall. In this chapter we apply the method developed in the previous 
chapter to find the distribution of concentration of a specific molecule, Nitric Oxide, inside 
a moving fluid between two infinitely wide parallel plates. We use two types of boundary 
conditions, Dirichlet and Neumann. For both cases of boundary conditions, we employ 
non-dependence, a linear, and a sinusoidal dependence on the x-coordinate. To further 
validate our analytical tool as well as further investigate the proprieties of mass 
distribution, we used three different types of velocity profiles: a linear velocity profile, 
corresponding to a moving upper plate, a parabolic profile, Poiseuille flow, and a slug 
flow where velocity is uniform throughout the flowing space, corresponding to a 
particular case of slip velocity at the wall. The linear velocity profile will provide a direct 
comparison between a fully parabolic profile and a linearized one. 
Finite Element Method (FEM) was used to obtain a numerical solution of the 
problem. The dimensions of the domain were set to 750m x 5000m (height x length), 
the width of the domain was assumed to be infinite. We modeled the moving fluid as 
water, with a viscosity =0.01cm2/s. We chose to model the transported substance as a 
gas, Nitric Oxide, with a diffusion coefficient D=3300 m2/s. 
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3.1. Velocity 
 
 
For all the velocity profiles, we set the wall shear stress wall= 5 dynes/cm2, which 
corresponds to a maximum velocity Umax=93750 m/s. In the case of a slug flow, the 
velocity is set to 93750 m/s. 
The linear velocity profile is then given by: 
  
 max( )
yu y U
h
  (3.1) 
Where h is the distance between the parallel plates (750m). 
For a Poiseuille flow the velocity profile is parabolic: 
 
2
max( ) 4
y yu y U
h h
        
 (3.2) 
The slug velocity profile is: 
   max 93750 m/su Uy    (3.3) 
3.2. Boundary Conditions 
We set a-symmetric boundary conditions, i.e. only the lower plate releases mass into the 
flowing fluid. The top plate is assumed to be impermeable, i.e. no flux condition, and 
concentration is set to be zero at the inlet. 
 For each velocity profile we used two sets of different types of boundary conditions: 
linear and sinusoidal Dirichlet (half period) and uniform and sinusoidal (half period) flux 
boundary condition (to describe a non monotonic function of the x-coordinate). 
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The linear Dirichlet is expressed as: 
  ,0 out xC x C L  (3.4) 
 
Where Cout is the value of concentration at the outlet of the bottom plate and L is the 
length of the domain. 
The sinusoidal Dirichlet (half period) is given by: 
   max,0 sin xC x C L
      (3.5) 
Where Cmax is the maximum value of concentration reached at the bottom plate. 
The uniform flux boundary condition is expressed as: 
 
 
0
,0
y
C x Cconst
y y 
     (3.6) 
The linear flux boundary condition is expressed as: 
 
 
0
,0 out
y
C x C x
y y L
    (3.7) 
Where 
0
out
y
C
y 

 is the value of the gradient of concentration at the outlet of the bottom 
plate. 
The sinusoidal Neumann condition (half period) is given by half the period: 
 
  max
0
,0 sin
y
C x C x
y y L


          (3.8) 
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Where 
max
0y
C
y 

 is the maximum value of the gradient of concentration at the bottom plate. 
 
3.3. Analytical Solutions using Dirichlet Boundary Conditions 
 
 
In this section we provide an application of the method developed in the previous 
chapter. We find an analytical solution for a Dirichlet boundary condition (linear and 
sinusoidal – half period) associated alternatively with a linear velocity profile, a parabolic 
one and a slug (uniform) velocity profile. 
 
3.3.1. Linear Velocity and Linear Dirichlet Boundary Conditions 
 
 
The boundary condition is expressed as a linear function of the x-coordinate: 
  , 0 out xC x C L  (3.9) 
Where the wall concentration at the outlet of the bottom plate is: 
  ,0outC C L  (3.10) 
L is the length of the parallel plate conduit. Using the definition of linear velocity profile, 
Eq. 3.1, and Equation 2.15, we obtain the values of the coefficient A, and of the 
exponents ε and β: 
 
1
2
3
1
3
referenceA C L


   
 (3.11) 
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Plugging these parameters into Equation 2.34, we obtain the ODE: 
       3 0f f f         (3.12) 
We find the solution: 
    
3 3 3
33 323 3
1
1 13 2 3 , 3  ,2
18 3 3 3 3
Cf C e
                        
 (3.13) 
Where 
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,
3 3
     is the incomplete Euler Gamma function. 
In any physical condition, the concentration C(x,y) decreases along the y-coordinate, i.e. 
walking away from the boundary wall. Thus, as η increases, C(x,y) must decrease, and 
consequently the integration constant C1 must be zero. Furthermore, since the 
dimensionless function fp(0)=1, it follows that: 
 2
3
9
13 
3
C       
 (3.14) 
The solution to the problem is: 
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1 3 3 3 32 3  L
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                         
 (3.15) 
 
 
3.3.2. Linear Velocity and Sinusoidal Dirichlet Boundary Conditions 
 
 
First of all we need to approximate the boundary condition as a MacLaurin series: 
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 (3.16) 
Using Equation 2.15 we obtain: 
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The velocity profile is defined as linear (Equation 3.1), and we have: 
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 (3.18) 
Using the system of ODEs 2.45, we obtain: 
 
      
      
      
      
      
1 1 1
3 3 3
5 5 5
7 7 7
9 9 9
3 0
9 0
15 0
21 0
27 0
f f f
f f f
f f f
f f f
f f f
    
    
    
    
    
               
 
 
 
 
 
 (3.19) 
We can now obtain the five different dimensionless functions: 
    
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 (3.20) 
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Where 
31
,
3 3
     is the incomplete Euler Gamma function. 
In any physical condition, the concentration C(x,y) decreases along the y-coordinate, i.e. 
walking away from the boundary wall; thus as  increases, C(x,y) must decrease, 
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consequently the only possibility is that the constants C1, C3, C5, C7, and C9 are zero, 
and since for each dimensionless function fp(0)=1 it follows that: 
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  (3.27) 
Where 
1
3
     is the Euler Gamma function of ⅓. 
The distribution of concentration between two parallel plates with linear velocity profile 
and sinusoidal concentration along the bottom plate is then given by: 
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       
 (3.28) 
 
 
3.3.3. Parabolic Velocity and Linear Dirichlet Boundary Conditions 
 
 
The parabolic velocity profile can be approximated with a linear profile similar to 
Equation 3.1, and the velocity profile becomes: 
   max4Uu y y
h
  (3.29) 
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 It follows that the solution is similar to what described in Equation 3.14, substituting for 
the definition of η, and the proper approximated velocity profile we have: 
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 (3.30) 
 
 
3.3.4. Parabolic Velocity and Sinusoidal Dirichlet Boundary Conditions 
 
 
The parabolic velocity profile is approximated as a linear profile and it assumes the 
expression given in Equation 3.28. It follows that the solution of mass transport problem 
between parallel plates with a parabolic velocity profile and a half-period sinusoidal 
distribution of concentration at the lower plate is similar to Eq. 3.28 and is expressed as: 
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 (3.31) 
Where the dimensionless variable η is defined as: 
 max3
4
3
Uy
hDx
   (3.32) 
 
 
3.3.5. Slug Flow and Linear Dirichlet Boundary Conditions 
 
 
Since the velocity is uniform and the value of the concentration at the boundary wall 
increases linearly, we obtain: 
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 (3.33) 
The governing ODE becomes: 
      '' 2 'f f f     (3.34) 
The solution is: 
    
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2 2
1 2 3,1 2
f C C e Hermite
           (3.35) 
Where 3,
2
Hermite      is a Hermite polynomial of parameter -3 and variable  . Since 
the value of concentration decreases moving away from the boundary surface, the 
integration constant C1 equals 0. The boundary condition at the wall gives us: 
   2 81    0f C     (3.36) 
Finally the solution is: 
  
2
4
max8, 3, 4
y U
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L Dx
       (3.37) 
Where 3,
4
UHermite y
Dx
    is a Hermite polynomial of order -3 and variables x and y. 
 
 
3.4. Analytical Solutions – Neumann 
 
 
In this section we find an analytical solution for a flux (Neumann) boundary condition 
(linear and sinusoidal – half period) associated alternatively with a linear velocity profile, 
a parabolic one and a slug flow. 
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3.4.1. Linear Velocity Profile and Uniform Flux 
 
 
Using the definition of the velocity profile, Eq. 3.1, the uniform boundary condition, Eq. 
3.6, and using Eq.2.45, we see at once that: 
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 (3.38) 
The velocity profile is again given by Equation 3.1, and substituting in Equation 2.45, we 
obtain: 
      f f f          (3.39) 
Solving Eq. 3.39, and using the same reasoning laid out in section 2.3.1, we obtain: 
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We can now determine the expression for the constant C2 by remembering the condition 
0
( , )
y
C x y
y 

 =constant, which yields: 
  2 33 2
0 0 0
  0 .
out out
y y y
C CL x f C const
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  
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  (3.41) 
Simplifying the gradient of concentration on both sides, we obtain: 
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 (3.42) 
Now we can write an expression for the constant C2; 
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 (3.43) 
Thus we obtain the solution for a mass transport problem between parallel plates with 
linear velocity profile and uniform flux through the bottom plate: 
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  (3.44) 
It is interesting to notice that the distribution of concentration along the bottom plate is 
determined by the linearity of the velocity profile: 
   12,0 nC x x   (3.45) 
Where n is the exponent of the y-coordinate of the first non-zero term of the MacLaurin 
expansion of the velocity. 
 
3.4.2. Linear Velocity Profile and Linear Flux 
 
 
Using the definition of the velocity profile, Eq. 3.1, the uniform boundary condition, Eq. 
3.6, and using Eq.2.45, we see at once that: 
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 (3.46) 
The velocity profile is again given by Equation 3.1, and substituting in Equation 2.45, we 
obtain: 
      4f f f          (3.47) 
We obtain: 
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It is clear again that the concentration decreases as the variable η increases, therefore 
we can set C1=0, and the solution is:  
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 (3.49) 
Then we can make use of the linearity of the boundary condition by imposing: 
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 (3.50) 
Eliminating the gradient and x terms from both sides, we have an expression for the 
integration constant C2: 
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 (3.51) 
The distribution of concentration between two parallel plates with linear velocity profile 
and linear flux across the bottom plate is given by: 
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 (3.52) 
We notice at once that the concentration at the bottom plate is proportional to the fourth 
power of the cubic root of the x-distance, i.e. it is now determined by both the linear 
slope of the velocity at the wall and the linear boundary flux: 
   1 42 3,0 nC x x x x    (3.53) 
 
3.4.3. Linear Velocity Profile and Sinusoidal Flux (half period) 
 
 
First of all we need to approximate the boundary condition as a MacLaurin series: 
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Using Equation 2.15, we obtain: 
 
max
'
0
2
" 3
1
1,3,5,7,9!    
1
3
p
p
p
y
pCA
py pL
A L



                
 (3.55) 
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The velocity profile is defined as linear (Equation 3.1), and we have also: 
 max3
3
U
Dh
   (3.56) 
Using the system of ODEs 2.45, we obtain: 
 
      
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 
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 
 
 (3.57) 
We obtain the seven different dimensionless functions: 
        
3 3
33 3 2 32 3
1 1
24 9 3 3  , 4
36 3 3
Cf C e
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           
 (3.59) 
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 (3.60) 
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 (3.61) 
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 (3.62) 
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 (3.63) 
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 (3.64) 
Where 
31
,
3 3
     is the incomplete Euler Gamma function. 
In any physical condition, the concentration C(x,y) decreases along the y-coordinate, i.e. 
walking away from the boundary wall; thus as  increases, C(x,y) must decrease, 
consequently the only possibility is that the constants C1, C3, C5, C7, and C9 are zero. 
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For each dimensionless function we can now use the definition of approximated flux in 
Equation 3.54 to determine the remaining integration constants, and we find that: 
 
     
 
1
1 1
2 4
11 3 3
1 1
0 0 0 0
3 2
2 2 2
max max3 33
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0 0
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y y y y
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  

 
   
 

   
 
           
        
 

 (3.65) 
Eliminating the common terms from Equation 3.65, we obtain the value for C2: 
 32 2
max
9
2 3
3
hDC
U L
     
 (3.66) 
Analogously for the remaining constants: 
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  
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 
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
 (3.67) 
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 (3.68) 
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
 (3.69) 
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 36 2
max
87480
2 3
3
hDC
U L
     
 (3.70) 
 38 2
max
33067440
2 3
3
hDC
U L
     
 (3.71) 
 310 2
max
21427701120
2 3
3
hDC
U L
     
 (3.72) 
Where 
2
3
     is the Euler Gamma function of ⅔. 
The distribution of concentration between two parallel plates with linear velocity profile 
and sinusoidal flux across the bottom plate is then given by: 
 
         
 
max 3 5 72 1 3 5 7
3 3
1 3 5 7
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         
 (3.73) 
We notice that, as observed before, the distribution of concentration along the bottom 
plate for a given flux is determined by both the boundary condition and the slope of the 
velocity at the wall. 
 
3.4.4. Parabolic Velocity Profile and Uniform Neumann Condition 
 
 
Using the definition of the parameter A for a uniform boundary condition, we find: 
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'
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'' 3 max3
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 3
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y
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
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 (3.74) 
The velocity profile is again approximated and we can use the same procedure laid out 
in the previous section (2.4.1) to obtain: 
  
3
max
3
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  (3.75) 
We can now determine the expression for the constant C2 by remembering the condition 
0
( , )
y
C x y
y 

 =constant, which yields: 
  2 33 2
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  0 .
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y y y

  
     
  (3.76) 
Simplifying the gradient of concentration on both sides, we obtain: 
 
2
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C L x
x
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 (3.77) 
Now we can write an expression for the constant C2; 
 32 2
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1 9
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3
DhC
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     
 (3.78) 
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Thus we obtain the solution for a mass transport problem between parallel plates with 
parabolic velocity profile and uniform flux through the bottom plate: 
 
3
max
3
max
4 13
max9 333
max 4
9
49( , )
24 9
3
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sDhx
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UC Dh xC x y e y s e ds
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  (3.79) 
It is important to note again that the distribution of concentration along the bottom plate 
is determined by the linearity of the velocity slope at the wall: 
   13,0C x x  (3.80) 
 
 
3.5. Slug Velocity Profile and Uniform Neumann Condition 
 
 
Combining the previous results and considerations, we obtain the solution for a slug 
velocity profile with uniform flux condition through the bottom plate: 
 
2
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4 max
0
2( , ) 8  4,
4
y U
Dx
y
C x UC x y h e Hermite yy L Dx


       (3.81) 
Where max4,
4
UHermite y
Dx
     is a Hermite polynomial of order -4 and variables x and y. 
 
 
3.6. Comparison between Analytical and Numerical Solutions 
 
 
In order to compare the analytical solutions with numerical simulations, we normalized 
all the results. The numerical results were normalized dividing the value of concentration 
by the maximum value of concentration at the lower plate. The analytical results were 
represented by the similarity function f(). Velocity was normalized dividing it by its 
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maximum value. Concentration was plotted as a function of the y-coordinate at the outlet 
of the domain, x=5 cm, at the mid-length of the chamber, x=2.5 cm, and as a function of 
the x-coordinate at the cell surface, y=0 m. 
 
3.6.1. Linear Velocity Profile and Linear Dirichlet Condition 
 
 
Figures 3.1 and 3.2 depict the normalized profiles of Nitric Oxide concentration against 
the y-coordinate at x=5 cm and x=2.5 cm respectively. The velocity profile is linear, the 
wall shear stress is 5 dynes/cm2 and the concentration at the cell surface is linearly 
increasing with the x-coordinate (linear Dirichlet). Our analytical results show a perfect 
agreement with FEM-computed values. There is no difference (the percentage error is 
less than 0.2% everywhere) between our analytical curve and the numerically computed 
curve. 
 
 
Figure 3.1 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. In 
the inset a detail of the normalized curve is plotted for y ranging from 90 to 160 m. No difference can be seen 
between the theoretical results and the simulation results: the percentage error was less than 0.2% everywhere. 
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Figure 3.2 The normalized value of concentration at the middle of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. In 
the inset a detail of the normalized curve is plotted for y ranging from 90 to 160 m. No difference can be seen 
between the analytical results and the simulation results: the percentage error was less than 0.2% everywhere. 
 
 
3.6.2. Slug Flow and Linear Dirichlet 
 
 
Figure 3.3 shows the normalized profiles of Nitric Oxide concentration at the outlet (x=5 
cm) of the flow chamber under the condition of slug flow and boundary concentration 
linearly increasing with the x-coordinate at the lower plate (y=0m). Our analytical 
results show an excellent agreement with FEM-computed values (the difference is less 
than 0.2%). 
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Figure 3.3 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The velocity is uniform, 93.75 mm/s. In the inlet a detail of the normalized curve is plotted for y ranging 
from 90 to 160 m. No difference can be seen between the analytical results and the simulation results: the 
percentage error was less than 0.2% everywhere. 
 
 
3.6.3. Parabolic Velocity Profile and Linear Dirichlet 
 
 
Figures 3.4 and 3.5 depict the normalized profiles of Nitric Oxide concentration against 
the y-coordinate at x=5 cm and x=2.5 cm respectively. The velocity profile is parabolic, 
the wall shear stress is 5 dynes/cm2 and the concentration at the cell surface is linearly 
increasing with the x-coordinate (linear Dirichlet). Our analytical results show a very 
good agreement with FEM-computed values. There is a small difference (about 3 
percentage points at maximum) between our analytical curve and the numerically 
computed curve, and this difference has the same value for both x=5 cm and x=2.5 cm, 
suggesting that it may be due to the linearization of the velocity profile. 
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Figure 3.4 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. In 
the inset a detail of the normalized curve is plotted for y ranging from 90 to 160 m. There is a small difference 
between the analytical results and the simulation results. The analytical results are about 4 percentage points 
smaller than the numerical predictions. 
 
 
 
Figure 3.5 The normalized value of concentration at the middle of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. In 
the inset a detail of the normalized curve is plotted for y ranging from 90 to 160 m. There is a small difference 
between the analytical results and the simulation results. There are about 4 percentage points of difference 
between the analytical and the numerical predictions. 
 
 
3.6.4. Linear Velocity Profile and Sinusoidal Dirichlet Condition (half period) 
 
 
Figures 3.6 and 3.7 depict the normalized profiles of Nitric Oxide concentration against 
the y-coordinate at x=5 cm and x=2.5 cm respectively. The velocity profile is linear, the 
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wall shear stress is 5 dynes/cm2 and the concentration at the cell surface is a sinusoidal 
function of the x-coordinate (sinusoidal Dirichlet). Our analytical results are again in 
perfect agreement with FEM-computed values. There is no difference (percentage error 
less than 0.2% everywhere) between our analytical curve and the FEM-computed curve. 
 
 
Figure 3.6 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
boundary concentration follows the law sin( x/L). No difference can be seen between the analytical results and 
the simulation results: the percentage error was less than 0.2% everywhere. It is noteworthy that even if the 
concentration is forced to zero at the boundary surface, there is an increase in the value of concentration along the 
y‐coordinate. Five functions have been used to approximate a closed‐form solution. 
 
 
 
Figure 3.7 The normalized value of concentration at the middle of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
boundary concentration follows the law sin( x/L). No difference can be seen between the analytical results and 
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the simulation results: the percentage error was less than 0.2% everywhere. Contrarily to figure 6, the normalized 
concentration decreases monotonically throughout the flowing space. Five functions have been used to 
approximate a closed‐form solution. 
 
 
It is often suggested that diffusion may be the predominant method of mass transport in 
proximity of an impermeable boundary wall35,55. However, our results in Figure 6, both 
numerical and analytical, clearly show that the concentration is partially determined by 
the effects of mass convection also very close to the boundary surface, even if the 
velocity is set to zero at the surface itself. 
 
3.6.5. Parabolic Velocity Profile and Sinusoidal Dirichlet (half period) 
 
 
Figures 3.8 and 3.9 depict the normalized profiles of Nitric Oxide concentration against 
the y-coordinate at x=5 cm and x=2.5 cm respectively. The velocity profile is parabolic, 
the wall shear stress is 5 dynes/cm2 and the concentration at the cell surface is a 
sinusoidal function of the x-coordinate (sinusoidal Dirichlet). Our analytical results show 
a very good agreement with FEM-computed values. There is a small difference (about 4 
percentage points at maximum) between our analytical curve and the numerically 
computed curve. The difference has the same value for x=5 cm and x=2.5 cm, 
suggesting that it may be due to the linearization of the velocity profile only. 
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Figure 3.8 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
boundary concentration follows the law sin( x/L). In the two insets details of the normalized curve are plotted for 
y ranging from 50 to 70 m and for y ranging from 90 to 160 m. A small difference can be noticed between the 
analytical results and the simulation results. The analytical results are about 4 percentage points smaller than the 
numerical predictions. It is noteworthy that, despite the small difference, the position on the y‐axis of the peak of 
concentration is the same for the analytical and for the numerical predictions. Five functions have been used to 
approximate a closed‐form solution. 
 
 
 
Figure 3.9 The normalized value of concentration at the middle of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
boundary concentration follows the law sin( x/L). In the inset a detail of the normalized curve is plotted for y 
ranging from 55 to 160 m. A small difference can be noticed between the analytical results and the simulation 
results. The analytical results are about 2 percentage points smaller than the numerical predictions. Five functions 
have been used to approximate a closed‐form solution. 
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3.6.6. Linear Velocity Profile and Linear Flux 
 
 
Figure 3.10 and 3.11 depict the normalized profiles of Nitric Oxide concentration plotted 
against the y-coordinate at x=5 cm and x=2.5 cm respectively, under the assumption of 
a linear velocity profile and flux linearly increasing with the x-coordinate along the bottom 
plate (y=0m). Analytical and numerical results are in perfect agreement. 
 
 
Figure 3.10 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
flux at the boundary wall increases linearly with the x‐coordinate. In the inset a detail of the normalized curve is 
plotted for y ranging from 90 to 160 m. There is no difference between the analytical results and the simulation 
results. 
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Figure 3.11 The normalized value of concentration at the middle of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
flux at the boundary wall increases linearly with the x‐coordinate. In the inset a detail of the normalized curve is 
plotted for y ranging from 90 to 160 m. There is no difference between the analytical results and the simulation 
results. 
 
 
Figure 3.12 shows the normalized profile of Nitric Oxide concentration plotted against 
the x-coordinate at the lower plate, y=0 m, under the assumption of a linear velocity 
profile and flux linearly increasing with the x-coordinate along the bottom plate (y=0m). 
The normalized concentration grows as the 4/3rds power of the x-coordinate. 
 
 
Figure 3.12 The normalized value of concentration at the lower plate of the flow chamber plotted against the x‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
flux at the boundary wall increases linearly with the x‐coordinate. The normalized concentration follows the law 
x1/3+1, where the 1/3 is due to the linear velocity profile and the term 1 is due to the linear flux boundary condition. 
There is no difference between the analytical and the numerical solutions. 
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3.6.7. Parabolic Velocity Profile and Linear Flux 
 
 
Figure 3.13 and 3.14 depict the normalized profiles of Nitric Oxide concentration plotted 
against the y-coordinate at x=5 cm and x=2.5 cm respectively, under the assumption of 
a parabolic velocity profile and flux linearly increasing with the x-coordinate along the 
lower plate (y=0m). Analytical and numerical results show good agreement, the 
difference being less than 3 percentage points between the analytical and FEM-derived 
curves. 
 
Figure 3.13 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
flux at the boundary wall increases linearly with the x‐coordinate. In the inset a detail of the normalized curve is 
plotted for y ranging from 90 to 160 m. There is a small difference of about 3 percentage points between the 
analytical results and the simulation results. 
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Figure 3.14 The normalized value of concentration at the middle of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
flux at the boundary wall increases linearly with the x‐coordinate. In the inset a detail of the normalized curve is 
plotted for y ranging from 90 to 160 m. There is a small difference of less than 3 percentage points between the 
analytical results and the simulation results. 
 
 
Figure 3.15 shows the normalized NO concentration profile along the lower plate 
(y=0m). The concentration appears to increase as the 4/3rds power of the x-coordinate. 
The difference between the analytical curve and the FEM-calculated curve is less than 
0.2 percentage points. The analytical curve is fitted almost to perfection by an allometric 
curve (y=a*xb) with parameters a=0.0053, b=1.339 and an adjusted R2=1. 
 
Figure 3.15 The normalized value of concentration at the lower plate of the flow chamber plotted against the x‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
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flux at the boundary wall increases linearly with the x‐coordinate. The normalized concentration follows the law 
x1/3+1, where the 1/3 is due to the linear velocity profile and the term 1 is due to the linear flux boundary condition. 
There is no difference between the analytical and the numerical solutions. An allometric curve fits the data 
perfectly (adjusted R2=1). 
 
 
It has been reported in previous studies that the similarity solution for a developing 
concentration, or thermal, profile applies only for very small values of the coordinate of 
advancement of the flow30,31,42,52. Our analytical results in Figures 3.13-3.15, together 
with Equation 1.53, show clearly that the profile can develop over several times the 
length of the distance between the parallel plates. In fact, our method predicts precisely 
enough the value of concentration even with an approximated expression for the velocity 
profile, Figures 3.13-3.15. 
Furthermore, it is clear that the distribution of concentration at the boundary wall is partly 
determined by the velocity profile (the 1/3 term in the power of the x-coordinate) as well 
as by the flux boundary condition (the +1 term in the power of the x-coordinate), id est 
the velocity does affect the distribution of concentration even on a no-slip boundary wall. 
 
3.6.8. Slug Flow and Linear Flux 
 
 
Figure 3.16 shows the normalized profiles of Nitric Oxide concentration at the outlet (x=5 
cm) of the flow chamber under the condition of slug flow and boundary flux linearly 
increasing with the x-coordinate at the lower plate (y=0m). Our analytical results show 
an excellent agreement with FEM-computed values (with a difference less than 0.2%). 
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Figure 3.16 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The velocity is uniform and equal to 93.75 mm/s. The flux at the boundary wall increases linearly with 
the x‐coordinate. In the inset a detail of the normalized curve is plotted for y ranging from 90 to 160 m. There is a 
small difference of about 3 percentage points between the analytical results and the simulation results. 
 
 
Figure 3.17 shows the normalized NO concentration profile along the lower plate 
(y=0m). The concentration appears to increase as the 3/2lvs power of the x-coordinate. 
The difference between the analytical curve and the FEM-calculated curve is less than 
0.2 percentage points. The analytical curve is fitted almost perfectly by an allometric 
curve (y=a*xb) with parameters a=0.0028, b=1.499 and an adjusted R2=1. 
 
Figure 3.17 The normalized value of concentration at the  lower plate of the flow chamber plotted against the x‐
coordinate. The velocity is uniform and equal to 93.75 mm/s. The flux at the boundary wall increases linearly with 
the x‐coordinate. The normalized concentration follows the  law x1/3+1, where the 1/3  is due to the  linear velocity 
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profile and the term 1  is due to the  linear flux boundary condition. There  is no difference between the analytical 
and the numerical solutions. An allometric curve fits the data perfectly (adjusted R2=1). 
 
 
Exactly like in Figure 3.15, the analytical prediction of the distribution of the NO 
concentration along the x-coordinate overlaps almost perfectly with the numerical 
solution. It is noteworthy the fact that the concentration profile follows the law x3/2, where 
the power ½ is due to the velocity profile (slug flow) and the power 1 to the boundary 
condition (linear flux). 
 
3.6.9. Linear Velocity and Sinusoidal Flux (half period) 
 
 
Figures 3.18-3.19 show the normalized profiles of Nitric Oxide concentration versus the 
y-coordinate at the outlet and middle of the flow chamber respectively. The velocity 
profile is linear with a wall shear stress set to 5 dynes/cm2, and the boundary flux along 
the lower plate (y=0 m) is sinusoidal. Analytical and numerical curves show excellent 
agreement (percentage error is less than 2%). 
 
Figure 3.18 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
boundary flux follows the law sin( x/L). No difference can be seen between the analytical results and the 
simulation results: the percentage error was less than 0.2% everywhere. It is noteworthy that even if the flux is 
forced to zero at the boundary surface, there is a decrease in the value of concentration only for y>10 m, 
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suggesting that mass may be transported from upstream. Five functions have been used to approximate a closed‐
form solution. 
 
 
 
Figure 3.19 The normalized value of concentration at the middle of the flow chamber is plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity 93.75 mm/s. The 
boundary flux follows the law sin( x/L). No difference can be seen between the analytical results and the 
simulation results: the percentage error was less than 0.2% everywhere. Five functions have been used to 
approximate a closed‐form solution. 
 
 
Figure 3.20 shows the normalized NO concentration versus the x-coordinate at the lower 
plate (y=0 m). There seems to be a delay between the flux and the value of 
concentration52. No difference can be detected between analytical and numerical 
solutions (percentage error <0.1%). 
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Figure 3.20 The normalized value of concentration at the  lower plate of the flow chamber plotted against the x‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity 93.75 mm/s. The 
flux at the boundary is a sinusoidal function of the x‐coordinate. There seems to be a delay between the flux and 
the  value  of  concentration  at  the  boundary  surface.  There  is  no  difference  between  analytical  and  numerical 
predictions (percentage error <0.1%). In the inset details of the normalized curve are plotted for x ranging from 29 
to 36 mm. Five functions have been used to approximate a closed‐form solution. 
 
 
3.6.10. Parabolic Velocity and Sinusoidal Flux (half period) 
 
 
Figure 3.21 and 3.22 show the normalized profiles of Nitric Oxide concentration versus 
the y-coordinate at the middle and outlet of the flow device respectively. The velocity 
profile is parabolic and the boundary flux is sinusoidal. Analytical and numerical results 
are in good agreement with a small difference (about 3 percentage points) at a distance 
(about 100 m) from the boundary. 
 
72 
 
 
 
Figure 3.21 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
boundary flux follows the law sin( x/L). In the inset details of the normalized curve are plotted for y ranging from 
90 to 160 m. A small difference can be noticed between the analytical results and the simulation results. The 
analytical results are about 3 percentage points smaller than the numerical predictions. Five functions have been 
used to approximate a closed‐form solution. 
 
 
 
Figure 3.22 The normalized value of concentration at the middle of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
boundary flux follows the law sin( x/L). In the inset details of the normalized curve are plotted for y ranging from 
90 to 160 m. A small difference can be noticed between the analytical results and the simulation results. The 
analytical results are about 3 percentage points smaller than the numerical predictions. Five functions have been 
used to approximate a closed‐form solution. 
 
 
Figure 3.23 shows the normalized NO concentration versus the x-coordinate at the lower 
plate (y=0 m). Similarly to Figure 20, there seems to be a delay between the flux and 
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the value of concentration52. A small difference (less than 2 percentage points) can be 
detected between analytical and numerical solutions. 
 
 
 
Figure 3.23 The normalized value of concentration at the  lower plate of the flow chamber plotted against the x‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity 93.75 mm/s. The 
flux at the boundary is a sinusoidal function of the x‐coordinate. There seems to be a delay between the flux and 
the value of concentration at the boundary surface. There  is a small difference between analytical and numerical 
predictions  (about 1.7 percentage points).  In  the  inset details of  the normalized  curve are plotted  for x  ranging 
from 29 to 36 mm. Five functions have been used to approximate a closed‐form solution. 
 
 
It is noteworthy the fact that at the boundary the concentration exhibits a sinusoidal 
dependence on the x-coordinate, due to the boundary condition, coupled with a cubic 
root dependence on the x-coordinate, due to the linear slope of the velocity profile. It 
seems likely that the presence of a cubic root term in x may cause the distribution of 
concentration to look like being delayed with respect to the boundary flux. 
 
3.6.11. Slug Flow and Sinusoidal Flux (half period) 
 
 
Figure 3.24 shows the normalized profiles of Nitric Oxide concentration versus the y-
coordinate at the outlet of the flow chamber. The velocity is uniform throughout the 
domain (93.75 mm/s), and the boundary flux along the lower plate (y=0 m) is 
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sinusoidal. Analytical and numerical curves are in perfect agreement (percentage error is 
less than 0.1%). 
 
 
 
Figure 3.24 The normalized value of concentration at the outlet of the flow chamber plotted against the y‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity of 93.75 mm/s. The 
boundary flux follows the law sin( x/L). No difference can be seen between the analytical results and the 
simulation results: the percentage error was less than 0.1% everywhere. It is noteworthy that even if the flux is 
forced to zero at the boundary surface, there is a decrease in the value of concentration only for y>10 m, 
suggesting that mass may be transported from upstream. In the inset a detail of the normalized curve is plotted for 
y ranging from 0 to 22 m. Five functions have been used to approximate a closed‐form solution. 
 
 
Figure 3.25 shows the normalized NO concentration versus the x-coordinate at the lower 
plate (y=0 m). Again, analytical and numerical solutions are a perfect match. 
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Figure 3.25 The normalized value of concentration at the lower plate of the flow chamber plotted against the x‐
coordinate. The wall shear stress was set to 5 dynes/cm2, corresponding to a maximum velocity 93.75 mm/s. The 
flux at the boundary is a sinusoidal function of the x‐coordinate. There seems to be a delay between the flux and 
the value of concentration at the boundary surface. There is no difference between analytical and numerical 
predictions (percentage error <0.1%). In the inset details of the normalized curve are plotted for x ranging from 29 
to 36 mm. Five functions have been used to approximate a closed‐form solution. 
 
 
It is noteworthy the fact that the delayed-like response of concentration distribution 
cannot be described by similarity solutions obtained by means of separation of variables 
in fluid mechanics and heat conduction52. In fact, remembering section 2.5, we notice at 
once that if we substitute the spatial coordinate x with an arbitrary temporal coordinate t, 
we obtain a time-dependent heat conduction or fluid dynamics problem. Separating the 
variables the dependent variable (temperature or concentration) at the boundary should 
lag behind the heat (or mass) flux by 
4
 52; however, it is immediate to see that that is not 
the case in Figure 3.25. It seems that an exact lag, or phase shift, cannot be determined 
due to the presence of a square root term in the x-coordinate in the expression of the 
concentration. 
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Chapter 4: Numerical Simulations 
 
 
In this chapter we introduce dynamic, i.e. time-dependent, numerical simulations. We 
also present a method to derive a value for the production rate of Nitric Oxide from 
steady state numerical simulations. 
 
4.1. Introduction 
 
 
In this chapter we develop a numerical model to investigate the production and transport 
of nitric oxide in a parallel plate flow device, which was constructed by our group to allow 
for convenient real-time measurements of Nitric Oxide concentrations 9. The model can 
be used to help interpret experimental results and shed light on the transport 
mechanisms involved. The model simulates an NO producing cell monolayer at the 
bottom of the chamber and the fluid region above it. Two different functional 
relationships relating shear stress (w) to NO production rate (RNO) were evaluated: a 
linear and a non-linear function. Finite Element Method (FEM) was used to solve a 
diffusion-convection partial differential equation (PDE) under steady state and dynamic 
conditions. Our numerical simulations provided detailed description of the distributions of 
NO concentration under varying shear stress conditions. 
Previous mathematical models of Nitric Oxide transport of different complexity 
have been reported. Most have either included only the diffusion mechanism, or have 
not included the study of the possible relationship between the production rate of NO 
and shear stress. Lancaster pioneered the first study of Nitric Oxide diffusion 56,  using 
data from Malinski 12 to simulate the diffusion of Nitric Oxide in vivo. Laurent et al. used 
numerical dynamic simulations to compute the diffusion of NO from cultured 
77 
 
 
macrophages in a stagnant solution 57. Kavdia and Popel developed a mathematical 
model to investigate the effect of wall shear stress on the production of NO 58. Their 
study of mass diffusion of NO included a linear relationship between shear stress and 
NO production rate based upon results from Kanai and co-workers 9. Kanai et al., 
simulated the production of Nitric Oxide from cultured endothelial cells in a parallel plate 
flow chamber, based on experimental observations. Diffusive and convective transport 
were included in the model, assuming that a surface flux term can substitute for the 
endothelial cells, mimicking the production rate of NO 9. They concluded that a linear 
relationship existed between w and NO flux from the surface of the chamber. Vaughn 
and co-workers simulated the production of NO from the endothelial region of a blood 
vessel. Their mathematical model included only diffusive mass transport and NO 
chemical degradation 59. They also assumed that the difference between luminal and 
subluminal NO fluxes at the cell wall equals the production rate of NO (RNO). More 
recently Smith et al. proposed a mathematical model for the afferent arteriole of the 
kidney 60, including both diffusion and convection. A constant release rate of NO from 
the arteriole walls was included in the model. Their results predicted a large gradient of 
NO in the axial direction. The authors concluded that convective transport is very 
important to the bioavailability of Nitric Oxide over long distances. In an earlier work by 
our group, Chen et al. 61 performed steady state simulations of diffusion/convection of 
NO in an arteriole-venule pair and the surrounding tissue. Only the dependence of NO 
production on the availability of molecular oxygen was studied.  
In the current study, we investigate the applicability of general mass transport 
theory to the problem of NO production and transport. The analytical problem of flow 
past a chemically active surface from which a diffusible substance is released has been 
studied previously using classical boundary layer theory, 34. Probstein obtained an 
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analytical solution for flow in a rectangular pipe having a constant concentration at the 
boundary wall due to fast chemical reactions 35. He then used Nernst film theory, 35,62, to 
obtain an estimate for the dimension of a diffusion boundary layer, which is the region in 
which diffusion of the chemical species predominates and the effect of convection can 
be neglected.   
In this chapter we present an analysis of the diffusive and convective mass transport 
of NO when the production rate depends on the wall shear stress. The production rate 
influences the region in which diffusion dominates mass transport. In contrast to 
Probstein’s application of Nernst theory, in which the boundary layer thickness is 
inversely proportional to the cubic root of the velocity, the shear dependent production of 
NO leads to a more complicated relationship between thickness of the boundary layer 
and velocity. Moreover the concentration at the boundary wall is determined by the 
balance between shear stress-dependent production of NO and its removal by diffusive 
and convective transport. 
 
4.2. Computational Domain 
 
 
The flow device is a parallel plate chamber 2.2 cm wide, 0.0755 cm high and 5 cm long. 
It was modeled as an infinitely wide parallel plate chamber (0.0755 x 5 cm). The flow-
direction was designated as the x-axis, and the height of the chamber as the y-axis. The 
device was divided into two regions: a flowing space (0<y<h) and a stagnant cell 
monolayer (-T0<y<0), where h is the distance between the upper parallel plate and the 
cell surface (750 m) and T0 is the thickness of the cell monolayer, assumed to be 5m. 
Nitric Oxide is produced within the cell monolayer, and mass transport was modeled by 
means of diffusion/convection partial differential equations in Cartesian coordinates. 
Inside the cell monolayer, the velocity is zero, and the production rate of NO (RNO) is a 
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function of wall shear stress (w). The fluid flow between the cell monolayer and the 
upper wall was assumed to be fully developed plane Poiseuille flow. The fluid was 
assumed to have the same dynamic viscosity as water. The oxygen concentration was 
kept constant throughout both regions. The model geometry is shown in Figure 4.26, 
and Table 4.1 summarizes all the parameters used in the simulations. 
 
Figure 4.26 A diagram of the flow chamber. The flowing region is above a stagnant, NO producing endothelial 
monolayer. 
 
Symbol Range, Units Description, Reference 
B 8÷232 nM/s Sensitivity parameter used to investigate the influence of 
wall shear stress on NO production rate and transport 
RNO_Basal 17, 42, 116 nM/s NO production rate in unstimulated cells as determined in 
previous experiments57,63,64 
wall dyn/cm2 Wall shear stress 
ref 2 dyn/cm2 Reference wall shear stress, scaling factor. Below the 
reference value, NO production is supposed to be less 
influenced by shear stress. 
m 1, 1/3 dimensionless Exponent of power law expressing NO production as a 
function of shear stress 
D 3300 m2/s NO diffusion coefficient as determined experimentally12 
L 5 cm Length of parallel plate flow chamber 
h 750 m Distance between parallel plates 
T0 5 m Estimated thickness of cultured cells 
 0.01 dyn s/cm2 Dynamic viscosity of water at room temperature43 
k 2 x 10-6 (nM s)-1 Pseudo-second order auto-oxidative reaction rate of NO57 
Table 4.1 A list and description of the symbols used in the simulations. 
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4.3. Governing Equations 
 
 
4.3.1. Autoxidative Reaction 
 
 
NO undergoes an auto-oxidative reaction 65-67: 
2 2 24 2 4 4NO O H O H NO
      
The third-order chemical reaction rate has been measured to be k3=6*10-12 nM-2 s-1, 65, 
and k3=8*10-12 nM-2 s-1, 67. Preliminary results showed that oxygen consumption due to 
cellular respiration and NO production had a negligible effect on oxygen concentration 
and the inclusion of oxygen transport and consumption did not affect the distribution of 
NO concentration throughout the computational domain. Therefore, we set oxygen 
concentration to be constant throughout the computational domain (220 M, 68). In turn, 
the auto-oxidative reaction becomes a pseudo second order reaction with a reaction rate 
k=2 10-6 nM-1 s-1, 57. 
 
4.3.2. Flowing Region 
 
 
The governing equations for the flowing fluid region are: 
  2 2   NO NONO NOC CD C k C u yt x
       (4.1) 
   2  y yu y U
h h
        
 (4.2) 
In Equation 4.1 CNO denotes Nitric Oxide concentration, D is the diffusion coefficient of 
NO (3300 m2/s 12), u(y) is the fluid velocity, and k is the constant of the pseudo second 
order auto-oxidative reaction of NO with molecular oxygen (2 10-6 nM-1 s-1, (24)). Oxygen 
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concentration in the chamber was assumed to be high enough so as not to limit 
production of NO and was set to be constant57. For steady state simulations, the left 
hand side of Eq. 4.1 is equal to zero. 
In Equation4.2, the velocity is zero at the walls and reaches a maximum, U/4, at 
mid-height. The wall shear stress is given in Eq. 4.3: 
 
0
=U   
hwall y
du
dy
 

  (4.3) 
where  is the dynamic viscosity of water at 20°C (0.01 g/(cm s)). 
 
4.3.3. Cell Monolayer 
 
 
Within the cell monolayer, NO concentration is governed by Eq. 4.4, which includes 
terms for diffusion and auto-oxidation plus Nitric Oxide production rate, RNO. There is no 
convection in this region. 
The Nitric Oxide production rate was described as the sum of two terms: a 
constant basal production (RNO_Basal) and a wall shear stress-dependent term. The shear 
stress-related term was modeled using a power law. The exponent m (in Eq. 4.5) was 
set to 1 (linear production) to reflect previous findings 9: Kanai et al. found a linear 
relation between NO flux from cultured cells and shear stress. Other studies measured 
only time-averaged nitrite/nitrate (NOx) concentrations and reported a two-phase relation 
between NOx concentration and shear stress, 8,10, a first phase dependent on the rate of 
change of shear stress, and a second phase dependent  on shear stress value.  In at 
least one other study a direct relationship between NOx concentration and shear stress 
was found, 37. 
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To fully investigate the influence of shear stress on NO production and transport, 
we also employed an exponent smaller than 1, in order to assess a smaller mass 
release in the face of similar flow rate values, and a higher sensitivity to low values 
(<1dynes/cm2) of wall shear stress. Our results showed little difference whether the 
exponent were set to ½, ⅓, ¼ or ⅕. Our study presents results for a non-linear 
production with the exponent m set to ⅓ (Eq. 4.5). A sensitivity parameter (B) was used 
to control the influence of the shear stress-dependent term. Equations 4.4 and 4.5 
describe the diffusion and the production of Nitric Oxide inside the cell monolayer: 
 2 2  NO NO NO NO
C D C k C R
t
      (4.4) 
   _  
m
wall
NO wall NO Basal
ref
R R B  
      
 (4.5) 
There is a large uncertainty about the actual value of the basal production rate of NO. 
We used three different values: 116 nM/s, 42 nM/s and 17nM/s. these values were 
obtained by converting into concentration per second values reported by Laurent, Arnal, 
and Hishikawa respectively 57,63,64, assuming a cellular volume of 0.3 pL 69. The values of 
the sensitivity parameter were set to be either equal to RNO_Basal, 0.5 RNO_Basal , or 2 
RNO_Basal. 
4.3.4. Boundary Conditions 
 
 
The flux at the top and bottom walls of the chamber and the concentration of Nitric Oxide 
at the inlet of the chamber were set to zero (Equations 4.6 and 4.7): 
 
0
0NO NO
y h y T
C C
y y 
     (4.6) 
  0, 0,    0NOC y y h    (4.7) 
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The concentration and flux of Nitric Oxide at the interface between the cell monolayer 
and the flowing region (y=0 m) were assumed to be continuous (Equations 4.8 and 
4.9). 
 ( ,0 ) ( ,0 ),    0NO NOC x C x x L
     (4.8) 
 
0 0
( , ) ( , )lim limNO NO
y y
C x y C x y
y y  
    (4.9) 
Since cells are mostly formed by water, the same diffusion coefficient for NO was used 
inside the cell monolayer and in the flowing region. 
 
4.3.5. Dimensionless Equations 
 
 
To avoid numerical difficulties during the finite element analysis, we performed a 
dimensionless analysis. The dimensionless governing equations for the flowing region 
assume the form: 
      
* 2 * 2 * *2* 0
0 0 02 2* 2 2 ** *
1 1NO NO NO NO
NO
C C C t u Ct D t k C C
t L h L xx y
            
 (4.10) 
 * * *
0
,    ,       NONO
C x yC x y
C L h
    (4.11) 
Where C0=1 nM and t0=10 s are arbitrary reference values of concentration and 
time respectively, and the asterisks designate dimensionless quantities. 
Using the same dimensionless variables introduced above, the cell monolayer governing 
equation becomes: 
      
* 2 * 2 * 2* *
0 0 0 02 2* 2 * *
0
1 1NO NO NO
NO NO
C C Ct D t k C C t R
t L Tx y
           
 (4.12) 
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 * * 0
0 0
,   NO NO
tyy R R
T C
   (4.13) 
 
Where T0=5 m is the thickness of the cell monolayer. 
 
4.3.6. Software 
 
 
The governing partial differential equations were solved by finite element method using 
commercial software (FlexPDE 4TM). The finite elements were set initially, and the mesh 
was allowed to be refined in an adaptive manner to guarantee an accuracy of 0.0001 for 
our numerical simulations. 
 
4.3.7. Steady State Analysis 
 
 
During steady state simulations, the left hand sides of Equations 4.10 and 4.12 were set 
to zero. The velocity was varied in steps to generate four different values of w:  0.1, 6, 
10 and 20 dyn/cm2. These velocities were chosen in order to maintain laminar flow 
inside the chamber and because of their relevance to arterial blood flow. 
The concentration of Nitric Oxide was computed everywhere inside the flowing 
region and inside the cell monolayer. The values of concentration were then plotted 
versus the y-distance at mid-chamber (x=2.5 cm) and versus the x-distance inside the 
cell monolayer (y=-2.5 m). 
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4.3.8. Dynamic Analysis 
 
 
The dynamic simulations were performed by changing wall shear stress values stepwise 
by alternating high and low values of shear stress. The values of shear stress are listed 
below: 
 
 
2
2
2
2
2
2
2
0.1  /  0s t 90s
6     /  90s t 140s
0.1  /  140s t 230s
10   /  230s t 280s
0.1  /  280s t 370s
20  /  370s t 420s
0.1  /  420s t 510s
alternate
dyn cm
dyn cm
dyn cm
dyn cm
dyn cm
dyn cm
dyn cm

              
 (4.) 
 
 
As with the steady state analysis, the concentration of Nitric Oxide was computed at 
the same locations in the chamber. The values of concentration were plotted versus 
time. 
4.4. Results 
 
 
4.4.1. Steady state simulations 
 
 
4.4.1.1. NO concentration profiles, Linear production (m=1) 
 
 
Figures 4.2 and 4.3 show the concentration of NO at x=2.5 cm (middle of the chamber) 
as a function of height (y) of the chamber for 2 different values of the sensitivity 
parameters (B).  The basal production rate was set to 42nM/sec. The inset shows the 
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concentration of NO as a function of shear stress at different heights of the chamber. 
Note that when B=21 (Figure 4.2) the concentration of NO in the chamber is highest for 
the lowest shear stress and that with increasing values of shear stress, the concentration 
gradient at the wall increases. For y>40 m, NO concentration decreases monotonically 
as shear stress increases. However, near the wall, (0 m≤y<40 m), there is a biphasic 
relationship between wall shear stress and NO concentration.  At low shear stress 
values (0.1 - 2.1 dyn/cm2), NO concentration decreases monotonically with w (Figure 2 
Inset). NO concentration near the wall increases only with shear stresses above 2.1 
dyn/cm2.  
Note that when the sensitivity parameter increases to 84 nM/s (Figure 4.3), the 
biphasic relationship between NO concentration and wall shear stress extends to a 
distance of 55 m from the cell surface.  However, the shear stress at which NO 
concentration at the wall passes through its minimum is reduced to 0.5 dyn/cm2 (Figure 
4.3 Inset). When the sensitivity parameter is increased further to 232 nM/s, the biphasic 
relationship between NO concentration and wall shear stress extends to a larger 
distance from the cells surface - approximately 65 m. 
 
 
Figure 4.27 Nitric oxide concentration at steady state as a function of the chamber height (y) for different values of 
wall shear stress. The production rate was assumed to be linear, m=1; the basal production rate RNO_Basal is set to 42 
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nM/s and B is set to 21 nM/s. The range of concentration is from 0 to 350nM. Note that the relationship between 
wall shear stress and NO concentration varies with distance, see text for details.  The inset depicts NO 
concentration as a function of wall shear stress at four different values of the distance from the cells (y=0m, 
35m, 50m, 57m); note that NO concentration undergoes a local minimum (see text for details). 
 
 
Figure 4.28 Nitric oxide concentration at steady state as a function of the chamber height (y) for different values of 
wall shear stress. The production rate was assumed to be linear, m=1; the basal production rate RNO_Basal was set to 
42 nM/s and B was set to 84 nM/s. The range of concentration is from 0 to 1100nM. Note that the relationship 
between wall shear stress and NO concentration varies with distance (see text for details). The inset depicts NO 
concentration as a function of wall shear stress at four different values of the distance from the cells (y=0m, 
35m, 50m, 57m); note that NO concentration undergoes a local minimum (see text for details). 
 
4.4.1.2. NO concentration profiles, Non‐linear production (m=1/3) 
 
 
Under the assumption of non-linear production, the distribution of NO concentration 
decreases monotonically throughout the flow chamber as shear stress increases. This 
was found for all combinations of NO basal production rate and shear stress sensitivity 
parameter. No biphasic relationship between NO concentration and wall shear stress 
was observed. 
 
4.4.1.3. Comparison between the numerical and analytical solution 
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Figure 4.29 shows an example, comparing the results of the numerical computations 
with Probstein’s analytical solution (Equation 4.15).For this example, the wall shear 
stress was set to 6 dyn/cm2. The computation was performed for 4 values of RNO. The 
NO concentration was normalized by the value of the concentration at the wall. The 
normalized data points from the FEM analyses all overlap. The discrepancy between the 
numerically and analytically computed values ranges from less than 1% in the regions 
y<10m and y>120m to as much as 25% at a distance from the cell surface of 
approximately 60m. Table 4.2 lists examples of the ratio between NO concentration 
and NO production rate at selected distances from the cell monolayer for 2 values of 
shear stress (6 and 10 dyn/cm2). At each shear stress value, RNO was set at 2 levels that 
were different by an order of magnitude. Note that for a given shear stress, the ratio 
between NO concentration at any given distance from the cell monolayer and NO 
production rate (RNO) is constant. 
 
 
Figure 4.29 Normalized NO concentrations as a function of the chamber height (y), calculated for our model and 
from the Probstein analytical solution, 35. There is a difference between the results from the closed‐form analytical 
solution (black) and the numerical simulation (multiple colors). The difference ranges from less than 1% to about 
25%. 
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y‐
position 
C(y)/RNO 
RNO=41nM/s, 
wall=6dyn/cm2 
C(y)/RNO 
RNO=812nM/s, 
wall=6dyn/cm2 
C(y)/RNO 
RNO=28.5nM/s, 
wall=6dyn/cm2 
C(y)/RNO 
RNO=451nM/s, 
wall=6dyn/cm2 
C(y)/RNO 
RNO=57nM/s, 
wall=10dyn/cm2 
C(y)/RNO 
RNO=1276nM/s, 
wall=10dyn/cm2 
C(y)/RNO 
RNO=31nM/s, 
wall=10dyn/cm2 
C(y)/RNO 
RNO=513nM/s, 
wall=10dyn/cm2 
0 m  1.83165 s  1.82239 s  1.83178 s  1.82677 s  1.54021 s  1.53169 s  1.54028 s  1.53702 s 
4 m  1.7408 s  1.73204 s  1.74093 s  1.73619 s  1.44947 s  1.44149 s  1.44953 s  1.44648 s 
10 m  1.60591 s  1.59791 s  1.60604 s  1.60171 s  1.31508 s  1.30792 s  1.31514 s  1.3124 s 
22 m  1.342 s  1.33554 s  1.34211 s  1.33864 s  1.05392 s  1.04841 s  1.05396 s  1.05184 s 
39 m  0.9828 s  0.97847 s  0.9829 s  0.98059 s  0.70864 s  0.70525 s  0.70867 s  0.70727 s 
65 m  0.54325 s  0.54129 s  0.54335 s  0.54231 s  0.32157 s  0.32012 s  0.32157 s  0.32117 s 
69 m  0.48678 s  0.48508 s  0.48689 s  0.48596 s  0.27684 s  0.27564 s  0.27685 s  0.2764 s 
132 m  0.04457 s  0.04451 s  0.04457 s  0.04456 s  0.00876 s  0.00873 s  0.00875 s  0.00873 s 
 
Table 4.2 Examples of the ratio between NO concentration and NO production rate at selected distances from the 
cell surface.  
 
4.4.2. Dynamic simulations 
 
 
Figures 4.5-4.7 depict the results for NO concentration at different distances from the 
endothelium when using step changes in flow rate. The results are shown for the 
midpoint of the flow chamber (x=2.5cm). Step changes in shear stress produced 
transient changes in NO concentration followed by a new steady state profile. The 
transient behavior depended strongly on the value of the sensitivity parameter, the 
distance from the endothelial surface, and the magnitude of the step change in shear 
stress.  
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Figure 4.30 NO concentration as a function of time at three different distances from the cell surface (y=0m, 
y=5m, y=96m) in response to step changes to shear stress. The production rate was assumed to be linear, m=1; 
the basal production rate RNO_Basal is set to 42 nM/s and B is set to 21 nM/s. The range of concentratin is from 0 to 
350nM. Note that as wall changes values, transient spikes in NO concentration are present at the cell surface and in 
their proximity. 
 
 
Figure 4.31 NO concentration as a function of time at three different distances from the cell surface (y=0m, 
y=46m, y=96m) in response to step changes to shear stress. The production rate was assumed to be linear, m=1; 
the basal production rate RNO_Basal was set to 42 nM/s and B was set to 42 nM/s. The range of concentration is from 
0 to 560nM. Note the rapid changes in NO concentration observed as shear stress changes values. 
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Figure 4.32 NO concentration as a function of time at three different distances from the cell surface (y=0m, 
y=41m, y=96m) in response to step changes to shear stress. The production rate was assumed to be linear, m=1; 
the basal production rate RNO_Basal was set to 42 nM/s and B was set to 84 nM/s. The range of concentration is from 
0 to 1100 nM. Note that as wall shear stress changes values, transient spikes in NO concentration are observed at 
large distances (approximately 40m) from the cell surface. 
 
4.4.2.1. Linear production rate 
 
 
Under the assumption of linear production rate and B equals 21 nM/sec, step increases 
in shear stress from 0.1 dyn/cm2 to either 6, 10, or 20 dyn/cm2 caused very brief 
transient increases in NO concentration near the monolayer surface (y<10 m). These 
rapid increases were followed by an exponential decay to a new steady state, having 
lower level of NO concentration (Figure 4.5). In contrast, in the region of y>10 m, step 
changes in shear stress resulted in an exponentially decreasing NO concentration to a 
lower steady state value without an initial transient increase. 
Step decreases to 0.1 dyn/cm2 from any value of shear stress also yielded 
characteristic responses that were dependent on the distance from the surface of the 
endothelial monolayer.  For distances y<40 m, after a steep, transient drop, NO 
concentration increased asymptotically to a higher steady state value.  In the region of 
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y>40 m, for both step increase and step decrease in shear stress, NO concentration 
changed abruptly to a new lower steady state value without a transient response. 
 When the sensitivity (B) was increased to 42nM/sec, the responses to step 
changes in shear stress between values of 0.1, 10 and 20 dyn/cm2, were very different 
from the responses computed for B=21nM/sec (Figure 4.6).  Note that near the wall (y < 
15 m), following a step increase in shear stress to either 10 to 20dyn/cm2, NO 
concentration increases to a steady state value without undergoing any transient 
change.  Far from the wall (y > 90m), a step increase in shear stress, from 0.1dyn/cm2, 
causes NO concentration to drop abruptly to a steady state value. At an intermediate 
distances from the wall (20µm<y<80µm), as shear stress increases from 0.1 dyn/cm2 to 
either 10 or 20 dyn/cm2, NO concentration reaches a steady state value following a 
steep transient drop. 
  Close to the wall (y < 15m), after a step decrease to the lowest value of shear 
stress (0.1dyn/cm2), NO concentration reaches a steady state value after a steep 
transient drop. Far away from the wall (y > 90m), NO concentration reaches a steady 
state value with a biphasic response: at first NO concentration increases rapidly (first 5 
sec), then it increases more slowly (last 25 sec). Note that at intermediate distances 
from the wall (20µm<y<80µm), as shear stress increases from 0.1 dyn/cm2 to either 10 
or 20 dyn/cm2, NO concentration follows a triphasic response: at first NO concentration 
increases very rapidly to a temporary maximum (first 3-5sec), then it decreases to a 
temporary minimum (following 10sec) and finally, in the last 30 seconds, it increases to a 
steady state value. 
When the sensitivity parameter was set to 84 nM/sec, the responses to step 
changes in shear stress are different from the responses computed for lower values of 
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the sensitivity parameter B (Figure 4.7). Near the wall (y<20µm), after a step increase in 
shear stress from 0.1dyn/cm2 to either 10 or 20dyn/cm2, NO concentration increases 
very rapidly to a steady state value without a transient response. In contrast, in the 
region of y>60µm, as shear stress was increases from 0.1 to either 10 or 20 dyn/cm2, 
NO concentration reaches a lower steady state value after a temporary steep drop. In an 
intermediate region (~30µm <y<~50µm), following a step increase in shear stress to 10 
or 20 dyn/cm2, NO concentration follows a biphasic response: in the first 2 seconds, it 
dropped steeply to a temporary minimum, then it increases rapidly to a steady state 
value (last 8sec). 
 
4.4.2.2. Non‐linear shear stress sensitivity 
 
 
When a non-linear dependence between shear stress and NO production rate was 
assumed, variations in NO concentrations at the cell wall in response to increases in 
shear stress were found to be small (NO concentration decreased, when 
RNO_Basal=116nM/sec and B=232nM/sec, from 825nM to 750nM as shear stress 
increased from 6 dyn/cm2 to 10 dyn/cm2) for any combination of values of basal NO 
production rate and sensitivity parameter. The dynamic distributions of NO concentration 
appeared to be similar for all shear stresses. Transient peaks in NO concentration 
following step increases in shear stress were observed only very close to the monolayer 
surface (y≤5m). Far from the wall (y>5m) NO concentration was found to decay 
quickly to steady state values. 
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4.5. Discussion 
 
 
The concentration of Nitric Oxide at the endothelial surface and in the chamber is 
influenced by a number of factors. On the one hand, it is determined by the shear stress-
dependent production rate of the endothelial cells. On the other hand, it is a function of 
the diffusive and convective mass transport conditions in the chamber and the 
relationship between the two. Changes in shear stress bring about dynamic interactions 
between diffusive transport, controlled by the prevailing concentration gradients, and 
convective transport, controlled by the fluid velocity profile. The production of NO in the 
endothelium can influence the balance between diffusive and convective transport by 
affecting the concentration gradient near the cell surface. 
The relative influences of diffusion and convection, and thus the computed 
concentration of Nitric Oxide at the endothelial surface and in the chamber, evolve on 
different characteristic time scales that depend on the distance from the endothelial 
surface. The interrelationship between these modes of mass transport is essential to 
understanding the transient changes of NO concentration in the fluid in response to step 
changes in shear stress. 
 
4.5.1. Concentration at the endothelial surface 
 
 
At the endothelial surface, fluid velocity is zero and therefore any change in NO 
concentration is caused by a change in the diffusive flux dictated by the local 
concentration gradient which is influenced by changes in NO production (RNO) in the 
cells. In the neighborhood of the endothelial surface, velocity is positive and, at steady 
state, a balance is achieved between diffusion and convection.  As wall shear stress 
increases, Nitric Oxide production rises and the diffusion of NO into the chamber 
95 
 
 
increases. Simultaneously, there is a larger velocity in the neighborhood of the cell 
surface, causing increased convection of Nitric Oxide mass. If convection is higher than 
diffusion from the cells, the NO concentration is expected to decrease at the cell surface. 
If, however, the production rate is great enough such that the rate of diffusion exceeds 
convection, NO concentration at the wall will increase. In the absence of shear stress-
dependent production, increases in shear stress would always result in a decrease in 
NO concentration at the cell surface due to increased convection. 
When shear stress-dependent production rate having non-linear dependence on 
wall shear stress is included in the simulation, our results indicate that changes in shear 
stress always cause a decrease in NO at the endothelial surface. This appears to be 
counter to experience that increased flow in blood vessels elicits vasodilation responses 
mediated by increased availability of NO to effect vascular smooth muscle relaxation 4,70. 
For the linear shear-stress dependence, increased convective transport, even for very 
small increases in velocity, causes a decrease in NO at the wall at low shear stresses. 
We show, however, that if the sensitivity to shear stress is high enough, the increased 
production of NO eventually balances or exceeds that removed by convection, and NO 
at the endothelial surface increases (Figs. 4.2 and 4.3). 
The existence of a local minimum in NO concentration at the cell surface as a 
function of shear stress (Insets of Figs. 4.2 and 4.3) has several implications. The 
sensitivity parameter in normal vessels may be at the high end of the range examined 
using our in vitro model, such that the minimum in NO concentration at the cell surface 
occurs only at very low shear stress. In addition, impaired sensitivity of NO production to 
shear stress under pathological conditions could lead to a situation in which the 
vasodilatory response to flow is reduced. Moreover, at low shear stress, flow increases 
could cause constriction due to the convective removal of NO. 
96 
 
 
 
4.5.2. Concentration in the chamber 
 
 
When we assumed a linear dependence of NO production on shear stress, NO 
concentration was inversely proportional to shear stress at great distances from the 
surface of the endothelial cell layer (approximately y>55µm, for the conditions in figs. 4.2 
and 4.3). In this region, NO concentration decreases despite the fact that NO production 
inside the cell monolayer increases with increased shear stress. This observation 
suggests that NO concentration in this region is predominantly affected by convective 
transport. 
In the region of 0µm<y<55µm, NO concentration exhibits a local minimum, 
similar to that described for the concentration at the wall. The local minimum occurs at 
higher values of shear stress the greater the distance from the cell surface. 
 
4.5.3. Concentration under unsteady conditions 
 
 
The transient responses to step changes can be understood in terms of the 
competing transport processes that occur with different characteristic time scales. Step 
increases in shear stress cause step increases in production in the endothelium. This 
causes a rapid increase in NO concentration at the endothelial surface, before a new 
steady state is achieved due to convection. The steady state concentration profile is 
established over a time scale related to the combined diffusive and convective transport 
over the width of the entire boundary layer. 
The response to step decrease in flow can be understood by considering the 
concentration profile prior to the change (Figs 4.5-4.7).  High shear stress conditions 
produce a very sharp concentration gradient at the endothelial surface (Figures 4.2 and 
97 
 
 
4.3).  A sudden drop in shear stress reduces production and convective mass transport 
simultaneously. Thus, diffusion driven by the steep concentration gradient dominates the 
mass transport immediately after the application of a step change in shear stress. As the 
gradient rapidly dissipates, the concentrations at all locations converge toward an 
intermediate value. Thus, near the endothelial surface, there is a sharp decrease in NO, 
while further away from the cell surface there is a sharp increase. This is followed by 
slower recovery of the low shear stress steady state NO concentration profile. 
The time-dependent changes in NO concentration, observed at the cell surface 
as well as at a distances of up to y≈90µm ((Figures 4.5-4.7), suggest that the boundary 
layer concentration profile evolves according to mass transport processes with 
characteristic time scales that depend on the position within the prevailing concentration 
and velocity conditions. The relative contributions of diffusion and convection depend on 
the fluid velocity, the shear stress-dependent NO production, and the evolving 
concentration gradient. This dynamic interaction produces transient fluctuations in 
concentration rather than a smooth, monotonic transition for one steady state to another 
that one would expect, for example, of a purely diffusive boundary layer (figures 4.5-4.7).  
Depending on the functional relationship between shear stress and NO production 
(sensitivity parameter B), we may imagine up to three distinct regions, or sub-layers, 
characterized by differences in the time-dependent changes in NO concentration and 
therefore indicative of differences in the dynamic interplay of diffusive and convective 
mass transport. There is always a region far from the wall that can be considered to be 
dominated by convection consistent with traditional boundary layer theory. However, 
only under certain conditions is there a layer near the wall that can be considered, at 
least transiently, to be dominated by diffusion only in contrast with traditional boundary 
layer theory.  Between these two layers, there is a region that is strongly affected by 
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both diffusive and convective processes leading to the transient fluctuations in NO 
concentration observed in the dynamic simulations. 
4.5.4. Comparison with heat transfer 
 
 
Similar transient behavior has been observed in heat transfer phenomena, which may be 
considered analogous to mass transfer 42,71.Temporary overshoots of the heat transfer 
coefficient during natural convection were reported both experimentally and theoretically, 
26,72-76. Siegel suggested that the transient changes of the heat transfer coefficient 
represent an overgrowth of the thermal boundary layer, which is limited by the finite 
dimension of the plate used in the study, 26. Klei argued that the measured dip followed 
by a rise of the value of the thermal coefficient, might be due to a switch from conductive 
to convective heat transfer, 73. Our results agree with the notion of a temporary 
extension of the effective range of mass diffusion (analogous to conductive heat 
transfer), which is then balanced by mass convection (analogous to convective heat 
transfer). Preliminary results of NO production in response to changes in shear stress, 
that we have observed using endothelial cells in vitro, suggest similar transient behavior 
to that computed by our simulation, 77.  
4.5.5. Summary 
 
 
Our results show that the relationship between shear stress and NO production rate is 
crucial in determining the spatial and temporal distribution of NO concentration, both in 
the fluid flowing region and inside the cell monolayer. They indicate that a model 
containing only a diffusion boundary layer may not fully represent Nitric Oxide 
transport39,78,79. We suggest that the boundary layer may be viewed as being composed 
of several sub-layers and that at any one time, each sub-layer may be dominated by 
either mass diffusion, convection or a combination of the two. The thickness of each 
99 
 
 
sub-layer depends on local values of velocity and mass concentration as well as the 
shear stress-dependent production of NO in the endothelium. Our results suggest that 
diffusion and convection must be considered simultaneously in order to predict the 
distribution of NO concentration in the flowing fluid. 
Based on the results of our simulation, indicating that the ratio between concentration 
and production rate [C(y)/RNO] is constant at any fixed y-distance and flow rate, spatial 
measurements of NO concentration in the chamber could potentially be used to 
determine the relationship between shear stress and NO production rate. 
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Chapter 5: Conclusions 
 
 
Shear stress has been identified as a cause of the activation of a class of Nitric Oxide 
producing enzymes. However, only one study has suggested a semi-quantitative 
relationship between NO flux and wall shear stress under steady state conditions in vitro 
for a specific geometry and a specific assumed boundary condition9. The lack of a 
universal theoretical understanding of mass transport phenomena has been one of the 
major obstacles to better describe the release and transport of Nitric Oxide. Therfore we 
have tried to achieve an improved understanding of experimental results both in vitro 
(Cartesian coordinates) and in vivo (cylindrical coordinates) by providing a mathematical 
model to describe the release and transport of Nitric Oxide under steady state for 
generic boundary conditions (Dirichlet or Neumann). This study has resulted in an 
analytical method, described in Chapter 2 and Appendixes A and B, to solve for the 
generic problem of mass transport under steady state conditions. The application of this 
method to the production and transport of Nitric Oxide has been detailed in Chapter 3. 
The results obtained show that our analytical method can provide accuracy and flexibility 
in relating measurements of NO concentration anywhere in an experimental set-up (in 
vitro  or in vivo). The accuracy is born out of the analytical solution itself: given a set of 
assumptions (i.e. boundary conditions, velocity profile) our mathematical formulation 
describes the only possible distribution of Nitric Oxide concentration. The flexibility 
results from the possibility to adapt our method to any type of boundary and 
hydrodynamic conditions: Equations 2.3 and 2.48 are the tools to describe any flow 
condition and any flux/concentration at the cell surface in vitro. These equations are the 
building blocks of the new method we developed to solve for mass transport problems; 
they give rise to a solution with index notation,, Equation 2.50, which allows the 
experimentalist to compute the flux and the concentration of Nitric Oxide anywhere 
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within the experimental domain starting with one single measurement of Nitric Oxide 
concentration, thus providing an advantage over recursive numerical simulations. 
The full capabilities of our mathematical method are not limited to Cartesian coordinates; 
they can be easily extended to cylindrical coordinates. Cylindrical coordinates are used 
to describe the geometry of single blood vessels or network of blood vessels and are 
crucial to describe in vivo (networks of vessels) and ex vivo (single vessels) 
experiments. 
Although we did not attempt at solve mass transport for an entire network of blood 
vessels, we did solve for an isolated cylinder, thus we assume that this method can be 
used to improve the understanding of experiments both in vitro and ex vivo. 
The mass transport phenomenon described by Equation 1.1 and solved in Chapter 2 is 
usually referred to as a well-posed mathematical problem. However, the continuity 
conditions imposed by means of Equations 4.8 and 4.9 in Chapter 4 re-define the entire 
phenomenon as an ill-posed mathematical problem. Although the solution of an ill-posed 
mathematical problem is beyond the scope of this study, it can be seen that Equations 
2.51 and 2.52 provide the necessary tools to bridge the analytical solution given by 
Equation 2.50 in Chapter 2 with continuity conditions expressed by Equations 4.8 and 
4.9 in Chapter 4. 
Furthermore, our solution sheds light on the mechanism of mass transport under forced 
convection. So far, it has been believed that at steady state diffusion is predominant over 
convection very close to a stagnant boundary, forming a diffusion boundary layer55,79. 
However both our analytical and numerical studies show that is not possible to obtain an 
approximated solution disregarding convection even in proximity of a solid stagnant 
boundary.. In fact, at steady state  Equation 2.47 describes the generic mass transport 
problem by means of the ratio p

 , where the term p represents the influence of 
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diffusion and  represents the influence of the velocity. On the one hand, to consider 
more important the effects of diffusion than convection anywhere in the moving fluid 
requires to exclude the denominator of the ratio p

  making the entire mathematical 
description of the problem incorrect. On the other hand, to consider more important the 
effects of convection than diffusion anywhere in the moving fluid requires to exclude the 
numerator of the ratio p

  making the entire mathematical description of the problem 
incorrect once again. Furthermore, our numerical analysis confirms that competing 
processes of mass transport take place with different characteristic time scales only 
during time-dependent changes in fluid flow and NO production.  
The conclusion that no diffusion boundary layer exists at steady state has important 
biological implications. First of all, it is now possible to find a theoretical justification to 
the results obtained by Caro et Al. 39, who already had suggested that boundary layer 
mass transport did not apply to the results of their experiments. Furthermore, it is now 
possible to estimate much more accurately the flux, and the value of concentration of 
Nitric Oxide (or any biologically active molecule) at the surface of endothelial cells either 
in vivo or ex vivo. The importance of this result can be better understood by comparing 
our conclusion of inseparability of diffusion and convection with a recent study by 
Vaughn et Al. 79 where is the authors assume that diffusion plays such an important role 
over convection at the surface of Red Blood Cells that it can limit the availability of Nitric 
Oxide within RBCs themselves. Our study demonstrates that it is theoretically impossible 
that diffusion may limit the availability of Nitric Oxide (or of any biologically active 
molecule) anywhere in the blood stream. 
It is also noteworthy that our analytical results provide a tool that can be applied to the 
transport of any biologically active molecule in relatively simple geometries, and thus it 
104 
 
 
can be applied to the study of mechanisms of drug delivery in vivo, for example by 
means of nanotubes or by means of medicated stents. 
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Appendix A – Complete solution for Cartesian coordinates 
 
 
Using the technique developed in Chapter 2 and referring to work done previously by 
Mercer31 and Worsøe-Schmidt30, we can find the solution of the problem of mass 
transport/heat exchange in forced convection for any type of velocity profile. 
First of all, we recall the definition of the similarity function in Chapter 2: 
    
0
, pp p
p
C A x fx y    

  (A.1) 
Where the index p indicates the dependence of the solution on the boundary conditions 
and the power   is determined by the first non-zero term of the McLaurin expansion of 
the velocity. Intuitively, we can then expect the remaining terms of the McLaurin 
expansion of the velocity to influence the solution by means of additional powers of x 
and additional similarity functions, we then rewrite Eq. A.1 as: 
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Where the index n indicates the effects of the hydrodynamic conditions. 
Substituting into Eq. 1.4 Chapter 2, we obtain: 
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 (A.3) 
 We also remember that the velocity cam be expanded as a McLaurin series: 
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And we also remember the definition of the similarity independent variable: 
 yx    (A.5) 
If we call s0 the first non-zero term of the velocity expansion, and substitute Eq. A.5 into 
Eq. A.4, we obtain: 
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Substituting Eq. A.6 into Eq. A.3, we obtain: 
 
        
   
1
, ,
0 00
1 2 2
,
0 0
0 ' 1
!
''
p
p
s
n ns s s
pp n p n p
p ns
n
p n p
p n
u A x x f x fnx
s
D A x x f
   
  
     
 
   
 
    
 
            

 

 (A.7) 
Analogously to the reasoning in Chapter 2, we notice that the problem can be split into 
parts: on one hand a system of ODEs indicized over p, describing the solution in terms 
of the boundary conditions, on the other hand a system of ODEs indicized over n, 
describing the solution in terms of the fluid velocity. In other words, for each power of the 
expansion of the boundary condition, there exists a system of ODEs where each 
differential equation is related to one term of the velocity expansion. 
If we call s0 the first non-zero term of the velocity expansion, we can re-write Eq. A.7 for 
one specific power of the expansion of the boundary condition as: 
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Using the definitions found for the parameter   and simplifying we obtain: 
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We notice that in Eq. A.9 we have a zeroth-order similarity function that can be isolated 
from higher-order ones: 
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Comparing with Eq. 1.45 in Chapter 2 we see that the zeroth-order similarity function is 
the solution we found for an approximated velocity profile, thus higher-order functions 
correspond to higher-order velocity terms. By equating the coefficients of the same 
powers of x30,31 we obtain a system of recursive ODEs: 
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Since we have already found the zeroth-order function for any boundary condition and 
we have already defined all the other parameters it is now easy to find any high-order 
similarity function and the solution can now be refined at will for any type of fully 
developed velocity profile. 
It is also interesting that the recursive ODEs in Eq. A.11 are different from what obtained 
by both Mercer31 and Worsøe-Schmidt30. 
 
Appendix B – Complete solution for cylindrical coordinates 
 
 
In cylindrical coordinates the governing PDE becomes: 
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114 
 
 
Where r is the radial coordinate, z is the axial coordinate and u(r) is the fully developed 
velocity. Any solution we may want to find needs to be centered around the wall of the 
cylinder, that is when r equals the radius R of the cylinder; therefore we introduce two 
new dimensional variables: 
 
1
z x z x
r y
r y
            
 (B.2) 
Substituting in Eq. B.1 we obtain: 
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We can express the velocity as a McLaurin expansion again: 
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We introduce again a dimensionless independent similarity variable and a dimensionless 
dependent similarity variable: 
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As we did before, we can consider one specific term of the expansion of the boundary 
condition only, and substituting into Eq. B.4 we obtain: 
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Rearranging: 
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The left hand side of Equation B.7 contains the term 
1
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x
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 , such term distinguishes 
the cylindrical coordinates case from the Cartesian one. We can rearrange Eq. B.7 
further: 
 
          
 
             
1 11 1
, , ,
0
2 1 2
0
1 1
, , , ,
0
'' '' '
1
!
' '1 1
n n n
n p n p n p
n
s
s s s
s
p pn n
n p n p n p n p
n
x f x f x f
u xx
s D
x f f x f fn n
  

 
    
  
       
   

  

  

 
    
                           



 (B.8) 
We can now define the parameters  and  as: 
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  (B.9) 
Where the parameter s0 is the order of the first non-zero term of the McLaurin expansion 
of the velocity. We notice that the parameter  is determined once again by the 
hydrodynamic conditions. However, we notice that even if the velocity is approximated 
with the first non-zero term of its McLaurin expansion, there is still need for a series 
solution due to the presence of the curvilinear term. Equating the same powers of x Eq. 
B.8 becomes: 
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 (B.10) 
We notice that in first in approximation the problem is solved by the same type of ODE 
as for Cartesian coordinates, whereas higher order solutions require a much more 
complicated form of a system of recursive ODEs. 
 
Appendix C – Mathematica notebook 
 
 
In this appendix there is one sample of Mathematica notebook used to find a closed-
form solution to the problem. The code was used specifically for a sinusoidal flux but it 
can be re-arranged into any other boundary condition. 
 
f1 
Questa sezione serve a determinare la prima delle cinque funzioni 
adimensionali f () 
Clear[,x,y,f1Normalizzata,SoluzioneGenerica1,Derivata1,f1,U] 
SoluzioneGenerica1=DSolve[f''[] (4 f[]- f'[]),f[] ,] 
Derivata1=D[SoluzioneGenerica1/.C[1]0,] 
-(1/36) 

3
3
 2 C[2] (-9-3 3+4 32/3 
3
3
 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 
(^3)4/3 Gamma[2/3,3/3])+1/36 

3
3
 C[2] (-21 2-3 2 3+4 32/3 
3
3
  
Gamma[2/3,3/3]+8 32/3 
3
3
 2 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 2 (^3)4/3 
Gamma[2/3,3/3]) 
%/.0 
Clear[,x,y,U] 
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U=375000; 
n=1; 
y={0,1,3.125,6.25,9.375,15.625,18.75,37.5,60,75.,100,150,187.5,250,375,4
00,425,450,475,500,600,700,750}; 
x=50000.; 
CoeffDiff=3300; 
h=750.; 
=1/(2+n); 
f1Normalizzata=1/36 

3
3
 C[2] (-9-3 3+4 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+32/3 
3
3
 (^3)4/3 Gamma[2/3,3/3])/.C[2]-((3. 
31/3)/Gamma[2/3]) 
f1=1/36 

3
3
 C[2] (-9-3 3+4 32/3 
3
3
 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 
(^3)4/3 Gamma[2/3,3/3])/.C[2]-((3. 31/3)/Gamma[2/3]) 
CoeffDiff
 U h3
 
=y 
 U
CoeffDiff h x
3
; 
Derivata2[_]:=-(1/36) 

3
3
 2 C[2] (-9-3 3+4 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+32/3 
3
3
 (^3)4/3 Gamma[2/3,3/3])+1/36 

3
3
 C[2] (-21 2-
3 2 3+4 32/3 
3
3
  Gamma[2/3,3/3]+8 32/3 
3
3
 2 (^3)1/3 
Gamma[2/3,3/3]+32/3 
3
3
 2 (^3)4/3 Gamma[2/3,3/3])/.C[2]-((3 31/3 
)/Gamma[2/3]); 
Derivata2[] 
f1Normalizzata 
f1 
 
f3 
Questa sezione serve a determinare la seconda delle cinque funzioni 
adimensionali f () 
Clear[,x,y,f3,f3Normalizzata,SoluzioneGenerica3,Derivata3,U] 
SoluzioneGenerica3=DSolve[f''[] (10 f[]- f'[]),f[] ,] 
Derivata3=D[SoluzioneGenerica3/.C[1]0,] 
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-(1/136080) 

3
3
 2 C[2] (-486-552 3-87 6-3 9+280 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+30 32/3 
3
3
 6 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 9 (^3)1/3 
Gamma[2/3,3/3]+210 32/3 
3
3
 (^3)4/3 Gamma[2/3,3/3])+1/136080 

3
3
 C[2] 
(-2496 2-630 2 3-522 5-117 8-3 11+280 32/3 
3
3
  Gamma[2/3,3/3]+30 
32/3 
3
3
 6 Gamma[2/3,3/3]+32/3 
3
3
 9 Gamma[2/3,3/3]+1120 32/3 
3
3
 2 
(^3)1/3 Gamma[2/3,3/3]+180 32/3 
3
3
 5 (^3)1/3 Gamma[2/3,3/3]+39 32/3 
3
3
 
8 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 11 (^3)1/3 Gamma[2/3,3/3]+210 32/3 

3
3
 2 (^3)4/3 Gamma[2/3,3/3])/.0 
Clear[,x,y,SoluzioneGenerica3,Derivata3,U,f3,f3Normalizzata] 
U=375000; 
n=1; 
y={0,1,3.125,6.25,9.375,15.625,18.75,37.5,60,75.,100,150,187.5,250,375,4
00,425,450,475,500,600,700,750}; 
x=50000.; 
CoeffDiff=3300; 
h=750.; 
=1/(2+n); 
SoluzioneGenerica3=DSolve[f''[] (10 f[]- f'[]),f[] ,] 
Clear[] 
 
f3=(

3
3
 C[2] (-486-552 3-87 6-3 9+280 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+30 32/3 
3
3
 6 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 9 (^3)1/3 
Gamma[2/3,3/3]+210 32/3 
3
3
 (^3)4/3 Gamma[2/3,3/3]))/136080/.C[2]-
((162. 31/3 )/Gamma[2/3]) 
CoeffDiff
 U h3
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f3Normalizzata=(

3
3
 C[2] (-486-552 3-87 6-3 9+280 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+30 32/3 
3
3
 6 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 9 (^3)1/3 
Gamma[2/3,3/3]+210 32/3 
3
3
 (^3)4/3 Gamma[2/3,3/3]))/136080/.C[2]-
((162. 31/3 )/Gamma[2/3]) 
=y 
 U
CoeffDiff h x
3
; 
Derivata4[_]:=-(1/136080) 

3
3
 2 C[2] (-486-552 3-87 6-3 9+280 32/3 

3
3
 (^3)1/3 Gamma[2/3,3/3]+30 32/3 
3
3
 6 (^3)1/3 Gamma[2/3,3/3]+32/3 

3
3
 9 (^3)1/3 Gamma[2/3,3/3]+210 32/3 
3
3
 (^3)4/3 
Gamma[2/3,3/3])+1/136080 

3
3
 C[2] (-2496 2-630 2 3-522 5-117 8-3 
11+280 32/3 
3
3
  Gamma[2/3,3/3]+30 32/3 
3
3
 6 Gamma[2/3,3/3]+32/3 
3
3
 
9 Gamma[2/3,3/3]+1120 32/3 
3
3
 2 (^3)1/3 Gamma[2/3,3/3]+180 32/3 
3
3
 
5 (^3)1/3 Gamma[2/3,3/3]+39 32/3 
3
3
 8 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 
11 (^3)1/3 Gamma[2/3,3/3]+210 32/3 
3
3
 2 (^3)4/3 
Gamma[2/3,3/3])/.C[2]-((162 31/3 )/Gamma[2/3]); 
Derivata4[] 
f3 
f3Normalizzata 
 
f5 
Questa sezione serve a determinare la terza delle cinque funzioni 
adimensionali f () 
Clear[,x,y,f5,f5Normalizzata,SoluzioneGenerica5,Derivata5,U] 
SoluzioneGenerica5=DSolve[f''[] (16 f[]- f'[]),f[] ,] 
Derivata5=D[SoluzioneGenerica5/.C[1]0,] 
-(1/5094835200) 

3
3
 2 C[2] (-87480-175080 3-57036 6-6012 9-237 
12-3 15+58240 32/3 
3
3
 (^3)1/3 Gamma[2/3,3/3]+20800 32/3 
3
3
 6 (^3)1/3 
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Gamma[2/3,3/3]+2080 32/3 
3
3
 9 (^3)1/3 Gamma[2/3,3/3]+80 32/3 
3
3
 12 
(^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 15 (^3)1/3 Gamma[2/3,3/3]+72800 32/3 
3
3
 
(^3)4/3 Gamma[2/3,3/3])+1/5094835200 

3
3
 C[2] (-699960 2-218400 2 
3-342216 5-116508 8-9084 11-285 14-3 17+58240 32/3 
3
3
  
Gamma[2/3,3/3]+20800 32/3 
3
3
 6 Gamma[2/3,3/3]+2080 32/3 
3
3
 9 
Gamma[2/3,3/3]+80 32/3 
3
3
 12 Gamma[2/3,3/3]+32/3 
3
3
 15 
Gamma[2/3,3/3]+349440 32/3 
3
3
 2 (^3)1/3 Gamma[2/3,3/3]+124800 32/3 
3
3
 
5 (^3)1/3 Gamma[2/3,3/3]+39520 32/3 
3
3
 8 (^3)1/3 Gamma[2/3,3/3]+3040 
32/3 
3
3
 11 (^3)1/3 Gamma[2/3,3/3]+95 32/3 
3
3
 14 (^3)1/3 
Gamma[2/3,3/3]+32/3 
3
3
 17 (^3)1/3 Gamma[2/3,3/3]+72800 32/3 
3
3
 2 
(^3)4/3 Gamma[2/3,3/3])/.0 
Clear[,x,y,SoluzioneGenerica5,Derivata5,U,f5,f5Normalizzata] 
U=375000; 
n=1; 
y={0,1,3.125,6.25,9.375,15.625,18.75,37.5,60,75.,100,150,187.5,250,375,4
00,425,450,475,500,600,700,750}; 
x=50000.; 
CoeffDiff=3300; 
h=750.; 
=1/(2+n); 
SoluzioneGenerica5=DSolve[f''[] (16 f[]- f'[]),f[] ,] 
Clear[] 
 
f5=1/5094835200 

3
3
 C[2] (-87480-175080 3-57036 6-6012 9-237 12-3 
15+58240 32/3 
3
3
 (^3)1/3 Gamma[2/3,3/3]+20800 32/3 
3
3
 6 (^3)1/3 
Gamma[2/3,3/3]+2080 32/3 
3
3
 9 (^3)1/3 Gamma[2/3,3/3]+80 32/3 
3
3
 12 
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(^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 15 (^3)1/3 Gamma[2/3,3/3]+72800 32/3 
3
3
 
(^3)4/3 Gamma[2/3,3/3])/.C[2]-((29160. 31/3 )/Gamma[2/3]) 
CoeffDiff
 U h3
; 
f5Normalizzata=1/5094835200 

3
3
 C[2] (-87480-175080 3-57036 6-6012 
9-237 12-3 15+58240 32/3 
3
3
 (^3)1/3 Gamma[2/3,3/3]+20800 32/3 
3
3
 6 
(^3)1/3 Gamma[2/3,3/3]+2080 32/3 
3
3
 9 (^3)1/3 Gamma[2/3,3/3]+80 32/3 

3
3
 12 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 15 (^3)1/3 
Gamma[2/3,3/3]+72800 32/3 
3
3
 (^3)4/3 Gamma[2/3,3/3])/.C[2]-((29160. 
31/3 )/Gamma[2/3]); 
=y 
 U
CoeffDiff h x
3
; 
Derivata6[_]:=-(1/5094835200) 

3
3
 2 C[2] (-87480-175080 3-57036 6-
6012 9-237 12-3 15+58240 32/3 
3
3
 (^3)1/3 Gamma[2/3,3/3]+20800 32/3 

3
3
 6 (^3)1/3 Gamma[2/3,3/3]+2080 32/3 
3
3
 9 (^3)1/3 
Gamma[2/3,3/3]+80 32/3 
3
3
 12 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 15 
(^3)1/3 Gamma[2/3,3/3]+72800 32/3 
3
3
 (^3)4/3 
Gamma[2/3,3/3])+1/5094835200 

3
3
 C[2] (-699960 2-218400 2 3-342216 
5-116508 8-9084 11-285 14-3 17+58240 32/3 
3
3
  Gamma[2/3,3/3]+20800 
32/3 
3
3
 6 Gamma[2/3,3/3]+2080 32/3 
3
3
 9 Gamma[2/3,3/3]+80 32/3 
3
3
 
12 Gamma[2/3,3/3]+32/3 
3
3
 15 Gamma[2/3,3/3]+349440 32/3 
3
3
 2 
122 
 
 
(^3)1/3 Gamma[2/3,3/3]+124800 32/3 
3
3
 5 (^3)1/3 Gamma[2/3,3/3]+39520 
32/3 
3
3
 8 (^3)1/3 Gamma[2/3,3/3]+3040 32/3 
3
3
 11 (^3)1/3 
Gamma[2/3,3/3]+95 32/3 
3
3
 14 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 17 
(^3)1/3 Gamma[2/3,3/3]+72800 32/3 
3
3
 2 (^3)4/3 
Gamma[2/3,3/3])/.C[2]-((29160. 31/3 )/Gamma[2/3]); 
Derivata6[] 
f5 
f5Normalizzata 
 
f7 
Questa sezione serve a determinare la quarta delle cinque funzioni 
adimensionali f () 
Clear[,x,y,f7,f7Normalizzata,SoluzioneGenerica7,Derivata7,U] 
SoluzioneGenerica7=DSolve[f''[] (22 f[]- f'[]),f[] ,] 
Derivata7=D[SoluzioneGenerica7/.C[1]0,] 
-(1/805004340940800) 

3
3
 2 C[2] (-33067440-95753280 3-47835648 6-
8520120 9-677670 12-25884 15-459 18-3 21+24344320 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+18258240 32/3 
3
3
 6 (^3)1/3 Gamma[2/3,3/3]+3043040 32/3 

3
3
 9 (^3)1/3 Gamma[2/3,3/3]+234080 32/3 
3
3
 12 (^3)1/3 
Gamma[2/3,3/3]+8778 32/3 
3
3
 15 (^3)1/3 Gamma[2/3,3/3]+154 32/3 
3
3
 18 
(^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 21 (^3)1/3 Gamma[2/3,3/3]+42602560 32/3 

3
3
 (^3)4/3 Gamma[2/3,3/3])+1/805004340940800 

3
3
 C[2] (-360292800 
2-127807680 2 3-287013888 5-131455800 8-17261160 11-1090500 14-
34596 17-525 20-3 23+24344320 32/3 
3
3
  Gamma[2/3,3/3]+18258240 32/3 

3
3
 6 Gamma[2/3,3/3]+3043040 32/3 
3
3
 9 Gamma[2/3,3/3]+234080 32/3 

3
3
 12 Gamma[2/3,3/3]+8778 32/3 
3
3
 15 Gamma[2/3,3/3]+154 32/3 
3
3
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18 Gamma[2/3,3/3]+32/3 
3
3
 21 Gamma[2/3,3/3]+194754560 32/3 
3
3
 2 
(^3)1/3 Gamma[2/3,3/3]+109549440 32/3 
3
3
 5 (^3)1/3 
Gamma[2/3,3/3]+45645600 32/3 
3
3
 8 (^3)1/3 Gamma[2/3,3/3]+5852000 32/3 

3
3
 11 (^3)1/3 Gamma[2/3,3/3]+365750 32/3 
3
3
 14 (^3)1/3 
Gamma[2/3,3/3]+11550 32/3 
3
3
 17 (^3)1/3 Gamma[2/3,3/3]+175 32/3 
3
3
 
20 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 23 (^3)1/3 Gamma[2/3,3/3]+42602560 
32/3 
3
3
 2 (^3)4/3 Gamma[2/3,3/3])/.0 
Clear[,x,y,SoluzioneGenerica7,Derivata7,U,f7,f7Normalizzata] 
U=375000; 
n=1; 
y={0,1,3.125,6.25,9.375,15.625,18.75,37.5,60,75.,100,150,187.5,250,375,4
00,425,450,475,500,600,700,750}; 
x=50000.; 
CoeffDiff=3300; 
h=750.; 
=1/(2+n); 
SoluzioneGenerica7=DSolve[f''[] (22 f[]- f'[]),f[] ,] 
Clear[] 
 
f7=1/805004340940800 

3
3
 C[2] (-33067440-95753280 3-47835648 6-
8520120 9-677670 12-25884 15-459 18-3 21+24344320 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+18258240 32/3 
3
3
 6 (^3)1/3 Gamma[2/3,3/3]+3043040 32/3 

3
3
 9 (^3)1/3 Gamma[2/3,3/3]+234080 32/3 
3
3
 12 (^3)1/3 
Gamma[2/3,3/3]+8778 32/3 
3
3
 15 (^3)1/3 Gamma[2/3,3/3]+154 32/3 
3
3
 18 
(^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 21 (^3)1/3 Gamma[2/3,3/3]+42602560 32/3 
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
3
3
 (^3)4/3 Gamma[2/3,3/3])/.C[2]-((11022480. 31/3 )/Gamma[2/3]) 
CoeffDiff
 U h3
; 
f7Normalizzata=1/805004340940800 

3
3
 C[2] (-33067440-95753280 3-
47835648 6-8520120 9-677670 12-25884 15-459 18-3 21+24344320 32/3 

3
3
 (^3)1/3 Gamma[2/3,3/3]+18258240 32/3 
3
3
 6 (^3)1/3 
Gamma[2/3,3/3]+3043040 32/3 
3
3
 9 (^3)1/3 Gamma[2/3,3/3]+234080 32/3 

3
3
 12 (^3)1/3 Gamma[2/3,3/3]+8778 32/3 
3
3
 15 (^3)1/3 
Gamma[2/3,3/3]+154 32/3 
3
3
 18 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 21 
(^3)1/3 Gamma[2/3,3/3]+42602560 32/3 
3
3
 (^3)4/3 
Gamma[2/3,3/3])/.C[2]-((11022480. 31/3 )/Gamma[2/3]); 
=y 
 U
CoeffDiff h x
3
; 
Derivata8[_]:=-(1/805004340940800) 

3
3
 2 C[2] (-33067440-95753280 
3-47835648 6-8520120 9-677670 12-25884 15-459 18-3 21+24344320 
32/3 
3
3
 (^3)1/3 Gamma[2/3,3/3]+18258240 32/3 
3
3
 6 (^3)1/3 
Gamma[2/3,3/3]+3043040 32/3 
3
3
 9 (^3)1/3 Gamma[2/3,3/3]+234080 32/3 

3
3
 12 (^3)1/3 Gamma[2/3,3/3]+8778 32/3 
3
3
 15 (^3)1/3 
Gamma[2/3,3/3]+154 32/3 
3
3
 18 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 21 
(^3)1/3 Gamma[2/3,3/3]+42602560 32/3 
3
3
 (^3)4/3 
Gamma[2/3,3/3])+1/805004340940800 

3
3
 C[2] (-360292800 2-127807680 
2 3-287013888 5-131455800 8-17261160 11-1090500 14-34596 17-525 
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20-3 23+24344320 32/3 
3
3
  Gamma[2/3,3/3]+18258240 32/3 
3
3
 6 
Gamma[2/3,3/3]+3043040 32/3 
3
3
 9 Gamma[2/3,3/3]+234080 32/3 
3
3
 12 
Gamma[2/3,3/3]+8778 32/3 
3
3
 15 Gamma[2/3,3/3]+154 32/3 
3
3
 18 
Gamma[2/3,3/3]+32/3 
3
3
 21 Gamma[2/3,3/3]+194754560 32/3 
3
3
 2 (^3)1/3 
Gamma[2/3,3/3]+109549440 32/3 
3
3
 5 (^3)1/3 Gamma[2/3,3/3]+45645600 32/3 

3
3
 8 (^3)1/3 Gamma[2/3,3/3]+5852000 32/3 
3
3
 11 (^3)1/3 
Gamma[2/3,3/3]+365750 32/3 
3
3
 14 (^3)1/3 Gamma[2/3,3/3]+11550 32/3 
3
3
 
17 (^3)1/3 Gamma[2/3,3/3]+175 32/3 
3
3
 20 (^3)1/3 Gamma[2/3,3/3]+32/3 

3
3
 23 (^3)1/3 Gamma[2/3,3/3]+42602560 32/3 
3
3
 2 (^3)4/3 
Gamma[2/3,3/3])/.C[2]-((11022480. 31/3 )/Gamma[2/3]); 
Derivata8[] 
f7 
f7Normalizzata 
 
f9 
Questa sezione serve a determinare la quinta delle cinque funzioni 
adimensionali f () 
Clear[,x,y,f9,f9Normalizzata,SoluzioneGenerica9,Derivata9,U] 
SoluzioneGenerica9=DSolve[f''[] (28 f[]- f'[]),f[] ,] 
Derivata9=D[SoluzioneGenerica9/.C[1]0,] 
-(1/365149969050746880000) 

3
3
 2 C[2] (-21427701120-81576969600 3-
55226592960 6-13919616480 9-1672649160 12-107004072 15-3808140 18-
74856 21-753 24-3 27+17041024000 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+21909888000 32/3 
3
3
 6 (^3)1/3 
Gamma[2/3,3/3]+5112307200 32/3 
3
3
 9 (^3)1/3 Gamma[2/3,3/3]+589881600 
32/3 
3
3
 12 (^3)1/3 Gamma[2/3,3/3]+36867600 32/3 
3
3
 15 (^3)1/3 
126 
 
 
Gamma[2/3,3/3]+1293600 32/3 
3
3
 18 (^3)1/3 Gamma[2/3,3/3]+25200 32/3 

3
3
 21 (^3)1/3 Gamma[2/3,3/3]+252 32/3 
3
3
 24 (^3)1/3 
Gamma[2/3,3/3]+32/3 
3
3
 27 (^3)1/3 Gamma[2/3,3/3]+38342304000 32/3 
3
3
 
(^3)4/3 Gamma[2/3,3/3])+1/365149969050746880000 

3
3
 C[2] (-
295853980800 2-115026912000 2 3-331359557760 5-191006212320 8-
35408711520 11-3374705880 14-179149320 17-5452776 20-93672 23-837 
26-3 29+17041024000 32/3 
3
3
  Gamma[2/3,3/3]+21909888000 32/3 
3
3
 6 
Gamma[2/3,3/3]+5112307200 32/3 
3
3
 9 Gamma[2/3,3/3]+589881600 32/3 
3
3
 
12 Gamma[2/3,3/3]+36867600 32/3 
3
3
 15 Gamma[2/3,3/3]+1293600 32/3 
3
3
 
18 Gamma[2/3,3/3]+25200 32/3 
3
3
 21 Gamma[2/3,3/3]+252 32/3 
3
3
 24 
Gamma[2/3,3/3]+32/3 
3
3
 27 Gamma[2/3,3/3]+170410240000 32/3 
3
3
 2 
(^3)1/3 Gamma[2/3,3/3]+131459328000 32/3 
3
3
 5 (^3)1/3 
Gamma[2/3,3/3]+67920652800 32/3 
3
3
 8 (^3)1/3 
Gamma[2/3,3/3]+12190886400 32/3 
3
3
 11 (^3)1/3 
Gamma[2/3,3/3]+1142895600 32/3 
3
3
 14 (^3)1/3 Gamma[2/3,3/3]+60152400 
32/3 
3
3
 17 (^3)1/3 Gamma[2/3,3/3]+1822800 32/3 
3
3
 20 (^3)1/3 
Gamma[2/3,3/3]+31248 32/3 
3
3
 23 (^3)1/3 Gamma[2/3,3/3]+279 32/3 
3
3
 
26 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 29 (^3)1/3 
Gamma[2/3,3/3]+38342304000 32/3 
3
3
 2 (^3)4/3 Gamma[2/3,3/3])/.0 
Clear[,x,y,SoluzioneGenerica9,Derivata9,U,f9,f9Normalizzata] 
U=375000; 
n=1; 
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y={0,1,3.125,6.25,9.375,15.625,18.75,37.5,60,75.,100,150,187.5,250,375,4
00,425,450,475,500,600,700,750}; 
x=50000.; 
CoeffDiff=3300; 
h=750.; 
=1/(2+n); 
Clear[] 
f9=1/365149969050746880000 

3
3
 C[2] (-21427701120-81576969600 3-
55226592960 6-13919616480 9-1672649160 12-107004072 15-3808140 18-
74856 21-753 24-3 27+17041024000 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+21909888000 32/3 
3
3
 6 (^3)1/3 
Gamma[2/3,3/3]+5112307200 32/3 
3
3
 9 (^3)1/3 Gamma[2/3,3/3]+589881600 
32/3 
3
3
 12 (^3)1/3 Gamma[2/3,3/3]+36867600 32/3 
3
3
 15 (^3)1/3 
Gamma[2/3,3/3]+1293600 32/3 
3
3
 18 (^3)1/3 Gamma[2/3,3/3]+25200 32/3 

3
3
 21 (^3)1/3 Gamma[2/3,3/3]+252 32/3 
3
3
 24 (^3)1/3 
Gamma[2/3,3/3]+32/3 
3
3
 27 (^3)1/3 Gamma[2/3,3/3]+38342304000 32/3 
3
3
 
(^3)4/3 Gamma[2/3,3/3])/.C[2]-((7142567040. 31/3 )/Gamma[2/3]) 
CoeffDiff
 U h3
; 
f9Normalizzata=1/365149969050746880000 

3
3
 C[2] (-21427701120-
81576969600 3-55226592960 6-13919616480 9-1672649160 12-107004072 
15-3808140 18-74856 21-753 24-3 27+17041024000 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+21909888000 32/3 
3
3
 6 (^3)1/3 
Gamma[2/3,3/3]+5112307200 32/3 
3
3
 9 (^3)1/3 Gamma[2/3,3/3]+589881600 
32/3 
3
3
 12 (^3)1/3 Gamma[2/3,3/3]+36867600 32/3 
3
3
 15 (^3)1/3 
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Gamma[2/3,3/3]+1293600 32/3 
3
3
 18 (^3)1/3 Gamma[2/3,3/3]+25200 32/3 

3
3
 21 (^3)1/3 Gamma[2/3,3/3]+252 32/3 
3
3
 24 (^3)1/3 
Gamma[2/3,3/3]+32/3 
3
3
 27 (^3)1/3 Gamma[2/3,3/3]+38342304000 32/3 
3
3
 
(^3)4/3 Gamma[2/3,3/3])/.C[2]-((7142567040. 31/3 )/Gamma[2/3]); 
=y 
 U
CoeffDiff h x
3
; 
Derivata10[_]:=-(1/365149969050746880000) 

3
3
 2 C[2] (-21427701120-
81576969600 3-55226592960 6-13919616480 9-1672649160 12-107004072 
15-3808140 18-74856 21-753 24-3 27+17041024000 32/3 
3
3
 (^3)1/3 
Gamma[2/3,3/3]+21909888000 32/3 
3
3
 6 (^3)1/3 
Gamma[2/3,3/3]+5112307200 32/3 
3
3
 9 (^3)1/3 Gamma[2/3,3/3]+589881600 
32/3 
3
3
 12 (^3)1/3 Gamma[2/3,3/3]+36867600 32/3 
3
3
 15 (^3)1/3 
Gamma[2/3,3/3]+1293600 32/3 
3
3
 18 (^3)1/3 Gamma[2/3,3/3]+25200 32/3 

3
3
 21 (^3)1/3 Gamma[2/3,3/3]+252 32/3 
3
3
 24 (^3)1/3 
Gamma[2/3,3/3]+32/3 
3
3
 27 (^3)1/3 Gamma[2/3,3/3]+38342304000 32/3 
3
3
 
(^3)4/3 Gamma[2/3,3/3])+1/365149969050746880000 

3
3
 C[2] (-
295853980800 2-115026912000 2 3-331359557760 5-191006212320 8-
35408711520 11-3374705880 14-179149320 17-5452776 20-93672 23-837 
26-3 29+17041024000 32/3 
3
3
  Gamma[2/3,3/3]+21909888000 32/3 
3
3
 6 
Gamma[2/3,3/3]+5112307200 32/3 
3
3
 9 Gamma[2/3,3/3]+589881600 32/3 
3
3
 
12 Gamma[2/3,3/3]+36867600 32/3 
3
3
 15 Gamma[2/3,3/3]+1293600 32/3 
3
3
 
18 Gamma[2/3,3/3]+25200 32/3 
3
3
 21 Gamma[2/3,3/3]+252 32/3 
3
3
 24 
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Gamma[2/3,3/3]+32/3 
3
3
 27 Gamma[2/3,3/3]+170410240000 32/3 
3
3
 2 
(^3)1/3 Gamma[2/3,3/3]+131459328000 32/3 
3
3
 5 (^3)1/3 
Gamma[2/3,3/3]+67920652800 32/3 
3
3
 8 (^3)1/3 
Gamma[2/3,3/3]+12190886400 32/3 
3
3
 11 (^3)1/3 
Gamma[2/3,3/3]+1142895600 32/3 
3
3
 14 (^3)1/3 Gamma[2/3,3/3]+60152400 
32/3 
3
3
 17 (^3)1/3 Gamma[2/3,3/3]+1822800 32/3 
3
3
 20 (^3)1/3 
Gamma[2/3,3/3]+31248 32/3 
3
3
 23 (^3)1/3 Gamma[2/3,3/3]+279 32/3 
3
3
 
26 (^3)1/3 Gamma[2/3,3/3]+32/3 
3
3
 29 (^3)1/3 
Gamma[2/3,3/3]+38342304000 32/3 
3
3
 2 (^3)4/3 Gamma[2/3,3/3])/.C[2]-
((7142567040. 31/3 )/Gamma[2/3]); 
Derivata10[] 
f9 
f9Normalizzata 
 
 
Clear[x] 
x={0,100,1000,5000,10000,15000,20000,25000,30000,31000,32000,32500,33000
,34000,35000,40000,45000,50000}/50000. 
NOXaxis=x
1
3. /
CoeffDiff
 U h3
 (  f1[[1]] x-()^3/3! f3[[1]] x3+()^5/5! 
f5[[1]] x5-^7/7! f7[[1]] x7+^9/9! f9[[1]] x9) 
NOXaxisNormalizzata=NOXaxis/NOXaxis[[18]] 
 
 
Appendix D – FlexPDE code 
 
 
In this appendix FlexPDE code for dynamic numerical simulation of production and 
transport of NO is reported. 
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TITLE 'Time-Dpndnt Flow with NO/O2 rctn, RnoBasal=42nM/s, B=21nM/s, h=750um, tau=2-
20dynes' 
 SELECT 
 errlim=5e-4 
 gridlimit=600000 
VARIABLES     { system variables } 
 NO(5e-4) 
  
DEFINITIONS   { parameter definitions } 
 C0 = 1 {nM} 
 D = 3300 {um2/s} 
 k = 2e-6 {nM-1/s} 
 h = 750   {um height} 
 L = 50000 {um length} 
 Tau = (10 + 10*ustep(t-2) - 10*ustep(t-4)) {dynes/cm2} 
 TauRef = 2 {dynes/cm2} 
 mu = 0.01{dynes*s/cm2} 
 U = h*Tau/mu 
 VEL = U*(-(y)^2+ y) 
 a=1 
 Rno=0 
 RnoBasal=42 {nM/s} 
 B=21        {nM/s} 
 m=1 
  
INITIAL VALUES 
 NO = 0 
  
EQUATIONS     { PDE's, one for each variable } 
 NO:  (D)*(1/h^2*dy(dy(NO*C0)) + a*1/L^2*dx(dx(NO*C0))) - k*Abs(NO)*Abs(NO)*C0 - 
1*VEL/L*dx(NO*C0) + Rno = dt(NO*C0)/10 
  
CONSTRAINTS 
BOUNDARIES 
  REGION 1 
  
 START(0,0) 
  natural(NO)=0 
 line to (1,0) 
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 natural(NO)=0 
 line to (1,1) 
 natural(NO)=0.0 
 line to (0,1) 
 value(NO)=0 
 line to finish 
  
  REGION 2 
 h=50 
 U=0 
 Rno=((0.632*204-102)/10*Tau*uramp(t-0.015,t-0.025)+204*(1-0.632))*uramp(t-0.01,t-
0.02) 
  
 START(0,-0.1) 
 natural(NO)=0 
 line to (1,-0.1) 
 natural(NO)=0 
 line to (1,0) 
 natural(NO)=0 
 line to (0,0) 
 natural(NO)=0 
 line to finish 
  
  
TIME 0 TO 6 
  
MONITORS 
  
 FOR T=0.01 BY 4 TO endtime 
  
 elevation(NO) from (0,1/40) to (1,1/40) 
 elevation(VEL) from (0,0) to (0,1) 
 elevation(VEL) from (1/2,0) to (1/2,1) 
 elevation(VEL) from (1,0) to (1,1) 
 elevation(NO) from (0.01*1,0) to (0.01*1,1) 
 elevation(NO) from (1/2,0) to (1/2,1) 
 elevation(NO) from (1,0) to (1,1) 
 elevation(NO) from (0,-0.05) to (1,-0.05) 
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PLOTS 
  
 FOR T=0.01 BY 4 TO endtime 
  
 elevation(NO) from (0,1/20) to (1,1/20) 
 elevation(NO) from (0.01*1,0) to (0.01*1,1) 
 elevation(NO) from (1/50,0) to (1/50,1) export format "#y#b#1" file="NOTimeYaxis0.txt" 
 elevation(NO) from (1/2,0) to (1/2,1) export format "#y#b#1" file="NOTimeYaxis1.txt" 
 elevation(NO) from (1,0) to (1,1) export format "#y#b#1" file="NOTimeYaxis2.txt" 
 contour(NO) zoom (0,0,1,1)  painted 
 elevation(VEL) from (1,0) to (1,1) 
  contour(NO) zoom (0,-0.1,1,0.1) painted 
 elevation(NO) from (0,-1/50) to (1,-1/50) 
 elevation(NO) from (1,-0.1) to (1,0) 
  contour(NO) zoom (0,-0.1,1,1.1) painted 
 elevation(NO) from (0,-0.05) to (1,-0.05) export format "#x#b#1" file="NOTimeXaxis.txt" 
  
 !transfer(NO) file="transfer.dat" 
  
HISTORIES     { time dependent or staged } 
  
  history(Rno) at (0.4955,-1/20) export format "#t#b#1" file="RnoTimeInside.txt"   {@Inside} 
  
  history(NO) at (1/50,0) export format "#t#b#1" file="NOT0.txt" {@0} 
 history(NO) at (1/50,1/150) export format "#t#b#1" file="NOT5.txt" {@5} 
 history(NO) at (1/50,1/75) export format "#t#b#1" file="NOT10.txt" {@10} 
 history(NO) at (1/50,0.02) export format "#t#b#1" file="NOT15.txt" {@15} 
 history(NO) at (1/50,0.04) export format "#t#b#1" file="NOT30.txt" {@30} 
 history(NO) at (1/50,0.06) export format "#t#b#1" file="NOT45.txt" {@45} 
 history(NO) at (1/50,0.08) export format "#t#b#1" file="NOT60.txt"   {@60} 
  history(NO) at (1/50,29/300) export format "#t#b#1" file="NOT72_5.txt"   {@72.5um} 
  history(NO) at (1/50,0.16) export format "#t#b#1" file="NOT120.txt"   {@120} 
 history(NO) at (1/50,1/5) export format "#t#b#1" file="NOT150.txt"   {@150} 
 history(NO) at (1/50,1) export format "#t#b#1" file="NOT750.txt"   {@750} 
 history(NO) at (1/50,-1/20) export format "#t#b#1" file="NOTInside.txt"   {@Inside} 
  
  
 history(NO) at (0.5,0) export format "#t#b#1" file="NOTime0.txt" {@0} 
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 history(NO) at (0.5,1/150) export format "#t#b#1" file="NOTime5.txt" {@5} 
 history(NO) at (0.5,1/75) export format "#t#b#1" file="NOTime10.txt" {@10} 
 history(NO) at (0.5,0.02) export format "#t#b#1" file="NOTime15.txt" {@15} 
 history(NO) at (0.5,0.04) export format "#t#b#1" file="NOTime30.txt" {@30} 
 history(NO) at (0.5,0.06) export format "#t#b#1" file="NOTime45.txt" {@45} 
 history(NO) at (0.5,0.08) export format "#t#b#1" file="NOTime60.txt"   {@60} 
  
 history(NO) at (0.5,29/300) export format "#t#b#1" file="NOTime72_5.txt"   {@72.5um} 
  
 history(NO) at (0.5,0.16) export format "#t#b#1" file="NOTime120.txt"   {@120} 
 history(NO) at (0.5,1/5) export format "#t#b#1" file="NOTime150.txt"   {@150} 
 history(NO) at (0.5,1) export format "#t#b#1" file="NOTime750.txt"   {@750} 
 history(NO) at (0.5,-1/20) export format "#t#b#1" file="NOTimeInside.txt"   {@Inside} 
  
  
 {history(dt(NO)) at (0.5,0) export format "#t#b#1" file="dtNOTime0.txt" {@0} 
 history(dt(NO)) at (0.5,1/150) export format "#t#b#1" file="dtNOTime5.txt" {@5} 
 history(dt(NO)) at (0.5,29/300) export format "#t#b#1" file="dtNOTime10.txt" {@72.5} 
  
  
 history(dx(NO)) at (0.5,0) export format "#t#b#1" file="dxNOTime0.txt" {@0} 
 history(dx(NO)) at (0.5,1/150) export format "#t#b#1" file="dxNOTime5.txt" {@5} 
 history(dx(NO)) at (0.5,29/300) export format "#t#b#1" file="dxNOTime72_5.txt" {@72.5} 
  
  
 history(dy(NO)) at (0.5,0) export format "#t#b#1" file="dyNOTime0.txt" {@0} 
 history(dy(NO)) at (0.5,1/150) export format "#t#b#1" file="dyNOTime5.txt" {@5} 
 history(dy(NO)) at (0.5,29/300) export format "#t#b#1" file="dyNOTime72_5.txt" {@72.5}} 
  
  
 history(NO) at (1,0) export format "#t#b#1" file="NitricOxideTimeHistory0.txt" {@0} 
 history(NO) at (1,1/150) export format "#t#b#1" file="NitricOxideTimeHistory5.txt" {@5} 
 history(NO) at (1,1/75) export format "#t#b#1" file="NitricOxideTimeHistory10.txt" {@10} 
 history(NO) at (1,0.02) export format "#t#b#1" file="NitricOxideTimeHistory15.txt" {@15} 
 history(NO) at (1,0.04) export format "#t#b#1" file="NitricOxideTimeHistory30.txt" {@30} 
 history(NO) at (1,0.06) export format "#t#b#1" file="NitricOxideTimeHistory45.txt" {@45} 
 history(NO) at (1,0.08) export format "#t#b#1" file="NitricOxideTimeHistory60.txt"   {@60} 
 history(NO) at (1,29/300) export format "#t#b#1" file="NitricOxideTimeHistory72_5s.txt"   
{@72.5um} 
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 history(NO) at (1,0.16) export format "#t#b#1" file="NitricOxideTimeHistory120.txt"   
{@120} 
 history(NO) at (1,1/5) export format "#t#b#1" file="NitricOxideTimeHistory150.txt"   
{@150} 
 history(NO) at (1,1) export format "#t#b#1" file="NitricOxideTimeHistory750.txt"   {@750} 
 history(NO) at (1,-1/20) export format "#t#b#1" file="NitricOxideTimeHistoryInside.txt"   
{@Inside} 
 history(NO) at (1,-1/40) (1,-1/80) 
 END 
  
 
