In birds and mammals, precisely timed spikes encode the timing of acoustic stimuli, and interaural acoustic disparities propagate to binaural processing centers. The Jeffress model proposes that these projections act as delay lines to innervate an array of coincidence detectors, every element of which has a different relative delay between its ipsilateral and contralateral excitatory inputs. Thus, interaural time difference (ITD) is encoded into the position of the coincidence detector whose delay lines best cancel out the acoustic ITD. Neurons of the avian nucleus laminaris and mammalian MSO phase-lock to both monaural and binaural stimuli but respond maximally when phase-locked spikes from each side arrive simultaneously, i.e. when the difference in the conduction delays compensates for the ITD. McAlpine et al. [Nat. Neurosci. 4 (2001) 396] identified an apparent difference between avian and mammalian ITD coding. In the barn owl, the maximum firing rate appears to encode ITD. This may not be the case for the guinea pig, where the steepest region of the function relating discharge rate to interaural time delay (ITD) is close to midline for all neurons, irrespective of best frequency (BF). These data suggest that low BF ITD sensitivity in the guinea pig is mediated by detection of a change in slope of the ITD function, and not by maximum rate. We review coding of low best frequency ITDs in barn owls and mammals and discuss whether there may be differences in the code used to signal ITD in mammals and birds.
Introduction
In the auditory system, accurate coding of temporal information has direct behavioral relevance for sound localization. In birds and mammals, precisely timed spikes encode the timing of acoustic stimuli, and interaural time differences (ITDs) propagate to binaural processing centers such as the avian nucleus laminaris and the mammalian medial superior olive [20, 47, 130] .
In birds, projections from the cochlear nucleus magnocellularis to the nucleus laminaris act as a delay lines [19, 82] and the projection from mammalian spherical bushy cells to the medial superior olive has been proposed to serve a similar role [6, 107] . Delay line axons synapse on an array of coincidence detectors, every element of which has a different relative delay between its ipsilateral and contralateral excitatory inputs. Thus, ITD is encoded into the position (a place code) of the coincidence detector whose delay lines best cancel out the acoustic ITD (for reviews, see [47, 53] ). The neurons of nucleus laminaris and MSO act as coincidence detectors, in that they phase-lock to both monaural and binaural stimuli and respond maximally when phaselocked spikes from each side arrive simultaneously, i.e. when the difference in the conduction delays compensates for the ITD [20, 36, 82, 86, 87, 128] . In this theory, a network composed of delay lines and coincidence detectors explains how ITDs are computed [44] .
The coincidence detectors of nucleus laminaris and MSO fire maximally at a particular ITD (and at intervals 2p apart). Recordings from these neurons show multiple peaks at time lags corresponding to the ITD and integer multiples of the stimulus period (see [54] ). In specific examples from dog [36] , cat [128] and barn owl [20] , this preferred ITD has been shown to be equal and opposite to the difference in neural delays between the responses to stimulation of either ear alone. Measures of this characteristic delay in cats and rabbits [5, 127] and barn owls [119] show a coincidence of peaks in the inferior colliculus, and in the nucleus laminaris [20, 87] . It seems likely that barn owl and cat IPD coding neurons signal the best ITD or characteristic delay through a peak or rate code mechanism.
Recent studies in the guinea pig [71] have pointed out that there are major difficulties associated with using a peak code to signal ITD at low best frequencies. These difficulties are particularly acute when the animal has a small head and only a few hundred microseconds of available interaural time difference. McAlpine et al. [71] have shown that at frequencies below about 1 kHz, it is the slope of the ITD plot that tends to be centered around 0°ITD, not the peak. Is there a fundamental difference between birds and mammals in the code used to signal ITD in low frequency sounds, or do both birds and mammals use the slope to determine location at low best frequencies, and switch to peak detection when the information content of the peak increases?
We will review the literature on ITD coding in birds and mammals and present a few recordings from low best frequency barn owl NL that suggest that low best frequency coincidence detector neurons in the owl also have the slope of the ITD function within the biological range of ITDs, and not the peak. Both sections will be used to support the hypothesis that birds and mammals use similar strategies for auditory coding, including ''slope'' coding at low best frequency ITDs, and ''peak coding'' for higher best frequencies. In the discussion we will identify similarities among the brainstem circuits that detect interaural time differences in birds and mammals, and argue that these are the result of parallel evolution (see review in [21] ). Evidence for parallel evolution comes from the observation that tetrapod tympanic ears are not homologs, and may have evolved independently at least five times (modern representatives given in brackets) in synapsids (mammals), lepidosauromorph diapsids (snakes and lizards), archosauromorph diapsids (birds and crocodilians), probably turtles, and amphibians [23, 69, 70] . Wilcynzski [122] has argued that these peripheral changes would have different reorganizing effects upon the ancestral population of brainstem auditory neurons, leading to the parallel evolution of the central targets of the auditory nerve. Further developments in different ancestral groups, such as moveable ears and multiple ossicles in mammals, might have had additional reorganizing effects.
Parallel development is a plausible outcome of auditory system evolution, because animals with tympanic ears should experience similar constraints in detecting sounds [69] . When evidence supports the existence of similar algorithms in the auditory system of birds and mammals, we can argue that these have evolved because they are suited to extracting the stimulus variables relevant for auditory coding [20] . Neural codes for sound location have been the subject of inquiry from numerous groups working on barn owls [53, 54, 85] , cats [64, 129] , rabbits [4, 27, 28] , guinea pigs [71, 102, 105] and gerbils [9] . Detection of ITDs remains fertile ground for inquiry into the varieties of neural codes.
Materials and methods
The data presented here were made in the course of experiments on the barn owl's nucleus angularis (the region representing low frequencies in the nucleus laminaris is adjacent to the nucleus angularis) and the methods presented here may be found in detail in [59] . Results are reported from experiments on five barn owls (Tyto alba). Most animals were used in 2-3 separate experiments, spaced several days apart. Anaesthesia was induced by intramuscular injections of 10-14 mg/kg ketamine hydrochloride (''Ketavet'' Phoenix, St. Joseph, MO) and 2-3 mg/kg xylazine (''xyla-ject'', Phoenix), supplementary doses of ketamine and xylazine were administered according to individual needs (on average 7 mg/kg/h ketamine and 1.5 mg/kg/h xylazine).
Surgery
A metal headplate, as well as a short metal pin marking a standardized zero point, were permanently glued to the skull. Electrodes were placed into the brainstem stereotactically through the main part of the cerebellum. Owls were placed on a vibration-isolated table within a sound-attenuating chamber (IAC, New York) that was closed during all recordings. Commercial, Epoxylite coated tungsten electrodes (Frederick Haer Corporation, ME) were used. A grounded silver chloride pellet served as the reference. Electrode signals were amplified and filtered by a custom-built headstage and amplifier. The recording was then passed in parallel to an oscilloscope, a threshold discriminator (TuckerDavis Technologies, TDT; SD1) and an analog-to-digital converter (TDT DD1) connected to a personal computer via an optical interface (TDT OI). TTL pulses from the threshold discriminator were also registered by the personal computer via an additional timing module (TDT ET1), with a precision of 10 ls.
Stimulus generation and calibration
Acoustic stimuli were digitally generated by custom software (''Xdphys'' written in Dr. M. Konishi's lab at Caltech) controlling a signal-processing board (TDT DSP2). After passing a digital-to-analog converter (TDT DD1) and an anti-aliasing filter (TDT FT6-2), the signals were variably attenuated (TDT PA4), impedance-matched (TDT HB4) and attenuated by an addi-tional fixed amount before being fed to miniature earphones. Two separate channels of signals could be generated, passing through separate channels of all associated hardware and driving two separate earphones. The earphones were housed in custom-built, calibrated, closed sound systems, inserted into the owl's left and right ear canal, respectively. Sound pressure levels were calibrated individually at the start of each experiment, using built-in miniature microphones.
Stimulus paradigms and unit characterization
While lowering the electrode, noise bursts (50 ms duration, 5 bursts/s) were played to the ipsilateral ear as search stimuli. Once auditory responses were discernable, different frequencies and both ipsi-and contralateral stimuli were tested to judge the position of the electrode and whether the area was binaural. After isolating spikes, the characteristic frequency (CF) was estimated audiovisually and the TTL trigger level was adjusted carefully. Phase locking quality was expressed as vector strength (VS, [36] ), with values between 0 (homogeneous distribution of spikes across the stimulus period) and 1 (perfect synchronization with all spikes occurring at the same stimulus phase). In tests for phase locking, tone bursts (50 ms total duration, 5 ms rise-fall time, fixed starting phase, 200 ms cycle) at the estimated CF and a level at least 20 dB above threshold were presented between 5 and 100 times (five times when vector strength (VS) was calculated from the ITD data set, 100 when from a specific measure to determine PSTH). These parameters were chosen to estimate the maximal VS a unit could produce. Only statistically significant VS were accepted (Rayleigh test, p < 0:05). Peri-stimulus-time histograms (PSTH) and interval histograms were also determined (Fig. 5) . At one recording site, a small lesion was induced by passing pulsed, positive current of 2 lA for 8 min through the electrode. After a survival time of 13 days, the owl was sacrificed by an anesthetic overdose and perfused transcardially with saline, followed by an aldehyde fixative. The brain was dissected out and cryoprotected by incubation in 30% buffered sucrose until it sank. Frozen sections were cut in the same (approximately transverse) plane as the electrodes had penetrated. Sections were mounted on gelatine-coated slides, stained with cresyl violet and coverslipped. All sections surrounding and including NL were examined at low magnification, scanning for damage or glial accumulation potentially associated with lesions.
Results
There is an inherent limitation to the accuracy of the processing of interaural phase disparities at low best frequencies [58] . The peak of a low best frequency ITD function is so broad that only a small change in rate can take place across the biological range of ITDs available to animals with small heads. Nevertheless, barn owls and other animals localize low frequency sounds well [49] . We present data on recordings from the low best frequency neurons in the barn owl nucleus laminaris that could support the hypothesis [71] that birds and mammals both use the change in rate or slope coding at low best frequencies.
Behavioral data
In 1979, Knudsen and Konishi [51] measured tonal sound localization accuracy for both azimuth and elevation of a sound source. Owls are reluctant to make head movements to frequencies below 3 kHz and above 8 kHz. Knudsen and Konishi were, however, able to obtain azimuthal localization error measures of 11.9 ± 11.8 degrees for 1 kHz tones (Fig. 1) . Thus behavioral data show that barn owls are able to localize sound in azimuth at low best frequencies. It is clear they are much less accurate at localizing tones than noise, where they have an accuracy of less than 5 degrees [52] (see Fig. 1 ). Nevertheless, the Knudsen and Konishi data suggest that barn owls are able to use interaural phase differences to detect sound source location at 1 kHz.
Phase-locking below 2 kHz
Like other birds and reptiles, the owl's auditory system encodes the phase of low best frequency sounds well. K€ oppl [57] has measured phase-locking in both the auditory nerve and the nucleus magnocellularis of the same individuals and found no difference in the lowfrequency range, up to about 1 kHz (Fig. 2) . Thus barn owls possess the temporal information needed to encode and detect interaural time differences. Barn owl auditory nerve fibers, in contrast to those of other species, are distinguished by being able to phase lock to frequencies up to about 9 kHz [57, 110] . Their major peripheral specializations appear to be both high frequency phase locking and a massive overrepresentation of frequencies between 3 and 10 kHz [56, 60] . In other regards, barn owl auditory nerve fiber responses are very similar to the typical patterns seen in other bird species [56, 61] , review in [34] .
3.3. Anatomy and cell types of the low frequency pathway in owls: delay lines at low best frequencies?
Despite similar azimuthal accuracy at all frequencies, the low best frequency regions of the nucleus magnocellularis and the nucleus laminaris are not organized in exactly the same way as the regions that encode sound above about 1-2 kHz. First, low best frequency auditory nerve fibers do not form endbulbs, but rather bouton terminals, on the neurons of nucleus magnocellularis [55] . Second, their targets in the nucleus magnocellularis do not exhibit the large round cell bodies characteristic of nucleus magnocellularis principal neurons with best frequencies above about 2 kHz. There are two kinds of very low best frequency magnocellularis neuron, a small round cell, like the higher best frequency principal cell but smaller and with more dendrites, and a stellate cell with an oval cell body [58] . Third, the axons that project from nucleus magnocellularis to low best frequency nucleus laminaris are not as thick or straight as the magnocellular axons shown to act as delay lines in the higher best frequency regions [18, 58] .
The organization of the low best frequency region of nucleus laminaris also differs from the regions that encode sound above about 1-2 kHz. The organization of the barn owl nucleus laminaris is best explained by comparison with homologous structures in basal land birds such as the chicken. In the chicken, nucleus laminaris is composed of a layer of bipolar neurons that receive tonotopically organized input from nucleus magnocellularis, with input from the ipsilateral nucleus magnocellularis onto their dorsal dendrites and input from the contralateral nucleus magnocellularis onto their ventral dendrites [22, 89, 96] . The axons from the contralateral nucleus magnocellularis form an elongated band of endings along the mediolateral length of the nucleus. These contralateral axons act as delay lines to form a map of ITDs along the mediolateral dimension of nucleus laminaris [82, 84, 130, 131] . Delays are detected by coincidence detection in nucleus laminaris neurons [82, 84] .
The organization of the barn owl nucleus laminaris differs from the basal land bird pattern. In regions with best frequencies above about 2 kHz, the cells are expanded from the monolayer structure typical of the chicken. They no longer form a flat sheet but a 1-mmthick neuropil with the neurons sparsely distributed throughout a plexus of myelinated fibers. Interaural time difference is mapped in the dorso-ventral direction in the barn owl nucleus laminaris, and not in the mediolateral direction (Fig. 3 , [62, 63, 111] ). The organization of the low best frequency region of barn owl nucleus laminaris is closer to the basal land bird pattern, except that the neurons are not neatly arranged in a cellular monolayer, with their dendrites polarized in the dorso-ventral dimension. Instead they are arranged more loosely, with their bitufted dendrites oriented in all Phase locking as a function of best frequency in the barn owl auditory system. The degree of phase locking quality is expressed as vector strength, which varies between 0 (homogeneous distribution of spikes across the stimulus period) and 1 (perfect synchronization with all spikes occurring at the same stimulus phase). The black line shows the median curve for auditory nerve fibers (after [57] ). The grey line plots equivalent data from NM units (modified from K€ oppl, 1997c, her directions [58] . There is also no clear evidence for delay lines in the projection from the nucleus magnocellularis [58] . These nucleus magnocellularis axons are thinner than those from the typical higher-frequency neurons, and branch repeatedly both outside and inside the nucleus laminaris, forming many en-passant and terminal bouton-like swellings within the caudolateral nucleus laminaris. The terminal arborizations always span the full thickness of the nucleus laminaris [58] .
Since the arborizations of nucleus magnocellularis axons were not strictly oriented across the thickness of the caudolateral nucleus laminaris, a straight interdigitation of inputs from both sides, the basis of the delay lines in the owl's medial nucleus laminaris, does not appear to be present. In addition, the thickness of the caudolateral nucleus laminaris is only about half that of the medial nucleus laminaris and would thus seem insufficient to create a conductional delay in the same physiological range. An alternative dimension for the creation of delay lines would be along the isofrequency bands (as in the chicken and the cat), i.e. in the rostrocaudal dimension. Both of the low-frequency nucleus magnocellularis neurons whose ipsilateral axons were partly reconstructed, however, resembled the sequential branching patterns thought to be typical for contralateral arbors [58] . The possible absence of systematic delay lines in the low-frequency circuit is not in conflict with the presence of ITD sensitivity, where binaural inputs are all that is required. Interdigitating nucleus magnocellularis axons are only necessary to form a map of ITD, as shown for the 4-7.5 kHz region of barn owl nucleus laminaris [20, 111] .
In summary, the most caudal low best frequency region of barn owl nucleus laminaris conforms to the basal land bird pattern to some extent. The nucleus laminaris neurons do not form either a monolayer or compact layer (Fig. 3 , [58, 114] ). Instead the layer of bipolar neurons is disorganized, and the anatomical basis for delay lines is not clear. Thus, the anatomical organization of this region does not provide clear support for the existence of a low best frequency delay line network. The nucleus laminaris neurons appear to act as coincidence detectors (see below) but evidence for a map of ITD is presently lacking.
Recordings from low CF nucleus laminaris neurons: coincidence detection below 2 kHz
Selectivity to ITD was found in 10 binaural neurons tuned to characteristic frequencies between 200 and 2000 Hz ( Table 1 ). The locations of these recordings were consistent with sites being in the low best frequency arm of nucleus laminaris: A lesion in case 101 was centered in the low best frequency arm of nucleus laminaris (Fig. 4) , and in most of the other cases (owls 111, 113, 712) recordings were subsequently made in the adjacent nucleus angularis (see [58] ). Our aim in all cases [20] . The low best frequency region is not organized in the same way. The nucleus laminaris neurons have longer dendrites, not oriented with respect to the borders of the nucleus. [20] .
had been to record from the nucleus angularis, and our stereotaxic coordinates were selected to penetrate the lateral third of the brainstem.
The response of almost all nucleus laminaris neurons varied in a cyclic manner with the IPD of a sound stimulus, and the period of the IPD response function matched that of the stimulus tone. Low best frequency laminaris neurons phase-locked to the auditory stimulus, and were driven by both monaural and binaural stimuli. Evidence for coincidence detection at higher best frequencies comes from comparisons of period histograms that show phase-locked responses to stimulation of either the contralateral or ipsilateral ears [20] . These were measured for 2 units. Neuron 101.01 had a best ITD of +168 ls, and a difference in mean phase of +135 ls, a 33 ls difference between observed and expected ITD (Table 1) . Unit 351.277 [20] had an estimated best ITD of )337 ls, an observed difference in mean phase of )373 ls, and a 36 ls difference between observed and expected ITD. The fairly close match between observed and expected best ITD suggests that a similar coincidence mechanism underlies the appearance of low best frequency IPD sensitivity as that in barn owl nucleus laminaris neurons of higher best frequency [20, 86, 87] .
The physiology of laminaris neurons with low best frequencies resembled higher best frequency nucleus laminaris neurons in other ways, with a primary-like discharge pattern, and generally low levels of spontaneous activity (Figs. 5 and 6, Table 1 ). Fig. 5 shows a typical low best frequency laminaris neuron stimulated with 500 Hz tones of varying interaural phase difference. This neuron's preferred interaural delay appeared to be about +500 ls (or right ear leading by 500 ls). Panel 5A shows mean spike counts obtained by varying interaural delay over a wide (non-biological) range of ITDs. The raster plot of the data (Fig. 5B) shows a moderate level of spontaneous activity and the primary-like discharge pattern in response to the ITD stimulus is illustrated in panel 5D. The interspike-interval histogram for the same unit shows the phase-locked firing pattern (Fig.  5C ).
The major difference between neurons with best frequencies below 2 kHz and those above is that none of the recorded neurons had peaks in their ITD functions at or near zero ITD (Fig. 6, Table 1 ). All peaks were further than ±200 ls from zero. This time difference is significant because the ITDs available of the barn owl's head size are about 200 ls [72, 73] . As was also the case for the guinea pig inferior colliculus, the representation of ITDs may vary with best frequency, although the data are presently too scarce to allow a definite conclusion. The neurons with the lowest best frequency (400 Hz, Table 1 ) had the longest interaural delays, while the neuron with the highest best frequency (near 2000 Hz, Table 1 ) had the shortest interaural delay.
Discussion and conclusions
In 1997, K€ oppl and Carr pointed out inherent limitations to the accuracy of the processing of interaural phase disparities at low frequencies. Nevertheless, behavioral data showed that barn owls were able to localize sound at low best frequencies [51] , Fig. 1 . McAlpine et al. [71] have proposed a coding scheme to explain how animals with small heads can overcome the limitations of using peak coding at low best frequencies by detecting the change in slope of the ITD function instead of the peak. The difficulty with using the peak of a low best frequency ITD function is that it is so broad that there is only a small change in rate across the biological range of ITDs available to animals with small heads. The change in slope of the ITD function contains more information in this case [5, 105, 118, 128] .
Although our sample is small, ITD coding in low best frequency regions of the barn owl is consistent with a slope code for ITD because the peaks of the ITD functions with best frequencies below 2 kHz were at the edges of the biological range [13] . The appearance of a slope code for ITD at low best frequencies may be a parallel solution to the problem of low best frequency ITD coding. Studies of the gerbil have identified a distinct physiological mechanism, glycinergic inhibition, for shifting the ITD slope into the biological range [9] . It remains to be seen whether conduction delays, synaptic delays or a mechanism like stereausis (use of cochlear delays, explained further below) [8] applies in the barn owl.
Parallel evolution should be expected if there are computational advantages to a particular solution [21, 59] . Selective pressure to encode higher frequency sounds may have driven the appearance of similar features of the auditory systems of archosaurs and mammals. We will review these similar features of brainstem auditory systems, and then discuss sensitivity to interaural time differences at low best frequencies. 
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Review of temporal coding in birds and mammals
Accurate and precise processing of the auditory stimulus is required for sound localization. Auditory nerve fibers encode temporal information by phase locking to the waveform of the acoustic stimulus, and this temporal information is preserved in projections to the primary auditory nuclei. There are several shared features of temporal coding circuits in birds and mammals. These include accurate phase locking in the auditory nerve, presynaptic specializations to make neurotransmitter release both precise and modifiable, postsynaptic specializations, including specific glutamate receptors, potassium conductances and characteristic neuronal morphology (for reviews see [30, 79] ).
Presynaptic specializations for encoding temporal information
In the bird, auditory nerve afferents divide into two with one branch to the nucleus angularis, and the other branch to the nucleus magnocellularis [17, 113] . In mammals, similar cell types receiving auditory nerve input are contained in a single nucleus, the ventral cochlear nucleus (see [98] ). The termination of the auditory nerve onto the cell bodies of avian magnocellularis neurons and mammalian bushy cells takes the form of a specialized calyceal or endbulb terminal while avian NA neurons and mammalian stellate cells are contacted through bouton-like synapses [10, 17, 26, 45, 97] . The endbulb terminals envelop the postsynaptic cell body and are characterized by numerous release sites [75, 101] . Thus the endbulb injects synaptic currents into the cell body, not dendrites. Furthermore, the invasion of the presynaptic action potential into the calyx leads to the synchronous release of quanta at many endbulb release sites, giving this synapse a high safety factor of transmission [43] . Endbulbs therefore form a secure and effective connection for the precise relay of the phaselocked discharges of the auditory nerve fibers to their postsynaptic targets.
Phase-locking abilities are correlated with the presence of endbulb terminals because phase locking is preserved in the neurons of the nucleus magnocellularis, and lost at higher frequencies in the non-endbulb auditory nerve projection to the NA [57, 59] . In the cat, there is a slight improvement in phase-locking between the nerve and the bushy cells of the cochlear nucleus for frequencies below about 1 kHz, due to monaural coincidence of auditory nerve fibers [16, 46, 95] . Endbulb terminals do not appear to be needed for transmission of phase-locked spikes at low frequencies. The very low best frequency cells of the nucleus magnocellularis receive bouton terminals from the auditory nerve [55] and phase-lock to frequencies below 1 kHz [57] . The task of encoding temporal information precisely becomes more difficult with increasing frequency. This is because the absolute temporal precision required for phaselocking to high frequencies is greater than that needed for low frequencies, i.e., the same temporal jitter of spikes translates to greater variation in terms of phase for high frequencies [41, 83] . Vector strength of phase locking decreases for frequencies above 1-2 kHz (Fig.  3) . Temporal dispersion, however, also decreases with frequency, indicating enhanced temporal synchrony as frequency increases.
Endbulb terminals may have emerged as an adaptation for accurate transmission of phase information for frequencies above 1000 Hz, perhaps associated with the evolution of higher-frequency hearing in land vertebrates [21, 69] . Large somatic terminals have been found in all amniote groups examined. Both somatic terminals and smaller boutons are found in nucleus magnocellularis of the red-eared turtle and the alligator lizard [12, 112] . In crocodilian nucleus magnocellularis, the rostral high best frequency magnocellular neurons receive endbulb-like projections, while lower best frequency magnocellular neurons receive bouton terminals [109] . Thus it is possible that a large somatic terminal may have been present in the amniote common ancestor, and have developed in parallel in three major lines of the descendents of the stem reptiles (e.g., mammals, birdscrocodiles, and lizards-snakes) to mediate accurate transmission of temporal information at higher sound frequencies.
Postsynaptic specializations for encoding temporal information
Auditory neurons in birds and mammals possess a number of morphological and physiological specializations that make them well suited to preserve the temporal firing pattern of auditory nerve inputs. In addition to endbulb terminals, large cell bodies and reduced dendritic arbors serve to keep the cells electrically compact. Time coding neurons also possess a particular combination of synaptic and intrinsic membrane properties, including fast AMPA type glutamate receptors and specific K þ conductances. These features lead to a single or few well timed spikes in response to a depolarizing stimulus (for reviews see [22, 79, 116, 117] ). A similar suite of physiological and morphological features also characterize the neurons of the medial nucleus of the trapezoid body and the type II neurons of the ventral nucleus of the lateral lemniscus, both of which receive endbulb synapses [11, 124, 125] .
Activation of AMPA receptors at endbulb synapses generates large brief synaptic currents [43, 88, 132, 133] . EPSCs recorded from chick nucleus magnocellularis neurons decay with an estimated exponential time constant less than 0.1 ms [132] . The brevity of these currents depends not only on the time course of release but also on the specific properties of the postsynaptic AMPA receptors. AMPA receptors in time coding auditory neurons have fast kinetics and rapid desensitization rates, leading to very short EPSCs [30] [31] [32] 88] . Although brief EPSCs underlie the rapid synaptic potential changes seen in time coding neurons, the intrinsic electrical properties of these neurons also shape the synaptic response as well as the temporal firing pattern. Voltage sensitive K þ conductances determine the response properties of auditory neurons, and each cell type exhibits a distinct complement of outward K þ currents [3, 67, 77, 123] . At least two K þ conductances underlie phase locked responses in auditory neurons: a low and a high threshold conductance [11, 67, 90, 91, 120] .
The low threshold conductance activates near rest to produce a short active time constant such that the effects of excitation are brief and do not summate in time [123] (see [78] for review). The high threshold conductance is characterized by an activation threshold around )20 mV and fast kinetics [11, 90, 121] . These features of the high threshold conductance result in rapid action potential repolarization and brief action potentials. This has the effect of minimizing Na þ channel inactivation, allowing cells to reach firing threshold sooner and facilitating high frequency firing. Elimination of the Kv3.1 gene in mice results in the loss of a high-threshold component of potassium current and failure of the neurons to follow high-frequency stimulation [65, 120] . Brief action potentials also reduce the amount of neurotransmitter released [99] . Coincidence detection models suggest that an increase in the width of the input EPSC could impair ITD coding [104] .
Temporal precision in responses of the cochlear nuclei and nucleus laminaris
Not all temporal coding neurons are equal. Not only do the demands of temporal coding increase with increasing best frequency [41, 58, 83] , but neurons encode different features of the temporal code. A good example may be found in comparisons of octopus cells and spherical bushy cells. They share many biophysical features but code different aspects of the stimulus.
Octopus cells in the posteroventral cochlear nucleus of mammals are biophysically specialized to detect coincident firing in the population of auditory nerve fibers that provide their synaptic input and to convey its occurrence with temporal precision [80] . These neurons require the summation of many synaptic inputs within a period of 1 ms to fire and thus detect coincident firing among their inputs [37] . In requiring the summation of many small inputs to produce a brief but robust synaptic response, the temporal jitter in the timing of individual auditory nerve inputs is lost in the firing of octopus cells. Instead, octopus cells convey the timing of broadband transients or periodicity with little jitter in vivo [35, 80, 93, 94] . The precision in the timing of these action potentials depends on activation of voltage-dependent conductances that endow octopus cells with low input resistance and prevent repetitive firing in response to depolarization [2] .
Bushy and medial nucleus of the trapezoid body cells share similar brief active constants and potassium conductances with octopus cells [67, 68, 76, 81] , but instead encode the phase of the auditory stimulus [15, 46, 83] . Bushy and trapezoid body neurons do not sum many synaptic inputs, as octopus cells do. Instead they receive a few endbulb synapses with large numbers of functional synaptic release sites per axon terminal. In spherical bushy cells, and MNTB and NM neurons, a single stimulus releases 100-200 transmitter quanta from each axon terminal [42, 133] . This generates a very large excitatory postsynaptic current that brings the neuron to threshold rapidly and reliably, despite short-term depression [117] . Thus this large excitatory postsynaptic current mediates accurate transmission of phase locked information.
Sensitivity to interaural time differences
In birds and mammals, precisely timed spikes encode the timing of acoustic stimuli, and interaural acoustic disparities propagate to binaural processing centers such as the avian nucleus laminaris and the mammalian medial superior olive [20, 47, 130] . Detection of ITD has been understood on the basis of the Jeffress model [44] in which an array of coincidence detectors receive input from ipsilateral and contralateral excitatory inputs that act as delay lines. We will critically review the evidence for this model in the light of recent developments. We also note that birds and mammals use interaural level differences for sound localization. Use of interaural level differences has been recently been reviewed in mammals [115] , and barn owls [54] .
Delay line-coincidence detection circuits in birds
In chickens and owls, ITD is encoded into the position (a place code) of the coincidence detector whose delay lines best cancels out the acoustic ITD [20, 53, 54, 87] . Neurons of nucleus laminaris act as coincidence detectors and respond maximally when phase-locked spikes from each side arrive simultaneously, i.e. when the difference in the conduction delays compensates for the ITD [20, 29, 48, 82, 86, 87] . The detection of a range of ITDs is achieved through systematically delaying the arrival of spikes from one side, such that the neurons detect coincidence when the introduced delay is compensated by earlier arrival of the sound at the respective ear due to displacement of the sound source towards that ear. The anatomical basis for these delay lines is seen in the bilateral, tonotopic projection of the nucleus magnocellularis to the nucleus laminaris. In the chicken, each nucleus magnocellularis axon innervates the ipsilateral nucleus laminaris by dividing into several collaterals of approximately equal length that terminate at different points along the isofrequency band, predominantly in the dorsal neuropil of the nucleus laminaris's monolayer of multipolar neurons. On the contralateral side, the axon runs along the isofrequency band, successively giving off collaterals that terminate predominantly in the ventral neuropil [130] . It has been shown in chicken brain slice preparations, that, as expected from this innervation pattern, action potentials from the ipsilateral side arrive almost simultaneously at all innervated nucleus laminaris neurons, whereas action potentials from the contralateral side are increasingly delayed from caudolateral to rostromedial along the isofrequency band [82] . Thus a potential place map of ITD is formed along each isofrequency band. The range of this map in vivo has been estimated to be about 180 ls [82] .
In the large medial, high-frequency region of the barn owl's nucleus laminaris, neurons are evenly and widely spaced, forming a thick nucleus where there is only a thin monolayer sheet in the chicken [63, 114] . This additional dimension is used to create delay lines in the dorsoventral direction. While the basic projection pattern of nucleus magnocellularis neurons is similar to that in the chicken, once they have reached the nucleus laminaris, the axon collaterals traverse the nucleus in its full thickness in the owl. Collaterals from the ipsi-and contralateral nucleus magnocellularis, entering the nucleus laminaris from its dorsal and ventral border, respectively, interdigitate across its thickness and form multiple delay lines along each isofrequency band [19, 20] . Recordings in the barn owl's nucleus laminaris have shown that this innervation pattern generates multiple maps of the same ITD, each covering 150-200 ls [19, 20, 87, 111] .
Coincidence detectors in birds and mammals
Despite the differences in organization of nucleus laminaris in owls and chickens, delay lines and coincidence detectors underlie ITD sensitivity in both species [29, 48, 87, 111] . Very similar principles apply to the coincidence detector neurons of the mammalian superior olive [36, 128] , but there is only anatomical evidence for delay lines in mammals, and the existence of a map of interaural time differences is still in question. We will therefore discuss coincidence detection and delays separately.
Coincidence detectors in mammals, birds and crocodilians share a common morphological organization [21] . Almost all are bitufted neurons with inputs from each ear segregated on the dendrites. Modeling studies suggest that this dendritic organization improves coincidence detection, although this improvement decreases with increasing best frequency [1, 104] . These studies also show that coincidence detection does not seem to require prominent specializations at frequencies below 1 kHz [40] . A single compartment model endowed with Hodkin-Huxley channels and appropriate phase-locked inputs acts as a good coincidence detector [24, 40] .
Avian and mammalian coincidence detectors share physiological features with nucleus magnocellularis neurons and mammalian bushy and octopus cells. Coincidence detectors exhibit low threshold K þ conductances that lead to a single or few well-timed spikes in response to a depolarizing stimulus in vitro [92, 106] . These conductances act to decrease the effective membrane time constant i.e. the average membrane time constant for a cell receiving and processing in vivo rates of EPSPs, which will be much shorter than the passive membrane time constant [33, 66] . Modeling studies suggest that these fast conductances may improve coincidence detection by keeping the firing rate near zero when the inputs are completely out of phase but allowing non-zero firing rate when the inputs are monaural [1] .
Coincidence detectors in birds and mammals display similar conductances and bipolar morphologies, but they are not identical. The most substantial difference is in type and function of inhibitory inputs (recently reviewed in [38] ). In mammals the MSO receives welltimed inhibitory input from the medial and lateral nucleus of the trapezoid body [14, 39] . The glycinergic inhibition from the ipsilateral medial nucleus of the trapezoid body appears responsible for tuning the steep slope of ITD functions to the physiologically relevant range by suppressing the response to ITDs at which the ipsilateral stimulus is leading [9] . These results support the model in which the slope of the ITD function is used to encode sound location [71] . In birds, inhibitory inputs to nucleus laminaris are GABAergic, less temporally precise and appear to decrease excitability through a gain control mechanism that provides protection from changes in sound level [29, 74, 86, 126] . Short-term synaptic plasticity may also contribute to coincidence detection [25] . Coincidence detection depends on the temporal coincidence, and synaptic depression provides an adaptive mechanism for preserving ITDs despite changes in sound level.
Stereausis and delay lines
The role of delay lines in creating maps of ITD, and the existence of such maps, has been called into question in the gerbil and guinea pig, and by extension in other mammals [9, 71] . Coincidence detectors respond best to simultaneous input, but there may be several mechanisms that can produce simultaneous inputs in the face of ITDs. These include axonal or conduction delays, synaptic delays such as inhibition, and cochlear delays or stereausis.
Conduction delays account for ITD sensitivity in high best frequencies in the barn owl [19] , while synaptic delays contribute to ITD sensitivity in the gerbil, where precisely timed glycinergic inhibition accounts for some portion of the delay in the medial superior olivary neurons in the gerbil [9] . It appears that in the gerbil inhibition acts to shift the peak response away from zero ITD so as to position the steepest slope of the ITD curve within the biological range of ITDs.
Cochlear delays, or the differences in wave propagation along the cochlea could provide the delays necessary for coincidence detection, if the coincidence detectors receive input from fibers innervating different loci on the left and right basilar membranes [103] . This is because the propagation time of the traveling wave along the basilar membrane causes high best frequency sites near the oval window to respond first and regions further apically to respond at later times. According to the stereausis theory, the selectivity of a coincidence detector for ITD is determined by the temporal disparity between the left and right cochlear loci from which it receives inputs. In this model, coincidence detectors that receive inputs from left and right auditory neurons tuned to the same frequency would be selective for an ITD of 0, because their propagation delays are the same for the two sides (see discussion in [87] ).
In barn owls, evidence is not consistent with the use of cochlear delays for ITD coding. Pena et al. [87] found that monaural frequency-tuning curves of nucleus laminaris neurons showed small interaural differences in frequency tuning. In addition, their preferred ITDs were not correlated with the interaural frequency mismatches. Instead, the preferred ITD of the neuron agreed with that predicted from the distribution of axonal delays [87] . Thus, neural delays are sufficient to explain the detection of ITDs by the barn owl at high best frequencies. The stereausis hypothesis may still apply to the mammalian medial superior olive because evidence for bushy cell projections to the neurons of the medial superior olive acting as delay lines is only anatomical [6, 108] . Thus it is not known whether conduction delays from the cochlear nucleus are sufficient to account for best ITD sensitivity. Stereausis may also account for some portion of delay. Bonham and Lewis have pointed out that frequency differences may augment or diminish the effective difference in ipsilateral and contralateral axonal time delays from the periphery to the binaural comparison neuron. For example, frequency mismatches of 0.2 octaves or less for binaural neurons with characteristic frequencies of 250-2.5 kHz may increase or decrease the effective time delay difference by as much as 400 ls [8] .
Encoding ITDs at low best frequencies in birds and mammals
Most birds and mammals have small heads and thus a small range of ITDs. Both theory and known physiology suggest that frequencies below about 1 kHz are unable to provide the temporal resolution that would be needed for precise localization based on a Jeffress-like map of ITD. Behavioral experiments have shown that the localization accuracy of owls along the azimuth does not deteriorate substantially using frequencies as low as 1 kHz, but there are no data for frequencies below that [52] , Fig. 1 ). In a small song bird, the great tit, however, a marked decrease in azimuthal localization accuracy was observed for pure tones below 1 kHz [50] .
Mammals with small heads and sensitivity to low best frequencies may have evolved a solution to the problem of localizing low best frequencies. In the guinea pig, it has been suggested that there are only two broadly tuned channels in the inferior colliculus that represent ITD information, one located in the left inferior colliculus and the other in the right [71] . The peak responses of the neurons forming these channels are outside the physiological hearing range, while the highest variation of the responses with ITD (the maximal slope of the ITD curve) lies around zero ITD. Brand [9] suggested a ''slope-code'' model may explain sound localization with such broadly tuned channels. Although our small sample of barn owl nucleus laminaris neurons with best frequencies below 2 kHz all had best ITDs outside the physiological range, consistent with using the slope to encode ITD, recording from the barn owl inferior colliculus do not support the hypothesis that owls have two broadly tuned channels in the inferior colliculus. In the barn owl central nucleus of the inferior colliculus, low best frequency ITD-sensitive neurons generally have response peaks distributed throughout the physiological ITD range [118] . Similarly recordings from optic tectum neurons show that best ITDs are usually well within the natural range [100] .
