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Abstract. The utilization of statistical methods an their applications within the new
field of study known as Topological Data Analysis has has tremendous potential for broad-
ening our exploration and understanding of complex, high-dimensional data spaces. This
paper provides an introductory overview of the mathematical underpinnings of Topo-
logical Data Analysis, the workflow to convert samples of data to topological summary
statistics, and some of the statistical methods developed for performing inference on these
topological summary statistics. The intention of this non-technical overview is to motivate
statisticians who are interested in learning more about the subject.
1. Introduction
Suppose one is asked to analyze the sample data in Figure 1. What could be said? Obvi-
ously, it is two dimensional, and it appears to be circular. However, it may be that these
data were sampled from a distribution whose support is in the shape of a circular coil.
Toward this end, how could a sample of data points be used to study the overall shape of
the support of the distribution from which they were sampled? Furthermore, is it possible
to learn this if these data are high-dimensional?
Figure 1. A random sample of 20 points sampled from some distribution
F with unknown support X ⊆ Rn.
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Figure 2. Three different mathematical spaces and their Betti numbers.
Betti numbers quantify the distinct number of shape features that appear
in a mathematical space. Specifically, connected components are H0, loops
by H1, voids by H2, and so on for higher dimensional analogues. (a) The
image of a disc embedded in R2. If any two points are chosen in the disc
then a line may be drawn connecting the two points. Hence, there is one
connected component and the Betti number for H0, β0 is one. Further, since
there are no holes in the disc then the Betti number for H1, β1 is one. (b)
The image of a circle embedded in R2. If any two points are chosen along
the circle then they may be connected by an arc between them. Also, there
is a large hole inside of the circle. Hence, β0 and β1 are one. (c) The image
of a Torus embedded in R3. If any two points are chosen along the exterior,
then they may be connected by drawing a path between them, hence β0
is one. A torus has two holes: the first is the large one in the center, and
the second is seen by cutting the torus in half. Hence, β1 is two. Finally,
the inside of the torus is hollow, which means it has one void and the Betti
number for H2, β2 is one.
Topological Data Analysis (TDA) has emerged as a branch of computational topology
that enables researchers to study the shape properties of a mathematical space based on
a representative sample taken from that space. The information is then used to learn how
the original mathematical space is organized. TDA uses ideas from algebraic topology to
quantify distinct shape characteristics of mathematical spaces. These concepts are general
enough that they extend to data that are high-dimensional and very complex; i.e. they
reside in spaces where traditional linear statistical methods or manifold learning techniques
may fail to adequately capture properties of the underlying space.
In the context of a statistical problem, it is assumed that a sample of data P is drawn
randomly from some distribution F whose support, X ⊆ Rn, is unknown. Based on this
setting, tour motivation is to provide statisticians with a very friendly introduction to
the mathematical underpinnings of Topological Data Analysis. Specifically, we provide
an overview of the process by which data, P, are converted to different topological sum-
mary statistics. The statistical methods developed for inference on a sample of topological
summary statistics are introduced. Finally, the application of some of these statistical
methods in analyzing differences between two structures of the maltose binding protein are
examined.
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2. Overview of Topological Data Analysis
TDA combines methods from the fields of algebraic topology and computational geometry
for the purpose of studying key shape features of a mathematical space from which a sample
of data may have been drawn. Two key tools for achieving this are homology and simplicial
complexes.
2.1. Homology. Homology is a subject in algebraic topology that provides tools for com-
puting the number of distinct shape features within a mathematical space. The shape
features of interest are connected components - notated by H0, loops - notated by H1,
voids - notated by H2, and their higher dimensional analogues. For each of these shape
features a Betti number quantifies the distinct number of shape features that appear in
a mathematical space [1]. An example of different mathematical spaces and their Betti
numbers is illustrated in Figure 2. Specific details on homology can be found in Munkres
[2].
Betti numbers are typically used to understand the shape characteristics of a mathematical
space. However, since data are a collection of discrete points, using the data directly
as a representation of the underlying mathematical space will not, in general, capture
interesting features that may exist. Hence, in order to learn about the shape features of
the mathematical space, a geometric representation, known as a simplicial complex, of the
space needs to be constructed from the data.
2.2. Simplicial Complexes. The main tool for constructing a geometric representation of
a mathematical space from data is the simplicial complex. These are topological structures
constructed by attaching simplices along their faces. A simplex is a general term for
triangles in a Euclidean space. The 0-simplex, or vertex, is a point. The 1-simplex is a line
segment. The 2-simplex is a triangle. Higher dimensional equivalents of these objects follow
directly. Examples of the first three simplices are illustrated in Figure 3. Computational
methods have been developed to construct a simplicial complex using a sample of data as
the vertices. The details of simplicial complexes can be found in Munkres [2].
2.2.1. Computational methods for constructing simplicial complexes. One of the most com-
mon approaches for constructing a simplicial complex is the Vietoris-Rips complex [3]. It
is constructed by examining all pairwise distances between points, P = {p1, p2, . . . , pn}.
Since the data are from a subset X ⊂ Rn, numerous notions of distance can be used. Two
common metrics are the p-distance,
dp(x, y) =
( n∑
i=1
|xi − yi|p
) 1
p
,
and the maximum distance,
d∞(x, y) = max
{
|x1 − y1|, |x2 − y2|, . . . , |xn − yn|
}
.
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Figure 3. Examples of the first three simplices. The 0-simplex embedded
in R is a point. The 1-simplex embedded in R2 is a line segement. The
2-simplex embedded in R3 is a triangle.
When p = 2, the p-distance is the Euclidean distance that is used in many applications,
such as regression. While these metrics are commonly used in the construction of the
complex, other metrics may certainly be considered.
The Vietoris-Rips complex is most easily understood by considering a subcollection of
points of τ = {pi1 , . . . , pim} ⊆ P. τ is a simplex in the simplicial complex if the points are
all relatively close to each other. Specifically, the concept of closeness is conceived via a
fixed scale parameter  > 0, and τ is a simplex in the simplicial complex if d(pij , pik) < 
for all ij and ik. Once this complex is constructed, it is possible to use the tools developed
from homology to compute the number of distinct shape features present.
2.2.2. Choosing an appropriate scaling parameter. For a fixed value of , the Vietoris-Rips
complex is an approximation of the underlying structure. As  increases, more simplices
are added to the simplicial complex, until it contains all possible simplices that can be
generated from P. Because of the dependency on the different values of the scale parame-
ter, information about the shape of the underlying mathematical space varies, see Figure
4.
Instead of using a specific scale parameter , Topological Data Analysis uses a range of
scale parameters to dynamically keep track of when distinct shape features appear and
disappear from the simplicial complex. The concept is similar to the idea of hierarchical
clustering, which tracks cluster membership over a specified scale parameter, and is known
in TDA as “persistent homology.”
2.3. Persistent Homology. As mentioned, persistent homology [4] tracks the appearance
and disappearance of distinct shape features in a simplicial complex via a changing scale
parameter. It allows users to understand the number of features that appear in their data,
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Figure 4. The evolution of the simplicial complex at different values of
the scaling parameter. As the scaling parameter increases, more simplices
are added to the simplicial complex.
but also, it evaluates how long these features exist. The details of persistent homology
may be found in Edelsbrunner et al. [4] and Edelsbrunner and Harer [5]. Reviews of the
Topological Data Analysis workflow may be found in Carlsson [1], Ghrist [6], and Nanda
and Sazadanovic´ [7].
3. Topological Summary Statistics
Topological summary statistics allow the quantification and visualization of persistent ho-
mology. The main summary statistics used in Topological Data Analysis are the persistence
diagram, barcode, and the persistence landscape. Persistence diagrams and barcodes are
closely related and, as such, the focus here will be on the persistence diagram and persis-
tence landscape.
3.1. The Persistence Diagram. Persistent homology tracks the existence of distinct
shape features over a range of values for a scaling parameter. If a shape feature appears
at a parameter value of a, and disappears at a parameter value of b, then then the
persistence diagram retains this information through the point (a, b) in R2. The length
of the shape feature’s existence can be measured by the vertical distance between this
point and the diagonal (y = x). Hence, a persistence diagram is a multiset (a set that
allows the number of elements to be repeated) of points in R2, and the diagonal, where the
diagonal has infinite multiplicity. Figure 8 illustrates a persistence diagram and explains
its interpretation. Details and methods for computing persistence diagrams are covered in
Edelsbrunner and Harer [5].
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3.1.1. Mathematical properties of the persistence diagram. In order to make the space of
persistence diagrams amenable to statistical inference, the definition of a persistence dia-
gram is limited to a finite multiset of points in R2, and the diagonal (y = x), where each
point on the diagonal has infinite multiplicity [8].
The set of persistence diagrams that satisfy this definition, D, equipped with the Wasser-
stein metric is considered a metric space. The pth Wasserstein distance between two per-
sistence diagrams d1, d2 ∈ D is defined as
Wp(d1, d2) :=
(
inf
γ
∑
x∈d1
||x− γ(x)||p∞
) 1
p
,
where γ varies across all one-to-one and onto functions from d1 to d2. When D is restricted
to the set of persistence diagrams whose pth Wasserstein distance from itself to the diagonal
is finite, Mileyko et al. [8] show that the space of previous persistence diagrams is a Polish
space [9]. This result gives rise to the statistical construct of a mean and variance for
persistence diagrams (see Section 4.1).
3.1.2. Comparison to the barcode. Persistence diagrams are closely related to the summary
statistic referred to as the barcode [10]. A barcode is simply a multiset of intervals (a, b)
in R2, with a < b, that keeps track of the appearance and disappearance of shape fea-
tures across different scaling parameters. Although the barcode is similar to that of the
persistence diagram it does not require information about the diagonal. Metrics and other
properties of barcodes may be found in Carlsson et al. [11], and Zomorodian and Carlsson
[12]. An example of how barcodes are constructed is found in Figure 8.
3.2. Persistence Landscapes. Persistence landscapes are a new concept [13] and are an
alternative measure of persistent homology. Persistence landscapes, while a statistic, in fact
resides in a nicer mathematical space than persistence diagrams. As such, they are more
amenable to existing statistical methods (fully discussed in Section 4.4). The interpretation
of the persistence landscape is more subtle than the interpretation of either the persistence
diagram and the barcode. Rather than directly encoding information about the number of
shape features in a homology group and their length of existence, the persistence landscape
gives a measure of the number of features that simultaneously exist at a particular scaling
parameter. An example of a persistence landscape is in Figure 5.
3.2.1. Mathematical properties of a persistence landscape. A persistence landscape, Λ, is a
sequence of piecewise continuous functions λk : R→ R. Distance measures may be defined
for persistence landscapes by integrating the functions, λk, and summing the result across
all values of k. Persistence landscapes can be treated as a random variable that takes
values in a Banach space, which gives rise to the use of probabilistic results [14]. Details
and other results are covered in Bubenik [13].
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Figure 5. Left: A random sample of 200 points uniformly drawn from two
different circles; 100 points were sampled from the circle centered at (0, 0)
and 100 points were uniformly sampled from the circle centered (−3,−3).
For these samples the Betti numbers for the connected components and
holes are both two. Right: The persistence landscape for the number
of connected components. The persistence landscapes are such that λ1 ≥
λ2 ≥ · · · ≥ λn. Since the first two persistence landscapes are large, this
gives evidence for the number of connected components being two, which is
consistent with the example on the left.
4. Statistical Inference with Topological Summary Statistics
A significant amount of work has been performed for the purpose of extending statistical
methods to Topological Data Analysis. We are specifically interested in defining a clear
notion of the mean and variance for persistent homology, developing testing methods that
distinguish between the distributions from which topological summary statistics may have
been sampled, and methods for determining which shape characteristics are statistically
significant and which are topological noise. Here, we review some of the statistical methods
developed for both the persistence diagram and the persistence landscape.
It is generally assumed that the points of the sample P = {X1, . . . , Xn} ⊆ Rn are identi-
cally and independently distributed through some random process with distribution FX .
Applying the Topological Data Analysis workflow to P results in a topological summary
statistic, TS(P). However, the distribution of our topological summary statistic may not
follow the same distribution as the original sample. Hence, in order to understand the
distribution of the topological summary statistic it is necessary to understand the effect
of the topological transformation on the distribution of the original data. As a simple ex-
ample of this effect, suppose U is a random sample drawn from Uniform(0, 1) distribution,
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then − ln(U) is distributed as an exponential(1) random variable. In general, it is not clear
what influence the topological transformation has on the distribution of the data.
4.1. Fre´chet mean and variance of persistence diagrams. The Fre´chet mean and
variance of persistence diagrams are discussed in [8]. Let (DP ,B(DP),FDP ) be a probability
space on the space of persistence diagrams as defined in Section 3.1.1, where B(DP) is the
Borel σ-algebra on DP , and FDP is a probability measure on this space. In order to define
the Fre´chet mean it is required that FDP have a finite second moment. That is,
MDP (d) =
∫
DP
Wp(d, e) dFDP (e) <∞ ,
for a fixed diagram d ∈ DP . The Fre´chet variance is defined as
VarFDP := infd∈DP
{
MDP (d) <∞
}
,
and the Fre´chet mean by
EFDP :=
{
d|MDP (d) = VarFDP
}
.
Since the definition of a Fre´chet mean is an infimum over a space, in general, the mean
may not be unique. To our knowledge, this is the only definition of a mean and variance
for persistence landscapes.
4.1.1. Algorithm for computing the Fre´chet mean and variance. An algorithm for comput-
ing the Fre´chet mean is given in Turner et al. [15] for the special case of the L2-Wasserstein
metric and the distribution of the sample of persistence diagrams is a combination of Dirac
masses [16]. In this setting, the authors provide a law of large numbers, however they can
only ensure that their algorithm converges to a local minimum.
4.2. Hypothesis Testing for Persistence Diagrams. A problem of particular inter-
est in Topological Data Analysis is determining whether two subsets of Rn are the same.
Robinson and Turner [17] present an argument that a necessary, but not sufficient, con-
dition is that the underlying distribution of their persistence diagrams are the same. To
accomplish this, they develop a nonparametric permutation test to test for differences in
the distributions of two different samples of persistence diagrams. Rejecting a null hypoth-
esis, H0, that the two distributions are the same provides evidence that the two subsets,
themselves, are different. Details of the joint loss function that is employed, the reasons for
developing a permutation test, and the justification for the output of their method being
a p-value are in Robinson and Turner [17].
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4.3. Confidence Sets for Persistence Diagrams. As with the majority of statistical
applications, there is an interest in separating signal from noise. As such, an interesting
question in persistent homology is how to distinguish important shape features from topo-
logical noise. The general working hypothesis in Topological Data Analysis is that features
which exist (i.e., persist) over large intervals of the scaling parameter are significant. How-
ever, it is not always clear what constitutes a large interval, or if features that exist over a
small interval are truly noise or of interest. This first issue is addressed by Fasy et al. [18]
who originated methods for computing a 1−α confidence set for an estimated persistence
diagram. For instance, suppose P is a single sample taken from some distribution F , then
a persistence diagram dˆ may be constructed from the data. A value, cn, is computed from
the data so that when the vertical distance between a point and the diagonal is less than√
2cn the lifespan of the feature is not different from zero.
4.4. Persistence Landscapes. Persistence landscapes that are assumed to be random
variables that take values in a Banach space are more amenable to the classical statistical
theory of hypothesis testing and confidence intervals. In Bubenik [13] the vector space
structure of the underlying Lp space is used to construct a pointwise mean for the persis-
tence landscape Λ. That is, if we have samples P1, . . . ,Pn, with corresponding persistence
landscapes Λ1, . . . ,Λn, then the mean landscape for the kth sequence is given by
λ¯k(t) =
1
n
n∑
i=1
λik(t) .
Using results from [14], Bubenik [13] shows that the Strong Law of Large Numbers holds
for the mean persistence landscape and that they obey the Central Limit Theorem. Chazal
et al. [19] show that the convergence of the Central Limit Theorem is uniform.
4.4.1. Hypothesis testing for persistence landscapes. An advantage of the persistence land-
scape is that it allows for hypothesis testing when samples are high-dimensional and non-
linear. In order to use persistence landscapes for hypothesis testing one has to use a
functional - functions that map Rn to R - on the persistence landscapes. When function-
als satisfy certain conditions, Bubenik [13] proved the Central Limit Theorem remains for
the transformed persistence landscape. Under this framework classical hypothesis testing
procedures exist, and can be employed to distinguish between objects. In other words,
for a large number of samples, it is possible to use common t-tests or Hotelling’s T 2 to
distinguish between two subsets of Rn.
It should be noted that applying a functional in fact, projects all of the information in a
persistence landscape to a single point. While this may result in a loss of information, this
approach makes it easier to directly apply classical statistical tests, such as the t-test.
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Figure 6. Barcodes for the first three homology groups of the closed con-
formation structure (left) and the open conformation structure (right) [20].
Slight differences between the two structures can be seen in the first ho-
mology group. Differences between the other homology groups are more
subtle.
5. Application of Topological Data Analysis for Studying the
Conformation Space of the Maltose Binding Protein
Technologies exist to capture proteins in a way that enables the study of their physical
structure in three-dimensional space. However, when a protein is captured its physical
structure represents one of many possible shapes. Many factors, including environmental
or biological function, may influence the overall shape of a protein. Kovacev-Nikolic et al.
[20] consider the conformation space, or the space of possible shapes, of the maltose binding
protein was studied using topological methods. It is known that the maltose binding protein
makes conformational changes when a ligand attaches. If a protein is closed it is always
prone to having a ligand attached. One objective of Kovacev-Nikolic et al. [20] was to
determine if statistically significant differences exist between the structures of the open
and closed conformation space.
A sample of seven open structures and seven closed structures were obtained from the
protein data bank [21]. The proteins were converted from their physical coordinates to a
structure that considers the energy relationship between residues using the elastic network
model. Reasons for this conversion are discussed in [20]. Persistent homology is then
computed on each sample using the Vietoris-Rips complex, discussed in Section 2.2.1.
Figure 6 illustrates one of the computed barcodes for the first three homology groups, and
Figure 7 illustrates the mean persistence landscapes for the first two homology groups. In
order to perform a hypothesis test, a functional is applied to each persistence landscape,
resulting in a single value
(1) Xji,h =
∞∑
k=0
∫
R
λk(t) dt ,
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H1
H0 
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Figure 7. Persistence landscapes for the number of connected components,
H0 (top) and holes, H1 (bottom) for the closed conformation structure
(left) and the open conformation structure (right) [20]. (top) Observable
differences between the closed and open persistence landscape are observed
in the first homology group, H0. The second persistence landscape of the
closed structure attains a peak value of more than 0.30 and attains that
value at about 0.40, while the second persistence landscape of the open
structure attains a peak value at around 0.20 and attains that value at
about 0.30. For the first homology group, H1, the initial peak of the first
few persistence landscapes of the closed structure are uneven, while the
same persistence landscapes in the open structure are smooth.
where 1 ≤ j ≤ 7, i ∈ {open, closed}, and 0 ≤ h ≤ 2 is the homology group. This functional
is simply the total area area under all of the persistence landscapes in the kth homology
group. Using these values, a permutation test is performed to compare the mean value
of each homology group H0 : µh,open = µh,closed against Ha : µh,open 6= µh,closed. The
p-values for homology in both degree zero and one were computed to be 5.83× 10−4 giving
evidence of a significant difference in the number of connected components and holes, while
the p-value for the second homology group is 0.0396. No corrections on the significance
level were considered for multiple-testing, however the p-values for homology in degree
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zero and degree one are small enough to conclude differences in the means exist for these
homology groups.
6. Discussion
Improvements in biotechnology have resulted in a massive growth of the amount and com-
plexity of the data used in every field. In this work we have introduced the untapped
power of tools provided by Topological Data Analysis. The TDA framework is well sit-
uated for studying datasets that are high-dimensional and complex. Although there is
evidence of success in applying these methods to both visualize high dimensional data and
for classification, further extensions of statistical methods to Topological Data Analysis
are needed.
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(a) (b)Scaling	  Parameter
H0
H1
Figure 8. The top of the plots represent the simplicial complex at different
values of the scaling parameter. (a) Illustration of the barcode summary
statistic. The red and blue bars show the persistent homology of the con-
nected components, H0, and loops, H1, respectively. The x-axis is the
scaling parameter. At each value of the scaling parameter the number of
distinct features that exist may be counted for each homology group by
simply counting the number of bars at that value. For example, for the first
simplicial complex there are twenty connected components and zero holes
since the complex is starting with twenty vertices. At the fourth simplicial
complex there are three connected components and one hole. The length
of each bar indicates the length of each shape feature’s existence. (b) Il-
lustration of the persistence diagram. The red and blue dots indicate show
the persistent homology of the number of connected components and holes
respectively. For each dot, the x-coordinate indicates the value of the scal-
ing parameter at which the shape feature appeared and the y-coordinate
indicates the value of the scaling parameter at which the shape feature dis-
appeared. The distance from each point to the diagonal indicates the length
of each shape feature’s existence. Since all features in H0 existed at time
zero, they are all above the point x = 0. The features for H1 came into
existence at later times, so they are scattered at different points in the
x-axis.
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