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第 1章 
緒論 
 
 
 
 
 
 情報コミュニケーション技術の発展に伴って，携帯機器は，有用なユビキタ
ス端末となっている．特に，スマートフォンの発展により，個々人がWebを通
じて膨大な情報にアクセスすることが可能となった．しかし，デジタル情報の
量は膨大であり，利用者が必要とする情報だけを抽出することは極めて困難で
ある．特に，携帯端末のような，画面が小さく，処理能力が低い機器において，
必要な情報のみを検索し，提示する技術は重要なものである．また，一般的に，
携帯端末は，処理能力の低さと画面サイズ小ささから，情報を読み込む速度は
遅く，大量の文書を読むことに適していない．そのため，ユーザが文書の重要
な箇所に効率よくアクセスする技術が求められる．ユーザが文書の重要箇所へ
の効率的なアクセスを可能とする技術として，情報検索[1]，情報抽出[2]，質問
応答[3]，テキストマイニング[4]，テキスト分類[5]，テキストクラスタリング[6]，
そして，文書自動要約[7][8]が存在する．文書自動要約技術は，ユーザの効率的
な情報アクセスに使われる技術と連携して用いられることが多く，情報検索や
情報収集，情報抽出など多くの分野で応用される．そのため，モバイル端末上
などの，ユーザビリティが低い機器では，ユーザの効率的な情報アクセスを実
現する重要な技術となっている． 
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モバイル端末上で，文書自動要約を実現する手法は，これまでもおこなわれ
てきた[9][10][11][12]．しかし，従来の手法は，HMTLタグなどの文書構成の情
報を利用した手法や，形態素解析，構文解析，文脈解析などを必要とする手法
であった．文書要約技術には，大別して，2つの手法が存在する．一つは，重要
文抽出手法であり，もう一つは，文短縮手法である[7][8]．重要文抽出手法は，
文書から重要と判断された文を抽出する手法であり，文短縮手法は，文書中の
文から重要でない情報を削除した手法である．また，これらの手法は文書内に
存在する単語等の重要度を判定し，文書要約を実現する手法が主である．しか
し，文書内で何が重要であるのか判定するために，辞書を作成しなければなら
ず，コストがかかる．これらの手法では，辞書の処理のために，巨大な辞書を
必要とし，また，処理も低速である．そのため，辞書作成のコストを削減する
ために，機械学習を利用した手法[13]があり，中でも，教師なし学習を利用した
手法 [14][15]がある． Lee ら [15]は，教師なし学習手法の一つである
NMF(Non-Negative Matrix Factorization)を利用した文書要約手法を提案して
いる．しかし，Lee らの手法では，多数回の計算処理が必要となる．そのため，
モバイル端末のような低性能の機器で，文書要約を実現することは考慮されて
いない． 
そこで，本論文では，モバイル端末上で実行可能な文書要約手法として，辞
書を必要としない Lee ら[15]の手法を改良し，より高速な文書自動要約を実現
することを目的とする．提案する高速な文書自動要約手法は，従来手法よりも，
処理速度において，3.2倍から 8.5倍向上した． 
また，文書自動要約を実現する上で，必要な技術として，複数文字列検索技
術がある．複数文字列検索とは，対象となる文字列から，あらかじめ用意した
文字列の集合が出現するすべての位置を検出することである．複数文字列検索
は，Web 検索エンジン以外にも，テキストエディタや、テキスト検索，計算生
物学などで広く利用されている検索手法である．文字列検索アルゴリズムには，
線形探索アルゴリズム，KMP 法[16]，BM 法[17]などの手法があるが，これら
の手法は，単一の文字列を目的の文字列から検索する手法である．そのため，
複数文字列検索のためには，より効率的な手法が求められる． 
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次に，辞書を利用する手法として，トライ[18]について説明する．辞書の構成
法の 1 つであるトライ法は，キーを構成する文字を分岐条件とする木構造（ト
ライ）により辞書を構成する．トライは，有限オートマトンの一種であり，パ
ターンマッチングマシンとして利用することができる．トライでは，キーが文
字単位に分割され，根から葉への経路上に分岐条件として割り当てられる．そ
のため，根から葉に向かって分岐条件の文字を連結していくことにより，登録
されているキーを復元することができる．各キーが固有の葉と対応するため，
キーとレコードとの関連付けは，葉にレコードの格納位置を持たせることで実
現される．トライ法により構成した辞書からの検索では，入力とキーを先頭か
ら文字単位で照合していくため，照合に失敗した文字や入力の前方部分と一致
するキーを容易に検出できる．この特徴により，トライは，スペルチェック[19] 
や形態素解析[20][21]などの辞書を中心として広く用いられている[22][23]．こ
れらの手法は，共通接頭辞をもつ部分文字列の検索には効率的である．一方で，
複数の文字列を検索する場合，これらの手法では，各文字列に対して文字列照
合処理を実行しなければならず，効率的ではない．そのため，文書自動要約を
実現するために，文書を走査し，文書中に含まれる文字列を効率的に検出する
手法が，必要であると考えられる． 
複数文字列検索における代表的な手法として Aho-Corasickの手法[24]がある．
Aho-Corasick の手法は，まず，与えられた文字列集合からマシン AC と呼ばれ
る有限オートマトンの一種を構成し，入力として文字列を与えることにより文
字列検索を実行する．マシン ACは，与えられた文字列を一回走査するだけで，
複数文字列検索をおこなうことができるため，トライよりも論理的に効率的で
あるとされる．  
トライや Aho-Corasickの手法を実現するデータ構造として，リスト構造，配
列，ハッシュ法やダブル配列[25][26][27]などが知られている．その中でもダブ
ル配列は最も効率的な手法の一つ[28]である．ダブル配列は，2 つの一次元配列
からなるデータ構造であり，高速に検索できるコンパクトな辞書を実現できる．  
一般的に，Aho-Corasickの手法は，トライを用いた複数文字列検索よりもア
ルゴリズムとして優れていることが知られている[28][51]．しかし，実際には，
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キャッシュメモリの効率により，Aho-Corasickの手法がトライを用いた手法よ
りも低速となる可能性がある．もし，トライ法が高速であれば，実用性におい
て大きな価値がある．そこで，本論文では，ダブル配列により実装されたトラ
イと Aho-Corasickの手法について述べ，そのキャッシュ効率について比較する．
結果として，Aho-Corasickの手法に対して，トライを用いた手法の検索速度が
19.8%から 40.1%向上していることがわかった． 
以上より，本論文では，高速な文書自動要約手法に加えて，Aho-Corasickの
手法とトライを用いた手法の比較と，その要因について考察する．結果として，
提案する高速な文書自動要約手法の処理速度は，従来手法に対して，3.2倍から
8.5 倍向上した．また，Aho-Corasick の手法とトライを用いた手法の比較にお
いて，トライを用いた手法の検索速度が 19.8%から 40.1%向上した． 
以下，第 2 章では，一般的な文書自動要約手法と，従来研究について NMF
と呼ばれる教師なし学習手法を利用した手法を概説する．第 3 章では，提案手
法について述べる．提案手法では，NMFを利用した文書要約手法の計算量を削
減するために，NMFに用いられる特徴ベクトルの削減を提案する．提案手法に
対する評価実験では，精度の悪化を抑えつつ，高速な文書要約を実行できるこ
とを示す．第 4 章では，複数文字列に対するマッチング手法として，トライ法
による複数文字列検索の実現と，Aho-Corasickの手法について説明する．実験
により，Aho-Corasickの手法とトライを用いた手法の比較とおこない，トライ
法が Aho-Corasickの手法よりも高速であることを実験により示す．また，その
要因についても，考察する．第 5 章では，本研究の成果をまとめるとともに，
今後の研究課題について述べる 
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第 2章 
文書自動要約 
 
 
 
 
 
2.1 緒言 
現在，インターネットの普及によって，WWW 上に膨大な電子化された文書
が蓄えられると共に，電子化された文書の流通が盛んとなっており，膨大な情
報を扱うことが求められる．そのため，ユーザが効率的に必要な情報にアクセ
スする技術が求められる．ユーザが文書の重要な箇所に効率よくアクセスする
技術として，情報検索，情報抽出，質問応答，テキストマイニング，テキスト
分類，テキストクラスタリング，そして，文書自動要約がある．文書自動要約
技術を応用することで，文書情報から重要な情報をのみを抽出することができ，
結果として，ユーザが読む文書の量を削減し，その理解を助けることができる．
要約技術の応用例としては，Web 検索が挙げられる．Web 検索では，結果とし
て得られる文書量の多さから，文書量を削減し，ユーザが効率的に適切な文書
を発見するための技術の一つとして，文書自動要約技術が用いられている． 
本章では，文書自動要約手法について説明する．まず，一般的な文書自動要
約の分類とその特徴について述べた後，文書自動要約の基本アーキテクチャに
ついて述べる．その後，文書自動要約手法の分類について述べ，関連する手法
について述べる． 
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2.2 文書自動要約手法の概要 
 文書自動要約[7][8]とは，文書を受け取り，文書の内容を抽出し，最も重要な
内容を簡約した形，かつ，ユーザやアプリケーションの要求に応じた形で提示
することである．そのため，入力の性質，要約の目的，出力形式の 3 つの要素
によって，適用可能な要約手法の範囲は異なる．例えば，入力文書が新聞記事
であった場合，新聞記事は，特徴的な文書構造を持つ[29]ため，適切な要約手段
が必要となる．また，要約結果を利用するユーザが求める要約の形式によって，
要約結果が異なる．すなわち，ユーザが，文書内容を網羅した要約を求めてい
るか，文書の主題のみを求めているかによって，要約の出力結果を変化させな
ければならない．以下に，要約に関わる 3つの要素ついて説明する[8]． 
 入力の性質 
入力の性質とは，処理対象となる文書の性質のことである．以下に，3つの
性質について述べる．  
 文書の長さ 
文書の長さによって，要約の難易度は異なる．文書量が少なければ，
重要な部分の同定が容易となり，要約の難度は低下する．しかし，文書
量が多ければ，重要な部分が欠落する可能性は高くなり，要約の難度が
高くなる． 
 ジャンル 
要約対象となる文書は，論文，新聞記事，電子メール，社説，本，Web
ページ，ブログなど，様々な種類の文書が存在する．そのため，文書の
ジャンルによって，適切な要約手法は異なる．例えば，文書の構造や文
の記法がある程度決定されている論文や新聞記事などのような文書の
場合，文書の構造や文の記法を手がかりにして文書要約をおこなうこと
ができる．しかし，電子メールや Web ページのような，自由な構造や
記法が許されている文書の場合，手がかりとして，自由な構造や記法を
用いることが難しくなる．また，小説は，文書が長く，かつ，電子メー
ルなどと同じく，文書の構造や文の記法が自由な文書である．そのため，
要約が難しくなり，適切な要約手法[52]が必要となる． 
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 単一/複数文書 
文書要約には，文書 1つに対する要約の他に，複数の文書を対象にし
た要約要求がある[53]．単一文書に対する要約と複数文書に対する要約
は，要約方法，出力結果がそれぞれ異なるため，異なる要約手法が用い
られる．単一文書に対する要約の場合，文書の重要箇所を抽出し，重要
箇所の出現順に出力すれば良い．しかし，複数文書に対する要約では，
それぞれの文書の重要箇所を抽出するのみならず，それぞれの関係性を
考慮して重要箇所を並び替える必要がある．また，要約対象として同一
の事象が記述された文書を用いる場合，同一の内容を記述している部分
や，異なる部分を判定し，考慮する必要がある． 
 要約の目的 
要約の目的によって，要約において重要な情報は変化する．例えば，「文
書の主題のみを知りたい」といった場合，重要な情報は，文書の主題のみで
ある．しかし，「文書のあらましが知りたい」といった場合，文書構造も重
要な情報であるため，文書の一貫性を保ちつつ，不要な部分を削除する必要
がある．以下に，要約の目的が変化する要因として，対象ユーザの変化と，
利用目的の変化について説明する[7]． 
 対象ユーザ 
要約を利用するユーザによって，要求する要約の形は変化するため，
特定のユーザに特化した要約も必要とされる．特定のユーザに特化した
要約を”user-forced な要約”と呼び，特定のユーザを想定しない要約
を”genericな要約”と呼ぶ． 
 利用目的 
利用目的によって，指示的要約と報知的要約の２つに分類できる．指
示的要約とは，文書の内容を適切に判断可能な要約であり，報知的要約
とは，文書の内容にある情報を漏れ無く網羅する要約である. 
指示的要約[7][8]の例として，情報検索システムの検索結果の提示が挙
げられる．また,情報検索システムから大量の文書を提示する場合に，ユ
ーザのナビゲーションとして用いられる．この例における要約では，要
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約文は必ずしも，原文の重要な情報をもれなく含んでいる必要はなく，
原文の内容が判断できる内容であれば良い．また，要約文の長さも予め
決まっていないため，内容を適切に判断できる内容であれば良く，検索
クエリも要約をおこなう上で重要な情報となる． 
報知的要約[7][8]の例として，テレビのニュース番組における字幕作成
や，ニュース記事の文字放送化における要約が挙げられる．この例にお
ける要約では，要約文は，情報の網羅性と文書の可読性が求められる．
何故ならば，ユーザが原文にアクセス出来ないため，適切な情報を漏れ
無く提供しなければならないためである． 
 出力の形式 
要約システムは，要約の目的を受けて，適切な形に要約する必要があるが，
出力時に，制約がある場合がある．以下に 2つの制約を示す[8]． 
 要約率 
要約率とは，原文からの圧縮割合を示す値である．文書要約により文
書の重要な情報をすべて抽出すると，原文の長さと変わらない場合があ
る．そのため，重要な情報でも，圧縮することが求められる．そのため，
情報の重要度を求めることが必要とされる． 
 抜粋/アブストラクト 
要約の出力は，出力方式によって，抜粋とアブストラクトと呼ばれる
2 つの方法に分類する事ができる．抜粋とは，文書中の文に重要度を振
り分け，重要な文を抽出する手法であり，重要文抽出手法とも呼ばれる．
アブストラクトとは，文書から不要な文書を排除し，要約する手法で，
文短縮手法とも呼ばれる． 
以上の様に，文書自動要約手法は，入力文書，要約目的，出力方法で分類され
る[6][7]． 
次に，文書要約手法の基本的なアーキテクチャについて説明する． 
図 2.1に文書自動要約の基本アーキテクチャについて示す．文書自動要約手法は
以下の 3つの機能からなる． 
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 理解 
文書の内容を解析し，解析結果を生成する．入力文書の解析とは，文書の
重要度を決定するための情報を得ることである．例えば，重要単語が出現し
ているかどうかなど，表層的な情報から文書構造など，自然言語処理による
結果を情報として得る． 
 変形 
解析結果を受けて，要約処理の内部表現へ書き換える．例えば，単語によ
る特徴ベクトルへの変換や，構文解析により構文を処理できる形への変換な
どである． 
 生成 
要約処理の内部表現から要約結果を生成する．例えば，文の単語による特
徴ベクトルから文の重要度を決定し，重要度が高い文を抽出するといった方
法である． 
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図 2.1:文書自動要約の基本アーキテクチャ 
 
入力文書 
理解 
変形 
生成 
要約文書 
 文書の内容を解析し，解析結果を生成する． 
 重要単語の同定，文書構造の理解など． 
 
 解析結果を受けて，要約処理の内部表現へ書
き換える． 
 重要単語への重みを付与など． 
 要約処理の内部表現から要約結果を生成する． 
 重要語を含む文の抽出や，不要語の削除など． 
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ここで，自動要約の処理において重要な技術である自然言語処理技術につい
て説明する．自然言語処理とは，人間の利用している言葉である自然言語をコ
ンピュータに処理させる技術である．自然言語処理を利用することにより，自
然言語をコンピュータが理解しやすい形への変換や，コンピュータが持つデー
タから自然言語を生成する事ができる．ここで，自然言語をコンピュータが理
解しやすい形に変換することを言語解析と呼び，コンピュータが持つデータか
ら自然言語を生成することを言語生成と呼ぶ． 
言語解析は，要約の「理解」処理において用いる事ができる．また，言語生
成は，要約の「生成」処理において適用することができる．自然言語処理技術
は，次の 4つの要素技術に細分化できる[54]． 
1. 形態素解析 
形態素解析とは，与えられた文を，意味を持つ最小の単位である形態素に
分解し，それぞれの形態素・語の品詞などを決定することである．日本語の
ような単語間に区切りのない言語では，文書を単語に分割する必要があり，
また，単語が語形変化している場合には，原型に戻す処理が必要となる．例
えば，英語であれば，「studies」から「study」に戻すことが求められる． 
2. 構文解析 
構文解析とは，文法規則から文の構造を解析する．すなわち，単語間の構
文的関係を文法規則によって解析し，文の構造を決定することである．文法
規則の一つに句構造規則があり，句構造規則とは文を構成する要素の規則を
記号化して表したものである．例えば，文は助詞句と動詞句で成り立ち，動
詞句は動詞と助動詞で成り立つといった規則である．句構造規則を用いて，
文の構造を全体から細部に向かって順次決定していく構文解析手法を句構
造解析と呼ぶ[57]．しかし，句構造解析を日本語に適用する場合，「日本語は
語順が比較的自由である」，「各要素，あるいは助詞の省略が可能である」と
いった特徴があるため．適用が難しい．そのため，日本語では，依存文法構
造解析が用いられる[57]．依存文法構造解析とは，単語や句の間にある依存
構造を同定することにより文の構造を分析する構文解析手法である．また，
日本語における代表的な依存文法解析手法として，係り受け解析[57]が用い
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られている． 
3. 意味解析 
文中の単語は，何らかの意味を持ち，また文中で依存関係にある 2語の間
には何らかの意味関係がある．しかし，単語だけでは，意味が一意に決定し
ない場合があるため，文脈解析などによって単語の意味を決定する必要があ
る． 
4. 文脈解析 
文脈解析とは，文と文との間の関係をとらえることにより，文章によって
表されている概念や事象のつながりを明らかにすることを目的とする[56]．
また，複数の文にまたがる処理，テキストの構造の決定，照応解析，省略の
補完などをおこなうことができる． 
文中の単語は，一般に，文法に基づき互いに関係があり，文にはその結果
として構文的な構造が与えられている．文書は一般に，全体としてある主題
について述べられているため，文書中の文は，互いに関係付けられており，
文書全体としてひとまとまりのオブジェクトとみなせる．構文解析の場合と
同様に，文という構成要素は互いに関係があり，その結果として，文書には
構造が与えられるため，文間の関係を解析し，文書全体の構造を得る処理が，
文脈解析の一つの処理である文書構造解析である． 
一方，照応解析は，代名詞，定名詞句，指示詞などの文脈中の別の単語と
同じ対象を指示する形態素の指示対象を同定する処理である．一般に指示対
象がなんであるかは表層の情報からは明らかでないため，指示対象を同定す
る照応解析が必要となる． 
また，省略とは，日本語において，頻繁に見られる状態であり，構文，意
味的には本来必要な語が，文脈から明らかと思われる場合，明示されないこ
とである．この省略された語を文脈から正しく補う処理が省略補助処理であ
る． 
2.3 文書自動要約の基礎手法 
 文書自動要約手法は，前節で説明したように，利用目的等によって適用され
る手法が異なる．そのため，適宜，適切な文書自動要約手法を選ばなければな
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らない．文書自動要約手法は大別して 2 種類ある．すなわち，重要文抽出手法
と，文短縮手法である．重要文抽出手法は指示的要約に用いられ，文短縮手法
は指示的要約，報知的要約共に適用される[8]．本節では，重要文抽出と文短縮
手法における基礎的な手法と関連研究について述べる． 
2.3.1 重要文抽出手法 
まず，重要文抽出手法について述べる．重要文抽出手法とは，文書中から重
要な文を抜き出し，抜き出した文を文書中での出現順に並べて出力することで
要約を作成する手法である[8]．文書中に存在する重要な文を判定するためには，
各文の重要度を何らかの情報をもとにして計算する必要がある．次に，文書中
の情報を利用して重要度を求める方法について述べ，関連研究についても述べ
る． 
1. 文書中の単語の重要度の利用 
一般に，文書中には，重要な単語とそうでない単語が存在すると考えられ
るため，各単語が出現しているかどうかによって，文の重要度が計算できる．
文は単語で構成されているため，重要な単語を多く含む文が重要であると考
えられる．そのため，単語の重要度をもとに，文の重要度を付与するという
重要文抽出法は，古くから研究されている[30]． 
単語の重要度の計算方法は，テキスト中によく出現する内容語が用いられ
る．何故ならば，内容語は，テキストの主題を示す傾向があるためである．
この仮定により，文書中での出現頻度をそのまま単語の重要度とすることが
考えられる．  
単語の重要度から文の重要度を計算する手法として，最も単純な手法は，
文中に存在する単語の重要度の総和を文の重要度とすることである．図 2.2に，
単語の重要度を出現頻度にもとづいて計算し，文の重要度を単語の総和で計
算した例を示す．また，重要単語は「言語」「知能」とした．図 2.2 より，最
も重要度が高い文として，文 1が要約として選択される． 
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 本文 重要度 
文 1 
自然言語処理は、人間が日常的に使っている自然言語をコンピュー
タに処理させる一連の技術であり、人工知能と言語学の一分野であ
る。 
4 
文 2 
「計算言語学」も同じ意味であるが、前者は工学的な視点からの言
語処理をさすのに対して、後者は言語学的視点を重視する手法をさ
す事が多い。 
3 
文 3 
データベース内の情報を自然言語に変換したり、自然言語の文章を
より形式的な表現に変換するといった処理が含まれる。 
2 
文 4 
自然言語の理解をコンピュータにさせることは、自然言語理解とさ
れている。 
2 
文 5 
もともと自然言語の意味論的側面を全く無視して達成できること
は非常に限られている 
1 
図 2.2:文重要度の決定例 
また，単語の出現頻度と単語が出現するテキスト数を考慮することにより，
文書群に特徴的な単語としての重要度を求める tf*idf 法が有効であると考
えられる．K.Zechner[31]は，単語を tf*idf法で重み付けし，文中に出現する
単語の重みの総和を文の重要度とする重要文抽出手法の評価をおこなって
いる．人間による要約と比較し，再現率，精度を計算した結果として，人
間による要約と変わらない結果を得ている．また，単語の重要度から文の
重要度を計算する際，文中に出現する単語の重要度の総和を文の重要度と
する手法の他に，単語の役割に応じて，単語の重要度に重み付けによる手
法も提案されている．  
単語の重要度として，単語の出現確率と範囲内重要度と呼ばれる重要度
の和を利用する手法[32]もある．範囲内重要度は，より多くの文に出現する
単語の重要度が大きくなる． 
また，重要文抽出の際，重要度の大きい文を順番に抽出するのではなく，
テキスト中の文の重要度の変化に着目し，テキストをセグメントに分割し
た後，各セグメントから重要文を抽出し，要約を得る手法がある．セグメ
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ントへの分割は，重要度が極小値となる文で分割することで，要約文とし
て抽出される文は，重要度が極大値となる文の周辺の文となる．一般に，
単語の重要度に基づく重要文抽出手法は，複数の話題からなる文書では問
題が生じるが，この手法により，テキストが複数の話題を含む場合にも対
処できる． 
2. 文書中での文の位置情報の利用 
文書は，そのジャンルに依存してある程度構造に規則性があると考えら
れる．例えば，論文には，序論，本論，結論のような構造が存在する．ま
た，新聞では，見出し，小見出しの後に，本文が来る．論説文である場合
は，文書全体のまとめは，書き出しや結び近くにあると仮定できる．また，
英語の文書である場合は，重要な文は各段落の先頭にあると考えられる．
これらのような，ジャンルに依存する文書構造を重要文抽出に利用する手
法も存在する． 
 テキストの構造から，文書中で重要な文が出現する位置は予測可能であ
ると考えられる．そのため，テキスト中での文の位置を元にその文の重要
度を計算する手法がある．  
3. 文書のタイトル等の情報の利用 
文書には，タイトル，見出しの情報がある．例えば，論文では，各章，
節に見出しが付与されている．また，新聞には，見出し，小見出しが付与
されていることが一般的である．タイトル，見出しは，文書本文の非常に
簡潔な要約となっていると考えられる． 
4. 手がかり表現の利用 
単語の重要度情報とは別に，文書中で重要な文を直接明示する手がかり
語が存在する．例えば，論文では，「本研究は」「結果として」などの表現
を含む文は，論文の主題を表すと考えられる．また，逆に重要文と負の相
関関係にある手がかり語も考えられる．「例えば」などの，例示を示す接続
詞で始まる文は，重要度が低いとみなせる． 
5. 文間，単語間のつながりの利用 
文書中の他の多くの文と強い関連がある文は，テキスト中で，中心的
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な役割を果たしていると考えることができる．よって，テキスト中の多く
の文と強い関連がある文を重要な文として抽出できる．文間の強さは，意
味的に関連がある単語が多いほど，文間の関連は強い．例えば，Hallidayと
Hasanは，表層的な文間のつながりを表す指標として，5種の結束性を上げ
ている．すなわち，指示，代入，省略，接続，語彙的結束性である[67]． 
Skorokhod’ko[33]は，文をノード，文間の関係をリンクするグラフをテキ
ストから構成し，多くの文と関係がある文が重要であると判断する手法を
提案している．  
6. 機械学習の利用 
文書から人間が予め重要な文を抜き出したデータを用意しておき，その
データを訓練コーパスとして，機械学習手法などを用いることにより，複
数の情報の統合方法を最適化する研究がある[15][55]．このような手法は以
下の 3つに大別できる[8]． 
 重みの自動決定 
 確率を用いた重要・非重要決定 
 機械学習を用いた重要・非重要分類 
機械学習を用いて，文が重要であるか重要でないかを自動的に分類する手
法は，基本的には，以下のような処理をおこなう．まず，人間が予め作成し
た要約コーパスを元に，原文のどの文が重要な文であるかを各文にラベル付
けする．また，各文に対する素性の集合と，各文に付与されているラベルを
元に，訓練コーパスを学習器にかけることで，各文を素性の集合を元に重
要・非重要に分類する分類器を学習することができる．この分類器を文書に
適用することで，要約が可能となる． 
2.3.2 文短縮手法 
文短縮手法[58][59]とは，情報をなるべく減らさずにテキストを短く表現し直
す要約手法である．本節では，文短縮手法について説明する[8]． 
重要文抽出手法では，抽出の単位が文であったことから，要約を作成する際
に，情報が大きく欠落する可能性がある．そのため，文単位ごとに重要度を決
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定するのではなく，一文ごとに，重要である部分を抽出することで，情報をな
るべく減らさずに，テキストを要約できる手法が求められる． 
文短縮手法は，ニュースの文字放送や字幕に応用できると考えられる．文字
放送などでは，人間の読むスピードに対応しなければならず，かつ，重要な情
報は欠落してはならないからである．日本語においては，体言止めや，漢字熟
語の多用などにより，文の短縮が可能となる．例を挙げると， 
 文末の表現を変形する 
「東京都知事が辞任する」→「東京都知事辞任へ」 
 文末の丁寧語を変形する 
「タイで首都封鎖が始まりました」→「タイで首都封鎖が始まった」 
以上のような変換規則を用意し，それぞれに適用することで，文はより短い文
に変換できる． 
一方，テキストを構文解析し，その結果を利用して，文中の重要箇所を抽出す
る手法がいくつか提案されている．例えば，日本語では，タイトル，一文目に
出現する名詞，固有名詞は，重要語と判断できる．また，主格，目的格の要素
は重要であり，例示を示す「など」「や」を含む要素，連体修飾節は重要でない
とできる． 
また，文中の重要箇所を，統計的に定式化する研究もある．訓練コーパスを
用いて，人間の要約過程を模倣するような手法である． 
2.4 結言 
文書自動要約手法は，ユーザが文書の重要な箇所に効率よくアクセスする技
術の一つであり，用途に応じた様々な手法が提案されている．入力の性質，要
約の目的，出力形式の 3 つの要素によって，適用可能な要約手法の範囲は異な
るため，用途に応じた適切な手法を選ばなくてはならない．また，文書自動要
約手法は，重要文抽出手法と，文短縮手法の 2 つの手法に分けることができ，
指示的要約，報知的要約にそれぞれ利用されている． 
重要文抽出とは，文書中から，重要とされる文を抽出することにより要約す
る手法であり，文短縮手法は，文書の不要部分を削除することにより要約する
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手法である．重要文抽出手法は，文をそのまま抽出することから，文書の主題
を表す文に要約することができるが，文書の文脈を考慮した要約をすることは
できない．一方，文短縮手法は，文書の文脈を考慮した要約をすることはでき
るが，文の主題から外れた文も抽出する場合がある． 
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第 3章 
文書自動要約の高速化 
 
 
 
 
 
 
 
3.1 緒言 
文書自動要約は，自然言語処理の技術を適用することにより，文書の意味的
な情報を使用した要約が可能となる．しかし，携帯端末のような，ストレージ
が少なく，処理能力が低い機器において，自然言語処理を用いることが困難に
なる場合がある．何故ならば，自然言語処理をおこなうためには，辞書や，規
則が必要になるからである．自然言語処理に用いられる辞書は一般的に大きく，
また，機器の処理能力の低さにより，解析に時間がかかってしまう．そのため，
辞書を必要としない文書要約手法が必要となる．そこで，本章では，教師なし
学習手法による文書自動要約手法を改良し，より効率の良い文書自動要約手法
を提案する． 
本章では，まず，教師なし学習手法として， Non-Negative Matrix 
Factorization[34][35]と呼ばれる手法について説明する．次に，提案する文書要約
手法について説明し，実験により，提案手法の有効性を示す．  
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3.2 Non-Negative Matrix Factorization 
一般的に，データは，パワースペクトル，画素値，頻度，個数など，行列で
表現でき，かつ，非負値で表わされるデータが多い．よって，主成分分析や独
立成分分析などの多変量解析とは，特定のデータを複数の加法的な成分に分解
する手法である．同様に，非負値のデータから構成成分を抽出することが求め
ることで，様々な分析が可能となる．例えば，複数の音源の音響信号が混在す
る多重音のパワースペクトルから個々の音源のパワースペクトルを取り出すこ
とができれば，雑音除去や音源分離などが可能となる．また，顔画像データを
目や鼻などの顔のパーツに該当する画像データに分解することができれば，顔
認証や顔画像合成などが可能となる．また，文書データから「時事」や「スポ
ーツ」や「経済」といった文書の主題に該当するような単語の構成成分をうま
く取り出すことができれば，文書の特徴ベクトルが自動的に抽出できるため，
文書クラスタリングに役立てることができる．以上のように，非負値のデータ
を加法的な構成成分に分解することを目的とした多変量解析手法を非負値行列
因子分解 NMF (Non-Negative Matrix Factorization)[34]と呼び，様々な分野で注目
を集めている[36][37]．NMFは，データが非負値であり，行列表現が可能であれ
ば，データの種類にかかわらず適用できるため，上記の例にある音声データ，
画像データや文書データ以外にも，購買データ，生体信号，遺伝子データなど，
幅広く用いることができる[60]． 
本節では，NMF の定式化，基本的な性質，アルゴリズムの導出方法について
解説する．以後，データをベクトルで表記する．例えば，文書データであれば，
単語がベクトルの要素となる．ここで，N 個の非負値データベクトルとして以下
のデータが与えられるとき，これらを観測ベクトルと呼ぶ． 
 
𝑦1, … , 𝑦𝑁 ∈ ℝ
≥0,𝑀 
 
ただし，ℝ≥0,𝑀は M 次元の非負値ベクトル全体の集合を表わす．NMF では，観
測ベクトルが，いずれも K 個の基底ベクトルの適当な重みつき和によって表わ
されたものとみなし，すべての観測ベクトルを最も良く説明するような K 個の
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基底ベクトルおよび重み係数を推定することが目的である．よって，NMF では
加法性が成り立つ量のみが対象となる．すなわち，NMFは，観測ベクトル𝑦𝑁を
基数ベクトル𝑢1, … , 𝑢𝐾 ∈ ℝ
≥0,𝑀の非負結合で近似する問題とみなせる．ここで，
非負結合とは，結合係数ℎ1,𝑛, … , ℎ𝐾,𝑛が非負値の線形結合である．以下に非負結
合による近似式を示す． 
𝑦𝑛 ≅ ∑ 𝑢𝑘ℎ𝑘,𝑛(𝑛 = 1, … , 𝑁)
𝐾
𝑘=1
 
ここで，観測ベクトルを並べた行列を𝑌 = [𝑦1, … , 𝑦𝑁] = (𝑦𝑚,𝑛)𝑀×𝑁，基数ベクト
ルを並べた行列を𝑈 = [𝑢1, … , 𝑢𝐾] = (𝑢𝑚,𝑘)𝑀×𝐾，結合係数𝑢𝑘,𝑛を k行 n列の要素と
した行列を𝐻 = (ℎ𝑘,𝑛)𝐾×𝑁とすると，非負結合による近似式は，次式と同じ意味
となる． 
𝑌 ≅ 𝑈𝐻 
以上のように，NMF は，観測ベクトルを並べた行列を 2 つの非負値行列の積
に分解する問題と捉えることができる．これが，非負値行列因子分解と呼ばれ
る理由である．基底ベクトルの非負性の仮定は，観測データを構成する成分も
観測データと同じ属性の物理量であり，同様に非負値であるべきという考えに
基づいている．例えば，パワースペクトルを構成する成分もパワースペクトル
であるべきであり，負値をとるパワースペクトルは物理的に意味をなさないた
めである． 
重み係数の非負性の仮定は，観測データ行列 Y から基底行列 Uと係数行列 H 
を得る際に，行列 H の要素がスパースになるよう誘導する効果をもたらす．係
数行列がスパースになるということは，それぞれの観測ベクトルを少数の基底
ベクトルだけで表わそうとしていることを意味し，どのような基底ベクトルが 
得られるかということに大きく関係する．例として，K=2とした場合の NMFに
よる行列式を以下に示す．  
 
𝑌 = [
1 1 2 3 1
0 1 0 1 1
2 0 4 4 0
3 0 6 6 0
] 
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𝑈 = [
1 1
0 1
2 0
3 0
] 
𝐻 = [
1 0 2 2 0
0 1 0 1 1
] 
  
NMF では通常，基底数 K は観測ベクトルの次元 M や，データの個数 N より
も小さく設定される．例えば，M = K の場合，U = I (ただし，I は単位行列) で
あるような分解表現 Y = UU を得ることができるが，この分解は意味をなさない．
また，K= N の場合，U = Iであるような分解表現 Y = UH を得ることができる
が，この分解も意味をなさない．K <min(M,N) のとき，NMF は観測行列 Y を低
いランクの行列で近似しようとしていることに相当し，その場合の基底行列と
係数行列を求めることが重要である．  
NMF では，観測データの中で共起する成分をひとまとめにしたものが基底ベ
クトルの推定結果になる傾向がある．例えば，データが 3 種類の成分 a，b，c か
ら成っているとき，K=3 として，成分 a，b，c を基底と置けば当然データを完
全に表現することは可能である．ここで，もし，成分 a や成分 b が生起すると
きいつも成分 c も揃って生起するようなら，成分 a と成分 c，および，成分 b と
成分 c をひとまとめにして，K=2 基底と置いても当該データを同様に表現可能
である．以上のように，共起する成分をひとまとめにして基底と置いた方が，
基底を節約できるため，節約した分を他の成分にフィットするのに充てること
ができる．NMF では少ない基底で観測データをできるだけ良く表わす必要があ
るため，以上のような，基底数が自然に得られる傾向にある．  
NMF では，係数行列の非負性の制約により，係数行列の要素がスパースにな
る傾向がある．ベクトルを合成することを考えた場合，観測ベクトルを近似す
るには，観測ベクトルと近い方向を向いた基底ベクトル以外の係数はできるだ
け小さくなるほうがよいためである．上記で述べた共起する成分をひとまとめ
にしたものを基底にする働きは，各基底の係数が互いに相関をもたないように
基底を決定しようとする働きと見なすことができる．独立成分分析では，係数
の互いの独立性を規準として基底を推定するのが目的であるが，NMF では，非
第 3章 文書自動要約の高速化 
23 
 
負制約による副次的な効果として係数が互いに独立になるように基底が求まる
傾向を持つ． 
一般に，X = UH となる非負値行列 Uと H は一意に決まらない．UHは，正則
行列 Dを用いて𝑈′ = 𝑈𝐷−1と𝐻′ = 𝐷𝐻の積の形で表わすことができるが，𝑈′ ≠ 𝑈，
𝐻′ ≠ 𝐻かつ𝑈′と𝐻′がいずれも非負値となるような Dが存在すれば，X = UH の
ような分解は一意に決まらない．これを満たす D の中で自明なものは，置換行
列，および，要素が正値の対角行列である．置換行列は，U と H に対し適当な
列置換と行置換を行ったものが𝑈′と𝐻′である場合に相当する．要素が正値の対
角行列は，Uの各列に定数を乗じ，Hの各行にその逆数を乗じたものが𝑈′と𝐻′で
ある場合に相当する．  
観測行列を 2 つの非負値行列の積で表わそうという NMF の基本概念自体は，
Paatero ら[38]によって最初に提案されている．Paatero らは，誤差行列 Y-UH の
Frobeniusノルムで UH の Y からの距離を定義している．Frobeniusノルムとは，
行列の要素の二乗和であり，次式に距離𝐷𝐸𝑈(𝑈, 𝐻)を示す．ここで，EUは Euclid
距離を表す． 
 
𝐷𝐸𝑈(𝑈, 𝐻) = ‖𝑌 − 𝑈𝐻‖𝐹
2 = ∑ |𝑦𝑚,𝑛 − ∑ 𝑢𝑚,𝑘ℎ𝑘,𝑛
𝑘
|
2
𝑚,𝑛
 
  
さらに，H と Uの各行列要素が非負であることを保証する目的で対数障壁関数
を次式で定義した． 
 
𝐵(𝑈, 𝐻) = − ∑ log 𝑢𝑚,𝑘 − ∑ log ℎ𝑘,𝑛
𝑘,𝑛𝑚,𝑘
 
 
Paatero らは，対数障壁関数に適当な係数を掛けて距離𝐷𝐸𝑈(𝑈, 𝐻) に足したもの
を目的関数とした最適化アルゴリズムを提案している．Paatero らの方法は，最
終的に得られる U と Hが上記の障壁関数の性質より正値行列に限られることか
ら，正値行列因子分解と呼ばれる．一方で，Lee らが[34]，上述のような障壁関
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数を用いずに行列要素の非負性を保証しながら𝑌 ≅ 𝑈𝐻となるUとHを効率的に
得る反復アルゴリズムを考案した．よって，NMFにおいては，𝐷𝐸𝑈(𝑈, 𝐻)を最小
化することにより，因子分解が可能となる．NMF で広く用いられる距離は，以
下の三種類である． 
EU：Euclid  
KL：Kullback-Leibler divergence[39] 
IS ：Itakura-Saito divergence[40] 
目的行列との距離を次式で表す[60]． 
𝐷∗(𝑌, 𝑈𝐻) = ∑ ∑ 𝑑∗(𝑦𝑚,𝑛, 𝑈𝑚
𝑇 𝐻𝑛)
𝑁
𝑛=1
𝑀
𝑚=1
 
この時，𝑑∗はそれぞれ以下の式で表される[60]． 
 
𝑑𝐸𝑈(𝑦𝑚,𝑛, 𝑈𝑚
𝑇 𝐻𝑛) = (𝑦𝑚,𝑛 − 𝑈𝑚
𝑇 𝐻𝑛)
2
 
𝑑𝐾𝐿(𝑦𝑚,𝑛, 𝑈𝑚
𝑇 𝐻𝑛) = 𝑦𝑚,𝑛 log
𝑦𝑚,𝑛
𝑈𝑚𝑇 𝐻𝑛
− 𝑦𝑚,𝑛 + 𝑈𝑚
𝑇 𝐻𝑛 
𝑑𝐼𝑆(𝑦𝑚,𝑛, 𝑈𝑚
𝑇 𝐻𝑛) =
𝑦𝑚,𝑛
𝑈𝑚𝑇 𝐻𝑛
−log
𝑦𝑚,𝑛
𝑈𝑚𝑇 𝐻𝑛
− 1 
 
次に，𝐷∗(𝑌, 𝑈𝐻)を最小化する NMF のアルゴリズムとして広く用いられている，
Multiplicative update rules を説明する．3 種類の距離に基づく更新式はそれぞれ，
以下のとおりとなる[41]． 
Euclid 距離 
𝑢𝑚,𝑘 ← 𝑢𝑚,𝑘
∑ 𝑦𝑚,𝑛ℎ𝑘,𝑛𝑛
∑ ?̂?𝑚,𝑛ℎ𝑘,𝑛𝑛
，ℎ𝑘,𝑛 ← ℎ𝑘,𝑛
∑ 𝑦𝑚,𝑛𝑢𝑚,𝑘𝑚
∑ ?̂?𝑚,𝑛𝑢𝑚,𝑘𝑚
 
 
KL divergence 
𝑢𝑚,𝑘 ← 𝑢𝑚,𝑘
∑
𝑦𝑚,𝑛
?̂?𝑚,𝑛
ℎ𝑘,𝑛𝑛
∑ ℎ𝑘,𝑛𝑛
，ℎ𝑘,𝑛 ← ℎ𝑘,𝑛
∑
𝑦𝑚,𝑛
?̂?𝑚,𝑛
𝑢𝑚,𝑘𝑚
∑ 𝑢𝑚,𝑘𝑚
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IS divergence 
𝑢𝑚,𝑘 ← 𝑢𝑚,𝑘√
∑
𝑦𝑚,𝑛
?̂?𝑚,𝑛
ℎ𝑘,𝑛
?̂?𝑚,𝑛
𝑛
∑
ℎ𝑘,𝑛
?̂?𝑚,𝑛𝑛
，ℎ𝑘,𝑛 ← ℎ𝑘,𝑛√
∑
𝑦𝑚,𝑛
?̂?𝑚,𝑛
𝑢𝑚,𝑘
?̂?𝑚,𝑛
𝑚
∑
𝑢𝑚,𝑘
?̂?𝑚,𝑛𝑚
 
ランダムな非負値で初期化した行列 U, Hにこれらの更新式を何回か繰り返し適
用することで，分解後の行列 Uと Hが得られる．更新式が Multiplicative と呼ば
れるのは，更新前の値に別の値が掛けられる形の更新式になっているからであ
る．行列 U, Hの要素が全て非負値であれば，これらの更新式を何度適用しても
非負値のままである．もし誤差が完全に 0 になれば，掛けられる値が 1 となり
更新式では何も変化しない． 
3.3 文書自動要約の高速化 
3.3.1 提案手法 
 提案手法の処理の流れを図 3.1に示す．まず，入力文書に対して，文書整形処
理として段落分割をおこなう．表 3.1に Duc2006 のテストデータのうちトピック
“Steroid use among female athletes”から抽出したデータを示す．Duc2006 とは，文
書要約コンテンストのテストコーパスである．表 3.1 では，P1, P2,…,P10がそれ
ぞれ文となっている．次の文書整形処理として，ストップワードの削除をおこ
ない，ステミング処理[42]をおこなう．次に，それぞれの処理について説明をお
こなう． 
 ストップワード削除 
語には，それぞれ単体では意味を持たないものも存在する．英語であれば，
“the”, “a”, “is”, “are”, “of”, “and”, “but”などが相当する．これらの単語は，
出現頻度が高いため，要訳処理を効率的におこなう場合，不要な語となる．
また，固有名詞と思われる語，数値を含む語，記号を含む語も，意味的には，
不要であると考えられるため削除対象となる． 
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図 3.1:提案手法による文書要約処理 
 
入力文書 
段落分割 
ストップワードの削除 
提案手法よる不要単語の削除 
NMFによる重要段落の同定 
ストップワード辞書 
ステミング処理 
 
  
  
  
  
要約文 
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表 3.1:段落分割処理 
Pi Paragraphs 
P1 
MACAU _ In a last act of justice before it turns this compact colony over to China, a 
Portuguese court here convicted a 45-year-old... 
P2 
The court found the man, Wan Kuok-koi, guilty of loan-sharking, money laundering and other 
charges stemming from his reign as the undisputed lord of the Macau underworld. ... 
P3 
The trial of Wan Kuok-koi has mesmerized this Portuguese enclave on the southern coast of 
China in the twilight of its colonial rule. For the Portuguese, it represented a last bit of ... 
P4 
``The Portuguese are doing this to show the world that they finally did something about 
organized crime,'' said Joao Severino, the editor of Macau Hoje, one of the few ... 
P5 
Previous convictions of organized crime leaders in Macau have led to ugly explosions of 
violence. Tuesday, the authorities were taking no chances. A police sharpshooter squinted ... 
P6 
As the guards surrounded Wan to lead him out of the court, he began hurling abuse at the 
judge, prosecutors, and the police in Chinese and Portuguese. ``You're corrupt, you've taken ... 
P7 
Finally Wan subsided, and seeming close to tears, he was manacled by the guards and led 
away to begin his sentence in a high-security prison on a nearby island. 
P8 
The Portuguese authorities have been anxious to see Wan sentenced ever since he was 
arrested on May 1, 1998, the same day that his gang allegedly planted a bomb under the car... 
P9 
The mayhem threatened to overshadow Macau's return to China, embarrassing Portuguese 
administrators and provoking clucks of disapproval from senior Chinese officials. Local ... 
P10 
``The police here are fighting a very particular type of organized crime,'' said Jorge Rangel, 
Macau's secretary for public administration. ``It won't go away, just because of the handover.'' 
P11 
Still, many people believe the Chinese government will do a better job of snuffing out criminal 
activity, in part because it plans to station army troops in the territory. Chinese ... 
P12 
Cheung Tze-keung, a Hong Kong crime boss known as Big Spender, was executed last 
December after being convicted of kidnapping and arms trafficking. Although Wan's ... 
P13 
For his part, Wan contended he was a businessman and a high-roller who had no idea why he 
was on trial. With his squat build, round face and loud tropical-print shirts, Wan looks... 
P14 
The first judge in the trial resigned, so the government drafted Estrela from Portugal. Estrela, 
a tough disciplinarian, professed to be unfazed by the defendant's fearsome reputation. ... 
 
 
 
 
 
 ステミング処理 
情報検索において，検索語と検索文書の単語をマッチさせるために，語形変
化している単語を語幹に変換する処理．変換処理は，単純なルールによって
おこなわれるため，異なった意味の語であっても同じ語幹に変換される場合
があるが，通常は，十分な結果が得られる．例えば，“reports”, “reported”, 
“reporter”, “reporting”は，それぞれ違う意味も含むが，基幹となる意味は
同じであるので，同じ語幹「report」に統合されても問題はない． 
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ここで，ステミング処理については，Porterのステミング[65]を利用する．Porter
のステミングとは Porter によって提案されたステミング処理であり，ヒューリ
スティックなルールに基づくステミング手法である．以下に，Porterのステミン
グについて説明する． 
Porterのステミングは，5つの Stepにより成り立つ．ステミングは，語幹への
変換作業であるため，それぞれのルールは，語尾に対して適用される．まず，
Step1 について説明する．Step1 は，主に名詞の複数形と単数形を統合するルー
ルや，動詞の活用を削除し，統合するルールとなっている．このステップは 3
つに分かれている．まず，Step1a のルールを以下に示す．Step1a は，複数形に
対して処理がおこなわれる． 
 Step1a 
 
ルール 例 
SSES → SS caresses → caress 
ISE → I ponies → poni 
SS → SS caress → caress 
S →  cats → cat 
次に Step1b のルールを以下に示す．Step1b は，動詞の活用形の変換ルールであ
る． 
 
 Step1b 
 
ルール 例 
(m>0)EED → EE feed → feed 
   agreed → agree 
(*v*)ED →  bled → bled 
   plastered → plaster 
(*v*)ING →  sing → sing 
   motoring → motor 
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Step1bにおけるルールに含まれる条件について説明する．まず，条件「m>0」と
は，母音と子音のペアが 0より多いことを表している．ここで，母音とは，「A」，
「E」，「I」，「O」，「U」と母音と連続して現れない「Y」であり，それ以外は子
音である．母音と子音のペアとは，母音に連続して子音が現れる場合を指す．
Step1b の場合，例えば，単語「feed」は，「eed」以外の部分「f」は子音のみで
あり，ルールが適用されない．しかし，単語「agreed」の場合，「eed」以外の部
分「agr」は，母音「a」に続いて，子音「gr」がある．そのため，m=1 となり，
ルールが適用される．次に，条件「*v*」について説明する．ここで，v とは，
母音を表している．すなわち，条件「*v*」とは，母音を含むかどうかを表す条
件である．Step1b の場合，例えば，単語「bled」は，「ed」以外の部分「bl」は
子音のみであるため，ルールが適用されない．しかし，単語「plastered」の場合，
「ed」以外の部分「plaster」は母音を含んでいるため，適用される． 
ここで，Step1b のルールのみ，適用ルールが二段階になっている．Step1b の
ルールに対してヒットし，変換された時のみ，以下の Step1b’が適用される． 
 Step1b’ 
ルール 例 
AT → ATE conflat(ed) → conflate 
BL → BLE troubl(ed) → trouble 
IZ → IZE siz(ed) → size 
(*d and not (*L or *S or *Z)) → single letter fall(ing) → faill 
   fizz(ed) → fizz 
   hopp(ing) → hop 
(m=1 and *o) → E fail(ing) → ail 
   fil(ing) → file 
ここで，条件「*d」は，単語の最後に同じ単語が連続で並んでいることを表
す．すなわち，条件「*d and not (*L or *S or *Z)」とは，単語の最後に同じ単語
が連続で並んでおり，かつ，最後のアルファベットが「L」，「S」，「Z」でないこ
とを表す．例えば，Step1bと Step1b’の場合，単語「fizzed」は，Step1bによって
「fizz」に変換されるが，最後のアルファベットが「z」であるため Step1b’は適
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用されない．しかし，単語「hopping」は，Step1b によって「hopp」に変換され，
Step1b’によって「hop」に変換される． 
次に，条件「*o」について説明する．条件「*o」は単語の最後が「子音母音
子音」の並びになっており，かつ，２つ目の子音が W，X，Yでない場合を表す．
Step1bと Step1b’の場合，例えば，単語「failing」は Step1bによって，まず，「fail」
に変換される．次に，「fail」は m=1 であるが，単語の並びが「子音母音母音子
音」となっているため，適用されない．しかし，単語「filing」は，まず，Step1b
によって「fil」に変換され，Step1b’によって，m=1 かつ，単語の並びが「子音
母音母音子音」となっているため，ルールが適用され，「file」に変換される． 
次に，最後の Step1 のルールである Step1c を以下に示す．Step1c は，以降の
Stepにおける変換ルールの統合のために適用される． 
 Step1c 
 
ルール 例 
(*v*)Y → I sky → sky 
   happy → happi 
以上のルールが，Step1のルールである． 
Step2以降は，形容詞や名詞を語幹に変換するルールとなる．Step2から Step5
のルールを以下に示す． 
 Step2 
ルール 例 
(m>0)ATIONAL → ATE relational → relate 
(m>0)TIONAL → TION conditional → condition 
(m>0)ENCI → ENCE valenci → valence 
(m>0)ANCI → ANCE hesitanci → hesitance 
(m>0)IZER → IZE digitizer → digitize 
(m>0)ABLI → ABLE conformabli → conformable 
(m>0)ALLI → AL radicalli → radical 
(m>0)ENTLI → ENT differentli → different 
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(m>0)ELI → E vileli → vile 
(m>0)OUSLI → OUS analogousli → analogous 
(m>0)IZATION → IZE vietnamization → vietnamize 
(m>0)ATION → ATE predication → predicate 
(m>0)ATOR → ATE operator → operate 
(m>0)ALISM → AL feudalism → feudal 
(m>0)IVENESS → IVE decisiveness → decisive 
(m>0)FULNESS → FUL hopefulness → hopeful 
(m>0)OUSNESS → OUS callousness → callous 
(m>0)ALITI → AL formaliti → formal 
(m>0)IVITI → IVE sensitiviti → sensitive 
(m>0)BILITI → BLE sensibiliti → sensible 
 
 Step3 
ルール 例 
(m>0)ICATE → IC triplicate → triplic 
(m>0)ATIVE →  formative → form 
(m>0)ALIZE → AL formalize → formal 
(m>0)ICITI → IC electriciti → electric 
(m>0)ICAL → IC electrical → electric 
(m>0)FUL →  hopeful → hope 
(m>0)NESS →  goodness → good 
 
 Step4 
ルール 例 
(m>1)AL →  revival → reviv 
(m>1)ANCE →  allowance → allow 
(m>1)ENCE →  inference → infer 
(m>1)ER →  airliner → airlin 
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(m>1)IC →  gyroscopic → gyroscop 
(m>1)ABLE →  adjustable → adjust 
(m>1)IBLE →  defensible → defens 
(m>1)ANT →  irritant → irrit 
(m>1)EMENET →  replacement → replac 
(m>1)MENT →  adjustment → adjust 
(m>1)ENT →  dependent → depend 
(m>1 and (*S or *T))ION →  adoption → adopt 
(m>1)OU →  homologou → homolog 
(m>1)ISM →  communism → commun 
(m>1)ATE →  activate → activ 
(m>1)ITI →  angulariti → angular 
(m>1)OUS →  homologous → homolog 
(m>1)IVE →  effective → effect 
(m>1)IZE →  bowdlerize → bowdler 
 
 Step5 
ルール 例 
(m>1)E →  probate → probat 
(m=1 and not *o)E →  cease → ceas 
(m>1 and *d and *L) → single letter controll → control 
 
以上が Porterのステミングルールである．表 3.2に，表 3.1に対するストップワ
ードの削除とステミングの結果を示す． 
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表 3.2:ステミング処理とストップワード削除の結果 
Pi Stemming words Stop words 
P1 
macau, act, justic, turn, compact, coloni, china, portugues, 
court, convict … 
in, a, last, of, before, it, 
this, over, to, here … 
P2 
court, found, man, wan, kuok, koi, guilti, loan, shark, monei, 
launder, charg, stem, reign, undisput, lord, macau, 
underworld … 
the, of, and, other, from, 
his, as … 
P3 
trial, wan, kuok, koi, mesmer, portugues, enclav, southern, 
coast, china, twilight, coloni, rule, portugues, repres … 
the, of, has, this, on, in, 
its, for, it, a, last, of … 
P4 
portugues, do, show, world, final, did, organ, crime, said, joao, 
severino, editor, macau … 
the, are, this, to, that, 
they, something, about, of, 
one, few …  
P5 
previou, convict, organ, crime, leader, macau, led, ugli, explos, 
violenc, tuesdai, author, take, chanc, polic, sharpshoot …  
of, in, have, to, the, were, 
no, a, from … 
P6 
guard, surround, wan, lead, court, began, hurl, abus, judg, 
prosecutor, polic, chines, portugues, re, corrupt, ve, taken … 
as, the, to, him, out, of, he, 
at, and, in, you …  
P7 
final, wan, subsid, close, tear, manacl, guard, led, awai, begin, 
sentenc, high, secur, prison, nearbi, island 
and, seeming, to, he, was, 
by, the, his, in, a, on 
P8 
portugues, author, anxiou, see, wan, sentenc, arrest, dai, 
gang, allegedli, plant, bomb, car …  
the, have, been, to, ever, 
since, he, was, on, may, 
same, that, his, a, under 
…  
P9 
mayhem, threaten, overshadow, macau, s, return, china, 
embarrass, portugues, administr, provok, cluck, disapprov, 
senior, chines, offici, local … 
the, to, to, and, of, from … 
P10 
polic, fight, particular, type, organ, crime, said, jorg, rangel, 
macau, s, secretari, public, administr, won, t, go, awai, just, 
handov … 
the, here, are, a, very, of, 
for, it, because 
P11 
peopl, believ, chines, govern, do, better, job, snuf, crimin, 
activ, part, plan, station, armi, troop, territori, chines …  
still, many, the, will, a, of, 
out, in, because, it, to … 
P12 
cheung, tze, keung, hong, kong, crime, boss, known, big, 
spender, execut, decemb, convict, kidnap, arm, traffick, wan…  
a, as, was, last, after, 
being, of, and, although …  
P13 
part, wan, contend, businessman, high, roller, idea, trial, 
squat, build, round, face, loud, tropic, print, shirt, wan, look … 
for, his, he, was, a, and,  
who, had, no, why, he, on, 
with, and … 
P14 
judg, trial, resign, govern, draft, estrela, portug, estrela, 
tough, disciplinarian, profess, unfaz, defend, s, fearsome … 
the, first, in, so, from, a, 
to, be, by … 
 
 
 
次に提案手法による不要語の削除について説明する．まず，文書整形処理の
結果から，文書を NMFにより計算できる行列式に変換する．行列式では，語と
段落により分割をおこなう．表 3.3に，表 3.1の文書を行列に変換した例を示す． 
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表 3.3:単語と段落による行列式 
N0 Stemming words P1 P2 P3 P4 P5 P6 … P14 
1 abus 0 0 0 0 0 1 … 0 
2 act 1 0 0 0 0 0 … 0 
3 activ 0 0 0 0 0 0 … 0 
4 administr 0 0 0 0 0 0 … 0 
5 allegedli 0 0 0 0 0 0 … 0 
6 anxiou 0 0 0 0 0 0 … 0 
7 arm 0 0 0 0 0 0 … 1 
8 armi 0 0 0 0 0 0 … 0 
9 arrest 0 0 0 0 0 0 … 0 
10 assassin 0 0 0 0 0 0 … 0 
… ……… … … … … … … … … 
275 year 1 1 0 0 0 0 … 0 
 
表 3.4:提案手法による行列式の削減結果 
N0 Stemming words P1 P2 P3 P5 P6 … P14 
1 administr 0 0 0 0 0 … 0 
2 arm 0 0 0 0 0 … 1 
3 author 0 0 0 0 1 … 0 
4 awai 0 0 0 0 0 … 0 
5 big 0 0 0 1 0 … 0 
6 bomb 0 0 0 0 0 … 0 
… ……… … … … … … … … 
64 year 1 1 0 0 0 … 0 
 
次に，以下の処理によって，行列の次元削減を実行する．個々で，文書 d に
おける全ての単語を W(d)とし，全ての段落を P(d)とする．また，F(x)を単語 x
の頻度とし，F(p)を段落 pにおける全ての単語の出現頻度の総和とする． 
Step1. W(d)における全ての xについて，F(x)を計算する． 
Step2.もし，F(x)<αであれば，W(d)から xを削除する． 
Step3.もし，F(p)≦0であれば，P(d)から pを削除する． 
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表 3.4 に提案手法による削減結果を示す．この時α=1 である．結果として，表
3.4では，275☓14 の行列式を 64☓14に削減することが出来た． 
 
次に NMF による行列式の分解について述べる．NMF による行列の分解は，
以下の式で表すことができる． 
𝑌 ≅ 𝑈𝐻 
ここで，U は意味的特徴を持つ行列とみなす事ができ，H は，意味の重みで
あるとみなすことができる．単語と段落の行列式をm☓nの行列式Aとみなすと，
Uは m☓k，Hは，k☓nの行列式となる．これらの行列式を，Frobenius ノルムを
計算することによって求める．更新式は，Euclid 距離を使うものとする．NMF
の結果例として，表 3.5，表 3.6に表 3.4に対する NMFの結果を示す．表 3.5の
結果から“attent”, “help”や“countri”といった意味のある単語の特徴量が高いこと
がわかる． 
 
 
 
 
表 3.5: 意味的特徴行列 Uの例 
N0 
Stemming 
words 
Semantic feature 
U1 U2 U3 … U5 U6 U7 … … U12 U13 U14 
1 administr 0 3.52 0 … 0 0.01 0 … … 0 0 0.03 
2 arm 0 0 0 … 3.93 0 0 … … 0 0 0 
3 author 0 0 0 … 0 4.34 0 … … 0 3.25 0 
4 awai 0 0 0 … 0 0.72 0.09 … … 0 0 0.03 
5 big 0 0 0 … 0 0 0 … … 0 0.01 3.43 
6 bomb 0 0 0 … 0 0 0 … … 0 3.24 0 
7 build 0 0 0 … 0 4.36 3.08 … … 0 0 0 
… …… …….. …….. …….. … …….. …….. …… … … …… …….. …….. 
64 year 3.14 0 0 … 0 0 0 … … 0 0 0 
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表 3.6：意味的変数を持つ行列 Hの例 
 
次に，もっとも重要である段落を決定する．次に述べる GRP を用いて，意味
的変数を持つ行列 H から，各文の意味の重要度を計算することにより，意味的
に最も重要な文を抽出する 
GRP =  ∑(𝐻𝑖,𝑗 × 𝑤𝑒𝑖𝑔ℎ𝑡(𝐻𝑖,∗))
𝑘
𝑖=1
 
 
𝑤𝑒𝑖𝑔ℎ𝑡(𝐻𝑖,∗) =
∑ 𝐻𝑖,𝑞
𝑛
𝑞=1
∑ ∑ 𝐻𝑝,𝑞
𝑛
𝑞=1
𝑘
𝑝=1
 
Hの j 行は，抽出対象の文を表す．また，Weight は i 列の意味的変数の一般化
を表す．j 行の意味的変数を合計することによって，j 行と対応する段落の重要
度を導き出すことができる．表 3.7 に GRP を用いて，計算した結果を示す．結
果として最も GRP の値が高い P2が要約文書として出力される 
Semantic  
variable 
Paragraph 
P1 P2 P3 … P5 P6 P7 P8 P9 … … P14 
H1 4.69  0.15  0.10  … 0.07  0  0  0.02  0.01  … … 0  
H2 0.01  0  0  … 0  0  0  0  3.80  … … 0  
H3 0.05  0.01  0.07  … 0  4.99  0.05  0.02  0.01  … … 0.02  
H4 0  0.06  0  … 0  0  0  0  0  … … 0  
H5 0  0  0  … 0.04  0.01  0  0  0  … … 3.77  
H6 0  0  0  … 3.25  0  0.56  0  0  … … 0  
H7 0  0.07  0.03  … 0  0.06  0.18  0.07  0  … … 0.02  
H8 0  4.65  0.04  … 0  0.06  1.01  0.18  0  … … 0  
H9 0  0  0  … 0.01  0  0  0.53  0.05  … … 0.03  
H10 0.05  0.05  4.38  … 0  0  0  0  0  … … 0  
H11 0.21  0  0.90   0  0  0  0  2.26    0  
H12 0.08  0  0   0  0  0  0  0    0.01  
H13 0.06  0  0.09   0.04  0.02  0  4.52  0    0  
H14 0.10  0  0.06   0  0  0  0  0.02    0  
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表 3.7:GRPの結果例 
 
3.3.2 実験と評価 
3.3.2.1 実験設定 
 実験は，提案手法と従来手法を比較する．比較対象は，要約の精度と，要約
速度についておこなう．実験環境は，モバイル端末として，Maker: Camangi, 
Model: Camangi-FM600, CPU: 0.6GHz, Main Memory: 500MB, OS: Android2.2 を用
いる．また，実験対象として，DUC2006[61]のデータからランダムに抽出した
50文書を用いる．実験対象となる文書の情報を表 3.8に示す．また，NMFによ
る更新回数は 50 回とし，距離のしきい値は，0.001 とした．また，分解行列の
初期値は，ランダムとした．精度の評価として ROUGE[62]評価システムを実装
がされたツール ROUGE-1.5.5[63]を用いた． 
また，提案手法による効率化を証明するために，文書サイズによる要約作成
速度の評価と，ステミング処理速度に対する評価をおこなう．実験環境として，
Maker: DELL，Model: Precision T3500，CPU: Intel Xeon W3520(2.67GHz)，Main 
Memory: 6GB，OS: Linux Ubuntu 10.04.2 LTS 64bit を用いる．実験対象として，
DUC2006 のデータからランダムに抽出した文により作成した 10KB から 100KB
のサイズの文書を用いる．また，ステミング処理の比較対象として TreeTagger[64]
を用いる．TreeTagger とは，英語の形態素解析器であり，ステミング処理が可能
である．TreeTagger は，英語の形態素解析器の中でも高速な処理がおこなえるツ
ールである．  
 
表 3.8:テストデータの情報 
 平均 最大 最小 
単語数 481.38 13450 150 
段落数 12.96 8 5 
Paragraph  P1 P2 P3 P4 P5 P6 P7 … P14 
GRP 0.407 0.512 0.350 0.258 0.214 0.373 0.240 … 0.263 
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 DUC2006 とは，2000年から，米国標準技術院が開催している要約の評価会で
あるDocument Understanding Conference(DUC)の 2006年におけるテストデータセ
ットである．50 のトピックを持ち，1 トピックあたり 25 記事が含まれている．
また，それぞれに要約の正解データが 4 文書ずつ含まれている．正解データは
人手によりそれぞれのトピックを要約した文書であり，250単語の文書データで
ある．本実験では，それぞれのトピックからランダムに 50文書を選択し，実験
に用いた．また，ROUGE スコアは，それぞれの正解要約文書との ROUGEスコ
アの平均値とした． 
 ROUGE とは，DUC で公式に採用されている要約の自動評価ツールである
ROUGE-1.5.5に実装されている要約の評価手法である．ROUGE は，5つの評価
手法からなる．すなわち，ROUGE-N，ROUGE-L，ROUGE-LW，ROUGE-S，
ROUGE-SUの 5つである．ROUGEはそれぞれ，再現率，精度，F値を計測する．
本実験では，ROUGE-N，ROUGE-L，ROUGE-LW，ROUGE-SUの 4 つを用いた．
また，計測値は精度のみを用いた．以下に，それぞれの評価手法について説明
する． 
 ROUGE-N 
ROUGE-N とは，要約結果と正解データの n-gram を用いた再現率であり，
計算式は，正解データを X，要約結果を Y とすると，再現率𝑅，精度𝑃は，
以下の式で求めることが出来る． 
𝑅 =
𝑋, 𝑌に共通する𝑁𝑔𝑟𝑎𝑚の数
𝑋に出現する𝑁𝑔𝑟𝑎𝑚の数
 
𝑃 =  
𝑋, 𝑌に共通する𝑁𝑔𝑟𝑎𝑚の数
𝑋, 𝑌に出現する𝑁𝑔𝑟𝑎𝑚の数
 
また，F値は以下の式で求める事ができる．本実験では，ROUGE-1を用い
た．また，𝑥 = 0.5とした． 
F =
𝑃𝑅
(1 − 𝑥)𝑃 + 𝑥𝑅
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 ROUGE-L 
ROUGE-Lとは，最長共通部分列の再現率と精度によって求まる．最長共通
部分列を計算する関数を LCSとし，正解データ Xの長さをm，要約結果 Y
の長さを nとすると，再現率𝑅，精度𝑃は，以下の式で求めることが出来る．
F値の計算式は，ROUGE-Nと共通である． 
𝑅 =
𝐿𝐶𝑆(𝑋, 𝑌)
𝑚
 
 𝑃 =
𝐿𝐶𝑆(𝑋, 𝑌)
𝑛
 
 ROUGE-LW 
ROUGE-LWとは，ROUGE-Lに重みを加えたものであり，以下の式で，再
現率と精度が求めることができる． 
𝑅 = 𝑓−1 (
𝐿𝐶𝑆(𝑋, 𝑌)
𝑓(𝑚)
)   
𝑃 = 𝑓−1 (
𝐿𝐶𝑆(𝑋, 𝑌)
𝑓(𝑛)
) 
ここで，関数 fとは，重みを与える式であり，ROUGE-1.5.5 では，以下の式
により求められる． 
𝑓(𝑘) = 𝑘1.2 
また，F値の計算式は，ROUGE-Nと共通である． 
 ROUGE-S 
ROUGE-Sとは，skip-bigramにより，計算される尺度である．skip-bigram
とは，通常の bigramとは異なり，連続した 2語のペアのみではなく，任意
のギャップを持つ 2語のペアも含む．例えば，”this is a pen”という文のギ
ャップが 2とした時の skip-bigramは，(“this is”, “is a”, “a pen”, “this a”, “is 
pen”)である．ここで，ギャップを𝑔とした時の再現率𝑅，精度𝑃は以下の通
りになる． 
𝑅 =
𝑆𝐾𝐼𝑃𝑔(𝑋, 𝑌)
𝐶(𝑚, 𝐺)
 
𝑃 =
𝑆𝐾𝐼𝑃𝑔(𝑋, 𝑌)
𝐶(𝑛, 𝐺)
 
ここで，関数 Cは，ギャップ𝑔の時の bigramの総数である．例えば，”this 
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is a pen”という文の場合𝑔 = 2とすると，関数 Cの結果は 6となる． 
また，F値の計算は，ROUGE-Nと共通である． 
 ROUGE-SU 
ROUGE-SUとは ROUGE-Sを発展させた尺度である．ROUGE-Sとの違い
は，skip-ngram を作成する際に，開始記号を含めることである．すなわ
ち，”this is a pen”の𝑔 = 2における skip-ngramは，開始記号 Sを含んだ(”S 
this”，”this is”，”is a”，”a pen”，”this a”，”S is”，”is pen”)の 7つとなる．
今回の実験では，𝑔 = 2として用いた．また，再現率𝑅，精度𝑃，F値の計算
式は，ROUGE-Sと共通である． 
3.3.2.2 評価 
表 3.9，表 3.10に提案手法による次元削減数と，要約処理速度の向上結果をそ
れぞれ示す．𝛼 = 0は従来手法による結果を示している．表 3.9 より，行列要素
数は，95%の削減をおこなうことができたことがわかる．また，表 3.10 より，
要訳処理速度は，8.5 倍となったことがわかる．また，従来手法より，NMFの計
算処理が，文書要約処理全体のボトルネックとなっていたことがわかる．提案
手法では，行列次元数の削減により，検索精度が大きく向上していることがわ
かる． 
 
表 3.9:提案手法による次元削減結果 
 単語数 段落数 行列要素数 
α=0 172.2 12.8 2663.4 
α=1 42.5 12.7 677.4(74%) 
α=2 18.7 12.5 294.5(88%) 
α=3 10.5 12.0 165.0(93%) 
α=4 6.8 11.7 109.4(95%) 
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表 3.10:提案手法による要約速度結果 
 Construct 
Matrix[ms] 
NMF[ms] Total[ms] 
α=0 185.7 2334.7 2520.4 
α=1 145.5 632.9 778.5(3.2 倍) 
α=2 135.8 317.8 453.7(5.5 倍) 
α=3 152.8 198.8 351.7(7.1 倍) 
α=4 145.4 150.4 295.9(8.5 倍) 
 
次に，要約精度についての実験結果を表 3.11，表 3.12，表 3.13 に示す．それ
ぞれ，ROUGEによるスコアの平均値，最大値，最小値を示している．それぞれ
の結果により，提案手法では，従来手法と精度が変わらないことがわかる．ま
た表 3.13 の結果から，ROUGE の最小値の結果が向上している．これは，提案
手法による不要語の削除により，重要度判定の誤判定が少なくなった結果であ
ると考えられる． 
 
表 3.11:実験結果における ROUGE の平均スコア 
 ROUGE-N ROUGE-L ROUGE-W ROUGE-SU 
α=0 0.4083 0.3621 0.2256 0.1786 
α=1 0.4117 0.3658 0.2277 0.1796 
α=2 0.4127 0.3681 0.2289 0.1798 
α=3 0.4124 0.3680 0.2293 0.1808 
α=4 0.4191 0.3755 0.2357 0.1857 
 
表 3.12:実験結果における ROUGE の最大スコア 
 ROUGE-N ROUGE-L ROUGE-W ROUGE-SU 
α=0 0.4772 0.4270 0.2663 0.2227 
α=1 0.4755 0.4250 0.2646 0.2185 
α=2 0.4730 0.4270 0.2658 0.2201 
α=3 0.4758 0.4282 0.2668 0.2200 
α=4 0.4706 0.4256 0.2667 0.2158 
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表 3.13:実験結果における ROUGE の最小スコア 
 ROUGE-N ROUGE-L ROUGE-W ROUGE-SU 
α=0 0.3366 0.2981 0.1896 0.1344 
α=1 0.3385 0.3036 0.1926 0.1371 
α=2 0.3503 0.3142 0.2006 0.1436 
α=3 0.3557 0.3187 0.2035 0.1489 
α=4 0.3615 0.3209 0.2029 0.1511 
 
表 3.14: 実験データ「D0605E-XIE19991105.0236」の要約結果 
 要約結果 
α=0 It affects an estimated 18.5 million Americans, mostly over age 45. 
α=1 
Treatment can involve medicines, surgery, and nontraditional 
approaches, as well as exercise and weight control. 
α=2 
Most often found in the fingers and weight-bearing joints, including 
the knees, feet, hips, and back, it usually causes pain and limits 
movement. 
α=3 It affects an estimated 18.5 million Americans, mostly over age 45. 
α=4 It affects an estimated 18.5 million Americans, mostly over age 45. 
 
表 3.15：表 3.14における ROUGEスコア 
 ROUGE-N ROUGE-L ROUGE-W ROUGE-SU 
α=0 0.3195 0.3195 0.3145 0.2774 
α=1 0.6009 0.5512 0.4253 0.4281 
α=2 0.5010 0.4685 0.3918 0.3476 
α=3 0.3195 0.3195 0.3145 0.2774 
α=4 0.3195 0.3195 0.3145 0.2774 
 
表 3.14にトピック「Osteoarthritis」に関する記事「D0605E-XIE19991105.0236」
についての要約結果を示す．また，表 3.15に要約結果のROUGEスコアを示す．
ここで，「D0605E-XIE19991105.0236」の内容は表 3.16に示す．実験結果より，
𝛼 = 1が最も良好な結果を得られている．文書内容は，関節炎の一種である
「Osteoarthritis」の治療法についてであり，治療法の概要を示した要約文が最
も良好な結果を示している．また，𝛼 = 0, 3, 4の結果では，この病気に罹る人口
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について示しており，重要なデータであるが，この文書を適切に表していると
は言えない．また，𝛼 = 2の結果でも，この病気の症状についての説明であり，
重要な情報と言えるが，この文書を適切に表しているとは言えない． 
 
表 3.16:実験データ「D0605E-XIE19991105.0236」 
Pi Paragraphs 
P1 Osteoarthritis is the most common type of arthritis. 
P2 It affects an estimated 18.5 million Americans, mostly over age 45. 
P3 
It is a degenerative joint disease that involves the breakdown of cartilage and bones through wear-and-tear 
injuries. 
P4 
Most often found in the fingers and weight-bearing joints, including the knees, feet, hips, and back, it 
usually causes pain and limits movement. 
P5 
Treatment can involve medicines, surgery, and nontraditional approaches, as well as exercise and weight 
control. 
P6 A variety of over-the-counter and prescription medicines are used in treating osteoarthritis. 
P7 
They include acetaminophen, as Tylenol, for pain relief, non-steroid anti-inflammatory drugs (NSAIDs), as 
Advil, Aleve, Motrin, and topical pain-relieving ointments. 
P8 New NSAIDS called COX-2 inhibitors, such as Celebrex and Vioxx, are being used to reduce inflammation. 
P9 Traditional NSAIDs can cause stomach irratation, ulcers, and stomach bleeding. 
P10 
Research indicated that COX-2 drugs reduce inflammation similarly to traditional NSAIDs while causing 
fewer gastrointestinal side effects. 
P11 The FDA questioned whether Celebrex was actually safer for patient's stomachs than older painkillers. 
P12 It was also linked to gastrointestinal hemorrhages among users in the first three months on the market. 
P13 Surgery is often used relieve the pain and limited mobility of osteoarthritis. 
P14 Arthroscopic knee appears to decrease knee pain, for reasons not completely understood. 
P15 Some research indicated there might be a placebo effect. 
P16 
Nontraditional approaches used to treat osteoarthritis include acupuncture, folk remedies, such as wearing 
copper bracelets, and nutritional supplements, such as glucosamine, chondroitin, and certain vitamins. 
P17 Some research indicated the nontraditional approaches have limited or highly questionable benefits. 
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次に，提案手法による効率化を証明するためにおこなった文書サイズ毎の要
約作成速度の評価実験と，ステミング処理速度に対する評価実験について述べ
る．要約作成速度の実験結果を図 3.2に示し，ステミング処理速度に対する評価
実験を図 3.3に示す．結果より，提案手法が文書サイズによらず有効であること
が分かる．また，ステミングにおいて，Porter のステミングが，ステミング処理
の効率化において有効であることを示した． 
 
図 3.2:文書サイズ毎の要約文作成速度 
 
図 3.3:文書サイズ毎のステミングと TreeTagger の処理速度の比較 
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3.4 結言 
文書自動要約手法は，文書を適切に要約することができれば，少ない記述で
文書の内容がわかることから，Web 検索結果など，膨大な文書量から適切に文
書を選択しなければならない時に用いられる．また，画面サイズに制限がある
携帯端末などに適用される．しかし，携帯端末は，低性能な計算機である場合
が多いため，優れた要約手法であっても，適切に運用できない場合がある． 
そこで本章では，文書要約のための辞書を持たず，また，計算量が少ない手
法について提案した．提案手法は，NMFを利用した文書要約手法を改良し，NMF
の計算に掛かるコストを削減することによって，より効率的な文書自動要約手
法について提案した． 
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第 4章 
複数文字列検索 
 
4.1 緒言 
複数文字列検索とは，対象となる文字列から，あらかじめ用意した文字列の
集合が出現するすべての位置を検出することである．複数文字列検索は，Web
検索エンジン以外にも，テキストエディタや、テキスト検索，計算生物学など
で広く利用されている検索手法である．文字列検索アルゴリズムには，線形探
索アルゴリズム，KMP 法[16]，BM 法[17]などの手法がある．ここで，複数文
字列を検索する場合においては，キー検索技法の一つであるトライ法[18]を用い
ることで，ある程度効率的な検索がおこなえる．また，複数文字列検索におけ
る代表的な手法としては，Aho-Corasickの手法[24]がある．Aho-Corasickの手
法は，まず，与えられた文字列集合からマシン AC と呼ばれる有限オートマト
ンの一種を構成し，入力として文字列を与えることにより文字列検索を実行す
る．マシン AC は，与えられた文字列を一回走査するだけで，複数文字列検索
をおこなうことができる．そのため，トライを用いて検索するよりも，効率的
に検索ができるとされている．また，マシン AC とトライ法は共にオートマト
ンの一種である．そのため，トライ法を実現するデータ構造の一種であるダブ
ル配列による構築が可能である．しかし，マシン AC は，状態遷移において，
メモリ上の離れた場所にアクセスしなければならないため，実際の速度におい
て，ダブル配列による線形探索アルゴリズムよりも遅い可能性がある．もし，
この可能性が真実であれば，ダブル配列による複数文字列検索に対する有用性
は非常に高くなる． 
そこで本論文では，Aho-Corasick の手法とトライ法による 複数文字列検索
をおこない，速度について比較する．加えて，Aho-Corasickの手法とトライ法
の検索速度について原因を解明する． 
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本章では，まず，トライ法とこれを実現するためのデータ構造について説明
する．次に，文字列検索技法について説明し，複数文字列検索としてのトライ
法と AC法について説明する．最後に，AC法とトライ法による複数文字列検索
の比較をおこない，速度について実験をおこなう． 
4.2 トライ 
キー検索[43]は，キーと呼ばれる特定の見出しを持つデータを検索する技術で
ある．索引検索と自然言語処理の両方において基盤技術となっているだけでな
く，幅広い分野で利用されており，登録するデータの構造や規模，更新頻度な
どに応じて様々なキー検索技法が提案されている．なかでも，キーの共通接頭
辞を併合圧縮した木構造であるトライは，登録キーの総数に依存せず高速な検
索ができること，検索失敗位置の特定が容易であること，検索文字列中の接頭
辞の検出が容易であることなどの理由により，形態素解析，スペルチェックな
どの自然言語辞書を中心として広く用いられている． 
本章では，まず 4.2.1 節でトライの概要を述べる．そして，4.2.2 節ではトライ
を実現するデータ構造について説明する． 
4.2.1 トライの概要 
トライ(trie)は，“retrieval”の真ん中のスペル“trie”を語源とし，Fredkin[9]により
命名された．発音上，木(tree)構造と区別するためにトライと呼ばれる． 
トライは，辞書を構成する手法の一種であり，木構造により辞書を構成する．
トライではキーが文字単位に分割され根から葉への経路上に分岐条件として割
り当てられる．そして，根から葉に向かって分岐条件の文字を連結していくこ
とにより，登録されているキーを復元することができる．図 4.1 にキー集合 K = 
{ “bac”, “bad”, “bb”, “da”, “dabb”, ”db” }に対するトライを示す．文字‘#’はキーの
終端を表しており，“badge”に対する“bad”のように，異なるキーの前方部分とな
っているキーを検出するために利用される．終端文字の存在により，各キーが
個別の葉と対応するため，キーに対して情報（レコード）を関連付ける場合，
対応する葉にレコードの格納位置を持たせればよい．図の丸部分それぞれをノ
ード（node）と呼び，ノード 0のように頂点にあるノードを根ノード（root node）
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と呼ぶ．また，ノード 5のようにトライの末端に位置するノードを葉ノード（leaf 
node）と呼ぶ．そして，ノードとノードを結ぶ線を枝（arc）と呼び，枝の上の
文字を遷移文字（arc label）と呼ぶ． 
 
[例 4.1] トライにおける検索 
 図 4.1のトライから“dabb”を検索する場合，まず，先頭の文字が‘d’なので根か
らノード 9へと遷移する．次に，文字‘a’に対応する枝を辿り，ノード 10に到達
する．このとき，ノード10において終端文字‘#’による分岐が存在することから，
“dabb”に対する前方一致キー“da”の存在を確認できる．続けて文字‘b’と‘b’に対
応する枝を辿り，ノード 12に到達する．ここで，終端文字‘#’と対応する枝が存
在するため，“dabb”が登録されていることが分かり，検索終了となる． 
（例終） 
 
 
図 4.1:キー集合 K に対する終端文字を用いたトライ 
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また，終端文字を利用せず，出力を表すフラグによりキーの終端を表現する
手法も存在する．図 4.2に出力フラグによるトライ図を示す．図 4.2における二
重丸のノードが出力フラグを持つことを表している．終端文字を利用したトラ
イでは，キー毎に終端文字が必要であるため，キー数分のノードが増加するが，
出力フラグを利用したトライでは，トライのノード数を増やす事なくキーの終
端を表すことができる．しかし，レコード情報への参照も別の領域で管理しな
ければならない．そのため，終端文字を用いるか出力フラグを用いるかを，レ
コード情報の用途によって選択する必要がある．本論文では，出力フラグを用
いたトライについて説明する． 
 
 
 
 
 
図 4.2:キー集合 K に対する出力フラグを用いたトライ 
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[例 4.2] トライにおける検索 
 図 4.2のトライから“dabb”を検索する場合，まず，先頭の文字が‘d’なので根か
らノード 6 へと遷移する．次に，文字‘a’に対応する枝を辿り，ノード 7 に到達
する．このとき，ノード 7は出力フラグを持つことから，“dabb”に対する前方一
致キー“da”の存在を確認できる．続けて文字‘b’と‘b’に対応する枝を辿り，ノー
ド 9に到達する．ここで，ノード 9は出力フラグを持つため，“dabb”が登録され
ていることが分かり，検索終了となる． 
（例終） 
 
トライによる検索では，入力文字列を先頭から 1 文字ずつ参照し，対応する
枝を辿ることで根から葉に向かって移動（遷移）していく．遷移を繰り返すこ
とによって葉に到達した場合，入力文字列はキーとして登録されているという
ことが分かる．一方，途中で辿るべき枝が見つからない場合，入力文字列は登
録されていないということが分かる．そのため，照合に失敗した位置や入力文
字列の前方部分と一致するキーを容易に検出することができる．この特徴によ
り，トライはスペルチェックや形態素解析などの辞書を中心として広く用いら
れている． 
 
4.2.2 トライのデータ構造 
トライを実現する代表的なデータ構造には，未定義の遷移を含めて記憶する
配列構造（array structure）と，定義された遷移情報のみを記憶するリスト構造（list 
structure）があり，これらのデータ構造は検索時間と記憶量に対して対照的な長
所と短所をもつ．配列構造の長所は，極めて高速な検索が可能であること，短
所は記憶量に無駄が生じることである．リスト構造の長所はコンパクトにトラ
イを実現できること，短所は検索速度に難があることである．また，コンパク
トにトライを実装する方法として LOUDS（Level-Order Unary Degree Sequence）
[19][20]がある．LOUDS は木構造を表現する簡潔データ構造[22]の一種である．
LOUDS は，理論的に O(1)で検索が可能であるが，動的な要素の追加や削除がお
こなえないという問題がある．これらの問題を解決する手法に青江の提案した
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ダブル配列構造[7][9]がある．ダブル配列構造は，検索の高速性と記憶量のコン
パクト性を併せ持つ優れたデータ構造であり，動的な要素の追加や削除が可能
である．また，LOUDS と同じ理論的な検索速度は O(1)であるが，実際に速度を
比較してみると，10 倍程度高速である．また，ダブル配列構造を発展させた手
法として，コンパクトダブル配列がある．コンパクトダブル配列は，ダブル配
列よりも少ない辞書容量でダブル配列を実現した手法である． 
4.2.2.1 配列構造 
配列構造は二次元配列を用いてトライを実現するデータ構造であり，ノード
数を n，文字の種類を kとするとき n×kの二次元配列を使用する．現在のノー
ドと遷移文字の組から O(1)の時間計算量で枝の存在と遷移先のノードを確認で
きるため，検索時間は入力文字列の長さのみに依存し，キー数の増加によって
時間効率が悪化しない利点を持つ．しかし，トライの表現に用いる n×kの二次
元配列において使用される要素は n－1個であり，大半の配列要素が未使用にな
る欠点がある．そのため，空間効率が悪く，辞書のサイズが大きくなり，大規
模なキー集合を扱うのには適していない． 
図 4.2のトライを実現する配列構造を図 4.3に示す．図の各列は 1つのノード
と対応しており，ノードと文字の組から一意に遷移が決まるようになっている．
また，配列に格納されている数値は遷移先のノードを表す．また，”#”は出力フ
ラグとレコードの参照番号を表している．空の要素は遷移が定義されていない
ことを示している．図 4.3より，配列構造における空間効率の悪さを確認するこ
とができる． 
 [例 4.3] 配列構造における検索 
 配列構造において，ノード s と文字 c の組に対応する要素を table[s][c]により
表すものとする．図 4.3のトライから“dabb”を検索する場合，辿るべきノードは
0，6，7，8，9 である．図 4.3 の配列構造上では table[0][‘d’]=6，table[6][‘a’]=7，
table[7][‘b’]=8，table[8][‘b’]=9 という参照がおこなわれ，ノード 9 は出力フラグ
を持つため，検索終了となる． 
（例終） 
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 0 1 2 3 4 5 6 7 8 9 10 
#    1 2 3  4  5 6 
a  2     7     
b 1 5     10 8 9   
c   3         
d 6  4         
図 4.3:キー集合 K に対する配列構造によるトライ  
 
 
 
 
4.2.2.2 リスト構造 
リスト構造は連結リストの各セルをトライの各ノードと対応させるデータ構
造であり，各セルに子へのポインタと兄弟へのポインタを持たせる．すべての
セルが活用されるため空間効率に優れており，配列構造よりコンパクトに辞書
を構成することができる．しかし，遷移の際に遷移元と遷移先以外のノードを
参照する必要があり，キー数が増加するほど時間効率が悪化するという欠点を
持つ． 
図 4.2のトライを実現するリスト構造を図 4.4に示す．図中の下方向の矢印は
子へのポインタを表しており，右方向の矢印は兄弟へのポインタを表している．
図 4.4より，分岐のあるノードから遷移する場合，子へのポインタを辿った後で
兄弟へのポインタを辿らなければならないことが分かる．すなわち，リスト構
造における時間効率は分岐の増加によって悪化する． 
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[例 4.4] リスト構造における検索 
図 4.2のトライから“badge”を検索する場合，辿るべきノードは 0，6，7，8，9
である．しかし，図 4.4のリスト構造上では，ノード 3から 7へ直接移動できな
いため，ノード 4を経由する必要がある．同様に 0から 6への遷移ではノード 1
を経由する．結果として，辿るべきノードに加えて 1 つ余分なノードを参照す
ることになる． 
（例終） 
 
 
 
 
データ構造 
node label output first_child next_sibling 
 
0    -      -      -      - 
                       
1 b 0          6 d 0  -       
                       
2 a 0    5 b 1 - -  7 a 1    10 b 1 - - 
                       
3 c 1 -   4 d 1 - -  8 b 0  -       
                       
            9 b 1 - -       
 
図 4.4:キー集合 Kに対するリスト構造によるトライ 
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4.2.2.3 LOUDS 
LOUDS（Level-Order Unary Degree Sequence）[44]は，簡潔ビットベクトルによ
り木構造を表現する．簡潔ビットベクトルとは，配列の要素として‘0’か‘1’のみ
を許す配列である．この配列に格納したデータ構造が LOUDS で木構造を表現す
る部分であり，これを LBS（LOUDS bit-string）と呼ぶ．LBS は，木構造の根か
ら幅優先で木を辿り，遷移先ノードの数と同数の’1’とその後ろに’0’を格納する
ことで，遷移先ノードの数を表現する．また，LBS では，rank と select という 2
つの操作により，遷移元ノードと遷移先ノードの特定をおこなう．ここで，関
数 rank(x, b)は，LBS の要素番号 xと’0’か’1’のどちらかの値 bを受け取り，LBS
を先頭から走査した時，x までに b が何回出現したかを返す関数である．また，
関数 select(count, b)は，出現回数 count と’0’か’1’のどちらかの値 b を受け取り，
LBS を先頭から走査した時，bが count 回出現した時の要素番号を返す関数であ
る．LBS における要素番号 x に対応するノード番号は，rank(x,1) により特定で
き，要素番号 x に対応するノードの遷移元ノードの要素番号は，select(rank(x,0),1) 
により特定できる．また，要素番号 x に対応するノードの遷移先ノードの中で，
最もノード番号の若いノードの要素番号は，select(rank(x,1),0)+1 により特定でき，
その位置から LBS を走査することにより兄弟ノードを辿ることができる． 
また，LOUDS はあくまでも木構造であって，木の形のみを表現する．そのた
め，トライとして使用するためには，枝に文字をつける必要がある．LOUDS 自
身の中にそのような情報を保存するのは難しいため，LBS とは別の配列へ格納
する．配列のどの位置に遷移文字を保存したか，対応をとるために遷移先のノ
ード番号をインデックスとする． 
LOUDS を用いてトライを実現する場合，LBS と遷移文字を格納している配
列のみを記憶すればよいため，配列構造やリスト構造と比べ，はるかに高い記
憶効率でトライを実現できる．しかし，LOUDS はトライのルートから順に要素
を格納していくため，動的な要素の追加や削除をおこなえないという欠点があ
る．また，検索においては，辿るべき遷移を線形探索することになるため，遷
移にかかる計算時間が遷移先の数に依存する．そのため，キーの増加にともな
って，検索速度は低下し，配列構造よりも検索速度においては劣るという問題
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がある． 
[例 4.5] LOUDS を用いたトライにおける検索 
図 4.2 のトライに対する LOUDS による実現例を図 4.5 に示す．LABEL は遷
移文字を格納した配列であり，要素番号はトライの遷移先ノード番号と対応し
ている．ここで，LBS の先頭の`10' は，スーパールートと呼ばれ，根ノードに
対する遷移元ノードとして設定される．また，parent，child は LBS によって計
算できる，遷移元ノードのノード番号と遷移先ノードのノード番号である．例
えば，要素番号 5,6,7 に対応する parent 2 は，select(rank(5, 0), 1) = select(rank(6, 0), 
1) = 2 により求められる．要素番号 5 に対応する child 4 は，rank(5, 1) = 4 によ
り求められる．ここで，記号’-’は，ノードと対応していない要素を表す．キー”dabb”
を検索する場合， 3, 6, 11, 16, 17 という順に遷移を辿る．まず，最初の遷移に
ついて説明する．ここで，根ノード 1 に対応する LBS の要素番号は 0 より，
select(rank(0, 1), 0)+1 = 2，child[2] = 2 で，根ノード 1 の遷移先ノードの中で最
もノード番号の若いノードが 2 であるということがわかる．続いて，ノード 2
の遷移文字を調べ，LABEL[rank(2, 1)] = LABEL[2] = ’b’であるため，遷移先ノー
ドが 2 でないことが確認される．次に兄弟ノードであるノード 3 の遷移文字を
調べ，LABEL[rank(3, 1)] = LABEL[3] = ’d’ であるため，遷移先ノードが 3 であ
ることが確認される．以降同様に，select(rank(3, 1) 0) + 1 = 8，LABEL[rank(8, 1)] 
= LABEL[6] = ’a’，select(rank(8, 1), 0)+1 = 16，LABEL[rank(16, 1)] = LABEL[11] 
= ’b’ ，select(rank(16, 1), 0)+1 =26，LABEL[rank(26, 1)] = LABEL[16] = ’b’，
g(16, ’#’) = 17は select(rank(26, 1), 0)+1 = 32，LABEL[rank(32, 1)] = LABEL[17] = ’#’ 
より，遷移が確認でき，キー”dabb” が登録されていることが確認できる． 
（例終） 
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 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
LBS 1 0 1 1 0 1 1 0 1 1 0 1 1 0 1 
Parent - 1 2 3 4 5 
Child 1 - 2 3 - 4 5 - 6 7 - 8 9 - 10 
 
 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
LBS 0 1 1 0 1 0 1 0 1 0 0 1 0 0 0 
Parent 5 6 7 8 9 10 11 12 13 
Child - 11 12 - 13 - 14 - 15 - - 16 - - - 
 
 30 31 32 33 34 
LBS 0 0 1 0 0 
Parent 14 15 16 17 
Child - - 17 - - 
 
 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
LABEL - - b d a b a b c d # b # # # 
 
 15 16 17 
LABEL # b # 
図 4.5:キー集合 Kに対するトライと LOUDS  
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4.2.2.4 ダブル配列 
ダブル配列[7][9]は，BASE と CHECK と呼ばれる 2 種類の一次元配列を用い
てトライを実現するデータ構造であり，検索時間がキー数の増加によって悪化
しないという配列構造の利点と，空間効率が高いというリスト構造の利点を兼
ね備えている．また，動的な要素の追加や削除が可能である．ダブル配列で使
用する一次元配列の各要素はトライの各ノードと対応しており，ノード s の要素
を BASE[s]，CHECK[s]により表すものとする． 
ダブル配列では，BASEにより遷移先を特定し，CHECKにより遷移元を特定
する．葉は子を持たないため，葉と対応する要素の BASE はレコードの情報を
格納する領域として使用することができる．ノード s における要素の BASE と
CHECK の値は，ノード s からノード t への枝が存在し，その枝が文字 c と対応
しているとき，式 4.1 を満足するように決定される．すなわち，BASE[s]と
CODE[c]の和により遷移先 t を特定することが可能であり，CHECK[t]により遷
移元を確認することができる．CHECK[t]を使用する理由は，ノード s 以外から
誤ってノード t に遷移することを防ぐためである．なお，CODE[c]は文字 cに割
り当てられた整数を表しており，一般的には 1バイトで表現されることが多い．  
 
t = BASE[s] + CODE[c]; 
s = CHECK[t]; 
  (4.1) 
また，BASE[s]と CODE[c]の和ではなく，排他的論理和によってもダブル配列の
遷移は実現できる． 
t = BASE[s] ^ CODE[c]; 
c = CHECK[t]; 
  (4.2) 
本論文では，排他的論理和によるダブル配列の遷移を用いる． 
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 0 1 2 3 4 5 6 7 8 9 10 11 
BASE 0 4 10 8 4 -1 -1 -1 3 -1  -1 
CHECK  0 8 0 1 1 4 4 3 3  2 
OUTPUT 0 0 0 0 0 1 1 1 1 1 0 1 
 
 a b c d 
CODE 0 1 2 3 
 
図 4.6:キー集合 Kに対するトライとダブル配列 
 
式 4.1により，O(1)の時間計算量で遷移を実現できるため，検索時間がキー数
の影響を受けないことが分かる．また，各要素が 2つの整数により構成される
ことから，空間効率がリスト構造と同等になることが分かる． 
 図 4.2 のトライに対するダブル配列による実現例を図 4.6 に示す．ただし，
最終フラグを表現するため，一次元配列 OUTPUT を用意する．OUTPUT は真
偽値を表し，値が TRUE の場合に対応するノードが最終フラグであることを示
す．ここで，OUTPUT における 1 は TRUE を示し，0 は FALSE を示す． 
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[例 4.6] ダブル配列における検索 
 図 4.6のトライから“dabb”を検索する場合，辿るべきノードは 0，3，8，2，10
である．最初の遷移では，BASE[0] ^ CODE[‘d’]=0 ^ 3=3により遷移先であるノ
ード 3が算出され，CHECK[3]=0により正しい遷移であることが確認される．以
下同様に，BASE[3] ^ CODE[‘a’] = 8 ^ 0 = 8，CHECK[8] = 3，BASE[8] + CODE[‘b’] 
= 3 ^ 1 = 2，CHECK[2] = 8，BASE[2] + CODE[‘b’] = 10 ^ 1 = 11，CHECK[11] = 2
という参照がおこなわれ，OUTPUT[11]=1 であるため検索成功となる． 
（例終） 
4.2.2.5 コンパクト ダブル配列 
コンパクトダブル配列は，矢田らによって提案されたダブル配列をさらに圧
縮したデータ構造である[45]．ダブル配列は，BASE と CHECK と呼ばれる 2 種
類の一次元配列を用いてトライを実現するデータ構造であり，BASE と CHECK
は，それぞれ，4byte の整数の配列である．コンパクトダブル配列は，CHECK
を 1byteで表すことにより，ダブル配列よりもコンパクトなデータ構造を実現し
ている．すなわち，CHECKが保持するデータは，遷移元のノード番号ではなく，
遷移に利用する文字を保持する．コンパクトダブル配列において，ノード s にお
ける要素の BASE と CHECKの値は，ノード s からノード t への枝が存在し，そ
の枝が文字 c と対応しているとき，次式を満足するように決定される．すなわ
ち，BASE[s]と CODE[c]の和により遷移先 t を特定することが可能であり，
CHECK[t]により遷移元を確認することができる．  
t = BASE[s] ^ CODE[c]; 
c = CHECK[t]; 
  (4.3) 
ただし，この時，葉ノードを除くあらゆるノードの組{s,t}において次式が成立す
る必要がある． 
BASE[s] ≠ BASE[t]                    (4.4) 
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 0 1 2 3 4 5 6 7 8 9 10 11 
BASE 0 4 10 8 5 -1 -1 -1 3 -1  -1 
CHECK  b b d a b d c a b  b 
OUTPUT 0 0 0 0 0 1 1 1 1 1 0 1 
 
 a b c d 
CODE 0 1 2 3 
図 4.7:キー集合 Kに対するトライとコンパクトダブル配列 
[例 4.7] ダブル配列における検索 
図 4.7のトライから“dabb”を検索する場合，辿るべきノードは 0，3，9，2，11
である．最初の遷移では，BASE[0] ^ CODE[‘d’]=0 ^ 3=3により遷移先であるノ
ード 3が算出され，CHECK[3]=’d’により正しい遷移であることが確認される．
以下同様に，BASE[3] ^ CODE[‘a’] = 8 ^ 0 = 8，CHECK[8] = ‘a’，BASE[8] ^ 
CODE[‘b’] = 3 ^ 1 = 2，CHECK[2] = ‘b’，BASE[2] ^ CODE[‘b’] = 10 ^ 1 = 11，
CHECK[11] = ‘b’という参照がおこなわれ，OUTPUT[11]=1 であるため検索成功
となる． 
（例終） 
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4.3 文字列検索 
4.3.1 文字列検索技法 
文字列検索とは，テキストから検索対象となる文字列とその位置を見つける
ことであり，全文検索とも呼ばれる．適切な検索結果を得るためには，まず，
適切な検索手法が必要である．現在，一般的に，全文検索手法は大きく二つに
分類することができる．1つは，逐次本文を文字列検索する逐次検索手法であり，
もうひとつは，予め文書本文を解析し，検索用の索引を作成しておく索引検索
手 法 で あ る ． 逐 次 検 索 手 法 に は ， KMP(Knuth-Morris-Pratt) 法 [16] や
BM(Boyer-Moore)法[17]などが，代表的な手法としてあげられる．また，索引検
索手法では，特徴ベクトル法[46]や転置ファイル法[47][48][49]などが挙げられる．
以下に，逐次検索手法と索引検索手法について，それぞれ概要を説明し，その
利点・欠点を述べる． 
 逐次検索手法 
逐次検索手法は，文書を順次走査し，テキストを含む文書を検索する手法で
ある．この手法の利点としては，前処理の必要性がないため，検索において，
内部表現に変換する必要がなく，動的な文書に対して有効である点で，テキス
トエディタなどの検索機能として利用されている．欠点としては，大規模な情
報が対象である場合，検索速度が低下する点である． 
 索引検索手法 
索引検索は，前処理として，あらかじめ文書を走査し，索引データを作成す
る．検索時に，作成した索引と検索テキストと照合をおこなうことにより，高
速な検索が可能となる．利点としては，大規模な文書群に対しても，検索時に
おける実行速度が高速な点である．そのため，情報検索システムでは，索引検
索を利用することが一般的である．欠点としては，検索精度が索引データに依
存する事と索引データ作成の手間を要するという点である． 
次に，逐次検索の代表的な例である， KMP 法や BM 法について，以下で説
明する．また，索引検索手法の代表的な例である，特徴ベクトル法，転置ファ
イル法について説明する． 
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KMP 法は，単一のキーワードを高速に検索するアルゴリズムの一つである. 
単純なキーワード検索のアルゴリズムでは，キーワードの長さを n としたとき，
検索対象の文字列の１文字目から n 文字目まで，２文字目から n+1 文字目まで，
順次キーワードと一致するかをチェックする．しかし，このアルゴリズムでは
文字列中の各文字がキーワードと複数回照合されることがあり，冗長である．
この欠点を解決する方法として提案された手法が，KMP 法である。KMP 法で
は，検索対象の文字列に対して先頭から文字の照合を行い，照合が失敗したと
きに，次にどの文字位置から照合を開始するべきかという情報を利用する．図
4.8に KMP 法におけるキーワード照合の例を示す．キーワードとして“abcaba”，
検索対象として，”abcabcababcaba”を用いる．まず，キーワードと検索対象の先
頭から文字比較を開始する．1回目の比較では，6文字目で照合が失敗する．こ
こで，比較済みの検索対象の部分文字列は”abcab”であるので，次にキーワード
を右にシフトしても照合できないことがわかる．照合可能な位置は，3文字シフ
トしてからである．また，このときキーワードの先頭 2文字”ab”は一致すること
が分かっているため，比較する必要がない．このように，照合開始位置や不一
致を検出した直後にキーワードをどれだけシフトすればよいか，また，何文字
が照合できているかを予め計算しておけばよい．2回目の比較では，4文字目か
ら比較をおこない，キーワードが検出される．3回目の比較では，比較済みの検
索対象の部分文字列は”abcaba”であるため，5 文字シフトした 9 文字目から比較
をおこない，キーワードが検出され，全ての比較を終了する． 
一般的に，キーワードは文字列の長さに対して 10文字を超えることはまれで
あり，また多くの場合，照合を行うときに 1 文字目で失敗する．また，KMP 法
では，失敗した際に次の照合開始位置を計算する時間が必要となる．以上によ
り，実際に KMP 法をキーワード検索に適用した場合，単純なキーワード検索ア
ルゴリズムと速度的に変わらない． 
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  1回目の比較：検出失敗 
照合開始位置 1   
キーワード a b c a b a  
検索対象 a b c a b c a b a b c a b a 
検索結果 ○ ○ ○ ○ ○ ☓         
 
2回目の比較：検出成功 
照合開始位置 4   
キーワード a b c a b a  
検索対象 a b c a b c a b a b c a b a 
検索結果    S S ○ ○ ○ M      
 
3回目の比較：検出成功 
照合開始位置 9   
キーワード a b c a b a  
検索対象 a b c a b c a b a b c a b a 
検索結果         S ○ ○ ○ ○ M 
 
 比較成功：○ 
照合失敗：☓ 
比較済み：S 
検出成功：M 
図 4.8:KMP法による全文検索の例 
BM 法は単純なキーワード検索のアルゴリズムや KMP 法が，キーワードの
先頭から文字列と文字列照合をおこなうのに対して，キーワードの末尾から文
字列の照合をおこなう手法である．BM 法では，まず，キーワードと検索対象
の文字列の１文字目を揃え，キーワードの末尾の位置の文字列の照合を行う．
検索対象の文字がキーワード中に存在する場合には，その位置が揃うようにキ
ーワードをシフトし，キーワード中に存在しない場合には, キーワードの長さ分，
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キーワードをシフトしながら照合処理を進める．BM 法では，キーワードが長
くなるとシフト量も平均的に大きくなることから，高速な文字列照合をおこな
うことができる．また，検索対象中の文字がキーワード中に現れる確率が小さ
いほど効率的である．しかし，検索文字列内の文字とキーワードの文字が同一
の 1 文字で構成されている場合は，文字照合のシフト量は常に１文字であるた
め，単純なキーワード検索のアルゴリズムと速度的に変わらない．検索文字列
内の文字とキーワードの文字が同一の 1 文字で構成されることは稀であること
から，一般的には非常に高速な文字列照合アルゴリズムである．図 4.9に BM 法
を用いて，文字列検索をおこなう例を示す．キーワードとして”STRING”，検索
対象として”SUPPOSE-THAT-PAT-IS-A-STRING-OF”とする．最初に，キーワード
の末尾”G”と検索対象の 6 番目の文字”S”を比較する．照合は失敗であるが，キ
ーワードの 1文字目に”S”があるため，5 文字シフトする．2回目の比較で，”G”
と11番目の文字”A”と比較する．照合は失敗し，キーワード中に”A”がないため，
6 文字シフトする．3 回目の比較では，”－”と比較するが，これもキーワード中
にないため，6文字シフトする．4回目の比較で，比較した文字列が一致するた
め，キーワードと，検索対象を比較し，検出が成功する．検出が成功したため，
6文字シフトするが，検索対象の末尾が現れるため，検索を終了する． 
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  1回目の比較：検出失敗 
キーワード S T R I N G  
検索対象 S U P P O S E - T H A T - P 
検索位置      ↑         
 
  2回目の比較：検出失敗 
キーワード S T R I N G  
検索対象 S U P P O S E - T H A T - P 
検索位置           ↑    
 
3回目の比較：検出失敗 
キーワード S T R I N G  
検索対象 A T - P A T - I S - A - S T 
検索位置       ↑        
 
4回目の比較：検出成功 
キーワード S T R I N G  
検索対象 - I S - A - S T R I N G - O 
検索位置       ↑        
 
5回目の比較：検出失敗 
キーワード S T R I N G  
検索対象 I S - A - S T R I N G - O F 
検索位置              ↑ 
 
図 4.9:BM法による全文検索の例 
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次に，索引検索手法の例として，特徴ベクトル法，転置ファイル法について
説明する． 
まず，特徴ベクトル法について説明する．特徴ベクトル法では文書を表現す
る特徴ベクトルと検索キーワードを表す特徴ベクトルを比較し，ベクトルが一
致すれば，その文書に対して，逐次検索を実行する．図 4.10 に特徴ベクトルを
用いた検索の概念図を示す．文書をある文字数ごとに文書ブロックと呼ぶブロ
ックに分割し，文書ブロックごとにブロックベクトルと呼ぶ索引語の有無をビ
ット列で表す特徴ベクトルを構成する．これは，文書ブロックの文字列情報を
圧縮したものである．  
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図 4.10:特徴ベクトル法による検索の概念図 
 
特徴：10000100 
検索キーワードベクトル 
検索対象文書 
 
文書ブロック 
----------------------------------- 
--------------------文書--------- 
----------------------------------- 
本文 
 
文書：01001001 
ベクトル 
 
文書ブロック 
----------------------------------- 
--------------------特徴--------- 
----------------------------------- 
本文 
 
特徴：10000100 
ベクトル 
 
文書ブロック 
----------------------------------- 
--------------------検索--------- 
----------------------------------- 
本文 
 
検索：10110001 
ベクトル 
文書 
照合失敗 
照合失敗 
照合成功 
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また，索引語は，それぞれ固有の特徴ベクトルを持つ．ブロックベクトルは，
各索引語に対する特徴ベクトルを論理和によって重ね合わせる手法がとられる
ことが多い．図 4.11 に文書ブロックにおける文書の特徴ベクトルの作成例を示
す．索引となる語から，特徴ベクトルを作成し，論理和によって，文書ブロッ
クの特徴ベクトルが作成される。 
 
図4.11:文書ブロックの特徴ベクトル作成例 
 
 
 
 
 
検索文書の特徴ベクトル 
文書ブロック 
 
索引語毎のベクトル 
文書：  10000010000 
特徴：  00000110000 
ベクトル：00100000010 
検索：  00010001000 
 
101101110010   
文書ブロックの特徴ベクトル 
論理和 
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図4.12:特徴ベクトル法による検索の例 
検索の実行例を図4.12に示す．検索キーワードとしてキーワードの検索時に
は，キーワードベクトルを作成し，文書ベクトルとの照合をおこなう．検索キ
ーワードとして「文書」と「微妙」と「ワールド」の三つを与え，キーワード
ベクトルと，文書ベクトルの論理積が検索キーワードベクトルと一致しなけれ
ば，検索キーワードは，その文書に存在しないことが判明する．「微妙」は，そ
れぞれのベクトルが一致しないため，その文書を検索する必要がなくなる．「文
書」はそれぞれのベクトルが一致し，検索対象である文書ブロック内に，検索
キーワードと一致する文字列が存在するため，検索成功となる．「ワールド」は，
それぞれのベクトルが一致するが，文書ブロック内に，対応する文字列が存在
しない．このように，ベクトルによる照合が成功しても，文書ブロック内に対
応する文字列が存在しないことをフォルスドロップ(False Drop)と呼び，このフ
ォルスドロップの確率が少ないほど，全文検索の速度は向上する．しかし，索
引語の種類が増加すると，フォルスドロップ率は増加するため，速度と，検索
精度を満足することは難しい． 
転置ファイル法とは，対象となる文書を予め走査して，索引語を抽出し，そ
検索文書の特徴ベクトル 
文書ブロック 
 
101101110010   
文書ブロックの特徴ベクトル 
 
検索キーワードとベクトル 
微妙：  00001010000 
ワールド：00010000010 
文書：  10000010000 10000010000 
00000010000 
00010000010 
論理積 
ベクトルが一致：     
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の索引語の位置を記録して，任意の文字列を高速に検索する手法である．索引
データの作成においては，文書を捜査して索引語を抽出し，その索引語と位置
情報を記録する．検索においては，検索語から索引語を抽出し，索引データか
ら索引語を用いて検索をおこなう．空白区切りで索引語を抽出した転置ファイ
ルの例を図4.13に示す．Di は文書番号を示し，Pi は索引語の位置を表す．検索 
語として「Japan」が与えられた場合，D0とD1が検索結果として得られる． 
 
 
 
 
 
 
 
japan { D0, P0 }，{ D1, P0 } 
has { D0, P1 }，{ D1, P1 } 
many { D0, P2 }，{ D1, P2 } 
words { D0, P3 }，{ D2, P1 } 
for { D0, P4 }，{ D2, P2 } 
snow { D0, P5 }，{ D2, P3 } 
distinctive { D1, P3 } 
traits { D1, P4 } 
eskimo { D2, P0 } 
図4.13:転置索引の例 
D0：Japan has many words for snow. 
D1：Japan has many distinctive traits. 
D2：Eskimo words for snow. 
検索対象 
転置索引作成 
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日本語のように分かち書きされていない言語では，索引語の選定手法が重要
となる．次に，索引語の代表的な選定手法としてN-gramを用いた選定手法と形
態素解析を用いた選定手法について説明する． 
 N-gramによる索引語選定とは，文字列をN文字区切りに1文字ずつずらしな
がら文字列を切り出す手法である．N-gramを用いる利点としては，全ての文字
列を転置索引に含めるため，検索漏れが発生しないことである．しかし，全て
の文字列を索引に登録するため，索引が大きくなり，また，検索精度が低下す
る可能性がある．N-gramによる切り出しにおいては，N=1，N=2のように切り
出す文字列の長さを選択することが可能である．Nの選択により，検索精度や検
索速度が変化する．次に，N=1を用いた場合と，N≧2を用いた場合の例と特徴
について述べる． 
 図4.14に，N=1を用いたときの索引語を示す．  
 
索引語 頻度 
は 2 
表 2 
日 1 
本 1 
語 1 
に 1 
・ 
・ 
・ 
・ 
・ 
・ 
図4.14:N=1による索引語生成の例 
 
 
日本語には雪を表す表現は複数ある． 
検索対象 
索引語作成 
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N=1の場合，索引語の種類は，文字の種類数と等しい．しかし，大規模なデ
ータに対する検索では，出現頻度が多い文字を含む検索文字列や，文字列長が
長い検索文字列に対する検索速度が著しく低下する場合がある．これは，位置
情報の読み込み量の増大と，位置情報が増加することによる位置情報の照合処
理の増大により引き起こされる．特に，ひらがなの位置情報量は多くなる傾向
にあり，検索実行時に索引データから読み込む確率が増加し，検索速度が低下
する可能性が高くなる． 
 次に，N≧2 を用いた場合について説明する．図 4.15 に，N=2 を用いたと
きの索引語を示す．これは，一部の検索キーに多くの位置情報が集中しないよ
うにすることで，検索時に位置情報の読み込み・照合の数を減らし，検索の高
速化を狙うものである．つまり，N≧2の場合は，N=1の場合の高速化手法と捉
えることができる．N=1 の場合よりも出現位置が分散しているため，２以上の
長さを持つ検索語に関しては，N=1 の場合よりも高速である．比較的高速に動
作するが，基本は N=1 の場合も N≧2 の場合でも同じであるため，頻度の多い
索引キーを含む場合は，著しく検索速度が低下するといった問題は存在するが，
N=1に比べ，確率が低い． 
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索引語 頻度 
日本 1 
本語 2 
語に 1 
には 1 
は雪 1 
雪を 1 
・ 
・ 
・ 
・ 
・ 
・ 
図4.15:N=2による索引語生成の例 
  
形態素解析を用いた索引語選定とは，索引語として，意味を持つ最小単位で
ある形態素を用いることで，高品質な索引語を選択することである．図4.16に
形態素解析による索引語の生成例を示す．形態素解析では，分割した形態素に
対して品詞推定をおこなうため，名詞などの検索語となり易い語を索引語とし
て選択でき，また，「は」の様な，助詞等の検索精度の低下につながるとおも
われる形態素を排除する事ができる．そのため，N-gramに比べて，辞書データ
サイズが小さくなり，また，高精度な検索のために必要な処理であると考えら
れる．欠点としては，形態素解析をおこなうため，形態素辞書が必要となり，
索引作成の時間も増大する．また，形態素解析の精度に依存するため，検索漏
れが発生する可能性がある． 
現在，情報検索システムにおいては，高速な検索が可能な索引検索手法が用
いられることが一般的であり，大規模な検索に対して適応可能な転置ファイル
法が用いられる． 
 
日本語には雪を表す表現は複数ある． 
検索対象 
索引語作成 
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索引語 頻度 
は 2 
日本語 1 
雪 1 
表現 1 
複数 1 
表 1 
・ 
・ 
・ 
・ 
・ 
・ 
図4.16:形態素解析による索引語生成の例 
 
 
4.3.2 複数文字列検索技法 
複数文字列検索とは，対象となる文字列から，あらかじめ用意した文字列の
集合が出現するすべての位置を検出することである．複数文字列検索は，単一
文字列を検索する技法を適用する場合，全ての検索文字列を実行しなければな
らないため，効率的でない．そこで，複数文字列を検索する逐条的手法として
AC(Aho-Corasick)法がある．本項では，まず，トライ法による複数文字列検索
への適用について説明し，次に，AC法について説明する． 
4.3.2.1 トライ法 
トライは，有限オートマトンの一種であり，MT = (S, Σ, s, g, h) と表す事ができ
る．ここで S は状態の有限集合，Σ は入力記号の有限集合，s は初期状態，g は
状態遷移関数で goto 関数と呼び，h は出力関数で output 関数と呼ぶ．goto 関数
日本語には雪を表す表現は複数ある． 
検索対象 
索引語作成 
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は S × Σ から S∪{fail} への写像を定義し，状態 s から t への遷移が入力記号 a
に対して定義されていれば，g(s,a) = t と書き，定義されていなければ，g(s,a)=fail
と書く．また，output関数は，S から{TRUE,FALSE}の写像を意味する．状態番
号は，整数値で表されており，番号 0を初期状態とする．図 4.17 にキー集合 K = 
{“abcd”, “bc”, “bca”, “d”}により構成されたトライ図を示す．また，キー集合 K 
= {“abcd”, “bc”, “bca”, “d”}により構成されたパターンマッチングマシンによ
り，文字列”bcabcd”を検索した結果を図 4.18に示す． 
 
図4.17:キー集合Kに対するトライ 
 
 
図 4.18:トライを使ったパターンマッチングの例 
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まず，最初に初期状態 0 からスタートし，最初の入力文字’b’により，goto 関数
g(0,’b’) = 5 によって決定された状態態番号 5へ遷移する．同じように，状態番号
5と入力文字’c’により，状態番号 6へ遷移する．ここで，状態番号 6の出力関数
h(6)=TRUE であるため，出力状態であることがわかり，状態番号 0 から 6 に遷
移に対応する入力文字”bc”が検索文字列として存在することがわかる．同じよう
に，状態番号 6 から 7 へ遷移し，検索文字列として”bca”を検出できる．状態番
号 7から入力文字’b’によるの遷移は，g(7,’b’) = failであるため，初期状態 0から，
再開する．図 4.18 に示す Search1 から Search6 をすべて完了することにより，文
字列”bc”, ”bca”, ”abcd”, ”d”が検出できる． 
 
4.3.2.2 AC法 
AC(Aho-Corasick)法とは，与えられた文字列集合からマシン AC と呼ばれる有限
オートマトンの一種を構成することにより，与えられた文字列を一回走査する
だけで，複数文字列検索をおこなうことができる．マシン AC は，MA = (S, Σ, g, f, 
output) と表す事ができる．ここで S は状態の有限集合，Σは入力記号の有限集
合，s は初期状態，gは状態遷移関数で goto 関数と呼び，goto 関数は S × Σ から 
S∪{fail} への写像を定義し，状態 s から t への遷移が入力記号 a に対して定義
されていれば，g(s,a) = t と書き，定義されていなければ，g(s,a)=fail と書く．以
上の定義は，トライによるパターンマッチングマシンと等しい．F は failure 関
数と呼び，状態間の遷移を示す．ただし，状態番号 0からの遷移は定義しない．
また，output は出力関数で output 関数と呼び，output 関数は，S から P(K)の写像
を意味する．P(K)とは，キー集合 K の冪集合である．状態番号は，整数値で表
されており，番号 0を初期状態とする．キー集合 K = {“abcd”, “bc”, “bca”, “d”}
により構成されたパターンマッチングマシンを図 4.19 に示し，文字列”bcabcd”
を検索した結果を図 4.20に示す． 
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図4.19:キー集合Kに対するマシンAC 
図4.19では，状態間の遷移は直線により示されており，点線はfailure関数による
遷移を意味する．￢{‘a’, ‘b’, ‘d’}は，‘a’, ‘b’, ‘d’ 以外の入力文字を意味する． 
図 4.20 による遷移の例では，まず，最初に初期状態 0 からスタートし，最初の
入力文字’b’により，goto 関数 g(0,’b’) = 5 によって決定された状態態番号 5へ遷
移する．同じように，状態番号 5 と入力文字’c’により，状態番号 6 へ遷移する．
ここで，状態番号 6 の出力関数 output(6)={“bc”}であるため，”bc”が検索文字列
として存在することがわかる．同じように，状態番号 6 から 7 へ遷移し，検索
文字列として”bca”を検出できる．状態番号 7 から入力文字’b’によるの遷移は，
g(7,’b’) = fail であるため，failure関数による遷移が行われる．failure 関数 f(7)=1
により，状態番号は 1 となり，状態番号 1 から検索が再開される．最終的に，
文字列”bc”, ”bca”, ”abcd”, ”d”が検出できる． 
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図 4.20:マシン ACを使ったパターンマッチングの例 
 
4.4 実験と評価 
4.4.1 実験設定 
本実験では，C/C++言語を使って実装し，Cコンパイラgcc 4.4.3，最適化オプ
ション-O2を適用してコンパイルした．また，実行環境を表4.1に示す． 比較は，
対象文字列の長さごとの比較，キーセットの数ごとの比較，キーセットの文字
列長ごとの比較をそれぞれおこなう．キーセット及び検索対象はGoogle N-gram 
[50] の uni-gramからランダムに選択し，構築した．以降，ダブル配列によるト
ライをTRIE-DA，ダブル配列によるAC法をAC-DAと呼ぶ． 
 
表4.1:実行環境 
 Machine1 Machine2 Machine3 
System 
Model 
Dell 
Power Edge 
M610 
Dell 
OptiPlex GX620 
ASUS 
EeePC S101 
CPU 
Intel Xeon E5540 
2.53GHz(8Core) 
Intel Pentium D 
3.40GHz 
Intel Atom N270 
1.60GHz 
L1 cache size 128KB 16KB 24KB 
L2 cache size 1MB 4MB 512KB 
L3 cache size 8MB None None 
Main 
Memory 
32GB 2GB 2GB 
OS 
Linux Ubuntu 
server 10.04 
64bit 
Linux Ubuntu 
server 10.04 
64bit 
Linux Ubuntu 
server 10.04 64bit 
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4.4.2 検索対象の違いによる評価 
キーセットとして，平均長8.2，キー数100,000を用いる．対象文字列の長さ
は，1,000から1,000,000,000とした．文字列マッチング数に結果が影響されない
ように，検索対象文字列長10,000から1,000,000,000は，対象文字列長1,000を結合
したものである．TRIE-DAとAC-DAの遷移回数のGainは-44.1%であった．表4.2
にMachin1における結果，表4.3にMachine2における結果，表4.4にMachine3にお
ける結果を示す．ここで，Gainとは改善率を表し，TRIE-DAの結果をt, AC-DA
の結果をaとした時，(100*((a/t)-1.0))で計算する．表に示す遷移速度とは，出力
関数を除いた検索速度である．なぜならば，AC法は，出力関数の実装方法によ
って検索速度に影響が出るためである． 
表4.2:Machine1における実験結果 
 検索速度[sec] 遷移速度[sec] 
Length of texts TRIE-DA AC-DA Gain TRIE-DA AC-DA Gain 
10,000(=10
4
) 0.000978 0.001371 40.1% 0.000421 0.000493 17.1% 
100,000(=10
5
) 0.005231 0.006487 24.0% 0.004198 0.004921 17.2% 
1,000,000(=10
6
) 0.048455 0.058050 19.8% 0.042307 0.049321 16.5% 
10,000,000(=10
7
) 0.476626 0.568017 19.1% 0.419346 0.491676 17.2% 
100,000,000(=10
8
) 4.773178 5.710494 19.6% 4.206308 4.938517 17.4% 
1,000,000,000(=10
9
) 47.52257 56.94476 19.8% 41.82698 49.01865 17.1% 
 
表4.3:Machine2における実験結果 
 検索速度[sec] 遷移速度[sec] 
Length of texts TRIE-DA AC-DA Gain TRIE-DA AC-DA Gain 
10,000(=10
4
) 0.001916 0.002144 11.8% 0.001164 0.001383 18.8% 
100,000(=10
5
) 0.013369 0.016207 21.2% 0.011048 0.012853 16.3% 
1,000,000(=10
6
) 0.126211 0.154558 22.4% 0.109091 0.127744 17.0% 
10,000,000(=10
7
) 1.266366 1.512427 19.4% 1.07171 1.26171 17.7% 
100,000,000(=10
8
) 12.59693 15.23593 20.9% 10.69978 12.67700 18.4% 
1,000,000,000(=10
9
) 129.5516 152.291 17.5% 110.5572 129.6193 17.2% 
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表4.4:Machine3における実験結果 
 検索速度[sec] 遷移速度[sec] 
Length of texts TRIE-DA AC-DA Gain TRIE-DA AC-DA Gain 
10,000(=10
4
) 0.003751 0.003804 1.4% 0.003571 0.003120 -12.6% 
100,000(=10
5
) 0.036415 0.037175 2.0% 0.035186 0.031282 -11.0% 
1,000,000(=10
6
) 0.363217 0.370766 2.0% 0.353171 0.311127 -11.9% 
10,000,000(=10
7
) 3.610665 3.689983 2.1% 3.511140 3.100441 -11.6% 
100,000,000(=10
8
) 35.97662 37.08380 3.0% 35.00130 31.03809 -11.3% 
1,000,000,000(=10
9
) 357.0113 343.8204 -3.6% 365.7216 305.4301 -16.4% 
Machine1，Machine2の実験結果からTRIE-DAの検索速度，遷移速度がともに
AC-DAに比べて高いことがわかる．しかし，Machine3のような低スペックのマ
シンにおいては，AC-DAがTRIE-DAよりも良好な結果を示した．以上の結果に
より，マシンによって，TRIE-DAとAC-DAの結果は異なることがわかった．次
に，キーセットによって文字列の変化がどのように変わるかを確かめる． 
 
4.4.3 キーセットの違いによる評価 
本項では，キーセットの数と長さを変更した場合，TRIE-DAとAC-DAの関係が
どのようなものになるか確かめる．使用するキーセットを以下に示す． 
 キーセットの数による比較 
キーセットの数は10から10,000,000とする． 
 キーセットの長さによる比較 
キーセットの長さは3から25とする．キーセットの長さは10,000とする. 
検索対象文字列の長さは10,000,000とする． 
4.4.3.1 キーセットの数による評価 
図4.21と図4.23に検索速度と遷移速度の結果をそれぞれ示す．また，図4.22と
図4.24に，検索速度と遷移速度のGainをそれぞれ示す．また，図4.25に遷移回数
を示す．AC-DAの遷移回数は，goto関数による遷移回数とfailure関数による遷
移回数を足したものである．結果より，Machine1とMachine2では，TRIE-DA
はAC-DAよりも，十分に勝っているといえる．Machine1における検索速度は，
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最大で，キー数が200,000の時に37.9%速く，また遷移速度は，最大で，キー数
が300,000の時に35.7%速い．Machine2における検索速度は最大で，キー数が
60,000の時に37.5%速く，また遷移速度は，最大でキー数が60,000の時に55.8%
速い．一方でMachine3ではTIRE-DAがAC-DAで優っている部分と劣っている
部分が両方存在する．しかしながら，Machine3の結果はMachine1やMachine2
の結果と似通っている．以上の結果より次の事がわかる． 
(1) TRIE-DAはキー数，遷移回数に対して比例する． 
(2) AC-DAはキー数に対して比例するが，遷移回数に比例しない． 
すなわち，AC-DAには遷移回数だけでは判明しない速度低下の原因が存在する
ということである． 
 その理由として考えられるのが，キャッシュの影響である．図4.26，図4.27に
遷移速度計測におけるL1キャッシュとL2キャッシュのミス率を示す．また図
4.28にそれぞれのGainを示す．キャッシュのミス率は，Valgrind/Cachegrindと
いうツールを利用して計測した．ツールの仕様としてL3キャッシュのミス率は，
L2キャッシュにマージされる．キャッシュミスとは，CPUキャッシュに参照し
たいデータがないことをいう．キャッシュミスが起こると，キャッシュの入れ
替えが発生し，参照速度に遅れが生じる．そのため，キャッシュミスの割合が
多いと，速度低下につながる．図4.28より，TRIE-DAがAC-DAよりもキャッシ
ュの効率が良いことがわかる．最もキャッシュミスの差が多いキー数は，
Machine1で300,000，Machine2で60,000となっており，Machine1で，9,000
となっており，図4.24で示した速度差の証明になっているとわかる．以上のこ
とから，TRIE-DAとAC-DAの速度差は，キャッシュの影響である事がわかり，
TRIE-DAのキャッシュ効率が優れている事がわかる． 
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図4.21:キーセットの数による検索速度の変化 
 
図4.22:図4.21のGain 
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図4.23:キーセットの数による遷移速度の変化 
 
図4.24:図4.23のGain 
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図4.25:キーセットの数による遷移回数の変化 
 
図4.26:キーセットの数によるL1キャッシュミス率の変化 
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図4.27:キーセットの数によるL2キャッシュミス率の変化 
 
図4.28:図4.26と図4.27のGain 
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4.4.3.2 キーセットの長さによる評価 
図4.29と図4.31に検索速度と遷移速度の結果をそれぞれ示す．また，図4.30
と図4.32に，検索速度と遷移速度のGainをそれぞれ示す．また，図4.33に遷移回
数を示す．また，図4.34，図4.35にキャッシュミス率を示す．結果より，Machine1
における検索速度は，平均で，TRI-DAが，14.1%速く，また遷移速度は，平均
で，4.6%速い．またMachine2における検索速度は，最大で，キー長が7の時，44.0%，
遷移速度は，最大で，60.2%速い．またMachine3における検索速度は，平均で，
12.1%速く，また遷移速度は，平均で，10.4%速い． 
実験結果から，Machine1の速度差は安定しているが，Machine2やMachine3は
安定していないことがわかる．なぜならば，Machine2やMachine3のキャッシュ
メモリのサイズはMachine1に比べて小さく，キャッシュミスが起こりやすいた
めである．また，図4.34，図4.35に示すキャッシュミスの差はほぼ一定であり，
速度の差は，キャッシュミスに加えて，遷移回数の変化にも影響されていると
考えられる． 
また，図4.33に示す遷移回数から，TRIE-DAにおける遷移回数は，3と22に置
いてほぼ同じ値であるが，速度は長さ3のキーが長さ22のキーに比べて2.1倍速い．
その理由はキャッシュミス率の差であると考えられる． 
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図4.29:キーセットの長さによる検索速度の変化 
 
図4.30:図4.29のGain 
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図4.31:キーセットの長さによる遷移速度の変化 
 
図4.32:図4.31のGain 
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図4.33:キーセットの長さによる遷移回数の変化 
 
図4.34:キーセットの長さによるL1キャッシュミス率の変化 
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図4.35:キーセットの長さによるL2キャッシュミス率の変化 
4.5 結言 
複数文字列検索技法は，対象となる文字列から，あらかじめ用意した文字列
の集合が出現するすべての位置を検出することである．複数文字列検索は，Web
検索エンジン以外にも，テキストエディタや、テキスト検索，計算生物学など
で広く利用されている検索手法である．複数文字列検索の代表的な手法として
AC 法がある．しかし，AC 法は，キャッシュ効率が悪い場合がある． 
そこで本章では，AC 法よりもアルゴリズム的に効率が悪いが，キャッシュ効
率が良いダブル配列によるトライ法を利用して，複数文字列検索をおこなった．
結果として，トライ法は AC 法を上回ることがわかった．また，実験結果から，
それぞれのキャッシュ効率について考察をおこなった．本実験により，AC 法，
トライ法の研究が拡大することが期待される． 
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第 5章 
結論 
 
 
 
情報コミュニケーション技術の発展に伴って，携帯機器は，有用なユビキタ
ス端末となっている．特に，スマートフォンの発展により，個々人がWebを通
じて膨大な情報にアクセスすることが可能となった．しかし，デジタル情報の
量は膨大であり，利用者が必要とする情報だけを抽出することは極めて困難で
ある．特に，携帯端末のような，画面が小さく，処理能力が低い機器において，
必要な情報のみを検索し，提示する技術は重要なものである．また，一般的に，
携帯端末は，処理能力の低さと画面サイズ小ささから，情報を読み込む速度は
遅く，大量の文書を読むことに適していない．そのため，ユーザが文書の重要
な箇所に効率よくアクセスする技術が求められ，関連する研究が盛んに行われ
ている． 
 文書自動要約技術は，そのうちの一つであり，情報検索，情報抽出，質問応
答，テキストマイニング，テキスト分類，テキストクラスタリング，などと連
携することにより，ユーザにとって，適切な文書が何であるか決定することが
できる． 
 本論文では，文書自動要約について，教師なし学習手法を利用した効率的な
文書自動要約手法について説明した．また，文書自動要約に関わる技術として，
複数文字列検索における AC 法とトライ法の特徴を述べるとともに，トライ法
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が AC法よりも優れている理由について，実験により証明した． 
 教師なし学習手法を利用した効率的な文書自動要約手法では，学習回数と，
学習の効率化を図ることにより，より効率的な文書自動要約手法について提案
した．それにより，3.2倍から 8.5倍の速度で要約処理を完了することができた．
また，複数文字列検索において，AC法とトライ法を比較することにより，トラ
イ法が AC法よりも，検索速度が 19.8%から 40.1%向上した． 
 本研究を応用することにより，情報検索システムなどの効率化が可能である．
また，複数文字列検索によるテキスト処理は，様々な言語処理研究において，
基礎的な処理であるため，幅広い応用が可能であると考えられる． 
 今後の課題としては，文書自動要約の新たな応用を検討し，用途に応じた最
適化を施すことが挙げられる．また，機械学習の学習結果などを効率的に保持
する手法について提案することや，大規模データへの応用を考慮した研究を進
めることが今後の課題として挙げられる． 
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able 
about 
above 
abroad 
according 
accordingly 
across 
actually 
adj 
after 
afterwards 
again 
against 
ago 
ahead 
ain't 
all 
allow 
allows 
almost 
alone 
along 
alongside 
already 
also 
although 
always 
am 
amid 
amidst 
among 
amongst 
an 
and 
another 
any 
anybody 
anyhow 
anyone 
anything 
anyway 
anyways 
anywhere 
apart 
appear 
appreciate 
appropriate 
are 
aren't 
around 
as 
a's 
aside 
ask 
asking 
associated 
at 
available 
away 
awfully 
back 
backward 
backwards 
be 
became 
because 
become 
becomes 
becoming 
been 
before 
beforehand 
begin 
behind 
being 
believe 
below 
beside 
besides 
best 
better 
between 
beyond 
both 
brief 
but 
by 
came 
can 
cannot 
cant 
can't 
caption 
cause 
causes 
certain 
certainly 
changes 
clearly 
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c'mon 
co 
co. 
com 
come 
comes 
concerning 
consequently 
consider 
considering 
contain 
containing 
contains 
corresponding 
could 
couldn't 
course 
c's 
currently 
dare 
daren't 
definitely 
described 
despite 
did 
didn't 
different 
directly 
do 
does 
doesn't 
doing 
done 
don't 
down 
downwards 
during 
each 
edu 
eg 
eight 
eighty 
either 
else 
elsewhere 
end 
ending 
enough 
entirely 
especially 
et 
etc 
even 
ever 
evermore 
every 
everybody 
everyone 
everything 
everywhere 
ex 
exactly 
example 
except 
fairly 
far 
farther 
few 
fewer 
fifth 
first 
five 
followed 
following 
follows 
for 
forever 
former 
formerly 
forth 
forward 
found 
four 
from 
further 
furthermore 
get 
gets 
getting 
given 
gives 
go 
goes 
going 
gone 
got 
gotten 
greetings 
had 
hadn't 
half 
happens 
hardly 
has 
hasn't 
have 
haven't 
having 
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he 
he'd 
he'll 
hello 
help 
hence 
her 
here 
hereafter 
hereby 
herein 
here's 
hereupon 
hers 
herself 
he's 
hi 
him 
himself 
his 
hither 
hopefully 
how 
howbeit 
however 
hundred 
i'd 
ie 
if 
ignored 
i'll 
i'm 
immediate 
in 
inasmuch 
inc 
inc. 
indeed 
indicate 
indicated 
indicates 
inner 
inside 
insofar 
instead 
into 
inward 
is 
isn't 
it 
it'd 
it'll 
its 
it's 
itself 
i've 
just 
k 
keep 
keeps 
kept 
know 
known 
knows 
last 
lately 
later 
latter 
latterly 
least 
less 
lest 
let 
let's 
like 
liked 
likely 
likewise 
little 
look 
looking 
looks 
low 
lower 
ltd 
made 
mainly 
make 
makes 
many 
may 
maybe 
mayn't 
me 
mean 
meantime 
meanwhile 
merely 
might 
mightn't 
mine 
minus 
miss 
more 
moreover 
most 
mostly 
mr 
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mrs 
much 
must 
mustn't 
my 
myself 
name 
namely 
nd 
near 
nearly 
necessary 
need 
needn't 
needs 
neither 
never 
neverf 
neverless 
nevertheless 
new 
next 
nine 
ninety 
no 
nobody 
non 
none 
nonetheless 
noone 
no-one 
nor 
normally 
not 
nothing 
notwithstanding 
novel 
now 
nowhere 
obviously 
of 
off 
often 
oh 
ok 
okay 
old 
on 
once 
one 
ones 
one's 
only 
onto 
opposite 
or 
other 
others 
otherwise 
ought 
oughtn't 
our 
ours 
ourselves 
out 
outside 
over 
overall 
own 
particular 
particularly 
past 
per 
perhaps 
placed 
please 
plus 
possible 
presumably 
probably 
provided 
provides 
que 
quite 
qv 
rather 
rd 
re 
really 
reasonably 
recent 
recently 
regarding 
regardless 
regards 
relatively 
respectively 
right 
round 
said 
same 
saw 
say 
saying 
says 
second 
secondly 
see 
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seeing 
seem 
seemed 
seeming 
seems 
seen 
self 
selves 
sensible 
sent 
serious 
seriously 
seven 
several 
shall 
shan't 
she 
she'd 
she'll 
she's 
should 
shouldn't 
since 
six 
so 
some 
somebody 
someday 
somehow 
someone 
something 
sometime 
sometimes 
somewhat 
somewhere 
soon 
sorry 
specified 
specify 
specifying 
still 
sub 
such 
sup 
sure 
take 
taken 
taking 
tell 
tends 
th 
than 
thank 
thanks 
thanx 
that 
that'll 
thats 
that's 
that've 
the 
their 
theirs 
them 
themselves 
then 
thence 
there 
thereafter 
thereby 
there'd 
therefore 
therein 
there'll 
there're 
theres 
there's 
thereupon 
there've 
these 
they 
they'd 
they'll 
they're 
they've 
thing 
things 
think 
third 
thirty 
this 
thorough 
thoroughly 
those 
though 
three 
through 
throughout 
thru 
thus 
till 
to 
together 
too 
took 
toward 
towards 
tried 
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tries 
truly 
try 
trying 
t's 
twice 
two 
un 
under 
underneath 
undoing 
unfortunately 
unless 
unlike 
unlikely 
until 
unto 
up 
upon 
upwards 
us 
use 
used 
useful 
uses 
using 
usually 
v 
value 
various 
versus 
very 
via 
viz 
vs 
want 
wants 
was 
wasn't 
way 
we 
we'd 
welcome 
well 
we'll 
went 
were 
we're 
weren't 
we've 
what 
whatever 
what'll 
what's 
what've 
when 
whence 
whenever 
where 
whereafter 
whereas 
whereby 
wherein 
where's 
whereupon 
wherever 
whether 
which 
whichever 
while 
whilst 
whither 
who 
who'd 
whoever 
whole 
who'll 
whom 
whomever 
who's 
whose 
why 
will 
willing 
wish 
with 
within 
without 
wonder 
won't 
would 
wouldn't 
yes 
yet 
you 
you'd 
you'll 
your 
you're 
yours 
yourself 
yourselves 
you've 
zero 
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P1 
PINE RIDGE, S.D. (AP) -- President Clinton turned the attention of his 
national poverty tour today to arguably the poorest, most forgotten U.S. 
citizens of them all: American Indians. 
P2 
Clinton was going to the Pine Ridge Reservation for a visit with the Oglala 
Sioux nation and to participate in a conference on Native American 
homeownership and economic development. He also was touring a housing 
facility and signing a pact with Oglala leaders establishing an 
empowerment zone for Pine Ridge. 
P3 
But the main purpose of the visit -- the first to a reservation by a president 
since Franklin Roosevelt -- was simply to pay attention to American 
Indians, who are so raked by grinding poverty that Clinton's own advisers 
suggested he come up with special proposals geared specifically to the 
Indians' plight. 
P4 
At Pine Ridge, a scrolling marquee at Big Bat's Texaco expressed both joy 
over Clinton's visit and wariness of all the official attention: ``Welcome 
President Clinton. Remember Our Treaties,'' the sign read. 
P5 
According to statistics from the Census Bureau and the Bureau of Indian 
Affairs, there are 1.43 million Indians living on or near reservations. 
Roughly 33 percent of them are children younger than 15, and 38 percent of 
Indian children aged 6 to 11 live in poverty, compared with 18 percent for 
U.S. children of all other races combined. 
P6 
Aside from that, only 63 percent of Indians are high school graduates. 
Twenty-nine percent are homeless, and 59 percent live in substandard 
housing. Twenty percent of Indian households on reservations do not have 
full access to plumbing, and the majority -- 53.4 percent -- do not have 
telephones. 
P7 
The per capita income for Indians is $21,619, one-third less than the 
national per capita income of $35,225. An estimated 50 percent of American 
Indians are unemployed, and at Pine Ridge the problem is even more 
chronic -- 73 percent of the people do not have jobs. 
P8 
Housing Secretary Andrew Cuomo, who visited the reservation last August, 
said Pine Ridge is a metaphor for the poverty tour, for it sits in Shannon 
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County, the poorest census tract in the nation. 
P9 
``This is generations of poverty on the Pine Ridge reservation, with very, 
very little progress,'' Cuomo said. ``We didn't get into this situation in a 
couple of weeks and we're not going to get out of it in a couple of weeks. It's 
going to take years.'' 
P10 
To begin addressing the housing problem, Clinton was announcing a 
partnership between the Treasury Department, the Department of Housing 
and Urban Development, tribal governments and mortgage companies to 
help 1,000 Indians become homeowners over the next three years -- a small 
number that nonetheless would double the number of government-insured 
home mortgages issued on tribal lands. Under the effort, ``one-stop 
mortgage centers'' would be opened at Pine Ridge and on the Navajo 
Reservation in Arizona to help streamline the mortgage lending process. 
P11 
Cuomo said special steps were needed to help Indians create and own 
houses because the nature of the land on which they live effectively shuts 
them out of conventional home loan processes. 
P12 
``The land is held in trust. The bank doesn't want to take it as collateral 
because it's in trust,'' Cuomo said. ``So the main asset on the reservation -- 
the land -- can't even be used.'' 
P13 
Also, two of the country's largest municipal securities underwriters, Banc 
One Capital Markets and George K. Baum &AMP; Co., were committing to 
underwriting $300 million in bonds annually for five years to create a 
market for reservation mortgages. Those bonds would help raise $1.5 billion 
that could then be lent to tribes, tribal housing authorities and individuals 
for buying homes. 
P14 
The announcement was part of Clinton's four-day, cross-country tour to 
highlight the ``untapped markets'' in America's inner cities and rural areas. 
 
