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Abstract
In recent years, numerous effective multi-object track-
ing (MOT) methods are developed because of the wide
range of applications. Existing performance evaluations
of MOT methods usually separate the object tracking step
from the object detection step by using the same fixed ob-
ject detection results for comparisons. In this work, we
perform a comprehensive quantitative study on the effects
of object detection accuracy to the overall MOT perfor-
mance, using the new large-scale University at Albany DE-
Tection and tRACking (UA-DETRAC) benchmark dataset.
The UA-DETRAC benchmark dataset consists of 100 chal-
lenging video sequences captured from real-world traffic
scenes (over 140, 000 frames with rich annotations, includ-
ing occlusion, weather, vehicle category, truncation, and
vehicle bounding boxes) for object detection, object track-
ing and MOT system. We evaluate complete MOT systems
constructed from combinations of state-of-the-art object de-
tection and object tracking methods. Our analysis shows
the complex effects of object detection accuracy on MOT
system performance. Based on these observations, we pro-
pose new evaluation tools and metrics for MOT systems that
consider both object detection and object tracking for com-
prehensive analysis.
1. Introduction
Multiple object tracking (MOT), which aims to extract
trajectories of multiple moving objects in a video sequence,
is a crucial step in video understanding. A robust and re-
liable MOT system is the basis for a wide range of practi-
cal applications including video surveillance, autonomous
driving, and sports video analysis. To construct an au-
tomatic tracking system, most effective MOT approaches,
e.g., [32, 67, 7, 9, 30, 62, 27, 63, 58, 15], require a pre-
trained detector, e.g., [22, 18, 26, 61, 11, 46] to discover the
target objects in the video frames (usually in the form of
their bounding boxes). As such, a general MOT system en-
tails an object detection step to find target locations in each
video frame, and a object tracking step that generates target
trajectories across video frames 1.
Despite significant advances in recent years, relatively
less effort has been made to large-scale and comprehen-
sive evaluations of MOT methods considering both the ob-
ject detection and tracking steps. Current MOT evalua-
tion methods usually separate the evaluation of object de-
tection (e.g., [21, 19, 25, 48]) and object tracking steps
(e.g., [23, 6, 25, 41, 35]). These works have shown the ef-
fect of various aspects of the performance of object tracking
step, such as appearance ambiguity among targets and oc-
clusions, and provide important information that allows us
to better understand object tracking methods. Furthermore,
a recent study [41] also shows the importance of ground
truth annotation and evaluation metrics in analyzing object
tracking methods.
However, here we argue that, the performance of object
tracking step can only be revealed by evaluating the per-
formance of the overall MOT system. Thus, existing ob-
ject tracking performance evaluation methodologies usually
use fixed object detection results as input to exclude the ef-
1We make the explicit definition of object tracking method and MOT
system, i.e., MOT system = detection + tracking. Notably, the terminol-
ogy “object tracking” refer in particular to multi-object tracking in this
work.
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Figure 1: Precision vs. recall vs. MOT accuracy curves of twelve different MOT systems constructed by the DPM [22] and R-CNN [26] detection
algorithms with six object tracking algorithms: GOG [45], CEM [3], DCT [4], IHTLS [17], H2T [58], and CMOT [5] in the UA-DETRAC dataset. The
x-axis corresponds to different precision/recall scores of detectors obtained by varying the detection score threshold. The y-axis is the MOTA score of
the MOT system constructed by detection and tracking methods. Note that with different detection score threshold, the relative rankings of different MOT
systems vary significantly according to the MOTA score.
fect of object detection step. While this evaluation strategy
is widely adopted in the current literature and has yielded
some useful insights on object tracking methods, it is in-
sufficient for fully analyzing complete MOT systems (see
Figure 1). In particular, it is important to understand the ef-
fect of detection accuracy on the overall MOT system per-
formance. Such can only be revealed in a comprehensive
quantitative study on object detection and object tracking
steps jointly.
In this work, we perform such a study on the basis of
a new and large scale MOT evaluation dataset, Univer-
sity at Albany DETection and tRACking (UA-DETRAC)
dataset. The UA-DETRAC dataset includes 100 challeng-
ing video sequences corresponding to more than 140, 000
frames of real-world traffic scenes. These video sequences
are manually annotated with more than 1.2 million labeled
bounding boxes of vehicles and some useful attributes, e.g.,
weather of scenes, vehicle category, occlusion, etc. To
the best of our knowledge, this is the largest and most
thoroughly annotated MOT evaluation dataset to date (see
Table 1 for a detailed comparison with other benchmark
datasets), and it poses new challenges for object detection
and tracking algorithms. We evaluate the complete MOT
systems constructed from combinations of six object track-
ing schemes [3, 45, 4, 17, 58, 5] and four object detection
methods [22, 18, 26, 11].
Our analysis on the UA-DETRAC dataset reveals some
interesting and previously unnoticed observations. In par-
ticular, previous MOT evaluations use fixed object detec-
tions to compare different object tracking methods, but our
experimental results (see Figure 1) show that the relative
rankings of the corresponding MOT systems vary signifi-
cantly with different settings of object detections. Further-
more, some object tracking methods perform more robustly
over different object detection qualities than other object
tracking methods. As such, using a fixed object detection
results is not sufficient to reveal the full behavior of the sub-
sequent object tracking step, and can lead to biased evalua-
tions and conclusions.
Based on these observations, we further propose a new
evaluation protocol with metrics for object tracking meth-
ods and MOT systems. The proposed UA-DETRAC evalua-
tion protocol considers object detection and object tracking
in tandem. One recent work [52] also addresses the issue of
MOT performance evaluation with fixed detection results.
Similar to our work, this work reveals the inadequacy of
using fixed detection inputs adopted in the current object
tracking evaluation strategy, and suggests to study object
tracking methods by using multiple noise perturbed detec-
tion results from the ground truth annotations. However,
evaluating with artificially perturbed detections do not well
reflect the behavior of an object detector in practice. In con-
trast, our analysis is based on the actual outputs of the state-
of-the-art object detectors with full range of their precision-
recall rates. From this perspective, our analysis and MOT
system evaluation strategy provide a closer description of
how a complete MOT system performs in practice.
The main contributions of this work are summarized as
follows. (1) We present a large-scale UA-DETRAC dataset
for both vehicle detection and MOT evaluations, which is
distinctly different from existing databases in terms of data
volume, annotation quantity and quality, and difficulty (see
Table 1). (2) We propose a new protocol and evaluation
metrics for object tracking methods and MOT systems by
considering detection and tracking steps jointly. (3) Our
benchmark dataset serves three different evaluation sce-
narios, i.e., object detection, object tracking and complete
MOT system evaluations, which is useful to promote the
development of object detection and tracking fields. (4)
Based on the UA-DETRAC dataset and evaluation proto-
Table 1: Summary of existing object detection or tracking datasets. First six columns: number of training/testing data (1k = 103) including number of
images containing at least one object, number of object tracks, and number of unique object bounding boxes. Final columns: additional properties of each
dataset. “D” : detection task, “T”: tracking task, “P”: target object is pedestrian, and “C”: target object is vehicle.
Dataset Training Testing PropertiesFrm. Tracks Boxes Frm. Tracks Boxes Color Video Task Obj. Wea. Occ. Pub.
MIT-Ped [44] 924 - 924 123 - 123 ! D P 2000
MIT-Car [44] 1.03k - 1.03k 90 - 90 ! D C 2000
UIUC [1] 500 - 500 278 - 339 D P 2004
INRIA [13] 1.2k - 1.2k 741 - 566 ! D P 2005
ETH [20] 490 - 1.6k 1.8k - 9.4k ! ! D P 2007
NICTA [43] - - 18.7k - - 6.9k ! D P 2008
TUD-B [59] 1.09k - 1.8k 508 - 1.5k ! D P 2009
Caltech [19] 67k - 192k 65k - 155k ! ! D P ! 2012
CUHK [42] - - - 1.06k - - ! D P 2012
KAIST [28] 50.2k - 41.5k 45.1k - 44.7k ! ! D P ! ! 2015
KITTI-D [25] 7.48k - 40.6k 7.52k - 39.7k ! ! D P,C ! 2014
BU-TIV [60] - - - 6556 - - ! ! T P,V 2014
MOT15 [35] 5.5k 500 39.9k 5.8k 721 61k ! ! T P ! 2015
MOT16 [40] 5.3k 467 110k 5.9k 742 182k ! ! T P,V ! ! 2016
TUD [2] 610 - 610 451 31 2.6k ! ! D,T P 2008
PETS2009 [23] - - - 1.5k 106 18.5k ! ! D,T P ! 2009
KITTI-T [25] 8k - - 11k - - ! ! T C ! 2014
UA-DETRAC 84k 5.9k 578k 56k 2.3k 632k ! ! D,T C ! ! 2015
col, we perform comprehensive performance evaluations of
complete MOT systems by combining the state-of-the-art
detection and tracking algorithms, and analyze conditions
under which the existing methods may fail.
2. UA-DETRAC Benchmark
The UA-DETRAC dataset consists of 100 video se-
quences, which are selected from over 10 hours of videos
taken with a Cannon EOS 550D camera at 24 different lo-
cations, representing various common traffic types and con-
ditions including urban highway, traffic crossings and T-
junctions. The videos are recorded at 25 frames per sec-
onds (fps), with the JPEG image resolution of 960 × 540
pixels. A web site 2 is available for performance evaluation
in a way similar to the Middleburry stereo dataset [49] and
MOT15 benchmark [35] with similar submission protocol.
2.1. Data Collection and Annotation
Properties and Annotation. We manually annotate more
than 140, 000 frames in the UA-DETRAC dataset with
8, 250 vehicles, leading to a total of 1.21 million labeled
bounding boxes of vehicles. Similar to the PASCAL
VOC [21], we label some “ignore” regions, which include
vehicles that cannot be annotated due to low resolution. In
Fig. 2, we present several examples of the annotated video
frames with detail attributes in the UA-DETRAC dataset.
The UA-DETRAC dataset is divided into training (UA-
DETRAC-train) and testing (UA-DETRAC-test) sets, with
2http://detrac-db.rit.albany.edu.
60 and 40 sequences, respectively. We deliberately select
training videos that are taken at different locations from the
testing videos, but ensure the training and testing videos
share similar traffic conditions and attributes. This setting
reduces the chances of the object detector or object track-
ing method to overfit to particular scenarios, while still en-
sures generalization from training to testing phases. All the
benchmarked detection and tracking algorithms are trained
on the UA-DETRAC-train set and evaluated on the UA-
DETRAC-test set.
The UA-DETRAC dataset contains videos with large
variations in scale, pose and illumination, occlusion, and
background clutters. Similar to KITTI-D [25] and WIDER
FACE [64], we define three level of difficulties in the UA-
DETRAC-test set, i.e., easy (10 sequences), medium (20 se-
quences), and hard: (10 sequences), based on the detection
rate of the EdgeBox method [68], as shown in Figure 3. The
average recall rates of these three levels are 97.0%, 85.0%,
and 64.0%, respectively, with 5000 proposals per frame.
On the other hand, since the difficulty of the object track-
ing step may not be consistent to the detection task, sim-
ilar to MOT15 [35], we label the sequences in terms of
object tracking step easy (10 sequences), medium (20 se-
quences), and hard (10 sequences), based on the average
PR-MOTA scores (defined in Section 3.2) of six bench-
marked object tracking methods, i.e., GOG [45], CEM [3],
DCT [4], IHTLS [17], H2T [58], and CMOT [5], as shown
in Figure 4.
Moreover, to analyze the performance of object detec-
Figure 2: Examples of annotated frames in the UA-DETRAC datasets. Colors of the bounding box boundary reflect the occlusion property, as fully visible
(red), partially occluded by other vehicles (blue), or partially occluded by background (pink). Black opaque regions are ignored in the benchmark as
general backgrounds, green opaque regions are areas occluded by other vehicles and orange opaque regions are areas occluded by background. The weather
conditions are indicated by the texts in the bottom left corner of each frame.
tion and tracking algorithms in details, we also annotate
several attributes:
• Vehicle category. We annotate four types of vehicles
as, i.e., car, bus, van, and others. The distribution of
vehicle category is shown in Figure 5(a).
• Weather. We consider four categories of weather con-
ditions, i.e., cloudy, night, sunny, and rainy. The dis-
tribution of the weather attribute is presented in Fig-
ure 5(b).
• Scale. We define the scale of the annotated vehicle
bounding boxes as the square root of their area in pix-
els. The distribution of vehicle scale in the dataset is
presented in Figure 5(c). We group vehicles into three
scales according to the vehicle scale: small (0-50 pix-
els), medium (50-150 pixels), and large (more than 150
pixels).
• Occlusion ratio. We use the fraction of vehicle bound-
ing box being occluded to define the occlusion. The
distribution of occluded vehicles is shown in Fig-
ure 5(d), and classify the occlusion into three cate-
gories: no occlusion, partial occlusion, and heavy oc-
clusion. Specifically, we define the partial occlusion, if
the occlusion ratio of a vehicle is between 1%− 50%,
and the heavy occlusion, if the occlusion ratio is larger
than 50%.
• Truncation ratio. The truncation ratio indicates de-
gree of vehicle parts is outside the frame, which is used
in training data selection. We discard any sample with
the truncation ratio larger than 0.5 for training.
2.2. Comparison with Existing Datasets
2.2.1 Object Detection Datasets
Several benchmarks exist for object detections, e.g., Pas-
cal VOC [21], ImageNet [48], Caltech [19], KITTI-D [25],
and KAIST [28], which makes great contributions to pro-
mote the development of object detection field. However,
the main focus of these benchmarks is object detection, and
they provide useful baseline results when detectors are in-
corporated in MOT systems.
2.2.2 Object Tracking Datasets
Several multi-object tracking benchmarks have also been
collected for evaluating the state-of-the-art object track-
ing methods. Some of the most widely used multi-object
tracking benchmarks are the PETS09 [23], KITTI-T [25],
MOT15 [35] and MOT16 [40]. The PETS09 dataset is a
large crowd dataset that focuses on multi-pedestrian track-
Figure 3: Histogram of detection rate for different sequences in the UA-DETRAC-test set. Each sequence is ranked in descending order based on the
detection rate of the EdgeBox method [68] with the number of proposal fixed at 5000. The sequences of three level of difficulties, i.e., easy, medium, and
hard are denoted in purple, blue, and orange, respectively.
Figure 4: Histogram of average PR-MOTA score for different sequences in the UA-DETRAC-test set. Each sequence is ranked in descending order based
on average PR-MOTA score of six benchmarked object tracking methods, i.e., GOG [45], CEM [3], DCT [4], IHTLS [17], H2T [58], and CMOT [5]. The
sequences of three level of difficulties, i.e., easy, medium, and hard are denoted in purple, blue, and orange, respectively.
Figure 5: Four different attribute statistics of the UA-DETRAC benchmark.
ing and counting. The KITTI-T benchmark is a multi-
vehicle tracking dataset, taken from a moving vehicle with
the viewpoint of the driver. The KITTI-T and KITTI-D
benchmarks are for object tracking and detection separately.
The MOT15 benchmark aims to provide a unified dataset,
platform, and evaluation protocol for existing object track-
ing methods. It includes a dataset of 22 video sequences
mostly from surveillance cameras with the tracking targets
of interest being pedestrians. In addition, it also provides
an open system where new datasets and multi-object track-
ing methods can be incorporated in a plug-n-play manner.
The MOT16 benchmark improves on the MOT15 bench-
mark by adding more challenging data with thorough anno-
tation. Compared to existing multi-object tracking bench-
marks, the UA-DETRAC benchmark is designed for an-
other practical scenario of object detection and MOT ap-
plications, i.e., vehicle surveillance, with a significantly
larger number of video frames, annotated bounding boxes
and attributes. Meanwhile, the UA-DETRAC benchmark is
designed to evaluate object detection, object tracking and
MOT system simultaneously, rather than only for the object
tracking step. Table 1 presents a summary of the differences
between existing and proposed UA-DETRAC benchmarks
in various aspects.
2.3. Object Detection Algorithms
We present a brief survey of the state-of-the-art in object
detection field, and then describe four benchmarked detec-
tion algorithms in our dataset.
2.3.1 Survey of Existing Object Detection Methods
We focus on computer vision algorithms for detecting ob-
jects in individual image frames. Papageorgiou et al. [44]
presented one of the first sliding window based detection
systems for object detection in unconstrained scenes us-
ing support vector machine (SVM) to the multi-scale Haar
wavelet features. Viola and Jones [56] built upon this
system using a cascade AdaBoost learning algorithm with
Haar feature to complete the face detection task effectively
and efficiently. To achieve robust performance, Zhang et
al. [66] proposed a new discriminative feature, called multi-
block local binary pattern (MB-LBP), to represent facial im-
age, which captures more image structure information than
Haar-like features.
Gradient features are important cue for detection. Dalal
and Triggs [13] popularized the histogram of oriented gradi-
ent (HOG) for detection, which significantly outperformed
existing feature sets. To improve the performance for hu-
man detection in films and videos, [14] designed a new
descriptor to capture the relative motion of different limbs
while resisting background motions by combing the opti-
cal flow with the histogram of oriented gradient descriptor
in [13]. Large gains also come with the adoption of other
kinds of features. Dolla`r et al. [18] extended the Haar-like
feature over multiple channels of image data, including gra-
dient magnitude, gradient magnitude quantized by orienta-
tion, and LUV color channels, providing a simple and effi-
cient pedestrian detection framework based on fast feature
pyramids.
Feature representation is one of the core steps in object
detection. In contrast to previous hand-crafted features, e.g.,
Haar [56], HOG [13], MB-LBP [66], to name a few, the
learning based features (e.g., CNN features [33]) became
popular in recent years because of their outstanding per-
formances. Girshick et al. [26] proposed R-CNN, which
is a general object detection strategy that combines region
proposals with convolutional neural networks (CNNs), and
showed that it achieved dramatically higher detection per-
formance on PASCAL VOC as compared to systems based
on HOG-like features. Cai et al. [11] proposed a new cas-
cade learning approach by formulating cascade learning as
the Lagrangian optimization of a risk accounting for both
accuracy and complexity, solved by a boosting algorithm.
Redmon et al. [46] formulated object detection as a re-
gression problem to predict bounding boxes and associated
class probabilities by a single neural network from full im-
ages in one evaluation. This approach was extremely fast
and can be optimized end-to-end directly on detection per-
formance. The aforementioned approaches gained consid-
erable improvements on performance from the CNNs fea-
tures.
As one of the most successful general object detection
strategy, Felzenszwalb et al. [22] presented a discriminative
part based approach, which modeled the part positions as
latent variables in an support vector machine (SVM) frame-
work. Park et al. [22] extended this strategy and described
a multi-resolution model acting as a deformable part-based
model (DPM) when handling large instances and a rigid
template with handling small instances. However, the speed
was the bottleneck of DPM in real applications. To that end,
Yan et al. [61] accelerated DPM by constraining the root fil-
ter to be low rank, designing a neighborhood aware cascade
to capture the dependence in neighborhood regions for ag-
gressive pruning, and constructing look-up tables to replace
expensive calculations of orientation partition and magni-
tude with simpler matrix index operations. In this way,
the speed of DPM can be greatly improved while achiev-
ing similar accuracy.
Considerable effort has also been devoted to improve
the object proposal generation. Lampert et al. [34] im-
proved the traditional sliding window based proposal gen-
eration strategy using a branch-and-branch scheme to ef-
ficiently maximize the classifier function over all possible
sliding subwindows based on bag-of-words image represen-
tation [51, 12]. Sande et al. [55] proposed a selective search
strategy using segmentation to generate limited but precise
set of locations. Zitnick and Dolla`r [68] observed that the
number of contours contained in a bounding box is indica-
tive of the likelihood of the box containing an object and
proposed a simple box objectness score to guide the object
proposal generation. This strategy generated accurate pro-
posals with high efficiency.
2.3.2 Evaluated Object Detectors
We evaluate four state-of-the-art object detection algo-
rithms in the proposed benchmark 3, including DPM [22],
ACF [18], R-CNN [26], and CompACT [11]. We retrain
these methods on the UA-DETRAC-train dataset and eval-
uate their performance on the UA-DETRAC-test set. The
DPM method is trained using a mixture of 3 star-structured
models, each having 2 latent orientations. The ACF cascade
uses 2, 048 decision trees of depth 4. For the CompACT
scheme, we train a cascade of 2, 048 decision trees of depth
4, using all handcrafted features in [11] except CNN fea-
tures. For the ACF and CompACT methods, the template
size is set to 64 × 64. To detect vehicles with different as-
pect ratios, the original images are resized to six different
aspect ratios before scanned by the detectors, such that only
a single model is needed. A bounding box regression model
3All source codes of the detection algorithms are publicly available or
provided by the authors.
based on the ACF features is trained for the ACF and Com-
pACT detectors to get better detection performance. For
the R-CNN algorithm, we fine-tune the AlexNet [33] on
the UA-DETRAC-train dataset. Instead of using selective
search to generate proposal, the output bounding boxes of
the ACF method are warped to 227 × 227 pixels and then
input into the R-CNN framework for classification. The
bounding box regression is not used in the R-CNN method.
The positive samples are all types of vehicles from the UA-
DETRAC-train dataset, while the KITTI-D dataset [25] is
used for hard negative mining. The minimum size of the
detected object is set to 25× 25 pixels for all detectors.
2.4. Object Tracking Algorithms
We briefly review the multi-object tracking algorithms,
and then describe six benchmarked state-of-the-art object
tracking approaches in details.
2.4.1 Survey of the Existing MOT Methods
Numerous multi-object tracking methods formulated the
task as the state estimation problem using the filter based
strategies, such as Kalman filter [38, 36] and particle fil-
ter [29, 32, 39, 63]. These methods typically predicted the
states of targets in short time durations which did not per-
form well in complex scenarios.
Many recent effective multi-target tracking algorithms
are based on the tracking-by-detection framework, which
formulate tracking as a target association problem, i.e., the
input frame detections are linked by the trackers based on
their similarities in appearance and motion to form long
tracks. The typical methods are Joint Probabilistic Data
Association Filter (JPDAF) [24] and Multiple Hypotheses
Tracking (MHT) [47]. JPDAF [24] method solved the
matching problem between the tracked targets and detec-
tions in each frame by a probabilistic approach, while the
MHT [47] method evaluated the likelihoods of the hypothe-
sized matches over several time steps. Undeniably, more
frames considered jointly will improve the performance
of the MHT method comparing with the JPDAF method.
However, the solution space grown exponentially with the
number of considered frames of the MHT method, which
made MHT not efficient to handle long-term association.
Various algorithms consider associations of detec-
tion/tracklet pairs as an optimization task based on K-
shortest path (KSP) [8], maximum weight independent
sets [10], maximum multi-clique optimization [15], ten-
sor power iterations [50], network flows [67, 45], linear
programs [31], Hungarian algorithm [5], generalized lin-
ear assignment optimization [17], and subgraph decomposi-
tion [54]. To exploit the motion information of targets, Wen
et al. [58] formulated the multi-object tracking task as the
dense structures exploiting on a hypergraph, whose nodes
Figure 6: UA-DETRAC metric Ω∗ of the PR-MOTA curve: the purple
curve is the precision-recall curve describing the performance of the object
detection result and the red one is the PR-MOTA curve.
are detections and hyper-edges encodes the high-order re-
lations among detections. After that, [57] solved the speed
bottleneck of [58] to make the tracker run in real-time using
a RANSAC-style approach to extract the dense structures
on hypergraph efficiently. Milan et al. [3] formulated multi-
object tracking as the energy minimization problem, tak-
ing into account physical constraints, such as target dynam-
ics, mutual exclusion, and track persistence. [4] extended
this approach and proposed to formulate multi-object track-
ing as a discrete-continuous optimization problem that inte-
grated data association and trajectory estimation into a con-
sistent energy, which was similarly solved by the approach
in [16].
2.4.2 Evaluated Object Trackers
We evaluate performance of different object tracking meth-
ods and MOT systems on the UA-DETRAC dataset. No-
tably, these MOT systems are constructed by the combi-
nations of four state-of-the-art object detection algorithms,
including DPM [22], ACF [18], R-CNN [26], and Com-
pACT [11], and six object tracking algorithms 4, including
GOG [45], CEM [3], DCT [4], IHTLS [17], H2T [58], and
CMOT [5]. All these methods take object detection results
in each frame as the input and generate target trajectories
to complete tracking task. We use the UA-DETRAC-train
set to determine the parameters for these methods, and the
UA-DETRAC-test set for evaluation.
4All source codes of the object detection and tracking algorithms are
publicly available or provided by the authors.
3. UA-DETRAC Evaluation Protocol
As discussed in Section 1, existing multi-object tracking
evaluation protocols that use the same set of object detec-
tions as input are not adequate to fully understand overall
MOT system performance. In this section, we introduce a
new MOT evaluation protocol that considers object detec-
tion and tracking jointly. We first describe the evaluation
protocol for object detection task in UA-DETRAC bench-
mark.
3.1. Evaluation Protocol for Object Detection
Evaluation metric. We use the precision vs. recall (PR)
curve for object detection. The PR curve is generated by
changing the threshold of an object detector to generate dif-
ferent precision and recall values. Per-frame detector evalu-
ation is performed as in the KITTI-D benchmark [25], with
the hit/miss threshold of the overlap between a detected
bounding box and a ground truth bounding box set to 0.7.
Detection ranking. The average precision (AP) score of
the PR curve is used to indicate the performance, i.e., the
larger AP score indicates the better performance of object
detection algorithm. The performance of the evaluated de-
tection algorithms are presented in Figure 7(a).
3.2. Evaluation Protocol for Object Tracking
Evaluation metric. We first introduce a set of performance
evaluation metrics for object tracking used in previous lit-
eratures, including mostly tracked (MT), mostly lost (ML),
identity switches (IDS), fragmentations of target trajecto-
ries (FM), false positives (FP), false negatives (FN), and
two CLEAR MOT metrics [53], multi-object tracking accu-
racy (MOTA) and multi-object tracking precision (MOTP).
The FP metric describes the number of tracker outputs
which are the false alarms, and FN is the number of targets
missed by any tracked trajectories in each frame. The IDS
metric describes the number of times that the matched iden-
tity of a tracked trajectory changes, while FM is the number
of times that trajectories are disconnected. Both IDS and
FM metrics reflect the accuracy of tracked trajectories. The
ML and MT metrics measure the percentage of tracked tra-
jectories less than 20% and more than 80% of the time span
based on the ground truth respectively. The MOTA metric
for all sequences in the benchmark is defined as [52], i.e.,
MOTA = 100·(1−
∑
v
∑
t (FNv,t + FPv,t + IDSv,t)∑
v
∑
t GTv,t
)[%],
(1)
where FNv,t is the false negatives, FPv,t is the false posi-
tives, with the hit/miss threshold of the bounding box over-
lap between an output trajectory and the ground truth set to
be 0.7. In addition, IDSv,t is the identity switches of tra-
jectories, and GTv,t is the number of ground truth objects
at time index t of sequence v. The MOTP metric is the av-
erage dissimilarity between all true positives and their cor-
responding ground truth targets, as the average overlap be-
tween all correctly matched hypotheses and their respective
objects. Notably, the MOTA score is calculated by the FN,
FP and IDS scores. Directly comparing the MOTA scores
is equivalent to compare two sets of FN, FP and IDS scores.
Thus, it is inappropriate to judge the performance of MOT
systems based on the MOTA score, even along with other
metrics, e.g., MOTP, FP, FN, etc.
As discussed above, it is necessary to consider object
detection and tracking jointly in evaluation. Thus, we in-
troduce the UA-DETRAC metrics, i.e., PR-MOTA, PR-
MOTP, PR-MT, PR-ML, PR-IDS, PR-FM, PR-FP, and PR-
FN scores, based on the basic evaluation metrics by consid-
ering the effect of detection modules. First, we take the ba-
sic evaluation metric MOTA as an example to describe the
way to calculate the PR-MOTA score. The PR-MOTA curve
(see Figure 6) is a three dimension curve characterizing the
relation between object detection performance (precision
and recall) and object tracking performance (MOTA). In
the following, we describe the steps to create a PR-MOTA
curve and scores.
1. We first vary the detection threshold 5 gradually to gen-
erate different object detections (bounding boxes) cor-
responding to different values of precision p and recall
r. The two dimension curve corresponding to (p, r)
is the precision-recall (PR) curve C that delineates the
region of possible PR values of object detection.
2. For a particular set of object detections determined by
(p, r), we apply an object tracking algorithm and com-
pute the resulting MOTA score Ψ(p, r). The MOTA
scores for (p, r) values on the PR curve form a three
dimension curve, i.e., the PR-MOTA curve, as shown
in Figure 6.
3. From the PR-MOTA curve, we calculate the inte-
gral score Ω∗ to measure multi-object tracking per-
formance (see Figure 6), i.e., the PR-MOTA score
Ω∗ = 12
∫
C Ψ(p, r)ds (Ω
∗ is the line integral along
the PR curve C). In other words, Ω∗ corresponds to
the (signed) area of the curved surface formed by the
PR-MOTA curve along the PR curve, as shown by the
shaded area in Figure 6.
Using the scores Ω∗, we can compare different multi-object
tracking algorithms by integrating the effect of object de-
tections 6. The score Ω∗ of all combinations of the bench-
marked detection and tracking algorithms are presented in
Table 2, which reflects the overall performance of the MOT
systems. The scores of other seven metrics, e.g., PR-MOTP
5Specifically, we vary the threshold 10 times from the minimal to the
maximal scores of input detections to generate the PR-MOTA curve.
6Notably, we have Ω∗ ∈ (−∞, 100%). The proofs about the range of
the score can be found in the Appendix.
and PR-IDS, are similarly calculated. In this way, we can
use the calculated scores to rank different object tracking
methods and complete MOT systems.
MOT system ranking. We rank different MOT systems
based on the PR-MOTA scores in evaluation, i.e., larger
PR-MOTA score indicates better MOT performance. The
tracking results of all MOT systems constructed by com-
binations of four object detection and six object tracking
methods benchmarked on UA-DETRAC dataset are shown
in Table 2.
Object tracking ranking. As presented in Figure 1, dif-
ferent detection algorithms greatly affect the overall per-
formance of the MOT systems. A robust object track-
ing method is expected to perform well even with dif-
ferent detection algorithms. Thus, the average scores of
UA-DETRAC metrics over four detection methods (i.e.,
DPM [22], ACF [18], R-CNN [26], and CompACT [11])
are used to rank the object tracking method. We use the av-
erage PR-MOTA scores based on four detection methods to
compare different object tracking methods, i.e., larger aver-
age PR-MOTA scores correspond to higher ranking of the
object tracking methods. The results are presented in Ta-
ble 3.
3.3. Comparison with Existing Evaluation Protocols
Evaluating MOT methods is a complex issue, the anal-
ysis in [41] shows that the widely used metrics in the
literature [53, 37], such as the MOTA, MOTP or IDS
scores, do not fully describe how the whole systems per-
form. Furthermore, there are several issues with the asso-
ciated MOT evaluation protocols. Early multi-object track-
ing studies [65, 4] use different object detection methods
to generate inputs to different object tracking methods. It is
known that the arbitrary choice of object detection inputs af-
fects the MOT results. Most recent MOT evaluation works
(e.g., [27, 58, 35, 40]) adopt a different protocol that uses
the same fixed detection inputs to different object tracking
methods, in order to make the MOT evaluation independent
from the variations in object detection results. It has been
shown in [52] that the performance MOT systems cannot
be reflected clearly with fixed detection inputs, and multi-
ple synthetic detections generated by controlled noise are
used for comparisons. However, these synthetically gener-
ated detection results do not fully correspond to how de-
tectors perform in real images. Furthermore, in [52], the
detections are randomly perturbed independently for each
frame, which is different from real detectors that generate
correlated detections in consecutive frames. In contrast, the
UA-DETRAC protocol considers the detector performance
for MOT evaluation. By using the three dimension curves
of detection (PR) and tracking scores (e.g., MOTA, MOTP,
Figure 7: Precision vs. recall curves of the detection algorithms in Overall/Easy/Medium/Hard subsets of UA-DETRAC benchmark. The scores in the
legend are the AP scores used to describe the performance of object detection algorithms.
Figure 8: Precision vs. recall curves of the detection algorithms in Cloudy/Rainy/Sunny/Night subsets of UA-DETRAC benchmark. The scores in the
legend are the AP scores used to describe the performance of object detection algorithms.
etc.), the UA-DETRAC protocol can better reflect the be-
havior of MOT systems, and is more useful for evaluating
all components of a MOT system.
4. Analysis and Discussion
4.1. Object Detection
Overall performance. Significant progress has been made
in object detection. However, the results of four state-of-
the-art object detectors on the UA-DETRAC dataset, pre-
sented in Figure 7(a) with the PR curves, show that there
is still much room for improvement for object detectors.
Specifically, as shown by the PR curves in Figure 7(a), the
DPM and ACF methods do not perform well on vehicle de-
tection, i.e., produce only 25.70% and 46.35% AP scores.
The deep learning based R-CNN method performs slightly
better than the ACF method with 48.95% AP. Overall, the
most recent CompACT [11] algorithm achieves the best per-
formance among the four detectors with 53.23% AP. As
shown in Figure 7(b)-(d), from the easy to hard sets, the AP
scores of four detectors drops more than 15%, and the AP
score for the classic DPM detector is only 17.62% on the
hard set, which indicates that much improvement is neces-
sary for detectors to be used in challenging scenarios de-
scribed in the UA-DETRAC dataset.
Weather. Weather conditions, such as rainy and night, sig-
nificantly affect the performance of detectors, rendering the
highest AP below 50%, shown in Figure 8. Existing ob-
ject detectors do not perform well when the appearance
changes caused by pool lighting conditions are significant,
e.g., the best CompACT method achieves only 46.37% AP
at night. In contrast, object detectors perform relatively well
in cloudy and sunny days.
Vehicle category. As shown in Figure 9(a)-(d), for differ-
ent category of vehicles, the detectors only perform rela-
tively well on cars. The AP of the best R-CNN method is
less than 5% for buses. It can be attributed to two reasons.
First, it is difficult to handle the drastic variations of scale
and aspect ratio for the bus images. Furthermore, limited
training samples affects the performance of object detectors
(i.e., there are only 1.28% vehicles are buses in the training
set, see Figure 5(a)).
Scale. Figure 10(a)-(d) show the results for each scale
of vehicles in the UA-DETRAC-test set. For small scale
vehicles, most detectors achieve over 30% AP except the
DPM method. At the medium scale, the CompACT method
achieves the best performance with 54.48% AP. All algo-
rithms perform poorly for the large scale vehicles (less than
11% AP). This phenomenon indicates that current detectors
are incapable to deal with large scale vehicles, e.g., buses.
Occlusion ratio. In Figure 11(a)-(d), we show the influence
of occlusion on detection performance in three categories,
i.e., no occlusion, partial occlusion, and heavy occlusion,
as described in Section 2.1. When partial occlusion occurs
(occlusion ratio is between 1% − 50%), the performance
drops significantly (more than 30% AP). Moreover, when
heavy occlusion occurs (occlusion ratio is over 50%), the
AP scores of all detectors are less than 1%. Thus, there
is significant room for improvement on detecting vehicles
under heavy occlusion.
4.2. MOT System
The UA-DETRAC scores of the MOT systems con-
structed by four object detection and six object tracking
methods are presented in 2. As shown in Table 2, all
tracking systems performs disappointedly (i.e., the best PR-
MOTA score is below 15% (Perfect = 100%, see Sec-
tion 3.2)). The MOT system CompACT+GOG obtains the
relatively higher PR-MOTA scores (14.2%) than other sys-
tems.
The CompACT+H2T (12.4% PR-MOTA score), and
CompACT+IHTLS (12.6% PR-MOTA score) systems
achieve comparable performance, while DPM +CMOT
performs worst among all systems with the lowest PR-
MOTA score −3.4%. After analyzing the results in Ta-
ble 2, we have two conclusions, i.e., (1) the general trend is
that a complete MOT system achieves better performance
with better detections, e.g., the average PR-MOTA scores
of all object tracking methods with the DPM, ACF, R-
CNN, CompACT detectors are 0.73%, 7.63%, 9.13%, and
11.03%, respectively; (2) however, there also exists some
counter-examples, e.g., the MOT system ACF+CEM (4.5%
PR-MOTA) performs better than R-CNN+CEM (2.7% PR-
MOTA) (R-CNN performs better than ACF), and the MOT
system R-CNN+DCT (11.7% PR-MOTA) performs bet-
ter than CompACT+DCT (10.8% PR-MOTA) (CompACT
performs better than R-CNN). These results suggest that
it is important to choose the appropriate detector for each
object tracking algorithm when constructing an MOT sys-
tem. On the other hand, these results indicate that we should
use multiple different detectors to evaluate object tracking
methods comprehensively and fairly, rather than select one
specific detector.
4.3. Object Tracking
The tracking results of six object tracking methods in
UA-DETRAC benchmark in different subsets: overall (Ta-
ble 3); easy, medium, and hard (Table 5); cloudy, rainy,
sunny, and night (Table 4); of UA-DETRAC benchmark,
are reported.
Based on the previous discussion, we combine each ob-
ject tracking method with all the detectors and report the av-
erage performance. As presented in Table 3 that the GOG,
DCT, and H2T algorithms produce top three PR-MOTA
scores, i.e., 10.1%, 8.3%, and 7.8%, respectively, while
the CEM method perform worst with the lowest PR-MOTA
Figure 9: Precision vs. recall curves of the detection algorithms in Car/Bus/Van/Others subsets of UA-DETRAC benchmark. The scores in the legend are
the AP scores used to describe the performance of object detection algorithms.
Figure 10: Precision vs. recall curves of the detection algorithms in Small/Medium/Large scale subsets of UA-DETRAC benchmark. The scores in the
legend are the AP scores used to describe the performance of object detection algorithms.
score 3.9%. In the easy set, the GOG algorithm performs
well with 20.1% average PR-MOTA score, while H2T has
comparable average PR-MOTA score 17.1%. However, in
the hard set, the performances of all object tracking meth-
ods are poor, e.g., the best average PR-MOTA score is only
3.7%. The average PR-MOTA scores of three object track-
ing methods, i.e., CMOT, IHTLS, and H2T are even less
than 0%.
In addition, as presented in Table 3, we find that the
CMOT, H2T, DCT, and IHTLS methods perform well with
high quality detections (the CompACT and R-CNN meth-
ods), while perform bad with low quality detections (the
DPM and ACF methods), e.g., there exists huge difference
between the average PR-MOTA scores of DPM+CMOT
and CompACT+CMOT, i.e., −3.4% and 12.6%, respec-
tively. On the other hand, the CEM method performs rel-
ative stably with different detection qualities: there exists
little difference between the average PR-MOTA scores of
DPM+CEM and CompACT+CEM, i.e., 3.3% and 5.1%,
respectively. CMOT, H2T, DCT and IHTLS adopt the lo-
cal to global optimization strategy to associate the input de-
tections to complete MOT task, which fails to resolve the
Figure 11: Precision vs. recall curves of the detection algorithms in No/Paritial/Heavy occlusion subsets of UA-DETRAC benchmark. The scores in the
legend are the AP scores used to describe the performance of object detection algorithms.
Table 2: PR-MOTA, PR-MOTP, PR-IDS, PR-MT, PR-FM, PR-ML, PR-FNT, and PR-FPT scores of the MOT systems constructed by four state-of-the-art
object detection algorithms and six state-of-the-art object tracking algorithms on the overall UA-DETRAC benchmark.
Methods PR-MOTA PR-MOTP PR-MT PR-ML PR-IDS PR-FM PR-FP PR-FNDetector Tracker
DPM
GOG 5.5 28.2 4.1 27.7 1873.9 1988.5 38957.6 230126.6
CEM 3.3 27.9 1.3 37.8 265.0 317.1 13888.7 270718.5
DCT 2.7 29.3 0.5 42.7 72.2 68.8 7785.8 280762.2
IHTLS -3.0 27.9 1.1 29.8 1583.6 4153.5 79197.5 244232.8
H2T -0.7 28.8 2.1 28.4 1738.8 1525.6 71631.0 236520.9
CMOT -3.4 28.4 5.1 26.6 447.5 1040.5 104768.3 221991.7
ACF
GOG 10.8 37.6 12.2 22.3 3950.8 3987.3 45201.5 197094.2
CEM 4.5 35.9 2.9 37.1 265.4 366.0 15180.3 270643.2
DCT 7.9 37.9 4.8 34.4 108.1 101.4 13059.7 251166.4
IHTLS 6.6 37.4 11.5 22.4 1243.1 4723.0 72757.5 198673.5
H2T 8.2 36.5 13.1 21.3 1122.8 1445.8 71567.4 189649.1
CMOT 7.8 36.8 14.3 20.7 418.3 2161.7 81401.4 183400.2
R-CNN
GOG 10.0 38.3 13.5 20.1 7834.5 7401.0 58378.5 192302.7
CEM 2.7 35.5 2.3 34.1 778.9 1080.4 34768.9 269043.8
DCT 11.7 38.0 10.1 22.8 758.7 742.9 36561.2 210855.6
IHTLS 8.3 38.3 12.0 21.4 1536.4 5954.9 68662.6 199268.8
H2T 11.1 37.3 14.6 19.8 1481.9 1820.8 66137.2 184358.2
CMOT 11.0 37.0 15.7 19.0 506.2 2551.1 74253.6 177532.6
CompACT
GOG 14.2 37.0 13.9 19.9 3334.6 3172.4 32092.9 180183.8
CEM 5.1 35.2 3.0 35.3 267.9 352.3 12341.2 260390.4
DCT 10.8 37.1 6.7 29.3 141.4 132.4 13226.1 223578.8
IHTLS 11.1 36.8 13.8 19.9 953.6 3556.9 53922.3 180422.3
H2T 12.4 35.7 14.8 19.4 852.2 1117.2 51765.7 173899.8
CMOT 12.6 36.1 16.1 18.6 285.3 1516.8 57885.9 167110.8
Table 3: PR-MOTA, PR-MOTP, PR-IDS, PR-MT, PR-FM, PR-ML, PR-FNT, and PR-FPT scores of six state-of-the-art object tracking algorithms over four
different detection algorithms on the UA-DETRAC benchmark.
Methods PR-MOTA PR-MOTP PR-MT PR-ML PR-IDS PR-FM PR-FP PR-FN
GOG 10.1 35.3 10.9 22.5 4248.5 4137.3 43657.6 199926.8
CEM 3.9 33.6 2.4 36.1 394.3 529.0 19044.8 267699.0
DCT 8.3 35.6 5.5 32.3 270.1 261.4 17658.2 241590.8
IHTLS 5.8 35.1 9.6 23.4 1329.2 4597.1 68635.0 205649.3
H2T 7.8 34.6 11.2 22.2 1298.9 1477.4 65275.3 196107.0
CMOT 7.0 34.6 12.8 21.2 414.3 1817.5 79577.3 187508.8
considerable number of false positives in low quality de-
tections, restricting the MOT performance. However, when
we use high quality detections, the strong appearance (the
CMOT method) or motion models (H2T and IHTLS meth-
ods), and trajectory refining mechanism (the DCT method)
constructed in these methods help track the objects accu-
Table 4: PR-MOTA, PR-MOTP, PR-IDS, PR-MT, PR-FM, PR-ML, PR-FNT, and PR-FPT scores of six state-of-the-art object tracking algorithms over four
different detection algorithms in different weather conditions on the UA-DETRAC benchmark.
Weather Methods PR-MOTA PR-MOTP PR-MT PR-ML PR-IDS PR-FM PR-FP PR-FN
Cloudy
GOG 14.3 38.4 15.8 19.1 1357.8 1311.4 14375.3 59460.3
CEM 4.1 35.7 2.8 35.7 155.1 210.6 7444.8 87671.8
DCT 12.3 38.2 8.8 26.6 103.3 99.6 6830.8 72215.0
IHTLS 9.6 37.2 14.5 20.1 451.4 1405.8 22140.4 61736.3
H2T 12.8 36.5 16.4 18.8 341.0 425.2 19283.4 58454.6
CMOT 11.5 37.8 17.9 18.0 132.3 538.1 24585.9 55840.0
Rainy
GOG 6.4 34.1 8.6 23.4 1404.1 1362.2 16511.9 66844.2
CEM 3.1 33.1 2.4 36.9 113.4 157.5 5714.3 85752.6
DCT 5.5 34.7 3.7 35.2 77.1 74.2 4888.7 81631.7
IHTLS 2.2 33.5 7.0 24.3 445.6 1462.9 24573.2 68451.3
H2T 4.3 33.4 9.0 22.4 415.3 465.6 23355.6 65329.6
CMOT 2.9 33.1 10.6 21.8 165.5 596.9 29062.3 62688.3
Sunny
GOG 17.6 41.8 17.8 17.5 542.4 526.9 5394.6 22097.7
CEM 6.9 39.0 4.2 35.4 55.5 65.2 2551.8 33294.3
DCT 13.6 41.2 9.6 29.4 40.9 40.7 2580.8 28398.2
IHTLS 12.5 40.7 15.1 18.8 181.8 616.0 8379.0 23258.8
H2T 13.1 40.1 17.4 18.9 222.5 208.1 8920.9 22246.9
CMOT 13.3 41.3 20.0 16.5 42.9 194.6 10379.9 20763.7
Night
GOG 8.2 32.5 4.9 24.6 1049.4 1041.9 7286.4 48301.5
CEM 4.7 31.7 1.4 34.1 75.9 100.4 3270.7 58876.4
DCT 5.8 33.5 1.9 34.8 55.6 53.0 3386.1 57019.2
IHTLS 4.1 32.3 4.4 25.1 272.3 1222.9 13703.0 49098.7
H2T 5.1 31.0 5.0 23.9 365.5 410.3 14516.6 46589.3
CMOT 5.9 31.4 6.6 22.8 81.9 506.8 15834.5 44365.8
rately to achieve good performance. Different from these
methods, CEM uses the global energy minimization strat-
egy to get rid of false positives, which makes these two
methods achieve relative better performance using even low
quality detections. Since CEM does not focus on exploiting
target appearance or motion information specifically, their
performance will not be significantly improved even using
extremely high quality detections. In summary, it is impor-
tant to take the advantage of these two categories of meth-
ods in constructing a robust MOT system.
Notably, the GOG method produces the top average PR-
MOTA scores in the UA-DETRAC benchmark by sacrific-
ing the IDS and FM scores, e.g., GOG produces highest
average PR-MOTA score 10.1% with the highest PR-IDS
score 4248.5 (almost 4 times larger than the CEM, DCT,
IHTLS, H2T, and CMOT methods) and second highest PR-
FM score 4137.3 (almost 2 times larger than the CEM,
DCT, H2T, and CMOT methods). That is, GOG pursues
to produce all objects’ trajectories, even if it contains some
false trajectories. Thus, the GOG method is not compe-
tent as other trackers in certain applications, e.g., human-
computer interaction, sports analysis, etc., where the track-
ing accuracy is top priority.
5. Running Efficiency
Since different object detection algorithms requires dif-
ferent platform for testing, e.g., the R-CNN method [26]
requires the GPU for both training and testing, while a CPU
desktop is enough for the ACF method [18], as such, it is
hard to compare them fairly. We just report the running
time of the evaluated object detection algorithms in Table 6
for reference.
Meanwhile, we report the running time of all the evalu-
ated object tracking algorithms in Table 7. That is, for the
object tracking algorithms, given the input detection pro-
duced by different detection algorithms, i.e., DPM [22],
ACF [18], R-CNN [26], and CompACT [11], with the
largest F-score, the average execution speeds on 40 se-
quences in UA-DETRAC-test set are presented in Table 7.
We run all the object tracking methods on a laptop with a
2.9 GHz Intel i7 processor and 16 GB memory. Frame-per-
second (fps) is used to measure the speed of the tracker.
Table 7: Average run-time speed of the object tracking algorithms in test-
ing on the video sequences of UA-DETRAC-test set with the largest F-
score detection responses produced by four different detection algorithms,
i.e., DPM [22], ACF [18], R-CNN [26], and CompACT [11]. Frame-per-
second (fps) is used to measure the speed of the tracker.
Trackers Codes DPM ACF R-CNN CompACT Average
CEM Matlab 4.49 3.74 5.40 4.62 4.56
GOG Matlab 476.52 319.29 352.80 389.51 384.53
DCT Matlab,C++ 2.85 1.29 0.71 2.19 1.76
IHTLS Matlab 7.94 5.09 11.96 19.79 11.20
H2T C++ 1.77 1.08 2.78 3.02 2.16
CMOT Matlab 4.48 3.12 3.59 3.79 3.75
Table 5: PR-MOTA, PR-MOTP, PR-IDS, PR-MT, PR-FM, PR-ML, PR-FNT, and PR-FPT scores of six state-of-the-art object tracking algorithms over four
different detection algorithms in three level difficulties on the UA-DETRAC benchmark.
Difficulty Methods PR-MOTA PR-MOTP PR-MT PR-ML PR-IDS PR-FM PR-FP PR-FN
Easy
GOG 20.1 44.6 17.5 24.0 1019.0 981.2 8423.5 42065.9
CEM 7.2 42.0 3.4 42.3 96.4 119.6 4253.3 63296.3
DCT 16.3 44.1 9.6 34.3 73.5 69.4 4754.6 51393.3
IHTLS 14.8 43.0 15.5 25.3 299.5 1102.3 13839.9 43954.4
H2T 17.1 42.9 17.8 24.7 298.8 305.5 12866.0 42086.5
CMOT 16.6 43.8 20.0 23.0 68.3 327.9 16282.2 39467.6
Medium
GOG 10.1 33.9 9.0 22.9 2430.2 2334.9 21218.8 109617.6
CEM 3.6 32.5 1.9 35.4 218.0 294.2 10148.7 145998.4
DCT 7.7 34.2 4.3 32.2 146.6 142.1 8579.2 133066.8
IHTLS 6.0 33.4 8.0 23.7 733.3 2524.8 34474.9 112439.7
H2T 8.6 32.6 9.3 22.4 705.8 809.4 31004.8 106835.5
CMOT 7.9 33.2 10.7 21.5 242.3 1057.5 38341.5 102552.7
Hard
GOG 2.5 32.7 6.1 27.6 800.9 825.8 12731.7 52942.3
CEM 2.5 31.8 2.3 36.7 79.3 112.7 4338.1 61977.2
DCT 3.7 33.5 3.0 36.6 52.8 52.0 3937.4 60622.1
IHTLS -1.8 31.6 4.6 28.4 275.9 924.6 18575.9 53981.9
H2T -1.4 31.1 5.9 27.0 281.2 342.4 20048.9 51910.9
CMOT -1.9 31.0 7.6 25.8 95.9 394.6 22893.7 49999.6
Table 6: Average run-time speed of the object detection algorithms in testing on the video sequences of UA-DETRAC-test set. Frame-per-second (fps) is
used to measure the speed of the tracker.
Detectors DPM ACF R-CNN CompACT
Platform
CPU: 4×Intel Core CPU: 2×Intel Xeon CPU: 2×Intel Xeon CPU: 2×Intel Xeon
i7-6600U (2.60GHz) E5-2470v2 (2.4GHz) E5-2470v2 (2.4GHz) E5-2470v2 (2.4GHz)
GPU: Tesla K40 GPU: Tesla K40
Codes Matlab,C++ Matlab,C++ Matlab,C++ Matlab,C++
Time 0.17 0.67 0.10 0.22
6. Conclusions
In this work, we present a large scale multi-object track-
ing benchmark (UA-DETRAC) consisting of 100 video se-
quences with rich annotations. We perform comprehen-
sive experiments to evaluate the performance of four object
detection and six object tracking methods. Based on our
benchmark study, there are mainly two aspects to consider
when building MOT systems. First, we should consider ob-
ject detection and tracking jointly to evaluate performance
of MOT systems. We suggest using the UA-DETRAC pro-
tocol for this purpose. Second, it is necessary to integrate
the object detection and tracking tasks into a unified frame-
work to exploit shared information in constructing a real-
world MOT system.
In the future, there are several important directions that
we would like to further improve the current work. First,
we would like to enrich the current UA-DETRAC dataset to
include more sequences and richer annotations. More im-
portantly, we would like to extend this dataset to include
several videos for pedestrian detection and tracking evalu-
ations. In terms of the UA-DETRAC evaluation protocol,
we will perform theoretical analysis on the specific metric
we use, and to further improve the performance of MOT
systems.
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Appendix
We give the proofs about the range of the PR-MOTA
score Ω∗. The PR-MOTA score Ω∗ is defined as the line
integral along the PR curve, i.e.,
Ω∗ =
1
2
∫
C
Ψ(p, r)ds (2)
where C is the PR curve, and Ψ(p, r) is the MOTA value
corresponding to the precision p and recall r on the PR
curve. Since any MOTA score Ψ(p, r) ∈ (−∞, 100], we
have the lower bound of Ω∗ is −∞. We present the up-
per bound of Ω∗ as follows. Let C0, · · · , Cn be the dividing
points on the PR curve, where the i-th point is Ci = (pi, ri)
corresponding to the prevision pi and recall ri on the PR
curve, and C0 and Cn are two end points of the PR curve.
We denote the length of the i-th arc determined by Ci−1Ci
is ∆si. Thus, we have ∆si =
√
∆pi
2 + ∆ri
2. Let
λ = max1≤i≤n ∆si. Then, the PR-MOTA score Ω∗ can
be represented as
Ω∗ =
1
2
∫
C
Ψ(p, r)ds =
1
2
lim
λ→0
n∑
i=1
Ψ(pi, ri)∆si (3)
∀i, we have Ψ(pi, ri) ≤ 100. Thus, we have
Ω∗ ≤ 1
2
· 100 · lim
λ→0
n∑
i=1
∆si
= 50 · lim
λ→0
n∑
i=1
√
∆pi
2 + ∆ri
2
≤ 50 · lim
λ→0
n∑
i=1
(|∆pi|+ |∆ri|)
= 50 · lim
λ→0
( n∑
i=1
|∆pi|+
n∑
i=1
|∆ri|
)
Since the precision p and recall r on the PR curve are in
the interval [0, 1], i.e., p ∈ [0, 1] and r ∈ [0, 1], we have∑n
i=1 |∆pi| = 1 and
∑n
i=1 |∆ri| = 1. In this way, we ob-
tain Ω∗ ∈ (−∞, 100]. Notably, the equal sign is achieved
under two constraints, i.e., 1) precision p 6= 0, recall r = 0,
and recall r 6= 0, precision p = 0; 2) For any precision p
and recall r values of the input detection, the object tracking
method can always achieve the excellent MOTA score 100.
The two constraints are the idea cases, which are impracti-
cal in real applications.
