Abstract -A parameterized Newton's method to guarantee convergence to an eigenpair of a real symmetric matrix in a designated interval has been developed. The method is parametric in nature and with appropriate choices of parameters, the classical methods such as Newton's method and the Rayleigh quotient method can easily be recovered.
Introduction
In this paper, we present a new iterative algorithm to compute eigenpairs of A whose eigenvalues lie in a prescribed interval [a, b] . The proposed method is based on a modification of well known Newton's method [12] .
Let us denote by M n (R) ≡ M n the set of all n × n real matrices and the eigenvalues of A denoted by λ(A) be arranged in decreasing order, i.e., λ max = λ 1 · · · λ n = λ min , and {u 1 , · · · , u n } be the eigenvectors corresponding to {λ 1 , · · · , λ n }. Suppose A ∈ M n (R) is a symmetric matrix. Newton's method for obtaining an eigenpair for the real symmetric A ∈ M n (R) is as follows [1, 12] . Given an initial approximation x α of an eigenpair of A, such that the matrix αI − A x 2x
is invertible, Newton's iteration for refining x α is
It is well known that Newton's method has a local quadratic convergence rate [1] ; that is, there is a small neighborhood N k for each eigenpair u k λ k such that the iterations starting at a point in the neighborhood N k guarantees convergence to the eigenpair u k λ k . In general, determining a neighborhood of convergence is difficult, and Newton's iteration (1.1) can easily be divergent if it is started with an initial approximation outside N k . As an example, if we let
then using Newton's method (1.1) fails immediately as α → ∞. In Section 4, we show that the proposed method converges to the eigenpair with the same initial approximation. Indeed, the proposed modified Newton's method (see Section 2.1) is such that iterations always converge to an eigenpair, no matter where the initial approximation is, and, moreover, if we like to compute it in a given interval, the iterations remain in the designated interval ensuring its convergence to an eigenpair in that region.
Numerical methods for finding eigenvalues in an interval are rare. The currently used Lanczos method with shift and invert requires several "trial and error" choices of the shift before convergence to a particular eigenvalue in an interval is assured [2] .
The proposed method guarantees convergence in an interval as long as the method is started with an initial approximation (see Section 3) inside the interval. The major computational requirement of the method is the solution of a shifted linear system. With the use of a Krylov subspace iterative method for solving a shifted linear system [16] , the method can be used for large and sparse symmetric eigenvalue problems. The method is parametric in nature and with appropriate choices of the parameters, the classical methods such as Newton's method, the Rayleigh quotient iteration method, etc., (see Section 2.2) become special cases of the proposed method. In Section 2, we describe the proposed parametric Newton's method and its convergence property. Also in this section we show how the Rayleigh quotient iteration and the parameterized Newton's method are related. In Section 4 we describe our algorithm with examples.
The results of the numerical experiments performed on a variety of well-known examples show the accuracy and sometimes superiority of the method over the classical Newton method. The convergence of the classical Newton method was very slow for matrices of the order higher than 800 and therefore it was not included in our experiments. Since the MAT-LAB function Eigs is the only software available for computing a few eigenvalues of a large and sparse matrix, it was included in our experiment. However, it is to be noted that Eigs a more general purpose routine and is not specifically designed to compute eigenvalues in an interval. Our new algorithm might find some applications in finding a suitable approximate initial eigenvector which is crucial for good performance of any Krylov subspace method for eigenvalue computations.
2. Development and properties of parametrized Newton's method
Parameterization of Newton's iteration
Consider the Newton iteration (1.1)
Assuming α = 0, we can write
Choose now a parameter t > 0 so that the method takes the form
and 2x
From (2.2) and (2.3) one obtains
x. Then we can write
and hence, we obtain from (2.4)
If we normalize the vector x ∈ R n in each step of the iteration, such that
Since |β|/β = ±1, we ignore the sign.
Note that when t = 1, this becomes Newton's method.
where s is an arbitrary positive number. In this case, Newton's method takes the form
Iterations (2.5) then form a parameterized Newton's method where the parameter s is to be chosen so that the iterations converge to a desired eigenpair.
Convergence property of the parameterized Newton method
In this section, we study the convergence property of the parameterized Newton's iteration developed in the previous section. We need the following.
Lemma 2.1. (Jensen's inequality [15] ). Let f : E → R be a convex function, and ϕ :
, the residual at the point x α is defined by
Now, using (2.5) , we have
It is easy to verify that Res x α = 0 if and only if x α is an eigenpair of A. We use the residual to measure how close a point is to an eigenpair.
Then it is clear that ||y||
, where λ(A) denotes the spectrum A. In this case, we have
and
(2.10)
Proof. For x ∈ R n , ||x|| 2 = 1, and α / ∈ σ(A) as in (2.8), (2.9) and (2.10), we have
is a point obtained from the parameterized Newton's iteration (2.5).
Later on we use the following notations:
Note that |r
1 by Corollary 2.1. The following result shows that residuals under iteration (2.5) and (2.6) is convergent if the parameter s is suitably chosen. 
Corollary 2.2. (Convergence property). Suppose x
Proof. If 0 s 2, then (1 − s) 2 1, and hence 1 − (r
Now, since Res
, the above inequality shows that Res
for 0 s 2. Then we conclude that Res
for each i, from the last inequality by Corollary 2.1. It shows that {Res
} is a monotone decreasing sequence that is bounded below by zero. Therefore, conclude that the sequence {Res
It is clear that the sequence {Res 
Then since
Hence we have
whenever 0 s 2, the above equality implies that 1/
shows an interesting characteristic of the accumulation point
Theorem 2.1. (Characterization of the accumulation point). Let
To prove Theorem 2.1, we need the following lemmas:
x + R S , where
Thus, the lemma holds if R S > 0. Now,
where a strict inequality holds if 3 > 0. In this way, we successively compute i and construct
Proof of Theorem 2.1. From (2.9) and (2.10) we have 
Corollary 2.3. For a real symmetric
, then, by Theorem 2.1, there are eigenvalues λ s and λ k such that
, where m 1 and m 2 are alge- 
Note that if Res
Res (i+1) is very close to one (i.e., it is not converging fast enough), then it implies that Res
(Theorem 2.1). This may indicate that iterations (2.5) are converging to an accumulation point. In this case, Corollary 2.3 is applied to set r
Connection with shifted Rayleigh quotient iteration
It is interesting to observe that the convergence behavior of the parameterized Newton method exhibits a remarkable similarity with the well-known classical method for finding an eigenpair of a matrix, Rayleigh quotient iteration (RQI) [13, 14] . x . We show that the RQI is a special case of the parameterized Newton's iteration when the parameter s is set to be 1. Consider the parameterized Newton's iterations (2.5). Now notice that
From the above expression we see that the parameterized Newton's iteration is RQI weighted by the parameter s where the parametrized Newton iteration becomes RQI shifted by the first vector x ∈ R n with s = 1. The following result shows that the shifted RQI is actually the one with the minimum residual among all parameterized Newton's iterations.
Theorem 2.2. Let A ∈ M n be real symmetric and consider the parameterized Newton's iterations (2.5). Then
min s Res x α = 1 ∧ β √ 1 − r 2 at s = 1.
Proof. From iterations (2.5) and using equation (2.8), we have
Since ∧ β is positive, it is immediate from the above expression that Res x α is minimized at s = 1 with min
It is known [14] that RQI has a cubic convergence rate and hence iterations (2.5) are expected to have a cubic convergence rate where s is close to 1.
A method for obtaining an eigenpair in a target interval
In this section, we take the advantage of the guaranteed convergence property of the parameterized Newton's iteration to obtain a method that will produce an eigenpair of a symmetric matrix whose eigenvalue lies in a given target interval.
Consider the parameterized Newton's iterations (2.5)
where r
. For some q 1, define the interval
The following result shows that the interval T
contains at least one eigenvalue of A. 
Proof. Let α (i)
∈ R be given. Since the interval T
}, it is sufficient to show that there is an eigenvalue λ ∈ R of A such that |α
− λ| qRes (i) for some q 1. Let U be the same as in Theorem 2.1, then, as in (2.10), we have
Since α
we have
Therefore, there is an eigenvalue λ of A such that |α
− λ| qRes (i) for some q 1 as desired.
Let
. Then B 
Proof. Notice that T
for all i = 0, 1, 2, . . .. It is immediately verified that the above inequality is equivalent to
We now show if we choose the parameter 0 s 2
for each i, it will satisfy inequality (3.1). For this purpose consider the following function:
It is easy to see that f (r) is maximized when r
is the maximum value of f (r) for all r 0. If we choose s > 0 such that
for all r 0. Solving inequality (3.2) for s, we get
For each step of the iteration when s is chosen from (3.2) we have
, then the convergence rate is quadratic, and if s = 1, then this method becomes RQI (see Section 2.3).
In practice, an interval G, where an eigenvalue is to be obtained, is usually prescribed apriori. Thus, in the following we show how the parametrized Newton's method can be successfully applied to the problem where an interval G ⊂ R is given. For the initial point, we can as well choose α (0) to the mid-point of the given interval G. It is clear that if T (0) is contained in G, then the iteration converges to an eigenpair whose eigenvalue lies in the given target interval G. It is also easy to see that the convergence in G occurs if α
, then it is probably that at i the step α is much larger than G. If that happens, the following result shows a way to correct the algorithm. 
Then for any
Proof. From Lemma 2.1 we have
We remark that Lemma 3.2 provides a remedy when α to a point inside of G by moving a small amount δ. In this case, the result in Lemma 3.2 ensures that the residual at the new point only can change at most an amount of shift δ. Consequently, the width of the interval T (i) can change at most qδ under the shift, and hence the rate of convergence of the iteration has not been affected much by the shift.
4. Algorithm for computing an eigenpair of a symmetric matrix in a given interval
Algorithm
In this section, we propose a new algorithm based on the parametrized Newton method for computing an eigenpair of a symmetric matrix in a given interval based on iterations (2.5) and Theorem 3.1.
Input:
A -n × n symmetric matrix, x 
(c) If i > 0 Compute:
Compute:
1. Res
; end if; (d) If the residual decreases slowly, then set (see Corollary 2.3)
2. Find corresponding eigenvectors x
or choose a new eigenvector x
end; end for;
Remarks:
1. In step (a), one needs to do a factorization to solve the system (α
, which is the major computational kernel of the algorithm. For large and sparse problems, the Krylov subspace iterative method [16] can be used.
2. In step (c), the residual should be computed using equation (2.7) instead of explicitly computing Res
3. The convergence rate of the algorithm depends on the value of 0 s 2. If s = 1/r
, then the convergence rate will be quadratic and if s 1, then the convergence rate will be cubic.
Numerical results
In this section we present the results of our numerical experiments on finding an eigenpair of a symmetric A in a given interval, where A is chosen from the MATLAB Test Matrix toolbox [8] .
We compare our results with Newton's method and Eigs (MATLAB 6.0). We have chosen the same shift α (0) and the same random eigenvector x (0) for all three methods under comparison. The results clearly show that the proposed algorithm always converges to an eigenvalue in a given interval, as long as the shift is inside the interval of interest.
The classical Newton method failed in some cases where the convergence of Eigs was slow. However, the function Eigs is a general purpose program for computing a few eigenvalues near the chosen shifts of any arbitrary matrix. The reason for the slow convergence of Eigs in these cases is that the choices of shifts were not close to the eigenvalues sought.
Notations used for the tables:
A -n × n symmetric matrix, a -lower bound of the interval, b -upper bound of the interval, This example shows that the classical Newton method does not converge even when the initial approximation is close to the actual eigenvalue, while the parameterized Newton's method does. In the following examples, the methods which did not converge to an eigenvalue in a given interval within the specified number of maximum iterations or an eigenvalue of the given matrix, are indicated by asterisk (*). In examples 4, 5, and 6 where n 1000, we are not using the Newton method for comparison because this is taking excessive cputime. 
Conclusions
Computing the eigenvalues and eigenvectors of a large and sparse matrix is an active area of research in numerical matrix computations, in view of a wide range of applications that demand such computations. Newton's method is a classical iterative method for such eigenvalue and eigenvector computations. Unfortunately, the quadratic rate of convergence of the method cannot be guaranteed unless the initial approximations is very close to the sought eigenpair.
Furthermore, neither Newton's method nor any other existing ones are specially designed to compute an eigenvalue or eigenvalues in a specified interval.
In this paper, we propose a new parametric Newton's method for computing an eigenpair of a large and sparse symmetric matrix A in a given interval. This new parametric method, unlike the classical Newton method, guarantees the convergence provided that the iteration is started with the initial approximation in the given interval. This new method is closely related to the shifted Rayleigh quotient iteration method. Indeed, the RQI can be considered as a special case of this method.
Our future research project will be to develop a hybrid method combining this new parametrized Newton's method with a suitable Krylov subspace. The idea is first to obtain a good approximation of the sought-after eigenpair in the given interval using the parametrized Newton's method and then use the Krylov subspace method to compute all the eigenpairs in a given interval. Some empirical results on this idea seem to be promising and encouraging.
