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A good understanding of trends, variations, and causes of atmospheric aerosols is vital to 
quantifying the role of air quality in climate change and health concerns and for informing relevant 
regulatory policies. This thesis presents four projects that exploit a range of observational data and modeling 
tools to characterize and interpret aerosol dynamics and its potential determinates.  
An econometric model is implemented to identify aerosol variations, predictions, and the driving 
forces using six sites spreading across North America and East Asia during 2003–2015. Regional 
differences caused by impacts of climatology and land cover types are observed. Statistical validation of 
time series ARIMA models indicates the applicability and feasibility of ARIMA modeling. The reasonably-
predicted AOD values could provide reliable estimates to inform better the decision-making for sustainable 
environmental management and the initiative of reforestation on emission sinks could have potential 
implications for climate change mitigation. 
The time series analyses and modeling of aerosol variability are further investigated in a spatially 
continuous framework based on the valuable spatiotemporal dimension of the remote sensing data over the 
contiguous United States (U.S.) and China. By comparing variations and trends in these two countries, we 
attribute the large differences to the energy strategies, economic and urban development, and lifestyle 
activities. Areas most suitable for applying the model for prediction are those with high AOD quality, high 
completeness of AOD data, low-AOD values, and AOD time series with clear seasonal variations.  
Xueke Li – University of Connecticut, [2019] 
 
 
Then, a geographically weighted regression (GWR) model is employed to estimate PM2.5 
concentration and analyze its relationships with AOD, meteorological variables, and nighttime light (NTL) 
data across the Northeastern United States in 2013. Improved GWR model performance is found for the 
warm season when applying the index that incorporates normalized difference vegetation index (NDVI) 
into NTL (17% and 7.26% better than GWR model without NDVI and NTL data and GWR model without 
NTL data, respectively). The spatial distribution of the estimated PM2.5 levels clearly reveals patterns 
consistent with those densely populated areas and high traffic areas. 
Finally, an evaluation framework to identify both mean and extreme conditions of PM2.5 is 
proposed and applied to the WRF-CMAQ simulations over the contiguous U.S. for the period of 2001-
2010. While the model exhibits satisfactory performance over the eastern U.S., PM2.5 mean variations and 
extreme trends in the western U.S. are not well represented partly due to the complex terrains and active 
fire activities. Moreover, the relationship between extreme PM2.5 pollution episodes and abnormal synoptic 
conditions is quantified. More extreme PM2.5 pollution episodes are expected in a warming climate, with 
rural stations and the western U.S. suffer the most. 
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1. Introduction   
 
Atmospheric aerosols, originating from either natural or anthropogenic sources, have great 
impacts on earth’s radiation budget, climate change, and human health. Aerosols affect the Earth’s 
radiative energy balance primarily in two ways (Charlson et al. 1992, Satheesh and Krishna 
Moorthy 2005, Ramanathan et al. 2001). One way is via directly scattering and absorbing incoming 
solar radiation. It engenders cooling effects of the surface and effectively counteracting warming 
effects caused by greenhouse gas. The absorption could, on the other hand, entail heating effects 
of the atmosphere (Kaufman, Tanré, and Boucher 2002). The other way is through indirectly 
influencing clouds and precipitation by serving as cloud condensation nuclei (CNN) (Rosenfeld et 
al. 2008) as well as ice nucleating particles (INPs) (Zhao et al. 2019). These tiny particles are like 
the joker played in the climate system’s deck of cards (Stevens 2013). It still remains untangled 
how aerosols interact with climate since the first assessment reports released in 1996 (IPCC 2014).  
Among various atmospheric aerosols, fine particulate matter (PM2.5, with aerodynamic 
diameters < 2.5 µm) stands out since it is one of the most pervasive air quality problems facing the 
world, especially in developing countries. Epidemiological evidence shows that fine particles can 
penetrate deep into the lungs, heart, and bloodstream, where they cause adverse health effects 
including increased mortality and morbidity (Dockery et al. 1993a), aggravated cardiovascular and 
respiratory illnesses (Dominici, Peng, Bell, and et al. 2006), lower birth weight (Bell, Ebisu, and 
Belanger 2007), and declined cognitive performance (Zhang, Chen, and Zhang 2018). In particular, 
PM2.5 with different chemical compositions is likely to have varied toxicity from place to place 
and time to time (Lelieveld et al. 2015). This heterogeneous spatial and temporal mixtures can be 
further complicated by the short residence time of fine particles in the atmosphere. Therefore, it 
remains a challenge to characterize accurately the spatiotemporal distribution of atmospheric 
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aerosol concentrations and compositions, which has important implications for air quality, climate 
change, and public health. 
To address the need, an array of approaches has been employed spanning from ground-
based monitoring networks, to satellite-based observations, to atmospheric chemistry modeling. 
Air quality concentration values monitored by ground stations are considered to be the simplest, 
most direct, and reliable data source, which is valuable for validations of satellite retrievals and 
numerical modeling (Smirnov et al. 2000). However, ground-based networks usually have very 
limited geographic and temporal coverages, which reduces their ability to monitor precisely the 
spatiotemporal variation of air quality concentration at a large scale and in remote regions. This is 
especially true for rapidly developing countries where concentrations and health concerns are the 
greatest (van Donkelaar, Martin, et al. 2010a).  
Remote sensing techniques take advantage of satellite-retrieved total-column aerosol 
optical depth (AOD) data to provide spatiotemporally-continuous observations. Recent studies 
predict surface PM2.5 concentrations by quantifying the PM2.5-AOD relationship using 
sophisticated statistical models (Liu, Paciorek, and Koutrakis 2009, Chu et al. 2013, Hu et al. 2013, 
Kloog, Nordio, et al. 2012, Koelemeijer, Homan, and Matthijsen 2006, Lee et al. 2012, Liu et al. 
2005, Zou et al. 2016). However, the association between PM2.5 and AOD may differ substantially 
because of time, location, meteorology, and aerosol composition. To this end, local estimates from 
satellite-based AOD methods cannot be easily extended to large scales. Alternatively, (van 
Donkelaar, Martin, et al. 2010a, Liu, Park, et al. 2004, van Donkelaar et al. 2015) proposed to 
estimate PM2.5 concentrations by applying the PM2.5/AOD ratios derived from chemical transport 
model (CTM). The approach endows the estimates with physics, chemistry, and dynamics of 
atmospheric constituents. Nevertheless, the AOD-PM2.5 relationship may be biased due to retrieval 
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algorithms, spatial and temporal gaps, and relatively coarse resolutions resulted from aerosol 
products (Hoff and Christopher 2009).  
Atmospheric chemistry modeling, such as the Weather Research and Forecasting-
Community Multiscale Air Quality (WRF-CMAQ), the Weather Research and Forecasting model 
coupled with Chemistry (WRF-Chem), and the global 3-D model GEOS-Chem, approaches the 
problem by simulating emissions, transport, and atmospheric chemistry of air pollutants without 
knowing prior knowledge of observational data. The simulated concentrations have been 
successfully applied in understanding the influences of trade-related air pollution (Lin, Pan, et al. 
2014), unraveling the mechanisms of haze formation (An et al. 2019), assessing emission control 
strategies (Liu et al. 2019, Shah et al. 2018), and estimating burden of disease attributable to air 
pollution (Cohen et al. 2017). Despite this, there is little consistency between studies due to the 
complexity of atmospheric reactions and meteorological processes as indicated by Jacob and 
Winner (2009). The uncertainty in part comes from model structure, scenario, and internal 
variability (Hawkins and Sutton 2009), and in part because of coarse spatial resolution and 
inadequacy to capture as well as foresee extreme events.  
Accurate characterization and simulation of atmospheric aerosols can potentially shed light 
on the implications for climate change and health concerns and for formulating relevant regulatory 
policies. The objective of this dissertation is to explore the integration of field measurements, 
satellite observations, and atmospheric chemistry modeling to identify the spatiotemporal 
distribution, variation, trends and causes of atmospheric aerosols. We seek to address the following 
major questions: 
• How are atmospheric aerosol properties changing over time and what are the underlying 
causes leading to these changes? Are there any spatial consistencies or differences in the 
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trend patterns? What are the implications for inter-region studies and climate change 
mitigation? 
• Can the time series modeling properly simulate and predict aerosol dynamics at the local 
and regional scales? What are the possible contributors that engender model uncertainties 
and what are the ideal conditions for accurate prediction?  
• What is the value of nighttime light imagery in estimating ground-level PM2.5 
concentration? Will the geospatial model be appropriate to predict PM2.5 concentration? 
What are the spatiotemporal patterns of the PM2.5 concentration and will it be aligned with 
the real scenario? 
• Can regional chemical transport models be adequate to reproduce climatological mean and 
extremes of PM2.5, and be used to understand complex relationship between PM2.5 
episodes and climate extremes? 
To understand these questions, we first explored monthly, seasonal, and annual AOD 
variability and its primary impacting factors at six sites across North America and East Asia during 
2003–2015. Satellite-retrieved MODIS Collection 6 retrievals and ground measurements derived 
from AERONET were used for this purpose. We then applied autoregressive integrated moving 
average (ARIMA) models to simulate, estimate, and forecast future AOD trends from reliable 
identification of past temporal modes. It is expected that analysis of the case studies could provide 
some recommendations for reducing aerosol pollution and carbon emissions from both sources 
and sinks perspectives. Related contents are presented in Chapter 2 and have been published on 
the Journal of Cleaner Production (Li, Zhang, Li, et al. 2019).  
In addition to investigating atmospheric aerosol patterns at the site level, we further 
assessed the applicability and feasibility of the time series ARIMA model to describe the 
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spatiotemporal distribution of aerosols at the regional scale. We conducted a long-term, inter-
country comparison of aerosol variations, trends, and predictions in the contiguous United States 
(U.S.) and China using satellite-based measurements as the primary data source. We also utilized 
ground monitoring network to evaluate fully performance of time series modeling. The predicted 
results makes it possible to fill the spatial and temporal gaps of satellite-retrieved aerosol products. 
Details are specified in Chapter 3 and has been published on the Science of The Total Environment 
(Li, Zhang, Zhang, et al. 2019). 
To provide reliable PM2.5 estimates that facilitate assessing exposure to air pollution where 
monitors are sparsely distributed, we employed a geographically-weighted regression approach to 
predict daily PM2.5 levels across the New England region in 2013. This prediction approach 
integrates satellite-derived AOD, land use data, and meteorological variables to predict daily PM2.5 
levels. We also examined the contribution of land use information to PM2.5 prediction by 
developing three specific GWR models with different predictor sets, namely GWR-basic, GWR-
NDVI, and GWR-VANUI. Related consents are presented in Chapter 4 and have been published 
on the Remote Sensing (Li et al. 2017). 
Finally, we proposed an evaluation framework to characterize both mean and extreme 
conditions of PM2.5 and applied it to the WRF-CMAQ simulations over contiguous United States 
for the period of 2001-2010. We calculated extremes based on the 95th (or 5th) percentile of the 
distribution. We then determined the trend using a Sen’s slope and the significance of the trend at 
individual location is tested with the Mann-Kendall test. We also quantified the complex influence 
of extreme meteorological conditions on PM2.5 extremes that is critical for the development of air 
pollution policy and improvement of health-relevant decisions. Related contents are presented in 
Chapter 5 and have been published on the Atmospheric Environment (Li, Seth, et al. 2019).    
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2. Exploring the trend, prediction and driving forces of aerosols using satellite 
and ground data, and implications for climate change mitigation   
 
A version of: Li, X., C. Zhang, W. Li, R. O. Anyah and J. Tian (2019). Exploring the trend, 
prediction and driving forces of aerosols using satellite and ground data, and implications for 
climate change mitigation. Journal of Cleaner Production 223: 238-251. 
 
2.1. Abstract 
Human activities-related aerosol emissions and CO2 emissions originate from many of the 
common sources. Identifying the aerosol variations and the underling determinates can provide 
insights into united mitigation policy controls targeting both aerosol pollution and climate change. 
Long-term trend analysis and modeling offers an effective way to appreciate fully how aerosols 
interlink with carbon cycle and climate change. This study analyzes the current trends, models the 
future predictions, and investigates potential driving forces of aerosol loading at six sites across 
North America and East Asia during 2003 to 2015. Satellite-retrieved MODIS Collection 6 
retrievals and ground measurements derived from AERONET are used. Results show that there is 
a persistent decreasing trend in AOD for both MODIS data and AERONET data at three sites. 
Monthly and seasonal AOD variations reveal consistent aerosol patterns at sites along mid-
latitudes. Regional differences caused by impacts of climatology and land cover types are observed 
for the selected sites. Statistical validation of time series ARIMA models indicates that the non-
seasonal ARIMA model performs better for AERONET AOD data than for MODIS AOD data at 
most sites, suggesting the method works better for data with higher quality. The seasonal ARIMA 
model reproduces time series with distinct seasonal variations much more precisely. The 
reasonably-predicted AOD values could provide reliable estimates to inform better the decision-
making for sustainable environmental management. Drawn from aerosol pollution control 
strategies, it is suggested that the enforcement of regulations on emission sources and the initiative 
of reforestation on emission sinks could have potential implications for climate change mitigation. 
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2.2. Introduction 
In the context of rapid industrialization and urbanization, climate change and air quality 
impose two major threats on sustainability. Notorious and historical examples range from the Los 
Angeles Photochemical Smog first identified in 1942, the historic London fog in 1952, to the 
recent/current heavily polluted megacities such as Beijing and Delhi (Shi et al. 2016, Wang et al. 
2016). Aerosols, being one of the major culprits for air pollution, are demonstrated to have great 
adverse impacts on human health (Brunekreef and Holgate 2002). Aerosols that originated from 
common anthropogenic sources responsible for greenhouse gas (GHG) emissions such as biomass 
burning and fossil fuel combustion strongly interlink with carbon cycle (Meng et al. 2016, Andreae 
and Merlet 2001) and climate change (Casazza et al. 2018, Ramanathan and Carmichael 2008b). 
This interconnectedness provides insights into united mitigation policy controls targeting on both 
aerosol pollution and climate change, which may counteract a considerable portion of mitigation 
costs (IPCC 2013).  
Identifying the current trend, the future predictions, and the underlying driving forces of 
aerosol properties facilitates identification of appropriate air pollution mitigation policies targeting 
on common sources and sinks relevant to carbon reduction. In view of this, various measurement 
methods have been employed in this study to observe, analyze and characterize aerosol properties, 
ranging from ground-based monitoring networks to data retrievals from satellite imagery. For 
example, the AErosol RObotic NETwork (AERONET) (Holben et al. 1998), one of the primary 
ground monitoring systems, provides worldwide measurements of aerosol properties, such as 
aerosol optical depth (AOD), a measure of total column light extinction, and Ångström exponent 
(AE), a parameter inversely correlated with aerosol particle size (Dubovik et al. 2000). Despite the 
high precision of the in situ measurements, their spatial coverage is limited (Fontes et al. 2017). 
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As a complementary data source, satellite remotely sensed imagery offers spatiotemporally 
continuous products. Among various satellite-retrieved AOD products, MODerate resolution 
Imaging Spectroradiometer (MODIS) retrieval data has been demonstrated to be a quality-assured 
dataset and the recently released Collection 6 (C6) has significant improvement over the previous 
collections (Levy et al. 2013).  
In recent years, extensive efforts have been made to assess the long-term trends of aerosol 
loading. Zhang and Reid (2010) reported regional differences in AOD trends using MODIS and 
Multi-angle Imaging Spectroradiometer (MISR) products. Hsu et al. (2012) found a weakly 
increasing tendency over ocean in AOD retrieved from Sea-viewing Wide Field-of-view Sensor 
(SeaWiFS). Other studies observed upward trends of AOD over economically 
growing/industrialized regions of Asia and downward trends of AOD over the eastern United 
States (US) and Europe using data either from ground measurements (Li et al. 2014) or satellite 
sensors (Zhang, Wong, and Nichol 2016). Although trend analysis of aerosols has been well 
documented in previous studies, statistical future prediction of aerosol patterns and the underlying 
causes that explain these changes in aerosol concentrations remain less well known. Time series 
analysis (TSA) provides a suite of methodologies and techniques to extract useful information and 
reduce noise by simulating, estimating, and forecasting future trends from reliable identification 
of past temporal modes in variables. Within this domain, autoregressive integrated moving average 
(ARIMA) models introduced by Box and Jenkins (1970) have been successfully applied in the 
fields of economics (French, Schwert, and Stambaugh 1987, Granger and Newbold 2014), 
agriculture (Jiang et al. 2010, Xiao et al. 2011), forestry (Huesca et al. 2014), and hydrology 
(Gemitzi and Stefanopoulos 2011). A recent study by Soni et al. (2016) explored the possibility of 
ARIMA model to serve as an indicator to evaluate the accuracy of satellite AOD data in 
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comparison with ground AOD data. Nevertheless, it is uncertain whether the performance of the 
model or the retrieved aerosol profile could be influenced by the microphysical, climatological 
and some extrinsic properties of aerosols. 
This chapter presents a comprehensive study of aerosols over six featured sites spreading 
across North America (NA) and East Asia using data from MODIS C6 and AERONET during 
2003 – 2015. These sites are of particular interest because they are characterized by 
similar/dissimilar geographic features, climatological conditions, land cover and fuel types (Tie et 
al. 2006). We analyze the trend and main contributors of aerosol variations, and explore the 
applicability of using the ARIMA method to model recent AOD time series data and forecast future 
AOD values. Meanwhile, potential determinants that may lead to uncertainties in the model is also 
assessed. The main questions addressed in this study include the following: (1) How did aerosol 
change during the studied period at annual, seasonal, and monthly timescales and what are the 
contributors leading to the change? Are there any consistencies or differences in the trend patterns 
among the six sites? (2) Can the ARIMA model properly predict AOD time series and what is the 
ideal condition for accurate prediction? And (3) finally, how do factors such as retrieval algorithms, 
geographic location, land cover, climatology, and missing data affect the prediction performance 
of the ARIMA model? It is expected that analysis of the case studies could provide some 
recommendations for reducing aerosol pollution and carbon emissions from both sources and sinks 
perspectives. 
2.3. Data and methodology 
2.3.1. Data and site description 
The MODIS C6 monthly AOD product (MYD08_M3) obtained from the NASA Goddard 
Space Flight Center archived database (https://ladsweb.nascom.nasa.gov/data/search.html) was 
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used in this study. This Level 3 Scientific Data Set (SDS) was computed by averaging the Level 2 
aerosol product to a 1° × 1° grid. Among many parameters, the combined Dark Target (DT) and 
Deep Blue (DB) retrievals at 550 nm were selected. Validation of MODIS C6 AOD using the DT 
algorithm and the DB algorithm has been performed independently by Levy et al. (2013) and Sayer 
et al. (2014). The time span of the monthly mean AOD data used in this study is mainly from 
January 2003 to December 2015. 
For evaluating the MODIS AOD product, ground AOD measurements collected from 
AERONET were also used. Without cloud contamination, AERONET AOD data were reported to 
have accuracy higher than ± 0.01 and ± 0.02 for longer (> 440 nm) and shorter (< 440 nm) 
wavelengths, respectively (Holben et al. 1998). Thus, it is usually considered as reference data 
with high quality in previous studies (Huang et al. 2016, Xiao et al. 2016). In this study, 
AERONET Version 2 Level 2.0 monthly AOD averaged data (derived from the daily averaged 
data) was primarily used. We calculated AOD values at 550 nm wavelength, which were not 
provided in the ground networks, using the equation followed by previous studies (Bibi et al. 2015, 
Boiyo et al. 2017) as shown below:  
!"#$ = !"#$& ' $$&()*			                                                    (2-1) 
where ,-./ and ,-./0 are the AOD values at 1 and 12 wavelengths, with 1 and 12 being equal 
to 550 nm and 440 nm, respectively, in our study; 3 is the Ångström coefficient at 440 – 870 nm. 
Hereafter, unless specified otherwise, references to AOD indicate AOD at 550 nm. 
To ensure a continuous time series of aerosols, ground sites with complete data records in 
a period of 13 years, and no less than eight months in each year, were primarily considered. As a 
result, four AERONET sites were chosen: GSFC (Goddard Space Flight Center), MDSC 
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(MD_Science_Center), Boulder (BSRN_BAO_Boulder), and the Beijing. For a comparative study 
with the Beijing site, the Xianghe site (spaning from Sep. 2004 to Aug. 2015), which is close to 
Beijing, was also taken into account. In addition, the CKU (Chen-Kung_Univ) site was selected 
to account for a thorough analysis of the model’s applicability in regions with relatively lower 
latitude. The geographical distribution of the six selected sites is shown in Figure 2-1 and a detailed 
description of these sites is summarized in Table 2-1.   
 
Figure 2-1. Geographic locations of the six selected AERONET sites. 
Table 2-1. Description of the six AERONET measurement sites selected for the study. 
Site name Location Elevation (m) Dominant Aerosol Type Literature 
GSFC 38.99°N, 76.84° W 87 Urban-Industrial García et al. (2012) 
MDSC 
(MD_Science_Center) 39.28°N, 76.62° W  15 Urban-Industrial Kahn et al. (2010) 
Boulder 
(BSRN_BAO_Boulder) 40.05° N, 105.01° W 1604 Continental Kahn et al. (2010) 
Beijing 39.98° N, 116.38° E 92 Mixed Ichoku, Remer, and Eck (2005) 
Xianghe 39.75° N, 116.96° E 36 Mixed Giles et al. (2012) 
CKU (Chen-
Kung_Univ)  23.00° N, 120.22° E  50 Mixed 
Ocko and Ginoux 
(2017) 
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Among the six sites, GSFC and MDSC are located in eastern U.S.. The region has relatively 
flat terrain and the major types of land use and land cover are urban and built-up (Liu, Sarnat, et 
al. 2004). Climate in these two sites has the characteristics of the humid subtropical climate. By 
contrast, Boulder site lies at the foothill of the Rocky Mountains in western U.S. with a high 
altitude. It is characterized by semi-arid climate, and snowfall starts from October to the next April.  
Beijing and Xianghe sites are situated in north China, which has a monsoon-influenced 
humid continental climate. Specifically, Beijing site is located in an urban area of Beijing with the 
southwest and east areas being highly industrialized (Garland et al. 2009). However, Xianghe site 
is located in a suburban area of Hebei Province. It is about 70 km southeast of Beijing and is 
surrounded by agricultural land with few industries. CKU site is located in southern Taiwan. It is 
within the East Asian monsoon regime (Chou et al. 2006). The area is polluted year-round owing 
to heavy industries nearby, with seasonal influence of biomass burning and intense dust storms 
(Chen et al. 2009). Hence, it is categorized as a mixed aerosol type. 
Sites of GSFC, MDSC, Boulder, Beijing and Xianghe have varied aerosol feature types, 
although they lie mainly along the approximately same latitude in the northern hemisphere. The 
sites of GSFC and MDSC are dominated by urban-industrial aerosol type, which is primarily 
caused by urban-industrial emissions. In addition to impacts from urban industry emissions, 
Beijing and Xianghe sites are also influenced by dust particles originating from the Gobi-
Taklamakan deserts. Therefore, they are characterized by the mixed aerosol type. Since the local 
anthropogenic emissions at Boulder site are not influential as compared to external sources (e.g., 
forest fires), the main aerosol type for Boulder site is known as continental aerosol type.  
2.3.2. Time series analysis 
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The null hypothesis for time series modeling using the ARIMA model here is that AOD 
variations and future trends can be simulated and predicted by the ARIMA model, and the 
alternative is that the ARIMA model lacks the ability to capture AOD profiles and thus is incapable 
of forecasting future AOD values. One of the most commonly used ARIMA models is the Box-
Jenkins ARIMA model (Box and Jenkins 1970). For a stationary AOD time series, whose mean 
and variance remain constant over time, an autoregressive moving average (ARMA) model is 
adequate to describe the variability. The ARMA model in its formula is a combination of the 
autoregressive (AR) model with p-order and the moving average (MA) model with q-order, which 
can be abbreviated as ARMA (p, q) and written as: 
45(7)(9: − <) = =>(7)?:                                                           (2-2) 
where @A  is the observed AOD value at time t; B  is the mean value of @A ;	C  is the backshift 
operator and C@A = 	@A)D , BF@A = CC@A = C@A)D = @A)F ,…, BG@A = @A)G ; HI(C)  is AR 
polynomial in C  of degree p and HI(C) = 	1 − HDC − HFBF − ⋯− HICI , LM(C)  is MA 
polynomial in C of degree q and LM(C) = 	1 + LDC + LFBF + ⋯+ LMCM; OA is the random shocks 
and OA ∽ QR(0, UF). 
For a non-stationary AOD time series, a differencing process is required until it satisfies 
the stationary condition. A non-stationary time series can be converted into a stationary ARMA 
model after d-th differencing, which is defined as ARIMA (p, d, q) and is given by: 
45(7)((V − 7)W9: − <) = =>(7)?:                                                (2-3) 
To check whether an AOD series is stationary or not, the autocorrelation function (ACF) 
and partial autocorrelation function (PACF) can be applied to the original time series data. ACF 
(k) describes the AOD correlation at time point t and lagged time point t – k. Differencing is 
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considered to be necessary for a time series if there is a slow decay in the behavior of its ACF 
plots. The PACF (k) describes the same kind of correlation after the effect of all intervening lags 
is removed. Meanwhile, the ACF and PACF plots can be used to determine plausible values of p, 
d, and q. The best-fitted model is determined by checking the model adequacy (Schwert 1989) as 
well as model selection criteria such as goodness of fit. Finally, the best-fitted model is used to 
forecast AOD values of 1-year lead-time. The workflow diagram of ARIMA model is shown in 
Figure 2-2.  
 
Figure 2-2. Flow chart of using ARIMA model to forecast future AOD values. 
2.3.3. Statistical analysis and model validation 
Evaluation of original data 
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Before running the time series model, the quality of AOD data is assessed by performing 
linear regression analysis for MODIS AOD with respect to AERONET AOD. In addition, Root 
Mean Square Error (RMSE), Mean Absolute Error (MAE), and Root Mean Bias (RMB) are also 
used to assess possible MODIS AOD biases compared to AERONET. These evaluation criteria 
altogether measure the precision, uncertainty, accuracy and bias between the satellite retrievals 
and ground observations. More detailed information about the evaluation criteria can be found in 
Bibi et al. (2015). Note that the RMB is computed using the ratio of mean MODIS AOD to mean 
AERONET AOD. The MODIS AOD is considered to be underestimated as compared to 
AERONET AOD if XYC < 1, and vice versa. The reliability of the data is evaluated via the two-
sample independent t-test, which determines whether the sample mean difference in AOD is a real 
difference between the two populations or merely caused by sampling errors. The null hypothesis 
is that there is no difference between MODIS and AERONET mean AOD values.  
Validation of ARIMA model 
The fitting accuracy of the models (see Stage 2 in Figure 2-2) is assessed based on the 
following statistical metrics: R2, adjusted R2, RMSE, MAE, and Mean Absolute Percentage Error 
(MAPE) – referred to R2, adjusted R2, RMSE_fit, MAE_fit, and MAPE_fit. In addition, the 
Bayesian Information Criterion (BIC) is utilized as a measure of goodness-of-fit (Schwarz 1978). 
A negative value of BIC means that the model is strongly influenced by the AOD data type (i.e 
MODIS vs AERONET). All of the aforementioned criteria can reveal the model’s capability in 
simulating the total variance of the AOD series. The better fitted model should be the one that has 
lower values in RMSE_fit, MAE_fit, MAPE_fit, and BIC but higher values of R2 and adjusted R2. 
Another verification method to assess the goodness-of-fit of a model is to investigate its residuals. 
The model can be assumed to be a good model if the residuals are not autocorrelated. This can be 
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checked by examining the residuals’ ACF and PACF plots, which should have values lying within 
the 95% critical bounds. In addition, the residuals should bear a resemblance to independent noise 
with a mean of zero and a constant variance. This can be investigated by checking the frequency 
distribution of the residuals or by using a quantile-quantile (Q-Q) plot. Apart from looking at 
residuals’ correlations at individual lags, the estimated models can be also evaluated by using 
Ljung-Box statistics (Ljung and Box 1978) to  account for their combined magnitudes. 
The accuracy of the model prediction (see stage 3 in Figure 2-2) is validated using observed 
AOD values during the year of 2016. Statistical metrics of RMSE, MAE, and MAPE, referred to 
RMSE_pred, MAE_pred, and MAPE_pred, respectively, are used for this purpose. Note that for 
the Xianghe site, since the AERONET Level 2.0 AOD is not available in 2016, the Level 1.5 is 
considered as an alternative. It should be mentioned that the AERONET Level 2.0 AOD data is 
not complete for 2016 (it is available only for the first seven months of 2016 for MDSC, Boulder, 
and Beijing sites, and only for the first six months of 2016 for CKU site at the time to process the 
data). But this problem should not have much impact on our results 
2.4. Results 
2.4.1. Comparison of MODIS C6 results to AERONET observations 
Validation of AOD data retrieved from MODIS C6 was performed against AERONET data 
over the six sites, as shown in Figure 2-3.The computed statistical metrics are summarized in Table 
2-2. In general, best agreements between MODIS and AERONET AODs are found for the GSFC 
site, followed by MDSC and CKU sites, while relatively poor correlations are found for Xianghe, 
Beijing, and Boulder sites. However, it should be noted that MODIS and AERONET AODs at all 
sites are positively correlated, indicating consistency between the two data sets. The lowest values 
of RMSE and MAE are found for GSFC site whereas the largest values are found for Beijing site. 
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Overestimation of MODIS retrievals is observed across all other sites except for CKU site, as 
indicated by the RMB values.  
 
Figure 2-3. Comparison of MODIS C6 AOD against AERONET AOD measurements over the six 
sites. The first row is for ground sites in North America: (a) GSFC, (b) MDSC and (c) Boulder. 
The second row is for ground sites in East Asia: (d) Beijing, (e) Xianghe and (f) CKU. AERONET 
AOD has been interpolated to the wavelength of 550 nm. The 1:1 line and the expected errors of 
± (0.05 + 15%) are plotted with black solid line and dashed lines, respectively, while the red solid 
line represents the linear regression result. The ranges of the axes in each plot are different.  
Table 2-2. Validation of MODIS C6 AOD against AERONET AOD. 
Sites # of matched months RMSE MAE RMB 
GSFC 156 0.057 0.041 1.253 
MDSC 144 0.079 0.052 1.254 
Boulder 144 0.077 0.047 1.476 
Beijing 148 0.316 0.237 1.319 
Xianghe 130 0.282 0.197 1.253 
CKU 107 0.124 0.087 0.928 
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Table 2-3 shows the results derived from two sample independent t-test. It can be seen that 
all sites other than CKU have a significant level of 0.01 for the t-test, indicating that the null 
hypothesis should be rejected. Hence, the MODIS and AERONET AOD means are regarded to be 
from different populations at most sites.  
Table 2-3. Results of the sensitivity analysis using two sample independent t-test.  
Sites Measurement 
t-test for equality of means   
t df Sig.  (2-tailed) 
Mean 
Difference 
Std. Error 
Difference   
GSFC AERONET -3.055 310 0.002 -0.038 0.012 
 
MODIS  
MDSC AERONET -2.669 298 0.008 -0.036 0.013 
 
MODIS  
Boulder AERONET -5.086 297 0.000 -0.036 0.007 
 
MODIS  
Beijing AERONET -5.935 302 0.000 -0.195 0.033 
 
MODIS  
Xianghe AERONET -4.775 284 0.000 -0.166 0.035 
 
MODIS  
CKU 
AERONET 
2.251 261 0.025 0.047 0.021 
 
MODIS   
 
2.4.2. Monthly, seasonal and annual AOD variability and its primary contributors     
Figure 2-4 displays the long-term variations of MODIS and AERONET monthly mean 
AOD data at the six sites. In general, the seasonality is clear and repeatable for GSFC and MDSC 
data sets while no clearly visible pattern at Beijing and Xianghe can be observed for both MODIS 
and AERONET AODs. Seasonality is relatively evident for Boulder AERONET AOD while 
extreme MODIS AOD values tend to weaken the pattern. By contrast, the AOD seasonality at 
CKU is relatively apparent for MODIS data as compared to AERONET data, and the seasonality 
of AERONET data is apt to diminish due to the scarcity of ground measurements. 
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Figure 2-4. Monthly mean variations of the MODIS and AERONET AOD data at the six selected 
sites: (a) GSFC, (b) MDSC, (c) Boulder, (d) Beijing, (e) Xianghe and (f) CKU during the period 
of Jan 2003 – Dec 2015. 
Figure 2-5 shows annual, seasonal, and monthly mean MODIS and AERONET AODs and 
the corresponding AEs for the six sites. The AE parameter derived from AERONET was used to 
help in understanding the dominant sources (coarse- or fine-mode aerosols) that contribute to 
aerosol discrepancies (Li et al. 2014, García et al. 2012). As can be seen in Figure 2-5, profiles of 
AOD variations in the three different timescales reveal very interesting patterns for these sites.  
 20 
 
 
 21 
 
 
Figure 2-5. Annual (left column), monthly (middle column), and seasonal (right column) AOD 
mean values with regard to MODIS AOD data (blue line) and AERONET AOD data (red line) 
along with the corresponding Ångström exponent (AE, shown as green line) for the site of GSFC 
(a*), MDSC (b*), Boulder (c*), Beijing (d*), Xianghe (e*), and CKU (f*), in which * represents 
1, 2, and 3, respectively. 
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In general, the annual mean AODs exhibit consistent trends for GSFC, Beijing, and 
Xianghe sites with some minor differences between MODIS and AERONET AODs. By 
comparison, the annual mean AOD patterns present varying or even reverse trends for some years 
at MDSC site, but they still show an overall coherent AOD behaviors. For Boulder site, MODIS 
AOD fluctuates a lot over time since it is more sensitive to extreme weather conditions. The 
tendency is not obvious for CKU site due to the lack of sampling data.  
The summer season has the highest mean AOD values for the five sites located at northern 
mid-latitudes (GSFC, MDSC, Boulder, Beijing, and Xianghe). The high AOD mean values in the 
season are associated with high values of AE, implying that the major contributor is fine pollution 
aerosols. But for the site located at CKU, the season with the highest mean AOD is found in spring, 
accompanied by a little bit higher AE values, implying that the impact of fine-mode aerosols. In 
fact, various studies have proved that high AOD values in Taiwan during springtime are caused 
by long transport of pollutants from Asian under the northeasterly winter monsoon (Lin et al. 2007), 
consistent with our results. On the other hand, the summer season has the lowest mean AOD values 
for CKU site, and autumn or winter for the other five sites. The onset of the summer East Asian 
Monsoon in May and June, which is concurrent with the rainy season (Kim et al. 2007), probably 
has a prominent influence on the AOD at CKU site. The precipitation increases the wet removal 
of aerosols and leads to the decreases in AOD. But for sites in the northern mid-latitudes, the 
meteorological and weather conditions during the autumn and wintertime are favorable for the 
dispersion of the aerosols (Hand, Schichtel, et al. 2012, Kim et al. 2007). The relatively high mean 
AOD in autumn for CKU site may be explained by potential anthropogenic emissions (Hsiao et al. 
2017).  
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It is noteworthy that the monthly mean values of AE generate a similar pattern for the sites 
in the mid-latitudes, suggesting the sources affecting these sites are similar. But it should be noted 
that the AE values in February at Beijing and Xianghe sites exhibit a decreasing trend, and 
consequently resulting in a spike of AOD owing to the occurrence of Asian dust. The high values 
of AOD in March through April at CKU site are associated with the occurrence of large-size dust 
particles, as evidenced by the relatively declining values of AE (Kim et al., 2007). Besides dust 
particles, the highest AOD values in March and April for CKU site are also related to long-range 
transport of agricultural biomass burning from Southeast Asia, which typically occurs in spring. 
In addition, our results support the results produced by Kim et al. (2007) who reported a monthly 
mean AOD climax in June and July for Beijing and Xianghe sites and the lowest value during 
December and January. Similarly, the monthly mean AOD values reach their peaks in July and 
August for sites in NA. This is partly due to the emission of the anthropogenic fine particles (as 
indicated by high values of AE), especially sulfate aerosols, which is positively correlated to 
temperature and reaches maximum values in summer (Saunders and Waugh 2015). However, 
compared with GSFC and MDSC sites, Boulder site is dominated by coarse-mode particles with 
low AE values all the year round. The results from Chin et al. (2007) showed that dust storm can 
transport from Asia and Africa all the way into western NA, and such things occur more frequently 
in spring. 
2.4.3. Annual AOD trends and primary causes    
The annual AOD trends and associated uncertainties at the six sites are described in Table 
2-4. The Analysis Of Variance (ANOVA) was used to test statistical significance of the annual 
trends. For example, a p-value less than 0.05 indicates that the trends are statistically significant at 
the 95% confidence intervals. At the GSFC and MDSC sites, a decreasing trend at the magnitude 
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of around -0.007 yr-1 (at a significance level of 95%) is detected, whereas at Boulder site, a 
decreasing trend of -0.001 yr-1 (at a significance level of 90%) is obtained. The negative tendency 
is consistent with the annual trend data in many previous studies: for example, −0.0008 ± 0.0017 
yr-1 for SeaWiFS and −0.0039 ± 0.0012 yr-1 for AERONET at GSFC site from 1997 to 2010 (Hsu 
et al. 2012); -0.0083 yr-1 for MODIS C5 and -0.0079 yr-1 for AERONET at MDSC site from 2003 
to 2013 (Zhang, Wong, and Nichol 2016); and  -0.0003 yr-1 for MODIS C5 and -0.00004 yr-1 for 
AERONET at Boulder site from 2001 to 2009 (de Meij, Pozzer, and Lelieveld 2012). This behavior 
is largely attributed to the decreasing trend of industrial emissions in the US. The Clean Air Act 
(CAA) controls have successfully reduced air pollution emissions in the US since 1990, especially 
the emissions of SO2 and NOx (Streets, Wu, and Chin 2006). Since industrial activities mainly 
concentrate on the eastern US, the reduction in air pollution emissions is relatively large at GSFC 
and MDSC sites. 
The annual AOD mean values at Beijing site during the period studied exhibit a slight 
decreasing trend for AERONET (-0.0087 ± 0.0048 yr-1) at a significance level of 90%, while no 
significant trend is observed in terms of MODIS (0.0053 ± 0.0044 yr-1). Ma et al. (2017) produced 
similar results. Interestingly, the trend for MODIS becomes obvious from 2006 to 2015 (-0.0042 
± 0.0054 yr-1). This is likely due to the enforcement of the 11th through 12th Five-Year Plan (2006 
– 2010, 2011 – 2015) that encouraged energy conservation, emission reduction and cleaner 
production, aiming to mitigate critical air pollution issues in China such as the SO2, NOx, fine 
particles and CO2 emissions (Feng and Liao 2016). No significant AOD trends are found for both 
AERONET and MODIS at Xianghe site, similar to that reported in Li et al. (2014). It seems that 
these policies did not have much influence on the Xianghe site. However, CKU site shows a 
negative trend of -0.0172 yr-1 for AERONET and -0.0093 yr-1 for MODIS at a significance level 
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of 95%, which agrees with the results of Provencal et al. (2014). This is probably attributed to the 
Air Pollution Control Act (APCA) that promotes renewable energy and green consumption. Under 
the authorization of APCA, the criteria air pollutants have first been included in the Ambient Air 
Quality Standards in 1992 (Tsai and Chou 2005). 
Table 2-4. Annual trends and associated uncertainties of AODs for MODIS C6 and AERONET 
between 2003 and 2015.  
Sites 
AERONET   MODIS C6 
Trend 
(AOD/yr) Uncertainty   
Trend 
(AOD/yr) Uncertainty 
GSFC -0.0069** 0.0010  -0.0074** 0.0012 
MDSC -0.0064** 0.0013  -0.0077** 0.0016 
Boulder -0.0012* 0.0006  -0.0002 0.0017 
Beijing -0.0087* 0.0048  0.0053 0.0044 
Xianghe -0.006 0.0064  -9E-05 0.0050 
CKU -0.0172** 0.0045   -0.0093** 0.0021 
 
** significant at 95 %; * significant at 90 %; Underlined indicates the time period for Xianghe is 
from 2005 to 2015, because data are not available for 2003 and most months of 2004. 
2.4.4. Time series analysis using ARIMA 
The capability of ARIMA model in simulating and predicting AOD time series was 
analyzed over the six sites. First, the stationarity of the series with the aid of ACF and PACF graphs 
was used to investigate the autocorrelation of the original data. For example, if the graph of ACF 
exhibits a cut-off after lag q, the time series is likely to be processed by an ARIMA(0,0,q) or 
MA(q). However, if the graph of PACF displays a cut-off after lag p, the time series is likely to be 
processed by an ARIMA (p,0,0) or AR(p). If the original AOD series were identified as 
nonstationary, it would be transformed to a stationary one by taking d-th differencing of data. In 
the next stage, the best orders for ARIMA model were determined by examining the ACF and 
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PACF residuals as well as other tests mentioned in Section 2.3.3. The results of diagnostic 
checking for the best fitted ARIMA models are shown in Figure S2-1, Figure S2-2, and Figure 
S2-3 in the Supplementary Material. The residuals at most, if not all (e.g., AERONET AOD at 
CKU, MODIS AOD at Beijing and Xianghe), sites are approximately normally distributed and 
therefore implying a good fit of the models.  
The statistics for assessing the fitting accuracy of the most suitable models are summarized 
in Table 2-5. The GSFC site has the highest adjusted R2 (or R2), followed by MDSC, 
Boulder/CKU, Xianghe and Beijing sites. Based on the statistical measurement of RMSE_fit, 
ARIMA models achieve better performance at relatively clean sites (GSFC, MDSC, and Boulder), 
as indicated by the lower RMSE_fit values. On the contrary, relatively high values of AOD at 
Beijing and Xianghe sites have relatively high values of RMSE_fit (around 0.2). The RMSE_fit 
values at CKU site are moderate, however, the relatively high RMSE_fit for AERONET AOD is 
noticeable partly due to the lack of ground data to fit the model. The MAE_fit displays a consistent 
pattern with RMSE_fit, despite that it gives the same weight to all errors. On the other hand, the 
MAPE_fit shows large errors for Boulder MODIS and CKU AERONET, and this implies that 
large absolute errors existed between certain kinds of simulated and observed AOD values. 
Negative BIC values are obtained over GSFC, MDSC, Boulder, and CKU sites while positive ones 
are acquired at other relatively polluted sites.  
 
 27 
 
Table 2-5. Fitting statistics of the best fitted ARIMA models for MODIS and AERONET AOD time series data at the six selected sites. 
Statistic 
GSFC   MDSC   Boulder   Beijing   Xianghe   CKU 
AERON
ET 
MOD
IS   
AERON
ET 
MOD
IS   
AERON
ET 
MOD
IS   
AERON
ET 
MOD
IS   
AERON
ET 
MOD
IS   
AERON
ET 
MOD
IS 
R2 0.812 0.839  0.793 0.659  0.649 0.468  0.361 0.270  0.455 0.296  0.514 0.626 
Adjusted 
R2 0.810 0.838  0.792 0.657  0.646 0.464  0.356 0.265  0.451 0.291  0.509 0.624 
RMSE_f
it 0.040 0.050  0.044 0.076  0.023 0.055  0.204 0.269  0.198 0.264  0.130 0.098 
MAPE_f
it 22.030 
24.53
1  25.126 
48.74
6  23.242 
59.48
1  29.994 
27.78
0  27.775 
27.54
7  33.162 
20.82
4 
MAE_fit 0.029 0.037  0.033 0.058  0.017 0.040  0.157 0.208  0.159 0.208  0.097 0.070 
BIC -455.44 
-
383.7
1 
  -307.97 
-
209.5
9 
  -638.74 
-
316.3
4 
  12.54 86.15   10.44 68.31   -32.43 
-
157.4
8 
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Results of the best-fitted ARIMA model presented in Table S2-1 reveal the same model 
for MODIS and AERONET AODs at GSFC and MDSC sites, indicating similar trends and 
patterns of AOD time series at these two sites. This also confirms a good correlation between 
MODIS and AERONET AODs. For Boulder site, the regression of AODs relies on data in the 
previous two months and MODIS AOD has more noise that needs to be filtered from fluctuations. 
An identical behavior is observed for the AERONET AOD at Beijing and Xianghe sites, 
demonstrating the AOD patterns for these two sites are similar, despite different AOD values. 
Moreover, longer time series tends to introduce more noise based on best-fitted ARIMA model 
type for MODIS AOD at Beijing and Xianghe sites. A unique ARIMA model is obtained for data 
at CKU site, probably due to its geographic location. An interesting phenomenon could be 
observed that the satellite-derived AOD possesses more noise than ground-based AOD. The 
Ljung-Box test results for the residuals of the best fitted models indicate that all the p-values (for 
the selected lag-numbers) are well above 0.05, implying that the residuals are mostly white-noise 
with little correlation.  
Validation of the predicted AOD values in 2016 against the actual values is presented in 
Table 2-6. The model performance is evaluated based on RMSE_pred, MAE_pred and 
MAPE_pred. In general, AERONET AOD has the smallest RMSE_pred, MAE_pred, and 
MAPE_pred for all sites except CKU. As aforementioned, AERONET AOD at CKU site has the 
uncertainty problem caused by insufficient data sampling and missing data. In addition, it is 
evident that the MAPE_pred for MODIS AOD at Boulder site almost reaches 100%, which may 
result from biases in MODIS AOD products caused by topography, climatology, and surface 
characteristics (Kahn et al. 2010). The scatterplots of the predicted AODs against the actual AODs 
values at the six selected sites are provided in Figure S2-4. On one hand, the high R2 values for 
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both MODIS and AERONET AODs indicate the strong predictive power of the models. On the 
other hand, the ARIMA model cannot predict the extreme AOD values accurately, and 
consequently may underestimate the AOD values (Soni et al. 2016). This drawback has more 
influence on MODIS data than on AERONET data. Nevertheless, the null hypothesis that the 
ARIMA model is capable to simulate and forecast AOD patterns holds true for most sites used in 
our study. 
Table 2-6. Validation of the predicted and the observed values of AOD for the year 2016 using 
the best fitted models. 
Sites Measurements RMSE_pred MAE_pred MAPE_pred 
GSFC 
AERONET 0.031 0.020 21.238 
MODIS 0.043 0.028 21.592 
MDSC 
AERONET 0.039 0.033 27.033 
MODIS 0.056 0.042 51.906 
Boulder 
AERONET 0.027 0.023 43.007 
MODIS 0.090 0.066 96.058 
Beijing 
AERONET 0.274 0.247 59.414 
MODIS 0.293 0.215 30.628 
Xianghe 
AERONET 0.210 0.161 31.611 
MODIS 0.333 0.257 37.595 
CKU 
AERONET 0.176 0.153 64.124 
MODIS 0.132 0.096 31.825 
 
Figure 2-6 shows the relationship among adjusted R2, RMSE_fit, RMSE_pred and the 
correlation coefficient (R) between MODIS and AERONET AOD data. Visually, the performance 
of the ARIMA model is somewhat consistent with the accuracy of the original data used. In 
general, the fitted and predicted models for AERONET AOD are better than those for MODIS 
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AOD, indicating relatively better quality of AERONET AOD data. Specifically, the high quality 
of data as indicated by R at GSFC and MDSC sites tend to have high RMSE_fit and RMSE_pred, 
while relatively low quality of data at Beijing and Xianghe sites tend to have low RMSE_fit and 
RMSE_pred. However, it is noted that the worst data quality for Boulder site does not generate the 
worst fitting and predicting accuracies, both for MODIS and AERONET AODs. This is partly 
because in addition to the quality of data, the data values also play an important role in controlling 
the model performance. For CKU site, the fitting and predicting accuracies of MODIS data are 
higher than that of AERONET data, implying the limitation of AERONET data. 
 
Figure 2-6. The relationship between both model fitting and predicting accuracies and the quality 
of original data.  
The fitted and predicted AOD time series are shown in Figure 2-7. Overall, the AOD values 
simulated by the models agree well with the actual values for most sites, with small-AOD values 
yielding more satisfactory results. The observed values of 2016 fall within the 95% confidence 
level for sites of GSFC and MDSC. The seasonal patterns of the AOD series are well-reproduced 
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(e.g., GSFC, MDSC, and CKU MODIS), as indicated by the periodic variations of observed and 
simulated data. This reveals the models’ capability in predicting reliable AODs at sites with regular 
annual variations and no significant extreme values. However, given the presence of fluctuations 
in the data, it is hard to find a perfectly-fitted model. This is especially true for Beijing, Xianghe, 
and Boulder sites where simulations do not correspond well to observations due to the extreme 
AOD values. In most cases, the models underestimate AOD values, similar to the study results of 
Soni et al. (2014). 
 
Figure 2-7. Time series plots of the actual AOD values (red line) and the simulated values (blue 
line) for site of GSFC (a*), MDSC (b*), Boulder (c*), Beijing (d*), Xianghe (e*), and CKU (f*). 
* indicates 1 and 2, in which 1 stands for AERONET AOD and 2 stands for MODIS AOD. The 
forecast values for the year 2016 are shown at the 95% confidence level (grey shaded area). The 
vertical black dashed line shows the beginning of the year 2016.  
2.5. Discussion 
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2.5.1. Potential sources of aerosol difference for nearby sites 
Geographically, sites of GSFC and MDSC (located in two nearby grid cells in the satellite 
image) and sites of Beijing and Xianghe (located within one grid cell in the satellite image) are 
two pairs of closely-located sites. This unique feature provides opportunities for a detailed 
examination of the sources that impact nearby sites without the influence of geographic 
differences. Table 2-7 shows the statistical results, based on different metrics, of the two pairs in 
nearby sites: GSFC and MDSC, Beijing and Xianghe, respectively. It is observed for both 
AERONET and MODIS datasets that the annual mean AOD value at MDSC site is greater than 
that at GSFC site despite that they have the same median (not shown in the table). Moreover, 
although both sites have the same aerosol type, AODs at MDSC site exhibit more variations as 
compared to GSFC site. The finding is consistent with the result of an earlier study by Chu et al. 
(2015). The relatively higher annual mean and variance is probably due to its land cover types. 
The MDSC site is located in Baltimore’s Inner Harbor characterized by higher impervious surface 
(6.521 for MDSC site versus 3.140 for GSFC site as shown in NLCD 2011 impervious areas 
averaged within the corresponding AOD grid cell) and lower vegetation cover, compared with the 
land cover situation at GSFC site which is surrounded by more forests. The relatively higher AE, 
on the other hand, confirms the larger impact of fine particles on MDSC site.  
Table 2-7. Statistical comparison results of the AODs and AE at the two pairs of nearby sites 
during 2003 – 2015*. 
Sites AERONET_AOD AERONET_AE MODIS_AOD 
GSFC 0.150 ± 0.092 1.580 ± 0.169 0.187 ± 0.124 
MDSC 0.159 ± 0.097 1.599 ± 0.235 0.195 ± 0.130 
Beijing 0.634 ± 0.249 1.083 ± 0.147 0.834 ± 0.312 
Xianghe 0.663 ± 0.266 1.130 ± 0.161 0.834 ± 0.312 
* The time period for Beijing and Xianghe is from 2004 – 2015. 
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Table 2-8. Seasonal differences between Beijing and Xianghe sites in terms of AOD and AE 
during 2005 – 2015*. 
Season 
 Difference between Beijing and Xianghe 
(value at Beijing – value at Xianghe) 
 AERONET_AOD AERONET_AE 
Spring (MAM)  0.0124 -0.0411 
Summer (JJA)  -0.1409 -0.0302 
Fall (SON)  -0.0106 -0.0700 
Winter (DJF)  0.0005 -0.0331 
* MAM, March–April–May; JJA, June–July–August; SON, September–October–November; DJF, 
December–January–February. 
The annual mean and variance of AODs at Beijing site are relatively lower than those at 
Xianghe site, consistent with the previous study (Xia et al. 2016). The relatively small mean and 
variance of AE at Beijing site imply the existence of coarse particles, which agrees with the finding 
of Cheng et al. (2006). The relatively high mean and variance of AE at Xianghe site might be 
attributed to the regional impact of Hebei Province. The AOD and AE difference between Beijing 
and Xianghe sites is small in winter (0.0005) as shown in Table 2-8, indicating that the sources 
(e.g., fossil fuel combustion and biomass burning) for these two sites are probably the same during 
the wintertime. However, their AOD values have a big difference in summer, despite the fairly 
small difference in AE. In spring, the mean AOD value at Beijing site is 1.77% larger than that at 
Xianghe site. This is probably due to the prominent influence of dust storms, inferred from the 
smaller AE at Beijing site. Forests in Xianghe may act as a filter to screen out the coarse-mode 
aerosols, such as a dust storm, outside the region (Tan et al. 2015). Credited to the launch of 
Desertification Combating Program around Beijing and Tianjin projects, forest filter effect appears 
to be evident for Beijing, as indicated by the decrease (increase) of the spring-differenced AOD 
(AE) value from 0.053 (-0.083) during 2005 – 2007 to -0.003 (-0.026) during 2008 – 2015. The 
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relatively higher AOD and AE values in fall at Xianghe site might be caused by a large magnitude 
of biomass burning that usually takes place in densely vegetated areas (Boiyo et al. 2017).  
Overall, since effects of the topography and climatology tend to be minimal for nearby 
sites, the discrepancy in land cover types, especially in vegetation types, plays an important role 
in the difference of the aerosol characteristics at nearby sites. 
2.5.2. Evaluation of model performance 
Accuracy of model prediction 
The best model was selected using the nearby sites to minimize external impacts for a 
contrasting analysis. Huesca et al. (2014) pointed out that remote sensing time series data were 
usually associated with highly significant seasonal changes of ground features, thus the 
multiplicative seasonal autoregressive integrated moving average (SARIMA) model should be a 
better choice than the ARIMA model. A detailed description of the SARIMA model can be found 
in Box and Jenkins (1970) and the model’s equation is provided in the Supplementary material. In 
this study, performances of ARIMA models and SARIMA models are evaluated for the two nearby 
sites. Both fitting accuracy and predicting accuracy are considered for selecting the appropriate 
model. The evaluation results of the first eight models with high performance using AERONET 
and MODIS data are provided in Figure S2-5 and Figure S2-6.  
In general, an identical optimal non-seasonal ARIMA model is applied for both MODIS 
and AERONET at GSFC site after comparing various models through trial and error. The suitable 
non-seasonal ARIMA models for MDSC site are also the same for both MODIS and AERONET 
despite that the fitting and predicting accuracies at MDSC site are relatively lower than those at 
GSFC site. Interestingly, for both GSFC and MDSC sites, the best-fitted SARIMA model performs 
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relatively better for MODIS than the non-seasonal ARIMA model (discussed in Section 2.4.4), 
while the predicting accuracy of the best fitted SARIMA is not as good as that of the non-seasonal 
ARIMA model for AERONET. Unlike GSFC and MDSC sites, the pair of Beijing and Xianghe 
sites share the same AOD grid in the remotely sensed image. Thus, their optimal ARIMA models 
for MODIS are the same. Compared with non-seasonal ARIMA, the use of SARIMA model for 
MODIS data has significantly improved the fitting accuracy by 10.3% but reduced the predicting 
accuracy by 10.2% in terms of RMSE. On the other hand, the accuracy of the non-seasonal 
ARIMA model is higher for Xianghe AERONET data than that for Beijing AERONET data. 
Despite the fact that SARIMA has reduced BIC when applied to these two sites, little 
improvements could be achieved generally.  
Overall, more accurate models can be obtained from the time series data that have more 
distinct seasonal patterns (Jiang et al. 2010). The desirable model may be the one with a combined 
influence on data quality, reliability, and low-AOD values. 
Uncertainties in the model performance 
As aforementioned, the quality of the AOD data plays a crucial role in the performance of 
the ARIMA model. The differences in data quality presumably result from the AOD retrieval 
algorithms, the geographical features, the climatological characteristics, the land surface 
conditions, and the heterogeneity with regard to aerosol types (Ichoku, Remer, and Eck 2005, 
Sayer et al. 2014). On the other hand, possible errors could also exist for ground-measured data, 
and they may be caused by instrument defects or operational failures. On top of that, ground 
observations measured at high elevations are not representative of regional aerosol variations 
(Ichoku, Remer, and Eck 2005). The high quality of MODIS AOD data at GSFC and MDSC sites 
is largely attributed to the good retrieval algorithm. These two sites are located in eastern U.S., 
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which is characterized by vegetation, suburban, or urban surfaces over a fairly flat, low-lying area. 
Consequently, the DT algorithm applied in this region tends to exhibit small bias. It is expected 
that the ARIMA model can be applicable in the regions where MODIS observations are well-
correlated with AERONET measurements. However, the retrieved aerosol product is less accurate 
in western U.S. (e.g., Boulder) than in eastern U.S., due to the complex aerosol formation 
mechanisms complicated by emissions transported from Asia, widespread bright surfaces, and 
smoke from wildfires (Yu et al. 2008). Therefore, it is more rational to predict future AOD values 
using AERONET AOD. In contrast to the Boulder site, the sampling limitation of AERONET 
AOD at CKU site renders the forecast to rely on MODIS AOD. The heterogeneous urban features 
and mixed aerosol types at Beijing and Xianghe sites make it hard to predict accurately AOD 
values in a long term, as indicated by the growing deviations with time between the predicted and 
actual AOD values (see Figure 2-7). But it is feasible to use the ARIMA model for predictions 
during short-term periods (e.g., 12 months).  
Since the ARIMA model is sensitive to extreme AOD values, possible contributors to the 
abnormal values of AOD are analyzed. For example, Hsu et al. (2012) pointed out that the periodic, 
abrupt, fluctuations in AOD time series might result from natural phenomena such as large-scale 
climatic conditions associated with El Niño Southern Oscillation (ENSO) events. In order to 
examine how inter-annual variability of AOD at the six sites might be potentially influenced by 
ENSO, the Multivariate ENSO Index (MEI; Wolter and Timlin (1998), accessible at 
https://www.esrl.noaa.gov/psd/enso/mei/) was adopted from Jan. 2003 to Dec. 2015. The time 
series of deseasonalized monthly AOD anomalies and MEI during the study period are illustrated 
in Figure S2-7. The peaks of AOD abnormal values are consistent with the high ranked El Niño 
events but with certain time lags, implying that the ENSO year could result in abnormal high/low 
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values in AOD. A further quantitative study on the correlation between monthly AOD anomaly 
and MEI, and correlation between monthly AE anomaly and MEI is conducted. Considering the 
whole time span, there is indeed no significant correlation between monthly AOD anomaly and 
MEI. This result is consistent with the finding of Li, Carlson, and Lacis (2011). The correlation 
coefficients between monthly AE anomaly and MEI at a significant level of 95% are -0.202, -
0.196, and 0.227 for GSFC, MDSC, and Boulder sites, respectively. No significant correlation was 
found between monthly AE anomaly and MEI for the other three sites. Furthermore, a time lag 
analysis between the correlation of MEI and AOD/AE anomaly is performed and provided in 
Figure S2-8. It is observed that the correlation between MEI and aerosol properties (e.g, AOD and 
AE) is not so representative, probably because a 13-year period of aerosol records is still relatively 
short for understanding large-scale climatic influence of phenomenon like ENSO (Kärner 2002). 
A longer historical timescale would be better for the prediction of AOD and the analysis of its 
relationships with large scale climatic elements.  
Sensitivity of the model performance 
The missing aerosol data can be one of the major concerns for the use of the AOD data in 
application studies, such as epidemiology or climate change. Therefore, the impact of the missing 
AOD data on the performance of ARIMA model was examined. The GSFC site was selected for 
simulation due to its data completeness during the study period. 2% to 50% of AOD data were 
randomly removed from both MODIS and AERONET time series, and the analysis results are 
shown in Figure 2-8. For AERONET AOD data, the fitting accuracy, as represented by R2, and 
Adjusted R2, RMSE_fit, MAE_fit, and MAPE_fit indices (in solid lines) first remains stable and 
then slightly increases, for around 26% of missing data. However, the predicting accuracy, 
represented by RMSE_pred, MAE_pred, and MAPE_pred indices (in dashed lines) decreases at 
 38 
 
this point. A similar behavior is found for MODIS AOD, with around 22% of missing data, 
indicating a trade-off between fitting accuracy and predicting accuracy. The BIC, however, shows 
a steadily positive trend as the amount of missing data increases. The precision of the model is not 
significant when the proportion of missing values exceeded 50% for AERONET AOD and 40% 
for MODIS AOD. Interestingly, a consistent pattern of metrics is observed for MODIS AOD, 
suggesting some intrinsic noises in the AOD time series. Nevertheless, this phenomenon is not 
evident for AERONET AOD. In addition, the fluctuation of MODIS time series is relatively 
greater than that of AERONET, suggesting that MODIS AOD is more sensitive to the missing 
data. In general, the performance of the ARIMA model is less vulnerable to the missing AOD 
values (with a certain percentage range, e.g., 20%) due to the small amplitude caused by growing 
volume of missing values. However, the model may be subject to a data convergence problem 
when the number of missing observations increases. 
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Figure 2-8. Analysis of the relationships between the performance of the ARIMA model and the 
percentage of the missing AERONET AOD data (a), and the missing MODIS AOD data (b). The 
fitting accuracy of the model is represented by solid lines while the predicting accuracy is 
represented by dashed lines. 
2.5.3. Implications for climate change mitigation 
Based on the above analysis, policy implications are suggested for mitigating aerosol 
pollution and climate change from the following two aspects.  
From the perspective of emission sinks, as indicated by the case studies of nearby sites in 
Section 2.5.1, forests acts as dry deposition source to aerosol particles. At the same time, forests 
also serves as carbon sinks to CO2 emissions. Given the dual functions of forests, reforestation 
initiatives should be attached special significance in climate change mitigation (Canadell and 
Raupach 2008). For example, the ecological restoration projects in China have collectively offset 
9.4% of the nation’s fossil fuel CO2 production during the 2000s (Lu et al. 2018), while forest 
growth and afforestation in the U.S. counterbalance about 13% of the CO2 emissions (Vose, 
Peterson, and Patel-Weynand 2012). Therefore, the government can continually focus on 
reforestation programs. In the long-term, however, attention should be paid to the carbon saturation 
issue associated with forests growth (Zhou et al. 2006).  
From the perspective of emission sources, as inferred from Section 2.4.3, policies on 
emission regulations and cleaner energy have achieved substantial reduction in aerosol emissions. 
Likewise, climate change mitigation and human health also benefit from these efforts, though the 
magnitude might be varied by region. For instance, the use of biofuels in the U.S. may offer health 
benefits from reduced fine particles and climate change benefits from reduced CO2 emissions 
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relative to fossil fuels. However, the aggressive policy demanding a sharp rise in biofuel 
production might cancel out these benefits (Hill et al. 2009). On the other hand, even a modest 
improvement in energy efficiency and air pollution control technology could yield air quality, 
climate, and health benefits in China (Peng et al. 2017). It is suggested that policy-makers should 
take the strategy limits and the regional difference into account to coordinate cross influences and 
maximize sustainable development.  
2.6. Conclusions 
In this study, monthly mean satellite AOD data, in conjunction with ground AOD 
measurements are used to investigate the aerosol trends, prediction, and driving forces at six sites 
across North America and East Asia during the period of 2003 – 2015. A sustained downward 
trend of AOD is observed both for MODIS and AERONET data over sites of GSFC, MDSC and 
CKU, at 95% significance level. The decreasing trend is also found for AERONET AOD at 
Boulder and Beijing sites at a significant level of 90%. However, MODIS AODs at Boulder and 
Beijing sites, and both MODIS and AERONET AODs at Xianghe site reveal negligible trends. 
Moreover, the results of monthly and seasonal variabilities indicate consistent aerosol variations 
at sites mainly located in mid-latitudes of the northern hemisphere. However, these variations may 
also be impacted by regional differences in geographic location, climatology, and land cover types.  
In addition, the time series ARIMA model is used to predict the future AOD values of 
MODIS and AERONET in 2016. Based on the features of AOD time series, a set of specific 
ARIMA models was evaluated. The forecasting results of the non-seasonal ARIMA model show 
that the model performs better for AERONET AOD than MODIS AOD for all sites except for 
CKU, which suggests that the predictive power of the model heavily depends on the number of 
missing data. Furthermore, AOD quality, AOD reliability and low-AOD values have a joint 
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influence on the performance of the ARIMA model. Comparison of the nearby sites reveals that 
the seasonal ARIMA model outperforms the non-seasonal ARIMA model for time series that 
presents distinct seasonal patterns.   
Because of the simplicity of the ARIMA model, it lacks the capability to account 
completely for the sudden changes in aerosols such as the influence of large scale climate factor 
ENSO. In addition, this exploration study is based on the assumption that factors (e.g., land cover 
types, meteorology) that had influenced the past behaviors of AOD will continuously influence its 
future behaviors in the same way. But in reality these factors might change over time. Therefore, 
our future work will focus on improving predictions using Kalman filtering techniques and 
extending our analysis to cover broader spatial scale. Furthermore, the driving factors such as land 
use change will be also considered in the establishment of the time series forecast model to explore 
quantitatively their contributions to the aerosol variations. The findings would be important for 
advancing the knowledge of long-term aerosol trend analysis and modeling, which could provide 
insights into the interplay of aerosol variations, carbon cycle, and climate change. Based on the 
case studies, it is suggested that the enforcement of regulations on emission sources and the 
initiative of reforestation on emission sinks could have potential implications for climate change 
mitigation.  
2.7. Supplementary Material 
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Figure S2-1. Autocorrelation function (ACF) and partial autocorrelation function (PACF) of 
residuals derived from the best fitted ARIMA models for monthly mean AODs of MODIS and 
AERONET at the six sites. The two horizontal blue dashed lines indicate the upper and lower 
confidence limits at the 95% confidence interval (CI) bounds. Values exceeding the CI bounds 
indicate insignificant deviations from zero of the estimated autocorrelation or partial 
autocorrelation coefficients. A large absolute value at a specific lag indicates a strong correlation 
with previous data, whereas values close to 0 indicate weak correlations. The first row in each 
dashed box indicates ACF and PACF residuals for the MODIS AOD values and the second row 
in each dashed box indicates ACF and PACF residuals for the AERONET AOD values. 
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Figure S2-2. Histograms of residuals derived from the best fitted ARIMA models for monthly mean AODs of MODIS and AERONET 
at the six sites. A bell-shaped, symmetric histogram with most of the frequency counts distributed around zero indicate that residuals 
are normally distributed while a long left tail (or a long right tail) histogram indicates that the distribution of residuals is negatively- (or 
positively-) skewed. The histogram (*1) for each site indicates the frequency distribution of the residuals for modelling MODIS AOD 
values while the histogram (*2) for each site indicates the frequency distribution of the residuals for modelling AERONET AOD values. 
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Figure S2-3. Quantile-Quantile (Q-Q) plots of residuals derived from the best fitted ARIMA models for monthly mean AODs of MODIS 
and AERONET at the six sites. Points fall along the one-one line indicate that the model residuals follow a normal distribution. The 
graph (*1) for each site indicates the Q-Q plot of the residuals for modelling MODIS AOD values while the graph (*2) for each site 
indicates the Q-Q plot of the residuals for modelling AERONET AOD values. 
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Table S2-1. Summary of best fitted ARIMA models and Ljung-Box indices for MODIS and AERONET AOD time series data at the 
six selected sites. 
Statistic 
GSFC   MDSC   Boulder   Beijing   Xianghe   CKU 
AERO
NET 
MO
DIS   
AERO
NET 
MO
DIS   
AERO
NET 
MO
DIS   
AERO
NET 
MO
DIS   
AERO
NET 
MO
DIS   
AERO
NET 
MO
DIS 
ARIMA model 
type (2,1,15) 
(2,1,
15) 
 (2,1,24) (2,1,24) 
 (2,0,2) (2,0,19)  
 (5,0,4)  (5,0,3)  
 (5,0,4)  (5,0,2)   
 (1,0,11) (2,1,20)   
Ljung-
Box 
Chi-
square 16.63 
13.0
41 
 16.723 9.535 
 9.961 6.964 
 10.511 14.731 
 5.9981 17.398 
 11.528 11.860 
df 14 14  14 14  14 14  14 14  14 14  14 14 
p-
value 0.276 
0.52
3   0.271 
0.79
5   0.765 
0.93
6   0.724 
0.39
7   0.967 
0.23
6   0.644 
0.61
8 
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Figure S2-4. Scatterplots of the predicted and observed values at the six selected sites for 
AERONET AOD (in the first row) and MODIS AOD (in the second row) in the year of 2016. (a) 
and (c): linear regression results with abnormal points shown as red cross. (b) and (d): linear 
regression results after abnormal points are removed. Note that the months available for true 
ground measurements (less than eight months for all sites except for GSFC and Level 1.5 for 
Xianghe) are relatively fewer than those for true satellite observations (12 months for all sites). 
The two outliers in (a) and (c) are AODs in July for Beijing and Xianghe sites. 
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Multiplicative seasonal ARIMA(&, (, )) × (,, -, .)/ model is expressed as: 
01(2)34(25)6(7 − 2)9(7 − 25):;< − => = @A(2)BC(25)D<                (S2-1) 
where: 
(: nonseasonal integer degree of differencing; 
-: seasonal integer degree of differencing;  
s: seasonal period (e.g., 4, 12); 
F: mean of (1 − H)I(1 − H/)JKL; 
ϕN(H): nonseasonal AR polynomial of order &, ϕN(H) = 1 − OPH − OQHQ − ⋯− ONHN; 
θT(H): nonseasonal MA polynomial of order ), θT(H) = 1 + VPH + VQHQ + ⋯+ VTHT; 
ΦX(H/): seasonal AR polynomial of order ,, ΦX(H/) = 1 − ΦPH/ − ΦQHQ/ − ⋯−ΦXHX/; 
ΘZ(H/): seasonal MA polynomial of order Q, ΘZ(H/) = 1 + ΘPH/ + ΘQHQ/ + ⋯+ ΘZHZ/; 
\L: random shocks, \L ∼ WN(0, aQ), aQ is white noise (WN) variance. 
More details can be found at http://www.mie.uth.gr/ekp_yliko/ARIMA_pdq__PDQ__notation.pdf 
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Figure S2-5. Evaluation of ARIMA and SARIMA models using data of GSFC AERONET (a), 
GSFC MODIS (b), MDSC AERONET (c), and MDSC MODIS (d). The predicting capability of 
ARIMA and SARIMA is investigated using fitting accuracy (represented by R2, adjusted R2, 
RMSE_fit, MAPE_fit, MAE_fit, and BIC) and predicting accuracy (represented by RMSE_pred, 
MAE_pred, and MAPE_pred) of the models. Note that in order to visually identify the better-fitted 
model, we multiply R2 and adjusted R2 by -1. In this way, according to the metrics discussed in 
Section 2.3.2 the optimal model is negatively correlated with all metrics, which is reflected as 
longer negative bar and shorter positive bar. The ARIMA (2,1,15) is identified as an optimal model 
for both MODIS and AERONET at GSFC site while the best fitted SARIMA models are SARIMA 
(1,0,2) × (2,0,2)12 and SARIMA (0,1,1) × (1,0,1)12 for GSFC AERONET and GSFC MODIS, 
respectively. Similarly, the suitable ARIMA models for MDSC site are the same for MODIS and 
AERONET, which is ARIMA (2,1,24), whereas the optimal SARIMA models are SARIMA 
(1,0,2) × (1,0,2)12 and SARIMA (0,1,1) × (1,0,1)12 for MDSC AERONET and MDSC MODIS, 
respectively. 
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Figure S2-6. Evaluation of ARIMA and SARIMA models for Beijing AERONET data (a), and 
Xianghe AERONET data (b). The predicting capability of models is investigated using fitting 
accuracy and predicting accuracy based on the same metrics as shown in Figure S5. The optimal 
non-seasonal model for ground site of Beijing is ARIMA (5,0,3) while that is ARIMA(5,0,4) for 
ground site of Xianghe given the same time period. The optimal SARIMA model are the same for 
both sites, which is SARIMA (1,0,0) × (1,0,1)12. The evaluation of ARIMA and SARIMA models 
for MODIS data is not shown here. Since the pair of Beijing and Xianghe sites share the same 
AOD grid in the MODIS imagery, their optimal non-seasonal ARIMA model (i.e., ARIMA 
(5,0,2)) and SARIMA (i.e., SARIMA (0,0,0) × (0,1,2)12) are the same for MODIS data. 
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Figure S2-7. Time series of normalized abnormal AOD and the Multivariate ENSO Index (MEI) 
at the six selected sites for AERONET data (a) and MODIS data (b). The white color indicates no 
values. High-ranking El Niño events can be seen from the data for 2003 (JFM), 2006 (Aug. – Dec.), 
2009 (Jul. – Dec.), 2010 (JFMA), 2012 (JJ), and 2015 (Aug. – Dec.) (See also 
https://www.esrl.noaa.gov/psd/enso/climaterisks/years/). 
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Figure S2-8. Monthly time lag analysis of correlation between AERONET AOD anomaly and MEI (in red solid line), correlation 
between MODIS AOD anomaly and MEI (in blue solid line), and correlation between AERONET AE anomaly and MEI (in green 
dashed line) for the site of GSFC (a), MDSC (b), Boulder (c), Beijing (d), Xianghe (e), and CKU (f). Except for the site of Xianghe, 
which is from 2005 – 2015, the time period for the rest of the sites is from 2003 – 2015.
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3. A comparative time series analysis and modeling of aerosols in the 
contiguous United States and China 
 
A version of: Li, X., C. Zhang, B. Zhang, and K. Liu (2019). A comparative time series analysis 
and modeling of aerosols in the contiguous United States and China. Science of The Total 
Environment 690, 799-811. 
 
3.1. Abstract 
Long-term trend analysis and modeling of aerosol distribution is of paramount importance 
to study radiative forcing, climate change, and human health. Previous studies on spatiotemporal 
trend analysis have not fully considered the impact of spatial and temporal gaps of satellite-
retrieved aerosol optical depth (AOD) on precise aerosol characterization. In addition, very few 
studies analyzed inter-country aerosol variations, trends, driving forces, and predictions at the 
regional level, which is important to draw lessons from the experiences of one another. This study 
is focused on comparative time series analyses and modeling of aerosols over the contiguous 
United States (U.S.) and China during 2003-2015 using MODIS Collection 6 retrievals. An 
econometric model, namely autoregressive integrated moving average (ARIMA), is employed to 
reproduce and predict AOD variability over U.S. and China. Results show that high AOD values 
are observed in the eastern part of U.S. and China. Temporal variations indicate that AODs reach 
their peak values in summer for both countries. A sustained negative AOD trend is present 
throughout the U.S. while a distinct spatial variation of AOD trend is exhibited in China. The large 
differences in variations and trends are closely linked to the energy strategies, economic and urban 
development, and lifestyle activities of these two countries. Time series modeling reveals that 
reasonably good performances are found in most parts of these two countries. In particular, the 
model replicates AOD time series that has clear seasonal variations with much higher accuracy. 
The results suggest that areas most suitable for applying the model for prediction are those with 
high AOD quality, high completeness of AOD data, and low-AOD values. Overall, the satisfactory 
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predicted results indicate the applicability and feasibility of the ARIMA modeling technique for 
accurately extracting AOD profiles, predicting future AOD values as well as extrapolating missed 
AOD values at the regional scale. The retrieved and predicted AOD values may serve as reliable 
estimates for air quality and epidemiological studies. 
3.2. Introduction 
Aerosols, originating from either natural or anthropogenic sources, have great implications 
for earth’s radiation budget (Charlson et al. 1992, Ramanathan et al. 2001, Satheesh and Krishna 
Moorthy 2005), climate change (Hulme et al. 1999, Kaufman, Tanré, and Boucher 2002, 
Ramanathan and Carmichael 2008b), and human health (Brunekreef and Holgate 2002, 
Karanasiou et al. 2012). Long-term trend analysis of atmospheric aerosols is crucial to improve 
our understanding of how aerosol characteristics change spatially and temporally, and how these 
changes help to resolve the change in radiation balance, climate systems, and physical environment 
that influence human well-being. The advanced development of earth observation technology and 
the rapid growth of computational power have enabled the retrieval of aerosol optical depth (AOD) 
– one of the key parameters to measure aerosol properties from satellite data at multiple spatial 
scales (Li et al. 2017). During the past decade, extensive efforts have been conducted to investigate 
spatiotemporal trends of aerosol patterns using an array of satellite AOD products. For example, 
Yoon et al. (2014) reported an increasing trend of AOD over the regions of eastern China and a 
decreasing trend of AOD over the eastern United States  using observations from multiple satellites: 
MODerate resolution Imaging Spectroradiometer (MODIS), Sea-viewing Wide Field-of-view 
Sensor (SeaWiFS), and Multi-angle Imaging SpectroRadiometer (MISR). Boiyo et al. (2017) 
analyzed the spatiotemporal distribution of aerosol properties over East Africa using aerosol 
parameters derived from Ozone Monitoring Instrument (OMI) and MODIS. They found that dry 
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periods were accompanied by large aerosol parameters. Klingmüller et al. (2016) observed that the 
dust-induced changes in AOD over Middle East were related to dust storm controlling factors such 
as soil moisture, wind, and precipitation using the MODIS Dark Target (DT)/Deep Blue (DB) 
combined product.  
While spatiotemporal variations of aerosols have been well-studied by previous 
investigators, most of the aforementioned studies have not fully considered the impact of spatial 
and temporal gaps of satellite-retrieved AOD on precise aerosol characterization. The deficiency 
in these global AOD products mainly results from lack of quality-assured observations and 
limitations associated with the retrieval algorithms. Moreover, the knowledge gap exists in 
identifying critical features of aerosol behaviors and diagnosing the potential determinants that 
contribute to changes in aerosol loading. The retrieved aerosol profile could serve as one of the 
important driving factors in the synergy of satellite-, model- and ground-based simulations (Chin 
et al. 2014). Recently, Li, Zhang, Li, et al. (2019) used an econometric autoregressive integrated 
moving average (ARIMA) modeling technique (Box et al. 2015) to extract useful aerosol 
properties and predict future aerosol loading based on reliable recognition of preceding aerosol 
patterns. The method has been proved to be robust for prediction of missing AOD values and 
representation of changes in aerosol behaviors. Nevertheless, their work was performed merely at 
the site level, and it still needs further studies to test whether the time series ARIMA model can 
sufficiently describe the spatiotemporal distribution of aerosols at the regional scale.   
In this study, we focus on investigating and comparing aerosol variations, trends, and 
predictions in the contiguous United States (U.S.) and China. AOD retrieved from MODIS 
Collection 6 (C6) during 2003 – 2015 are utilized for this purpose. To our knowledge, though 
aerosol research has been carried out at global and regional scales, very few studies analyzed long-
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term inter-country comparisons of aerosol loading, especially between developed and developing 
countries with varied magnitudes of economic and urban development. Comparisons of the aerosol 
loading between U.S. and China are of particular interest for several reasons. Firstly, being located 
at mid-latitudes of the Northern Hemisphere and characterized by more industrial activities in the 
eastern part, the aerosol patterns in these two countries, however, might be dissimilar due to 
different climatological conditions, land covers, and fuel types. Secondly, aerosols emitted or 
formed in Asia could exert significant environmental changes in downwind regions of North 
America. Thirdly, the launch of geostationary constellations – Tropospheric Emissions: 
Monitoring of Pollution (TEMPO), Sentinel-4, and Geostationary Environment Monitoring 
Spectrometer (GEMS) – in the near future may further signify the importance of promoting air 
quality research in industrialized Northern Hemisphere (North America, Europe, and East Asia) 
where anthropogenic activities are the highest. All these features highlight the need of parallel or 
unique treatment of aerosol behaviors and the associated climate and health consequences. Based 
on these reasons, the specific objectives of this study include: (1) Examine variations and trends 
of aerosol loading in U.S. and China and probe the possible contributors leading to the aerosol 
change; (2) Compare performances of time series modeling in the two countries and assess 
underlying causes that account for model uncertainties; and (3) Identify the ideal conditions and 
areas suitable for accurate aerosol prediction and draw out the possible implications for air quality 
studies. 
3.3. Materials and methods 
3.3.1. Aerosol optical depth 
The aerosol retrievals from MODIS have contributed substantially to our understanding of 
atmospheric aerosol properties during the past decades. They have been proved to be quality-
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guaranteed datasets for trend analysis among many satellite sensors. This study uses the Level 3 
monthly AOD product (MYD08_M3) obtained from MODIS C6, an improvement over previous 
versions (Levy et al. 2013). The Level 3 global product that is aggregated from the Level 2 product 
has a spatial resolution of one degree. The parameter of the combined DT/DB AOD at 550 nm is 
used in the analysis. Performances of MODIS C6 DT aerosol retrieval algorithm as well as DB 
aerosol retrieval algorithm are validated by Levy et al. (2013) and Sayer et al. (2014), respectively. 
The monthly mean AOD data used span Jan. 2003 to Dec. 2015. The spatial distribution of the 
globally averaged map is shown in Figure 3-1.   
 
Figure 3-1. Spatially distributed map of MODIS C6 with monthly averaged AOD550 at 1◦ × 1◦ 
spatial resolution from Jan. 2003 to Dec. 2015. The green triangles represent the selected 
AERONET stations.  
To evaluate fully performance of time series modeling, AOD values measured at AErosol 
RObotic NETwork (AERONET) are also utilized. AERONET is a global ground monitoring 
network, providing worldwide distributed observations of aerosol properties (Holben et al. 1998). 
It is reported that AERONET AOD can achieve accuracy higher than ± 0.01 for measurements of 
 57 
 
wavelength longer than 440 nm under clear sky conditions (Holben et al. 1998). With this high 
quality, AERONET is often used as reference to validate other satellite retrievals (Huang et al. 
2016, Xiao et al. 2016). In this study, monthly averaged AOD values acquired from the Version 3 
of the Level 2.0 AERONET database are primarily used. Since the original measurements do not 
contain AOD at 550 nm, we calculate it by applying a linear interpolation as described in Li, Zhang, 
Li, et al. (2019). To assure relatively complete time series records and minimize bias from limited 
sampling, ground stations with more than seven monthly means per year are primarily considered. 
Consequently, eleven ground stations are selected. They are BONDVILLE, BSRN_BAO_Boulder 
(termed as Boulder), Cart_Site, CCNY, GSFC, MD_Science_Center (termed as MDSC), Sevilleta, 
and Wallops in U.S. as well as Beijing, Chen-Kung_Univ (termed as CKU), and Taihu in China. 
The geographic distributions of the eleven AERONET stations are illustrated in Figure 3-1 and a 
detailed description is listed in Table 3-1. 
Table 3-1. Locations, elevations, and dominated aerosol types of the selected AERONET stations. 
Station Location Elevation (m) Dominant aerosol type 
BONDVILLE 40.05°N, 88.37° W 212 Continental (Schmeisser et al. 2017) 
Boulder 
(BSRN_BAO_Boulder) 40.04°N, 105.01° W  1604 Continental (Kahn et al. 2010) 
Cart_Site 36.61° N, 97.49° W 318 Continental (Kahn et al. 2010) 
CCNY 40.82° N, 73.95° W 100 Urban-Industrial (García et al. 2012) 
GSFC 38.99° N, 76.84° W 87 Urban-Industrial (García et al. 2012) 
MDSC(MD_Science_Center) 39.28° N, 76.62° W 15 Urban-Industrial (García et al. 2012) 
Sevilleta 34.35° N, 106.89° W 1477 Continental (García et al. 2012) 
Wallops 37.933° N, 75.472° W 37 Urban-Industrial (Hamill et al. 2016) 
Beijing 39.98° N, 116.38° E 92 Mixed (Ichoku, Remer, and Eck 2005) 
CKU(Chen-Kung_Univ) 23.00° N, 120.22° E 50 Mixed (Ocko and Ginoux 2017) 
Taihu 31.42° N, 120.22° E 20 Mixed (Li, Carlson, and Lacis 2015) 
 
3.3.2. Autoregressive integrated moving average (ARIMA) model 
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Time series analysis offers a set of tools to simulate aerosol variability and predict future 
aerosol trends. Within the realm of time series modeling, the Box-Jenkins ARIMA model proposed 
by Box et al. (2015) is used in a wide spectrum of areas (Das et al. 2018, Valipour, Banihabib, and 
Behbahani 2013, Xiao et al. 2011, Pao and Tsai 2011). Generally, the ARIMA model is designed 
to reproduce time series values by applying three steps: identification, estimation, and diagnostic 
checking (Soni et al. 2016). Apart from these three steps in the development of a suitable model, 
we also add a prediction step in the application of the best-fitted model to depict a complete picture. 
Prior to exploratory analysis and model fitting, the AOD dataset is partitioned into two parts: AOD 
for training and AOD for testing. The training dataset, which is used to identify and estimate 
patterns inherent in the time series, spans January 2003 to December 2015. The testing dataset, 
which is used to validate model predictions, spans January 2016 to December 2016. The 
procedures are summarized in the following sections.   
Phase 1 – Identification of dependence orders and estimation of model parameters  
A time series can be regarded as a sequence of random variables that contain one or more 
of the following components: (1) a trend component (!"), (2) a seasonal component (#"), and (3) a 
random component ($"). These behaviors can be detected by checking the autocorrelation function 
(ACF) plot and the partial autocorrelation function (PACF) plot. If an AOD time series presents a 
fixed mean and variance, it is termed as a stationary time series. The variability of a stationary 
time series can be adequately described by an autoregressive moving average (ARMA) model. 
Literally, ARMA is a combined form of the autoregressive model (AR) that has a p-order and the 
moving average (MA) model that has a q-order. It is abbreviated as ARMA (p, q) and given by: 
%&(()*+ = -.(()/+                                                                   (3-1) 
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where 0" refers to the MODIS AOD at time point t; 1 refers to the backshift operator on time 
series as 10" = 	0"34, B60" = 110" = 10"34 = 0"36,…, B70" = 0"37; 89(1) represents the AR 
operator as 89(1) = 	1 − 841 − 86B6 − ⋯− 8919 ; =>(1)  represents the MA operator as =>(1) = 	1 + =41 + =6B6 + ⋯+ =>1>; and @" is the random shocks and @" ∽ BC(0, F6). 
If a slow decay is observed in ACF plot, we call it an non-stationary time series and a 
differencing process (d) is needed to convert it into a stationary one. This time series is abbreviated 
as ARIMA (p, d, q) and defined as: 
%&(()(G − ()H*+ = -.(()/+                                                        (3-2) 
To account for both seasonal and nonstationary behaviors in AOD time series, an extension 
of ARIMA model known as a multiplicative seasonal ARIMA (SARIMA) model is introduced. It 
is denoted as ARIMA (p, d, q)×(P,D,Q)s and given by: 
I&(()JK((L)(G − ()H(G − (L)M*+ = -.(()NO((L)/+                             (3-3) 
where P  represents the seasonal differencing; s  is the seasonal period (e.g., 4, 12); ΦS(1T) 
represents the seasonal AR operator as ΦS(1T) = 1 − Φ41T − Φ616T − ⋯−ΦS1ST ; and ΘV(1T) is the seasonal MA operator as ΘV(1T) = 1 + Θ41T + Θ616T + ⋯+ ΘV1VT. 
After differencing the time series, the ACF and PACF plots can be used to settle the 
parameters of p, q, P, and Q. Then, a maximum likelihood estimation is used to fit the model.  
Phase 2 – Diagnostic checking of the model adequacy 
To inspect whether the built model in Phase 1 is adequate to describe variations of AOD 
time series, the fitting accuracy criteria are applied. If a model fits well, the residuals of the model 
should be random and the goodness of fit should be the lowest. As a result, the following statistical 
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metrics are used: Bayesian information criterion (BIC), root mean square error (RMSE), mean 
absolute error (MAE), and mean absolute percentage error (MAPE). These criteria can be used 
together to unveil a model’s capabilities in explaining variances of AOD time series. The best-
structured ARIMA model is the one with lowest BIC, RMSE, MAE, and MAPE.  
Phase 3 – Predicting and evaluating model performance 
The best-fitted model identified in Phase 2 is employed to predict AOD values in 2016. 
RMSE, MAE, and MAPE are further used to assess accuracy of the model predictions. Relative 
RMSE (termed as rRMSE) is employed to conduct a comparable analysis for the U.S. and China. 
In addition to validate with MODIS AOD retrievals, the AERONET AOD measurements available 
at the given time period are also considered for site validation. 
The aforementioned methodology (Phases 1, 2, and 3) is then applied iteratively at each 
pixel-level time series presented in the MODIS AOD imagery. As a result, each pixel represents 
the unique aerosol generated by a specific estimated model. Finally, the predicted results of one-
year ahead (January 2016 to December 2016) at the regional level are generated for U.S. and China, 
respectively.  
3.4. Results 
3.4.1. Comparison of annual and seasonal aerosol variations 
Figure 3-2 shows spatial variations of annual mean AOD observed by MODIS C6 over 
U.S. and China. In general, China has a higher magnitude of AOD variations compared to that in 
U.S. The magnitude of AOD variations in China nearly reaches to 1 and is almost four times of 
that in U.S. Most of the high AOD values are concentrated in the eastern regions of both U.S. and 
China. High aerosol loading appears in east of ~ 95 degrees longitude in U.S., which is a climatic 
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boundary that separates the humid eastern parts of the continent from the more arid western plains. 
By contrast, the line that divides high and low AOD values in China is in accord with the Heihe-
Tengchong Line, which is a "geo-demographic demarcation line" with 94% of Chinese population 
living in the east part of the line. 
 
Figure 3-2. Annual mean AOD from 2003 – 2015 over (a) the contiguous United States (U.S.) 
and (b) China. 
Figure 3-3 illustrates the spatial distributions of seasonal variations over U.S. during 2003 
– 2015. Here, the four seasons are defined as spring (March-April-May), summer (June-July-
August), fall (September-October-November), and winter (December-January-February). Long-
range intercontinental transport of dust regularly impacts the U.S. such as dust storms transported 
from Asia during all seasons with peaked aerosol contents in spring in the Northwest and the West 
(Hand, Gill, and Schichtel 2017) and emissions from North Africa in summer in the Southeast (Pu 
and Ginoux 2018). Local dust emissions also impact the western U.S. such as the Mojave and 
Sonoran Desert with peaks from March to July (Hallar et al. 2015). In summer, enhanced 
anthropogenic emissions for the production of primary particles and favorable meteorological 
conditions (e.g., large solar radiation, high temperature, and abundant water vapor) for the 
generation of secondary particles contribute to high levels of aerosol loading in the eastern U.S., 
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where most of fossil fuel combustion occurs. High aerosol loading in Montana and North Dakota 
might be tied to oil and gas production, which is the sources of NOx and thereby contributes to 
rising levels of aerosols (Prenni et al. 2016). Relatively high AOD over the southeastern U.S. from 
spring to autumn with summer maximum is linked with natural biogenic volatile organic 
compounds (VOC) emissions as suggested by Goldstein et al. (2009). By comparison, the AOD 
declines from summer to winter within this region, driven by declines in sulfate and organic 
aerosols due to shutdowns of biogenic emissions and UV-driven photochemistry (Kim et al. 2015). 
In winter, high aerosol loading in the Midwest is probably due to the high ammonium nitrate 
concentrations and meteorological conditions of relative high humidity and lower temperature in 
the region (Hand, Schichtel, et al. 2012).  
 
 
Figure 3-3. Seasonal variations of AOD over U.S. for (a) spring, (b) summer, (c) fall, and (d) 
winter.  
AOD values (unitless)0 0.38
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Figure 3-4. Seasonal variations of AOD over China for (a) spring, (b) summer, (c) fall, and (d) 
winter.  
Figure 3-4 shows the seasonal AOD variations over China. Analogously, northwest China 
and the North China Plain (NCP) suffer springtime dust storms from local sources such as the 
Taklamakan Desert and the Gobi Desert, as well as dust storms originating from East Asian (Long, 
Tie, et al. 2018). Similar to U.S., the summer dominates high AOD values, which is in consistent 
with the results of Guo et al. (2011). Despite that frequent precipitation in summer helps in 
scavenging of aerosols to some extent, it is overshadowed by the strong multifaceted impacts of 
stagnant atmospheric conditions, presence of aerosol hygroscopic growth, increased formation of 
secondary aerosols, and emissions from agricultural biomass burning (Kang et al. 2016). The 
smallest seasonally-averaged AOD appears in autumn as also reported by Xu, Qiu, et al. (2015), 
which is probably attributed to washout of aerosols during the monsoon season (Mehta et al. 2016). 
AOD values (unitless)0 1.3
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The relatively high aerosol loading witnessed in the fall over eastern and southern China is 
probably due to intensified open biomass burning during the harvest season (Chen et al. 2017). 
Particularly, the contribution of biomass burning is apparent for the Pearl River Delta (PRD) region, 
where AOD values are found to be higher during spring and autumn than those found during 
summer and winter. The highest AOD value occurs in summer for the Yangtze River Delta (YRD) 
region. This is due to high temperature and relative humidity, which are conductive to the 
formation and accumulation of fine aerosols (Xia et al. 2007). The enhanced aerosol loading during 
winter is owing to the increased use of fossil fuels for heating and unfavorable meteorological 
conditions for pollution dispersion. It is notable that northeast China reaches its maximum AOD 
in winter. This is in harmony with the precipitation patterns and the weather system common to 
this region (Guo et al. 2011). Meanwhile, coal burning during the winter further contributes to 
high AOD in northeast China (Zhao et al. 2013). In the Sichuan Basin (SCB), the high AOD values 
are found during springtime, while the low ones are found during autumn. This is probably due to 
the combined impacts of special geography, meteorology, and burning of fireworks in spring and 
the large amount of rainfall in the fall. The spatial distribution of seasonal mean AOD values 
reveals an “east high, west low” pattern across the SCB (Liu et al. 2016).  
3.4.2. Comparison of annual and seasonal aerosol trends 
Figure 3-5 displays the annual trends of MODIS AOD based upon deseasonalized monthly 
anomalies from 2003 – 2015 over U.S. and China. The deseasonalized monthly anomalies are 
employed to overcome the large impact of the annual cycle (Hsu et al. 2012). In addition, the 
significance of the estimated trend at a given location is examined using the Mann-Kendall test 
(Kendall 1938). From the figure it can be seen that a more dramatic decrease is observed in the 
eastern U.S. than the West. The Clean Air Act (CAA) controls carried out by the U.S. 
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Environmental Protection Agency (EPA) exert significant effects. The policy aims to reduce 
emission of air pollutants. Its impact is remarkable in the eastern U.S. where most of the 
anthropogenic and industrial activities are concentrated. In addition, since the levels of SO2 and 
NOx are comparatively lower in the West initially, implementation of the policy does not as 
dramatically alter pollutant emissions as it does in the eastern U.S. (Gan et al. 2014). In parallel, 
there is a general decreasing trend in central and southern China, which is attributed to the Five-
Year Plan enacted during 2006 – 2015 that strengthens emission control measures and encourages 
the use of new air pollution reduction technologies for power plants (Li, Zhang, Li, et al. 2019). 
The SCB exhibits a significant annual mean decreasing trend in AOD (-0.006). Contrary to the 
annual mean spatial distribution, the annual tend of AOD in SCB shows an “east low, west high” 
pattern (Liu et al. 2016). A positive tendency is observed in NCP, northeast China, and northwest 
China. The main contributor for north China is attributed to its fast economic development, which 
is associated with increased industrial emissions. However, the major contributor for northeast 
China, especially in Heilongjiang Province is probably due to the ascending trend of forest fires 
(Liu et al. 2012).  
 
Figure 3-5. The annual trends of AOD based upon deseasonalized monthly anomalies for the 
period of 2003 – 2015 over U.S. and China. Dots indicate the AOD trend is significant at the 95% 
confidence level. 
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Figure 3-6. The seasonal trends of AOD anomalies over the U.S. for (a) spring, (b) summer, (c) 
fall, and (d) winter.  
The seasonal anomaly AOD trends during the period 2003-2015 over the U.S. is shown in 
Figure 3-6. The seasonal trends are computed based on the methods in the previous work (Hsu et 
al. 2012), which treat individual months as seasonal time series, rather than using seasonal mean 
of each year. An increasing trend in aerosol concentrations is detected over the western U.S. (west 
of 95°W). This is associated with an increasing trend in organic aerosol loading caused by aridity 
and the frequently occurring wildfires during summertime (Jaffe et al. 2008, Hallar et al. 2017). 
Besides local wildfires, aerosols in the northwestern U.S. may result from wildfire emissions 
transported from western Canada as well as Alaska during certain years (Jaffe, Tamura, and Harris 
2005). Hand et al. (2016) argued that an increasing trend of springtime fine dust concentrations in 
the southwestern U.S. is due to the influence of the large-scale climate variability. The increasing 
-0.03 0.03
 67 
 
trend in the Midwest is probably due to the increased NH3 emissions caused by the growth of 
agricultural activities (Xing et al. 2013).   
 
 
Figure 3-7. The seasonal trends of AOD anomalies over China for (a) spring, (b) summer, (c) fall, 
and (d) winter.  
The seasonal patterns of the AOD trends are obvious in China but vary from region to 
region. The highlighted regions with a significant change are the NCP, YRD, PRD, northeast 
China, and SCB. In particular, despite high values of seasonal and annual mean aerosol loading, a 
strong negative trend of AOD is featured in SCB, which is also reported by He, Gu, and Zhang 
(2019). The overall downward tendency in SCB suggests that environmental management and 
remediation initiatives of haze weather have achieved preliminary success (Liu et al. 2016). 
However, the AOD trend in western part of SCB, which is adjacent to Tibetan Plateau, is not 
-0.05 0.05
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significant since its aerosol loading has already been low at the beginning. Conversely, a 
significant increasing trend is observed for NCP, especially in winter. One important factor of this 
is due to the increased demand for coal burning during cold winters (the heating season generally 
starts from mid-November to the end of next February) (Li et al. 2018, Li, You, et al. 2019, Qi et 
al. 2016). This is demonstrated by the dividing line of heating areas, which separates NCP from 
the south China as shown in Figure 3-7 (c) and (d). Besides emissions produced from 
anthropogenic activities, the stagnant weather system (lower temperatures, lower wind speeds 
associated with the decreased height of the atmosphere boundary layer) in NCP in winter, which 
is unfavorable for pollutants transport and dispersion, plays a significant role in the increased level 
of AOD as well. Notably, such a stagnant condition is usually more severe in NCP than that in 
southern China. The ascending trend in autumn in NCP is associated with an increase in 
agricultural biomass burning (except for 2008) (Wang et al. 2015). For YRD, a decreasing trend 
is observed during the summer, suggesting the effectiveness of pollution control policies to reduce 
industrial emissions and promote cleaner production technologies, which lead to a decrease in 
anthropogenic emissions (Kang et al. 2016). Despite the summertime decreasing tendency, a 
significant increasing AOD trend is observed in winter for YRD. The reasons that explain NCP 
also apply to YRD. During summer and fall, the positive tendency in northeast China 
(Heilongjiang, Jilin, and Liaoning) is associated with intensive crop burning activities that peak in 
April, May, and October, whereas the increasing trends in Tibet and Xinjiang during this time 
period might be due to artificially ignited fires in shrublands (Qiu et al. 2016). The increasing 
trends in Guangxi and parts of Guangdong during spring might be attributed to the custom of 
burning during Ching Ming Festival that usually occurs in early April (Qiu et al. 2016). 
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Nevertheless, a decreasing trend is recorded in PRD during other seasons, which is largely owing 
to the implementation of Action Plan by the Guangdong government (Jiang et al. 2015). 
3.4.3. Time series analysis using ARIMA 
The ARIMA models are developed for simulating and predicting AOD over the U.S. and 
China. Figure S3-1 shows the fitting accuracy results of the best-fitted models assessed by the 
RMSE, MAE, and MAPE and Figure 3-8 shows the same statistical metrics but for the model 
prediction results. In general, the model performs reasonably well in most parts of the U.S. and 
China. However, differences are also found for these two countries. It can be inferred that statistical 
results in China generate higher bias compared to those in the U.S. In addition, the model has a 
relatively stable performance over U.S. as indicated by the small changes and magnitudes in 
RMSE and MAE for both fitting and predicting accuracies. Nonetheless, the model performance 
over China tends to be more fluctuating with comparably small RMSE and MAE for fitting 
accuracy but high RMSE and MAE for predicting accuracy. Finally, it is noteworthy that the 
spatial patterns of large errors are somewhat in consistent with the distributions of high AOD 
values in these two countries. In other words, the model performance is relatively poor in the 
Midwest of the U.S., regions close to the U.S. - Canada border, and regions of eastern and 
northwestern China.   
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Figure 3-8. Spatial distributions of (a*) RMSE, (b*) MAE, and (c*) MAPE validated using the 
predicted values from the best-fitted ARIMA against the actual MODIS AOD values for the year 
2016. * denotes 1 and 2, in which 1 represents the US and 2 represents China. Pixels in white 
indicate no values.  
To get a coherent comparison between U.S. and China, the rRMSE is computed and is 
shown in Figure 3-9. The model performs better over U.S. than that over China as evident by a 
lower range of rRMSEs. The spatial map of rRMSE produced over U.S. is similar to the spatial 
map of RMSE while that produced in China has a significant discrepancy relative to its RMSE 
map. Spatially, the model generates relatively small rRMSE values in most areas of U.S. and China. 
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Higher bias is found along Ohio River, in states of Minnesota, Missouri, Montana, and Washington 
for U.S. whereas spondaic high rRMSEs are found along the northeastern and western borders of 
China and also in southern China.   
 
Figure 3-9. Spatial distributions of rRMSEs for the best-fitted ARIMA predictions in the year of 
2016 for (a) U.S. and (b) China. Pixels in white indicate no values. 
Figure 3-10 shows the predicted AOD values in comparison to the available AERONET 
observations at eleven stations spreading across U.S. and China. Visually, the observed AOD time 
series fall within the 95% confidence interval of the predicted ones for most stations, indicating a 
satisfactory agreement between ARIMA-based predictions and AERONET observations. Among 
the eleven AERONET stations, the monthly patterns have been well reproduced for the majority 
of stations. However, biases are found for the stations of Taihu and Boulder where the extreme 
AOD values are not well-captured. The model shows the good predictive capability for time series 
with distinct seasonality, such as stations of GSFC, Cart_site and CCNY.  
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Figure 3-10. Comparison of predictions using the best-fitted ARIMA models against AERONET 
AOD measurements in 2016 for stations of (a) Beijing, (b) CKU, (c) Taihu, (d) BONDVILLE, (e) 
Boulder, (f) Cart_Site, (g) CCNY, (h) GSFC, (i) MDSC, (j) Sevilleta, and (k) Wallops. The black 
and blue lines represent actual and forecast AOD values, respectively. The dark and light shaded 
areas represent forecasts with 80% and 95% prediction intervals, respectively.   
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3.5. Discussions 
3.5.1. Uncertainties in ARIMA modeling 
The impact of data availability on model performance 
The spatial and temporal data gaps in satellite-retrieved AOD data limit their applications 
in accurate fine particulate matter (PM2.5) estimation and the associated epidemiological studies. 
Therefore, assessing the influence of missing AOD data on performance of time series modeling 
holds the potential to address the subsequent health-related issues. Figure 3-11 shows the spatial 
distributions of the percentages of valid AOD data during 2003-2015. High levels of missing AOD 
data are found along the U.S.-Canada border, the Rocky Mountains, and northern part of the 
Appalachian Mountains. For China, missing AOD values are mainly found along the northwest 
China boarder, the Himalaya Mountain, the Khingan Mountains, and the Changbai Mountains. 
Missing data tend to result in poor predictions. The spatial patterns of the missing AOD data are 
in line with the spatial patterns of rRMSE values, which contribute to large errors of MAPE for 
both fitting and predicting accuracies. Li, Zhang, Li, et al. (2019) demonstrated that the well-
established ARIMA model is robust to MODIS AOD missing values when the percentage of the 
total amount of missing data does not exceed 40%.   
 
 
Figure 3-11. Spatial distributions of MODIS AOD data availability calculated based on the ratio 
of positive values to the total amount of data during a 13-year period over (a) U.S. and (b) China.  
data availability (%)0 100
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The impact of data quality on model performance 
The performance of the ARIMA model is also impacted by AOD data quality. The 
differences in data quality can be influenced by aerosol retrieval algorithms, topographical features 
(i.e., mountainous areas), climate characteristics, and land cover types (Sayer et al. 2014). To 
investigate this impact, the quality of MODIS AOD data is evaluated against AERONET AOD by 
computing coefficients of determination (R2). Figure 3-12 depicts the relationships among R2, 
model fitting accuracy RMSE_fit, and model predicting accuracy RMSE_pred. It can be seen that 
the capability of the model is somewhat in line with the accuracies of the MODIS AOD data, with 
higher R2 generating lower RMSE_fit and RMSE_pred, and vice versa. 
 
Figure 3-12. The relationships among model fitting accuracy, model predicting accuracy, and 
accuracy of original data represented by R2. 
The impact of data values on model performance 
In addition to data availability and data quality, data values also have a significant effect on the 
model results. For example, though eastern China has complete AOD data, the model does not 
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exhibit comparably better performance in this region, which might be due to high values of AOD. 
On the contrary, while some areas in Rocky Mountains have incomplete AOD data, the model, 
however, does not yield poor performance, which might be due to low AOD values. This can be 
further demonstrated by examining the boxplot of MODIS AOD values that correspond to the 
eleven AERONET stations (Figure 3-13). By comparing Figure 3-12 and Figure 3-13, it can be 
seen that although stations of Sevilleta, Boulder, and BONDVILLE have poor data quality, these 
sites do not show the same worst fitting and predicting accuracies as the Taihu station does, which 
has higher AOD values compared to the other stations.  
 
Figure 3-13. The boxplot of AOD values at the selected eleven AERONET stations.  
3.5.2. Implications for air quality studies 
Satellite-retrieved AOD data are often subject to missing values when clouds and high 
surface albedo (e.g., snow and ice) present (Levy et al. 2013). Such data gaps substantially limit 
its application in the prediction of PM2.5 concentrations and thereby causing biased health effects 
when using the estimated PM2.5 in epidemiological studies (Xiao et al. 2018). To address this 
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challenge, Ma, Hu, et al. (2014) utilized ordinary Kriging to interpolate missing AOD values. 
Nevertheless, this approach has exhibited poor performance when AOD values are sparsely 
distributed in the image (Oliver and Webster 1990). Another strategy is to fill the missing data by 
combining the AOD products onboard Terra and Aqua satellites (Lee et al. 2011) or by combining 
the AOD data retrieved by DT and DB algorithms (Ma et al. 2016). Such a strategy lacks the 
capability to account for non-random missing AOD values since winter periods tend to have more 
missing data due to cloud contamination days and snow and ice cover (Xiao et al. 2017). Fused 
multi-sensor AOD products have been proposed to solve the problem through borrowing 
information from other sensors (van Donkelaar et al. 2016). Nevertheless, uncertainties resulted 
from differences in illumination and observation angles, aerosol retrieval algorithms, and sensor 
calibrations among instruments have not been fully considered. Our study offers a simple approach 
to fill gaps in satellite-retrieved AOD. The ARIMA model takes into account changing trends, 
periodic changes, and random disturbances. In addition, the SARIMA model can successfully 
capture seasonal fluctuations. The ARIMA model has demonstrated to be robust with missing 
AOD data. The lower RMSE values indicate minimum errors, which confirms its validity and 
effectiveness in aerosol predictions. Therefore, the ARIMA model may be a valuable tool for air 
quality and epidemiological research.      
3.5.3. Implications of inter-country comparisons of aerosols 
Despite that numerous studies have been conducted to investigate trends and sources of 
atmospheric aerosols in individual countries, very few works focused on inter-country 
comparisons of aerosols, which is of particular value to developing countries since they can draw 
useful lessons from the good governance of air pollution in the developed countries. For instance, 
the US CAA has successfully kept air pollution under control through implementing strict 
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regulation on six criteria pollutants since 1990 (Streets, Wu, and Chin 2006). In parallel, the 
Chinese government is making efforts to address air pollution by carrying out effective policies 
and regulations such as the Action Plan for Air Pollution Prevention and Control in 2013 (Shi et 
al. 2016) and the ambitious 11th through 13th Five Year Plan (2006-2020) targeting on various 
pollutants and aiming to a shift toward cleaner production (Feng and Liao 2016). In the context of 
rapid globalization, aerosol pollution is not specific to a single country, rather it has become a 
common issue that requires global concerted efforts to combat the challenge.    
3.6. Conclusions 
In this chapter, we analyze the variations, trends, and time series modeling of aerosol 
loading in U.S. and China during the period of 2003-2015. Relatively high values of AOD are 
observed in the eastern parts of U.S. and China during the summer period. A continuous decreasing 
trend in AOD is detected throughout U.S., with a sharp decrease found in the eastern U.S. By 
contrary, a distinctive spatial variation of the trends is exhibited in China, with increasing trends 
found in NCP, northeast China, and northwest China. The large differences in variations and trends 
are closely linked to the different energy strategies, economic and urban development, and lifestyle 
activities in these two countries.  
Furthermore, an econometric ARIMA modeling is applied to AOD prediction over U.S. 
and China one year ahead. The prediction results show that the ARIMA model performs 
reasonably well in most parts of U.S. and China, though the latter generates a higher bias compared 
to that of the former. Station analysis reveals that regions most suitable for applying the model for 
prediction are those that have high AOD quality, high completeness of AOD data, low-AOD 
values, and AOD time series with distinct seasonality. Despite the advantages of the ARIMA 
model, it also has limitations. The time series model rests on the idea that factors contributing to 
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past behaviors of aerosols will bring the same influence into its future profiles. But these 
contributors probably will vary over time in the real-world scenario. Consequently, the model may 
lack the capability to well-represent the extreme events such as those caused by synoptic 
meteorological conditions. With these limitations, it is recommended that the model may be just 
suitable for short-term predictions. Our future work will consider investigating the aforementioned 
issues using the latest version (C6.1) of aerosol product, which has significant improvement over 
C6 (Sogacheva et al. 2018). Furthermore, the impact of air pollution control measurements on 
aerosol variations will be also taken into account through Multivariate ARIMAX models.  
Overall, our study contributes to implementation of control policies on aerosol emissions 
and concentrations through inter-country comparison of aerosol variations, trends, and driving 
forces. Meanwhile, it is feasible to predict the AOD using an econometric modeling based on the 
current and past time series data at the regional scale. The ARIMA model provides an effective 
and reliable way to extract AOD profiles and predict future AOD values. Moreover, the use of the 
time series modeling to extrapolate the current time series could fill the data gaps of AODs and 
further facilitate the prediction of aerosol loading. Such reliable measurements may serve as a 
strong support for air quality and epidemiological studies. 
3.7. Supplementary Material 
Statistical metrics used in fitting and predicting accuracies are:  
WXYZ = [G\∑ ^_`M(Lab)a − _`M(cdL)aef\agG                                             (S3-1) 
hWXYZ = WXYZ_`M(cdL)bij3_`M(cdL)ba\                                                             (S3-2) 
X_Z = G\∑ k_`M(Lab)a − _`M(cdL)ak\agG                                                   (S3-3) 
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X_KZ = Gll\ ∑ m_`M(Lab)a3_`M(cdL)a_`M(cdL)a m\agG                                                     (S3-4) 
where noPTpq and noPrsT represent AOD values from model simulations and MODIS retrievals, 
respectively; 	noP(rsT)qtu  and noP(rsT)qpv  represent the maximum and minimum values of 
MODIS AOD;  w is the number of paired observation and simulation datasets. 
 
 
 
Figure S3-1. Spatial distributions of fitting statistics: (a) RMSE, (b) MAE, and (c) MAPE for the 
best-fitted ARIMA models.  
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4. Evaluating the Use of DMSP/OLS Nighttime Light Imagery in Predicting 
PM2.5 Concentrations in the Northeastern United States 
 
A version of: Li, X., C. Zhang, W. Li and K. Liu (2017). Evaluating the Use of DMSP/OLS 
Nighttime Light Imagery in Predicting PM2.5 Concentrations in the Northeastern United States. 
Remote Sensing 9(6): 620. 
 
4.1. Abstract 
Degraded air quality by PM2.5 can cause various health problems. Satellite observations 
provide abundant data for monitoring PM2.5 pollution. While satellite-derived products, such as 
aerosol optical depth (AOD) and normalized difference vegetation index (NDVI), have been 
widely used in estimating PM2.5 concentration, little research has focused on the use of remotely 
sensed nighttime light (NTL) imagery. This study evaluated the merits of using NTL satellite 
images in predicting ground-level PM2.5 at a regional scale. Geographically-weighted regression 
(GWR) was employed to estimate the PM2.5 concentration and analyze its relationships with AOD, 
meteorological variables, and NTL data across the New England region. Observed data in 2013 
were used to test the constructed GWR models for PM2.5 prediction. The Vegetation Adjusted NTL 
Urban Index (VANUI), which incorporates Moderate Resolution Imaging Spectroradiometer 
(MODIS) NDVI into NTL to overcome the defects of NTL data, was used as a predictor variable 
for final PM2.5 prediction. Results showed that Defense Meteorological Satellite 
Program/Operational Linescan System (DMSP/OLS) NTL imagery could be an important dataset 
for more accurately estimating PM2.5 exposure, especially in urbanized and densely populated 
areas. VANUI data could obviously improve the performance of GWR for the warm season (GWR 
model with VANUI performed 17% better than GWR model without NDVI and NTL data and 
7.26% better than GWR model without NTL data in terms of RMSE), while its improvements 
were less obvious for the cold season (GWR model with VANUI performed 3.6% better than the 
GWR model without NDVI and NTL data and 1.83% better than the GWR model without NTL 
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data in terms of RMSE). Moreover, the spatial distribution of the estimated PM2.5 levels clearly 
revealed patterns consistent with those densely populated areas and high traffic areas, implying a 
close and positive correlation between VANUI and PM2.5 concentration. In general, the 
DMSP/OLS NTL satellite imagery is promising for providing additional information for PM2.5 
monitoring and prediction.  
4.2. Introduction 
Fine particulate matter (known as PM2.5, with an aerodynamic diameter less than 2.5 µm) 
is hazardous to human health (Brunekreef and Holgate 2002, Kaufman, Tanré, and Boucher 2002). 
Evidence from both long-term and short-term studies of PM2.5 suggests that high levels of 
PM2.5 can cause high rates of mortality (Dockery et al. 1993a, Pope 2000a), contribute to high risks 
of cardiovascular diseases (Dominici, Peng, Bell, and et al. 2006, Miller et al. 2007), and lead to 
increased possibility of lung function decline (Rice et al. 2013, Rice et al. 2015). Thus, accurately 
characterizing the spatiotemporal distribution and variation in PM2.5 concentration is crucial for 
laying a sound basis for improving public health. 
In general, two approaches have been introduced to characterize surface PM2.5 
concentration. The first one is to use ground-based PM2.5 monitoring networks, which typically 
provide accurate measurements. However, network spatial coverage is limited and observed data 
are only available at certain times due to sampling frequencies. In addition, these point 
measurements are insufficient to explain regional variations, and thus are inevitably subject to 
errors when estimating PM2.5 concentration at a regional scale (van Donkelaar, Martin Randall, et 
al. 2010). By contrast, remote sensing (RS) technology can provide continuous spatial and 
temporal observations, which may help to solve the problem faced by monitoring networks. The 
RS approach uses satellite-retrieved aerosol optical depth (AOD) to estimate PM2.5 pollution in 
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areas where ground-based monitors are too sparsely distributed (Engel-Cox, Hoff, and Haymet 
2004, Gupta et al. 2006, Hoff and Christopher 2009). A growing body of work has been done on 
examining the relationship between RS-retrieved AOD from various sensors and ground-measured 
PM2.5 (Liu et al. 2007, Liu, Paciorek, and Koutrakis 2009, Slater et al. 2004, You et al. 2015). 
Among them, Moderate Resolution Imaging Spectroradiometer (MODIS) imagery has been 
demonstrated to be a quality-guaranteed product and has been widely used in predicting PM2.5 
concentration (Kumar et al. 2014, Remer et al. 2005). Apart from AOD retrievals, meteorological 
variables and land use information, for instance, have also been utilized to develop more 
sophisticated statistical models for PM2.5 estimation (Liu, Paciorek, and Koutrakis 2009, Chu et al. 
2013, Hu et al. 2013, Kloog, Nordio, et al. 2012, Koelemeijer, Homan, and Matthijsen 2006, Lee 
et al. 2012, Liu et al. 2005, Zou et al. 2016). Results from these studies revealed that the 
incorporation of meteorological parameters and land use information into the PM2.5-AOD 
relationship can improve the performance of prediction models. 
In the past two decades, the nighttime light (NTL) imagery from the Defense 
Meteorological Satellite Program/Operational Linescan System (DMSP/OLS) began to play an 
important role in various studies, including, but not limited to, detecting human settlements 
(Elvidge et al. 1997), estimating population density (Sutton, Elvidge, and Obremski 2003), and 
mapping urban extent (Zhou et al. 2015, Zhou, Hubacek, and Roberts 2015, Zhou et al. 2014). 
Despite their wide use in demographic and socioeconomic studies, NTL data have received less 
attention in PM2.5 pollution monitoring, especially in those studies concerning complex regions 
with both urban and rural settings. Only recently, a couple studies investigated the effectiveness 
of DMSP/OLS NTL data in predicting daily PM2.5 average concentration (Li, Liu, and Li 2015, 
Xu, Xia, et al. 2015). However, the DMSP/OLS NTL data were used as the only input variable in 
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these studies for PM2.5 prediction, and the potential contributions of meteorological variables and 
AOD measurements were ignored. 
This study aimed to evaluate the potential of using DMSP/OLS NTL data, together with 
satellite-retrieved AOD data and meteorological data, to estimate ground-level PM2.5 concentration. 
The study area is the New England region, which is composed of urban, suburban, and rural areas. 
For this purpose, geographically weighted regression (GWR) method (Fotheringham, Brunsdon, 
and Charlton 2002) was chosen for performing PM2.5 prediction. The performance of the 
specifically-constructed GWR models with different input variables was cross-validated, and the 
spatiotemporal variability of the predicted PM2.5 was demonstrated for the year 2013. 
4.3. Materials and Methods 
4.3.1. Study Area 
Our study area is the New England region in the Northeastern United States. It comprises 
the states of Maine (ME), New Hampshire (NH), Vermont (VT), Massachusetts (MA), 
Connecticut (CT), and Rhode Island (RI) (Figure 4-1). The entire New England region has an area 
of approximately 186,460 km2, with a population of 14,444,865 as recorded in 2010. Among the 
six states, MA is the most populous while VT is the least populous. A prominent characteristic of 
New England is its densely distributed forests (Redman and Foster 2008), which cover 
approximately 80% of its total land. Particularly, ME, NH, and VT are among the top four most 
heavily forested states in the United States. Mean annual temperature ranges from 10 °C in 
southern CT to 3 °C in the northern highlands of VT, NH, and ME. Mean annual precipitation 
ranges from 790 to 2550 mm, with more rainfall at higher elevations. 
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Figure 4-1. Map of the study area (The islands of Martha’s Vineyard, MA and Nantucket, MA are 
not shown here). The grid cell shown in the map is of 10 km × 10 km resolution. 
4.3.2. Data 
Ground Measurements 
Ground-level PM2.5 measurements over New England from 1 January 2013 to 31 
December 2013 were acquired from the US Environmental Protection Agency (EPA)’s Air Quality 
System  (US Environmental Protection Agency). According to Hu et al. (2013), PM2.5 values that 
fall below the detection limit were removed (<2 μg/m3). As a result, 55 monitoring sites were 
counted for the analysis (Figure 4-1). Please note that the northern area (mainly ME, NH, and VT, 
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with very low population density and high forest coverage) has fewer PM2.5 monitors than the 
southern area (mainly CT, eastern MA, and RI, with some large cities and most urban areas). 
The meteorological data were derived from two assimilated datasets. The wind speed 
(WS,m/s) data were obtained from the Phase 2 North America Land Data Assimilation System 
(NLDAS-2) (https://ldas.gsfc.nasa.gov/nldas/NLDAS2forcing.php) with a high spatial resolution 
(1/8th degree, or ~13 km). Since NLDAS-2 does not provide the planetary boundary layer height 
(PBLH,m) data, our PBLH data were obtained from the North American Regional Reanalysis 
(NARR) (https://www.emc.ncep.noaa.gov/mmb/rreanl/) dataset, which has a spatial resolution of 
~32 km. To be consistent with the satellite overpass time (10:30 a.m. local time for Terra, and 1:30 
p.m. local time for Aqua), the mean values of the two variables were calculated for the daily time 
period from 9 a.m. to 3 p.m. local time. 
Satellite Observations 
The 2013 MODIS AOD Level 2 product (Collection 5.1) within the study domain was 
downloaded from a NASA Archive and Distribution System 
(https://ladsweb.modaps.eosdis.nasa.gov/). The AOD data consists of both retrievals from the two 
satellites, Terra and Aqua. The relatively fine spatial (10 km at nadir) and temporal (1–2 days) 
resolution of these measurements makes them suitable for characterizing daily PM2.5 concentration 
at a regional scale. High quality retrievals with Quality Assurance labels 3 were used to avoid 
introducing potential errors (Remer et al. 2008). 
The annual cloud-free composited NTL data were obtained from a Version 4 F18 sensor 
(2010–2013) for the year 2013 (https://ngdc.noaa.gov/eog/dmsp.html). This stable light product is 
the result of discarding visible band values with ephemeral events and replacing background noise 
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with the value of 0. Consequently, the data, recorded as a digital number (DN), ranges from 1 to 
63. With a scanning swath of 3000 km, the current stable light product can provide global imagery 
from 1992 to 2013, with a spatial resolution of 30 arc-seconds (~1 km). 
The 2013 MODIS normalized difference vegetation index (NDVI) Level 3 product was 
acquired from National Aeronautics and Space Administration (NASA)’s Earth Observations 
(NEO) (https://neo.sci.gsfc.nasa.gov/). Specifically, the Terra satellite observations (MOD13A2), 
with a spatial resolution of 1 km and a revisit period of 16 days, were used. A detailed description 
of the MODIS NDVI products can be found elsewhere (Huete et al. 2002). 
4.3.3. Methods 
The predictions of PM2.5 concentration over New England were carried out by 
incorporating the ground-based PM2.5 measurement dataset and several satellite observation 
datasets (MODIS, VANUI, and meteorological data) into three specific GWR models with 
different predictor sets. The results from the proven optimal GWR model were used as the final 
PM2.5 prediction. The detailed processing steps are illustrated in Figure 4-2. 
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Figure 4-2. Flowchart outlining the PM2.5 estimation procedures in this study. The highlighted 
box indicates the three different scenarios for constructing the prediction model with 
geographically weighted regression (GWR). With other variables (e.g., aerosol optical depth 
(AOD) and meteorological parameters) being the same, the main difference of the three specific 
GWR models lies in the incorporation of land use information: (1) GWR model without 
normalized difference vegetation index (NDVI) and nighttime light (NTL) data (termed as GWR-
basic), (2) GWR model with NDVI data (GWR-NDVI), and (3) GWR model with vegetation 
adjusted NTL urban index (VANUI) data (including NDVI and NTL) (GWR-VANUI). 
Data Pre-Processing and Integration 
Before inputting the data of the dependent and independent variables into a GWR model, 
a uniform data resolution and map projection should be considered. A reprojection was performed 
to all of the datasets. Then, grid cells with 10 km resolution were built across the New England 
region. The data of dependent and independent variables were assigned to the nearest grid cells. 
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The distribution of PM2.5 monitoring sites is uneven across the study domain, with more sites 
clustering in major cities like Boston. For grid cells that contain more than one PM2.5 monitoring 
site, the mean values of these sites were calculated. Similarly, the averaged AOD values were used 
for grid cells containing more than one AOD observation. However, for those grid cells that have 
only one AOD observation available, an adjustment ratio was applied. The final datasets used in 
this study are the products derived by spatially matching all the original data to the grid cells. 
Model Construction 
The relationships between PM2.5 and the predictors vary over space. Such spatial variations 
have been observed in previous studies (You et al. 2015, Engel-Cox et al. 2004, Lin, Fu, et al. 
2014, Song et al. 2014). Since the predictors used in our study differ from those previous studies, 
a comparison between the traditional multiple linear regression (MLR) (using the ordinary least 
squares estimator) and GWR was first conducted. The comparison showed that GWR 
outperformed the MLR with an improved mean accuracy of 0.15 in adjusted R2, which means that 
GWR could explain more variance in PM2.5. Therefore, using global estimation models to describe 
the relationships will produce less accurate results. The GWR method can estimate the spatial 
variation and non-stationarity of a continuous spatial variable (Fotheringham, Brunsdon, and 
Charlton 2002), such as the PM2.5 concentration, at a regional scale. In other words, the regression 
coefficients in GWR modeling are location-specific instead of being constant globally. More 
applications of GWR can be found in recent publications (Wang, Zhang, and Li 2013, Zhang, Li, 
and Civco 2014). In this study, a specific GWR model was designed for PM2.5 prediction. Four 
main impact factors, AOD, PBLH, WS, and VANUI, were used as explanatory variables to predict 
PM2.5 concentration in the GWR analysis (Table 4-1). The adaptive bandwidth was selected to 
account for the unbalanced distribution of the surface monitors.  
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Table 4-1. Description of the three specific GWR models for estimating the daily PM2.5 
concentration. 
GWR Model Model Predictors * 
GWR-basic AOD, PBLH, WS 
GWR-NDVI AOD, PBLH, WS, NDVI 
GWR-VANUI AOD, PBLH, WS, VANUI  
 
* AOD: aerosol optical depth. PBLH: planetary boundary layer height (m). WS: wind speed (m/s). 
NDVI: normalized difference vegetation index. VANUI: vegetation adjusted NTL urban index, 
which integrates NTL and NDVI. 
The specific GWR model for PM2.5 estimation with the four explanatory variables is 
expressed as 
  KXf.Å	~	_`M + K(ÉÑ +ÖY + Ü_áàâ                                            (4-1) 
where PM2.5 is the daily ground-level PM2.5 measurement (µg må⁄ ); AOD is the mean AOD 
averaged from MODIS AOD products onboard the Terra and Aqua satellites (unitless); PBLH (m) 
and WS (m/s) are meteorological parameters (definitions in Section 4.3.2); and VANUI is the 
Vegetation Adjusted NTL Urban Index (unitless). 
The spectral index VANUI is based on (Zhang, Schaaf, and Seto 2013). It has proven to be 
effective in reducing the NTL saturation (Elvidge et al. 2007) by the combined use of NTL and 
vegetation information, as expressed below by 
Ü_áàâ = (G − áMÜâ) × 	áéÉ                                              (4-2) 
where NDVI is the MODIS Level 3 16-day NDVI value (unitless), and NTL is the normalized 
DMSP/OLS NTL value (unitless). The NDVI values are confined to (0, 1.0) to mask water bodies, 
while the normalized NTL values are accomplished by dividing the original NTL values by 63. 
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Thus, VANUI has a value range of 0–1. VANUI values near 1 indicate core urban areas with little 
vegetation, whereas VANUI values close to 0 imply areas with dense vegetation cover (Zhang, 
Schaaf, and Seto 2013). 
Model Validation 
To assess the role of VANUI in PM2.5 prediction, a GWR model without using VANUI 
(termed as GWR-basic, see Table 4-1) was constructed. Additionally, a GWR model with only 
NDVI data instead of VANUI (denoted as GWR-NDVI, see Table 4-1) was also constructed to 
specifically explore the contribution of DMSP/OLS NTL to PM2.5 prediction. For the convenience 
of description, the recommended GWR model with VANUI data, as given in Equation (4-1), is 
referred as GWR-VANUI. 
To test the performance of the three specific models, a 10-fold cross validation was 
conducted. That is, the matched dataset in all sites was first randomly divided into 10 folds. Nine 
folds were used for model training, while the remaining one fold served for model testing (Hu et 
al. 2013). This process was iterated 10 times until every site was tested. During the procedure, the 
root mean squared error (RMSE), the mean absolute error (MAE), the relative root mean squared 
error (RRMSE), and the relative mean absolute error (RMAE) were employed to evaluate the 
reliability of the GWR model predictions. 
4.4. Results 
4.4.1. Descriptive Statistics 
Figure 4-3 shows the histograms of all related variables, expressed in frequency 
distribution. The descriptive statistics (e.g., mean, standard deviation (SD), maximum, minimum, 
and median) for the variables are summarized in Table 4-2. The annual average PM2.5 value in 
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2013 is 8.49 μg/m3, with a SD of 4.36 μg/m3. PM2.5 concentration shows a typical lognormal 
distribution. AOD has an overall mean value of 0.13, with a SD of 0.12. As expected, the frequency 
distribution of AOD is more similar to that of the PM2.5 concentration than to those of other 
variables. The correlation analysis verifies this point, with AOD having the highest Pearson’s 
coefficient of 0.51 with PM2.5. VANUI (0.52 ± 0.18) is close to a normal distribution, and similarly 
NDVI (0.45 ± 0.17) in the study region happens to exhibit a distribution similar to a normal 
distribution function. PBLH shows a lognormal distribution and has a broad value range, which is 
from 71 m to 1998 m. Surface wind speed (3.23 ± 1.64 m/s) tends to be a skewed normal 
distribution. 
 
Figure 4-3. Histograms of all related variables used in the study. 
The seasonal changes for these variables is also analyzed and presented in Table 4-3. The 
mean PM2.5 concentrations during the winter (9.59 ± 5.62 μg/m3) and the summer (10.12 ± 5.05 
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μg/m3) are about 30% higher than those during the spring (7.56 ± 3.48 μg/m3) and the fall (7.75 ± 
3.80 μg/m3). The mean AOD values are much higher in the spring (0.13 ± 0.10) and the summer 
(0.18 ± 0.14) than in the fall (0.07 ± 0.05) and the winter (0.07 ± 0.04). The highest mean value of 
VANUI is in the wintertime (0.68 ± 0.15) while the lowest mean VANUI value is in the 
summertime (0.44 ± 0.16). This may be partly due to the reduced vegetation cover as shown by 
NDVI (its mean value in winter decreases about 50% compared with that in summer), which results 
in relatively high values of VANUI according to Equation (4-2). The highest mean value of PBLH 
with the largest SD is observed in the summer (694.85 ± 525.03 m), which can be explained by 
strong solar radiation in the summer. On the contrary, the highest mean wind speed value is found 
in winter (4.94 ± 2.28 m/s). 
Table 4-2. Descriptive statistics for all related variables. 
 Mean Std. Dev. Min Max Median 
PM2.5 (μg/m3) 8.49 4.36 2.1 29.79 7.36 
Aerosol optical depth 0.13 0.12 0.001 0.67 0.09 
Vegetation adjusted NTL urban index 0.52 0.18 0.14 0.98 0.50 
Normalized difference vegetation index 0.45 0.17 0.01 0.83 0.45 
Planetary boundary layer height (m) 420.17 357.01 71.12 1997.97 270.32 
Wind speed (m/s) 3.23 1.64 0.018 10.53 3.00 
 
Due to the shortage of the matched data records in the winter, the data were analyzed for 
two seasonal periods, a warm season (15 April–14 October) and a cold season (15 October–14 
April), similar to that done in Lee et al. (2011). The mean values of PM2.5 for the two seasonal 
analysis groups are close (8.73 ± 4.48 μg/m3 for the warm season, and 7.73 ± 3.89 μg/m3 for the 
cold season). By contrast, the mean value of AOD is much lower in the cold season (0.08 ± 0.06) 
than in the warm season (0.14 ± 0.12). Regional changes in rainfall and other weather parameters 
which increase or decrease the PM2.5 levels might be negatively affected by this choice but in the 
absence of more extensive valid winter data it was the best available option. 
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Table 4-3. Seasonal summary statistics for all related variables. 
Spring (N = 543) Mean Std. Dev. Min Max Median 
PM2.5 (μg/m3) 7.56 3.48 2.15 24.96 6.70 
Aerosol optical depth 0.13 0.10 0.001 0.57 0.09 
Vegetation adjusted NTL urban index 0.55 0.17 0.15 0.88 0.55 
Normalized difference vegetation index 0.42 0.15 0.11 0.76 0.41 
Planetary boundary layer height (m) 469.13 424.40 72.13 1997.97 285.18 
Wind speed (m/s) 3.17 1.86 0.018 10.53 2.89 
Summer (N = 467) Mean Std. Dev. Min Max Median 
PM2.5 (μg/m3) 10.12 5.05 2.5 29.79 9.25 
Aerosol optical depth 0.18 0.14 0.001 0.67 0.15 
Vegetation adjusted NTL urban index 0.44 0.16 0.14 0.96 0.41 
Normalized difference vegetation index 0.54 0.16 0.03 0.83 0.54 
Planetary boundary layer height (m) 694.85 525.03 105.47 1417.28 727.27 
Wind speed (m/s) 2.89 1.05 0.40 6.68 2.83 
Fall (N = 427) Mean Std. Dev. Min Max Median 
PM2.5 (μg/m3) 7.75 3.80 2.1 25.10 7.04 
Aerosol optical depth 0.07 0.05 0.001 0.36 0.06 
Vegetation adjusted NTL urban index 0.55 0.19 0.14 0.98 0.54 
Normalized difference vegetation index 0.41 0.17 0.01 0.74 0.38 
Planetary boundary layer height (m) 465.74 373.10 71.12 1583.02 273.92 
Wind speed (m/s) 3.61 1.73 0.18 10.14 3.24 
Winter (N = 180) Mean Std. Dev. Min Max Median 
PM2.5 (μg/m3) 9.59 5.62 3.21 20.20 6.75 
Aerosol optical depth 0.07 0.04 0.023 0.20 0.08 
Vegetation adjusted NTL urban index 0.68 0.15 0.46 0.98 0.70 
Normalized difference vegetation index 0.27 0.13 0.01 0.50 0.26 
Planetary boundary layer height (m) 310.99 173.94 72.51 1016.89 256.89 
Wind speed (m/s) 4.94 2.28 2.19 8.53 3.74 
 
To avoid the potential problem of strong multicollinearity among the predictor variables, 
Pearson’s correlation coefficients were examined. The results show that the linear correlation 
coefficients between the predictors in individual GWR models are relatively low (Table 4-4). Thus, 
these predictors are suitable to be used together in GWR analysis. In fact, Fotheringham and Oshan 
(2016) recently tested the sensitivity of GWR to multicollinearity and they found that GWR is very 
robust to the effects of multicollinearity. 
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Table 4-4. Pearson’s correlation coefficient calculated among predictor variables. 
  VANUI NDVI HPBL WS 
AOD 0.025 0.034 −0.197 −0.135 
VANUI  −0.879 * 0.105 0.074 
NDVI   −0.180 −0.117 
HPBL    0.295 
 
* Note that VANUI and NDVI are strongly negatively correlated, but they were not used in the 
same GWR model. 
4.4.2. Model Validation 
Table 4- shows the results of cross validation for the GWR-basic, GWR-NDVI, and GWR-
VANUI. According to the error data (represented by RMSE, MAE, RRMSE, and RMAE), GWR-
basic performed the worst. In addition, the models performed relatively better for the warm season 
than for the cold season, which is consistent with the previous study of Kloog et al. (2011). Here, 
the GWR-basic is considered as the benchmark to evaluate the predictive capabilities of GWR-
NDVI and GWR-VANUI. 
By adding NDVI as a predictor to the GWR-basic model, the prediction performance of 
the GWR-NDVI was improved by 10.5%, 3.9%, 10.08% and 3.26% in terms of RMSE, MAE, 
RRMSE, and RMAE, respectively, for the warm season; and by 1.8%, 1.18%, 2.26% and 0.98% 
for the cold season, respectively. The results are in line with other recent studies (Di et al. 2016, 
Lee et al. 2016, Ma, Wu, et al. 2014), which all indicated that land use information such as NDVI 
can help to predict the PM2.5 concentration. 
The VANUI, a combination of NDVI and NTL, was incorporated into the GWR-basic 
model to examine whether or not NTL can further improve the prediction accuracy of the PM2.5 
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concentration. Based on the cross-validation results, GWR-VANUI shows significant 
improvement over GWR-basic in performance for the warm season, with 17%, 8.44%, 17.65% 
and 8.7% decreases in RMSE, MAE, RRMSE, and RMAE, respectively; and GWR-VANUI also 
makes obvious improvement over GWR-NDVI in performance for the warm season, with 
decreases of the following percentages in RMSE: 7.26%, MAE: 4.73%, RRMSE: 8.41%, and 
RMAE: 5.62%. A similar trend is found in the cross-validation results for the cold season. Overall, 
the prediction accuracy of GWR-VANUI is much higher than those of the other two models (17% 
higher over GWR-basic and 7.26% higher over GWR-NDVI in terms of RMSE) for the warm 
season, while it is still higher than the latter (3.6% higher over GWR-basic and 1.83% higher over 
GWR-NDVI in terms of RMSE) for the cold season. In general, GWR-VANUI performs better 
than GWR-NDVI and GWR-basic. The better prediction performance of GWR-VANUI indicates 
that the NTL data are helpful for more accurately predicting PM2.5 concentration. 
Table 4-5. Ten-fold cross validation results for GWR-basic, GWR-NDVI, and GWR-VANUI. 
Season Error Index 
GWR-
Basic GWR-NDVI GWR-VANUI 
Value Value 
Improvement 
(%) over 
GWR-Basic 
Value 
Improvement 
(%) over 
GWR-Basic 
Improvement 
(%) over 
GWR-NDVI 
Warm 
season 
RMSE 2 1.79 10.5 1.66 17 7.26 
MAE 1.54 1.48 3.9 1.41 8.44 4.73 
RRMSE 
(%) 11.9 10.7 10.08 9.8 17.65 8.41 
RMAE 
(%) 9.2 8.9 3.26 8.4 8.7 5.62 
Cold 
season 
RMSE 2.22 2.18 1.8 2.14 3.6 1.83 
MAE 1.7 1.68 1.18 1.65 2.94 1.79 
RRMSE 
(%) 13.3 13 2.26 12.8 3.76 1.54 
RMAE 
(%) 10.2 10.1 0.98 9.8 3.92 2.97 
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4.4.3. Spatiotemporal Estimation of the PM2.5 Concentration 
Figure 4-4 shows the spatial variability of PM2.5 in the warm season and cold season of 
2013, estimated using the GWR-VANUI model. The predicted mean values of PM2.5 for the warm 
season range from 5.11 to 12.8 μg/m3, while the predicted mean values of PM2.5 for the cold season 
range from 3.69 to 8.85 μg/m3, much lower than that for the warm season. From the two maps, it 
can be seen that the high predicted mean values of PM2.5 concentration are distributed in the whole 
southern part of New England, including CT, RI, and MA, in the warm season; however, high 
predicted mean values only appear in isolation in the areas of medium to large cities, such as 
Boston, Springfield, and Hartford, in the cold season. One possible explanation for the high level 
of PM2.5 in the warm season might be that the intense solar radiation, high temperature, and ample 
water vapor during summertime accelerate the formation of secondary particles (Hu et al. 2014). 
 
Figure 4-4. Spatial distribution maps of mean values of PM2.5 in the warm season (a) and the cold 
season (b) of 2013, estimated using the GWR-VANUI model. 
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The predicted annual mean values of PM2.5 in 2013 are shown in Figure 4-5 (a). The 
predicted values generally range from 4.7 μg/m3 near the ME border to 10 μg/m3 in New Haven, 
CT. By analyzing the change trend of the annual mean values of PM2.5 derived from all monitoring 
stations across New England during the period from 2000 to 2014, we find that the annual mean 
value decrease of PM2.5 during 2013–2014 (10.83%) is much larger than that during 2012–2013 
(5.65%), and the general decreasing trend is relatively obvious during the entire period. This might 
be related to the tightening of emission controls in PM2.5. According to the newly revised National 
Ambient Air Quality Standards (NAAQS) issued in earlier 2013, the standard for annual PM2.5 
was set to 12 μg/m3 instead of 15 μg/m3. 
Despite the fact that four New England states are ranked among the top ten healthiest states 
in the US, polluted air is found in southern New England but the pollution is still below the annual 
standard. Compared to heavily forested and rural areas in northern New England (e.g., VT and 
ME), highly urbanized and populous areas in southern New England, such as Boston, Springfield, 
Hartford, New Haven, Bridgeport, Stamford, and Providence appear to have higher levels of PM2.5. 
In addition, high PM2.5 values are more likely to appear along highways with heavy traffic and 
large cities (e.g., sections of I-91 and I-95 highways in southern New England), which are 
essentially high emission sources. The results match well with the fact that VANUI correlates with 
population density and energy consumption, indicating an evident association between the PM2.5 
concentration and NTL data. It is interesting to see that within the urban areas of major cities in 
southern New England, the annual mean PM2.5 concentrations are obviously high as compared to 
their surrounding rural forest areas, but their spatial variations tend to be low. This might be 
because of the regional impacts of the transported PM2.5 pollution on these cities, as reported by a 
previous study (Lee et al. 2012). 
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Figure 4-5. Spatial distribution maps of the GWR-VANUI predicted annual mean values of PM2.5 
concentration in 2013 (a) and the publicly available annual mean PM2.5 product in 2013 (b) 
(downloaded from the website http://fizz.phys.dal.ca/~atmos/martin/?page_id=140). 
4.5. Discussion 
4.5.1. Comparison with an Available Product 
To demonstrate the performance of the GWR-VANUI model, our results were also 
compared with one publicly available PM2.5 product, which can be downloaded from the Dalhousie 
University Atmospheric Composition Analysis Group Web site 
(http://fizz.phys.dal.ca/~atmos/martin/?page_id=140). This globally estimated annual mean PM2.5 
product was based on the study of van Donkelaar et al. (2015), which was produced by combining 
satellite-retrieved AOD with a chemical transport model and then adjusting the estimates to 
ground-level PM2.5 using GWR. To be identical to the legend of Figure 4-5 (a), the available 
product for 2013 with a spatial resolution of 0.1° × 0.1° was resized and replotted as shown in 
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Figure 4-5 (b). In general, the GWR-VANUI estimated PM2.5 concentration map exhibits a spatial 
pattern similar to that of the publicly available product, but provides more details, especially in 
southern New England. Considering that these specific details may not be very clear on the map, 
a Pearson’s correlation analysis was conducted between the estimated values of PM2.5 and the 
observed values. The results show that the correlation coefficient è  based on the Dalhousie 
University product is 0.11 lower than the Pearson’s correlation coefficient for the GWR-VANUI 
model results. The similarity in the results combined with the improved correlation and error 
parameters supports the hypothesis that the GWR-VANUI model results are reasonable and 
improve on the currently available alternative products. 
Furthermore, the role of environmental background in estimating PM2.5 concentration was 
also examined. The entire New England was divided into two sub-regions: northern New England, 
which includes CT, MA and RI; and southern New England, which includes ME, NH and VT. The 
primary difference between these two sub-regions is that southern New England is more urbanized 
with a high population density and a low forest density, whereas northern New England is less 
urbanized with a low population density and a high forest density. With respect to the Pearson’s 
correlation gradient from south to north, the è value reduces 20.5% from 0.73 to 0.58 for the 
predicted data of the GWR-VANUI model, and in contrast, it drops 25.8% from 0.62 to 0.46 for 
the available product. Overall, our study shows that the incorporation of VANUI into GWR as a 
predictor variable can generate more promising results, especially for urbanized and populous 
areas, compared with the Dalhousie University product. The spatiotemporally resolved annual 
PM2.5 estimates generated from the GWR-VANUI model could provide valuable information for 
epidemiological studies such as chronic effects of air pollution at regional scales (Kloog, Coull, et 
al. 2012). In addition, health risks of exposure to PM2.5 could also be assessed based on the annual 
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spatial distribution maps of PM2.5 concentrations produced by our model, which could serve as 
strong support and rationales for the effective control of PM2.5 emissions as well as for the practical 
enactment of PM2.5 regulations (Peng et al. 2016). 
4.5.2. Effect of NTL 
In this study, three GWR models were constructed for predicting surface PM2.5 
concentration across New England. The model prediction results indicate that DMSP/OLS NTL 
data combined with NDVI data (i.e., the VANUI) can be effective for more accurately estimating 
PM2.5 concentration, especially for core urban areas. To investigate further the impact of VANUI 
on PM2.5 concentration prediction, a data sequence comparison of annual mean values of PM2.5, 
VANUI, NTL, and NDVI at PM2.5 monitoring sites was conducted (Figure 4-6). Compared with 
NDVI and NTL data sequences visually, the general trend of VANUI is more similar to that of the 
PM2.5 concentration. In particular, VANUI exhibits high variability in Boston (0.70–0.59–0.67, 
with Site IDs of 250250002, 250250042, and 250250044, respectively. A detailed description of 
these monitor IDs can be found at https://aqs.epa.gov/aqsweb/airdata/FileFormats.html), matching 
well with the PM2.5 concentration values (7.96 μg/m3–7.35 μg/m3–7.82 μg/m3) at the same 
locations. However, there is no difference in the NDVI values (0.30–0.30–0.30). Conversely, in 
some rural areas such as New Hampshire, NDVI (0.74–0.49–0.49, with Site IDs of 330115001, 
330131006, and 330150014, respectively) correlates better with the PM2.5 concentration values 
(6.25 μg/m3–7.09 μg/m3–7.10 μg/m3) than with the VANUI values (0.03–0.41–0.49). This is partly 
due to the fact reported in a previous study that VANUI is better at characterizing core urban 
variability, though it may not capture details well for cities where there is little variation in 
vegetation (Zhang, Schaaf, and Seto 2013). In addition, the use of VANUI successfully reduces 
the saturation issue confronted by NTL. For example, in core urban areas such as New Haven (Site 
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IDs: 90090027 and 90091123), Boston (Site IDs: 250250002, 250250042, and 250250044), 
Springfield (Site IDs: 250130016 and 250132009), and Providence (Site IDs: 440070022), the 
normalized values of NTL have already been saturated to 1. However, the VANUI values within 
these regions show significant variability and the variations within these intra-urban monitors can 
be detectable. Pearson’s correlation coefficients between annual PM2.5 concentration and the three 
independent variables were also calculated to assess the prediction ability of VANUI. They are 
0.70 for PM2.5 and VANUI, −0.59 for PM2.5 and NDVI, and 0.63 for PM2.5 and NTL, respectively. 
This further ascertains that DMSP/OLS NTL in combination with NDVI (i.e., the VANUI index) 
could be a better alternative to NDVI for more accurately estimating the PM2.5 concentration. 
 
Figure 4-6. Data sequence comparison of annual means values of PM2.5, Vegetation Adjust NTL 
Urban Index (VANUI), nighttime light (NTL), and Normalized Difference Vegetation Index 
(NDVI) at PM2.5 monitoring sites located in New England. 
4.6. Conclusions 
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In this paper, a pilot study was undertaken to evaluate the potential of using DMSP/OLS 
NTL data for PM2.5 prediction. The case study focuses on the New England region, where both 
urban and rural settings are present. VANUI (an integrated index of NTL and NDVI), satellite-
derived AOD measurement, and two meteorological factors were employed as predictor variables 
in GWR analysis for the estimation of the PM2.5 concentration at a regional scale. We compared 
the specific GWR model with VANUI (i.e., GWR-VANUI) to two other specific GWR models 
(GWR-basic and GWR-NDVI, both of which do not use NTL). The comparison results 
demonstrate that the GWR-VANUI can explain more information than the two GWR models 
without using NTL data. We found that including NTL data can significantly improve the 
performance of GWR for the warm season (GWR-VANUI performed 17% better than GWR-basic 
and 7.26% better than GWR-NDVI in terms of RMSE), while its improvements are less obvious 
for the cold season (GWR-VANUI performed 3.6% better than GWR-basic and 1.83% better than 
GWR-NDVI in terms of RMSE). This work suggests that using NTL combined with NDVI is 
helpful in assessing ground-based PM2.5 concentration. 
Likewise, the spatial distribution of the predicted PM2.5 concentration indicates the value 
of using DMSP/OLS NTL data for air quality monitoring. Higher concentrations of PM2.5 
expectedly occur in urbanized and populated areas and along interstate highways, while lower 
levels of PM2.5 appear in less urbanized or densely forested areas. Furthermore, the comparison of 
data sequences of annual mean values of PM2.5 and three related variables at monitoring sites 
shows that the integrated use of NTL and NDVI data (as the VANUI index) is a better choice for 
predicting PM2.5 concentration, especially in core urban areas, where more detail can be found in 
the predicted PM2.5 surface map. Therefore, it can be concluded that the DMSP/OLS NTL imagery 
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can be used as a valuable dataset for more accurately predicting regional PM2.5 pollution, and this 
study provides supportive evidence useful for its future application in air quality monitoring. 
There are still several aspects that need further improvement in future work. One is the 
relatively coarse spatial resolution of the satellite-retrieved AOD product used in the study. 
Another issue is that the capability of current VANUI is limited by the 6-bit radiometric scale of 
NTL (Zhang, Schaaf, and Seto 2013). With the newly released Visible Infrared Imaging 
Radiometer Suite (VIIRS) onboard the Suomi National Polar-orbiting Partnership (S-NPP) 
spacecraft, which has a spatial resolution of 6 km for aerosol retrievals and a broader radiometric 
scale of 14-bit, it is expected for new opportunities to further reduce the prediction errors of PM2.5 
concentration. Moreover, the sparse measurements in winter as well as other additional factors 
such as rainfall tend to limit the model prediction. In future research, we will attempt to incorporate 
other influential predictors into a mixed-effects model (Kloog et al. 2014), which could generate 
daily PM2.5 predictions to minimize the bias. 
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5. Evaluation of WRF-CMAQ simulated climatological mean and extremes of 
fine particulate matter of the United States and its correlation with climate 
extremes   
 
A version of: Li, X., A. Seth, C. Zhang, R. Feng, X. Long, W. Li and K. Liu (2019). Evaluation of 
WRF-CMAQ simulated climatological mean and extremes of fine particulate matter of the United 
States and its correlation with climate extremes. Atmospheric Environment: 117181. doi: 
https://doi.org/10.1016/j.atmosenv.2019.117181. 
 
5.1. Abstract 
Fine particulate matter (PM2.5, with aerodynamic diameters < 2.5 µm) pollution is one of 
the most pervasive air quality problems facing the world. Reliable air quality modeling of PM2.5 
is essential to future air quality projection, which serves as a critical source of information for 
policy-making. Although various evaluation methods have been suggested to assess the capability 
of air quality models in reproducing PM2.5, most of studies were focused on the mean behaviors 
of air quality models, with little emphasis on extreme conditions, which may be more crucial for 
human health and climate change. To address this need, we proposed an evaluation framework in 
this study to characterize both mean and extreme conditions of PM2.5 and applied it to the WRF-
CMAQ simulations over the contiguous United States for the period of 2001-2010. Results from 
statistical, spatiotemporal, and extreme quantile evaluation methods show consistent good 
performance of the model in the Eastern U.S. However, PM2.5 mean variations and extreme trends 
in the western U.S. are not well represented by the model attributable to the existence of complex 
terrains and active fire activities. In addition, the magnitude of decreasing trends for extreme events 
is smaller than that for the mean PM2.5. Strong correspondence is found between PM2.5 extremes 
and meteorological extremes that are associated with a stagnant condition. More extreme PM2.5 
pollution episodes are expected in a warming climate, with rural regions and the western U.S. 
suffering the most. Our results highlight the urgency for proper forest management and joint-
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control of air quality and carbon emissions in order to combat extreme air pollution events in the 
future.   
5.2. Introduction 
Fine particulate matter (PM2.5, with aerodynamic diameters < 2.5 µm) pollution is one of 
the most pervasive air quality problems facing the world. Epidemiological studies have shown 
evidence that both acute and chronic exposure to high concentrations of PM2.5 can accelerate 
mortality rates (Dockery et al. 1993b, Pope 2000b) and increase risks of cardiovascular diseases 
(Dominici, Peng, Bell, Pham, et al. 2006, Miller et al. 2007). In particular, PM2.5 with different 
chemical compositions is likely to have toxicity at varying levels (Lelieveld et al. 2015). On the 
other hand, PM2.5 originating from anthropogenic sources (i.e., biomass burning, fossil fuel 
combustion) is essentially related with the carbon cycle (Andreae and Merlet 2001, Meng et al. 
2016) and climate change (Ramanathan and Carmichael 2008a, Jacob and Winner 2009, Letu et 
al. 2019). Taking the relation into consideration can lead to trade-offs and synergies when 
policymakers consider strategies to abate air pollution and promote clean production (Li, Zhang, 
Li, et al. 2019, Li, Zhang, Zhang, et al. 2019). Therefore, identification of the distribution of PM2.5 
and its chemical composition is crucial for tackling critical issues related to human health and 
climate change.   
PM2.5 concentration values monitored by ground stations are deemed to be the most direct 
and accurate data source. However, the ground station network usually has a very limited 
geographic coverage, which reduces its ability to monitor precisely the spatiotemporal variation 
of PM2.5 concentration. Remote sensing-based methods have been proposed to address this 
limitation. They take advantage of satellite-retrieved total-column aerosol optical depth (AOD) 
data to predict surface PM2.5 concentrations (Wang and Christopher 2003, Liu, Paciorek, and 
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Koutrakis 2009, Li et al. 2017). Despite the widely-acknowledged association between PM2.5 and 
AOD, the PM2.5-AOD relationship may differ substantially because of time, location, meteorology, 
and aerosol composition (van Donkelaar, Martin, et al. 2010b). In that sense, local estimates from 
satellite-based AOD methods cannot be easily extended to large scales. In addition, the estimated 
PM2.5 concentrations do not provide information about PM2.5 chemical component concentrations 
and consequently are difficult to be used to project changes in PM2.5 concentrations under future 
climate change scenarios. Air quality models approach the problem by simulating emissions, 
transport, and atmospheric chemistry of air pollutants at local, regional, and global scales. Thus, 
accurate air quality modeling can potentially offer significant societal and economic benefits by 
providing scientific information of air pollutants to develop effective mitigation and adaptation 
strategies (West et al. 2013, Thompson et al. 2014).  
In light of this, numerous studies have been conducted to evaluate air quality models in 
respect to their reliability of modeled results before applying them in various fields of studies 
(Long, Bei, et al. 2018, Long, Tie, et al. 2018, Long et al. 2019). For example, Chen et al. (2014), 
Zhang et al. (2014), Seltzer et al. (2016), Hu et al. (2015) adopt an array of statistical metrics to 
compare modeled and observed concentrations. They reported that a majority of the estimated 
PM2.5 meet the required evaluation criteria and goal. Furthermore, Buchard et al. (2016), Song et 
al. (2018) investigated spatiotemporal features inherent in model predictions to determine unbiased 
information that is critical to exposure assessment in epidemiological research. Their work 
revealed a small PM2.5 bias in summer but a large one in winter. While the above studies have 
provided valuable information on model capabilities, most of them were only focused on the 
overall mean behaviors of PM2.5 pollution with little emphasis on the extreme conditions, which 
is of particular value to reducing air pollution concerns and public health risks. Moreover, extreme 
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pollution episodes are usually accompanied by extreme weather conditions. For example, in recent 
years, the frequent occurrence of extreme weather events, such as wildfires and atmospheric 
stagnation, has increased the occurrence chance of extreme air pollution events by producing PM 
emissions directly from fires or by creating meteorological conditions favorable to formation and 
accumulation of air pollutants (Schnell and Prather 2017). While analyzing mean pollution can 
reveal a picture of emission impacts on PM2.5 pollution levels, it cannot explain the impacts of 
extreme synoptic situations on extreme PM2.5 levels. To this end, it is necessary to investigate the 
potential of the currently widely-used air quality models in capturing extreme pollution events and 
examine the relationship between extreme weather events and extreme pollution levels. 
Previous studies analyzing the extreme behaviors of air pollutants were mainly focused on 
extreme events (Zhang et al. 2017), extreme trends (Li, Li, and Zhao 2018), and quantile regression 
(Porter et al. 2015) using ground observations. Very few studies have been conducted to evaluate 
the air quality model performance using extreme quantile analysis so far. Recently, Fix et al. (2018) 
compared the extreme values from the nested regional climate model coupled with chemistry 
(NRCM-Chem) simulations and observational data, but the analysis is only limited to three U.S. 
cities. In this study, we apply an extreme quantile evaluation method to the Weather Research and 
Forecasting-Community Multiscale Air Quality (WRF-CMAQ) model across the conterminous 
U.S. (CONUS) for the period of 2001-2010. This long record of dataset over large spatial scales 
allows us to appreciate fully changes in PM2.5 extremes and uncover the complex relationship 
between PM2.5 extremes and weather extremes. A novel feature of extreme quantile analysis is that 
it takes into account the local extremes of air pollution and weather condition to provide a 
consistent evaluation across the evaluated region. Additionally, rather than using the standard 
diagnostic tool to select a threshold, our method estimates the threshold using a bootstrapping 
 108 
 
technique to overcome the insufficiency in sample size. As a complement, the commonly-used 
evaluation methods to assess mean state of PM2.5 are also used to provide a complete picture of 
how well PM2.5 and PM2.5 components generated by the air quality model match the corresponding 
observations. This analysis forms the basis for confidently forecasting future extreme pollution 
events and provides evidence for formulating relevant policy control measures in response to air 
pollution episodes. 
5.3. Data and methodology 
5.3.1. Ground-based observations 
Our study area covers the contiguous United States. We use daily average PM2.5 
measurements (2001 – 2010) collected from the Chemical Speciation Network (CSN, 
https://www.epa.gov/outdoor-air-quality-data) and the Interagency Monitoring of Protected 
Visual Environments (IMPROVE, http://vista.cira.colostate.edu/IMPROVE/) network. Total 
PM2.5 mass and its major chemical components – sulfate (#oê63) and nitrite (Coå3), which are 
available at both networks – are evaluated in this study. Due to the different objectives designed 
for these two networks, the CSN stations are mostly placed in urban areas while the IMPROVE 
stations are primarily operated in rural regions. Locations of the total PM2.5 monitors are shown in 
Figure 5-1. The Eastern United States (EUS), with its densely distributed stations and is composed 
of Northeastern U.S., Midwest U.S., and Southeastern U.S., is highlighted. The selection criteria 
of these network monitors is based on the study of Seltzer et al. (2016), which used all available 
measurements regardless of sampling difference.  
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Figure 5-1. Spatial distribution of CSN (orange circle) and IMPROVE (green triangle) networks 
for 2001 – 2010 across the conterminous U.S. (CONUS). The eastern U.S. (EUS), which consists 
of 3 regions: Northeast (NE, in light green), Midwest (MW, in light purple), and Southeast (SE, in 
light red), is highlighted. 
5.3.2. WRF-CMAQ simulations 
We utilize the 36-km air quality simulations conducted by Seltzer et al. (2016), which used 
the CMAQ model with meteorology data from the WRF model v3.4.1. Unlike the meteorological 
inputs corrected to high-resolution observations, meteorological fields in the model were 
configured using a dynamical downscaling method. Other descriptions of the model were detailed 
in Seltzer et al. (2016). Briefly, the WRF is driven by National Centers for Environmental 
Prediction (NECP) reanalysis with a spatial resolution of 2.5 degrees. The 24-category land use 
types from the U.S. Geological Survey (USGS) are used. The anthropogenic emissions are based 
on the reference of Xing et al. (2013). Modeled results of total PM2.5, sulfate, and nitrate 
concentrations that are close to observational stations within the same time period are used.  
 110 
 
5.3.3. Gridded Surface Meteorological Data (GRIDMET) 
The 4-km meteorological parameters used to examine the relationship between PM2.5 
extremes and weather extremes are obtained from the University of Idaho Gridded Surface 
Meteorological Data (GRIDMET). The GRIDMET data fuses the high-spatial resolution dataset 
from Parameter-elevation Regressions on Independent Slopes Model (PRISM) with the high-
temporal resolution dataset from the National Land Data Assimilation System to produce 
sharpened meteorological fields (Abatzoglou 2013). Since weather systems of high temperature, 
low relative humidity, and low wind speed create a stagnant condition that benefits pollutants 
accumulation (Wang and Angell 1999),  meteorological variables, including daily maximum air 
temperature, minimum relative humidity, and wind speed, are used in our analysis. Similarly with 
the criteria to extract model simulations, meteorological grid values that are close to monitor 
stations are selected to pair with PM2.5 data.  
5.3.4. Methodology 
Statistical measures 
The classic statistical metrics used in this study include the Pearson correlation coefficient 
(R) and mean bias (MB). These metrics provide a general assessment of model performance and 
are used to examine how well the simulations capture the variations in observations. Their 
equations are as follows: 
W =	 ícì(Ya,`a)îZaî`a                                                                         (5-1) 
X( = G\∑ (Ya − `a)\agG                                                             (5-2) 
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where #p and op represent air pollutant concentrations from WRF-CMAQ simulations and ground 
observations, respectively; w is the total number of observations.  
In addition, we also assess the spatiotemporal variations by examining the spatial 
correlation between observed and modeled air pollutants using the Kendall’s Tau correlation 
coefficient and the associated statistical test (Kendall 1938) as well as by estimating the linear 
annual trend of air pollutants after converting log-normal to normal distribution over the course of 
ten years. All calculations are performed with R 3.5.1. It is worthy of note that Kendall’s Tau is 
applicable to non-parametric data that do not require any particular distribution. 
Then, we determine the extreme trend using a Sen’s slope and the significance of the trend 
at individual location is tested with the Mann-Kendall test (Gilbert 1987, Sen 1968). The Sen’s 
method estimates the median slope computed from all possible slopes between the paired time 
series data (see Equation (5-3)) and is thereby less sensitive to abnormal points. The Man-Kendall 
approach is regarded as a non-parametric test that is suitable for non-normally distributed variables 
and is less affected by missing data values. 
L = XïHai\ñéa3éóa3ó ò                                                                   (5-3) 
where !p and  !ô represent PM2.5 values at the öth and õth time point, respectively.  
Finally, we adopt Cohen's kappa statistic (Cohen 1960) to measure the agreement between 
extreme PM2.5 occurrences and extreme weather occurrences identified by the extreme quantile 
evaluation. It is applied to categorical variables and is calculated by the equation: 
ú = Kc3KLG3KL                                                                               (5-4) 
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where ùr refers to the probability of observed agreement between the PM2.5 and meteorological 
variables while ùT  refers to the assumed probability of chance agreement. It is reported that a 
Cohen's kappa value of < 0, 0-0.2, 0.2-0.4, 0.4-0.6, 0.6-0.8, and 0.8-1 suggests an agreement from 
poor to almost perfect (McHugh 2012). 
Extreme quantile analysis  
We calculate extremes based on the 95th (or 5th) percentile of the given variable distribution, 
which is similar to previous studies (Zhang et al. 2017, Schnell and Prather 2017). However, unlike 
previous work, the local extreme percentile is estimated using a bootstrapping technique (Davison 
and Hinkley 1997). This method enables reviewing of the confidence intervals for each variable 
to obtain more robust profiles and surmount the limitation of insufficient sampling. More 
importantly, a bootstrap approach does not rely on assumption of a certain distribution. Since PM2.5 
extremes can occur all the year round in the CONUS (Bell et al. 2007), daily PM2.5 concentrations 
of all seasons are considered. The threshold values were bootstrapped using 1000 runs in this study. 
Furthermore, the relationship between PM2.5 extremes and weather extremes is quantified 
to investigate whether the correspondence of simulated PM2.5 extremes to weather extremes 
matches with the observed correspondence. Based on the remarks of weather conditions that are 
conductive to air pollution in Section 5.3.3, the weather extremes are calculated for each year using 
the 95th percentile of daily maximum air temperature as extreme maximum temperature (Tmax) 
(Horton et al. 2015), the 5th percentile of daily wind speed as extreme wind speed (Vmin), and the 
5th percentile of daily minimum relative humidity as extreme minimum relative humidity (Rmin). 
The advantage of applying these locally-defined extreme percentile thresholds rather than the same 
threshold for all stations is that it allows for a station-specific and time-specific comparison. Apart 
from the extreme quantile threshold, we also examine the model’s strength in reproducing the days 
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with values higher/lower than the extreme quantile threshold (referred as extreme days) for the 
analysis period of 2001-2010. In other words, the PM2.5 extreme days and Tmax extreme days are 
defined as days on which the values are higher than the 95th percentile while the extreme days of 
Rmin and Vmin are defined as days on which the meteorological variables are lower than the 5th 
percentile. The extreme quantile threshold is computed for the whole time period rather than for 
each year to ensure the comparability of results from different years, the spatial distribution of 
which is provided in Figure S5-1. The evaluation of WRF-CMAQ simulated PM2.5 extreme days 
against observed PM2.5 extreme days was conducted as shown in Figure S5-2 and Figure S5-3.  
5.4. Results 
5.4.1. Statistical evaluation performance 
Figure 5-2 shows statistical evaluation results of total PM2.5 concentrations simulated from 
WRF-CMAQ against ground networks for the EUS. While the validation is performed across the 
CONUS as provided in Figure S5-4, the results for the EUS show better model performance than 
those for the western US. In general, good agreements between observed and modeled PM2.5 are 
found for MW and NE regions, while relatively poor correlations are found for the SE region. 
These remarks also apply to sulfate and nitrate concentrations as indicated in Figure S5-5 and 
Figure S5-6. The smallest value of MB is found in results of the NE region among CSN networks 
whereas it is found in SE among IMPROVE networks. Despite that underestimation in simulated 
total PM2.5 is observed across both networks, the modeled PM2.5 results are relatively better at 
IMPROVE stations. For chemical components, model performance in sulfate concentrations 
generates a higher R as compared to that in nitrate concentrations. The simulations under-predict 
sulfate concentrations across the EUS, whereas they over-predict nitrate concentrations of 
IMPROVE stations in NE and SE US where nitrate concentrations are slightly low.  
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Figure 5-2. Comparison of WRF-CMAQ modeled and observed daily average total PM2.5 
concentrations over the EUS for 2001 – 2010. The first row is for CSN network in regions of (a) 
NE, (b) SE, and (c) MW. The second row is for IMPROVE network in regions of (d) NE, (e) SE, 
and (f) MW. The 1:1 line and the linear regression results are plotted with black and red solid line, 
respectively. N represents the number of monitoring stations. The colorbar denotes the density of 
stations at each region. 
To investigate further the reliability and consistency of WRF-CMAQ modeled results, the 
probability density functions (PDFs) are estimated for modeled and observed total PM2.5 mass 
during the period of 2001-2010. Figure 5-3 shows results for both the CONUS (in the upper row) 
and EUS (in the lower row). The total PM2.5 has a log-normal distribution and the distribution 
exhibits a higher peak skewing toward the lower range of the PM2.5 values for the year 2009. This 
is also observed in sulfate and nitrite distribution profiles in Figure S5-7 and Figure S5-8. The 
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PDFs of simulations have a high density portion in low concentration ranges in comparison with 
observations at both networks. For the CONUS, the distribution of simulated PM2.5 at IMPROVE 
stations has a relatively coherent mode with that of the observed data, though with a larger 
magnitude of density. By contrast, the distribution of simulated PM2.5 at CSN stations has a mode 
smaller than that of observed PM2.5. For the EUS, despite that the discrepancy between the modes 
of modeled and observed PM2.5 distributions has been reduced as compared to that for the CONUS, 
more variations are found in the higher range of PM2.5 concentrations, as indicated by the dispersed 
probability with longer tails. As provided in Figure S5-7 and Figure S5-8, the frequency 
distribution of sulfate resembles that of total PM2.5 mass while the frequency distribution of nitrate 
is less broad and more clustered over lower values. Notably, the long higher tails of the 
distributions are particularly important to epidemiologists since high levels of PM2.5 can lead to 
adverse health outcomes. Meanwhile, the tails of the distributions possess valuable information 
for explaining complicated linkage between high emissions of PM2.5 and extreme weather 
conditions. For these reasons, simply considering mean values in the evaluation is likely to throw 
away a large fraction of information held by the long higher tails (Li, Li, and Zhao 2018).   
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Figure 5-3. Frequency distributions of the observed and simulated PM2.5 at (a) CSN network in 
the CONUS, (b) IMPROVE network in the CONUS, (c) CSN network in the EUS, and (d) 
IMPROVE network in the EUS from 2001 to 2010. 
5.4.2. Spatiotemporal evaluation performance 
Figure 5-4 shows the spatial distribution of computed correlations for the total PM2.5, 
sulfate, and nitrate during the period of 2001-2010 across the CONUS. For these three air 
pollutants, correlations between simulated data and observed data are the highest in the EUS, 
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indicating that the WRF-CMAQ model is more likely to excel in reproducing air pollutants in the 
EUS compared to the western US. Poor performance in the western US might be due to the coarse 
spatial resolution of the model, which constrains the representation of complex terrains such as 
urban areas and mountainous regions (Astitha et al. 2017). Another possible explanation is that the 
model is insufficient to describe the sporadic fire that occurs in the western US, especially in 
California (Park et al. 2006). Approximately 51.2%, 69.1%, and 1.5% of the stations of the CSN 
network have a Kendall’s Tau correlation coefficient of larger than 0.6 between simulated data 
and observed data for sulfate, nitrate, and total PM2.5 mass, respectively, whereas the 
corresponding percentages of stations of IMPROVE network are 18.4%, 14.4%, and 2.4%. While 
the model works well for sulfate and nitrate, it does not generate similar good results for total 
PM2.5. This discrepancy in model bias is likely to be larger in urban stations than in rural stations, 
reflecting the diversity and complexity of PM components in urban areas (Seinfeld 1989). Highly 
volatile and complicated relationships between climate and air pollutants in urban areas might also 
be a reason. 
 
Figure 5-4. Spatial evaluation of the total PM2.5, SO4, and NO3. The colorbar shows the Kendall’s 
Tau correlation coefficients calculated between monthly observed and modeled air pollutants. 
Stations with the statistical test not significant at the 95% level are removed. 
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Annual trends and variations of total PM2.5 mass over the 2001-2010 period are depicted 
in Figure 5-5. Total PM2.5 observed by CSN and IMPROVE networks and simulated by WRF-
CMAQ model are shown for the CONUS, and the NE, SE, and MW regions, separately. The model 
has considerable success in capturing the interannual variability and the declining decadal trends 
of total PM2.5 in the CONUS, with minimal bias in the trend slope. This result is consistent with 
Seltzer et al. (2016). Spatially, the model reproduces annual means and annual trends of PM2.5 
better in the MW region for both networks. By contrast, the model overestimates the annual means 
of PM2.5 in the NE region while it underestimates the annual means of PM2.5 in the SE region. The 
model results for sulfate follow the same pattern as the total PM2.5 mass shows at urban stations. 
However, the discrepancy between modeled data and observed data for sulfate is smaller than that 
for the total PM2.5 (see Figure S5-9). For nitrate, the WRF-CMAQ model tends to overestimate its 
values throughout the EUS whereas smaller differences are found between simulated data and 
observed data in the CONUS, particularly at rural stations (see Figure S5-10). The underestimation 
of nitrate in the western US tends to negate these differences. These chemical matters are 
predominantly anthropogenic-related in urban areas where most human activities take place. Sharp 
decline in these matters as a result of EPA regulations on emission reduction from power 
generation and vehicular sources has greater benefit to urban areas. This is evidenced by the 
obvious decreasing trends in PM2.5, sulfate, and nitrate at CSN network (Ridley et al. 2018). The 
reduction rate in sulfate is faster than in nitrate.  
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Figure 5-5. Comparison of annual and regional variations of WRF-CMAQ simulated total PM2.5 
(in black solid line) against observed total PM2.5 (in red solid line) at CSN stations (in the first row) 
and IMPROVE stations (in the second row). Shading areas are the annual standard deviation for 
these two datasets. * indicates that the slope is not significant at the 95% significance level. 
Figure 5-6 compares the monthly cycles of total PM2.5 mass from simulations and 
measurements at CSN and IMPROVE stations. Using area-averaged monthly means in each region 
enables a more representative evaluation of the spatiotemporal patterns inherent in PM2.5 data since 
it smooths random errors (Buchard et al. 2016). On average, the model is effective in reproducing 
total PM2.5 in April and October over the CONUS. However, specific regional differences are also 
found across the EUS. The model works well for data of May and September in the NE but its 
ability of simulation is not consistent for CSN and IMPROVE in the SE and MW regions. A 
negative bias is found for data in June-July-August across all regions. This is likely related to the 
underestimation of secondary organic aerosol (Zhang et al. 2014, Volkamer et al. 2006). Compared 
to PM2.5 concentrations measured at urban stations, measurements in rural areas appear to be lower 
consistently. Despite differences in the two networks, monthly variations in CSN and IMPROVE 
are highly correlated for data in the NE and SE regions. Moreover, monthly evaluation of PM2.5 
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chemical components indicates that while modeled sulfate matches well with measurements at 
CSN and IMPROVE over the CONUS, NE, and MW, nitrate concentrations are underestimated 
by the WRF-CMAQ for the months of June-July-August (see Figure S5-11 and Figure S5-12). 
The largest positive bias of nitrate is observed in data for November and February.   
 
 
Figure 5-6. The same as Figure 5-5, but for monthly results.  
The predicted seasonal averaged PM2.5 against the observed seasonal averaged PM2.5 in the 
EUS is also presented in Figure 5-7. The seasonal variation of site-specific total PM2.5 is 
reproduced reasonably well by the WRF-CMAQ, with larger values occurring in summer for the 
NE, autumn for the SE, and winter for the MW. The modeled concentration simulates well for 
both networks during spring and fall, but it underestimates PM2.5 concentrations during summer 
for both networks and overestimates it during winter for IMPROVE, which is also reflected in the 
monthly variations. High performance on sulfate prediction is detected across the EUS with most 
of the points falling along the one-to-one line in Figure S5-13. Model performance on nitrate is 
somewhat worse than on sulfate so that nitrate is consistently over-predicted, especially at rural 
stations (see Figure S5-14). Similar model performance on sulfate and nitrate was reported by 
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Seltzer et al. (2016) over the CONUS. While sulfate concentrations are expected to be high in 
summer due to oxidation, nitrate concentrations are expected to decrease due to volatilization (Tai, 
Mickley, and Jacob 2010). 
 
 
Figure 5-7. Plots of seasonal mean values of total PM2.5 mass between CSN/IMPROVE observed 
data and WRF-CMAQ predicted data at the same locations. MAM, March-April-May; JJA, June-
July-August; SON, September-October-November; and DJF, December-January-February. The 
1:1 line is plotted in black solid line.  
5.4.3. Extreme quantile evaluation performance 
Figure 5-8 shows the trends distribution of 95th percentile threshold for observed and 
simulated total PM2.5 extremes using Sen’s slope method over the past decade at both networks. 
Precursor emission reduction resulted in a clear decreasing trend in PM2.5 for both datasets. 
However, there are differences. The largest decreasing trend is found along the western coast and 
the eastern urban corridor for observed data, while it is only found in the EUS for simulated data. 
Except for a certain number of stations, insignificant trends (at the 95% confidence level) are found 
in the Great Plains for both datasets. For the regions with downward trends, the simulations tend 
to underestimate the magnitude of trends. 
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Figure 5-8. Spatial trend distribution of PM2.5 extreme thresholds for CSN (in circle) and 
IMPROVE (in triangle) estimated using (a) observed data and (b) modeled data, respectively. The 
size of circle/triangle denotes the magnitude of the increasing (in red) and decreasing trend (in 
blue). The black outline of the circle/triangle indicates a significant trend (the Mann-Kendall test 
p-value < 0.05) while the no outline indicates an insignificant trend.  
Though PM2.5 extreme thresholds display decreasing trends throughout the CONUS, PM2.5 
extreme days exhibit significant spatial trend variations as shown in Figure 5-9. For the observed 
data map (a), the largest descending trend is found to be at the station in California (CA), followed 
by stations in Texas (TX); and the largest ascending trend is found to be at the National Forest 
station in Washington (WA), followed by the National Forest station in Colorado (CO) and stations 
in the Great Plains. More decreasing trends are observed in the EUS at CSN stations while more 
increasing trends are observed in the West at IMPROVE stations. For the modeled data map (b), 
though a large reduction of PM2.5 concentrations has been detected at stations in TX, the model 
fails to capture the decreasing trend at stations in the CA where it displays no significant trend. 
The largest increasing trends are found to be at stations in the Great Plains. Despite that trends of 
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PM2.5 extreme days are consistent in the EUS for observations and simulations, the model is less 
able in detecting trends in the Southwest.  
  
Figure 5-9. The same as Figure 5-8, but for spatial trend distribution of PM2.5 extreme days.  
Figure 5-10 and Figure 5-11 illustrate the relation between the detrended PM2.5 extreme 
thresholds (occurrence) and the detrended meteorological extreme thresholds (occurrence), as 
measured by the Pearson’s correlation coefficient. The detrended data are employed to avoid high 
correlations that are completely attributable to trends. The simulated extremes are reproduced well 
as indicated by the consistent patterns. Nonetheless, component- and site-specific correlations are 
observed for these extreme variables.  
As shown in Figure 5-10, Tmax is positively correlated with PM2.5 extremes across the 
CONUS, with some exceptions in the Southwest where the simulations are not well represented. 
Most of the negative correlations are found at IMPROVE network in the West. Sulfate and nitrate 
account for a major proportion of PM2.5 concentrations. Increases in temperature can lead to 
increases in sulfate concentrations through increasing oxidation reaction, whereas it can result in 
decreases in nitrate concentrations through increasing evaporation of ammonium nitrate (Dawson, 
Adams, and Pandis 2007, Seinfeld and Pandis 2012). Therefore, the effect of the Tmax on PM2.5 
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extremes could be partly explained by the net balance of sulfate and nitrate concentrations. The 
sulfate emissions are mainly attributed to fossil fuel combustion in electric generating units and 
other industrial processes. Since most of these human activities are concentrated in the EUS, 
sulfate plays a dominant role in PM2.5 mass budget in these regions. By comparison, primary 
sources for nitrate include fossil fuels and agricultural activities, meaning that the contribution of 
ammonium nitrate to PM2.5 budget tends to increase in the West (Bell et al. 2007, Hand, Schichtel, 
et al. 2012). Furthermore, other components of PM2.5 such as secondary organic aerosol (SOA) 
are expected to increase as a result of temperature rise, which is mostly found in the northwestern 
and southeastern U.S. (Heald et al. 2008, Liao et al. 2007). To put these into perspective, it is not 
surprising to see positive correlations across the CONUS with sporadic negative ones in the West.   
The correlation between PM2.5 extremes and Vmin shows varying spatial patterns in the 
EUS as compared to the West. In other words, strong negative association is observed in the EUS 
while the situation is contrary for a majority of stations in the West. Mueller and Mallard (2011) 
reported that wildfires play a large role in the West, especially in California where wildfire activity 
is one of the highest among all states. In such areas with dense forests, severe drought condition, 
and hot weather, strong winds can fuel the flames and contribute to the elevation of pollution levels. 
The model successfully reproduces the West-East difference in the correlations.     
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Figure 5-10. Spatial distributions of correlations between the detrended PM2.5 extreme thresholds 
and the detrended meteorological extreme thresholds in terms of (a*) Tmax, (b*) Vmin, and (c*) Rmin. 
* indicates 1 and 2, in which 1 stands for correlation between the detrended observed PM2.5 
extreme thresholds and the detrended meteorological extreme thresholds and 2 stands for that 
between the detrended simulated ones. The circle represents CSN network while the triangle 
represents IMPROVE network. 
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Rmin is negatively correlated with PM2.5 extremes in the EUS, along the western coast and 
in the Southwest where dust is an importance source for PM (Wise and Comrie 2005). In regions 
where water vapor is abundant, a high level of Rmin may enhance the wet deposition of PM2.5, 
whereas in regions where water vapor is limited, an increase in Rmin may facilitate the growth of 
hygroscopic particles (Hand, Schichtel, et al. 2012). The simulations lack the ability to capture the 
positive correlations in the West and mostly these biases come from the IMPROVE network. 
Caution should be taken because the formation of ammonium nitrate also relies on high relative 
humidity and lower temperature, and it has the highest concentration in the agricultural regions of 
the Midwest (Hand et al. 2014).  
As shown in Figure 5-11, the occurrence of PM2.5 extreme days is positively correlated 
with the occurrence of extreme days of Tmax, Vmin, and Rmin over most of stations nationwide. On 
the other hand, negative correlations are recorded for some rural stations in mountainous regions 
and along the western coast. Similar to the PM2.5 extreme thresholds, the modeled results are 
unable to depict the relationship between PM2.5 extreme days and meteorological extreme days in 
southwestern U.S. 
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Figure 5-11. The same as Figure 5-10, but for the detrended occurrence of PM2.5 extreme days 
and that of meteorological factors. 
Figure 5-12 shows the Cohen's kappa index measured by using PM2.5 extremes and 
meteorological extremes during 2001-2010. The simulations generally agree well with the 
observations, with the kappa index ranging from 0.33 to 0.44 (fair to moderate agreement). The 
highest kappa index is observed in 2005 when a peak value in annual PM2.5 occurs (see Figure 
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5-5). The dominant meteorological factor at CSN stations is Vmin while it is Tmax at IMPROVE 
stations. Rmin has relatively higher kappa values at IMPROVE stations compared to CSN stations, 
even though the agreement is relatively weak (kappa < 0.2). While there is good agreement 
between observed and simulated PM2.5 extremes in terms of Vmin at both networks, large 
discrepancies are found in values of Rmin in urban areas and in values of Tmax in rural regions. 
Seltzer et al. (2016) indicated that the downscaled precipitation field tends to have high 
correlations with precipitation from North American Regional Reanalysis (NARR) in regions 
where large-scale precipitation dominates and low correlations in regions where convective 
precipitation dominates. The bias in Tmax with regard to IMPROVE stations needs to be further 
investigated. 
 
Figure 5-12. Cohen's kappa statistics for agreement between PM2.5 extremes and the 
meteorological extremes at (a) CSN stations and (b) IMPROVE stations. The kappa index 
calculated by observed PM2.5 extremes and modeled PM2.5 extremes is also shown, as plotted in 
red. 
5.5. Discussion 
5.5.1. Performance of the three evaluation methods 
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While statistical and spatiotemporal evaluations of air quality models have been studied 
extensively, it remains a question whether the air quality at extreme levels has been well-
characterized by the air quality model used. In this study, we use an extreme quantile evaluation 
method to investigate the performance of the WRF-CMAQ model at PM2.5 extreme levels, with 
relatively long data records across the CONUS. To present a complete picture, we also use 
statistical and spatiotemporal evaluation methods. Our analysis reveals that simulations from the 
WRF-CMAQ model are in reasonable agreement with observational data in the EUS, as indicated 
by results from three evaluation methods. In terms of statistical evaluation, we applied two 
statistical measures to assess the model performance. However, the performance metrics in Figure 
5-2 generate somewhat inconsistent outputs that makes it difficult to interpret the results. 
Additionally, the PDFs in Figure 5-3 signify the necessity to take into account the information 
retained in the long higher tails, which can be helpful to understanding health- and climate-related 
effects. Although spatiotemporal evaluation could provide an overview of model performance, the 
evaluation approach tends to neglect the representation of PM2.5 extremes since it uses arithmetic 
means (Li, Li, and Zhao 2018). For example, it lacks the ability to describe the heterogeneous 
effect on quantiles, especially at the extremes (McClure and Jaffe 2018). Therefore, we further 
implement extreme quantile evaluation by examining decadal trends in extreme values and by 
investigating response of local extreme PM2.5 levels to extreme meteorological conditions. An 
overall decreasing trend is observed in PM2.5 extremes but the magnitude of the trend is weaker 
than the mean trend exhibited in Section 5.4.2.   
Comparisons of trend distributions of PM2.5 extreme thresholds (see Figure 5-8) and 
extreme days (see Figure 5-9) show that the WRF-CMAQ represents PM2.5 adequately in the EUS, 
but it is insufficient to depict extreme trend patterns in the West, especially along the western coast. 
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This finding matches quite well with the spatial distribution accuracies of sulfate and nitrate rather 
than with that of total PM2.5 illustrated in Figure 5-4. In addition, the extreme quantile evaluation 
offers a precious window in quantifying the complex influence of extreme meteorological 
conditions on PM2.5 extremes that is critical for the development of air pollution policy and 
improvement of health-relevant decisions. Strong correlations are found for extreme 
meteorological factors and extreme PM2.5 at most stations across the CONUS, consistent with 
previous study of Porter et al. (2015). The findings highlight the need to consider the response of 
extreme quantile to meteorological drivers in evaluation research. However, such feedbacks are 
less accurately represented along the western coastal areas or in the southwestern U.S. The bias in 
the WRF-CMAQ model could be partially responsible for the discrepancies in these regions. 
5.5.2. Uncertainties of WRF-CMAQ model 
The WRF-CMAQ model used in this study has considerable predictive power compared 
to other studies (Hogrefe et al. 2009, Xing et al. 2015) (see Table S1). Nevertheless, the model 
performance could be impacted by precursor emissions and modulated by meteorological 
conditions (Hu et al. 2016). Especially, uncertainties in emission inventory play a major role in 
determining model performance. For example, as the major chemical constituents of total PM2.5, 
the model performs differently on sulfate and nitrate in our study. While the model has an overall 
good prediction for sulfate, its prediction for nitrate is not so good. More accurate representation 
of emissions needs to be developed in the future to constrain uncertainties. Meteorological fields, 
another contributor to the model bias (Hu et al. 2015, Zhang et al. 2014), also need to be improved 
with further investigation. Future study is needed to explore the sensitivity of model performance 
to meteorology along the urban-rural gradient. 
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Additionally, the model bias may also be impacted by the horizontal grid resolution. Since 
modeled concentrations represent an averaged value within a grid cell, it could lead to 
underprediction for monitoring stations near emission sources as well as overprediction for 
monitoring stations distant from emission sources. High spatial resolution is needed to offer more 
accurate and more precise representation of pollutant concentrations (Jiang and Yoo 2018, Gan et 
al. 2016), which is of significant importance in capturing intra-urban variations. 
5.5.3. Implications for air quality mitigation 
The present study serves as a strong support and a scientific basis for future initiatives on 
emission controls and policy decision-making. Our results suggest a clear decline in both extreme 
and mean PM2.5 trends over the CONUS. Control measures on pollutant concentrations and 
regional transport carried out by the U.S. Environmental Protection Agency (EPA) and the Clean 
Air Interstate Rule (CAIR) have played a key role in PM2.5 reduction (Yahya, He, and Zhang 2015). 
However, there are several stations in the Great Plains showing increasing trends in 
extreme PM2.5 occurrences, which is contrary to the national annual decreasing trends. One 
possible reason is the increased activity of oil and gas development in states such as North Dakota, 
Colorado, Kansas, and New Mexico (Prenni et al. 2016, Hand, Gebhart, et al. 2012). Oil and gas 
production is the largest industrial source of volatile organic compounds (VOCs) in the U.S., which 
contributes to rising levels of PM2.5 concentrations and thereby creates adverse health effects 
(McKenzie et al. 2012). To address this concern, alternative energy sources with cleaner 
production (Hill et al. 2009), stricter air quality emission controls, and advanced control 
technologies should be considered. Another possible reason for the increasing trends is the long-
range transport of emissions from Canadian oil sands, which explains the positive trends in 
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Montana (Hand, Gebhart, et al. 2012). This signifies the importance of regional or even global 
concerted efforts to combat and mitigate PM2.5 pollution. 
The contributing factor for positive trends of extreme PM2.5 occurrences in National 
Forests is related to wildfire emissions. According to Dennison et al. (2014), large wildfires 
increased at an alarming rate of 7 fires per year considering all ecoregions over the western U.S. 
during 1984-2011. With this pace of increment, McClure and Jaffe (2018) found that PM2.5 air 
quality in the U.S. has been improved except in those of wildfire-prone regions. These findings 
are consistent with our results. As observed in Figure S15, higher risks of forest fire are expected 
given future climate scenarios as a consequence of positive trends in extreme days of Tmax and 
Rmin, with forests in ecoregions suffering the most. The great forest fire occurrence drives the large 
PM emissions from fires in the western U.S. (von Schneidemesser et al. 2015, Spracklen et al. 
2009). Val Martin et al. (2015) even pointed out that fire activity might become a dominant factor 
for summertime PM2.5 concentrations over the western U.S. As a response, understanding the 
linkage among air quality, climate change, and land use practices should be attached much more 
attention in the coming decades.  
Given strong correlations between PM2.5 and meteorological covariates, the increasing 
atmospheric stagnation condition, as indicated in Figure S15, may act as another stimulus to the 
more intense pollution episodes, with rural stations and the western U.S. experiencing the greatest 
damage. This is corroborated by the research of Jacob and Winner (2009), Fiore et al. (2012). 
Horton et al. (2014) also projected that potential impacts of stagnation events over the western U.S. 
tend to be intense in the late twenty-first century. Global warming, which is expected to reduce 
mid-latitude cyclone frequencies (Leibensperger, Mickley, and Jacob 2008), is likely to escalate 
stagnation events and consequently intensify air pollution events. There is a growing recognition 
 133 
 
that co-control of greenhouse gas and air quality can produce co-benefits for mitigation by altering 
the climate and reducing co-emitted air pollutants (West et al. 2013, Thompson et al. 2014). 
However, there is still a need for filling the knowledge gap about to what extent air quality gains 
from climate policy. 
5.6. Conclusions 
In this study, we proposed an evaluation framework to investigate the capability of WRF-
CMAQ model in simulating both mean and extreme states of total PM2.5 mass by comparing with 
observations from CSN and IMPROVE networks over the CONUS for the period 2001-2010. 
Results from statistical and spatiotemporal evaluations indicate that the model performance in 
characterizing mean behaviors of PM2.5 is satisfactory in the EUS, but varying magnitudes of bias 
are found in the West where complex terrains are present and local fire activity frequently occurs. 
While the model reproduces sulfate and nitrate concentrations better at CSN stations, it reproduces 
total PM2.5 mass better at IMPROVE stations. To identify specific features relevant to extremes, 
we further assessed the potential of the WRF-CMAQ model in simulating PM2.5 extremes by 
examining decadal trends in extreme values (days) and quantifying its relationships with 
representative meteorological parameters that represent a stagnant condition, using the location-
specific extreme quantile analysis and Cohen’s kappa statistics. The modeled results successfully 
reproduce PM2.5 extreme trends in the EUS whereas it underestimates them in the West. Despite 
the fact that the model well captures spatial variations of correlations between PM2.5 extreme 
values (occurrences) and meteorological extreme values (occurrences), with some exceptions in 
the southwest or along the western coast, it shows slightly or little agreement between the PM2.5 
extremes and the meteorological extremes as indicated by Cohen’s kappa statistics. Our results 
highlight the need for examining extreme conditions represented by the model, however, one 
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should also keep in mind that the extreme quantile evaluation may be subject to limited sampling 
size and tends to be computationally intensive due to bootstrapping.    
Significant contrasting performance of the model in PM2.5 components reveals 
uncertainties in emission inventory, which needs to be further improved. The different responses 
of PM2.5 extremes to some meteorological factors highlight the necessity to inspect carefully the 
model’s meteorological input. The model estimates are also subject to the coarse spatial resolution 
that cannot adequately depict local station condition and complex topography. However, the 
overall reasonable agreement between simulations and observations builds confidence that the 
model predictions can provide insights into air quality mitigation. In the context of a warming 
world with increased fire activity and air stagnation events, it is essential to implement stricter air 
quality emission controls, develop advanced control technologies, formulate proper forest 
management practices, and achieve co-control of carbon reduction and air quality improvement.   
In summary, this analysis offers a novel way to evaluate more effectively an air quality 
model such as the WRF-CMAQ model. Through combined applications of statistical, 
spatiotemporal, and extreme quantile analysis, the model’s capability can be evaluated effectively 
and comprehensively, with focusing not only on the mean behaviors, but also extreme conditions. 
Our study provides insights into exploring both intrinsic and extrinsic factors that influence model 
performance. The reliable simulations being evaluated may provide one vehicle for understanding 
cause and effect of meteorological drivers on air quality extremes at the regional scale. While this 
study uses WRF-CMAQ model as an example, the extreme quantile analysis framework could be 
potentially applied to evaluating other air quality models with paired observation and simulation 
datasets in terms of PM2.5, aerosols, and ozone. 
5.7. Supplementary Material 
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Figure S5-1. Spatial distribution of extreme thresholds computed for the entire period for (a) 
observed total PM2.5 (unit: ug/m3), (b) modeled total PM2.5 (unit: ug/m3), (c) Tmax (unit: K), (d) 
Vmin (unit: m/s), and (e) Rmin (unit: %). The circle represents CSN network while the triangle 
represents IMPROVE network.  
  
 136 
 
 
Figure S5-2. Bias variation of PM2.5 extreme days calculated using modeled PM2.5 extreme days 
minus observed PM2.5 extreme days. The model shows a consistent overestimation of PM2.5 
extreme days, with the exception of simulated PM2.5 extreme days at CSN in 2010 (the mean bias 
is close to zero). Over the entire time period, simulated extreme days at CSN generate relatively 
better performance than those at IMPROVE. This is also reflected in the annual variation in Figure 
S5-3. 
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Figure S5-3. Comparison of annual variation of WRF-CMAQ simulated total PM2.5 extreme days 
(in black solid line) against observed total PM2.5 (in red solid line) at CSN stations (left) and 
IMPROVE stations (right). Shading areas are the annual standard deviation for these two datasets. 
* indicates that the slope is not significant at the 95% significance level. In general, the model is 
able to capture the major ups and downs of extreme PM2.5 days exhibited in observed data, but it 
overestimates the magnitudes for both networks. The annual trend for PM2.5 extreme days over 
CONUS is not significant for both datasets at both networks. However, spatial trend differences 
exist and the geographic representation of spatial trend can be found in Figure 5-9 in the main text. 
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Figure S5-4. Comparison of WRF-CMAQ modeled and observed daily average total PM2.5 
concentrations over the contiguous U.S. (CONUS) for the period 2001 – 2010. The first one (a) is 
for CSN networks while the second one (b) is for IMPROVE networks. 
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Figure S5-5. Comparison of WRF-CMAQ modeled and observed daily average sulfate 
concentrations over the eastern U.S. (EUS) for 2001 – 2010. The first row is for CSN network in 
regions of (a) Northeast, (b) Southeast, and (c) Midwest. The second row is for IMPROVE network 
in regions of (d) Northeast, (e) Southeast, and (f) Midwest. The 1:1 line and the linear regression 
results are plotted with black and red solid line, respectively. N represents the number of 
monitoring stations. The colorbar denotes the density of stations at each region. 
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Figure S5-6. The same as Figure S5-5, but for comparison of nitrate concentrations. 
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Figure S5-7. Frequency distribution of the observed and simulated sulfate concentrations at (a) 
CSN network in the CONUS, (b) IMPROVE network in the CONUS, (c) CSN network in the EUS, 
and (d) IMPROVE network in the EUS from 2001 to 2010.  
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Figure S5-8. The same as Figure S5-7, but for frequency distribution of nitrate concentrations. 
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Figure S5-9. Comparison of annual and regional variations of WRF-CMAQ modeled sulfate 
concentrations (in black solid line) against observed sulfate concentrations (in red solid line) at 
CSN stations (in the first row) and IMPROVE stations (in the second row). Shading areas are the 
annual standard deviation for these two datasets. * indicates that the slope is not significant at the 
95% significance level. 
 
Figure S5-10. The same as Figure S5-9, but for nitrate concentrations.  
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Figure S5-11. Comparison of monthly and regional variations of WRF-CMAQ simulated sulfate 
concentrations (in black solid line) against observed sulfate concentrations (in red solid line) at 
CSN stations (in the first row) and IMPROVE stations (in the second row). Shading areas are the 
annual standard deviation for these two datasets. 
 
Figure S5-12. The same as Figure S5-11, but for nitrate concentrations.  
 145 
 
 
Figure S5-13. Seasonal mean values of sulfate concentrations between CSN/IMPROVE observed 
data and WRF-CMAQ predicted data at the same locations. The meaning of abbreviations 
mentioned above: MAM, March-April-May; JJA, June-July-August; SON, September-October-
November; and DJF, December-January-February. The 1:1 line is plotted in black solid line.  
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Figure S5-14. Same as Figure S5-13, but for nitrate concentrations. 
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Table S5-1. Comparison of model performance evaluated in the present study to other studies. 
Literature Component Model 
Study 
region 
Time 
period RMSE (μg m
−3 ) Correlation coefficient 
Hogrefe et 
al. (2009) 
PM2.5 
mass CMAQ 
northeast
ern U.S. 
2000–
2005 
4.6–18.6 (before 
adjustment*) 
0.32–0.75 (before 
adjustment*) 
Our study PM2.5 mass 
WRF-
CMAQ 
northeast
ern U.S. 
2001-
2010 
7.14 for CSN; 5.04 
for IMPROVE 
0.62 for CSN; 0.67 for 
IMPROVE 
Xing et al. 
(2015) 
SO42- 
WRF-
CMAQ U.S. 
1990–
2010 
1.9 for CASTNET; 
1.1  for IMPROVE 
0.81 for CASTNET; 
0.85 for IMPROVE 
NO3- 
1.5 for CASTNET; 
0.8 for IMPROVE 
0.9 for CASTNET; 0.3 
for IMPROVE 
Our study 
SO42- 
WRF-
CMAQ U.S. 
2001-
2010 
1.99 for CSN; 1.21 
for IMPROVE 
0.74 for CSN; 0.80 for 
IMPROVE 
NO3- 
2.76 for CSN; 1.13 
for IMPROVE 
0.37 for CSN; 0.54 for 
IMPROVE 
 
*: The model performance after adjustment has been improved, but not explicitly stated with 
numbers in the study.   
 
Figure S5-15. Spatial trend distribution of extreme days for (a) Tmax, (b) Vmin, and (c) Rmin. The 
circle represents CSN station while the triangle represents IMPROVE station. The size of 
circle/triangle denotes the magnitude of the increasing (in red) and decreasing trend (in blue). The 
black outline of the circle/triangle indicates a significant trend (the Mann-Kendall test p-value < 
0.05) while the no outline indicates an insignificant trend.  
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6. Summary and Prospects 
 
Atmospheric aerosols poses as a global persuasive issue that strongly interacts with climate 
systems, carbon cycle, and human health. Synthesized use of remotely sensed satellite observations, 
field measurements, and atmospheric chemistry modeling provides the tools for better 
understanding of spatial and temporal change in aerosol distributions as well as contributors 
associated with this change. In the dissertation, we investigated trends and sources of atmospheric 
aerosols and identified appropriate mitigation policies that maximize co-benefits for air quality, 
climate change, and human health. 
In the site-level analysis, we found a sustained downward trend of AOD over sites of GSFC, 
MDSC, and CKU at 95% significance level. Sites along mid-latitudes exhibited a Λ-shaped 
seasonal and monthly aerosol patterns. These aerosol variations tended to be impacted by 
topography, climatology, land covers, and government policies. Through implementation of an 
econometric model (ARIMA), we simulated and predicted aerosol dynamics over the course of 
thirteen years. The ARIMA model has been proved to be robust to missing AOD values when the 
percentage of the total amount of missing data does not exceed 40%. The reasonably predicted 
AOD values facilitates development of optimal environmental policies (i.e., reforestation initiative) 
targeting on both air pollution mitigation and carbon reduction. 
Then, we further explored the applicability of ARIMA model at the regional scale by inter-
country comparisons of aerosol variations, trends, driving forces, and predictions. We found that 
differences in aerosol patterns between the U.S. and China were affected by energy strategies, 
economic development, and lifestyle activities. We identified that AOD quality, AOD 
completeness, low-AOD values, and time series seasonality had a joint influence on ARIMA 
prediction. Overall, it is feasible to use ARIMA modeling both at local and regional scales. Future 
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research in this thread will be focused on quantifying the contributions of meteorological and land 
use factors as well as air pollution control measurements to the aerosol variations by developing 
Multivariate ARIMAX models. 
Among the many aerosols, PM2.5 is of particular interest due to its complex mixtures in the 
atmosphere and relation to adverse health outcomes. Accurately characterizing the spatiotemporal 
distribution and variation of PM2.5 concentration and their gas precursors will be beneficial for 
both atmospheric and health communities. In the geospatial modeling of PM2.5 concentrations 
across the New England region, we found that PM2.5 emissions was positively correlated with NTL. 
By incorporating integrated information of NTL and NDVI (as the VANUI index) into the GWR 
model together with AOD and meteorological fields, the model showed improved performance for 
the warm season, which was 17% better than GWR model without NDVI and NTL data and 7.26% 
better than GWR model without NTL data in terms of RMSE. The NTL satellite imagery is 
promising for providing additional information for PM2.5 monitoring and prediction, especially in 
core urban areas. 
In the evaluation of WRF-CMAQ’s skill in charactering mean and extreme conditions of 
PM2.5, we found that the model exhibited satisfactory PM2.5 performance over the EUS (R: 0.56-
0.63 for CSN; R: 0.58-0.67 for IMPROVE). However, PM2.5 mean variations and extreme trends 
in the western U.S. were not well represented by the model partly due to the presence of complex 
terrains and active fire activities. Trends for extreme events were smaller than trends of the mean 
PM2.5. We found strong correspondence between PM2.5 extremes and meteorological extremes that 
were associated with a stagnant condition. More extreme PM2.5 pollution episodes are expected in 
a warming climate, with rural stations and the western U.S. suffer the most. We highlighted the 
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urgency for proper forest management and joint-control of air quality and carbon emissions in 
order to combat extreme air pollution events in the future.   
In conclusion, the integration of remotely sensed satellite observations, field measurements, 
and atmospheric chemistry modeling holds the potential to disentangle aerosols uncertainties on 
the nexus of air quality, climate, and health. Given the fact that these cause-effect relationships 
unfold in a more diverse (i.e., sequential, concurrence) and interactive (biophysical, socio-
economic, political) way, coordinated parallel process (i.e., integrated assessment models) should 
be considered in the future research. Challenging questions that need to be addressed are: What 
are the costs, benefits and risks of different policy options confronting the climate-induced air 
pollution extreme episodes? What are the health co-benefits of mitigating climate change and air 
pollution? Furthermore, despite that the model results provide important insights into informing 
policy decisions, it lacks user-relevant information tailored to specific needs. Therefore, another 
focal point of the future study will be seeking to synthesize top-down approach and bottom-up 
approach to produce stakeholder-oriented and practical regulatory policies at specific time and 
location, which is much-needed at high latitudes where observational data and satellite imagery 
are scarce.  
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