Extended Hurwitz results for hypergeometric functions arising in spectral theory  by Brown, B.M. & Eastham, M.S.P.
Journal of Computational and Applied Mathematics 171 (2004) 113–121
www.elsevier.com/locate/cam
Extended Hurwitz results for hypergeometric functions
arising in spectral theory
B.M. Brown∗, M.S.P. Eastham
Department of Computer Science, University of Cardi, Newport Road, P.O. Box 926, Cardi CF24 3XF, UK
Received 1 October 2003; received in revised form 19 January 2004
Abstract
A result of Hurwitz is that the Bessel function J−v(c) (v¿ 0; c¿ 0) has no zeros for 2N ¡v¡ 2N + 1
with integer N . Here corresponding results for hypergeometric and con2uent hypergeometric functions are
given. Extensions are obtained where the power series are terminated after 2N +1 terms and larger zero-free
intervals (2N; V ) are found.
c© 2004 Published by Elsevier B.V.
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1. Introduction
The Hurwitz Theorem for Bessel functions [6,9, Section 15.27] speci;es the number of zeros of
J−v(z), considered as a function of the complex variable z, when the order −v is negative. The
theorem gives the number of zeros as either 4N +2 or 4N according as v lies in the open intervals
(2N + 1; 2N + 2) or (2N; 2N + 1), respectively, where N (¿ 0) is an integer. Further, in the latter
case, none of the 4N zeros is pure imaginary, and it is this particular property which we develop
in this paper. In terms of the Bessel series for J−v(z), with z = 2i
√
c, the property can be stated
explicitly as follows.
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Proposition 1.1. Let c and v be any real numbers with c¿ 0 and 2N ¡v¡ 2N +1, where N (¿ 0)
is an integer, and de9ne

(v) =
∞∑
n=0
(−1)ncn
n!(v− 1)(: : :)(v− n) : (1.1)
Then 
(v)¿ 0:
We note that the conclusion 
(v)¿ 0 (rather than ¡ 0) in (2N; 2N + 1) follows from the obser-
vation that 
(2N + 0) = +∞.
The full proof of the Hurwitz Theorem as given by Watson [8,9, Section 15.27] depends profoundly
on the technicalities of Bessel functions, and especially on properties of the Lommel polynomials. At
this point therefore, we note that there is a simple proof of the particular case given in Proposition
1.1. We use the formula
I−v = (2=)(sin v)Kv(t) + Iv(t) (1.2)
connecting the Bessel I and K functions [9, (6) p. 78]. Then, by (1.1),

(v) =(−v+ 1)(√c)vI−v(2
√
c)
= {(√c)v=(v)}{2Kv(2
√
c) + (cosec v)Iv(2
√
c)}
by (1.2). Now Kv(2
√
c)¿ 0 [9, (5) p.181] and Iv(2
√
c)¿ 0; and Proposition 1.1 follows since also
cosec v¿ 0.
Proposition 1.1 has recently found a new meaning in the context of antibound states in the spectral
theory of the one-dimensional SchrIodinger equation
y′′(x) + {− q(x)}y(x) = 0 (06 x¡∞); (1.3)
where the real-valued potential q(x) has exponential decay as x →∞:
q(x) = O(e−ax) (1.4)
for some constant a¿ 0. We refer to [3] for the relevant details of the spectral theory. All we need
to mention here is that 
(v) is related to the Jost function associated with (1.3) and the Dirichlet
boundary condition y(0) = 0 in the case, where
q(x) = 4ce−2x: (1.5)
In this context, 
(v) is de;ned by (1.1) for nonintegral v¿ 0, and an antibound state is de;ned to be
a pure imaginary number −iv′ where v′ is a zero of 
(v). Thus, for the potential (1.5), Proposition
1.1 states that there are no Dirichlet antibound states in the intervals −i (2N; 2N+1) (N=0; 1; 2; : : :).
A second potential of interest, similar to (1.5) and again of form (1.4), is
q(x) = c sech2(x + X ); (1.6)
where c¿ 0 and X (¿ 0) is a constant [3, Section 2]. If we consider c¿ 14 for convenience and
write
c = 14 + b
2; = 1=(e2X + 1); (1.7)
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the Dirichlet Jost function [3, (2.4)] gives in place of (1.1) a function  (v) de;ned as the hyperge-
ometric function
 (v) = 2F1(
1
2
+ ib;
1
2
− ib; 1− v; )
=
∞∑
n=0
(−1)n c(c + 2)(: : :)(c + (n− 1)n)
n!(v− 1)(: : :)(v− n) 
n: (1.8)
We note that 0¡6 12 by (1.7). There is a very recent result [2, Theorem 4.1] for  (v) which
corresponds to Proposition 1.1 and is as follows.
Proposition 1.2. Let c and v be as in Proposition 1.1 and let  (v) be de9ned by (1.8), where
0¡6 12 . Then  (v)¿ 0.
Proof. We give the proof for reference later in the paper, and we start with a basic hypergeometric
function formula which, in the standard notation, is [1, 15.3.6], [10, Sectition 14.53]
F(a; b; c; 1− x) = (c)(c − a− b)
(c − a)(c − b) F(a; b; a+ b− c + 1; x)
+xc−a−b
(c)(a+ b− c)
(a)(b)
F(c − a; c − b; c − a− b+ 1; x)
(we drop the subscripts 1 and 2). If we now replace a; b and c in this formula by our current
1
2 + ib;
1
2 − ib and 1 + v, and solve for the ;rst F on the right-hand side, we obtain
 (v) =
|( 12 + v− ib)|2
(v)
{
1
(1 + v)
F
(
1
2
+ ib;
1
2
− ib; 1 + v; 1− 
)
−v (−v)|( 12 + ib)|2
F
(
1
2
+ v− ib; 1
2
+ v+ ib; 1 + v; 
)}
:
Now (−v) =−(cosec v)=(1 + v), and then {: : :} on the right-hand side here is the sum of two
positive terms when 2N ¡v¡ 2N + 1. Thus, as for Proposition 1.1,
 (v)¿ 0 (2N ¡v¡ 2N + 1): (1.9)
We now introduce the possibility of extending the Hurwitz-type results in Propositions 1.1 and
1.2 in the following way. In (1.1) and (1.8), we write

(v) = 
N (v) + N (v);  (v) =  N (v) +N (v); (1.10)
where 
N (v) and  N (v) are the ;nite sums
∑2N
0 in the two cases. Then it is clear that N (v)¿ 0
and N (v)¿ 0 for 2N ¡v¡ 2N + 1, both of them being series of positive terms when v lies in
this range. Thus any result which states that

N (v)¿ 0 or  N (v)¿ 0 (1.11)
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in an interval 2N ¡v¡VN with some VN ¿ 2N+1 would be an extension of the above Hurwitz-type
results. In [2, Section 7], it was shown that VN = 2N + 3 is possible for all N in the Bessel case,
but again the proof uses a special property of Bessel functions.
In this paper, we concentrate mainly on the hypergeometric case and we show that VN =∞ when
c6 41. For greater values of c, our method gives ;nite values of VN , but we conjecture that VN =∞
continues to be the best result. Our method, which however is not con;ned to the hypergeometric
case (1.8), is given in Section 2 with the hypergeometric results in Section 3 and other examples
in Sections 4 and 5.
2. Positivity of a nite series
Let SN denote the sum of the ;nite series
SN =
2N∑
n=0
(−1)n(a1a2 · · · an); (2.1)
where the initial term is unity and an ¿ 0 (n¿ 1). We note that both 
N and  N in (1.10) are
examples of SN . We now introduce the sequence m (06m6M) de;ned by
0 = 0 (2.2)
and, for 16m6M ,
m =
1
4
a2m−1
a2m
(1− m−1)−1; (2.3)
the integer M being such that m−1 ¡ 1 (16m6M). Further, for 06m6M , we introduce the
;nite series
Tm =
2m−1∑
n=0
(−1)n(a1 · · · an) + m(a1 · · · a2m);
and we note that T0 = 0 by (2.2).
Lemma 2.1.
(i)
Tm−16Tm: (2.4)
(ii) If M = N and N ¡ 1, then
SN ¿ 0: (2.5)
Proof.
(i) We write
Tm =
2m−3∑
n=0
(−1)n(a1 · · · an) + (a1 · · · a2m−2)(1− a2m−1 + ma2m−1a2m):
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The ;nal bracket (· · ·) on the right is, by (2.3),{
(ma2m−1a2m)1=2 − 12
(
a2m−1
ma2m
)1=2
}2
+ m−1:
Hence Tm¿Tm−1 as required.
(ii) If M = N and N ¡ 1, we have
SN ¿TN¿T0 = 0:
Our method of deciding whether (2.5) holds for a given SN is therefore to implement the procedure
formulated in (2.2)–(2.3) to check whether m ¡ 1 (06m6N ). As a ;rst example, and to link
with the situation considered by a di@erent method [2, Proposition 5.1(iii)], we take N =3 and make
the following choice for the an.
Example 2.2. Let N = 3 and an = bn=n, where b16 b26 · · ·6 b6. Then a short calculation shows
that the requirement 3 ¡ 1 is precisely the inequality
60b2b4b6 − 30b1b4b6 − 20b2b3b6 − 18b2b4b5 + 9b1b4b5 ¿ 0
which was shown to be true in [2, Section 5]. Thus, in this example, we have S3 ¿ 0. In particular,

3 ¿ 0 and  3 ¿ 0 for c¿ 0 and v¿ 6.
It is not however possible to take N = 4 in Example 2.2 in general: the choice b1 = b2 = 2; b3 =
· · ·= b8 = 3 gives S4 =−0:07. We are nonetheless interested in situations where we do have SN ¿ 0
(N¿ 4), these situations to include 
N and  N . In the following sections, we show that our method
can be e@ective for some (and even all) N¿ 4.
3. The hypergeometric case
We begin with the following simple observation concerning (2.3).
Observation 3.1. Suppose that, for some value m′ of m, we have
m′−16 12 and a2m−1=a2m6 1 (m¿m
′):
Then
m6 12 (m¿m
′):
Turning now to the hypergeometric series (1.8), we consider
an =
c + (n− 1)n
n(v− n) :
Then, with the dependence on the parameters c and v speci;ed, (2.3) is
m(c; v) = 14rm(c; v){1− m−1(c; v)}−1 (3.1)
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with
rm(c; v) =
c + (2m− 2)(2m− 1)
c + (2m− 1)(2m)
2m
2m− 1
v− 2m
v− 2m+ 1 : (3.2)
We make a further simple observation concerning (3.1) and (3.2).
Observation 3.2. For each m, rm(c; v) (and hence also m(c; v)) is an increasing function of c and
v. Thus, if m(c; v)¡ 1 and c′6 c and v′6 v, then also n(c′; v′)¡ 1.
We can now give our ;rst result of the type (1.11) for the hypergeometric ;nite series  N (v).
Proposition 3.3. Let c6 41. Then, for all v¿ 2N and all N ,
 N (v)¿ 0: (3.3)
Proof. By Observation 3.2, it is suLcient to consider c = 41 and v =∞ in (3.1) and (3.2). Thus
(3.2) is now
rm =
41 + (2m− 2)(2m− 1)
41 + (2m− 1)(2m)
2m
2m− 1 ; (3.4)
and we note that
rm ¡ 1 when m¿ 4: (3.5)
Using (3.4) in (3.1), we calculate the m in turn. The values for 16m6 13 are respectively
0:48; 0:56; 0:59; 0:60; 0:60; 0:59; 0:58; 0:57; 0:56; 0:54; 0:53; 0:51 and 0.49, all given to two decimal
places. Since 13 ¡ 12 and since also (3.5) holds, we can invoke Observation 3.1 to deduce that
m ¡ 12 for all m¿ 13. Thus, altogether,
m ¡ 1 (m¿ 1):
The proposition now follows from Lemma 2.1(ii) with N arbitrary.
For larger values of c, the validity of (3.3) requires some further restriction on v, the nature of
this restriction depending on N . To be more precise, we introduce the region DN of the (c; v)-plane
de;ned by
DN = {(c; v) ⊂ (0;∞)× (2N;∞) : N (c; v)¡ 1}:
Then, by Lemma 2.1(ii), (3.3) holds in DN . Since de;nition (2.3) of N requires N−1 ¡ 1, we have
DN ⊂ DN−1:
Further, what is proved in Proposition 3.1 is that, for all N ,
DN ⊃ (0; 41]× (2N;∞):
For N = 4, our computational ;ndings are that D4 lies to the left of and below the hyperbola
(c − 110)(v− 24:7) = k; (3.6)
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where k = 2690 approximately. Thus, for example, when (c; v) = (500; 31:6), we have 4 = 0:9998
and, when (c; v) = (150; 92) we have 4 = 0:9999. For N = 5 and N = 6, the hyperbolae bounding
D5 and D6 are
(c − 64:7)(v− 17:1) = 1075 (3.7)
and
(c − 53:0)(v− 15:6) = 788; (3.8)
where again the values on the right-hand sides are approximate. We emphasise that it is the curve
N (c; v) = 1 which determines the exact boundary of DN . This curve has a complicated (c; v) equa-
tion arising from (3.1) and (3.2), and what we have found computationally is that the hyperbolae
(3.6)–(3.8) are very good approximate boundary curves. We do not however pursue further the na-
ture of these DN regions because, at the end of Section 1, we have conjectured that  N ¿ 0 for all
c¿ 0 and v¿ 2N .
4. The con#uent hypergeometric case
In place of (1.8), we now consider the con2uent hypergeometric function
'(v) = 1F1(c; 1− v; )
=
∞∑
n=0
(−1)n c(c + 1)(· · ·)(c + n− 1)
n!(v− 1)(· · ·)(v− n) 
n; (4.1)
where c¿ 0 and ¿ 0. There is again a Hurwitz-type result for '(v) which we believe to be new
here.
Proposition 4.1. Let c and v be as in Proposition 1.1 and let '(v) be de9ned by (4.1), where ¿ 0.
Then '(v)¿ 0.
Proof. We use the basic formula which, in the standard notation, is
F(a; c; ) =
(1 + a− c)
(a)(1− c)
{∫ ∞
0
e−tta−1(1 + t)c−a−1 dt − (c − 1)1−cF(1 + a− c; 2− c; )
}
[5, (11) p.197]. (The formula is also less visibly in [10, Sections 16.12 and 16.41].) In this formula,
we replace a and c by our current c and 1− v to obtain
'(v) =
(c + v)
(c)(v)
{∫ ∞
0
e−ttc−1(1 + t)−c−v dt + v
cosec v
(1 + v)
F(c + v; 1 + v; )
}
:
Hence again, when 2N ¡v¡ 2N + 1, all terms on the right here are positive, and the proposition
follows.
We are not aware that '(v) is associated with a SchrIodinger equation (1.3) in the same way that

(v) and  (v) are, where c appears as a scaling parameter in (1.5) and (1.6). Thus it is not clear
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that Proposition 4.1 has the same meaning as Propositions 1.1 and 1.2 in terms of antibound states.
Nonetheless, we can write
'(v) = 'N (v) +(N (v)
as in (1.10), where (N (v)¿ 0 in (2N; 2N + 1), and then consider the positive nature of 'N (v) for
arbitrary v¿ 2N . Corresponding to Proposition 4.1, we obtain the following result in the same way.
Proposition 4.2. Let c6 1. Then, for all v¿ 2N and all N,
'N (v)¿ 0:
Again, corresponding to (3.6)–(3.8), we ;nd the hyperbolae
(c − 18:4)(v− 24:7) = 430
(c − 9:6)(v− 17:1) = 151
(c − 7:1)(v− 15:6) = 102
which bound regions in which 'N (v)¿ 0 for N = 4; 5 and 6.
5. Generalised Bessel case
Our method, based as it is on (2.3), is not con;ned to the Bessel, hypergeometric and con2uent
hypergeometric cases already discussed. Let us consider here the example
)N (v) =
2N∑
n=0
(−1)n c1c2 · · · cn
n!(v− 1)(· · ·)(v− n) ; (5.1)
where again v¿ 2N and the cn satisfy
0¡c2n−1 = c2n (16 n6N ): (5.2)
In the ordinary Bessel series, we also have c2n = c2n+1 but we do not impose this restriction here.
Now (2.3) gives
m =
1
4
2m
2m− 1
v− 2m
v− 2m+ 1 (1− m−1)
−1
and thus the m depend on v only and not on the cn. Then, as already foreshadowed in (3.6)–(3.8),
)N (v)¿ 0 for
1. v¡ 24:7 when N = 4,
2. v¡ 17:1 when N = 5,
3. v¡ 15:6 when N = 6.
More precisely, these ;gures are 24.68 (for which 4 = 0:99992), 17.07 (for which 5 = 0:9994),
15.64 for which 6 =1:0012) and, further, 15.36 (for which 7 =0:9929). These restrictions on v are
a consequence of the generality of our method, as the following example of (5.1) for N =4 shows.
We consider v= 30 (¿ 24:68).
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Example 5.1. In (5.1), let N = 4 and v = 30. Also, let c1 = c2 = 60; c3 = · · · = c8 = 90: Thus we
have introduced a jump from c2 to c3 which does not occur in the ordinary Bessel series. However,
(5.2) is still satis;ed. A calculation shows that )4(30) has the negative value −0:0212819.
Nevertheless, we conclude by stating explicitly the conjecture which, as we have already indicated,
is inspired by Propositions 1.1, 1.2 and 4.1.
Conjecture 5.2. For all c¿ 0; v¿ 2N and N¿ 4; 
N (v)¿ 0;  N (v)¿ 0; 'N (v)¿ 0:
Note 5.3. A referee has pointed out that there are results on the zeros of hypergeometric
functions in [4, vol. 1, p.100 and vol. 2, pp. 59–60] and [7]. However, these results concern 2F1
with real parameters and do not feature anything corresponding to our v−intervals (2N; 2N + 1)
in Proposition 1.2.
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