Abstract-The recently developed blind techniques for multiuser detection in code division multiple access (CDMA) systems lead to several near-far resistant adaptive receivers for demodulating a given user's data with the prior knowledge of only the spreading sequence of that user. In the CDMA uplink, however, typically the base station receiver has the knowledge of the spreading sequences of all the users within the cell, but not that of the users from other cells. In this paper, group-blind techniques are developed for multiuser detection in such scenarios. These new techniques make use of the spreading sequences and the estimated multipath channels of all known users to suppress the intracell interference, while blindly suppressing the intercell interference. Several forms of group-blind linear detectors are developed based on different criteria. Moreover, group-blind multiuser detection in the presence of correlated noise is also considered. In this case, two receiving antennas are needed for channel estimation and signal separation. Simulation results demonstrate that the proposed group-blind linear multiuser detection techniques offer substantial performance gains over the blind linear multiuser detection methods in a CDMA uplink environment.
I. INTRODUCTION
C ONSIDERABLE recent research in the field of multiuser detection [21] has been focused on adaptive multiuser detection [7] . In particular, a blind adaptive multiuser detection method has been proposed in [6] , which allows one to use a multiuser detector [i.e., the linear minimum meansquare error (MMSE) detector] for a given user with no prior knowledge beyond that required for implementation of the conventional detector for that user. This method has been extended to address a number of other channel impairments, such as narrowband interference [15] , [16] , channel dispersion [19] , [20] , fading channels [2] , [11] , [22] , [29] , and synchronization [13] , [14] . More recently, a subspace approach to blind adaptive multiuser detection has been proposed in [25] . This new technique exhibits some advantages over the method in [6] . Moreover, within the subspace framework, extensions have been made to fading channels [17] , [23] , dispersive channels [24] , and antenna array spatial processing [25] for blind adaptive joint channel/array response estimation, multiuser detection, and equalization. Another salient feature of the subspace approach is that it can be combined with -regression techniques to achieve blind adaptive robust multiuser detection in non-Gaussian ambient noise channels [27] . These blind multiuser detection techniques are especially useful for interference suppression in code division multiple access (CDMA) downlinks, where a mobile receiver knows only its own spreading sequence. In CDMA uplinks, however, typically the base station receiver has the knowledge of the spreading sequences of a group of users, e.g., the users within its cell, but not that of the users from other cells. It is natural to expect that some performance gains can be achieved over the blind methods (which exploits only the spreading sequence of the given user) in detecting each individual user's data if the information about the spreading sequences of the other known users is also exploited. Such an idea was first explored in [8] - [10] , where a number of linear and nonlinear detectors were developed for synchronous CDMA systems, which improved the subspace blind method in [25] by taking into account the knowledge of the spreading sequences of other users within the same cell. In this paper, we generalize the idea in [9] and [10] and develop linear group-blind multiuser detection techniques that suppress the intracell interference, using the knowledge of the spreading sequences and the estimated multipath channels of a group of known users, while suppressing the intercell interference blindly. Several forms of such group-blind detectors are developed based on different criteria. It is shown through simulations that the proposed group-blind techniques significantly outperform the blind methods in a CDMA uplink environment.
Another issue addressed in this paper is blind and groupblind multiuser detection in the presence of correlated ambient channel noise. Although it is usually assumed that the ambient noise is temporally white, in practice, such an assumption may be violated, due to the interference from some narrowband sources, for instance. We extend the ideas of blind and group-blind multiuser detection to the case where the noise is correlated. In this case, it is assumed that the signal is received by two antennas well separated so that the output noise is spatially uncorrelated. Blind and group-blind multiuser detectors based on the canonical correlation decomposition (CCD) method is developed. Simulation results show again that the group-blind detector offers substantial performance gains over the blind detector in correlated ambient noise.
The rest of the paper is organized as follows. In Section II, the multipath CDMA signal model is presented. In Section III, blind channel estimation methods in the presence of both white and correlated noise are discussed. In Section IV, subspace blind linear detectors in both white and correlated noise are presented. In Section V, several forms of group-blind detectors are defined based on different criteria, and their expressions are derived for both white and correlated noise. In Section VI, simulation examples are provided to demonstrate the performance of the various algorithms developed in this paper. Section VII contains the conclusions.
II. SIGNAL MODEL
Consider a -user binary communication system, employing normalized modulation waveforms and signaling through their respective multipath channels with additive Gaussian noise. The transmitted signal due to the th user is given by (1) where denotes the length of the data frame; denotes the information symbol interval and , , and denote the amplitude, symbol stream, and delay of the th user's signal, respectively. It is assumed that for each is a collection of independent equiprobable random variables, and the symbol streams of different users are independent. For the direct sequence-spread spectrum (DS-SS) multiple access format, the user signaling waveforms are of the form (2) where is the processing gain, is a signature sequence of 1 s assigned to the th user, and is a chip waveform of duration . The th user's signal propagates through a multipath channel whose impulse response is given by (3) where is the total number of paths in the channel, and and are the complex path gain and the delay of the th user's th path, respectively. Throughout this paper, it is assumed that the channel is slowly time varying, such that the path gains and delays remain constant over the duration of one signal frame . Using (1) and (3), the received signal component due to the th user is then given by (4) where denotes convolution, and where using (2) (5) In (5), is the composite channel response, taking into account the effects of transmitter power, chip pulse waveform, and the multipath channel, given by (6) Since is zero outside the interval , is zero outside the interval . Hence, the composite signature waveform of the th user, defined in (5) , is zero outside the interval . The total received signal at the base station receiver is the superposition of the signals of the users, plus additive Gaussian noise, given by (7) where is a zero mean complex Gaussian noise process. At the receiver, the received signal is sampled at a multiple of the chip-rate, i.e., the sampling time interval is , where is the total number of samples per symbol interval. The th received signal sample during the th symbol is given by (8) 
Denote
Then using (4), we have (9) where (9) follows from the fact that is zero outside the interval . Hence, for the th user, (8) can be written as (10) In (10), the first term contains the th bit of the th user; the second term contains the intersymbol interference (ISI) from the previous bits of the th user; the third term contains the (12) As will be discussed in Section III-B, the smoothing factor is chosen according to . Note that for such , the matrix is a "tall" matrix, i.e., .
III. BLIND CHANNEL ESTIMATION
In this section, we consider the problem of estimating the physical channel of a given user from the received signal, based on the knowledge of the spreading sequence of that user. The estimated user channels are used to form linear blind and group-blind multiuser detectors, as will be discussed in Sections IV and V. The discrete-time channel model is presented in Section III-A. Blind channel estimation techniques in the presence of white and correlated ambient noise are discussed in Sections III-B and III-C, respectively.
A. Discrete-Time Channel Model
From (5) and (9), we have (13) Decimate into sub-sequences as (14) where the fourth equality follows from the fact that and . The sequence is obtained by sampling the composite channel response given in (6), at rate (15) The length of the sequence is determined by the length of support of . Since is nonzero only on the interval , we have
The sequences in (14) is obtained by down sampling the sequence by a factor of , i.e.,
From (14) 
B. Channel Estimation in White Noise
When the ambient noise is white, i.e., [here denotes a identity matrix], the autocorrelation matrix of the received signal in (12) is
where (22) is the eigendecomposition of . Since the matrix has full column rank , the matrix in (21) has rank . Therefore, in (22) diag contains the largest eigenvalues of in descending order (i.e., contains the corresponding orthonormal eigenvectors; and contains the orthonormal eigenvectors that correspond to the eigenvalue . It is easy to see that range range . The column space of is called the signal subspace and its orthogonal complement, the noise subspace, is spanned by the columns of . Denote as a -vector with all-zero entries except for the th entry, which is one. Define Then by (20) we have (23) The channel response can be estimated by exploiting the orthogonality between the signal subspace and the noise subspace [3] , [12] , [18] , [24] . Specifically, since is orthogonal to the column space of , and is in the column space of , we have (24) . (25) That is, the smoothing factor is chosen to be . Remark 1: Note that the estimated channel vector contains the information about both the timings and the complex gains of the multipath channel of the th user. Hence, this channel estimation method does not need the timing information of the multipath channel of the given user. The only prior knowledge it requires is the spreading waveform and the delay spread (in terms of number of symbol intervals) of that user. (For practical CDMA systems, the delay spread is usually one symbol interval.)
C. Channel Estimation in Correlated Noise
We next consider channel estimation in the presence of correlated ambient noise. The key assumption here is that the signal is received by two antennas well separated so that the noise is spatially uncorrelated. Then the two augmented received signal vectors at the two antennas can be written respectively as and (26) (27) where and contain the channel information corresponding to the respective antennas. It is assumed that the two antennas are well separated so that the ambient noise is spatially uncorrelated, i.e., . Denote . Denote further (28) (29) As before, in order to estimate the th user's channels , we need to first estimate the noise subspace null which is orthogonal to the signal subspace range . Following [28] , such a noise subspace estimate can be obtained by using the canonical correlation decomposition (CCD) of the matrix . Assume that the matrices and are both positive definite. The CCD of the matrix is given by [1] or (30)
The matrix has the form diag with
Partition the matrix as (32) where and are the first columns and the last columns of , respectively. is similarly partitioned into and . We then have [28] null range (
However, note that does not necessarily span the signal subspace range [28] . Finally, the th user's channel can be estimated from the orthogonality relationship (34) It has been shown that the CCD has the optimality of maximizing the correlation between the two sets of linearly transformed data [1] . Maximizing the correlation of the two data sets can yield the best estimate of the correlated (i.e., signal) part of the data. CCD makes use of the information of both and together with and creates the maximum correlation between the two data sets. On the other hand, the noise subspace null can also be estimated based on the singular value decomposition (SVD) of the matrix . However, since the SVD uses only the information and does not create the maximum correlation between the two data sets, it yields inferior performance to that of the CCD. Indeed, in [26] , two blind multiuser detectors in correlated noise, based on the SVD method and the CCD method, respectively, are compared in terms of bit error rate (BER). It is seen there that the CCD-based detector has much superior performance to the SVD-based detector.
IV. BLIND LINEAR MULTIUSER DETECTORS
A linear detector for user can be represented by a vector , which is applied to the received signal in (12) , to compute the th bit of the th user, according to the following rule:
Due to the structure of the received signal given by (12) , any reasonable linear detector should satisfy range . This is because any component of outside range will not affect the signal component in the detector output , but it will enhance the output noise level. Two forms of linear detectors are the linear zero-forcing detector and the linear minimum mean-square error (MMSE) detector, which are described next.
A. Subspace Blind Linear Detectors in White Noise
The linear zero-forcing detector for the th user has the form of (35) with the weight vector , such that both the MAI and the ISI are completely eliminated at the detector output, i.e., . It is given by
where denotes the pseudo-inverse. The linear MMSE detector for the th user has the form of (35) with the weight vector , where is chosen to minimize the output mean-square error (MSE), i.e.,
where . As discussed in Section III-B, when the ambient noise is white, i.e.,
, through an eigendecomposition of [cf. (22) ], the signal and noise subspaces can be identified. The two linear detectors (36) and (37) can be, respectively, expressed in terms of these signal subspace components, as [24] , [25] (38) (39)
Since the signal subspace components , , and , as well as the composite signature waveform of the given user can be estimated from the received signal, with the prior knowledge of only the spreading sequence of the given user, the detectors (38) and (39) are hence termed blind.
B. Subspace Blind Linear Detectors in Correlated Noise
As discussed in Section III-C, when the ambient noise is correlated, two antennas are needed at the receiver in order to estimate the channels. The linear MMSE detector for user at antenna is given by (40) where and are defined in (28) and (31), respectively. The second equality in (40) follows from the fact that in (31) is a unitary matrix; the third equality follows from the partitioning in (32), and the fact that . Since the blind estimate of discussed in Section III always has an arbitrary phase ambiguity, the data bits must be differentially encoded and decoded, i.e., the receiver detects . In order to make use of the received signal at both antennas, we use the following equal gain differential combining rule for detecting sgn
Finally, the blind linear MMSE multiuser detection algorithms in white and correlated noise are summarized in Table I . The CCD-based method is based on the fast algorithm for computing CCD in [28] . Min-eigenvector (a denotes the eigenvector corresponding to the minimum eigenvalue of the matrix A.
V. GROUP-BLIND LINEAR MULTIUSER DETECTORS
The blind linear detectors discussed in the Section IV are based on the assumption that the receiver knows only the spreading sequence of the given user. In the CDMA uplink, however, the receiver typically knows the spreading sequences of a group of users, e.g., users within the same cell. It is natural to expect that some performance gains can be achieved if the knowledge of other users' spreading sequences can be exploited in detecting each individual user's data. In this In what follows it is assumed that the receiver has the knowledge of the first users' spreading sequences, whereas the spreading sequences of the rest users are unknown to the receiver. Denote as the matrix consisting of the first columns of , where denotes the dimension of the subspace of the known users. It is assumed that has full column rank . [Recall that it is also assumed that has full column rank .
A. Group-Blind Linear Detectors in White Noise
The basic idea behind the group-blind detectors is to suppress the interference from the known users based on the spreading sequences of these users and to suppress the interference from other unknown users using subspace-based blind methods. We first consider the zero-forcing detector given by (36), which eliminates MAI and ISI completely, at the expense of enhancing the noise level. In order to facilitate the derivation of its group-blind form, we need the following alternative definition of this detector.
Definition 1 (Group-Blind Linear Zero-Forcing Detector):
The group-blind linear zero-forcing detector for user is given by the solution to the following constrained optimization problem: subject to (42)
In the Appendix, it is shown that . The second group-blind detector considered is a hybrid detector which zero-forces the interference caused by the known users and suppresses the interference from unknown users according to the MMSE criterion. 
Note that in general, is different from the linear MMSE detector defined in (37). The following results give expressions for the three groupblind linear detectors defined above in terms of the known users' channel matrix and the known-user signal subspace components and defined in (45). The proofs of these results are found in the Appendix.
Proposition 1 (Group-Blind Linear Zero-Forcing Detector-Form I):
The group-blind linear zero-forcing detector for the th user is given by In the above results, the group-blind detectors are expressed in terms of the known-user signal subspace components and defined in (45). Alternatively, they can be expressed in terms of the signal subspace components and of all users defined in (22) , as given by the following three results. Their proofs are also given in the Appendix.
Proposition 4 (Group-Blind Linear Zero-Forcing Detector-Form II):
The group-blind linear zero-forcing detector for the th user is given by (51)
Proposition 5 (Group-Blind Linear Hybrid Detector-Form II):
The group-blind linear hybrid detector for the th user is given by (52)
In order to form the group-blind linear MMSE detector in terms of the subspace , we need to first find a basis for the subspace range . Clearly, range range . Consider the (rank-deficient) QR factorization of the matrix (53) where is a matrix, is a nonsingular upper triangular matrix, and is a permutation matrix. Then the columns of forms an orthonormal basis of range .
Proposition 6 (Group-Blind Linear MMSE Detector-Form II):
The group-blind linear MMSE detector for the th user is given by (54) It is seen that the form-I group-blind detectors are based on the estimate of the signal subspace of the matrix , whereas the form-II group-blind detectors are based on the estimate of the signal subspace of the matrix . Since the signal subspace dimension of is less than that of , which is the form-I implementations in general give a more accurate estimation of the group-blind detectors. On the other hand, as discussed in Section III, the estimation of the given users' channels (in order to form is based on the eigendecomposition of . Hence, the form-II group-blind detectors are more efficient in terms of implementations, since they do not require the eigendecomposition (45), which is required by the form-I group-blind detectors. If, however, the user channels are estimated by some other means not involving the eigendecomposition of , then the form-I detectors can be computationally less complex than the form-II detectors, since the dimension of the estimated signal subspace of the former is less than that of the latter. (That is, of course, if the computationally efficient subspace tracking algorithms [4] , instead of the conventional eigendecomposition, are used.) The performance of the above detectors is assessed through simulations in Section VI.
Remark 2: In both the group-blind zero-forcing detector and the group-blind hybrid detector, the interfering signals from known users are nulled out by a projection of the received signal onto the orthogonal subspace of these users' signal subspace. The unknown interfering users' signals are then suppressed by identifying the subspace spanned by these users, followed by a linear transformation in this subspace based on the zero-forcing or the MMSE criterion. In the group-blind MMSE detector, the interfering users from the known and the unknown users are suppressed separately under the MMSE criterion. The suppression of the unknown users again relies upon the identification of the signal subspace spanned by these users.
B. Group-Blind Linear Detectors in Correlated Noise
We next consider the group-blind linear detector in correlated ambient noise based on the CCD method discussed in Section III-C. Similar to the case of white noise, let be the channel matrix of the known users at antenna . Since the signal subspace cannot be directly identified in the CCD, we will not consider the group-blind linear zero-forcing or MMSE detectors, which require the identification of some signal subspace. Nevertheless, the form-II group-blind linear hybrid detector can be easily constructed for correlated noise, as given by the following result. The proof is found in the Appendix. where is defined in (32). Again, the equal gain differential combining rule (41) (with replaced by ) is employed to detect the differential bit . Finally, the form-II group-blind linear hybrid detectors in both white and correlated noise are summarized in Table II .
Remark 3: Comparing Tables I and II , it is seen that the first three steps involved in computing the blind detector and the group-blind detectors are exactly the same. (Note that here a CDMA uplink scenario is considered and the detectors for all the users in the cell are computed.) In the fourth step, however, the group-blind detector involves computing an extra matrix inversion (cf.
Step 4 in Fig. 2 ). Since the dominant computation in both the blind detector and the groupblind detector is the eigendecomposition in Steps 2 and 3, the group-blind detector introduces little attendant increase in computational complexity. 
VI. SIMULATION EXAMPLES
In this section, we provide computer simulation results to demonstrate the performance of the proposed blind and groupblind linear multiuser detectors under a number of channel conditions. The simulated system is an asynchronous CDMA system with processing gain . The -sequences of length 15 and their shifted versions are employed as the user spreading sequences. The chip pulse is a raised cosine pulse with roll-off factor 0.5. The initial delay of each user is uniform on . Each user's channel has paths. The delay of each path is uniform on . Hence, the maximum delay spread is one symbol interval, i.e.,
. The fading gain of each path in each user's channel is generated from a complex Gaussian distribution and fixed for all simulations. The path gains in each user's channel are normalized so that each user's signal arrives at the receiver with the same power. The over sampling factor is . The smoothing factor is . Hence, this system can accommodate up to users. The number of users in the simulation is ten, with seven known users, i.e., and . The length of each user's signal frame is . In each simulation, an eigendecomposition is performed on the sample autocorrelation matrix of the received signals. The signal subspace consists of the eigenvectors corresponding to the largest eigenvalues. (Recall that is the dimension of the signal subspace.) The rest eigenvectors constitute the noise subspace. An estimate of the noise variance is given by the average of the smallest eigenvalues. For algorithmic details of the matrix operations involved in computing the various detectors, see [5] .
A. Receiver Performance in White Noise
We first compare the performance of four exact detectors (i.e., assuming that and are known), namely: 1) the linear MMSE detector in (37); 2) the linear zero-forcing detector in (36) [or equivalently, the group-blind linear zero-forcing detector in (42), since 3) the group-blind linear hybrid detector in (43); 4) the group-blind linear MMSE detector in (46) and (47). For each of these detectors and for each value of , the minimum and the maximum BER among the seven known users is plotted in Fig. 1 . It is seen from this figure that, as expected, the closer the detector is to the true linear MMSE detector, the better its performance is.
Next the performance of the various estimated group-blind detectors (i.e., the detectors are estimated based on the received signal vectors) is shown in Fig. 2 . It is seen that at low , the group-blind MMSE detectors perform the best; whereas at high , the group-blind hybrid detectors perform the best. This is because the hybrid detector zeroforces the known users' signals and it enhances the noise level, whereas the group-blind linear MMSE detector suppresses both the interference and the noise. At high , the group-blind hybrid and group-blind MMSE detectors tend to become the same. However, the implementation of the latter requires the estimate of the noise level. When the noise level is low, the estimate is noisy, which consequently deteriorates the performance of the group-blind MMSE detector. It is also seen that the performance of the form-I detectors is only slightly better than the corresponding form-II detectors, at the expense of higher computational complexity.
Comparing Figs. 1 and 2 , it is seen that the performance of the estimated detectors is of substantial distance from that of the corresponding exact detectors, for the block size considered here (i.e.,
. It is known that the subspace detectors converge to the exact detectors at a rate of [25] . It is also seen from Fig. 2 that the form-II hybrid detector performs very well compared with other forms of group-blind detectors, even though it has the lowest computational complexity. Hence, in the subsequent simulation studies, we will compare the performance of the form-II hybrid detector with some previously proposed multiuser detectors.
We next compare the performance of the group-blind hybrid detector with that of the blind detector for the same system. The result is shown in Fig. 3 , where the BER curves for the blind linear MMSE detector given by (39), the form-II groupblind linear hybrid detector given by (52), and a partial MMSE detector are plotted. The partial MMSE detector ignores the unknown users and forms the linear MMSE detector for the known users using the estimated matrix . It is seen that the group-blind detector significantly outperforms the blind MMSE detector and the partial MMSE detector. Indeed, the blind MMSE detector exhibits an error floor at high values. This is due to the finite length of received signal frame, based on which the detector is estimated. The group-blind hybrid MMSE detector does not show an error floor in the BER range considered here. Of course, due to the finite signal frame length, the group-blind detector also has an error floor. But such a floor is much lower than that of the blind linear MMSE detector.
b. Receiver Performance in Correlated Noise
Next, we consider the performance of the blind and the group-blind linear detectors in correlated noise. The noise at each antenna is modeled by an second order autoregressive (AR) model with coefficients , i.e., the noise field is generated according to (56) where is the noise sample at antenna and sample and is a complex white Gaussian noise sample. The AR coefficients at the two antennas are chosen as and . The performance of the group-blind linear hybrid detector given in Table II is compared with that of the blind linear MMSE detector given in Table I . The result is shown in Fig. 4 . It is seen that similar to the white noise case, the proposed group-blind linear detector offers substantial performance gain over the blind linear detector.
Remark 4: Theoretically, both the blind detector and the group-blind detector converge to the true linear MMSE detector (at high signal-to-noise ratio) as the signal frame size . Hence, the asymptotic performance of the two detectors is the same at high signal-to-noise ratio (SNR). However, for a finite frame length , the group-blind detector performs significantly better than the blind detector, as seen from the earlier simulation results. An intuitive explanation for such performance improvement is that more information about the multiuser environment is incorporated in forming the group-blind detector. For example, consider the two detectors in white noise summarized in Tables I and II . The computation for subspace decomposition and channel estimation involved in the two detectors is exactly the same (cf. Steps 1-3 in Tables I and II) . However, the blind detector is formed based solely on the composite channel of the desired user (cf.
Step 4 in Table I ); where as the group-blind detector is formed based on the composite channels of all known users (cf. Step 4 in Table II) . By incorporating more information about the multiuser channel, the estimated group-blind detector is more accurate than the estimated blind detector, i.e., the former is "closer" to the exact detector than the latter. Of course, an analytical performance comparison between the group-blind detector and the blind detector under finite sample size is of particular interest and will be investigated in the future.
Remark 5: It is seen from Fig. 1 that when the spreading waveforms and the channels of all users are known, all three forms of the exact group-blind detectors perform worse than the linear MMSE detector, which is the exact blind detector. This is because the zero-forcing and the hybrid group-blind detectors zero-force all or some users' signals and enhance the noise level, whereas the group-blind MMSE detector is defined in terms of a specific constrained form (cf. Definition 3), which in general is different from the true MMSE detector. However, with imperfect channel information, the roles are reversed and the group-blind detectors outperform the blind detector. Of course, both the blind and the group-blind detectors are developed based on the assumption that the multiuser channel is not perfectly known, and the study of the performance of the exact detectors is only of theoretical interest. Nevertheless, it is interesting to observe that by changing the assumption on the prior knowledge about the channel, the relative performance of two detectors can be different.
VII. CONCLUSIONS
In this paper, we have developed group-blind linear multiuser detection techniques for demodulating a group of given users in the uplink of a CDMA network. These new techniques make use of the spreading sequences and the estimated multipath channels of all known users to suppress the interference caused by users within the group and blindly suppress the interference caused by other unknown users. Several forms of group-blind linear detectors are defined based on different criteria, and their expressions are derived. Moreover, group-blind multiuser detection techniques in the presence of correlated noise have also been developed. It is seen that the form-II group-blind linear hybrid multiuser detectors (cf. Table II) in both white and correlated noise have low computational complexities and very good performance, making them the ideal candidates for implementation in practical systems. Simulation results have demonstrated that the proposed group-blind linear multiuser detection methods offer substantial performance gains over the blind linear multiuser detection techniques in a CDMA uplink environment, with little attendant increase in computational complexity. Some possible future directions of research on group-blind multiuser detection include analytical performance comparisons between the group-blind detectors and the blind detectors and sensitivity analysis of subspace rank mismatch on the detector performance.
APPENDIX

Proof of
We show that the group-blind linear zero-forcing detector defined in (42) where the second equality follows from , the third equality follows from and , and the fifth equality follows from (53). Substituting (67) into (66) we obtain (54).
Proof of Proposition 7: Following the same derivation as in (64), we have (68) where the second equality follows from the definition in (31) and the last equality follows from (32) and the fact that .
