Abstract. A Java-based tool-supported software development and analysis framework is presented, where monitoring is a foundational principle. Expressive requirements specification formalisms can be included into the framework via logic plug-ins, allowing one to refer not only to the current state, but also to both past and future states.
Introduction
This paper presents a monitoring oriented programming (MOP) software development and analysis environment for Java, named Java-MOP. Based on the belief that specification and implementation should together form a system and interact with each other by design, we proposed the MOP framework [2] , aiming at increasing the quality of software through monitoring of formal specifications against running programs.
There are several software development approaches in the literature based on the very basic idea of monitoring. Design by Contract (DBC) [10] related approaches, e.g., Jass [3] and JML [8] , allows specifications to be associated with classes as assertions and invariants, which are compiled into runtime checks. Runtime verification (RV) [5] is an expanding area dedicated to provide more rigor in testing, essentially as a complementary approach to model checking software systems. There are several RV systems, including Java-MaC [7] , Temporal Rover and its follower DB Rover [4] , JPaX [6] and its followers Eagle [1] and JMPaX [12] .
What distinguishes the MOP from these approaches is its ability to be extended with new logics and to support self-recovery at violation. Practice has shown that there is no "silver bullet" logic to formally express any requirements. Some can be best expressed using a certain logical formalism, for example temporal logics, while others can be best expressed using other logics, like that of JML, or domain-specific logics. On the other hand, programming languages are intended to be universal. For these reasons, MOP provides the capability of adding logics on top of a target programming language via logic plugins.
Monitoring can also provide a strong foundation for increasing the quality, robustness, and confidence in the correctness of complex software systems. The Simplex [13] architecture shows an example to smoothly upgrade control systems based on monitoring. Therefore, MOP supports the user to define violation and/or validation handlers along with specifications, which can be highly complicated recovery actions. These handlers will be automatically triggered at runtime when the specification is violated or validated, in order to recover the program from unsafe states. The client part contains the Java annotation processors, which integrate the monitoring code generated by the server into the system, according to configuration attributes of the monitor. In addition, the client part is also in charge of instrumenting the code to generate events to be monitored. Currently, Java-MOP is using AspectJ as the instrumentation mechanism. AspectJ aspects are produced for specifications to be monitored. AspectJ, however, also imposes some limitation in our implementation. The integration made by AspectJ is static while the monitoring is dynamic. This brings difficulties and inefficiencies when monitoring dynamic entities. For example, for a class invariant, one may need to monitor every update of anObject.aField instead of afield of any object whose class is the same as anObject. Monitor synthesis. Every logic plugin essentially encodes an algorithm to synthesize monitoring code for a specific formalism. We have devised monitor synthesis algorithms for future time and past time temporal logics, as well as for extended regular expressions, JASS, and JML.
-JML and Jass. These DBC-based approaches follow the idea of including specifications into the code and then pre-compiling them into runtime checks. So we are able to smoothly include them in Java-MOP. The original syntax of JML and JASS annotations has been slightly modified, to fit the uniform, logic-independent syntactic conventions in Java-MOP [11]. -Temporal Logics. Temporal logics have proved to be indispensable and expressive formalisms in the field of formal specification and verification of systems [9] . Since MOP can be regarded at some extent as a complementary, but still related, approach to formal verification, we provide logic plug-ins to support past and future time variants of temporal logics. -Extended Regular Expression. Regular expressions provide an elegant and powerful specification language for monitoring requirements, because an execution trace of a program is in fact a string of states. Extended regular expressions (ERE) add complementation to regular expressions, which gives one the power to express patterns on traces non-elementarily more compactly. A logic plugin for ERE has been incorporated into Java-MOP.
Steering Behaviors of Monitors. Besides adding more rigor to testing, MOP is especially intended to be a monitoring tool to assure correctness during program execution. To support runtime recovery, MOP provides a the capability to steer the execution of the program when requirements are violated or validated. Users can provide handlers for the violation or validation of monitored properties. These handlers can not only report errors or throw exceptions, but also execute complicated actions, e.g., resetting states or rebooting the system. Therefore, critical monitors can be automatically integrated into the final system to correct the system at runtime.
MOP monitors can have different running scope. It can be a class invariant, which is checked at every change of the class state. Or it can be a interface constraint, which is checked when a client invokes the interface of the class. Java-MOP also supports method pre-/post-conditions and checkpoint assertions. Besides, users can also choose if the system needs to wait for the checking result or not. The keywords synchronized and asynchronized are used for this purpose. The motivation behind asynchronous monitors is that some properties are not critical and the system does not have to react to the violation. In such cases, asynchronous mode can avoid unnecessary waiting and reduce the runtime overhead. Besides, some logics, e.g., context-free languages, may require the generated monitor to wait until the next events to proceed. This paper presents a development and analysis environment for Java, which supports the MOP paradigm. Monitors will be generated from formal specifications and then used to verify the execution of the system. Users can define self-recovery actions for the violation of specifications. More logic plugins for useful specification languages will be added into Java-MOP in order to support different domain requirements.
A Usage of Java-MOP Java-MOP supports two kinds of input files. One is a separated specification file that contains a list of MOP specification. The other is the annotated Java file, in which MOP specifications are inserted as special comments, using /*@ and @*/. Monitoring code is synthesize from specifications and integrated into the original program. Java-MOP is using AspectJ as the intrumentation mechenism. Therefore, AspectJ code are generated to incorporate monitors.
Java-MOP provides both a textual and a graphical user interface. The textual one consists of a simple command taking one or more names of annotated Java files or separated specification files as input and generating corresponding aspect and/or Java files, in which monitors are synthesized and integrated appropriately. The textual interface is typically used for batch processing, which is recommended when lots of monitors need to be generated and/or when they involve complex logical formulae which need a long time to be processed.
A friendly GUI interface is also implemented, based on the Eclipse platform. The Java-MOP tool provides an editor plug-in for Eclipse, called Annotated Java Editor, which can be used to process MOP annotations in a interactive way. A snapshot of the interface is shown in Figure 2 . Java-MOP is available to download at http://fsl.cs.uiuc.edu/mop. We also provide an Web-based interface for Java-MOP at this URL, through which one can use Java-MOP online instead of installing it locally.
B An Example about Concurrent Problems
MOP can be used in any software project whose requirements can be translated into runtime monitors. One can use MOP either during testing, to catch errors, or during operation, to detect and recover from errors. In this section we show an example where the use of MOP increases the robustness of a software system through online detection of requirements violations due to "unexpected" thread interleavings; moreover, once a violation is detected, user-provided recovery code is executed, thus reflecting MOP's runtime detect-and-recover capability. Figure 3 shows a Java code fragment for an HTTP client. The client first requests access to the server. If not granted, it adds itself into a waiting queue (/*1*/) and then suspends itself (/*2*/), waiting for another client to resume it. If granted, it does its work with the server and then it resumes a waiting client, if there is any waiting (/*3*/). The client continuously requests access to the server in a loop. To avoid dataraces, the access to the waiting queue needs to be synchronized. There are (at least) two subtle concurrency errors in this code. The first is as follows. Suppose that a client's access is denied for some reason and that, right before it adds itself to the suspendedClients queue (at /*1*/), the thread scheduler delays it long enough that all the other clients terminate their job. Our client then continues its buggy code and adds itself to the waiting queue, but, unfortunately, there is no other client working with the server to ever resume it. Thus, the server ends up being idle while there is still a client waiting to be granted; that client will never be granted access unless another client will request and be granted access, to eventually resume the starved client.
The other concurrency error is as follows. Suppose that a client is denied access, then puts itself into the waiting queue, and then right after releasing the lock but before suspending itself (at /*2*/) it is delayed long enough by the thread scheduler to allow another client to remove it from the waiting queue and resume it (/*3*/) -resume has no effect if the thread is not suspended. Then the thread regains control and continues its buggy code and suspends itself. Now there is no information about its suspension in the waiting queue, so no other client will ever resume it: this client is suspended forever.
One could try to fix these concurrency errors by enforcing additional atomicity, such as by synchronizing the check for server access, the waiting queue operation, and/or the suspend action. However, besides the usual efficiency penalties, such additional synchronizations are deadlock prone; in particular, since suspend() does not release the locks that the corresponding thread holds, its occurrence in a synchronized section is almost equivalent to a deadlock.
Both errors are very little likely to occur in a particular execution, so they are hard to catch during testing; and even if they occur during a testing session, they may be very hard to locate. Moreover, since these are concurrency errors caused by non-deterministic thread interleaving, it is difficult to reproduce them. Hence, detection, localization and correction of these subtle bugs will be a timeconsuming challenge even for experienced programmers. Undoubtedly, if they are not fixed and occur after the deployment of the system, they may have serious consequences.
What MOP provides here is a way to avoid the tedious tasks above, still assuring correct execution of the HTTP client code. Essentially, MOP provides a mechanism to detect-and-recover from these errors at runtime. Without even having or understanding a particular implementation of an HTTP client, one can state that a basic natural requirement for using suspend() and resume() is that, for any thread, calls to suspend() and resume() alternate and start with a suspend(). This can be specified as a regular pattern, namely (suspend() resume())*, disregarding any other unrelevant events. An MOP tool can automatically generate and integrate a runtime checker for this requirement, thus detecting the second bug above, in case it occurs, since it is caused by a mis-order of calls, namely, resume() is called before a corresponding suspend(). Figure 4 shows this requirement specified in Java-MOP. Here the underlying formalism is that of extended regular expressions (ERE), and that is stated first. This way, Java-MOP knows which logic plug-in to use for generating the monitoring code. Then the events to monitor are declared, which form the atoms over which the requirements are then formalized as a regular expression. The called event is qualified with the current object, not with the caller, and can also bind the arguments of the called method for further use in warning messages or recovery (not the case here). One can also declare local variables, such as flag, for use in the generated monitor and can associate actions to events. Here the actions are very simple, they only set the flag variable to recall the method-call that occurred last. The violation handler allows one to carry out any task when the requirements are violated; though common, errorreporting and/or exception raising are just simple special cases. Here, e.g., the monitor recovers from the error by adding the wrongly resumed thread back to the waiting queue. Thus, Java-MOP can not only help one better locate errors, but also recover online. What follows shows the generated monitoring aspect for the specification in Figure 4 . public aspect HttpClientMonitorAspect { public int HttpClient.ERE_0_state = 0; public int HttpClient.ERE_0_flag = -1; public boolean HttpClient.ERE_0_success = false; /*********************** Monitor for ERE_0 starts ***************/ pointcut ERE_0MEv0() : target(HttpClient) && call(void suspend()); before (HttpClient thisObject): target(thisObject) && ERE_0MEv0() { boolean event0=false, event1=false; System.out.println("suspend() called twice before resume() in HttpClient!"); } } } /*********************** Monitor for ERE_0 ends ***************/ } The first concurrency error above, which is admittedly very little likely to occur in a concrete situation and very likely to self-recover (when another client is granted access), is however not fixed by the above Java-MOP specification. This error yields a violation of an important liveness property, namely that "any suspended client will be eventually resumed". This property can be easily expressed formally in linear temporal logic, and Java-MOP is equipped a logic plug-in for LTL. Unfortunately, such unbounded liveness properties are not monitorable , and indeed, the LTL logic plug-in of Java-MOP generates an empty monitor for this property. Fortunately, one can use metric temporal logic (MTL) to state bounded liveness properties of the form "any suspended client will be eventually resumed in t seconds". The generated monitor would check if a thread is resumed t seconds after it suspends, and the violation handler can be used to resume the starved thread.
Since the properties to check can and should be extracted from the informal requirements specification of a system, they should typically be independent from any implemention details, so they can be provided by the system designers or analyzers even before the process of implementation starts. Programmers then only need to provide the violation handlers, which can contain any recovery code suitable for the particular implementation. If robustness of the system is a serious concern, programmers should think about recovery and complement the formal requirements with recovery code even though they believe this is redundant.
In this example we have only discussed how MOP can detect violations of trace-related properties expressed using regular expressions and/or temporal logics. While these formalisms are relatively expressive and easy to understand by ordinary programmers, it is worth noticing that MOP is not limited to these. In fact, any specification language supported by a corresponding MOP logic plugin, which encapsulates a monitor synthesis algorithm, can be employed. For instance, we could have also used a JML specification in this example (Java-MOP has a JML logic plug-in as well), although that would have been more complicated.
C Case Study on JavaCard
We evaluated the effectiveness of Java-MOP on Sun's standard Java Card API 2.1 informal specification with the reference implementation of Java Card API 2.1. It was initially motivated by the already implemented JML specification for the Java Card API. The complete case study report can be found on our website, http://fsl.cs.uiuc.edu/mop. Here we only present some conclusions.
The standard Java Card API 2.1 consists of four packages, namely, java.lang with 12 classes, javacard.security with 17 classes and interfaces, javacard.framework with 18 classes and interfaces, and an optional javacardx.crypto package. The corresponding specification presents an informal description of requirements for the implementation. Our study focuses on APIs constraints, putting aside the functional specifications and properties related to lower level details. In addition to straightforward pre-conditions, post-conditions, and exceptional conditions, our review reports around 40 critical properties. This number is of course debatable, since one could have different ways of defining formal specifications from informal specifications. So to make the problem clear we classified these properties into three categories.
-History-based constraints on method calls. These specifications give the order that method calls should follow or avoid, as well as constraints on method calls after specific events happen. For example, an applet cannot be selected before it has been successfully installed. Another example is that if a specific APDUException is thrown by an APDU 1 instance, then there should not be any new call to the method sendBytes of this instance. -Global properties. Such properties specify constraints related to the whole runtime system. They require more information than that contained in a single object. An example of a global property is that "there should not be more than one applet selected by the runtime environment simultaneously". -Constraints on accesses to specific objects. They are related to the safe use of critical objects in the system. For instance, the buffer of an APDU should not be modified after the method setOutgoingAndSend() is called.
In our perspective, what this review clearly brings to the fore is the importance of temporal constraints in these specifications. Essentially, almost all of these properties are temporal.
History-related constraints on the method calls represent the major part of these critical properties (around 30 out of 40). They assure the safe execution of the system and can be easily expressed as temporal properties using ERE or LTL or any other possible logics, as shown in the Applet class example. JML is able to specify some of them using ghost variables. However, as we argued previously, such a solution results in a tangled and error-prone model, and actually many such properties were left undefined in the JML specification.
Global properties can be specified in the current Java-MOP prototype, except for those concerning interactions among different classes. Such properties are very hard to formalize in DBC-like languages because they require introducing global variables. As for constraints on access to objects, they can be specified in Java-MOP provided that they concern updates and not only readings. Even though JML is able to formalize such properties, they cannot be turned into runtime assertions because of the limitations of the JML runtime checker.
Therefore, allowing the use of logics such as ERE or LTL provides a more concise and dependable way to formally specify and check time-related properties at runtime, significantly improving the expressiveness of the specification. And since Java-MOP also supports the JML specifications, we now provide a quite comprehensive specification for the Java Card reference implementation, which can be turned into runtime checks automatically. A more complete API specification, combined with the ability to check all these properties at runtime and in some cases to recover from violations of requirements, will greatly help the user to develop more reliable software using the APIs.
