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1. 序論
自律移動ロボットに求められる代表的な機能の一つと
して，特定の人物の追跡が挙げられる．人物追跡は，荷物
運搬や監視，見守り等において必須の機能である．また，
その用途の多様性から，運用される環境も工場から日常
生活まで幅広い．運用環境が屋内外を問わず，またター
ゲット以外の物体や人物が存在する環境も想定される．
これまでに実環境での運用を目標とした人物追跡ロボッ
トの研究が盛んに行われてきた．また，その多くでカメ
ラがセンサとして使用され，カラー情報を用いてターゲッ
トを追跡する (1, 2, 3)．しかし，カラー情報は照明の変化
の影響を受けやすい問題がある．さらに，使用環境にター
ゲット以外の人物が存在する場合，カラー情報の変化は
ターゲットを誤検出する要因となる (4)．
そこで，本論文では照明が多様であり，かつ複数の人
物が存在する環境での移動ロボットによる人物追跡手法
を提案する．提案手法では，ステレオカメラを用い，ス
テレオ情報とカラー情報により追跡を行う．まず，照明
環境に依らず取得可能な三次元情報を用い，ターゲット
の候補領域を抽出する．候補領域の中から，カラー特徴
と位置特徴に関する評価値を組み合わせることで，ター
ゲットを判別する．判別の際には，追跡環境に応じて各
特徴に関する評価値に重みづけを行う．周囲の物体や人
物によるオクルージョンに対応するためにオクルージョ
ン検出および対策手法を導入する．実環境での追跡実験
により，提案手法の有用性を検証する．
2. 提案手法
2.1 候補領域の抽出
ステレオカメラより得られる三次元情報を，Fig. 1(a)
で示されるロボット座標系の三次元空間内にプロットし
点群を作成する（Fig. 1(b)，1(c)）．この三次元空間を
ボックスに分割し，近傍ボックスをラベリングする．ま
た，Mean-shift法を用いて，領域分割・統合処理を行う．
得られたボックス群の大きさにより，追跡対象の候補と
なる領域を抽出する（Fig. 1(d)）．
2.2 ターゲットの判別
カラー特徴と位置特徴によりターゲットモデルが作成
されると追跡が開始される．ターゲット判別には，各特
徴に関する評価値の組み合わせにより定義された，ター
ゲットモデルと候補との相違度を用いる．組み合わせの
際に，追跡する環境に応じて各評価値に重みづけを行う．
重みとして，照明変動を示すパラメータ，及びターゲット
(a) X-Y-Z coordinates (b) Example of color
image
(c) Point cloud (d) Result of segmen-
tation
Fig. 1 Details of candidate extraction. 3D infoma-
tion is given, simultaneously with a color image.
The infomation is projected into a space and point
cloud is acquired. In (c), The blue points mean
close to the camera, and the red ones mean far
from the camera. The space is divided into boxes
and labeled. Mean-shift clustering contributes
segmentation of candidates region
候補間での各特徴の相違性を示すパラメータを導入する．
2.2.1 カラー特徴と位置特徴の評価値
抽出された候補領域の中からカラー特徴と位置特徴を
用いてターゲットを判別する．
カラー特徴として，HSV色空間の色相 (h)と彩度 (s)
を用いる．ターゲットのカラーヒストグラムのモデル
Ht(h; s)と各候補領域のカラーヒストグラム Hc(h; s)と
を次式により比較する．
Rc =
s
1 
X
h
X
s
p
Ht(h; s)Hc(h; s) (1)
なお，各ヒストグラムはそれぞれの全点数により予め正
規化される．算出されたRcをカラー特徴に関する評価値
とする．
また，位置特徴として Fig. 1(a)のロボット座標系 X，
Y におけるターゲットの位置モデル (Xt; Yt)と各候補領
域の位置 (Xc; Yc)とを次式により比較し，位置に関する
評価値 Rp とする．
Rp = k
p
(Xt  Xc)2 + (Yt   Yc)2 (2)
kは正規化定数である．Rpが 1.0以上となる領域はター
ゲット候補から除外する．また，ターゲットの位置モデ
ルにはカルマンフィルタにより予測された位置を用いる．
2.2.2 各特徴への重みの作成
照明変動は，光源方向や種類に依存する色味変化と光
量に依存する明るさの変化に大別される．提案手法では，
カメラ画像の自動調整機能の出力値から各変化が表され
ると仮定し，出力値により照明変動を示すパラメータを
定義する．パラメータ作成には，壁に貼った画用紙を照
度を変化させながら撮影した実験（Fig. 2）の結果を用
いる (5)．画像の自動調整機能であるホワイトバランス，
シャッタースピード，ゲインのオンオフを切り替えて取得
した画像より，カラー特徴に関する評価値（式 (1)）と各
機能の出力値が Fig. 3のように変化する結果が得られて
いる．環境の色味変化を示すパラメータ Pc，明るさ変化
を示すパラメータ Plを，実験で得られたカラー情報の変
化に沿うように各機能の出力値を変数とした関数により
定義する．
Pc = f(jRj+ jBj) (3)
Pl = g(jSj; jGj) (4)
ここでRとBはホワイトバランスの赤ゲインと青ゲ
インの変化量を示し，jSjと jGjはシャッタースピー
ドとゲインの変化量を表す．照明変動を示すパラメータ
を Pc，Pl を変数とする関数 h(Pc; Pl)と定義する．
照明変動の小さい環境でも，ターゲットと周囲の人物
のカラー情報が類似する場合には，位置特徴の評価値へ
の重みを大きくする必要がある．一方でターゲットと周
囲の人物の位置が近い場合には，カラー特徴の評価値に
重みを置くことが望ましい．そこで，ターゲット候補間で
の各特徴の相違性も重みとして導入する．ターゲット候
補に対してカラーと位置の評価値を算出した結果，最小
となる値をそれぞれRc1，Rp1，その次に小さい値をRc2，
Rp2 とする．それぞれの差 Ec，Ep を候補間での各特徴
の相違性を示すパラメータする．
Ec = Rc2  Rc1 (5)
Ep = Rp2  Rp1 (6)
以上のパラメータを用いて，カラー特徴と位置特徴の
評価値 Rc，Rp に対する重みW を作成する．
W =
h(Pc; Pl)Ec
h(Pc; Pl)Ec + Ep
(7)
2.2.3 ターゲットモデルと各候補との相違度
ターゲットモデルと各候補領域との相違度Dを次式の
ように定める．
D =WRc + (1:0 W )Rp (8)
なお，照明変動以後に位置情報のみに依存した追跡が継
続されるのを防ぐために，Dがしきい値以下のときター
ゲットのカラーモデルの更新を行う．その際，Pcや Plの
値は 0にリセットされる．
609 [lx] 533 [lx] 414 [lx]
311 [lx] 203 [lx] 122 [lx]
86 [lx] 38 [lx] 19 [lx]
Fig. 2 Captured images under each luminance. The
color information in each red rectangle is used to
calculate the evaluation values of color feature.
(a) The inuence of white-balance changes on color dis-
similarity
(b) The inuence of shutter speed and gain changes on
color dissimilarity
Fig. 3 The changes in the evaluation value of color
feature and automatic adjustments of a camera
2.3 オクルージョン対策
追跡対象と周囲の人物の位置関係により，オクルージョ
ン発生の状態を三つに大別する．
STATE 1：オクルージョンが発生していない状態
STATE 2：オクルージョンが発生しているが
追跡対象が検出されている状態
STATE 3：オクルージョンにより追跡対象が
検出されていない状態
Fig. 4に追跡対象と周囲の人物，及びステレオカメラの
位置関係の俯瞰図を示す．ただし，青い矩形はステレオ
カメラを，点線はステレオカメラの各カメラで撮影可能
な範囲を表している．同図を用いて，それぞれの状態を
定義し，状態に応じて処理を施す．
(1) STATE 1
追跡対象の領域の右左端にマージンを設けた位置とス
テレオカメラの各カメラとを結んだ直線に囲まれる領域
を Region Aとする．Region Aに他の人物や物体が存在
しない状態（Fig. 4(a)）を STATE 1と定義する．このと
き，遮蔽物の存在がないことから，追跡対象の正確な色
情報が得られると考えられる．そこで，時々刻々の照明
環境に対応するために追跡対象の色情報の更新は必須と
なるため，STATE 1のフレームにおいては色情報の更新
処理を行う．
(2) STATE 2
Fig. 4(b)のように，Region Aに他の物体や人物が存
在しているが，追跡対象が検出されている状態を STATE
2とする．Region Aに存在する物体や人物によって遮蔽
される領域をRegion Bと設定する．このとき，各物体や
人物について，カルマンフィルタを適用し，位置情報に
基づいた追跡処理を行う．フレーム間での人物の対応付
けには，式 (2)と同様にユークリッド距離を用いる．た
だし，この追跡処理においては，式中 (Xt; Yt)は追跡処
理を施されている各物体や人物の予測位置とする．
(3) STATE 3
追跡対象が検出されていないフレームにおいて，
Fig. 4(c)のようにRegion Bに追跡対象の予測位置が入っ
ている場合を STATE 3とする．このとき，追跡対象が検
出されていない原因はオクルージョンにあるため，追跡
対象に対するカルマンフィルタの継続時間を延長する処
理を行う．また，STATE 2で行った周囲の物体や人物の
対応付けを STATE 3においても継続する．追跡対象の
予測位置から算出される Region Aに，新たに物体や人
物が入ってきた際にも，同様にカルマンフィルタを用い
て追跡を行う．
3. 実験
提案手法を用いて，実環境において移動ロボットによ
る追跡実験を行った．移動ロボットには Pioneer 3-AT
（Adept MobileRobots）を，ステレオカメラには Bum-
blebee2（Point Grey Research）を使用した．実験では 3
分 23秒の追跡を行い，1825枚の画像を取得した．追跡
環境を Fig. 5に示す．
実験結果を適合率 P，再現率 R，F 値 F により評価
する．
P =
A
A+B
，R = A
A+ C
, F =
2PR
P +R
(a) STATE 1 (b) STATE 2
(c) STATE 3
Fig. 4 Details of occlusion states. When occlusion
does not occur, the occlusion state is dened as
STATE 1. STATE 2 is the situation when par-
tial occlusion occurs, but a target is still correctly
identied. With total occlusion and target dis-
identication, the state is shown as STATE 3.
Table 1 Experimental results
適合率 P [%] 再現率 R [%] F値 F [%]
98.4 96.6 97.5
A：追跡対象人物が正しく検出されたフレーム数
B：追跡対象人物以外が検出されたフレーム数
C：追跡対象人物が存在していたが何も検出されなかっ
たフレーム数
適合率はターゲット検出の正確性を，再現率は検出の網
羅性を表す．F値は適合率と再現率の調和平均である．
なお，式 (2) 中 k = 0:6 m 1 とし，2.2.2 項の各パラ
メータを以下のように設定した．
Pc = 0:1(jRj+ jBj) (9)
Pl = (2:0jSj+ 3:0jGj) × 10 3 (10)
h(Pc; Pl) =
8<:1:0  (Pc + Pl) ((Pc + Pl)  1:0)0 ((Pc + Pl) > 1:0)
(11)
実験結果をTable 1に示す．また，Fig. 6にはターゲッ
ト検出の様子を示す．図中の赤い矩形が検出したターゲッ
トである．
実験の結果，98%以上の適合率，96%以上の再現率，97%
以上のF値を得られた．誤検出は，Fig. 7のようにカラー
特徴への重みが小さくなる環境でターゲット（図中矩形
の左の人物）と他の人物（図中矩形の右の人物）の距離
が近いときに多く起こっていた．これは，候補領域を抽
出するフェーズで領域分割が正しく行われず，ターゲッ
トと他の人物の領域が結合してしまったことによる．対
# 57 # 188 # 285 # 438 # 566 # 708 # 826
# 1044 # 1165 # 1241 # 1405 # 1590 # 1671 # 1809
Fig. 5 Experimental environments
# 57 # 188 # 285 # 438 # 566 # 708 # 826
# 1044 # 1165 # 1241 # 1405 # 1590 # 1671 # 1809
Fig. 6 Experimental results of target identication. Each red rectangle indicates the identied target.
Fig. 7 Identication failure of a target. The regions of
both a target and adjacent person were merged.
The merged region was incorrectly identied as
target one.
策として，ステレオ情報のみではなく，輝度情報や照明
に頑健なカラー情報も用いた領域分割処理の導入を検討
している．また，未検出フレーム（C）の多くは，オク
ルージョン後に取得されていた．カラー特徴の評価値に
関する重みは照明変動，及び周囲の人物とのカラーの相
違性により定義されるのに対し，位置特徴の評価値に対
する重みは周囲の人物との相違性のみに基づくためであ
る．オクルージョン発生時や混雑環境のように位置特徴
の信頼性が下がる環境では，位置への重みを下げる処理
を行うことで対応が図れると考えられる．
4. 結論・今後の展望
本論文では，照明が多様であり，かつ複数の人物が存
在する環境での移動ロボットによる人物追跡手法を提案
した．ターゲットモデルと各ターゲット候補に対してカ
ラー特徴と位置特徴に関する評価値を算出し，ターゲッ
ト判別を行うシステムを構築した．照明変動を示すパラ
メータ，ターゲット候補間での各特徴の相違性を示すパ
ラメータにより，各評価値に重みづけを行うことで環境
に応じた追跡の実現を図った．また，周囲の物体や人物
によるオクルージョンに対応するために，ステレオ情報
を用いたオクルージョン対策手法を導入した．
今後は，オクルージョンや混雑状況などの情報も，オ
クルージョン判別の評価値への重みづけを行うパラメー
タとして導入することを検討している．
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