In 
Introduction
The availability of affordable and powerful image processing and editing software, such as Photoshop, makes image manipulation relatively easy even to a person with lukewarm skills of photography. Unwarranted and sometimes malicious image manipulations have become rampant in the media. Figure  1 , for example, shows a copy-move forgery where a part of the background is copied and moved to hide the two ladies appearing in the original image. It can be observed from this example that such image manipulations may not leave obvious evidence of tampering. This corrodes the already delicate trust our societies have in digital images, be it in print or electronic media. The necessity of algorithms for efficiently verifying the integrity of images cannot, therefore, be overemphasized in this digital era. Recently, numerous techniques for image integrity verifications have been proposed. Some techniques employ watermarking schemes [1] [2] [3] to authenticate an image as well as determine its integrity. The drawback with schemes based on watermarking is that the water mark must be embedded right during the image formation to avoid the possibility of watermarking an already forged image. This is practically difficult as most digital cameras and other image acquisition devices do not have instantaneous watermarking facilities.
There are also various techniques that detect image tampering in absence of watermarks and signatures. Such techniques exploit the digital image underlining structures. For example, based on statistical correlation, Popescu et al [4] study resampling to detect image tampering. Gopi et al [5] use Artificial Neural Network and Auto Regressive coefficients to localize digital forgery. Such methods, however, are not robust to compression and other geometric processing.
Some researchers exploit camera 'fingerprints' to detect image tampering. For instance, Johnson et al [6] expose digital forgeries using Chromatic Aberration. The proposed method by Lukas and his colleagues [7] can detect image forgeries through exploiting Sensor Pattern Noise. Popescu et al [9] expose digital forgeries by analysing Colour Filter Array Interpolation. Johnson et al [8] apply a variety of principles of Optical Physics such as lighting inconsistencies to establish the state of an image.
Fridrich et al [11] use quantized Discrete Cosine Transform (DCT) coefficients to represent feature vectors in their proposed block matching based method of detecting cloning. Most recently, Bayram et al [13] applies Fourier Mellin Transform (FMT) and 1-D projection of log-polar values in their robust scheme of detecting image forgeries.
Each of the schemes mentioned above commands meaningful efficiency only in specific kinds of tampering.
The rest of this paper is organized as follows. In Section 2, we discuss existing work which is closely related to the work presented in this paper. In Section 3, we present our proposed algorithm in details. Section 4 demonstrates how our algorithm works via a simplified, toy image. This demonstration underlines our approach to this research, which is to enhance classroom understanding of the algorithms by displaying the pixel-level effect of major steps of the algorithm. Section 5 presents results of the algorithm when applied to real forged images. Section 6 concludes the paper.
Related Work
The primary task of a copy-move image forgery detection algorithm is to determine if a given image contains cloned regions without prior knowledge of their shape and location. An obvious approach is to exhaustively compare every possible pair of regions. However, such an approach is exponentially complex.
Block matching appears to be a more efficient approach. Utilising such an approach, Popescu et al [10] Principal Component Analysis (PCA) is performed to derive an alternative representation of each row of the feature matrix. PCA, which we present later in this section for the sake of completeness, is a well known algebraic tool for matrix decomposition in literature [10] . Performing PCA on the feature matrix involves computing the corresponding covariance matrix of the feature matrix, obtaining a new linear basis through eigenvectors of the covariance matrix and obtaining a projection of each block onto these basis vectors with higher eigenvalues thereby reducing the dimension of the feature vectors to t N < Singular Value Decomposition, SVD. DWT is well explained in literature and is widely used in image processing [12] [14] [15] . The complexity of the algorithm proposed by Li et al is
The proposed method in this paper preserves the application of Principal Component AnalysisEigenvalue Decomposition (PCA-EVD) in reducing the dimension of the feature vector while reducing the dimension of the image using DWT. We orderly combine DWT and PCA to develop an improved version of the method in [10] and alternative to the method in [12] .
We now present PCA-EVD as an algebraic tool for matrix decomposition. Let H be a matrix given by , then equations (2) and (3) are acceptable, where C is a covariance matrix of the matrix H. 
The Proposed Algorithm
To show that we are not restricted to square images, we consider an N M  forged image. We take DWT of the image to output four c r sub-bands. Since the other three sub-bands, vertical, horizontal and diagonal detail sub-bands, are useful in gradient based image processing, we consider only the low frequency sub-band to approximate the image. Consequently, the size of the image is reduced to 
Simplified Toy Image
Consider the 7 6  toy image shown in Figure 2 In a realistic image, the next step would be to apply Principal Component Analysis, PCA, to the feature vector to reduce its dimension, but in this example, PCA is also ignored as the image is already too small. That is to say, we equivalently consider all the Eigenvalues in our Principal Component Analysis.
Then the 16 12  matrix is lexicographically sorted so that similar vectors are adjacent to each other.
As shown in Figure 4 (b), (1,1)th vector is notably adjacent to (3,4)th vector after sorting.
The highest presenting frequency of the shift vector in this example is one number. Figure 5 shows the duplicated regions mapped by zeros. It must be stated that in this example, morphological processing is not necessary as it is highly unlikely to have false detections. We also emphasize that though the remaining regions of the image also pass for duplication, their size is smaller than the size of the block, and hence they cannot be detected. 
Experimental Results
In our experiments, we have a total of 300 images sourced mostly from www.freefoto.com and broken down as follows: 100 tampered images with no modification, 100 tampered images with JPEG compression, 100 tampered images with Gaussian noise. Most images are of 256x256 pixels which when passed through DWT Haar become of 128x128 pixels. This is the case because we are limited to resolution, J=1 in our experiments, J>1 tend to falsify the results except where duplicated regions are relatively bigger. 8x8 blocks are used throughout the experiments giving 64 as the feature vector length. This reduces to 8 after passing through PCA. We assume the size of duplicated region as at least 16x16 pixels which ideally sets the Shift Vecto r frequency to (16-8+1) 2 =81. However, in anticipation of manipulation, any frequency greater than 50 passes for duplication. Figure 6 (a) shows an obviously tampered image where the shrub is duplicated. In Figure 6 (b), we show the results of our algorithm performed on the green channel of the duplicated image.
Results over the set of 300 various images are given in Table 1 . We observe that the size of duplicated region also affects the detection rate in images with JPEG compression as well as Gaussian Noise addition. The greater the region size, and /or the greater the JPEG quality, or the greater the Signal-toNoise Ratio, the better the duplication detection. However, the algorithm has 100% accuracy in unmodified duplicated regions of all sizes. We finally compare our results to those of existing algorithms as shown in Table 2 . We consider a 256x256 image and 8x8 block. Table 2 demonstrates our intention, namely, to reduce the algorithm complexity of the method in [10] by a factor of powers of 4 while maintaining PCA application. On the other hand, we only present an alternative to the method in [12] in that, much as SVD is conditionally similar to PCA, we want to promote unconditional use of PCA in our algorithm. The proposed algorithm therefore has comparable performance to that of the method in [12] .
Conclusion
In this paper, an improved algorithm based on Discrete Wavelet Transform (DWT) and Principal Component Analysis-Eigenvalue Decomposition (PCA-EVD) to detect copy-move digital image forgery is proposed, and experimental results indicate that the dimension of the features is reduced compared with the existing related algorithms, at the same time, the accuracy of detection is good. Furthermore, a simplified but significant example using a toy image is given in order to assist students visualize the effect of the major steps of the algorithm at pixels level.
In future, we intend to search for features that are invariant to manipulations such as rotation, rescaling and heavy compression, and then we will aim at algorithms that would detect other forms of digital image duplications than copy-move. 
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