Purpose. This study examined the extent to which faculty evaluation results differed, based on whether residents were required to submit ratings anonymously or not. Method. We used a retrospective analysis of existing records representing Internal Medicine residents' evaluation of 51 faculty members in an anonymous and known (non-anonymous) rater system on an inpatient medicine service. Results. Mean scores for 48 of 51 individuals were lower for anonymous than non-anonymous evaluations. The mean scores were as follows: Anonymous = 5.4 (95 % CI, 5.2-5.6); Nonanonymous = 6.1 (95 % CI, 5.9-6.3). Regression analysis of mean scores for non-anonymous evaluations against those for anonymous evaluations revealed a significant relationship (r = 0.83, p < 0.001). Conclusions. Faculty evaluations completed anonymously by residents are significantly lower than those for which resident identities were known. Given the strong, significant relationship between individual faculty members' evaluation ratings from both systems, other factors influencing evaluations should be considered. No subgroups suffered more under anonymous rankings.
Evaluation of faculty by residents is important for ongoing educational program improvement and to maintain program accreditation.
1,2 For example, Section III, E. 3. of the ACGME institutional requirements states that the Sponsoring Institution must ensure that residents submit to the program director or to the DIO at least annually confidential written evaluations of the faculty and of the educational experiences. In addition, career advancement and faculty compensation (e.g., salary and merit pay) are increasingly tied to learners' evaluations of their effectiveness, especially in the contemporary context of accountability, such as where Mission-Based Budgeting models are being used. 3 Residents' evaluations of faculty may be collected using systems in which the evaluator is either anonymous or known (nonanonymous).
Faculty members vary in their views and beliefs about whether their evaluations should be obtained using known or anonymous evaluators. For example, some faculty members believe that anonymous evaluations can be influenced by unfair bias and argue that residents should be required to sign their evaluations of faculty members to promote accountability and accurate assessments. Others believe that residents may not be honest in their evaluations of faculty for fear of retribution if they provide criticism or negative feedback. Consequently, their views are that known evaluators produce inflated evaluation ratings (sometimes referred to in the literature as a "generosity factor" or "halo effect"). 4, 5, 6 Prior to June 1996, the Internal Medicine residency program at Louisiana State University School of Medicine-New Orleans used a faculty evaluation system in which residents signed their evaluations of faculty teaching effectiveness. Since July 1996, residents' evaluations of faculty have been completed anonymously. Therefore, this study targeted retrospective analysis of faculty evaluation results in both systems to examine the extent to which faculty ratings differed, based on whether residents' evaluations of faculty members were signed or not.
Review of Relevant Literature
Given the conflicting faculty perspectives, we searched the relevant literature to identify and examine empirical evidence of the effects of anonymous and known evaluators on faculty evaluation ratings. Searching the Medline database and using multiple combinations of the following search terms: residents, evaluation, faculty evaluation, teaching effectiveness, only one published report was identified that examined the influence of anonymity on faculty evaluation results in medical education. Pelsang and Smith 7 compared three different methods for gathering residents' evaluations of faculty members' teach-2 ing effectiveness. Higher evaluation ratings were observed for individual anonymous questionnaires than for two other methods: 1) large group discussion led by the chief resident with group consensus rating and no faculty present and 2) a representative group discussion with group consensus rating and during which the resident director was present. Numerical ratings differed across the three data collection methods. The large group discussion yielded the lowest ratings, with the representative group in the middle and the anonymous questionnaire producing the highest ratings. Residents were also asked to rank order faculty members, based on perceived teaching effectiveness and the observed rankings varied widely across the three data collection methods.
A related search of the literature produced one report, revealing that most U. S. medical schools use an anonymous system for medical students' evaluation of faculty members' effectiveness as educators, but this was published more than 20 years ago. 8 We also conducted an additional search of the literature pertaining to learners' assessments of teachers' effectiveness in K-12 and general postsecondary settings using the Education Resources Information Center (ERIC) database (http:www.eric.ed.gov). Using the combination of search terms, faculty and teaching effectiveness and student ratings, 356 publications were identified. Of these, several publications were particularly relevant for the study reported here. For example, four studies using control groups were identified and revealed statistically significant differences between faculty evaluation ratings, based on whether anonymous or known raters were used. [9] [10] [11] [12] In these studies, faculty ratings were higher when students' identities were known than when evaluations were submitted anonymously.
Researchers who are well-known for their ongoing work and contributions to studying student evaluation of teaching in higher education have reported consistent findings across several decades that agree on three important points: 1) evaluations in which student identities are known result in higher faculty ratings than anonymous forms, 2) student ratings are higher when forms are completed in the presence of the faculty member being rated, and 3) student ratings are higher when the directions indicate that results will be used for personnel decisions, as opposed to use solely by the faculty member for instructional improvement. [13] [14] [15] 15 cautions that findings represent common patterns across learners, settings, and institutions and that unique circumstances at a local level should be examined to understand the local influence of any particular variables of interest. . The supporting evidence and the four studies mentioned previously were based in traditional and general higher education settings, rather than a medical school. Consequently, we cannot assume that the findings from these studies generalize to the residency environment where teaching and learning is predominantly embedded within a work environment (e.g., residents as employees and as learners within the clinical work setting). In addition, teaching/learning occurs in small groups/work teams, usually for very short periods of time (e.g., two-or fourweek rotations). As a result, the identity of the resident (evaluator) may be obvious. Residents may avoid submitting low ratings or negative feedback, fearing retribution from faculty who could affect their future, and might consciously or unconsciously inflate evaluations in a known rater system. While written directions do not state that results of faculty evaluations are used for personnel decisions, it is commonly recognized by residents that their collective ratings are considered as part of faculty members' regular performance evaluations, salary and merit pay decisions, and determinations for academic career advancement. For these reasons, we tested the hypothesis that given faculty evaluations available from both anonymous and known evaluation systems, the results of residents' evaluation of faculty teaching effectiveness would be lower when residents submitted ratings anonymously then when their identities on evaluations were known.
Methods
A retrospective, quantitative analysis of residents' evaluations of faculty reflected the research design for this study. First, all known/signed evaluations that were completed July of 1992 to June of 1996 and all anonymous evaluations for July 1996 to June 2000 comprised the data set available for inclusion in the study. Second, we identified faculty members who were included for both the known and anonymous systems for the specified period of time. Third, we set a rule that analyses would include only faculty evaluation data for those individuals who were included in both systems and for whom four or more completed evaluations were available in both systems.
Fifty-one (51) faculty members were identified for which these rules were satisfied. Evaluation data for eleven other faculty members were not included because data were available for three or fewer evaluations in one or both systems. Residents in the categorical, preliminary, and combined internal medicine programs evaluated faculty who had attended on an inpatient medicine service for a one-month rotation at one our major teaching hospitals. The known evaluations (July 1992-June 1996) were completed monthly and the anonymous evaluations (July 1996-June 2000) for each rotation were completed quarterly. Each one-page form asked residents to score their faculty on overall teaching effectiveness. A seven point rating scale was used in both systems, with 1 = poor clinical teacher and 7 = excellent clinical teacher. We compared the mean evaluation score for overall teaching effectiveness in both systems. Data were expressed as mean values and 95 % confidence intervals were calculated. Linear regression was used to examine the relationship between faculty members' ratings in known and anonymous evaluation systems.
Results
As shown in Figure 1 , the mean number of anonymous and non-anonymous evaluations of each faculty member was 21 (95 % CI, 18-24) and 20 (95 % CI, 17-23) respectively. The mean evaluation score was 6.1 (95 % CI, 5.9-6.3) for known evaluations and 5.4 (95% CI, 5.2-5.6) for anonymous evaluations (maximum possible score was 7 for both groups). The difference in the two groups was significant (p <0.001). Of the 51 faculty members, the mean evaluation score for 48 individuals was lower for anonymous evaluations than for known evaluations. Examination of the descriptive statistics revealed that faculty evaluation ratings were lower in the anonymous systems than the nonanonymous systems for all individuals, except three. Two individuals had higher mean scores for anonymous raters than for known raters and one person had the same mean score in both systems. Figure 2 shows the results of regression analysis for ratings in the anonymous system on ratings for the known system. Results reflect a strong, positive, and statistically significant predictive relationship (r = 0.83, p <0.001). Supplemental analysis examined the data by sub-groups for gender and academic rank. Analyses were also used to examine the extent to which differences were observed based on the actual ratings, sorting faculty into quartiles based on their mean nonanonymous evaluation scores. The percent change in each faculty's mean evaluation scores for anonymous and known systems was also calculated for each subgroup and the results are summarized in Table 1 and displayed graphically in Figure 3 . The mean score for the highest scoring quartile (best clinical teachers) dropped 10% (95 % CI, 8%-12%) while the lowest non-anonymous quartile (worst clinical teachers) dropped the most at 16% (95% CI, 9%-23%) and the difference in score change was not statistically significant (p > .05). The 2 nd and 3 rd quartiles dropped 9% (95% CI, 6%-12%) and 10% (95% CI, 6%-14%) respectively. Male scores were 14 % (95 % CI, 10%-18%) lower in the anonymous system than the known system, and the mean score change for females was similar, 15 % (95 % CI, 7%-23%). For the faculty rank sub-group analyses, Assistant Professors' mean evaluation scores were 15 % (95 % CI, 9%-24%) lower in the anonymous system, compared to the known system and results were similar for other faculty ranks: Associate Professors fell 16 % (6%-16%), and Professors fell 11 % (95 % CI, 8%-14%). None of the mean score change differences (known minus anonymous) in these sub-group analyses were statistically significant.
Discussion
The results of this study are consistent with findings reported in the higher education literature that faculty ratings on anonymous evaluations are lower than those obtained through known evaluator/rater systems. Also, based on the results for this study, there does not appear to be any significant impact for particular sub-groups based on gender, faculty rank, and perceived teaching effectiveness. Our analysis of the data has also yield several interesting insights and questions for future inquiry. However, before we discuss our interpretations and implications, there are clear limitations to this study that we wish to set forth.
First, the study was conducted in a single residency program at one institution. Consequently, the conclusions drawn may not generalize to other residency programs, residents in other specialties, or other academic institutions. Second, the results are based on data that were examined retrospectively and not collected prospectively using an experimental research design in which controlled manipulation of rater anonymity was used. Data were obtained from individuals during two different time periods, so Figure 2 . Regression analysis of the mean of residents' known/non-anonymous evaluation scores of faculty members against the mean of anonymous faculty evaluation scores. A significant correlation between the mean of known/non-anonymous scores for each faculty member and the corresponding anonymous mean scores was calculated (r = 0.83, p < .001). residents using known versus anonymous systems Available from http://www.med-ed-online.org 5 while the faculty members were the same, the residents/raters were different for both periods of data collection. Third, the number of completed evaluations (n = 4) for each faculty member evaluated in both systems was small. A larger number would have been desirable. Fourth, the temporal feature of evaluation in each system differed (monthly in the known system and quarterly in the anonymous system). Finally, faculty teaching effectiveness was rated using a global measure, so discrimination ability may have been limited and ratings may have been susceptible to either "halo" (positive bias) or "pictchfork" (negative bias) effects.
Despite the limitations, this study is important because of the increasing significance of faculty evaluation results for program accreditation and faculty career decisions. Few systematic inquiries have been conducted in medical education to examine individual and organizational factors (e.g., known versus anonymous evaluation systems) that may influence the nature of faculty evaluation ratings. The influence of anonymity on faculty evaluation ratings are consistent with those reported from the larger environment of higher education mentioned previously in this article, 12-16 but contrast with those reported by Pelsang and Smith. These authors reported a pattern of increased evaluation ratings corresponding to the order of data collection methods used and suspect that the order and implementation may have contributed to the increasing positive ratings, with the anonymous rating forms being the last method.
In terms of the influence of anonymity on evaluation ratings, Albanese 5, 6 argues that when learner groups are very small, as is often the case for teams on clinical rotations, evaluations submitted anonymously may not be sufficient to avoid concerns about retribution and results may be inflated as well. As was mentioned at the onset of this article, residents may have elevated ratings on faculty evalua- tions in known systems, because of conscious or unconscious fear of retribution from faculty who could adversely affect the resident's future. For example, residents work and learn with faculty members in small, highly interactive team environments; evaluations are based on short periods of time (e.g., monthly, quarterly), and residents are aware that they may need to call upon these faculty in the future for letters of recommendation to obtain employment when they complete training.
It is interesting to note that while the mean evaluation score differences based on known and anonymous systems were statistically significant in our study, both mean scores were substantially above the midpoint of the seven-point scale (5.4 for anonymous and 6.1 for known systems). This observation might be further explained in terms of another point Albanese makes regarding the discrimination ability of measurements used to evaluation teaching/learning effectiveness. Consequently, while a global measure of teaching effectiveness has been shown to be valid, it is also recognized that it may not be sensitive enough to discriminate adequately and provide diagnostic information to facilitate performance improvement. The results from our study did reflect some differentiation ability of the global measure (i.e., quartiles), but such a measure does not provide any diagnostic benefits in terms of specific areas of strength or needs for improvement. While our study did not focus on these aspects, our analysis and interpretation of findings certainly raise these questions for future inquiry.
We do not know the extent to which these results reflect true teaching effectiveness of faculty members who were evaluated or the extent to which residents in both systems may have been influenced by a "generosity factor" or "halo effect." The generosity factor/halo effect could have been a factor in one or both systems because resident/respondent groups were small (i.e., small teams of residents on any single rotation) or because a global rating of teaching effectiveness was used rather than a multiple item (more diagnostic) measure. If other methods of faculty evaluation for teaching effectiveness had been in place (e.g., peer observation/review of teaching), then we might have been able to triangulate results to address this question. Certainly studies in the future might be designed to incorporate multiple measures and data sources for examining actual teaching effectiveness.
Differences obtained in this study for known and anonymous systems may be due simply to different evaluator groups represented in the two data sets (1992-1996 and 1996-200) we used for the retrospective analysis. However, if this were the sole factor contributing to the observed differences, then one would not expect to observe the strong, positive, and statistically significant prediction of anonymous evaluation ratings for observed non-anonymous ratings.
At the onset of our study, we made an assumption that faculty members' teaching effectiveness is demonstrated consistently over time. Specifically, that the targeted faculty members taught at least as well between 1996 and 2000 as they did between 1992 and 1996. As we consider explanations for the observed differences between known and anonymous evaluation systems, it is possible that increasing time and task pressures on clinical faculty may have compromised their teaching performance so that their evaluations would have gone down regardless of the evaluation system used. Another explanation for the drop in evaluation ratings is that faculty members may become complacent in their teaching as they progress through their careers or as they are expected to take on increasing, and sometimes competing, roles. Medical educators recognize commonly the multiple changes and increased expectations for faculty members in recent years.
It is possible that certain aspects of teaching effectiveness have been maintained and improved, while others may have deteriorated. However, because a global measure of faculty teaching effectiveness was used, fine distinctions or examination of specific attributes of teaching effectiveness were not possible in this study. A larger number of evaluation items and specificity of item content to support diagnostic assessment of teaching effectiveness would have facilitated a more detailed explanation regarding the influence of anonymity on faculty evaluation ratings and the exploration of other possible variables that may contribute to resident evaluations of faculty members' teaching effectiveness. Albanese 5, 6 discusses a number of these and provides useful guidance for designing assessment procedures and corresponding studies that might address such concerns.
One other potential explanation warrants further inquiry. That is, there is some evidence that differences in the faculty evaluation ratings obtained for the two time periods (known in 1992-1996 and anonymous in 1996-2000) may be explained, in part, by changes in the amount of time residents spend with faculty members or specific, contextual features of a rotation (e.g., required or elective rotation) that may influence residents' perceptions of faculty teaching effectiveness. Specifically, in a study conducted residents using known versus anonymous systems Available from http://www.med-ed-online.org 7 in 1987 by Irby, Gillmore, and Ramsey 19 found that the highest ratings for teacher effectiveness were related to faculty members' involvement with residents and students. They also reported that higher teaching effectiveness was perceived in an elective rotation, rather than the required clerkships. RamsbottomLucier and colleagues provided further evidence in their 1994 study that residents' ratings of faculty could be related to the degree of involvement residents perceived of their attending faculty members. 20 Consequently, it is likely, and not surprising, that multiple factors influence the ratings assigned by residents to teaching effectiveness on faculty evaluations. The LSU School of Medicine -New Orleans will be implementing a mission-based budgeting model beginning July 2005, so there may be future opportunities to examine yet additional influences (e.g., time and involvement) on faculty members' teaching effectiveness and learners' reported perceptions/evaluations of these performances.
While we cannot conclude that residents' ratings on anonymous evaluations were more accurate assessments of teaching effectiveness than those obtained in the known system, we suspect that mean evaluation scores were lower because faculty members' teaching effectiveness were more honestly rated in the latter system. However, we must also consider that when residents are freed of accountability for their ratings, their personal preferences, feelings, dislikes or other irrelevant factors may yield lower ratings than when their anonymity is not assured. Given the global measure of teaching effectiveness examined in this study, the influence of such factors (positive or negative) could more easily impact the accuracy of ratings. Finally, although the mean evaluation scores were lower in the anonymous system, it is important to note that a negative impact was not observed for any specific subgroup (e.g., gender, faculty rank, performance/score quartile). One may conclude that since adequate separation was already achieved in the known system, then an anonymous system isn't needed unless it has an added benefit for program directors and medicine departments. For example, from a measurement perspective, if the goal of faculty evaluations is solely to distinguish good teachers from bad teachers, then global numerical scores may be sufficient for sorting individuals based on overall teaching effectiveness and for making decisions about teaching/supervision assignments, allocation of resources for specific roles, and quality assurance and accountability (e.g., accreditation requirements). For example, the ACGME requires programs to have formal mechanisms for annual faculty evaluations of teaching staff by residents. All ACGME-accredited programs must use these evaluations for faculty-member counseling and for selecting faculty members for specific teaching assignments. Outcomes from resident evaluations such as the number of comments, feedback to faculty members, and how this impacts a department and its teaching effectiveness are important for all residency programs. Consequently, global measures may be sufficient to satisfy accountability and quality assurance requirements, but they may not be sufficient to facilitate ongoing individual professional development and educational program improvement.
Regardless of the form of evaluation instruments, assurance for validity and reliability appropriate to its purpose is important. A number of studies are available regarding instrument development and associated validity and reliability and there is evidence that global measures can produce valid and reliable results. For example, (e.g., Williams and colleagues at the University of Michigan Medical School) demonstrated that a global measure can be as valid and reliable as a more detailed and discriminating, multiple item measure. 21 If a goal for evaluating teaching effectiveness is to also enhance the educational program and promote continuous professional development of faculty members in the art and science of teaching, then multiple-item instruments and multiple methods, such as the use of both quantitative (scores) and qualitative (content analysis of narrative comments), seem necessary to provide specific, diagnostic assessments about teaching effectiveness. More rigorous evaluation of teaching effectiveness might also include multiple data sources (e.g., students, residents, disciplinary peers, faculty development specialists) to support triangulation of results and facilitate appropriate interpretation and decision-making. Such rigor and multi-dimensionality seems particularly important in light of situations where such outcomes carry increasing significant for career and compensation decisions, such as in mission-based budgeting contexts and environments where scholarly work in teaching/learning is considered more seriously for tenure and promotion decisions.
Specific assessment results that are observationbased and grounded in specific criteria are necessary to provide feedback effectively in formative faculty professional development and formal faculty evaluation processes. Some residency programs have demonstrated through systematic investigation that appropriate feedback to faculty can be an effective tool for improving teaching performance. 22, 23 For example, in a study of 44 pediatrics faculty at the Medical College of Wisconsin, residents and students evalu-ated faculty members' teaching effectiveness. 24 Faculty members were then randomly assigned to either a control group or a group receiving specific feedback. Results showed that those receiving feedback had significantly higher increases in evaluation ratings over time than those in the control group (no feedback).
In conclusion, the results of this study seem consistent with results obtained in higher education regarding the influence of anonymity on ratings of faculty teaching effectiveness. Other factors that may influence learner ratings of faculty teaching effectiveness, of which some may be particular to residency education, need to be further examined across specialties, settings, and institutions. Consequently, additional studies are needed to confirm or refute alternative explanations presented in this article and to explore the extent to which they may affect global versus diagnostic forms evaluating teaching effectiveness. The design of a multi-specialty, multiinstitutional study could contribute significantly to examining the influence of anonymity and other potential factors on learner evaluations of faculty members' teaching effectiveness. This study has also raised a number of considerations and potential areas for further study regarding the methods of faculty evaluation and how assessment/evaluation results are used for individual and program/organizational development and improvement. Focused and largescale studies could contribute significantly to identifying the extent to which such evaluation practices add value to the educational processes and outcomes.
As academic medical centers are being held more accountable to the public for quality of care, teaching faculty can expect that their institutions will increase their focus and efforts on faculty members' effectiveness as teachers. With the current expansion of scholarship expectations to include scholarly teaching and learning and the increased use of teaching portfolios/dossiers in annual faculty evaluation and promotion/tenure processes, evaluations of faculty members' teaching is becoming a high stakes enterprise more than ever. Consequently, more studies of the faculty evaluation process and outcomes are needed.
