Transparent motion involves the integration and segmentation of local motion signals. Previous research found a cost for processing transparent random dot motions relative to single coherent motions. However, this cost can be the result of the increased complexity of the transparent stimuli. We investigated this possibility by measuring the efficiency of transparent and coherent motions. Since efficiency normalises human performance to that of an ideal observer in the same task, performance can be compared fairly across tasks. Our task, identical in both transparent and coherent conditions, was to discriminate the fastest speed between two opposite motion directions. In two experiments where we varied dot density and speed, we confirmed the cost in human sensitivity for transparent motion but also found a cost for the ideal observer. The outcome was a consistent residual cost in efficiency for transparent motion. This result points to a processing limitation for transparent motion analogous to previously suggested inhibitory mechanisms between opposite directions of motion. Furthermore, we found that both transparent and coherent motion efficiencies decreased as dot density increased. This latter result stresses the importance of the correspondence problem and suggests that local motion signals are integrated over large areas.
Introduction
Local motion signals, known to occur early (area V1) in the primate visual system, must be integrated and segmented. In general, the motion system must integrate local motion signals that arise from the same surface into a global, coherent motion, and segment motion signals that arise from different surfaces (Braddick, 1993) . Transparent motion, in which we perceive two or more surfaces segregated in depth, is a particularly good stimulus to study the limitations of these motion mechanisms as it involves the simultaneous integration and segmentation of local motion signals. Transparency can be perceived in random dot stimuli purely from differences in motion, however there is a performance cost associated with this stimulus. While transparency can be perceived when two random dot stimuli are presented simultaneously in opposite directions (Mulligan, 1993; Murakami, 1997) , motion detection thresholds are higher for such transparent motion stimuli than for each motion stimulus presented alone (Mather & Moulden, 1983) and for transparent motions in orthogonal directions (Lindsey & Todd, 1998) . The maximum detectable displacement, D max , is smaller for transparent motions in orthogonal directions than for single coherent motions (Snowden, 1989) . Similarly, direction discriminations are impaired for superimposed transparent motions relative to segmented motions (Smith, Curran, & Braddick, 1999) . This cost in processing transparent motion has been interpreted in terms of inhibitory interactions between different directionally tuned detectors (Snowden, 1989) . This account is consistent with the Ôdirection repulsion' effect, in which the perceived directions of transparent random dot displays are exaggerated when the angle between the different directions is within a critical value (Chen, Matthews, & Qian, 2001 ; Hiris & Blake, 1996; Marshak & Sekuler, 1979; Mather & Moulden, 1980) . Inhibitory mechanisms of this kind have been identified in area MT (Snowden, Treue, Erickson, & Andersen, 1991) . In contrast, V1 responses are not suppressed for transparent motion (Snowden et al., 1991) . Moreover, the suppression of MT cell responses varies depending upon the spatial proximity of opposing dots, in a manner that parallels perceptual behavior (Qian & Andersen, 1994; Qian, Andersen, & Adelson, 1994a) . This suggests that MT processing limits the perception of transparent motion.
Recent psychophysical evidence questions the directional inhibition account of the cost for transparency. Firstly, De Bruyn and Orban (1999) suggested that the suppressed MT responses for opposite direction transparent stimuli reflect sub-optimal responses to transparent stimuli. This was based on a psychophysical speed enhancement effect, in which observers overestimated the speeds of opposite direction transparent motions. Secondly, Masson, Mestre, and Stone (1999) found a cost for transparent motions moving in the same direction compared to unidirectional coherent motions. This gives a clear indication that the cost for transparent motion cannot be entirely due to directional inhibition. An alternative account suggested by Masson et al. was that the cost for transparency reflects a cost for segmenting different motions, and involves different neural substrates for transparent and coherent motion. In support of this they found that speed tuning for transparent motion was low-pass, similar to V1 speed tuning functions, and the speed tuning for coherent motion was high-pass, similar to MT speed tuning functions. This account contrasts with physiological evidence suggesting that MT limits transparent motion perception (Movshon, Adelson, Gizzi, & Newsome, 1986; Stoner & Albright, 1992) . However, previous psychophysical data support this account of a local signal for segregation and a global signal for discrimination (Bravo & Watamaniuk, 1995) .
We were interested to test whether a difference in the available information in transparent and coherent motion stimuli may be contributing to the cost in processing transparent motion. Indeed, one difficulty in comparing performance for coherent and transparent motion is a difference in controlling for the dot density of the random dot stimuli. The total density of a unidirectional coherent motion can be equated to that of two transparent motions, moving in different directions (Lindsey & Todd, 1998; Mather & Moulden, 1983) or in the same direction (Masson et al., 1999) . Here, the overall density of the coherent and transparent stimuli is the same. However, there are less dots moving in the same direction in the transparent interval. In other stimuli, the density of a single coherent motion can be equated to the density of one of two transparent motions (Mather & Moulden, 1983; Smith et al., 1999; Snowden, 1989 Snowden, , 1990 . Here the number of dots moving in the same direction in each condition is the same, but the overall density differs between the two conditions. Despite these stimulus differences, all these studies find a cost for transparency. The question we ask here is whether this cost is due to the difference in the available information in coherent and transparent motion conditions, or due to a difference in the way the stimulus is processed. To address this question we used the efficiency approach.
The efficiency measure is an absolute measure of performance, notably pioneered in vision by Barlow (1962 Barlow ( , 1977 Barlow ( , 1980 . Efficiency compares human performance to that of the theoretical ideal observer; specifically it is computed as the ratio of human sensitivity to that of the ideal observer (Barlow, 1978) . The ideal observer uses all the information in a given stimulus to perform a given task optimally, e.g. maximising the number of correct responses by maximum likelihood estimation (Green & Swets, 1966) . Because the ideal observer uses all the available information, efficiency is a measure of performance normalized to the available information. Furthermore, because efficiency is an absolute measure, performance can be compared directly across tasks. The efficiency approach has recently been applied to a range of motion tasks (Barlow & Tripathy, 1997; Simpson & Manahilov, 2001; Simpson, Manahilov, & Mair, 1999; Watamaniuk, 1993; Watson & Turano, 1995) , but has yet to be applied in an analysis of transparent motion perception.
We computed the efficiency for speed discrimination of coherent and transparent motion in two experiments. The main goal of both experiments was to make a general comparison between coherent and transparent motion efficiencies across a range of relevant parameters, to assess whether there is indeed a processing limitation for transparent motion in opposite directions. In Experiment 1 we fixed the speeds of our stimuli and varied their dot density. In Experiment 2 we fixed the dot density and varied the speed. In both experiments we found a consistent cost in efficiency for transparent motion.
General methods
The methods common to both experiments are described below. The manipulations unique to each experiment are described in those sections.
Human observers
Three experienced psychophysical observers participated, 1 experimenter (JW), 1 postdoctoral researcher (EG) and 1 paid graduate student (RG). All observers had normal or corrected-to-normal visual acuity.
Apparatus
Stimuli were presented on a 17 00 Sony Trinitron monitor via a G4 Power Macintosh running MATLAB with the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997) . The maximum luminance of the display was 80.6 cd/m 2 . The monitor refresh rate was set to 75 Hz at a resolution of 832 by 624 pixels. The stimuli were viewed monocularly (right eye) in a dimly lit room at a distance of 573 mm. Each pixel subtended a visual angle of 0.035°by 0.035°. Observers used a chin rest to stabilize head position throughout the experiment and fixated on a central white fixation point, a square of side 0.14°.
Stimuli
The stimuli consisted of randomly positioned signal and noise dots. Each signal dot was displaced by a fixed increment on each frame continuously, the exact increment depending on whether the signal was the standard or the target. The standard speed was fixed for all experiments, while the faster target speed was fixed in Experiment 1 but was varied in Experiment 2. Noise dots were randomly displaced on each frame, such that they reappeared with a uniform probability anywhere on the screen. All dots were white squares of side 2 pixels, subtending 0.07°by 0.07°, and were presented on a square black background, 7°by 7°of visual angle. The remainder of the screen was set to the mean luminance of the stimulus (which varied with the dot density), to maintain a uniform mean luminance across the entire display. In both experiments, the dot density was controlled as described in Appendix A.
Procedure
We presented opposite motion random dot displays in two conditions. In the coherent motion condition, each trial consisted of two random dot signals, presented sequentially in intervals of 267 ms duration. This stimulus duration lies beyond the temporal integration asymptote for coherent motion, estimated by Masson et al. (1999) to be approximately 65 ms. In one interval the signal moved to the left, in the other the signal moved to the right. The direction of the standard and target motions was randomised across trials. Each trial was preceded for 1000 ms by a fixation point, centred in the presentation window. The fixation point was present throughout each trial. There was an interval of 500 ms between intervals, in which only the fixation point was present. The observers' task was to indicate the direction of motion of the faster stimulus, Ôleft' or Ôright'. In the transparent motion condition, again each trial consisted of two motion signals, but now superimposed in the same interval of 267 ms duration. This stimulus duration lies beyond the temporal integration asymptote for transparent motion, estimated by Masson et al. (1999) to be approximately 200 ms. One signal moved to the left, the other moved to the right. Again, the observers' task was to indicate the direction of motion of the faster stimulus, Ôleft' or Ôright'.
Experiment 1
Our aim was to assess whether there is a processing limitation for transparent motions of opposite directions by comparing efficiencies for speed discriminations of transparent motions with efficiencies for speed discriminations of single coherent motions. In this experiment we made this comparison over a range of dot densities, for a constant speed difference.
Methods
The basic methods were as described in Section 2.
Stimuli
For each trial two sets of dots were generated, one for the standard speed and another for the target speed. For each signal, a Ôstrip' of randomly placed dots was generated (a binary matrix), the length of which was the width of the image plus the total speed increments over the 10 frames. Sampling this strip at successive increments generated the subsequent frames of the movie. The increment corresponded to the standard or target speed. In the transparent condition, corresponding frames of the target and standard speeds were superimposed. Before presentation of each frame of the stimulus, a proportion of noise dots were randomly placed in the image.
Procedure
Here we presented transparent and coherent random dot stimuli at a range of dot densities. We used dot proportions of 0. 01, 0.02, 0.04, 0.08, 0.16 and 0.32, corresponding to 2.04, 4.08, 8.16, 16.3, 32.6 and 65.3 dots/deg 2 . The dot density refers to the total dot density of the stimulus. Therefore each interval of the coherent condition had a density of half the total value. The standard signal dots were displaced 0.07°(two pixels) horizontally left/right on every frame, giving a speed of 2.63°/s. The target signal dots were displaced 0.14°(four pixels) horizontally right/left on every frame, giving a speed of 5.26°/s. To limit performance, we presented the signals in a number of noise levels using the method of constant stimuli. We tested five high noise levels per condition and measured d 0 (Tanner & Birdsall, 1958) for each noise level we tested. In both the coherent and transparent motion conditions each observer completed 20 practice trials with 0% noise to become familiar with the stimulus before beginning a session for a new condition. There were equal numbers of left faster and right faster trials. Each density condition was blocked, with a total of 40 trials per noise level (20 left faster, 20 right faster) for observers EG & RG, and 80 trials per level (40 left faster, 40 right faster) for observer JW. Within a block, trials for different noise levels were randomly interleaved.
Ideal observer
The ideal observer for a given task makes use of all the relevant information in a given stimulus to perform that task optimally, i.e. maximising the number of correct responses by performing a maximum likelihood estimate (Green & Swets, 1966) . We provide a derivation of the ideal observer in Appendix A and here describe its implementation. The ideal observer is facing the same speed discrimination task as any human observer. The ideal observer needs to represent the speeds displayed in the stimulus, compare these speeds to the speeds of the possible templates, and choose the appropriate template that best matches the speeds in the stimulus (Fig. 1) . The speeds of each stimulus are given by the cross-correlation across successive frames of the stimulus (see also van Doorn & Koenderink, 1982) . The cross-correlation function simply describes the quantity of matches at each speed with no loss of information. It is a representation of the stimulus and does not implement any particular model of speed perception. Any other model, e.g. motion energy filtering, would reduce the information content. For the coherent stimulus, the speed correlation is performed separately for each interval, and then summed. For the transparent stimulus a single speed correlation is performed.
At low external noise levels, the peaks of this speed correlation correspond to the standard and target signal speeds. This can be seen in Fig. 1A for a transparent stimulus with 70% noise dots (30% signal dots), in which the target speed is moving to the right. The ideal algorithm computes the likelihood of each possible outcome by comparing the incoming stimulus with a number of Ôtemplates'. Each template is a representation of the possible stimulus alternatives, correlations that peak at the expected speeds (Fig. 1B) . The exact speeds will correspond to the speeds presented within a given block of trials. In Fig Swets, 1966). The ideal decision rule is then to choose the template that returns the largest cross-correlation value with the stimulus (Fig. 1C) , a maximum likelihood decision rule. In the case of low external noise, the template with the highest value will correspond to the actual signal presented, and in Fig. 1 the ideal observer indeed selects the correct template. However, at much lower signal levels the value of the incorrect template can be higher than that of the correct template. Only these occurrences limit the ideal observer performance. The effects of varying the signal level and the dot density on the stimulus correlation, and therefore the predicted effects on ideal performance, can be seen in . Each row contains correlations for a particular level of signal, the top row is for 100% signal dots (where the proportion of noise dots is zero, n 0 ¼ 0), the middle row is for 50% signal dots (n 0 ¼ 0:50), and the bottom is for 0.5% signal dots (n 0 ¼ 0:995). First consider the effects of decreasing the proportion of signal dots (thereby increasing the proportion of noise dots). In the top row two peaks are clearly distinguishable, these correspond to the displacements of the signal dots. However, even with 0% noise dots, there are spurious matches at other displacements, due to matching different signal dots. We refer to this as the baseline level of the correlation. The ideal observer selects the correct template because the amplitude of the baseline correlation is much lower than the peak amplitudes, which do correspond to the correct signal speeds. In the middle row the proportion of signal dots has dropped and the corresponding peaks have also dropped, however the value of the baseline correlation has not changed. In the bottom row the proportion of signal dots has been decreased further still. Here the peaks are no longer present in the transparent condition, but are still present in the coherent condition (this is not easily apparent in the 0.16 density correlation, but is clear for the 0.32 density 0 ' the proportion of noise (so 1 À n 0 is the proportion of signal dots). All the correlations are for a speed ratio of 2, in which the leftward motion is faster. Dark bars are for the coherent condition and light bars are for the transparent condition. Increasing the noise level decreases the amplitude of the peaks, whereas increasing the dot density increases the amplitude of both the peaks and base correlations. Note that the base correlations are larger in the transparent condition than in the corresponding coherent condition. condition). Now the ideal observer is just as likely to select the incorrect template as the correct template in the transparent condition, as the values for the incorrect speeds may be larger than the correct speeds by chance matches. However, in the coherent condition the correct template will be selected. This predicts that the ideal observer thresholds will be higher in the transparent condition. The second aspect of the correlations to consider is the effect of density. As density is increased two fold from the left column to the right column, it is clear that the amplitude of the baseline correlation increases. However, the peak amplitude also increases. Therefore, dot density will affect ideal performance if the increase in peak and baseline amplitudes differs, i.e. if the peak amplitude increases proportionally more than the increase in the baseline amplitude then ideal performance should improve. We return to these aspects when considering the actual simulated data. To compute ideal sensitivity, we ran simulations of the ideal observer for both the transparent and coherent motion tasks in the same conditions as the human observers. The simulations were performed at five noise levels for each condition, with 400 trials (200 left faster, 200 right faster) per noise level. Efficiency is the ratio of human sensitivity to that of the ideal observer (Barlow, 1978) :
The problem in using this definition is that the ideal observer easily reaches ceiling performance for a suitable range of signal values for the human observer. Thankfully, as we will see in Section 3.2 below, d 0 is a linear function of the proportion of signal dots presented. We can therefore compute efficiency as the squared ratio of the signal thresholds:
Causes of human efficiency loss may be either internal noise or inefficient sampling. The internal noise for the motion detection system is known to be low, equivalent to an external noise level of between 5%-10% (Burns & Zanker, 2000) . Therefore, any loss in efficiency can be attributed mainly to incomplete use of the available information.
Results
An example of the data obtained is shown in Fig. 3 for both a human observer and a set of simulation of the ideal observer. These data are for the transparent condition, with a dot density of 8%, and a speed ratio of 2. It can be seen that d 0 increases linearly as the proportion of signal dots is increased (and therefore as the proportion of noise dots is decreased), for both the human and ideal observers. A linear fit constrained to pass through the origin gave an excellent fit (r 2 ¼ 0:89 for the human data, r 2 ¼ 0:98 for the ideal data). We define the signal threshold (h h & h i ) as the proportion of signal dots required for d 0 of 1. Note the much higher levels of noise required to limit performance of the ideal observer.
First we consider the performance of the ideal observer. There are two features to these data. The first is that there is a performance cost for the ideal observer in the transparent condition. Transparent thresholds are consistently higher than that of the coherent condition (Fig. 4A) , a greater number of dots are required for each signal in the transparent condition to attain an equivalent level of performance as the coherent condition. This confirms that the baseline correlation is indeed higher in the transparent condition than the coherent condition (which we saw in Fig. 2 ). The second feature to these data is that ideal observer thresholds improve with increasing dot density in both the coherent and transparent motion tasks, levelling off at the 0.08 density condition. This is somewhat counter-intuitive, as increasing the dot density increases the number of possible correspondences, which will raise the value of the baseline correlation. However, increasing dot density will also increase the peak amplitude corresponding to the signal displacements (which we saw in Fig. 2) . The initial improvement in performance suggests a difference in the effect of increasing density on the peak and baseline amplitudes. To assess this we analysed the effect of dot density on the peak and baseline amplitude. We computed the average amplitude (across 400 trials) for transparent stimuli with a signal proportion equal to 1, and a speed ratio of 2 in which the rightward motion was faster. We then took the average of the peak amplitudes (that correspond to the two signal speeds that the ideal observer isolates with the correct template), and compared this to the average baseline amplitude (that correspond to the two signal speeds that the ideal observer isolates with the incorrect template). The average amplitudes for the peak and baseline correlations are plotted in Fig. 5 . We see that the difference between the peak and baseline amplitudes is not constant. In fact, within the range of densities tested, the difference between the peak and baseline amplitudes increases with increasing dot density. Fig. 5 also shows that the simulated data (filled and open symbols) follows the closed form solution we supply in Appendix A (dotted lines). This demonstrates that beyond the range of densities we tested, the amplitudes begin to converge. The different effect of increasing dot density on the peak and baseline amplitudes determines ideal performance. Recall that the effect of adding noise lowers the peak amplitudes corresponding to the signal displacements but has a negligible effect on the baseline amplitudes. Within the range of densities we tested, at low densities a smaller proportion of noise will be required to bring the peak amplitude back to the baseline level, while at larger densities a larger proportion of noise will be required to return the peak to the baseline level. The peak and baseline amplitudes behave in the same way for coherent stimuli, with the exception that the baseline amplitudes are generally lower than the transparent baseline (accounting for the lower coherent thresholds). Results for the human observers are shown in Fig.  4B -D. All human observers have a performance cost in the transparent condition, similar to ideal performance. However, the effects of density are not comparable to ideal performance. In the coherent motion condition, all three observers coherence thresholds improve as density is increased (resembling ideal behaviour), but then worsen as density is further increased. This pattern also occurs in the transparent condition, and for observers EG & RG there is a much sharper fall off as density is increased. We assessed the cause of the performance loss by computing the efficiency. Efficiencies for the three observers are shown in Fig. 6 . The average efficiencies (Fig. 6A ) decrease as dot density is increased in both conditions. From the individual results (Fig. 6B-D) , it is clear that this behaviour is indeed consistent across all three observers. Furthermore, on average the transparent efficiencies are lower than coherent efficiencies (Fig.  6A) . From the individual results (Fig. 6B-D) , we see that this effect is consistent across the range of dot densities for two out of the three observers, while for one observer (Fig. 6B ) this cost in efficiency is apparent only for a small range of densities.
Discussion
The main aim of our experiment was to compare performance between our coherent and transparent motion tasks. We found that signal thresholds were consistently higher for the transparent conditions. This finding is consistent with previous findings covered in our Section 1 (Mather & Moulden, 1983) . However, our results extend these findings. We found that ideal observer thresholds were also higher for transparent motion compared to coherent motion, confirming that there is indeed a difference in the available information in the different conditions. Therefore we should be cautious about interpreting the previous findings where performance measures were not normalized relative to the available information. Nonetheless, we found that this difference in the stimulus information did not account entirely for the psychophysical cost for transparent motion. Transparent efficiencies were higher on average than the coherent efficiencies. This cost in efficiency for transparent motion indicates that constraints imposed by the visual system limit performance for transparent motion. We consider possible mechanisms underlying this constraint in Section 5.
An interesting outcome of this experiment was that the average efficiencies decreased as dot density increased in both conditions. We saw from our ideal observer analysis that the effect of increasing the dot density increases the level of spurious correlations in the stimulus. We think that the further decline in efficiency with increasing dot density suggests that the mechanisms underlying both coherent and transparent motion are increasingly impaired by these false correspondences. Indeed, this sensitivity to false correspondences may account for the low maximum efficiencies. We can consider the effect of density in both the coherent and transparent conditions in terms of the effect of density on the signal and noise amplitudes of Fig. 5 . We saw that the ideal thresholds initially improve because the peak and baseline amplitudes diverge with increasing dot density (within the range we tested). Clearly, the human observers cannot be taking advantage of the increase in the peak amplitudes with increasing density. Instead, observers appear to quickly reach a limit on the information that they are able to use effectively, their subsequent performance determined by the increase in false correspondences. This is demonstrated by the decay in efficiency with increasing density. There is a similar finding for the efficiency of stereopsis (Harris & Parker, 1992) . We consider an account for this effect on performance in Section 5.
We noticed that at the lower densities used here the perception of a surface was absent, but was more likely to occur as the dot density was further increased. However, it is problematic to quantify this subjective change, because a subjective measure will be contaminated with criterion effects. Nevertheless, we ran a short experiment in which our observers were required to indicate whether they did perceive two surfaces, a similar subjective task to that used in a number of influential studies of motion transparency (e.g. Adelson & Movshon, 1982; Qian et al., 1994a Qian et al., , 1994b Stoner, Albright, & Ramachandran, 1990) . We found that, over the same range of dot densities tested here, surface perception Note that the peak and base amplitudes do not increase at the same rate, thereby accounting for the effect of dot density on ideal performance (Fig. 4) .
thresholds for transparency were marginally higher than the coherent condition. However, while this basic effect was qualitatively similar to our speed discrimination results, the pattern of results was quite different. Surface thresholds initially improved as dot density was increased but then remained constant across almost the full range of densities. This is likely to reflect a criterion for surface perception, and does not predict our speed discrimination results. We believe that this inconsistency validates our use of a more objective speed discrimination task to probe the mechanisms underlying transparent motion.
Experiment 2
In the second experiment we compared efficiencies for coherent and transparent motions across a range of speed differences, for a constant dot density.
Methods

Stimuli
The stimuli were random dot movies, as described in Section 2, constructed as described in Section 3.
Procedure
We presented transparent and coherent stimuli as described in Section 2. Here we used a constant density of 0.05 for all the conditions, equivalent to 10.2 dots/ deg 2 . This gives a density of 0.025 for each interval of the coherent condition. The standard speed was set to 2.63°/s. The target speeds were 5.26, 7.89, 10.5, 13.1 and 15.8°/s. These correspond to speed ratios of 2, 3, 4, 5 and 6. We tested five high noise levels per condition and measured d 0 for each noise level we tested. In both the coherent and transparent motion conditions each observer completed 20 practice trials with 0% noise to become familiar with the stimulus before beginning a Within each speed condition, trials for different noise levels were randomly interleaved. Again, observers were required to indicate whether they perceived the leftward or rightward motion as faster.
Ideal observer
The ideal observer for this task was identical to that described in Section 3 in detail. The quantity of matches of a given speed is given by the cross-correlation of successive frames of the stimulus. This is then compared with templates, by cross-correlation. The templates used by the ideal observer described the two possible speed combinations (the location of the peaks in the templates) for a given condition of speed ratio. The ideal observer then selects the template with the highest correlation, a maximum likelihood decision rule.
Results
Ideal observer performance is constant across the speed ratios, but again displays a cost for transparent motion (Fig. 7A) . For human observers, we also find that thresholds are generally higher for transparent motions across the range of speed ratios we tested (Fig.  7B-D ). An exception is observer RG, whose performance is impaired for transparency only at the two lower speed ratios we tested.
As the ideal observer performance is constant, the human thresholds translate into efficiencies that are inverted versions of the threshold functions (Fig. 8) . Average efficiencies in the transparent motion condition are generally lower than for the coherent motion condition (Fig. 8A) , although there are individual differences. For observer JW (Fig. 8B) and EG (Fig. 8C) , there is a consistent cost in efficiency for transparent motion. On the other hand, observer RG (Fig. 8C ) has a cost in efficiency for transparent motion only for the smaller speed ratios we tested (pulling the average efficiency up at the higher speed ratios). This may reflect the strategy reported by RG to try and attend only to the slowest speed, although it is hard to see how this strategy would work at threshold where the detection of the two speeds will be difficult.
Discussion
In this experiment, we computed thresholds for human and ideal observers across a range of speed differences. Similarly to the previous experiment, we found that signal thresholds were consistently higher in the transparent condition. By computing efficiencies, we normalised human observer performance to the available information and found that transparent efficiencies were consistently lower than coherent efficiencies. This confirms the results of Section 3, demonstrating that a visual mechanism limits performance for transparent motions over a range of speed differences. A further aspect of the results worth considering is the hint of a peak efficiency at a speed ratio of 4 (Fig. 8A) , this corresponds to a target speed of 10.5°/s. It is possible that this reflects an optimal speed tuning for coherent motion, suggested by earlier studies of McKee and colleagues (e.g. Mckee, Silverman, & Nakayama, 1986) and consistent with recent psychophysical (Masson et al., 1999) and fMRI (Chawla et al., 1999) results finding an optimal range around or just under 10°/s.
General discussion
Summary
We measured performance in terms of signal thresholds for speed discrimination of both coherent and transparent motion. From these data, we also computed efficiencies for these tasks by comparing human with ideal observer performance, thus normalizing performance relative to the available information. In both Experiments 1 and 2, we found an overall cost in raw performance for transparent motion, consistent with previous findings (Lindsey & Todd, 1998; Mather & Moulden, 1983; Smith et al., 1999; Snowden, 1989 ).
Here we extended these findings through an ideal observer analysis and demonstrated that part of the loss of performance we found can be attributed to a difference in the available information in the transparent condition. Nonetheless, we found a consistent residual loss of efficiency in the transparent conditions. This indicates that constraints imposed by the visual system limit performance for transparent motion. However, the difference is small, generally less than 5%. Generally, we found that efficiencies for both coherent and transparent motion were less than 10%. Therefore, observers were using only a small sample of the available information.
In Experiment 1 we found that speed discrimination efficiencies for both coherent and transparent motion depended upon dot density. This demonstrated that the mechanisms underlying both coherent and transparent motion are sensitive to the level of false correspondences in the stimulus, observers were less able to use all the available information the greater the number of possible correspondences in the stimulus. Therefore we should be cautious when comparing performance for random dot stimuli with different overall densities, and also for random dot stimuli with the same overall density but with different densities contributing to different signals (as the signal to noise ratio will differ).
Comparisons with other efficiency measures
Generally our efficiencies were approaching 10%. The highest efficiency reported in the literature has been 83% for the discrimination of a gabor patch (Burgess, Wagner, Jennings, & Barlow, 1981) . Other representative efficiencies are 50% for density discrimination of random dot displays (Barlow, 1978) and 50% (Liu, Knill, & Kersten, 1995) to 2.7% (Tjan, Braje, Legge, & Kersten, 1995) for object recognition, and as low as 0.05% for grating detection (Watson, Barlow, & Robson, 1983) . The range of efficiencies we find in our motion tasks compares well with efficiencies of less than 10% reported by Simpson et al. (1999) for various motion tasks, using two-frame horizontal random dot jumps. This range is also similar to efficiencies reported for direction discrimination of random dot stimuli with a small direction distribution (Watamaniuk, 1993) , suggesting that these studies are isolating similar visual mechanisms; however these efficiencies are also somewhat lower than those found for direction discrimination of coherent motions (Barlow & Tripathy, 1997) . It is worth noting that no absolute efficiencies reported in the literature approach 100%. However, this should not be taken as an indication that the human visual system is inherently suboptimal. Rather, the visual system is not optimally configured to perform any single psychophysical experiment, but rather multiple ecological tasks. A fruitful avenue for future research could be to devise stimuli (and tasks) with greater ecological validity in an attempt to maximize visual efficiency.
Correspondence noise
We found that dot density, and thus the level of false correspondences in the stimulus, limits performance in speed discrimination of both coherent and transparent motions. This effect of Ôcorrespondence noise' has been explored using random dot stimuli by a number of authors (Barlow & Tripathy, 1997; Braddick, 1974; Eagle & Rogers, 1996 Todd & Norman, 1995; Williams & Sekuler, 1984) . In particular, Barlow and Tripathy (1997) found that direction discrimination efficiencies improved as the ideal observer pooled information over increasing areas. This indicates that, for coherent motion stimuli, the visual system pools information over quite a large area, up to about 4 degrees of visual angle. This pooling is functionally significant, as it would serve to average out the effects of correspondence noise. This pooling operation could be limiting performance in both our coherent and transparent motion tasks. The spatial pooling of motion information would effectively reduce the available information, accounting for the low efficiencies we found. However, this mechanism will cease to take advantage of increasing information when the available information exceeds the amount that can actually be pooled, performance would then increasingly be driven by the correspondence noise. This would account for the decay of efficiency with increasing density. Therefore, spatial pooling of motion information provides a parsimonious account for our low efficiencies and the effects of dot density.
Visual mechanisms underlying transparent motion
The processing limitation we found for transparent motion is consistent with previous evidence for directional inhibition (Lindsey & Todd, 1998; Mather & Moulden, 1983; Snowden, 1989) . This form of inhibition has been identified in MT responses (Curran & Braddick, 2000; Qian & Andersen, 1994; Snowden et al., 1991) and recently in human MT+ (Heeger, Boynton, Demb, Seidemann, & Newsome, 1999) and has been modeled as a subtractive normalization by Simoncelli and Heeger (1998) . By this approach, MT directional selectivity is achieved by summing the responses of V1 units that are compatible with a particular direction and subtracting the responses of V1 units with incompatible responses. This would result in a reduced response to simultaneous opponent motions, consistent with our results. Similarly, our results are also consistent with a modified motion energy model (Qian, Andersen, & Adelson, 1994b ) with a spatially local subtractive inhibition between opponent direction signals, restricted to similar spatial frequency and disparity channels. Indeed, subtractive inhibition may serve to reduce correspondence noise (Qian & Andersen, 1994; Snowden et al., 1991) .
However, our results do not rule out other possibilities. What we have shown is that, by normalizing performance to the information content of the stimuli by comparison with the ideal observer, a visual mechanism does indeed constrain performance for transparent motions. Because we used opponent transparent motions, our finding is entirely consistent with directional inhibition. Two alternatives are also consistent with our findings. First, our coherent motions are presented sequentially, while our transparent stimuli are by their nature presented simultaneously. Perhaps the system is not effective at representing two global motions (surfaces) at the same time. In support of this idea, Braddick, Wishart, and Curran (2002) found that observers were impaired in a global directional judgment for two motions compared to one, for both transparent motions and two coherent motions side by side. It would therefore be interesting to test whether performance, normalized to the stimulus information, for transparent stimuli of opposite directions would be comparable to that of segmented coherent motions of opposite directions. Second, it remains a possibility that the cost for transparency reflects a cost for segmenting motions (Masson et al., 1999) . To further explore this hypothesis, we suggest that comparisons should be made for unidirectional transparent and coherent stimuli, in which performance is normalized relative to the informational content in these different stimuli.
Conclusions
We found an overall cost in efficiency for speed discriminations of transparent motions compared to coherent motions. This demonstrates that constraints imposed by the visual system limit the processing of opponent transparent motions, consistent with a range of psychophysical and physiological evidence for directional inhibition. Efficiencies for speed discrimination of both coherent and transparent motions are less than 10% and decay with increasing dot density. This may be the result of a spatial pooling of motion signals.
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Appendix A. Ideal observer
We provide here the foundations of the ideal observer for our experiments. We first compute the effective density of our display from the proportion of signal and noise dots. We then compute the probability of matching dots from frame to frame. Finally, we derive the decision rule used by the ideal observer.
A.1. Effective density
Each frame is composed of K ¼ 10; 000 (100 by 100) locations where a dot can appear, and each movie is composed of a sequence of F ¼ 10 such frames. Each movie is produced by randomly throwing U signal dots and V noise dots on the first frame. The signal dots are then moved to the next frames according to their desired speed while the noise dots are thrown on new random locations for every frame. If X refers to the total number of dots thrown in one frame, X ¼ U þ V . Let s and n denote the probability that a location in a frame is a signal or noise dot respectively. By definition, s ¼ U =K and n ¼ V =K. Let now s 0 and n 0 denote the probability that a dot thrown in a frame is a signal or noise dot respectively. By definition, s 0 ¼ U =X and n 0 ¼ V =X , so that:
From our definitions, we also get:
These definitions allow us to compute the density of our stimulus. In the coherency task, we define the density d as the sum of the densities in the two temporal intervals. Because signal and noise dots can superimpose, the effective density in one interval is:
In our experiment, we set the density d and the proportion of noise dots n 0 and so we can infer the density probabilities of signal and noise s and n from Eqs. (A.1)-(A.3) . Similarly, in the transparency task, the effective density of the stimulus is:
We can infer the density probabilities of signal and noise from Eqs. (A.1), (A.2) and (A.4).
A.2. Matching probability
Our task involves a comparison of the slow and fast displacements of the signal dots. Because of ambiguities in matching dots across frames (the correspondence problem), each stimulus contains multiple speeds even in the noiseless condition. The multiple speeds contained in a stimulus are exactly represented in the cross-correlation computed across frames. Such a cross-correlation will present two peaks (one at the fast and the other at the slow speed) and a baseline level that corresponds to matching two unrelated dots by chance. Let c 1 and c 2 denote the peak and baseline amplitudes of the crosscorrelation in the coherency task, and similarly t 1 and t 2 for the transparency task.
We now derive these values c 1 , c 2 , t 1 and t 2 explicitly. Let us start with c 1 and, for the sake of the argument, let's assume that one of the signals is a displacement to the right by two positions and the second signal a displacement to the left by four positions. The value c 1 is the sum of two probabilities c 11 and c 12 corresponding to the two intervals in a coherency trial. If the first signal is presented in the first interval, then c 11 is the joint probability of observing a dot at location i at time t and a dot at location (i þ 2) at time (t þ 1) that we find to be:
ðA:5Þ
Because the first signal was presented in the first interval, only chance will participate to the cross-correlation at the same lag of +2 in the second interval:
ðA:6Þ
Similar reasoning for the transparency task lead to the following table: .7) are the means of the cross-correlation amplitudes for an infinite number of trials. For one particular trial, let fb 1 ; b 2 ; b 3 ; b 4 g denote the amplitudes of the cross-correlation at the four bins of interest (in the example above, the bins at )4, )2, +2 and +4 lags). Each b i follows a binomial distribution bðN ; RÞ, where N ¼ K Á ðF À 1Þ and R is one of the base probabilities given in Eq. (A.7). Since N is large (90,000), the binomial distributions we are dealing with are indistinguishable from normal distributions with mean l ¼ R and variance r 2 ¼ R Á ð1 À RÞ=N . For instance, the first bin in our example will be distributed as:
ðA:8Þ
A.3. Decision rule
The final stage of the ideal observer model is to combine the amplitudes of the cross-correlation and select the decision rule. Given that there are only two possible choices for the ideal observer, the optimal decision rule is to select leftward motion whenever pðleftwardjstimulusÞ > pðrightwardjstimulusÞ;
ðA:9Þ
where the Ôstimulus' is represented by the four amplitudes of the cross-correlation function as described above. These posterior conditional probabilities can be rewritten as functions of likelihoods using Bayes' rule:
pðleftwardjstimulusÞ ¼ pðstimulusjleftwardÞpðleftwardÞ pðstimulusÞ :
ðA:10Þ
Given that the denominator in Eq. (A.10) is a constant for a particular trial, and that leftward and rightward motions are equally likely, the decision rule in Eq. (A.9) can be rewritten in terms of the likelihood ratio D:
D ¼ pðstimulusjleftwardÞ pðstimulusjrightwardÞ > 1: ðA:11Þ
We therefore only need to focus on the likelihoods. If we assume independence between the bins of the crosscorrelation, the likelihood for the coherency task becomes: Similar reasoning lead to the same decision rule in the transparency task. The decision rule in Eq. (A.15) is equivalent to template matching with two templates. The leftward template has only two peaks at bins 1 and 3 (in our example, speeds )4 and +2) and the rightward template has peaks at bins 2 and 4. This template matching procedure is the one which is implemented in our simulations of the ideal observer.
