A simulation framework for coherent X-ray imaging, based on scalar diffraction theory, is presented. It contains a core C++ library and an additional Python interface. A workflow is presented to include contributions of inelastic scattering obtained with Monte-Carlo methods. X-ray Talbot-Lau interferometry is the primary focus of the framework. Simulations are in agreement with measurements obtained with such an interferometer. Especially, the dark-field signal of densely packed PMMA microspheres is predicted. A realistic modeling of the microsphere distribution, which is necessary for correct results, is presented. The framework can be used for both setup design and optimization but also to test and improve reconstruction methods.
Introduction
X-ray Talbot-Lau interferometry [1, 2] has gained increasing interest in the recent years. In the strive for optimized setups and in the search and evaluation for possible applications in X-ray Talbot-Lau interferometry, simulations are of great value. In this work we present a simulation framework, which was primarily developed for X-ray Talbot-Lau interferometry. The framework is based on classical scalar diffraction theory [3] and thus should also in general be suited for coherent X-ray imaging methods [3, 4] . While scalar diffraction theory is suited for the predication of diffraction effects it lacks support for predicting intensity distributions generated by inelastic scattering due to quantum mechanical processes, for example Compton scattering or X-ray fluorescence. Nevertheless, these processes can play an important role in coherent Xray imaging methods and therefore, depending on the problem at hand, might not be neglected. To solve this issue, we developed interface components in our framework and a workflow to incorporate the contributions of inelastic scattering obtained by Monte-Carlo methods.
In the first part of this work we present the basics of discrete scalar diffraction theory used within the framework. Additionally, we motivate and present our approach to combine the coherent wave-field simulation with the inelastic contributions from Monte-Carlo methods. In the second part we present details on design and implementation of the framework.
It is important to test that simulation results for intended applications are valid. If the simulation has shown to predict true values for certain sets of parameters in different use cases, it is more likely that the simulation will also predict true values for different sets of parameters. In X-ray Talbot-Lau interferometry setups have not been fully optimized yet. Here, a validated simulation is a valuable tool for setup design and optimization for different applications of Xray Talbot-Lau interferometry. Additionally, test data and look up tables can be created with the simulation to improve image reconstruction. Therefore, in the last part of this work, we show comparisons of results obtained by measurements and equivalent simulations. This is done for the intended primary application X-ray Talbot-Lau interferometry and especially the dark-field signal generated by sub resolution structures. 
Physics in the simulation
In the following we give a short introduction on scalar diffraction theory as it is used in the simulation framework. Further, we will describe the concept of combining coherent and inealastic contributions gained from wave-field simulations and Monte-Carlo simulations. Figure 1 shows a typical imaging setup with X-Ray Talbot-Lau interferometry. Assuming all matter present within this setup has an isotropic refractive index we can describe the physics of coherent X-ray propagation within this setup by the so-called scalar diffraction theory [3] . Accordingly, electromagnetic wave fields are represented by time-dependent complex scalar fields Ψ(r) which can be decomposed into spectral components ψ ω (r), which have to obey the Helmholtz equation
Scalar diffraction theory in the simulation
where k is the wave number, ω is the angular frequency with ω = ck and c is the speed of light. The vector r comprises the euclidean coordinates (x, y, z). The frequency dependent refractive index n ω (r) describes the optical property of matter and is equal to one in vacuum. Due to the relation between photon energy E and angular frequency E =hω it is possible to replace the frequency ω by E in the notation. Meaning that ψ E (r) is the monochromatic spectral component ψ ω (r,t) with the angular frequency ω = E/h. In the following we will drop the index E, assuming implicitly that ψ(r) is only one spectral component of the system. Additionally, we use the operator theory of imaging [3] . In this theory an imaging system can be cascaded into several subsystems. Each subsystem has an input plane where a forward propagating wave field ψ in (u) enters the sub-system. The wave field on the output plane
is gained by applying an operator O, which describes the action of the imaging system on the entry wave field. The euclidean coordinates u = (x, y) mark a point on such an input respectively output plane. The euclidean coordinate z describes the coordinate along the optical axis, i.e. each plane has a different z position. The output of one subsystem then serves as input for the next subsystem in the propagation order. Furthermore, we assume that each monochromatic component can be propagated independently through the imaging system. Finally, the intensity of each propagated monochromatic component can be summed up to obtain the total intensity of the propagated wave field. In the case that the energy response of a detector has to be taken into account, the intensity of each spectral component is used as input for the simulation of the detector.
In the example of the Talbot-Lau setup in Fig. 1 , a typical operation would be the propagation of the wave-field through free space from diffraction grating G1 to analyzer grating G2. For this we use the angular spectrum method [3] , especially the numerical implementation of the bandlimited angular spectrum method [5] . With the angular spectrum method the wave field after propagating a distance ∆z through free space is given by
with F and F −1 denoting the Fourier transform and its inverse and k x and k y being the angular components of the wave-field. An object in a setup, for example a grating, is handled in the projection approximation [3] . The wave field on the exit plane of an object is thus given by
with z 0 and z 0 + ∆z being the position of the entry and exit planes. The refractivity and the absorption of the object are described by δ and β , which both are part of the complex refractive index n E (r) = 1 − δ E (r) + iβ E (r).
Projection approximation will only work for sufficiently thin objects. A solution for thick objects might be the use of a multi-slice method [3] . In this method a thick object is divided into several slices. Each slice then combines the projection approximation and free space propagation to propagate the wave field to the next slice.
Combination of coherent and inelastic contributions
In coherent X-ray imaging, inelastic scattering (see chapter 2.10 of [3] ), for example Compton scattering and photoelectric absorption and fluorescence, plays an important role. Depending on the amount of matter between source and detector, the X-ray spectrum and the effort that is taken to suppress large angle scattering contributions, inelastic scattering may considerably contribute to the detectable intensity at the detector. Inelastic scattering can have an impact on the image obtained with coherent X-ray imaging methods. Thus, a simulation framework for coherent X-ray imaging should be able to include effects of inelastic scattering. Both elastic and inelastic processes within matter contribute to refractivity and absorption. This is expressed by the complex refractive index, which is used within the wave-field simulation. There is no way to calculate the intensity distribution of the inelastically scattered photons within the wave-field simulation as the underlying processes are quantum mechanical in nature and the wave-field simulation is based on a classical theory of electronmagnetism. Thus, within the wave-field simulation the intensity distribution of inelastically scattered photons is not existent and no longer contributes to the total intensity at the detector. Furthermore, inelastically scattered photons can be regarded as being incoherent to the primary wave field and thus only the intensities and not the amplitudes of the inelastically scattered photons and the coherent contribution can be summed. Monte-Carlo simulations can be used to determine the inelastically scattered photons, and therefore the inelastic contribution. On the other hand, Monte-Carlo simulations are not able to predict diffractive effects. By using both a wave-field simulation to compute the coherent contribution and a Monte-Carlo simulation to compute the inelastic contribution it is possible to get a combined simulation result which is more realistic than that of each single simulation on its own. Figure 2 shows the scheme of the simulation flow model for combining coherent and inelastic contributions to the intensity I(x, y) at the surface of a detector. The chosen input parameters for a simulation are used for both, a Monte-Carlo simulation and a wave-field simulation. These simulations are then executed in parallel. Afterwards all photons that are scattered by an inelastic process in the Monte-Carlo simulation are selected and can be regarded as the inelastic contribution. The wave-field simulation in turn provides intensities of the coherent contributions to the photon field.
There are two possibilities to combine these contributions. On the one hand, the intensities provided by the wave-field simulation can be reinterpreted as probability density functions for the coherently scattered photons. With a random generator a list of coherently scattered photon events is obtained, which can be added to the list of inelastically scattered events.
On the other hand, the list of inelastically scattered photons can be used to create an intensity of these inelastic contributions which can then be combined with the intensity of the coherent contributions. For this, a sufficiently high number of photon events has to be simulated to obtain expectation values of the intensity with sufficient precision.
Both, the combined intensity and the combined photon event list can serve as input to a subse- quent detector simulation. The detector simulation, together with a detector response function, can then give the detector response to the impinging photon field either with or without photon noise. Depending on the level of detail of the detector simulation it is also possible to include noise of the detector.
Implementation of the simulation framework
The framework consists of a core framework library libcxi. The functionality of the core framework library is exported into the Python [6] extension package cxi. The Python extension itself is used by the Python package cxi which provides further functionality and a simplified programming interface for common tasks. The framework design is explained in more detail in the following subsections. Figure 3 gives a visualized overview of the framework components.
Core framework library libcxi
The core framework library libcxi is implemented in C++ [7] and depends on the FFTW [8] and the Boost C++ libraries [9] . The core framework library includes a dynamically managed two-dimensional array of complex values. This array is intended to sample a complex scalar wave field on a two-dimensional plain rectangular surface in three dimensional space. The wave field given on such a surface can then be propagated through a coherent X-ray imaging setup according to the operator theory of imaging. Free space propagation is provided by the angular spectrum formalism or Fresnel diffraction (see section 2.1).
Iterators to rectangular slices of the array provide access to the sampled wave field values and their coordinates on the surface. Map and reduce operations in conjunction with a collection of functions of the sampled value and its coordinates allow a simple manipulation of the sampled surface. This includes the creation of incident waves, apertures or zero padding and allows the calculation of the total intensity over a given rectangular region. Additionally, functions to calculate the transmission through thin objects in projection approximation are provided. These include geometric objects like spheres, ellipsoids and polygons, but also simple grating structures are provided.
Further, the included geometry package allows to define more intricate hierarchic geometric structures. Algorithms to calculate the transmission of such structures in projection approximation are supplied. These algorithms can be combined with free space propagation to create multi-slice algorithms that propagate wave fields through more extensive objects.
The spatial distribution of the complex refractive index, consisting of a refractive index decrement and an extinction coefficient, is required to calculate the wave propagation through an object slice. The complex refractive index depends on the photon energy but also on the material composition. Therefore, the library has built-in access to a library of pre-calculated complex refractive index tables for a variety of different materials. These tables can be calculated with methods and data given in [10] , provided that the elemental mass ratios and the density of the material are known.
The simulated wave fields are monochromatic. To gain polychromatic simulations the spectral power density of the source can be discretized. For each discrete energy the monochromatic propagation is calculated using the appropriate photon energy or wavelength. The resulting monochromatic intensities are then weighted by the spectral power and summed.
The coherent simulation is supplemented by a Monte-Carlo simulation, the framework provides algorithms that create photon events based on the intensities calculated with the coherent simulation. For this, random generators and distributions of the boost random library are included into the core framework library. These distributions can also be used for modeling random variations in setup parameters when needed.
The core framework library can be used to build native simulation applications. Native applications have to be recompiled when changes are made to the application code. Additionally, the simulation results have to be exported when needed.
Python bindings and module
Using the boost Python library most of the classes and functions of the core framework library libcxi are exported into the Python extension cxi. This Python extension module provides no additional functionality. The extension module is used as a base for the Python package cxi which eases the use of the core framework library programming interface. It provides algorithms for common tasks when building simulations for coherent X-ray imaging. Besides these additions, results of the wave field simulations can easily be used for further analysis with existing Python packages for numeric and scientific calculations and visualization. Thus, simulations can be built and modified in a more convenient way than it is possible with native applications. Nonetheless, the simulations stay efficient as the computationally demanding parts are still in native code.
Dark-field simulations for an X-ray Talbot-Lau interferometry setup
Talbot-Lau interferometry has gained increasing interest for X-ray imaging in recent years. Especially dark-field imaging offers interesting information due to the fact that it is sensitive to structures in an object which are smaller than the pixel size defined by the imaging detector. We therefore consider the dark-field signatures in a Talbot-Lau setup in our simulation and compare it with measurements.
The Talbot-Lau setup consists of the following components which are listed in the order beginning at the X-ray source and ending at the X-ray detector, see Fig. 1 . The X-ray tube has a tungsten anode and is operated at 40 kV acceleration voltage. A source grating G0 is placed at a distance of 140 mm to the tube focus. G0 has a period of 24.39 µm and has gold bars with a height of 150 µm. The distance between G0 and the object position is 1495 mm. The distance from the object position to the diffraction grating G1 is 235 mm. In sum the distance between G0 and G1 is 1730 mm. G1 has a period of 4.37 µm and has nickel bars with a height of 8.7 µm. G1 is designed to be π-shifting for a design energy of 25 keV. The distance between G1 and the analyzer grating G2 is 170 mm. G2 has a period of 2.4 µm and has gold bars with a height of 110 µm. The distance between G2 and the detector is 430 mm. All three gratings have a duty cycle of 0.5. The detector has a caesium-iodine scintillator with 600 µm thickness and a pixel pitch of 127 µm. The given parameters and components fully describe both the experimental apparatus as well as the setup within the simulation. If not stated otherwise, the given parameters are used for all comparisons shown in the rest of this section and these parameters are always equal in simulation and measurement for each comparison. Due to the Talbot effect the grating G1 induces a periodic intensity pattern in the plane of G2. G2 is mounted on a piezo stepper for the so-called phase-stepping [2] procedure: by taking images at different x-positions of G2 the obtained intensity as a function of the position results in a sampling of the periodic intensity pattern for each pixel of the detector. From these data for each pixel i of the detector the visibility V i is calculated by the quotient
of the amplitude a i of the first order harmonics of the phase-stepping curve and the mean value m i of the phase-stepping curve. Both amplitude a i and mean value m i are obtained by a discrete Fourier transform of the phase-stepping curve for each pixel i. The object visibility V i and the reference visibility V ref,i are obtained by equivalent measurements with and without object. This yields the dark-field
The simulation considers one detector pixel centered around the optical axis of the setup. No distance between G2 grating and detector pixel is assumed, which results in an effective pixel width of 105 µm. The area of the sampled two dimensional wave field in the simulation exceeds that of the pixel by a margin of 20 µm in each dimension. Additionally, the sample area is doubled in both dimensions and zero padding is done to avoid aliasing when using the band limited angular spectrum formalism [5] for free space propagation. The sampling distance for both dimensions is 0.2 µm.
The wave-field array is initialized directly in front of the object position with a monochromatic spherical wave which is emitted at the tube focus position. Then the transmission through the object is calculated with projection approximation. This is followed by a free space propagation to the G1 position. The transmission of G1 is again calculated with projection approximation and followed by another free space propagation to the position of G2. The squared modulus of the complex wave field amplitude is calculated to obtain the intensity of the wave field. The normalized spatial power density of the tube source and the intensity transmission function of the source grating G0 are projected over G1 onto the G2 plane. The product of both projected functions provides a blurring function which is convolved with the intensity field.
In the last step the intensity field is transmitted by G2 using the projection approximation and the total intensity in the pixel area is summed up. This last step is performed for different lateral positions of the G2 grating, which yields a monochromatic phase-stepping curve. The spectral power density of the tube source, which was measured or simulated, and the transmission of the silicon grating wavers as well as the detection probability of the CsI scintilator is taken into account by a numerical computation. This gives a discrete spectral power density, which is taken to gain a polychromatic phase-stepping curve by a weighted sum of monochromatic simulated phase-stepping curves for a given object realization. The visibility V is gained by the quotient of the amplitude a and the mean m of the polychromatic phase-stepping curve. Both values are obtained by a discrete Fourier transform.
Comparison of simulation and measurement
For a first validation of the simulation we vary parameters of the Talbot-Lau setup and compare simulation and measurement of the visibility. Figure 4(a) shows the visibility as function of the acceleration voltage of the X-ray tube, Fig. 4(b) shows the visibility as function of the distance between the gratings G1 and G2. We can see agreement between simulation and measurement within the uncertainties of the measurement.
For a further test, a homogeneous cube of PMMA with dimensions 30 × 30 × 5.35cm 3 is positioned in front of G1. The parameters for this test are slightly different to the setup introduced in the beginning of section 4. The distance between source and G0 is 164 mm, between G0 and sample 370 mm, between sample and G1 242 mm, between G1 and G2 158.6 mm and between G2 and detector 114.4 mm. All three gratings G0, G1 and G2 have gold bars with bar heights of 150 µm, 4.37 µm and 70 µm. The grating periods are the same. The simulation is performed in two ways. Firstly, only the coherent wave propagation is taken into account resulting in the dark-field value of 0.83. Secondly, the inelastic contribution is considered in addition resulting in the dark-field value of 0.77. The inelastic contribution is obtained by a Monte-Carlo simulation with the Geant4 [11] toolkit using the Penelope low energy physics list. The measurement shows a dark-field value of 0.73. Differences between the absolute dark-field values of simulation and measurement can most likely be explained by details of the measurement setup, which are not implemented in the simulation. These details might further reduce the dark-field value seen in the measurement compared to the simulation through inelastic scattering. Additionally, simulation runs with a measured and a simulated X-ray tube spectrum show relative changes of up to 3% of the resulting dark-field value incorporating inelastic scattering. In conclusion, by comparing the two results with the measurement we see, that inelastic scattering is not negligible for thick objects.
Simulation of an object containing microspheres
As a next step a more complicated object is investigated. The object consists of a cubic volume containing microspheres of varying packing density, i.e. relative volume filled by the spheres. The cuboid has a thickness t in beam direction. For each set of these parameters -i.e. thickness and packing density -the dark-field is calculated repeatedly to obtain an averaged dark-field D(t) depending on the thickness t. 250 low density 250 high density 500 low density 500 high density 1000 low density 1000 high density Fig. 3 of the cited article. The data presented in the figure here is obtained with the simulation framework cxi. The simulation was done once with the assumption that the packing density is sufficiently low to ignore sphere overlap. For this a distribution method is used, which creates distributions of spheres which are comparable to the ones found in [12] . Additionally the simulation was also repeated with a high packing density of 0.5 and with a relaxation method which is additionally used in our work, which minimizes the overlap between spheres. See the text for a detailed explanation of the different used distribution methods. The centers of the spheres are randomly distributed in the object volume according to a uniform 3-dimensional probability density. The number of spheres corresponds to a given packing density. It is important to note that in this model the distance between any two spheres can be as low as zero. Which means that their volumes may overlap, which is unrealistic by geometry. But the influence on the wave field is taken into account because overlapping volumes are projected multiple times in the projection-approximation algorithm. In Fig. 5(a) a cross section within the volume of such a generated distribution can be seen. One can see, that some spheres are overlapping. Accordingly, this simulation can only be realistic for objects with a very low packing density.
Malecki et al.
[12] have published simulation results for calcium spheres distributed on a two-dimensional area, called layer. They calculated the expected dark-field for different sizes of spheres, number of spheres per layer and number of layers. They distributed relatively large numbers of spheres which overlapped on a layer. Effectively, a realization of such a sphere distribution may be possible by taking a sufficient thickness for a layer so that the overlapping of spheres could be avoided, which means that the packing density has to be low. This is nicely indicated in Fig. 1 of [12] , where the spheres in each layer seem to be placed with sufficiently low packing density to reduce the probability of overlapping.
We tried to repeat the simulation for which the original results can be found in Fig. 3 of [12 ] by placing the according number of spheres in our cuboid with a low packing density, i.e. using a relatively large cuboid thickness t. The result is shown in Fig. 6 and it agrees very well with the results of [12] . If we simulate the same number of spheres in a cuboid with lower thickness, i.e. with higher packing density, we obtain different results. With higher packing density a more regular distribution of microsphere material is given in the volume. This leads to less reduction of the visibility, and thus a higher dark-field value, in the simulation compared to small packing densities. Fig. 8 . Dark-field as function of the thickness along the optical axis of an object containing PMMA microspheres of 6.3 µm diameter. In the simulations shown in (a), the centers of the microspheres are distributed according to a uniform probability density within the object volume. In the simulations shown in (b), a densely packed irregular distribution of microspheres which has a minimized amount of overlap is used. The error region around the curve of the measurement is due to an uncertainty of the thickness of the object in the measurement.
Dark-field measurements with microspheres
In order to probe the validity of the simulation we performed a measurement with an object containing microspheres. The sample holder consists of a hollow right angled prism made of PMMA walls of 3 mm thickness, see Fig. 7 . The hollow volume of the prism is filled by PMMA microspheres each having a diameter of 6.3 µm. The tangent of the prism angle is 5 80 . The shorter tangent of the right angled prism base is placed parallel to the optical axis of the setup. The longer tangent is placed perpendicular to the optical axis. The base and the axis of the prism is aligned to the detector edges. Thus, the thickness t of the object changes when moving along the pixel matrix in x-direction (for the coordinate system see Fig. 1 ). It is possible to obtain repeated measurements for the same thickness when moving along the y-direction of the pixel matrix.
This powder of microspheres has been poured into the hollow prism and the prism was shaken afterwards to let the spheres settle. According to [13] the packing density of the random close pack of mono-dispersed spheres should be between 0.56 and 0.64. An approximate measurement of mass and volume of the powder used in the measurement gives together with the known density of PMMA a packing density of about 0.53. Therefore, we assume that the real packing density lies between 0.53 and 0.64.
In Fig. 8(a) the results of the measurement compared to the simulation with the uniform random distribution method can be seen. The simulation has been repeated for packing densities between 0.1 and 0.6. From Fig. 8(a) it can be seen that the simulation would be in agreement with the measurement assuming a packing density between 0.2 and 0.3. This is contradictory to the measurement where a packing density between 0.53 and 0.64 is found. While most of the parameters in the simulation have been chosen in tight accordance to the measurement, the uniform random distribution of sphere centers does not reflect the fact that an overlap of the spheres is not possible in reality. This leads to the second method for generating sphere distributions described in the following subsection.
Simulation of a realistic distribution of densely-packed microspheres
To overcome the limitations of the uniform distribution method a method which iteratively minimizes the overlap between spheres has been implemented. The implementation is loosely based on ideas found in [14] . The method starts with a realization of sphere centers according to the uniform distribution method. Each sphere is assumed to be in a potential caused by surrounding spheres. The potential of each sphere has a shape falling from one at the center of the sphere with a cosine function to zero at the doubled radius of the sphere and above. In each iteration the spheres are selected one by one in random order. In its turn, each sphere center is then displaced by a fraction of the radius in the direction of the gradient of the potential. Thus, with each iteration the distribution of spheres relaxes into a state where overlap is minimized. An example of this process can be seen in Fig. 5 . This figure shows cross sections of the volume of an initial sphere distribution and the distribution after a certain number of iterations. This method allows to generate densely packed irregular distributions of microspheres with minimized overlap. The so generated distribution is more realistic as overlap is minimized and overlap is not possible in the real sample of hardcore PMMA spheres. The relaxated sphere distribution can then be used to fully repeat the simulations that have been done before with spheres distributed according to a uniform probability distribution. Figure 8(b) shows the results of the simulation with the relaxation method compared to the measurement. The simulation is repeated for packing densities between 0.1 and 0.6 again. This time it can be seen that the curve for the measurement lies between the simulated curves for packing densities of 0.5 and 0.6. This is in agreement with the expected packing density between 0.53 and 0.64 of the measurement.
In total, the results presented here show that a quantitative simulation of the dark-field signal is possible with the presented simulation framework. As a side result we have seen that the dark-field signal is very sensitive to how microstructures are distributed, as the results of the simulation are different for different distribution methods.
Conclusion and outlook
This work presents a simulation framework for coherent X-ray imaging with a focus on X-ray Talbot-Lau interferometry. The core framework library is implemented in C++, while Python bindings and a Python package provide the programming interface for users implementing simulations with the framework. This offers high computational performance and flexibility, yet retaining a convenient to use programming interface.
The framework allows to calculate the coherent contribution with a wave-field simulation based on classical scalar diffraction theory. It also provides methods to include inelastic contributions which cannot be obtained by the wave-field simulation. Instead, the inelastic contribution can be obtained by established Monte-Carlo methods. A workflow for combining the results with those from the wave-field simulations is presented.
In the last part of this work the performance of simulations based on the framework is compared to different experiments performed with an X-ray Talbot-Lau interferometer. The simulation is able to quantitatively predict the polychromatic visibility of the experimental setup as a function of acceleration voltage and the distance between diffraction grating and analyzer grating. In a further comparison an object, which is suited to generate a considerable amount of inelastic scattering, was placed in the setup. In this case, quantitative agreement of the predicted dark-field signal to the measured dark-field signal is improved if the presented workflow to incorporate inelastic contributions into the simulation result is used. Further comparisons show that the framework is able to quantitatively predict the dark-field signal originating from sparsely and densely packed microspheres. In order to achieve this result a realistic modeling of the distribution of densely packed spheres has been developed. Its validity has been proven by comparison to measurements.
Several points can be concluded from this comparison. First, as a side results, we see that the dark-field signal does not only depend on the shape and amount of volume filled by a microstructure, as has been shown by several works before, it also depends on how the single elements are distributed within the volume. Therefore, precise knowledge about microstructures including the distribution of its elements is important for a realistic simulation. The framework and the packing algorithm presented in this work allow a more realistic simulation of densely packed structures than it has been possible before. Second, our approach of combining coherent wave-field simulation and inelastic scattering improve the simulation result with regard to the measurement at least for X-ray Talbot-Lau interferometry. Third, and this was the primary purpose of this work, it could be shown that simulations based on the framework are able to predict quantitative values for X-ray Talbot-Lau interferometry. Thus, the validated framework allows to optimize and improve the setup design and reconstruction methods for X-ray TalbotLau interferometry.
