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Let A be a commutative ring with unit. For each n > 2 we can consider 
the form det(X,), a homogeneous polynomial of degree n in the n* 
variables X,. We can then ask for the automorphisms of the determinant, 
the linear changes of variable that preserve the form. Clearly for instance 
we leave the determinant unchanged if we replace (X,) by P(X,) Q where 
P and Q are n x n matrices over A with det(PQ) = 1. The transposition 
mapping (X,) H (X,)‘r = (Xji) also preserves the determinant. When A is a 
field, these maps give the whole automorphism group; this fact was first 
discovered by Frobenius [6] and has been proved afresh several times 
since then [4, 17,203. Recently James [9, lo] extended the study of this 
automorphism group to integral domains A, first for n = 2 (where the 
determinant is a quadratic form) and then for arbitrary n; he found that 
there were other automorphisms corresponding to certain elements in the 
Picard group of A. In this paper we will extend his results and find the 
group for all commutative rings A. In the process we will also determine 
the changes of variable preserving the equations ArX= 0. We will then go 
on to settle similar questions for symmetric and skew matrices. 
This is also a programmatic paper, and the results on determinants are 
only part of its raison d’&re. The fact is that automorphism (or “preser- 
ver”) questions like these have been the object of quite a lot of work in 
linear algebra; to see this, the reader need only look at the surveys by 
Marcus [13, 143, or at recent papers like [23,22, 15, 321. The problems 
thus studied over fields almost always make sense over more general rings, 
and I hope to show that it is both reasonable and desirable to study them 
in that generality. 
It is of course always desirable to answer a question in its natural 
generality, and such answers can be reached by various methods. In fact 
McDonald has independently determined the automorphisms of det(X,) 
* This work was partially supported by the National Science Foundation, Grants MCS 
19-03067 and MCS 8102697. 
171 
0001~8708/87 $7.50 
Copyright 0 1987 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
172 WILLIAM C. WATERHOUSE 
over general A by an ingenious and painstaking extension of one of the 
known proofs over fields [ 193. But I want to emphasize how reasonable it 
is to consider such a problem over general A in the setting of group 
schemes. Indeed, any problem of this type is by its very definition the study 
of an affine group scheme. Thus it naturally fits into a framework where a 
certain amount is known in general, and this knowledge can be quite useful 
in several different ways. 
First, there are general properties of afline group schemes that will 
necessarily turn up in such problems, and there is no point in rediscovering 
them anew each time. In our specific det(XV) problem, for instance, the 
answer when properly formulated is exactly the same over arbitrary rings 
as over fields. The extra automorphisms discovered by James are 
automatically present because they are inherent in the group scheme 
involved, and they have in fact been observed in similar problems 
before [24, 281. 
Second, a limited amount of knowledge may suffice to determine an 
affine group scheme, so that we may not need to consider truly arbitrary 
commutative rings. The reader will see, for instance, that in this paper we 
never need to pay any serious attention to rings with nontrivial idem- 
potents. Indeed, most of our specific arguments will be carried out over 
algebraically closed fields. 
A third point, more technical but often important, is that descent theory 
in characteristic p requires information about the automorphism group 
scheme beyond merely knowing the automorphisms over fields. The results 
in this paper, for instance, imply that every twisted form of the determinant 
has a separable splitting field, and this information is crucial for the deter- 
mination of such twisted forms [3 11. 
Finally, the flexibility provided by the machinery of group schemes can 
actually simplify the arguments needed even over fields. The theorems of 
this paper, for instance, obviously must contain a proof of Frobenius’ 
original result; and this proof is quite different from those previously 
known. The basic difference is that we are able to reduce the problem to a 
linear one by passing to the Lie algebra. Such reduction is of course a 
familiar classical idea over the reals; affine group schemes allow us to apply 
the same idea in all characteristics. 
In view of these advantages, I want to make it easy for others to use the 
methods of this paper in their own work. To this end I have concentrated 
all the general group scheme arguments in the first section, where they are 
woven into a brief exposition of the properties of afline group schemes. 
Some of these properties are formally proved here as theorems, but I do 
not claim these theorems as basically new results; they just do not happen 
to be stated explicitly in the source books [2, 3, 271. The most important 
such result is Theorem 1.6.1, which is specifically designed for our 
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applications. The viewpoint adopted throughout is the same as in my 
textbook [27], but no particular familiarity with that book is presupposed. 
1. AFFINE GROUP SCHEMES 
1.1. An alfine group scheme G, for the purposes of this paper, will 
be a subgroup of the n x n invertible matrices GL(n) defined by polynomial 
equations on the matrix entries. That is, we have a fixed base ring k and a 
fixed collection of polynomials in k[( Y,)], and for every k-algebra A we 
have a matrix group G(A) consisting of the elements (yV) in GL(n, A) for 
which the polynomials are zero. Such a G is in particular functorial; that is, 
an algebra map A -+ B induces a homomorphism G(A) -+ G(B). In most of 
our applications the defining polynomials will have integer coefficients, so 
that we can take k = H and have G defined for all commutative rings A. 
More is known about group schemes defined over base fields, however, so 
we may still occasionally restrict to algebras over some field L; such a 
restriction will be denoted G,. 
1.2. The simplest example of an afline group scheme is of course 
GL(n) itself. (The special case n = 1, the multiplicative group, occurs often 
enough that it has the special symbol G,.) Orthogonal groups are another 
example. More generally, suppose f is any polynomial whatever in 
kCX ,,...,X,,]. We can ask then for the automorphisms of f, the linear 
changes of variable TXj = C a$, that preserve the polynomial (i.e., satisfy 
f( TX) = f(X)). This question makes sense for ati in any k-algebra A, so at 
least it defines subsets Auto(A) inside each GL(n, A). Since the changes of 
variable give an action of the group GL(n, A) on polynomials with coef- 
ficients in A, the stabilizer Auto(A) of f is a subgroup of GL(n, A). 
Moreover, if we write out f(TX), we get a polynomial where the coef- 
ficients of the various X’ are themselves polynomial expressions involving 
the (fixed) coefficients off and the matrix entries (ati) of T. The condition 
fo T=f thus is equivalent to certain polynomial equations on the aG with 
coefficients in k. Hence Auto is an afline group scheme defined over k. 
1.3. One cannot get an afine group scheme to come out equal to a 
fixed (nontrivial) finite group for all A. To see why not, suppose we try to 
write down a group G of order 2, say the group consisting of the 2 x 2 
matrices 
and 
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These two elements satisfy the polynomial equations 
a II =az2, a,,a12=0 
aI2 = a,,, alI +a,,= 1. 
Over a field or an integral domain, our two matrices are indeed the only 
two satisfying the equations. But if a nontrivial idempotent e is present in 
A, then setting a,, =e and a12= 1 -e gives another solution. In fact, the 
group G(A) consists precisely of all matrices of the form 
Such behavior is automatic, so much so that a “constant” group scheme of 
order 2 is just defined to have one element for each solution of e2 = e in A. 
By abuse of notation, this group scheme is often still written as z/22. 
For an immediately relevant example, we can consider transposition, an 
operation of order 2 on matrices which preserves the determinant. Since 
Aut(det(X,,)) is an afline group scheme, this operation must bring others 
with it whenever idempotents appear in A. Once this tells us what to look 
for, it is then trivial to observe that the maps 
for e2 = e do indeed preserve the determinant. They give us a copy of the 
constant group scheme 2/22 sitting inside Aut(det(X,)). 
1.4. Sometimes, rather than preserving a polynomial, we may want 
to preserve the condition of its being zero. More generally we may have 
several polynomials f,,..., f, (for instance, the various k x k minor deter- 
minants of (X,,)) and want to preserve the condition that says they are 
simultaneously zero. There are different ways to interpret this (see the 
Appendix), but we adopt here the algebraist’s view that polynomials are 
formal expressions. Thus we are looking for the changes of variable T such 
that each f;( TX) is a sum of (polynomial) multiples of the f;(X). We may 
then equivalently pass to the ideal I in A [Xi ,..., X,] generated by fi ,..., f,; 
we say that T preserves Z if fo T is in Z for every f in I. 
PROPOSITION 1.4.1. Zf T preserves an ideal Z, so does T- ‘. 
Proqf: It is known [21] that an A-algebra endomorphism of a finitely 
generated A-algebra is an isomorphism whenever it is surjective. Now if 
composition with T preserves Z, the isomorphism it gives on A[X,,..., X,] 
passes to an endomorphism of A[X, ,..., X,1/Z. This endomorphism is 
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clearly subjective, and hence it is bijective. This implies that T-’ preserves 
z- I 
A special form of this result was proved by Dixon [5]. 
COROLLARY 1.4.2. Suppose f, ,..., fs in A[ X, ,..., X,,] are all homogeneous 
of the same degree. Then any linear change of variables preserving the ideal 
Z= (f,,..., f,) induces a bijective linear map on the A-span of the fi. 
Proof The elements C cifi with cj in A are the only elements in Z of the 
same degree as the fi. Hence the linear change of variables maps the set of 
these elements to itself. The inverse change also preserves Z; thus it also 
maps this set to itself, and the two maps are inverse to each other there. 1 
Suppose now that we start with f ,,..., f, in k[X, ,..., X,,]. For every k- 
algebra A we can then consider the subset G(A) in GL(n, A) preserving the 
ideal generated by the fj. Lemma 1.4.1 shows that each G(A) is a group. 
Moreover, if A + B is a k-algebra map, it clearly sends G(A) into G(B). In 
general, however, the G(A) may fail to form an alIme group scheme. The 
reason for this is that the preservation of an ideal may impose divisibility 
conditions, as well as polynomial equations, on the matrix entries. For 
example, take the polynomials q, J$, 4X, X, over the integers. It is easy to 
compute that the ideal these generate is preserved precisely when 2a,,azI 
and 2a,,az2 are divisible by 4. Over the rationals, all (aq) satisfy this con- 
dition, and thus no nontrivial polynomial over the integers can vanish on 
all the solutions. Hence G(A) is not definable by polynomial equations. 
This example shows that we need here some technique for proving when 
the groups preserving an ideal form an afline group scheme. The following 
simple test is usually enough. 
THEOREM 1.4.3. Let V be the module of all polynomials in k[X, ,..., X,] 
of degree at most r. Let Z be an ideal generated by elements of degree at most 
r. Suppose there is a basis f, ,..., f, of V such that fi ,..., f, among them span 
In V. Then the condition of preserving Z defines an affine group scheme on 
k-algebras. 
Proof Suppose T preserves I. Take the elements fi 0 T for i d s, which 
are in V; when we expand them out in the basis f, ,..., f,, they must have 0 
as the coefficient off;. for each j> s. Conversely, this zero-coefficient con- 
dition forces T to map In V into itself and hence preserve I. But clearly the 
zero-coefficient condition is just a collection of polynomial equations on 
the coefficients of T. u 
COROLLARY 1.4.1. Zf k is a field, the condition of preserving an ideal in 
kCX, ,..., X,] always defines an affine group scheme on k-algebras. 
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PORISM 1.45 If Z is generated by homogeneous polynomials of degree r, 
then the theorem remains true tf V is replaced by the space of all polynomials 
homogeneous of degree r. 
COROLLARY 1.4.6. Suppose in the theorem we have k= E. Suppose that 
the rank of In V is the same when we read the polynomials module each 
prime. Then the condition of preserving Z defines an affine group scheme. This 
is true in particular if Z is generated by homogeneous polynomials of degree r 
that remain independent module p for all p. 
Proof: The structure theory for subgroups of 7’ shows us that there is a 
basis fi ,... f, of V together with nonzero b, ,..., b, in Z such that b, fi ,..., b,f, 
is a basis of In V. The polynomials in In V then have rank lower than s 
modulo some prime p iff p divides some b;. We have assumed that this 
never happens, and hence all bj are +l and the hypothesis of the theorem 
is satisfied. 1 
For a relevant example, now, suppose we take mn indeterminates X, 
with i=l,..., m and j=l,..., n. For each r between 1 and min(m, n), let 
H,(A) denote the invertible linear maps over A that preserve the ideal 
generated by all r x r minor determinants of (A’,). These different minors 
are independent modulo every p, since in fact we can assign values to the 
X,i to make any prescribed minor 1 while all the others vanish. Hence 
Corollary 1.4.6 can be applied: 
COROLLARY 1.4.7. The groups H,(A) are an affine group scheme. 
Even when the hypothesis of (1.4.6) is not satisfied, we are never far from 
afline group schemes. To see this, observe that the proof of (1.4.6) remains 
valid when k is any principal ideal domain; in particular, the result is true 
over localizations of Z. Now if we start with an ideal over iz and construct 
the basis b,f, of In V, we can choose an integer q containing all prime 
factors of all the b;. Then over Z[ l/q] we can apply the result: 
COROLLARY 1.4.8. Let Z be an ideal of Z[X,,..., X,,]. Then there is some 
integer q > 0 such that the invertible linear maps preserving Z are an affine 
group scheme on all Z[ l/q]-algebras. 
1.5. Suppose in this subsection that our base ring k is a field. Let G 
be an a&e group scheme over k. Form the ring k[e] with s2 = 0, and look 
at the elements in G(k[&]) that reduce to the identity in G(k) when we 
send E to 0. These form a k-space that is called the Lie algebra of G and 
denoted Lie(G). (It does in fact carry a Lie algebra structure, but that is 
irrelevant for our purposes.) In particular, Lie(GL(n)) consists of all 
AUTOMORPHISMS OF det (X,) 177 
matrices of the form T = Z+ EM where M = (m,) is a matrix in k. For our 
subgroup G of GL(n), we can then find Lie(G) by computing which Z+ EM 
satisfy the condition defining G. The fact that s2 = 0 usually makes this 
computation easy. For instance, suppose we take G to be Aut(f), where 
f(X, ,***, X,,) is some polynomial. It is trivial to check that 
Thus Lie(Aut(f)) is given by the (Q) satisfying 
cmix,(g=o. ij J 
The dimension dim(G) of an afine group scheme G is defined in essence 
to be the number of independent variables necessary to specify an element 
of G; there are several equivalent ways of making this precise. The vector 
space Lie(G) has linear dimension at least as large as dim(G), and one says 
G is smooth if dim Lie(G) = dim(G). This condition is automatic when 
char(k) = 0, and the smooth groups escape many of the peculiarities that 
can otherwise occur in positive characteristic. 
Inside G one can define a normal subgroup Go called the connected com- 
ponent (of the identity). One says G is connected if G= Go; the group 
GL(n), for instance, is connected. In any case Go has finite index, and it has 
the same Lie algebra as G. Any homomorphism from a connected group 
scheme F to G will factor through Go. 
1.6. We can now prove the specific isomorphism result that will be 
used in this paper. It contains a requirement that our group schemes be “of 
finite type,” but that is included just to assuage the experts; it is 
automatically true for the subgroups of GL(n) that we have been con- 
sidering. There is also one assumption of flatness; this will be automatic in 
our cases, where G will be Go or Go x (z/22) and the G”, will all be smooth 
and connected of the same dimension [3, Vol. I, p. 3493. 
THEOREM 1.6.1. Let G and H be affine group schemes of finite type over 
Z with G flat, and let cp: G + H be a homomorphism. Suppose that for all 
algebraically closedfieldr L we can show that 
(i) dim(G,) > dim.Lie(H,), 
(ii) the maps G(L) + H(L) and G(L[&]) + H(L[&]) given by cp are 
injective (where 8’ = 0), and 
(iii) all elements inside H(L) normalizing q(G’(L)) are in (p(G(L)). 
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Then cp is an isomorphism; that is, it sends G(A) isomorphically onto H(A) 
for every commutative ring A. 
Proof: The crucial idea in this proof is that (by an equivalent form of 
the definition) every alline group scheme G over Z has associated with it a 
commutative ring Z[G] with G(A)=Hom,,,,,(H[G], A). Thus we can 
prove isomorphism by proving that the ring map @: Z[ H] + Z[G] 
induced by cp is an isomorphism. 
We must begin by proving isomorphism over fields, and for this several 
results in [27] will be used without specific citation. First, (ii) implies 
dim(G,) <dim(H,). Together with (i), this implies that G, and H, are 
both smooth and have the same dimension. By (ii) then &G’(L)) = H”(L). 
But H(L) normalizes Ho(L), so by (iii) we have (p(G(L)) = H(L). As G, 
and H, are smooth, they are determined by their points in L, and (ii) for 
L[E] makes the map between them separable; hence G, + H, is an 
isomorphism. Then if k is any field, descent from L = L to k shows that 
G, + H, is an isomorphism. 
Flatness of G now means exactly that Z[G] is a torsion-free Z-module. 
The map Z[ H] -+ Z[G] we know becomes an isomorphism when tensored 
with the field Q, so its kernel M consists precisely of the torsion elements in 
Z[ H]. As Z [ H] is a finitely generated Z-algebra, the ideal M is a finitely 
generated Z[H]-module, and hence there is a bound on the orders of 
elements in M. Suppose for some prime p there is a nontrivial p-primary 
component of h4. Then we can choose an element of largest p-power order, 
and it will give a nontrivial class in M/PM. But clearly pZ[ H] n M = PM, 
and so we get a nontrivial element in the kernel of 
Z[H]/pZ[H] + Z[G]/pZ[G]. This is impossible, because we know the 
map becomes an isomorphism over the field H/pZ. Hence A4 is zero and 
@: Z[H] + Z[G] is injective. To show the injection is onto, suppose we 
could find some x in Z[G] not in the image. We know the map becomes 
an isomorphism over Q, so by appropriate multiplication we can assume 
some px is in the image, say px = G(y). But px becomes zero when we 
tensor with Z/pZ. So the same must be true of y. Hence y = pz for some z, 
and x must equal CD(Z) since Z[G] is torsion-free. 1 
The proof actually requires hypotheses (i), (ii), and (iii) only for the 
algebraic closures of the prime fields, but generally it is no harder to prove 
them for all algebraically closed L. It may be worth noting, though, that 
the same argument will work for G and H defined over Z[ l/q] if we verify 
the hypotheses for those L whose characteristics do not divide q. 
1.7. Some of our group schemes will be constructed as quotients of 
others, and one warning is needed about this construction. We start with 
N, a normal subgroup scheme of G, so that N(A) is a normal subgroup of 
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G(A) for each A. In our cases (and in any case when the base ring is a 
field) a quotient G/N can be defined with the appropriate universal 
property; any group scheme homomorphism G + H with kernel N will give 
an injection of G/N into H. Over a base field also dim(G/N) will equal 
dim(G) - dim(N). But the group (G/N)(A) will in general be bigger than 
G(A)/N(A). Formally, this is just like constructing a quotient sheaf rather 
than a presheaf quotient. Explicitly, it means that some elements of 
(G/N)(A) may come not from G(A) but from some larger G(B) when 
A + B is a ring extension. 
In general one can say only that the A + B involved can be taken 
faithfully flat. But in each particular case we can be more specific. Certain 
cohomology sets H’(A, G) can be defined that fit into an exact sequence 
1 + N(A) + G(A) + (G/N)(A) --+ H’(A, N) + H’(A, G) + H’(A, G/N). 
Thus the failure of G(A) + (G/N)(A) to be surjective is measured by the 
elements in H’(A, N) that become trivial in H’(A, G). An element in 
(G/N)(A) will come from G(B) if the corresponding class in H’(A, N) 
becomes trivial in H’(B, N). 
The sets H’(A, G) are important for their own sake in descent theory: if 
G is the automorphism group of some structure, then H’(A, G) classifies 
the twisted forms of that structure defined over A. The most important case 
for us here is G = G,, which is the automorphism group of the free module 
of rank 1. In this case H’(A, G,) is Pit(A), the Picard group of projective 
rank 1 A-modules. 
2. SOME NORMALIZER COMPUTATIONS 
To apply Theorem 1.6.1 we need information on normalizers, and the 
three results in this section are the three needed in this paper. They are not 
tied to our specific questions, however, and they should be of use in many 
similar problems. 
THEOREM 2.1. Let L be a infinite field. Let Go(L) be the collection of 
maps on the mn-dimensional space of m x n matrices X given by X H PXQ” 
for P in GL(m, L) and Q in GL(n, L). If m #n, then Go(L) is its own nor- 
malizer in GL(mn, L). Zf m = n, then Go(L) is of index 2 in its normalizer, 
the other coset being represented by T(X) = x”. 
Proof We may assume m, n > 1. Our first step is to show that the cen- 
tralizer of Go(L) consists of scalars. For this we look at the action of the 
subgroup H given by all diagonal elements P= diag(a,,..., a,) and 
Q = diag(b, ,..., b ). On the basis matrices X, we have PX,Q” = aibjX,. n 
Thus each X, spans an eigenspace for a different character of H. Any map 
607fb5/2-6 
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T commuting with Go(L) commutes with H; hence T preserves these 
eigenspaces, and T(X,) has the form aVX,. If we now take P and Q instead 
to be permutation matrices, we see that tlii is the same for all i and all i. 
Next we recall some known results on automorphisms. As we will discuss 
at more length in Section 3, there is an afline group scheme Go for which 
Go(L) is the set of values in L. This Go is a quotient of GL(m) x GL(n), and 
hence it is determined on all L-algebras by its values in L (see [27, 
p. 1151). The automorphisms of GO, have been determined [29], there 
being only finitely many classes of them modulo conjugations by elements 
in G’(L). Specifically, if we let [P, Q] denote the element XH PXQtr then 
for m #n and m, n # 2 the only nontrivial class is represented by 
IP, Ql++ C(P”)-‘, (Q’r,-‘l. 
For WI #n and (say) m = 2 the only nontrivial class is represented by 
[P, Q] +-+ (det P)-’ [P, (Qtr)-‘1. 
For m = n there are three nontrivial classes; when m # 2 they are represen- 
ted by 
CP> PI H [Qt PI, 
CR Ql H C(f”r) ‘3 (Qtr,~ ‘I, 
CR Ql t-+ DQ’T’, (ptr)-‘l, 
and when m = 2 they are represented by 
CP, Ql F+ [Q> PI, 
CP, PI ++ (det W’ (det Q)-’ [P, Ql, 
[P,Q]++(detP))‘(detQ)-‘[Q,P]. 
Now comes the point of the argument. Take any T in GL(mn, L) nor- 
malizing G’(L). Conjugation by T is an algebraic automorphism of Go(L) 
and hence induces an automorphism (pr of Gt. The centralizer com- 
putation shows that ‘pr determines T up to scalars; and the scalars are in 
G’(L), so to find the whole normalizer we just have to determine which 
automorphisms occur as such ‘pr. Multiplying T by an appropriate 
element of Go(L) will change qr by any desired inner automorphism, and 
so we just need to ask which of our representative automorphisms can 
occur. In the case m # n the nontrivial class is not the identity on scalars, 
and thus it cannot be induced by conjugation inside GL(mn, L). In the case 
m = n the last two nontrivial classes cannot occur for the same reason, and 
the remaining class is realized by T(X) = J?“‘. 1 
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THEOREM 2.2. Let L be an algebraically closed field. Let G(L) be the 
collection of maps on the space of n x n symmetric matrices X given by 
XH PXP” for P in GL(n, L). Then G(L) is its own normalizer in 
GL(n(n + 1)/2, L). 
Proof: We may assume n > 1. The proof follows the same lines as 
in (2.1). First, look at the subgroup of diagonal elements 
P = diag(a, ,..., a,). Such an element sends X, to a,a$,,, and thus the XV 
for i <j span eigenspaces for different characters. Hence any T commuting 
with G(L) has the form T(X,) = a&,. If P is the matrix for a permutation 
rr then PX..P” = X n(rJ, .,j,.This implies that all aii with i#j are equal, say 




i-c). 0 I 
Then P(X,, + X,,) Ptr is 2X,, + (Xi,+ XT,)+ X2*, and T sends this to 
‘VX,, + WI2 + x21) + Px,,. But 
P(T(x,, +x,2)) P= PW,, + M-2,) Ptr 
= vx,, + B(X,* +Xx) + m-22. 
As these must agree, a = /3, and thus our T centralizing G(L) is scalar. 
As in (2.1), now, we just need to examine which automorphisms of the 
group scheme G, corresponding to G(L) are induced by conjugations in 
GL(n(n + 1)/2, L). For n # 2,4 we know [29] that the only nontrivial outer 
automorphism class is represented by the map sending the image [P] of P 
to [(P”)-‘I; this cannot occur, because it is nontrivial on scalars. 
Similarly for n = 2 the only nontrivial outer automorphism class is 
represented by 
[P] H (det P)-’ [P] = [(det P)-’ P], 
which is nontrivial on scalars. For n = 4, finally, there are three nontrivial 
classes represented by 
[PI I-+ c(p”)-‘l, 
[P] H (det P)-’ [PI, 
[P] H (det P)[(P”)-‘I. 
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The first two are nontrivial on scalars. Suppose the third occurs, so 
TP’[PI T= (det P)[(P)‘]. Take P to be of the form diag(a,, a,, u3, u4) 
and apply the maps to X,, ; this shows that T(X, 1) is an eigenvector for 
these diagonal P, with character (a, a2u3u4) a;‘. This is impossible, as the 
X, are a basis of eigenvectors and none has this character. 1 
THEOREM 2.3. Let L he an ulgebruiculIy closed field. Let G(L) be the 
collection of maps on the space of n x n alternating matrices X given by 
XH PXP” for P in GL(n, L). If n # 4, then G(L) is its own normalizer in 
GL(n(n - 1)/2, L). If n = 4, then G(L) is of index 2 in its normalizer, the 
other coset being represented by 
The proof of (2.3) very similar to that of (2.2), is contained in [29], 
though there the alternating matrices are identified with A2(L”). It is 
interesting to note that the nontrivial automorphism for n = 4 here is the 
same one that had to be discussed separately for the symmetric case 
in (2.2). 
3. AUTOMORPHISMS OF DETERMINANT IDEALS 
Rather than studying just the automorphisms of the determinant, we will 
find it equally easy to treat a whole family of such problems together. We 
take mn indeterminates X,, which we view as the entries of a matrix X. The 
exterior power nrX then has entries given by the r x r minors of X. For 
2 d r d min(m, n), we define H,(A) to be the group of invertible linear maps 
on the Xii over A that formally preserve the condition /i’X = 0. In other 
words, H,(A) consists of the maps preserving the ideal generated by the 
r x r minors. We know from (1.4.7) that each H, is actually an affine group 
scheme, and our goal in this section is to determine them all. The following 
lemma helps indicate why we should treat them all at once. 
LEMMA 3.1. One has H2?H,?HH,? .... 
Proof. This proof is in essence taken from [16]. Suppose 2 < r and Tin 
H,(A). Write Y,= T(X,). For index subsets Z and J of cardinality r, let X,, 
denote the (Z, J)-minor determinant of X. Then aX,,laX, is 0 unless ie I 
and jE J, in which case it is +Xl-(ii,JP1,I. As T is in H,(A), we know 
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by (1.4.2) that the r x r minors of Y = ( Yii) are A-linear combinations of 
those of X, say YIJ = C ~5’ X,, . Then 
a y,da Y, = 1 sF(ax,Lja Y,) 
where of course the aXJaY, are just the coefficients of T-l. The nonzero 
aX’,,/aX,, are (up to sign) (r - 1) x (r - 1) minors of X, and we can get an 
arbitrary (r- 1) x (r - 1) minor of Y in the form ~aX,,laY,, so the 
(r - 1) x (r - 1) minors of Y are linear combinations of those for X. Hence 
T is in H,-,(A). 1 
The only real work needed for our theorem is contained in Lemma 3.2. 
The point to observe is that, once the first paragraph sets up the proof, we 
then have merely a family of linear conditions on coefficients Mf. If we 
wanted to establish our theorem just for some particular size of matrix, we 
could write out the system of equations and give it to a computer or a 
sophomore for solution. We have a little work to do only because we want 
to know about the solutions for all m and n. It can be done in various 
ways, and to illustrate this we use one method here and two different ones 
in the two corresponding later lemmas (5.3 and 6.3). 
LEMMA 3.2. Let L be a field. Then the Lie algebra of H2 over L has 
dimension at most m2 + n2 - 1. 
ProojI As defined in (1.5), the Lie algebra consists of certain maps 
T(X) = X + EM(X) where .s2 = 0. In our case M(X) (like X) is a matrix 
(M(X),) with M(X), of the form C M$’ Xkl, and we want the T that 
preserve the ideal of 2 x 2 minors of X. Generators of that ideal have the 
form XikXj, - Xi,Xjk with i # j and k # 1. Applying T to such a generator, 
we get 
+ E(“(X)ikXjl + M(X)jIXtk - M(X)ilXjk - M(X)j/cXi,)- 
Thus we get elements in the Lie algebra when we have values of My that 
make the coefficient of E here lie in the ideal of 2 x 2 minors. 
This requirement on M implies in particular that the coefficient of E must 
vanish when we assign to the X, values that give a matrix of rank less than 
2. For instance, suppose we set one particular X, equal to 1 and all others 
zero. Then for j # i and I # k our coefficient has just one nontrivial term, 
and we deduce Mjf = 0. In other words, M(X), involves only terms in row j 
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and column 1 of the matrix X. Suppose now we fix i # j and k, and we set 
X,=X,, = 1 with all others zero. Then for each I different from k, the 
vanishing of the coefficient tells us that Mjf + M:“; = Mjf + M$. Dropping 
the two known to be zero, we get M$ = Mjf. Thus A4;; equals M$ for all j 
and all k # 1. A similar argument shows M; = fli) for all i # j. Thus all M$ 
except those of the form M:: are expressible in terms of the 
m(m - 1) + n(n - 1) variables M/t and Mff. 
Finally, set X,’ = X,, = X,, = Xjc= 1 with all other entries zero. The 
vanishing of the coefficient for i = k = 1 gives us the relation 
0 = A41 ; + Mf; + kq’, + My1 + M/y + M/y + ly; + A4; 
- [Mfj +Mf;+M’,‘/+M:‘,+M/!,L +M;;+M;f +A$]. 
We already know that some of these terms are zero or cancel in pairs, and 
we are left then with 
O=M”+Mi’+M;;+M? 
II /I J” 
Hence coefficients of the form M$ can be expressed in terms of the 
1 + (m - 1) + (n - I ) variables M] [, M:i, and M$. All in all, then, our 
requirements on M leave at most m(m - 1) + n(n - 1) + 1 + (m - 1) + 
(n- l)=m”+n”- 1 variables free. 1 
We can now introduce our candidate for the H, and prove that it is 
right. Inside GL(m) x GL(n) there is a copy of G, consisting of pairs 
(;LZ, 1” ‘I) for invertible scalar 1, and by [3, Vol. 2, p. 151 there exists a 
group scheme quotient Go for that normal subgroup. If m = n, then also 
2/2Z acts on GL(m) x GL(n) by interchanging factors; this action passes to 
an action on Go and allows us to define a semidirect product. 
DEFINITION 3.3. For m #n, ser G= Go= (CL(m) x GL(n))/G,. For 
m=n, set G=G”>aL/2H. 
THEOREM 3.4. For every r one has G % H,. 
ProoJ: For P in GL(m, A) and Q in GL(n, A) we get a transformation 
XH PXQ”, and thus we have a homomorphism GL(m) x GL(n) -+ H,. It is 
easy to check that its kernel is (AZ, I - ‘I), and so it factors to give us an 
injective homomorphism Go + H,. When m = n, the map XH XI’ is also in 
H,; as we noted in (1.3), this is actually a copy of Z/2B sitting inside H,. 
We have then a homomorphism 
[CL(m) x GL(n)] >a Z/2E -+ H,, 
and it passes to a homomorphism G + H,. 
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Because of the factor Z/2+(A), it is not at once evident that 
G(A) + H,(A) is injective when m = n. If L is an algebraically closed field, 
though, then GL(m, L) x GL(n, L) maps onto Go(L), and it is simple to 
check in this case that XH Y’ is not in G’(L). Hence G(L) F+ H(L) is 
injective. The same is true for G( L[E] ) + H,(L[c] ). The construction of Go 
shows that dim G, = m* + n* - 1. By Lemma 3.2, dim G, > dim,Lie(H,),, 
and by Lemma 3.1 the same inequality holds for all higher H,. Finally, 
Theorem 2.1 shows that the normalizer of Go(L) inside all of GL(mn, L) is 
G(L). Thus all the hypotheses needed for Theorem 1.6.1 are satisfied. 1 
The simple statement of Theorem 3.4 is possible only because of the 
group scheme properties that are included in the definition of G, and it will 
be worth while to make them explicit. First, when m = n, the group 
(2/22)(A) in general has more than two elements; as we observed back 
in (1.3), it contains all the operations of the form 
for e* = e. Observe, however, that no special checking is required to show 
that these elements have no overlap with Go(A), for that is part of what the 
theorem asserts. 
More important is the fact that Go is defined as a group scheme quotient, 
and hence 
GL(m, A) x GL(n, A) + Go(A) 
may not always be surjective. In fact, as we said in (1.7), the exact sequence 
l+G,+GL(m)xGL(n)+G’+l 
gives us 
1 + G,(A) + GL(m, A) x GL(n, A) + Go(A) + H’(A, G,) 
+ H’(A, GL(m) x GL(n)). 
We also observed there that H’(A, G,) is the Picard group Pit(A). We 
have 
H,(A, GL(m) x GL(n)) = H’(A, GL(m)) x H’(A, GL(n)), 
and H’(A, GL(m)) classifies projective A-modules of rank m. The map 
G, -+ GL(m) just sends 1 to AZ, so on the H’ level it sends an invertible 
module A4 to @y M=M@ ... @M. The map to GL(n) sends 1 to A-‘Z, 
so it sends M to 01 M*, where M* is the dual module to M. (For all this 
see, e.g., [27, Chap. 181.) We have (0; M)* = @;(M*), so the images of 
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M are free (i.e., trivial in Hi) iff @y M and 0; M are free. Finally, we 
observed in the proof of (3.4) that when m = n the action of 2/22 on Go 
comes from the interchange action (P, Q) H (Q, P) on GL(n) x GL(n); on 
the subgroup (AZ, ;1-‘I) this is inversion, and hence it induces inversion on 
Pit A = H’(G,). Thus we have computed G(A): 
THEOREM 3.5. The maps XH PXQ” for P in GL(m, A) and Q in 
GL(n, A) form a normal subgroup of G(A). When m #n, the quotient by that 
normal subgroup is the subgroup of Pit(A) consisting of those M with 
@r; M and @ ; M free. When m = n, the quotient is the semi-direct product 
of that Picard subgroup with (2/22)(A). 
The Picard group contribution to G(A) will of course drop out when 
Pic(A ) is trivial, as for instance when A is a local ring or a unique fac- 
torization domain. But also A”( @T M) = 0; M; and so, whenever @ 7 M 
is free, the class of M has order dividing m in Pit(A). Thus we really need 
only the torsion part of Pit(A) to be zero, and that is sometimes known to 
be true even when Pit(A) is nontrivial (see, e.g. [26]). In addition, we see 
that the Picard contribution is forced to be trivial whenever m and n are 
relatively prime. In any case, if T is any element of Go(A), then T”’ and 7“’ 
are both of the form XH PXQ”. 
Our proof of (3.5) was an abstract cohomology computation, but one 
can (in several ways) use descent theory more explicitly to express elements 
of Go(A) as matrices. If M is an invertible A-module, it is locally free; that 
is, we can find finitely many elements a in A and m, in M so that C, A = A 
and M, is free over A, with basis m,. Then B = nA, is a faithfully flat 
extension of A, and M&BE n(M@,A,) is free with generator 
f = (m,>. Then B@,B-nA,QA,=nA,,, and MQ,B@,B= 
M@,nA,, has two different basis elements induced by the two maps 
B + BO, B; in the MO Aub component one basis element is m,, and the 
other is mh. Thus if we define cab in A$ by the condition m, = cUt,mb, then 
( c,~) in nA$, = G,(B@ B) is the cocycle determining M (in the descent 
from B to A). 
THEOREM 3.6. Let M be an invertible A-module, and assume 07 M and 
0; M are free. Let (cab) be defined as above. Then one can construct an 
invertible m x m matrix P over B = nA, such that in each entry the a-com- 
ponent IS c,~ times the b-component. Similarly one can construct Q in 
GL(n, B) with each a-component equal to c*;’ times the b-component. For 
such P and Q, the map XI+ PXQ” gives an element of Go(A) mapping to the 
Picard class of M, 
Proof: First, we construct P. By assumption we can find a basis 
e,,..., e, of 07 M. We also have the basis element f = (m,> of MOB, and 
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so the elements& = (0 ,..., 0, f, 0 ,..., 0) form a basis of @y MOB. We take P 
to be the transition matrix; that is, P, is the coefficient of ei@ 1 when we 
write out fj in the e-basis. By definition P is invertible. Inside f the com- 
ponent m, is cab times mb, so the a-component of each P, is cab times the b- 
component. A similar construction gives us Q, the only difference being 
that we take the inverse of the transition matrix. 
Now we have two maps B + BO B, and the two images of P in 
GL(m, B@ B) differ by the scalar factor (c,,). Similarly the two images of 
Q differ by the scalar (c,,) -‘. Consider now the diagram 
1 + G,(A) - GL(m, A) x GL(n, A) - Go(A) 
1 -+ G,(B) - GL(m, B) x GL(n, B) - Go(B) 
II II II 
1 --) G,(B@B) + GL(m, BQB)x GL(n, BOB) + G’(B@B). 
The cocycle (c,,) in G,(B@ B) maps to ((c,,) Z, (cab)-’ I), which is 
precisely the matrix by which the two images of (P, Q) differ. The construc- 
tion of the cohomology exact sequence [27, p. 1401 then says precisely that 
the image of (P, Q) in Go(B) actually lies in Go(A) and maps to the class in 
H’(G,) corresponding to (cab). 1 
I suppose that in some versions of the cohomology this P x Q” might 
correspond not to the class of M but to its inverse. 
To round out these abstract computations, here is an explicit example. 
Let z = 1 + J-5, and let A = Z[z]. Let M be the nonprincipal ideal 
2A + TA. Inverting 2 and 3, we find M, = 2A, and M, = zA,. Thus we can 
take a and b to be 2 and 3, with m, = 2 and m3 = z (so cz3 = 2/t). We can 
study 2 x 2 matrices, because MOM is free with basis 
e,=(-2)@z, ez=(2-z)@(-2). 
Next we form B= A, x A,, writing its elements as pairs (r, s). Our basis 
element f in MO B = M, x M, is (2, z ), and we compute 
(2,~)@0=(2,z)e,+(z,z-3)e,, 
0@(2,z)=(2-z,3)el+(2,z)e,. 
From this we read off the matrix 
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One can observe that the a and b components in each entry do indeed dif- 
fer by the factor 215 = c13. Since m = n, we can choose Q just to be P-‘. 
Though P has entries in B, we find of course that PX(P-I)” has coef- 
ficients in the subring A; specifically, it gives 
T(x,,)= -2X,,-(T-2)X,,+(T-2)X,,-(T+l)X,,, 
T(x,,) = TX,, -2x,, + 3x2, + (T - 2) x2?, 
T(x,,) = -TX,, + 3x,, - 2x1, - (T - 2) x2?, 
T(X,,)=(T-3)X,,-TX,,+TX,,-2X,,. 
This T in G”(A ) then maps to the class of M. In particular it cannot be 
written in the form PXQ” for P and Q in GL(2, A), though of course it is 
realized in this form over B. 
Our choice of B in (3.6) is not the only possible one; an element of 
Go(A) can be written as PXQ” over any extension B’ of A that makes 
MOB’ free (cf. [28, p. 3481). When A is a domain, for instance, one can 
choose B’ to be the fraction field; this is the case treated by James [lo]. 
4. AUTOMORPHISMS OF THE DETERMINANT 
Any map T that preserves the determinant polynomial det(XV) of course 
preserves the ideal generated by that polynomial, and hence it is among the 
maps described in Section 3. The transposition operations we know 
preserve the determinant. A map of the form XH PXQ” multiplies det(X) 
by the scalar det(PQ), and the homomorphism CL(n) x CL(n) + G, 
sending (P, Q) to det( PQ) factors through the quotient Go. We observed in 
the example following (3.6) that we can take Q = P-’ in (3.6) when m = n, 
and thus the Picard classes in (3.5) all have representatives preserving the 
determinant. From (3.4) we get at once the formal result: 
THEOREM 4.1. Let G, be the kernel of the homomorphism Go + G, 
induced by (P, Q) H det(PQ). Then G, >a (Z/22) is the group scheme preser- 
ving det( I’,). 
From (3.5) we get the explicit values: 
THEOREM 4.2. The maps XH PXQtr for P and Q in GL(n, A) and 
det(PQ) = 1 form a normal subgroup of the maps preserving det(X). The 
quotient is a semidirect product of (2/22)(A) and the subgroup of Pit(A) 
consisting of those A4 with 0; M free. 
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One historical remark is appropriate here. The computation of Lie(H,) 
in (3.2) is new, but the Lie algebra preserving det(X) was actually com- 
puted earlier by Jacobson [8, pp. 256-2581. He did this as a Lie algebra 
analogue to the computation of the group itself over fields. In the absence 
of the group scheme context that encompasses both, however, he could 
not (as we did) use the Lie algebra computation as the major tool for 
determining the group. 
5. AUTOMORPHISMS OF PFAFFIAN IDEALS 
We now turn from arbitrary determinants to symmetric and skew deter- 
minants. In this section we take n(n - 1)/2 indeterminates X, with 
1 < i < j< n and set Xji = 0 and Xji = -X, to get an alternating matrix 
X= (X,). Since determinants of alternating matrices are formal squares, the 
natural objects of study are their square roots, the Pfafhans. For a subset I 
in {l,..., rz} with even cardinality 2r, we let Pf,(X) be the Pfaffian of the 
alternating submatrix with row and column indices in I. For 2 < r < [n/2], 
we let H;(A) be the group of invertible linear maps over A preserving the 
ideal of these 2r x 2r sub-Pfalfians. These different sub-Pfaffians (for fixed r) 
are independent over any field, since we can write down a matrix making 
any prescribed one equal 1 while all the others vanish. Hence (1.4.6) can be 
applied: 
LEMMA 5.1. Each H; is an affine group scheme, 
Our goal now is to determine H;, and we will follow exactly the same 
pattern of argument as in Section 3. 
LEMMA 5.2. One has H; 2 H; 2 H; ZJ . . . . 
Proof Suppose 2 <r < [n/2] and T in H,(A). Write Y,= T(X,). If 
i < j are two elements in a subset I of cardinality 2r, then we have 
C?Pf,(X)/M,= ( -l)i+Pf,&{i,&C). 
As T is in H,(A), we know by (1.4.2) that the 2r x 2r sub-Pfahians of 
Y = ( Yi,) are A-linear combinations of those of X; say Pf,( Y) = C sf Pf,(X). 
Then 
fPf,- (i,i)( y, = aPfl( ‘)l”, 
= c c S:(aPf,(x)lax,,)(ax,,/a Y,). 
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The aX,,,/aY, are just the coefficients of T-l. Every subset of cardinality 
2r - 2 can be expressed in the form I- {i, j}, and hence the 
(2r - 2) x (2r - 2) sub-Pfaflians of Y are linear combinations of those for X. 
Hence T is in H;-,(A). 1 
LEMMA 5.3. Let L be a field. Then the Lie algebra of H, over L has 
dimension at most n’. 
Proof. For s < t < u < v the 4 x 4 Pfafftan is 
Look now at T(X) = X+ EM(X), with M(X) = (M(X),) = (C,,, My X,,). 
Applying T to the expression (*) we get back (*) plus F times the 
expression 
Ms,X,,. + M,,X,, - MJ,” - M,,X.s, + M,“X,, + M,,X,“. (**) 
The Lie algebra condition on the constants MT is that the expression (**) 
should be in the ideal generated by the Pfaffrans (*). As everything 
is homogenous of degree 2, the expressions (**) then must be scalar 
combinations of the Pfaffians. We now just examine which terms can occur. 
First, no square Jc$, ever occurs in the Pfaffians. Hence the coefficients of 
squares in (**) must always be zero. Thus My is zero whenever U, v, i, and 
j are all distinct. 
Next, we look at coefficients with one repeated index. Take, for instance, 
M:P. If a # 1, we look at (**) for the quadruple 1, a, b, c. No terms with 
repeated index occur in the Pfafftans, so the two XICXoC terms in (**) must 
cancel. Thus M$ = Mi:. Similarly M,b;; with a # 1 is -M:;, and Mz is My:. 
For M$! with a # 1 we look at the X,,Xrrb terms and get A4;: = -Mf:; 
similarly ML: with b # 2 equals M:T, and M:f = Ml:. For A4;; with a, b # 1 
we get the value M:;; for MA; with b # 2 we get -M$i, and Ml’= M$i. For 
Mf:: with b # 2 we get -M:i, and MT; = Mfi. Thus all coeffi$ents of this 
form can be expressed in terms of (n’ -n) of them, namely, 
M’[ M” M12 M” M13 
13, 12, 2r9 237 23’ 
Finally a term X,,X,, occurs in just one Pfafftan, where it has the same 
coefficient as X,,X,, and -X,,X,,. This gives us 
Applied to the quadruple 1, 2, a, b, this gives us M$ = Mi: + Mzi - Mf:; 
and applied to 1, 2, 3, b, it gives us Mzt = Mii + Mz: - Mf:. Thus we get n 
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more free terms Mit and MS:, and all in all we have a set of solutions of 
dimension at most (n’ -n) + n = n2. 1 
Now for any invertible P in GL(n, A) we can define T(X) = PXP”; this T 
is in every H, . Thus we have homomorphisms GL(n) + H; . The kernel is 
easily seen to be pz, the scalars ~1 with p2 = 1. The quotient by this ,uz 
exists [3, vol. 2, p. 151 and of course injects into H,. When n = 4, the per- 
mutation TO in (2.3) also preserves the Pfaftian and gives us a copy of Z/22 
inside H; . 
DEFINITION 5.4. For n # 4, set G- = GL.(n)/pz. For n = 4, set 
Gp = (GL(n)/p,) x Z/22. 
As pz and Z/2Z are finite group schemes, the dimension of G, over 
every field L is still n2, the dimension of GL(n). Just as in (3.4), now, (5.3), 
(5.3), and (2.3) give us the information we need to apply Theorem 1.6.1, 
and we get our result. 
THEOREM 5.5. For every r one has G- r H;. 
As in Section 3, we can now proceed to compute the values of G-(A). 
For n = 4 the factor (E/2Z)(A) gives us maps X, I-+ eXo + (1 -e) T,(X,) for 
idempotents in A; to ignore these we assume n > 4, though what follows 
applies equally well to the connected component when n = 4. The exact 
sequence 
1 + p2 + GL(n) + G- + 1 
gives the cohomology sequence 
1 -+ ,u2(A) + GL(n, A) + G-(A) -+ H’(A, p2) + H’(A,GL(n)). 
Our task is to compute the final map. 
First, there is an exact sequence 
and the cohomology exact sequence for that gives us 
1 + A*/(A*)2 -+ H’(A, p2) -+ Pit(A) -% Pit(A). 
Thus H’(A, ,u2) is an extension of the elements killed by 2 in Pit(A) by the 
group of unit square classes in A. This same group has occured elsewhere, 
for instance in Bass’ work on spinor norms [ 11. Furthermore, the map 
p2 + GL(n) factors through G,, and we observed before (3.5) that the map 
H’(A, G,) + H’(A, GL(n)) sends an invertible module M to 0; M. Thus 
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the kernel of H’(A, p2) + H’(A, GI(n)) contains A*/(A*)2 and also gives 
those invertible M with MOM E A and 0; M free. We observed 
after (3.5) that such M will have order dividing n in Pit(A), so when n is 
odd they must be trivial. Thus we have our theorem: 
THEOREM 5.6. Assume n > 4. The maps XH PXP” for P in GL(n, A) 
form a normal subgroup of G ~ (A). For odd n, the quotient by that subgroup 
is A*/(A*)‘. For even n, the quotient contains a copy of A*/(A*)‘, and the 
further quotient by that copy’ is the subgroup of Pit(A) consisting of M with 
M@ M and a’,’ M,free. 
The new feature here that was not present in (3.5) is the square class 
group A*/( A*)2, which unlike Pit(A) can be nontrivial even for fields. 
Once we note these classes, we can easily recognize that they come just 
from multiplications of all X,, by a scalar; such a scalar can be absorbed in 
PXP” only if it is a square. Observe, however, that we did not need 
to think of this when proving the basic Theorem 5.5; the cohomology 
computation automatically alerts us to these extra maps. 
A map corresponding to an invertible module M can be constructed in 
the same way as in (3.6). But as we observed at that time, there are many 
choices for the extension B in which to realize such maps, and to illustrate 
that point we use a different choice here. Fix an isomorphism MOM N A. 
Using it as a multiplication, we can turn B = A @ M into a (faithfully flat) 
A-algebra. We have B@ M% B as a B-module under the map 
(a @ m) @ m’ H mm’ @ am’. From here on we can proceed as in (3.6). That 
is, fix a basis element f of B@ M, and let fi ,..., f, be the corresponding 
basis of @? B@ M. Let e, ,..., e,, be a basis of 0; M, which by assumption 
is free. Let P be the transition matrix, so fj = C P& 10 ei). The two images 
of P in GL(n, B@ B) differ by a scalar factor, and that factor in G,(B@ B) 
is the cocycle defining M in the descent from B to A. Thus XH PXP” gives 
an element in G- (A) that maps to the class of M. 
THEOREM 5.7. Let n be an even number greater than 4, and X an n x n 
alternating matrix of indeterminates. The maps XH aPXP” for a in A and P 
in GL(n, A) with a”/” det(P) = 1 form a normal subgroup of the maps preser- 
ving Pf(X). The quotient is the subgroup of Pit(A) consisting of M with 
MOMand @yMfree. 
Proof Most of this follows from (5.6) and the following remarks. The 
one point that needs checking is that the Picard classes for maps preserving 
the Pfafhan ideal can all be realized by maps actually preserving Pf(X). We 
have just seen how to realize them as XH PXP” for P in GL(n, B). As 
XH PXP” multiplies Pf(X) by det(P), we see that det P must be in A. It is 
actually invertible in A, since it is invertible in B and A -+ B is faithfully 
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flat. Choose then any P’ in GL(n, A) with det(P’) = (det P)-‘, and replace 
P by PP’. This now gives the same class in the quotient and also preserves 
w? I 
We could also investigate the maps preserving det(X) = Pf(X)’ on alter- 
nating matrices; indeed, earlier work over fields dealt with the determinant 
rather than the Pfaffian [18]. When A is an integral domain, of course, 
det(7’X) =det(X) implies Pf(TX) = kPf(X), so we get basically the same 
group. (The negative sign is, however, always realized, by PXP” for P with 
det P = - 1.) But if A contains an element E with .s2 = 2~ = 0, then maps 
preserving Pf(X)’ may send Pf(X) to many different expressions of the 
form Pf(X) + (multiple of E). The maps preserving the determinant still 
form an afline group scheme, of course, but it is not so pleasant a one as 
we get for maps preserving Pf(X). 
Finally, it may be worth mentioning that no noninvertible linear maps 
can preserve the Pfallian [30]. 
6. AUTOMORPHISMS OF SYMMETRIC DETERMINANTS 
Following the pattern of Section 5, we now take n(n + 1) indeterminates 
XU with 1 < i,<j< n and set X,; = X, to get a symmetric matrix X= (X,). 
For 2 < Y < n, let H,+(A) be the group of invertible linear maps over A 
preserving the ideal of r x r minor subdeterminants of X. (As we shall see in 
the Appendix, we definitely want all the r x r minors, not just the principal 
ones.) The symmetry condition produces linear relations between these 
minors, for example 
It was proved by Runge [25], however, that for each r one can select a set 
of minors that span the others over Z and remain independent over every 
field. Thus (1.4.6) still can be applied: 
LEMMA 6.1. Each H,f is an affine group scheme. 
Here again it is usually reasonable to treat all H,+ together, but there are 
certain exceptions when 2 is a zero-divisor and r is large (see Sect. 7). The 
lemma we can get is this: 
LEMMA 6.2. One has H,+(A) 1 HJI+ ,(A) provided that either r < n/2 or 2 
is not a zero divisor in A. 
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Proof As in (5.2), it is enough to take Tin H:+ 1(A) and show that the
r x r minors of T(X) are linear combinations of those of X. The result of
Runge, and the proof of (1.4.6), show that the span of the r x r minors of X
is a direct summand in the module of all homogeneous polynomials of
degree r; hence the minors of T(X) will be in that span if they are so after
we invert elements of A that are not zero-divisors. Thus for r~ nl2 we may
assume that 2 is actually invertible in A.
The proof will run exactly as in (3.1) and (5.2) once we show that the
r x r minors of X are linear combinations of the partial derivatives of the
(r + 1) x (r + 1) minors. This is now not quite obvious, though of course it
is still clear that these partial derivatives are in the span of the r x r minors.
The simplest case is when r < n12, or more generally when K and L are r-
element index sets with K u L # {1,..., n }. In this case there is an index i in
neither K nor L, and the minor X KL is just ±axKu Ii}, L u {i}/axii .
The argument is just slightly harder when r = n - 1 and K u L = {I,..., n}.
In this case there is a unique index i in L - K and a unique j in K - L, and
we get
a(det X)/axu= (-Ir+) X KL + (-I)i+i X LK
=(-I)i+}2XKL •
As we are now assuming 2 invertible in A, we can solve for X KL'
Finally we consider the case when r < n - 1 and K u L = {I,..., n}. We
can choose then p and q in L - K and s in K - L. Set
A=Ku{p},






Q=Lu {s} - {q}.
The general formula, when i and j are distinct indices in In J, is that
:1X I:1X - + [X + ( 1)m(l, i,}) + m(J, i,}) X ]
U lJU u- - 1-{i},J-{i} - 1-{j},J-{i} ,
where m(I, i, j) denotes the number of indices in I between i and j, Hence
we have
ax lax =+[X +(_I)m(A,p,s)+m(D,p,s)X ]AD ps - KL MP ,
ax lax =+[X +(_I)m(B,Q,s)+m(D,q,s)X ]~ 0/ - KL ~,
ax, lax =+[X +(_I)m(c,p,Q)+m(D,p,Q)X ]CD pQ _ NQ MP .
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Distinguishing the cases where s is or is not between p and q, it is
straightforward to check that the sum
m(A, p, s)+m(D, p, s) +m(B, q, s)+m(D, q, s) +m(C, p, q)+m(D, p, q)
is always even. Hence the three partials with appropriate signs will add up
to exactly 2XKL' I
LEMMA 6.3. Let L be a field. Then the Lie algebra of Hi over L has
dimension at most n2.
Proof As in (3.2), the condition on T(X) = X + sM(X) is that
(*)
be a combination of the 2 x 2 minors of X. Now however we have Xij = Xji
and M ij = M ji . As we promised in (3.2), we use yet a third method to
investigate the conditions this time.
Let Vi be new variables, and set Xij = Vi Vj' This gives a symmetric
matrix with all 2 x 2 minors zero, and hence the expressions (*) must
vanish as functions of the Vi' It will be enough to look at (*) with i = k.
We must have then
L M~q VpVqVjVI+Mr;t VpVqV~
p'Sq
= MfIq V pVqVjVi+ M~q VpVqVI Vi
for each j and I distinct from i. Only one Vi term occurs, so we must have
M:; = O. The terms involving V~ give
'" Miq V V 3 - M ii V V 3 + M ii V V 3~ jf q i - il j i U Ii'
q#i
and thus each MJr either vanishes or equals one of the n(n - 1) coefficients
M:; with s -=I- i. There remain only coefficients of the form M~i. For j and I
not equal to 1 we take i = k = 1 and look at the terms involving Vj VI Vi;
they give us
Thus the Mji can be expressed in terms of Ml~ for s = 1,..., n. I
DEFINITION 6.4. Set G+ = GL(n)//12'
Just as in (5.4), a matrix P in GL(n, A) defines T(X) = PXp tr in all
M:(A), and the map GL(n) --+ H: has kernel /12' so we get injections
607j65j2-7
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G++H,+. From (6.2), (6.3), and (2.2) we get the information needed to 
apply Theorem 1.6.1. 
THEOREM 6.5. For r < n/2 one has G + r H: When 2 is not a zero- 
divisor in A, then G+(A) = H,+(A) for larger r as well. 
COROLLARY 6.6. As group schemes over Z[ l/2], one has G+ 3 H,f for 
a/l r. 
The explicit evaluation of G’(A) is of course just the same as for the 
essentially identical group G-(A) in (5.6). Thus we can read off our final 
result. 
THEOREM 6.7. Let X he an n x n symmetric matrix of indeterminates. 
Assume 2 is not a zero-divisor in the base ring A. If n is odd, the maps 
XH PXP” with P in GL(n, A) and (det P)’ = 1 are the only invertible linear 
maps preserving det X. If n is even, the maps XN aPXP” with 
a”(det P)’ = 1 are a normal subgroup; the quotient is the subgroup of Pit(A) 
consisting of M with h4 @ M and @ 7 A4 free. 
Proof The only new point to observe is that when a”(det P)‘= 1 and 
n = 2m + 1, then a = (am det P)-2; thus if we replace P by (am det P) ~ ’ P, 
we can absorb the scalar. 1 
7. A DETERMINANT WITH NONSMOOTH AUTOMORPHISM GROUP 
Unlike the results in Section 3 and 5, Theorem 6.5 contains restrictions 
on r. They stem from corresponding restrictions in Lemma 6.2. In this final 
section we compute an example to show that some such restrictions are 
indeed necessary. It will also display a type of group scheme more com- 
plicated than those we have seen before. The example we take is the 
smallest possible one, the group H: preserving the ideal (det X) for 3 x 3 
symmetric X in characteristic 2. 
Throughout this section we consider only rings in which 2 = 0. The for- 
mulas are simpler if we distinguish diagonal and off-diagonal entries, so we 
change notation and study the matrix 
x1 y, y2 
i ! 
y3 x2 y, . 
y2 y, x3
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Since 2 = 0, the determinant is just 
D=X,X*X,+X,y:+X*r:+X,y:. 
We write our linear map T as 
Ui = TXi = 1 auXj + 1 b, Yj, 
Vi= TYi=&Xj+~d, Yj, 
and Hz consists of those invertible T for which 
for some a in A*. 
We can still get a preliminary understanding of H: by computing its Lie 
algebra. If we set au = 6, + EAT,..., d, = 6, + &Dij, with E* = 0, it is trivial to 
work out that the condition on T becomes 
B,=O, 
A,=0 for i#j and Aii = A, 
C, and D, unrestricted. 
In particular, Lie(H:) in characteristic 2 has dimension 19. This shows us 
at once that Hz is not the same as H: = G+, since we know Lie(G+) has 
dimension 9. It may be worth repeating that this is not just an indirect test 
distinguishing the two group schemes; rather, it is an explicit computation 
of some maps defined over A = L[E] that lie in Hz (A) but not in G+(A). 
For a full determination of H: in characteristic 2, we can follow the idea 
first used by Frobenius [6] to isolate some of the coefficients. Take (say) 
Y, and change it to Y, + Z, where Z is a new variable. This changes the 
determinant D to D + X, Z*. If T is in H;(A), the formal identity giving uD 
in terms of Ui and V, remains valid and gives 
(UI+b,,Z)(U2+b21Z)(U3+b3,Z)+(U1+bllZ)(V:+dlZlZZ) 
+(U,+b21Z)(V:+~,ZZ)+(U,+b3,Z)(V:+~~Z2) 
= u( D + X, 2’). 
Look first at the degree one terms in Z; they give (b,, UzU3 + 
b,,U,Uj+b31U1U2+bllI/:+bZ1~+b31~)Z=0. Since T is invertible, 
the monomials in the Ui and Vi are independent, and so all the coefficients 
here must be zero. The same construction can be applied to Y2 and Y,, 
and so we conclude 
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(i) all b, are zero. 
Because of this, we can drop all b, terms in our identity. This eliminates all 
Z3 terms, but the Z* terms remain and give us 
(d:, U, + d& U, + d:, U,) Z2 = uX,Z2. 
Doing this also for Y2 and Y,, and recaliing that U, = 1 a,X,, we conclude 
that 
(ii) (dt.)(a,)” = al. 




The Z* terms give us 
Doing the same operation for X2 and X3, we get 
(iii) cc.= ~,a,, where Y and s are the two indices distinct from i. 
Finally, look back at the original identity for MD and consider terms 
involving X, X,X,. Clearly they can come only from U, U2 U,. Since 2 = 0, 
signs are irrelevant, and we get exactly det(uV) X,X,X,. Hence 
(iv) det(uV) = CL 
Conversely, now, it is a straightforward computation to verify that con- 
ditions (i), (ii), (iii), (iv) do indeed imply ctD = U, U, U3 + U, q + U, G + 
u3 vi. 
THEOREM 7.1. Consider 3 x 3 symmetric matrices over a ring A where 
2 = 0. The elements in H:(A) are those of the form 
TY, = c cVXj + 1 d,. yi, 
where (a,) is an invertible matrix, (di.)(uii)‘r= det(uq) Z3, and cf=u,u, 
where r and s are the two indices distinct from i. 
We still need to understand better how H: here is related to G+. As H; 
for characteristic 2 is defined over the perfect field F,, one knows abstractly 
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[27, p. 533 that it contains a smooth subgroup (H:),,, of its same dimen- 
sion, and in fact that is just what we want: 
THEOREM 7.2. For 3 x 3 symmetric matrices in characteristic 2, one has 
G+ - W,+),,,. 
Proof. The map sending P to (X H PXP”) of course still yields an 
injection of G+ into H z. As G+ is smooth, the image lands in (H: )red. 
Now in (7.1) we get a homomorphism H: + GL(3) by sending T to (+). 
Computation shows that the composite 
GL(3)+G+ +H: +GL(3) 
sends (Pv) to (Pi.). Hence H: + GL(3) is a group scheme epimorphism. Its 
kernel consists of those T with a&= 6,; they have ci=O and d$= 6,, and 
thus they form just a finite connected group scheme of height 1. It follows 
that Hz is connected and has the same dimension as GL(3). Automatically 
(H: Led inherits these properties. As G+ is a smooth subgroup of the same 
dimension, G+ = (H: )red. 1 
In a field, or more generally in a ring without nilpotents, any set of 
values satisfying the equations defining H: will also satisfy those defining 
(H; )rcd. Hence: 
COROLLARY 7.3. If A is a ring where 2 = 0 but A has no nilpotents, then 
H;(A)=G+(A). 
It would be nice to know whether such statements remain true for lager 
matrices.’ 
APPENDIX 
There are several different ways to formulate “preserver” questions, and 
this Appendix will discuss how they are related to the formulation we have 
adopted. To begin with a minor point, we are studying only the invertible 
matrices preserving polynomials or ideals. In certain degenerate cases there 
may also be noninvertible maps preserving them. This possible degeneracy 
is best studied separately; indeed, it can often be determined immediately 
once the automorphisms are known, as I have shown in [30]. Also, the 
primary application of preserver information is in descent theory, for which 
only the automorphisms matter. But the whole question is in any case 
irrelevant for our particular topic, because the determinant in fact is not 
preserved by any noninvertible maps [30]. 
’ Note added in proof: See now Proc. Amer. Math. Sot. 93, 583-589. 
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A more significant distinction arises from the different senses that may be 
given to the phrase “preserving the polynomial J” We have adopted the 
usual algebraist’s definition in which a polynomial is a formal expression. 
Thus our requirement that fo T= f means that the coetlicients on both 
sides should agree. It is possible instead to interpret f as a function and ask 
that its values be preserved. This in turn can be done in two ways. First, 
one can take f to define a function on all extensions of k (as it does) and 
ask that all such values be preserved. It is easy to see that this is equivalent 
to formal preservation of the polynomial. Alternately, however, one might 
ask that the map preserve the values off just on n-tuples from the base ring 
k itself. If k is an infinite field, of course, it is well known that this still 
implies that f is formally preserved. It is also true that for the determinant, 
preservation of values over k always implies formal preservation; this can 
be seen by comparing our results with the simultaneous, independent work 
of McDonald [19], who has studied the maps preserving k-values of the 
determinant. Still, it is possible to find cases where these two formulations 
give different answers. We can, for instance, take f (X, Y) = XYp - XY over 
k = Z/pZ. The only maps preserving f send X to aX and Y to a-’ Y with 
up- ’ = 1. But f vanishes identically for X and Y in k, so all linear maps 
over k preserve its k-values. 
As this example suggests, differences between the two formulations arise 
only when k by itself is too small to mark the distinction between two 
polynomials that are formally different; and the extra maps preserving k- 
values are always exceptional. More precisely, this means that they will not 
fit into a functor; that is, there will be a homomorphism k + k’ such that 
the exceptional maps preserving k-values no longer preserve values over k’. 
Thus it is only when we ask for maps preserving f formally that we can be 
sure of getting an answer that is systematic and well behaved as the base 
ring varies. 
A similar distinction arises when we deal with maps preserving an ideal 
I. The definition we have adopted requires that T formally preserve the 
vanishing of the polynomials generating I. If we set V,(A) to be the 
elements in A” where all polynomials in Z vanish, we could instead ask for 
the T sending V,(A) to V,(A). Again it is easy to see that if this holds for 
all extensions of k, then T must formally preserve I. But there may be other 
maps sending the single set Y,(k) to itself, though as before they are 
necessarily exceptional and will not fit into a functor. Here, though, such 
exceptional maps may occur even over infinite fields, because the equations 
defining Z simply may not have many solutions in k. Suppose, for instance, 
that over k = R we take Z to be generated by the quaternion reduced norm 
Xi + X: + X: + x. The maps that formally preserve Z are those in the 
general orthogonal group. But of course every linear map preserves the 
origin, which is the only point in P’,(R). 
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A more subtle source of exceptional values is the presence of nilpotent 
elements in our rings. An alternating matrix with zero determinant, for 
instance, may not have zero Pfaffian. That is, the condition f = 0 is for- 
mally different fromf* = 0, though they have the same solutions over fields. 
More generally, there will be many different ideals Z with the same V,(k). 
For a classical example of this we may take a 3 x 3 symmetric matrix of 
indeterminates X= (X,) (where XV= Xii). Over fields k it is well known 
that a 3 x 3 symmetric matrix will have rank ~1 provided that its deter- 
minant and all 2 x 2 principal minors vanish. In other words, if Z is the 
ideal 
then V,(k) consists of the symmetric matrices of rank ~1. But Z does not 
actually contain the nonprincipal 2 x 2 minors; it only contains their 
squares. This automatically means that there is a symmetric 3 x 3 matrix 
over some k-algebra where the determinant and principal 2 x 2 minors 
vanish but the other 2 x 2 minors are nonzero. The congruence map 
XH PXP” for 
1 1 0 
P= i 0 10  0 1  
preserves the set of symmetric matrices of rank ~1, but it does not 
preserve I; indeed, the (1,3)-principal minor of PXP” is 
(X,1X33 -%I + (~22x3, -J&l + 2(X,*X,, - X13X*3), 
of which the last term is not in I. 
One might still ask when (if ever) we can tell a priori that all k-linear 
changes of variable preserving V,(k) preserve I. Trivially, of course, this 
holds if Z is defined to be the polynomials vanishing on a set in k” (cf. 
Dixon [5]). The question is how to translate this condition into more 
intrinsic properties of I. In general this question has a good answer only 
over algebraically closed fields: there it suffices that k[X]/Z have no 
nilpotent elements. (Indeed, iffo T vanishes on V,(k), then some (fo T)” is 
in Z by the Hilbert Nullstellensatz, and so by assumption j-0 T is in I.) In 
particular this holds if Z is a prime ideal. Over other infinite fields the 
question is trickier, though it always comes down to whether the equations 
defining Z have “enough” solutions in k. Formally, it is enough if 
ZC[X]/ZL[X] has no nilpotents and V,(k) is “Zariski-dense” in I’,(R). 
Determinant ideals satisfy these requirements. That is, let (X,) be an 
m x n matrix of indeterminates over a field k, and let Z be the ideal 
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generated by all r x r minors. Then Z is a prime ideal [7, p. 1045-J. Further- 
more, we can write the matrices of rank less than r over R as 
for matrices P and Q over k. If k is an infinite field, we can approximate P 
and Q in the Zariski topology by matrices over k, and thus Vf(k) here is 
dense in V,(L). Hence over any infinite field the changes of variable preser- 
ving this V,(k) are the same as those actually preserving I. The same result 
is similarly true for minors of symmetric or alternating matrices [ 111. It 
should be emphasized, however, that these results are not actually needed 
for this paper. 
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