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QUANTITATIVE W 2, p-STABILITY FOR ALMOST
EINSTEIN HYPERSURFACES
STEFANO GIOFFRÈ
Abstract. Let n ≥ 3, p ∈ (1, +∞) be given. Let Σ be a n-dimensional,
closed hypersurface in Rn+1. It is a well-known fact that if Σ is an
Einstein hypersurface with positive scalar curvature, then it is a round
sphere. We give the stable version of this result: if a hypersurface is
almost Einstein in a Lp-sense, then it is W 2, p-near to a sphere. We give
a quantitative estimate of this fact.
1. Introduction
Let Σ be a n-dimensional, closed submanifold in Rn+1. We say that Σ is
an Einstein manifold if the traceless Ricci tensor
(1.1) R˚ic = Ric− 1
n
Rg
is identically 0. In the ’30s Thomas (see [15]) and Fialkov (see [5]) indepen-
dently proved that an Einstein hypersurface Σ in Rn+1 with positive scalar
curvature is isometric to the round sphere. However, the stability properties
of this result are still unclear. Recently there have been attempts to prove
such results. For example, in [13] the author shows that if the Ricci tensor
of a hypersurface M ⊂ Rn+1 is L∞-near to a constant, then there exists a
diffeomorphism F between M and the round sphere Sn whose differential
dF is L∞-near to the identity. Still, the result shown in [13] is qualitative.
In this paper we show that under certain geometric assumptions a hypersur-
face with small Lp-norm of the traceless Ricci tensor R˚ic is W 2, p-near to a
round sphere. Let us state the theorem. Here we denote:
Voln n-dimensional Hausdorff measure.
Sn standard sphere in Rn+1.
σ standard metric on the sphere.
g restriction of the Rn+1-flat metric to Σ.
A second fundamental form for Σ.
diamΣ diameter of Σ
id identity function from a set to itself.
We also say that a hypersurface is convex if it is the boundary of an open,
convex set.
Theorem 1.1. Let Σ be a closed, convex n-dimensional hypersurface in
Rn+1 with volume equal to the round sphere Sn. Let also p ∈ (1, ∞) be
given. There exists a positive number δ depending on n, p, ‖A‖∞, diamΣ
with the following property. If ‖R˚ic‖Lpg(Σ) ≤ δ, then there exist a smooth
diffeomorphism ψ : Sn −→ Σ, a vector c = c(Σ) ∈ Rn+1 and a constant
1
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C = C(n, p, ‖A‖∞, diamΣ) such that
(1.2) ‖ψ − id−c‖
W
2, p
σ (Sn)
≤ C‖R˚ic‖Lpg(Σ)
From theorem 1.1 we infer the following corollary.
Corollary 1.2. Under the assumptions of theorem 1.1 there exist δ depend-
ing on n, p, ‖A‖∞, diamΣ with the following property. If ‖R˚ic‖Lpg(Σ) ≤ δ,
then there exist a smooth diffeomorphism ψ : Sn −→ Σ and a constant
C = C(n, p, ‖A‖∞, diamΣ) such that
(1.3) ‖ψ∗g − σ‖
W
1, p
σ (Sn)
≤ C‖R˚ic‖Lpg(Σ)
Corollary 1.2 is particularly interesting. Indeed, in the theory of conver-
gence for Riemannian manifolds (cf. [11], [12, Ch.10], [4]) there are many
results about the W k, p-nearness of a metric g to a constant curvature one.
However, these results have all qualitative nature. Corollary 1.2 provides
a quantitative estimate instead, and to our knowledge it is the first result
of this type. The proof of theorem 1.1 is quite long and contains different
propositions which have interest in itself, so we have split the proof into
four main proposition. The first proposition is a generalization of an almost
Schur lemma proved by De Lellis and Topping in [9], and show how in a
manifold we control the scalar curvature minus its average with its traceless
Ricci tensor. In the second proposition we introduce a new technique, whose
aim is to reduce particular tensorial problems to polynomial computations.
We use it and find stable estimates for the Weyl tensor of a hypersurface.
The actual proof of the main theorem actually starts in the third proposition.
Here we apply a well-known theorem proved by Cheeger in [3] and find a
first, qualitative C1, α-stability result for Σ to be near to a sphere. We make
it quantitative in the fourth and last proposition, where we find a quanti-
tative but non optimal W 2, p-estimate for Σ to be near to a sphere. Using
these results, we use a technique successfully applied in [7] and optimise the
fourth proposition’s estimate.
Notations and preliminary theorems. Throughout this paper we will
use the previous notational conventions plus the following ones:
n Integer ≥ 3.
p real number in (1, +∞).
δ standard metric in Rn.
D usual derivative in Rn.
Σ closed, convex n-dimensional hypersurface in Rn+1.
Riemg Riemann tensor associated to the metric g.
Secg Sectional curvature associated to Riemg .
Ricg Ricci tensor associated to the metric g.
Rg scalar curvature associated to the metric g.
g∇ Levi-Civita connection associated to a metric g.
g∇2 Hessian of a function (or a tensor) associated to the metric g.
∆g Laplace-Beltrami operator associated to the metric g.
Γ(E) space of smooth sections of a vector bundle E →M .
Oεγ (‖T‖k, p) scalar or tensorial quantity which satisfies the estimate
‖Oεγ (‖T‖k, p)‖k, p ≤ Cεγ‖T‖k, p for some constant C.
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Whenever possible, we will omit the subscripts. Below we give a list of
known facts and theorems we are going to use in the paper.
Geometric quantities. We fix the sign convention for the main geometric
quantities we are going to study in the paper. We define
R(X, Y )Z := ∇2Y,XZ −∇2X, Y Z
The Riemann curvature is the 4-covariant tensor given by lowering one index
in the previous expression.
(1.4) Riem(X, Y, Z, W ) = (R(X, Y )Z, W )
The Ricci curvature is the 2-covariant tensor given by taking the (1, 3)-trace
of the Riemann curvature. Namely,
(1.5) Ricij := g
pq Riemipjq
Finally, the scalar curvature is given by taking the trace of the Ricci curva-
ture.
(1.6) R = gij Ricij
We recall the following well known corollary of the differential Bianchi iden-
tity (see [6, p. 184]), which relates the derivatives of the Ricci curvature
with the derivatives of the scalar curvature.
Lemma 1.3. Let (M, g) be a Riemannian manifold. The following equation
holds:
(1.7) divRic =
1
2
∇R
Another important quantity we need to recall is the second fundamental
form. Let Σ be an oriented, hypersurface in Rn+1, and let ν be its outer
normal. We define A as
(1.8) A(X, Y ) := (X, DY ν) for any X, Y ∈ Γ(Σ)
It is straightforward to see that A is a well-defined, symmetric, 2-covariant
tensor. The second fundamental has a crucial role in Differential Geometry.
We recall here two theorems we will use in the paper. Firstly, we recall the
Gauss equations for hypersurfaces in an Eucliden space. (see [6, p. 248]
Theorem 1.4. Let Σ be a hypersurface in Rn+1, and let g be its induced
metric. Then, the following equation holds:
(1.9) Riemijkl =
1
2
A?Aijkl = Aik Ajl −Ail Ajk
Secondly, we recall the following n-dimensional version of the famous
Nabelpunksatz. (See [14, p. 8])
Theorem 1.5. Let Σ be a closed hypersurface in Rn+1, with induced metric
g. Assume that A = g. Then Σ is isometric to the round sphere Sn.
We need to recall the following proposition, (see [10, p. 48]) which shows
how convexity affect the Ricci tensor and the second fundamental form.
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Proposition 1.6. Let n ≥ 2, and be given, and let Σ be a closed, connected
n-dimensional hypersurface in Rn+1. Then the following facts are equivalent:
(i) Ric ≥ 0 everywhere on Σ.
(ii) A ≥ 0 everywhere on Σ.
In particular, if either of the one conditions above holds, Σ is convex.
Kulkarni-Nomizu product. Given two 2-covariant symmetric tensors A and
B, we denote by A?B the 4-covariant symmetric tensor defined by
(1.10) A?Bijkl := Aik Bjl +AjlBik −Ail Bjk −AjkBil
A?B is called the Kulkarni-Nomizu product of A and B. The importance of
such quantity is due to the following Riemann decomposition theorem (see
[6, p. 182-183]).
Theorem 1.7. Let n ≥ 4 be given, and let (M, g) be a n-dimensional
manifold. Then its Riemann tensor can be decomposed as follows:
(1.11) Riem =
R
2n(n− 1)g ? g +
1
n− 2R˚ic ? g +W
where W denotes the 4-covariant Weyl tensor. This decomposition is orthog-
onal, namely
(1.12) |Riem|2 = R
2
4n2(n − 1)2 |g ? g|
2 +
1
(n− 2)2 |R˚ic ? g|
2 + |W |2
If n = 3, then the Weyl tensor vanishes.
We immediately notice that due to the Schur lemma, if both W and the
R˚ic vanish, then (M, g) has constant sectional curvature.
Cheeger-Gromov convergence. Given three positive numbers Λ, V and D,
we define the Cheeger-Gromov class.
(1.13) CΛ, V,D := { (M, g) | ‖Riem‖∞ ≤ Λ, V ≤ Vol(M), diamM ≤ D }
The Cheeger-Gromov class plays an important role in the theory of conver-
gence for Riemannian manifolds due to its compactness property. (see [4] or
[2])
Theorem 1.8. Let { (Mk, gk) }k∈N ⊂ CΛ, V,D be given. For every α ∈ (0, 1)
there exist (M, g) ∈ CΛ, V,D and a subsequence { (Mkh , gkh) }kh∈N that con-
verges in C1, α to (M, g). For convergence we mean that for every kh there
exists a diffeomorphism
ϕkh : Mkh −→M
such that the pull-back metrics ϕ∗khgkh converge to g in C
1, α.
Injectivity radius and harmonic coordinates. The importance of the Cheeger-
Gromov class is not only restricted to its compactness property. Riemann-
ian manifolds in the class have a lower bound on their injectivity radius
injradg(M). Indeed, in [4] Cheeger proved the following lemma.
Lemma 1.9. There exists i0 = i0(n, Λ, V, D) > 0 such that
(1.14) injradg(M) ≥ i0 for every (M, g) ∈ CΛ, V,D
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We will need to use this lemma in combination with the so-called harmonic
coordinates. We recall the definition: given a manifold (M, g) and an open
set U ⊂ M a mapping y : U −→ Rn+1 is said to be harmonic if it is a
diffeomorphism and if it satisfies the equation
∆gy = 0
A detailed study on harmonic coordinates can be found in [12, p.304-307]
or in [8, p.523]. We just recall the following theorem1
Theorem 1.10. Let (M, g) be a n-dimensional manifold, and let x ∈ M ,
α ∈ (0, 1) be given. Assume the sectional curvature of M to be bounded
by a positive number Λ. There exist R0 = R0(n, Λ, injrad(x)) and C =
C(α, n, ΛR0) and harmonic coordinates y : BR0(x) −→ Rn such that in the
frame
{
∂
∂y1
. . . ∂
∂yn
}
the metric g satisfies
(1.15) ‖g − δ‖C1, α(BR0(x)) ≤ C
Harmonic coordinates are also useful because they give a nice expression
for the Ricci operator. Indeed, the following expression holds:
(1.16) − 1
2
∆ggij +Qij(g, Dg) = Ric
g
ij for every indexes i, j
where Qij is a universal polynomial depending on g and its first derivatives
Dg. The computations can be found in [12, p. 305-307].
Obata’s theorem. We state here the last ingredient of the section, the Obata’s
theorem, which gives us the exact value of the first eigenvalue of the spherical
laplacian and a characterization of its kernel.
Theorem 1.11. Let (M, g) be a closed manifold which satisfies the following
condition on the Ricci tensor Ric:
(1.17) Ric(X, X) ≥ (n− 1) g(X, X) for every vector field X
and the Laplacian condition:
(1.18) −∆gf = nf for some f
Then M is isometric to the round sphere (Sn, σ) and we also have
(1.19) ker∆σ + n = {ϕv | ϕv(x) = (v, x), v ∈ Rn+1 }
We also need a result proved in [7] which shows how for a function in the
sphere the Lp-norm of ∆σf + nf ”almost controls” the W
2, p-norm of f .
Lemma 1.12. Let f ∈ C∞(Sn) be given. Define vf ∈ Rn+1 as
vf := (n+ 1)
 
Sn
zf(z) dVσ
Then, the following estimate holds:
(1.20) ‖f − ϕvf ‖W 2, pσ (Sn) ≤ C(n, p)‖∆σf + nf‖Lpσ(Sn)
1Actually, the result shown in [8, p.523] is more general and slightly different, but easily
implies this formulation.
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Radially parametrized hypersurfaces. We exhibit the parametrization on which
we will work. Let us assume for a moment that Σ is the border of an open,
convex set U containing 0. We can give the following radial parametrization
for Σ:
(1.21) ψ : Sn −→ Σ, ψ(x) := ρ(x)x := ef(x) x
Clearly ψ is a smooth diffeomorphism. If U does not contain 0 we can still
give such parametrization by properly translating U . We will say that Σ is
radially parametrized if it can be written as the image of such ψ. We call ρ
the radius of Σ and f the logarithmic radius of Σ. We will also say that a
hypersurface Σ is admissible if satisfies the following:
‖A‖∞ ≤ Λ(1.22)
Voln(Σ) = Voln(S
n)(1.23)
diamΣ ≤ D(1.24)
We notice that the Gauss equation (1.9) tells us that the bound on the
second fundamental form implies a bound on the Riemann tensor. Indeed,
with a simple computation we obtain
|Riem|2 = 1
4
|A?A|2 = |A|4 − |A2|2 ≤ Λ4
Hence an admissible hypersurface lies in the Cheeger-Gromov class CΛ2, V,D.
We recall the expression for the main geometrical quantities of a radial
parametrized hypersurface. It is important to remark that here and later in
paper, we use the letter g to denote both the pull-back metric ψ∗g and the
metric g on Σ. Although this is an abuse of notation, it strongly simplifies
the notation.
Lemma 1.13. Let ψ be as in (1.21). Then we have the following expres-
sions:
gij = e
2f (σij +∇if ∇jf)(1.25)
gij = e−2f
(
σij − ∇if ∇jf
1 + |∇f |2
)
(1.26)
ν(x) =
1√
1 + |∇f |2 (x− gradσ f(x))(1.27)
Aij =
ef√
1 + |∇f |2
(
σij +∇if ∇jf −∇2ijf
)
(1.28)
Aij =
e−f√
1 + |∇f |2
(
δij −∇i∇jf +
1
1 + |∇f |2∇
if ∇2f [∇f ]j
)
(1.29)
H := gijAij = e
−f
(
n√
1 + |∇f |2 − divσ
(
∇f√
1 + |∇f |2
))
(1.30)
dVg = e
nf
√
1 + |∇f |2 dVσ(1.31)
gΓ
k
ij = Γ
k
ij +
1
1 + |∇f |2∇
2
ijf ∇kf +
(
∇if δki +∇jf δki −g ∇kf gij
)
(1.32)
The computation of lemma 1.13 is given in [7, p. 15-17].
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2. Proof of the main theorem
We state here the propositions which lead to the theorem’s proof, and
then prove 1.1.
Proposition 2.1. Let (M, g) be a n-dimensional, closed manifold be in the
Cheeger-Gromov class CΛ, V,D with Volg(M) = V . There exists a constant
C = C(n, p, Λ, V, D) > 0 such that the following estimate holds:
(2.1) ‖R−R‖Lpg(M) ≤ C‖R˚ic‖Lpg(M)
Proposition 2.2. Let Σ be an admissible hypersurface in Rn+1. There
exists a constant C = C(n, p, Λ, V, D) > 0 such that the following estimate
holds:
(2.2) ‖Wg‖Lpg(Σ) ≤ C
(
‖R˚ic‖Lpg(Σ) + |R− n(n− 1)|
)
where n(n− 1) is the scalar curvature Rσ of the unit round sphere.
Proposition 2.3. Let Σ be a radially parametrized, admissible hypersurface
in Rn+1 and let α ∈ (0, 1) be given. For every ε > 0 there exists a positive
number δ = δ(n, p, Λ, D, α) such that if the traceless Ricci tensor and the
Weyl tensor are small, namely
‖R˚ic‖Lpg(Σ) + ‖W‖Lpg(Σ) ≤ δ
then the pull-back metric is C1, α-near to the round sphere metric, namely
(2.3) ‖ψ∗g − σ‖C1, α(Sn) ≤ ε
In particular, the logarithmic radius f satisfies the estimate:
‖f‖∞ ≤ Cε(2.4)
‖∇f‖∞ ≤ C
√
ε(2.5)
sup|∇f | |∇2f | ≤ C√ε(2.6)
for some constant C not depending on ε.
Proposition 2.4. Let Σ be a radially parametrized, admissible hypersurface
in Rn+1. Assume that the logarithmic radius f satisfies estimate (2.4), (2.5),
(2.6). Then, there exist a constant C = C(n, p, Λ, D) > 0 such that the
following estimate holds:
(2.7) ‖f − (vf , ·)‖W 2, pσ (Sn) ≤ C
(
‖R˚ic‖Lpg(Σ) +
√
ε‖f‖
W
2, p
σ (Sn)
)
We show how theorem 1.1 follows by these propositions. The proof we
are giving is essentially copied from [7, p. 4-5], and shows how to optimise
estimate (2.7) by removing vf .
Proof of theorem 1.1. Let ε > 0 be fixed for the moment. At the end of the
argument we will choose it small enough. Let Σ be an admissible, radially
parametrized hypersurface, and let δ be given so that the logarithmic radius
f satisfies inequalities 2.4, 2.5, 2.6 and 2.7. We notice that for every c ∈ U
we can define
(2.8) ψc : S
n −→ Σ− c, ψc(x) := ρc(x)x := efc(x) x
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For every c the mapping ψc is an alternative radial parametrization for Σ,
and it is a well defined diffeomorphism. We can also define:
(2.9) Φ: U −→ Rn+1, Φ(c) := −(n+ 1)
 
Sn
zfc(z) dVσ(z)
Our idea is to find c0 ∈ U such that Φ(c0) = 0. Then we are done, because
for such fc0 we obtain the estimate
‖fc0‖W 2, pσ (Sn) ≤ C
(
‖R˚ic‖Lpg(Σ) +
√
ε ‖fc0‖W 2, pσ (Sn)
)
Therefore if we set ε0 =
2
C
we can find a δ0 given by proposition 2.3 such
that the last term can be absorbed, namely
‖R˚ic‖Lpg(Σ) + ‖W‖Lpg(Σ) ≤ δ ⇒ ‖fc0‖W 2, pσ (Sn) ≤ C‖R˚ic‖Lpg(Σ)
This estimate proves theorem 1.1 with c = c0.
Let us find such c0. By the hypothesis on the logarithmic radius, we can
easily find a radius r = r(Σ) > 0 such that for every c ∈ Dr we have that
fc still satisfies such estimates. We work with H inside the disk Dr. We
start with the following simple consideration: for every z ∈ Sn there exists
xc = xc(z) in S
n so that
ψc(z) = ψ(xc)− c
We expand this equality and find
ρc(z) z = ρ(xc)xc − c
We take the absolute value and obtain that ρc satisfies the equality:
ρc(z) = |ρ(xc)xc − c|
while xc = xc(z) satisfies the relation
(2.10) xc(z) =
ρc(z) z + c
ρ(xc(z))
Using the W 1,∞-smallness of f , we approximate ρ and ρc, and find
(2.11) xc(z) = (z + c)(1 + oε(1))
We approximate fc:
fc(z) =
1
2
log
∣∣∣ef(xc)xc − c∣∣∣2 = 1
2
log
(
e2f(xc) − 2ef(xc)(xc, c) + |c|2
)2
=
1
2
log
(
1 + |c|2 − 2(xc(z), c) + oε(1)
)
= |c|2 − 2(xc(z), c) + o(|c|) + oε(1) = −2(z, c) + o(|c|) + oε(1)
This allows us to write Φ as follows:
Φi(c) = (n+ 1)
 
Sn
(xc(z), c) zi dVσ + o(|c|) + oε(1)
= (n+ 1)
 
Sn
((z + c)(1 + oε(1)), c) zi dVσ + o(|c|) + oε(1)
= (n+ 1)
(ˆ n
S
|zi|2 dVσ
)
c+ o(|c|) + oε(1)
= c+ o(|c|) + oε(1)
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We are now able to show that 0 is in the range of Φ. We restrict Φ to Dr
and finally we choose ε and r so small that
|Φ(x)− x| < 1
2
for every x ∈ Dr
Let us argue by contradiction: suppose that 0 /∈ R(Φ), then we can consider
Φ := Φ|·| : S
n −→ Sn, and notice that
(2.12) |Φ(x)− x| < 2 for every x ∈ Sn
It is easy to see that if cn → c0 then fcn → fc0 pointwise and the family
{ fc }c∈Dr is equibounded. This proves that Φ and therefore also Φ are
continuous. However, estimate (2.12) tells us that Φ is homotopic to the
identity; but at the same time, we obtain that Φ is the restriction of a
continuous map defined on the ball, hence it cannot be homotopic to the
identity. 
The rest of the article will be devoted to proving the three propositions.
3. Proof of the propositions
3.1. Proof of proposition 2.1. We prove theorem 2.1. The idea of the
proof is to study the differential Bianchi equation as a partial differential
equation between the scalar curvature and the traceless Ricci tensor. As for
the proof of theorem 1.1, we essentially copy a technique used in [10] and
then in [7], where the authors deal with a similar differential equation on
hypersurfaces and on the sphere respectively.
Our starting point is the Bianchi identity (1.7). Writing Ric = R˚ic+ 1
n
Rg
we obtain the differential relation
(3.1) ∇R = 2n
n− 2 div R˚ic
We let the thesis follow from the following lemma.
Lemma 3.1. Let (M, g) be a closed, n-dimensional manifold in the Cheeger-
Gromov class CΛ, V,D. Let u ∈ C∞(M), f ∈ Γ(T ∗M ⊗ T ∗M), be given so
that the following equation holds:
∇u = divg f
There exists C = C(n, p, Λ, Vol(M), D) such that the following estimate
holds:
(3.2) ‖u− u‖Lpg(M) ≤ C‖f‖Lpg(M)
where we have set
u :=
 
Sn
u dVg
Proof. Let us assume Volg(M) = V without loss of generality. We fix
α ∈ (0, 1) and patch together Cheeger’s lemma 1.9, theorem 1.10 on har-
monic coordinates, and easily obtain a positive number R0 with the following
property. For every x ∈M , harmonic coordinates y : BR0(x) −→ Rn are well
defined, and the metric g in these coordinates satisfies the estimate
‖g‖C1, α(BR0 (x)) ≤ C(n, α, Λ, V, D)R
2
0
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We expand the term in divergence form, and obtain
divg fk = g
ij
(
Difjk + Γ
l
ij flk + Γ
l
ik flj
)
= gij
(
Difjk + Γ
l
ik flj
)
= Di
(
gijfik
)
−Digijfjk + Γlik flj =: divδ f˜k +O(f)k
where in the last equality we have set f˜ik := g
ijfjk, and used O(f) to denote
a quantity that satisfies the estimate
|O(f)| ≤ C|f| for some C
We argue as in [7] and write u = v+w, where v and w satisfy the conditions:{
∆δv = divδ divδ f˜
v|∂BR0 (x) = u|∂BR0 (x)
and {
∆δw = div( f[h] +Oε(f) )
w|BR0 (x) = 0
where ∆δ is the flat laplacian. The first system is studied in [10, p. 12-
16] where the author proves the existence of a real number λ such that the
following estimate holds:
‖v− λ(x)‖Lp
δ
(BR0upslope4
(x)) ≤ C‖f‖Lp
δ
(BR0 (x))
where C = C(n, p, R0). The second system is well known. In [1, p. 80-81]
it is shown the inequality:
‖w‖Lp
δ
(BR(x)) ≤ C‖f‖Lpδ(BR(x))
where C = C(n, p, R0). Both the integral estimates are made with the
(local) flat measure, but using the local nearness of g to δ we can easily
notice that the measure dx and dVg are equivalent, and the equivalence
constants depend only on n, p, Λ, R0. We patch together the two estimates
and obtain that there exists r0 = R0upslope4 such that for every x the following
estimate holds:
(3.3) ‖u− λ(x)‖Lpg(Br0 (x)) ≤ C‖f‖Lpg(M)
where λ(x) is a number depending only on x. We make the estimate global,
by using the following lemma, proved in [7, p. 8-9]2
Lemma 3.2. Suppose u ∈ C∞(M) has the following property. There is a
radius ρ such that for every x ∈M the local estimate is satisfied:
(3.4) ‖u− λ(x)‖Lpg(Br(x)) ≤ β
where λ(x) is a real number depending on x, r ≤ 2ρ and β does not depend
on x. Then u satisfies the global estimate:
‖u− λ‖Lpg(M) ≤ Cβ
where λ ∈ R and C = C(n, p, ρ) is a positive constant.
2The proof in [7] is given just in the case (M, g) = (Sn, σ) but its extension is trivial.
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We complete the proof by showing that
(3.5) ‖u− u‖p ≤ 2min
λ
‖u− λ‖p
Indeed, let us assume that the ambient space has unit volume, and let λ0 ∈ R
be given so that
‖u− λ0‖p ≤ 2min
λ
‖u− λ‖p
We easily conclude the thesis.
‖u− u‖p ≤ ‖u− λ0‖p + |u− λ0|
1
p ≤ ‖u− λ0‖p +
∣∣∣∣
 
u− λ0
∣∣∣∣
1
p
≤ ‖u− λ0‖p +
( 
|u− λ0|
) 1
p ≤ 2‖u− λ0‖p
≤ 2min
λ
‖u− λ‖p

3.2. Proof of proposition 2.2. We deal with proposition 2.2. In this proof
we introduce a new technique, which we use to reduce geometric problems to
polynomial ones. We briefly explain the idea, which is very simple: when we
have a tensorial identity between symmetric tensors, we study it pointwise
and use the spectral theorem to diagonalise the main quantities. Diagonal-
ising gives us an equality for the eigenvalues of these tensor, and therefore
the identity is reduced to the study of the zeros of a polynomial. We exhibit
the main results in this section.
Proposition 3.3 (Ridigity). Let Σ be a closed, convex hypersurface in Rn+1.
Assume that at every point we have the equality
(3.6) Ric = (n− 1)g
Then Σ is isometric to the round sphere.
Proposition 3.4 (Stability). Let Σ be a closed, convex hypersurface in
Rn+ 1. There exists a constant C = C(n, p, Λ, D) such that
‖W‖Lpg(Σ) ≤ C
(
‖R˚ic‖Lpg(Σ) + |R− n(n− 1)|
)
We prove the propositions.
Proof of 3.3. We consider equality (3.6). Tracking the Gauss equation (1.9)
we obtain
(3.7) Ricij = HAij −AkiAkj
We consider a point p and study the equality at p. Using the spectral
theorem, we are able to find local coordinates such that g = δ and A = D(x)
is diagonal with eigenvalues {x1, . . . xn } at p. We can rewrite equality (3.6)
as
trD(x)D(x) −D(x)2 = (n− 1)δ
In terms of the eigenvalues of A we infer the following system:
(3.8)
(
n∑
i=1
xi
)
xj − x2j = n− 1 for every j
The thesis follows from the following lemma.
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Lemma 3.5. The only solutions of system (3.8) are the vectors (1, . . . 1)
and (−1, . . . − 1).
The proof of lemma 3.5 is in the last section. From this result and from
the convexity of Σ we obtain that necessarily A = g everywhere on Σ. The
thesis follows by theorem 1.5. 
Proof of 3.4. We recall the definition of Weyl tensor:
W = Riem− R
2n(n− 1)g ? g +
1
n− 2R˚ic? g
Let us denote by Op(R˚ic) a quantity that can be approximated by R˚ic in
the Lp-norm. With this notation and proposition 2.1, we write
W = Riem− R
2n(n− 1)g ? g +Op(R˚ic)
= Riem−1
2
g ? g +Op(R˚ic) +O(|R− n(n− 1)|)
Now we recall equation 1.9, and finally obtain the expression
W =
1
2
(A− g) ? (A+ g) +Op(R˚ic) + |R−Rσ|
which easily gives us the Lp-inequality
(3.9) ‖W‖Lpg(Σ) ≤ C
(
‖(A− g) ? (A+ g)‖Lpg(Σ) + ‖R˚ic‖Lpg(Σ) + |R−Rσ|
)
where C basically depends on proposition 2.1. Now we apply the same
technique seen before, and study the quantity (A− g) ? (A + g) pointwise.
Again, we fix p ∈ Σ and consider coordinates such that g = δ, A = D(x) at
p. We let the thesis follow by the following lemma.
Lemma 3.6. Define the polynomials
p(x) := |(D(x)− δ) ? (D(x) + δ)|2(3.10)
q(x) := |Ric(x)− (n− 1)δ|2(3.11)
where Ric(x) is the diagonal matrix given by (3.7). There exist positive
constants c0 = c0(n) and c1 = c1(n, Λ) such that
(3.12) c0 ≤ q(x)
p(x)
≤ c1 in the ball BΛ
Using lemma 3.6 we find the thesis. Indeed, by (3.12) we obtain
|(A− g) ? (A+ g)| ≤ c|Ric−(n− 1)g| at every point
and we can perform the following estimate.
‖(A− g) ? (A+ g)‖p ≤ c‖Ric−(n− 1)g‖p ≤ c
(
‖R˚ic‖p + ‖R− n(n− 1)‖p
)
≤ C
(
‖R˚ic‖p + ‖R−R‖p + |R−Rσ|
)
≤ C
(
‖R˚ic‖p + |R −Rσ|
)
Plugging this inequality into (3.9) we obtain the desired estimate. 
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3.3. Proof of proposition 2.3. Here we prove the approximation theorem
2.3. The idea is to argue by contradiction, and then apply the Cheeger-
Gromov compactness theorem to a proper sequence of radially parametrized
hypersurfaces.
Proof. The thesis follows from the following claim: for every ε and α there
exists δ with the following property. If (Σ, g) satisfies the assumptions of
theorem 2.3 and the inequality
‖R˚ic‖p + ‖W‖p ≤ δ
then the pull-back metric g on the sphere satisfies the inequality
(3.13) ‖g − σ‖C1, α ≤ ε
We assume (3.13) and prove proposition 2.3. Indeed, let us recall expression
(1.25) for the metric in term of the radius ρ:
gij = e
2f (σij +∇if∇jf) = ρ2σij +∇iρ∇jρ
Therefore we obtain a nearness expression for ρ:
(3.14) ‖(ρ2 − 1)σ +∇ρ⊗∇ρ‖C1, α ≤ ε
Let xM and xm be two points such that ρ(xM ) = max ρ, ρ(xm) = min ρ > 0.
We know from 3.14 that
|(ρ2 − 1)σ +∇ρ⊗∇ρ| ≤ ε
Evaluating at xM and xm, we obtain
(ρ(xM )− 1)2, (ρ(xm)− 1)2 ≤ ε
because ∇ρ = 0 at xm and xM . Since ρ is positive, we consider the simple
inequality 1 + ρ > 1 and find a L∞-inequality for the radius.
|ρ(xM )− 1|, |ρ(xm)− 1| ≤ ε⇒ ‖ρ− 1‖ ≤ ε
From this we easily infer a L∞-inequality for the differential of the radius.
‖∇ρ⊗∇ρ‖∞ = ‖∇ρ‖2∞ ≤ Cε
We transpose this inequality for the logarithmic radius f and obtain inequal-
ities (2.4) and (2.5). Inequality (2.6) follows by considering the estimate for
the first derivatives. Let us argue with the logarithmic radius. We have
(3.15) ∇g = ∇f ⊗ g + e2f
(
∇2f ⊗∇f +∇f ⊗∇2f
)
Inequality 3.13 gives us
‖∇g‖∞ ≤ ε
From this inequality and expression (3.15) we infer
|∇2f ⊗∇f +∇f ⊗∇2f |2 = 2|∇2f | |∇f |+ 2|∇f [∇f ]|2 ≤ Cε
and we obtain (2.6).
We prove the claim. Let us argue by contradiction. Assume there exists a
sequence { Σk }k∈N of radially parametrized, admissible hypersurfaces such
that
lim
k
‖R˚ic‖p + ‖W‖p = 0
14 STEFANO GIOFFRÈ
but the pull-back metrics gk on the sphere satisfy
‖gk − σ‖C1, α ≥ ε0
We recall that a surface is radially parametrized if Σ = ψ(Sn)
ψ : Sn −→ Σk, ψ(x) = ef(x) x
and it is admissible if
‖A‖∞ ≤ Λ
Voln(Σ) = Voln(S
n)
diamΣ ≤ D
Let us consider the sequence { (Sn, gk) }k∈N. The sequence is contained
in CΛ, V,D. By the compactness theorem 1.8, we can assume that up to a
subsequence gk converge to a metric g in C1, α. We show that necessarily
g = σ, and this is a contradiction. Firstly, we show that the limit metric g
must be Ricci flat. The proof is strongly similar to the one made in [11, p.
192-193], so we just give a sketch of it and leave all the nasty details to it.
We fix a point x ∈ Sn and consider yk harmonic coordinates for gk near x:
as shown before, we can easily find a radius R0 such that the coordinates
yk are well defined in BR0(x) for every k. We recall the expression (1.16) of
the Ricci tensor:
−1
2
∆gkg
k
ij +Qij(g
k, Dgk) = Ricg
k
ij
Passing to the limit3, we obtain the following, limit equation
−1
2
∆ggij +Qij(g, Dg) = Ric
g
ij
which holds in the sense of distribution. We show that Ricg = cg. Firstly,
we track the Gauss equation (1.9) twice and obtain the expression for the
scalar curvature of Σ:
R = H2 − |A|2
Since every Σk is admissible and convex, by proposition 1.6 we obtain the
the scalar curvatures {Rgk }k∈N satisfy
0 ≤ Rgk ≤ n2Λ2
Therefore, up to extract another subsequence, we can assume the existence
of a non-negative c such that Rgk −→ c. Plugging these result into the
distributional equation, we find that the limit metric satisfies
(3.16) − 1
2
∆ggij +Qij(g, Dg) = cgij for every i, j
Therefore g is analytic and Einstein, with Ricg = cg. Moreover, we can
easily see that the Weyl tensor Wgk weakly converge to W , namelyˆ
M
(Wgk , T ) dVgk −→
ˆ
M
(Wg, T ) dVg for any 4-covariant tensor T
3Notice that we are subtly implying that also yk → y harmonic system for g. This
claim is true and proved in [11].
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This result shows us that the limit metric g has also null Weyl tensor. Indeed
0 ≤ ‖Wg‖Lpg(Sn) ≤ lim infk ‖Wgk‖Lpgk (Sn) = 0
Equation (1.11) ensures that an Einstein metric with null Weyl tensor has
constant sectional curvature. Since the sphere cannot have a globally flat
metric, we already know that the Riemann tensor is positive definite, namely
Riemg =
c
2n(n − 1)g ? g, with c > 0
Therefore g = µσ for some µ > 0. We conclude the proof by showing that
µ = 1. This is ensured by the volume condition. Indeed, we have
Voln(S
n) = Volgk(S
n) −→ Volg(Sn)
However, we can also find
g = µσ ⇒ √det g = µ√σ ⇒ Voln(Σ) = µVoln(Sn)
Necessarily we discover µ = 1, hence the contradiction. 
3.4. Proof of proposition 2.4. This is the last step. Again, we follow a
strategy outlined in [7]: we write the linearised main quantities, and then
obtain approximated formulas. Using again a particular reduction to eigen-
values, we reduce to a well known case and solve it.
Proof. We recall that we are considering a convex, closed hypersurface Σ
which admits a radial parametrization
ψ : Sn −→ Σ ψ(x) = ef(x) x
whose logarithmic radius f satisfies estimate (2.4), (2.5), (2.6). The start-
ing point of our analysis is the following equation, obtained by patching
equations (1.9) and (1.11):
(3.17)
1
2
A?A− R
2n(n− 1)g ? g =
R−R
2n(n− 1)g ? g +
1
n− 2R˚ic ? g +W
From equation (3.17) and theorem 2.1 we easily infer the estimate∥∥∥∥∥A?A− Rn(n− 1)g ? g
∥∥∥∥∥
L
p
g(Σ)
≤ C
(
‖R˚ic‖Lpg(Σ) + ‖W‖Lpg(Σ)
)
where as usual C = C(n, p, Λ, D). We use theorem 2.3 in order to simplify
the left hand side. In particular, we prove the following lemma
Lemma 3.7. Under the hypothesis of theorem 2.4, the average of the scalar
curvature can be approximated as follows:
(3.18) R = n(n− 1) +O√ε(‖f‖W 2, pσ (Sn))
We show how the thesis follows by lemma 3.7, and then prove it. Firstly,
we use equation (3.18) to improve proposition 3.4 and obtain
(3.19) ‖W‖Lpg(Σ) ≤ C
(
‖R˚ic‖Lpg(Σ) +
√
ε‖f‖
W
2, p
σ (Sn)
)
From (3.18) and (3.19) we obtain the following estimate:
(3.20) ‖(A− g) ? (A+ g)‖Lpg(Σ) ≤ C
(
‖R˚ic‖Lpg(Σ) +
√
ε‖f‖
W
2, p
σ (Sn)
)
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Again, we study (A − g) ? (A + g) pointwise. Given p ∈ M we consider
coordinates such that g = δ and A = D(x) at p. We consider the polynomial
problem associated to it and prove the following lemma.
Lemma 3.8. Let p = p(x) be defined as in (3.10). We set r = r(x) as
(3.21) r(x) := |D(x)− δ|2 |D(x) + δ|2
There exist c2 = c2(n) and c3 = c3(n, Λ) such that
c2 ≤ p(x)
r(x)
≤ c3
Lemma 3.21 gives us the pontwise inequality
|A− g||A+ g| ≤ c|(A − g) ? (A+ g)|
This allows us to improve (3.20) as follows:
‖|A− g| |A + g|‖Lpg(Σ) ≤ C
(
‖R˚ic‖Lpg(Σ) +
√
ε‖f‖
W
2, p
σ (Sn)
)
Since Σ is convex, by proposition 1.6 we have the punctual inequality A+ g ≥ g.
Finally we find
(3.22) ‖A− g‖Lpg(Σ) ≤ C
(
‖R˚ic‖Lpg(Σ) +
√
ε‖f‖
W
2, p
σ (Sn)
)
We show how inequality (3.22) and theorem 2.3 give us the thesis. We start
by approximating the second fundamental form. We recall formula (1.28)
for the second fundamental form A.
Aij =
ef√
1 + |∇f |2
(
σij +∇if ∇jf −∇2ijf
)
We simplify the expression with the W 1,∞-smallness of f and obtain
Aij = e
f
(
σij +∇if ∇jf −∇2ijf
)
+O√ε(‖∇f‖1, p)
= ef
(
σij −∇2ijf
)
+O√ε(‖∇f‖1, p)
where we have used nothing but the simple identity
1√
1 + |∇f |2 − 1 =
ˆ 1
0
d
dt
1√
1 + t2|∇f |2 dt
= |∇f |2
ˆ 1
0
2t√
(1 + t2|∇f |2)3 dt = O
√
ε(‖∇f‖p)
With the same idea for we approximate the exponential:
ef = 1 +
ˆ 1
0
d
dt
etf dt = 1 + f
ˆ 1
0
etf dt = 1 + f +Oε(‖f‖p)
These simplifications give us the approximated second fundamental form:
(3.23) Aij = σij −∇2ijf + fσij +O√ε(‖f‖2, p)
With the same ideas we find also the approximated metric
(3.24) gij = (1 + 2f +O√ε(‖f‖1, p))σij
and its inverse
(3.25) gij = (1− 2f +O√ε(‖f‖1, p))σij
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We plug these simplified expression into (3.22), and finally obtain
(3.26) ‖∆σf + nf‖Lpσ(Σ) ≤ C
(
‖R˚ic‖Lpg(Σ) +
√
ε‖f‖
W
2, p
σ (Sn)
)
And the thesis follows by lemma 1.12. 
We prove lemma 3.7 and complete this section.
Proof of lemma 3.7. Firstly, we have to find an approximation of the scalar
curvature R. As done before, we track equation (1.9) twice and obtain
R = H2 − |A|2
Therefore, we have to find an approximate expression for H2 and |A|2. With
little effort, we find the approximated expression of H2 and |A|2:
H2 = n2 − 2n∆σf + (∆f)2 − 2n2f +O√ε(‖f‖2, p)(3.27)
|A|2 = n− 2∆σf + |∇2f |2 − 2nf +O√ε(‖f‖2, p)(3.28)
From these two expressions we find the approximated curvature:
R = n(n− 1)− 2(n − 1)∆σf + (∆f)2 − |∇2f |2+(3.29)
− 2n(n− 1)f +O√ε(‖f‖2, p)
Now we integrate and study R. We recall that although the integral is
computed with respect to the measure dVg, we can easily pass from dVg to
dVσ by approximating the density
dVgupslopedVσ. Indeed, we can easily write
enf
√
1 + |∇f |2 = 1 + nf +O√ε(‖f‖1, p)
From this expression we obtain
R =
 
RdVg = n(n− 1) +
 
(∆f)2 − |∇2f |2 dVσ+
+ 2n(n− 1)
 
f dVσ +O√ε(‖f‖2, p)
We simplify the second-order terms. Indeed, by definition (1.4) of Riemann
tensor we know the commutation formula
∇j∇iαk −∇i∇jαk = Riemlijk αl
Using this formula, integration by parts shows us how in any closed manifold
the following formula holds.ˆ
(∆f)2 dV =
ˆ
∇i∇if · ∇j∇jf dV = −
ˆ
∇if · ∇i∇j∇jf dV
= −
ˆ
∇if · ∇j∇i∇jf dV +
ˆ
Ric(∇f, ∇f)dV
=
ˆ
∇j∇if · ∇i∇jf dV +
ˆ
Ric(∇f, ∇f)dV
=
ˆ
|∇2f |2 dV +
ˆ
Ric(∇f, ∇f)dV
In the case of the sphere, this computation gives us the equalityˆ
(∆σf)
2 dVσ −
ˆ
|∇2f |2 dVσ = (n− 1)
ˆ
|∇f |2dVσ = O√ε(‖∇f‖p)
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And we can improve the expression for the mean curvature, obtaining
R = n(n− 1) + 2n(n− 1)
 
f dVσ +O√ε(‖f‖2, p)
We just have to show that the average of the logarithmic radius is negligible.
The goal is achieved by using the volume condition. By volume formula
(1.31) we know
1 =
Voln(Σ)
Voln(Sn)
=
 
Sn
enf
√
1 + |∇f |2 dV
However we can perform the following approximation: 
enf
√
1 + |∇f |2 dVσ = 1 + n
 
f dVσ +O√ε(‖f‖1, p)
Plugging this approximation into the volume equality, we obtain 
f dVσ = O√ε(‖f‖1, p)
and this proves the lemma. 
4. Proof of the computational lemmas
We conclude the paper by proving the computational lemmas. Let us
recall the polynomials we are going to study.
p(x) := |(D(x)− δ) ? (D(x) + δ)|2
q(x) := |Ric(x)− (n− 1)δ|2
r(x) := |(D(x)− δ)|2|(D(x) + δ)|2
We make the lemma follow by a fine study of the quotients p(x)upsloper(x) and
q(x)upsloper(x). Firstly, We show that the only zeros of p and q are (1, . . . 1) and
(−1, . . . − 1).
Zeros of p. With little effort, we obtain the following expression for p:
(4.1) p(x) =
(
|x|4 +
n∑
i=1
x4i
)
− 2
(
H − |x|2
)
+ n(n− 1)
where we have set
|x2| :=
n∑
i=1
x2i
H :=
n∑
i=1
xi
We want to compute the zeros of p. Since p is positive, these zeros must
also be minima for p, and therefore must satisfy Dp = 0. The computation
of Dip is quite simple:
Dip = 4
(
|x|2xi − x3i + xi −H
)
We impose Dip = 0 and obtain the equation
(4.2) |x|2xi − x3i + xi = H
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We easily notice that z = 0 satisfies Dp(z) = 0. However, p(0) = n(n − 1)
tells us that 0 is not a minimum. Let us assume z 6= 0, and let us write
z = (zi, . . . zn). We firstly show that all the coordinates zi are non-zero. Let
us assume by contradiction that there exists k ∈ { 1, . . . n }. If we consider
equation (4.2) for i = k, we obtain
H = 0
However, since z 6= 0 we can also find a j ∈ { 1, . . . n } such that zj 6= 0.
For that j we obtain
(4.3) |z|2 − z2j + 1 = 0
but this equation has clearly no solutions: therefore zj 6= 0 for every j.
The next step is to show that sgn zi = sgn zj for every i and j. Indeed,
we obtain for every i
zi
(
|z|2 − z2i + 1
)
= H
As shown in (4.3), the quantity between parenthesis is positive, therefore
sgn zi = sgnH and this proves the second step.
We claim that a critical point must satisfy zi = zj for every i, j. If the
claim is true, by (4.2) we obtain that a critical point z = t(1, . . . 1) must
satisfy
(n− 1)t3 = (n− 1)t
and this concludes the proof. Let us prove the claim. Firstly we write
equation (4.2) as follows.
(4.4) |z|2 + 1 = 1
zi
H + z2i
Let us assume zi 6= zj . From (4.4) we infer
1
zi
H + z2i =
1
zj
H + z2j
and from this equation we obtain
(4.5) zi zj(zi + zj) = H
Assume zk 6= zi for k 6= i, j. We can make the same computation made
before with indexes i, k and obtain equation (4.5)
(4.6) zi zk(zi + zk) = H
We equalize (4.5), (4.6) and obtain
zi(zk − zj) = (zj + zk)(zj − zk)
which implies zj = zk because the signs of zj − zk and zk − zj are opposite.
Hence a critical point can have at most two different values a and b. Assume
a 6= b, and suppose a appear k times and b appear n − k times in the
coordinates of z. We rewrite equations (4.2), (4.5) in term of a and b, and
obtain:
H = a((k − 1)a2 + (n− k)b2 + 1)
H = b(ka2 + (n− k − 1)b2 + 1)
H = ab(a+ b)
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We can use the third equation to simplify the other two, and obtain the
system
b(a+ b) = (k − 1)a2 + (n− k)b2 + 1
a(a+ b) = ka2 + (n− k − 1)b2 + 1
Summing these two equations, we obtain:
(4.7) (k − 1)a2 + (n− k − 1)b2 + 1 = ab
We are done: if both k − 1 and n − k − 1 are non-zero, then we find a
contradiction by applying the Cauchy-Schwarz inequality. If one of them is
null, say k = 1, then from equation (4.2) we obtain
(n− 1)ab2 + a = a+ (n− 1)b⇒ ab = 1
and plugging the last equality into (4.5) we obtain
(n− 2)b = 0
but we have assumed a, b to be 6= 0. Hence we obtain the thesis.
Zeros of q. We show here that the only zeros of q are (1, . . . 1) and−(1, . . . 1),
and therefore obtain proposition 3.4. More precisely, we study the system
(4.8) Ric(x) = (n− 1)δ
and prove that (1, . . . 1) and −(1, . . . 1) are the only solution for this system.
We recall the expression of Ric(x):
Ric(x) = trD(x)D(x)−D(x)2
Hence, system (4.8) can be written as
(4.9) Hxi − x2i = (n− 1)
where we have set
H :=
n∑
i=1
xi
Consider a point z which is a solution for (4.9). Again, we claim that zi = zj
for every i, j. If the claim is true, system (4.9) for z = t(1, . . . 1) is reduced
to
(n− 1)t2 = (n− 1)
and this proves proposition 3.4. Let us assume by contradiction that there
exist two indexes i, j such that zi 6= zj . We can equalise the columns of
system 4.9 and obtain
(4.10) Hzi − z2i = Hzj − z2j ⇒ H = zi + zj
Substituting the last expression in the system, we obtain
n− 1 = (zi + zj)zi − z2i
n− 1 = (zi + zj)zj − z2j
from whom we easily infer
(4.11) zizj = (n− 1)
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Consider zk 6= zi. We can repeat the computations made before, and obtain
the equality
zizk = (n− 1)
and this clearly implies zk = zj . Therefore, any critical point z must have
at most two different values. Call them a and b, and assume a appears k
times and b appears n−k times in the coordinate of z. From equality (4.10)
we have
(k − 1)a+ (n− k − 1)b = 0
If both k − 1 and n − k − 1 are 6= 0, then a and b must have different sign,
and equation (4.11) is violated. If one of them is 0, say k − 1 = 0, then we
must have b = 0, but again equation (4.11) would be violated again. Hence
all the values are equal, and we easily find the thesis of proposition 3.4.
Proofs of lemmas 3.6 and 3.8. We make the lemmas follow by a fine study
of pupsloper and qupsloper. Both the quotients are continuous in the whole space except
that in (1, . . . 1) and in −(1, . . . 1). We claim that the limit superior and
the limit inferior of pupsloper and qupsloper are bounded near these points, and hence
we conclude the study. Indeed, if we are able to find constants c0 = c0(n)
and c2 = c2(n) such that
c0 ≤ p
r
, c2 ≤ q
r
then we are done, since the assumption ‖A‖∞ ≤ Λ implies that the study
of the quotients has to be made inside the ball BΛ. Therefore, we are able
to find constants c1 = c1(n, Λ), c3 = c3(n, Λ) such that
p
r
≤ c1, q
r
≤ c3
and both the lemmas follow by comparison with r. We now prove the claim.
Let us start with pupsloper. Firstly, we notice that due to clear symmetries we
can study only the limit in (1, . . . 1). Let us write yi = xi − 1. We obtain
the quotient in the following form
p(y)
r(y)
=
|y|2(∑i(yi + 2)2)+∑i(yi(yi + 2))2 − 2∑i y2i (yi + 2)2
|y|2(∑i(yi + 2)2)
This shows that near y = 0 we can make the approximation
p(y)
r(y)
=
(n− 2)|y|2 + (∑i yi)2
n|y|2 +O(|y|)
And this proves the inequalities:
n− 2
n
+O(|y)| ≤ p(y)
r(y)
≤ n− 2
n
+
1
n
+O(|y|) near 0
We have obtained a constant c0 = c0(n) such that
c0 ≤ p
r
and this complete the first study. We complete the paper by dealing with
qupsloper. In order to obtain a lower bound, we write q in a clever way.
Ricij −(n− 1)δij = (H − n)(Dij−δij ) + n(Dij − δij) + (H − n)δij+
− δpq(Dip−δip)(Djq − δjq)
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Again, the symmetries of the problem allow us to consider only one limit.
Hence, we write yi = xi − 1 and obtain
q(y) = (n − 2)2|y|2 + (3n− 4)H2 +O(|y|3)
This gives us a constant c2 such that
c2 ≤ q
r
Hence p, q and r are comparable, and lemmas 3.6 and 3.8 are proved.
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