Abstract. Let f ∈ R(t) [x] be given by f (t, x) = x n + t · g(x) and β 1 < · · · < βm the distinct real roots of the discriminant ∆ (f,x) (t) of f (t, x) with respect to x. Let γ be the number of real roots of g(x) = s k=0 t s−k x s−k . For any ξ > |βm|, if n − s is odd then the number of real roots of f (ξ, x) is γ + 1, and if n − s is even then the number of real roots of f (ξ, x) is γ, γ + 2 if ts > 0 or ts < 0 respectively. A special case of the above result is constructing a family of totally complex polynomials which are reducible over Q.
Introduction
Let f (x) ∈ Q[x] be an irreducible polynomial of degree n ≥ 2 and Gal (f ) its Galois group over Q. Let us assume that over R, f (x) is factored as
The pair (r, s) is called the signature of f (x). Obviously deg f = 2s + r. If s = 0 then f (x) is called totally real and if r = 0 it is called totally complex. By a reordering of the roots we may assume that if f (x) has r non-real roots then α := (1, 2)(3, 4) · · · (r − 1, r) ∈ Gal(f ).
In [2] it is proved that if deg f = p, for a prime p, and s satisfies s (s log s + 2 log s + 3) ≤ p then Gal(f ) = A p , S p . Moreover, a list of all possible groups for various values of r is given for p ≤ 29; see [2, Thm. 2] . There are some follow up papers to [2] . In [1] the author proves that if p ≥ 4s + 1, then the Galois group is either S p or A p . This improves the bound given in [2] . The author also studies when polynomials with nonreal roots are solvable by radicals, which are consequences of Table 2 and Theorem 2 in [2] . In [7] the author uses Bezoutians of a polynomial and its derivative to construct polynomials with real coefficients where the number of real roots can be counted explicitly. Thereby, irreducible polynomials in Q[x] of prime degree p are constructed for which the Galois group is either S p or A p .
In this paper we study a family of polynomials with non-real roots whose degree is not necessarily prime. Given a polynomial g(x) = s i=0 t i x i and with γ number of non-real roots we construct a polynomial f (t, x) = x n +t g(x) which has γ, γ+1, γ+2 non-real roots for certain values of t ∈ R; see Theorem 2. The values of t ∈ R are given in terms of the Bezoutian matrix of polynomials or equivalently the discriminant of f (t, x) with respect to x. This is the focus of Section 3 in the paper.
While most of the efforts have been focusing on the case of irreducible polynomials over Q which have real roots, the case of polynomials with no real roots is 1 equally interesting. How should an irreducible polynomial over Q with all non-real roots must look like? What can be said about the Galois group of such totally complex polynomials? In [3] is developed a reduction theory for such polynomials via the hyperbolic center of mass. A special case of Theorem 2 provides a class of totally complex polynomials.
Notation For any polynomial f (x) by ∆ f,x we denote its discriminant with respect to x. If f is a univariate polynomial then ∆ f is used and the leading coefficient is denoted by led(f ). Throughout this paper the ground field is a field of characteristic zero.
Preliminaries
Let f 1 (x), f 2 (x) be polynomials over a field F of characteristic zero and, let n be an integer which is greater than or equal to max{degf 1 , degf 2 }. Then, we put
α ij x n−i y n−j ∈ F [x, y],
The matrix M n (f 1 , f 2 ) is called the Bezoutian of f 1 and f 2 . Clearly, B n (f 1 , f 1 ) = 0 and hence M n (f 1 , f 1 ) is the zero matrix. The following properties hold true; see [4, Theorem 8 .25] for details.
Proposition 1. The following are true:
(1) M n (f 1 , f 2 ) is an n × n symmetric matrix over F .
(2) B n (f 1 , f 2 ) is linear in f 1 and f 2 , separately. (3) B n (f 1 , f 2 ) = −B n (f 2 , f 1 ).
When f 2 = f ′ 1 , the formal derivative of f 1 (with respect to the indeterminate x), we often write B n (f 1 ) := B n (f 1 , f ′ 1 ). From now on, for any degree n ≥ 2 polynomial f (x) ∈ R[x] we will denote by M n (f ) := M n (f, f ′ ) as above. The matrix M n (f ) is called the Bezoutian matrix of f .
Remark 1. It is often the case that the matrix
is called the Bezoutian of f 1 and f 2 . But no difference can be seen between these two definitions as far as we consider the corresponding quadratic forms
α ij x i x j and
is an n × n anti-identity matrix. This implies that above two quadratic forms are equivalent over Q or more precisely, over the ring of rational integers Z.
Let f (x) ∈ R[x] be a degree n ≥ 2 polynomial which is given by f (x) = a 0 + a 1 x + · · · + a n x n Then over R this polynomial is factored as
for some α 1 , . . . , α r ∈ R and a i , b i , a ∈ R.
The pair of integers (r, s) is called the signature of f (x). Obviously deg f = 2s + r. If s = 0 then f (x) is called totally real and if r = 0 it is called totally complex. Equivalently the above terminology can be defined for binary forms f (x, z).
Throughout this paper, for a univariate polynomial f , its discriminant will be denoted by ∆ f . For any two polynomials f 1 (x), f 2 (x) the resultant with respect to x will be denoted by Res(f 1 , f 2 , x). We notice the following elementary fact, its proof is elementary and we skip the details.
Remark 2. For any polynomial f (x), the determinant of the Bezoutian is the same as the discriminant up to a multiplication by a constant. More precisely,
where led(f ) is the leading coefficient of f (x).
If f (x) ∈ Q[x] is irreducible and its degree is a prime number, say deg f = p, then there is enough known for the Galois group of polynomials with some non-real roots; see [2] , [1] , [7] for details. If the number of non-real roots is "small" enough with respect to the prime degree deg f = p of the polynomial, then the Galois group is A p or S p . Furthermore, using the classification of finite simple groups one can provide a complete list of possible Galois groups for every polynomial of prime degree p which has non-real roots; see [2] for details.
On the other extreme are the polynomials which have all roots non-real. We called them above, totally complex polynomials. We have the following:
where f i = x 2 +a i x+b i , for i = 1, . . . , n and a i , b i , a ∈ R. Moreover, the determinant of the Bezoutian M n (f ) is given by
where led(f ) is the leading coefficient of f (x). ii) the index of inertia of Bezoutian M (f ) is 0 iii) if ∆ f = 0 then the equivalence class of M (f ) in the Witt ring W (R) is 0.
Proof. The equivalence between i), ii), and iii) can be found in [4] .
It is not clear when such polynomials are irreducible over Q? If that's the case, what is the Galois group Gal (f )? Clearly the group generated by the involution (1, 2)(3, 4) · · · (2n + 1, 2n) is embedded in Gal (f ). Is Gal (f ) larger in general?
3. On the number of real roots of polynomials For any degree n ≥ 2 polynomial f (x) ∈ R[x] and any symmetric matrix M := M n (f ) with real entries, let N f be the number of distinct real roots of f and σ(M ) be the index of inertia of M , respectively. The next result plays a fundamental role throughout this section ([4, Theorem 9.2]).
Proposition 2. For any real polynomial f ∈ R[x], the number N f of its distinct real roots is the index of inertia of the Bezoutian matrix M n (f ). In other words,
Let us cite one more result which says that the roots of a polynomial depend continuously on its coefficients ([5, Theorem
be a polynomial with distinct roots α 1 , · · · , α k of multiplicities m 1 , · · · , m k respectively. Then, for any given a positive ε < min 1≤i<j≤k |α i − α j |/2, there exists a real number δ > 0 such that any monic polynomial
Let n, s be positive integers such that n > s and let
be polynomials in
Here, E 1 (resp., E 2 ) is a rational function field with s + 1 (resp., (s + 2)) variables t 0 , · · · , t s (resp., (t 0 , · · · , t s , t)). To ease notation, let us put
and for any real
By using Proposition 2, we can prove the next theorem ([7, Main Theorem 1.3]).
be a vector such that N gr = s. Let us consider f r (t; x) = f (n) (r 0 , · · · , r s , t; x) as a polynomial over R(t) in x and put
is a derivative of f r (t; x) with respect to x. Then, for any real number ξ > α r = max{α ∈ R | P r (α) = 0}, we have
By this theorem and a theorem of Oz Ben-Shimol [1, Theorem 2.6], we can obtain an algorithm to construct prime degree p polynomials with given number of real roots, and whose Galois groups are isomorphic to the symmetric group S p or the alternating group A p ([7, Corollary 1.6]).
In this section, we extend this theorem as follows;
Theorem 2. Let r = (r 0 , · · · , r s ) ∈ R s+1 be a vector such that g r (x) is a degree s separable polynomial satisfying N gr (x) = γ (0 ≤ γ ≤ s). Let us consider f r (t; x) = f (n) (r 0 , · · · , r s , t; x) as a polynomial over R(t) in x and put
where f ′ r (t; x) is a derivative of f r (t; x) with respect to x. Then, for any real number ξ > α r = max{α ∈ R | P r (α) = 0}, we have
The above theorem can be restated as follows:
and β 1 < · · · < β m the distinct real roots of the degree s polynomial
For any ξ > |β m |, the number of real roots of f (ξ, x) is
where γ is the number or real roots of g(
The rest of the section is concerned with proving Thm. 2.
3.1. The Bezoutian of f (t; x). First, let us put
For ease of notation, we also write
and we put B(t) = (b ij (t)) 1≤i,j≤s = t 2 B. Then, by Proposition 1, we have
, where
Proof. By definition, we have
which implies
This completes the proof.
Here, let us divide A(t) into two partsÂ(t) andÃ(t), wherê
and put l k = n − s + k + 2 (= 2n − (n + s − k − 1) + 1). Then, by lemma 2, we have
Moreover, when i + j = l k , we havê
Thus, when i + j = l k , equation (4) should be modified bŷ
We avoid this minor defect by considering that there is no entries satisfying
otherwise.
Proof. The statement forâ ij (t) has just been proved. Forã ij (t), it is enough to see that we can denote
) by just replacing s with n for all M s (x ℓ , x m ), which, by Lemma 2, means that
By Proposition 4, we can express the matrix A(t) as follows;
Here,
,j≤s is an s× s symmetric matrix whose entries are of the form
be the n × n symmetric matrix obtained from A(t) by multiplying the first row and the first column by 1/ √ n and then sweeping out the entries of the first row and the first column by the (1, 1) entry 1. Here, let Q m (k; c) = (q ij ) 1≤i,j≤m and R m (k, l; c) = (r ij ) 1≤i,j≤m be m × m elementary matrices such that
where q kk = c and r kl = c. Moreover, for any m × m matrices
where
The matrix A(t) 1 can be expressed as follows;
,j≤s is an s × s symmetric matrix whose entries are of the form
3.2. Some results for the Bezoutian of f r (t; x). Let r = (r 0 , · · · , r s ) ∈ R s+1 be a vector as in Theorem 2. We put
and B r (t) = t 2 B r . Let us also put A r (t) 1 = A(r 0 , · · · , r s , t) 1 . By equation (6) , the matrix A r (t) 1 can be expressed as follows;
Note that, by equation (7), we havē
To ease notation, we putb ij (r 0 , · · · , r s ) =b
we have
by Lemma 2 and hencē
Lemma 3. PutB r (t) = t 2B r . Then, B r (ξ) andB r (ξ) are equivalent over R for any real number ξ and we have σ(B r (ξ)) = N gr for any non-zero real number ξ. (8) and (9), we have
Note that in [7, Lemma 3 .3], we have proved b
(r, * ) ij =b (r, * ) ij
(1 ≤ i, j ≤ s) and hence t 2 B * r = t 2B * r , which, by (10) , implies that symmetric matrices B r (ξ) andB r (ξ) are equivalent over R for any real number ξ. Then, since N gr = σ(B r ) = σ(B r (ξ)) for any ξ ∈ R \ {0}, the latter half of the statement have also been proved.
3.3.
Nonvanishingness of some coefficients. In this subsection, we prove the next lemma.
Proof. Lemma 4 is clear for s = 1, since we have
and hence, by equation (7),
Next, suppose s ≥ 2. Then, by equation (7) and the definition of the Bezoutian,
. Thus, we have only to prove that h s−k (t 0 , · · · , t s ) = 0 for any k (1 ≤ k ≤ s), which is clear from the next Lemma 5.
Lemma 5. Suppose s ≥ 2 and put u 0 = u s = 1,
To prove lemma 5, let us put u = (u 0 , · · · , u s ) and
Then, by equation (5), we have
Moreover, by equation (6), we also have
Therefore, if s ≥ 3, the matrixB u = (b (u) ij ) 1≤i,j≤s has the expression of the form
Here, let us denote by
the characteristic polynomial ofB u . Note that since we have h 
(s is even).
Example 1.
(1) Put s = 7 and n = 10. Then, we have (2) Put s = 8 and n = 12. Then, we have
and Proof of Lemma 5. To prove Lemma 5, it is enough to prove deg h
. This is clear for s = 2 by (a ′′ ) and we suppose s ≥ 3
hereafter. To prove deg h
s−k of the characteristic polynomial Φ u (x), we need to maximize the degree in t 1 when we take 's − k' x and the remaining k elements from R[t 1 ].
(a) Suppose s is odd. Let us divide the case into three other subcases.
(a1) Suppose k is odd and 1 ≤ k ≤ s − 2. In this case, the degree of the leading term of h (u) s−k is k + 1. In fact, it is obtained by taking
First, suppose we take the (s, s) entry x−(n−1)t 2 1 /n from the s-th row. Then we must take the (1, 1) entry from the first row. Next, let us proceed to the (s − 1)-th row. If we take the (s − 1, s − 1) entry x from the (s − 1)-th row, then we must also take x from the second row, while if we take (s − 1)t 1 from the (s − 1)-th row, then we must also take (s − 1)t 1 from the second row. The situation is the same for the (s − 2)-th row, the (s − 3)-th row ... and so on, which implies that (s − 1)t 1 must occur in pair.
Hence, the leading term of h
and the degree of this term is k + 1 (≥ 2). (a2) Suppose k is odd and k = s.
is the constant term of Φ u (x). In this case, the degree of the leading term of h ⇔ (s, k) = (3, 3) ), '(s − 3)/2' pairs of (s − 1)t 1 from entries of the form (i,
, (a23) (s − 1)t 1 from the ((s + 1)/2, (s + 1)/2) entry x + (s − 1)t 1 , (a24) −s(n − s)/n from the (1, 1) entry x − s(n − s)/n or by taking (a25) all anti-diagonal entries.
Therefore, the leading term of h
for any s (s ≥ 3) and the degree of this term is s.
(a3) Suppose k is even. In this case, we have 2 ≤ k ≤ s − 1 and the degree of the leading term of h
for any s (s ≥ 3) and the degree of this term is k + 1 (≥ 3).
(b) Suppose s is even (s ≥ 4). We also divide this case into three other subcases.
(b1) Suppose k is odd. In this case, we have 1 ≤ k ≤ s − 1 and the degree of the leading term of h
s−k is k + 1. In fact, it is obtained by taking (b11) −(n − 1)t 2 1 /n from the (s, s) entry x − (n − 1)t 2 1 /n, (b12) '(k−1)/2' pairs of (s−1)t 1 from entries of the form (i, s+1−i) (2 ≤ i ≤ s−1).
and the degree of this term is k + 1 (≥ 2).
(b2) Suppose k is even and 2 ≤ k ≤ s − 2. In this case, the degree of the leading term of h Hence, if the above value becomes zero, we have
which implies n < 0, a contradiction. Thus, the above value (13) is non-zero and the degree of the leading term of h
is the constant term of Φ u (x). In this case, the degree of the leading term of h (u) 0 is s. In fact, it is obtained by taking (b31) −(n − 1)t 2 1 /n from the (s, s) entry x − (n − 1)t 2 1 /n, (b32) '(s−2)/2' pairs of (s−1)t 1 from entries of the form (i, s+1−i) (2 ≤ i ≤ s−1), (b33) −s(n − s)/n from the (1, 1) entry x − s(n − s)/n or by taking (b34) all anti-diagonal entries.
and the degree of this term is s (s ≥ 4).
be a real vector and n (> s) be an integer. Put
and α v = max{α ∈ R | P v (α) = 0}. If there exists a real number ρ 0 (> α v ) such that N fv (ξ;x) = γ 0 for any ξ > ρ 0 , we have N fv (ξ;x) = γ 0 for any ξ > α v .
Proof. Put A v (t) = M n (f v (t; x)). Then, by Proposition 2, we have γ 0 = σ(A v (ξ)) for any ξ > ρ 0 . Let us also put
Since R is a nonempty set (ρ 0 ∈ R) having a lower bound α v , R has the infimum ρ v ; ρ v = inf R. Then, it is enough to prove ρ v = α v . Here, suppose to the contrary that ρ v > α v and we denote by 
and Ω v (ξ − ; x) have different number of positive and hence negative real roots. This is a contradiction and we have ρ v = α v .
Proof of Theorem 2.
Let r = (r 0 , · · · , r s ) ∈ R s+1 be the vector as in Theorem 2 and put
When n − s ≥ 2, we inductively define the matrix A r (t) k = (a (r) ij (t) k ) 1≤i,j≤n (2 ≤ k ≤ n − s) as the matrix obtained from A r (t) k−1 by sweeping out the entries of the k-th row (k-th column) by the (k, l 0 − k) entry −(n − s)r s t ((l 0 − k, k) entry −(n − s)r s t). That is, we define A r (t) k = t S r (t) k A r (t) k−1 S r (t) k , where
Then, if n − s ≥ 1, we can express the matrix A r (t) n−s as follows;
Note that a 
appearing in S r (t) k are just real numbers. Therefore, the entries of the s × s symmetric matrix C r (t) n−s = (c (r) ij (t) n−s ) 1≤i,j≤s (n − s ≥ 1) are of the form
Moreover, since the matrix
is equivalent to the matrix
for any real number ξ > α r (≥ 0). Here, note that since P r (0) = 0, we have α r ≥ 0. Next, let Φ r (t; x), Ψ r (t; x) be characteristic polynomials ofB r (t), C r (t) n−s , respectively. Then, by equations (11) and (16), we have
Here, let us divide the proof into next two cases.
(i) The case h
In this case, we have
0 t 2s
= 0, which implies that for any non-zero real number ξ, Φ r (ξ; x) have s non-zero real roots (counted with multiplicity). Thus, there exists a real number ρ 0 (> α r ) such that for any real number ξ > ρ 0 , Ψ r (ξ; x) have the same number of positive (hence also negative) real roots with Φ r (ξ; x) by Proposition 3, which implies σ(C r (ξ) n−s ) = σ(B r (ξ)) and hence σ(C r (ξ) n−s ) = N gr = γ (ξ > ρ 0 ) by Lemma 3. Then, by the equation (17), we have (ii) General case.
Let ε 0 be a positive real number and for any vector v ∈ R s+1 , set
Then, by Lemma 6, it is enough to prove the next claim. 
Proof. By the assumption that g r (x) is a separable polynomial of degree s and the fact that the non-real roots must occur in pair with its complex conjugate, there exists a real number δ 0 such that for any
is also a degree s separable polynomial satisfying N gv = N gr = γ by Proposition 3.
(S1) If a vector v ∈ R s+1 satisfies |r − v| 0 < δ 0 , then g v (x) is also a degree s separable polynomial satisfying N gv = N gr = γ.
Next, we put
and let us consider P (t) as a polynomial over be the characteristic polynomial of the Bezoutian A(t 0 , · · · , t s , ξ; x) = M n (f (n) (t 0 , · · · , t s , ξ; x), f (n) (t 0 , · · · , t s , ξ; x) ′ ).
Here, f (n) (t 0 , · · · , t s , ξ; x) ′ is the derivative of with respect to x. Then, since z k (t 0 , · · · , t s ) ∈ R[t 0 , · · · , t s ] (0 ≤ k ≤ n), we also have y k (t 0 , · · · , t s ) ∈ R[t 0 , · · · , t s ] (0 ≤ k ≤ n). Moreover, since ξ > ρ ′ 0 > α r , we have det A r (ξ) = det A(r 0 , · · · , r s , ξ) = 0.
By these arguments, we can also deduce that there exists a positive real number δ 2 such that for any vector v ∈ R s+1 satisfying |r − v| 0 < δ 2 , the characteristic polynomial Ω v (ξ; x) have the same number of positive and hence negative real roots with Ω r (ξ; x) (counted with multiplicity), which implies N fr(ξ;x) = σ(A r (ξ)) = σ(A v (ξ)) = N fv (ξ;x) . Here, we put h (w) s−k = h s−k (w 0 , · · · , w s ) for any k (1 ≤ k ≤ s). In fact, since h s−k (t 0 , · · · , t s ) is a non-zero polynomial for any k (1 ≤ k ≤ s) by Lemma 4, the product s k=1 h s−k (t 0 , · · · , t s ) is also non-zero, which implies that there exists a vector w ∈ R s+1 satisfying (a) and (b).
Let w ∈ R s+1 be the vector as above. Then, since |r − w| 0 < δ ≤ δ 0 , g w (x) is a degree s separable polynomial satisfying N gw = γ by (S1) and also, by (S2), we have α w ≤ α In this section we want to investigate the irreducibility and the Galois group of the family of polynomials f (t, x) over Q(t). Galois groups over the transcendental extension Q(t) are of interest due to the Hilbert irreducibility theorem. Computing Galois groups of polynomials over Q(t) we refer to [9] and [6] . If g(x) is totally complex, (n − s) is even, and a s > 0 then f (β, x) is totally complex for all β > max{α | ∆ f,x (α) = 0}.
Proof. To prove part ii) we have to show that f (β, x) has no real roots for β > max{α | ∆ f,x (α) = 0}. Since g(x) is totally complex we have that γ = 0. Form Thm. 2 we have that N f,β = γ or γ + 2. The fact that β > max{α | ∆ f,x (α) = 0} implies that N f,β = γ = 0. Hence, f (β, x) is totally complex.
Remark 4. Polynomials in Eq. (18) for s = 1 and t = 1 has been treated in [10] while studying Mori trinomials. It is shown there that the Galois group of f (x) over Q is isomorphic to S n ; see [10, Cor. 3.5] for details.
In general, if we let K := Q(t, a 0 , . . . , a s ) be the field of transcendental degree s + 1, for 1 ≤ s < n, then it is expected that Gal K (f ) ∼ = S n . We have checked with Maple all values 3 ≤ n ≤ 8 and 1 ≤ s < n and Gal Q(t) (f ) ∼ = S n in all cases. This would generalize Zarhin's result for a more general class of polynomials.
