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Abstract. Let P be an hyperplane in RN , and denote by dH the Hausdorff distance. We
show that for all positive radius r < 1 there is an ε > 0, such that if K is a Reifenberg-
flat set in B(0, 1) ⊂ RN that contains the origin, with dH(K,P ) ≤ ε, and if u is an
energy minimizing function in B(0, 1)\K with restricted values on ∂B(0, 1)\K, then the
normalized energy of u in B(0, r)\K is bounded by the normalized energy of u in B(0, 1)\K.
We also prove the same result in R3 when K is a ε-minimal set, that is a generalization of
Reifenberg-flat sets with minimal cones of type Y and T. Moreover, the result is still true
for a further generalization of sets called (ε, ε0)-minimal. This article is a preliminary study
for a forthcoming paper where a regularity result for the singular set of the Mumford-Shah
functional close to minimal cones in R3 is proved by the same author.
Introduction
Let B be the unit ball in RN and let K be a closed set with locally finite HN−1 measure.
We say that u locally minimizes the energy in B\K if for every ball B(x, r) included in B¯
and every function v ∈ W 1,2(B\K) such that v = u in B\(B(x, r) ∪K) we have∫
B(x,r)\K
|∇u(x)|2dx ≤
∫
B(x,r)\K
|∇v(x)|2dx.
Then we know that u is harmonic in B\K, and morally has its normal derivative equal to
0 on K, at least if K is smooth enough.
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If u is an energy minimizer in B\K, we denote by
ω2(x, r) :=
1
rN−1
∫
B(x,r)\K
|∇u(x)|2dx
the normalized energy of u in B(x, r). It is well known (see for instance exercice 7.6 of
[AFP00]) that if K = ∅, then for a locally energy minimizing function in B (that means
that u is harmonic in B) we have for all r > 0,
ω2(0, r) ≤ rγω2(0, 1) (1)
with γ = 1. It is a consequence of the proof of the mean value inequality for subharmonic
functions, applied to |∇u|2. By a reflection argument, this is also true if K is a hyperplane
in RN containing 0. In this this paper, we want to find some conditions on K that imply
(1) for all energy minimizers in B\K and for some positive exponent γ. For instance, we
want to prove that (1) is true if K is flat enough, or close enough to a minimal cone. In
fact we would not obtain exactly (1), but we will give some conditions on K for which
we know that any energy minimiser in B(0, 1)\K has its normalized energy smaller in a
smaller ball centered at the origin. This will be enough in many cases because if the set is
almost flat, then we could apply the same result in B(0, r) and do an iteration.
Notice that we cannot expect to have (1) when K is any set at distance less than ε to a
hyperplane. Indeed, consider a little tube of size ε in the unit disc of R2,
K := {(x, y) ∈ R2; y = ±ε} ∩B(0, 1)
and take u0 a function on the unit circle, that is equal to zero everywhere, except at one
side of the tube where u0 is equal to a constant M .
6?
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3
K
u0 = M
If we minimize the Dirichlet integral over all the functions that are equal to u0 at the
boundary, we probably get a linear function that goes from M to 0 in the tube, and which
is equal to 0 anywhere else. For this minimizer u and for all radius r < 1 we have that the
normalized energy is almost constant
1
r
∫
B(0,r)
|∇u|2 ' ε
M2
2
thus we could find a constant M , depending on ε and γ, in such a way that ω2(0, r) will
obviously not be bounded by a power of any radius between 0 < r < 1.
Therefore, in order to get some decreasing of energy in smaller balls, we have to make sure
that the set K does not contain some little tubes that could carry the energy from outside
to inside.
The first class of sets for which the decreasing of energy will be true, is the class of
Reifenberg-flat sets with small constant. Let us give some definitions.We denote by Dx,r
the normalized Hausdorff distance between two closed sets E and F in B(x, r) defined by
Dx,r(E,F ) :=
1
r
{
max{ sup
y∈E∩B(x,r)
d(y, F ), sup
y∈F∩B(x,r)
d(y, E)}
}
. (2)
Definition 1. Let B be a ball in R3. A closed set E ⊂ B, containing the origin is said to
be ε0-Reifenberg-flat in B if for all x ∈ E and for all r such that B(x, r) ⊂ B we have that
inf
P3x
Dx,r(E,P ) ≤ ε0 (3)
where the infimum is taken over all hyperplanes P that contains x.
Reifenberg-flat sets are introduced in [REI], where a regularity theorem is stated: it is
proved that every ε0-Reifenberg-flat set in B(0, 1) with ε0 small enough, is the bi-Ho¨lderian
image of the unit disc.
A first result of this paper is the following.
Theorem 2. For all γ < 1 and 0 < r < 1
2
, there is an ε1 > 0 such that for every
10−6-Reifenberg-flat set K in the unit ball of RN with P a hyperplane through the origin
satisfying
sup{d(y, P ); y ∈ K ∩B(0, 1)} ≤ ε1,
we have that
ω2(0, r) ≤ rγω2(0, 1) (4)
for all locally energy minimizing function in B(0, 1)\K.
Note that we don’t require to have (4) for all r but just to have (4) for a given r if ε2 is
small enough, depending on r.
In fact, we will concentrate on dimension 3 because we are principally interested in a same
statement of Theorem 2 but for ε0-minimal sets that will be defined just after. Thus the
proof will be done only in dimension 3 and with more general sets than Reifenberg-flat
sets. However, one can easily see that for the case of Reifenberg-flat sets the same proof
holds in any dimension so Theorem 2 is also true.
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Before defining ε0-minimal sets, we have to define the 3 minimal cones in R3. Cones of
type 1 are planes in R3, also called P. Cones of types 2 and 3 and their spines are defined
as in [DPT] by the following way.
Definition 3. Define Prop ⊂ R2 by
Prop = {(x1, x2);x1 ≥ 0, x2 = 0}
∪{(x1, x2);x1 ≤ 0, x2 = −
√
3x1}
∪{(x1, x2);x1 ≤ 0, x2 =
√
3x1}.
Then let Y0 = Prop× R ⊂ R3. The spine of Y0 is the line L0 = {x1 = x2 = 0}. A cone of
type 2 (or of type Y) is a set Y = R(Y0) where R is the composition of a translation and a
rotation. The spine of Y is then the line R(L0). We denote by Y the set of all the cones
of type 2. Sometimes we also may use the expression “of type Y”.
Definition 4. Let A1 = (1, 0, 0), A2 = (−13 , 2
√
2
3
, 0), A3 = (−13 ,−
√
2
3
,
√
6
3
), and A4 =
(−1
3
,−
√
2
3
,−
√
6
3
) the four vertices of a regular tetrahedron centered at 0. Let T0 be the cone
over the union of the 6 edges [Ai, Aj] i 6= j. The spine of T0 is the union of the four half
lines [0, Aj[. A cone of type 3 (or of type T) is a set T = R(T0) where R is the composition
of a translation and a rotation. The spine of T is the image by R of the spine of T0. We
denote by T the set of all the cones of type 3.
Cones1 of type Y and T.
Cones of type P, Y and T are the only sets (except the empty set) in R3 that locally
minimizes the Hausdorff measure of dimension 2 under topological conditions (i.e. every
competitor keep the same connected components outside the competitor ball). This fact
1Thanks to Ken Brakke for those pictures.
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is proved in [DAVst]. That is why in the following we will say “minimal cones” to design
cones of type P, Y and T.
So here is now the definition of ε0-minimal sets.
Definition 5. Let B be a ball in R3. A closed set E ⊂ B is said to be ε0-minimal in B if
for all x ∈ E and for all r such that B(x, r) ⊂ B we have that
inf
Z3x
{
1
r
sup {d(y, Z); y ∈ E ∩B(x, r)}
}
≤ ε0 (5)
where the infimum is taken over all the minimal cones of type P,Y, and T that contain x
(but are not necessarily centered at x).
Note that ε0-minimal sets have nothing in common with minimal sets or almost minimal
sets. The name “minimal” only comes from the minimal cones. Moreover, in this paper
we don’t use the fact that cones Y and T are minimal. One could prove a similar result
with other cones that have good topological, flatness and hierarchy properties.
We will also use this definition of “separating condition”.
Definition 6 (Separating). Let Z be a minimal cone in R3 and B a ball of radius r such
that B ∩ Z 6= ∅. For all a > 0 we define Za by
Za := {y ∈ B; d(y, Z) ≤ a}.
Let E be a closed set in B such that E is contained in Zrε0 for some ε0 < 10
−5. We say that
“E is separating in B” if the connected components of B\Zrε0 are contained in different
connected components of B\E. We denote by k B the number of connected component of
B\Z2ε0 (thus k B is equal to type(Z) + 1 if Z is not centered too close to ∂B).
Definition 5 is introduced in [DPT] but in a slightly different way. In [DPT] the inequality
(5) is replaced by
inf
Z3x
Dx,r(E,Z) ≤ ε0
where Dx,r is the normalized Hausdorff distance defined in (2). With this modification,
ε0-minimal sets will be called “strong ε0-minimal sets”. In our case (“weak ε0-minimal
sets”) we consider the first half of the Hausdorff distance so we allow E to contain some
holes. However, we will always suppose that our set is also separating in B. In general,
and for technical reasons, we will always consider separately the topological separating
condition and the closeness to minimal cones.
The main result on strong ε0-minimal sets is Theorem 2.1 of [DPT] which says that for ε0
small enough, every strong ε0-minimal set is locally the bi-ho¨lderian image of a minimal
cone. This is a generalization of the Reifenberg’s topological disc theorem that we mention
below. So ε0-minimal sets can be seen as a generalization of Reifenberg-flat sets.
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In particular, a strong ε0-minimal set is a separating set. This is a consequence of [DPT]
but one might prove it without using the whole result in [DPT]. A consequence is that a
strong ε0-minimal set in B is a weak ε0-minimal set that separates in B. That is why our
result, that will be stated later for weak ε0-minimal with the separating condition, applies
directly to strong ε0-minimal set in B. As a result, it applies for ε0-Reifenberg-flat sets
hence we deduce Theorem 2. And we also have
Theorem 7. For all γ < 1 and 0 < r < 1
2
, there is an ε1 > 0 such that for every strong
10−6-minimal set K in the unit ball of RN with Z0 a minimal cone satisfying
sup{d(x, Z0);x ∈ K ∩B(0, 1)} ≤ ε,
we have that
ω2(0, r) ≤ rγω2(0, 1) (6)
for all locally energy minimizing function in B(0, 1)\K.
We will use the notation
β(x, r) := inf
Z3x
{
1
r
sup {d(y, Z); y ∈ E ∩B(x, r)}
}
(7)
For readers who are familiar with β-numbers, note that here we don’t take a bilateral
definition. We are now ready to define (ε0, ε)-minimal sets, and state the main theorem
that will in particular imply Theorem 2 and Theorem 7.
Definition 8. Let E be a closed set with locally finite H2 measure in R3. Let ε and ε0 be
two positive constants such that 0 < ε < ε0 < 10
−5. We say that E is (ε0, ε)-minimal if
there is a constant C0 and a family of balls {Bi}i∈I :={B(xi, ri)}i∈I such that {2Bi} is of
bounded cover with constant C0, centered on E, and such that :
i) ∀i ∈ I; ri ≤ ε.
ii) E\⋃i∈I B(xi, ri) is ε0-minimal in B.
iii) There is a minimal cone Z centered at the origin such that
E ⊂ {y ∈ B(0, 1); d(y, Z) ≤ ε}.
iv) For all i ∈ I and for all r > ri with B(xi, r) ⊂ B, we have β(xi, r) ≤ ε0.
v) E is separating in B.
The separating condition in v) uses the cone of iii).
So basically, a (ε0, ε)-minimal set is a ε0-minimal set except in a collection of tiny bad balls
Bi of radius less than ε. In general, (ε0, ε)-minimal sets will be obtained by a stopping time
argument. If we take a closed set E and we do a stopping time argument on E with the
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stopping condition of not being close to a cone, and if we manage to control the radii of all
the stopping balls by ε, then we would have a (ε0, ε)-minimal set. This is what we will do
in a second paper to prove regularity for the singular set of the Mumford-Shah functional.
So we want to prove a decay of normalized energy in the complement of (ε0, ε)-minimal
sets. In fact this type of sets is too general to hope to obtain such a result since (ε0, ε)-
minimal sets allows the existence of little tubes hidden in the bad balls Bi and that could
carry some energy from exterior to interior. This is why we consider a “cutting sphere” of
a certain radius ρ that is not fixed but just belongs to [1
2
, 3
4
].
For all i ∈ I we call
B′i := C1Bi = B(xi, C1ri) (8)
where C1 > 1 is a constant that will be chosen later, depending on C0 and other geometric
constants.
For all ρ ∈ [1
2
, 3
4
] and for all (ε0, ε)-minimal set E we define
Iρ := {i ∈ I;Bi ∩ ∂B(0, ρ) 6= ∅}.
We define also
Eρ := (E\
⋃
i∈Iρ
B′i) ∪
⋃
i∈Iρ
∂B′i
and
U(Eρ) :=
{
u ∈ W 1,2(B\Eρ);u = argmin{∫
B\Eρ
|∇v|2; v|∂B\Eρ = u
}
,
∫
B\Eρ
|∇u|2 = 1
}
.
Since ε is smaller than (1 − ρ)/C1, all the functions in U(Eρ) are constant in each B′i for
i ∈ Iρ.
Let ε0 < 10
−5 be fixed. For all ε < 1
4
we may introduce
Λ(ε) := {(u,E, ρ) that verify (∗)}
(∗)

E is (ε0, ε)-minimal in B¯(0, 1) and 0 ∈ E
ρ ∈ [1
2
, 3
4
]
u ∈ U(Eρ)
For i ∈ {1, 2, 3} we denote by Λi(ε) the elements of Λ(ε) such that the cone Z of condition
iii) of Definition 8 is of type i.
For all (u,E, ρ) ∈ Λ(ε) and all 0 < r < 1, recall that
ω2(0, r) :=
1
r2
∫
B(0,r)\Eρ
|∇u(x)|2dx.
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We now come to the main result.
Theorem 9. For all i ∈ {1, 2, 3}, ε0 ≤ 10−5, γ < 0, 8 and 0 < r < 12 , there is an ε2 > 0
such that for all (u,E, ρ) ∈ Λi(ε2) we have
ω2(0, r) ≤ rγ. (9)
The proof of Theorem 9 is by compactness. So the first step is to prove a decay estimate
on the energy when K is a minimal cone. This is done in Section 1. In fact we will prove
that in this case the normalized energy increases like a power of radius. To show this, we
use an argument that A. Bonnet used in dimension 2, that link the decay of normalized
energy and the spectrum of the spherical Laplacian on ∂B(0, r)\K. In particular we give
a lower bound for the first eigenvalue on those domains.
Section 2 and Section 3 are devoted to a general method to obtain extensions of functions
u near K by a Whitney type construction. This work gives some useful competitors for
energy minimizing functions in the complement of (ε0, ε)-minimal sets. This approach
might give a powerful tool that could by applied in other problems. In particular it will
be used twice in a next paper that proves a regularity result for the singular set of the
Mumford-Shah functional [LEM].
Finally in Section 4, we give the proof of Theorem 9. The argument is by contradiction
and compactness. It is inspired by what L. Ambrosio, N. Fusco, and D. Pallara did in
their theorem about the decay of energy in [AFP97] (see also Theorem 8.19 in [AFP00]).
The difficulty here, and also the key ingredient of the proof, is to estimate the energy
close to the set E (inequality (40)). In their case, L. Ambrosio, N. Fusco, and D. Pallara
obtained this estimate by approaching the set E with a lipschitz surface and by controlling
the difference with the “Tilt estimate”. Here, we shall use the Whitney extension from the
preceding sections.
1 Monotoniciy in the complement of a minimal cone.
We want to prove first that if K = Z with Z a cone of type Y or T centered at the origin
and u locally minimizes the energy in B(0, 1)\Z then
ω2(0, r) ≤ r0,8ω2(0, 1) ∀r < 1. (10)
To prove (10), we will adapt an argument that A. Bonnet [BON96] used in dimension 2,
and to do this, we will need the following lemma.
Lemma 10. Let Z be a minimal cone in R3 centered at 0 and let Ωr be a connected
component of ∂B(0, r)\Z. Then for all function f ∈ W 1,2(Ωr) we have∫
Ωr
|f −mf |2dw ≤ 1
2
r2
∫
Ωr
|∇τf |2dw. (11)
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Proof : Let λ1 be the first positive eigenvalue for −∆S (spherical Laplacian) in Ωr with
Neumann condition on the boundary of Ωr. Then we have∫
Ωr
|f −mf |2dw ≤ 1
λ1
r2
∫
Ωr
|∇τf |2dw.
If Z if of type Y, then by Lemma 4.1. of [DAU92] applied with ω = 2pi
3
and with Neumann
boundary conditions, we get λ1 = 2 and (11) follows.
So we have to consider the case when Z is of type T. Let f be a eigenvector for the first
positive Neumann eigenvalue. For 1 ≤ i ≤ 3 we denote by δi the three symmetry axis of
Ω1 and we denote by si the corresponding symmetries. If f is symmetric by all the three
axis, then by reflection we could extend f to the entire sphere for which it is well known
that the first eigenvalue is equal to 2.
If f is not symmetric by the three axis, then there is one, for instance δ1, such that f is
not symmetric. Then we consider the anti-symmetric function
g = f − f ◦ s1.
We can suppose that g is positive in Ω1, and g is still an eigenvector associated to λ1.
Moreover, we have that g vanishes on δ1. The axis δ1 cut Ω1 in two isometric triangles.
We call Ω′ one of them. Now we consider Σ a connected component of S2\Y where Y is
of type Y and we suppose that Σ contains Ω. Σ is also cut by δ1 and we denote by Σ′ the
connected component that contains Ω′. Now we apply Proposition 4.3. of [DAU92] with
G = Ω′, ∂DG = δ1 ∩ ∂Ω′, ∂NG = ∂Ω′\δ1, G′ = Σ′, ∂NG′ = ∂Σ′\δ1 and ∂DG′ = δ1 ∩ ∂Σ′.
We obtain that
λ1 ≥ µ(Σ′)
where µ(Σ′) is the first positive eigenvalue in Σ′ with Neumann condition on ∂Σ′\δ1 and
Dirichlet condition on δ1 ∩ ∂Σ′. Now applying Lemma 4.1. of [DAU92] again with ω = 2pi3 ,
but now with mixed boundary conditions, we get µ(Ω′) = 2, thus
λ1 ≥ 2
and the lemma follows.
Lemma 11. Let Z be a minimal cone in R3 centered at 0. Then for all local energy
minimizer u in B(0, 1)\Z and for all a, r < 1 we have
ω2(0, ar) ≤ a0,8ω2(0, r).
Moreover, r 7→ ω2(0, r) is increasing.
Proof : Set
E(r) =
∫
B(0,r)\Z
|∇u|2.
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For almost every r the derivative of r 7→ E(r) exists,
E ′(r) =
∫
∂B(0,r)\Z
|∇u|2 and E(r) =
∫ r
0
E ′(t)dt
(see Lemma 47.4 page 316 of [DAV05]).
We want to prove an inequality of type
E(r) ≤ CrE ′(r)
where C is a contant that will be explicited later.
Firstly, since u is a harmonic function and since ∂
∂n
u = 0 on Z (where Z is regular), an
integration by parts gives
E(r) =
J∑
j=1
∫
Sj
u
∂u
∂n
(12)
with Sj the connected components of ∂B(0, r)\Z. To justify the integration by parts in
this ”regular polyhedral domain”, one could find a lemma in [LEM08]. In addition, one
might prove (12) without integrating by parts but just by using that u is energy minimizing
as in [DAV05] page 320.
Denote by Aj the connected components of B(0, r)\Z which boundary contains Sj. An
other integration by parts in Sj gives∫
Sj
∂u
∂n
=
∫
Aj
∆u = 0.
Thus we can subtract by a constant and we find∫
Sj
u
∂u
∂n
=
∫
Sj
[u− cj(u)]∂u
∂r
≤
[∫
Sj
[u− cj(u)]2
] 1
2
[∫
Sj
(
∂u
∂r
)2] 12
.
Then by use of ab ≤ 1
2
[λ−1a2 + λb2] with λ a positive constant to be chosen later,∫
Sj
u
∂u
∂n
≤ 1
2λ
[∫
Sj
[u− cj(u)]2
]
+
λ
2
∫
Sj
(
∂u
∂r
)2
≤ 1
4λ
r2
∫
Sj
|∇τu|2 + λ
2
∫
Sj
(
∂u
∂r
)2
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then by setting λ = r√
2
, ∫
Sj
u
∂u
∂n
≤ 1
2
√
2
r
∫
Sj
|∇u|2.
Finally, summing over j,
E(r) ≤ 1
2
√
2
rE ′(r).
This estimate shows that the derivative of ω2(0, r) is positive, in other words r 7→ ω2(0, r)
is increasing. To have now the estimate about the speed of increasing, consider g(r) :=
ln(E(r)). By absolute continuity we have
g(r)− g(ar) =
∫ r
ar
E ′(t)
E(t)
dt ≥
∫ r
ar
2
√
2
t
dt ≥ 2
√
2 ln(
1
a
).
Hence
E(ar) ≤ a2
√
2E(r).
Then we divide by (ar)2
1
(ar)2
E(ar) ≤ a2(
√
2−1) 1
r2
E(r)
and this implies the lemma because 2(
√
2− 1) ≥ 0, 8.
2 Some geometric lemmas
Before doing the Whitney extension, we have to discuss about some geometric facts. We
begin this section with a lemma that will allow us to work with “almost centered cones”.
2.1 The Recentering Lemma
Lemma 12 (Recentering). Let Z be a minimal cone in R3 that contains 0 (but is not
necessarily centered at 0). Then for all r0 > 0 and for all constant V ≥ 1 there is a r1
such that
r1 ∈ {r0, V r0, V 2r0}
and such that we can find a cone Z ′, containing 0 and centered in B(0, 1
V
r1) with Z ∩
B(0, r1) = Z
′ ∩B(0, r1).
Proof : Let consider the ball B(0, r0). If type(Z) = 1 then Z is a plane that contains x,
thus its center is x and we can take r1 = r0.
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Suppose now that Z is of type Y and assume that all the points on the spine of Z are in
R3\B(0, 1
V
r0) (otherwise we could take r1 = r0 that is case 1 of Figure 1). If there is no
point on the spine of Z in B(0, r0), we can take Z
′ a plane that is equal to Z in B(0, r0).
Otherwise we are in case 2 of Figure 2 and we can take r1 = V r0.
Figure 1
Case 1 Case 2
Now it remains to consider the case when Z is of type T. We discuss it in the same way.
If the center of Z is not in B(0, r0), and if there is no point on the spine of a cone of type
Y in B(0, r0), then we take r1 = r0 and for Z ′ we take a plane.
Now if there is some point of type Y in B(0, r0) but no point of type T, and if in addition
there is a Y spine passing trough B(0, 1
V
r0) we can take for Z
′ a cone of type Y and fix
r1 = r0. Now if there is some point of type Y in B(0, r0)\B(0, 1V r0), we try r1 = V r0. If
there is no point of type T in B(0, V r0), we can take for Z ′ a cone of type Y and r1 = V r0
(case 1 of Figure 2). Otherwise we take for Z ′ a cone of type T and we fix r1 = V 2r0.
Figure 2
B(r0)
B(V r0)
Points of type T
Points of type Y
B(r0)
B(V 2r0)
Case 1 Case 2
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Finally if Z is of type T and its center lies in B(0, r0), then if the center lies in B(0, 1V r0)
we take r0 = r1 and Z = Z
′, otherwise we take r1 = V r0 and Z ′ = Z.
Definition 13 (Almost Centered). Let Z be a minimal cone and B a ball that meets Z.
We say that Z is almost centered with constant V if the center of Z lies in 1
V
B. If V = 2
we just say that Z is almost centered in B.
2.2 The geometric function and general assumptions
Here we describe the general situation that will appear in next sections. Let K be a closed
set in B¯(x0, r0) such that H
2(K ∩ B¯(x0, r0)) < +∞. Suppose that there is a positive
constant ε0 < 10
−5 and a minimal cone Z, centered at x0, such that
sup{d(x, Z);x ∈ K ∩B(x0, r0)} ≤ r0ε0 (13)
and that K is separating in B(x0, r0). For all x ∈ K ∩ B(x0, r0) and r > 0 such that
B(x, r) ⊂ B(0, r0) recall that
β(x, r) = inf
Z3x
1
r
sup{d(x, Z);x ∈ K ∩B(x, r)}
Let ρ ∈ [1
2
r0,
3
4
r0] and assume that we have an application
δ : B(x0, ρ)→ [0, 1
4
r0] (14)
with the property that
β(x, r) ≤ ε0, for all x ∈ K ∩B(x0, ρ) and r such that δ(x) ≤ r ≤ 1
4
r0. (15)
In addition we suppose that
δ is C0 − Lipschitz. (16)
The application δ will be called the “geometric function”.
Definition 14 (Hypothesis H). We will say that a closed set K ⊂ B(x0, r0) with finite
H2 measure is satisfying hypothesis H if
i) There is a minimal cone Z that verify (13) for a “geometric constant” ε0 < 10
−5 and a
“Lipschitz constant” C0.
ii) K is separating in B(x0, r0).
iii) There is a geometric function δ satisfying (14), (15) and (16) for a radius ρ ∈ [1
2
r0,
3
4
r0].
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For example, if we have β(x0, r0) ≤ ε with ε < 14ε0, and if in addition K is separating,
then we have Hypothesis H with δ(x) = ε
ε0
r0 everywhere.
An other example is given by a Reifenberg-flat set K included in B(x0, r0), containing
x0 and with constant ε0 less than 10
−6. Then we have Hypothesis H on K with δ = 0
everywhere.
Under Hypothesis H we will always denote by Ak(x0, r0) for k ∈ N ∩ [1, k B(x0,r0)] the
connected components of
B(x0, r0)\{y ∈ B(x, r); d(y, Z) ≤ ε0r0}
and we will call Ωk(x0, r0) the connected component of B(x0, r0)\K that contains
Ak(x0, r0).
2.3 The orientation lemma
Now we have to discuss orientation and separation.
Lemma 15 (Orientation). Let K be a closed set in B(x0, r0) satisfying Hypothesis H with
a geometric function δ, a minimal cone Z and a constant ε0 < 10
−5. Let B(x, r) be a ball
included in B(x0, r0) such that x ∈ K and
δ(x) ≤ r ≤ r0
32
.
Let r1 be the radius (equal to r, 2r or 4r) such that Z(x, r1) is almost centered in B(x, r1)
where Z(x, r1) denotes the minimal cone ε0-close to K in B(x, r1). We also call Ak(x, r1),
k ∈ N ∩ [1, k B(x,r1)], the connected components of
{y ∈ B(x, r1); d(y, Z(x, r1)) ≥ ε0r1}.
Then B(x, r1) is well oriented in B(x0, r0). That means that B(x, r1) verifies the two
following points:
i) K is separating in B(x, r1).
ii) There is an injective application
l : N ∩ [1, k B(x,r1)]→ N ∩ [1, k B(x0,r0)]
such that Ak(x, r1) ⊂ Ωl(k)(x0, r0).
Proof : We consider the balls Bp := B(x, 2pr1) for p ∈ N ∩ [0, P ] where P is such that
1
16
r0 ≤ 2P r1 ≤ 1
8
r0.
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It is always possible because r1 ≤ 18r0. Therefore, every Bp is included in B(x0, r0). We
define also BP+1 := B(x0, 2r0) and Z
p is the minimal cone that is ε0-close to K in B
p (we
know that there is one for all p because the radius of Bp is larger than δ(x)). Now we
use Lemma 12 to extract among the Bp a subsequence Bσ(p) such that for all p, Bσ(p) is
almost centered and such that the radius of each ball is not larger than eight times the
radius of the preceding one. We still denote by Bp this subsequence (instead of Bσ(p)).
B0 = B(x, r1) is the beginning ball and B
P+1 is B(x0, r0). Nevertheless, the radius of B
p
is not exactly 2pr0 but equivalent with a factor 4.
Now we are going to prove by induction that Bp is well oriented for all p.
Hypothesis H in B(x0, r0) clearly shows that BP+1 := B(x0, r0) is well oriented. Next we
consider p ∈ N ∩ [1, P + 1]. We have to show that if Bp is well oriented, then Bp−1 is well
oriented. We denote by k p instead of k Bp the number of connected components and we
denote by rp the radius of B
p. We know that
K ∩Bp ⊂ Zprpε0 := {y; d(y, Zp) ≤ rpε0} (17)
and in addition K is separating in Bp. Let Apk be for k ∈ N ∩ [1, k p] the connected
components of Bp\Zprpε0 .
Now consider Bp−1. Firstly note that K is separating in Bp−1. To see this we have to
show that connected components of Bp−1\Zp−1rp−1ε0 are in different connected components
of Bp−1\K. Let Ap−1k be the connected components of Bp−1\Zp−1rp−1ε0 for k ∈ N ∩ [1, k p−1].
Since
K ∩Bp−1 ⊂ Zp−1rp−1ε0
and ε0 < 10
−5, we can choose for all k a point ap−1k such that a
p−1
k ∈ Ap−1k , and d(ap−1k , K) ≥
rp−1
10
(because the cones Zp are almost centered).
Since d(ap−1k , K) ≥ rp−110 , then d(ap−1k , Zp−1rp−1ε0) ≥ rp−1( 110 − ε0) and by use of (17) we can
deduce that d(ap−1k , Z
p
rpε0
) ≥ rp( 110 − 10ε0). It follows that for k ∈ N ∩ [1, k p−1] there is an
l ∈ N ∩ [1, k p] such that ap−1k ∈ Apl .
In addition,
the ap−1k are in different connected components of B
p\Zpε0rp . (18)
Indeed, suppose that there is k1 and k2 such that a
p−1
k1
and ap−1k2 are both in the same
connected component of Bp\Zpε0rp . Therefore, since d(ap−1k , Zprpε0) ≥ rp 111 and since the
Zp are almost centered, we can deduce that there is a continuous path Γ from ap−1k1 to
ap−1k2 such that all the points of Γ are situated at a distance larger than
1
11
rp from Z
p,
consequently larger than 1
100
rp−1 from Zp−1 which is a contradiction with the definition of
ap−1k . Consequently
k p−1 ≤ k p ≤ k B(x0,r0).
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Now if K is not separating in Bp−1, then there is k1 and k2, and there is a continuous path
from ap−1k1 to a
p−1
k2
without meeting K. However we know that K is separating in Bp hence
we get the contradiction.
Since all the Apk are included in a certain Ωl and since K is separating in B
p−1, we can
deduce that every Ap−1k is also in an Ωl(k). Moreover l(k) is injective by (18) and by
induction, so the conclusion follows.
3 Whitney extension from a geometric function
We still assume that K is a closed set in B(x0, r0) satisfying HypothesisH with a geometric
function δ, a minimal cone Z, a constant ε0 < 10
−5 and a radius ρ ∈ [1
2
r0,
3
4
r0]. Let U > 1
be a constant that will be fixed later, depending on C0 and a dimensional constant. In
addition we assume that ε0 is very small compared to U
−1. For all t > 0 we define
V (t) :=
⋃
x∈K∩B(0,ρ)
B(x,
t
U
δ(x)). (19)
We also set
V := V (10) (20)
and
Z := V (30)\V ( 1
10
). (21)
Finally we define
Vρ :=
⋃
x;B(x, 10
U
δ(x))∩∂B(x0,ρ)6=∅
B(x,
10
U
δ(x)). (22)
Recall that by hypothesis, K is separating in B(x0, r0) and that for all k ∈ [1, k B(x0,r0)] we
have denoted by Ak(x0, r0) the connected components of B(x0, r0)\Zε0r0 and by Ωk(x0, r0)
the connected component of B(x0, r0)\K that contains Ak(x0, r0). We also set
∆k := B(x0, ρ) ∩ (Ωk(x0, r0) ∪ V ). (23)
The purpose of this section is to prove the following lemma.
Lemma 16. (Whitney Extension) Let K be a closed set in B(x0, r0) satisfying Hypothesis
H with a geometric function δ, a minimal cone Z, a constant ε0 < 10−5 and a radius
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ρ ∈ [1
2
r0,
3
4
r0]. Then for all function u ∈ W 1,2(B(0, r0)\K), and for all k ∈ [1, k B(x0,r0)],
there is a function
vk ∈ W 1,2(∆k\Vρ)
such that
vk = u in B(x0, ρ)\V
and ∫
∆k\Vρ
|∇vk|2dx ≤
∫
∆k\V ( 13 )
|∇u|2dx+ C
∫
Z
|∇u|2dx (24)
where C is a constant depending only on dimension and where V , Vρ, Z and ∆k are defined
in (20), (22), (21) and (23) with constant U > 30C0 depending also on dimension.
Proof : We will use a Whitney type extension. For all x ∈ K ∩B(x0, ρ) set
Bx := B(x,
1
U
δ(x))
where U ≥ 30C0 is a constant that will be fixed later. Then we choose a subfamily {Wj}j∈J
of balls from {Bx}, maximal for the property that
∀j 6= j′, 1
100
Wj ∩ 1
100
Wj′ = ∅.
We denote by rj the radius of the ball Wj. The {Wj}j∈J is our Whitney family of balls,
and we denote by xj and rj the center and radius of Wj. We have the following proprieties
about the Whitney balls.
Lemma 17.
Whitney Property i) 10Wj ∩ 10Wj′ 6= ∅ ⇒ 1
20
rj′ ≤ rj ≤ 20rj′
Covering V ii) for all t > 0,
⋃
j∈J
tWj ⊂ V (t) ⊂
⋃
j∈J
(20t+
3
10
)Wj
The cover is bounded iii) ∃C2;∀x ∈ B(x0, ρ), ]{j ∈ J ;x ∈ 10Wj} ≤ C2
Geometry is under control iv) ∀j ∈ J,∀r ∈ [rj, 1
4
r0], β(xj, r) ≤ Uε0
Proof : We begin with i). Let x ∈ B(x0, ρ) and let j and k be two indices such that
10Wj and 10Wk contain x. Then if xj and xk are the centers of Wj and Wk, since δ is
C0-lipschitz we have
δ(xj) ≤ δ(xk) + C0|xk − xj|
≤ Urk + C0|xk − x|+ C0|x− xj|
≤ Urk + 10C0rk + 10C0rj.
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Therefore,
(U − 10C0)rj ≤ (U + 10C0)rk.
With the same argument exchanging rj and rk we can finally deduce that
U − 10C0
U + 10C0
rj ≤ rk ≤ U + 10C0
U − 10C0 rj
thus i) follows if we consider that U ≥ 30C0.
The first inclusion of ii) is trivial, by definition of V (t). So we have to prove the second
inclusion. Let y ∈ V (t) and let x be a point of K such that y ∈ tBx := tB(x, 1U δ(x)). We
denote by rx the radius of Bx. Since {Wj} is a maximal family, there is a j0 such that
1
100
Bx ∩ 1100Wj0 6= ∅ (otherwise we could add Bx in the family {Wj}). Let z be a common
point. By the same argument as for i), we can deduce that 20−1rj0 ≤ rx ≤ 20rj0 . Now if
xj0 is the center of Wj0 we have
|y − xj0| ≤ |y − x|+ |x− z|+ |z − xj0|
≤ trx + 1
100
rx +
1
100
rj0
≤ 20trj0 +
20
100
rj0 +
1
100
rj0
≤ (20t+ 3
10
)rj0
so y ∈ (20t+ 3
10
)Wj0 and this proves the second inclusion of ii).
For iii) it is just a simple consequence of a geometric fact in RN . Consider a family of
balls in RN that are all containing a same point, with radius equivalent to 1 and centered
at distance more than 1
100
to each other, then the number of these balls is finite. The proof
of iii) follows.
Finally we have to prove iv). Let j ∈ J and r > 0 be such that rj ≤ r ≤ r0. By definition
of δ, we know that if r ≥ δ(xj), then β(xj, r) ≤ ε0 and this is that we want. Now if
rj ≤ r ≤ δ(xj) we have
β(xj, r) ≤ δ(xj)
r
β(xj, δ(xj)) ≤ Uε0
because r ≥ rj = δ(xj)U , and iv) is proved.
With help of Lemma 12, for every j ∈ J we can if necessary change Wj to 2Wj or 4Wj in
order to have that all the cones Zj associated to the Wj in iv) are almost centered in Wj.
To prove this, using a translation we can suppose that Wj is centered at 0. Then we apply
Lemma 12 to the cone Z associated to Wj, which is Uε0rj-close to K in Wj. If Uε0 < 10
−5,
Lemma 12 says that we can choose among Wj, 2Wj or 4Wj, a ball such that Z is almost
centered. Since the cone Z˜ associated to this choice of ball is close to Z, it is also almost
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centered itself. This new family of balls still verify proprieties of Lemma 17 with constant
that may be slightly different (by multiplying by 4).
Moreover, applying Lemma 15 to Wj we can assume that Wj is well oriented.
We are now ready to make our Whitney extension v from u in B(x0, ρ). For every ball Wj
consider a function ϕj ∈ C∞, with compact support in 10Wj, equal to 1 on 8Wj and to 0
out of 10Wj.
Lemma 18. There is a function ϕ0 ∈ C∞ such that
ϕ0 = 1 in B(x0, ρ)\
⋃
j∈J
10Wj (25)
ϕ0 = 0 in
⋃
j∈J
8Wj (26)
ϕ0 +
∑
j∈J
ϕj ≥ 1 in B(x0, ρ) (27)
and in addition there is a constant C such that for all j ∈ J and for all x ∈ 10Wj\8Wj,
|∇ϕ0(x)| ≤ C 1
rj
. (28)
Proof : Let l ∈ C∞(R+) such that l is equal to 0 on [0, 8], equal to 1 on [10,+∞[ and
l′(x) ≤ 10. (29)
Then the function
ϕ0(x) :=
∏
j∈J
l
( |x− xj|
ri
)
satisfies the hypothesis of Lemma 18. Indeed, (25) and (26) is obvious from the definition
of ϕ0, (27) is easy to prove depending on a good construction of the ϕj, and (28) follows
from (29), Property i) of Lemma 17 and also from the fact that the {10Wj} are in bounded
cover with equivalent radius when they meet each other.
Set
θj =
ϕj
ϕ0 +
∑
j 6=0 ϕj
so that we have a partition of unity on B(x0, r0). Since the 10Wj are in bounded cover,
the sum is locally finite.
In each 10Wj there is a cone Z
j such that
K ∩ 10Wj ⊂ Zj10rjUε0
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with
Zj10rjUε0 := {y; d(y, Zj) < ε010Urj}.
Denote by Ajk, 1 ≤ k ≤ k j the connected components of 10Wj\Zjrjε0 . Since the 10Wj are
well oriented, we know that each Ajk is contained in one of the big connected components
Ωl(k) of B(x0, r0)\K. And we know that l(k) is injective. Then we rename Ajk to Ajl such
that Ajl is now contained in Ω
j
l . By convention, if l is such that Ωl does not meet Wj, we
set Ajl = ∅. Hence for all j and for 1 ≤ k ≤ k B(x0,r0), we have defined Ajk. In each Ajk we
choose a point ajk ∈ 10Wj\8Wj at greater distance than 7rj from K and we also consider
Djk a ball centered at a
j
k and of radius
1
100
rj. We denote by m
j
k the mean value of u on D
j
k.
It is always possible because the cones Zj are almost centered.
Now for all k ∈ N ∩ [1, k B(x0,r0)] set
vk(x) := ϕ0(x)u(x) +
∑
j>0
mjkθj(x).
The vk are well defined on B(x0, r0)\K and since
⋃
j∈J 10Wj ⊂ V , the vk are equal to u in
the exterior of V .
We want to check that the functions vk belong to W
1,2(∆k\Vρ) and we want to estimate
their energy with the energy of u. Let x be a fixed point in
⋃
j∈J 10Wj and call Jx the set
of all indices j such that 10Wj contains x. We know by Lemma 17 i) that all these balls
have equivalent diameters.
On the other hand, all the 10Wj for j ∈ Jx are included in 30Wj0 where j0 is any index
fixed in Jx. By Property v) of Lemma 17, we know that there is a cone Zx containing
xj0 (the center of Bj0) and such that every point of K ∩ 30Bj0 is at a distance less than
ε0120Urj0 from Zx where rj0 is the radius of Bj0 . We also know that Zx is almost centered
in Bj0 . Thus K is at a distance less than 400Uε0rj from Zx in all the Wj which contains
x. Therefore, if we consider the connected components of R3\Zx, each one contains one
and only one Djk for all j ∈ Jx. Thus we can define for all k, a polyhedral domain Dxk that
contains each Djk for all j ∈ Jx. For instance we could define Dxk as being the smaller convex
domain containing all the Djk for j ∈ Jx. In addition the diameter of Dxk is equivalent to
C
U
δ(x) because all the balls Wj for j in Jx have a radius equivalent to
C
U
δ(x). Here the
constant C is just a geometric constant. Finally, Dxk does not meet K, and, as ε0 is small
enough, we also have
Dxk ⊂
⋃
j∈J
10Wj\6Wj ⊂ Z.
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Picture of the situation when Zx is a hyperplane.
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K
Picture of the situation when Zx is a Y.
Let mxk be the average of u on D
x
k . Since the θj are a partition of unity, we know that∑∇θj = 0 hence we can subtract mxk and then
∇vk(x) = θ0∇u(x) +∇θ0(u−mxk) +
∑
j>0
(mjk −mxk)∇θj(x). (30)
On the other hand using Poincare´ inequality (with C a dimensional constant),
|mjk −mxk| ≤ C
1
r3j
∫
Djk
|u(y)−mxk|dy ≤
1
r3j
∫
Dxk
|u(y)−mxk|dy ≤ C
1
r2j
∫
Dxk
|∇u(y)|dy.
In addition all the rj for j ∈ Jx are equivalent, and since |∇θj| ≤ Cr−1j , every term in the
sum in (30) is bounded by C 1
r3j
∫
Dxk
|∇u(y)|dy. Furthermore, rj is bounded from below by
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Cδ(x) then finally since the sum has only C2 terms,
|∇vk(x)| ≤ |∇u(x)θ0(x)|+ |∇θ0(x)||u(x)−mxk|+ C
1
δ(x)3
∫
Dxk
|∇u(y)|dy. (31)
We will show later that when x ∈ V \Vρ,
|u(x)−mxk| ≤ C
1
δ(x)2
∫
Dxk
|∇u(y)|dy. (32)
It follows that
|∇vk(x)| ≤ |∇u(x)|θ0(x)︸ ︷︷ ︸
f1
+C
1
δ(x)3
∫
Dxk
|∇u(y)|dy︸ ︷︷ ︸
f2
Therefore
|∇vk(x)|2 ≤ f 21 + f 22 + 2f1f2 ≤ 2(f 21 + f 22 ).
Set
Θ := (
⋃
j∈J
10Wj)\(
⋃
j∈J
8Wj) ⊂ Z
so that ∇θ0 has its support in Θ. It will be convenient to also define
V :=
⋃
j∈J
10Wj ⊂ V
and
Qk :=
⋃
x∈V
Dxk ⊂ Z.
Taking the integral on x ∈ V immediately give for f1∫
V
f 21 (x)dx ≤
∫
Θ
|∇u(x)|2dx
because θ0 = 0 on V \Θ. For f2, applying Ho¨lder’s inequality we obtain
f 22 ≤ C
1
δ(x)3
∫
Dxk
|∇u(y)|2dy.
Then integrating and applying Fubini leads to∫
V
f 22 (x)dx ≤ C
∫
V
(
1
δ(x)3
∫
Dxk
1Qk |∇u(y)|2dy
)
dx
≤ C
∫
Qk
|∇u(y)|2
(∫
{x;y∈Dxk}
δ(x)−3dx
)
dy.
22
The point is now to show that ∫
{x;y∈Dxk}
δ(x)−3dx ≤ C. (33)
Here C is a dimensional constant. As x is fixed, Dxk is a polyedral domain of diameter
C
U
δ(x) and at a distance less than C
U
δ(x) from x. Hence Dxk is included in a ball B(x,
C
U
δ(x)).
Therefore, the set {x; y ∈ Dxk} is included in A := {x; d(x, y) ≤ CU δ(x)}. We want to show
that for all x in A, δ(x) is equivalent to δ(y). This is where the choice of constant U is
important. Indeed, if x is in A then since δ is C0-lipschitz,
δ(x) ≤ δ(y) + C0|x− y|
hence
δ(y) ≥ δ(x)− CC0
U
δ(x). (34)
Recall that U ≥ 30C0 is big as we want compared to C0. Thus if U is chosen large enough,
CC0
U
is less than 1 and then (34) gives
δ(x) ≤ Cδ(y).
On the other hand,
δ(y) ≤ δ(x) + C0|x− y| ≤ Cδ(x).
Thus δ(x) and δ(y) are equivalent on A and∫
{x;y∈Dxk}
δ(x)−3dx ≤ Cδ(y)−3
∫
{x;d(x,y)≤Cδ(y)}
dx ≤ C
hence (33) is true and finally∫
V \Vρ
|∇vk(x)|2dx ≤
∫
Θ
|∇u(x)|2dx+ C
∫
Qk
|∇u(y)|2dy
thus, since Θ ∪Qk ⊂ Z, ∫
V \Vρ
|∇vk(x)|2dx ≤ C
∫
Z
|∇u(x)|2dx
and this implies ∫
∆k\Vρ
|∇vk|2 ≤
∫
∆k\(V ∪Vρ)
|∇u|2 +
∫
V \Vρ
|∇vk|2
≤
∫
∆k\V ( 13 )
|∇u|2 + C
∫
Z
|∇u|2.
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So to finish the proof we have now to show (32). In fact we want to estimate
|u(x)−mxk|∇θ0(x).
We may assume that x is in the support of ∇θ0, hence that x ∈ Θ. We will use the mean
value theorem on u. For this, it is fundamental that for all x ∈ Θ and for all y ∈ Dxk , the
segment [x, y] does not meet the singular set K. Consequently, the next estimate is not
true for all x ∈ Θ, but it is true for all x ∈ Θk\Vρ where Θk is the connected component
of Θ\K that is included in Ωk(x0, r0). Indeed, if 10Wj0 does not meet ∂B(x0, ρ), and if Jj0
is the set of indices j such that Wj meets 10Wj0 , we claim that
K ∩ 10Wj0 ⊂ K ∩
⋃
j∈Jj0
1
10
Wj. (35)
To see this, we denote Wj0 := B(xj0 , rj0) and we use the fact that δ is C0-lipschitz. Thus
for all x ∈ K ∩ 10Wj0 we have
δ(x) ≥ δ(xj0)− 10C0rj0 ≥ Urj0 − 10C0rj0 ≥ 20C0rj0 .
because remember that U ≥ 30C0. Then by Lemma 17 ii) we know that⋃
j∈Jj0
6
10
Wj ⊇
⋃
x∈K∩10Wj0
B(x,
3
200U
δ(x)) ⊇
⋃
x∈K∩10Wj0
B(x,
3C0
10U
rj0) (36)
Note that (36) is not true if Wj0 ∩ ∂B(x0, ρ) 6= ∅ because if x ∈ 8Wj0\B(x0, ρ), x does
not belong to any of the 6
10
Wj. Denote by Jx the set of indices such that 10Wj contains
x ∈ Θk\Vρ. By doing the same for all the Wj with j ∈ Jx it follows from (36) that we have
an universal and small constant c such that
K ∩
⋃
j∈Jx
10Wj ⊂
⋃
y∈K∩Sj∈Jx 10Wj
B(y, cδ(x)) ⊂
⋃
j∈Jx
(
6
10
)Wj.
Moreover, if ε0 is small enough, the smaller convex domain that containsD
k
x and 10Wj\
⋃
j∈Jx
6
10
Wj
does not meet K as well. This is because all the Wj for j ∈ Jx are almost “aligned”
on a same minimal cone Z. By passing to the complement, and by the fact that Θk ∩⋃
j∈J(
6
10
)Wj = ∅ we obtain that if x ∈ Θk\Vρ and y ∈ Dxk , the segment [x, y] does not meet
K.
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Figure 3
Thus the following inequality is true (firstly we suppose that u is C∞ in Dxk and then we
use a density argument)
|u(x)−mxk| ≤
1
|Dxk |
∫
Dxk
|u(x)− u(y)|dy
≤ 1|Dxk |
∫
Dxk
∫
[0,1]
|x− y||∇u(x+ t(y − x))|dtdy
≤ 1|Dxk |
∫
Dxk
∫
Dxk
|∇un(z)| dz|x− y|2dy
≤ CC1 1
δ(x)2
∫
Dxk
|∇u(z)|dz
because 1|x−y|2 ∈ L1loc(R3) and
∫
B(x,R)
1
|x−y|2 ' R. This ends the construction of vk, and the
proof of Lemma 16 is achieved.
4 Decay of energy in the complement of (ε0, ε)-minimal
sets
We can now prove the main result.
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Proof of Theorem 9: The argument is by contradiction and compactness. The beginning
is very close to Theorem 8.19 of [AFP00]. The main changes will come when we will have
to prove Inequality (40).
We suppose that Theorem 9 is false. Then there is an i0 ∈ {1, 2, 3}, an ε0 < 10−5, a
γ < 0, 8 and there is a positive radius r < 1
2
such that for all ε > 0 there is a triplet
(uε, Eε, ρε) ∈ Λi0(ε) such that ∫
B(0,r)\Eρε
|∇uε|2 > r2+γ. (37)
In the following, i0 is a fixed index. We call Z
0 a minimal cone of type i0 centered at 0. By
rotation invariance we suppose that all the sets Eε are included in {y ∈ B; d(y, Z0) ≤ ε}.
For every positive number a such that 0 < a < 10−5 we call Z0a the region
Z0a := {y ∈ B; d(x, Z0) ≤ a}.
Then for j ∈ [1, i0 + 1] ∩ N we denote by Aj the different connected components of B\Z0a
and mja,ε the mean value of uε on A
j
a. Since for all ε we have∫
B\Eρε
|∇uε|2 = 1,
the Poincare´ inequality says that for all 0 < a < 10−5 the sequences uε −mj10−5,ε are uni-
formly bounded for the norm W 1,2(Aja). We also know that the sequence ∇uε is uniformly
bounded in L2(B). Therefore, possibly extracting a further subsequence obtained by a
diagonal argument, we may conclude that there is a subsequence un that weakly converges
in W 1,2 on all the Aja to a function u ∈ W 1,2(B\Z0), and such that ∇un also weakly con-
verges in L2(B) to a certain function, which by uniqueness of limits in the distributional
space is equal to ∇u. We denote by En the set associated to un, and also let εn and ρn be
such that (un, En, ρn) ∈ Λ(εn). In addition, passing if necessary to a subsequence, we can
assume that ρn converges to some real ρ∞ ∈ [12 , 34 ].
We claim that u is an energy minimizing function in B\Z0, or in other words, u is harmonic
in B\Z0 and have zero normal derivative on both sides of Z0. Let ϕ be a C∞ function
with compact support in B\Z0. Since for all n we know that un is an energy minimizer
we have that ∫
B
〈∇ϕ,∇un〉 = 0.
Then passing to the limit (because ∇un weakly converges in L2(B)) we obtain∫
B\Z0
〈∇ϕ,∇u〉 = 0
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and this proves that u is harmonic in B\Z0.
Now we want to show that u has zero normal derivative on Z0. So we have to show that
for all ϕ ∈ C10(B), ∫
Ωk
〈∇ϕ,∇u〉 = 0
where Ωk are connected components of B\Z0. For all n we know that
En ⊂ Z0εn := {y ∈ B; d(y, Z0) ≤ εn}
and that En is separating in B. Recall that A
k
εn denotes the connected components of
B\Z0εn and we call Ωkn the connected components of B\En that contains Akεn . Let k0 be
fixed and consider a sequence cn that converges to +∞. Denote by vn the sequence in
W 1,2(B\K) defined by
vn =

un + cn in Ω
k0
n
un − cn in Ωkn for k 6= k0
un in B\
⋃
k Ω
k
n
.
Now let η > 0 be fixed, and let χ(t) be a function on R such that for all t, χ′(t) ≤ η and
such that limt→−∞ χ(t) = 0 and limt→+∞ χ(t) = 1. If ϕ is a function in C10(B), the function
ϕχ(vn) ∈ W 1,2(B\En). Comparing energy of un with energy of un + εnϕχ(vn) we obtain
that
lim inf
n→∞
[∫
B
ϕ〈∇un,∇χ(vn)〉+
∫
B
χ(vn)〈∇un,∇ϕ〉
]
≥ 0.
On the other hand, ∇χ(vn) = χ′(vn)∇un, |χ′| ≤ η and
∫
B
|∇un|2 = 1. Moreover, χ(vn)
strongly converges in L2(B) to 1k0Ω . We deduce∫
Ωk0
〈∇u,∇ϕ〉 ≥ −η‖ϕ‖∞
and we conclude by the fact that η is an arbitrary constant. We do the same for all Ωk
and that proves that u is an energy minimiser in B\Z0. Hence, we know by the preceding
section that for all r ∈]0, 1],
1
r2
∫
B(0,r)\Z0
|∇u|2 ≤ r0,8
∫
B(0,1)\Z0
|∇u|2 = r0,8. (38)
Therefore, if we show that ∇un strongly converges in L2(B(0, r)), the contradiction will
follow by passing to the limit in (37). The purpose of all the following of the proof is to
justify this convergence.
So we consider the measures µn := |∇un|2dx on B. Since for all n we have µn(B) = 1,
passing if necessary to a subsequence we may assume that µn weakly converge to some
27
measure µ. Since ∇un weakly converge in L2 to ∇u, all we can say is that (see for instance
proposition 1.62(b) of [AFP00])
|∇u|2dx ≤ µ. (39)
So we have to show that (39) is an equality in B(0, r). This would be enough because the
Radon-Riesz Theorem says that if a sequence fn of L
p functions weakly converge to some
function f , and if in addition the sequence of Lp norms ‖fn‖p converge to ‖f‖p then fn
strongly converge to f in Lp.
First of all, let us show that the regular part of µ with respect to Lebesgue measure is
|∇u|2dx and that the singular part is concentred on Z0. To show that, let us recall that
un is a sequence of harmonic functions with L
2 norms uniformly bounded and then are
uniformly bounded for the L∞ norm on all compact sets of B\Z0. Thus by covering B\Z0
with a countably union of compact sets and by using a diagonal argument we can say
that un converges to u for the L
p norm on all the compact sets and for all p. Moreover
since the un are harmonic we know that their gradients are also uniformly bounded. Then
extracting a further subsequence we may assume that ∇un converges to ∇u in L2 strongly
on all compact sets of B\Z0. It follows that for every compact set U in B\Z0,
µ(U) = lim
n→+∞
µn(U) = lim
n→+∞
∫
U
|∇un|2dx =
∫
U
|∇u|2dx.
Consequently, to prove that µ = |∇u|2dx everywhere, we have to show that µ(Z0) = 0. So
we consider a domain Ch containing K. We define the base
G := B(0, ρ∞) ∩ Z0
and then set
Ch := {y ∈ B; d(y,G) ≤ h}.
Define also
Cnh := {y ∈ B; d(y,Gn) ≤ h}
based on
Gn := B(0, ρn) ∩ Z0
such that Cnh converges to Ch for the Hausdorff distance. The strategy is to estimate µ(Ch)
and then let h tend to 0.
Let us sketch the next ideas that will be used to finish the proof. The main point is to
prove an inequality of the following type∫
Ch
|∇un|2dx ≤ C
∫
Sn
|∇un|2dx (40)
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where Sn is a closed set such that E
ρn
n ∩B(0, ρn) ⊂ B(0, ρn)\Sn and Sn converges to
S∞ := {x ∈ Ch; d(x, Z0) ≥ C5d(x, ∂Ch)}.
If (40) is true, then passing to the limit (that will be justify later),
µ(Ch) ≤ Cµ(S∞) =
∫
S∞
|∇u|2dx ≤ Ch‖∇u‖2∞
and then letting h tend to 0 we conclude that µ(Z0 ∩B(0, ρ∞)) = 0.
Now the purpose of the following is to justify the above arguments. To prove (40) we will
use the Whitney extension of preceding section. So let n be fixed. We have to construct a
function δ in order to apply Lemma 16 to un and En.
Let {Bi} be the family of balls in the definition of (ε0, εn)-minimality of En. For all i ∈ I
denote by ψi a positive function, 1-lipschitz, such that
ψi(x) :=
{
ri in Bi
0 out of 2Bi
.
Then for all x ∈ B, let d(x) be defined by
d(x) :=
∑
i∈I
ψi(x).
The sum is locally finite so d(x) is C0-Lipschitz where C0 is the constant from the bounded
cover propriety of {2Bi}i∈I .
Then for all x ∈ B(0, 1) we define
δ(x) := max(d(x, ∂Cnh ), d(x)).
By construction and by definition of (ε0, εn)-minimality of En, we can deduce that En
is satisfying Hypothesis H in B(0, 1) with geometric function δ, constant ε0 and radius
ρn. Therefore applying Lemma 16, we obtain for all k ∈ N ∩ [1, k B(0,1)], a function vk ∈
W 1,2(B(0, ρn) ∩ (Ωk ∪ V n)\V nρn) with
V n :=
⋃
x∈K∩B(0,ρn)
B(x,
10
U
δ(x))
and
V nρn :=
⋃
x;B(x, 10
U
δ(x))∩∂B(0,ρn)6=∅
B(x,
10
U
δ(x))
and where U is a constant satisfying U ≥ 30C0.
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By construction, the vk are equal to un in B(0, 1)\V n. Moreover, if ε is small enough,
(V \Vρn) ∩B(0, ρn) ⊂ Cnh and note that we can fix C1 in such a way that
V nρn ⊂
⋃
i∈Iρn
C1Bi. (41)
see (8) for the definition of C1. Indeed, let x be a point in V nρn and y be such that
B(y, 10
U
δ(y)) ∩ ∂B(0, ρn) 6= ∅ and such that x ∈ B(y, 10U δ(y)). Set ry := 10U δ(y). Since
δ(y) = max(d(y), d(y, ∂Cnh )) and since U ≥ 30C0, we can deduce that δ(y) = d(y) :=∑
i∈I ψi(y). Therefore there is an index i0 such that ψi0(y) is not equal to zero. This
implies that y ∈ 2Bi0 . We can also suppose that i0 is the index for which ψi0(y) is the
maximum of all the ψi(y). On the other hand, ry =
1
U
∑
i;y∈2Bi ψi(y) ≤ C0U ψi0(y) ≤ C0U ri0
(because the {2Bi} are in bounded cover with constant C0). So we have proved
B(y, ry) ⊂ (2 + 10C0
U
)Bi0
and (41) follows if we choose C1 = (2 + 10
C0
U
). Lemma 16 gives∫
Vn\Vnρn
|∇vk|2dx ≤ C
∫
Zn
|∇u|2dx.
with Zn defined by (21). Therefore we can compare the energy of un with the energy of v
defined by
v = vk in B(0, ρn) ∩ Ωk.
On other components we can assume that v = 0. Recall that un is by definition the energy
minimizing function in B\Eρnn and note that v is a competitor in B(0, ρn) that is equal to
un out of V n thus∫
Vn\Eρnn
|∇un|2 ≤
k∑
k=1
∫
Vn\Vnρn
|∇vk|2 ≤ C
∫
Zn
|∇un|2.
Hence
∫
Ch
|∇un|2 ≤
∫
Ch\Vn
|∇un|2 +
∫
Vn
|∇un|2
≤
∫
Ch\Vn
|∇un|2 + C
∫
Zn
|∇un|2. (42)
Now we define the closed set
Sn := Ch\
◦
V n ∪ Zn.
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Then we have proved ∫
Ch
|∇un|2 ≤ C
∫
Sn
|∇un|2. (43)
The point is now to show that
Sn converges to S∞ := {x ∈ Ch; d(x, Z0) ≥ C5d(x, ∂Ch)} (44)
and
lim sup
n→+∞
(∫
Sn
|∇un|2dx
)
≤ µ(S∞). (45)
Here C5 is a constant that will be chosen later.
For all η > 0 we denote by Sη∞ a η-neighborhood of S∞. In other words
Sη∞ := {x ∈ B; d(x, S∞) < η}.
We want to show that for n big enough and if the constant C5 is chosen properly, then all
the Sn are included in S
η
∞. So let n0 be fixed in such a way that for all n ≥ n0 we have
εn < η and |ρ − ρn| ≤ η. Hence, for all n ≥ n0 and for all x ∈ En we have d(x, Z0) ≤ η.
Let now x be a point in Sn for n ≥ n0. We claim that x is in SC6η∞ for a certain constant
C6. Indeed, if x is in Sn, then by definition of Zn and V n (see (20) and (21)) x does not
belong to any of the B(y, 1
10U
δ(y)). In other words,
x ∈ Ch\V (1/10)n
with
V (t)n :=
⋃
y∈En∩B(0,ρn)
B(y,
t
U
δ(y)).
Denote by
V (1/10)ηn := {y ∈ Ch; d(y,V (1/10)n) ≤ C6η}
with C6 a constant to be fixed later. We want to show that there is a constant c (depending
on C0 and U) such that
V (1/10)ηn ⊇ {y ∈ Ch; d(y, Z0) ≤ cd(y, ∂Ch) + C6η}. (46)
Let y ∈ Ch be such that d(y, Z0) ≤ cd(y, ∂Ch). We call y¯ ∈ Z0 a point such that
d(y, y¯) = d(y, Z0).
Since En is separating and since En ⊂ Z0εn , there is a point z ∈ En such that
d(y¯, z) ≤ η
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otherwise the ball B(y¯, εn) would not contain any point of En. Since δ is C0-lipschitz,
δ(y) ≤ δ(z) + C0|y − z|
≤ δ(z) + C0(|y − y¯|+ |y¯ − z|)
≤ δ(z) + C0(cd(y, ∂Ch) + η). (47)
Recall that
δ(y) = max(d(y, ∂Cnh ), d(x)) ≥ d(y, ∂Cnh ) ≥ d(y, ∂Ch)− η.
Hence,
(1− cC0)d(y, ∂Ch)− (1 + C0)η ≤ δ(z).
Now,
|y − z| ≤ |y − y¯|+ |y¯ − z|
≤ cd(y, ∂Ch) + η
≤ c(1− cC0)−1[δ(z) + (1 + C0)η] + η.
Then we can choose c < 1 small enough in order to have
|y − z| ≤ 1
10U
δ(z) + C6η
where C6 is depending on c. This implies that y ∈ B(z, 110U δ(z)+C6η), thus (46) is proved.
Then by passing (46) to the complementary we deduce
Ch\V (1/10)n ⊂ {y ∈ Ch; d(y, Z0) ≥ C5d(y, ∂Ch) + C6η}
with C5 and C6 depending on U and C0. Thus x ∈ SC6η∞ and this proves (44).
It is time now to prove (45) and to finish the proof of the theorem. We keep the same
notations as before. That is for all η, we know that there is an integer n0 such that for all
n ≥ n0, Sn ⊂ SC6η∞ . By (43) we know that∫
Ch
|∇un|2dx ≤ C
∫
Sn
|∇un|2dx.
In other words if µn is the measure |∇un|2dx we have
µn(Ch) ≤ Cµn(Sn).
On the other hand, since µn weakly converges to µ and since Ch is a fixed closed set, we can
deduce that µn(Ch) converges to µ(Ch). Now since Sn is included in Sη∞ for n big enough,
µ(Ch) ≤ C lim inf
n→∞
µn(S
η
∞)
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thus since now Sη∞ does not depend on n, we can apply the weak convergence and get
µ(Ch) ≤ Cµ(Sη∞).
Finally, letting η tend to 0 we obtain
µ(Ch) ≤ Cµ(S∞). (48)
This last limit is justified because S∞ is the decreasing intersection of Sη∞.
To finish the proof of the theorem we use the fact that µ is regular with respect to the
Lebesgue measure on S∞ so (48) gives
µ(Ch) ≤ C
∫
S∞
|∇u|2dx ≤ Ch‖∇u‖2∞.
We know that ∇u is bounded on S∞ because u is an harmonic function with Neumann
condition on Z0.
Now by letting h tend to 0 we obtain that µ(Z0 ∩ B(0, ρ∞)) = 0 and this gives that
∇un strongly converges to ∇u in L2(B(0, ρ∞)). So passing to the limit in (37) we get a
contradiction with (38) and this proves the theorem.
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