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Abstract
In recent years, coded distributed computing (CDC) has attracted significant attention, because it can efficiently facilitate
many delay-sensitive computation tasks against unexpected latencies in different distributed computing systems. Despite such
a salient feature, there are still many design challenges and opportunities. In this paper, we focus on practical computing
systems with heterogeneous computing resources, and propose a novel CDC approach, called batch-processing based coded
computing (BPCC), which exploits the fact that every computing node can obtain some coded results before it completes the
whole task. To this end, we first describe the main idea of the BPCC framework, and then formulate an optimization problem
for BPCC to minimize the task completion time by configuring the computation load and number of batches assigned to each
computing node. Based on whether batch-induced overhead can be neglected or not, we develop two BPCC schemes, namely
BPCC-1 and BPCC-2, for negligible and linear batching overheads, respectively. Through solid theoretical analyses, extensive
simulation studies, and comprehensive real experiments on two heterogeneous distributed computing systems: 1) an Amazon
EC2 computing cluster, and 2) an unmanned aerial vehicle (UAV)-based airborne computing platform, we demonstrate the
high computational and energy efficiency of the proposed BPCC schemes.
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I. INTRODUCTION
In recent years, distributed computing has been widely adopted to perform various computation tasks in different computing
systems [2]–[4]. For instance, to perform big data analytics in cloud computing systems, MapReduce [5] and Apache Spark
[6] are the two prevalent modern distributed computing frameworks that facilitate the processing of data in the order of
petabytes. On the other hand, edge computing is becoming more important recently. For example, with advanced computing
capabilities, unmanned aerial vehicle (UAV)-based airborne computing [4] can facilitate various delay-sensitive civilian and
commercial applications, such as precision agriculture [7], emergency response [8], and infrastructure monitoring [9].
Despite the importance of distributed computing, there are still many design challenges. One of the most important chal-
lenges is that many computing frameworks are vulnerable to uncertain system noises, such as node failures, communication
congestion, and straggler nodes [10]. Such system noises have been observed in many cloud computing systems, and are a
major issue in edge computing scenarios. For UAV-based airborne computing systems with highly mobile nodes, the system
noises are even more severe.
To address system noises, a variety of solutions have been proposed in the literature. For example, the authors of [11]
proposed to identify and blacklist nodes that are in bad health and to run tasks only on well-performed nodes. However,
empirical studies show that stragglers can occur in non-blacklisted nodes [12], [13]. As another type of solution, delayed
computation tasks can be re-executed in a speculative manner [5], [11], [14], [15]. Nevertheless, such speculative execution
techniques have to wait to collect the performance statistics of the tasks before generating speculative copies and thus have
limitations in dealing with small jobs [13]. To avoid waiting and predicting stragglers, the authors of [13], [16] suggested
to execute multiple clones of each task and use results generated by the fastest clones. Although their results show the
promising performance of this approach in reducing the average completion time of small jobs, the extra resources required
for launching clones can be considerably large, considering that multiple clones are executed for each task.
Instead of directly replicating the whole task, the coding techniques can be adopted to introduce arbitrary redundancy into
the computation in a systematic way. However, until a few years ago, the coding techniques have been mostly known for their
capability in improving the resilience of communication, storage and cache systems to uncertain system noises [17]. In 2016,
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2Lee et al. [18], [19] presented the first coded distributed computing (CDC) schemes to speed up matrix multiplication and
data shuffling. Since then, CDC has attracted significant attention from the distributed computing community. While most
CDC schemes consider homogeneous computing nodes, there have been a few recent studies that investigated CDC over
heterogeneous computing clusters. In particular, Kim et al. [20], [21] considered the matrix-vector multiplication problem
and presented an optimal load allocation method that achieves a lower bound of the expected latency. On the other hand,
Reisizadeh et al. [22] introduced a different approach, namely Heterogeneous Coded Matrix Multiplication (HCMM), that
can maximize the expected computing results aggregated at the master node. In [22], [23], the authors proved that the
HCMM is asymptotically optimal under the assumption that the processing time of each computing node follows a shifted
exponential or Weibull distribution. Also of interest, Keshtkarjahromi et al. [24] considered the scenario when computing
nodes have time-varying computing powers and introduced a coded cooperative computation protocol that allocates tasks in
a dynamic and adaptive manner.
In this paper, we consider a general distributed computing system with heterogeneous computing nodes. Specifically, we
propose a novel batch-processing based coded computing (BPCC) approach. Unlike most existing CDC schemes that require
each worker node to first complete the computation task and then send back the whole result to the master node, our BPCC
allows each node to return partial computing results to the master node in batches before the whole computation task is
completed. Therefore, BPCC is expected to achieve lower latency. Also worthy of note is that the partial results can be
used to generate approximated solution, e.g., by applying the singular value decomposition (SVD) approach in [25], which
is very useful for applications that require timely but unnecessarily optimized decisions, such as some UAV applications for
emergency response.
To the best of our knowledge, such a BPCC framework has not been fully investigated in the literature. In this paper,
we investigate the design and evaluation of BPCC in a systematic manner. Specifically, we focus on a classical CDC
task: matrix-vector multiplication, and formulate an optimization problem for general BPCC with the assumption that the
processing time of each computing node follows a shifted exponential distribution and the batch-induced overhead is linear
to the number of batches. To solve the optimization problem, we first consider a special case when batching overhead is
negligible. For such a system, we formulate alternative optimization problems, based on which we design an optimal load
allocation scheme, namely, BPCC-1, to assign tasks to different computing nodes so as to achieve the minimal expected
task completion time. We also conduct solid theoretical analysis to prove the asymptotic optimality of BPCC-1 and to prove
that it outperforms HCMM, a state-of-the-art CDC scheme for heterogeneous systems. Based on BPCC-1, we then design
a greedy algorithm, namely BPCC-2, to solve the initial optimization problem with linear batching overhead, which jointly
optimizes the computation load and the number of batches assigned to each computing node.
To further understand and illustrate the performances of the proposed BPCC schemes, we conduct extensive simulation
studies and real experiments. Our two BPCC schemes are compared with three benchmark schemes, including the Uniform
Uncoded, Load-balanced Uncoded, and HCMM. In the simulation, no batching overhead is simulated. The simulation results
show the impacts of important BPCC parameters. They also demonstrate that BPCC-1 can improve computing performance
by reducing the latency up to 73%, 56%, and 34% over the aforementioned three benchmark schemes, respectively, and
BPCC-2 achieves a similar performance as BPCC-1.
In the real experiments, we test all distributed computing schemes in two systems: 1) an Amazon EC2 computing cluster
and 2) a UAV-based airborne computing platform. For the first system, we deploy a heterogeneous computing cluster that
consists of different machine instances in Amazon EC2. The results show that BPCC schemes outperform the benchmark
schemes and BPCC-2 achieves the minimal task completion time, no matter whether there are unexpected stragglers or not.
For the second system, we first introduce a novel approach to model the behavior of virtualized computing nodes in the
UAV-based airborne computing platform. Based on the estimated computing time models, we then compare the performances
of all schemes in various scenarios without or with unknown stragglers. The results again confirm that both BPCC schemes
outperform benchmark schemes in all scenarios. Furthermore, BPCC-2 achieves the best performance, i.e., about 76%, 71%,
35%, and 19% faster than the Uniform Uncoded, Load-balanced Uncoded, HCMM, and BPCC-1, respectively. Finally, since
the power and energy consumption issues are critical in the UAV platform, we also evaluate these performances for different
schemes. Our results show that, the power levels of the two BPCC schemes are slightly higher than the benchmark schemes.
Nevertheless, considering that the energy is the product of power and time, the proposed BPCC schemes require much less
energy to complete the computation tasks, which is a desirable feature for many edge computing systems with limited energy
supply.
The rest of this paper is organized as follows. In Section II, we first briefly discuss some relevant studies. Next, in
Section III, we introduce the system model and the BPCC framework and then formulate an optimization problem for BPCC.
To solve the optimization problem, in Section IV, we first consider a system with negligible batching overhead, for which
we design the BPCC-1 scheme and conduct solid theoretical analysis to prove its optimality. Based on the understanding
of BPCC-1, we further design a greedy algorithm, i.e., BPCC-2, for computing systems with linear batching overhead in
Section V. We then present extensive simulation and experimental results in Section VI and Section VII, respectively, before
concluding the paper in Section VIII.
3II. RELATED WORK
A. Coded Distributed Computing
Following the seminal work in [17]–[19], many different computation problems have been explored using codes, such
as the gradients [26], large matrix-matrix multiplication [27], linear inverse problems [28], nonlinear operations [29], etc.
Other relevant coded computation solutions include the “Short-Dot” coding scheme [30] that offers computation speed-up by
introducing additional sparsity to the coded matrices and the unified coded framework [31], [32] that achieves the trade-off
between communication load and computation latency. In this paper, we consider a classical CDC problem, i.e., matrix-vector
multiplication. However, we believe that our approach can also be applied to other distributed computing problems.
To reduce the output delay in waiting for the exact result, an anytime coding technique was introduced in [25], which adopts
the SVD to allow early output of approximated result. Also of interest is the study presented in [33], which introduced
a hierarchical approach to address the limitations of above coding techniques in terms of wastefully ignoring the work
completed by slow worker nodes. In particular, to better utilize the work completed by each worker node, it partitions the
total computation at each worker node into layers of sub-computations, with each layer encoding part of the job. It then
processes each layer sequentially. The final result can be obtained after the master node recovers all layers. The simulation
results demonstrate the effectiveness of this approach in reducing the computation latency. However, as the worker nodes
have to process the layers in the same order, the results obtained by slow worker nodes for layers that have already been
recovered are useless. Furthermore, this approach, as well as aforementioned approaches, assumes homogeneous computing
nodes, which is not a common case in realistic scenarios. Compared to these studies, in this paper, we consider more general
heterogeneous computing systems. The proposed BPCC schemes can also better utilize partial results of all computing nodes.
B. UAV-based Airborne Computing
The past few years have witnessed a rapid growth of using UAVs to facilitate civilian and commercial applications, such
as precision agriculture [7], emergency response [8], and infrastructure monitoring [9]. In these applications, computation-
intensive tasks, such as 3-dimensional (3-D) mapping, precise positioning and path planning, are mostly conducted at ground
stations [34], [35] or remote Clouds [36], [37] due to the limited computing and storage capacity of a single UAV of small
payload. However, such a computation mechanism suffers from significant ground-air transmission delays or even failures
and thus is not suitable for delay-sensitive applications that require real-time responses.
To address aforementioned challenges, computation tasks should be executed directly onboard of UAVs. This will not
only substantially improve the performance of many existing UAV applications, but also enable advanced new applications.
For instance, the recently emerged UAV-based mobile edge computing (MEC) [38]–[40] considers the use of UAVs with
onboard computing capabilities as edge computing nodes to provide computing services to surrounding users. Due to the
unique properties of UAVs, including high mobility, flexibility and maneuverability, the UAV-based MEC is capable of
providing computing services on-demand, regardless of time, space and existence of communication infrastructure. This
unique property makes it particularly attractive. To enable UAV-based MEC, researchers have investigated the problems of
how to offload the computation tasks from ground devices to the UAVs and how to design UAVs’ trajectories to achieve the
optimal system performance [38], [41]–[43]. However, how to enhance the UAV’s onboard computing capability, the very
first challenge encountered, has been largely ignored.
Driven by the urgent need for more advanced UAV platforms of high onboard computing capability, we started to develop
the UAV-based networked airborne computing platform [4], [44], [45], which incorporates the computing resources of
multiple UAVs through networking and resource sharing. Currently, we have built a prototype that uses NVIDIA Jetson
TX2 of high computing power as the computing unit and implements virtualization for enhanced computing and resource
management capabilities [45]. To enable efficient resource sharing between two UAVs, the prototype is equipped with a
directional antenna, Ubiquiti Nanostation LocoM2, which allows long-distance and broad-band UAV-to-UAV communications
[46], [47]. The prototype also implements an advanced learning-based control solution to keep directional antennas aligned
for robust UAV-to-UAV communications [48]. In this paper, we further explore distributed computing techniques to optimize
the resources shared among multiple UAVs.
III. SYSTEM MODELS
In this section, we first introduce the computing system for distributed matrix-vector multiplication. We then illustrate
three computing schemes, including the proposed batch processing-based coded computing (BPCC). Finally, we formulate
an optimization problem for BPCC.
A. Computing System
In this paper, we consider a distributed computing system that consists of one master node and N (N ∈ Z+) computing
nodes, a.k.a., worker nodes. In this system, we investigate how to quickly solve a matrix-vector multiplication problem, which
is one of the most basic building blocks of many computation tasks. Specifically, we consider a matrix-vector multiplication
problem y = Ax, where y ∈ Rr is the output vector to be calculated, x ∈ Rm is the input vector to be distributed from
a master node to multiple workers, and A ∈ Rr×m is an r ×m dimensional matrix pre-stored in the system. Both r and
m can be very large, which implies that calculating Ax at a single computing node is not feasible. Finally, we define
[n] = {1, 2, . . . , n}, where n is an arbitrary positive integer, i.e., n ∈ Z+.
4B. Computing Schemes
1) Uncoded Distributed Computing: To solve the above problem, a traditional distributed computing scheme divides matrix
A into a set of sub-matrices A1,A2, · · · ,AN , and pre-stores each sub-matrix Ai ∈ R`i×m in computing node i, where
∀i ∈ [N ], `i ∈ Z+ and
∑N
i=1 `i = r. Upon receiving the input vector x, the master node sends vector x to all worker nodes.
Each worker node i then computes yi = Aix and returns the result to the master node. After all results are received, the
master node aggregates the results and outputs y = [yT1 ,y
T
2 , · · · ,yTN ]T , where T stands for transpose.
Due to the existence of system noises, such as malfunctioning nodes and communication bottlenecks, the uncoded
computing scheme may defer or even fail the computation, because the delay or loss of any yi, i ∈ [N ], will affect
the calculation of the final result y = Ax. To address the issue of system noises, more computing nodes can be used to
perform distributed computing. For instance, the master node can let two or more computing nodes to compute yi. This
approach, however, is not efficient because the cost can be unnecessarily large.
2) Coded Distributed Computing (CDC): In recent years, a more efficient computing paradigm, CDC, has been introduced
to tackle the issue of system noises. In the literature, there are many CDC schemes and we consider a generic CDC scheme
as follows.
In this CDC scheme, A will first be used to calculate a larger matrix Aˆ ∈ Rq×m with more rows, i.e., q > r, by using
Aˆ = HA, where H ∈ Rq×r is the encoding matrix with the property that any r row vectors are linearly independent from
each other [29]. In other words, we can use any r rows of H to create an r × r full-rank matrix. Similar to the uncoded
computing scheme, matrix Aˆ can then be divided into N sub-matrices Aˆ1, Aˆ2, · · · , AˆN , where Aˆi ∈ R`i×m,∀i ∈ [N ],∑N
i=1 `i = q, and each worker node i calculates yˆi = Aˆix.
Different from the uncoded computing scheme, the master node does not need to wait for all worker nodes to complete
their calculations, because it can recover Ax once the total number of rows of the received results is equal to or larger than
r. In particular, suppose the master node receives yˆb ∈ Rr at a certain time t, it can first infer that yˆb must satisfy
yˆb = HˆbAx,
where Hˆb ∈ Rr×r is a sub-matrix of the encoding matrix H corresponding to yˆb. The master node can then calculate
y = Ax = Hˆ
−1
b yˆb. (1)
3) BPCC: In the literature, most existing CDC schemes assume that each worker node i will send the complete yˆi to
the master node when it is ready, which may incur large delays. To further speed up the computation, we propose a novel
BPCC scheme and the main idea is to allow each worker node to return partial results to the master node.
Specifically, we consider that each worker node i equally divides the pre-stored encoded matrix Aˆi row-wise into pi
sub-matrices, named as batches, where pi ∈ Z+ is the number of batches and pi ≤ `i. Except the last batch, each batch has
d `ipi e = bi rows. After receiving the input vector x from the master node, the worker node multiplies each batch with x and
will send back the partial results as soon as possible. Suppose the master node receives si(t) batches from the worker node
i by time t, where 0 ≤ si(t) ≤ pi, it can then recover the final result when
∑N
i=1 min(`i, si(t)bi) ≥ r, by using Eq. (1).
C. Problem Formulation
In the previous sub-section, we introduced the BPCC scheme that can improve the performance of CDC. In the following
study, we focus on how to optimize the performance of BPCC. Specifically, we jointly consider minimizing the task
completion time and the potential overhead of batch processing. Furthermore, we attempt to achieve the optimization goal
by allocating proper computation load (i.e., `i) to each worker node and specifying the number of batches for each worker
node (i.e., pi).
We now define T as the amount of time to complete a computation task, and we let w be the unit cost of using every
batch. The optimization can be formulated as follows:
Pmain : minimize
`,p
E [T ] + w
N∑
i=1
pi
subject to `i ∈ Z+,∀i ∈ [N ]
pi ≤ `i, pi ∈ Z+,∀i ∈ [N ]
(2)
where ` = (`1, `2, . . . , `N ) and p = (p1, p2, . . . , pN ).
To facilitate further discussions, we first assume that `ipi is an integer. We also assume that the computation task scales
with N , i.e., r = Θ(N). Next, we assume that the computing nodes are fixed with time-invariant computation capabilities,
and the network maintains a stable communication delay during the computing process.
We now consider the behavior of waiting time, which is defined as the duration from the epoch that the master node
distributes x to the time that it receives a certain result. For BPCC, we let Tk,i be the waiting time for the master node
to receive k batches from worker node i, k ∈ Z+. Clearly, Tk,i can be modeled as a random variable following a certain
5probability distribution. Following the modeling techniques used in recent studies [23], we consider that Tk,i follows a
shifted exponential distribution defined below:
Pr(Tk,i ≤ t) =
{
1− e−µi( tkbi−αi) if t ≥ kbiαi
0 otherwise,
(3)
where µi and αi are straggling and shift parameters, respectively, and µi and αi are positive constants for all i ∈ [N ].
Furthermore, we assume that Tk,i is independent from Tk′,j , ∀j ∈ [N ], j 6= i, k′ ∈ Z+.
Based on the definitions and assumptions above, we can see that T must satisfy
∑N
i=1 si(T )bi ≥ r. In the following
sections, we will first discuss how to solve the optimization problem, in which we will use theoretical analysis to confirm
the optimality and advantage of BPCC. We will then conduct extensive simulation and real experiments to validate the
assumptions and to evaluate the optimization algorithms.
IV. OPTIMAL LOAD ALLOCATION WITH NEGLIGIBLE BATCHING OVERHEADS
In this section, we consider a special case when w = 0, i.e., introducing batches incurs negligible overhead. To solve
the optimization problem, we will first define a simplified formulation, for which we then apply a two-step alternative
formulation. Next, we show how to solve the alternative problems and prove the optimality of the solution. Finally, we show
that this solution outperforms a recent CDC scheme without batch processing.
A. Notations for Asymptotic Analysis
For any two given functions f(n) and g(n), f(n) = Θ(g(n)) if and only if there exist positive constants c1, c2, and n0
such that 0 ≤ c1g(n) ≤ f(n) ≤ c2g(n) for all n ≥ n0; f(n) = O(g(n)) if and only if there exist constants n0 and c such
that f(n) ≤ cg(n) for all n ≥ n0; and f(n) = o(g(n)), if and only if limn→∞ f(n)g(n) = 0.
B. A Simplified Formulation
We relax the constraint from `i ∈ Z+ to `i ≥ 0, ∀i ∈ [N ] to simplify the analysis. Furthermore, we assume that the
number of batches for each worker node pi, i ∈ [N ], is given. Consequently, the problem in Eq. (2) can be formulated as
follows: P ′main : minimize
`
E [T ]
subject to `i ≥ 0,∀i ∈ [N ],
Once the above problem is solved, we can round each optimal load number `i up to its nearest integer using the rounding
function (denoted as be). Note that the effect of this rounding step is negligible in practical applications with large load
numbers, such as those considered in our simulation and experimental studies.
C. A Two-Step Alternative Formulation
To solve the above problem, which is NP-Hard, we provide a two-step alternative formulation, which is similar to the
one introduced in [23]. We will show later that this alternative formulation provides an asymptotically optimal solution to
problem P ′main.
The key idea of the two-step alternative formulation is to first maximize the amount of results accumulated at the master
node by a feasible time t, i.e., t > maxi{αi`i}, and then minimize time t such that sufficient amount of results are available
to recover the final result.
In particular, we let S(t) =
∑N
i=1 si(t)bi be the amount of results received by the master node by time t, where bi =
`i
pi
is
the batch size. For a feasible time t, we first maximize the expected amount of results received by the master node, through
solving the following problem:
P(1)alt : maximize
`
E [S(t)]
subject to `i ≥ 0,∀i ∈ [N ]
After obtaining the solution to P(1)alt , denoted as `∗(t) = (`∗1(t), · · · , `∗N (t)), we then minimize the time t such that there is
a high probability that the results received by the master node by time t are sufficient to recover the final result, by solving
P(2)alt : minimize t
subject to Pr [S∗(t) < r] = o
(
1
N
)
where S∗(t) is the amount of results received by the master node by time t for load allocation `∗(t).
6D. Solution to the Two-Step Alternative Problem
To solve the two-step alternative problem, we first consider P(1)alt . Note that, the expected amount of results received by
the master node by time t is:
E[S(t)] =
N∑
i=1
E[si(t)bi]
=
N∑
i=1
bi
[
pi∑
k=1
kPr[si(t) = k]
] (4)
where si(t) is an integer in range 0 ≤ si(t) ≤ pi, and Pr[si(t) = k] is the probability that the master node receives exactly
k batches from worker node i, which can be obtained by:
Pr[si(t) = k]
=

1− Pr(T1,i ≤ t), k = 0
Pr(Tk,i ≤ t)− Pr(Tk+1,i ≤ t), 0 < k < pi
Pr(Tpi,i ≤ t), k = pi
E[S(t)] in Eq. (4) can then be computed by:
E[S(t)] =
N∑
i=1
bi
[
pi−1∑
k=1
kPr[si(t) = k] + pi Pr[si(t) = pi]
]
=
N∑
i=1
pi∑
k=1
bi Pr(Tk,i ≤ t)
=
N∑
i=1
pi∑
k=1
bi
(
1− e−µi( tkbi−αi)
)
(5)
=
N∑
i=1
(
`i − bi
pi∑
k=1
e
−µi( tkbi−αi)
)
=
N∑
i=1
(
`i − `i
pi
pi∑
k=1
e
−µi( tpik`i−αi)
)
The solution to P(1)alt can then be obtained by solving the following equation for each i ∈ [N ]:
∂
∂`i
E [S(t)] = 1−
[
pi∑
k=1
(
1
pi
+
µit
`ik
)
e
−µi( tpik`i−αi)
]
= 0,
which yields:
`∗i (t) =
t
λi
(6)
λi is the positive solution to the following equation:
pi∑
k=1
(
1
pi
+
µiλi
k
)
e−µi(
λipi
k −αi) = 1, (7)
which is a constant independent of t. To show that Eq. (7) has a single positive solution, we can define an auxiliary function
fi for each i:
fi(x) =
pi∑
k=1
(
1
pi
+
µix
k
)
e−µi(
xpi
k −αi).
We can see that fi(x) decreases monotonically with the increase of x when x > 0. We can also find that fi(0) = eµiαi > 1
and fi(∞) = 0. Based on these statements we know that a unique λi exists and can be efficiently solved using a numerical
approach. Moreover, numerical calculation also reveals that fi(αi) > 1 in all our experiments, which implies that the load
for each worker node i satisfies the required constraint:
t = `∗i (t)λi > `
∗
i (t)αi.
7Algorithm 1: BPCC-1
Input: r,N,p,µ = {µ1, . . . , µN},α = {α1, . . . , αN}
Output: `
1 for i = 1 : N do
2 Calculate λi by solving Eq. (7)
3 Calculate β by using Eq. (11)
4 for i = 1 : N do
5 Calculate `∗i by using Eq. (12)
6 Return ` = {b`∗1e, b`∗2e, · · · , b`∗Ne}
Next, we solve P(2)alt . Since this problem is also NP-hard, we here provide an approximated solution. In particular, we
approximate its optimal solution, denoted as t∗, with value τ∗, such that the expected amount of results accumulated at the
master node by time τ∗ equals to the amount of results required for recovering the final result, i.e., E[S∗(τ∗)] = r. To find
the value of τ∗, we let
E[S∗(t)] = r. (8)
Then, using the load allocation `∗i (t) in Eq. (6), the expected amount of results received by the master node is:
E[S∗(t)] =
N∑
i=1
(
`∗i (t)−
`∗i (t)
pi
pi∑
k=1
e
−µi( tpik`∗
i
(t)
−αi)
)
=
N∑
i=1
t
λi
(
1− 1
pi
pi∑
k=1
e−µi(
λipi
k −αi)
)
.
(9)
We can then find the solution to Eq. (8) as follows:
τ∗ =
r
β
(10)
where
β =
N∑
i=1
1
λi
(
1− 1
pi
pi∑
k=1
e−µi(
λipi
k −αi)
)
, (11)
which is also a constant.
Combining the solutions to P(1)alt and P(2)alt , we can then derive the load allocation:
`∗i (τ
∗) =
r
βλi
(12)
For convenience of reference, we name this method as BPCC-1, which is summarized in Algorithm 1.
E. Optimality Analysis
In this section, we conduct theoretical analysis to investigate the performance of BPCC-1. Specifically, we first prove the
following lemma, which demonstrates the optimality of the approximated solution τ∗ to P(2)alt . We then continue to prove
Theorem 2, which shows that the solution provided by BPCC-1 is asymptotically optimal.
Lemma 1. Let t∗ be the optimal solution to P(2)alt , and τ∗ be the approximated solution given by Eq. (10). If the batch
processing times follow the shifted exponential distribution in Eq. (3) and r = Θ(N), then
τ∗ − o(1) < t∗ ≤ τ∗ + o(1). (13)
Proof: In this proof, we will apply the McDiarmid’s inequalities [49] to prove the two inequalities one by one. We also note
that our approach is similar to the one used in the proof for Lemma 1 in [23], which proves an inequality that is similar
to the second inequality above.
According to [49], for a set of independently distributed random variables, x1, x2, . . . , xN ∈ X , if a function f : XN → R
satisfies the Lipschitz condition:
|f (x1, . . . , xi, . . . , xN )− f (x1, . . . , x′i, . . . , xN )| ≤ ci,
8for all x1, . . . , xN , x′i ∈ X , then, for any σ > 0,
Pr [E[f(X)]− f(X) ≥ σ] ≤ e−
2σ2∑N
i=1
c2
i ,
Pr [f(X)− E[f(X)] ≥ σ] ≤ e−
2σ2∑N
i=1
c2
i ,
where X = (x1, x2, . . . , xN ) ∈ XN . To apply the McDiarmid’s inequalities at time t, we define xi(t) = si(t)bi, ∀i ∈ [N ],
and further define
X(t) =
N∑
i=1
xi(t) =
N∑
i=1
si(t)bi = S(t).
Clearly, under such definitions, we have ci(t) = `i(t).
To facilitate further discussions, we let δ = Θ
(
logN√
N
)
= o(1),  = δ2. We also summarize the asymptotic scales for the
parameters: r = Θ(N), λi = Θ(1), β = Θ(N), τ∗ = Θ(1), `∗i (τ
∗) = Θ(1).
To prove the first inequality in Lemma 1: τ∗ − o(1) < t∗, we define t = τ∗ − δ. According to Eq. (10), we can derive
βt = βτ∗ − βδ = r − βδ.
Applying the second McDiarmid’s inequality, we can then derive
Pr [S∗(t) ≥ r + ]
= Pr [S∗(t) ≥ E[S∗(t)]− E[S∗(t)] + r + ]
= Pr [S∗(t) ≥ E[S∗(t)]− βt+ r + ]
= Pr [S∗(t)− E[S∗(t)] ≥ βδ + ]
≤e−
2(βδ+)2∑N
i=1
(`∗
i
(t))2
(14)
Using the asymptotic scales of parameters in the right hand side of Ineq. (14), we have
Pr [S∗(t) ≥ r + ] ≤ Θ(e− log2N ). (15)
Consequently, we have
Pr [S∗(t) < r + ] > 1−Θ(e− log2N ) = Θ(1). (16)
Ineq. (16) shows that, if t∗ ≤ τ∗ − δ, then the probability Pr [S∗(t∗) < r + ] is not o( 1N ), which does not satisfy the
constraint in P(2)alt . Therefore, t∗ > τ∗ − o(1).
To prove the second inequality in Lemma 1: t∗ ≤ τ∗+ o(1), we define t′ = τ∗+ δ. According to Eq. (10), we can derive
βt′ = βτ∗ + βδ = r + βδ.
Applying the first McDiarmid’s inequality, we can then derive
Pr [S∗(t′) ≤ r − ]
= Pr [S∗(t′) ≤ E[S∗(t′)]− E[S∗(t′)] + r − ]
= Pr [S∗(t′) ≤ E[S∗(t′)]− βt′ + r − ]
= Pr [E[S∗(t′)]− S∗(t′) ≥ βδ + ]
≤e−
2(βδ+)2∑N
i=1
(`∗
i
(t))2
(17)
Using the asymptotic scales of parameters in the right hand side of Ineq. (17), we have
Pr [S∗(t′) ≤ r − ] ≤ Θ(e− log2N ).
Ineq. (17) shows that t′ = τ∗+ δ can satisfy the constraint in P(2)alt . Since t∗ is the minimal time that satisfies the constraint,
t∗ ≤ t′ = τ∗ + δ. Therefore, t∗ ≤ τ∗ + o(1).
Based on Lemma 1, we next show the asymptotic optimality of BPCC-1 in Theorem 2.
Theorem 2. Consider problem P ′main with the batch processing times following the shifted exponential distribution in
Eq. (3) and r = Θ(N). Let E[TBPCC] and E[TOPT] be the expected execution time of BPCC-1 and the optimal value of
P ′main, respectively. The BPCC-1 is asymptotically optimal, i.e.,
lim
N→∞
E [TBPCC] = lim
N→∞
E [TOPT] (18)
9Proof: We will prove the asymptotic optimality of BPCC-1 by following a similar procedure in the proof of Theorem 1 in
[23]. In particular, Eq. (18) can be proved by showing that
t∗ − o(1)≤E [TOPT]≤E [TBPCC]≤t∗ + o(1)
Since E [TOPT] ≤ E [TBPCC] is straightforward because E[TOPT] is the optimal value of P ′main, we use two steps to
prove the other two inequalities.
Step 1: To prove t∗ − o(1) ≤ E [TOPT].
Let `OPT = (`OPT,1, · · · , `OPT,N ) be the optimal load allocation obtained by solving P ′main and let SOPT(t) be the
amount of results received by the master node by time t under load allocation `OPT. The inequality above can be proved
by showing the following inequalities:
t∗ − δ2 − δ1
(b)
≤ τ∗OPT − δ1
(a)
≤ E [TOPT]
where τ∗OPT is the solution to E [SOPT(t)] = r, and δ1 and δ2 are both Θ
(
logN√
N
)
= o(1). To prove Ineq. (a), we first
define an auxiliary function gi(t) for each node i as
gi(t) = 1− 1
pi
pi∑
k=1
e
−µi( tpik`OPT,i−αi).
According to Eq. (5), we have
E [SOPT(t)] =
N∑
i=1
`OPT,igi(t)
and
r − E[SOPT (τ∗OPT − δ1)]
= E [SOPT(τ∗OPT)]− E[SOPT (τ∗OPT − δ1)]
=
N∑
i=1
`OPT,i [gi(τ
∗
OPT)− gi(τ∗OPT − δ1)]
=
N∑
i=1
`OPT,i
(
dgi(τ
∗
OPT)
dτ∗OPT
δ1 +O
(
δ21
))
According to our previous discussions, r = Θ(N), so `OPT,i = Θ(1), ∀i ∈ [N ]. Therefore, gi(t) does not change with
N , i.e., gi(t) = Θ(1). We then have
r − E [SOPT (τ∗OPT − δ1)] = Θ (Nδ1) +O
(
Nδ21
)
= Θ (Nδ1)
By using the McDiarmid’s inequality, we have
Pr [SOPT (τ
∗
OPT − δ1) ≥ r]
= Pr{SOPT (τ∗OPT − δ1)− E [SOPT (τ∗OPT − δ1)] ≥
r − E [SOPT (τ∗OPT − δ1)}
≤e−
2(E[SOPT(τ∗OPT−δ1)]−r)
2∑N
i=1
`2
OPT,i
=e−Θ(Nδ
2
1) = o
(
1
N
)
,
which implies that E[TOPT] ≥ τ∗OPT − δ1.
Next, we proceed to prove Ineq. (b). Since E[S∗(t)] is the optimal value of P (1)alt , we have E[S∗(t)] ≥ E[SOPT(t)].
Moreover, as E[S∗(τ∗)] = r according to Eq. (8), E[SOPT(τ∗OPT)] = r, and both E[S∗(t)] and E[SOPT(t)] increase
monotonically with t, we can derive
τ∗OPT ≥ τ∗
According to Lemma 1,
τ∗ ≥ t∗ − δ2
Therefore,
τ∗OPT − δ1 ≥ t∗ − δ1 − δ2
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We have now proved t∗ − o(1) ≤ E [TOPT].
Step 2: To prove E [TBPCC] ≤ t∗ + o(1).
Let Tmax be a random variable that denotes the time required for all worker nodes to complete their tasks assigned using
BPCC-1. Let E1 = {Tmax > Θ(N)} and E2 = {TBPCC > t∗} be two events. E[TBPCC] can then be computed by
E [TBPCC] = E [TBPCC|E1] Pr [E1]
+ E [TBPCC|Ec1 ∩ E2] Pr [Ec1 ∩ E2]
+ E [TBPCC|Ec1 ∩ Ec2 ] Pr [Ec1 ∩ Ec2 ]
(19)
The first term in the right hand side of Eq. (19) can be written as
E [TBPCC|E1] Pr [E1]
= E [TBPCC|Tmax > Θ(N)]× Pr [Tmax > Θ(N)]
≤ E [Tmax|Tmax > Θ(N)]× Pr [Tmax > Θ(N)]
=
∫ ∞
Θ(N)
tfmax(t)dt,
where fmax(t) is the probability density function (PDF) of Tmax. A stochastic upper bound of Tmax can be found by using
N worker nodes that all take the smallest straggling parameter min{µi} and the largest shift parameter max{αi}. Using
the PDF of the maximum of N i.i.d. exponential random variables, we then have
E [TBPCC|E1] Pr [E1] ≤
∫ ∞
Θ(N)
tfmax(t)dt
≤
∫ ∞
Θ(N)
tNk1e
−k1t (1− e−k1t)N−1 dt
≤
∫ ∞
Θ(N)
Nk1te
−k1tdt (20)
=−N(t+ 1
k1
)e−k1t|∞t=Θ(N)
= o(1)
where k1 is a constant, i.e., k1 = Θ(1).
The second term in the right hand side of Eq. (19) can be written as
E[TBPCC|Ec1 ∩ E2] Pr [Ec1 ∩ E2]
= E [TBPCC|Tmax ≤ Θ(N), TBPCC > t∗]
× Pr [Tmax ≤ Θ(N), TBPCC > t∗]
≤ E [Tmax|Tmax ≤ Θ(N), TBPCC > t∗]
× Pr [TBPCC > t∗]
(21)
where E [Tmax|Tmax ≤ Θ(N), TBPCC > t∗] can be computed by
E[Tmax|Tmax ≤ Θ(N), TBPCC > t∗]
=
1
Pr [Tmax ≤ Θ(N), TBPCC > t∗]
×
∫ Θ(N)
t1=0
∫ ∞
t2=t∗
t1dPr [Tmax ≤ t1, TBPCC ≤ t2]
≤ Θ(N)
Pr [Tmax ≤ Θ(N), TBPCC > t∗]
×
∫ Θ(N)
t1=0
∫ ∞
t2=t∗
dPr [Tmax ≤ t1, TBPCC ≤ t2]
= Θ(N)
Since the master node receives at least r rows of inner product results by time TBPCC, we have S∗(TBPCC) ≥ r. Next, since
S∗(t) is a monotonically increasing function with respect to time t, we can derive that, if S∗(t∗) < r, then TBPCC > t∗,
which leads to
Pr [TBPCC > t
∗] ≤ Pr [S∗ (t∗) < r] = o
(
1
N
)
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Therefore, Eq. (21) can be written as
E [TBPCC|Ec1 ∩ E2] Pr [Ec1 ∩ E2] ≤ Θ(N) · o
(
1
N
)
= o(1) (22)
The third term in the right hand side of Eq. (19) can be written as:
E[TBPCC|Ec1 ∩ Ec2 ] Pr [Ec1 ∩ Ec2 ]
= E [TBPCC|Tmax ≤ Θ(N), TBPCC ≤ t∗]
× Pr [Tmax ≤ Θ(N), TBPCC ≤ t∗]
≤ E [TBPCC|Tmax ≤ Θ(N), TBPCC ≤ t∗] (23)
=
1
Pr [Tmax ≤ Θ(N), TBPCC ≤ t∗]
×
∫ Θ(N)
t1=0
∫ t∗
t2=0
t2dPr [Tmax ≤ t1, TBPCC ≤ t2]
≤ t
∗
Pr [Tmax ≤ Θ(N), TBPCC ≤ t∗]
×
∫ Θ(N)
t1=0
∫ t∗
t2=0
dPr [Tmax ≤ t1, TBPCC ≤ t2]
= t∗
Combining Eq. (19), Eq. (20), Eq. (22), and Eq. (23), we then have E [TBPCC] ≤ t∗ + o(1).
F. Comparison with HCMM
In this sub-section, we compare the performance of BPCC-1 with HCMM [23], a state-of-the-art CDC scheme for
heterogeneous worker nodes, and we will show that BPCC-1 outperforms HCMM in computational efficiency.
HCMM can be considered as a special case of BPCC-1 with pi = 1, ∀i ∈ [N ]. It assigns each worker node i with
load `H,i = rβHλH,i , where λH,i is the positive solution to e
µiλH,i = eαiµi(µiλH,i + 1) and βH =
∑N
i=1
µi
1+µiλH,i
. Let
E[SHCMM(t)] be the amount of results aggregated at the master node by a feasible time t under HCMM load allocation
`H = (`H,1, `H,2, ..., `H,N ). We next show in Lemma 3 and Theorem 4 that BPCC-1 is more efficient than HCMM.
Lemma 3. Let τ∗ be the solution to E[S∗(t)] = r, and τ∗H be the solution to E[SHCMM(t)] = r under HCMM load
allocation `H = (`H,1, `H,2, ..., `H,N ). If the batch processing time at each node follows a shifted exponential distribution
in Eq. (3), then we have:
τ∗ ≤ τ∗H
Proof: According to [23], the average amount of results aggregated at the master node by time τ∗H in HCMM is
E[SHCMM(τ∗H)] =
N∑
i=1
`H,i
(
1− e−µi(
τ∗H
`H,i
−αi)
)
= r
Suppose that we adopt load allocation `H and apply the proposed BPCC scheme to solve the matrix-vector multiplication
problem. Let SˆBPCC(t) denote the amount of results received by the master node under load allocation `H using BPCC.
We then have:
E[SˆBPCC(τ∗H)] =
N∑
i=1
`H,i
(
1− 1
pi
pi∑
k=1
e
−µi( τ
∗
Hpi
`H,i
−αi)
)
≥
N∑
i=1
`H,i
(
1− 1
pi
pi∑
k=1
e
−µi( τ
∗
H
`H,i
−αi)
)
=
N∑
i=1
`H,i
(
1− e−µi(
τ∗H
`H,i
−αi)
)
= E[SHCMM(τ∗H)]
Since E[S∗(t)] is the optimal value of P(1)alt , we have
E[S∗(t)] ≥ E[SˆBPCC(t)]
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Therefore,
E[S∗(τ∗H)] ≥ E[SˆBPCC(τ∗H)] ≥ E[SHCMM(τ∗H)]
As E[SHCMM(τ∗H)] = E[S∗(τ∗)] = r, we have
E[S∗(τ∗H)] ≥ E[S∗(τ∗)]
Finally, since E[S∗(t)] is a monotonically increasing function of t, we can see that
τ∗ ≤ τ∗H .
Lemma 1, Lemma 3 and Theorem 2 then lead to the following theorem.
Theorem 4. Consider problem P ′main, with the batch processing times following a shifted exponential distribution in Eq. (3)
and r = Θ(N). Let TBPCC and THCMM be the execution times of BPCC-1 and HCMM, respectively. Then,
lim
N→∞
E [TBPCC] ≤ lim
N→∞
E [THCMM]
Proof: According to Lemma 1 and Theorem 2, we can derive
τ∗ − o(1) ≤ E [TBPCC] ≤ τ∗ + o(1)
Therefore, limN→∞ E [TBPCC] = τ∗. Similarly, we can derive limN→∞ E [THCMM] = τ∗H according to [23]. By applying
Lemma 3, we then have
lim
N→∞
E [TBPCC] ≤ lim
N→∞
E [THCMM]
The proof is complete now.
V. JOINT OPTIMIZATION OF LOAD ALLOCATION AND BATCH CREATION
In this section, we present a solution for Pmain with non-negligible cost of batch creation, i.e., w > 0 in the objective
function: E [T ] + w
∑N
i=1 pi.
Our solution is based on the BPCC-1 scheme developed in the last section, and is inspired by the numerical evaluation
to be demonstrated in the next section. Specifically, our numerical experiments show that, if we choose the same pi for all
nodes, then the expected execution time of BPCC-1 decreases and tends to converge with the increase of pi. Since w
∑N
i=1 pi
increases linearly with respect to any pi, there exists an optimal pi that leads to the smallest objective function, when we
fixed all other pi. Following such a hypothesis, we design a greedy algorithm, namely, BPCC-2, in Algorithm 2.
VI. SIMULATION STUDIES
In this section, we conduct extensive simulation studies to evaluate the performance of the proposed BPCC schemes.
Specifically, we first explain the simulation settings, including the distributed computing schemes and scenarios. We then
elaborate on the impact of important parameters, such as pi and w, on the performance of BPCC schemes. Finally, we
compare the proposed BPCC scheme with benchmark schemes, including the state-of-the-art HCMM scheme [23].
A. Simulation Settings
1) Distributed Computing Schemes: In this study, we consider five distributed computing schemes:
1) Uniform Uncoded: This method divides the computation loads equally, i.e., `i = rN , ∀i ∈ [N ].
2) Load Balanced Uncoded [23]: This method divides the computation loads according to the computing capabilities
of the worker nodes. In particular, the computation load assigned to each worker node i is inversely proportional to
the expected time for this node to compute an inner product, i.e., `i ∝ ( µiµiαi+1 ) and
∑N
i=1 `i = r.
3) HCMM [23]: In this method, the load assignment method in [23] is used. Note that this is a special case of
Algorithm 1, in which pi = 1,∀i ∈ [N ].
4) BPCC-1: In this scheme, Algorithm 1 is used, in which we let pi = pˆ,∀i ∈ [N ], where pˆ will be varied.
5) BPCC-2: In this scheme, Algorithm 2 is used, in which we will vary the value of w.
2) Computation Scenarios: To evaluate the performance of different distributed computing schemes, we consider the
following four computation scenarios:
1) Scenario 1: r = 1× 104 and N = 10.
2) Scenario 2: r = 2× 104 and N = 10.
3) Scenario 3: r = 1× 104 and N = 20.
4) Scenario 4: r = 2× 104 and N = 20.
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Algorithm 2: BPCC-2
Input: r,N,w, pˆ,µ,α
Output: `,p
// Step 1: Initialize all pi and λi
1 for i = 1 : N do
2 pi = pˆ
3 for i = 1 : N do
4 Calculate λi by solving Eq. (7)
// Step 2: Update all pi and λi
5 Create arrays λˆ and ˆcost both with capacity pˆ
6 for i = 1 : N do
7 for pi = 1 : pˆ do
8 Calculate new λi by solving Eq. (7)
9 Calculate β by using Eq. (11)
10 λˆ[pi] = λi
11 ˆcost[pi] =
r
β + w
∑N
i=1 pi
12 pi = argmin
k
ˆcost[k]
13 λi = λˆ[pi]
// Step 3: Calculate all `i
14 Calculate β by using Eq. (11)
15 for i = 1 : N do
16 Calculate `∗i by using Eq. (12)
17 Return ` = {b`∗1e, · · · , b`∗Ne},p = {p1, · · · , pN}
1 5 10 15 20
50
100
150
200
M
ea
n 
ex
ec
ut
io
n 
tim
e 
(s)
Scenario 1
Scenario 2
Scenario 3
Scenario 4
Figure 1. Mean execution time of BPCC-1 at different values of pˆ in different scenarios.
3) Simulation Method: In our simulation, we implement all the aforementioned distributed computing schemes in MAT-
LAB. We assume that there is no batching overhead and the processing time of each node follows the shift exponential
distribution in Eq. (3). Specifically, for each experiment of a scenario, we choose the straggling parameters µi,∀i ∈ [N ]
randomly in [1, 50], and calculate each shift parameter αi = 1µi , following the settings in [23]. In each experiment, we
simulate every distributed computing scheme for 100 times, in each of which the computing time of a node is simulated by
using its straggling and shift parameters.
B. Impacts of BPCC Parameters
In this sub-section, we mainly investigate the impacts of two important parameters in BPCC schemes. Specifically, we
will discuss the impact of pˆ on the performance of BPCC-1. Based on the understanding, we further discuss the impact
of parameter w on the performance of BPCC-2. With appropriate parameters, we will then compare the proposed BPCC
schemes with benchmark schemes in the next sub-section.
1) The Number of Batches: To understand the impacts of pˆ, we consider the mean execution time of BPCC-1, which is
corresponding to E[TBPCC] in Theorem 2. Fig. 1 shows the numerical results for different scenarios. In this figure, we can
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Figure 2. Comparison of a) pi and b) `i in BPCC-1 and BPCC-2 with w = 0.04 in Scenario 1.
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Figure 3. The number of batches p1 for worker node 1 at different values of w in Scenario 1.
first observe that the mean execution times in all scenarios generally decrease with the increase of pˆ. Moreover, we can see
that the mean execution time tends to converge when pˆ is large enough. In our experiments, we note that pˆ = 20 is good
enough for BPCC-1.
Although we will compare different distributed computing schemes in the next sub-section, we can find from Fig. 1 that
BPCC-1 with pˆ = 20 outperforms HCMM, which is a special case of BPCC-1 with pˆ = 1.
2) The Unit Cost of a Batch: As explained previously, in BPCC-1, we assume that the cost of batching is negligible,
i.e., w = 0. In a more general scenario, there may be some overheads, in terms of time, to partition the task into different
batches. To understand the impacts of w on the behavior of BPCC-2, we first show pi under BPCC-1 and BPCC-2 with the
same pˆ = 20 in Fig. 2. Clearly, Fig. 2 shows that, when w = 0.04, the numbers of batches pi become smaller than pˆ under
BPCC-2, while the load allocations `i are almost the same.
To further investigate the impact of w on BPCC-2, we vary the value of w and show, in Fig. 3, the number of batches p1
for worker node 1 in Scenario 1. As we can see, p1 decreases with the increase of w. This is because a larger w assumes
more overhead will be brought by batch creation and processing. Consequently, BPCC-2 will choose a smaller pi when w
is large. From Fig. 3, we can also note that: 1) when w is very small, BPCC-2 has the same pi as those in BPCC-1, and
2) when w is very large, BPCC-2 becomes HCMM, which means BPCC-2 is a generalization of BPCC-1 and HCMM.
C. Comparative Performance Studies
In this sub-section, we compare the performances of the proposed methods, BPCC-1 and BPCC-2, with three benchmark
schemes. For BPCC-1 and BPCC-2, we choose parameter pˆ = 20. For BPCC-2, we choose w = 0 because it is difficult to
model the overhead in simulation, so BPCC-2 with w = 0 shall lead to the smallest execution time.
Fig. 4 shows the mean execution times for all schemes, grouped by the computation scenario. We can clearly observe
that the proposed BPCC schemes outperform other benchmark schemes in all scenarios. For instance, BPCC-1 achieves
performance improvement of up to 73% over the Uniform Uncoded scheme, up to 56% over Load Balanced Uncoded
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Figure 4. Comparison of the mean execution time of different methods in different scenarios.
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Figure 5. The average total number of rows of inner product results received by the master node over time for different methods in Scenario 2.
scheme and up to 34% over HCMM. As predicted, the performances of BPCC-1 and BPCC-2 are almost identical and the
small difference is due to the simulated computing time of nodes in each simulation run.
In Fig. 4, we have seen the performance in terms of the mean execution time, which is corresponding to E[T ] for different
schemes. In Fig. 5, we show the average amount of received results over time for Scenario 2, which is corresponding to
E[S(t)] in the theoretical analysis. Remarkably, we can observe from the figure that the master node can quickly receive
results from the worker nodes from the very beginning. On the other hand, under the three benchmark schemes, there is
a certain duration at the beginning when the master node does not receive any result. This phenomenon occurs because
our BPCC schemes allow partial results to be returned, which is very useful for certain applications that can utilize partial
results.
In Fig. 5, we also indicate the time at which the master node receives the required amount of results, i.e., r. Such a time
corresponds to τ∗ (i.e., E[S(τ∗)] = r) in the theoretical analysis. From Fig. 4 and Fig. 5, we can observe that there can be
a certain difference between τ∗ and E[T ] for each computing scheme. Nevertheless, the results confirm that BPCC schemes
outperform other benchmark schemes if we are comparing τ∗ performance.
VII. EXPERIMENTS IN REAL COMPUTING SYSTEMS
In this section, we evaluate the performance of the proposed BPCC schemes in real distributed computing systems.
Specifically, we first implement three benchmark schemes and two proposed BPCC schemes in the Amazon EC2 computing
platform [50], which is a classical cloud computing system. We then evaluate these schemes in a UAV-based airborne
computing platform, which is developed in our recent studies [4], [44]–[46].
A. Experiments on the Amazon EC2 Computing Cluster
1) Heterogeneous Computing System: To demonstrate the applicability of our BPCC schemes in a general heterogeneous
distributed computing system, we conduct extensive experiments on the Amazon EC2 computing platform [50]. Specifically,
in our experiments, we deploy a heterogeneous computing system using 18 machines, including one master node and 17
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Figure 6. The CDF of the processing time of an Amazon EC2 t2.xlarge instance for computing a task with r = 1000.
Table I. ESTIMATED COMPUTING PARAMETERS OF DIFFERENT TYPES OF AMAZON EC2 INSTANCES
Instances µ α
t2.medium 1.19× 105 1.57× 10−4
t2.large 7.47× 104 1.63× 10−4
t2.xlarge 2.02× 105 1.55× 10−4
worker nodes, i.e., N = 17. The master node is running in a t2.xlarge instance. For the worker nodes, we configure a
heterogeneous system with six t2.medium instances, six t2.large instances, and five t2.xlarge instances.
For the matrix-vector multiplication task, we apply a standard distributed computing interface, Message Passing Interface
(MPI) [51], by using an open-source package: mpi4py [52], which provides interfaces in Python. Moreover, in the calculation
for y = Ax, where y ∈ Rr and x ∈ Rm, we consider m = 2× 104 and will change r in different experiments.
2) Parameter Estimation: In our previous design and analysis, we have assumed that the task completion time T on each
node follows a shift exponential distribution with a general form:
Pr[T ≤ t] = 1− e−µ( tr−α) = 1− e−µr (t−αr), (24)
when t ≥ t0 = αr.
Based on the assumption above, we conduct extensive experiments and measure the actual execution behaviors to estimate
α and µ for different types of instances. For example, Fig. 6 shows the cumulative distribution function (CDF) of processing
time of a t2.xlarge instance when computing a task with r = 1000. In this figure, we can first observe parameter t0, which
can be used to find α with the given r. Then, using r and α, we can further estimate µ. Fig. 6 shows that the CDF of
processing time fits a shifted exponential distribution well.
Finally, Table I summarizes the estimated α and µ values of the computing parameters for different types of Amazon
EC2 instances. These parameters will be used to allocate computation loads for all computing schemes, except the uniform
uncoded scheme.
3) Experimental Results: In this section, we compare the performances of different distributed computing schemes running
on the heterogeneous Amazon cluster. In our experiments, we consider two scenarios. In the first scenario, we consider that
there is no unexpected straggler, which means that the computing behaviors of all EC2 instances follow the shift exponential
distribution with parameters described in Table I. In the second scenario, we consider that there are some unexpected
stragglers. In our experiments, unexpected stragglers will be randomly chosen and each straggler is emulated by delaying
the return of computing results such that the computing time observed by the master node is three times of the actual
computing time.
Fig. 7 illustrates the mean execution time (E[T ]) of different distributed computing schemes when r = 2 × 104. In this
figure, we can first see that the proposed BPCC schemes outperform benchmark schemes in all scenarios. Moreover, we can
observe that BPCC-2 with w = 0.00002 performs better than BPCC-1 with a fixed pˆ = 20. These results validate our initial
hypothesis that there may be some overheads due to partitioning computation loads into batches. Fig. 7 also illustrates that
the BPCC schemes work well even if there are a large percentage of unexpected stragglers, which is a very good feature
for distributed computing in dynamic computing environments with uncertain system noises.
Finally, Fig. VII-A3 shows the average amount of received results over time (E[S(t)]) for different distributed computing
schemes in two scenarios. We can observe from this figure that BPCC-2 with w = 0.00002 has the best performance in all
scenarios.
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Figure 7. Comparison of the mean execution time of different distributed computing schemes on the Amazon EC2 computing cluster when different
percentages of unexpected stragglers are present.
B. Experiments on the UAV-based Airborne Computing Platform
1) Heterogeneous Computing System: To evaluate the performance of BPCC schemes in the edge computing environment,
we utilize the UAV-based airborne computing platform developed in our recent studies [4], [44]–[46] to create a heterogeneous
computing system. Specifically, in our UAV computing platform [45], we use NVidia Jetson TX2 as the computing unit,
which has six CPU cores, we implement Docker to virtualize computing resources, and we use Nanostation LocoM2 to
enable broad-band long-distance UAV-to-UAV communications with 70Mbps data rate.
For the distributed computing system, we implement a master node in one UAV using a Docker container, and we deploy
five worker nodes (i.e., N = 5) in another UAV, each of which is created by using one container that runs on a unique CPU
core. In our previous study [45], we have evaluated and confirmed that the containers are well isolated from each other in
terms of various resources. Therefore, they can be viewed as independent nodes.
Next, to emulate the heterogeneity, we further utilize the capabilities of Jetson TX2 and Docker to execute each container
using a specific percentage c of CPU resources. Specifically, we configure five containers with percentages of resource
consumption: c1 = 0.2, c2 = 0.4, c3 = 0.6, c4 = 0.8 and c5 = 1, for five worker nodes, respectively.
For the matrix-vector multiplication task, we continue applying mpi4py to calculate y = Ax, where we choose m = 1000
for the dimension of x and change r in different experiments.
2) Parameter Estimation: Similar to the experiments on the Amazon platform, we need to model the computing parameters
for each worker node. Compared to the estimation approach for the Amazon EC2 systems, the estimation of µ and α needs
to consider the percentage of CPU resources (i.e., c) on our UAV computing platform.
To achieve this goal, we vary the value of r and conduct extensive experiments to measure the CDF of task completion
time, which is the duration from the epoch that the master node sends a vector x to worker nodes to the epoch that the
master receives a sufficient amount of results. For instance, Fig. 9 shows an example CDF of the processing time for a
computation task with r = 2000 running on a container with c = 0.9, which fits a shifted exponential distribution well.
In Fig. 10, we illustrate a large number of experimental results, for αr versus c in Fig. 10(a), and for µr versus c in
Fig. 10(b), respectively. From Fig. 10(a), we can observe that αr decreases with the increase of c, and αr appears to be
proportional to 1c . On the other hand, we can find from Fig. 10(b) that
µ
r increases with the increase of c, following a
polynomial function. Based on such hypotheses, we use linear regression and we find the following expressions to estimate
α and µ for a given pair of r and c. {
α = 1.1861× 10−5 × c−1
µ = 3.03× 105 × c4 (25)
Fig. 10 shows that the models for α and µ in Eq. (25) are reasonably accurate. These models are then used in the
experiments to facilitate different distributed computing schemes.
3) Experimental Results: We compare the performances of different distributed computing schemes running on the
heterogeneous UAV computing platform. Similar to the experiments on the Amazon EC2 computing cluster, we also consider
two scenarios. In the first one, there is no unexpected straggler and the operation of each worker node can be modeled using
a shifted exponential distribution with parameters estimated by Eq. (25). For the second scenario, we consider the existence
of unexpected stragglers, by delaying the return of computing results such that the computing time observed by the master
node is three times of the actual computing time. As explained previously, we are interested in the second scenario because it
is common and especially important for edge computing, in which the estimation of computing capability can be inaccurate
due to various system noises, such as communication channel, etc.
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Figure 8. The average total number of rows of inner product results received by the master node over time for different distributed computing schemes
on the Amazon EC2 computing cluster when different percentages of unexpected stragglers are present ((a) no straggler, (b) 20% stragglers, (c) 40%
stragglers).
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Figure 9. The CDF of the processing time for a computation task with r = 2000 that is executed on a container with c = 0.9.
Fig. 11 shows the mean execution time of each distributed computing scheme to compute a task with r = 1 × 104, in
which we let pˆ = 20 for BPCC-1 and let w = 0.002 for BPCC-2. We can clearly observe that the proposed BPCC schemes
outperform benchmark schemes in all scenarios. Moreover, our BPCC schemes are both robust to unexpected stragglers,
while the performances of the two uncoded benchmark schemes degrade significantly when unexpected stragglers are present.
We also observe from Fig. 11 that BPCC-2 with w = 0.002 achieves the best performance in all scenarios. This observation
again validates the assumption that there exist certain delays due to partitioning computation loads into batches.
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Figure 10. Models of the (a) shift parameter α and (b) straggling parameter µ at different values of r and c.
Figure 11. Comparison of the mean execution time of different methods running on the UAV computing platform when different percentages of unexpected
stragglers are present.
For the same computation task, Fig. 12 shows the total amount of results received by the master node over time. As
we can see from this figure, both BPCC-1 and BPCC-2 outperform the three benchmark schemes. Moreover, BPCC-2 with
w = 0.002 achieves the best performance in all scenarios.
Besides the task completion time, we note that the resource consumption issues are also important in many edge computing
systems. To advance the understanding of the proposed BPCC schemes, we conduct more experiments to understand the
resource consumption issues in the UAV computing platform. In Table II, we compare the storage usage of different schemes.
We can observe that the two uncoded schemes have the minimal storage requirements. By comparison, all coded schemes
need more storage usages, which demonstrates that there is a trade-off between computing capability and storage capability
for distributed coded computing. From Table II, we can also see that the proposed BPCC schemes need more storage resources
than that of HCMM. However, it is interesting to see that BPCC-2, which has the best execution time performance, requires
less amount of storage than that of BPCC-1.
Next, we investigate the power and energy consumption issues. Table III shows the average power consumption of different
hardware components, including GPU, CPU, SOC (System on Chip), RAM, and Wi-Fi, in case when there is no unexpected
straggler. For comparison, we also show in the second row of Table III the power of the UAV platform before running any
computation tasks. From this table, we can observe that running the computation task mainly increases the CPU power. For
the same computation task used in Fig. 11, we compare the power consumption of different distributed computing schemes
in Fig. 13(a), which shows that the power consumption of different schemes are similar, while the proposed BPCC schemes
require slightly higher power consumption. Since the total energy can be calculated by the product of power and time, we
finally illustrate the energy consumption performances of different schemes in Fig. 13(b), which shows that the proposed
BPCC schemes require the smallest energy to finish the computation tasks.
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Figure 12. The average total amount of results received by the master node over time for different distributed computing schemes running on the UAV
computing platform when different percentages of unexpected stragglers are present ((a) no straggler, (b) 20% stragglers, (c) 40% stragglers).
Table II. COMPARISON OF THE STORAGE USAGES OF DIFFERENT DISTRIBUTED COMPUTING SCHEMES.
Methods
∑N
i=i `i
Uniform Uncoded 10000
Load Balanced Uncoded 10000
HCMM 14662
BPCC-1 (pˆ = 20) 16638
BPCC-2 (w = 0.002) 15768
VIII. CONCLUSION
In this paper, we systematically investigated the design and evaluation of a novel coded distributed computing (CDC)
framework, namely, batch-processing based coded computing (BPCC), for heterogeneous computing systems. The key idea
of BPCC is to optimally exploit partial coded results calculated by all distributed computing nodes. Under this BPCC
framework, we then investigated a classical CDC problem, matrix-vector multiplication, and formulated an optimization
problem for BPCC to minimize the expected task completion time plus a weighted batching overhead, by configuring the
computation load and number of batches assigned to each node. Based on whether the batching overhead can be neglected
or not, we designed two BPCC schemes, BPCC-1 and BPCC-2, for negligible and linear batching overheads, respectively.
The BPCC-1 was proved to provide an asymptotically optimal solution and outperform a state-of-the-art CDC scheme for
Table III. POWER OF DIFFERENT HARDWARE COMPONENTS IN THE UAV COMPUTING PLATFORM.
GPU (W) CPU (W) SOC (W) RAM (W) Wi-Fi (W) Others (W) Total (W)
Before running any tasks 0.153 0.602 0.620 0.809 0.010 0.755 2.949
Uniform uncoded 0.153 3.415 0.48 0.816 0.023 0.759 5.814
Load balanced uncoded 0.153 3.403 0.650 0.815 0.02 0.776 5.817
HCMM 0.153 3.411 0.656 0.816 0.022 0.765 5.823
BPCC-1 (pˆ = 20) 0.153 3.463 0.642 0.816 0.023 0.781 5.888
BPCC-2 (w = 0.002) 0.153 3.474 0.673 0.815 0.02 0.763 5.896
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Figure 13. Comparison of the a) average power and b) average energy consumption of different methods running on the UAV computing platform when
different percentages of unexpected stragglers are present.
heterogeneous clusters, namely, heterogeneous coded matrix multiplication (HCMM). The BPCC-2 generalizes BPCC-1 and
HCMM, and provides an approximated solution in a greedy manner.
To understand the impacts of BPCC parameters and illustrate the performance of the proposed BPCC schemes, we
conducted extensive simulation studies, as well as real experiments on two heterogeneous distributed computing systems:
1) an Amazon EC2 computing cluster, and 2) a UAV-based airborne computing platform. The simulation and experimental
results demonstrated that the proposed BPCC schemes outperform all benchmark schemes in various computing systems with
expected or unexpected stragglers, in terms of the task completion time. Moreover, BPCC-2 achieves the best performance in
real experiments, which validates our assumption that batching overhead exists in real computing systems and can increase
the overall computing time. Our experiments on the UAV computing platform also showed that the proposed BPCC schemes
consume much less energy compared with benchmark schemes, which is very important for many edge computing systems
with limited energy supply.
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