Abstract
Introduction
Texture classification has been paid much attention on by Image processing and computer vision scientists since 1980s. As texture classification has a close relationship with the sciences such as machine learning and artificial Intelligence. It functions in areas like pattern recognition, object tracking, defect detection, face tracking, Image Segmentation, Image retrieval and etc. Researchers try to offer methods to do texture classification with high accuracy by analyzing texture. So far, many methods have been offered to solve this problem, such as Texture classification based on random threshold vector [1] , Texture classification by statistical learning from morphological image processing [2] , Texture Classification and Defect Detection by Statistical Features [7] , Extracting of shape components for classification of textures based on texture elements [6] , A Combined Color, Texture and Edge Features Based Approach for Identification and Classification [5] . The techniques used to texture analysis or classification are discussed in four categories, statistical approaches, Structural approaches filter based methods, and model based approaches. Table 1 shows a summary list of some of the key texture analysis methods that have been applied to Texture classification or segmentation. Clearly, statistical and filter based approaches have been very popular.
Statistical texture analysis methods measure the spatial distribution of pixel values. They are well rooted in the computer vision world and have been extensively applied to various tasks. A large number of statistical texture features have been proposed, ranging from first order statistics to higher order statistics. Amongst many, histogram statistics, co-occurrence matrices, autocorrelation, and local binary patterns have been applied to texture Analysis or Classification. In structural approaches, texture is characterized by texture primitives or texture elements, and the spatial arrangement of these primitives. Thus, the primary goals of structural approaches are firstly to extract texture primitives, and secondly to model or generalize the spatial placement rules. The texture primitive can be as simple as individual pixels, a region with uniform gray levels, or line segments. The placement rules can be obtained through modeling geometric relationships between primitives or learning statistical properties from texture primitives. The filter based techniques largely share a common characteristic, which is applying filter banks on the image and compute the energy of the filter responses. The methods can be divided into spatial domain, frequency domain, and joint spatial/spatial-frequency domain techniques. Model based methods include, among many others, fractal models, autoregressive models, random field models, the epitome model, and the texem model.
In most approaches, which have been offered so far, researchers have tried to analyze and describe texture based on linear and non-linear patterns. In [3] , Suresh & Kumar proposed a new method to analyze texture. In [3] , a new concept called "Grain component" was put forward.
The algorithm, which has been proposed in this article for texture classification, in the first stage to analyze texture, has used the grain component concept. In the next stage, by measuring grain components, Grain components histogram has been defined and made. And, in the continuation, Statistical features have been extracted of histogram and an identification vector has been defined for every image to do texture classification. To increase the texture classification quality and the accuracy of the method, the color image of the texture has been divided to 3 sub-images in the color channels of R, G, and B and the proposed approach has been expanded to color images. The algorithm, which has been proposed in this article has not only a high speed in measurements, but also because of the texture images in every color channel individually, has done texture classification with a high accuracy. In the result section, to prove this claim, by gathering some images of textures in 4 models of stones, and applying proposed approach on them, stone texture classification has been done. The high accuracy in texture classification in the results shows the quality of offered approach.
Paper Organization
The reminder of this paper is organized as follows: Section two is related to the description of Primitive pattern units (PPU) and the way of this estimation. Section three is related to the description of building histogram of PPUs and feature extraction. Section four has an algorithm for computing the feature vector for color images. and finally, the results and conclusion included.
Primitive Pattern Units
In [3] the authors said that, the texture is characterized not only by gray value at a given pixel, but also by the gray value pattern in the surrounding pixels. Correspond to this description, so the texture has both local and global meaning, in the sense that it is characterized by the invariance of certain local attributes that are distributed over a region of an image. Based on this, the present paper proposes a novel design approach for texture classification based on number of grain components on a 3×3 mask. A grain component is a Primitive Pattern Unit (PPU) of morphology, because of which most significant and meaningful information of a texture often appears in the form of occurrence of pixels on a neighborhood. That's why the present study used sum of occurrence of PPU's for feature extraction and there by classification. There will be 7! ways of forming PPU's with two grain components for a 3×3 window. In the same way there will be 6!, 5!, 4!, 3!, 2! and 1! ways of forming PPU with 3, 4, 5, 6, 7 and 8 grain components respectively.. The frequency of occurrences of PPU's from one to eight grains are computed by the proposed algorithm on a 3×3 non overlapped mask for all stone textures. The Tables 2 represents the frequency of occurrences of PPU's for some of the stone textures respectively that will use in result part (the stone images converted to gray-level to compute the frequencies). It's important to say that, to compute the frequency of occurrence, there is thresholding stage. All of the thresholding methods like Valley-emphasis can be useable in this method but for increase the accuracy, Otsu method has been used in this paper. 
Image

Building Histogram & Feature Extraction
As it was pointed out in the previous section, the occurrence frequent of each primitive pattern units has been computed for each image. Now, the histogram of Grain components can be built up in each image. In this way, every grain component in the histogram is a bin and frequency of occurrence of them, is the height of that bin. This is observable in figure 5 . There, the occurrence frequency of each grain component has been computed for three images which are Granite1, Teravertine3 and Hatchet2, and then, theirs histograms has been drawn. (1)
Where P (g) is probability of grin component "g" in the image, So P(g) is computable by (5), it means the normalization of Grain component Histogram. Also according to the section 2, range of "g" is 0 to 8 for 3*3 masks. Consequently L is 8. For another size of masks like 5*5 or 7*7 or etc, there is a same way. The number of grain components just may increase but the dimension of feature vector is fixed. for example for 5*5 mask there is 25 form of grain components. Nonsensitivity to size of masks is one of advantages of the proposed approach.
Where N(g) is the frequency of occurrence of grain component "g" and M is the sum of the all grain components occurrence frequent. Some of the other statistical features like contrast, homogeneity and correlation can use, but the results shows this features cannot provide a good discrimination. For example the feature vector F1 is computed for Marble2, which is shown in equation (6 
Color Texture analysis & Classification
The approach which was explained in sections 2 and 3 can be used for Gray-level Texture classification. In this section, an approach was explained that can be expanded to the color texture images to increase the texture classification accuracy. In [4] , X.Maldague and A.
Akhloufi offered an approach to analyze the color images based on analyzing each color channels individually. In this article too, the same approach has been used to expand it to the color images. The space of the color images is usually RGB or they are capable of turning into RGB's space. Each color image in the space of RGB is consisting of 3 color channels of Red, Green and Blue. and, every pixel in each channel has a special intensity which makes a color pixel when being mixed. So, for every color channel, the frequency of occurrence of primitive pattern units can be computed individually by using the algorithm proposed in section2. The Tables 3 represents the frequency of occurrences of PPU's in each RGB channels individually for some of the stone color textures respectively that will use in result part.
In continuation, for every color channels, a grain components histogram is buildable. After making histograms and extracting statistical features of them, based on the algorithm proposed in section 3, three feature vectors are provided. Finally, by linking 3 feature vectors, a feature vector of 12dimension is provided for each texture image. Equation (7) Where HR is grain components histogram of color texture in red channel, also HG means histogram of grain components in green channel. HB is the same histogram in blue channel. The feature vector, computed by this approach for every color texture, is a very good characteristic for the label of that texture. Of different advantages in this feature extraction, facility of computing and adapting to different classifiers can be mentioned. Now, in order to do texture classification, it's enough to use some training images to make dataset of the textures for each label. Now, classifiers are used in the test data to do the classification. According to the introduction, the proposed approach can group in Statistical category and Model based category. Analysis the image by primitive pattern units and compute the amount of grain components means analysis the texture based on its texems so it can group in model based approaches. Also computing the statistical feature for grain components histogram groups the proposed approach in statistical category. Grain components histogram of granite 1in red, green and blue channel has shown in figure6 individually.
Preprocessing
To increase the quality of texture classification a preprocessing stage is need. 
Results
The approach offered in this article has got a practical and general aspect. It can be used to do classification on every kind of texture perfectly. To survey the quality of the proposed approach, stone texture classification was done. First, 80 high resolution color images were taken from different stone models named "granite" & "travertine" & "hatchet" and "marble" by a digital camera.
It means 20 images for every stone model. Then divided 52 images for the train stage, and, 28 images for the test stage. In continuation, the proposed approach was applied on the train images and a dataset was made with 52 samples, each of samples which having 12 dimensions, and each samples having a label, which is the model of that stone. Finally, getting help from classifiers, such as KNN, Decision Table, J48tree and Naïve beyes, the 32 test images were classified. Tables  4 & 5 show the accuracy rate of classifications. Also, using two other methods, like local binary pattern (LBP) and gray level co-occurrence matrix (GLCM), the classification was done. LBP and GLCM are describing some new features to texture analysis. After that, texture classification done by using classifiers. As it is seen, the accuracy rate in the proposed approach has been higher than in the previous ones. And, the dataset has got a high adaptation to the kinds of classifiers. That is an advantage for the texture analysis approach which is proposed in this article. Also introducing useful series of features and low computation complexity are some of the other advantages.
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1NN :
(Accuracy ± std-dev)
3NN :
5NN :
(Accuracy ± std-dev) Table 4 . Accuracy rate of classifiers on methods
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(Accuracy ± std-dev) Table 5 . Accuracy rate of classifiers on methods
Conclusion
The purpose of this article is offering an approach for texture classification. In this respect, in section 2, by using the concept of primitive pattern units, the texture has been analyzed. After that, by building histogram of grain components and extracting statistical features from that, the feature extraction has been done. So, a computable feature vector which has most meaningful information of texture is provided. Then the dataset was made in the train stage by using feature vectors which has been extracted from texture images. So, by using classifiers, texture classification was done in test stage. In the continuation, the approach was expanded to the color texture images. In the result section, the proposed approach was applied on the images of the 4 kinds of stones and the image texture was analyzed and the classification was done.
Also, for comparison, the images were analyzed and classified by 2 kind of previous methods name local binary pattern and gray level co-occurrence matrix. The results at the end show that the approach which has been proposed in this article has got a high ability and accuracy in texture classification. The main advantages of the proposed approach in this article can be mentioned in two points. 1-Corresponding with near all of the classifiers, 2-Introducing a series of new features which are able to be computed for different applications.
Future Work
One interesting future research direction is to use the proposed approach to texture segmentation or object tracking by analyzing the object or image via feature vector F total . Also future research direction is to use another color spaces such as HSV or YCbCr and compare the results with RGB space.
