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Resumen
Obtener el modelo de un feno´meno fı´sico basa´ndose en medidas experimentales garantizara´ que ese modelo descri-
bira´ mejor la realidad que los modelos ideales, obtenie´ndose las ecuaciones dina´micas que podra´n llegar a predecir
con mayor exactitud el comportamiento del sistema en el futuro. Se propone un me´todo de optimizacio´n basado en el
me´todo de Gauss-Newton, el cual consistira´ en reducir el error de ajuste entre un modelo planteado y un conjunto de
datos correspondientes a cierto feno´meno descrito por una ecuacio´n diferencial parcial (EDP). El me´todo sera´ aplicado
para estimar el cambio de distribucio´n de temperatura en un cuerpo a partir de datos sinte´ticos (no se obtienen por
medicio´n directa), sabiendo que el modelo ideal de este feno´meno esta´ dado por la ecuacio´n de difusio´n del calor. Te-
niendo en cuenta criterios como precisio´n, exactitud y rapidez de convergencia, se empleara´ el me´todo de diferencias
finitas para encontrar la solucio´n de la EDP.
Palabras claves: FDTD; optimizacio´n; DIFUSIO´N.
Abstract
Get the model of a physical phenomenon based on experimental measurements will ensure that this model best des-
cribed the reality that the ideal models, obtaining the dynamic equations which may extend to more accurately predict
system behavior in the future. An optimization method based on Gauss-Newton method, which consists in reducing
fitting error between a proposed model and a set of corresponding to a phenomenon described by a partial differen-
tial equation (PDE) data is proposed. The method will be applied to estimate the change of temperature distribution
in a body from synthetic data (not obtained by direct measurement), knowing that the ideal model of this phenome-
non is given by the equation of heat diffusion. Taking into account criteria such as precision, accuracy and speed of
convergence, finite difference method is used to find the solution of the EDP.
Keywords: FDTD; optimizacio´n; DIFUSIO´N.
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1. INTRODUCCION
El problema de mı´nimos cuadrados se con-
virtio´ en el pilar de la optimizacio´n en el mo-
delado de feno´menos, aunque muchos de los
aspectos ba´sicos de la optimizacio´n se desarro-
llaron en los siglos XVIII y XIX el verdadero
desarrollo de la programacio´n matema´tica co-
mienza con Andre-Louis Cholesky que durante
la I guerra mundial desarrollo´ el primer algo-
ritmo pensado para una computadora con el
propo´sito de resolver ecuaciones matriciales en
problemas de mı´nimos cuadrados, luego Dan-
tzing alrededor de 1940 desarrollo un me´todo
de programacio´n lineal para optimizar los recur-
sos de las fuerzas militares en la segunda guerra
mundial. Posteriormente se desarrollo´ por Po-
well Michael en 1970 el me´todo de interpolacio´n
cuadra´tica sucesiva el cual sirvio´ como base pa-
ra el desarrollando de algoritmos desarrollado-
res de modelos no lineales. Acoplar un me´todo
de resolucio´n nume´rica de ecuaciones diferen-
ciales parciales junto al problema de mı´nimos
cuadrados no lineales, tal y como se presenta en
este documento, surgira´ como alternativa para
aproximar modelos ideales a feno´menos reales
descritos por ecuaciones diferenciales parciales,
tales como el de difusio´n de calor. Actualmente
el calor se considera como una forma de energı´a
en tra´nsito debido a una diferencia de tempera-
tura en el espacio que cumple con las leyes de
la termodina´mica, sin embargo a pesar de que
la transferencia de calor se basa en las leyes de
la termodina´mica, estas no son suficientes para
explicar el feno´meno de la transferencia de calor.
2. LA ECUACION DE DIFUSION
Es una EDP de tipo parabo´lico, esta es usa-
da para analizar procesos de transporte. En
feno´menos de la fı´sica se presentan este tipo de
procesos tal como el transporte de energı´a te´rmi-
ca que ocurre con la difusio´n de calor. Se sa-
be de las leyes de la termodina´mica que cuan-
do se encuentran diferentes partes de un cuerpo
a distintas temperaturas, existira´ un transporte
de energı´a en forma de calor donde la energı´a
te´rmica fluira´ de las partes ma´s calientes a las
mas frı´as y se establecera´ gradualmente un es-
tado de equilibrio te´rmico en donde la tempe-
ratura sera´ distribuida uniformemente y perma-
necera´ constante a trave´s de todo el cuerpo.La
dina´mica de este proceso se describe por la ecua-
cio´n de difusio´n de calor, el caso ma´s simple se
presenta para difusio´n unidimensional, un ejem-
plo sera´ la difusio´n del calor en una barra de es-
pesor despreciable, el cual se encuentra descrito
por:
∂T
∂t
− α
(
∂2T
∂x2
)
= f (x, t), x ∈ D ⊂ R (1)
Donde f (x, t) es una expresio´n relacionada a
las fuentes de calor externas, si f (x, t) = 0 se di-
ce que el sistema esta´ aislado te´rmicamente y no
puede haber intercambio de calor con el entorno
excepto en las fronteras, pero esto no ocurre en
la realidad porque no es posible encontrar un
aislante perfecto para separar el sistema del en-
torno, siempre existira´ disipacio´n de la energı´a
te´rmica por radiacio´n y/o contacto (consideran-
do que el medio es un so´lido).
α = kρc es la difusividad te´rmica y es propia de
cada cuerpo, donde k es el coeficiente de dilata-
cio´n, ρ la densidad y c el calor especifico del me-
dio de propagacio´n. Es posible considerar la di-
fusividad te´rmica independiente de la posicio´n
si se asume que el cuerpo es homoge´neo
En la descripcio´n de un feno´meno no solo se
requiere la EDP que describe el proceso, tambie´n
es necesario el planteamiento del estado inicial
(Condiciones iniciales) y el comportamiento en
la frontera en la que ocurre el feno´meno (Condi-
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ciones de frontera), esto se debe a que la EDP por
si sola tendra´ como solucio´n una familia de fun-
ciones. La solucio´n debe ser u´nica para que se le
pueda dar una interpretacio´n fı´sica. Cuando se
posee la EDP junto con sus condiciones iniciales
y de frontera se dice que el problema esta´ bien
planteado.
3. SOLUCIO´N ECUACIO´N DE DIFUSIO´N
1-D POR FDM
A continuacio´n se aplicara´ el me´todo de dife-
rencias finitas para modelar la difusio´n del calor
a trave´s de una barra de cobre con las siguientes
particularidades.
La barra posee un espesor despreciable, lo
cual genera que la difusio´n se de a trave´s
de una sola dimensio´n.
La barra posee una longitud finita L = 180
mm.
El material que compone la barra es ho-
moge´neo con coeficiente de difusio´n α =
111 mm2/s correspondiente al cobre.
La barra no se encuentra aislada te´rmica-
mente, posee una fuente de calor externa
modelada por un f (x, t) lo cual convierte
la ecuacio´n de difusio´n en una EDP no ho-
moge´nea.
La temperatura de los extremos de la barra
es fija.
Se asume que la barra ha sufrido un calen-
tamiento inicial que genero´ una distribucio´n de
temperatura descrita por la funcio´n T(x, 0) =
sin(x) + 0,6 ∗ sin(3x) como se muestra en la fi-
gura.
Figura 1. Distribucio´n de temperatura inicial en un problema
de difusio´n del calor.
Se puede decir que el siguiente problema es-
pecifica los supuestos anteriores.

∂T
∂t
− α ∂
2T
∂x2
= 4e−( x−9030 )2 para 0 ≤ x ≤ 180mm
T(x, t) = 0 en ∂Ω
T0 = T(x, 0) = sin(x) + 0,6 ∗ sin(3x) para t = 0
(2)
Donde se puede observar que luego de dadas las con-
diciones iniciales al sistema se le introduce una fuente
con caracterı´sticas gaussiana con una fase de 90 mm
la cual ubica a la fuente en el centro de la barra como
lo describe la figura.
Figura 2. Modelo de difusio´n del calor unidimensional con
una fuente externa.
Donde la distribucio´n de temperatura para t > 0
solo puede ser conocida al resolver el problema plan-
teado. Para la solucio´n de dicho problema por el me´to-
do de diferencias finitas se introduce una malla en la
cual se ubicaran los valores conocidos determinados
por las condiciones iniciales y las condiciones de fron-
tera, para este problema seria el siguiente dominio.
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Figura 3. Condiciones iniciales y de contorno en un dominio
1D discretizado.
En el dominio discretizado se observan lo que se
denomina puntos de malla, al solucionar el proble-
ma solo en estos puntos se conocera´ la solucio´n de la
funcio´n, en las zonas intermedias de los puntos no se
puede conocer la solucio´n a menos de que los factores
h y k sean modificados de tal forma que la malla se
haga mas fina y se obtengan mayor nu´mero de pun-
tos lo que con lleva a obtener mas resultados de la
solucio´n para el mismo dominio.
La funcio´n evaluada en los puntos de malla de co-
lor rojo son conocida por las condiciones iniciales que
se le imponen al problema, de la misma forma ocurre
para los puntos de malla de color verde por las condi-
ciones de frontera.
La solucio´n del problema se alojara en una matriz
llamada matriz solucio´n. Para trabajar con esta matriz
inicialmente se debe:
Realizar el ana´lisis de Von Neumann para defi-
nir los valores de los intervalos espacial y tem-
poral h y k.
Obtener el nu´mero de intervalos M y N.
Definir el dominio espacial en que se trabajara´,
para este caso 0 ≤ x ≤ 180mm
Definir el dominio temporal, para este caso se
analizara´ la evolucio´n del sistema durante 17
segundos 0 ≤ t ≤ 17 s.
Introducir las condiciones iniciales a la matriz
solucio´n.
Introducir las condiciones de frontera a la ma-
triz solucio´n.
4. El METODO EXPLICITO
El me´todo explı´cito consiste en escoger un esque-
ma que al expandirlo se forma un sistema de ecuacio-
nes donde en cada ecuacio´n quedara´ una inco´gnita
en funcio´n de factores conocidos a partir de valores
anteriores de n y m, lo que hace inmediato conocer la
inco´gnita sin necesidad de conocer la solucio´n de las
dema´s ecuaciones.
Para ilustrar el me´todo explı´cito se toma el pro-
blema y se discretiza con el esquema forward-time
central-space descrito por.
Tn+1m − Tnm
k
− αT
n
m+1 − 2Tnm + Tnm−1
h2
= 4e−(
(xm−90)
30 )
2
(3)
donde al despejar el termino Tn+1m se obtiene:
Tn+1m = T
n
m + αµ
(
Tnm+1 − 2Tnm + Tnm−1
)
+ 4ke−(
(xm−90)
30 )
2
(4)
Donde se ha tomado µ =
k
h2
. Claramente se ob-
serva como se relaciona cada punto de malla con los
puntos vecinos, esta relacio´n lleva a la creacio´n de lo
que se le denomina mole´cula computacional o ce´lula re-
ticular la cual no es mas que una forma de ilustrar la
relacio´n que se da entre cada inco´gnita del esquema
con sus puntos vecinos.
Figura 4. Mole´cula computacional del esquema forward-
time central-space.
La mole´cula computacional brinda una gran ayu-
da ilustrativa ya que por medio de los valores que se
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le asignan a n y m la mole´cula puede ser desplazada a
trave´s de la malla de tal manera que se acomoden los
puntos conocidos en los cuadros de color azul, de esta
forma el punto que quede ubicado en el cuadro ama-
rillo podra´ conocerse inmediatamente a partir de la
relacio´n que se forma, es por esta razo´n que cuando se
utiliza el me´todo de diferencias finitas con mole´culas
computacionales que posean esta caracterı´stica son
denominados explı´citos.
Antes de empezar una implementacio´n con cual-
quier esquema se debe determinar si cumple con el
criterio de estabilidad. Con el objetivo de verificar
cuando el me´todo es estable se utiliza el ana´lisis de
Von Neumann sustituyendo Tnm = gneimθ en el esque-
ma FTCS. Con lo cual tenemos:
gn+1eimθ =
gneimθ + αµ
(
gnei(m+1)θ − 2gneimθ + gnei(m−1)θ
)
Dividimos todo por gneimθ .
g = 1+ αµ
(
eiθ − 2+ e−iθ
)
Reemplazamos 2cos(θ) = eiθ + e−iθ y factoriza-
mos −2. Quedando:
g = 1− 2αµ (1− cos(θ)) (5)
El factor de amplificacio´n g debe cumplir la con-
dicio´n de estabilidad |g| ≤ 1, esto equivale a decir:
|g|2 ≤ 1 (6)
Lo que resulta en:
−1 ≤ 1− 2αµ (1− cos(θ)) ≤ 1 (7)
Realizando una inspeccio´n cuidadosa a la relacio´n
anterior se puede decir que para cualquier valor de θ
la desigualdad de la derecha siempre es satisfecha de-
bido a que αµ siempre es positivo. Ahora tomando los
valores de θ que hacen al coseno mı´nimo y ma´ximo la
relacio´n se convierte en:
−1 ≤ 1− 4αµ ≤ 1 (8)
Notemos que la desigualdad se cumple para 0 ≤
αµ ≤ 0,5, con lo que se debe cumplir esta condicio´n
para que sea establecida la estabilidad en el esquema.
A partir de esta relacio´n y sabiendo que µ = k/h2 se
puede escribir k ≤ 0,5h2/α cuya desigualdad genera
el a´rea de estabilidad.
La relacio´n anterior es muy importante al momen-
to de definir los valores de h y k pues ellos son los que
proporcionan la estabilidad y su escogencia debe caer
en un punto contenido en el area roja de la figura (??).
Ası´ pues definiendo un intervalo espacial de h = 9mm
y el coeficiente de difusio´n del cobre α = 111mm2/s
la implementacio´n en Matlab podrı´a ser la siguiente:
h=9; %I n t e r v a l o e s p a c i a l en mm
a l f a =111; %C o e f i c i e n t e de difusi[U+FFFD]n d e l c o b r e
mu=0.48/ a l f a ; %Condici[U+FFFD]n de e s t a b i l i d a d
k=hˆ2∗mu; %I n t e r v a l o t e m p o r a l
x =0:h : 1 8 0 ; %dominio e s p a c i a l
t =0 : k : 1 7 ; %dominio t e m p o r a l
M=length ( x ) ; %N umero de i n t e r v a l o s e s p a c i a l e s
N=length ( t ) ; %N umero de i n t e r v a l o s t e m p o r a l e s
onde el intervalo temporal es k = 0:3503s y ha si-
do calculado de tal forma que se cumpla el criterio de
estabilidad con k = h2 = 0 : 48 < 0 : 5, el dominio
espacial se ha definido con 0x180mm tal cual como lo
plantea el problema al igual que el dominio temporal
0t17s. Los vectores ” y ”¨ definidos contienen la ubica-
cio´n de los puntos de malla en el dominio y la funcio´n
length() proporciona el numero de dimensiones que
contiene un vector lo que corresponde a el nu´mero de
intervalos.
A continuacio´n se crea la matriz solucio´n la cual
llamaremos T, primero que todo se procede a introdu-
cir las condiciones iniciales y condiciones de frontera
como sigue:
T0= i n l i n e ( ’ ( sind ( x ) + 0.6∗ sind (3∗x ) ) ’ , ’ x ’ ) ; %C o n d i c i o n i n i c i a l
f o r m=1:M
T ( 1 ,m)=T0 ( x (m) ) ; %I n t r o d u c i e n d o E s t ad o i n i c i a l d e l s i s t e m a
end
f o r n=1:N
T ( n , 1 ) = 0 ; %A p l i c a n d o condici[U+FFFD]n de f r o n t e r a i z q u i e r d a
T ( n ,M) = 0 ; %A p l i c a n d o condici[U+FFFD]n de f r o n t e r a d e r e c h a
End
La funcio´n T0 pudo haber sido declarada en un
archivo .m independiente lo cual es una gran ventaja
si se quisiera realizar cambios en esta condicio´n.
Hasta aquı´ se tiene la matriz solucio´n tal como lo
ilustra la figura, para obtener los valores de los demas
puntos de mallas se expande la relacio´n inicialmente
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para m = {2, 3, 4 . . . (M− 1)} con n = 1 con lo cual se
obtiene el siguiente sistema de ecuaciones:
T21 = Frontera izquierda
T22 = T
1
2 + αµ
(
T13 − 2T12 + T11
)
+ k f (x2)
T23 = T
1
3 + αµ
(
T14 − 2T13 + T12
)
+ k f (x3)
T24 = T
1
5 + αµ
(
T15 − 2T14 + T13
)
+ k f (x4)
... =
...
T2M−1 = T
1
M−1 + αµ
(
T1M − 2T1M−1 + T1M−2
)
+ k f (xM−1)
T2M = Frontera derecha
Donde al resolver dicho sistema se obtendra´ la
solucio´n del segundo nivel temporal. Luego se hace el
mismo proceso para n = {2, 3, 4, 5 . . . (N − 1)}, notar
que en los puntos para n = 1 las funciones T1m son
proporcionadas por las condiciones iniciales al igual
que las funciones Tn1 y T
n
M por las condiciones de fron-
tera.
La implementacio´n de este paso podrı´a realizarse de
la siguiente manera:
f = i n l i n e ( ’4∗exp (− ((x−90)/30)ˆ2) ’ , ’ x ’ ) ; %Dec la rando funci[U+FFFD]n f u e n t e
f o r n=1:N−1
f o r m=2:M−1
T ( n+1 ,m)=T ( n ,m) + ( a l f a∗mu∗(T ( n ,m+1)−2∗T ( n ,m)+T ( n ,m−1)) ) + k∗f ( x (m) ) ;
end
p l o t ( x , T ( n , : ) ) ; x l a b e l ( ’ x ’ ) ; y l a b e l ( ’T ’ ) ;
end
El for interno llena los niveles espaciales para un
nivel temporal que es proporcionado por el for ex-
terno. La funcio´n plot () gra´fica la relacio´n T vs x para
cada nivel temporal con lo que se obtendra´ la evolu-
cio´n de dicha relacio´n. Los comando xlabel() y ylabel()
son usados con el fin de darle una mejor presentacio´n
a la gra´fica obtenida.
con la anterior implementacio´n se obtuvieron los si-
guientes resultados:
Figura 6. Comportamiento de la distribucio´n de temperatura
a trave´s de una barra sometida a condiciones de frontera fijas
y a una fuente externa.
Las figuras mostradas anteriormente correspon-
den a la solucio´n para un nivel temporal determinado.
se observa como inicialmente se tiene un calentamien-
to ma´ximo en los puntos x=40mm y x=140mm luego
con cada paso en el tiempo se observa como gradual-
mente se va haciendo ma´ximo en la posicio´n x=90mm
lo cual se esperaba ya que en este punto fue ubicada la
fuente y dicha fuente posee una amplitud mayor que
las dos fuentes dadas por las condiciones iniciales.
Todos los niveles temporales se encuentran aloja-
dos en la matriz solucio´n T cuya gra´fica en 3D toman-
do el eje x como eje temporal seria:
mesh ( x , t , T ) ;
x l a b e l ( ’ x ’ ) ; y l a b e l ( ’ t ’ ) ; z l a b e l ( ’T ’ ) ;
a x i s ( [ 0 , 1 8 0 , 0 , 2 0 , 0 , 5 ] ) ;
Para obtener la siguiente figura:
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Figura 7. Evolucio´n de la distribucio´n de temperatura en una
barra de espesor despreciable con condiciones de frontera
Dirichlet.
5. ANA´LISIS Y RESULTADOS
Estimacio´n de para´metros en ecuaciones diferen-
ciales parciales considerando la solucio´n de una par-
ticular EDP:
u(x, t,Θ), con t > 0, y xl < x < xu (9)
Donde t y x representan tiempo y espacio respec-
tivamente y Θ = (θ1, θ2, ..., θP)T ∈ RP es el vector de
para´metros. En la descripcio´n de un feno´meno los va-
lores de los para´metros Θ∗ son desconocidos (quienes
proporcionan los estados reales del modelo), pero se
sabe que esta´n relacionados con el modelo (9) a trave´s
de las medidas (datos).
Denotando los puntos de observaciones en el
tiempo y el espacio como tn y xm, donde 1 ≤ n ≤ N
y 1 ≤ m ≤ M, asumiendo que k y h son las distan-
cias entre dos puntos consecutivos en el tiempo y el
espacio respectivamente. Tambie´n denotando:
unm(Θ) = u(tn, xm,Θ)
u˜nm = u
n
m(Θ
∗)
Por otra parte, las medidas pueden ser escritas co-
mo:
ynm = u˜
n
m + σ
n
m (10)
Donde ynm son el conjunto de datos y σnm el error en
el punto (ruido) (tn, xm) respectivamente, ası´ se obtie-
nen los datos sinte´ticos. Se asume que el error posee
una distribucio´n normal con media igual a cero y ma-
triz de covarianza R(N×M). La figura (??) muestra un
simple ejemplo de la relacio´n entre las medidas ynm y
el estado del modelo ideal (desconocido) u˜nm.
Figura 8. Superficie de la solucio´n real.
Figura 9. Superficie de la solucio´n medidas.
Entonces es posible formular el problema inverso
como sigue: Dado el conjunto de datos Y = ynm con
1 ≤ n ≤ N y 1 ≤ m ≤ M ∈ R(N×M) y dado el modelo
(9) se puede encontrar los para´metros Θ∗ que mejor
se ajusten a los datos.
Para cualquier valor Θ, se introduce la matriz de
residuales:
R(Θ) =

∑Mi=1 (u
1
m(Θ)− y1m)
∑Mi=1 (u
2
m(Θ)− y2m)
...
∑Mi=1 (u
N
m (Θ)− yNm )
 =

r1(Θ)
r2(Θ)
...
rN(Θ)
 ∈ R
(N)
(11)
tenga en cuenta que, se tienen residuales para cada
observacio´n en el tiempo tn y no para observaciones
en cada punto (tn, xm). Esto se puede extender fa´cil-
mente a problemas con ma´s dimensiones espaciales
de la siguiente manera:
R(Θ) =

∑M1,M2,...,Mdi1=1,i2=1,...,id=1 (u
1
m1,m2,...,md (Θ)− y1m1,m2,...,md )
∑M1,M2,...,Mdi1=1,i2=1,...,id=1 (u
2
m1,m2,...,md (Θ)− y2m1,m2,...,md )
...
∑M1,M2,...,Mdi1=1,i2=1,...,id=1 (u
N
m1,m2,...,md (Θ)− yNm1,m2,...,md )
 =

r1(Θ)
r2(Θ)
...
rN(Θ)
 ∈ R
(N)
(12)
t = {t0, t1, ..., tN} Puntos discretos en el tiempo
x = {x0, x1, ..., xM} Puntos discretos en el espacio
Y = {ynm} , 1 ≤ n ≤ N, 1 ≤ m ≤ M, Medidas en cada
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punto imax Nu´mero ma´ximo de iteraciones Θ(0) ←
Aproximacio´n inicial de los para´metros i0 → imax
V(Θ(i)) =
{
vnm(Θ(i))← unm(Θ(i))
}
Modelar esta-
do con Θ(i) R(Θ(i)) =
{
rn ← ∑Mi=1(unm(Θ)− ynm)
}
Calcular residuales con cada n J(Θ(i)) ={
∂rn(Θ)
∂θp
← rn(Θp+ε)−rn(Θp−ε)2ε
}
Calcular Jacobiano
∆Θ ← −[J(Θ(i))T J(Θ(i))]−1 J(Θ(i))T R(Θ(i)) Calcu-
lar el paso de Newton Θ(i+1) ← Θ(i) + ∆Θ Obtener
los nuevos para´metros
6. CONCLUSIONES
A partir de la implementacio´n del me´todo de di-
ferencias finitas se obtiene la solucio´n de la ecuacio´n
de difusio´n para problemas con una dimension tem-
poral y una o mas dimensiones espaciales. Haciendo
uso del lenguaje de programacio´n MATLAB se pro-
gramo´ este me´todo en archivos .m para luego ser
llamada como una funcio´n v3() la cual devuelve la
solucio´n de la ecuacio´n de difusio´n con el esquema
FTCS. Ana´logamente se realizo para el problema 2D
con el esquema de Crank-Nicolson. Las simulaciones
mostradas muestran las caracterı´sticas que se deben
tener la solucio´n de cada problema planteado al apli-
car el FDM y se observa como reproducen las leyes
fı´sicas implicadas en el proceso.
Crear un empalme entre un me´todo de optimiza-
cio´n y uno de resolucio´n de ecuaciones diferenciales
parciales brinda la posibilidad de obtener modelos
o´ptimos a partir de un conjunto de datos tal y como
se mostro´ en los resultados. los modelos o´ptimos ob-
tenidos con la estimacio´n de para´metros no fue exac-
tamente igual al modelo ideal tal y como se observo
en el caso unidimensional pero reproduce bastante
bien el conjunto de datos, si se escoge un modelo
adecuado el error tiende a cero luego de un nu´mero
considerable de iteraciones, se observo´ que cuando se
escoge un tipo de modelo adecuado se obtienen bue-
nos resultados incluso cuando se cuentan con datos
pobres e imprecisos como en el caso bidimensional
que se tenia desviacio´n del error un poco mayor del
5 % lo cual es desconsiderable desde el punto de vista
experimental.
En este caso teniendo en cuenta la rapidez de con-
vergencia se uso´ el me´todo de Gauss-Newton junto
con el me´todo de diferencias finitas pero el empalme
de estos dos me´todos poseen varias desventajas tales
como el sacrificio de precision por ganar rapidez de
convergencia, la limitacio´n de trabajar solo con domi-
nios rectangulares, requerimiento de que se escoja un
modelo muy adecuado al igual que se debe dar una
buena aproximacio´n inicial para que se de la conver-
gencia. Estas desventajas son apreciables si se trabaja-
se con problemas mas complejos, pero dichas desven-
tajas pueden ser removidas si se implementase dife-
rentes tipos de empalmes tales como:
el metodo de Newton junto con el metodo de di-
ferencias finitas (en caso de que se necesite mayor
precision), el metodo Gauss-Newton con elementos
finitos ( en caso de que se necesitara trabajar con un
dominio irregular), el metodo de secante con el de
volumenes finitos o cualquier otra combinacio´n que
sea necesaria segu´n el tipo de problema y el balance
de precision, rapidez de convergencia.
Como aporte al laboratorio quedan los co´digos
de las implementaciones realizadas de las cuales se
podra´ hacer uso y modificaciones para su mejora-
miento.
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