Let f : P n → P n be a morphism of degree d ≥ 2. The map f is said to be post-critically finite (PCF) if there exist integers k ≥ 1 and ℓ ≥ 0 such that the critical locus Crit f satisfies
Introduction
A rational map f : P 1 → P 1 of degree d ≥ 2 is said to be postcritically finite (PCF) if all of its critical points have finite forward orbits. PCF maps play a fundamental role in the study of one-dimensional dynamics; see Remark 6 for a brief history. In particular, PCF maps are ubiquitous in the sense that they are Zariski dense in the parameter space of all degree d rational maps of P 1 , and the same is true of the smaller collection of post-critically periodic (PCP) maps, which are the maps whose critical points are periodic; see [6, Theorem A] .
Fornaess and Sibony [8] introduced an analogue of PCF maps on P n for n ≥ 2, and a number of authors have constructed examples of such maps and studied their properties; see [1, 2, 5, 13, 14, 15, 21, 25] for examples in complex dynamics, and [3, 13] for some arithmetic results. Our aim in this paper is to explain why it is likely that the set of such maps is much sparser than in the one-dimensional case, and to prove a result which quantifies this statement for PCF maps having small tail length. We set the notation End n d := morphisms f : P n → P n of algebraic degree d, i.e., f * O P (1) = O P (d) .
We note that End n d is naturally identified with a Zariski open subset of P N , where N = (n + 1) d+n n − 1. More precisely, the variety End n d is the complement of the hypersurface in P N defined by the vanishing of the Macaulay resultant. See [23, Chapter 1] for details.
In this paper we always work over 1 F := an algebraically closed field of characteristic 0. given by homogeneous polynomials f i (x 0 , . . . , x n ) is the variety
The branch locus of f is the image of the critical locus, taken with the reduced scheme structure and denoted by If k and ℓ are chosen minimally, we say that f is PCF of Type (k, ℓ), where k is the period and ℓ is the tail-length. A PCF map with tail length 0 is said to be post-critically periodic (PCP).
Our main theorem says that in dimension greater than one, postcritically periodic maps are comparatively rare, and more generally the same is true for post-critically finite maps whose tail-length is at most 2.
Theorem 3. Let d ≥ 3 and n ≥ 2. Fix some ℓ ≤ 2. Then {f ∈ End n d : f is post-critically finite of Type (k, ℓ) for some k ∈ N} is contained in a proper Zariski closed subset of End n d . We conjecture that Theorem 3 is true for any fixed tail-length, and we ask whether it remains valid for the union over all tail-lengths. Question 5. Let d ≥ 3 and n ≥ 2. Is the set {f ∈ End n d : f is post-critically finite} contained in a proper Zariski closed subset of End n d ? Remark 6. One motivation for studying PCF endomorphisms in higher dimensions comes from work of Nekrashevych [18] , in which he studies the Julia set of a PCF map f : P N C → P N C using an associated iterated monodromy group. In [1] , Belk and Koch explicitly compute the iterated monodromy group associated to a particular example, which in fact turns out to be post-critically periodic. We also mention that the algebraic analogue of the partial self-covering property is exploited in [3] to show that extensions of number fields obtained by adjoining backward orbits of points relative to PCF endomorphisms of any smooth, projective variety are finitely ramified.
Remark 7. For ease of exposition, we work in the parameter space End n d , but we note that since the PCF property is invariant under PGL n+1 -conjugation, Theorem 3 could equally well be formulated for the dynamical moduli space M n d := End n d // PGL n+1 constructed via GIT in [17, 20] . And similarly for Conjecture 4 and Question 5. We briefly summarize the contents of this paper. In Section 2 we give various constructions of PCF maps and non-PCF maps, and in particular show that for all d and n, every period and tail length can occur. In Section 3 we prove that there is a Zariski dense set of f ∈ End n d such that C f is a variety of general type. (We thank Jason Starr for showing us this proof.) We use this in Section 4 to show that the set of PCP maps, i.e., the set of maps f of PCF Type (k, 0), is not Zariski dense. Section 5 contains two multiplicity lemmas. In Section 6 we construct maps whose branch locus has a minimally branched point and use this map to show that the set of f of PCF Type (k, 1) is not Zariski dense. Section 7 gives a general method for proving, for any fixed ℓ, that the set of f of PCF Type (k, ℓ) is not Zariski dense. This method requires showing that there exists a single map having certain properties. In Section 8 we construct such a map for ℓ = 2, thereby completing the proof that the set of f of PCF Type (k, 2) is not Zariski dense.
Examples of PCF maps
Before proving our main results on higher dimensioal PCF maps, we pause in this section to give a number of examples. We remark that in all of these examples, the critical locus C f is reducible, and indeed it is generally a union of rational hypersurfaces, the multiplicity Mult C f (f ) is strictly greater than 2 and generally equal to deg(f ), and the restriction f | C f : C f → B f is generally not 1-to-1. This highlights the difficulty of constructing maps whose critical and branch loci are sufficiently generic, and the existence of such maps is the key to proving results such as Theorem 3.
Example 9. The most obvious PCF map is the d-power map
Example 10 (Symmetric powers of PCF maps on P 1 ). Let f : P 1 → P 1 be a PCF map of degree d. Then the n-fold product map, which we denote by F n := f × f × · · · × f : (P 1 ) n −→ (P 1 ) n , descends to a map on the symmetric prodcut (P 1 ) n /S n . Using the standard isomorphism P n ∼ = (P 1 ) n /S n , we obtain a mapF n on P n such that the diagram in Figure 1 commutes. The vertical quotient map, denoted by π in Figure 1 , is n!-to-1, and its critical locus is the big diagonal in (P 1 ) n , i.e., C π = (p 1 , . . . , p n ) ∈ (P 1 ) n : p i = p j for some i = j .
We denote the branch of π by B π := π(C π ) ⊂ P n .
We observe that C π is reducible and that its irreducible components are rational, but all of the components have the same image in P n . Thus B π is an irreducible rational hypersurface in P n . Further, since the topological degree ofF n is equal to the topological degree of F n , which is d n , we see that the algebraic degree ofF n is d.
The postcritical portrait of a PCF map is the self-map of finite sets induced on the set of irreducible components of the postcritical locus. We now describe how the postcritical portrait ofF n can be deduced from the postcritical portrait of f . We are assuming that every p ∈ C f is pre-periodic under f , and we denote the tail-length and period of p by ℓ p and k p , respectively.
The commutative diagram in Figure 1 and the chain rule give CF n ⊆ π(C Fn ∪(F n ) −1 (C π )) and π((C Fn ∪(F n ) −1 (C π )) C π ) ⊆ CF n .
For p ∈ P 1 we denote by H p the reducible hypersurface (p 1 , . . . p n ) : p i = p for some i ⊂ (P 1 ) n , and we denote byH p := π(H p ) its irreducible, rational image in P n .
We have that
Since H p is not contained in C π , we conclude thatH p ⊆ CF n , so π(C Fn ) ⊆ CF n . We denote by E the reducible hypersurface
and we setẼ := π(E) ⊆ P n . We have
which implies that
ThusẼ is pre-periodic with tail-length and period both equal to 1.
We know that C π ⊆ C Fn , so by comparing the multiplicities along C π of π • F n andF n • π, we see that B π = π(C π ) ⊆ CF n . This lets us conclude that
For all p ∈ P 1 we have F n (H p ) = H f (p) , and thusF n (H p ) =H f (p) . Hence the irreducible componentH p of CF n is pre-periodic with taillength ℓ p and period k p . Putting this all together, we deduce that for all n ≥ 2, the mapF n is PCF of Type (k, ℓ) with
As a special case of Example 10, we obtain the following result. d such that f has exactly two critical points, one fixed, and one pre-periodic of Type (k, ℓ). More precisely, one can take f (x) = x d + c for an appropriate choice of c. It follows from (1) thatF n ∈ End n d is PCF of Type (k, ℓ).
Example 12. Koch [15] has used Teichmüller theory and Thurston's topological characterization of PCF maps on P 1 [7] to construct interesting PCF maps in all dimensions and degrees. We give a brief overview. Let φ : S 2 → S 2 be a degree d orientation preserving branched covering from a topological 2-sphere to itself. Suppose further that φ is PCF, i.e., has finite post-critical set P := φ n (x) : x is a critical point of φ and n > 0 .
Then that there is a holomorphic pullback map
induced by φ on the Teichmüller space T (S 2 , P ) of complex structures on (S 2 , P ), and the following are equivalent:
• The branched covering φ is homotopic to a PCF rational function on P 1 (C). • σ φ has a fixed point. See [7] for details of this result, which is due to Thurston. Teichmüller space T (S 2 , P ) is a non-algebraic complex manifold, but it is the universal cover of the algebraic moduli space M 0,P of markings of P 1 (C) by the set P . In turn, M 0,P can be identified with a Zariski open subset of P |P |−3 . The complement of M 0,P in P |P |−3 is a union of hyperplanes:
In [15] , Koch introduced PCF endomorphisms of P |P |−3 that descend from the transcendental Thurston pullback map. Suppose φ : (S 2 , P ) → (S 2 , P ) is PCF and satisfies:
(1) P contains a totally ramified fixed point p ∞ of φ, i.e., φ is a topological polynomial. (2) Either:
(a) Every other critical point of φ is also periodic, i.e., φ is PCP. (b) There is exactly one other critical point, p 0 , of φ, so in particular p 0 is pre-periodic. Then the inverse of σ φ descends to P |P |−3 ; i.e., there is a degree d PCF map R φ : P |P |−3 → P |P |−3 such that the diagram in Figure 2 commutes:
Koch describes the critical locus of R φ as well as its postcritical portrait. The critical locus of R φ is contained in ∆, and thus it is a union of hyperplanes. In particular, R φ is reducible, and no component The postcritical portrait of R φ can be deduced from the postcritical portrait of φ; for a complete description see [15, Propositions 6.1 and 6.2]. In particular, R φ is PCP if and only if φ is PCP, and in this case for every periodic critical point p = p ∞ of φ, there is at least one critical hyperplane of R φ in a periodic cycle of the same length as the cycle of p. It follows from the proof of [15, Proposition 6.1] that if R φ : P n → P n is PCF, then the components of its critical locus have period at most ⌈n 2 /4 + n⌉.
Next suppose that φ is not PCP, so we assume that it satisfies Condition 2b given earlier, i.e., there are exactly two critical points p 0 and p ∞ of φ, with p ∞ fixed, and p 0 pre-periodic. In this case, R φ can be written as α • f , where f is the d-th power map described in Example 9, and α is some automorphism of P n . Thus C R φ is the union of the coordinate hyperplanes H i := {x i = 0} for 0 ≤ i ≤ n. Each H i eventually maps into a periodic cycle of hyperplanes in ∆, but no H i is itself periodic. It follows from counting the number of hyperplanes in ∆ that if R φ is PCF Type (k, ℓ) then 1 ≤ k, ℓ ≤ n+1 2 . Example 13. Although our contention is that PCF maps are rare, it is perhaps not obvious that there exist any maps that are not PCF. So we take the time here to construct examples of non-PCF maps in End n d for all d ≥ 2 and all n ≥ 1. We consider the family of morphisms
In particular, the hyperplane
We claim that for all values of t and all k ≥ 0, the image f k (H 0 ) is a hyperplane, and that for most t values, the sequence of hyperplanes f k (H 0 ) does not repeat. To see this, we define a new map φ :
An easy induction shows that
Thus f k (H 0 ) is a hyperplane for all k ≥ 0, and if we choose any t ∈ F that is not preperiodic for φ, then the hyperplanes f k (H 0 ) will be distinct. So we are reduced to showing that the map φ has non-preperiodic points in the algebraically closed characteristic 0 field F. If F = C, this is obvious, since the set of preperiodic points is countable. For a countable field such asQ, one can use the fact that the preperiodic points are a set of bounded height, so there are non-preperiodic points for φ inQ, and indeed in Z. We leave the general case to the reader. We observe as an immediate consequence that for any fixed k and ℓ, the set
is not Zariski dense in End n d . This follows, since elimination theory says that the set (2) is Zariski closed, and our example says that the complement of (2) is non-empty, so (2) is not all of End n d . Of course, the fact that (2) is not Zariski dense for each fixed pair (k, ℓ) is much weaker than Theorem 3, which implies that if ℓ ≤ 2, then the set (2) is empty for all but finitely many k. And an affirmative answer to Question 5 would be even stronger, since it would say that (2) is empty for all but finitely many (k, ℓ) pairs.
Determinental varieties are of general type
A key tool in the proof that PCP maps are sparse is the following result, whose proof was shown to us by Jason Starr. Proof. The generic determinantal variety
is singular, but its singularities are relatively mild. More precisely, the generic determinantal variety D is canonical, and thus all global sections of (positive powers of) the dualizing sheaf on the singular determinantal variety lift to global sections (rather than to rational/meromorphic sections) of (positive powers of) the dualizing sheaf on any desingularization. This follows from results of Vainsencher [26] , who describes an explicit desingularizationD of D as the space of complete linear collineations. The result is also stated explicitly and proven in the preprint of Starr [24, Corollary 3.14] .
Since D has canonical singularities, and since the total space of the incidence correspondence is smooth over the parameter space of matrices, it follows that the inverse image of D in this total space also has canonical singularities. Thus when we project this total space to the parameter space of (n + 1)-tuples of homogeneous degree d polyomials, the (geometric) generic fiber has canonical singularities. Hence the open set of the parameter space consisting of fibers that have canonical singularities is dense.
Since these fibers have canonical singularities, they are of general type once the dualizing sheaf is ample. But for degree d maps P n → P n , the dualizing sheaf of the critical locus is the restriction of
Hence if d ≥ 3, then a general (n + 1)-tuple of degree d homogeneous polynomials has a critical locus whose desingularization is of general type.
Theorem 14 covers maps of degree d ≥ 3 for all dimensions n. For dimension 2 we can prove something stronger that includes quadratic maps.
Theorem 15. We consider the set of maps
is clearly Zariski open, so the only question is whether it's empty. To prove that E sm-irr d is not empty, we use [4, Theorem 1] , which says that for any smooth irreducible surface S ⊂ P r , the set of linear projections π : P r → P 2 such that the critical locus of π| S is smooth and irreducible is a non-empty Zariski open subset of the space of linear projections. (The special case that S is a Veronese embedding of P 2 is proven in [16] .) Taking S to be the image of the d-uple embedding ρ d : P 2 ֒→ P r [11, Exercise I.2.12], we see that compositions with linear projections π • ρ d correspond exactly to degree d rational maps P 2 → P 2 . So the desired result is the special case of [4] 
we see that C f is also critical for f k . We now apply [2, Theorem 4.1], which says that an irreducible curve in P 2 that is forward invariant for a non-linear morphism P 2 → P 2 is necessarily a rational curve, i.e., has genus 0. This contradicts g(C f ) ≥ 1, which completes the proof that the set E sm-irr In this section we prove the tail length 0 part of Theorem 3, i.e., we prove the following result: We assume that PCP n d (F) is a Zariski dense subset of End n d (F) and derive a contradiction.
Step 1: Theorem 14 tells us that
is a non-empty Zariski open subset of End n d (F). Under our assumption that PCP n d (F) is a Zariski dense subset of End n d (F), it follows that the intersection of PCP n d (F) with (3), i.e., the set {f ∈ PCP n d (F) : C f is irreducible and of general type}, is also a Zariski dense subset of End n d (F).
Step 2: We next show that for every map f in the set
i.e., there is an iterate of f that fixes every point in C f . To see this, we use the definition of PCP to find some
and it is known that for varieties of general type, every surjective endomorphism is an automorphism; see [9, Lemma 3.4] or [12, Proposition 10.10]. Further, the automorphism group of a variety of general type is finite; see [10] for a recent strong upper bound on its order. 3 Hence there exists an r such that f kr fixes every point of C f , and we take m(f ) = kr.
Step 3: We prove two useful lemmas.
Proof. Let K/Q be a number field that is a field of definition for V , and let D := dim(V ). Taking a projection onto a generic dimension D linear subspace of P n defined over K gives a generically finite dominant rational map π : V P D . We take non-empty Zariski open
a finite morphism, and we let r = deg(π • ). Then the map π • :
is surjective, since every point in U has at most r points in its inverse image. The points in V • (L) have bounded height, since we have assumed that V (Q) is a set of bounded height, and they also clearly lie in a field of bounded degree over K. In other words, the set on the left-hand side of (4) is a set of bounded degree and bounded height, so it is a finite set; see [22, Theorem 3.7] . The surjectivity of (4) implies that
Then dim Fix(f ) = 0. Proof. We first note that
is an intersection of 1 2 (n 2 + n) hypersurfaces of degree d + 1. So Fix(f ) is a subvariety of P n , and by a weak form of Bezout's theorem, we know that either
where as indicated D(n, d) depends only on n and d. (In fact, we can take D(n, d) = (d + 1) n .)
Suppose first that f ∈ End n d (Q). Then Northcott's theorem [19] (or see [22, Theorem 3.12] ) says that Per(f ) is a set of bounded height, so Lemma 17 tells us that every component of Fix(f ) has dimension 0, and since Fix(f ) has only finitely many components, this completes the proof that dim Fix(f ) = 0.
We next suppose that f ∈ End n d (F) and that dim Fix(f ) ≥ 1, so in particular the previous paragraph says that f is not defined overQ. Since End n d is of finite type, the map f is defined over some finitelygenerated extension of Q, which we may take, without loss of generality, to be the function field K(X) of a positive-dimensional variety X defined over a number field K. Using the assumption that dim Fix(f ) ≥ 1, and replacing K(X) with a finite extension if necessary, we may also assume without loss of generality that the number of K(X)-rational fixed points of f is at least m, for any given m.
We may specialize f at any point of X(K) to get a map defined overK =Q. There exists a non-empty Zariski-open set U ⊆ X so that for points x ∈ U(K), the specialization f x will still be an endomorphism of degree d, i.e., f x ∈ End n d (K). Further, if we choose any finite set of distinct points of P n over K(X), they will remain distinct after specialization on a non-empty, Zariski-open set of points x ∈ X(K).
Now suppose that there are at least D(n, d) + 1 distinct fixed points of f defined over K(X). By the argument above, there is a specialization f x defined overK which is itself a morphism of degree d, and such that the D(n, d) + 1 fixed points above specialize to D(n, d) + 1 distinct fixed points of f x . This contradicts what we have already shown, and so we must have dim Fix(f ) = 0.
Step 4: We resume the proof of Theorem 16. Let f be an element of the set {f ∈ PCP n d (F) : C f is irreducible and of general type}.
Applying
Step 2, we find an integer m = m(f ) ≥ 1 so that
The map f m is in End n d m (F), so applying Lemma 18 to the map f m tells us that dim Fix(f m ) = 0. Hence
contradicting our assumption that n ≥ 2.
Two multiplicity lemmas
In this section we prove two multiplicity lemmas that will be used to deal with PCF maps of tail length 1. And if Z is a zero-dimensional scheme and p ∈ Z, then Mult Z (p) is the scheme-theoretic multiplicity of Z at p. Lemma 20. Let X and Y be projective varieties of dimension n, let f : X → Y be a morphism, and let p ∈ C f be a point satisfying:
• The restriction f | C f is an immersion near p. Then we have: (a) The point p is an isolated point of f −1 (f (p)).
(b) The multiplicity of p in this set equals the multiplicity of f along its critical locus,
Proof. We let k = Mult C f (f ). We first note that since p is a smooth point of C f and f | C f is an immersion near p, it follows that f (p) is a smooth point of B f . We work in the completions of the local rings at p and f (p), so we can pick local equations s cutting out C f at p and t cutting out B f at f (p) such that f # (t) = s k . We complete s and t respectively to local coordinates (x 1 , . . . , x n−1 , x n ) = s for X at p and (y 1 , . . . , y n−1 , y n ) = t for Y at f (p) in such a way that (x 1 , . . . , x n−1 ) restrict to local coordinates for C f at p, and (y 1 , . . . , y n−1 ) restrict to local parameters for B f at f (p), and further so that in these coordinates, the map induced by f C f from the completion of the local ring of B f at f (p) to the completion of the local ring of C f at p is
Then in these coordinates, the map induced by f from the completion of the local ring of Y at f (p) to the completion of the local ring of X at p is 
where each f i is a power series in x n whose constant term is zero.
Claim. The set {1, x n , x 2 n , . . . , x k−1 n } is an F-basis for the vector sapce
Proof of Claim. Both spanning and linear independence can easily be shown directly.
We conclude that . , x n ]] x 1 + f 1 (x n ), . . . , x n−1 + f n−1 (x n ), x k n has dimension k over F, so p is an isolated point of multiplicity k in f −1 (f (p)).
Lemma 21. Let X and Y be projective varieties of dimension n, let f : X → Y be a morphism, and let p ∈ X and q ∈ Y be smooth points such that p is an isolated point of multiplicity k in f −1 (q).
Let (x 1 , . . . x n ) be coordinates at p, so the completion of the local ring to X at p is F[[x 1 , . . . , x n ]], and let (z 1 , . . . z n ) be coordinates at q, so the completion of local ring to Y at q is F[[z 1 , . . . , z n ]], and suppose that in these coordinates we have z i = f i (x 1 , . . . , x n ). Denote the maximal ideals of the completions of the local rings at p and q by m and n respectively.
(1) The following are equivalent:
(c) f has multiplicity 2 along C f near p.
Proof. Recall that
This implies the equivalence of (A) and (B). Nakayama's lemma implies the equivalence of (B) and (C). By definition, p ∈ C f if and only if the Jacobian of f , i.e., the induced map on tangent spaces, drops rank at p. The Jacobian at p is dual to the induced map from n/n 2 to m/m 2 . In turn, the map from n/n 2 to m/m 2 sends the basis {z 1 . . . , z n } to {f 1 , . . . , f n } mod m 2 . Thus the Jacobian at p is full rank if and only if {f 1 , . . . , f n } mod m 2 is an F-basis for m/m 2 , proving the equivalence of (C) and (D). This completes the proof of Part (1) of Lemma 21. For Part (2) we suppose that k = 2. By the preceding discussion, the set {f 1 , . . . , f n } mod m 2 does not generate m/m 2 . Let g 1 , . . . , g s be functions whose reductions modulo m 2 form a basis for m/m 2 Span {f 1 , . . . , f n } mod m 2 .
Note that we have that s ≥ 1. Also 1, g 1 , . . . , g s are linearly independent in F[[x 1 , . . . , x n ]] (f 1 , . . . , f n ) .
But
which implies that s = 1, and hence that 1, g 1 form a basis. We conclude that {f 1 , . . . , f n } mod m 2 span an (n − 1)-dimensional subspace, so without loss of generality we may assume that {f 1 , . . . , f n−1 } mod m 2 are linearly independent, and that {f 1 , . . . , f n−1 , g 1 } mod m 2 is a basis for m/m 2 . By Nakayama's lemma again, {y 1 , . . . , y n } := {f 1 , . . . , f n−1 , g 1 } generate m and form an alternate system of coordinates at p. With respect to these new coordinates, f n is a power series f ′ n in y 1 , . . . , y n . We expand f ′ n with respect to the last coordinate y n , f ′ n (y 1 , . . . , y n ) = c 0 + c 1 y n + c 2 y 2 n + · · · , where each c i is a power series in y 1 , . . . , y n−1 . Also ∂f ′ n ∂y n (y 1 , . . . , y n ) = c 1 + 2c 2 y n + 3c 3 y 2 n + · · · .
We know that 1, y n forms a basis for Let c 1 = c 1,1 y 1 + · · · + c 1,n−1 y n−1 + (higher order terms in m 2 ), where each c 1,i ∈ F. Then ∂f ′ n ∂y n = c 1,1 y 1 + · · · c 1,n−1 y n−1 + 2c 2,0 y n + (something in m 2 ).
We want to re-write f in coordinates y 1 , . . . y n at p and z 1 , . . . z n at q. We have the induced map on the completions of local rings,
In these coordinates, the Jacobian matrix J f is of the form
The critical locus C f is locally cut out by the determinant of J f , which in these coordinates is det(J f ) = df ′ n dy n = c 1,1 y 1 + · · · c 1,n−1 y n−1 + 2c 2,0 y n + (something in m 2 ).
Since c 2,0 is non-zero in F, we see that det(J f ) is non-zero in m/m 2 , which implies that C f is smooth at p. The tangent space to C f at p is cut out by the equation z i → y i for i = 1, . . . , n − 1, f ′ n mod det(J f ) for i = n. In these coordinates, it is clear that the map on cotangent spaces is surjective, so the map on tangent spaces is injective. Thus the map f | C f : C f → Y is an immersion near p, as desired. Finally, a direct application of Lemma 20 tells us that f has multiplicity 2 along C f near p.
A map with a minimally branched point
In this section we construct a map f whose branch locus contains a point that is minimally branched. We call this the "hyperplance construction" because the coordinates of the map f that we construct vanish along hyperplanes. Proof. (a) We take q = [0 : 0 : · · · : 0 : 1] ∈ P n , and we use X = [X 1 : · · · : X n+1 ] as homogeneous coordinates on P n . We are going to create a map
where the L i,j (X) are linear forms that will be constructed inductively.
We note that
In other words, the solutions to f (P ) = q are parameterized by the d n functions σ : {1, 2, . . . , n} −→ {1, 2, . . . , d}, where a given σ corresponds to the solution(s) P σ to the system of linear equations L 1,σ(1) (P ) = L 2,σ(2) (P ) = · · · = L n,σ(n) (P ) = 0.
(7)
To ease notation, we denote this set of index maps by We start our construction by setting L n+1,j (X) = X n+1 for all 1 ≤ j ≤ d,
i.e., we take f n+1 (X) := X d n+1 .
This allows us to dehomogenize X n+1 = 1, and then by abuse of notation, we write f = (f 1 , . . . , f n ) for the affine map f : A n → A n having affine coordinates (X 1 , . . . , X n ), and q = (0, 0, . . . , 0). We next assign the initial linear form in each f i to be X i , i.e., L 1,1 = X 1 , L 2,1 = X 2 , . . . , L n,1 = X n , and thus
The next step is to select the second linear form in f 1 , which we do by setting
This allows us to determine the solution P σ to (7) for the following two particular index maps σ 1 and σ 2 in [n : d]:
For these index maps we have
Now suppose that for a given k 1 , . . . , k n ∈ {1, . . . , d}, we have constructed linear forms L 1,1 , . . . , L 1,k 1 , L 2,1 , . . . , L 2,k 2 , . . . L n,1 , . . . , L n,kn , such that for every
the following hold:
• There is a solution P σ to (7) .
• The solutions P σ corresponding to the σ satisfying (8) are distinct except for the duplicate value P σ 1 = P σ 2 = q noted earlier. Suppose that k t < d for some 1 ≤ t ≤ n. Then we choose a linear form L t,kt+1 such that L t,kt+1 (P σ ) = 0 for all σ satisfying (8),
i.e., we want L t,kt+1 to not vanish at all of the previously selected points. We can find such a linear form by choosing a point in the dual spaceP n that is not on any of the hyperplanes defined by the previously selected P σ . (This is where we use the assumption that our field F is infinite, since it ensures that (P n )(F) is not covered by finitely many hyperplanes.)
Note that it also follows that for all σ satisfying (8), the hyperplane L t,kt+1 = 0 does not contain the line
since if it did, then the form L t,kt+1 would vanish at all points on this line, including P σ . Hence for every σ satisfying σ(i) ≤ k i for i = t and σ(t) = k t + 1, the hyperplanes L 1,σ(1) , L 2,σ(2) , . . . , L n,σ(n) intersect properly at a point P σ that cannot equal any of the previously constructed points.
Continuing this process, we end up with linear forms satisfies f * (q) = 2q + p 1 + p 2 + · · · + p d n −2 , where the points q, p 1 , . . . , p d n −2 are distinct. This completes the proof of Proposition 22(a). (b) Lemma 21 tells us that:
• p is the only point on C f that maps to q.
• p is a smooth point of C f .
• The map f | C f : C f → P n is an immersion near p. This implies that B f is smooth at q, so q lies on a unique irreducible component of B f , as desired. We know already that q ∈ B has exactly one pre-image point in C f , and that that pre-image point p is a smooth point of C f , which implies that the unique irreducible component C of C f containing p is the only irreducible component of C f mapping to B. Since f | C : C → P n is an immersion near p, it is generically 1-to-1. Finally, Lemma 21 also tells us that f has order 2 along C, which completes the proof of Proposition 22(b).
Remark 23. With minor modifications, the proof of Proposition 22(a) can be modified to construct a map satisfying f * (q) = ep + p 1 + p 2 + · · · + p d n −e for any e ≥ 2. To do this, in the proof we simply start by choosing L 1,2 , . . . , L 1,e to be linear forms defining hyperplanes in general position.
PCF maps with fixed tail length
In this section, we prove a number of results about PCF maps with fixed tail length ℓ. An immediate consequence will be a proof that PCF maps with tail length 1 are sparse, and the methods that we develop will then be used in Section 8 to show that PCF maps with tail length at most 2 are sparse.
We recall that in Section 4 we proved that a map f whose critical locus is irreducible and of general type cannot be PCP. The key to the proof is the fact that these assumptions imply that some iterate f m is an endomorphism of C f , and hence is an automorphism of finite order, since varieties of general type have finite automorphism groups.
More generally, suppose that f is PCF of type (k, ℓ). Then f k restricts to an endomorphism of f ℓ (C f ), but if f ℓ (C f ) is not general type, then it may admit endomorphisms that are not of finite order. On the other hand, by Theorem 14, we know that for most maps f , the critical locus C f is of general type. Our next proposition lays out a roadmap for proving that PCF maps with fixed tail length ℓ are sparse. It says, roughly, that such maps are sparse provided that we can find even a single map f with the property that f ℓ (C f ) is of general type. Using this proposition, we will easily be able to handle the case ℓ = 1, and with significantly more work as described in Section 8, the case ℓ = 2.
Proposition 24. Let n ≥ 2 and d ≥ 3 and ℓ ≥ 1. Suppose that there exists at least one endomoprhism f 0 ∈ End n d such that f ℓ 0 (C f 0 ) has an irreducible component B with the following properties:
The map f ℓ 0 has multiplicity 2 along C. Then the following are true:
(a) There is a non-empty Zariski open subset U n d,ℓ ⊂ End n d such that for all f ∈ U n d,ℓ : • C f is irreducible and of general type.
The set of PCF maps with exact tail length ℓ is not Zariski dense in End n d . We start with some preliminary results. ( has generic degree r n d,ℓ by construction. 4 In general, the automorphism group of a dynamical system f : P n → P n is Aut(f ) := {α ∈ PGL n+1 : α • f = f • α}. It is proven in [17] that if f is a morphism and d ≥ 2, then Aut(f ) is finite, and that the set of f ∈ End n d with Aut(f ) = 1 is a Zariski closed set. Lemma 26 . Suppose that there is an endomorphism f 0 ∈ End n d satisfying the hypothesis (1)-(4) of Proposition 24. Then the degree r n d,ℓ described in Lemma 25 satisfies r n d,ℓ = 1. Proof. We are given a map f 0 that satisfies the four hypotheses of Proposition 24. Since f 0 is in the closure of U n d,ℓ , we can find a map F : Spec F[[t]] → End n d such that the generic point Spec F((t)) maps to U n d,ℓ and the special point at t = 0 maps to f 0 . Taking a ramified base change if necessary, we obtain from F a family of degree d morphisms over Spec F[[t]] ,
Denote byĈ the underlying reduced scheme of the critical locus of F . It has pure codimension one. Denote byB ℓ the underlying reduced variety of the image F ℓ (Ĉ) of the universal critical locus under the ℓth iterate of F . Denote by F η the restriction of F to the generic fiber Spec F((t)) × P n and by F 0 the restriction of F to the special fiber P n F . By construction, we have:
• F ℓ η | Cη has degree r n d,ℓ . Further, since deg(F 0 ) = deg(F ) = d, the map F is not ramified along the special fiber. We conclude thatĈ is the Zariski closure ofĈ η and thatB ℓ is the Zariski closure of (B ℓ ) η .
Let p ∈ C be a smooth point such that:
• The points f 0 (p), f 2 0 (p), . . . , f ℓ 0 (p) = q are not in the critical locus C f 0 .
• The point p is not in the critical loci of any of the restrictions
Then p and q = f ℓ 0 (p) satisfy the conditions in Proposition 22(a) with respect to f ℓ 0 , that is, the divisor (f ℓ 0 ) * (q) is the sum of 2p and (d ℓ ) n − 2 points having multiplicity 1.
On the one hand, (F ℓ 0 ) −1 (q) is a subscheme of (F ℓ ) −1 (q), while on the other hand, both schemes have degree (d ℓ ) n over F. Therefore (F ℓ 0 ) −1 (q) = (F ℓ ) −1 (q). This means that p has multiplicity exactly 2 in (F ℓ ) −1 (q). Since the proof of Lemma 21 was local, we conclude thatĈ is smooth at p, and thatB ℓ is smooth at q. We also have that (B ℓ ) 0 is smooth at q.
Claim. The following are true:
] is smooth at q. Proof of Claim. We follow the proof of Lemma 21. Let (t, x 1 , . . . x n ) be coordinates at p, so the completion of the local ring to Spec F[[t]] × P n at p is F[[t, x 1 , . . . , x n ]], and let (z 1 , . . . z n ) be coordinates at q, so the completion of the local ring to Spec F[[t]] × P n at q is F[[t, z 1 , . . . , z n ]]. Using these coordinates, we suppose that F ℓ is given by
Without loss of generality, we may assume that
As in the proof of Lemma 21, we conclude that (t, x 1 , . . . , x n−1 ) restrict to local coordinates onĈ, and that (t, z 1 , . . . , z n−1 ) restrict to local coordinates onB ℓ . In these coordinates, the maps πĈ and πB ℓ are obtained, respectively, by forgetting all of the x i and z i coordinates, and thus they are smooth maps. This completes the proof of the claim.
We resume the proof of Lemma 26. The claim implies that there exists a section P : Spec F[[t]] →Ĉ with P (0) = p. Then Q := F ℓ • P is a section ofB. Since P η ∈Ĉ η , we see that P η appears in (F ℓ η ) −1 (Q η ) with multiplicity at least 2. On the other hand, by construction we know that (F ℓ ) −1 (Q)| t=0 has d n − 1 distinct F-points, and that (d ℓ ) n − 2 of them appear with multiplicity exactly 1. Hence (F ℓ η ) −1 (Q η ) must have at least (d ℓ ) n −2 distinct F((t))points appearing with multiplicity exactly 1. Therefore (F ℓ η ) −1 (Q η ) must have exactly (d ℓ ) n − 1 distinct F((t))-points, with exactly one of them, P η , appearing with multiplicity 2. Proposition 22(b) implies that (F ℓ η )|Ĉ η has degree 1, so r n d,ℓ = 1, as desired. We can now finish the proof of Proposition 24. It is now a simple matter to prove that PCF maps with tail length ℓ = 1 are sparse.
Proof of
Theorem 27. Let n ≥ 3 and d ≥ 3. Then , the map f is not PCF of tail-length 1.
PCF maps with tail-length 2 are sparse
The main result of this section is as stated in the title. As in the previous section, we begin with a number of preliminary results.
Lemma 28. Let n ≥ 2, and let f : P n → P n be a morphism of degree d ≥ 2. Suppose that H ⊂ P n is a hypersurface satisfying:
Then there exists an s < r and an automorphism α ∈ Aut(P n ) such that f | α(H) is generically s-to-1.
Remark 29. Applying Lemma 28 repeatedly, we see that there exists an α ∈ Aut(P n ) such that f | α(H) is generically 1-to-1. where for notational convenience we let D denote the frequently appearing quantiy D = D(d, n, e, r) := d n−1 e/r. We pick a line L such that the intersection L∩f (H) has the following properties:
• L and f (H) intersect transversally.
• The intersection consists of exactly D smooth points of f (H), say
It is possible to find such a line L because the "bad locus" that we must avoid has codimension at least 2 in P n .
By construction, L is not contained in B f , so f −1 (L) is a curve C of degree d n−1 . Also, the intersection C ∩ H is transversal, consisting of exactly d n−1 e = rD smooth points of H, which we label as Without loss of generality, we may assume that p 1,1 = [1 : 0 : · · · : 0] and p 1,2 = [0 : 1 : 0 · · · : 0].
For all i and j, the point p i,j is not in the branch locus of f , so f induces isomorphisms of completions of local rings of P n . Writing R p for the completion of the local ring at p, we have
We pick a local parametrization of C near p 1,1 , i.e., we fix a map P 1,1 : Spec F[[t]] → C with P 1,1 (0) = p 1,1 that induces an isomorphism between F[[t]] and the completion of the local ring of C at p 1,1 . We then obtain a local parametrization of C near p 1,2 as follows: First we pre-compose P 1,1 with a specified involution of Spec F[[t]] , then we apply f 1,1,2 . Specifically, we set P 1,2 (t) = f 1,1,2 (P 1,1 (−t)),
and then (f • P 
We note that d dt f (P 1,2 (t)) t=0 = 0, so taking derivatives of (10) and evaluating at t = 0 yields
The condition on t that the points We note that α has the following properties:
Condition (13) implies that for t = 0, i.e., over the generic point Spec F((t)) , we have f (α t (p 1,1 )) = f (α t (p 1,2 )).
We conclude that f (α t (p 1,1 )) and f (α t (p 1,2 )) restrict to distinct points of L F((t)) .
We can parametrize the intersection points of α t (H) ∩ C F[[t]] , i.e., we can find maps P i,j : Spec F[[t]] → α t (H) ∩ C such that P i,j (0) = p i,j for all i, j. We have that P 1,1 (t) = α t (p 1,1 ), On the other hand, for t = 0, i.e., over Spec F((t)) , we have f • P 1,1 = f (α t (p 1,1 )) = f (α t (p 1,2 )) = f • P 1,2 .
Thus (f (α t (H)) ∩ L)(Spec F((t)) ) contains at least D + 1 distinct points, specifically f • P 1,1 , f • P 2,1 , . . . , f • P D,1 , f • P 1,2 ∈ f (α t (H)) ∩ L Spec F((t)) . = deg(f (α t (H))) ≥ |f (α t (H)) ∩ L| ≥ D + 1 > D.
Since D = d n−1 e/r, this gives a strict inequality deg(f | αt(H) ) < r, which completes the proof of Lemma 28 over the algebraically closed characteristic 0 field F.
Lemma 30. Let n ≥ 3 and d ≥ 3 and ℓ = 2. Then there exists an f 0 ∈ End n d that satisfies Conditions (1)-(4) of Proposition 24. Proof. By Proposition 22 and Theorem 14, there exists f ∈ End n d such that
• C f is irreducible and of general type.
• f is not PCF with tail length 1, i.e.,
• f : C f → B f is generically 1-to-1.
• f has multiplicity 2 along C f Thus f satisfies conditions (1), (2) and (4) of the hypotheses of Proposition 24. If f | B f is generically 1-to-1, then f also satisfies condition (3) so we are done. If not, we use Lemma 28 to find an α ∈ PGL n+1 such that f | α(B f ) is generically 1-to-1. Set f 0 = α • f . Then
This last map (f 0 )| B f 0 is generically 1-to-1 because f | α(B f ) is generically 1-to-1 and α is everywhere 1-to-1. Finally the multiplicity of f 0 equals the multiplicity of f along C f 0 = C f , thus is 2. Thus f 0 satisfies the hypotheses of Proposition 24 for ℓ = 2.
We now have the tools to prove the main result of this section, which is that PCF maps with tail length at most 2 are sparse. 
