We construct efficient banks of templates suitable for all-sky narrow-band searches of almost monochromatic gravitational waves originating from spinning neutron stars in our Galaxy in data collected by interferometric detectors. We thus assume that both the position of the gravitationalwave source in the sky and the wave's frequency together with spindown parameters are unknown. In the construction we employ simplified model of the signal with constant amplitude and phase which is a linear function of unknown parameters. All our template banks enable usage of the fast Fourier transform algorithm in the computation of the maximum-likelihood F-statistic for nodes of the grids defining the bank and fulfill an additional constraint needed to resample the data to barycentric time efficiently. Our template banks are suitable for larger range of search parameters than the banks previously proposed and compared to them they have smaller thicknesses for certain values of search parameters.
We construct efficient banks of templates suitable for all-sky narrow-band searches of almost monochromatic gravitational waves originating from spinning neutron stars in our Galaxy in data collected by interferometric detectors. We thus assume that both the position of the gravitationalwave source in the sky and the wave's frequency together with spindown parameters are unknown. In the construction we employ simplified model of the signal with constant amplitude and phase which is a linear function of unknown parameters. All our template banks enable usage of the fast Fourier transform algorithm in the computation of the maximum-likelihood F-statistic for nodes of the grids defining the bank and fulfill an additional constraint needed to resample the data to barycentric time efficiently. Our template banks are suitable for larger range of search parameters than the banks previously proposed and compared to them they have smaller thicknesses for certain values of search parameters. 
I. INTRODUCTION
One of the primary sources of gravitational waves which currently operating ground-based interferometric detectors LIGO [1], Virgo [2] , GEO600 [3] , and TAMA300 [4] are trying to detect, are rotating neutron stars located in our Galaxy. They are expected sources of almost monochromatic gravitational waves and in the present paper we consider the problem of construction of efficient banks of templates needed to detect this kind of waves.
Depending on what is a priori known about gravitational-wave sources we are looking for, searches can be splitted into targeted, directed, and all-sky (or blind) searches. In targeted searches both the position of the source in the sky and the wave's frequency together with spindown parameters are known. If one assumes that only the position of the source in the sky is known but one does not know the frequency and the spindown parameters, one performs directed searches for gravitational-wave signals. Finally, in all-sky or blind searches one assumes that both the position of the source in the sky and the frequency and spindown parameters are not known.
Several searches for almost monochromatic gravitational waves originating from spinning neutron stars in our Galaxy were already performed in the data collected by the LIGO, Virgo, and GEO600 detectors. The results of targeted searches were published in Refs. [5] [6] [7] [8] [9] [10] (with recent searches for gravitational waves from Crab and Vela pulsars reported in [8, 9] and [10] , respectively). The results of the first directed search for gravitational waves from the supernova remnant Cassiopeia A were * andrzej@alpha.uwb.edu.pl † pio@alpha.uwb.edu.pl published in Ref. [11] . Results of all-sky searches of data collected during LIGO science runs S2-S5 were reported in Refs. [12] [13] [14] [15] [16] . An Einstein@Home initiative (running on the BOINC infrastructure [17] ) has performed all-sky searches on S4 and S5 LIGO data [18] [19] [20] . Recent results for the searches of continuous waves with the LIGO and Virgo detectors were shortly reviewed in [21] . In all these searches several different data analysis strategies were employed. In the present paper we restrict ourselves to detection of gravitational-wave signals and estimation of their parameters by means of the maximum-likelihood (ML) principle. We also assume that the noise in the detector is Gaussian and stationary (details of the ML detection in Gaussian noise can be found e.g. in [22, 23] and in Chapter 6 of [24] ). In the case of targeted searches several statistics by means of which one can test whether data contains gravitational-wave signal were derived in Refs. [25, 26] from the ML principle and also using the Bayesian approach together with the composite hypothesis testing. The ML principle was also used in the directed search reported in Ref. [11] (see also [27] ). Data analysis tools and algorithms needed to perform, within the ML approach, an all-sky narrow-band search for almost monochromatic gravitational-wave signals were developed in detail in the series of papers [28] [29] [30] [31] [32] (see also Refs. [33, 34] ).
Within the ML approach one considers the likelihood ratio Λ[x; θ] which is a function of the data x and the parameters θ of the gravitational-wave signal we are looking for. ML detection of the signal relies on the computation of Λ[x; θ] maximized over all possible values of the parameters θ and comparing this maximum with a threshold. In the case of directed or all-sky searches the unknown parameters θ can be divided into two groups, θ = (A, ξ). The first group A consists of four extrinsic (or amplitude) parameters: an overall amplitude of the waveform, its initial phase, the polarization angle of the wave, and the inclination angle of the star's rotation axis with respect to the line of sight. The second group ξ contains intrinsic (or phase) parameters: the frequency of the wave, the spindown parameters, and the two more parameters depending on the position of the gravitationalwave source in the sky (they are known in the case of directed searches). Maximization of the Λ with respect to amplitude parameters A can be done analytically by solving the set of equations ∂Λ/∂A = 0; their solution with respect to A defines the ML estimatorsÂ =Â[x; ξ] of the parameters A. Then the F -statistic is defined as the logarithm of the likelihood ratio Λ after replacing in Λ the amplitude parameters A by their ML estimatorŝ A: F [x; ξ] := ln Λ[x;Â[x; ξ], ξ].
The F -statistic is a multidimensional random field as it depends on the detector's noise which is a stochastic process. Maximization of the F -statistic over the phase parameters ξ can be done only numerically. To find the maximum of the F -statistic one constructs a bank of templates in the space of the parameters ξ, which is determined by a discrete set of points, i.e. a grid in the parameter space. The grid is chosen in such a way, that for any possible gravitational-wave signal present in data there exists a grid point such that the expectation value of the F -statistic computed for the parameters of this grid point is not less than a certain fixed minimal value.
In the case of directed searches in the construction of the template banks one can use the simplified polynomial phase model of the gravitational-wave signal. This model was introduced in Ref. [29] (see Sec. V D and Appendix C there); in the model the signal's amplitude is constant and the phase is a polynomial function of time. It was found (in Sec. V E of [29] ) that in the case of directed searches the polynomial phase model reproduces very well the covariance matrix (defined as the inverse of the Fisher matrix) for the ML estimators of the parameters of the exact gravitational-wave signal. The polynomial model was accepted in the search reported in Ref. [11] (see also [27] ). In this search the phase of the gravitational-wave signal was modeled as a third-orderin-time polynomial (i.e. the frequency of the wave and its first and second spindown parameters were taken into account), and a template bank based on a body-centered cubic lattice was used. Efficient banks of templates for a second-order-in-time polynomial phase model was recently constructed in Ref. [35] .
In the series of papers [28] [29] [30] [31] [32] it was argued and checked by numerical simulations of the detection procedure that in the case of all-sky narrow-band searches in the construction of the template banks one can employ another simplified model of the gravitational-wave signal, the so called linear phase model, in which the amplitude of the signal is assumed to be constant and the signal's phase is a linear function of the unknown parameters. The model was introduced in Sec. V B of Ref. [29] , and in Sec. V E of [29] it was checked that the linear model reproduces well the covariance matrix (defined again as the inverse of the Fisher matrix) for the ML estimators of the parameters of the exact gravitational-wave signal.
This model is accepted in the present paper.
For the linear phase model the expectation value of the F -statistic depends [see the key Eq. (2.29) below] on the signal-to-noise ratio ρ and on the value of the autocovariance function C 0 (ξ, ξ ′ ) of the F -statistic (the subscript '0' indicates that the autocovariance is calculated in the case when data is a pure noise) computed for the intrinsic parameters of the template (ξ) and the gravitationalwave signal (ξ ′ ), respectively. The signal-to-noise ratio ρ we can not control, therefore we fix its minimal value. Then to construct bank of templates one needs to choose some minimum value C min of the autocovariance function C 0 and look for such a grid of points that for any point ξ ′ in the intrinsic parameter space there exists a grid node ξ such that the autocovariance C 0 (ξ, ξ ′ ) computed for the parameters ξ and ξ ′ is not less than C min . The autocovariance C 0 (τ ) (for linear phase model it depends on ξ, ξ ′ only through the difference τ := ξ − ξ ′ ) can be approximated by taking the Taylor expansion (up to the second-order terms) of C 0 around its maximum at τ = 0. Then isoheights of such approximated autocovariance function C 0 are hyperellipsoids. The problem of constructing bank of templates can thus be formulated as a problem of finding optimal covering of the signal's parameter space by means of identical hyperellipsoids defined as isoheights of the autocovariance function C 0 of the F -statistic.
In our paper we are interested in such searches for almost monochromatic gravitational-wave signals for which the number of grid points in the parameter space is very large and the time needed to compute the F -statistic for all grid nodes is long. Then it is crucial to use in the computation the fast numerical algorithms. Because the computation of the F -statistic involves calculation of the Fourier transform, one would like to use the fast Fourier transform (FFT) algorithm. The FFT algorithm computes the values of the discrete Fourier transform (DFT) of a time series for a certain set of discrete frequencies called the Fourier frequencies. Thus it will be possible to use the FFT algorithm in computation of the F -statistic, provided the grid points will be arranged in such a way, that the frequency coordinates of these points will all coincide with the Fourier frequencies. All grids constructed in our paper fulfill this requirement.
The construction of efficient template banks for matched-filtering searches was considered in Ref. [36] and the usage of random template banks and relaxed lattice coverings for gravitational-wave searches was recently discussed in Ref. [37] (see also [38] [39] [40] ). As explained above we are interested in searches involving data streams so long, that the time performance of the search crucially depends on the ability of using the FFT algorithm. This enforces the above-mentioned constraint which is not fulfilled by grids considered in Refs. [36] [37] [38] [39] [40] . Therefore our work can be considered as being complementary to the studies performed in Refs. [36] [37] [38] [39] [40] . Grids enabling the use of the FFT algorithm in the ML detection of gravitational-wave signals from white-dwarf bi-naries in the mock LISA data challenge were devised in Ref. [41] (see also [42, 43] ), where the geometric approach (initialized in [44, 45] for searches of gravitational waves from inspiralling compact binaries and then developed also for searches of continuous gravitational waves, see [46] ) was employed and the grids were constructed by some deformation of the optimal lattice coverings A ⋆ d in d = 3, 4 dimensions. The algorithm needed to construct bank of templates for all-sky narrow-band searches for almost monochromatic gravitational waves fulfilling the FFT-related constraint was devised in Sec. IV of Ref. [32] . In Sec. V below we compare the grids constructed in the present paper with those developed in [32] .
The organization of the paper is as follows. In Sec. II we introduce the linear phase model of the gravitationalwave signal. We consider here the phase with one spindown parameter included. For this model we compute the F -statistic and its expectation value in the case when the data contains the gravitational-wave signal. In Sec. III we introduce some mathematical notions related with coverings and we formulate the constraints we want to force on grids. Section IV is devoted to construction of two different families of grids. The grids enable usage of the FFT algorithm in the computation of the Fstatistic for nodes of the grids and fulfill an additional constraint needed to resample the data to barycentric time efficiently. In Sec. V we discuss our results. Appendix A gives some details of the optimal 4-dimensional A ⋆ 4 lattice and Appendix B contains a brief sketch of the algorithm we use to find covering radius of given lattice.
II. AUTOCOVARIANCE FUNCTION OF THE F-STATISTIC
We assume that the noise n in the detector is an additive, stationary, Gaussian, and zero-mean continuous stochastic process. Then the logarithm of the likelihood function is given by
where x denotes the data from the detector, h is the deterministic signal we are looking for in the data, and (· | · ) is the scalar product between waveforms defined by
Here˜stands for the Fourier transform, * denotes complex conjugation, and S n is the one-sided spectral density of the detector's noise n (S n is defined thus for frequencies 0 ≤ f < +∞). We are interested in narrow-band searches for almost monochromatic signals, i.e. such signals for which the modulus of the Fourier transform is concentrated (for frequencies f ≥ 0) around some 'central' frequency f c > 0 and S n is a slowly changing function of f in the vicinity of the frequency f c . If both waveforms h 1 and h 2 in Eq. (2.2) have their Fourier transforms concentrated around the same frequency f c , then we can replace S n (f ) in the integrand of (2.2) by S n (f c ) and, after employing the Parseval's theorem, approximate the scalar product by
(2.3) Here t i − T o /2; t i + T o /2 denotes observational interval, so T o is the length of observation time, and t i − T o /2 is the moment at which the observation begins. The time averaging operator · is defined by
Using the formula (2.3) we can write the log likelihood ratio from Eq. (2.1) as
In construction of template banks we employ an approximate model of the continuous gravitational-wave signal from a rotating neutron star (this model was introduced in Sec. V B of Ref. [29] ). The approximation relies on (i) assuming that the amplitude of the signal is constant, so we neglect the slowly varying modulation of the signal's amplitude due to motion of the detector with respect to the solar system barycenter (SSB); (ii) neglecting all spin downs in the phase modulation due to motion of the detector with respect to the SSB; (iii) discarding perpendicular to the ecliptic component of the vector connecting the SSB and the detector. This leads to the signal's model which is called linear because it has the property that its phase is a linear function of the parameters. The approximate signal's model can be written as 6) where h 0 ia a constant amplitude and Φ 0 is a constant initial phase. The time-dependent part Φ(t; ξ) of the phase depends on the s + 3 parameters ξ,
and has the following form
The dimensioneless parameters ω k are defined as
where f (0) 0 ≡ f 0 is an instantaneous frequency of the gravitational wave computed at the SSB at t = 0 and f (k) 0 (k = 1, . . . , s) is the kth time derivative of the instantaneous gravitational-wave frequency at the SSB evaluated at t = 0. The parameters α 1 and α 2 are related with the position of the gravitational-wave source in the sky through the definitions α 1 := 2πf 0 (sin α cos δ cos ε + sin δ sin ε), (2.10a)
where α is the right ascension and δ is the declination of the source, ε is the obliquity of the ecliptic. The functions µ 1 (t) and µ 2 (t) are known functions of time,
where (R Let us introduce two new parameters,
(2.12)
and the signal h can be written as follows
The time average h 2 equals
(2.14) For observations which last at least several hours and for gravitational-wave frequencies of the order of tens of Hertz or higher, to a good approximation
Then the time average (2.14) simplifies to
Making use of (2.16) we compute the optimal signal-tonoise ratio ρ for the signal (2.13):
. (2.17)
1 The definitions of the SSB and celestial coordinate systems are given in Sec. II of Ref. [28] .
Substituting Eqs. (2.13) and (2.16) into (2.5) we get the following formula for the log likelihood ratio of the signal (2.13):
Next we maximize ln Λ with respect to the parameters h 1 and h 2 by solving equations
The unique solution to these equations, 20) gives the maximum-likelihood estimators of the parameters h 1 and h 2 . After replacing in Eq. (2.18) the parameters h 1 and h 2 by their estimators h 1 and h 2 , we obtain the reduced log likelihood ratio which is called the F -statistic:
Making use of exp(−iΦ) = cos Φ − i sin Φ (for Φ ∈ R) and the definition (2.4), it is easy to rewrite the F -statistic (2.21) in the form
We now study the expectation value of the F -statistic (2.21) in the case when the data x contains some gravitational-wave signal h, i.e.
where
collects the parameters of the gravitational-wave signal present in the data. We want thus to compute 24) where the subscript '1' means that the expectation value is computed in the case when the data contains some signal. One can show that 25) where
. The right-hand side of the above equation can be expressed in terms of the autocovariance function C 0 of the F -statistic (the subscript '0' means here that the autocovariance is computed in the case when the data contains only noise). In the signal-free case the F -statistic F [n; ξ] is the random field which depends on the parameters ξ, and its autocovariance function is defined as
26) where m 0 is the signal-free expectation value of F :
In Sec. IV of Ref. [30] it was shown that the autocovariance function C 0 of the F -statistic for the narrow-band gravitational-wave signal of the form (2.13) can be approximated by
therefore the expectation value (2.25) can be written as
The phase Φ of the gravitational-wave signal (2.13) depends linearly on the parameters ξ [see Eq. (2.8)], therefore the autocovariance (2.28) depends only on the differences between ξ and ξ ′ :
If one introduces τ := ξ − ξ ′ , one can thus write
Let us note that C 0 attains its maximal value equal to 1 for τ = 0 (i.e. for ξ = ξ ′ ).
We will further approximate the formula (2.31) for the autocovariance function in the case when |τ | ≪ 1. We will also restrict ourselves to the phase Φ of the signal depending on one spindown parameter, so the phase is of the form [see Eq. (2.8)]
where τ = (ω 0 , ω 1 , α 1 , α 2 ). The approximation relies on expanding the right-hand side of Eq. (2.31) in Taylor series around τ = 0 up to terms quadratic in τ . Such computed autocovariance function we denote by C a . Making use of the obvious equalities 34) whereΓ is the 4-dimensional reduced Fisher matrix with elements equal tõ
(2.35) Let us note that because the phase Φ(t; τ ) is a linear function of the parameters τ , the elementsΓ kl of the Fisher matrixΓ are constant: they do not depend on the values of the parameters τ .
It is convenient to introduce the dimensionless quantity χ i and to replace the time t by the dimensionless variable x,
The observational interval t i −T o /2; t i +T o /2 of the time t is transformed, according to (2.36) , into the interval −1/2; 1/2 of unit length. Averaging with respect to the variable x is thus defined as
It is easy to see that for any function of time f (t) we have 
As we have indicated above, the elements of the reduced Fisher matrixΓ depend on the dimensionless parameter χ i (and on the time-dependent functions µ 1 and µ 2 introduced in Eqs. (2.11)-they are determined by the motion of the detector with respect to the SSB).
III. BANKS OF THE TEMPLATES
To search for the gravitational-wave signal in detector's noise we need to construct a bank of templates in the space of the parameters ξ on which the F -statistic [given in Eq. (2.21)] depends. The bank of templates is defined by a discrete set of points, i.e. a grid in the parameter space chosen in such a way, that for any possible signal with parameters θ
there exists a grid point ξ such that the expectation value of the F -statistic, E 1 {F [x; ξ]} = E F n(t)+ h(t; θ ′ ); ξ , computed for the signal with parameters θ ′ and for the grid point ξ, is not less than a certain fixed minimal value, assuming that the minimal vaule of the signal-to-noise ρ ratio is a priori fixed. From Eq. (2.29) we see that this expectation value depends on the signal-to-noise ratio ρ and on the value C 0 (ξ, ξ ′ ) of the noise autocovariance function computed for the intrinsic parameters ξ and ξ ′ of the template and the gravitational-wave signal, respectively.
To construct the bank of templates one thus needs to choose some minimum value C min of the autocovariance function C 0 and look for such a grid of points that for any signal with parameters ξ ′ there exists a grid node ξ such that the autocovariance C 0 computed for the parameters ξ and ξ ′ is not less than C min ,
We employ the linear model of the gravitational-wave signal for which the autocovariance C 0 (ξ, ξ ′ ) depends on ξ, ξ ′ only through the difference ξ − ξ ′ , therefore (3.1) can be rewritten as
In the rest of this paper we will approximate the autocovariance function C 0 by means of the formula (2.34), i.e. we will use the approximate equality
By virtue of Eq. (2.34) the inequality (3.2) can be written as
which for the fixed ξ is fulfilled by all points ξ ′ which belong to an hyperellipsoid with the center located at ξ and with size determined by the value of C min .
Wa want to find the optimal grid fulfilling the requirement (3.4), i.e. the grid which consists of possibly smallest number of points. Thus the problem of finding the optimal grid is a kind of covering problem, i.e. the problem to cover the d-dimensional Euclidean space R d (or, in data analysis case, the bounded region of the space) by the smallest number of identical hyperellipsoids. The thorough exposition of the problem of covering d-dimensional Euclidean space by identical hyperspheres is given in Chap. 2 of Ref. [47] .
We restrict ourselves to grids which are lattices, i.e. to grids with nodes which are linear combinations with integer coefficients of some basis vectors. If the vectors (P 1 , . . . , P d ) are the basis vectors of a d-dimensional lattice, then a fundamental parallelotope is the subset of the R d consisting of the points
A fundamental parallelotope is an example of a fundamental region for the lattice, which when repeated many times fills the space with one lattice point in each copy. The quality of a covering can be expressed by the covering thickness ρ which is defined as the average number of hyperellipsoids that contain a point in the space. For lattice coverings their thickness can be computed as 
where E is the matrix made of the basis vectors of the lattice. Another important notion is the covering radius of a lattice. Consider any discrete collection of points Q = {Q 1 , Q 2 , . . .} ⊂ R d . The covering radius R of Q is the least upper bound for the distance from any point x of R d to the closest point Q i of the collection Q,
Then identical hyperspheres of radius R centered at the points of Q will cover R d , and no hyperspheres of radius smaller than R will cover it. Around each point Q i one defines its Voronoi cell, V (Q i ), which consists of those point of R d that are at least as close to Q i as to any other Q j ,
The interiors of the Voronoi cells are disjoint. Each face of the Voronoi cell lies in the hyperplane midway between two neighboring points Q i . Voronoi cells are convex polytopes whose union is the whole R d . If the collection Q forms a lattice, then all the Voronoi cells are congruent.
A. Constraints
As we have already mentioned in Sec. I we are interested in searches for gravitational-wave signals with very large number of grid points in the parameter space. Then the time needed to compute the F -statistic for all grid nodes is long and we want to speed up this computation by employing the FFT algorithm. As the FFT algorithm computes the values of the DFT of a time series for a certain set of discrete frequencies (the Fourier frequencies), it will be possible to use the FFT algorithm if the frequency coordinates of grid points will all coincide with the Fourier frequencies. We want to construct grids which fulfill this requirement.
Le the data collected by a detector form a sequence of N samples because N ∆t = T o . It is possible to modify the DFT algorithm in such a way, that the frequency resolution (3.11) changes. There exisit two types of such modifications (see Appendix in Ref. [35] for more details): (i) zero-padding of the data, which makes the DFT more dense; (ii) folding of the data, which diminishes the frequency resolution. If we add N FFT −N zeros to the N samples, so we make the Fourier transform of N FFT data points, then the frequency resolution is
The case N FFT = 2N corresponds to usual zero-padding of the data, where for N data points we add N zeros. If we in turn fold N -point data stream p times (so we finally have N/2 p data points), then the frequency resolution changes to
Let (P 1 , P 2 , P 3 , P 4 ) be the basis vectors of a 4-dimensional lattice we consider. To use the FFT algorithm we need such grid that all nodes can be arranged along straight lines parallel to the ω 0 axis and the distance between neighboring nodes along these lines must be equal to the frequency resolution of the FFT algorithm. We thus require that (say) the first basis vector of the grid we are looking for is of the form
where ∆ω 0 is the frequency resolution of the FFT algorithm we want to use [it is given in Eqs. (3.12) or (3.13)].
There is another important constraint to be met in allsky searches. To reduce the computational time needed to resample the data to the so called barycentric time (see e.g. Sec. III D in [28] , Sec. V A in [32] , and [48] ) we require that the 3rd and the 4th component of the (say) second basis vector vanish:
B. Replacing hyperellipsoid-coverings by hypersphere-coverings
It is convenient to replace the problem of finding the optimal covering of space by identical hyperellipsoids by the problem of finding the optimal covering of space by identical hyperspheres. Let us denote the original space of grid parameters by Ω (Ω ⊂ R 4 , τ ∈ Ω) and let the space of the transformed grid parameters be Ω
. We are looking for the linear transformation 
whereas the equation of the unit hypersphere in the Ω ′ space reads
After substituting (3.16) into (3.17) we get
Equations (3.19) and (3.17) describe the same hyperellipsoid if and only if (3.20) where
is the average radius of the hyperellipsoid (3. In the rest of the paper we will assume that the matrix F is the result of the Cholesky decomposition (so it is an upper triangular matrix).
The elements of the upper triangular matrix F depend on the parameters χ i and C min and, through the evaluation of time averages needed to compute the elements of the Fisher matrixΓ [see Eq. (2.39)], on the position vector of the detector with respect to the SSB during observational interval. Making use of Eq. (2.39) it is easy to show that the (1, 1) element of the matrix F depends only on C min and it is equal to
When the basis vectors of the grid in Ω ′ space are found, one transform them into Ω space by means of the inverse matrix F −1 . If C ′ is the generating matrix of the grid in Ω ′ space, then the generating matrix C of the corresponding grid in Ω space can be computed as
Both matrices C and C ′ are lower triangular (the matrix F −1 is upper triangular so its transpose is lower triangular as well).
IV. CONSTRUCTION OF GRIDS
We will construct in the present section two families of grids which meet the two constraints (3.14) and (3.15). Let us transform the first basis vector P 1 of the grid we are looking for, which is fixed and given in Eq. (3.14), from Ω into Ω ′ space,
Because the matrix F is upper triangular, this leads to
where, by means of Eq. We also require that the second basis vector P 2 of the grid in Ω space fulfills the constraint (3.15). Therefore in Ω ′ space the second basis vector has to have its 3rd and 4th component equal to zero: We will give below explicit numerical results for grids computed for some exemplary values of the parameters of the search. As the number of data points we take N = 344656. (4.5) This number corresponds to the observational interval of 2 sidereal days sampled with the time period of 0.5 s. We consider the following lengths of the FFT:
For these values of the search parameters the frequency resolution of the FFT according to Eq. We will consider the minimum value of the autocovariance C min taken from the interval 0.70, 0.999 , and sometimes as a reference value of C min we take C min = 0.75. For this reference value of C min the length ∆ω Our constructions are based on some deformations of the 4-dimensional optimal lattice covering of space R 4 . This is so called A ⋆ 4 lattice [47] , which is generated by the following matrix (made of the basis vectors v 1 , . . . , v 4 with components arranged into rows of the matrix):
This matrix generates covering of space by hypersheres of unit radii. Euclidean lengths of the basis vectors are:
Thickness of the optimal lattice covering A ⋆ 4 is
In the construction of the constrained grids given below the crucial role is played by the lengths of the lattice vectors for the optimal lattice A ⋆ 4 , i.e. the lengths of the vectors joining any two nodes of the lattice. The first 100 smallest squares of the lengths, in ascending order, are listed in Appendix A.
B. Grids S1 for C min < C * min
Our first construction will be valid (for the reasons explained at the end of the present subsection), for the given value of the frequency resolution ∆ω 0 , only in the case when the minimum value C min of the autocovariance is less than C * min , where C * min is defined in Eq. (4.32) below.
We begin the construction from replacing the basis vectors v a (a = 1, . . . , 4) of the lattice A ⋆ 4 by the new basis consisting of the following vectors: 
Lengths of all vectors m a are the same,
(4.14)
Cosine of the angle and the angle itself between any two of the vectors m a equal
Let us make the tails of the vectors m a to coincide with the origin of the coordinate system. Equations (4.14) and (4.15) imply then that the vectors m a coincide with the side edges of a 4-dimensional simplex whose base is a 3-dimensional regular tetrahedron (with vertexes determined by the heads of the vectors m a ). The vector
(4.16) coincides with the height of this simplex.
Grid points of the A ⋆ 4 lattice are determined by the vectors 17) where i, j, k, l are any integers. We look for integers i, j, k, l such that the vector w(i, j, k, l) has length not less than ∆ω 
Now in three steps we will transform the matrix (4.19) into a lower triangular matrix generating the same A 
Finally we deform the optimal lattice A ⋆ 4 in the following way: we squeeze this lattice in the direction of the ω ′ 0 axis by the factor q ≤ 1, where
The resulting grid is generated by the matrix
where Q is the diagonal matrix with elements Obviously the first two rows of this matrix form the vectors which meet the two constraints (4.2) and (4.4). Let us denote by S 1 the grid generated by the matrix C 1 . The thickness of the grid S 1 expressed in terms of ∆ω
is equal
By means of Eq. ) is made of the points for which the construction of the grid S1 described in Sec. IV B is possible. Outside this region the construction from Sec. IV C can be used.
C. Grids S1 for C min > C * min
In this subsection we will describe construction of grids S 1 valid also when C min > C * min . We start again from looking for such basis vector of the optimal lattice A ⋆ 4 which has length as close to ∆ω 
where i, j, k, l are integers. We require that the chosen vector is such that one can take it and some three out of four basis vectors n a to form a new basis of the lattice A We will rotate this vector to make it parallel to the ∆ω
axis. Let us first find any angle β satisfying equations 35) and let us introduce the matrix R 1 (β) describing rotation in the 2-plane (ω Then we define
Next we rotate the vector q 1 in the 2-plane (α
(4.38) To do this we introduce the rotation matrix and define the vector
Finally we rotate the vector q 2 in the 2-plane (ω 41) where the angle δ is such that (here |q| = √
We define
The vector q 3 is obviously parallel to the ω ′ 0 axis. We now replace one of the basis vectors n a of the lattice A ⋆ 4 by the vector q. The vector q is a linear combination a i a n a such that at least for one label b we have i b = 1. We replace n b by the vector q and form a new basis for the lattice A Making where the squeezing factor
is not greater than 1. The generating matrix of the grid S 1 reads
The first basis vector of this grid (which components form the first row of the matrix C 1 ) coincides with the constraint (4.2) and the second one (with components taken from the second row of the matrix C 1 ) fulfills the constraint (4.4). For the chosen vector q the construction described above leads to covering only for ∆ω ′ 0 ≤ |q|. In the limiting case when ∆ω ′ 0 = |q| the grid S 1 coincides with the optimal grid A ⋆ 4 . The thickness of the grid S 1 equals 
The family of grids S 1 was obtained in the two previous subsections as the result of squeezing the optimal 4-dimensional lattice A ⋆ 4 . Our starting point in the constructions of grids S 1 was the lattice A ⋆ 4 made of unit hypersheres, we have thus employed the lattice A ⋆ 4 with covering radius equal exactly to 1. As consequence of squeezing the resulting grids S 1 are made of unit hypersheres and have covering radius less than 1. In the present subsection we will introduce a one-parameter family of grids containing the grids S 1 constructed for C min < C * min 2) and (4.4) . We expect that for some value of the parameter we will get grid with covering radius equal exactly to 1, i.e. we will obtain grid with thickness smaller than the thickness of grid S 1 . We have found that the construction described below gives grids better than S 1 not only when ∆ω One easily checks that a a · h 2 = 0 (for a = 1, 2, 3, 4). We also introduce unit vectors where k > 0 and 0 < α < π 2 (so that 0 < cos α < 1) are some parameters. One easily checks that
so k is the length of the vectors b a and α is the angle between any of the vectors b a and the vector h 2 . We are thus changing the lengths of the side edges of the original A ⋆ 4 -based simplex and we are also modifying the angle between the side edges (and consequently the height of the simplex). Let us also define the following vector parallel to the ω ′ 0 axis:
(4.58)
In the next step we replace one of the vectors b a , say b 1 , by the vector parallel to the ω ′ 0 axis, this new vector we define as the sum of all four vectors b a . We thus get the following tetrad of vectors c a : After substituting (4.61) into (4.59), the generating matrix of the grid built up from the vectors c a depends only on the angle α and can symbolically be written as
The matrix C 2 (α) is lower diagonal. Let us note that the matrix C 2 (α) reproduces the matrix C 1 (generating the grid S 1 in the case C min < C * min ) from Eq. (4.26) if one takes α = arctan( √ 30/∆ω ′ 0 ). The thickness of the grid generated by C 2 (α) equals
Let us denote by S 2 (α) the grid generated by the matrix C 2 (α). We will now find the optimal value of the angle α, i.e. this value which minimizes the thickness of the grid S 2 (α). The grid S 1 was obtained as the result of squeezing the optimal lattice A us denote it by R S1 , R S1 < 1. We will find the value of the angle α for which the covering radius of the grid generated by the matrix C 2 (α) will be equal to 1. The covering radius of the grid for the given value of the angle α we find by means of the algorithm sketched in Appendix B. This algorithm finds the vertex of the Voronoi cell inside the fundamental parallelotope spanned by the edge vectors (4.56). The covering radius is the distance of this vertex to the nearest vertex of the fundamental parallelotope. We have checked that the algorithm described in Appendix B works for angles α in the range 0, π 2 . The exemplary dependence of the covering radius of the grid S 2 (α) on the angle α is depicted in Fig. 2 (for ∆ω ′ 0 ∼ = 1.19235). We see that the covering radius monotonically increases with the value of the angle α. One can numerically find the value α opt of the angle α for which the covering radius is equal to one, R(α opt ) = 1. In the case ∆ω The thickness of the grid S 2 (α opt ) reads
It is better by ∼12% than the thickness of the corresponding grid S 1 (computed for ∆ω
The thickness of the grid S 2 is only ∼4% larger than the thickness of the optimal lattice A Table I and are depicted in Fig. 3 . Some slots in Table I which correspond to grids S 2 and high values of C min are empty-this is so because the construction of grids S 2 described in Sec. IV D works, for the fixed value of ∆ω 0 , only up to some maximal value of C min .
In Fig. 3 we have additionally indicated the thicknesses of the grids computed by means of the algorithm presented in Sec. IV of Ref. [32] . Not for all combinations of ∆ω 0 and C min we were able to construct grid using this algorithm; for some of them the algorithm gave no result after a very long time (of the order of several hours) or just broke down. For the combinations (∆ω 0 , C min ) for which we have constructed such grids, in almost all cases they have thickness equal to a good accuracy to the thickness of the corresponding S 1 grid constructed by us. This is by no means an obvious result, because the algorithm described in Sec. IV of Ref. [32] is different from the algorithms devised in the present paper. We have in particular checked that the basis vectors of grids S 1 constructed by us are different from the corresponding basis vectors produced by the algorithm taken from Ref. [32] (obviously with the exception of the first basis vector which is fixed by the constraint imposed on the grids). We can thus conclude that the family of grids S 1 devised by us is equivalent (in the sense of possessing the same thickness) to grids of Ref. [32] for these values of (∆ω 0 , C min ) for which the algorithm of Ref. [32] works, and simultaneously it provides grids for those combinations of (∆ω 0 , C min ) for which the algorithm of [32] is unable to produce grids.
The reason of introducing, besides grids S 1 , the family of grids S 2 is that for some values of search parameters grids S 2 have smaller thicknesses than grids S 1 . From  Fig. 3 we see that the ranges of the parameter C min for which grids S 2 have smaller thicknesses than grids S 1 are different for different frequency resolutions ∆ω 0 . For the largest resolution we consider, ∆ω 0 ∼ = 4.13044, the grids S 1 have thicknesses smaller than the grids S 2 in the whole range 0.70 ≤ C min ≤ 0.999, so for this value of ∆ω 0 there is no advantage in using grids S 2 . In the worst case (for C min = 0.72) the thickness of the grid S 1 is 2.0730 (and it is ∼17% larger than the thickness of the optimal A .3)], they thus both correspond to the same grid in Ω ′ space. In Fig. 4 we have shown the dependence of the thicknesses of the grids S 1 and S 2 on the value of the parameter ∆ω 
