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Abstract
Biomass conversion into near net zero carbon emission fuels as well as intermediates for
other products is just one of the technologies that will help reduce the use of fossil fuels. When
biomass is being converted to useful products the intermediate steps are often oxygen rich with
carbonyl groups. These are further processed using metal catalysts such as platinum and
ruthenium. Microkinetic modeling allows for these catalysts to be studied under various
operating conditions. Previously hydrogenation of acetone over platinum and ruthenium was
studied using algebraic models without lateral interactions with step 3 and 4 being rate
determining for Pt and step 4 being rate determining for Ru. ODE models without lateral
interaction were created using the Julia programming language and achieved the same results as
the previously published papers. It takes 10 ms to run the MKM on 185 data points. The same
models were then adapted to use a bulk lateral interaction model resulting in Pt’s RDS changing
to step 4 and Ru’s being step 4 and 1 because step 1s reversibility wasn’t at unity anymore. Pt’s
RDS became 4 because step 3’s activation entropy was insensitive up to unrealistic values, so it
was fixed to 0. The ruthenium result is discounted because not enough data is present to regress
the Ru data properly which is shown by a confidence interval 13 times larger than the value of
the acetone lateral interaction coefficient. Comparing the effective activation energy of the
overall reaction reveals a similar prediction without lateral interactions for both Pt and Ru, but
with lateral interactions the effective activation energy is off by half of the ones measured
experimentally. This is probably because this LI model over predicts lateral interactions.
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1. Introduction and Lit Review
The world requires energy produced through fossil fuels to run, but there is a finite
amount stored in the earth. With the eventual depletion of fossil fuels a promising alternative is
given through the conversion of biomass into biofuel, and other useful products. During 2020
approximately 5% of the US primary energy consumption was fueled using renewable biomass
of which 44% was biofuels [1]. To efficiently convert biomass to biofuel, catalysts need to be
employed at many steps [2]. This means that understanding the reaction kinetics and
thermodynamics when using these catalysts is extremely important. By extension the tools and
techniques used to analyze the catalyst are important. Microkinetic modeling (MKM) offers
insight on how a reaction occurs on a catalyst [3]. Microkinetic Modeling allows for theoretical
calculations and experimental data to combine into a powerful tool for predicting the results of a
chemical reaction based on the reaction conditions that are present [4]. As an example, density
functional theory (DFT), and kinetic isotope effects (KIE) can be used to inform an MKM. These
techniques are powerful on their own but coupled with each other through microkinetic modeling
can be made even more powerful. MKM also combines years of research through literature into
its development to create an accurate model with as little free parameters as possible [4]. MKM
can be done with any programming language such as C, C++, Fortran, Julia, MATLAB, Python,
and R to name some of the most significant ones. Many of these programming languages suffer
from being fast to write in and slow to run or slow to write in but fast to run. Julia is however an
exception to this case and allows for fast, generic, and stable code to be written [5]. Thanks to
the way it was written, syntax is as simple and powerful as Python, but approaches the speed of
C [5]. Therefore, Julia was chosen to create the MKM’s to analyze hydrogenation of acetone
over ruthenium and platinum supported on silicon dioxide (Ru/SiO2 and Pt/SiO2).
1

A hydrogenation reaction is needed when converting biomass into useful products.
Biofuel is commonly made through decomposition of biomass at high temperatures and
pressures through gasification, pyrolysis, liquefaction, and hydrolysis [6–9]. These methods are
unselective, and lead to oxygen rich material [6,7]. These materials have a range of 33% - 40%
oxygen content [6]. Some examples of useful hydrogenation include hydrogenation of moiety in
levulinic acid (LA) to produce γ-valerolacetone (GVL), furfuryl alcohol being produced by
hydrogenating furfuryl, hydrogenation of furfuryl and 5-hydroxymethylfurfural to make large
linear alkanes, and hydrogenation to sorbitol from glucose [10,11]. Metal catalysts such as Cu,
Ni, Pd, Pt, and Ru are used on a support for the previously mentioned hydrogenation reactions
[10,11]. The metals previously listed are used in both aqueous and gas phase hydrogenation
[10,11]. The metal used for the catalyst isn’t the only thing that should be considered, switching
from SiO2 to TiO2 supports for Pt leads to 500 times increase in turnover frequencies, and 10
times increase in catalyst activity [12]. Studying acetone hydrogenation over different metals and
supports gives insight into how other Carbonyl groups would behave on them when being
reduced.

Earlier Microkinetic modeling for both Pt/SiO2 and Ru/SiO2 has been done by
simplifying the reactor model into a system of algebraic equations by assuming rate determining
steps [10,11]. These models did not include lateral interactions [10,11]. When lateral interactions
are included, the MKM can change in unpredictable ways due to the complexity of the model.
Modeling with ODE’s instead of algebraic equations supplies nondeterministic results [4]. It also
provides faster screening times for catalysts because the model does not have to be simplified by
hand before testing [4]. The results of the ODE model can be verified by simplifying it into an
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algebraic one and comparing results. This paper proposes using the Julia programming language
to model acetone hydrogenation over platinum and ruthenium supported on SiO2, with and
without lateral interactions.

The following section will be dedicated to techniques that can be coupled with MKM,
and past research that’s been done on acetone hydrogenation over platinum and ruthenium
supported on SiO2.

1.1 Kinetic Isotope Effect
One useful technique for kinetic studies is the kinetic isotope effect (KIE). KIE’s are
calculated using Eq. (1) [13]. The premise of the KIE is that a different isotope in a molecule will
change kinetic rate constant [13,14]. This will only be noticed though if it occurs at a rate
determining step because the other steps rates would still be too fast to affect the overall rate of
the reaction [13,14]. Because of the way it is scaled the KIE for hydrogen/deuterium isotope
switching provides the largest KIE with a maximum theoretical value of 8 [13]. This is useful for
a MKM because it provides a check to see if the model is predicting things correctly. A RDS can
be calculated from the MKM and compared to the experimental RDS from the KIE. If a RDS
was confirmed it would also allow for the simplification of MKM from ODEs into an algebraic
equation. Hydrogen deuterium switching was performed over Pt/SiO2 and Ru/SiO2 [10,11]. From
earlier KIE studies done over Pt/SiO2 it was inconclusive what the RDS was due to a secondary
KIE being measured more than likely because of thermodynamic effects convoluting the KIE
[10]. From the previous KIE studies done over Ru/SiO2 it was determined that the RDS was step
4 [11].
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𝑘

𝐾𝐼𝐸 = 𝑘 𝐿 (1)
𝐻

Where kL is the kinetic rate constant or rate of the lighter isotope, and kH is the kinetic
rate constant or rate of the heavier isotope.

1.2 Density Functional Theory (DFT)
Density functional theory (DFT) is a purely computational approach for discovering how
matter behaves at the subatomic and atomic levels through the solution of the Schrodinger
equation [15]. It can be used to calculate many parameters for a MKM and help in predicting
aspects of how the model is implemented. DFT can calculate the optimum nanoparticle size for
catalyst synthesis, the rate determining step, and estimate thermodynamic and kinetic constants
at different temperatures and pressures [16,17]. The last two are especially important because
thermodynamic and kinetic parameters are usually the most difficult part to calculate for the
MKM, either having to be found in literature, or measured in the lab.
DFT can also be used to find binding energies and lateral interactions coefficients [18–
21]. Because important parts of the MKM in this paper are calculated using binding energies, a
significant head start can be given from finding binding energies of the chemicals reacting on the
different surface metals. When including lateral interactions, it is especially helpful to have these
binding energies, because the number of parameters that need to be regressed decreases
significantly. Another useful thing is that many packages for DFT are available for free and have
been heavily optimized such as the CP2K package written in Fortran in 2008 [22]. This removes
a financial limit on software for DFT calculation and allows anyone to study it given that they
have access to a powerful enough computer. A phenomenological alternative to this is to use the
4

UBI-QEP method [23]. This is used to estimate activation energies in [10] and is used in this
paper as well.

1.3 Lateral interaction models for Microkinetic Modeling
There are several models to account for lateral interaction in an MKM. The first one is
Eq. (2) that assumes there are none [24]. The next is the Mean-field approximation which uses
the average of lateral interactions given by Eq. (3) [24]. Unfortunately, this tends to
overestimate/underestimate the lateral interaction occurring from the nearest neighbor [24]. This
is because it doesn’t consider how those nearest neighbors are being affected by everything else
concurrently [24]. The Quasi-chemical approximation given in Eq. (4) performs nearly as well as
a Monte Carlo approximation [24]. Finally, a Monte Carlo approximation can be used to give the
best results, but it requires significant computation time [24].

𝐵𝐸𝑥 = 𝐵𝐸𝑥,0 (2)
𝐵𝐸𝑥 = 𝐵𝐸𝑥,0 + 𝑁 ∑𝑥∗ 𝜃𝑥 ∗ 𝑤𝑥−𝑥∗ (3)
𝐵𝐸𝑥 = 𝐵𝐸𝑥,0 +

𝑁
𝛽

𝑙𝑛(∑𝑥∗ 𝑃(𝜃𝑥 |𝜃𝑥∗ ) 𝑒𝑥𝑝(𝛽𝑤𝑥−𝑥∗ )) (4)

Where θx is the surface coverage of species x, wx-x* is the adsorbate interaction between
adsorbate x and x* and N is the number of neighboring sites. β is 1/kbT, and P(θx| θx*) is the
probability that adsorbate x has x* nearest neighbors. The latter parts solution is further defined
in [24].
Other methods for MKM include using DFT to calculate adsorption energy at different
coverages and using those binding energies to create binding energy as a function of coverage of
5

multiple species coverages [25]. As an example, how adsorbed CO and H effect the binding
energy of CO for decarboxylation and decarboxylation of propionic acid is given in Eq. (5) from
[25]. Others have used simpler functional forms using the same method as can be seen in Eq. (6)
for H-H lateral interactions during Ethylene glycol reforming over Pt(111) from [26].

𝐵𝐸𝐶𝑂 (𝜃𝐶𝑂 , 𝜃𝐻 ) = −2.031 + 2 ∗ 1.559 ∗ (𝜃𝐶𝑂 − 0.164) + 0.190𝜃𝐻 + 1.5 ∗ 0.984 ∗ 𝜃𝐶𝑂 (𝜃𝐶𝑂 𝜃𝐻 )0.5 (5)

∝𝐻−𝐻 = 0.1414(𝜃𝐻 − 0.0227) (6)

Where θx is the surface coverage of species x and α is a lateral interaction parameter.

For this paper the first MKM from [10] was implemented in Julia and didn’t include
lateral interactions. The second MKM repurposed the first one into one with lateral interactions.
Due to the amount of data for Pt and Ru a bulk coverage model was used that used the total sites
occupied rather than those individually occupied by the molecules in the reaction. This prevents
overparameterizing which leads to over fitting and extremely large confidence intervals.

1.4 Previous Microkinetic Modeling on Pt/SiO2 and Ru/SiO2
From previous Microkinetic Modeling done on Pt/SiO2 without lateral interactions it was
determined that both steps 3 and 4 were rate determining steps (RDS) depending on the reaction
conditions [10]. From previous Microkinetic Modeling of acetone hydrogenation done over
Ru/SiO2 step 4 was determined to be the RDS [11]. For both metals a Two Site Horiuti-Polanyi
Mechanism which can be seen in (Fig. 1) and drawn in (Fig. 2) was found to have the best fit
overall [10,11]. For the Horiuti-Polanyi Mechanism in (Fig. 1) H is hydrogen, ACE is acetone,
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IPOX is isopropoxy, IPOH is isopropanol, and * and s sites are separate surface sites. When it
comes to optimum phases for reaction platinum performs better with gas phase hydrogenation
and ruthenium is better performing in aqueous phase [10,11].

A: Single site Horiuti-Polanyi Mechanism
1) 𝐻2

B: Two site Horiuti-Polanyi Mechanism

+ 2 ∗ ↔ 2𝐻∗

2) 𝐴𝐶𝐸 + ∗

1) 𝐻2

↔ 𝐴𝐶𝐸∗

+ 2𝑠 ↔ 2𝐻𝑠

2) 𝐴𝐶𝐸 + ∗

↔ 𝐴𝐶𝐸∗

3) 𝐴𝐶𝐸 ∗ + 𝐻∗ ↔ 𝐼𝑃𝑂𝑋∗ + ∗

3) 𝐴𝐶𝐸 ∗ + 𝐻𝑠 ↔ 𝐼𝑃𝑂𝑋∗ + 𝑠

4) 𝐼𝑃𝑂𝑋∗ + 𝐻∗ ↔ 𝐼𝑃𝑂𝐻∗ + ∗

4) 𝐼𝑃𝑂𝑋∗ + 𝐻𝑠 ↔ 𝐼𝑃𝑂𝐻∗ + 𝑠

5) IPOH + ∗ ↔ 𝐼𝑃𝑂𝐻∗

5) IPOH + ∗ ↔ 𝐼𝑃𝑂𝐻∗

Fig. 1 – Elementary steps for the single site and two site mechanisms of acetone hydrogenation

Step
1
3
4

Fig. 2 – Diagram of the two site Horiuti-Polanyi Mechanism.
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2. Materials and Methods
For acetone hydrogenation over Pt/SiO2 the data was sourced from a microkinetic analysis
paper that was published in the Journal of catalysis found in reference [10]. For acetone
hydrogenation over Ru/SiO2 the data was sourced from another microkinetic analysis paper
published in the journal of catalysis found in [11]. A summary is provided over the experimental
setup, but a more in-depth look is available in the published manuscripts. Due to the same lab
and equipment being used in both papers, the data collection method will be combined into one
section.

2.1 Acetone Hydrogenation over Pt/SiO2 and Ru/SiO2
The experimental data of catalytic hydrogenation over Pt/SiO2 and Ru/SiO2 was
generated in a packed bed reactor in the gas phase [10,11]. The Pt/SiO2 catalyst was diluted to
10% in the catalytic bed [10]. Before the catalytic activity testing, the Pt/SiO2 was reduced in situ
at 400 C for 4 hours under pure hydrogen (100 mL/min) [10]. The temperature ramp rate was set
as 5 K/min [10]. After the reduction of catalyst, the catalytic bed was cooled down to the desired
reaction temperature with continuous hydrogen flow [10]. The reactor operation is further
described in [10].

Before kinetic testing, the Ru/SiO2 catalyst was reduced under H2 at 673 K for 4 h with a
ramp rate of 5 K/min [11]. After reduction, the bed was cooled by continuously purging H2 [11].
The mixture was placed into a 6.35mm OD 316 stainless steel tube, and the bed was supported
by quartz wool plugs [11]. A type K thermocouple along with a PID temperature controller
(LOVE 16A 3010) was used to monitor and control the reactor temperature [11]. A type K
8

thermocouple above the void space of the catalyst bed was used to get the temperature that
kinetic data was reported at [11]. The reactor operation is further described in [11].

An On-line Agilent 7890A GC was equipped to analyze the reaction products using a
flame ion detector [10,11]. The carbon balance for Pt/SiO2 and Ru/SiO2 was closed within +/-5%
throughout the reactor [10,11]. 94% of the measured rates of acetone hydrogenation over Pt/SiO2
are below 5% acetone conversion to ensure production rates are minimally influenced by the
reverse reaction [10]. Similarly, Ru/SiO2 the residence time for each experiment was changed to
keep the acetone conversion below 11% with an anticipated equilibrium conversion of 96%
under all reaction conditions used [11]. All production rates were under 12% which allows for
differential operation to be presumed and measured production rates to be solely the forward
production rate [11]. This allows the packed bed reactor to be modeled as a CSTR (Continuous
Stir Tank Reactor).

The experimental data is composed of reaction temperature, inlet partial pressures of
acetone, hydrogen, and isopropanol, and the outlets site time yield of isopropanol (STYIPOH)
[10,11]. There is a total of 185 data points collected for Pt/SiO2 [10]. There is a total of 46 data
points collected over Ru/SiO2 [11].
The STYIPOH was calculated from Eq. (7). Where FIPOH is the molar flowrate of
isopropanol coming out of the reactor, and SCAT is the site density of the catalyst which in this
case are Pt and Ru [10,11].

𝑆𝑇𝑌𝐼𝑃𝑂𝐻 =

𝐹𝐼𝑃𝐻
𝑆𝐶𝐴𝑇

(7)
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Quantification of Pt surface site density was done through CO chemisorption at 308K on
(Micrometrics ASAP 2020) [10]. Before dosing CO, the Pt was reduced under H2 for 3 hours at
673 K at a ramp rate of 3 K/min, cleaned at 673 K for 1 hour to remove chemisorbed hydrogen,
and chilled at 308 K under vacuum [10]. A CO adsorption isotherm was collected at 308 K,
physiosorbed CO was removed by evacuation of the sample for 1 hour, and then a second
isotherm was collected [10]. Assuming that the ratio of Pt surface sites and adsorbed CO is 1:1,
the difference between the first and second isotherms was presumed to be the irreversibly bound
CO uptake [10]. When duplicate experiments were ran, it was found that the results were ± 5%
of previous results for CO uptake [10].
Similarly, to Pt, Ru surface site densities were found by CO adsorption at 308K using a
(Micromeritics ASAP 2020) [11]. The catalyst was first reduced for 3 hours at 673 K at a ramp
rate of 3 K/min, then chemisorbed hydrogen was removed through evacuation at 673K for 1
hour, and finally placed under vacuum to cool down to 308K [11]. A similar procedure to
platinum was then used where at 308K an adsorption isotherm was collected, the sample was
evacuated for 1 hour to remove physiosorbed CO, and then another isotherm was measured [11].
An assumption of 1:1 adsorption stoichiometry was presumed and the difference between
adsorption isotherms was used to calculate the irreversible CO uptake [11].

2.2 Julia Packages
The DifferentialEquations.jl package was used to solve the coupled system of differential
equations that arose from the modeling of the reactor. For non-lateral interaction modeling a
function was created that calculated rates and used those rates to compare it to collected data
tying the model to real world results. An ODEProblem structure was created with the function,
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initial values, time span, and parameters. The parameters passed through the ODEProblem were
forward and reverse rate constants as well as activities. The ODEProblem was then solved by
using the solve function provided in the DifferentialEquation.jl package with the Rosenbrock23
solver which is a stiff ODE solver. The only difference between lateral interaction and nonlateral functions is that the lateral interaction function contains the entire model inside of the
ODE. The inputs for both models are binding energy, and activation entropies being regressed
along with the activities and temperature of the data points.

For regression of the non-lateral interaction model for bother platinum and ruthenium the
LeastSquaresOptim.jl package was used. The algorithm used from the package was the
Levenberg-Marquardt algorithm which is a gradient based method and the least squares solver
used in the Levenberg-Marquardt algorithm was the QR method. For the lateral interaction
model a non-gradient based algorithm was used due to the amount of computing time required
for each iteration of the MKM. The Nelder-Mead method provided in Optim.jl was used for
lateral interaction regressing.

The FiniteDiff.jl package was used for anything that required some form of derivation
because it is much more mature and faster than the FiniteDifference.jl package. While there are
automatic differentiation tools in Flux.jl, ForwardDiff.jl, and ReverseDiff.jl which can provide
gradients in nanoseconds; depending on the parameters passed in they proved to be unstable and
caused the entire program to fail. The two things that numerical differentiation was used to
calculate were gradients and Jacobians. The Jacobians were used to calculate the confidence
intervals, and the gradients were used to calculate the degree of rate control (DRC).
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The DelimitedFiles.jl package was used for reading and writing data from comma
separated value (CSV) files. It provides a simple function readdlm where the file name, column
delimiter, datatype, and row delimiter are required. The skipstart option was also used because
the data labels in the first row of the CSV file were not required for the regression. These were
wrapped into functions that return the reaction temperature, inlet partial pressures of acetone,
hydrogen, and IPOH, and finally the site time yield of the IPOH.
ModelingToolkit.jl was also used to generate an analytical Jacobian function that was
passed into the ODE solver to provide a more stable and fast solution for the case of the nonlateral interaction model. For the case of the lateral interaction model an analytical Jacobian
function couldn’t be generated. To generate a Jacobian function an ODEProblem needs to be
constructed as before, but the parameters other than the ODE function will not affect the result.
Once the ODEProblem is constructed the problem can be transformed into a form that
ModelingToolkit.jl can recognize using the modelingtoolkitize function which takes only the
ODEProblem as an argument. After that the generate_jacobian function is used on output of the
modelingtoolkitize function and the eval function is used on the output of the generate_jacobian
function. With that the solver can utilize the Jacobian function with no manual typing needed for
it. This was all wrapped in one function to minimize the crowdedness of the main files.
While not a package, but rather built into Julia itself the include function was used
extensively to allow the separation of functions into logical groups in their own files and allow
easier parsing of code. For the non-lateral interaction code, the following is a bottom to top flow
of how the files are connected. Beginning at diffeq.jl the differential equation function and the
Jacobian generating function are defined there. Going up a layer from there the Model.jl is
defined and returns the log difference between the model and experiments for isopropanol
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production. Up another layer from is the objectives.jl function which contains objective functions
depending on the package used with one returning the sum of squares and another return the
residual from Model.jl for Optim.jl and LeastSquaresOptim.jl optimizers respectively. The top
layer is the Pt main.jl and Ru main.jl files that contain the code to load the data, generate the
Jacobian, initial guesses, and use the optimizer. For the lateral interaction code, the hierarchy
stays the same, but the entire MKM is contained in the differential equation function, the model
function calculates activities and a new file check.jl contains a check that checks if a negative
binding energy can be reached and if it can the ODE solving will be skipped in the model and an
infinite loss will be returned. Another thing that allowed for was code to be abstracted enough
that multiple parameters could be regressed with minimal code editing. A cases.jl file was
created that contained function to parameterize the parameters being regressed by taking in the
parameters used and returning all possible parameters.

2.3 Degree of Rate Control
For non-lateral interactions, a degree of rate control was calculated using three separate
functions. The first function returns the activities, forward rates constants, and equilibrium
constants. The second function takes the natural log of the rate constants, solves the ODE, and
returns the natural log of the rate. The final function used is the finite difference gradient
function provided by FiniteDiff.jl. The gradient of the second function is calculated using the
second function with respect to the natural log of the forward rate constants. For lateral
interactions it was much the same, but the model function was modified to return the activities,
forward rate constants, and equilibrium constants.
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2.4 Minima
For non-lateral interactions, a span of four points was generated for each binding energy
and activation entropy that was being regressed. The product function built into Julia was used to
make every possible combination of those numbers generated in each spot. These were then used
to generate SSE’s from the objective functions. From there the smallest of the SSE’s were
chosen to be regressed. For both Pt and Ru, it was arbitrarily chosen that the cut off for the SSE
be 2000. For regressions involving lateral interactions a similar approach was taken, but with
better design due to the computing cost of solving the lateral interaction model. Initially random
guesses were placed, and then once the optimization was finished, new initial guesses were
generated from those previous initial guesses by providing large perturbations.

2.5 Regression
The regression for both non-lateral and lateral models was done using sum of errors
squared, but the optimizers used were different. The regression was done on a log scale as can be
seen in Eq. (8) where i is a datapoint, n is the number of datapoints, STYEXP is the experimentally
measured STY and STYMOD is the modeled STY.

𝑆𝑆𝐸 = ∑𝑛𝑖=1(log10 𝑆𝑇𝑌𝐸𝑋𝑃 − log10 𝑆𝑇𝑌𝑀𝑂𝐷 ) (8)

Because of the vast range of temperatures and partial pressures used during
experimentation the site time yields measured vary in orders of magnitude. To evenly weigh the
results of large and small site time yields when regressing parameters, the base 10 log was taken
of both experimental and model data. The non-lateral interaction code was regressed using the
14

Levenberg-Marquardt algorithm provided in the LeastSquaresOptim.jl package in Julia. This was
chosen because the objective function was extremely fast to solve at 10 milliseconds on average
for Pt and 5 milliseconds for ruthenium and would allow for a reasonable amount of regression
time for the gradient-based method. For platinum, the parameters were regressed in on a log
scale with parameters having a range between -3 and 3, but for ruthenium the parameters were
regressed on a linear scale and parameters had ranges set. This was done to assess how robust the
optimizer was. The lateral interaction code for both platinum and ruthenium were regressed on a
linear scale using the Nelder-Mead algorithm provided in the Optim.jl package. This was chosen
because Nelder-Mead is a gradient free method and would avoid unnecessary multiple calls to
the objective function, the minimization of objective function calls was due to the solution for
the objective function take over 200 milliseconds on average. Past the sum of squares error, the
Akaike Information Criterion (AIC) Eq. (9) was also used to analyze whether the system was
overfit or not. The AIC penalizes a model if too many parameters are used without a statistically
meaningful improvement in SSE.

𝐴𝐼𝐶 = 2𝑛𝑝 + 𝑛𝑑 𝑙𝑛(𝑆𝑆𝐸) (9)

Where np is the number of parameters regressed, nd is the number of data points in the
regression, and SSE is the sum of squares error minimum that was regressed.
The 95% confidence intervals of the parameters were calculated using the Jacobian of
residuals with respect to the parameters, the residual sum of squares error at the minimum, and a
two tailed T distribution calculated with the amount of datapoints given by Eqs. (10 – 15). This
was also used as another test to see if further reduction of parameters was needed. When more
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than 5 parameters were used on platinum, the confidence intervals would become approximately
equal to or greater than the value regressed. For ruthenium, the confidence intervals are large
because the amount of data points is 46 as compared to platinum which has 185 data points. No
other ways reducing the number of parameters bore fruit so a future study with more data points
over ruthenium will need to be conducted.

𝜎2 =

𝑆𝑆𝐸
𝑛𝑑 − 𝑛𝑝

(10)

Where σ2 is the variance of the errors, SSE is the residual sum of the errors, nd is the
number of data points, and np is the number of parameters used in the model.

𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑚𝑎𝑡𝑟𝑖𝑥 = (𝑗 𝑇 ∗ 𝑗)−1 ∙ 𝜎 2 (11)
Where j is the Jacobian matrix with respect to the outputted residual, and the σ2 value is
the variance of the errors defined earlier in Eq. (X) and the covariance matrix is an np x np matrix.

𝑆𝐸 = √𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙(𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑚𝑎𝑡𝑟𝑖𝑥) (12)
𝐷𝑂𝐹 = 𝑛𝑑 − 𝑛𝑝 (13)
𝑇𝑇𝑃 = 1 −

1−𝑃
2

(14)

𝐶𝐼 = 𝑡𝑇𝑇𝑃,𝐷𝑂𝐹 ∗ 𝑆𝐸 (15)
Where SE is the standard error, and the diagonal of the covariance matrix is of size np in
Eq. (10). DOF is degrees of freedom, and TTP is the two-tail percentile conversion from the one
tail percentile where P is the confidence interval value for the single tail percentile. CI is the
confidence interval calculated using the t distribution at a TTP and DOF value calculated in Eqs.
(10 – 15).
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3. Julia Programming language
3.1 Introduction
Julia was originally created to solve the two-language problem which is creating a proof
of concept in a slower language like python and then implementing it in a faster language like
C++ [5]. It is a multiple dispatch programming language that uses just in time compilation (JIT)
to run code extremely fast [5]. Julia is free and open for anyone to use and contribute to [5]
meaning that every day it is constantly being improved and newer packages that make research
easier are being added. When using Julia different packages are used depending on what needs to
be done. For example, the differential equations package is used for solving differential
equations numerically. All packages are available for free and are easy to install and use directly
from the Julia command line. One feature is that code can be written extremely fast because of
the simple syntax. Another great feature is the easy vectorization. Any function in Julia can
easily be vectorized allowing for a function to be written for a scalar input and output but using
the dot notation while applying the function on an array will apply it individually on the array.
Another great thing about the vectorization is that if there is a long mathematical equation that
needs to be vectorized then the @. macro allows for even faster vectorization. Though that is
only useful if no matrix multiplication is needed. Another important thing is debugging. There is
an issue that the debugger for Julia is still in interpretation mode so it will run slower than the
compiled code. The great thing is that it’s easy to circumvent this because Julia will output a
stack trace when compiled which allows for easy debugging.
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3.2 Benchmarks
The MKM described in detail in [10] was modified to use an ODE solver. On average for
non-lateral interaction modeling on platinum which has 185 data points the MKM took 10
milliseconds to solve for all data points, when solving the MKM on ruthenium which has 46 data
points it took 3 milliseconds for all data points. When calculating degree of rate control, it took
50 milliseconds to calculate a single point. When lateral interactions were included everything in
the MKM was dependent on the coverages so each step for the ODE’s would now be well over
100 equations per step slowing down the differential equation solver leading to the MKM now
taking 250 ms for the 185 Pt data points to be solved and 100 ms for the Ru data point to be
solved. Due to the way the DRC is calculated the DRC took 50 ms for one point to be solved
again. For consistency non-lateral interaction models were regressed using the lateral interaction
model by parameterizing the binding energies and fixing the lateral interaction parameters to 0, it
reached the same global minima as the as the non-lateral interaction model. Overall, the speed of
execution, writing speed, package quality, and debugging make Julia the perfect language for
MKM.
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4. Non-Lateral Interaction Microkinetic Model
4.1 Regression Results
Both platinum and ruthenium models were regressed using single site and dual site models in
(Fig. 1). Number of parameters regressed, SSE, AIC can be found in the (Table 1) for both
platinum and ruthenium. For both metals the best fit was found under a two-site reaction model.
For platinum, the SSE, and AIC was found to be the same as the minima found in [10] at 1.52,
and 87.6 respectively. For ruthenium no similar comparison could be made because SSE and
AIC were not provided in [11]. The best regressed parameter sets are provided in (Table. 2).
Optimum binding energy for acetone, hydrogen, and IPOH over ruthenium and platinum are
similar, but the regressed value for IPOX vary by 50 kJ/mol. The activation entropy of step 3 for
ruthenium was found to be insensitive so it was fixed to 0. The sensitivity test was done by
varying the parameter by 1% and dividing the new SSE output by the original SSE. Another
observation that promoted fixing activation entropy for step three was its confidence intervals
being several orders of magnitude larger at the optimum confirming once again it was
insensitive. Finally, the binding energy for IPOH was approximated using a ratio of acetone
binding energy to IPOH binding energy for both platinum and ruthenium that can be seen in Eq.
(16). The approximation is based on binding energy values reported by Vannice of 48.1 and 55.2
kJ/mol, and Sextons reported binding energies of 46.2 and 52.7 kJ/mol for acetone and IPOH
respectively [10]. Both ratios are approximately 1.1 for IPOH with respect to acetone.

𝐵𝐸𝐼𝑃𝑂𝐻 = 1.1 ∙ 𝐵𝐸𝐴 (16)
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Where BEIPOH is the binding energy of IPOH and BEA is the binding energy of acetone.
The regression was run under the same assumption for ruthenium as was done in the original
since both Pt and Cu also experience a similar trend [11]. A parity plot for both metals is
provided in (Fig. 3). Thermodynamic and kinetic data at 298 K, a pA pf 4 torr, and a pH2 of 750
torr predicted by the MKM is available in (Table 3) for Pt and (Table 4) for Ru.
Table 1: Non-lateral interaction cases for
both Pt (1,2) and Ru (3,4). * Indicates a
single site model. Parameters is the
number of parameters regressed, SSE is
the error from the sum of squares error,
and AIC is the Akaike Information
Criterion.
Case Parameters SSE
AIC

Table 2: Non-lateral interaction binding
energies and activation entropies with 95%
confidence intervals for platinum and
ruthenium respectively two site models of
best fits. Binding energies are in kJ/mol
and activation entropies are in units of
kJ/mol/K.
Parameter Case 1
Case 3

1
2*

5
5

1.52
9.67

87.6
381

3
4*

4
4

0.06
1.16

-119
14.8

BEA
BEIPOX
BEH
BEIPOH
∆S3

66.8±1.23
227±12.4
237±3.35
73.5
-0.14±0.014

65.9±1.87
277±0.63
233±1.92
72.5
0.0

∆S4

-0.052±0.017

-0.061±0.003
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a)

b)

Fig. 3 – A Parity plot to compare the measured STY to the predicted STY from the non-lateral
interaction model for (a) Pt case 1, and (b) Ru case 3.

4.2 Thermodynamic and Kinetic Data on Platinum
Table 3: Thermodynamic and Kinetic data predicted by the MKM at T = 298K, pA = 4 torr,
and pH2 = 750 torr for platinum without lateral interactions.
step

A(s-1)

EA(kJ/mol)

∆H(kJ/mol)

∆S(kJ/mol/K)

∆G(kJ/mol)

kf(s-1)

K

1

1.29E8

40.0

-38.6

-0.115

-4.25

1.26E1

5.6

2

3.00E8

0.0

-66.8

-0.110

-34.0

3.0E8

9.1E5

3

5.57E6

40.3

28.5

-0.022

35.21

4.7E-2

6.7E-7

4

3.43E10

31.9

-52.2

0.0198

-58.1

8.7E4

1.5E10

5

2.95E8

0.0

-73.5

-0.111

-40.4

3.0E8

1.2E7

Overall

-

0.0

-55.6

-0.117

-20.7

-

4.3E3

4.3 Degree of Rate Control on Platinum
The degree of rate control (DRC) was generated using the micro kinetic model and Eq.
(17) derived by Campbell [27]. A useful property of looking at rate determining steps this way is
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that the sum of the values calculated (XRCi in this case) is normalized [27] so it will always add
up to 1. This serves as another check to ensure that it’s implemented correctly.
𝜕𝑙𝑛 𝑟

𝑋𝑅𝐶𝑖 = (𝜕𝑙𝑛 𝑘 )
𝑖

(17)
𝑘𝑗≠𝑖 ,𝐾𝑖

For DRC predictions over Pt/SiO2 without lateral interactions in (Fig. 4) a multitude of
changes occur depending on what reaction variable is changed. For example, as temperature is
varied at a large hydrogen partial pressure step 3 starts as the dominating RDS, but is slowly
declining, while step 4 is starting to increase. On the other hand, at low hydrogen partial pressure
step 4 is more rate determining and becomes more rate determining at higher temperature. The
increasing in XRC for step 3 corresponds to the coverage graphs in (Fig. 4 a, d) that have the
coverage of acetone decreasing as temperature increases. Because Acetone is one of the reactants
for step 3 it is obvious that the steps XRC will increase as it’s availability becomes limited. For
both temperature plots adsorption/desorption steps start to become rate temperatures below 200
°C. When Acetone partial pressure was varied, no change significant change in DRC was
observed. When hydrogen partial pressure was varied step 4 is predicted to be rate determining at
extremely low pressures, while at extremely high pressures it was found that step 3 become rate
determining. This also corresponds well to the coverage graph in (Fig. 5 c) that show a steady
coverage of acetone with all other coverages slowly increasing and hydrogen coverage reaching
unity. Since at the beginning there is a lack of hydrogen and IPOX, but an abundance of acetone
it becomes clear that there is not enough to react, but as the coverage of hydrogen increases step
3 becomes rate determining. This happens because the rate constant for step 4 is larger by 6
orders of magnitude, and the Gibbs free energy is much more negative for step 4 than step 3 in
(Table 3).
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a)

b)

c)

d)

Fig. 4 – Predicted degree of rate control for the two-site hydrogenation reaction scheme over
Pt/SiO2 without lateral interactions generated from the microkinetic model. Graph (a) is XRC as
a function of temperature from 173 K to 573 K at pA = 4 torr, pH = 750 torr. Graph (b) is XRC
as a function of pA(bar) from 10-8 to 102 at T = 323 K, pH = 750 torr. Graph (c) is XRC as a
function pH(bar) from 10-4 to 104 at pA = 4 torr, T = 323 K. Graph (d) is XRC as a function of
T(K) from 173 K to 573 K at pA = 4 torr, pH = 37.5 torr.
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4.4 Coverages on Platinum
From microkinetic modeling of Pt/SiO2 without lateral interactions at high partial
pressures of hydrogen (pH2) it was found that as temperature increased acetone dominated
surface coverage and IPOH until around a temperature of 400 K where it began to decline. At
extremely low temperature in the range of 173-230 K the coverage of IPOH and IPOX sharply
increased but plateaued and decreased past it. The same can be seen at low pH2 while
temperature was varied. When acetone partial pressure was varied the acetone surface coverage
increased until it dominated nearly all the surface sites, when acetone plateaued dominating the
surface coverage IPOX and IPOH also plateaued and stopped increasing while still using a
negligible amount of surface sites. When hydrogen partial pressure was varied acetone still
controlled almost all the s surface sites and hydrogen coverage increased on * sites as expected
until it plateaued at near full coverage. Finally, near 1 bar of hydrogen partial pressure the
coverage for IPOX and IPOH plateaued as well. Interestingly for all the varied parameter's
acetone dominates the coverage for them.
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a)

b)

c)

d)

Fig. 5 – Predicted coverages for the two-site hydrogenation reaction scheme over Pt/SiO2
without lateral interactions generated from the microkinetic model. Graph (a) are the predicted
coverages as a function of Temperature in Kelvin going from 173 K to 573 K at PA = 2 Torr, PH2
= 750 Torr. Graph (b) shows the predicted coverages as a function of acetone partial pressure
going from 10-8 to 102 bar at T = 323 K, PH2 = 750 Torr. Graph (c) shows the predicted coverages
as a function of hydrogen partial pressure from 10-4 to 104 at T = 323 K, and PA = 2 Torr. Graph
(d) shows the predicted coverages as a function of Temperature in Kelvin going for 173 K to 573
K at PA = 2 Torr, PH2 = 37.5 Torr.
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4.5 Thermodynamic and Kinetic Data on Ruthenium
Table 4: Thermodynamic and Kinetic data predicted by the MKM at T = 298K, pA = 4 torr,
and pH2 = 750 torr for ruthenium without lateral interactions.
step

A(s-1)

EA(kJ/mol)

∆H(kJ/mol)

∆S(kJ/mol/K)

∆G(kJ/mol)

kf(s-1)

K

1

1.29E8

42.9

-31.0

-0.115

3.453

3.87E0

2.48E-1

2

3.00E8

0.0

-65.9

-0.110

-33.1

3.00E0

6.26E6

3

1.69E13

12.3

-26.7

-0.024

-19.5

1.17E11

2.59E3

4

1.11E10

61.1

-4.60

0.0214

-11.0

2.18E-1

8.44E1

5

2.95E8

0.0

-72.4

-0.111

-39.4

2.95e8

7.98E6

Overall

-

-

-55.6

-0.117

-20.7

-

4.26E3

4.6 Degree of Rate Control on Ruthenium
Looking at Fig. X the degree of rate control for Ru/SiO2 will be step 4 at partial pressures
of hydrogen around 750 torr except at low temperatures around 230 Kelvin where
adsorption/desorption of IPOH begins to increase its DRC. Similarly, for variations of acetone
partial pressure the rate determining step continues to be step 4 in reaction mechanism even at
extremely low partial pressures of acetone (10-8 bar) where acetone adsorption/desorption starts
to increase its DRC. A larger change in DRC can be seen with changes in hydrogen partial
pressure. At approximately 1 bar of hydrogen pressure the DRC for step 1 begins to increase and
as hydrogen partial pressure decreases. Looking at DRC as a function of temperature at low
hydrogen partial pressures, at lower temperature the adsorption/desorption of IPOH given by
step 5 starts to become rate determining, but at higher temperature step 1 will begin to have some
influence with a maximum value of 0.084 at a temperature approximately of 387 K. Past 387K
the DRC for step 1 plateaus and then decreases with step 4 becoming fully rate determining past
475 K. All these results agrees with [11] which assumes step 4 to be rate determining. It should
be noted that eight out of the 46 data point fell into the low hydrogen partial pressure region
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which helps explain why optimum parameters regressed with the ODE model are different to the
algebraic model used in [11].
a)

b)

c)

d)

Fig. 6 – Predicted degree of rate control for the two-site hydrogenation reaction scheme over
Ru/SiO2 without lateral interactions generated from the microkinetic model. Graph (a) is XRC as
a function of temperature from 173 K to 573 K at pA = 4 torr, pH = 750 torr. Graph (b) is XRC
as a function of pA(bar) from 10-8 to 102 at T = 323K, pH = 750 torr. Graph (c) is XRC as a
function pH(bar) from 10-4 to 104 at pA = 4 torr, T = 323 K. Graph (d) is XRC as a function of
T(K) from 173 K to 573 K at pA = 4 torr, pH = 37.5 torr.
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4.7 Coverage on Ruthenium
Modeling coverages at high pH2 as a function of temperature it was found that acetone
dominated the surface at around 273 K, but that IPOX dominated surface coverages quickly after
until near 450 K at which point acetone, IPOX, and hydrogen were on the same order of
magnitude up to 573 K. A similar trend can be seen at low pH2. When acetone partial pressure
was varied it was found that IPOX coverage dominates the amount of surface sites occupied,
while acetone and IPOH stay negligible, and hydrogen coverage stays steady. When hydrogen
partial pressure was varied it was found that the surface coverage of acetone and IPOX was
similar at extremely low partial pressures of 10-4 bar, but past that IPOX became the dominant
species on the surface while acetone coverage sharply decreased, and hydrogen coverage sharply
increased as expected. Interestingly for all plots IPOX seems to dominate surface coverage for
most reaction conditions.
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a)

b)

c)

d)

Fig. 7 – Predicted coverages for the two-site hydrogenation reaction scheme over Ru/SiO2
without lateral interactions generated from the microkinetic model. Graph (a) are the predicted
coverages as a function of Temperature in Kelvin going from 173 K to 573 K at PA = 2 Torr, PH2
= 750 Torr. Graph (b) shows the predicted coverages as a function of acetone partial pressure
going from 10-8 to 102 bar at T = 323 K, PH2 = 750 Torr. Graph (c) shows the predicted coverages
as a function of hydrogen partial pressure from 10-4 to 104 at T = 323 K, and PA = 2 Torr. Graph
(d) shows the predicted coverages as a function of Temperature in Kelvin going for 173 K to 573
K at PA = 2 Torr, PH2 = 37.5 Torr.
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5. Lateral Interaction Microkinetic Model
5.1 Regression Results
When the lateral interaction MKM’s were regressed, both dual site and single site models
were tested. A summary of the number of parameters regressed, the SSE, and AIC can be seen in
(Table. 5). For both platinum and ruthenium, it was found that a two-site model obtained the best
fit and AIC. A better SSE and AIC was regressed for platinum when compared to the non-lateral
interaction model. A similar SSE and AIC was calculated for ruthenium when comparing to the
non-lateral interaction model. The best regressed parameter sets for platinum and ruthenium with
lateral interactions are provided in (Table. 6). For both metals the binding energy of hydrogen,
activation entropy of step 4, and lateral interactions of acetone, IPOX, and IPOH were regressed.
For ruthenium, the regressed parameter for the lateral interaction of acetone has an extremely
large confidence interval while the rest of the parameters do not. This is likely because of how
insensitive the parameter is near its optimum value, and because the ruthenium data set has only
46 data points which is not enough for 5 parameters to be regressed, but there was no way to
further reduce the dimensions of this regression. In the model with lateral interactions the
binding energies were calculated using Eq. (18).
𝐵𝐸𝑥 = 𝐵𝐸𝑥,0 − 𝛼𝑥 ∙ (1 − 𝜃𝑣𝑎𝑐 ) (18)
Where the x is the species, BEx,0 is the initial binding energy, α is the lateral interaction
coefficient, and θvac is the vacant surface site. (Table. 6) shows the best parameter set, and the
average vacant sites available at steady state. Using these average coverages, acetone
hydrogenation over Pt/SiO2 at steady state leads to binding energies of 3.6, 244, and 4 kJ/mol for
acetone, IPOX, and IPOH respectively. For acetone hydrogenation over Ru/SiO2 at steady state
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the binding energies are 37, 274, and 80 kJ/mol for acetone, IPOX, and IPOH respectively, but
the value for acetone binding energy should be discounted due to the confidence intervals for the
lateral interaction parameter being so large. Although the 10-parameter model in (Table. 5)
achieved a better SSE and AIC; the confidence intervals were several orders of magnitude larger
than the actual values regressed for all parameters so they couldn’t be used for both metals.
The zero coverage binding energies for platinum in (Table. 6) were sourced from [18].
For ruthenium values a series of correlations were used. Firstly, the binding energy of IPOX was
calculated using the information from the supplementary material of [19] to get the binding
energy of methoxide and then using Eq. (19) from [11] the binding energy of IPOX was
calculated.
𝑘𝐽

𝐵𝐸𝐼𝑃𝑂𝑋,0 = 𝐵𝐸𝑀𝑒𝑡ℎ𝑜𝑥𝑖𝑑𝑒,0 + 5.8 𝑚𝑜𝑙 (19)
Where BEIPOX,0 is the initial binding energy of IPOX, BEMethoxide,0 is the initial binding
energy of methoxide, and 5.8 kJ/mol is a correction factor to account for extra alkyl side chains
[11]. The initial binding energy of IPOH for ruthenium was calculated using Eq. (20). the
constant 1.8 was estimated from the ratio of BE0 of methanol on Ru(0001) and Pt(111) in [20].
Methanol was used because IPOH was not available. Once IPOH BE0 was calculated, acetones
initial binding energy was estimated using Eq. (20). Finally, the lateral interaction parameter for
hydrogen for both metals was fixed to zero after sensitivity testing revealed it to be insensitive.

𝐵𝐸𝐼𝑃𝑂𝐻,𝑅𝑢 = 1.8 ∙ 𝐵𝐸𝐼𝑃𝑂𝐻,𝑃𝑡 (20)
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Where BEIPOH,Ru is the binding energy of isopropanol on ruthenium, BEIPOH,Pt is the
binding energy of isopropanol on platinum, and 1.8 is a constant ratio that was calculated for it
using methanol BE0. Thermodynamic and kinetic data at 298 K, a pA pf 4 torr, and a pH2 of 750
torr predicted by the MKM is available in (Table. 7) for Pt and (Table. 8) for Ru. Note that the
activation energy for step 3 for both metals was calculated to be –22 and –13 kJ/mol for Pt and
Ru respectively at the optimum parameters. This is likely due to fixing activation entropy of step
3 for both metals to 0. As a test the parameters were regressed with activation energy of step 3
fixed to 0 and no values for any parameters changed, but outputs for kf3 and kr3 changed because
they are calculated using step 3s activation energy. This provides even more support that step 3
is insensitive for platinum when using lateral interactions.
Table 5: Lateral interaction cases for both
Pt (1-3) and Ru (4-6). (*) Indicates a
single site model. Parameters indicates
the number of parameters regressed, SSE
is the error from the sum of squares error,
and AIC is the Akaike Information
Criterion
Case Parameters SSE
AIC

Table 6: Lateral interaction regressed
parameters with 95% CI and average
vacant star sites for platinum (Case 2) and
ruthenium (Case 5). Binding energies and
lateral interaction coefficients are in
kJ/mol, and activation entropies are in
kJ/mol/K
Parameter Case 2
Case 5

1
2
3*

10
5
5

1.00
1.12
1.19

20.0
31.0
42.0

BEA
BEIPOX
BEH

89.0
282
236±1.4

158
288
236±1.2

4
5
6*

10
5
5

0.044
0.063
1.291

-123
-118
21.8

BEIPOH
∆S3
∆S4
αA

99.0
0.0
-0.11±0.004
89±22

174
0.0
-0.075±0.002
125±1683

αIPOX
αH
αIPOH
θ*
θs

39.9±14
0.0
99.0±17
0.04
0.72

14.3±2.8
0.0
96.6±2.8
0.03
0.73
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a)

b)

Fig. 8 – A parity plot to compare the measured STY against the predicted STY from the lateral
interaction model for (a) Pt case 2, and (b) Ru case 5.

5.2 Thermodynamic and Kinetic Data on Platinum
Table 7: Thermodynamic and Kinetic data predicted by the MKM at T = 298K, pA = 4 torr, and
pH2 = 750 torr for platinum with lateral interactions.
step

A(s-1)

EA(kJ/mol)

∆H(kJ/mol)

∆S(kJ/mol/K)

∆G(kJ/mol)

kf(s-1)

K

1

1.29E8

40.7

-36.8

-0.115

-2.39

9.43

2.62

2

3.00E8

0.0

-7.25

-0.0917

20.1

3.00E8

3.02E-4

3

1.69E13

0.0

-50.3

-0.0415

-37.9

1.69E13

4.48E6

4

2.72E7

50.3

-19.8

0.0223

-26.4

4.12E-2

4.26E4

5

2.95E8

0.0

-58.5

-0.109

-26.0

2.95E8

3.55E4

Overall

-

-

-55.6

-0.117

-20.7

-

4.26E3

5.3 Degree of Rate Control on Platinum
According to DRC modeling over Pt/SiO2 with lateral interactions the rate determining
step should only be step 4 at large partial pressures of hydrogen and a mix of step 1 and step 4 at
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smaller hydrogen partial pressures overall which makes sense because step 1 is hydrogen
adsorbing/desorbing. In (Fig. 9 a), as temperature is varied the degree of rate control for step 4 is
rate determining at all temperature. The same can be seen in (Fig. 9 d) where the difference is
that the hydrogen partial pressure is 37.5 torr. Looking at the coverage of IPOX in (Fig. 10 a, d)
starting off near unity, step 4’s forward rate constant (kf) in (Table. 7) being several orders of
magnitude smaller than any other steps at 4.12*10-2, and it’s Gibbs free energy being comparable
to step 3 and 4 and more negative than step 1 or 2s, it becomes clear why step 4 is the RDS.
when varying the partial pressure of acetone in (Fig. 9 b) the value of XRC for step 4 is
also at unity until extremely low partial pressures of acetone around 10-7 a small decline in XRC
for step 4 is observed. This can be explained by the coverage of IPOX and H2 in (Fig. 10 b) with
there being excess hydrogen and a growing surface coverage of IPOX along with kf being
several orders of magnitude smaller than any other steps kf.
When hydrogen partial pressure is varied in (Fig. 9 c) the XRC for step 4 dominates at
partial pressure of 1 bar or greater but begins to decrease as P and the XRC for step 1 begins to
rise and overtake the XRC for step 4 until eventually plateauing around 0.4 near 10-8 bar of
hydrogen. This is expected because the coverage of hydrogen is expected to drop when hydrogen
partial pressure is lower which can be seen from coverage predictions in (Fig. 10 c). Further on
to that the rate constant for step 4 is 3 orders of magnitude smaller than step 1’s at 4.1

10-2 and

9.43 s-1, respectively while all the others are several magnitudes larger than them. Finally, the
Gibbs free energy of step 4 is much smaller than step 1 at -26.0 and -2.39 kJ/mol, respectively.
The lower hydrogen surface coverage coupled with the higher Gibbs free energy provides a
pathway for step 1 to become partially rate controlling even with the larger rate constant.
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a)

b)

c)

d)

Fig. 9 – Predicted degree of rate control for the two-site hydrogenation reaction scheme over
Pt/SiO2 with lateral interactions generated from the microkinetic model. Graph (a) is XRC as a
function of temperature from 273 K to 673 K at pA = 2 torr, pH = 750 torr. Graph (b) is XRC as
a function of pA(bar) from 10-8 to 100 bar at T = 323 K, pH = 750 torr. Graph (c) is XRC as a
function pH(bar) from 10-8 to 100 bar at pA = 4 torr, T = 323 K. Graph (d) is XRC as a function
of T(K) from 273 K to 673 K at pA = 2 torr, pH = 37.5 torr.
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5.4 Coverages on Platinum
The Microkinetic Model was used over a vast range of different temperatures and partial
pressures to predict coverages for acetone, IPOX, IPOH, and H2 for Pt/SiO2 with lateral
interactions in (Fig 10). When temperature was varied for both large and small partial pressures
of hydrogen, the surface coverage of IPOX would decline from unity while the surface coverage
of acetone would increase and overtake the coverage of IPOX until finally beginning to decline
as well. When the partial pressure of acetone was varied it was found that the surface coverage of
acetone was negligible, suggesting it’s being used up as it’s being adsorbed, and IPOX coverage
would grow steadily to unity, while hydrogen coverage remained unchanged. When the partial
pressure of H2 was varied acetone starts at high surface coverage but starts to decline and IPOX
starts to dominate surface coverage along with hydrogen corresponding to the change of step 1
and step 4 both contributing to being the RDS and then step 4 completely becoming rate
determining.
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a)

b)

c)

d)

Fig. 10 – Predicted steady state coverages for the two-site hydrogenation reaction scheme over
Pt/SiO2 with lateral interactions generated from the microkinetic model. Graph (a) are the
predicted coverages as a function of Temperature in Kelvin going from 273 K to 673 K at PA = 2
Torr, PH2 = 750 Torr. Graph (b) shows the predicted coverages as a function of acetone partial
pressure going from 10-8 to 100 bar at T = 323 K, PH2 = 750 Torr. Graph (c) shows the predicted
coverages as a function of hydrogen partial pressure from 10-8 to 100 at T = 323 K, and PA = 2
Torr. Graph (d) shows the predicted coverages as a function of temperature in Kelvin going from
273 K to 673 K at PA = 2 Torr, PH2 = 37.5 Torr.
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5.5 Thermodynamic and Kinetic Data on Ruthenium
Table 8: Thermodynamic and Kinetic data predicted by the MKM at T = 298 K, pA = 4 torr,
and pH2 = 750 torr for ruthenium with lateral interactions.
step

A(s-1)

EA(kJ/mol)

∆H(kJ/mol)

∆S(kJ/mol/K)

∆G(kJ/mol)

kf(s-1)

K

1

1.29E8

41.1

-35.9

-0.115

-1.49

8.23E0

1.83E0

2

3.00E8

0.0

-32.6

-0.104

-1.53

3.00E8

1.86E0

3

1.69E13

0.0

-53.8

-0.030

-44.8

1.69E13

7.19E7

4

1.89E9

57.9

-10.8

0.0209

-17.0

1.32E-1

9.66E2

5

2.95E8

0.0

-77.4

-0.112

-44.2

2.95E8

5.53E7

Overall

-

-

-55.6

-0.117

-20.7

-

4.26E3

5.6 Degree of Rate Control on Ruthenium
According to DRC modeling at the optimum parameters regressed for Ru/SiO2 with
lateral interactions the rate determining step can vary significantly depending on the conditions
of the reaction. Note that these results should be discounted because there is not enough data to
properly regress parameters with good confidence intervals. At a hydrogen partial pressure of 1
bar and acetone partial pressure of 4 torr the rate determining step is shared between step 4 and
step 5 as can be seen in (Fig. 11 a). The sharing occurs between 400 and 500 K. The
corresponding coverage plots in (Fig. 12 a) has a transition point at the same temperatures with
the dominant coverage switching from IPOX, to IPOH, and finally to acetone. This aids in
explaining why the XRC changes so drastically and goes back to being step 4 at such a high
temperature. (Fig. 13 a) shows reversibility changes corresponding to the DRC change. Step 5 is
excluded from the plots because IPOH partial pressure is 0 making step 5 irreversible. At lower
hydrogen partial pressures step 1’s XRC also begins to increase alongside step ’s while step 4’s
decreases. This all happens in a range of 375 K to 500 K. In the corresponding coverage graph in
(Fig. 12 d) around the same temperature range IPOX, IPOH, and then acetone take turn being
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dominant on surface coverage until acetone takes over again. The same argument from before
also explains why steps 4, and 5 are partially rate determining in this temperature range. Looking
at (Fig. 13 b) the reversibility of step 1 also starts to decrease and increase as the DRC of step 1
starts to increase and decrease as well. So, step 1 isn’t at a quasi-equilibrium state, and it causes
the change in DRC.
When acetone partial pressure is varied in (Fig. 11 b) steps 4 and 5 swap being RDS at
extremely low partial pressures, but very rapidly step 4 starts to become rate determining until its
fully rate determining at around 10-5 bar of acetone partial pressure. Looking at the
corresponding coverage graph (Fig. 12b), IPOH coverage is at unity where step 5 is majorly rate
determining before it declines and IPOX coverage approaches unity where step 4 is rate
determining. Hydrogen coverage stays the same throughout and acetone stays at extremely low
coverages increasing slightly before plummeting and then plateauing. The IPOX coverage
dominating corresponds to when step 4 becomes rate determining because it’s one of step 4’s
reactants and no other steps reactant. Coupled with the acetone coverage plummeting this leads
to the conclusion that step 4 is rate limiting because the hydrogen is reacting more favorably with
the acetone on the surface than the IPOX on the surface which means step 3 is probably using it
more rapidly. When hydrogen partial pressure was varied in (Fig. 11 c) step 1 was rate
controlling at lower partial pressures leading into step 4 being rate controlling at larger partial
pressures. Looking at the corresponding coverage graph in (Fig. 12 c) hydrogen starts off at very
little surface coverage because of low hydrogen partial pressures and grows as the pressure
grows reaching full coverage near 1 bar. This is expected because step 1 is hydrogen
absorbing/desorbing so if there is little hydrogen available in the gas phase while there’s an
abundance of acetone then it’ll become rate limiting.
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a)

b)

c)

d)

Fig. 11 – Predicted degree of rate control for the two-site hydrogenation reaction scheme over
Ru/SiO2 with lateral interactions generated from the microkinetic model. Graph (a) is XRC as a
function of temperature from 273 K to 673 K at pA = 2 torr, pH = 750 torr. Graph (b) is XRC as
a function of pA(bar) from 10-8 to 100 bar at T = 323 K, pH = 750 torr. Graph (c) is XRC as a
function pH(bar) from 10-8 to 100 bar at pA = 4 torr, T = 323 K. Graph (d) is XRC as a function
of T(K) from 273 K to 673 K at pA = 2 torr, pH = 37.5 torr.
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5.7 Coverage on Ruthenium
The Microkinetic Model was used over a vast range of different temperatures and partial
pressures to predict coverages for acetone, IPOX, IPOH, and H2 for Ru/SiO2 with lateral
interactions. As temperature increased at large pH2 the coverage of acetone increased and the
coverage of IPOX decreased, and the coverage of IPOH decreased until 400 K and then
increased until 475 K until it starts to decrease again. When the partial pressure of acetone is
increased, the coverage for IPOX increased to unity, while the coverage of both acetone and
IPOH decreased until plateauing. When hydrogen partial pressure is increasing the coverage for
acetone decreases, the coverage for IPOX increases until plateauing, and the coverage for IPOH
increases but has a slight dip at around a pH of 10-5 bar. When temperature is increasing at lower
pH the coverage acetone will increase, the coverage of IPOX will decrease and the coverage of
IPOH will be decreasing until around 375 K at which point it starts to increase until around 425
K where it starts to decrease again.
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a)

b)

c)

d)

Fig. 12 – Predicted steady state coverages for the two-site hydrogenation reaction scheme over
Ru/SiO2 with lateral interactions generated from the microkinetic model. Graph (a) are the
predicted coverages as a function of Temperature in Kelvin going from 273 K to 673 K at PA = 2
Torr, PH2 = 750 Torr. Graph (b) shows the predicted coverages as a function of acetone partial
pressure going from 10-8 to 100 bar at T = 323 K, PH2 = 750 Torr. Graph (c) shows the predicted
coverages as a function of hydrogen partial pressure from 10-8 to 100 at T = 323 K, and PA = 2
Torr. Graph (d) shows the predicted coverages as a function of temperature in Kelvin going from
273 K to 673 K at PA = 2 Torr, PH2 = 37.5 Torr.
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5.8 Reversibility on Ruthenium
a)

b)

Fig. 13 – Predicted reversibility’s for the two-site hydrogenation reaction scheme over Ru/SiO2
with lateral interactions predicted from the microkinetic model. For all simulations, the pIPOH =
0.0 bar. Because of this the reversibility for step 5 desorbing IPOH will be irreversible. Graph (a)
is reversibility as a function of temperature from 273 K to 673 K at pA = 2 torr, pH = 750 torr.
Graph (b) is reversibility as a function of T(K) from 273 K to 673 K at pA = 2 torr, pH = 37.5
torr.
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6. Comparisons between Non-LI and LI models
Comparing the lateral interaction (LI) and non-lateral interaction (non-LI) model it is
important to see what can be improved and what is really being changed. The first major change
is step 3 becoming insensitive for Pt but staying unchanged for Ru. Due to the ODE for the
lateral interaction model being 100 steps this change is further convoluted making it extremely
difficult to diagnose. In (Table. 9) reaction orders of acetone and hydrogen are presented with
apparent barriers from literature and the models. The reaction orders are within an acceptable
range for both Pt and Ru, but the apparent barriers with lateral interaction are not. This is likely
because the model overestimates the effects of lateral interactions similarly to the mean field
approximation model given in Eq. (3). Graphs used to generate values for the apparent barriers
are present in (Fig. 14) to show linearity. Comparing the SSE for platinum with and without LI a
better fit is found with the LI with a better AIC. For ruthenium the lateral interaction model gets
approximately the same SSE with an extra parameter, so it performs worse than the non-LI
model. Finally, the LI models are much more unstable outside of the data ranges they were
regressed around than the non-LI models. This is more than likely due to a mix of poor model
choice, and the limits of numerical integration. Another point of fault could be that the data we
optimize with isn’t at a range of coverages, but only one single coverage regime. Overall, the
non-LI models are better than the LI models, and a different LI model should be implemented in
the future using a nonlinear function such as the error function or inverse error function.
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Table 9: Reaction orders and apparent barriers from literature and predicted from the models.
Reaction conditions for Pt [10] and Ru [11] were kept the same as in literature. For apparent
barriers temperatures from 322K to 381K were used at pA = 4 Torr, and pH = 900 Torr. This
was because past 381K apparent barriers changed drastically and weren’t linear.
step
Acetone
Hydrogen
Apparent Barrier
(kJ/mol)
Pt literature
0.06 ± 0.014
0.42 ± 0.02
33 ± 6.0
Pt non lateral interaction model
0.06 ± 0.003
0.47 ± 0.07
32 ± 1.9
Pt lateral interaction model
0.10 ± 0.003
0.38 ± 0.04
14 ± 1.2
Ru literature
Ru non lateral interaction model

0.03 ± 0.22
0.0 ± 1E-5

0.48 ± 0.08
0.44 ± 0.02

50 ± 1.5
50 ± 0.8

Ru lateral interaction model

0.0 ± 6E-5

0.35 ± 0.03

21 ± 0.3

a)

b)

Fig. 14 – Data used to predict apparent barriers using lateral and non-lateral interaction models.
(a) is the Pt MKM, and (b) is the Ru MKM.
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7. Conclusion
In conclusion Julia is a very fleshed out programming language with a fully featured suite
of packages. These packages are created and maintained by the community, making them free.
They are also extremely easy to install from the Julia terminal itself. The packages have
everything expected of them and more. On top of all that Julia itself runs extremely fast with
simple syntax making it well suited for creating and running Microkinetic models. Without
lateral interaction 185 data points takes Julia 10 milliseconds and 250 milliseconds with lateral
interactions. When DRC was calculated it took 50 milliseconds both with and without lateral
interactions. This allows for fast implementation and running of microkinetic models.
The microkinetic model being solved as a system of ODE’s captures the real, expected
physical phenomena instead of being limited by assumptions of the rate determining steps. This
is the reason such drastic changes appear at the lower end of the independent variables when
calculating the rate determining step and coverages. The RDS depends on the temperature and
input partial pressures of reactants and products. Without lateral interactions, it was found that
the rate determining step over platinum varied between step 3 and 4. Ruthenium’s RDS was
found to be step 4 when physical effects such as low temperatures caused desorbing to become
more difficult leading to step 5 to become rate determining.
When using lateral interactions, the model becomes more limited by the range of the data
because it is a stiff ODE with over 100 intermediate equations being solved each step. When
lateral interactions are included, platinum’s RDS becomes step 4. The reason for this is twofold.
Firstly, activation entropy for step 3 with lateral interactions is insensitive up to -0.25 kJ/mol/K
which is an unrealistically large activation entropy. The activation entropy for step 3 was set to
0.0 giving it a pre-exponential factor of 1.7 *1013 s-1 which is several orders of magnitude more
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than any other steps. Secondly the activation entropy at steady state would reach zero, even
going negative sometimes. Because of this activation entropy for step 3 was fixed to 0. The
parameters were regressed again, but the optimum parameters regressed were the same ones
found previously proving it was extremely insensitive. When ruthenium was modeled with
lateral interactions there was only enough data to regress 4 parameters, but 5 were regressed.
There was not much change other than a temporary dip of the RDS being a mix of step 1, 4, and
5 depending on the reaction conditions. This can all be explained by the coverage and
revertabilities of the reaction. In the end using this model for lateral interactions may not be more
accurate than using the non-lateral interaction model, because it may over predict lateral
interactions leading to a lower effective activation energy. The LI MKM’s are also highly
unstable outside of the data ranges they were regressed with. This is more than likely due to a
mix of poor model choice and numerical integration limitations. Another point of fault could be
that the data we optimize with isn’t at a range of coverages, but a single coverage regime.
Overall, it’s recommended to use the non-LI model until a suitable LI model can be found
possibly using a nonlinear model such as the error function or inverse error functions.
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