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More than 100 structurally diverse point mutations leading to
aggregation in the dimeric enzyme Cu, Zn superoxide dismutase
(SOD1) are implicated in familial amyotrophic lateral sclerosis
(FALS). Although SOD1 dimer dissociation is a known requirement
for its aggregation, the common structural basis for diverse FALS
mutations resulting in aggregation is not fully understood. In
molecular dynamics simulations of wild-type SOD1 and three
structurally diverse FALS mutants (A4V, G37R, and H46R), we find
that a common effect of mutations on SOD1 dimer is the mutation-
induced disruption of dynamic coupling between monomers. In the
wild-type dimer, the principal coupled motion corresponds to a
‘‘breathing motion’’ of the monomers around an axis parallel to the
dimer interface, and an opening–closing motion of the distal
metal-binding loops. These coupled motions are disrupted in all
three mutants independent of the mutation location. Loss of
coupled motions in mutant dimers occurs with increased disruption
of a key stabilizing structural element (the -plug) leading to the
de-protection of edge strands. To rationalize disruption of cou-
pling, which is independent of the effect of the mutation on global
SOD1 stability, we analyze the residue–residue interaction net-
work formed in SOD1. We find that the dimer interface and
metal-binding loops, both involved in coupled motions, are regions
of high connectivity in the network. Our results suggest that
independent of the effect on protein stability, altered protein
dynamics, due to long-range communication within its structure,
may underlie the aggregation of mutant SOD1 in FALS.
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Point mutations in the cytoplasmic homodimeric enzyme Cu, Znsuperoxide dismutase (SOD1) (1) have been identified as the
primary cause of 20% cases of the disease familial amyotrophic
lateral sclerosis (FALS) (2, 3). There are 100 distinct and
structurally diverse FALS mutations known to result in identical
symptoms (4), suggesting that all mutations affect an unknown
common property of the protein, leading to toxicity. There is
evidence that the motor neuron-specific toxic gain-of-function of
the mutants is associated with intracellular aggregation, trafficking,
andor degradation of misfolded SOD1 (5, 6). The inhibition of
aggregation by overexpression of chaperones leads to increased cell
viability (7).
The molecular mechanism of misfolding and aggregation of
SOD1, and how structurally and chemically diverse mutations lead
to aggregation, is not fully understood. We and others have
previously demonstrated that the in vitro aggregation of SOD1
occurs via a pathway involving dissociation of the dimer and loss of
metals, followed by multimeric assembly of the apo-monomeric
(metal-free) SOD1 (8–10). FALS mutations are likely to lead to
enhanced aggregation by affecting one or more steps in the
aggregation pathway leading to an increase in the population of the
aggregation-prone apo-monomer. Inhibition of mutant SOD1
dimer dissociation by engineering an intersubunit disulfide bond on
the interface or by small-molecule binding drastically reduces or
abolishes aggregation (9, 11). For a subset of mutants, the decrease
in stability of the mutant apo-dimer correlates with the average
survival time of patients carrying the mutation, suggesting that
stability of the dimer may be a ‘‘common denominator’’ underlying
FALS (12, 13). However, for other structurally distinct mutants,
mutation is found to stabilize the apo-state of the protein, while still
causing disease, suggesting that the decreased stability is not
sufficient for explaining the enhanced aggregation propensity of
mutants (14).
The lack of specificity in mutations coincident with an identical
aggregation phenotype indicates the high connectivity of the scat-
tered mutation sites with sites that maintain the fold fidelity of
SOD1. It is expected that mutants affect the global dynamics of
SOD1 in the native state and lead to greater sampling of aggrega-
tion-prone states. Indeed, several mutants are known to be more
dynamic: they are more susceptible to the reduction of the con-
served disulfide bond in SOD1 (15), display enhanced binding to
hydrophobic beads (16), have greater HD exchange rates (14), and
have enhanced mobility in specific regions of the protein on the
picosecond–nanosecond time scale, compared with wild-type
SOD1 (17). Given the higher flexibility of the mutants, mutant
SOD1 may induce aggregation by enhancing the propensity to
locally (for both stabilizing and destabilizing mutants) and globally
(for destabilizing mutants) unfold, leading to the exposure of
aggregation-inducing structural elements. Hence, understanding
how structural perturbation associated with different FALS muta-
tions influences the global and local dynamics of SOD1, particularly
of the aggregation-prone regions, can provide clues for delineating
the common underlying basis of mutation-associated aggregation.
In many cellular processes, energy change associated with per-
turbations such as mutations or ligand binding is transduced
through a protein structure, linking residues within or between
subunits (18, 19). This long-range communication within protein
structures has been uncovered by using both experimental and
theoretical approaches, and these approaches have shown that the
free energy change at one site is not transduced uniformly through
the protein structure; instead it is directed to specific regions of the
protein (20). These regions are determined by the geometry and the
connectivity of the structural network of the protein (21).
Here we ask how and why diverse FALS mutations affect the
local, near-native dynamics of the apo-SOD1 dimer and monomer,
and how the altered dynamics leads to the disruption of fold fidelity
in SOD1 that may result in its aggregation. We choose three
structurally and thermodynamically diverse mutations (Fig. 5,
which is published as supporting information on the PNAS web
site): (i) A4V, a highly destabilizing mutation on the dimer inter-
face; (ii) G37R, a destabilizing mutation in the -plug region close
to the hydrophobic core; and (iii) H46R, a mildly stabilizing
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mutation in an active-site loop. We find that independent of the
affect on global protein stability and the location of mutation,
mutant SOD1 displays a loss of coupling between the motions of
monomer subunits in the dimer. Furthermore, we find that the
hydrogen-bond network stabilizing the putatively aggregation-
prone edge strands and the hydrophobic -plug region (Fig. 5) is
also weakened in the mutant dimers and monomers compared with
wild type and upon exposure of the wild-type dimer to aggregation-
promoting conditions. We rationalize the disruption of intermono-
mer coupling in mutants by analyzing the connectivity properties of
the SOD1 -barrel fold and find that the topology of the SOD1 fold
may underlie the observed (loss of) coupling. Our results suggest
that the dynamics of SOD1 helps explain the observed diversity of
mutations in SOD1 that lead to its aggregation in FALS.
Results and Discussion
We perform all-atom molecular dynamics (MD) simulations of
dimers and monomers of wild-type SOD1 and three mutants for 5
ns each in a box of water (see Materials and Methods). To under-
stand the effect of mutation on protein dynamics on the picosec-
ond–nanosecond time scale, we compare dynamical properties,
calculated from the simulation trajectories, of the mutants with the
wild type, and the dimers with the monomers.
The root mean square deviation (RMSD) of the backbone atoms
from the respective minimized crystal structure in the protein is
2.5 Å for all dimers (Fig. 1 a–d) and 2 Å for all monomers (Fig.
1 e–h). The RMSD of the dimer interface mutant, A4V, monomer
has an increasing trend with time, suggesting that a structural
rearrangement occurs within this monomer on the nanosecond
time scale, and that a significant destabilization of the protein
occurs as a result of the addition of hydrophobic groups (Ala to Val)
on the water-exposed dimer interface of the monomer. However,
with the exception of the A4V monomer, we find that all other
trajectories do not show large drifts in RMSD and sample near-
native conformations (Fig. 1 a–h). Whereas A4V and G37R are
known to destabilize SOD1, the H46R mutant is known to stabilize
SOD1 (13, 14), and accordingly the MD trajectories of H46R have
the minimum RMSD among all trajectories.
Altered Fluctuation Patterns of Residues in Mutant SOD1 Dimers. To
understand whether and how mutation affects the dynamics of
SOD1 dimer on a picosecond–nanosecond time scale, we calculate
the fluctuations of each residue in the wild-type and mutant dimers.
We calculate the internal mobility of any given residue, i, i.e.,
fluctuations of the residue relative to the average fluctuation of all
residues in the protein (see Materials and Methods). The resulting
normalized fluctuation of a residue, Z(i), is compared between
trajectories by calculating the change in the internal mobility of the
residue, Z  Z(i, wild type)  Z(i, mutant). We find that mutants
have a significantly altered pattern of mobility compared with wild
type (Fig. 1 i–k). In the A4V, H46R, and G37R mutants, 62%, 53%,
and 64% of the residues in the dimer are more flexible than the wild
type, respectively, indicating that as a consequence of the altered
packing, residues are globally more flexible in the mutants than in
the wild-type dimer (Fig. 1 i–k). However, there are several residues
that are less flexible in the mutants; for example, the residues 70–80
in the zinc loop are more flexible in the wild-type dimer than in the
A4V and H46R mutants. On the other hand, the N and C termini
and the residues 133–138 in the electrostatic loop, which form a
helix, are more flexible in all mutants, compared with the wild type.
In good agreement with our calculations, these helix-forming
residues 133–144 have also been found to be more flexible (have
higher crystallographic B-factors) in the G37R mutant crystal
structure (22). The altered flexibility of mutant dimers suggests that
certain modes of motion occurring in the wild-type dimer are absent
in the mutant dimers, and vice versa.
Distinct Loss of Intersubunit Coupling in Mutant SOD1 Dimers. Altered
patterns of flexibility in the mutants compared with the wild type
may arise because of altered packing of the residues in the dimer.
Fig. 1. Flexibility of residues in MD trajectories. (a–h) The RMSD of the MD
trajectories from the original minimized crystal structure. (i–k) Relative fluc-
tuations of residues in the mutant dimers compared with fluctuation in
wild-type SOD1. Only one monomer (A in the crystal structure of the wild type)
is shown for comparison. (l–o) Relative fluctuations of residues in the wild-
type and mutant monomers compared with the fluctuation in the respective
dimer. In l, residues experimentally found to be moreless rigid in the dimer
compared with the monomer are colored redblue, respectively.
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The packing strain induced by mutation at one site is propagated
to other residues in the protein, thus affecting the correlated
motions of the residues. To elucidate the motion types that are
altered by mutations in SOD1 dimer, for each mutant and wild-type
dimer we calculate the interresidue covariance matrix (Eq. 1), which
measures the coupling between the motion of any pair of residues
on the picosecond–nanosecond time scale accessed in the simula-
tion (Materials and Methods). We find that there are distinctly
pronounced patterns of correlation between residues in the wild-
type dimer (Fig. 6a, which is published as supporting information
on the PNAS web site) at 300 K, which are significantly diminished
in the three mutant dimers (Fig. 6 b–d). These couplings in the
wild-type dimer have been observed in previous shorter-time-scale
MD studies (23). In all trajectories, secondary elements of the
native structure show a high correlation with each other, indicating
that all dimers sample near-native states. However, in the wild-type
dimer, there are a large number of long-range positively correlated
(square III) and, more prominently, anticorrelated motions (square
IV), including both intra- and intermonomer motions exhibited by
pairs of residues (Fig. 6a). Whereas a majority of the positively
correlated motions are between residues that are sequence neigh-
bors or are in contact in the native state, a majority of the
anticorrelated motions are between residues in the active-site loops
(60–80 and 120–140) and other regions of the protein, suggesting
an opening–closing motion of the loops. Such motion allows
substrate diffusion to the active site of the enzyme. Previous studies
of enzyme MD by Bruice and coworkers (24) have also identified
anticorrelated motions of the active sites as signatures of enzymatic
activity. Thus, correlated motions between monomers arise on the
nanosecond time scale and are, remarkably, disrupted in the
mutant dimers.
To quantify the degree of decoupling induced by the mutation,
we calculate the contribution of intermonomer correlated mo-
tions to the overall correlations in the dimer. This contribution
is defined as













where cij is the absolute value of the correlation coefficient between
residues i and j, the superscripts ‘‘intra1’’ and ‘‘intra2’’ represent
correlations within the two monomers, and ‘‘inter’’ represents
correlations between the two monomers. The values of Cinter, the
fraction of the correlation that is intermonomer, are 0.26, 0.07, 0.12,
and 0.14 for the wild-type and A4V, H46R, and G37R mutant
dimers, respectively, showing that the coupling between the mono-
mers is considerably reduced in all three mutants compared with
the wild type. The values Cintra1 and Cintra2, defined similarly as
Cinter, also change upon mutation (Table 1, which is published as
supporting information on the PNAS web site). We find that the
wild type has greater intramonomer correlations than the mutants,
indicating that strain introduced by the mutation disrupts not only
intermonomer motions, but also intramonomer concerted motions
of secondary structural elements.
Altered correlation patterns between residue pairs in the mu-
tants suggest that the major global dynamic modes of the protein
involving motions of secondary and tertiary structures are altered
upon mutation. To elucidate these global dominant motions in the
wild type that lead to the observed coupling and that are disrupted
in the mutants, we use the essential dynamics method (25), which
is based on projecting the correlated fluctuations in the protein to
a principal-components ‘‘essential’’ subspace (Materials and Meth-
ods). The eigenvectors and eigenvalues of the covariance matrix
represent the directions and amplitudes of motions in the principal
components subspace (Fig. 2). We find that for the wild type and
A4V, H46R, and G37R mutants, the first 5–10 modes, arranged in
decreasing order of their eigenvalues, capture a majority (75%)
of the protein motions (Fig. 7, which is published as supporting
information on the PNAS web site). We find pronounced differ-
ences in the first, most dominant, eigenmode between the wild-type
and the mutant dimers (Fig. 2).
In the first eigenmode, the wild-type dimer exhibits a ‘‘breathing’’
motion around an axis parallel to the dimer interface, along with an
opening–closing motion of its loops. This motion, which is global
and is a coupled motion between the two dimers, is absent in all of
the mutants. Instead, the dominant motion modes of mutant dimers
are confined to the active sites and, in some cases, other loops of the
protein. Importantly, the loss of global coupling in the mutants
occurs irrespective of the location of the mutation: the A4V
mutation is on the dimer interface, the G37R is in the -plug region,
and the H46R is in the metal-binding site. Also, the lack of coupling
is independent of the effect of mutation on stability; A4V and
G37R are known to destabilize the protein, whereas H46R is known
to stabilize apo-SOD1.
We postulate that breathing motions provide a mechanism for
the dissipation of energy perturbations induced by the environment.
In the mutants, because of the evident absence of this breathing
global mode on the picosecond–nanosecond time scale, the energy
perturbation may instead cause the local unfolding of key structural
features of the protein and may thus enhance aggregation propen-
sity, independent of the effect of mutation on the global protein
stability.
Dynamical Effects of Dimer Dissociation. Dimer dissociation is
known to be required for the aggregation of SOD1 (8), and
SOD1 folding is known to be a three-state process involving the
folding of individual monomers followed by their association
(26). The crystal structure of a monomeric mutant of SOD1
shows that the isolated monomers maintain the canonical eight-
stranded Greek key barrel fold of the SOD1 dimer (27). Because
monomers are on-pathway to aggregation, changes in the flex-
ibility of monomer substructures upon dimer dissociation likely
provide structural clues to the propensities of specific areas of
the monomer to induce aggregation.
To probe the dynamical effects of dimer dissociation on SOD1,
we perform 5-ns-long MD simulations of the wild-type and three
mutant SOD1 monomers, and compare monomer dynamics to that
of the corresponding dimer on an identical time scale. We find that
all monomer trajectories, except for the A4V monomer, which has
an increasing trend in RMSD (Fig. 1f), display lower or similar
RMSD compared with the dimers, suggesting that isolated mono-
mers are stable on the picosecond–nanosecond time scale. We
Fig. 2. The first eigenmode obtained from essential dynamics analysis
projected on the structures of wild-type (a), A4V (b), H46R (c), and G37R (d)
dimers. In the wild type, a global breathing motion of the monomers is
indicated by arrows.







calculate the changes upon dimer dissociation in the flexibility of
each residue relative to the rest of the protein (Fig. 1 l–o). We find
that in wild-type SOD1, residues 9–13, 25–27, 38–62, 82–86, and
151–153 are more rigid in the dimer, whereas residues 37–43,
70–80, 88–95, and 125–142 are more rigid in the monomer. These
findings are in good agreement with NMR experiments of Banci et
al. (28), in which they find that 47–59, 76–86, and 151–153 are more
rigid in the dimer, whereas residues 131–142 and 88–95 are more
rigid in the monomer. The measurements of NMR order param-
eters by Banci et al. were performed for holo-dimer, whereas our
simulations, although starting with the holo-protein structure for
the wild type, are performed on the apo-dimer. In a crystal
structure of SOD1 wild-type native dimers that are 80% metal
deficient, relatively minor structural rearrangements occur com-
pared with the fully metallated protein without changes in the
overall SOD1 fold (29). The prominent effect of metals is on the
overall thermodynamic stability of the protein, which is consider-
ably reduced by the loss of metals, and leads to an enhanced
propensity to unfold. The unfolding of SOD1 dimer occurs on the
millisecond–second time scale (13), whereas our simulations and
NMR order parameters both sample the picosecond–nanosecond
time scale. Therefore, the observed agreement of residue flexibili-
ties in apo-SOD1 (our simulations) and holo-SOD1 (NMR exper-
iments) dimers and monomers indicates that dynamical properties
of the holo- and the apo-forms of SOD1 on the picosecond–
nanosecond time scale may be similar.
The differences in the rigidities of dimer and monomers follow
similar trends in the stabilizing H46R mutant as the wild type but
follow a different pattern in the A4V and G37R mutants. In A4V,
the residues 134–138, part of the active site loop, are found to be
more flexible in the monomer than in the dimer, and the increasing
RMSD of the A4V with time can be attributed to the greater
disorder in the Zn-loop. The Zn-loop is known to be a site of
nonnative contacts in a crystal structure of multimeric SOD1
assemblies (30). In G37R, the residues 48–62, which form a loop at
the dimer interface (residues 50–53 make intermonomer contacts),
are found to be less flexible upon dimer dissociation compared with
wild type and other mutants. However, in all mutants, the region
88–95, which forms a loop at the edge strand of SOD1 and is part
of the stabilizing ‘‘-plug’’ group of residues, is nearly equally
flexible in the mutant dimers compared with monomers (Fig. 1
m–o), in contrast with the wild-type protein (Fig. 1l), where it is
found to rigidify upon dimer dissociation.
Mutation- and Dissociation-Induced Changes in the Conformational
Stability of the -Plug. The group of residues 37–43, 90–92, 94, and
144 comprise the -plug region of the SOD1 dimer (22). The
residues 90–95 are part of the loop connecting strands 5 and 6
in SOD1, which is the site of a putative edge strand of the -barrel,
where the cylindrical hydrogen bonding patterns, which maintain
the barrel geometry, are disrupted. Richardson and Richardson
(31) have suggested that edge strands are likely sites for aggregation
in proteins. Therefore, we evaluate the effect of three aggregation-
promoting conditions (mutation, dimer dissociation, and exposure
to high temperature) on the dynamics of the loop formed by
residues 90–95. To evaluate the effect of exposure to high temper-
ature, we perform 5-ns MD simulations of wild-type SOD1 at 400 K
(Fig. 8, which is published as supporting information on the PNAS
web site).
We find that the mutant SOD1 dimers exhibit altered dynamics
in the 90–95 loop. The altered dynamics is concomitant with the
loss of stabilizing hydrogen bonds within the loop and with other
residues of the -plug region 37–43 (Table 2, which is published as
supporting information on the PNAS web site). An examination of
the first dominant eigenmode of the wild-type dimer, wild-type
monomer, and three mutant dimers indicates that in the wild-type
dimer these loop-forming residues undergo a twisting motion so
that 5 and 6 strands they connect maintain their hydrogen bonds
with the -plug of the SOD1 barrel (Fig. 9a, which is published as
supporting information on the PNAS web site). On the other hand,
in the monomer, in the mutant dimers and in the wild-type dimer
at 400 K, residues 90–95 are rigidified, so that the -plug is
destabilized by the loss of hydrogen bonds and the 5 and 6 strands
exhibit a tendency to move away from each other, resulting in a
transient opening of the SOD1 -barrel (Fig. 9 b and c). The
dihedral angles of the backbone populated by residues 91–94 during
the trajectories further reinforce the rigidification of the loop under
destabilizing conditions (Fig. 9). Residues 91–93 in the dimer
undergo transitions between dihedral angles only in the wild type,
but not upon mutation, dimer dissociation, or, remarkably, at 400
K. Instead, the strain in the loop is transmitted to the 5 and 6
strands, which show increased propensity to move in opposite
directions. Therefore, we conclude that mutation, dimer dissocia-
tion, and exposure to mildly destabilizing conditions, all known to
promote aggregation, promote the disruption of the structural
fidelity of the -plug and result in an increased propensity of the
SOD1 -barrel to transiently open.
Fig. 3. The network of interactions in SOD1. (a) A
representation of the graph of the SOD1 dimer. Each
node corresponds to a residue, and an edge exists
between the nodes if they form a van der Waals con-
tact. The dimer interface residues are colored blue, and
the residues in the metal-binding sites are colored red.
An example minimal path from L8 to the dimer inter-
face and to the metal-binding sites is shown in green.
The -plug residues are colored yellow. (b and c) The
distribution of normalized average minimal paths
from a given residue to all other residues in the protein
(b) and the betweenness of each residue (c).
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The destabilization of the -plug was previously observed in the
crystal structure of the G37R mutant (22). Similarly, in an NMR
study of the G93A mutant SOD1 dimer, it was found that the
edge-strands had higher mobility compared with wild type (17).
However, both residues 37 and 93 are part of the plug region, so it
was not clear whether the -plug destabilization is a general
mechanism or is limited to these mutants. Our results indicate that
mutations in residues distal from the -plug (such as residues 4 and
46) may also dynamically destabilize it, even though they have
differing effects on the global stability of SOD1, leading to a
transient opening of the -barrel (see Tables 1 and 2). A prediction
from our study, which can be tested in NMR experiments, is that the
native state dynamics of the A4V and H46R is affected to induce
higher disorder in of the -plug region compared with wild type.
Rationalizing the Loss of Intersubunit Coupling in Mutants. To ratio-
nalize the observed loss of coupling between monomers in the
mutants, we analyze the network of interactions formed in the
structure of native SOD1 dimer and monomers (Fig. 3a) and
characterize the distribution of minimal path lengths, Lij, from
residue i to the residue j (see Materials and Methods). For each
residue i, we calculate the average minimal path, a measure of the
connectivity of the residue to the rest of the network, to all other
residues, Li, to the dimer interface LiI, and to the metal-binding
site LiM, by averaging over the minimal paths to all other residues
in the protein, to residues on the dimer interface and in the
metal-binding site, respectively (Fig. 10, which is published as
supporting information on the PNAS web site). For the dimer, we
consider the corresponding residues from both monomers as com-
prising the respective sites.
The value Li is an indicator of the global connectivity of residue
i: a small Li value [corresponding to a negative value of Z(Li)]
indicates that any perturbation, such as a mutation, at the residue
i will be transmitted effectively to all other residues in the protein.
For the dimer, we find that there are five regions that have high
connectivity to the rest of the protein (Fig. 3b): residues 2–9, 16–21,
43–65, 109–119, and 144–153. All of the residues on the dimer
interface lie in the identified regions of high connectivity. Surpris-
ingly, of the residues chelating the metals, residues 46, 48, and 63
are highly connected, even though these are not in the protein core,
and away from the dimer interface. Similar results are obtained for
the betweenness Bi profile (Fig. 3c). Residues with high between-
ness are the hubs in the network through which a large number of
paths linking various pairs of residues pass. These observations
indicate that both the dimer interface and the metal-binding sites
in the dimer are highly connected to the rest of the protein, and
mutations in these residues would likely lead to a global protein
destabilization. Conversely, a perturbation at any protein site due
to mutation is likely to affect both the dimer interface and metal
coordinating sites through the network of contact interactions and
may disrupt their coupled motions.
To probe whether the effect of a mutation on the dimer interface
is correlated with its effect on the metal-coordinating sites, we
calculate the average minimal path of all residues to the dimer
interface and metal coordinating residues (Fig. 10a). We find that,
for each residue, these distances, LiI and LiM, are highly corre-
lated to each other in the dimer (Pearson correlation coefficient r2
 0.8), but neither LiI nor LiM correlate with the distance of the
residue to another region of the protein (chosen as control); the
correlation is also absent in the monomer (Fig. 10), showing that the
correlation between the minimal paths to the dimer interface and
the metal-binding site in the dimer is specific and significant. Thus,
a perturbation such as mutation at any site in the protein is likely
to affect simultaneously the dimer interface and the metal sites. We
postulate that this connectivity rationalizes the disruption of the
coupling between the two monomers, because the coupled ele-
ments, the interface and the metal-binding loops, are both likely
perturbed by the mutation.
A Model for SOD1 Aggregation Based on the Destabilization of the
-Plug. Our results suggest that independent of the effect of
mutation on the stability of the protein, FALS mutations alter the
dynamics of SOD1 and weaken the network of hydrogen bonds
stabilizing the -plug residues providing evidence that local, as
opposed to global, destabilization of SOD1 may be sufficient to
induce aggregation. This destabilization of the -plug upon expo-
sure to three different aggregation-promoting conditions, com-
bined with previous findings implicating the -plug in SOD1
aggregation, suggests a model for the oligomerization of SOD1. We
have previously identified the charged residues in the 5–6 loop
to be critical for the monomer folding and found that misfolded
states result in computational studies of SOD1 folding when these
interactions are disrupted (Fig. 4 a and b) (32). We have also
previously observed in models of SOD1 aggregation that an opened
SOD1 -barrel has high propensity to swap strands with another
similarly destabilized chain, particularly in the 5–6 region (Fig. 4
c and d) (33). The enhanced destabilization of the -plug region
under three aggregation-promoting conditions reinforces a possible
scenario of aggregation based on the opening of the SOD1 dimer.
Locally destabilized SOD1 exposes the hydrogen bond donors and
acceptors in the 5–6 region and destabilizes the -plug by the
weakening of interactions of residues 90–95 with the residues 38–43
(Fig. 4b). Multiple open SOD1 monomers stack together at their
opened exposed edges: the -plug regions from neighboring mono-
mers interact to form an alternative dimer, which may otherwise
retain certain elements of the native structure (Fig. 4 c and d). The
stacking together of such dimers may propagate the fibril (Fig. 4d).
This mechanism is reminiscent of the ‘‘runaway domain-swapping’’
mechanism of aggregation proposed by Eisenberg and coworkers
(34). Thus, our model suggests that, independent of FALS mutants
stabilities, these mutants affect the dynamics of the -plug, thereby
promoting aggregation via domain swapping (33, 35).
While global destabilization of the native state is a widely
accepted mechanism of protein aggregation, our results suggest that
protein dynamics is also an important driving force underlying the
aggregation of proteins. A structural understanding of SOD1
Fig. 4. A model for the aggregation of SOD1 involving the -plug region. (a)
The native SOD1 dimer. The residues 37–42 and 90–95 comprising the -plug
are colored in orange and blue, respectively. (b) An intermediate misfolded
monomer observed in previous MD simulations of model SOD1 monomer
unfolding (32) involving a disrupted -plug region. (c and d) Front and top
views of a nonnative SOD1 dimer observed in previous MD simulations of
SOD1 misfolding (33). The residues 37–42 and 90–95 are colored in orange and
blue, and pink and cyan, respectively, in the two monomers. Arrows indicate
possible directions of fibril growth such that a cross- structure results.







dynamics leading to its aggregation may aid the development of
therapies for FALS aimed at the prevention of aggregation.
Materials and Methods
MD Simulations. We use the AMBER (36) MD simulation package to
perform 5-ns-long MD simulations of monomers and dimers of the
wild-type SOD (PDB entry 1SPD) at 300 and 400 K (for the
wild-type dimer) and of three mutants A4V (PDB entry 1N19),
G37R (PDB entry 1AZV), and H46R (PDB entry 1OZT). Because
apo-SOD1 has been postulated to be implicated in disease, we
remove metals from structures in which metals are present and use
these as the starting structures for simulations. Starting with the
atomic coordinates from the crystal structures, hydrogen atoms are
added, and the protein is solvated in an octahedral box of TIP3P
waters extending 10 Å from the protein. Counterions (Na	) are
added at appropriate places in the box to ensure charge-neutrality
by using the LEAP module in AMBER. Periodic boundary conditions
are applied throughout the simulation, and a nonbonded cutoff of
10 Å is used. Long-range electrostatic interactions are treated by
particle mesh Ewald method as implemented in AMBER. The
simulation protocol involves equilibration for 600 ps followed by a
5-ns production run at 300 or 400 K. The simulation protocol is
described in detail in Supporting Methods, which is published as
supporting information on the PNAS web site.
To compare the fluctuation of a given residue between various
simulation trajectories after superimposition of the trajectory on
the starting structure and removal of rotational and translational
degrees of freedom, we calculate a Z score for the fluctuation value
of the residue in the trajectory: Z(i)  ( fi   fi), where the
fluctuation of a residue, i, is fi, calculated from the PTRAJ module
in AMBER,  fi is the average fluctuation of all residues in the
protein, and  is the standard deviation of the distribution of
fluctuations. Thus, residues with a positive or negative value of Z(i)
fluctuate more or less than the average fluctuation of the protein,
respectively. The Z(i) values are related to the probability (Z) 
1
2exp(Z22) of observing fluctuations fi assuming, as a
null-hypothesis, a Gaussian distribution of the fluctuation values fi.
Covariance Matrices and Essential Dynamics Analysis. We calculate a
C covariance matrix that describes the correlation of the
positional shifts of C atoms in proteins:
cij  ri  rirj  rj, [1]
where ri and rj represent the coordinates of atoms i and j in a
conformation, and . . . represents the average over the trajec-
tory. The average is calculated over all structures after they are
superimposed on a reference (minimized crystal) structure to
remove overall translational and rotational motion. To verify the
robustness of the calculated correlation coefficients, we perform
the covariance analysis over two nonoverlapping 2-ns-long sub-
trajectories corresponding to the last 4 ns of simulation time and
find that the two matrices thus obtained are highly similar to the
matrix obtained for the complete trajectory (data not shown).
Diagonalizing the covariance matrix yields a set of eigenvectors
and eigenvalues. The eigenvectors are directions in a 3N-
dimensional space (where N is the number of C atoms), and
motion along a single eigenvector corresponds to concerted
displacements of groups of atoms in the Cartesian ‘‘essential’’
subspace. The eigenvalues are a measure of the mean square
fluctuation of the system along the corresponding eigenvectors.
Graph Theoretic Analysis. We represent the SOD1 structures as an
undirected, unweighted graph G  {Ni, Eij}, with nodes Ni
corresponding to each residue i, and edges Eij between the nodes
Ni and Nj, if these are in contact. A contact between two residues
exists if the distance between any pair of atoms (excluding
hydrogen atoms) belonging to these residues is 4.2 Å (37). Two
connected nodes are called neighbors of each other. A path
between nodes Ni and Nj is defined as a set of edges that connect
nodes Ni and Nj on G, the length of which is determined as the
number of edges on the path. The minimal path is defined as
the path of minimal length. We calculate for each residue (i) the
average minimal path, Li, between residue i and all other
residues (38), and (ii) the betweenness, Bi, defined as the number
of minimal paths passing through the given residue (39). For the
residue-wise distributions of each of these properties, Pi, we
obtain a Z score for each residue, which is a measure of the
statistical significance: Z(Pi)  (Pi  P), where P is any
property, i.e., L or B, and P and  are the average and standard
deviation of the distribution{Pi} correspondingly.
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