Using DEA to estimate the importance of objectives for decision makers by Francisco J. André et al.
E2004/50
Using DEA to estimate the




Laura RiesgocentrA:  
Fundaci￿n Centro de Estudios Andaluces 
 
Documento de Trabajo 












Francisco J. AndrØ    InØs Herrero    Laura Riesgo 
 






En este trabajo se establecen conexiones adicionales entre DEA y el anÆlisis 
multicriterio. Argumentamos que los multiplicadores virtuales obtenidos de un 
modelo DEA estÆndar no son adecuados para medir las preferencias de un decisor. 
Nuestra propuesta se apoya en el paralelismo entre DEA y la metodolog￿a 
propuesta por Sumpsi et al. (1997), al proyectar cada unidad de anÆlisis en una 
combinaci￿n lineal de los elementos de la matriz de pagos. Finalmente, realizamos 
una aplicaci￿n del mØtodo propuesto, en el contexto de la econom￿a agraria, con un 
estudio de caso empleando datos espaæoles. 
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In this paper we establish further connections between DEA and Multi-criteria 
Decision Analysis by suggesting a particular way to estimate preference weights for 
different objectives using DEA. We claim that the virtual multipliers obtained from a 
standard DEA model are not suitable to measure the preferences of a decision 
maker. Our suggestion takes advantage of the parallelism between DEA and the 
methodology proposed by Sumpsi et al. (1997) by projecting each unit on a linear 
combination of the elements of the pay-off matrix.  Finally, we make an application 
of the proposed methodology to agricultural economics in a case study with Spanish 
data. 
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Introduction 
Several authors have pointed out some close connections between Data Envelopment 
Analysis (DEA henceforth) and Multicriteria Decision Analysis (MCDA from now on). See, 
for example, Belton and Vickers (1993), Joro et al. (1998) and Stewart (1996). Only in 
Thanassoulis and Dyson (1992) the preferences of the decision makers have been estimated. 
In this paper we study an additional connection between MCDM and DEA by studying the 
parallelism between DEA and the methodology proposed by Sumpsi, Amador and Romero 
(1997) (SAR henceforth) to estimate the weights of different objectives in the preferences of 
decision makers in a multicriteria setting. We show that, although these methodologies have 
been developed independently from each other, they have some central features in common so 
that practitioners of any of them can benefit from each other. 
What MCDA and DEA have in common is that both of them deal with individuals, 
activities or organizations that are concerned with multiple objectives or throughputs. In such 
a multicriteria or multiobjective framework, it seems to be a relevant issue to somehow 
measure or evaluate the relative importance of each objective or throughput according to the 
preferences of the decision makers. The SAR methodology is specifically aimed at measuring 
this importance to be compatible “not with the answers of the farmers to artificial 
questionnaires but compatible to the actual behaviour which they follow” by using 
multicriteria procedures (Sumpsi et al., 1997). In DEA, the main purpose is to evaluate the 
technical efficiency of decision units by maximizing a weighted combination of outputs over 
a weighted combination of inputs (or vice versa). As the weights (known as virtual 
multipliers) used to compute such combinations are endogenously determined to provide the 
best possible score for each unit, they are typically interpreted in the literature as the 
importance given by the decision makers to each output or input (see Cooper et al., 2000).   4
In this paper, we claim that DEA, in the way it is usually performed, does not provide 
an accurate measure of the preferences of a decision maker, since DEA parameters are 
crucially influenced by technical issues, and also by the amounts of inputs and outputs of 
other observations. This fact has been stated by some authors like Allen et al. (1997). We 
suggest a particular way to apply DEA in order to get estimates of preference parameters, by 
taking advantage of the parallelism between DEA and the SAR methodology. The idea is to 
project each decision unit on a linear combination of the elements of the payoff matrix, which 
are shown to be efficient by construction. The rationale to do this is to control for the 
technical constraints and isolate the effect specifically associated to preferences. Therefore, 
we get both a measure of efficiency and an estimation of the preference weighting parameters 
for each decision maker. 
To have some quantitative measure of the potentiality of this approach, we perform an 
application to agricultural economics. A number of authors have shown that, contrarily to the 
usual assumption in conventional economics, farmers are not only concerned with the 
maximization of profit or gross margin, but also with other factors, like maximizing spare 
time or minimizing risk, and hence, agricultural economics seems to be a suitable field to 
apply a multicriteria approach. We perform a case study with specific data from a Community 
of Irrigators in the Duero Basin, in Northern Spain. In this case study, we show the 
similarities in the weights that measure the importance of inputs and outputs when using both 
methodologies and test the practical usefulness of these estimates by a validation exercise. 
  The rest of the paper has the following structure: in section 1 we review the basic 
elements of the DEA approach. In section 2 we present the SAR methodology and propose a 
slight modification to guarantee that all the elements of the payoff matrix are efficient so that 
their linear combinations can be safely used as an efficient benchmark. In section 3, we 
discuss the interpretation of DEA virtual multipliers as preference parameters and suggest an   5
alternative way to use DEA in order to estimate the weights of inputs and outputs by taking 
advantage of the SAR methodology. Section 4 presents an empirical application and 
validation and section 5 summarize the main results. The most important conclusions of the 
paper are gathered in section 6. 
 
1. DEA model 
In a standard DEA model there are a number n of Decision Making Units (DMUs 
hereafter), each one making use of s different inputs to produce t different outputs. Using the 
standard notation, Xij denotes the amount of input i used by the j-th DMU and Yrj the amount 
of output r produced by the j-th DMU. Xj (Yj) represents the s×1 (t×1) column input (output) 
vector corresponding to the j-th DMU. The DEA model proposed by Banker et al. (1984), 
known as BCC model after its authors, allows for variable returns to scale, by adding a 
convexity constraint on the weighting parameters λ (see below) to the original model of 
Charnes et al. (1978). In the BCC model the production possibility set is assumed to be given 
by the smallest convex set that encloses all observed DMUs.  
  In order to measure the efficiency of a specific DMU, labelled as ‘0’, the following 
output oriented
a (dual) model is solved: 
Max  θ     
              s.t. 
    Y λ  -  s
+ = θY0 
 X λ + s
-  = X0  (BCCD-0) 
            ∑i i λ =1 
    λ, s
+, s 
- ≥  0 
                                                 
a The selection of an input or an output orientation model depends on the case study and the focus of the analysis. While the 
focus of the former is on input reduction, the emphasis of the latter is on output augmentation.    6
where s
+ and s 
- are known as slacks variables and the λj parameters (j=1,…n) are the weights 
associated to each observed DMU in order to construct a convex combination of all of them 
(or just a subset if some λj’s are equal to zero). Note that the values of the weighting 
parameters are specific to the unit under analysis.   
DEA seeks to identify efficient units and combine them to construct an efficient 
frontier. The technical efficiency score, TE, is given by the inverse of the optimal value of θ, 
TE = 1/θ. This value lies between zero and one by construction. A unit is said to be efficient 
if the optimal value of θ is equal to one and all the slacks are equal to zero.  
The peer units associated to the unit under analysis are those with a positive value of 
λ. The convex combination (given by the λs) of these peer units defines a virtual unit on the 
frontier. We could make the unit under analysis be efficient by transforming it into this virtual 
one. If, at the optimum, the value of any of the λs is equal to zero, this means that the 
associated observation is not a peer unit for the DMU under analysis. 
Problem (BCCD-O) seeks to minimize the distance from the DMU being evaluated to 
the set of hyperplanes that envelope all DMUs. This property can be more easily understood 






















r                                (BCCP-O) 
where  ) 1 ,... 1 ( 1 ≡
r
,  ε is an arbitrarily small, non-archimedian number, and the weighting 
coefficients  µi and vr are known as the virtual multipliers. Inefficient DMUs can be 
transformed into efficient ones by either radially contracting their inputs or by radially 
expanding their outputs for an input or an output orientation, respectively.   7
In Figure 1 an example of the projection on the frontier has been graphed for an 
output-oriented model using one input (the amount of which is assumed to be the same for all 
units) to produce two outputs. Inefficient unit X can be projected on point X´ on the efficient 
frontier; the same occurs for points Y and Y´. The expansion factor (the optimal value of θ 
resulting from the DEA model) for point X is defined as the ratio of distances θ = OX´/OX. 
This value is always equal or greater than one. A value equal to one means that the virtual 
unit on the frontier is the unit under evaluation itself, hence being efficient. The technical 
efficiency rate (TE) is given by TE=1/θ. Note that the value of the efficiency score is always 
upper bounded by one and lower bounded by zero. Note that Z should not be projected on 
point Z´ as Z´ is not an efficient point. As compared with Z’, unit C produces the same amount 
of output 1 and a higher amount of output 2. Therefore, Z should be projected on point C 
instead. This is where the slacks variables come into effect. Unit Z should radially increase its 
outputs to be transformed in point Z´ and then it should go under a translation -by means of 
the slack variable corresponding to output 2- to be finally projected onto unit C. 
 
[INSERT FIGURE 1] 
 
Andersen and Petersen (1993) proposed a modified version of the original BCC 
model, where the DMU under evaluation is excluded from the constraints (i.e., it is not 
included in the reference set). This version has been commonly used to rank efficient units. 
Inefficient units get the same score as in the standard model, whereas efficient ones get what 
have been called a super-efficiency score that can be larger than one. The larger it is, the more 
efficient the associated DMU is. Therefore, a super-efficient observation is a unit whose 
efficiency measure is greater than one as it lies above the frontier when we exclude it from the 
reference set.   8
The virtual multipliers µi and vr in problem (BCCP-O) are typically interpreted to 
represent the weight, or the importance, the unit under analysis gives to each of their outputs 
or inputs in order to achieve the maximum efficiency (see Cooper et al., 2000), in such a way 
that they can be understood to somehow represent the preferences of the decision making 
unit. In this paper, we claim that these coefficients cannot be properly interpreted as 
preference parameters but rather as technical parameters. In section 4 we discuss this issue 
with some detail and suggest an alternative way to use DEA in order to estimate the 
importance of each input and output for each DMU. The idea is to take advantage of the 
parallelism between DEA and MCDA, by using the methodology proposed by Sumpsi et al. 
(1997), which is summarized in the following section. 
 
2. Estimating the weight of attributes in a multicriteria context 
 
The methodology proposed by Sumpsi et al. (1997), and extended by Amador et al. 
(1998), allows estimating the importance that different objectives have on the decisions made 
by the farmers. It is based upon weighted goal programming and has previously been used by 
Berbel and Rodríguez (1998), Gómez-Limón and Berbel (1999), Arriaza et al. (2002) and 
Gómez-Limón et al. (2002). 
Without loss of generality, we assume that some decision makers have a set of q 
objectives of the “max” type
b depending on a vector of decision variables x according to the 
mathematical expressions fi(x)  i=1,…, q. In a DEA context, a "max" objective can be 
understood as an output whereas a "min" objective can be interpreted as an input (see Doyle 
and Green, 1993, Steward, 1994 and Bouyssou, 1999). 
                                                 
b It is well known that an objective of the “min” type can be converted in a “max” objective just multiplying by (-1).    9
The first step is to construct the payoff matrix for the selected objectives. The first 
element of the first column of this matrix is obtained by solving the following mathematical 
programming problem: 
 
[1]      Max f1(x)        
s.t.  x ∈ F       
 
where F denotes the feasible set. The optimal value f1(x) resulting from the above model, 
denoted as f1*≡ f11, is the first entry of the payoff matrix. To obtain the other entries of the 
first column, we substitute arg max f1(x) in fi(x), for i=2,…, q. The rest of the columns of the 
payoff matrix are obtained by implementing the same kind of calculations, i.e., the generic 
element fij is obtained by plugging arg max fj(x) in fi(x). 
For our purposes, it is convenient to notice that, in some cases, the payoff matrix could 
not be unique, that is, problem [1] could have alternative optimal solutions, and some of them 
could be inefficient. Assume there are only 2 objectives and the feasible set (in the objectives 
space) is that shown in Figure 2. Then, when optimizing objective 1, we could obtain any 
point on segment CD
c. In the same way, when optimizing objective 2 we could obtain any 
point on segment AB. Given that we are interested in an interpretation in terms of efficiency, 
it is convenient to have efficient points as a reference. Figure 2 shows that the set of efficient 
solutions for the multicriteria problem at hand is precisely segment BC. Hence, we should 
select point C for the first column of the payoff matrix and B for the second column. In the 
spirit of Hannan (1980), we propose to do this by solving the following lexicographic 
problem for every objective: 
                                                 
c  Specifically, when using a simplex algorithm, we could obtain either C or D.   10
[2]      
ij j
ji










     
 
meaning that objective i is maximized and, if some alternative optima exist, then an arbitrary 
linear combination of the rest of the objectives (with αj > 0 for every j≠i) is optimized 
without worsening the performance of objective i. By solving q problems like [2], we can 
obtain efficient solutions for all the columns of the payoff matrix. 
 
[INSERT FIGURE 2] 
 
Once we obtain the payoff matrix, the following q+1 system of equations is solved: 



















                                                    
       
where fi is the actual observed value of the i-th criterion and wj measures the weight or relative 
importance of the i-th objective for the decision makers. Usually, an analytical solution to 
system [3] does not exist. Therefore, it is necessary to minimize the sum of the deviational 
variables to find the closest set of weights. This is estimated by solving the following 
problem
d: 














p n min   
                                                 
d As a matter of fact, the solution from problem (3) can be taken as a first approximation that could be refined by some 
interactive approach with farmers. Gómez-Limón et al. (2003) propose a different version of this methodology by using the 
matrix of decision variables instead of the payoff matrix.   11
  s.t. 
[4] w 1 fi1 + ... + wq fiq + ni - pi = fi                              (i =1,...q)   
      w1, ..., wq, n1, ..., nq, p1, ..., pq ≥  0 
      w1 + ... + wq =1 
 
where  ni ( pi) is the negative (positive) deviation variable from the observed value fi.  Let 
fj
*=(f1j, …, fij, …, fqj) denote the values of the q attributes, obtained when objective j is 
optimized. When solving problem [4], any observed point is projected on another point that is 
constructed as a weighted sum of the elements of the payoff matrix and such weights provide 
a measure of the importance of each objective for the decision maker. Intuitively, when 
objective  j is very important for the decision maker, the observed vector of achieved 
objectives should be very close to fj
* (and therefore wj should be very close to 1). 
  Note the parallelism of this methodology with DEA. Given that, by construction, the 
elements of the payoff matrix are efficient, the solution of [4] can be interpreted as projecting 
every observation on a combination of efficient units. The main difference is that the 
reference units are not “real” observed units, but potential observations that could show up if 
the optimizing behaviour implied maximizing just one objective. 
Figure 3 illustrates a problem with two objectives. Problem [4] consists of looking for 
a point on segment AB as close as possible to the observed vector x. Point x could be 
projected on point F or on point G depending on the slope of segment AB. This is a 
consequence of using a L1 (“Manhattan”) metric in problem [4]. Different metrics result in 
different projections. For example, the L2 or Euclidean metric (implemented by minimizing a 
combination of the squared deviation variables, instead of the variables themselves) would 
result in an orthogonal projection of x on AB. 
   12
[INSERT FIGURE 3] 
 
3. Using DEA to estimate the weights associated to each throughput  
 
As discussed in sections 1 and 2, DEA has the ability to give meaningful measures of 
technical efficiency, whereas the SAR methodology provides sensible estimations of the 
importance of every criterion or throughput for the decision maker. In this section we propose 
to combine both methodologies to take advantage of the information provided by each of 
them. 
To exploit the parallelism between both approaches, it is convenient to choose an 
adequate version of DEA. There are at least two types of models that may be reasonable 
candidates for this task: additive models (such as the one suggested by Charnes et al., 1985, or 
the one suggested by Tone, 2001) or conventional radial models. For consistency, the former 
should be compared to the SAR model using an L1 norm while the latter should be compared 
to the SAR model using an L2 norm, given that a radial expansion to the frontier is generally 
closer to a L2 norm than to a L1 norm. We preferred an output oriented radial model to an 
additive model because, for comparison purposes, additive models present the disadvantage 
that they maximize the slack variables (i.e., they maximize the L1 distance to the frontier, 
instead of minimizing this distance, as in the SAR methodology). For this reason we preferred 
the use of DEA radial models as they minimize the radial expansion (or contraction) to the 
efficient frontier. Specifically, we have used a BCC output-oriented DEA model considering 
super efficiency (i.e., not including the unit under analysis in the reference set). 
  Concerning the measurement of the importance of each criterion or throughput, the 
typical approach is that of tacking the virtual multipliers µi and vr from problem (BCCP-O). 
We claim that these coefficients cannot be properly interpreted as preference parameters. As   13
discussed for example in Rosen et al. (1998), (the ratios of) these multipliers are more suitable 
to represent the marginal rates of any given throughputs. Specifically, when the throughputs 
correspond to two inputs, the ratio of their associated multipliers can be interpreted as the 
marginal rate of substitution; when they correspond to two outputs, the ratio of the multipliers 
can be understood as the marginal rate of transformation and when they refer to an output 
and an input, respectively, the ratio can be understood as the marginal productivity or, 
conversely, as the marginal cost. 
In DEA, efficiency is a relative concept as it depends on the observations with which 
the unit under analysis is compared to. The value of the virtual multipliers µi for the unit under 
analysis gives a measure of the contribution of each output or input to the overall value of θ, 
but they cannot be representative of the “importance” of each throughput as it is affected by 
the units of measure and by the values of these attributes for the other units. To get this point, 
assume there are two outputs and a specific DMU is focused on maximizing only Y1 and does 
not care about Y2. These preferences should be represented by a weight equal to one for Y1 
and zero for Y2 (w1 =1, w2 = 0). Nevertheless, it may well be the case that the feasible set is 
such that the minimum attainable value of Y2 is strictly positive for technical reasons. As a 
consequence, we should observe that this DMU have a positive value Y2 and we may obtain a 
strictly positive value for the virtual multiplier associated to Y2. However, this positive value 
should not be interpreted as a positive preference for output 2, as it is determined by a 
technical issue. A similar assertion is made by Allen et al. (1997) regarding the fact that the 
restrictions on the weights have to respect the notion of the input/output substitution. 
However, we can often find in the DEA literature that value judgements are directly 
incorporated as weight restrictions directly. 
Therefore, in a standard DEA model, if we consider that the virtual multipliers 
represent the importance of each criterion, we are ignoring the fact that trying to maximize   14
just one output implies a certain value of other attributes, as the reference set is composed of 
all observations. To overcome this difficulty we suggest to combine DEA with the SAR 
methodology by 1) using a reference set which is not made up of all observations in the data 
set, but which is instead made up of the elements of the payoff matrix, i.e., those extreme 
(virtual) units optimizing every criterion separately and 2) identifying the weight of each 
objective, not with the virtual multipliers from problem (BCCP-O), but with the λs from the 
dual BCC model, (BCCD-O), associated to each of the units of the payoff matrix. 
The rationale of this procedure is the following: the elements of the payoff matrix 
explicitly recognize that, when optimizing just one attribute or criterion (or equivalently, one 
output or input), each DMU has to take a certain value of the rest of attributes for technical 
reasons. When including these elements in the reference set, the resulting coefficients 
represent the importance that the unit under analysis gives to each of the criteria controlling 
for the feasibility constraints. Furthermore, as the reference elements are efficient by 
construction, the hyperplane connecting them can be taken as a sensible representation of the 
efficient frontier and the distance from each DMU turns out to be a reasonable measure of 
efficiency. 
 
4. Application to agricultural economics and a case study 
 
In conventional economics, it is typically assumed that firms care about a single 
objective, namely, to maximize profits. Similarly, in agricultural economics, profit, or gross 
margin, has traditionally been assumed the only factor to be maximized in production 
economics in the agricultural sector. However, empirical evidence shows that other factors,   15
like maximizing spare time or minimizing risk, play a key role in the agricultural
e activity as 
in other environmental-related activities (see for example Herrero, 2004). The effects of a 
specific policy will crucially depend on the way farmers react to it, which in turn depends on 
how concerned they are about each relevant variable. By implementing the procedure 
suggested in section 3, we can obtain, in a single exercise, a measure of agricultural efficiency 
and the weight of different objectives for the farmers. 
The case study is a sample of 61 farmers from a community of irrigators, Canal 
General del Páramo, located in the province of León, in Northern Spain. This area has 15,554 
irrigated hectares (ha), divided among 5,950 landowners. It has a “mild Mediterranean” 
climate, 800 m above sea level, with long, cold winters and hot, dry summers. Rain falls 
mostly in spring and autumn. In decreasing order of importance, the normal crop mix is 
maize, winter cereals, beans and set-aside. All the data were obtained both from official 
statistics and from a survey developed in the irrigated area under study
f. 
We construct a mathematical model to represent the decision-making process of a set 
of farmers. In that model each farmer decides, in order to achieve various objectives, the 
value of some decision variables being limited by certain constraints that have to be fulfilled. 
The main elements of this particular study are the following: 
Decision variables. Each farmer has a vector x
r of decision variables, xh, determining the 
crop distribution. The variable xh measures the amount of land devoted to every particular 
crop. To obtain a normalized solution, we supposed that the average land size is 100 ha. The 
range of crops includes winter cereals, maize, beans and set-aside. 
                                                 
e For discussions about the convenience of considering more than one attribute to simulate farmer’s behaviour see Gasson 
(1973), Smith and Capstick (1976), Harper and Eastman (1980), Kliebenstein et al. (1980), Patrick and Blake (1980) or Cary 
and Holmes (1982). More recently Perkin and Rehman (1994), Costa and Rehman (1999), Willock et al. (1999) and Solano 
et al. (2001) suggested that farmers’ decision-making processes are driven by more criteria than purely expected profit. 
f This survey was carried out during 2000-01 agricultural year. For more information about the information collected by the 
survey see Gómez-Limón and Riesgo (2004).   16
Objectives. After the survey developed in the area, we concluded that farmers choose a 
crop distribution taking the following objectives into account: 
   Maximization of total gross margin (TGM), as a proxy of profit in the short 
run
g. TGM data are obtained from the average crop gross margins in a time series of 
seven years (1993/1994 to 1999/2000) in constant 2000 euros. 
   Minimization of risk (VAR). As noted by several authors (see for example Just, 
1974, Young, 1979, and Gómez-Limón et al., 2003), farmers typically have a marked 
aversion to risk, so that risk is an important factor in agricultural production. 
Following the classical Markowitz (1952) approach, risk is measured by the variance 




, where [Cov] is the variance-covariance matrix of the 
crop gross margins obtained from different crops, during the seven-year period. 
   Minimization of total labor input (TL). This objective implies not only a 
reduction in the cost of this input, but also an increase in leisure time and the reduction 
of managerial involvement, since labor-intensive crops require more technical 
supervision. 
Constraints. We identify the following constraints within the model as applied to each 
farmer: 
   Land constraint.  The sum of all crops must be equal to the total surface 
available to each farmer, which is normalized to 100 ha. 
   CAP constraints. In order to fulfill the CAP requirements, we included 5 per 
cent of set-aside for cereal, oilseed and protein crop (COPs)  
   Rotational constraints. These were taken into account according to the criteria 
revealed for the farmers in the survey, i.e. for rotational conditions farmers do not 
usually crop winter cereals during two consecutive years in the same land.    
                                                 
g In the short run, the availability of structural productive factors (land, machinery, etc.) cannot be changed. In this way, farm 
financial viability depends on the gross margin obtained by the farmer.   17
The preferences of farmers are estimated using both the SAR procedure and the 
modified DEA version suggested in section 4. This analysis enables us to assess the 
importance of each objective in the decision-making process for each farmer and to evaluate 
the connection between both methodologies in the context of real agricultural systems. 
 
 
5. Results  
 
Using the SAR approach to calculate the weights, with Manhattan and Euclidean 
metrics, we obtained the weights associated to each attribute for all the farmers. When using 
Manhattan metric, the maximization of profit has a weight greater than 0.5 for approximately 
95.1% of the farmers, whereas this importance is absolute (w1=1.0) for some 42.6% of them. 
Similarly, in the case of the minimization of risk, the percentages are 3.3% and 0%, 
respectively. Finally, the minimization of total labor is the most important objective for only 
1.6% of the sample. Table 1 shows some basic statistical indexes about the weights for the 
three objectives estimated using Manhattan metric. Figure 4 shows the weight cumulative 
distribution function of these estimated weights. 
 
[INSERT FIGURE 4] 
[INSERT TABLE 1] 
 
Using the SAR approach to calculate the weights with the Euclidean metric, profit 
maximization turns out to have a weight greater than 0.5 for approximately 98% of the 
farmers, while this importance is total (w1=1.0) for some 42.6% of them (the same as in the 
previous case). In the same way, for risk minimization, the percentages are 1.6% and 0%,   18
respectively. At last, total labour minimization is the most significant objective for only the 
1.6% of the sample. Figure 5 shows the cumulative distribution function of weights and Table 
2 shows some descriptive statistics. 
 
[INSERT FIGURE 5] 
[INSERT TABLE 2] 
 
The weights (λ) were also estimated using DEA. The criteria to be minimized (like 
risk and working hours) can be considered as undesirable outputs in a DEA context. There are 
several ways to deal with undesirable outputs (see for example Scheel, 2001). One possible 
way is to consider them as inputs. This is the most common method when DEA and MCDM 
have been compared (see Doyle and Green, 1993, Steward, 1994 and Bouyssou, 1999). 
Specifically, we use an output-oriented DEA model where the criteria to be 
maximized (gross margin) were considered the outputs and the criteria to be minimized 
(labour and risk) were considered the inputs of the production process.  
Table 3 shows some basic statistics of the estimated λs. The weight cumulative 
distribution function for the three objectives has been graphed in Figure 6. As we can see, the 
figure is very similar to the previous one, as are the results. The coefficient of correlation 
between the total gross margin weights using DEA and SAR methodology is 93% for the 
Manhattan metric, and 100% using Euclidean metric. The coefficient of correlation between 
the weights associated to risk using both methodologies is 91% when using Manhattan metric 
in SAR methodology and 98% using Euclidean metric. With regard to the total labour 
weights, we cannot give a coefficient of correlation because of the weights are zero or next to 
zero for most of the farmers analyzed, regardless of the methodology used.  
   19
[INSERT TABLE 3] 






We can use the weights obtained by both approaches to reproduce the farmer’s 
behaviour as closely as possible to that actually observed. For this task, we propose the use of 
Multi-Attribute Utility Theory (MAUT)
h as the theoretical framework, where we construct an 
additive utility function (Multi-Attribute Utility Function, or MAUF) that is capable of 
reproducing farmers’ behaviour as actually observed. As Dyer (1977) proved, the weights 
obtained solving the system [4], are consistent with the following separable and additive 
utility functions:  










=        
 
where ki is a normalizing factor, in our case the observed value for each objective i.  
This way we have a utility function that can be used as an instrument to simulate the 
observed behavior of farmers. Once we substitute the estimated weights and the mathematical 
expressions of the attributes in [5], we can simulate the observed behaviour of farmers. 
The procedure employed to validate the quality of the results was to compare the 
values of both the decision variables and the throughputs in the real observed situation with 
the data simulated by the models. This type of comparison is the most common method of 
                                                 
h See for example Keeney and Raiffa (1976), Edwards (1977), Farmer (1987), Amador et al. (1998), Ballestero and Romero 
(1998) or Huirne and Hardaker (1998) for details of all aspects of this multi-criteria technique.    20
validating models (Qureshi et al., 1999). As shown in Table 4, the deviation between the 
average values for the objectives and the decision variables is small enough to permit us to 
regard the model as a good approximation to the actual decision-making process with the 
weights calculated using the SAR methodology or the suggested version of DEA. Because the 
weights obtained from any of the suggested procedures are very similar, so are the validation 
results in all cases. Therefore, for the sake of brevity, we show only the validation results for 
the SAR weights using the Manhattan metric
i. 




The connection between Data Envelopment Analysis and Multicriteria Decision 
Analysis, which has been reported in the literature, is further stressed in this paper. We have 
presented a methodology for estimating the weights of the different objectives according to 
decision maker’s preferences. Specifically, we have shown the strong parallelism between 
results of the suggested DEA model and the methodology proposed by Sumpsi et al. (1997) to 
estimate the weights of different objectives for farmer’s decision making. 
The main idea is to use DEA including the elements of the payoff matrix as the only 
units in the reference set. To guarantee the efficiency of such elements we propose to solve an 
auxiliary lexicographic problem. The λ parameters can then be used as the weights of each of 
the criteria included in the analysis. The purpose of this technique is to account for the fact 
that the decision making process is crucially determined by technological constraints in such a 
                                                 
i Note that, as both DEA and SAR methodologies gave virtually the same values for the weights of the MAUF, the purpose of 
the validation procedure is not to discriminate between them (because there is nothing to discriminate), but to evaluate the 
perform of any of them in the context of MAUT.   21
way that the optimal value of a criterion is linked to some values of the rest of criteria that are 
given by technical issues. 
This way we get, in a single optimization exercise, meaningful estimates of preference 
parameters and efficiency measures. We have illustrated the similarity on estimating the 
importance of the attributes of both approaches by means of an empirical application in 
Northern Spain.   22
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Table 1. Statistical data about the SAR weights using Manhattan metric 
Weights Mean Variance  Maximum  Minimum  Median  Mode 
TGM 0.876  0.022  1.000  0.412  0.927  1.000 
VAR 0.119  0.022  0.588  0.000  0.008  0.000 
TL 0.005  0.001  0.284  0.000  0.000  0.000 
   28
Table 2. Descriptive statistics about the SAR weights using Euclidean metric 
Weights  MEAN  Variance Maximum Minimum Median Mode 
TGM 0.836  0.031  1.000  0.485  0.843  1.000 
VAR 0.159  0.031  0.515  0.000  0.009  0.000 
TL 0.005  0.001  0.300  0.000  0.000  0.000 
   29
Table 3. Descriptive statistics about the weights estimated using DEA 
Weights MEAN Variance  Maximum  Minimum  Median  Mode 
TGM 0.803  0.043  1.000  0.410  0.800  1.000 
VAR 0.197  0.043  0.590  0.000  0.200  0.000 
TL 0.000  0.000  0.000  0.000  0.000  0.000 
   30
 










TGM (€/ha⋅year)  1,170.77 1,194.24 2.00 
VAR (€
2/ha⋅year)  36,295.19 37,963.58 4.65 











Wheat   3.30 2.71 0.59 
Maize   85.59 86.55 0.96 
Beans   6.93 5.82 1.11 
Set-aside 4.18 4.91 0.73 
Total /deviation(ha)
a 100.00 100.00 3.39 
 
                                                 





















































































































Figure 4. Probability distributions of the weights (wi) SAR methodology  












































Figure 5. Probability distributions of the weights (wi) SAR methodology 











































Figure 6. Probability distributions of the lambdas using DEA (λi) 
 
 