The current study investigates an improved version of Least Square Support Vector Machines integrated with a Bat Algorithm (LSSVM-BA) for modeling the dissolved oxygen (DO) concentration in rivers. The LSSVM-BA model results are compared with those obtained using M5 Tree and Multivariate Adaptive Regression Spline (MARS) models to show the efficacy of this novel integrated model. The river water quality data at three monitoring stations located in the USA are considered for the simulation of DO concentration. Eight input combinations of four water quality parameters, namely, water temperature, discharge, pH, and specific conductance, are used to simulate the DO concentration. The results revealed the superiority of the LSSVM-BA model over the M5 Tree and MARS models in the prediction of river DO. The accuracy of the LSSVM-BA model compared with those of the M5 Tree and MARS models is found to increase by 20% and 42%, respectively, in terms of the root-mean-square error. All the predictive models are found to perform best when all the four water quality variables are used as input, which indicates that it is possible to supply more information to the predictive model by way of incorporation of all the water quality variables.
Introduction
Assessment of river water quality is a challenging issue in field environmental modeling. Among the river water quality parameters, dissolved oxygen (DO) is a critical one for decision-makers in management of water quality and river ecology [1] . The level of DO concentration within a water body (e.g., river and lake) is very important for aquatic organisms (e.g., fish and plants) as low and high values of DO are harmful for the aquatic environment [2] . DO is released within a river through diffusion or aeration processes and by photosynthesis of plants such as algae and phytoplankton [3] . regression neural network (GRNN) for predicating DO concentration. He compared the performance of GRNN with multiple linear regressions (MLR) and showed the better prediction capability of GRNN compared with MLR. Nemati et al. [43] compared the performance of an adaptive neuro-fuzzy inference system (ANFIS) and genetic programming (GP) for prediction of DO concentration in a river in Hong Kong and found ANFIS to be more efficient compared with GP in predicting DO concentration. Mohammadpour et al. [45] used a feedforward backpropagation neural network (BPNN) for the prediction of DO concentration. They improved the model performance through optimization of BPNN parameters using particle swarm optimization (PSO) and compared the results with those obtained using SVM. Based on the root mean square error (RMSE) values, they reported that ANN-PSO has higher prediction capability than SVM. Heddam [32] compared the performance of a multilayer perceptron neural network (MPNL) with SVM and least square SVM (LSSVM) for the estimation of river DO concentration and showed superior performance of MPNL compared with SVM and LSSVM. Ay and Kisi [28] and Akkoyunlu et al. [27] used multilayer perceptron neural networks (MLPNNs) and radial basis function neural networks (RBFNNs) to predict DO concentration in USA and Turkey, respectively, and showed their efficiency. Bayram et al. [29] compared the regression and teaching-learning-based optimization approaches to estimate DO concentration in Turkey by employing temperature of air and water as predictors and indicated improvement in model performance through optimization. Kisi et al. [42] assessed the performance of MLPNN, GP, and ANFIS in predicting DO concentration and showed that GP is more capable than others in terms of prediction accuracy.
Besides ANNs, SVMs have also been extensively employed for prediction of river DO concentration [46] [47] [48] . Liu et al. [34] optimized the parameters of SVM using PSO to develop an SVM-PSO model for the prediction of DO concentration. They compared the results of SVM-PSO with those of ANN and GP and reported better performance of SVM-PSO. Liu et al. [35] improved the accuracy of LSSVM in the prediction of DO concentration by developing an LSSVM-PSO model and showed that the LSSVM-PSO is more accurate than LSSVM in prediction of DO concentration. Malek et al. (2014) assessed the performance of SVM in the prediction of DO concentration in two different lakes in Malaysia and reported that SVM models using dichotomized values of DO can provide high prediction accuracy [49] . Jadhav et al. compared the performance of LSSVM and GP for estimation of DO concentration in a lake in India and reported similar capabilities of both GP and LSSVM in prediction [37] . An excellent employment of LSSVM for prediction of DO in crab ponds of China was conducted by [50] ; the authors found higher accuracy of LSSVM compared with RBFNN. Recently, a new study compared the performance of LSSVM, multivariate adaptive regression splines (MARS), and M5 model trees in the prediction of DO concentration and reported the performance of LSSVM as being very close to that of MARS [51] .
The studies revealed the superiority of different AI methods in predicting DO concentration under different environmental conditions. Most of the SVM-based approaches revealed LSSVM as a useful method for estimation of the water quality parameters. However, all the studies reported that the efficiency of LSSVM models significantly depends on the values of the kernel (σ) and regularization (γ) parameters. These hyper-parameters can be considered as decision variables and should be determined accurately by optimization algorithms for better performance of LSSVM models. A number of studies employed different optimization techniques for estimation of optimum values of LSSVM parameters including heuristic optimization approaches such as GA [52] [53] [54] , PSO [34, [55] [56] [57] [58] [59] , and Colony [60, 61] algorithms. In this study, the hyper-parameters of LSSVM were optimized using the Bat algorithm (BA). The proposed hybrid metaheuristic LSSVM-BA algorithm is used for the prediction of DO concentration. The BA has been widely utilized for parameter optimization of the model used in forecasting climatological variables [62, 63] and reservoir operation [64, 65] . The studies reported BA as an efficient optimization technique. Therefore, it is expected that optimization of LSSVM parameters using BA would significantly improve the prediction capability of LSSVM and the LSSVM-BA model can be used for better prediction of DO concentration in water bodies.
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The main objective of this study is to evaluate the capability of the hybrid metaheuristic LSSVM-BA model in the estimation of monthly DO concentration at three locations of the USA, which has been previously investigated using different AI-based approaches [24, 32, 33] . The results obtained using LSSVM-BA are compared with those obtained using M5 and MARS. M5 and MARS have been used for the comparison of the performance of LSSVM-BA as they have been found to be highly efficient in the prediction of hydrological variables in a number of recent studies [51, 66] . Heddam and Kisi (2018) employed both MARS and M5 for the prediction of DO concentration at the same locations to compare their performance with LSSVM [51] . Therefore, comparison of performance of LSSVM-BA with MARS and M5 will help to assess the improvement of the performance of LSSVM after integration with BA.
Materials and Methods

LSSVM
LSSVM [59] is an edited version of SVM [67] . The SVM acts based on a set of quadratic programming problems [68] while the LSSVM acts based on linear programming and linear equations to improve the performance of the SVM. A nonlinear mapping function is used in LSSVM ( Figure 1 ) which is based on following Equations (1) and (2) [69]:
where ϕ(x) is a nonlinear function used for the mapping of the input variables to a higher-dimensional space, w T is the weight vector, and b is the bias term. The values of b and w T are computed using the following cost function:
The following constraints are considered for the cost function:
where γ is the regularization parameter; N is the number of datapoints; x i and y i are the parameters which are defined as input parameter (pH, temperature, depth sensor, and other parameters) and output parameter (DO concentration), respectively; and e i is the residual vector for the input data. A kind of convex optimization problem is generated based on Equations (3) and (4) which is solved by the Lagrange Multipliers method based on the following equation:
where α is the Lagrange Multiplier and the following equation is computed based on the partial derivative of Equation (5) with consideration of w, b, e, α [69] :
The kernel function is defined based on the following equation:
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Then, Equation (7) is inserted into Equation (6) and the following equation is generated:
There are several kinds of kernel functions which can be used. Previous studies showed that the radial basis function has the better performance [24] and, thus, it is used in this study:
The σ and γ are important parameters which have a significant impact on the final results. In the present study, the values of these parameters are inserted into the bat algorithm as decision variables in order to obtain the optimum values. There are several kinds of kernel functions which can be used. Previous studies showed that the radial basis function has the better performance [24] and, thus, it is used in this study:
The σ and γ are important parameters which have a significant impact on the final results. In the present study, the values of these parameters are inserted into the bat algorithm as decision variables in order to obtain the optimum values. 
Bat Algorithm
The bat generates a loud sound which is returned back through reflection from surrounding objects including its prey. Based on this echolocation ability, the bat can identify its prey. The following assumptions are considered in the bat algorithm [70] : i.
All bats use the echolocation ability for the identification of prey based on received sounds from the surroundings. ii. Each bat has random velocity ( ) at the position and the loudness, wavelength, and frequency of received sounds are , , and , respectively. iii. The loudness varies from a large positive value to a minimum value.
The bats have the pulsation rate which varies from 0 to 1, where 0 means the pulsation rate has reached its minimum, while 1 means it has reached its maximum. The velocity, frequency, and position values for bats are updated based on the following Equations (10)-(12):
where, ( − 1) is the position at time t − 1, is a random vector between 0 and 1, is the minimum frequency, is the maximum frequency, * is the best location for bats, t means time step, and ( ) indicates the velocity for bats. Then, local search based on a random walk is 
The bat generates a loud sound which is returned back through reflection from surrounding objects including its prey. Based on this echolocation ability, the bat can identify its prey. The following assumptions are considered in the bat algorithm [70] :
i
All bats use the echolocation ability for the identification of prey based on received sounds from the surroundings. ii Each bat has random velocity (v l ) at the position y l and the loudness, wavelength, and frequency of received sounds are A o , λ, and f min , respectively. iii The loudness varies from a large positive value to a minimum value.
The bats have the pulsation rate which varies from 0 to 1, where 0 means the pulsation rate has reached its minimum, while 1 means it has reached its maximum. The velocity, frequency, and position values for bats are updated based on the following Equations (10)- (12) :
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where, y l (t − 1) is the position at time t − 1, β is a random vector between 0 and 1, f min is the minimum frequency, f max is the maximum frequency, Y * is the best location for bats, t means time step, and v l (t) indicates the velocity for bats. Then, local search based on a random walk is considered based on the following equation:
where A(t) is loudness and ε is a random number between −1 and 1. The loudness and pulsation rate are updated at each level. When the bats find the prey, the loudness value decreases and the pulsation rate increases based on Equation (14):
where γ and α are constant parameters.
LSSVM-BA Algorithm
The bats' positions are considered as decision variables and the values of σ and γ are the LSSVM parameters which need to be optimized based on an objective function such as RMSE estimated from simulated DO and measured DO values. The improvement of LSSVM in the current study is done based on the following steps:
•
The initial values for the random parameters in the bat algorithm and σ and γ parameters are initialized in the first level. • A counter number is considered for this level, such as in Figure 2 .
The kind of kernel function and the inputs and output are selected and the correlation between inputs and output is measured to determine the effective combination of inputs.
The model is trained, and the performance of the method is evaluated based on objective function such as RMSE.
The stop criterion is checked and if it is satisfied, the algorithm is shifted to the validation and testing phases and the results based on extracted parameters of γ and α are considered for making a decision on the continuation of the method.
The values of γ and α as initial positions of bats are inserted into the bat algorithm. In fact, they are considered as decision variables.
If rand > r l is considered, the positions based on objective functions are evaluated; otherwise, the random fly is considered and shifted to the next level.
If rand < A l and f(y l ) < f(Y * ) is considered, the r l is increased and A l is decreased; otherwise, the bats' situations are evaluated and switched to next level. • One number is added to the counter and then switched to the third level.
The simulation process for the modeling of DO concentration is considered for the first level. Then, the objective function is computed, and the convergence criteria are checked. The unknown parameters are added to the bat algorithm as decision variables and, subsequently, the objective function is computed. The unknown values of the parameters are considered as bats' positions. There are two constraints in this level. The least DO with its minimum and maximum values, which are considered as the lower and upper bounds of the computed value of DO, are supplied to the model. The model computes the value of DO based on these constraints. If these constraints cannot be satisfied, the penalty functions are applied on the objective function of the bat algorithm so that the algorithm understands not to exit from the permissible domain. Therefore, the model acts for different conditions so that the application of the constraints can produce reliable results in critical conditions. The simulation process for the modeling of DO concentration is considered for the first level. Then, the objective function is computed, and the convergence criteria are checked. The unknown parameters are added to the bat algorithm as decision variables and, subsequently, the objective function is computed. The unknown values of the parameters are considered as bats' positions. There are two constraints in this level. The least DO with its minimum and maximum values, which are considered as the lower and upper bounds of the computed value of DO, are supplied to the model. The model computes the value of DO based on these constraints. If these constraints cannot be satisfied, the penalty functions are applied on the objective function of the bat algorithm so that the algorithm understands not to exit from the permissible domain. Therefore, the model acts for different conditions so that the application of the constraints can produce reliable results in critical conditions.
M5 Tree
One of the successful models in simulation applications in water engineering and hydrology is M5 [66, 69, 71] . The M5 tree acts based on tree classification [72] , which can be used for generating relationships between independent and dependent variables. This model is a combination of linear regression and a tree model which can be used for any kind of qualitative or quantitative data. The domain of data in the M5 model is divided into subsets which are known as leaves. The linear regression equation is given to leaves in contrast to the tree regression model which gives numerical labels to the subsets. The model can predict the continuous variables well. Each decision-making tree has a structure like a tree which including roots, branches, nodes, and leaves. The root as the first node is located in the upper section and the chain of branches and nodes reaches to the leaves. Each node is considered as a predicative variable. The generation of the model is considered based on two levels. The decision tree is generated based on the standard deviation reduction (SDR) criterion in the child node with the branching of data: 
One of the successful models in simulation applications in water engineering and hydrology is M5 [66, 69, 71] . The M5 tree acts based on tree classification [72] , which can be used for generating relationships between independent and dependent variables. This model is a combination of linear regression and a tree model which can be used for any kind of qualitative or quantitative data. The domain of data in the M5 model is divided into subsets which are known as leaves. The linear regression equation is given to leaves in contrast to the tree regression model which gives numerical labels to the subsets. The model can predict the continuous variables well. Each decision-making tree has a structure like a tree which including roots, branches, nodes, and leaves. The root as the first node is located in the upper section and the chain of branches and nodes reaches to the leaves. Each node is considered as a predicative variable. The generation of the model is considered based on two levels. The decision tree is generated based on the standard deviation reduction (SDR) criterion in the child node with the branching of data:
where T is number of samples in each node, T i is the number of subsets which is generated based on splitting of each node, sd is the standard deviation, and SDR is the reduced standard deviation. The model selects the branch which has the least SDR. The classification process in the tree can cause a larger structure due to a large number of generations of branches. The second level is known as pruning, which substitutes the subtrees with the linear regression function, pruning the big tree; the tree model divides the sample space among the subtrees and a tree region model is generated in each subtree.
Multivariate Adaptive Regression Spline (MARS)
The MARS is a simple tool which is widely used for hydrological simulations for better accuracy [69, 73, 74] . The structure of MARS before modeling is not specific and, thus, it is a nonparametric model. This method can model the nonlinear relationship between predicator variables and an objective decision. In fact, this method divides the data into subsets and then fits the functions as a basis function which corresponds with the complexity of data. Adaptive regression for the model is based on the following equation:
where Y is the dependent variable, ψ o is a constant term, B m is the basis function, ψ m is the coefficient of the Mth basis function, and m is the number of the nonzero terms or the terms by which the basis functions are divided in these nodes.
The first level of the model is related to the forward stage. The model starts from a constant term and then the basis functions are added to this term gradually. The model adds the basis functions which can decrease RMSE. The forward stage causes overfitting of data, which means that the model fits data which have been involved in the modeling process, but does not provide a good fit for the data which have not participated in the modeling process. When the model can have a good fit for all data, the backward stage is considered for the modeling process. In fact, the backward stage means the pruning of the basis functions which have the least effect in the modeling process. Thus, the determinant of such models is computed based on the generalized cross validation (GCV):
where M is the number of basis functions, N is the number of datapoints, y i is the true value at x i , f (x i ) is the forecasted value, and c is the complexity function. The value c(M) is a complexity penalty which is computed based on following equation:
where d is the penalizing factor.
Case Study
Three stations located in Washington County (USGS 14206950), Summit County (USGS 10133800), and New Jersey (USGS 01463500) of the USA are considered as the case study ( Figure 3 ). The water quality data recorded at those three stations for the period January 2002 to December 2016 were extracted from the United States Geological Survey (USGS) website (USGS, 2017). In fact, data for several water quality monitoring stations are available on the USGS website that could be used for the development of model. Nevertheless, the data for all the water quality parameters are not available or not reliable for the selected duration at most of the stations. In addition, as can be observed from Figure 3 , the three selected stations are located at different regions which can allow us to examine the performance of the proposed models under different geographical and climatic conditions. Furthermore, Heddam and Kisi (2018) developed a model for the prediction of DO concentration at the same stations [51] . In order to carry out a rational comparison with the previous research findings, the proposed models are developed for the prediction of DO concentration at the same selected stations. observed from Figure 3 , the three selected stations are located at different regions which can allow us to examine the performance of the proposed models under different geographical and climatic conditions. Furthermore, Heddam and Kisi (2018) developed a model for the prediction of DO concentration at the same stations [51] . In order to carry out a rational comparison with the previous research findings, the proposed models are developed for the prediction of DO concentration at the same selected stations. Table 1 . The water quality parameters including water temperature (WT), discharge (Q, cfs), pH (sd, unit), specific conductance (SC, µS/cm), and DO (mg/lit) are used in the present study. Table 2 shows the statistical information of the water quality parameters. The Pearson coefficient based on the following equation is used to measure the correlation of different parameters with DO:
where cov is the covariance between quantitative X and Y; X σ and Y σ are the standard deviations of X and Y, respectively; x μ and y μ are the averages of X and Y, respectively; and E is the expectation value. Table 1 . The water quality parameters including water temperature (WT), discharge (Q, cfs), pH (sd, unit), specific conductance (SC, µS/cm), and DO (mg/lit) are used in the present study. Table 2 shows the statistical information of the water quality parameters. The Pearson coefficient based on the following equation is used to measure the correlation of different parameters with DO:
where cov is the covariance between quantitative X and Y; σ X and σ Y are the standard deviations of X and Y, respectively; µ x and µ y are the averages of X and Y, respectively; and E is the expectation value. The studied variables should be normalized to have the same scale so that the mean equals 0 and the standard deviation equals 1. The Z score method is used for this issue [75] :
where x n,ik is the normalized parameter, m k is the mean value, and S dk is the standard deviation.
The following indices are used for the evaluation of the different models:
where O i : observed DO, O m : average of observed DO, X i : predicated value of DO, X m : average predicated value of DO, N: number of datapoints, MAE: mean absolute error, RMSE: root-mean-square error, and R: determination of coefficient [76, 77] . Table 3 presents the correlation coefficient between DO and other water quality parameters. The highest correlation of DO is found with WT followed by SC at all three monitoring stations. The least value of correlation coefficient at all three stations was found for pH. Different input combinations were constructed based on the correlation analysis presented in Table 3 . Table 4 shows different input combinations based on four water quality parameters, namely, WT, SC, Q, and pH. Two combinations are considered without WT to determine the effectiveness of other parameters in the absence of WT in predicting DO. Besides this, two combinations of three variables and one combination of four variables were suggested for investigating the optimum input variables for prediction of DO. 
Results and Discussion
The Correlations between DO and Other Water Quality Parameters
DO (mg/lit) 1 - - - - Q (cfs) 0.187 1 - - - SC (µS/cm) 0.312 −0.525 1 - - pH 0.111 0.311 −0.374 1 - WT ( • C) −0.944 −0.054 −0.444 −0.212 1 USGS 01463500 DO (mg/lit) 1 - - - - Q (cfs) 0.223 1 - - - SC (µS/cm) −0.281 −0.565 1 - - pH 0.109 −0.320 −0.606 1 - WT ( • C) −0.912 −0.264 0.238 0.194 1
Sensitivity Analysis of Bat Algorithm Parameters
The root-mean-square error is considered as the objective function for the evaluation of results. The evolutionary nature-inspired algorithms have parameters with random natures and, thus, sensitivity analysis is necessary to determine the accurate values of these parameters. The parameter values are varied, and the sensitivity of the parameters is computed against the variations of the objective function. When the RMSE is selected as the objective function, the aim of the problem is to minimize the objective function to compute the best value of different parameters. The first combination of inputs is selected for the explanation of the sensitivity analysis. The results of the sensitivity analysis using other input combinations are not provided in order to avoid repetition.
An important point to report here is that there are some parameters such as the maximum frequency, minimum frequency, and loudness that drive bats in the optimized path. The decision variables are bats' positions or unknown parameters of LSSVM. The parameters such as maximum frequency, minimum frequency, or loudness are mathematical or physical parameters that lead the bats or solution to the best position or best solution. Therefore, these parameters adjust the sounds and the bats are led to the best position for finding the food (or the best solution). Table 5 shows the results of sensitivity analysis of the bat algorithm at all the three investigated water quality monitoring stations. The population size for the bat algorithm was varied from 20 to 80. The objective function was found to have the least value (0.882 mg/lit) for the population size 60 at the USGS 14206950 station. The minimum frequency was varied from 0.1 to 0.4 and the best value was obtained as 0.2. The maximum frequency was varied between 0.30 and 0.90 and the least value (0.882 mg/lit) of the objective function was found for 0.7 Hz. The least value of the objective function was found for the maximum loudness of 5 dB. The maximum number for the basis function for the MARS model at all the stations is considered as 130. The backward stage based on the condition of the problem and inputs are considered for tree pruning in order to have the maximum pruning. The M5 Tree model does not require any user-defined parameters. The process continues for the M5 Tree model until the SDR value is smaller than the expected value. All the methods have the same complexity, in terms of computation time. Table 6 shows the performance of the different predictive models with different input combinations over the training, validation, and testing phases at USGS 14206950 station. The least values of the absolute error are found for the first input combination for all the predictive models (LSSVM-BA, M5 Tree, and MARS). This indicates that it is possible to supply more information to the predictive model through incorporation of all the predictors. The worst performance is noticed for LSSVM-BA 4 and LSSVM-BA 5 models during the training phase. Better performance of LSSVM-BA compared with M5 Tree and MARS models is found consistently for all the input combinations. The least values of RMSE and MAE are found for the LSSVM-BA 1 during training (0.672 and 0.425 mg/lit), validation (0.689 and 0.912 mg/lit), and testing (0.882 and 0.588 mg/lit). The first input combination is also found to be best in terms of correlation. The results in Table 6 demonstrate the significance of WT in the prediction of DO. The LSSVM-BA 1 showed enhancement over M5 Tree 1 and MARS 1 by 20% and 42% in terms of RMSE and 13% and 45% in terms of MAE, respectively, during the testing phase. This clearly indicates the capability of the integrative model (LSSVM-BA) and the potential of the nature-inspired algorithm for tuning LSSVM parameters. Table 7 shows the performance of the LSSVM-BA, M5 Tree, and MARS models in prediction of DO at USGS 10133800 station during all the modeling phases. From Table 7 , it is clear that LSSVM-BA performed better compared with the M5 tree and MARS. This can be elaborated through the results of RMSE and MAE. The least values of RMSE and MAE are achieved for the LSSVM-BA 1 during model training (0.712 and 0.525 mg/lit), validation (0.745 and 0.597 mg/lit), and testing (0.892 and 0.888 mg/lit). The performance of the LSSVM-BA model is evaluated against the best results obtained using M5 Tree and MARS models. The prediction accuracy of LSSVM-BA model is found to improve in term of RMSE and MAE by 27% and 27.4%, and by 32% and 27.5% for M5 Tree and MARS models, respectively. The eighth input combination (LSSVM-BA 8), i.e., with two inputs, WT and SC, is found to have a performance close to that of the best input combination (LSSVM-BA 1). This indicates an alternative in the case of limited data. In such a condition, WT and SC only can be used for the development of a DO prediction model. It is worthwhile to validate the current research with the literature. The comparison of the results with those obtained in other studies showed that the LSSVM-BA can decrease RMSE in model prediction by about 5-11% compared with classical SVM [36] . There are some critical observations of Table 7 . For example, all the three predictive models behave differently for the 5th input combination. The reason for this is the uncertainty and low correlation of DO with the input. With respect to this, a Bayesian method is considered for measuring the uncertainty of model parameters and their effect on DO [57] . The results showed that the pH has the least weight or most uncertainty among all the parameters. Thus, incorporation of more parameters does not guarantee the successful performance of the models. Table 8 shows the performance of LSSVM-BA, M5 Tree, and MARS models during different modeling phases at USGS 01463500 station. Based on the statistical results presented in Table 8 , the LSSVM-BA accomplishes the best results over the other models. The best results in term of RMSE and MAE are achieved for the first input combination and LSSVM-BA model during all the modeling phases. The best RMSE and MAE are found to be 0.814 and 0.545 mg/lit during training, 0.823 and 0.697 mg/lit during validation, and 0.895 and 0.889 mg/lit during testing. The evaluation of the proposed LSSVM-BA model compared with the best results obtained using the M5 Tree and MARS models during the testing phase revealed the better prediction accuracy of LSSVM-BA in terms of RMSE and MAE by 27.4% and 27.7% and 31.7% and 28.2% over the M5 Tree and MARS models. In general, the results of the three investigated stations are found to collaborate well with previous findings. Heddam and Kisi et al. (2017) showed that the regression methods without accurate estimation of some unknown parameters in their structure have a weaker performance compared with other AI methods such as ANN. Hence, the regression methods can be improved by the optimization of model parameters [77] [78] [79] . Other studies in the literature have also showed that the application of regression models with heuristic methods can improve model performance [80] .
Modeling River Dissolved Oxygen Concentration
The performance of the models was also investigated using a scatter plot of observed and simulated values of DO concentration. Figures 4-6 shows the scatter plots for all the three stations during three modeling phases (i.e., training, validation, and testing). In general, the proposed integrative model displays a better correlation performance compared with the M5 Tree and MARS models. A closer examination revealed that the prediction was excellent for the whole range of DO values (0.10-24.8 mg/lit) at USGS 14206950 station. Relatively lower performance for the DO concentrations between 6.5-7.9 and 9.7-11.18 mg/lit is observed at USGS 10133800 station, particularly during the testing phase. This can be justified through the lack of the input attribute information at this particular station. Besides this, the concentration of dissolved oxygen may be affected by other environmental influences at this station. Relatively better performance in prediction of all values of DO concentration (5.4-16.9 mg/lit) is observed at USGS 01463500 station. 
Conclusions
Water quality is a major concern in water resource management. Among several water quality variables, DO is the main concern in term of aquatic environment and ecology. The magnitude of DO relies on several other water quality variables and interactions among the variables, and, thus, the modeling of DO is an interesting but complex topic in environmental science. A novel modeling strategy based on integration of a nature-inspired algorithm with LSSVM was proposed in this study for the prediction of DO at three river water quality monitoring stations located in the USA. The results were compared with those obtained using MT5 and MARS models. The overall findings of the study are as follows:
•
The performance of LSSVM-BA 1 was found to be best among all the models based on higher correlation (see Figure 4 ) and lower RMSE and MAE compared with the other models at all 
Conclusions
•
•
The performance of LSSVM-BA 1 was found to be best among all the models based on higher correlation (see Figure 4 ) and lower RMSE and MAE compared with the other models at all three stations (see Tables 6-8 ). For instance, LSSVM-BA 1 for the USGS 14206950 station showed better accuracy by 3.1%, 11%, 45%, 40%, 27%, 28%, and 29% than the LSSVM-BA 2, LSSVM-BA 3, LSSVM-BA 4, LSSVM-BA 5, LSSVM-BA 6, LSSVM-BA 7, and LSSVM-BA 8 models.
The MARS 1 and M5 Tree 1 models showed the lowest RMSE and MAE among all the MARS and M5 Tree models at all three stations during all three modeling phases (training, validation, and testing).
The fourth and the fifth input combinations (without the WT parameter) showed the worst performance among all the input combinations at all the three stations at all the three modeling phases, which indicates the importance of WT in prediction of DO. • All three predictive models (LSSVM, MARS, and M5 Tree) showed relatively better performance when only WT and SC were used as input at two stations, namely, USGS 10133800 and USGS 01463500, which indicates that WT and SC can be used for reasonable prediction of DO when other water quality data are not available.
Overall, the results showed better performance of the LSSVM-BA model compared with other models. As further research, the nature-inspired algorithms used in the current research can be considered for the improvement of other methods such as ANN and ANFIS. Furthermore, the performance of LSSVM-BA against those improved models can be evaluated to find the best model for river DO prediction. In addition, the improved models can be used for the prediction of daily or hourly DO concentration in shallow water bodies to show their efficacy in prediction of DO concentration under different environmental conditions.
