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The usual epistemic S5 model for multi-agent systems is a Kripke graph,
whose edges are labeled with the agents that do not distinguish between two
states. We propose to uncover the higher dimensional information implicit
in the Kripke graph, by using as a model its dual, a chromatic simplicial
complex. For each state of the Kripke model there is a facet in the complex,
with one vertex per agent. If an edge (u, v) is labeled with a set of agents
S, the facets corresponding to u and v intersect in a simplex consisting of
one vertex for each agent of S. Then we use dynamic epistemic logic to
study how the simplicial complex epistemic model changes after the agents
communicate with each other. We show that there are topological invariants
preserved from the initial epistemic complex to the epistemic complex after
an action model is applied, that depend on how reliable the communication
is. In turn these topological properties determine the knowledge that the
agents may gain after the communication happens.
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1 Introduction
Dynamic epistemic logic (DEL) considers multi-agents systems and studies
how their knowledge changes when communication events occur. It extends
ordinary epistemic logic by the inclusion of event models to describe actions.
An epistemic Kripke model represents the knowledge of the agents about an
initial situation, and an event model represents their knowledge about the
possible event taking place in this situation. The most common situation
studied, which gave birth to DEL, is that of a public announcement to all
the agents of a formula ψ, but there is a general logical language to reason
about information and knowledge change [5, 6]. A product update operator
defines a Kripke model that results as a consequence of executing actions on
the initial Kripke model.
Overview An epistemic S5 model is typically used to represent states of a
multi-agent system, where edges of the Kripke structure are labeled with the
agents that do not distinguish between the two states. In this work we show
there are underlying topological invariants induced by the action model, that
determine what the agents may know after a communication event takes
place.
We argue that while the Kripke model seems to be a one-dimensional
structure (a graph), it actually encodes a high dimensional topological object,
namely, a simplicial complex corresponding, in a precise categorical sense,
to the dual of the Kripke structure. Thus, there is a sort of epistemic
complex representing the knowledge of the agents about the initial situation,
and another epistemic complex, which represents their knowledge obtained
through the product with the communication action model.
We show that these complexes indeed carry topological information. In
the figure below, I represents an initial epistemic simplicial complex model
(equivalent to Kripke model), and P the product with an action model. The
action model preserves topological invariants from the initial model I to
the complex P after the communication actions have taken place. Actually,
how much of the topology is preserved, depends on how reliable is the
communication among the agents (see explanation below), and encode the
degree at which some knowledge does not evolve.
We explore a class of action models that fully preserve the topology of the
initial complex, and hence, in a precise sense, yield the least information to the
agents.
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We define another knowledge goal action model, that
when it is used to make the product with the initial
epistemic model, yields an epistemic model ∆ repre-
senting what the agents should be able to know, after
applying the communication action model. There is
sufficient knowledge in P if there exists a (properly
defined) morphism h from P to ∆ that makes the
diagram commute.
We stress that this is far from telling the whole story. Our formalization
of knowledge goals represents only the case of what the processes should
learn once. Indeed, we provide a precise categorical equivalence between
dynamic epistemic Kripke models of tasks and tasks as epistemic complexes
(so we have two versions of this diagram, one for Kripke models and one for
complex models). A more general situation would study requirements on how
knowledge should evolve with time. Also, we concentrate on a very specific
setting. The class of communication action models we study, represents all
possible ways in which the agents can send to each other messages (but we
use shared memory to model the communication pattern), allowing for any
pattern of arrivals, including message losses. Roughly speaking, assume a set
of agents A = {0, . . . , n} exchange messages once. Each agent sends a single
message to every other agent. A communication event defines which messages
are delivered and in which order, assuming no partitions happen. Although
our setting could be used to study even weaker situations, where messages are
lost in a way that there is no communication between two groups of agents.
This is, essentially, the one round communication action model we consider,
and where we can show that the topology is fully preserved, and knowledge
gained is minimal (except for of course weaker partitioning situations). Then
we study multi-round versions of the action model, and show that also in
these the topological invariants are fully preserved.
Finally, let us mention that what we developped here is oriented towards
distributed tasks, where problem are specified in terms of input-output
(values) relationships. This does not account for inputless problems such as
counting problems, timestamps problems etc., for which our framework is
going to be generalized in a subsequent paper.
Main results As a concrete case study of the theory described above, we
consider a multi-agent system representing a distributed computing system,
where processes can fail by crashing, and communicate by reading and
writing shared variables. Using shared memory instead of message passing
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simplifies some of the technical development. Indeed, we have been inspired
to consider simplical complexes as the dual of Kripke models from the study
of distributed computability of tasks using topology [18]. This approach
to analysing distributed computations represents executions as simplicial
complexes. As the computation evolves, the topology of the complex changes.
A task is defined by a relation from an input complex I specifying the input
values to the processes, and an output complex O specifying values that the
processes should decide after communicating with each other. The seminal
result in the area is the algebraic topology set agreement impossibility, saying
that n+ 1 processes cannot agree in at most n different values, wait-free, i.e.,
if the processes are asynchronous and may crash [10, 21, 36]. The categorical
equivalence between Kripke models and simplicial complex epistemic models
we establish provides, in one direction, a DEL semantics to distributed
computability, opening the possibility of reasoning about knowledge change
in distributed computing. For instance, the set agreement impossibilty is
exposed as the impossibility of gaining sufficient knowledge as required by a
decision action model. In the other direction, the connection allows to bring
in the topological invariants known in distributed computing, to DEL, and
in particular show that knowledge gained after an epistemic action model is
intimately related to higher dimensional topological properties.
Section 2 describes the distributed computing model used as a case study.
We formalize task solvability for distributed computing in Section 3 in terms
of Kripke frames, one of the classical models for multi-modal S5 logics. For
this Kripke frame formalization, we note that the classical “carrier map”
approach of [18] can be expressed as the existence of a certain commutative
diagram involving only morphisms of Kripke frames, see Theorem 1. We then
show in Section 4 that these Kripke frames can be used to model a logic of
knowledge for agents, and lift Theorem 1 on Kripke models, this is Theorem
3. There is then a simple epistemic interpretation of task solvability : the
protocol can only improve knowledge of the agents, and a task is solvable
only if it has improved so that to have at least the knowledge formalized by
the specification. The other major contribution of this paper is Section 5.
We first show that the category of (proper) Kripke frames is equivalent to
the category of pure chromatic simplicial complexes, Theorem 4, which is
the one in which many results have been developped using combinatorial
topology, over the years, see [18]. This also lifts to Kripke models and what
we call simplicial models, Theorem 5. From this, we show that the classical
protocol complex approach of [18] and our epistemic logic approach are
equivalent. The interpretation in terms of knowledge progress and loss of it,
has its topological counterpart : there are some topological invariants on the
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simplicial models that measure this, extending the intuition that common
knowledge is linked to some connectivity conditions. Conclusions and open
problems are in Section 6.
Note that we could also have directly defined an interpretation of epistemic
logics in (pure chromatic) and later, proved its correctness. We prefered to
base our presentation on classical grounds (Kripke models) and show and
use an equivalence of categories to end up with a correct interpretation of
epistemic logics in simplicial complexes, hence in a geometric framework.
Related work Epistemic logic has been used very successfully and many
times to analyze and design fault tolerant distributed systems. In this
paper we use DEL [7, 14]. Complex epistemic actions can be represented in
action model logic [6, 14]. Various examples of epistemic actions have been
considered, especially public announcement logic, a well-studied example of
DEL, with many applications in dynamic logics, knowledge representation and
other formal methods areas. However, to the best of our knowledge, it has not
been used in distributed computing theory, where fault-tolerance is of primal
interest. DEL [6, 14] extends epistemic logic through dynamic operators
formalizing information change. Plaza [30] first extended epistemic logic to
model public announcements, where the same information is transmitted to
all agents. Next, a variety of approaches (e.g., [5, 14]) generalized such a logic
to include communication that does not necessarily reach all agents. Here,
we build upon the approach developed by Baltag et al. [5] employing “action
models”. We have focused in this paper on the classical semantics of multi-
modal S5 logics. The seminal work on the subject, see e.g. [7], has considered
topological models. Future work will include the relationship between these
topological models and the geometric realization of our simplicial models of
Section 5. Another classical model for epistemic logic is the one of Interpreted
Systems of Fagin, Halpern, Moses and Vardi (see e.g. [8]). These are related
to the semantics we give of our distributed systems, in Section 2.2.1. More
importantly, the adjunctions between Kripke frames and Interpreted Systems,
developped in [31] are in the same spirit as the equivalence of categories
between (proper) Kripke frames and pure chromatic simplicial complexes
that we develop in Section 5.2. The structure of pure chromatic simplicial
complexes has the advantage to behave well with respect to products with
a natural interpretation in terms of action models, and also conveys some
important geometrical contents, that we develop in Section 5.2.
Seminal work on knowledge and distributed systems is of course one of
the inspirations of the present work, see e.g. [35], as well as the combinatorial
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topology approach for fault-tolerant distributed computing, see e.g. [18].
Quite a few results have been achieved using epistemic logic to model fault-
tolerant distributed protocols, see e.g. [29] but the authors know no previous
work on relating the combinatorial topological methods of [18] with Kripke
models. We should note that the formulation of carrier maps as products
which is developed in Section 3.3 seems to have been partially observed in
[17].
2 Distributed computing models
In a wait-free model of n+ 1 processes, a process does not use instructions
that wait for events in other processes. Wait-free computation has been
studied thoroughly e.g. [23, 34], and has turned out to be fundamental in
the theory of distributed computing [18]. Simulations and reductions can
be used to transfer results to other models e.g. [12, 16, 19]. For instance, a
wait-free model can be used as a basis to study models where t processes
may crash (and it makes sense for a process to wait until it hears from
n + 1 − t processes). Wait-free models tolerate any number of processes
crashing, yet the treatment of failures is substantially simplified, and are
mostly taken care implicitly, as we shall see below. Indeed, we consider
only models where failures are not detectable in a finite execution (because
it is indistinguishable if a process crashed or is just slow); as opposed to
synchronous models, where if a message does not arrive by a given time, a
process has crashed. We concentrate in models where communication is by
read/write shared variables, but the framework can be used to study more
powerful communication primitives available in practice e.g. [25], as well as
message passing models.
2.1 Informal overview of fault-tolerant distributed comput-
ing theory
We start by recalling some of the basics of distributing computing, most
relevant to this work; several textbooks contain further details [3, 22, 28].
2.1.1 Overview of distributed systems
The most basic model we consider is the one-round read/write model
(WR), e.g. [3]. It consists of n + 1 processes denoted by the numbers
[n] = {0, 1, . . . , n}. A process is a deterministic (possibly infinite) state ma-
chine. Processes communicate through a shared memory array mem[0 . . . n]
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which consists of n+ 1 single-writer/multi-reader atomic registers. Each pro-
cess accesses the shared memory by invoking the atomic operations write(x)
or read(j), 0 ≤ j ≤ n. The write(x) operation is used by process i to write
value x to its own register, i, and process i can invoke read(j) to read register
mem[j], for any 0 ≤ j ≤ n. In its first operation, process i writes a value to
mem[i], then it reads each of the n+ 1 registers, in an arbitrary order. Such
a sequence of operations, consisting of a write followed by all the reads, is
abbreviated by WScan(x).
A state of the system consist of the state of each process and the state of
the shared memory. An execution is defined by an initial state of the system
and an interleaving of the operations of the processes; it is an alternating
sequence of states and operations. In the most basic case, every interleaving of
the operations is a possible execution. Namely, we have a fully asynchronous
system.
Several models derived from the one-round read/write WR model have
been considered in the literature.
• In the multi-round version of the WR model, processes can execute
any number of write and read operations on the array mem. It is
often convenient to assume the program of a process is structured in
rounds, each one consisting of a WScan() operation1. This is the most
commonly considered version, e.g. [3].
• In the iterated WR model, processes communicate through a sequence
of arrays. They all go through the sequence of arrays mem0, mem1 . . .
in the same order, executing a single WScan() operation on memr,
for each r ≥ 0. Namely, process i executes one write to memr[i] and
then reads one by one all entries j, memr[j], in arbitrary order, before
proceeding to do the same on memr+1. For an overview of iterated
models see e.g. [32].
Notice that the one round WR model is the special case of either
the multi-round or the iterated WR models, when the program of all
processes consists of a single WScan() operation.
• The snapshot versions of the previous, multi-round and iterated models,
is obtained by replacing the WScan() by a WSnap() operation, that
guarantees that the reads of the n+ 1 registers happen all atomically,
at the same time. In this case an execution is an interleaving of write
1This assumption is done without loss of generality for computability purposes; to
reduce complexity a program would not always be structured this way.
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and snap operations by the processes. Snapshot operations can be
implemented wait-free and are a very useful abstraction, see e.g. [1].
• The immediate snapshot version of the previous multi-round and iter-
ated models is obtained by assuming that the whole WSnap() operation
happens “atomically,” and hence is called an ImmSnap() operation.
More precisely, an execution in such a model is represented by a se-
quence of concurrency classes, where in each class a set of ImmSnap()
operations take place concurrently [2, 10, 36]. Thus, in a concurrency
class, the writes by the set of processes participating in the concurrency
class occur in arbitrary order, followed by a read to all registers by
each of these processes, in arbitrary order. The iterated version has
been considered since [11].
2.1.2 Overview of distributed tasks
A decision task is the distributed equivalent of a function, where each
process knows only part of the input, and after communicating with the
other processes, each process computes part of the output. For instance, in
the k-set agreement task [13] each process starts with an input value from
some set of input values V with |V | > k, and each process has to decide
an output value, that is one of the input values, and such that at most k
different values are decided; when k = 1 we get the consensus task. The
k-set agreement task is solvable (by asynchronous processes communicating
using read/write registers) if and only if at most t processes can crash, for
t < k, see [10, 12, 15, 21, 36].
2.1.3 Computability of distributed tasks
A central concern in distributed computability is studying which tasks are
solvable in a given distributed computing model (as determined by e.g.
the type of communication mechanism available and the reliability of the
processes). Early on it was shown that consensus is not solvable even if only
one process can fail by crashing, when the processes are asynchronous and
they communicate by message passing [15], or even by writing and reading a
shared memory [27]. A graph theoretic characterization of the tasks solvable
in the presence of at most one process failure appeared soon after [9].
The asynchronous computability theorem [21] exposed that moving from
tolerating one process failure, to any number of process failures, yields a
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characterization of the class of decision tasks that can be solved in a wait-free2
manner by asynchronous processes based on simplicial complexes, which are
higher dimensional versions of graphs. In particular, n-set agreement is not
wait-free solvable, with n+ 1 processes [10, 21, 36].
Computability theory through combinatorial topology has evolved to
encompass non-independent process failures, arbitrary malicious failures,
synchronous and partially synchronous processes, and various communication
mechanisms [18]. Still, the original wait-free model of the asynchronous
computability theorem, where crash-prone processes that communicate wait-
free by writing and reading a shared memory is fundamental. Topological
techniques are derived in this model, and then extended to other models,
e.g. [20]. Also, the question of solvability in other models (e.g. t crash
failures, for 1 ≤ t ≤ n), can in many cases be reduced to the question of
wait-free solvability (t = n), as shown in [12] and [19].
More specifically, in the AS model of [18] each process can write its
own location of the shared-memory, and it is able to read the entire shared
memory in one atomic step, called a snapshot. The characterization is
based on the protocol complex, which is a geometric representation of the
various possible executions of a protocol. Simpler variations of this model
have been considered. In the immediate snapshot (IS) version [2, 10, 36],
processes can execute a combined write-snapshot operation. The iterated
immediate snapshot (IIS) model [11] is even simpler to analyze, and can be
extended (IRIS) to analyze partially synchronous models [33]. Processes
communicate by accessing a sequence of shared arrays, through immediate
snapshot operations, one such operation in each array. The success of the
entire approach hinges on the fact that the topology of the protocol complex
of a model determines critical information about the solvability of the task
and, if solvable, about the complexity of solution [24].
All these snapshot models, AS, IS, IIS and IRIS can solve exactly the same
set of tasks. However, the protocol complexes that arise from the different
models are structurally distinct. The combinatorial topology properties of
these complexes have been studied in detail, providing insights for why some
tasks are solvable and others are not in a given model.
2.2 Formal model
We adapt the model of [29] (in turn following the style of [35]), for the
wait-free case.
2When any number of processes may crash, the algorithm run by a process must be
wait-free, because there is no reason for it to wait for an event occurring in another process.
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2.2.1 States, protocols, runs
There is a fixed finite set of processes, 0, 1, 2, . . . , n, and an environment, e,
which is used to model aspects of the system that are not modeled as being
part of the activity or state of the processes. We will model the shared
memory as being part of the environment’s state. In addition, we will assume
that various nondeterministic choices such as various delays are actions
performed by the environment. For every i ∈ {e, 0, 1, . . . , n}, we assume
there is a set Li consisting of all possible local states for i. The set of global
states, which we will simply call states, will consist of G = Le×L0×· · ·×Ln..
We denote by xi the local state of i in the state x.
In a given setting, every i ∈ {e, 0, 1, . . . , n} is associated with a nonempty
set ACTi of possible actions. Intuitively, these model shared-memory op-
erations or local computations the process may perform. The environ-
ment is in charge of scheduling the processes. A scheduling action is a set
Sched ⊆ {0, . . . , n} of the processes that are scheduled to move next. We
assume the existence of a set acte describing the aspects of the environ-
ment’s actions that handle everything other than the scheduling of processes.
Without loss of generality we will assume that an environment’s action (an
element in ACTe) is a pair (Sched, a), where Sched is a scheduling action
and a ∈ acte. A joint action is a pair a¯ = (sa,a), where sa = (Sched, a) is
in ACTe, and a is a function with domain Sched such that a(i) ∈ ACTi for
each i ∈ Sched. Thus, a¯ specifies an action for the environment (via a) and
an action for every process that is scheduled to move. We define the set of
joint actions by ACT. Clearly, ACT is determined by a collection of action
sets {ACTi}i=1,...,n and a set acte. Joint actions are the events that cause
the global state to change into a new state. This is formally captured by the
notion of a transition function, which is a function τ : G × ACT→ G from
global states and joint actions to global states, describing how a joint action
transforms the global state.
Processes follow a deterministic protocol, a function Pi : Li → ACTi
specifying the action that i is ready to perform in every state of Li. The
environment however follows a nondeterministic protocol, a function Pe :
Li → 2ACTi \ ∅ specifying for every state of Le a nonempty set of actions,
one of which e must perform in that state.
A run is defined by a sequence of global states and the joint actions that
cause the transitions among them. Notice that once we fix a deterministic
protocol D = (D0, . . . , Dn) for the processes, an action sa = (Sched, a)
of the environment uniquely determines the joint action a¯ = (sa,a) that
will be performed in a given (global) state x: the set Sched determines
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the processes that participate in the joint action, and a(i) = Di(xi) for
each i ∈ Sched. Formally, we model a run over G and ACTe as a pair
R = (r, α), where r : N → G is a function from the natural numbers to G
defining sequence of states of G, and α : N → ACTe defines a corresponding
sequence of environment actions. The intuition will be that the joint action
caused by α(k) and the underlying protocol leads us from a state r(k) to a
state r(k+1). As we will see later on, once we fix a model of computation and
a protocol D for the processes to follow, there will be additional conditions
relating the sequences r and α. These conditions guarantee, for example,
that the actions recorded by α do indeed cause the transitions among the
corresponding states recorded by r. The state r(0) is called the initial state
of the run R. We denote by r(k)i (resp., r(k)e) the local state of process i
(resp., of the environment) in r(k).
An execution is a subinterval of a run, starting and ending in a state, as
described next. For a run R = (r, α) and a pair m ≤ m′ where m is finite
and m′ is finite or infinite, we denote by R[m,m′] the execution starting
at the state r(m) and ending in r(m′) and behaving as R does between
them. Formally, R[m,m′] = (σ, β) where σ has domain [0,m′−m] and β has
domain [0,m′−m−1], and they satisfy σ(k) = r(m+k) and β(k) = α(m+k)
for every k in their respective domains. Notice that, in principle, the same
execution can occur in different runs, and for that matter even at different
times. A suffix of a run R is an execution of the form R[m,∞] for some
finite m; similarly, a prefix of R is an execution of the form R[0,m].
Given an execution R (possibly consisting of just one state), let us
denote by R  sa the execution that results from extending R by having
the environment perform the action sa. In models in which performing a
joint action at a state results in a unique next state (which will invariably
be the case in this paper), every run of a deterministic protocol D can be
represented in the form x sa1  sa2  · · · where x is an initial state and
sai is an environment action, for every integer i ≥ 0.
A system R is a set of runs. With respect to a system S, a state y is
said to extend the state x if there is a finite execution in some run of S that
starts in x and ends in y. A run R is said to contain a state x if x is one of
the global states in R. For conciseness, we will use terminology such as a
state x of S, when we mean a state x appearing in a run of S, or an initial
state of S, when we mean a state appearing as an initial state in a run of S.
By convention, x extends x for every state x of S.
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2.2.2 Shared memory models
The standard asynchronous shared-memory model is well known, and detailed
formal descriptions can be found in textbooks such as [3, 22]. We now briefly
review the features of the model that are relevant for the analysis presented
in this section.
We assume the standard asynchronous shared-memory model where n+ 1
processes, n ≥ 2, communicate by reading and writing to single-writer/multi-
reader, shared variables, and any number of processes can crash. A (global)
state x of the system is a tuple specifying a local state xi for every process i,
and the state of the environment, which in this case consists of the assignment
of values to the shared variables, as well as the set of pending shared-memory
operations, and the set of pending reports for read operations that have
been recorded (the value has been read) but not yet reported to the reading
process. The pending operations are the read and write operations that have
been issued for these variables and have not yet taken effect.
The sets ACTi and ACTe of the actions of the processes and the environ-
ment are defined as follows. A process performs an action only when it is
scheduled to move. This action is either a read of a shared variable (belonging
to it or to some other process), or a write to one of its own variables. For
simplicity we do not include local operations, we assume they are part of
the read and write operations. An action of the environment can have one
of three forms: (a) scheduling a process to move—resulting in the process
performing an action, (b) performing a pending shared-memory operation,
or (c) reporting the value read in a recorded read operation to the reading
process.
A run of a given deterministic protocol D in this model is a run R = (r, α)
satisfying the following:
(i) r(0) belongs to a set of possible initial states,
(ii) each process follows its protocol, and every pair of consecutive states
are related according to the operations that take place as scheduled by
the environment.
If in addition
(iii) the read and write actions issued are appropriately are eventually
serviced by the environment,
then we say that the run is admissible.
Let S(D) be the system consisting of the set of all admissible runs of D,
where each process is scheduled to move exactly the same number of times,
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N . If a task is solvable, it is solvable in a finite number of operations, N .
Alternatively, when a task is not solvable, there is no N for which it is
solvable. We may also consider systems that are strictly contained in S(D),
where although all processes execute N operations, not all interleavings are
included.
Recall that R  sa is the execution that results from extending R by
having the environment perform the action sa. In a shared memory model
performing a joint action at a state results in a unique next state and assuming
the environment serves immediately every read and write operation, every run
of a deterministic protocol D can be represented in the form xsc1sc2· · ·
where x is an initial state and sci is a scheduling action, for every integer
i ≥ 0. That is, it is sufficient to state which is the set of processes that are
scheduled to move in a state, to determine the action of the environment,
the action of the processes, and what will be the next state.
We continue by defining models of distributed systems in a more general
manner, that can capture snapshot and immediate snapshot models.
2.2.3 Models of distributed computation
We define a generic model of computation, that can be used in situations
other than shared memory. A model of distributed computation is determined
by sets Li, i ∈ {e, 0, 1, . . . , n}, of local states for the processes and the environ-
ment, and corresponding sets of actions ACTi, for every i ∈ {e, 1, 2, . . . , n},
and by a tuple M = (G0, Pe, τ,Ψ), where the following hold:
• G0 ⊆ G is called the set of initial states. The identity of G0 will depend
on the type of analysis for which the model is introduced. When we
focus on a particular problem such as consensus, G0 is the set Con0 of
initial states for consensus.
• Pe is a (nondeterministic) protocol for the environment.
• τ is a transition function.
• Ψ is a set of runs over G and ACTe, such that for every pair of runs R
and R′ that have a suffix in common, R ∈ Ψ if and only if R′ ∈ Ψ. The
set Ψ is called the set of admissible runs in the model. This is a tool
for specifying fairness properties of the model. For example, properties
such as “every message sent is eventually delivered” or “every process
moves infinitely often” are enforced by allowing as admissible only runs
in which these properties hold. The condition we have on Ψ being
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determined by the suffixes of its runs ensures that admissibility depends
only on the infinitary behavior of the run.
We say that a run R = (r, α) is a run of the protocol D = (D1, . . . , Dn)
in M = (G0, Pe, τ,Ψ) when
(i) r(0) ∈ G0, so that R begins in a legal initial state according to M ,
(ii) α(k) ∈ Pe(r(k)e) for all k,
(iii) r(k + 1) = τ(r(k), (α(k),ak)) holds for all k ≥ 0, where the domain of
ak is the set Sched in α(k), and aki = Di(r(k)i) for every i ∈ Sched,3
and
(iv) R ∈ Ψ, so that R is admissible.
Condition (ii) implies that the environment’s action at every state of R is
legal according to its protocol Pe, and condition (iii) states that the state
transitions in R are according to the transition function τ , assuming that the
joint action is the one determined by the environment’s action and the actions
that the protocol D specifies for the processes that are scheduled to move.
A run satisfying properties (i)–(iii) but not necessarily the admissibility
condition (iv) is called a run of D consistent with M . It is a run in which
the initial state and local transitions are according to D and M , but the
admissibility conditions imposed by Ψ are not necessarily satisfied.
The notions of models and protocols give us a way of focusing on a
special class of systems, resulting from the execution of a given protocol in a
particular model. We denote by SN (D,M, I) the system R, where R is the
set of all executions of protocol D in the model M that start in initial states
from a set I, where I ⊆ G0, and each process executes exactly N operations.
When (any of) D,M or N are clear from the context, we may simply write
S(I).
2.2.4 Examples of models
Consider a set of initial states G0, where the initial state of a process i is
a pair (i, v), and v ∈ {0, 1} represents an input value. The environment is
always in the same initial state, .
3Given this choice, any deviations of a process from the protocol, as may happen in
a model with malicious failures, will need to be modeled as resulting from the environ-
ment’s actions. The behavior of faulty processes in such a case will be controlled by the
environment.
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IS and IIS models Consider the iterated immediate snapshot IIS model
(Section 2.1.1) where processes communicate through a sequence of arrays
mem0, mem1 . . .. The protocol D that the processes follow consists of exe-
cuting a single WScan() operation on memr, for each r ≥ 0. Namely, process
i executes one write to memr[i] and then reads one by one all entries j,
memr[j], in arbitrary order, before proceeding to do the same on memr+1.
The set of all N -step executions R of protocol D in the IIS model that
start in initial states G0 can be obtained by applying schedules of the following
form. Every execution in R is of the form x sc1  sc2  · · ·  scR where
x ∈ G0 and sci is a block scheduling action for every integer 1 ≤ i ≤ R. A
block action is an ordered partition of the set A = {0, . . . , n}, consisting of
concurrency classes [s0, . . . , sk], the si are non-empty, disjoints subsets of
A, whose union is A. Thus, 0 ≤ k ≤ n. When k = n the execution is fully
sequential (processes take immediate snapshots one after the other), and
when k = 0 it is fully concurrent (they all execute an immediate snapshot
concurrently).
To apply the block action [s0, . . . , sk] to initial state x, and obtain state
x  [s0, . . . , sk], the environment schedules the processes in the following
order, to execute their read and write operations on mem0. It first schedules
the processes in s0 to execute their write operations, and then it schedules
them to execute their read operations (the specific order among writes is
immaterial, and so is the case for the reads). Then the environment repeats
the same for the processes in s1, scheduling first the writes and then the
reads, and so on, for each subsequent concurrency class si. Notice that the
read and write operations of block action sci are applied to memory memi.
Consider the composition of the block actions, sc1  sc2  · · ·  scR. Let
IISR denote the set of all such composition of block actions. That is,
sc1  sc2  · · ·  scR ∈ IISR
if and only if each sci is an ordered partition of A, of the form [s0, . . . , sk].
Then, any execution of R of protocol D in the IIS model can be obtained by
applying a composed block action of IISR to an initial state in G0. In other
words, R can be seen as the product of G0 and IISR.
The non-iterated immediate snapshot IS model (Section 2.1.1) is defined
in a similar way, except that processes communicate through a single array
mem. The protocol D that the processes follow consists of executing a
WScan() operations repeatedly on mem. Namely, process i executes one
write to mem[i] and then reads one by one all entries j, mem[j], in arbitrary
order.
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Every execution in R is of the form x  sc1  sc2  · · ·  scR where
x ∈ G0, but now each sci is a concurrency class of processes, to be scheduled
as before: the environment schedules the processes in the following order,
to execute their read and write operations on mem. It first schedules the
processes in sc1 to execute their write operations, and then it schedules them
to execute their read operations, on the initial state, to obtain a new state,
then repeats the same schedule with processes on sc2, and so on.
The only condition is that at the end of the execution all processes have
been scheduled the same number of times, N , when applying the composition
of the block actions, sc1  sc2  · · ·  scR. Then, ISR denotes the set of all
such composition of block actions. That is,
sc1  sc2  · · ·  scR ∈ ISR
if and only if each sci is a concurrency class of A, and each process appears
N times over all concurrency classes in the execution.
An interesting example of a schedule by the environment yields a solo
execution for process i, in both the IS and IIS models. In the IS model, it
schedule all N first concurrency classes with a singleton set containing i, and
then schedules all other processes in any order. In the IIS model, it schedules
i first, alone, in every one of the N block actions.
3 Distributed computability in terms of Kripke
frames
The distributed computing modeling in Section 2 is based on executions.
Here we move to the orthogonal perspective, of considering sets of states.
3.1 Kripke frames
We define three Kripke frames, one for the input states, one for the protocol
states after N steps, and one for the output states. Also, two types of
relations between Kripke frames: morphism (that will later on correspond to
simplicial map) and carrier morphism (that will correspond to carrier map).
In this paper a state of a Kripke frame consists of the local states of the
processes (sometimes including the state of the environment, but usually not),
and agents correspond to processes in a distributed model. Whenever the
states of a Kripke frame have this meaning, we use the following accessibility
relation. Two (global) states u, v ∈ S are defined to be indistinguishable by
17
a, u ∼a v, if and only if the state of process a is the same in u and in v.
Notice that u ∼a v defined this way is indeed an equivalence relation.
Definition 1 (Kripke frame). Assume a set A = {a0, a1, . . . an} of n + 1
agents. A Kripke frame M = 〈S,∼A〉 consists of a finite set of states, S,
and a function ∼A, yielding for every a ∈ A an equivalence a-accessibility
relation ∼a⊆ S × S.
Intuitively, two states in a Kripke structure are connected with an edge
labeled with agent a if such states are “indistinguishable” by a. We sometimes
view M as a graph whose edges are labeled with the agents that do not
distinguish between the two states of the edge (implicitly, every vertex has
a self-loop labeled with all agents). We will be interested in proper Kripke
frames (also known as frames satisfying the identity intersection property in
[31]), where any two states are distinguishable by at least one agent.
Definition 2 (Morphism of Kripke frames). Let M = 〈S,∼A〉 and N =
〈T,∼A〉 be two Kripke frames. A morphism of Kripke frame M to N is
a function f from S to T such that for all u, v ∈ S, for all a ∈ A, u ∼a v
implies f(u) ∼a f(v).
These morphisms are known also as weak morphisms, see e.g. [31] as a
more classical notion of morphism is generally the one of p-morphism (or
bounded morphism, see e.g. [31] again), which we will not be using in the
paper.
We call K the category of Kripke frames, with morphisms of Kripke
frames as defined above. Note that this category enjoys many interesting
properties, among which the fact that cartesian products exist (Lemma 1) :
Definition 3. Let M = 〈S,∼A〉 and N = 〈T,∼A〉 be two Kripke frames,
and define 〈U,∼A〉 as follows : states U are pairs u = (s, t) of states s ∈ S
and t ∈ T and the accessibility relation is defined as (s, t) ∼a (s′, t′) if and
only if s ∼a s′ and t ∼a t′. We call U the product Kripke frame.
Now this product is indeed the categorical product :
Lemma 1. The Kripke frame defined in Definition 3 is the cartesian product,
denoted by M × N , in the categorical sense, of M with N , coming with
projections piM : M ×N →M and piN : M ×N → N , which are morphisms
of Kripke frames.
Let M = 〈S,∼A〉 and N = 〈T,∼A〉 be two Kripke frames. A carrier
morphism of Kripke frame M to N is a relation Φ from S to T such that for
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every s ∈ S, Φ(s) ⊆ T , and for all u, v ∈ S, there exist u′ ∈ f(u), v′ ∈ f(v),
with u′ ∼a v′, for each a ∈ A for which u ∼a v. Notice that Φ(s) is non-empty,
for each s ∈ S.
It easy is to check that both morphism and carrier morphism compose,
in particular we use the following, where I = 〈G0,∼A〉, P = 〈GP ,∼A〉 and
O = 〈Gf ,∼A〉 are arbitrary Kripke frames.
Let M = 〈S,∼A〉 and N = 〈T,∼A〉 be two Kripke frames, f a morphism,
and Φ a carrier morphism from S to T . We say f respects Φ if f(s) ∈ Φ(s),
for every s ∈ S. Similarly, Φ respects a carrier morphism ∆ from S to T if
Φ(s) ⊆ ∆(s), for every s ∈ S. When f respects Φ we may also say that f is
carried by Φ.
3.2 Task solvability
In the following definition of a task, the input states G0, are such that in
every initial state, the environment is in the same state, say . Thus the
inputs are encoded in the initial states of the processes only (and the shared
memory does not contain inputs to be used by the processes), and we may as
well disregard the environment state from any initial state. Similarly, there
is a set of output states, Gf , with no environment state (or equal to ), that
represent what each process should produce as output value in an execution.
The relation ∼A consists of the indistinguishability relations defined above.
Definition 4 (Task). A task is a triple T = 〈G0,Gf ,∆〉. The set of initial
initial states G0, is such that in every initial state, the environment is in
the same state, and Gf is a set of states, with the same environment state.
Then, ∆ is a carrier morphism of Kripke frame I = 〈G0,∼A〉 to Kripke frame
O = 〈Gf ,∼A〉.
Note that we can view a task as in the definition above as a sub-Kripke
frame Z of the product frame G0×Gf , by just taking the states of G0×Gf that
are related by carrier map ∆, within G0 × Gf , with the induced accessibility
relations. In fact, ∆, as a carrier map, of some state s ∈ G0 is just the image
by the second projection piGf of the sub-frame of G0 generated by states g
such that piG0(g) = s. In the sequel we identify ∆ with Z, for simplicity’s
sake.
Consider a model of distributed computation M = (G0, Pe, τ,Ψ), with
initial states G0 ⊆ G, a deterministic protocol D, and fix an integer N . Recall
that SN (D,M,G0) contains the N -admissible executions, where each process
executes the same number of actions.
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The N -protocol Kripke frame P = 〈S,∼A〉 consists of states S, where
s ∈ S, is obtained by removing the environment state from the last state in
every execution in this system SN (D,M,G0).
Lemma 2. Let I = 〈G0,∼A〉 be the input Kripke frame and P = 〈S,∼A〉 be
the N step protocol Kripke frame. Define P to be the relation from G0 to S
sending each state s ∈ G0 to the states at the end of executions with initial
state s. Then P is a carrier morphism from I to P .
Definition 5 (Solving a Task). The protocol D with carrier morphism P
solves task T = 〈G0,Gf ,∆〉 in N steps if there exists a morphism, f from
P = 〈GP ,∼A〉 to O = 〈Gf ,∼A〉 such that the composition of P and f is a
carrier morphism respecting ∆.
Let us discuss this definition. First, assume the protocol D with carrier
morphism P solves task T = 〈G0,Gf ,∆〉 in N steps with a morphism, f from
P = 〈Gp,∼A〉 to O = 〈Gf,∼A〉. If f send a state s to an output state f(s)
then indeed each process a can decide (operationally, in its program) the
value that corresponds to its local state in f(s): (i) the value is a function
only of its local state, and (ii) it is consistent in the sense that if a has the
same local state in two states u, v then the decision of a are required to be
the same by f .
Second, these decisions are respecting the task specification, because if
we consider an initial state s0, then any execution starting in s0 ends in a
state in s ∈ P(s0), which is then mapped to a state t by f(s), with t ∈ ∆(s0).
Finally, if such a carrier morphism f does not exist, then it is impossible
to solve the task in N steps by a deterministic protocol D in model M ,
because any such protocol would actually be defining a carrier morphism,
because the decision of a protocol are based only on the local states of the
processes after N steps.
3.3 Carrier maps as products
Fix a model of distributed computation M = (G0, Pe, τ,Ψ), with initial
states G0 ⊆ G, and a deterministic protocol D, with some integer N . The
set SN (D,M,G0) of N -admissible executions, where each process executes
the same number of actions can be seen as a product of G0 and a set of
composed scheduling actions R where each composed block action is of the
form sc1  sc2  · · ·  scR. If IISR denotes the set composition of block
actions, sc1sc2· · ·scR ∈ IISR we may define the product S = G0×IISR
to be equal to the set of states at the end of all executions starting in a state
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in G0 after applying the actions of an element in IISR. Given that this is a
set S of (global) states, we have the induced indistinguishability relation ∼A,
and a Kripke frame, P = 〈Gp,∼A〉. This is of course the protocol Kripke
frame which are the states at the end of all N -admissible executions starting
in G0.
More generally, for model M = (G0, Pe, τ,Ψ), protocol D and N , we can
consider the set of all possible composed scheduling actions of the environment
AC, each one determined by the order in which the environment schedules
the processes. Then the protocol Kripke frame can be written as P = 〈S,∼A〉,
where S = G0 ×AC which is indeed the cartesian product defined in Lemma
1 between frame G0 and the action frame AC. Because the protocol is defined
as a product, we have the following simplification for task solvability :
Theorem 1. In the category of Kripke frames, task solvability in the sense
of Definition 5 is equivalent to the existence of a morphism h : P → ∆ such
that piI ◦ h is equal to piI : P → I, i.e. the following diagram commutes :
P
∆ ⊆ I ×OI
pi I h
piI
Proof. Suppose we have task solvability in the sense of Definition 5. Hence
we have a morphism f and carrier maps (identified with thick arrows below)
P such that the following diagram commutes “up to inclusion” : F
P
I O
fP
∆
First, we note, as observed after Definition 4 that the carrier map below is a
composite of the inverse image of piG0 with piGf . Similarly, as P is a product
frame, the carrier map P is induced by the structural map piG0 : P → G0.
Hence task solvability is equivalent to the commutation of the diagram below,
where p is any section of the projection piG0 : ∆→ G0, and q is any section
of the projection piG0 : P → G0 :
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P∆ ⊆ I ×OG0 Gf
f
piGfp
piG0
pi G 0
q
Note that by the universal property of cartesian products, this is equiv-
alent to the existence of a weak morphism h from P (I) to I × O, which
furthermore has to be in values in ∆ ⊆ I×O, such that the following diagram
commutes :
P
∆ ⊆ I ×OI O
f
pi G 0 h
piG0 piGf
Hence the result.
4 A dynamic epistemic logic semantics for distribu-
ted computing
We consider a Kripke model that represents the possible initial states in the
model, and use dynamic epistemic logic, to represent the environment as an
action model transforming the initial model into Kripke model representing
the epistemic state at the end of N steps of protocol D. Furthermore, we
express desired epistemic states to be reached, by specifying a task also as
an action model.
4.1 Dynamic epistemic logic
We adhere to the notation of [14]. Let AP be a countable set of atomic
propositions (i.e., propositional variables). The set of literals over AP is
Lit(AP) = AP ∪ {¬p | p ∈ AP}. The complement of a literal p is defined by
p = ¬p and ¬p = p, ∀p ∈ AP . If X ⊆ Lit(AP), then X = {` | ` ∈ X}; X
is consistent iff ∀ ` ∈ X, ` /∈ X; and X is AP-maximal iff ∀ p ∈ AP , either
p ∈ X or ¬p ∈ X.
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Example 1. Consider distributed protocols that manipulate boolean values,
i.e. where for all i ∈ {0, . . . , n}, the local values that agents ai can take are
Li = {0, 1}. AP is the set {li | i = 0, . . . , n} of predicates whose informal
interpretation is li is true when agent ai holds local value 1 (otherwise, it
holds 0).
Definition 6 (syntax). Let AP be a countable set of propositional variables
and A a set of agents. The language LK is generated by the following BNF
grammar:
ϕ ::= p | ¬ϕ | (ϕ ∧ ϕ) | Kaϕ
Definition 7 (Semantics of formulas). Epistemic state (M, s) with M =
〈S,∼, V 〉, and ϕ ∈ LK(A,AP). The satisfaction relation, determining when
a formula is true in an epistemic state, is defined as:
M, s |= p iff p ∈ L(s)
M, s |= ¬ϕ iff M, s 6|= ϕ
M, s |= ϕ ∧ ψ iff M, s |= ϕ and M, s |= ψ
M, s |= Kaϕ iff for all s′ ∈ S : s ∼a s′ implies M, s′ |= ϕ
shorthand:
EBϕ =
∧
b∈B
Kbϕ
Hence, an agent a is said to know an assertion in a state (M, s) iff that
assertion of true in all the states it considers possible, given s. Therefore, the
knowledge Ka of an agent a with respect to a state s is the set of formulas
which are true in all states a-accessible from s.
Example 2. Consider boolean tasks where both input and output values to
the processes are taken from the set {0, 1} as in Example 1 (and we use
the same notations as in this example). Consider now the following Kripke
model, where the squiggly arrows picture the map L, associating to each state
of the underlying Kripke frame, AP-maximal sets of literals :
α β γ
¬l0,¬l1 l0,¬l1 l0,l1
a1 a0
We have now the following knowledge, known to agents :
• In α : K0¬l1 and K0¬l0 (a0 knows both its value, which is 1, and the
value of a1, which is 1) ; ¬K1¬l0 and K1¬l1 (a1 does not know if the
value of a0 is 1, but knows its own value, which is 1)
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• In β : ¬K0¬l1 and K0l0 (a0 knows its value, which is 0, but does not
know if the value of a1 is 1) ; ¬K1l0 and K1¬l1 (a1 does not know if
the value of a0 is 1 but it knows its value is 0)
• In γ : ¬K0¬l1 and K0l0 (a0 knows its value, which is 0, but does not
know if a1 has value 0) ; K1l0 and K1l1 (a1 knows both its value, which
is 1, and the value of a0 which is 1)
Knowledge is sparse though : one iteration of the knowledge semantics shows
that in states α and β, ¬K1(K0¬l1), so that a1 does not know if a0 knows
the value of a1 in these two states (which is 1), and in β and γ, ¬K0(K1l0),
that is, a0 does not know if a1 knows the value of a0 in these two states
(which is 0). One could guess that even starting with this restricted set of
states, no agent can decide, coherently, to reach consensus. We will come
back to this in more generality in Section 5.4.
Definition 8 (Language of action model logic). ϕ ∈ LstatKC⊗(A,P ) and
α ∈ LactKC⊗(A,P ) are defined by:
ϕ ::= p | (¬ϕ) | (ϕ ∧ ϕ) | Kaϕ | [α]ϕ
α ::= (M, s)
where p ∈ P , a ∈ A.
Definition 9 (Semantics of formulas and actions). Epistemic state (M, s)
with M = 〈S,∼, L〉, action model M = 〈S,∼, pre〉, and ϕ ∈ LstatKC⊗(A,P ) and
α ∈ LactKC⊗(A,P ).
M, s |= p iff p ∈ L(s)
M, s |= ¬ϕ iff M, s 6|= ϕ
M, s |= ϕ ∧ ψ iff M, s |= ϕ and M, s |= ψ
M, s |= Kaϕ iff for all s′ ∈ S : s ∼a s′ implies M, s′ |= ϕ
M, s |= [α]ϕ iff for all M,M, s, s : M, s |= pre(s) implies
(M ⊗M, (s, s)) |= ϕ
The restricted modal product M ⊗M = 〈S′,∼′, L′〉 is defined as:
S′ = {(s, s) | s ∈ S, s ∈ S, and M, s |= pre(s)}
(s, s) ∼′a (t, t) iff s ∼a t and s ∼a t
p ∈ L′(s, s) iff p ∈ L(s)
Now, we can organize Kripke models as a category, by defining Kripke
model morphisms :
Definition 10 (Morphism of Kripke models). Let M = 〈S,∼A, LAP 〉 and
N = 〈T,∼A, LAP 〉 be two Kripke models. A morphism of Kripke models
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is a morphism f of the underlying Kripke frames of M and N such that
LAP (f(s)) ⊆ LAP (s) for all states s in S.
We note KM for the category of Kripke models with such morphisms.
We note that KM is cartesian as is K the category of Kripke frames, with
the cartesian product being defined as the Kripke model with underlying
Kripke frame being the cartesian product of the underlying Kripke frames
and the function LAP is defined on the product states (s, t) by LAP (s, t) =
LAP (s) ∪ LAP (t).
We prove now that morphisms can only “lose knowledge” (whereas it is
well-known that p-morphisms, [7] keep knowledge invariant) :
Theorem 2. Consider now two Kripke models M ′ = 〈S′,∼′A, L′〉 and M =
〈S,∼A, L〉, and a morphism f from M to M ′. Then, f “can only lose
knowledge” for every agent a, i.e. for all a ∈ A, for all states s ∈ M ,
M ′, f(s) |= Kaφ⇒M, s |= Kaφ.
Proof. Recall that :
M, s |= Kaϕ iff for all s′ ∈ S : s ∼a s′ implies M, s′ |= ϕ .
Consider t ∼a s : f(t) ∼a f(s) and as M ′, f(s) |= Kaφ, by definition of
the semantics of Ka that we recapped above, we know that M
′, f(t) |= φ.
Therefore φ ∈ LAP (f(t)), and by definition of morphisms of Kripke models,
φ ∈ LAP (f(t)) ⊆ LAP (t). So M, t |= φ and M, s |= Kaφ.
Note that knowledge is not defined in the topological approach to dis-
tributed computing [18]. We will establish below mappings between simplicial
complexes and epistemic models, enabling us to prove topological assertions
about epistemic models, and knowledge assertions about models based on
complexes. The facets of simplicial complexes correspond to the states of
epistemic models.
4.2 Action models for tasks
We now turn our attention to information change. Recall that an action
model is a structure M = 〈S,∼, pre〉, where S is a domain of action points,
such that for each a ∈ A, ∼a is an equivalence relation on S, and pre : S→ L
is a preconditions function that assigns a precondition pre(s) to each s ∈ S.
Each action can be thought of as an announcement made by the environ-
ment, which is not necessarily public, in the sense that not all system agents
receive these announcements.
Let M = 〈S,∼A, LAP 〉 be a Kripke model and A = 〈T,∼, pre〉 be an
action model. The product update model M [A] = 〈S × T,∼A, LAP 〉, where
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each world of M [A] is a pair (s, t) where s ∈ S, t ∈ T , such that pre(t) holds
in s. Then, (s, t) ∼a (s′, t′) whenever it holds that s ∼a s′ and t ∼a t′. The
valuation of p at a pair (s, t) is just as it was at s.
In this definition, the worlds of M [A] are obtained by making copies of
each world s of M , one copy per event t ∈ A. A pair (s, t) is to be included
in the worlds of M [A] if and only if M satisfies the precondition preA(t) of
event t.4.
We extend the task formalism in terms of Kripke frames from Section 3.2
to define an epistemic model. Recall that a task is a triple T = 〈G0,Gf ,∆〉,
where the set of initial initial states G0, is such that in every initial state,
the environment is in the same state, and Gf is a set of states, with the
same environment state. Also, ∆ is a carrier morphism of Kripke frame
I = 〈G0,∼A〉 to Kripke frame O = 〈Gf ,∼A〉. For the semantics, we assume
that the local state of a process in either an input or an output state, is
determined by the value of a variable. And just as an example simplify
notation, we can assume these local variables take values from the set {0, 1}.
Thus, it is sufficient to consider atomic propositions li interpreted as “li is
true when agent ai has value 1, otherwise it has value 0”, as in Example 2.
Then, the input model is 〈G0,∼A, LAP 〉, where 〈G0,∼A〉 is the input Kripke
frame (see Definition 4), and the function LAP : S → 2Lit(AP) is such that li
is true in a state s precisely when the input variable of ai is 1.
In this case the indistinguishability relation ∼A matches the meaning of
the atomic propositions, in the following sense. An agent ai knows the value
of its input variable in a state u, because the atomic proposition li has the
same value in every v such that u ∼i v. More generally, one can infer ∼A
from the values of the atomic propositions (and vice-versa, modulo renaming
of names of atomic propositions).
The action model for the task, T = 〈S,∼, pre〉, is defined as follows. The
action points, S is identified with Gf , so action point ac = 〈d0, . . . , dn〉 is
interpreted as “agent ai decides value di”, with precondition that is true in
every input state u such that ac ∈ ∆(u).
4.3 Action models in distributed computing
We assume that each state s ∈ G0 has the same environment state, ,
representing that the shared memory is empty. To study tasks, assume the
state of a process in s is determined by the contents of a read-only local
variable, which can take values from some finite set of values. Also, we
4Usually pointed Kripke models and action models are used, but we do not need them
here.
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assume the protocol D is scheduler oblivious, to make the framework more
uniform, see below.
Fix a model of distributed computation M = (G0, Pe, τ,Ψ), with initial
states G0 ⊆ G, and a deterministic protocol D, with some integer N , and
consider the set SN (D,M,G0) of N -admissible executions, where each process
executes the same number of actions can be seen as a product of G0 and a set
of composed scheduling actions R as in Example 2.2.4, where each composed
block action is of the form sc1  sc2  · · ·  scR.
The action model for M is A = 〈R,∼, pre〉, where each action in R is a
composed block action of the form sc1  sc2  · · ·  scR, and pre is empty.
That is, we allow each action to be applied to any initial state5. Then, ∼
is obtained directly from protocol frame in Section 3.3. Recall that the
protocol Kripke frame can be written as P = 〈S,∼A〉, where S = G0 ×AC
the cartesian product defined in Lemma 1 between frame G0 and the action
frame AC. More precisely, for two states sc, sc′ ∈ R, it holds sc ∼ sc′
whenever for two states u, v ∈ G0 with u ∼a v, it holds that u sc ∼a v sc′
in P .
For the following lemma, we assume the protocol D is scheduler oblivious,
in the sense that the protocol’s behavior on two initial states with the same
schedule is the same, except for possible differences in output values (as
affected by input values). Equivalently, we could take the following lemma
as an assumption. For distributed task computability purposes, the protocol
D can be assumed to be full-information (remember all the past, and send
the whole local state in each write operation), which is certainly scheduler
oblivious.
Lemma 3. The relation ∼ of an action model is well defined. Namely,
consider two sc, sc′ ∈ R. If for two states u, v ∈ G0 with u ∼a v, it holds that
u sc ∼a v sc′ in P , then for any two other states u′, v′ ∈ G0 with u′ ∼a v′
it also holds that u′  sc ∼a v′  sc′.
An action model A = 〈R,∼, pre〉 for a model M with protocol D and
N does indeed depend M , D and N , although the action points R as we
defined may not seem to do so. An action point ac in R is typically just a
sequence of sets of agents to be scheduled, and hence the same set R can be
used for different models. Thus, remarkably, the effect of different models is
captured solely by ∼.
5 A more precise semantics, could uses a copy of each block action for each input
state, and specify a precondition that allows the copy to be applied only to that state; see
discussion below on scheduler oblivious protocols.
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We have defined an input epistemic model I = 〈S,∼A, LAP 〉 and an
action model A = 〈T,∼, pre〉, and we get the product update model I[A] =
〈S × T,∼A, LAP 〉, whose Kripke frame is exactly the protocol Kripke frame
of Section 1, but decorated with the atomic propositions li. Moreover, a
state in the product is of the form (u, ac), where u is an initial state in G0
and ac is an action in R, and it has the same propositions that the input
state u.
The action model for tasks is defined in an analogous way, and there is an
epistemic model for the output Kripke frame by the corresponding epistemic
product.
In the important following result, we lift the task solvability condition
of Theorem 1 from the category of Kripke frames to the category of Kripke
models :
Theorem 3. Suppose we have input, output and specification Kripke models,
respectively I, O and ∆ ⊆ I × O. Then task solvability in the sense of
Definition 5 is equivalent to the existence of a morphism h such that the
same equation as in Theorem 1 holds :
P
∆ ⊆ I ×OI
pi I h
piI
By Theorem 2, we know that the knowledge of each agent (or process) can
only decrease (or stay constant) along the two (surjective) arrows piI of this
diagram. So the diagram above has a simple an illuminating interpretation :
we can only improve knowledge from I to P (the protocol should improve
knowledge of all agents through communication). Now the task is solvable
if and only if there is enough knowledge from all agents (map h) to that to
have at least the knowledge specified by Kripke model ∆.
5 Combinatorial topology and Kripke models
We now describe the equivalence of categories between (proper) Kripke frames
and (pure chromatic) simplicial complexes; the semantics of distributed
systems is then transported from Kripke models to simplicial complexes
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(suitably decorated). This shows that “knowledge” exhibits topological
invariants.
5.1 Simplicial complexes and simplicial models
We consider now an apparently very different structure from a Kripke graph,
which has also been used to model distributed systems [18] (for a textbook
covering combinatorial topology notions see [26]) :
Definition 11 (Simplicial complex). A simplicial complex C is a family of
non-empty finite subsets of a set S such that for all X ∈ C, Y ⊆ X implies
Y ∈ C (C is downwards closed).
Elements of S (identified with singletons) are called vertices, elements
of C of greater cardinality are called faces. The dimension of a face X ∈ C,
dimX, is the cardinality of X minus one. The maximal faces of C (i.e. faces
that are not subsets of any other face) are called facets. The dimension of
a simplicial complex is the maximal dimension of its faces. Pure simplicial
complexes are simplicial complexes such that the maximal faces are all of
the same dimension.
Definition 12 (Simplicial maps). Let C and D be two simplicial complexes.
A simplicial map f : C → D is a function that maps the vertices of C to
the vertices of D such that for all faces X of C, f(C) (the image set on the
subset of vertices C) is a face of D.
Now, we can define pure simplicial maps respecting facets. Finally, we
will associate colors to each vertex of simplicial complexes, representing, as
in [18], the names of the different processes involved in a protocol. We also
define chromatic simplicial maps as the simplicial maps respecting colors.
Definition 13 (Pure simplicial complexes). A pure simplicial complex C is
a simplicial complex such that all facets have the same dimension as C.
Definition 14 (Pure simplicial maps). Let C and D be two pure simplicial
complexes. A pure simplicial map f : C → D is a simplicial map such that
dim f(X) = dimX, for all X ∈ C, i.e. is such that f , restricted to vertices
of a given simplex, is injective.
Definition 15 (Chromatic simplicial complex). A chromatic simplicial
complex C on a vertex set S, colored by a set of colors L, is a simplicial
complex together with a (coloring) map l : S → L (inducing a map, still
called l, from 2S to 2L) such that for all X ∈ C, dim l(X) = dimX.
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The condition of the coloring map is indeed to be interpreted as the
property that the vertices of X have all distinct colors.
Definition 16 (Chromatic simplicial maps). A chromatic simplicial map
is a simplicial map f : C → C ′ which preserves the coloring, i.e. such that
l′(f(X)) = l(X), for all X ∈ C.
Note that a chromatic simplicial map is necessarily injective on each
simplex, since as it preserves colors, and points of any simplex are of distinct
colors, f cannot equate two points of the same simplex. This also implies that
for all X and Y chromatic simplicial complexes, f(X ∩ Y ) = f(X) ∩ f(Y ).
Let pCS be the category of pure chromatic simplicial complexes.
A common way to describe actual states in combinatorial topology is
by decorating vertices of simplicial complexes by local states of processes.
Instead of describing actual values, we rely on a logical languages to describe
the properties of local states.
Let AP be a countable set of propositional variables and A a set of agents.
We use the same notations as in Section 4 : the set of literals over AP is
Lit(AP) = AP ∪ {¬p | p ∈ AP}. If X ⊆ Lit(AP), then X = {` | ` ∈ X}; X
is consistent iff ∀ ` ∈ X, ` /∈ X; and X is AP-maximal iff ∀ p ∈ AP , either
p ∈ X or ¬p ∈ X.
Definition 17. A simplicial model is (C, l, v) where (C, l) is a pure chromatic
simplicial set, and v : S → ℘(AP) an assignment of subsets of the set of
literals of AP for each state s ∈ S such that for all facets f = (s0, . . . , sn) ∈ C,
n⋃
i=0
v(si) (that we denote as v(f) by an abuse of notation) is AP -maximal.
5.2 Equivalence between (proper) Kripke models and simpli-
cial models
We have the main result of this section :
Theorem 4. Let A be a finite set and pCSA (resp. KA) be the full subcategory
of pure chromatic simplicial complexes with colors in A (resp. the full
subcategory of proper Kripke frames with agent set A). pCSA and KA are
equivalent categories.
Proof. We construct functors F : pCS → K and G : K → pCS as follows.
Let C be a pure chromatic complex on the set of colors A. We associate
F (C) = 〈S,∼A〉 with S being the set of facets of C and the equivalence
relation ∼a, for all a ∈ A, generated by the relations X ∼a Y (for X and Y
facets of C) if a ∈ l(X ∩ Y ).
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For f : C → D a morphism in pCS, consider facets X and Y of C such
that X ∼a Y in F (C), thus a ∈ l(X∩Y ). Because f is a chromatic simplicial
map, we have seen that f(X ∩ Y ) = f(X) ∩ f(Y ). Because f is chromatic,
f(X) is a facet of D which has the same colors as X, hence a ∈ l(f(X)).
Similarly for f(Y ), which is such that a ∈ l(f(Y )). The colors of f(X)
(resp. f(Y )) are in bijection with the vertices of f(X) (resp. f(Y )), hence
a ∈ l(f(X) ∩ f(Y ), therefore f(X) ∼a f(Y ).
Conversely, consider a Kripke frame M = 〈S,∼A〉. Define G(M) to be
the quotient of the coproduct of n-simplexes
∐
s∈S
{vs0, . . . , vsn} where l(vsi ) =
ai ∈ A (A = {a0, . . . , an}) by the relation R defined as : vsiRvs
′
i if and
only if s ∼i s′. This relation is then extended on higher simplices by
{x0, . . . , xk}R{y0, . . . , yl} if and only if all xi are in relation (by R) with
some yji and inversely, all yj are in relation with some xij . R can thus be
seen as a sub-chromatic simplicial complex of X × X and the quotient is
well-defined, as a chromatic simplicial complex. It is pure since, as we equate
only vertices with the same colors, and that colors are in bijection with
extremal points in all simplexes, we cannot equate a simplex with a lower
dimensional simplex. The facets are the {vs0, . . . , vsn} where s ∈ S, since
the Kripke frames we consider being proper, we cannot equate two facets
together.
Consider now a Kripke frame M = 〈S,∼A〉 in K with agent set A. FG(M)
is the Kripke frame N = 〈T,∼′A〉 such that T is the set of facets of G(M).
But we have just seen that the set of facets of G(M) are the sets of vertices
{vs0, . . . , vsn} (where s ∈ S), therefore, is in bijection with S. Finally, in
FG(M), p ∼′a q if and only if a ∈ l(p ∩ q), where l is the coloring, in G(M),
of p and q which are facets in G(M). But facets in G(M) are just in direct
bijection with the worlds of M , i.e. p = {vs0, . . . , vsn} and q = {vt0, . . . , vtn}
where s, t ∈M . Note that l(vsi ) = ai and l(vti) = ai so a ∈ l(p∩q) means that
some a = ai for some i and v
s
iRv
t
i . This can only be the case, by definition
of G(M) if s ∼i t. This proves that FG(M) and M as isomorphic Kripke
frame.
Consider now a pure chromatic simplicial complex X ∈ pCS. It is easily
seen that GF (X) is isomorphic, as a pure chromatic simplicial complex, to
X, hence pCS and K are equivalent categories.
We write K (resp. f : K → L) when K is a Kripke frame for the
corresponding pure chromatic simplicial complex (resp. when f is a morphism
of Kripke frame, for the corresponding simplicial map).
Let A be a finite set (of “agents”) and SMA,AP (resp. KMA,AP ) be the
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full subcategory of simplicial models with colors in A and vertices decorated
with formulas in AP (resp. the full subcategory of proper Kripke models
with agent set A and atomic propositions in AP). Theorem 4 extends to the
following theorem, in a straightforward manner :
Theorem 5. SMA,G and KMA,G are equivalent categories.
In the category of pure chromatic simplicial complexes (resp. simplicial
models), the cartesian product of K = (C, S, l) with K ′ = (C ′, S′, l′) (resp.
simplicial models K = (C, S, l, v) and K ′ = (C ′, S′, l′, v′)), where C is a
family of non-empty finite subsets of S, C ′ a family of non-empty subsets of
S′, l is a labelling map from S to L, and l′ is a labelling map from S′ to L,
is defined as K ×K ′ = (D,S × S′,m) (resp. K ×K ′ = (D,S × S′,m,w)),
• D = {{(s0, s′0), . . . , (sk, s′k)}|{s0, . . . , sk} ∈ C, {s0, . . . , sk} ∈ C ′, l(si) =
l′(s′i)}
• m(si, s′i) = l(si) = l′(s′i) (resp. w is defined by w(s) = v(s) ∪ v′(s))
Of course, there is a simplicial map piK from K × K ′ to K and a map
piK′ from K ×K ′ to K ′ (which are the first and second projection on each
simplex, mapped onto subsets of simplices). And of course, whenever we
have a morphism u in pCS (resp. SM) from U to K and another one v from
U to K ′, the map h from U to K ×K ′ defined by h(x) = (u(x), v(x)) is such
that u = piK ◦ h and v = piK′ ◦ h. These are the direct translations under
the equivalences of Theorem 4 (resp. 5) of the cartesian product of Kripke
frames (resp. Kripke models).
Example 3. We have pictured below the product I×O, with its two projec-
tions piO and piI, for the input complex I for two processes, having boolean
input values, and for the output complex O for binary consensus :
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(a0,0,0) (a0,0,1) (a0,0)
(a1,0,0) (a1,0,1)
piI
(a1,0)
(a1,1,0) (a1,1,1) (a1,1)
(a0,1,0) (a0,1,1) (a0,1)
piO
(a0,0)
(a1,0)
(a1,1)
(a0,1)
In the example above the vertices of the simplicial models are decorated with
predicates, as follows : for O, (ai, j) is a notation for, agent ai is such that
“its output value is j” (this is the predicate that we will call dj in the sequel)
; for I, (ai, j) is a notation for, agent ai is such that “its input value is j”
(this is the predicate that we will call lj is the sequel). Thus in the product,
(ai, j, k) means, agent ai is such that “its input value is j” and “its output
value is k” (as expected for a cartesian product, this is the set of predicates
{lj , dk}).
In fact, there is much more categorical structure in pure chromatic
simplicial complexes, although to see this, we would have to go into much
more involved arguments, that we do not need in this simplified presentation.
Let us just mention that the overall categorical structure can be derived
by observing that simplicial complexes form a quasi-topos with all (small)
limits and (small) colimits [4], and that pCS can be seen as a particular
subcategory of a slice category of these simplicial complexes.
5.3 Action models, protocol complexes and task solvability
Given an action model M = 〈S,∼, pre〉, with equivalent simplicial model M,
and for any input Kripke model I, with equivalent simplicial model I, we
form the functor P which associates the sub-Kripke frame of the cartesian
product I ×M (where some of the cartesian product has been filtered out
due to preconditions), as in Section 3.3.
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Example 4. In the atomic read/write model for two processes a0 and a1 and
1-admissible runs, M corresponds to the three possible schedules of executions,
with no precondition i.e. P is the cartesian product with M and is the unique
endofunctor on pure chromatic simplicial complexes, commuting with colimits,
such that its image on a segment
a0 a1
is the chromatic subdivision of
the segment
a0 a1 a0 a1
. In the Figure below, we show the effect of
P on the input complex I of Example 5, together with the structure map piI
from P (I) to I :
(a0,0) (a0,0)
(a1,1) (a1,0)
(a0,0) (a0,0)
(a1,1) (a1,0)
piI
(a1,1) (a1,0)
(a0,1) (a0,1)
(a1,1) (a1,0)
(a0,1) (a0,1)
By the equivalence of categories of Theorem 5, this creates a functor
that we still write P associating some subcomplex of the cartesian product
I×M. Of course, since this is a sub-object of a cartesian product, we have a
canonical structure map piI : P (I)→ I.
We recall the classical approach in combinatorial topology for task solv-
ability, see e.g. [18] :
Definition 18. A decision task is a triple T = (I,O,Φ) where I,O are
n-chromatic complexes and Φ is a map which satisfies:
1. Φ(σ) is a subcomplex of O.
2. Φ(τ) ⊆ Φ(σ) if τ < σ.
3. id(σ) = id(Φ(σ)).
In general, a map Φ from a simplicial complex C to a complex D which
satisfies the conditions 1 and 2 of Definition 18 is called a carrier map. In
Definition 18 each vertex represents the state of a single process. A simplex
σ(k) is used to represent compatible states, of k + 1 processes. In addition
Φ(σ) defines which output states are legal for each input simplex σ ∈ I. For
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b b
b b
b b
b b
(p, 0)
(p, 1)
(q, 0)
(q, 1)
(p, 0)
(p, 1)
(q, 0)
(q, 1)
Φ
I O
→
Figure 1: The binary consensus task.
I O
P
Ψ
Φ
δ
δ(Ψ(σ)) ⊆ Φ(σ)
Figure 2: Solvability of a task (I,O,Φ) by a protocol P with decision map δ
instance in the binary consensus task each process proposes a binary value
and they have to agree in one of them. For two processes p and q there are
four possible input configurations, which are represented as the maximal
edges (maximal simplices) of I in Figure 1. In this case if σ1 = {(p, 0), (q, 0)}
then Φ(σ1) = σ1 or Φ(σ2) = O if σ2 = {(p, 0), (p, 1)}.
A chromatic complex P solves a task T = (I,O,Φ) if there exists a
simplicial map δ from P to O such that
1. δ(Ψ(σ)) ⊆ Φ(σ) for all simplex σ.
2. id(v) = id(δ(v)) for all vertex v ∈ P.
where Ψ is a carrier map from I to P, see Figure 2. The Asynchronous
Computability Theorem states that a decision task T = (I,O,Φ) is solvable
by a wait-free protocol using read/write memory if only if there exist a
chromatic subdivision χ(k)(I) such that solves T .
Now, it is easy to see that, by Theorem 4, this is exactly equivalent to
the formulation, using Kripke frames, of Section 3.2.
As a matter of fact, quite generally speaking, a carrier map Φ can be
seen as a functor from pCS to pCS that is such that P ◦ Φ = IdpCS . Indeed,
restricting the latter equality on simplexes σ of some input complex I implies
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that Φ(σ) is the subcomplex P (I). We can interpret the task solvability
diagram of Section 3.3 in purely topological terms, this interest being that
some topological invariants will prevent us from finding a map h as above,
showing impossibility of the corresponding task specification. As piI , h and
piI are simplicial maps, we should have a corresponding diagram using any
topological invariant functor, such as homology or homotopy functors (see e.g.
Example 5 below). In case of atomic read/write memory models, we know
that P (I) corresponds to some subdivision of I, hence piI : P (I)→ I is a weak
homotopy equivalence (which in turn implies knowledge is not improving in
P (I) with respect to I), this restricts a lot what task specifications ∆ can
be solved, as also exemplified in Example 5.
Example 5. In the case of binary consensus, the task specifications is given
by the Kripke frame ∆ below. The input Kripke model is composed of the four
states which account for all binary inputs on two processes (modelled by the
two predicates, l0 for describing the input of agent a0 and l1 for describing
the input of agent a1). The output complex is composed of the two states
where the two local values agree (we renamed the corresponding predicates
for ai, di) :
α′ β′ γ′ α′′ β′′ γ′′ δ′′
¬l0,l1,d0,d1 l0,l1,d0,d1 l0,¬l1,d0,d1 ¬l0,l1 l0,l1 l0,¬l1 ¬l0,¬l1
α β γ
¬l0,l1,¬d0,¬d1 ¬l0,¬l1,¬d0,¬d1 l0,¬l1,¬d0,¬d1
α0
¬d0,¬d1
α1
d0,d1
a1 a0
a1 a0 a1
a0
a1 a0
piO
piI
Using the equivalence of categories with simplicial models, we get ∆ ⊆
I ×O, where the state ((a0, 1, 0), (a1, 1, 0)) (and ((a0, 0, 1), (a1, 0, 1))) cor-
responding to both processes beginning with input 1 and deciding 0 (and
corresponding to both processes beginning with input 0 and deciding 1), have
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been left out, shown below with its two projections on the input and output
complexes :
(a0,0,0) (a0,0,1) (a0,0)
(a1,0,0) (a1,0,1)
piI
(a1,0)
(a1,1,0) (a1,1,1) (a1,1)
(a0,1,0) (a0,1,1) (a0,1)
piO
(a0,0)
(a1,0)
(a1,1)
(a0,1)
In terms of topological invariants we see in the diagram above that the
first homology group of P (I) and of I are Z (they are both homotopically
equivalent to the circle) and that piI induces the identity map in homology,
whereas the first homology group of ∆ is 0. There is no factorization of the
identity through the 0 map (which is piI in homology), so binary consensus is
not solvable.
Now the pseudo consensus specification is as follows :
(a0,0,0) (a0,0,1) (a0,0)
(a1,0,0) (a1,0,1)
piI
(a1,0)
(a1,1,0) (a1,1,1) (a1,1)
(a0,1,0) (a0,1,1) (a0,1)
piO
(a0,0)
(a1,0)
(a1,1)
(a0,1)
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Topologically, P (I), ∆ and I are homotopy equivalent to a circle, and piI
(the identity map in homology) can be factored through the homology of P (I).
Indeed, binary pseudo-consensus is solvable in one round in atomic read/write
memory.
5.4 Common knowledge and connectivity
For B a subgroup of agents (or processes), we recall, from Section 4 the
notion of group knowledge :
EBϕ =
∧
b∈B
Kbϕ
Common knowledge for group B is, semantically, the least solution to the
equation :
CBϕ = ϕ ∧ EB(CBϕ)
Given a Kripke model M = 〈S,∼A, LAP 〉, and a group of agents B =
{s1, . . . , sk}. Define ∼B to be the transitive closure of all the ∼a, a ∈ B.
This means that s ∼B t if and only if there exists s1, . . . , sl ∈ S such that
s ∼ai1 s1 ∼ai2 s2 . . . sl ∼ail+1 t with 1 ≤ ai1 , . . . , ail+1 ≤ k.
Now we have the following semantic characterization of CBϕ at a state s
of a Kripke model M = 〈S,∼A, LAP 〉 :
M, s |= CBϕ if and only if M, t |= ϕ for all t such that s ∼B t.
In the sequel, by an abuse of notation, we will be identifying any Kripke
model M with its simplicial model counterpart (S, l, v) under the equivalence
of Theorem 5 between Kripke models and simplicial models, by identifying
states S of Kripke models with facets of the simplicial model (S, l, v). Given B
a group of agents, we form the Kripke model (and equivalently the simplicial
model) MB from M by restricting the accessibility relation to those ∼a for
a ∈ B, and the formulas associated to each state to contain only formulas
describing agent in B. Then we have :
Theorem 6. The formula ϕ is common knowledge at state s in model M
if and only if ϕ is true on all facets in the same connected components of
simplicial model M restricted to the subgroup B of agents. In other words :
for all facets t in MB which are in the same connected component as s in
MB, we have ϕ ∈ v(t).
Example 6. Let us consider again the binary consensus as specified in
Example 5. In ∆, there are two connected components : in the first one, by
Theorem 6, it is common knowledge that ¬l0 ∨ ¬l1, meaning that either a0
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started with 0 or a1 started with 0. In the second component, by the same
theorem, it is common knowledge that l0 ∨ l1, meaning that either a0 started
with 1, or a1 started with 1. Now, in the protocol complex of Example 4, there
is just no common knowledge involving local input values of a0 nor a1. By
Theorem 3, if binary consensus were solvable, we would have a morphism of
Kripke model h from the protocol Kripke model P to ∆, implying by Theorem
2 that any knowledge available in ∆ would be available in P , in particular
common knowledge. This is clearly not true here and binary consensus is not
solvable.
6 Conclusions
We have made a first step into defining a version of muti-agent dynamic
epistemic logic using as models higher dimensional simplical complexes. Al-
though the step is modest, it already shows that under a class of action
models, topological invariants of the initial epistemic model are fully pre-
served. We have worked out in detail the class of action models for a well
studied distributed computing setting, where asynchronous processes that
can crash communicate with each other through read/write shared variables.
We established a categorical equivalence between such systems and dynamic
epistemic models, and hence a precise, close relationship between the combi-
natorial topology theory of distributed computing and dynamic epistemic
logic.
Many interesting questions are left for future work. We have developed
all our theory on facets, interpreting only the top dimensional simplexes used
in distributed computing, which is sometimes what is done, but often also
simplexes of lower dimension are used to model process crashes. Another,
main avenue that we left for future study is the role of bisimulations, which are
very important in dynamic epistemic logic, and have also been considered in
algebraic topology. Of course it would be of interest to study other distributed
computing settings, especially those which have stronger communication
objects available in modern multiprocessor architecture, and which are
known to yield complexes that preserve less well the topology of the input
complex; indeed, their additional power is expressed as higher dimensional
”holes” in the protocol complex. It would be very interesting to find a
formalization of such topological properties in terms of knowledge, and thus
obtain a generalization from common knowledge (that is tightly related to
1-dimensional connectivity) to other form of group knowledge (related to
higher-dimensional connectivity).
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