Abstract Human inertial thinking schemes can be formed through learning, which are then applied to quickly solve similar problems later. However, when problems are significantly different, inertial thinking generally presents the solutions that are definitely imperfect. In such cases, people will apply creative thinking, such as reverse thinking, to solve problems. Similarly, machine learning methods also form inertial thinking schemes through learning the knowledge from a large amount of data. However, when the testing data are vastly difference, the formed inertial thinking schemes will inevitably generate errors. This kind of inertial thinking is called illusion inertial thinking. Because all machine learning methods do not consider illusion inertial thinking, in this paper we propose a new method that uses reverse thinking to correct illusion inertial thinking, which increases the generalization ability of machine learning methods. Experimental results on benchmark datasets are used to validate the proposed method.
Introduction
Human learning automatically induces more general rules from a large number of experiences. These rules are taken as the elements to form the inertial thinking schemes that will be used to solve similar problems later. The reasons that inertial thinking exists for humans lie in the fact that it can solve a large number H. Li · G. Wen (Corresponding author) School of Computer Science and Engineering, South China University of Technology, China Tel.: +86-18998384808 E-mail: crghwen@scut.edu.cn of daily problems when there is insufficient information and it can solve them quickly [3] . However, the accuracy of solutions to the problems will generally be reduced when the problems are different from those for learning.
Like human learning, machine learning automatically learns new concepts from a large number of data. In the learning process, inertial thinking schemes will be formed, including illusion inertial thinking, leading to low generalization ability of the machine learning methods. According to the law of Hoeffding [5] , the accuracy of machine learning methods depend heavily on a large number of training samples, and this is why most advanced machine learning methods require a large number of training samples [7] , e.g., deep learning methods [8] . However, it is difficult to obtain a large number of training samples for most real applications, such as disease diagnosis, where the training samples are few, easily leading to formation of illusion inertial thinking in machine learning methods. One way for humans to solve these kinds of problem is the use of reverse thinking, which is an effective method of creative thinking [9] . However, for machine learning methods, reverse thinking is totally not considered. Therefore, in this paper we present a new method that applies reverse thinking to correct illusion inertial thinking for machine learning methods so that their generalization ability can be enhanced. This method is suitable for any machine learning method, as long as illusion inertial thinking is facilitated.
Machine learning principles
Machine learning methods are all based on the principle of inertial thinking. They first learn from the training data to form the inertial thinking scheme that is then applied to solve new problems.
Suppose that for the testing sample X, a learning approach is applied to obtain the probability model P from the training database, so that
where C = {C 1 , · · · , C i , · · · , C n } is a set of classes and P (C i = X) is the probability that X belongs to class C i . For example, if there are two classes C 1 , C 2 , the learned probability model will work as follows:
The ability of the learned probability model to correctly classify the new samples is measured as its generalization ability. A lower generalization ability of the model may result from the training samples being insufficient to correctly fit the data distribution of the problem. In order to formally illustrate the generalization ability of the model, all data are taken as balls of different colors in a jar. It is expected that the proportion of different color balls in the jar can be computed through a portion of the balls partially taken out of the jar. It assumes that the ratio of orange balls in the jar is µ and the proportion of green balls for 1 − µ. In the balls taken out of the jar, the ratio of orange balls is ν, and the proportion of green balls is 1 − ν. The relationship between the two cases follows the Hoeffding inequality [5] :
This law shows that when N is large, the right-hand side of the inequality will be very small, indicating that the probability of the difference between µ and ν being larger than the given ε is very small. In such a case, the distribution of the overall samples can be inferred from the distribution of the partially taken samples. However, in real applications, N is usually difficult to be sufficiently large, so error is inevitable. The current machine learning methods only consider suitable inertial thinking, ignoring illusion inertial thinking. In such a case, when the size of the training samples are not large enough, the testing samples could have a high probability of differing from the training samples, inevitably leading to error. This is why there are many machine learning methods that perform well on some experimental data, with even up to 100% accuracy, but they may behave badly in practice.
Modeling reverse thinking
Generally, inertial thinking is composed of both suitable inertial thinking and illusion inertial thinking. When the illusion inertial thinking appears, people can use reverse thinking to deal with it. This process begins with designing the inertial thinking discrimination model to judge whether the current testing data is in line with inertial thinking or illusion inertial thinking. Second, the reverse thinking model is created to correct illusion inertial thinking. The overall procedure is shown in Fig. 1 , where classifiers are trained on the training database to form a suitable inertial thinking model, an illusion inertial thinking model, and an inertial thinking discrimination model.
Inertial thinking model
The suitable inertial thinking model works well on the simple samples that are easily classified, while illusion inertial thinking easily occurs when classifying complicated samples. There are many measures that can be applied to rank samples by simplicity [10] . Hence, we rank samples in the training data according to the simplicity of samples using the k-fold crossvalidation method. When samples in a fold are removed from the training data, the remaining ones are used to train the classifier, which is then applied to classify all training data. In such a case, the simplicity of each sample can be computed.
Definition. Supposing that there are N classification models, the simplicity of sample X is defined by
m i (X) = 1, X is classified correctly; 0, else.
The definition of simplicity means that a sample is simple if it is correctly classified by many models. In this way, all samples can be ranked according to their simplicity:
Subsequently, a simple training database (S E , L E ) can be constructed, the samples of which are of greater simplicity than the given threshold θ. Similarly, a complicated training database (S D , L D ) can also be constructed:
Using these training databases, three models are trained as follows, where ξ is a classification method and ϕ is a discrimination method for judging whether a sample is simple. 
where + denotes samples to be classified easily and − denotes the samples to be classified difficultly.
Reverse thinking rules
Owing to illusion inertial thinking, the learned inertial thinking model may misclassify the coming samples. For example, it classifies the test sample X with true class C 1 as belonging to the class C 2 ; that is,
In such a case, according to reverse thinking, the above rule can be reversed to obtain the reverse thinking rule by recomputing the probability:
Because the results obtained by illusion inertial thinking are not absolute, a probabilistic model like the Bayesian theorem is applied. In conditions of the complete statistical knowledge of a model presented, the classifier designed according to the Bayesian theorem can obtain the minimum classification error in terms of probability, which means that the classifier based on the reverse thinking rule is optimal.
As the testing sample X has been misclassified as belonging to the class C 2 , according to the Bayesian theorem its true class is C 1 with the probability
where P (C i = X) refers to the probability that X belongs to class C i , and P (C 2 = X|C 1 = X) denotes the probability that X with the class C 2 is misclassified as belonging to C 1 . The right-hand side of the above equation involves the prior probability that is then applied to compute the posterior probability of the left-hand side of the equation. Equation (6) is applied to implement the reverse thinking rule in Eq. (5) by recomputing the probability. All posterior probabilities can be computed from the confusion matrix. To avoid confusion, Eq. (6) can be rewritten as
Proof. The inertial thinking model classifies the sample with the true class C 1 as belonging to the class C 2 , and the reverse thinking rule can be applied to recompute the probability so as to classify the sample as belonging to the correct class C 1 ; that is,
However, the reverse thinking rule may be also applied to recompute the probability
In such a case,
To satisfy X ∈ C 1 ,
The learning model has classified X as belonging to
Thus, the reverse thinking rule can enhance the probability that the classifier will classify X as belonging to C 1 more than it will classify it as belonging to C 2 . This proves that the reverse thinking rule has the ability to correct the classification of samples that have been misclassified.
Since P (C 2 = X) > P (C 1 = X), their difference is less, the inequality (8) is easily satisfied, and then the reverse thinking rule is more useful in correcting the misclassified category. However,
which means that the sample with class C 1 is easily misclassified as belonging to the class C 2 in the confusion matrix, but not vice versa.
As the classifier classified the samples depending on P (C 1 ) = X and P (C 2 = X), they may be wrong, so they can be also replaced by the prior probability computed in the confusion matrix. Subsequently, we have another alternative reverse thinking rule, as
It is noteworthy that the reverse thinking rule is only applied to the classification of complicated samples, in which only one reverse direction is considered to deal with the misclassified samples. Therefore, in the following context, the necessary condition for the reverse thinking rule is simplified as follows to design the new machine learning approach:
indicating that the reverse thinking rule can enhance the probability that the classifier correctly classifies the sample.
Computing prior probabilities
It is necessary to use the Bayesian theorem to calculate the probabilities of reverse thinking rules, which can be calculated by computing the confusion matrix of the specified classifier on the given training data. For example, if the training data have 60 samples with two categories, where each category is composed of 30 samples, the confusion matrix of the given classifier can be computed through 10-fold cross-validation. As shown in Table 1 , each column in the table represents the predicted category, and the total number of each column represents the number of samples predicted for the category. Each row represents the true category of the sample, and the total number of samples per row represents the number of samples in that class. For example, the number, 23, located at the cross-point of both the first row and first column indicates that the samples with the true class C 1 are correctly predicted to be C 1 . The number, 5, located at the cross-point between the first column and second row indicates that there are five samples with true class C 2 , which are incorrectly predicted to be class C 1 . According to the confusion matrix, the prior conditional probabilities that the samples are misclassified as belonging to each category can be computed by
RTML algorithm
The reverse thinking for machine learning (RTML) algorithm is described in Table 2 , including both training and testing stages. The inertial thinking model in the RTML algorithm is obtained by training the classifier on all the training data. This is because illusion inertial thinking is formed in the original environment. Second, for any new testing sample, the discrimination model is used to decide whether the testing sample is easy to classify. If the testing sample is easy to classify, it is classified by using the suitable inertial thinking model that is trained on the easy training data. If the testing sample is hard to classify, the inertial thinking model will be applied, and then the reverse thinking model is applied to modify its result. The final category is determined by the modified results. 
Else /* reverse thinking is required*/ 10 ω ← M I (X) 11 If ω = C 1 and
In this algorithm, only two classes are considered because most of the datasets in real tasks are binary class. Second, for binary-class datasets, the use of reverse thinking rules only needs to consider the Bayesian theorem, without considering the Bayesian network, so as to simplify the problem. Finally, the multi-class tasks can be classified through classification methods on binary-class tasks, such as the support vector machine (SVM) [6] .
The complexity of the RTML algorithm at the training stage is mainly distributed in computing the confusion matrix and training three classifiers. Therefore, the complexity of the RTML algorithm is equal to the maximum complexity of the three classifiers. The complexity of the RTML algorithm at the testing stage is also the maximum complexity of the three classifiers for testing a sample. The calculation of reverse thinking rules is only related to the number of categories, which can be regarded as a constant. The RTML algorithm has an additional parameter, the simplicity threshold, which determines the boundary between the illusion inertial thinking model and suitable inertial thinking model.
Experimental results
The effectiveness of the proposed method is demonstrated through experiments on standard datasets. In principle, the proposed method is applicable to all existing classification methods, so as to improve their classification performance. In experiments, a highly representative machine learning method is selected, namely SOFTMAX, because it is widely used in deep learning [11, 8] , and it is expected that the RTML algorithm can be applied to deep learning. For the discrimination model, SVM-KNN (where KNN denotes k th nearest neighbor) is selected [13] , as it inherits the SVM advantages [6] , while be able to elegantly deal with large datasets.
Experimental databases
Experimental databases include artificial datasets and benchmark real datasets.
Using artificial data, we can control the number of available samples and add noise according to the experimental purpose. In the experiments, two spirals of data are selected, which is synthetic, but very difficult for many machine learning methods. Such data have been widely used by many classifiers as standard data [12] . Here, they are applied to observe the effect of reverse thinking on noisy data of different sizes. One of the data examples is shown in Fig. 2 , where there are 200 points with some noise disruption. Obviously, these data are not linearly separable and are nearly evenly distributed for two classes.
In addition to artificial data, 15 benchmark real datasets with two classes are selected from LIBSVM [2] and KEEL [1] ; see Table 3 . The reason for selecting data with only two classes is that most of the real datasets are binary class. Second, for binary-class datasets, the use of reverse thinking rules only needs to consider the Bayesian theorem, without considering the Bayesian network, so as to simplify the problem. Finally, the multi-class data can be classified through classification methods on binary-class data, such as the SVM [6] . 1  fourclass  2  2  862  2  waveform  2  21  5000  3  svmguide1  2  4  3089  4  madelon  2  500  2000  5  splice  2  60  1000  6  thyroid  2  5  215  7  titanic  2  3  2201  8  segment0  2  19  2308  9  vehicle1  2  18  846  10  glass1  2  9  214  11  pima  2  8  768  12  haberman  2  3  306  13  spambase  2  57  4597  14  mammographic 2  5  830  15 phoneme 2 5 5404
Analysis of RTML algorithm
In order to observe the effectiveness of the RTML algorithm more clearly, experiments on two spirals of data are conducted, the results of which are presented in Fig. 2 , where the misclassified testing data are denoted in red. It can be seen that the number of red points misclassified by SOFTMAX is larger than that misclassified by the RTML algorithm. Some samples misclassified by SOFTMAX have been corrected by the RTML algorithm, showing that the reverse thinking model is effective. However, when the easy points are misclassified, the RTML algorithm cannot modify them. This depends on the ability of the original classifier, i.e., SOFTMAX. This, in turn, means that the original classifier should be selected to be the best as possible. Some misclassified samples cannot be modified, since in such cases illusion inertial thinking has not formed.
The RTML algorithm has a simplicity threshold as a parameter to decide whether the illusion inertia thinking model can be formed on the database composed of samples with a simplicity larger than the given threshold. Experiments are conducted on two real datasets to illustrate the influence of the parameter on the RTML algorithm. It can be seen from Fig. 3 that the RTML algorithm is sensitive to the threshold. When the threshold θ > 0.4 in Fig. 3(a) , the RTML algorithm has the worse effect, since in such a case many samples are mistaken for the easy ones. This indicates that the threshold parameter values need to be determined as accurately as possible. However, from Fig. 3 , the parameter varies in terms of a law, indicating that its optimal value can be determined easily using the k -fold cross-validation method.
As simplicity of samples plays a very important role in the RTML algorithm, it needs to be measured as precisely as possible. In our context, many models have been applied to define the simplicity. These models are created using the k -fold cross-validation method on the training database, with the same classification method. It can be seen from Fig. 4 that when the number of models is larger than 35, the accuracy tends to the optimal one, and the threshold can be easily selected. This means that the number of models used to measure the simplicity of the samples should be large as possible to make the measurement more stable.
Influence of noisy artificial data on RTML algorithm
Generally, machine learning methods are easily influenced by noisy data. Some experiments are therefore conducted to assess the influence of noisy data on the RTML algorithm, the results of which are shown in and 0.06, respectively (as well as a variance of 0.0). In this way, 12 different datasets are formed to observe the effects of the noise and the size of the data on the performance of the RTML algorithm. In order to observe the sensitivity of the RTML algorithm to its parameters at the same time, classification results corresponding to each parameter are computed and plotted in the figure. It can be seen from Fig. 5 that the noise has negative effects on the RTML algorithm; the more intense the noise, the lower the accuracy. This is because the noise is random, disrupting the formation of illusion inertial thinking. However, in the case of noise, the RTML algorithm still obviously increases the accuracy of SOFTMAX. At the same time, the RTML algorithm is sensitive to its parameter, but still achieves remarkable results at many values, indicating that the choice of parameter is easier. Finally, when the data size becomes larger, the RTML algorithm increases the effect more obviously while being less sensitive to its parameter. This is because the number of misclassified samples will increase in the larger dataset, leading to the formation of more stable illusion inertial thinking.
Effect of real datasets on RTML algorithm
As the artificially constructed examples may not correspond to situations that are likely to occur in practice, some experiments on real datasets are conducted. One of the advantages of real data is that they are generated without any knowledge of the classification procedures that will be used for testing. Here, 15 real datasets, shown in Table 4 , are applied to conduct experiments using the 10-fold cross-validation method to determine the training data and testing data, and then the average classification accuracy can be obtained. In each set of training data, the 10-fold cross-validation method is used to select the optimal parameters for the given classifier.
It can be easily seen from Table 4 that the RTML algorithm is much effective for most datasets. The RTML algorithm's performance was especially prominent in the fourclass, svmguide1, waveform, glass1, and phoneme data, outperforming SOFTMAX in terms of accuracy by 30%, 10%, 10%, 10%, and 14%, respectively, indicating that illusion inertial thinking definitely exists, so that the reverse thinking model can effectively correct these illusions. This can be confirmed from the confusion matrices. For exam- ple, CF(svmguide1) is the confusion matrix of the svmguide1 data performed by SOFTMAX, where the significant illusion inertial thinking is established, as it often classifies the samples with class 1 as belonging to class 2, but notvice versa: However, the RTML algorithm fails in some data, such as madelon and splice, performing poorly on these two data. The reason is that there the illusion inertial thinking is not obvious. It can be seen from the confusion matrix, such as CF(madelon), that the illusion inertial thinking schemes between the two classes are very similar. The thinking falls into chaos and cannot form stable illusion inertial thinking in one direction, leading to the failure of the reverse thinking model. In this case, good measures should be applied to maintain suitable inertial thinking and enhance illusion inertial thinking, so as to improve the overall performance. This is because strengthening the inertial thinking may also significantly strengthen the illusion inertial thinking. Additionally, on some datasets, such as madelon and mammographic, SOFTMAX performs better by taking easy samples as the training database rather than by taking all the samples as the training database. This indicates that it is reasonable to rank samples in training database by their simplicity.
Conclusions
Similar to human learning, machine learning can easily form illusion inertial thinking, but all machine learning methods do not consider it. In this paper, we use reverse thinking to overcome illusion inertial thinking, so as to improve the generalization ability of machine learning methods. The experimental results indicate that our method is very effective. The proposed method is universal, applicable to any machine learning methods, especially to those performing badly on some data, such as unbalanced data, for which machine learning methods can easily form the illusion inertial thinking. In planned future work, we will select some machine learning methods to combine with the RTML algorithm to solve concrete tasks like emotion recognition, because the training data for emotion recognition are generally unbalanced, easily inducing machine learning methods to form illusion inertial thinking. Second, the proposed method uses the Bayesian theorem, but not the Bayesian network. As a matter of fact, reverse and inertial thinking between categories are linked, and the dialectical unity between them will be investigated under the framework of the Bayesian network in the future [4] .
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