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Model simulations.
The model used in this study is the Geophysical Fluid Dynamics Laboratory (GFDL) land model LM3 (20, 21) , coupled with a newly developed and evaluated urban canopy model (UCM) (22, 23) . Within each grid cell, LM3 represents different land-use/land-cover types as a collection of tiles (20, 21) . Each tile has its own energy and water balances throughout the vegetation-soil column and its own exchange coefficients with the atmosphere, but the atmosphere only receives the area-averaged fluxes of the grid cell. The land-use/land-cover types in LM3 include natural and secondary vegetation, grassland, pasture, and urban.
The UCM is built on the urban canyon concept and separates the urban land into roof and canyon (22) . It considers important radiation processes in the urban canyon including sky-view factors, shadow effects, and multiple reflections between walls and ground surfaces. It parameterizes turbulent exchanges between the atmosphere, the canopy air, walls and ground surfaces through a resistance approach. It also incorporates radiative, hydrological and biological processes associated with vegetation within the urban canyon. It solves the surface energy balance equations for different urban facets, including roof, wall, impervious ground, and pervious ground. Evaluation of the UCM using observational eddy-covariance data sets can be found in
Ref. 22.
In this study, the LM3 coupled with the UCM is driven by atmospheric forcing from GFDL earth system model outputs (the GFDL forcing) or gridded datasets based on observations and reanalysis fields (the Sheffield forcing). The GFDL forcing refers to outputs from coupled land-atmosphere-ocean earth system model simulations for the Coupled Model Intercomparison Project Phase 5 (CMIP5) (28, 29) , which did not use any UCM in the land component.
Specifically, the 3-hourly, 2 by 2.5 degrees ESM2Mb model outputs in the historical period and under the representative concentration pathway 8.5 are used (30). The Sheffield forcing (31) refers to the 50-yr (1949-2000) , 3-hourly, 1-degree data set, which is based on a combination of observational and reanalysis data. The forcing variables for all experiments include downward shortwave radiation, downward longwave radiation, air temperature, specific humidity, pressure, wind speed, and precipitation.
Using the GFDL forcing, we conduct long-term simulations (from 1700 to 2100) over North America (20°N -55°N, 130°W -60°W ). Using the Sheffield forcing, we also conduct the simulations from 1700 to 2000 and we apply the first 30-yr forcing to the period of 1700-1948 in order to spin-up the model. Given the difference between the resolutions of the two forcing data sets, we use a grid resolution of 50 km for a consistent comparison. We focus on the UHIs in 1981 to 2000 for historical simulations and 2081 to 2100 for future simulations.
Attribution methods.
We attribute the UHI intensity to contributions from different biophysical factors based on two attribution methods: the intrinsic biophysical mechanism (IBM) method (17) and the tworesistance mechanism (TRM) method (18, 19) . Both methods are based on surface energy balance equation
where n R is the net surface radiation, in S is the incoming shortwave radiation, in L is the incoming longwave radiation,  is the surface albedo,  is the surface emissivity,  is the StephanBoltzmann constant, s T is the land surface temperature, H is the sensible heat flux, LE is the latent heat flux, and G is the heat storage. The effect of anthropogenic heat flux is implicitly considered in G . Sensible heat flux is parameterized using the aerodynamic resistance concept, as follows
where  is the air density, p c is the specific heat of air at constant pressure, a r is the aerodynamic resistance, and a T is the air temperature.
a. The IBM method
In the IBM method, the latent heat flux is parameterized using the Bowen ratio (
Linearizing the outgoing longwave radiation term in Equation (S1) and making use of Equations (S2) and (S3), the surface energy balance equation becomes 
With the above expression for sa TT  and assuming that the urban and rural lands share the same atmospheric properties (this assumption is consistent with the assumption made by LM3), one can express the urban-rural land surface temperature difference as
The terms on the right-hand side of Equation (S7) represent contributions from net radiation, aerodynamic resistance, the Bowen ratio, and heat storage, respectively.
b. The TRM method
Different from the IBM method, the latent heat flux in the TRM method is parameterized using the aerodynamic and surface resistances (i.e., the big-leaf model) 
The terms on the right-hand side of Equation (S17) represent contributions from net radiation, aerodynamic resistance, surface resistance, and heat storage, respectively.
c. Application of the two attribution methods
In our study, the IBM and TRM methods are applied to attributing the UHI intensity of 60 cities across North America (Table S1 ). The required inputs of the IBM and TRM methods include sensible and latent heat fluxes, net radiation, land surface temperature, and air temperature for each land cover type. The TRM method also requires atmosphere specific humidity and air The application of the two attribution methods follows closely our recent study (19), which applied these two attribution methods to studying local surface temperature response to deforestation. First of all, we exclude days with precipitation and focus on the results on clear days. It should be pointed out that excluding the data on precipitating days does not mean that the resulting surface UHI will not be affected by the long-term mean precipitation. The long-term mean precipitation characterizes the local background climate and will still affect the surface temperatures (and thus the surface UHI) on clear days. We separate analyses into day and night according to the incoming shortwave radiation. When the incoming shortwave radiation is larger than 25 W m -2 , it is considered as daytime, otherwise it is considered as nighttime.
Acceptable agreement between the calculated T and the modeled T is the prerequisite for the models to correctly attribute the UHI intensity. To assess the performance of the attribution models (Equations S7 and S17) in capturing the T directly inverted from the simulated outgoing longwave radiation, the root-mean-square error (RMSE) between the calculated T from Equations S7 and S17 and those inverted from the simulated outgoing longwave radiation are computed. As discussed in Ref. 19 , with the availability of 3-hourly data, an immediate question that needs to be addressed is whether we should apply the two attribution methods at the 3-hourly scale and then aggregate the results to a longer time scale (in our case the monthly scale), or apply the methods at the monthly scale by first aggregating the input variables.
We find that by aggregating the input variables to the monthly scale first and then performing the attribution, the agreement between the calculated T and the modeled T is better compared to performing the attribution at the 3-hourly scale and then aggregating the results to the monthly scale, which is consistent with the findings of Ref.
19. However, the attribution results (e.g., Fig.   1 ) are not sensitive to this choice. As a result, we choose to aggregate the 3-hourly variables to the monthly scale where the attribution methods are applied. We exclude months if the inferred aerodynamic and surface resistances are negative, which are about 5% and 20% of the total months for daytime and nighttime, respectively.
Despite that the attribution is performed at monthly scales, several inferred variables such as the aerodynamic and surface resistances have large uncertainties especially when the sensible or latent heat flux is very small. Additionally, neglecting higher-order terms in the Taylor series expansion (Equations S7 and S17) can also introduce large errors when the perturbations are large (19). To further improve the accuracy of the models, we adopt two strategies to reduce the RMSE of the IBM and TRM methods (19). First, we exclude months if the absolute values of monthly sensible and latent heat fluxes are less than 15 W m -2 in the daytime and 5 W m -2 at night. The criterion is reduced at night in order to retain as many data points as possible for attribution.
Second, we introduce a weighted approach to calculate the partial derivatives in the equations S7
and S17 based on urban and rural variables, as follows
where Y is the final partial derivative used in the model, m is average weight, rural Y and urban Y are the partial derivatives calculated only using rural or urban variables, respectively.
The introduction of m is to account for the effects of neglected higher-order terms in the Taylor series expansion, which can be important when the urban-rural differences (represented by Δ) are not sufficiently small. The value of m is optimized by minimizing the RMSE (Table S2) .
We find that while the m value strongly affects the RMSE, it does not affect our findings about the attribution qualitatively. For example, when m = 1 which gives equal weights to urban and rural sensitivities is used, the daytime attribution indicates that the surface resistance contributes mostly to the surface UHI, which is similar to the finding from Fig. 1b .
Because of the criteria imposed for the attribution, some cities do not pass the criteria, especially during nighttime (see fig. S2 where 51 cities remain). This is acceptable given our focus on the daytime UHI intensity. In addition, we make sure that the cities in the attributions using the Sheffield forcing and GFDL forcing are the same so that the attribution results can be directly compared ( fig. S2 and Fig. 1 ).
d. Explanation of the T-precipitation covariance
Given that T can be attributed to contributions from different biophysical factors, the covariance (cov) between T and precipitation (P) can be also explained by the covariance between different contributions and P, which for the IBM and TRM methods are as follows
Each term on the right-hand side can be further expressed as a fraction of the left-hand side, as shown in Fig. 2 and fig. S4 . 
