This is a survey of recent progress in several areas of combinatorial algebra. We consider combinatorial problems about free groups, polynomial algebras, free associative and Lie algebras.
1 Introduction
The purpose of this survey is to collect in one place a number of results that appeared during the last ve years and gave new life to rather old areas of algebra, such as combinatorial group theory (which is over a hundred years old), combinatorial commutative algebra (which emerged in the sixties, after Gr obner bases were introduced), and combinatorial non-commutative algebra (which can be traced back to the forties).
Of course, we were not attempting to collect all recent results that inuenced those areas; that would take several books rather than a brief survey like this one. Our focus here is on the dynamics of homomorphisms of free groups and algebras, and, in particular, on various methods of distinguishing automorphisms among arbitrary endomorphisms. Roughly speaking, we interpret \combinatorial methods" here as \methods of elementary transformations". This allows us to use basically the same language (which is essentially matrix language) and the same general ideas for seemingly distant algebraic systems, like, for instance, free groups and polynomial algebras. This shifting between dierent areas appears to be quite fruitful for all the areas involved. A good illustration to that might be the following: in [78] and [79] , V. Shpilrain introduced, for the purpose of recognizing automorphisms, a concept of rank of an element of a free group or a free Lie algebra. Then, this concept got a new meaning through the work of A. A. Mikhalev and A. Zolotykh [61] (on free Lie algebras) and U. Umirbaev [93] (on free groups). This work revealed a remarkable duality between the rank of an element of a free Lie algebra or a free group, and the rank (in the \usual" sense, i.e., the minimal number of generators) of the (one-sided) ideal (of the enveloping free associative algebra or of a free group ring, respectively) generated by (non-commutative) partial derivatives of this element. Later on, V. Shpilrain and J.-T. Yu [83] adopted this duality for two-variable polynomial algebras to produce several new results and algorithms in that classical area, which have prospective applications to a classication of non-singular plane algebraic curves.
Notation
We sometimes use dierent notation in dierent sections of this survey to better serve purposes of a particular section. To avoid confusion, we gather below some basic types of notation. Additional notation and denitions can be found in the Background section.
All groups and algebras in this survey are nitely generated. By F n we denote the free group of rank n; by A n , or A(X), or Khx 1 ; : : : ; x n i the free associative algebra (of rank n) over a eld K; by L n or L(X) the free Lie algebra (of rank n), and by P n or K[x 1 ; : : : ; x n ] the polynomial algebra in n variables. Sometimes, however, when we do not want to be very specic, we write F (X) for a free algebra (freely generated by a set X) in a variety of (associative or non-associative) algebras.
Test elements and automorphic orbits
An element u is called a test element if for any endomorphism ', '(u) = u implies ' is an automorphism. This denition was explicitly given by V. Shpilrain in [78] , although the idea goes back to J. Nielsen [69] . In this section, we have gathered new results on test elements; for an overview of old ones, we refer to [78] and [81] .
Test elements and automorphic orbits in free groups
An element u 2 F n is called a test element (for monomorphisms) if for any endomorphism (any monomorphism) ' , '(u) = u implies ' is an automorphism. A classical result of Nielsen [69] is: an endomorphism x ! f ; y ! g of the free group F 2 = gphx; yi is an automorphism if and only if [f; g] is conjugate to [x; y] or [x; y] 01 . Hence the commutator [x; y] = xyx 01 y 01 is a test element of F 2 .
Other classes of test elements were found by Zieschang, Rosenberger, Rips, Dold and others. A more detailed information on all those results can be found in [78] and [81] . Here we just give a couple of examples of test elements in the free group F n = gphx 1 ; : : : ; x n i: x k 1 x k 2 : : : x k n ; k 2; [x 1 ; x 2 ] 1 [x 3 ; x 4 ] 1 ::: 1 [x n01 ; x n ] (if n is even); [x 1 ; : : : ; x n ].
Some other examples of test elements are given in an important paper by Turner [88] , where he also proves the following theorem. Recall that a retract R of a group G is a subgroup with the property that there is a normal subgroup N of G such that R = G=N . Otherwise stated, a retraction : G ! G is a homomorphism such that 2 = and a retract is the image of a retraction. Free factors are retracts but not all retracts of free groups are free factors.
Theorem 1 (Turner [88] ) The test elements in F n are the elements not contained in proper retracts. The test elements for monomorphisms in F n are the elements not contained in proper free factors.
We note that there is an algorithm for deciding whether or not a given element of a free group belongs to a proper retract. This algorithm, which is due to Comerford [12] , is based on results of Makanin and Razborov on solving equations in free groups.
The paper of Comerford [12] contains additional examples of test elements. Yet further examples can be found in a recent paper by Fine, Isermann, Rosenberger, and Spellman [26] .
We also mention some results on test elements in other groups. Durnev [23] established the Nielsen commutator test for the free metabelian group of rank 2. On the other hand, it may come as a surprise that the Nielsen commutator test is not valid for free solvable non-metabelian groups of rank 2 { see [29] .
The idea used in the denition of a test element leads to another interesting and important problem: how many elements are needed to completely determine an endomorphism of the free group F n ? More formally, we look for elements g 1 ; : : : ; g k 2 F n with the following property: whenever '(g i ) = (g i ); i = 1; : : : ; k, for some endomorphisms ', , of F n , it follows that ' = ? It is obvious that n elements are enough; on the other hand, it is easy to see that one element is not enough even to determine an automorphism since any element u is xed by the conjugation by any power of u. Furthermore, if the image of an endomorphism ' is cyclic, then ' cannot be determined by its values on less than n elements! This situation, however, seems to be exceptional; our conjecture is that endomorphisms with non-cyclic images are completely determined by their values on just two elements.
S. Ivanov [31] proved this conjecture for monomorphisms:
Theorem 2 (S. Ivanov [31] ) There are elements u; v 2 F n with the following property: whenever '(u) = (u) and '(v) = (v) for some monomorphisms ', of F n , it follows that ' = .
We also note that if we consider natural extensions of endomorphisms of the free group F n to endomorphisms of the free group ring Z(F n ), then it becomes possible to completely determine any endomorphism by its value on just a single element of Z(F n ) { see [81] .
Another ramication of the test element idea leads to the following problem due to Shpilrain [78] :
{ Denote an orbit f (u) j 2 Aut(F n )g by Orb(u). Suppose that ' is an endomorphism of F n such that '(Orb(h)) Orb(h) for some non-identity element h of F n . Is then ' an automorphism of F n ? For n = 2, a positive solution was given independently by S. Ivanov in [32] and by V. Shpilrain in [82] .
Probably the most interesting special case of this problem is where the orbit consists of primitive elements of the group F n . S. Ivanov [32] answered this special case of the problem in the armative under an additional assumption on ' having a primitive pair of elements in the image.
Test elements, retracts, and automorphic orbits in free algebras
In this section, we treat non-associative free algebras; for free associative algebras, see the next section.
Results of this section are due to A. A. Mikhalev and J.-T. Yu [54, 55, 56] . The proofs essentially used Theorem 35 (see Section 6.3).
In this section, F (X) denotes a free K-algebra (without a unit element) on a nite set X of free generators in one of the following varieties of algebras over a eld K: the variety of all algebras; the variety of Lie algebras; the variety of Lie p-algebras; varieties of color Lie superalgebras; varieties of color Lie p-superalgebras; varieties of non-associative commutative and anti-commutative algebras.
We will also need the denition of rank of an element u of a free algebra F(X) (see [79] ) as the minimal number of generators from X on which an automorphic image of u can depend. Theorem 3 Let K be a eld, X = fx 1 ; : : : ; x n g, u 2 F = F (X), rank (u) = n, ' a monomorphism of F such that '(u) = u. Then ' is an automorphism of F .
For free Lie algebras and free color Lie superalgebras Theorem 3 was proved by A. A. Mikhalev and A. A. Zolotykh [62] . Theorem 4 Let X = fx 1 ; : : : ; x n g, u 2 F (X), rank (u) = n, and let ' be a monomorphism of the free algebra F =F (X). Then ' is an automorphism of F if and only if the element '(u) belongs to the orbit of u under the action of the automorphism group of F ('(u) 2 Orb(u)).
Theorem 5 Let X = fx 1 ; : : : ; x n g. Test elements of the free algebra F =F (X) are precisely those elements not contained in any proper retract of F. Theorem 6 Let K be a eld, X = fx 1 ; : : : ; x n g, and let H be a nonzero subalgebra of the free algebra F=F (X).
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Then H is a proper retract of F if and only if there exist a set Y = fy 1 ; : : : ; y n g of free generators of the algebra F, an integer r, 1 r < n, and a set U = fu 1 ; : : : ; u r g of free generators of the algebra H such that u i = y i + u 3 i ; 1 i r; where the elements u 3 i belongs to the ideal of the algebra F generated by the free generators y r+1 ; : : : ; y n . Theorem 6 shows that retracts of free algebras F (X) of nite rank have the same description as retracts of free groups of nite rank. Theorem 7 Let K be a eld, X = fx 1 ; : : : ; x n g, u be a nonzero element of the algebra F = F(X), Orb(u) the automorphic orbit of the element u, ' an endomorphism of F such that
Then ' is a monomorphism of F.
Let K be a eld, char K 6 = 2, X = fx 1 ; : : : ; x n g be a G-graded set. By L X we denote the free color Lie superalgebra L(X) in the case when char K = 0, and the free color Lie p-superalgebra L p (X) in the case when char K = p > 2. Theorem 8 Let K be a eld, char K 6 = 2, X = fx 1 ; : : : ; x n g, and let u be a nonzero element of the algebra L = L X , Orb(u) the automorphic orbit of the element u, ' an endomorphism of L such that '(Orb(u)) Orb(u). Then The presence of other, equivalent, denitions of retracts (see e.g. [14] ) provides several dierent methods of studying and applying them, and brings together ideas from dierent areas of algebra.
Let K[x; y] be the polynomial algebra in two variables over a eld K of characteristic zero. Costa [14] proved that every proper retract of K[x; y] is isomorphic to a polynomial K-algebra in one variable. V. Shpilrain and J. -T. Yu [85] Geometrically, Theorem 9 says that (in case K = C) every polynomial retraction of a plane is a \parallel" projection (sliding) on a ber of a coordinate polynomial (which is isomorphic to a line) along the bers of another polynomial (which generates a retract of K[x; y]).
The proof [85] The following observation on retracts of a polynomial algebra in arbitrarily many variables is based on a result of Connell and Zweibel [13] : Proposition Let R be a proper retract of K[x 1 ; :::; x n ] generated by polynomials p 1 ; :::; p n , n 2. Then p 1 ; :::; p n are algebraically dependent.
We note that it is an open problem whether or not any retract of K[x 1 ; :::; x n ], n 3, can be generated by algebraically independent polynomials. This problem is related to (some forms of) the well-known cancellation problem { see [14] for discussion.
Theorem 9 also yields a characterization of retracts of a free associative algebra 3 Primitive elements and the inverse function theorem A notorious problem of commutative algebra (actually, it cuts across several different areas of mathematics), the Jacobian conjecture, has inspired research on similar problems in a non-commutative situation. In this section, we review some related results. The Jacobian conjecture is still open for n 2 (for n = 1 it is obviously true).
For a history and background on this problem, we refer to [5] . A more recent survey is [24] . There are numerous reductions and re-formulations of the Jacobian conjecture, as well as partial results (mostly in two-variable case). Of those that are in line with the present survey, we mention a nice result of Formanek [27] It is interesting to note that the Jacobian conjecture for the ground eld C is equivalent to that for the ground eld R { see [5] . While methods of algebraic geometry are only applicable to C[X], combinatorial methods might give better results for R[X]. For example, J.-T. Yu [97] reduced the Jacobian conjecture for R[X] to the so-called positive case and solved the negative case: Theorem 11 To prove the Jacobian conjecture, one only needs to consider the case where '(x i ) = x i + H (2) i + H (3) i + H (4) i 2 R[x 1 ; : : : ; x n ]; where H (j) i are homogeneous of degree j and all coecients in '(x i ) are non-negative. This statement is formally much weaker than the Jacobian conjecture since, instead of asking for p to be a coordinate polynomial, we only ask for p to generate a retract, and this property is much less restrictive as can be seen from Theorem 9. However, the point is that these conjectures are actually equivalent: Theorem 13 ([85]) Conjecture \R" implies the Jacobian conjecture.
We conclude this section by mentioning an analog of Shpilrain's \primitive-to-primitive" problem (see Section 2) for polynomial algebras. A. van den Essen and V. Shpilrain [25] showed that if a polynomial mapping ' of K[x; y] takes every coordinate polynomial to a coordinate one, then ' is an automorphism of K[x; y]. They also showed that if the n-variable Jacobian conjecture is true, then the \primitive-to-primitive" problem has an armative answer for a polynomial algebra in (n + 1) variables. There was a hope for constructing a counterexample to the Jacobian conjecture by constructing a \coordinate-preserving" polynomial mapping which is not an automorphism. However, Jelonek [34] recently proved that for polynomial algebras over the eld of complex numbers, every \coordinate-preserving" polynomial mapping is an automorphism.
3.2
Non-commutative Jacobian conjecture Theorem 14 If X = fx 1 ; : : : ; x n g and ' is an endomorphism of a free associative algebra A(X), then ' is an automorphism if and only if the Jacobian matrix
is invertible over A(X) e .
Here A(X) e is the tensor product A(X) K A(X) with the multiplication given This result for n = 2 is due to W. Dicks and J. Lewin [19] , and for arbitrary n to A. H. Schoeld [74] .
A. A. Mikhalev and A. A. Zolotykh [63] proved a similar result for free associative algebras over an associative commutative ring.
For any element a of the free associative algebra A(X), we have the unique presentation in the form a = 1 1 + x 1 a 1 + x 2 a 2 + 1 1 1 , where only nite number of elements a i 2 A(X) are nonzero, and 2 K. We call the element a i the right Fox partial derivative of the element a with respect to x i , and we use the notation a i = @a @x i = @ @x i a. The Jacobian conjecture is also true for other types of free algebras F(X) (in particular, for free non-associative algebras) of nite rank as described in Section 6.2. We refer to [92] for details. Theorem 15 (Umirbaev [91] ) Let (y 1 ; : : : ; y k ); 1 k n; be a system of elements of the group F n . This system is primitive if and only if the matrix (d j (y i )); 1 i k; 1 j n is right invertible over Z(F n ).
For a single primitive element, the result was previously obtained by W. Dicks and M. J. Dunwoody [18, Corollary IV.5.3].
C.K. Gupta and E. Timoshenko [30] proved a similar result for free metabelian groups, and for some other abelian-by-abelian groups. See also Romankov [72] .
Primitive systems in free Lie (super) algebras
In what follows, X = fx 1 ; : : : ; x n g; G is an Abelian group; L(X) is a free (color) Lie (super) algebra; A(X ) is a free associative algebra (it is naturally considered as an enveloping algebra for L(X)); L Then h is not a primitive element of L(X ), but at the same time the rank of the left ideal of A(X) generated by the elements @h @x , @h @y , @h @z is equal to 1 (h is a primitive element of L p (X), but not of L(X)). Moreover, examples of Lie algebras over a eld of prime characteristic such that these algebras are not free Lie algebras, their cohomological dimension is equal to one, and universal enveloping algebras are free associative algebras of rank two, were constructed. The results of this section are due to A. A. Mikhalev, V. Shpilrain, and J.-T. Yu [50] . The idea is to study the dynamics of endomorphisms of algebras F (X) (those can be, in particular, free associative or Lie algebras) by considering inverse images of specic elements as opposed to a more traditional approach of considering images. In particular, it turns out that for an element u 2 F (X) to be an inverse image of a free generator x i , is a very restrictive property.
Let K be a eld, X a nite set, F (X) a free algebra of one of the types described in Section 6.2. Theorem 18 Let u be an element of a free non-associative algebra F = F (X), v a primitive element of F , and ' a monomorphism of F such that '(u) = v. Then u itself is a primitive element of F . Theorem 19 Let u 1 ; : : : ; u k be elements of a free non-associative algebra F = F (X) of rank n; fz 1 ; : : : ; z k g a primitive system of F , 1 k n, and let ' be a monomorphism of the algebra F such that '(u i ) = z i , 1 i k. Then fu 1 ; : : : ; u k g is a primitive system of the algebra F . Furthermore, if k = n, then ' is an automorphism of the algebra F . Theorem 20 Let U = fu 1 ; : : : ; u l g be a subset of a (non-associative) algebra F = F (X) which is free in one of the varieties described in Section 6.2; fz 1 ; : : : ; z l g a primitive system of F ; H the subalgebra of F generated by U , and ' an endomorphism of the algebra F such that '(u i ) = z i , 1 i l. Then H is a retract of the algebra F .
We mention that if in Theorem 20, we put l = n, then ' is an automorphism, and U is a set of free generators of the free algebra F .
For a free associative algebra of rank 2, we have: ] in more than two variables, the problem of whether or not '(u) = x 1 for an injective ' implies u is primitive, is part of a dicult open problem known as the Abhyankar-Sathaye embedding conjecture (see [73] ). It is obvious that any Lie algebra is a Leibniz algebra, and a Leibniz algebra is a Lie algebra if the condition ([x; x] = 0 for all x 2 L) is satised.
Let X be a set, F (X) the free non-associative algebra on X over K, I the two-sided ideal of F (X) generated by the elements The following results were obtained by A. A. Mikhalev and U. U. Umirbaev [52] . Theorem 23 shows that the variety of all Leibniz algebras has the property of dierential separability for subalgebras. This gives a negative solution of Problem 2 from [90] : the variety of all Leibniz algebras is not a Schreier variety, but has the property of dierential separability for subalgebras.
The following theorem gives a solution of the Jacobian problem for free Leibniz algebras. An algebra R is called nitely separable if for any element a of R and for any nitely generated subalgebra B of R such that a = 2 B; there exist a nitedimensional algebra H and a homomorphism ': R ! H such that '(a) = 2 '(B).
Theorem 25 The free Leibniz algebras are nitely separable.
Corollary The occurrence problem for free Leibniz algebras is solvable. 16 4 Rank of an element
In [78] and [79] , V. Shpilrain introduced, for the purpose of recognizing automorphisms, a concept of rank of an element of a free group or a free Lie algebra as the minimal number of free generators on which an automorphic image of this element can depend. This denition naturally generalizes to arbitrary systems of elements.
Here we review some important results on the rank of a system of elements in groups and algebras.
Rank of free group elements
The rank of an element u of a free group F = F n = gphx 1 ; : : : ; x n i is the minimal number of generators x i on which an automorphic image of u can depend. The rank of a system of elements is dened similarly.
It turns out that this rank has another interpretation. For a system of elements, we have:
Theorem 27 (Umirbaev [93] ) Let Y = (y 1 ; : : : ; y k ); 1 k n; be a system of elements of the group F n , and let J Y = (d j (y i )); 1 i k; 1 j n; be the corresponding Jacobian matrix. Then the rank of Y is equal to the (right) rank of the system of columns of the matrix J Y , i.e., to the maximal number of right Z(F n )-independent columns of this matrix.
We also note a remarkable duality here: by a result of Shpilrain [80] , the (left) rank of the system of rows of the matrix J Y is equal to the rank (in the \usual" sense, i.e., the minimal number of generators) of the subgroup of F n generated by Y .
Rank of elements of free Lie (super) algebras
In what follows, we denote by L X = L(X) a free (color) Lie (super)algebra in the case where the eld K has zero characteristic, and L X = L p (X) a free (color) Lie p-(super)algebra in the case where char K = p > 2. By A(X) we denote a free associative algebra.
The rank of a 2 L X (rank (a)) is the minimal number of generators from X on which an element '(a) can depend, where ' runs through the automorphism group of L X (in other words, rank (a) is the minimal rank of a free factor of L X that contains a).
The following results are due to A. A. Mikhalev and A. A. Zolotykh [60, 61] . These results also give algorithms to nd and to realize ranks of elements and to recognize primitive elements of free Lie (super) algebras, see [61, 65, 66, 68] . We note that for a polynomial algebra, similar statements would not be true; the situation there is more complex. So far, we can only handle two-variable polynomial algebras; this is done in the next section.
We also note a remarkable duality here: by results of A. A. Mikhalev, V. Shpilrain, and A. A. Zolotykh, [51, 67] , the (right) rank of the system of columns of the matrix J H is equal to the rank (in the \usual" sense, i.e., the minimal number of generators) of the subalgebra of L X generated by the set H = fh 1 ; : : : ; h k g.
Two-generator algebras
We treat two-variable polynomial algebras and free associative algebras of rank two in a separate section just because there is too little known about automorphisms of polynomial or free associative algebras of bigger rank. On the other hand, there is a wealth of results in the rank 2 case, especially for two-variable polynomial algebras over C, since powerful methods of algebraic geometry can be used in that situation.
Polynomial algebras in two variables
Let P n = K[x 1 ; :::; x n ] be the polynomial algebra in n variables over a eld K of characteristic 0. We are going to concentrate here mainly on the algebra P 2 . The rst description of the group Aut(P 2 ) was given by Jung [35] back in 1942, but it was limited to the case K = C since he was using methods of algebraic geometry. Later on, van der Kulk [39] extended Jung's result to arbitrary ground elds. In the form we give it here, the result appears as Theorem 8.5 in P. M. Cohn's book [11] . The proof given in [11] is attributed to Makar-Limanov (unpublished), with simplications by Dicks [17] .
Note that the \More precisely, ..." statement serves the algorithmic purposes:
upon dening the complexity of a given pair of polynomials (g 1 ; g 2 ) as the sum deg(g 1 ) + deg(g 2 ), we see that Theorem 30 allows one to arrange a sequence of elementary transformations (these are linear automorphisms and automorphisms of the form x 1 ! x 1 + f(x 2 ); x 2 ! x 2 ) so that this complexity decreases (or, at least, does not increase) at every step, until we either get a pair of polynomials that represents a linear automorphism, or conclude that (g 1 ; g 2 ) was not an automorphism of K[x 1 ; x 2 ]. The parallel with Nielsen's method for free groups (see Section 6.1) is obvious.
We also mention here another proof of this result (in case char K = 0) due to Abhyankar Theorem 30) , when applied to a polynomial p(x 1 ; x 2 ), are mimicked by Gr obner transformations of a basis of the ideal of P 2 generated by partial derivatives of this polynomial. To be more specic, we have to give some background material rst.
In the course of constructing a Gr obner basis of a given ideal of P n , one uses This happens when the leading monomial of p is divisible by the leading monomial of q (or vice versa). The reason why we call these transformations elementary is that they can be written in the form (p; q) ! ( 1 p; 2 q) 1 M, where M is an elementary matrix, i.e., a matrix which (possibly) diers from the identity matrix by a single element outside the diagonal. In case where we have more than 2 polynomials (p 1 ; :::; p k ), we can also write (p 1 ; :::; p k ) ! ( 1 p 1 ; :::; k p k ) 1 M, where M is a k 2 k elementary matrix; elementary reduction here is actually applied to a pair of polynomials (as usual) while the other ones are kept xed.
Sometimes, it is more convenient for us to get rid of the coecients i and write (p 1 ; :::; p k ) ! (p 1 ; :::; p k ) 1 M, where M belongs to the group GE k (P n ) generated by all elementary and diagonal matrices from GL k (P n ). It is known [87] that GE k (P n ) = GL k (P n ) if k 3, and GE 2 (P n ) 6 = GL 2 (P n ) if n 2 { see [10] .
(ii) singular transformations { these are non-regular ones.
Denote by I d(p) the ideal of P 2 generated by partial derivatives of p. We say that a polynomial p 2 P n has a unimodular gradient if I d(p) = P n (in particular, the ideal I d(p) has rank 1 in this case). Note that if the ground eld K is algebraically closed, then this is equivalent, by Hilbert's Nullstellensatz, to the gradient being nowhere-vanishing.
Furthermore, dene the outer rank of a polynomial p 2 P n to be the minimal number of generators x i on which an automorphic image of p can depend. Note 20 that we call it the outer rank here, not just the rank, to avoid confusion wit other concept(s) of rank of a polynomial.
Then we have: The proof [83] of Theorem 32 is based on a generalization of Wright's Weak Jacobian Theorem [95] .
Remark. Elementary transformations that reduce (d 1 (p); d 2 (p)) to (1, 0), can be actually chosen to be Gr obner reductions, i.e., to decrease the maximum degree of monomials at every step { the proof [83] is based on a recent result of Park [70] . Now we show how one can apply this result to the study of coordinate polynomials.
We call a polynomial p 2 P n coordinate if it can be included in a generating set of cardinality n of the algebra P n . It is clear that the outer rank of a coordinate polynomial equals 1 (the converse is not true!). It is easy to show that a coordinate polynomial has a unimodular gradient, and again { the converse is not true! On the other hand, we have: This immediately yields an algorithm for detecting coordinate polynomials in P 2 (see [83] ), which is similar to Whitehead's algorithm for detecting primitive elements in a free group. This algorithm is very simple and fast: it has quadratic growth with respect to the degree of a polynomial. In case p is revealed to be a coordinate polynomial, the algorithm also gives a polynomial which completes p to a basis of P 2 .
It is not known whether or not there is an algorithm for detecting coordinate polynomials in P n if n 3.
Theorems 32 and 33 also suggest the following conjecture which is relevant to an important problem known as \eective Hilbert's Nullstellensatz": Conjecture \G". Let a polynomial p 2 P 2 have a unimodular gradient. Then one can get from (d 1 (p); d 2 (p)) to (1, 0) by using at most one singular Gr obner reduction. Remark. For n 3, Theorem 32 is no longer valid since in this case, by a result of Suslin [87] , the group GL n (P n ) = GE n (P n ) acts transitively on the set of all unimodular polynomial vectors of dimension n, yet there are polynomials with a unimodular gradient, but of the outer rank 2, for example, p = x 1 + x 2 1 x 2 . The \only if" part however is valid for an arbitrary n 2 { see [83] . It is also easy to show that one always has orank (p) rank (I d(p) ).
Finally, we mention that our method also yields an algorithm which, given a coordinate polynomial p 2 P 2 , nds a sequence of elementary automorphisms (i.e., automorphisms of the form x 1 ! x 1 + f (x 2 ); x 2 ! x 2 together with linear automorphisms) that reduces p to x 1 , and a complement of p to a pair of generators of the algebra P 2 .
5.2
Free associative algebras of rank two Let P 2 = K [x 1 ; x 2 ] be the polynomial algebra of rank 2 over a eld K , and A 2 = K hx 1 ; x 2 i the free associative algebra of rank 2 over the same ground eld. It is well-known that the automorphism groups Aut(P 2 ) and Aut(A 2 ) are isomorphic, an isomorphism Aut(A 2 ) ! Aut(P 2 ) being just the natural abelianization. This is due to Makar-Limanov [46] (for K = C) and Czerniakiewicz [15] (for an arbitrary ground eld). See also [11, Theorem 9.3] .
In the previous section, we have described an algorithm for detecting coordinate polynomials in P 2 . Here we use the aforementioned isomorphism between Aut(P 2 ) and Aut(A 2 ) to \lift" this algorithm to A 2 in order to detect primitive elements of the algebra A 2 (an element u 2 A 2 is called primitive if it is an automorphic image of x 1 ; or, in other words, if there is a generating set fu; vg of A 2 ): Theorem 34 (Shpilrain and Yu [84] ) There is an algorithm that distinguishes primitive elements of the algebra A 2 over a eld of characteristic 0.
Here we assume that we are able to perform calculations in the ground eld K , which basically means that, given two elements of K , we can decide whether or not they are equal.
Note that there is a very simple \commutator test" for deciding if a given pair of elements generates the algebra A 2 { see our Section 2.3 or [16] . The problem of distinguishing primitive elements is obviously more dicult, yet our algorithm itself is fairly simple.
Furthermore, driven by the desire to reveal non-primitivity of an element of A 2 just by inspection, we present a couple of very transparent necessary conditions for an element of A 2 to be primitive.
Denote by J 2 the free special Jordan algebra of rank 2. This is a (nonassociative) unital K -algebra generated by the elements x 1 and x 2 of A 2 with respect to the binary operation x y = 1 2 (xy + yx). To avoid a restriction char K 6 = 2, one can consider a somewhat less user-friendly denition of J 2 upon replacing the binary operation given above by two operations: x ! x 2 and (x; y) ! xyx.
Then we have:
For an arbitrary ground eld K :
(i) The algebra J 2 is invariant under any automorphism of A 2 .
(ii) The group Aut(J 2 ) is isomorphic to the group Aut(A 2 ) (and, consequently, to Aut(P 2 )).
Corollary If u 2 A 2 is a primitive element of A 2 , then u 2 J 2 .
This Corollary gives a very convenient criterion for an element of A 2 to be primitive. Indeed, elements of J 2 are characterized among the elements of A 2 as follows (see [8] or [33] ). Dene an anti-automorphism of A 2 which re-writes every monomial backwards. For example, (x 1 x 2 ) = x 2 x 1 ; (x 1 x 2 x 1 x 2 2 ) = x 2 2 x 1 x 2 x 1 etc. Then is extended to the whole A 2 by linearity. The elements u 2 A 2 for which u = u; are called palindromic. Then we have [8] :
{ an element u 2 A 2 belongs to J 2 if and only if it is palindromic. Thus the previous corollary gives a very convenient necessary (but not sucient) condition for primitivity: This condition is quite sensitive since the algebra J 2 is very small compared to the enveloping algebra A 2 . It is understood that y j doesn't change if j 6 = i. One might notice that some of these transformations are redundant, i.e., are compositions of other ones. There is a reason behind that which we are going to explain a little later.
We say that two sets Y and e Y are Nielsen equivalent if one of them can be obtained from another by applying a sequence of transformations (N1){(N3). It was proved by Nielsen that two sets Y and e Y generate the same subgroup of the group F if and only if they are Nielsen equivalent. This result is now one of the central points in combinatorial group theory.
Note however that this result alone does not give an algorithm for deciding whether or not Y and e Y generate the same subgroup of F . To obtain an algorithm, we need to somehow dene the complexity of a given set of elements, and then to show that a sequence of Nielsen transformations (N1){(N3) can be arranged so that this complexity decreases (or, at least, does not increase) at every step (this is where we may need \redundant" elementary transformations!).
This was also done by Nielsen; the complexity of a given set Y = fy 1 ; :::; y m g is just the sum of the lengths of the words y 1 ; :::; y m . We refer to [45] for details.
Nielsen's method therefore yields (in particular) an algorithm for deciding whether or not a given endomorphism of a free group of nite rank is actually an automorphism.
A somewhat more dicult problem is, given a pair of elements of a free group F , to nd out if one of them can be taken to another by an automorphism of F . We call this problem the automorphic conjugacy problem. It was addressed by Whitehead who came up with another kind of elementary transformations in a free group: (W1) For some j , every x i , i 6 = j , is replaced by one of the elements x i x j , x 01 j x i , x 01 j x i x j , or x i ; (W2) x i is replaced by x 01 i ; (W3) x i is replaced by some x j , and at the same time x j is replaced by x i .
One might notice a similarity of the Nielsen and Whitehead transformations. However, they dier in one essential detail: Nielsen transformations are applied to arbitrary sets of elements, whereas Whitehead transformations are applied to a xed basis of the group F .
Using (informally) matrix language, we can say that Nielsen transformations correspond to elementary rows transformations of a matrix (this correspondence can actually be made quite formal { see [80] ), whereas Whitehead transformations correspond to conjugations (via changing the basis). This latter type of matrix transformation is known to be more complex, and the corresponding structural results are deeper.
There is very much the same relation between the Nielsen and Whitehead transformations in a free group.
Note also that the Whitehead transformation (W1) is somewhat more complex than its analog (N1). This is { again { to be able to arrange a sequence of elementary transformations so that the complexity of a given element (in this case, just the lexicograc length of a cyclically reduced word) would decrease (or, at least, not increase) at every step { see [44] .
This arrangement still leaves us with a dicult problem -to nd out if one of two elements of the same complexity (= of the same length) can be taken to another by an automorphism of F . This is actually the most dicult part of Whitehead's algorithm.
In one special case however this problem does not arise, namely, when one of the elements is primitive, i.e., is an automorphic image of x 1 . If we have managed to reduce an element of a free group (by Whitehead transformations) to an element of length 1, we immediately conclude that it is primitive; no further analysis is needed.
Thus, the problem of distinguishing primitive elements of a free group is a relatively easy case of the automorphic conjugacy problem. As we have seen in Section 5.1, this is also the situation in a polynomial algebra. 6 .2 Main types of free (non-associative) algebras Let K be a eld, X a nonempty set, F (X) the free non-associative K-algebra without a unit element on the set X. For a subset Z of F (X); by I(Z) we denote the two-sided ideal of F(X) generated by Z, i.e., the smallest ideal of F (X) such that Z I(Z). Let Z 1 = fab 0 ba j a; b 2 F(X)g; Z 2 = fab + ba j a; b 2 F(X)g: The algebra F(X)=I(Z 1 ) is the free commutative (nonassociative) algebra on the set X of free generators, and the algebra F(X)=I(Z 2 ) is the free anti-commutative (non-associative) algebra. These algebras are the free algebras in the varieties of all commutative K-algebras and all anti-commutative K-algebras, respectively.
Let G be an Abelian semigroup, K a eld of characteristic dierent from two; ": G 2 G ! K 3 a skew symmetric bilinear form (a commutation factor, or a bicharacter), that is, "(g; h) "(h; g) = 1; "(g 1 + g 2 ; h) = "(g 1 ; h) "(g 2 ; h); "(g; h 1 + h 2 ) = "(g; h 1 )"(g;h 2 ) for all g; g 1 ; g 2 ; h; h 1 ; h 2 2 G; G 0 = fg 2 G j "(g; g) = 01g; G + = fg 2 G j "(g; g) = +1g: If G = Z 2 and "(f; g) = (01) fg , then color Lie superalgebra is a Lie superalgebra. If " 1, then we have a G-graded Lie algebra (if G = feg, then we have a Lie algebra).
We Let X = fx 1 ; : : : ; x n g = S g2G X g be a G-graded set, that is X g \ X f = ; for g 6 = f; d(x) = g for x 2 X g , and let A(X) be the free G-graded associative K-algebra, L(X) the subalgebra of [A(X)] generated by X. Then L(X) is the free color Lie superalgebra with the set X of free generators. In the case where charK = p > 2; let L p (X) be the subalgebra of [A(X)] p generated by X. Then L p (X) is the free color Lie p-superalgebra on X.
6.3 The Nielsen-Schreier property for algebras Combinatorial theory of nonassociative algebras was started by A. G. Kurosh in [40] where he proved that subalgebras of free nonassociative algebras are free.
A variety of algebras is said to be Schreier if any subalgebra of a free algebra of this variety is free. A. I. Shirshov proved in [75] that the variety of Lie algebras is Schreier (this result was also obtained by E. Witt in [94] , and he also proved that the variety of all Lie p-algebras is Schreier). A. I. Shirshov showed in [76] that the varieties of commutative and anti-commutative algebras are Schreier.
A. A. Mikhalev in [47] and A. S. Shtern in [86] showed that the variety of Lie superalgebras is Schreier. A. A. Mikhalev proved this result for the variety of color Lie p0superalgebras in [48] . A well known problem is to describe all Schreier varieties of algebras. U. U. Umirbaev [90, 92] obtained new examples of Schreier varieties of algebras and gave necessary and sucient conditions for a variety of algebras to be Schreier.
For u 2 F; by`(u) =`X(u) we denote the degree of u. A subset M of F = F(X) is called independent if M is a set of free generators of the subalgebra of F generated by M. A subset M = fa i g of nonzero elements of F is called reduced if for any i the leading part a i of the element a i (i.e., the sum of monomials of maximum degree) does not belong to the subalgebra of F generated by the set fa j j j 6 = ig.
Let S = fs j 2 Ig be a subset of F. A mapping !: S ! S 0 F is an elementary transformation of S if either ! is a non-degenerate linear transformation of S, or !(s ) = s for all 2 I, 6 = , and !(s ) = s + f(fs j 6 = g), where f is an element of a free algebra of the same variety of algebras. It is clear that elementary transformations of free generating sets induce automorphisms of the algebra F; such automorphisms are called elementary.
One can transform any nite set of elements of the algebra F to a reduced set by using a nite number of elementary transformations and possibly cancelling zero elements, and the crucial point is that every reduced subset of the algebra F is an independent subset (this is what is called the Nielsen property). Moreover, by using Kurosh's method, one can construct a reduced set of generators for any subalgebra of the algebra F . Hence any subalgebra of F is free in the same variety of algebras (this is what is called the Schreier property). In [41] , J. Lewin proved that for a homogeneous variety of algebras, the Nielsen and Schreier properties are equivalent. By using this equivalence, it is easy to see that automorphism groups of the corresponding free algebras (of nite rank) are generated by elementary automorphisms (for free Lie algebras, this was observed by P. M. Cohn in [9] , and for free non-associative algebras by J. Lewin in [41] ). We collect these facts in one statement. Theorem 35 ([9, 40, 41, 47, 48, 75, 76, 86, 94] ) Let K be a eld, F =F (X) the free algebra with a nite set X of free generators in one of the varieties of K-algebras described above. Then:
Any nite subset of F can be transformed into a reduced set by a nite number of elementary transformations (with possible cancellation of zeros); Any reduced subset of the algebra F is an independent set; The leading part of a polynomial in a reduced set is a polynomial in leading parts of elements of this set; Every subalgebra of F is free in the same variety; The automorphism group of F is generated by elementary automorphisms.
6.4 Free dierential calculus for free groups and algebras R. H. Fox [28] introduced free dierential calculus in free group rings. Let F = F(X) be the free group on a set X, ZF the integral group ring of F, 1 F the augmentation ideal of ZF , i.e., the kernel of the natural homomorphism For a free algebra in a variety of algebras, one can dene the universal derivation of this algebra (partial derivatives of an element, the components of the universal derivation, belong to the multiplicative envelope algebra of this free algebra, see [33] ).
O. G. Kharlampovich [37] seems to be the rst to use (somewhat disguised though) the free dierential calculus for a study of Lie algebras.
For a free associative algebra A(X); denote by A(X) e the tensor product A(X) K A(X) with the multiplication given by 
Open problems
We start with two problems about endomorphisms of free groups.
Problem 1 If an endomorphism ' of a free group of nite rank takes every primitive element to another primitive, is ' an automorphism?
Problem 2 Denote by Epi (F n ; F k ) the set of all homomorphisms from a free group F n onto a free group F k ; n; k 2. Are there 2 elements g 1 ; g 2 2 F n with the following property: whenever '(g i ) = (g i ); i = 1; 2, for some homomorphisms ', 2 Epi (F n ; F k ), it follows that ' = ? (In other words, every homomorphism from Epi (F n ; F k ) is completely determined by its values on just 2 elements).
These two problems are also of interest when asked about various free algebras: Problem 3 Let ' be an endomorphism of a free algebra F (X) of nite rank, that takes every primitive element to another primitive. Is it true that ' is an automorphism of the algebra F(X)?
We note that for free Lie algebras and color Lie superalgebras this problem was solved by A. A. Mikhalev and A. A. Zolotykh [58, 59] . Problem 4 Is there a polynomial p 2 P n with the following property: whenever '(p) = (p) for some non-constant-valued endomorphisms ', of P n , it follows that ' = ? (In other words, every non-constant-valued endomorphism of P n is completely determined by its value on just a single polynomial).
