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Abstract
Unit commitment (UC) problems determine the optimal start-up/shut-down sched-
ules of all units over an operation horizon in order to minimize the total cost sub-
ject to various system and generator constraints. It is known that power system
operation is inevitably affected by various uncertainty factors, such as the unavail-
ability of generating units and the variability of demand and renewable generation.
This thesis focuses on modeling system uncertainties in UC problems, in order to
generate decisions with enhanced economic efficiency and reliability performance.
Specifically, we firstly formulate UC problems using the stochastic program-
ming approaches. The comparison between the stochastic approach and the its
deterministic counterpart shows that the stochastic method leads to lowest ex-
pected total cost, if the probability distributions are properly expressed by the
scenario-based model. A stochastic UC model with reliability constraints is then
discussed. This method considers the influence of demand uncertainty and unit
outages separately, so the number of scenarios is decreased, thus reducing the
problem dimension. Case studies show that the probability of load loss is ef-
fectively limited below a desired level. Finally, we propose an adjustable robust
optimization formulation for UC scheduling under uncertainty. The adjustable
robust counterpart of the UC problem can be efficiently solved by a cutting-plane
algorithm. Since this robust model employs an uncertainty set to address system
uncertainties, it does not require detailed information on the exact probability dis-
tributions, and it shows good robustness against incomplete data of distributions.
This feature should be quite attractive in the context of UC decision-making,
because it may be difficult to identify the actual distribution data for complicat-
ed power systems, and it is even harder to represent probability distributions of
multiple sources of uncertainty by limited number of scenarios. These favorable
features are demonstrated by extensive case studies.
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1Chapter 1
Introduction
Unit commitment (UC) is a crucial step in power system operation that determines
the start-up or shut-down status of generators for an operation horizon. This type
of problem is computationally challenging due to their nonlinear, mixed-integer
features, and large dimensions. Modeling system uncertainties may further com-
plicate this problem, especially in the presence of highly volatile, non-dispatchable
renewable energy sources, such as wind generation (WG), and photovoltaic (PV)
power. Moreover, UC decisions are usually made in a two-stage manner, as unit
status must be determined before the realization of uncertainty, while correspond-
ing economic dispatch decisions can be made after the observation of uncertainty
realizations. Such a non-anticipative nature of UC problems usually causes extra
computational burden. This thesis is aimed to effectively model the stochastic
characteristics of power systems for UC scheduling, and to explore efficient solu-
tion methods that lead to UC decisions with a desired level of optimality.
In this chapter, we firstly provide a brief introduction to UC decision-making,
followed by a review of recent development on UC problems considering the impact
of various sources of system uncertainty. Specific objectives of our work, together
with the outline of the remaining part of this thesis, are listed in the last section
of this chapter.
1.1 Background and Problem Statement
The UC problems attempt to find an optimal start-up or shut-down schedule for
all units over an operation horizon, such that the total cost is minimized, subject
to some system constraints and reliability requirements. Typical reliability mea-
2sures in UC problems are loss of load probability (LOLP) and expected energy not
served (EENS). Economic efficiency is usually expressed as the minimum total cost
under the conventional regulated electricity market, or the maximum social wel-
fare in a restructured competitive market environment. In both markets, feasible
UC decisions are confined by a number of generation and system-wide operation
constraints, such as the generation capacities, ramp-rate limitations, minimum
up and minimum down times, as well as power balance constraints (power flow
equations) and reserve requirements.
One of the main difficulties of UC problems is the modeling and management of
various sources of uncertainty, namely, forced outages of generators or transmission
lines, and possible forecasting error of load and renewable power output. Such
uncertainties may have a substantial impact on system reliability, thus greatly
affecting decision-making in different operation levels. The impact of uncertainty
is particularly of concern nowadays, as the applications of renewable energy sources
and distributed generation techniques keep increasing global wide. Although such
renewables provide cheaper power and reduce greenhouse gases emissions, they
are highly volatile in nature and are difficult to dispatch. Modeling uncertainty is
therefore an important step in efficient and reliable system operations.
Another challenge related to uncertain factors in UC problems is the non-
anticipative feature of the decision-making procedure. Due to the characteristics
of generators and electricity markets, UC decisions usually have to be made before
the decision horizon, when systems are still subject to incomplete information,
while the corresponding economic dispatch decisions can be made in a real-time
manner, adjustable to the realization of uncertain data. The overall UC problem
is hence formulated based on a two-stage, or even multi-stage time-line, hence
causing extra computational burden.
Conventional deterministic UC formulations use fixed reserve requirements to
address uncertain factors in UC problems. These methods, however, are generally
regarded as inaccurate because they neither model different sources of uncertainty
explicitly, nor capture the non-anticipative nature of the decision-making proce-
dures. This point is well supported by numerical case studies, shown in [1–4].
In order to overcome the limitations of deterministic UC methods, a great
3number of probabilistic approaches are developed to enhance the performance
of UC decisions under uncertainty. Generally these approaches fall into three
categories, e.g., stochastic programming, chance-constrained programming, and
robust optimization. A detailed review of previous literatures on UC problems
and these probabilistic approaches is presented in the following subsection.
1.2 Literature Review
Unit Commitment (UC) is a problem deciding the on-or-off schedule of generating
units over a specific operation horizon. The objective of the generic UC problem
is to minimize the total operational cost, which is the summation of the fuel cost,
start-up cost, and maintenance expenses. The decisions are subject to a number
of device and operating constraints, such as constraints ranging from minimum
up and minimum down time constraints, crew constraints, ramp-rate limits, unit
capacities, deration of units, to reserve requirements, and power balance con-
straints [5]. Due to this complex structure and its large size, UC problems are
generally difficult to solve, especially in the presence of uncertain data, like outage
contingencies of generators, as well as forecasting error of demand and renewable
energy generation. In this section, a review of previous studies is provided in the
aspects of solution method and uncertainty modeling techniques.
1.2.1 Solution Methods for Unit Commitment Problems
UC problems are large-scale, nonlinear, mix-integer optimization problems, which
are quite challenging to solve. Considerable attention has been devoted to opti-
mization algorithms that solve UC problems over the last a few decades. These
techniques include exhaustive enumeration, priority list, dynamic programming,
integer and linear programming, Lagrangian relaxation, tabu search, simulated
annealing, expert or fuzzy systems, artificial neural networks, as well as genetic
algorithm and other evolution-inspired methods [6].
Lagrangian relaxation (LR) was once most widely used because it is capable of
finding good, if not optimal, solutions to large-scale problems. However, heuristic
procedures may be needed to generate feasible solutions, which are sub-optimal
4due to the non-convexity of UC problems [7]. The evolutionary computing algo-
rithms, such as genetic algorithm [8,9] and Imperialist competitive algorithm [10],
as well as swarm intelligence techniques [11], have also been applied to solve UC
problems. These approaches can provide sub-optimal, yet efficient solution for
real-sized power systems comprising hundreds of generating units.
The main weakness of both methods mentioned above is that they cannot
assure the optimality of solutions. This is why the mixed-integer programming
(MIP) is receiving more attention currently as the MIP solvers guarantee global
optimality, or can locate a solution in the vicinity of the global optimum defined
by an acceptable level of tolerance. The optimality of a solution can thus be
explicitly measured by the relative dual gap [12]. Besides, development on MIP in
the past several years has greatly improved the solution efficiency, and it is shown
in [13] that nowadays commercial MIP solvers may have the capability to solve
real-sized UC problems. This is why considerable attention has been paid to MIP
methods [2–4, 7, 14], despite their longer computation time and higher memory
requirement.
1.2.2 Optimization under Uncertainty
Besides solution methodologies, modeling and management of uncertainty in UC
decision-making is another important research focus. Power system operations
may be affected by several types of uncertainty: forced outages of unit or trans-
mission line, forecasting errors of demand and intermittent renewable generation.
Thereby, the system operator assigns some excess generation capacity, called op-
erating reserve, to maintain operational reliability. The conventional means of
specifying operating reserve is to impose a deterministic reserve criterion. Such
criterion requires the reserve to be some fraction of the peak load, or to be the
same as the capacity of the largest on-line generator. Deterministic reserve crite-
ria are easy to implement, but they may not be able to generate decisions with
desired economic efficiency or reliability performance, as the impact of various
types of uncertainty is not explicitly modeled. This drawback of deterministic
UC can be overcome by probabilistic methods, such as stochastic programming,
chance-constrained programming, and robust optimization.
51.2.2.1 Stochastic Programming
Among these probabilistic methods, stochastic programming is probably the most
straightforward way for modeling uncertainty. In this mathematical framework,
uncertain factors are expressed by a scenario-representation, and the objective
is to find an optimal solution that minimizes the expected total cost over all
scenarios [15]. A subset of decisions has to be made before the realization of
system uncertainties, or in the first-stage. The other decisions that can be taken
after the observation of uncertain data are called second-stage decisions, and the
corresponding problems are refer to as second-stage problems, or recourse problems
[15, 16]. Stochastic programming is quite effective in modeling uncertainties of
various types and the multi-stage decision-making procedure, and it has already
been applied to different areas ranging from finance to transportation, as well as
optimization in power systems [17].
Despite these advantages, stochastic programming tends to be computation-
ally expensive because a large number of scenarios are required to adequately
represent the state space. This disadvantage is usually overcome by the scenario
reduction algorithms [18–20], which build a reduced scenario tree without los-
ing the main stochastic nature of the actual probability distribution, or by the
sample average approximation (SAA) techniques [21–23] that generate scenarios
in Monte Carlo simulation-based manners. Improved algorithms, such as the L-
shaped decomposition algorithm [24], or the multi-cut version algorithms [25–27],
are also developed to efficiently solve problems in this category. Moreover, clas-
sic stochastic programming models may be risk-neutral because it considers the
expected cost as the only preference criterion when making an operation deci-
sion [28]. Some modified stochastic programming modeling methods are therefore
proposed to incorporate risk-averse criteria into the formulations [28, 29].
In the area of power system operations, particularly in UC optimization, s-
tochastic programming approaches have been widely used for uncertainty man-
agement. For example, a UC formulation based on the stochastic programming
framework has been proposed by Samer Takriti et al. [1]. This UC problem, due
to its separable nature, can be solved by a parallel Lagrangian relaxation algorith-
m. Numerical tests on a small system indicate significant cost savings when the
6stochastic UC model is used instead of its deterministic counterparts. A stochastic
security-constrained UC model is developed in [30]. This approach makes long-
term UC decisions based on scenario trees generated by Monte Carlo simulation,
and numerical results show that this method can solve practical large-scale UC
problems in a timely manner. A hybrid stochastic UC formulation proposed by [4]
models different sources of uncertainty explicitly, but its performance still greatly
relies on the deterministic reserve criteria it adopts. Besides, stochastic UC in
restructured markets are discussed in [2,3], and the influence of demand response
on UC decisions is demonstrated by [31]. Currently, a great number of works
focus on developing stochastic model for solving UC scheduling problems with the
presence of renewable energy sources, such as [32, 33] presents stochastic model
for wind power generation, and reference [34] solves a hydro-thermal UC problem
by various decomposition approaches.
1.2.2.2 Chance-Constrained Programming
Chance-constrained programming (CCP), first proposed by Charnes and Cooper
[35], is another tool for optimization under uncertainty. This approach describes
uncertainty in the form of probability attainment [36], implying that one or a
set of constraints has a desired probability of satisfaction. For some probability
distributions, these chance constraints can be formulated in analytical means.
Olson and Swenseth [36], for example, proposed a linear approximation for chance
constraints, yet the objective value of this technique is inaccurate, and according
to the numerical results, the attained probability levels are usually higher than
the targets. A more accurate joint chance-constrained model is provided in [37],
for hydro reservoir management. Since this formulation is allowed to preserve
the convexity feature, the global optimal solution can be found by gradient-based
cutting-plane algorithms.
However, CCP problems are usually computational intractable except for a few
special cases. This is because the feasibility region defined by chance constraints
is generally not convex, or multi-integration is required to calculate probability
indices [38]. This difficulty can be resolved by SAA method, which replaces the
actual distributions by Monte Carlo samples. The theoretical background of SAA
7for CCP, including the convergence properties and the determination of statistical
bounds, is discussed in [39]. Case studies for a portfolio problem and a blending
problem are also provided to illustrate the effectiveness of SAA method.
In UC scheduling, chance constraints can be employed to manage the risk of
load loss. Such a CCP UC model based on the assumption that hourly load follows
the multivariate normal distribution, for instance, is proposed by Ozturk et al. [40].
CCP may also be used to assure high usage of wind power under uncertainty, as
demonstrated in [41], which expresses chance constraints by SAA techniques.
1.2.2.3 Robust Optimization
Robust optimization has gained great popularity in recent years as a methodology
for optimization with uncertain data. One of the most attractive characteristics
of robust optimization is that it requires mild assumption on probability distri-
butions [42]. This is an attractive feature in energy optimization because the
probability distribution data is usually difficult to identify due to the large scale
and the complexity of power systems. The robust optimization methodology looks
for an optimal solution that protects the system against all contingency realiza-
tions within a deterministic uncertainty set [43]. This method is firstly proposed
by Soyster [44], who developed a worst-case model for linear optimization. Sub-
sequent work by Ben-Tal and Nemirovski proposes an efficient algorithm to solve
robust optimization problems with ellipsoidal uncertainty set [45]. Recent studies
by Bertsimas and Sim explore the polyhedral uncertainty set which does not in-
crease the computational complexity of the original optimization problems [46,47].
The level of conservatism, or trade-off between efficiency and reliability, can be
conveniently adjusted by adopting the idea of budget of uncertainty.
As an extension of robust optimization, the adjustable robust optimization is
more suitable for multi-stage decision model because it allows recourse decision to
be made after the uncertainty is realized. Thereby, adjustable robust optimization
has higher flexibility than non-adjustable robust optimization, i.e., it has a larger
feasible region, leading to better optimal value and less conservative solutions
[48, 49]. However, this advantage is achieved at higher computational burden.
The adjustable robust optimization formulation can be solved by using the affine
8adjustable approximation, a scheme that restrict the recourse decisions to be affine
function of uncertain parameters [50], or by using cutting-plane algorithms that
solve the adjustable robust counterpart in a iterative manner [51–53].
Robust optimization has been applied to solve UC scheduling under uncertain-
ty. In [54], for example, an N − K security criterion is adopted to handle unit
outage contingencies during operation horizon. Two-stage robust optimization
models are employed in [55–57] to deal with random net nodal injections. Despite
these works, robust optimization is still a relatively new technique in solving UC
problems. Some studies mentioned above [54,56,57] solve the UC problems with-
out considering the influence of transmission network, and no research has been
done yet to model the combined impact of various types of uncertainty in power
systems. Further research is hence needed to address these issues.
1.2.3 Summary
The review above has compared the typical algorithms used to solve UC prob-
lems. The MIP method is superior to the other algorithms in guaranteeing the
solution is globally optimal or is within a desired tolerance to the global opti-
mum. In addition, a review of approaches modeling system uncertainties in UC
problems, namely, stochastic programming, chance-constrained programming, and
robust optimization, is given. UC decisions produced by these uncertainty mod-
els generally have much better economic efficiency and reliability performance
than their deterministic counterparts. Despite the advantages, these uncertain-
ty modeling techniques have some inherent limitations in applications. Stochas-
tic programming, for example, may be computationally expensive when it is ap-
plied in UC decision-making, as a result of its large problem sizes caused by the
scenario-representation. The implementation of CCP is also challenging due to
the intractability of chance constraints. Besides, the underlying distribution of
uncertain data in power systems is normally difficult to identify. Inaccurate infor-
mation on distributions may compromise the performance of UC decisions yielded
by stochastic programming or CCP. This drawback can be overcome by robust
optimization approaches, but the adjustable robust counterpart has already been
proved to be NP-hard to solve. This thesis is aimed to address these difficulties
9in solving UC problems under uncertainty.
1.3 Research Objectives
It is shown by the review presented in previous section that UC under uncertainty
is a challenging optimization problem in power system operation. One difficulty
comes from the size and complexity of power systems. UC scheduling is common-
ly a large-scale mixed-integer nonlinear optimization problem. In addition, the
impact of various types of uncertainty, as well as the two-stage decision-making
time-line, causes extra computational burden.
The objective of this thesis is therefore to effectively model uncertainty in UC
problems. We will particularly focus on the following topics:
• To formulate UC problems under uncertainty based on the stochastic pro-
gramming framework, and to explore decomposition algorithms that effi-
ciently solve these problems.
• To develop a stochastic UC formulation with reliability constraints in terms
of loss of load probability, so that the combined impact of generator outages
and load uncertainty can be effectively modeled.
• To formulate UC problems under uncertainty as an adjustable robust coun-
terpart, and to develop a practical solution method.
This thesis will mainly focus on UC problems in a conventional centralized
market environment. This is because centralized UC problems are quite similar
to the generation scheduling problems solved by the independent system operator
(ISO) in a competitive market, as pointed out in [7]. The modeling and solution
methods developed for centralized UC may also be used in a competitive market.
In addition, all UC problems in this thesis will be formulated as mixed-integer
linear programs (MILP), and be solved by commercial MIP solvers. We favor this
method over the evolutionary computing algorithms because the MIP approach-
es guarantee the global optimal solution, or one within a desired tolerance. The
evolutionary computation tools generally cannot ensure the optimality of solution-
s, so they are not considered as benchmarks or alternative solution methods in
10
this thesis, though their effectiveness in generating good solutions for large-scale
problems is recognized.
In the next chapter, a deterministic UC formulation, together with case stud-
ies, is presented to demonstrate some basic features of UC problems. Chapter 3
discusses UC models formulated in stochastic programming approaches. Related
solution methods are also provided in this chapter. A modified stochastic formu-
lation that involves reliability constraints is proposed in Chapter 4. A two-stage
robust UC and its solution algorithm are proposed in Chapter 5. The conclusions
and future research directions are included in the final chapter.
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Chapter 2
Mathematical Formulation for Deterministic
Unit Commitment
As mentioned in the introduction chapter, the mixed-integer programming (MIP)
approaches guarantee to find the globally optimal solution, or one within an ac-
ceptable tolerance, unit commitment (UC) models throughout this thesis are for-
mulated as mixed-integer programming problems. This chapter discusses a general
mixed-integer linear programming (MILP) formulation for deterministic UC prob-
lems. This deterministic UC method reveals some basic features in UC scheduling,
and is utilized as a benchmark case in the next chapter.
UC formulation in this chapter is regarded as “deterministic” because it ad-
dresses system uncertainties by deterministic reserve policies, which enforce reserve
to be no lower than the capacity of the largest online unit, or to be certain per-
centage of the peak load. The stochastic natures of power systems are therefore
not explicitly modeled in the optimization problems.
The MILP formulation of the deterministic UC model is provided in the fol-
lowing section. Case studies are presented in the second section for parametric
and algorithmic analysis. A short summary is given in the final section.
2.1 A Mixed-Integer Linear Programming Formulation for
Unit Commitment with Deterministic Reserve Require-
ments
In a centralized electricity market, the objective of the UC problem is to minimize
the total production expenses, including the start-up/shut-down and generation
cost, subject to a number of generator and system constraints. The expression of
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Vl · lmt (2.1)
s.t. u ∈M (2.2)
Gminn · unt ≤ gnt ≤ Gmaxn · unt, ∀n ∈ [1, N ], t ∈ [1, T ] (2.3)
(g ,u) ∈ R (2.4)
(θ,g , l) ∈ H(D¯) (2.5)
N∑
n=1





t , ∀t ∈ [1, T ] (2.6)
where unt denotes the commitment status of unit n, at time step t. The generation
output of each unit is denoted by gnt, and lmt is the amount of load loss at bus m,
during time interval t.
In the objective function (2.1), Snt is the start-up/shut-down cost of unit n,
at time step t. Let CUn be the cost of starting up unit n once, and CDn be the
cost of shutting down unit n, function Snt is defined by expressions (2.7).
Snt(un) = max
{
CUn · (unt − un(t−1)), CDn · (un(t−1) − unt)
}
,
∀n ∈ [1, N ], t ∈ [1, T ] (2.7)
This cost function suggests that if a unit n is switched on, the start-up cost will
be CUn. If it is shut down the corresponding cost will be CDn. There will be no
cost if the status of this unit remains unchanged.
Function Gn is the convex generation cost of unit n, expressed in a linear
piecewise form as (2.8).
Gn(gnt, unt) = max
∀j∈[1,J ]
{
Ajn · gnt +Bjn · unt
}
, ∀n ∈ [1, N ], t ∈ [1, T ] (2.8)
The last term of objective function is the cost of load loss. In some adverse
cases, such as experiencing very high demand, lmt is larger than zero, indicating
that involuntary load shedding occurs at very high value of load loss (VOLL),
denoted by Vl.
All decision variables are subject to generator constraints (2.2)-(2.4), and sys-
tem operating constraints (2.5)-(2.6). In (2.2), the feasible region of u, denoted
by M, is defined by the minimum up and minimum down time constraints [7].
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These constraints refer to the minimum time the unit has to be on once it starts
up and the minimum time it has to be off, once a shutdown occurs. The detailed
formulation is provided as (2.9)-(2.11) and (2.12)-(2.14), respectively.
Iun∑
τ=1
(1− unτ ) = 0, ∀n ∈ [1, N ] (2.9)
τ+Tun−1∑
t=τ
unt ≥ T un · (unτ − un(τ−1)),
∀n ∈ [1, N ], t ∈ [Iun + 1, ..., T − T un + 1] (2.10)
T∑
t=τ
(unt − (unτ − un(τ−1))) ≥ 0,
∀n ∈ [1, N ], t ∈ [T − T un + 2, ..., T ] (2.11)
Idn∑
τ=1
unτ = 0, ∀n ∈ [1, N ] (2.12)
τ+T dn−1∑
t=τ
(1− unt) ≥ T dn · (un(τ−1)−unτ ),
∀n ∈ [1, N ], t ∈ [Idn + 1, ..., T − T dn + 1] (2.13)
T∑
t=τ
(1− unt − (unτ − un(τ−1))) ≥ 0,
∀n ∈ [1, N ], t ∈ [T − T dn + 2, ..., T ] (2.14)
Constraint (2.3) enforces the minimum and maximum generation capacities of
each unit. R in constraint (2.4) represents the feasible region of power output
defined by ramp-up and ramp-down limitations of generators [7], expressed by
inequalities (2.15)-(2.16).
gn(t−1) ≤ gnt +RDn · unt + SDn · (un(t−1) − unt)
+Gmaxn · (1− un(t−1)), ∀n ∈ [1, N ], t ∈ [1, T ] (2.15)
gnt ≤ gn(t−1) +RUn · un(t−1) + SUn · (unt − un(t−1))
+Gmaxn · (1− unt), ∀n ∈ [1, N ], t ∈ [1, T ] (2.16)
The feasible set H(D¯) in constraint (2.5) is defined by power balance con-
straints. In this chapter, a DC power flow model [58], expressed by (2.17)-(2.20),
14









flmt + lmt = D¯mt, ∀m ∈ [1,M ], t ∈ [1, T ] (2.18)
− Fmaxlm ≤ flmt ≤ Fmaxlm , ∀l ∈ [1,M ], m ∈ [1,M ], t ∈ [1, T ] (2.19)
−Θmax ≤ θmt ≤ Θmax, ∀m ∈ [1,M ], t ∈ [1, T ] (2.20)
where Xlm is the reactance between bus l and bus m, and flmt is the power flow
between these two buses at time step t. Constraint (2.18) models the power
balance at bus m, and constraints (2.19) and (2.20) represent the transmission
capacity and voltage angle limitations, respectively.
The final constraint (2.6) ensures that the total spinning reserve is larger than
the reserve requirement Rmint . This is a deterministic reserve criterion, so the
explicit model of uncertainty is not incorporated into the formulation. As a se-
curity policy in system operation, Rmint is usually assigned to be no lower than
the capacity of the largest unit online. In the case studies provided in the next
chapter, however, We run a sensitivity analysis by varying Rmint in to highlight
the influence of various levels of reserve requirements on system performance.
The UC formulation discussed above is a large-scale mixed-integer linear pro-
gramming (MILP) problem, which can be solved by commercial MIP solvers, such
as CPLEX. Case studies are provided in the next section, to show the influence of
deterministic reserve requirements and some other parameters, and to study the
computational cost of this MILP formulation.
2.2 Case Studies
This section provides case studies to investigate the performance of UC model
with a deterministic reserve criterion. We first examine how UC decisions are
affected by reserve requirements and various system parameters, based on one
area of the standard IEEE Reliability Test System 1996 (RTS-1996) [59]. Gen-
erator and bus data of this system is provided in Appendix A. The cost of No.6
oil is assumed to be $8.4/MMBTU, and No.2 oil is $15.17/MMBTU. Coal and
nuclear are $1.78/MMBTU and $0.6/MMBTU, respectively. The cost of hydro
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power is assumed to be negligible as compared with thermal fuels, and the VOLL
is $3000/MW. Computational experience of this MILP UC formulation is then
explored by testing systems with different sizes.
2.2.1 Parametric Analysis
Following numerical cases are conducted to examine the influence of reserve re-
quirements and some key system parameters on UC decision-making. The relative
MILP gap for all cases in this subsection is set to be ǫ = 10−3.
2.2.1.1 Reserve Requirements
Case studies below examine the effects of conventional deterministic reserve policy.
This reserve policy requires the amount of total spinning reserve no lower than
a percentage of the corresponding demand. The security practice that requires
reserve to be higher than the capacity of the largest unit online is not considered
here, so that the influence of different levels of reserve requirements can be better
illustrated. The results of these numerical tests are displayed by Figure 2.1.
It can be seen the objective value of UC problems increases as higher levels of
reserve requirement are applied to attain better system reliability. Such a trend







































Figure 2.1: Objective value of UC problems under various reserve requirements
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Reserve Requirement = 0
Reserve Requirement = 0.06 Demand
Reserve Requirement = 0.12 Demand
Reserve Requirement = 0.18 Demand
Figure 2.2: Total available generation capacities under various reserve require-
ments
is attributed to the fact that increasing the reserve requirement leads to more
conservative UC decisions, in the sense that more generation capacity is scheduled
on line to provide better protection. This point is supported by Figure 2.2, which
illustrates the total available generation capacity online during the entire operation
interval. The effects of changing reserve requirements are particularly substantial
during peak hours, i.e. from 9am to 12pm, and from 7pm to 9pm.
2.2.1.2 Ramp-Rate Limitations
The formulation implies that UC decisions may also be affected by ramp-rate
limitations of generators. In the mathematical sense, tighter ramping constraints
(2.15)-(2.16) result in higher objective values. In the operation perspective, some
expensive units may need to be turned on to provide extra ramping capacity so
that the generation can follow the changing demand profile. This tendency is
illustrated by Figure 2.3, which shows the solution results in terms of objective
value under changing ramping-rate limitations. All case studies are conducted
based on the RTS-1996, while the ramp-rate capacity of each unit is set to be
certain percentage of the base case.
It is observed that the UC decisions remain unchanged when ramping-rate
17








































Reserve Requirement = 0
Reserve Requirement = 0.06 Demand
Reserve Requirement = 0.12 Demand
Reserve Requirement = 0.18 Demand
Figure 2.3: The impact of ramp-rate limitations on the objective value of UC
problems
limitations are higher than 40% of the base case, suggesting that the ramping-rate
constraints are not likely to affect the UC decisions. When the ramping limitations
drop to 30%, the generation schedule needs to be rearranged in order to provide
necessary ramping capacity. The resultant objective value is therefore increased.
As the ramping limitations are lower than 10% of the base case, load shedding
occurs, so the objective value rises to around 1.6 million dollars.
2.2.1.3 Transmission Capacities
Due to the complex structure of power system networks, UC status and economic
dispatch decisions are also subject to power flow constraints. Sometimes the sim-
plified single-bus model is utilized in UC problems. However, this model does not
consider the network structures or the power congestion caused by transmission
limitations, so it may lead to over-optimistic solutions. The influence of the trans-
mission capacities is demonstrated by the following case studies. The RTS-1996
is again used as a base case, and the capacity of each transmission line is set to be
certain percentage of the base case value. Figure 2.4 displays the results in terms
of the objective value of UC problems.
It can be seen that the objective value does not change when the transmission
18











































Reserve Requirement = 0
Reserve Requirement = 0.06 Demand
Reserve Requirement = 0.12 Demand
Reserve Requirement = 0.18 Demand
Figure 2.4: The impact of transmission capacities on the objective value of UC
problems
capacity is larger than that of the base case. As the capacity of each transmission
line is lower than the base case, the objective value increases steadily, because
the generation outputs of all units are redistributed and some expensive units are
turned on to avoid transmission congestion. When the transmission capacity is
lower than 20% of the base case, load shedding occurs and the objective value is
thus increased dramatically.
2.2.2 Computational Experience
This subsection discusses the computational cost of this MILP UC formulation.
Numerical tests are conducted based on one area, two and three areas of the RTS-
1996, to reveal the dimensionality characteristic. The dimensions of these UC
problems are presented in Table 2.1.
Test Systems
One-Area Two-Area Three-Area
No. of Constraints 11015 22150 33285
No. of Continuous Variables 3288 6576 9888
No. of Binary Variables 768 1536 2304
Table 2.1: Problem dimensions of the deterministic MILP UC formulation
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All case studies in this thesis are solved by the MILP solver CPLEX 11.0
on a Dell Latitude E6420 Mobile Workstation. The solution time of the MILP
formulation is mainly influenced by the problem sizes. It is also found that sys-
tem parameters, especially the reserve requirements, may substantially affect the
computational cost. This trend is shown by Table 2.2 -Table 2.4, which display
the solution time of UC problems with various reserve requirements. The relative
MILP gap tolerance ǫ is chosen to be 10−2, 5×10−3, and 10−3, respectively, so that
Res. Requirement Test Systems
(% of Demand) One-Area Two-Area Three-Area
0 2.76 19.92 11.81
2 4.12 25.99 29.41
4 1.58 9.46 40.67
6 3.31 33.86 64.53
8 4.20 22.64 321.30
10 3.44 92.04 259.52
12 4.73 156.49 191.06
14 3.11 101.40 321.28
16 0.74 145.64 198.68
18 0.99 2.89 6.27
Table 2.2: Solution time of UC problems as gap tolerance ǫ = 5× 10−3 (s)
Res. Requirement Test Systems
(% of Demand) One-Area Two-Area Three-Area
0 3.89 316.42 1626.63
2 4.63 27.86 370.54
4 3.12 16.62 303.42
6 3.88 94.96 1142.34
8 5.19 389.00 3421.55
10 4.43 237.14 4687.82
12 24.45 862.31 4161.51
14 10.09 224.04 U
16 3.45 506.08 1381.64
18 1.55 22.54 21.42
Table 2.3: Solution time of UC problems as gap tolerance ǫ = 2× 10−3 (s)
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Res. Requirement Test Systems
(% of Demand) One-Area Two-Area Three-Area
0 8.13 846.50 U
2 5.08 33.56 1076.60
4 3.31 261.28 315.18
6 4.44 133.93 1456.23
8 17.01 379.44 5949.43
10 21.47 290.54 U
12 24.59 3340.07 U
14 10.33 374.40 U
16 3.97 915.25 2613.07
18 2.23 53.22 21.53
Table 2.4: Solution time of UC problems as gap tolerance ǫ = 1× 10−3 (s)
UC decisions with different levels of optimality can be obtained. Symbol “U” in
these Tables indicates that the corresponding case is unsolvable within two hours.
It can be seen from the results that the computational cost of the MILP prob-
lems increases dramatically as the size of the test system grows. Some three-area
cases even cannot be solved in two hours when ǫ is set to be 10−3. This is be-
cause as the system size expanded, more binary variables are utilized to model
unit status, leading to heavy computational burden for the “branch-and-bound”
algorithm. The computational experience also suggests that the computational
cost can be significantly reduced by assigning the MILP gap tolerance ǫ to be
slightly larger values.
2.3 Summary
This chapter presents a general UC formulation with deterministic reserve require-
ment. The objective function and constraints of the UC problem is given in an
MILP form, so it can be solved by commercial MIP solvers. We have also provided
several case studies for parametric and algorithmic analysis, and the influence of
reserve requirements on UC decision-making is particularly explored.
This deterministic reserve requirement is used mainly for preventing load loss
under system uncertainties, e.g. generator outages and demand fluctuation. How-
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ever, it is still unclear how to specify the appropriate level of reserve requirements.
Because the explicit uncertainty model is not considered in this formulation, the
trade-off between economic performance and reliability may be biased. Finally,
the reserve requirement alone does not ensure that the generation and reserve of
all units are properly allocated in the system network, so the impact of trans-
mission congestions under uncertainty is not well modeled. UC models based on
probabilistic methods, namely, stochastic programming, chance-constrained pro-
gramming, and robust optimization, are presented in the following chapters to
address these drawbacks of the deterministic UC formulation.
22
Chapter 3
Uncertainty Management in Unit Commitment
by Stochastic Programming Approaches
Stochastic programming is a widely used technique for optimization in the pres-
ence of uncertainty. The objective of the stochastic formulation is to minimize
the expected total cost over a number of discrete scenarios representing system
uncertainties. In the context of UC scheduling, decisions are usually made based
on a two-stage time-line. The UC statuses are first-stage decisions, because they
must be made here-and-now, prior to the realization of system uncertainties. The
economic dispatch decisions can be made after the observation of uncertain data,
or in a wait-and-see manner, so they are called second-stage decisions, or recourse
decisions. The impact of various types of uncertainty can be explicitly modeled by
this two-stage stochastic model, leading to UC decisions with superior performance
to the deterministic methods [1–4, 30].
However, the performance improvement of stochastic programming is at the
expense of much higher computational cost, because the scenario-representation
leads to considerably larger problem dimensions. One approach to reduce com-
putational burden is to reduce the number of scenarios, by applying the scenario
reduction algorithms [18–20], or sample average approximation (SAA) method-
s [21–23]. Alternatively, decomposition algorithms can be used to efficiently solve
the stochastic UC problems by exploiting the special structure of the scenario-
based model [24–27]. Due to these progresses on solution methodologies, stochastic
programming approaches have been increasingly used in the area of UC decision-
making under uncertainty [1–4, 30, 31, 34].
This chapter focuses on the formulation and the solution methods of the s-
tochastic UC problems. The on-or-off UC decisions are normally made one day
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ahead, before the realization of system uncertainties. The generation schedule,
or known as the economic dispatch, is determined afterwards as some of the sys-
tem uncertainties are observed. Strictly speaking, the uncertain parameters of a
multi-period economic dispatch problem are realized at different time steps, and
recourse actions can be made according to the corresponding uncertainty real-
izations. As a result, the economic dispatch problem under uncertainty should
be a multi-stage optimization problem. However, because the economic dispatch
decisions are quite flexible and can be easily adapt to the change of system param-
eters, this problem is usually simplified by the perfect information assumption, in
order to avoid computational intractability. The stochastic UC is therefore based
on a two-stage framework [4, 34, 41, 60, 61], where UC decisions are made in the
first-stage, before the observation of uncertain system parameters, and generation
schedules are made assuming perfect information on system uncertainties.
Such a two-stage stochastic UC formulation is given in the next section. The
decomposition algorithm is discussed in section 3.2, followed by numerical in-
stances which assess the performance of stochastic UC decisions in section 3.3.
The final section summarizes these studies.
3.1 A Stochastic Programming Formulation for Unit Com-
mitment under Uncertainty
In a stochastic programming framework, system uncertainties, including unit out-
ages and the variability of demand, are explicitly modeled by a number of discrete
scenarios. Let ω be the index of one given scenario, and Ω be the set of all selected




















s.t. u ∈M (3.2)
Aωn ·Gminn · unt ≤ gωnt ≤ Aωn ·Gmaxn · unt,
∀n ∈ [1, N ], t ∈ [1, T ], ω ∈ Ω (3.3)
(gω,u) ∈ R, ∀ω ∈ Ω (3.4)









t , ∀t ∈ [1, T ] (3.6)
where the binary constant Aωn indicates the availability of unit n in scenario ω.
It equals one if unit n is available, and zero otherwise. The constant vector Dω
denotes the demand realization in scenario ω.
The objective function (3.1) consists of the start-up/shut down cost Snt and the
expected value of economic dispatch cost over all scenarios, which is the summation
of generation cost Gnt and the cost of load shedding lωmt. Decision variables are
subject to minimum up/minimum down time constraints (3.2), and inequality
(3.3), which defines the minimum and maximum generation capacities, as well as
ramp-rate constraints (3.4), DC power flow model (3.5), and reserve requirement
(3.6). Further details of these constraints can be found in Chapter 2, Section 2.1.
The stochastic formulation above also suggests a two-stage decision-making
procedure. The UC decision u are made in the first stage, prior to the realization









πω ·Q(u, ω) (3.7)
s.t. u ∈M (3.8)
N∑
n=1





t , ∀t ∈ [1, T ] (3.9)
where function Q, expressed by (3.10)-(3.13), is the second-stage problem, which




mt, after the obser-
vation of generator availability Aωn and the demand realization D
ω.











s.t. Aωn ·Gminn · unt ≤ gωnt ≤ Aωn ·Gmaxn · unt,
∀n ∈ [1, N ], t ∈ [1, T ], ω ∈ Ω (3.11)
(gω,u) ∈ R, ∀ω ∈ Ω (3.12)
(θω,gω, lω) ∈ H(Dω), ∀ω ∈ Ω (3.13)
In current power systems, renewable energy sources, such as photovoltaic and
wind power, are now installed in growing penetrations. These energy sources are
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emission-free, inexhaustible, and usually cheaper than thermal generation. Despite
these advantages, renewable energy is known to be non-dispatchable, and is also
subject to high randomness. We use wind power generation here as an instance,
to explore the influence of renewable energy on UC decision-making.
Because demand and renewable generation have the similar characteristics, i.e.
subject to random forecast errors and non-dispatchable, a new term named net
load, denoted by Nmt in (3.14), is introduced to represent the combined influence
of demand and renewable energy.
N˜mt = D˜mt − W˜mt, ∀m ∈ [1,M ], t ∈ [1, T ] (3.14)
The stochastic UC formulation is the same, except that the demand in (3.5)-
(3.6) is replaced by the net load. Let W ωmt be a realization of wind generation,
and Nωmt be a realization of random net load, we then have the stochastic UC




















s.t. u ∈M (3.16)
Aωn ·Gminn · unt ≤ gωnt ≤ Aωn ·Gmaxn · unt,
∀n ∈ [1, N ], t ∈ [1, T ], ω ∈ Ω (3.17)
(gω,u) ∈ R, ∀ω ∈ Ω (3.18)
(θω,gω, lω) ∈ H(Nω +wω), ∀t ∈ [1, T ], ω ∈ Ω (3.19)
N∑
n=1





t , ∀t ∈ [1, T ] (3.20)
0 ≤ wωmt ≤W ωmt, ∀m ∈ [1,M ], t ∈ [1, T ], ω ∈ Ω (3.21)
where wωmt is the wind power spillage, which should be positive and lower than the
level of wind generation realization W ωmt.
3.2 Decomposition Algorithms for Stochastic Unit Com-
mitment
Let x be the vector of first-stage decisions, and yω be the second-stage decisions in









s.t. Ax ≤ b
Tωx +W ωyω ≤ dω, ∀ω ∈ Ω (3.22)
This matrix form suggests that the number of decision variables, as well as
the number of constraints, not only depends on the size of power systems, but
also on the number of scenarios utilized to approximate the overall state space.
Dimension of the stochastic UC problem can be quite huge if a large number of
scenarios are incorporated into the uncertainty model. As a result, it might be
impractical to directly solve this problem for large-scale systems. It is found that
the constraint matrix of this stochastic model has a special L-shaped structure,
shown by Figure 3.1. This is a highly sparse matrix, where nonzero coefficients only
appear in the left columns and in the diagonal blocks. Decomposition algorithms
that exploit this special structure, such as L-shaped algorithm which is discussed
in the following subsection, is then used to efficiently solve this type of problem.
Figure 3.1: L-shaped structure of the constraint matrix
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3.2.1 L-Shaped Algorithm
The L-shaped algorithm is a Benders decomposition method used to solve large-
scale problems with the special L-shaped structure mentioned above. Instead of
solving the full-size problem directly, this algorithm attempts to solve a sequence
of much smaller problems, including one master problem and a number of sub-
problems. The master problem at I th iteration is given below.
min cTx + α











ω(i)dω, ∀i ∈ [1, I] (3.23)
where λω(i) is the dual solution to the sub-problem of scenario ω at the i
th itera-
tion. The dual solution is obtained by solving problem (3.24).
max (dω −Tωx(I))Tλω
s.t. W Tωλω = qω
λω ≤ 0 (3.24)
Note that this stochastic UC formulation is relatively complete recourse, as
costly load loss can always be used to cover the power imbalance between genera-
tion and demand. Therefore, the second-stage problems are always feasible for any
given first-stage decisions, and there is no need to generate extra cuts to ensure
the feasibility of sub-problems.
It is proved in [62] that the Benders decomposition algorithms converge in a
finite number of steps to the optimum. The overall procedure of the L-shaped
algorithm for stochastic UC problems is given below.
Step 0: Choose a convergence tolerance ǫ and the maximum number of iter-
ations, and set lower bound L = 0, and upper bound U = +∞, and I = 0.
Step 1: Solve the master problem (3.23). Let (x(I), α(I)) be the optimal
solution to master problem at the I th iteration, and update the lower bound as
L = cTx(I) + α(I) (3.25)
Step 2: Based on the master problem solution x(I), solve the sub-problem
(3.24). Let λω(I) be the solution to the sub-problem of scenario s at iteration I,
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If the upper bound is changed, update the solution x∗ = x(I).
Step 3: if the relative gap (U −L)/L is smaller than the predefined tolerance
ǫ, or if the maximum iteration is reached, return the solution x∗, otherwise, set
I = I + 1, and return to Step 1 for the next iteration.
3.2.2 Multi-Cut Decomposition with Partial Aggregation
It is found from numerical tests that although the L-shaped algorithm described
above has the capability to solve large scale stochastic UC problems, it may take a
great number of iterations to converge, which is quite inefficient. This subsection
discusses a multi-cut version decomposition algorithm with partial aggregation
that may greatly reduce the number of iterations as well as the solution time.
This multi-cut version algorithm divide the scenario set Ω into S subsets ac-
cording to certain grouping criterion, such that
Ω =Ωb1 ∪ Ωb2 ∪ Ωb3 ∪ ...ΩbS−1 ∪ ΩbS,
∀Ωbs1 ∩ Ωbs2 = ∅, ∀s1 ∈ [1, S − 1], s2 ∈ [s1 + 1, S] (3.27)
where Ωbs is the s
th subset of scenarios. One optimality cut is generated from each
scenario subset at every iteration, so totally S optimality cuts are appended to
















ω(i)dω, ∀s ∈ [1, S], i ∈ [1, I] (3.28)
The algorithm proceeds as follows.
Step 0: Choose a convergence tolerance ǫ and the maximum number of itera-
tions, and set lower bound L = 0, and upper bound U = +∞, and I = 0. Divide
the scenario set into S subsets using (3.27).
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Step 1: Solve the master problem (3.28). Let (x(I),α(I)) be the optimal
solution to master problem at the I th iteration, and update the lower bound as




Step 2: Based on the master problem solution x(I), solve the sub-problem
(3.24). Let λω(I) be the solution to the sub-problem of scenario ω at iteration I,













If the upper bound is changed, update the solution x∗ = x(I).
Step 3: if the relative gap (U −L)/L is smaller than the predefined tolerance
ǫ, or if the maximum iteration is reached, return the solution x∗, otherwise, set
I = I + 1, and return to Step 1 for the next iteration.
It has been proved in [26] that the multi-cut decomposition algorithm with
different level of aggregation will converge to the global optimal solution within a
finite number of steps. Note that if the number of subset equals one, i.e. there is
only one scenario set and only one optimality cut is generated at each iteration,
this algorithm is the same as the L-shaped algorithm. Due to the aggregation
of scenarios, some information of the second-stage recourse problems is lost, so
this version of algorithm takes more iterations to converge. If the subset number
S is the same as the number of scenarios, there is no information loss due to
scenario aggregation, so the number of iterations is greatly reduced. However, the
master problem of this version of algorithm is increased because more variables
are utilized to approximate the recourse cost, so it may take longer time to solve
the master problem at each iteration. This trend will be demonstrated in the case
studies presented in the next section.
3.3 Case Studies
Numerical tests are provided in this section to explore the performance of the s-
tochastic UC methods under system uncertainties. We mainly focus on two perfor-
mance indices namely the expected total cost and the expected energy not served
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(EENS), calculated by following dispatch simulations. Such dispatch simulation
proceeds as solving the economic dispatch problem under various uncertainty re-
alizations. For a given first-stage decision u, the expected total cost Ct for a









πω ·Q(u, ω) (3.31)
where Q and Snt are the dispatch cost and start-up/shut-down cost of each unit,
respectively.
By employing the solutions to economic dispatch problem Q(u, ω), the relia-








πω · lωmt (3.32)
Note that this dispatch simulation is solving a sequence of second-stage prob-
lem Q under different uncertainty realization ω. For small-scale system, it might
be possible to include all uncertainty realizations into the scenario set, so the sce-
nario set Ω used for obtaining UC decisions is identical to the realization set Ωs in
the dispatch simulations. For larger systems, however, it is impractical to conduct
exhaustive enumeration to construct scenario sets. A reduced scenario set Ω is
used for the stochastic UC problems, and the performance indices are assessed by
realizations set Ωs generated by Monte Carlo sampling.
The remaining part of this section will firstly investigate the impact of various
types of uncertainties on stochastic UC decision-making based on a small 14-bus
test system. The combined influence of different uncertainties is then discussed by
numerical cases on the RTS-1996. The final subsection presents the computational
experience of the decomposition algorithms, which demonstrates the enhanced
solution efficiency.
3.3.1 Impact of Different Types of Uncertainty
The influence of uncertainties on UC decision-making and on system operations
is examined by numerical tests on the IEEE 14-bus system [63]. The VOLL is
assumed to be $3000/MW . Details of this test system are given in Appendix B.
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We will consider three types of uncertainties, namely, unit outages and forecast-
ing error of demand. Since these types of uncertainties have different stochastic
characteristics, their impacts are evaluated separately.
In this subsection, the deterministic reserve requirement is not enforced. Ad-
mittedly, reserve should be no lower than the capacity of the largest unit online,
in order to maintain system security. It is demonstrated in [4] and [64], however,
that the stochastic UC formulation works well even with much lower or no reserve
requirement. Besides, the impact of system uncertainties on this stochastic UC
decision-making framework can be better illustrated if the influence of determin-
istic reserve criterion is excluded.
3.3.1.1 Generator Outages
Following case studies are conducted to analyze stochastic UC decisions under
unit outage contingencies. It is assumed that the electricity demand is certain,
and all five generators have the same failure probability P un . Since this 14-bus
system is sufficiently small, all 32 outage scenarios can be enumerated for UC
decision-making and dispatch simulations, so the exact performance indices can
be calculated. Figure 3.2 shows the expected total cost of the stochastic UC
















































Figure 3.2: Expected total cost of the stochastic and deterministic UC decisions
under various failure probabilities
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Deterministic
P u Stochastic Rmint (MW)
150 200 250 300
0.005 0.1349 0.0388 0.0107 0.0050 0.0001
0.010 0.1554 0.1554 0.0438 0.0208 0.0009
0.015 0.2858 0.3499 0.1006 0.0488 0.0031
0.020 0.3392 0.6225 0.1824 0.0905 0.0074
0.025 0.2083 0.9734 0.2907 0.1472 0.0145
0.030 0.3087 1.4029 0.4266 0.2204 0.0253
0.035 0.2449 1.9110 0.5915 0.3114 0.0405
0.040 0.2567 2.4979 0.7868 0.4216 0.0609
0.045 0.2736 3.1639 1.0137 0.5524 0.0875
0.050 0.2819 3.9090 1.2735 0.7051 0.1209
Table 3.1: EENS under various failure probabilities (MWh)
decisions under various failure probabilities P un , compared with deterministic UC
solutions resulting from different reserve requirements.
The numerical results show that the performance of deterministic UC decisions,
depicted by the dash lines, is greatly affected by the reserve requirements. As the
reserve requirement increases, more generators are scheduled on to provide extra
generation capacity, leading to higher operating cost, and lower EENS, shown by
Table 3.1. One drawback of the deterministic method is that in practical system
operations, it is difficult to identify appropriate deterministic reserve policies. If
reserve requirements are not properly specified, the deterministic UC decisions
may be inefficient. For example, when the reserve requirement is 150MW, the
expected total cost rises dramatically as the failure probability P un increases, due
to the high load loss cost. When the reserve requirement is 300MW, this decision
tends to be too conservative and inefficient for low failure probability cases.
The stochastic method that accurately models the impact of unit outages in
the UC formulation leads to the lowest expected total cost for all cases, illustrated
by the solid line in Figure 3.2. This observation suggests that the stochastic UC
method makes the best trade-off between economic returns and system reliability,
if outage contingencies are correctly represented by the scenario-based model.
3.3.1.2 Load Uncertainty
Similar analysis is conducted to analyze the impact of load uncertainty. Electric-



















Figure 3.3: Continuous probability density function and its discrete approximation
influence of load uncertainty can be highlighted. It is assumed that all generators
are completely reliable, and demand at each bus is perfectly correlated, following
the normal distribution. The continuous probability density function is approxi-
mated by a number of discrete scenarios, shown by Figure 3.3, which displays a
seven-scenario example. Intuitively, as more scenarios are used to represent load
uncertainty, higher levels of accuracy can be obtained. In case studies below, we











































Figure 3.4: Expected total cost of the stochastic and deterministic UC decisions
under various relative standard deviations of electricity demand
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use 25 scenarios to approximate the distribution function.
Figure 3.4 shows the expected total cost of UC decisions as the relative stan-
dard deviation (RSD) of demand changes. Similar to previous case, the perfor-
mance of deterministic UC decisions, depicted by the dash lines, greatly relies
on the reserve requirements. Increasing the reserve requirement can promote the
reliability of UC decisions, but it also increases the operating cost. The total cost
of the deterministic UC method is generally higher than the stochastic method,
shown by Figure 3.4, because the deterministic criterion does not consider the
explicit load uncertainty model. We may then conclude that the stochastic UC
approach is more effective than the deterministic methods in dealing with load
uncertainty.
3.3.1.3 Renewable Energy
Following case studies still use the IEEE 14-bus test system to investigate the
influence of renewable energy uncertainties on UC decision-making. Unit outage
contingencies and the randomness of demand are therefore not considered here.
It is assumed that wind turbines are installed at the third bus. The mean value
of wind power output at each time step is given in Table 3.2.
Hour 1 2 3 4 5
Wind Power (MW) 91 62 100 67 60
Hour 6 7 8 9
Wind Power (MW) 63 81 74 68
Table 3.2: Mean Value of Wind Power Generation at Each Time Step
We will use the same scenario-representation shown by Figure 3.3 to approx-
imate the actual wind power distribution. This scenario-based model can be ap-
plied to any types of continuous probability distributions. As an example, it is
assumed here that the total output of all wind turbines during time interval t
follows the normal distribution, defined by the mean value W¯mt and standard







, ∀m ∈ W, t ∈ [1, T ] (3.33)
Although the power output of a single wind generator does not fit normal dis-
tributions, the geographic diversity of wind turbines helps even out the variability
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of wind generation. This is why the normality assumption holds for the combined
generation of a large number of wind turbines [60, 65].
It can be derived that the net load N˜mt also follows normal distribution (3.34).
N˜mt ∼ N
(
D¯mt − W¯mt, σ2mt
)
, ∀m ∈ W, (3.34)
Figure 3.5 shows the expected total cost of each numerical instance made under
various RSD of wind power. It can be seen that the results are very similar to the
cases considering demand uncertainty, because the uncertainty of load and renew-
able power generation has quite similar characteristics. The performance of the
deterministic method is also greatly affected by the reserve requirements. Though
when the reserve requirement is properly specified, the deterministic model is al-
most as efficient as the stochastic approach, generally the stochastic formulation
yields much lower total cost.
We also conduct case studies to explore how the penetration of renewable ener-
gy influences power system operation. In these cases, the RSD of wind generation
is always set to be 0.20, whereas all other parameters remain the same except
the output of wind power generation. The results are illustrated by Figure 3.6,
in terms of expected total cost under different outputs of wind generation. Par-













































Figure 3.5: Expected total cost of the stochastic and deterministic UC decisions
under various relative standard deviations of wind power generation
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ticularly, we consider two cases, i.e., with and without wind spillage. It can be
seen that when the penetration of wind power is low, these two cases yield similar
total cost, which reduces as more inexpensive wind power contributes to the total
generation. For higher levels of wind penetrations, the cost of the case with wind
spillage continues decreasing, whereas the case without wind spillage experiences
a dramatic increase of total cost when the wind power generation is higher than
120% of the base case. This is because high penetration of wind generation leads
to a high level of system uncertainty. If there is no wind spillage, due to the min-
imum capacity limitations of generator, fewer units are scheduled online in order
to achieve feasible dispatch decisions in scenarios with low net load, whereas load
curtailment occurs in scenarios with high net load. As wind generation continues
increasing to be larger than 140% of the base case, the UC problem without wind
spillage even becomes infeasible. The comparison between these two cases im-
plies that wind spillage allows greater flexibility in UC scheduling, yielding better
solutions, especially in the context of high wind penetrations.
The point mentioned above is also supported by Figure 3.7, which displays
the expected wind spillage under different levels of wind penetrations. When the
wind penetration is low, all wind generation is utilized to achieve minimum cost,
and there is no spillage. However, when the wind power is larger than 120%

































Figure 3.6: Expected total cost under different levels of wind generation
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Figure 3.7: Expected wind spillage under different levels of wind generation
of the base case, some wind spillage is employed to address the impact of wind
generation uncertainty. The amount of spilled energy rises significantly as the
wind generation penetration further increases.
Despite the wind spillage under high wind penetrations, demand and the “net
load” that considers the randomness of renewable energy generation have simi-
lar stochastic behaviors, in subsequent sections, we will mainly focus on the un-
availability of generators and the uncertainty of electricity demand, whereas the
variability of renewable energy sources is omitted.
3.3.2 Combined Impact of Generation Unavailability and
Load Uncertainty
This section is aimed to examining the performance of stochastic UC decisions
under the combined impact. Test are conducted based on one area of the RTS-
1996, with peak load chosen to be 2560MW. It is assumed in this section that cost
of No.6 oil is $22.76/MMBTU, and No.2 oil is $42.76/MMBTU. Coal and nuclear
are assumed to be $8.52/MMBTU and $0.47/MMBTU, respectively. The cost of
hydro power is negligible when compared with thermal units, and the VOLL is
assigned to be $2000/MW. In order to reduce computational cost, in this section,
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we use the simplified single-bus model to enforce power balance constraints.
The failure probability data of each unit is based on the RTS data file, and
uncertain demand follows the normal distribution with RSD to be 0.05. Due to the
size of this test system, it is impossible to enumerate all contingency realizations.
Only a limited number of outage scenarios are selected to represent the overall
state space. These scenarios are chosen based on their impact on the system,
defined as
Gmaxn1 · P un1
n 6=n1∏
n∈[1,N ]
(1− P un ), ∀n1 ∈ [1, N ] (3.35)
for a single-outage scenario that unit n1 fails.








(1− P un ), ∀n1 ∈ [1, N ] (3.36)
Scenarios with more than two generator failures can be ignored because their
probabilities are sufficiently low. We choose 18 the most influential scenarios based
on the impact measures mentioned above, to represent the generation uncertainty.
Load uncertainty is modeled by five discrete scenarios, similar to the previous
cases. By assuming that unit outages and demand variability are probabilistically
independent, the combined impact of uncertainty can be expressed by 90 scenarios.
It should be noted that there is no inherit limitation to the normal distri-
bution approximation of the load uncertainties as well as the uncertainties from
renewable energy generation. Since the algorithm requires discrete samples of the
uncertainty, the distribution can be of any format. This uncertainty model can
better approximate the exact probability distribution if more scenarios are em-
ployed, but that will lead to much higher computational cost. Besides, reserve
requirement is also adopted in the stochastic model because the selected scenario
set cannot fully represent the actual uncertainty state space.
The actual performance of obtained decisions under the combined uncertainties
is evaluated by aforementioned Monte Carlo Simulations with 20000 randomly
generated samples. The simulation results in terms of expected total cost are
compared with the deterministic solutions, shown by Figure 3.8. The deterministic
39




































Figure 3.8: The expected total cost of stochastic and deterministic methods

































Figure 3.9: The LOLP for the stochastic and deterministic methods
method is efficient only if the requirement of reserve is correctly defined. However,
due to the complexity of power systems, it is usually difficult to find the optimal
level of reserve requirement for deterministic methods by analytical methods. The
stochastic approach, on the other hand, achieves lower expected cost, regardless
of the value of reserve requirements. This is because generation unavailability and
load uncertainty are well incorporated into the decision-making process.
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Figure 3.10: The EENS for the stochastic and deterministic methods
The stochastic approach also outperforms the deterministic one in reliability
aspects. The probability of load loss occurring during the decision period is pre-
sented in Figure 3.9, and the expected energy not served is shown by Figure 3.10.
It is observed that the stochastic UC decisions have much better reliability. This is
because the deterministic method merely considers the total amount of scheduled
reserve, while the stochastic approach can better address the contingency of unit
outage and load fluctuations by properly allocating reserve among generators.
The numerical case studies described above demonstrate that the stochastic
UC approach is superior to the deterministic method in both economic and relia-
bility aspects. However, such superiority in performance is achieved at much high-
er computational cost, because the scenario-representation leads to much larger
problem dimensions, thus high computational cost. The following section presents
the computational experience. It is demonstrated that the solution efficiency can
be greatly improved by using the decomposition algorithm
3.4 Computational Experience
This section makes a comparison between the algorithms without decomposition,
and the multi-cut decomposition algorithm with various levels of aggregation.
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Rmint = 200 R
min
t = 300 R
min
t = 400
ITR T(s) ITR T(s) ITR T(s)
Without Decomposition - 376.2 - 558.0 - 324.6
3-Cut 37 113.8 41 150.1 68 667.9
5-Cut 31 104.6 39 151.9 43 395.8
10-Cut 23 83.4 30 152.3 27 176.1
Decomposition 18-Cut 19 78.6 23 145.0 27 247.2
30-Cut 17 93.8 20 161.0 25 398.4
45-Cut 14 103.6 19 262.5 19 426.0
90-Cut 10 117.3 14 350.4 15 367.2
Table 3.3: Computational Experience of stochastic UC problems
In order to find the general regulation, three cases, with several different reserve
requirements, are conducted. All cases have 90 scenarios, and the relative tolerance
is set to be 0.2%. The overall scenario set is evenly divided into S subsets, so S
is a divisor of 90. The results are shown in Table 3.3, which demonstrates that
the decomposition algorithm is usually more efficient than the algorithm without
decomposition techniques.
In terms of major iteration numbers, this algorithm with more division num-



























Figure 3.11: The convergence characteristic of cases with different numbers of cuts
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Figure 3.12: Iteration numbers of different cases with different numbers of cuts
bers usually converges much faster. It is because more information is reflected to
the master problem as the recourse functions are represented by more interme-
diate variables. This fact is well demonstrated by Figure 3.11, which shows the
convergence characteristics of the case with Rmint = 300MW solved by different
division numbers. It is shown that if only one optimality cut is generated at each
iteration, which equals to the classic L-shaped algorithm, this algorithm converges
very slowly. The case with 90 optimality cuts generated at each iteration, which
is the same as the standard multi-cut algorithm, takes fewest iterations to con-
verge, but the solution time is still quite long because of the computational burden
caused by large and fast-growing master problems. Figure 3.12 also suggests that
the number of major iteration can be reduced by increasing the division number.
This figure is plotted based on all three cases, and the iteration numbers for d-
ifferent cases are normalized to the per unit system, so that every case has the
same contribution to the average curve.
As expected, a lower level of aggregation introduces in more intermediate vari-
ables to approximate the second-stage recourse functions, and it causes the master
problem to grow very fast by adding more constraints at every iteration, which
worsens the computational burden. The normalized solution time of each case,
is shown in Figure 3.13. As the number of divisions increases, the solution time
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Figure 3.13: Solution time of cases with different numbers of cuts
decreases at first due to the reduction of iteration numbers. It then increases
because it takes longer time to solve the master problem at each iteration.
The trade-off between achieving fewer iterations and fast iterations is usually
problem dependent. In this case, the highest computational efficiency is attained
when S = 10, as the division number is 1/9 of the total number of scenarios.
3.5 Summary
This chapter models system uncertainties using the stochastic programming ap-
proaches. Unit outages, as well as the uncertainty of demand and renewable energy
are explicitly modeled by a scenario-representation, so the resultant UC decisions
outperform the deterministic UC policies in both economical and reliability as-
pects. This superiority of the stochastic UC model has been demonstrated by
simulations conducted on the IEEE 14-bus system and the standard RTS-1996.
Such benefits of stochastic UC approach, however, are achieved at the cost of
higher computational cost, because the scenario-representation greatly increases
problem dimensions.
This is why the decomposition algorithm, particularly the modified version of
multi-cut algorithm is applied to solve the stochastic UC problems. The decom-
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position method exploits the special two-stage structure of the stochastic formu-
lation, and attempts to solve a sequence of much smaller master problem and
sub-problems. The computational time as well as memory requirement is there-
fore considerably reduced compared with directly solving the large deterministic-
equivalent optimization problems. This modified multi-cut decomposition algo-
rithm is usually better than the conventional L-shaped algorithm, because it needs
fewer major iterations to converge to the optimal solution. It is also more effi-
cient than the multi-cut algorithm without aggregation, since it may solve each
iteration much faster. According to the numerical results, if the number of divi-
sion is properly chosen, this algorithm can solve the stochastic UC problems quite
efficiently.
In some numerical experiments, it is also found that using a good initial so-
lution to start the decomposition algorithm, or enforcing tighter master problem
may also help to improve the computational efficiency. However, such techniques
are not effective for all cases, and the improvement is trivial when applied together
with the multi-cut algorithm.
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Chapter 4
Stochastic Unit Commitment with Reliability
Constraints
In Chapter 3, the stochastic UC model that minimizes the expected total cost
over a number of scenarios is discussed. It has been shown by the case studies
that the stochastic method is superior to the deterministic UC model. It is also
demonstrated, however, that as multiple sources of system uncertainties are con-
sidered, the number of scenarios grows dramatically, leading to huge deterministic
equivalent problems and high computational burden.
Besides economic efficiency, security and reliability are another concern in UC
problems. The risk of load loss, usually expressed as the expected energy not
served (EENS), or the chance of load loss i.e. loss of load probability (LOLP) in
the entire decision horizon, should be properly managed. A common tool for lim-
iting the risk of load loss is chance-constrained programming (CCP). This method
enforces constraints in the form of chance of attainment [36], so that some con-
straints are satisfied with desired probabilities. CCP method has been widely used
to address the uncertainties in power system optimization, such as transmission
network expansion [66], and probabilistic optimal power flow [67].
For unit commitment, detailed power flow models introduce joint chance con-
straints into the problem, which are extremely difficult to solve as a multi-dimensional
integration is required to compute the loss of load probability. This is why chance-
constrained unit commitment is either based on a single-bus assumption [40], or is
solved by the sample average approximation (SAA) techniques [41,68]. The latter
method, however, requires at least one binary indicator function for each sampled
realization to indicate the event of load loss. The number of samples is usually
very large in order to achieve acceptable confidence levels [38, 39].
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In this chapter, a new stochastic formulation for UC is proposed to capture the
stochastic nature of power system under both generation unavailability and load
uncertainty. In the proposed formulation, unit failures are represented by a number
of outage scenarios, so that a two-stage stochastic programming framework, similar
to that in Chapter 3, can be used to model the contingencies of unit outages.
Although the randomness of load can also be modeled as discrete scenarios [1,4,69],
the combination of both sources of uncertainty leads to a substantial growth of
problem dimensions. Instead, load uncertainty is represented as a continuous
distribution function in the loss of load probability constraint. Similar to [54, 61,
70], the single-bus assumption is adopted here to attain tractable solutions.
It can be seen that this formulation has a smaller problem dimension because
the number of scenarios is greatly reduced. Besides, a reliability criterion of LOLP
is explicitly defined so the system operators are able to directly adjust the level
of system reliability. Because some constraints are in an approximated form,
so simulations are conducted to demonstrate that the reliability indices are well
within the pre-specified range.
4.1 A Stochastic Formulation of Unit Commitment with
Reliability Constraints
We formulate a unit commitment problem aiming to minimize the expected total
cost while satisfying a predetermined reliability requirement. Two types of uncer-
tainty in short-term unit commitment scheduling, namely, generation unavailabil-
ity and load uncertainty, are considered. Generation unavailability is modeled by
a number of outage scenarios, while the impact of load uncertainty is restricted
by reliability constraints.
4.1.1 A Two-Stage Recourse Model for Stochastic Unit
Commitment Considering Unit Outages
In a two-stage stochastic programming recourse model, the generation unavailabil-
ity in the UC decision-making procedures is represented by a number of outage
scenarios. If a unit is in a failure state, its output is forced to be zero by set-
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ting its maximum and minimum capacities to be zero. The objective function is
the expected total cost over all scenarios. It includes start-up/shut-down cost,
power generation cost and the cost of possible load loss. The unit commitment
decisions are usually made day-ahead or many hours earlier, before the genera-
tion unavailability is realized. They are referred to as first-stage decisions. Other
decisions such as the power dispatch, reserve margins, and some intermediate vari-
ables, are determined after the observation of possible unit failures. Variables in
this category are defined as second-stage decisions. The two-stage stochastic unit
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t = D¯t, ∀t ∈ [1, T ], ω ∈ Ωf (4.3)
gωnt + r
ω
nt ≤ unt · Aωn ·Gmaxn , ∀n ∈ [1, N ], t ∈ [1, T ], ω ∈ Ωf (4.4)
gωnt ≥ unt · Aωn ·Gminn , ∀n ∈ [1, N ], t ∈ [1, T ], ω ∈ Ωf (4.5)
rωnt ≤ Rmaxn , ∀m ∈ [1, N ], t ∈ [1, T ], ω ∈ Ωf (4.6)
(gω,u) ∈ R (4.7)
The objective function (4.1) minimizes the expected total cost over all outage
scenarios, denoted by the scenario set Ωf . Feasible set M in (4.2) define the
minimum up/down time constraints, and equality (4.3) enforces the power balance
between generation and demand. Decision variables are also subject to generation
reserve capacity constraints (4.4)-(4.6), as well as ramp rate limitations (4.7).
The demand in power balance equations is set to be its nominal value, so the
randomness of load is not considered in this part of the formulation. The effect of
load uncertainty is modeled in reliability constraints in the following section.
4.1.2 Reliability Constraints and the Approximated Up-
per Bounds
The objective of reliability constraints is to ensure that sufficient reserve is main-
tained so that the probability of having power deficiency in the decision horizon is
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lower than a pre-selected level αmax i.e. the maximum probability of loss of load.
Let Uωt be the event that load loss happens during the time interval t in outage
scenario ω and πω be the probability of outage scenario ω. Assuming that the
uncertainties in generation outages and in load demand are statistically indepen-
dent, the reliability requirement that confines the loss of load probability of the
entire decision horizon under the predefined level can be expressed as (4.8). This
independence assumption is rather common and considered valid in power system
reliability analysis where the generation units and loads are situated in distance
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Suppose that D˜t is the random total electricity demand at time t. Load loss
will not happen during time interval t, in scenario ω, if the total available capacity,






nt) ≥ D˜t, ∀t ∈ [1, T ], ω ∈ Ωf (4.9)
Let F¯t be the complementary cumulative probability distribution function (C-
CDF) that the random power demand D˜t is higher than d
ω
t . By (4.10), it can be
seen that F¯t(d
ω
t ) is the same as the probability that load loss occurs during time
interval t, in scenario ω. F¯t is a non-increasing function because higher available
generation capacity dωt leads to lower probability of load loss, shown as the dash
line in Figure 4.1.








t ), ∀t ∈ [1, T ], ω ∈ Ωf (4.10)
Since the function F¯t is non-convex and non-linear, it is then approximated by
its upper bound, shown by the solid line in Fig. 4.1. Such approximation can be
applied to all unimodal distributions. As an example, it is assumed here that the
random electric demand D˜t follows a normal distribution [69], as in (4.11).
D˜t ∼ N (D¯t, σt), ∀t ∈ [1, T ] (4.11)
where D¯t is the expected value of D˜t. It is considered as the forecasted demand
during time interval t. σt is the standard deviation of load uncertainty at time
step t. Information on D¯t and σt can be obtained from historical load data.
49
For the normal distribution, if dωt is larger than the threshold demand D
c
t , the
function F¯t can be approximated by the linear piecewise upper bound shown in
the right part of Fig. 4.1. In scenarios with any dωt smaller than D
c
t , the system is
considered as very unreliable, because load loss may still occur even if the actual
load is much lower than the forecasted value. The upper bounds of F¯t(d
ω
t ) for such
cases, therefore, are set to be one. Although this approximation appears to be
over-conservative, it causes insignificant influence on the optimal decision because
the total available capacity online is larger than the threshold demand Dct almost
all the time, especially when high reliability requirements are adopted.
If dωt is higher than D
c
t , according to Boole’s inequality and constraint (15),













t ), ∀ω ∈ Ωf (4.12)
If dωt is less than the threshold demand D
c
t , as the upper bound of some F¯t
equals one, the upper bound of loss of load probability for all time in such sce-
narios is then one. A set of binary variables ρω is used to indicate whether the
total available capacity dωt is larger than D¯
c
t for all time steps, so that the non-







































Upper Bound of the CCDF
Figure 4.1: Complementary cumulative distribution function F¯t and its upper
bound
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1, if dωt > D¯
c











, if dωt ≤ D¯ct indicated by ρω = 1
(4.13)
Let βω be the intermediate variable for the upper bound calculation of loss
of load probability for the entire decision horizon, in scenario ω. The reliability
constraints are thus formulated as follows. Detailed explanation of this set of
constraints is given in Appendix C.





nt) + µ(1− ρω) ≥ dωt , ∀t ∈ [1, T ], ω ∈ Ωf (4.15)




ηωt , ∀ω ∈ Ωf (4.17)
βω ≥ 1− ρω, ∀ω ∈ Ωf (4.18)∑
ω∈Ωf
πω · βω ≤ αmax (4.19)
where µ is a sufficiently large constant, it can be set as large as the maximum
total capacity of all units. If the binary variable ρω equals to one, dωt must be
higher than Dct in scenario ω, suggested by constraint (4.14). In this case, the
constraint (4.15) is equivalent to constraint (4.9) and load loss probability qω
is defined by constraints (4.16) and (4.17) where the Boole’s inequality applies.
Otherwise, constraint (4.14) becomes inactive, and constraints (4.15)-(4.17) always
hold. Load loss probability qω equals one as defined by (4.18). Considering both
conditions, if constraint (4.19) is satisfied, the probability of load loss in the entire
decision horizon is lower than the pre-selected value αmax. It is observed that in
(4.19), qω is unlike to be one if the probability πω is larger than αmax, therefore
we can force ρω under such circumstance to be one, as implied by (4.18), so that
the solution time consumed by the branch-and-bound process may be reduced.
Note that unlike the deterministic reserve criterion, the reserve margin here
is decided completely in a probabilistic fashion, according to the uncertainty dis-
tribution and the predefined level of reliability requirement. If the outage con-
tingencies are properly expressed by selected scenarios, the probability of no load
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loss occurring in the decision interval should be limited under the required level
αmax. Since this formulation introduces some approximation into the reliability
requirements, the true values of loss of load probability are still not known. In
the following sections, the simulated values of loss of load probability, named as
αsimu, are used to assess the actual reliability performance of obtained decisions.
4.2 Case Studies
Case studies are conducted on the IEEE RTS-1996 [59]. We consider unit com-
mitment decisions for a spring weekday, where peak load of this day is 2565MW.
In this section, cost of No.6 oil is assumed to be $11.38/MMBTU, and No.2 oil is
$21.38/MMBTU. Coal and nuclear are $4.26/MMBTU and $0.47/MMBTU, re-
spectively. The cost of hydro power is much lower than the thermal units, and the
value of load loss is assumed to be 3000$/MW.
The outage contingencies are first ranked according to the loss of capacity due
to generating unit failure. Eight single-outage and six double-outage contingencies
with the largest capacity loss are selected as the outage scenario set. Probability
of each scenario is calculated according to the two-state Markov chain model. It is
found by numerical studies that scenarios with smaller capacity loss have relatively
insignificant impact on system operation, so they are not included in the outage
scenario set in order to reduce computational complexity. Load uncertainty is
modeled as the deviation from the forecasted demand.
4.2.1 Base Case
In the base case, it is assumed that this error term in each hour follows the
normal distribution with relative standard deviation (RSD) of 0.03. Hydro and
nuclear units, as well as generators with 350MW capacity, are defined as must run
units. Since the commitment of fast-start units is not decided in the first-stage,
the start-up/shut-down decisions for fast-start units are defined as continuous
variables ranging from 0 to 1, as suggested in [71]. The problem dimension is
presented in Table 4.1. In the base case, the probability that load loss occurs in
these 24 hours is set to be lower than αmax = 0.005.
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Decision Variables Binaries Constraints
59512 476 98294
Table 4.1: Dimension of the Stochastic UC Problem with Reliability Constraints
The deterministic equivalent problem is a mixed-integer linear programming
problem and is solved by CPLEX 12.4. The relative dual gap is set to be 0.1%.
It takes 295.9s to solve the base case problem and the optimal objective value is
$443919.03. The actual performance indices, such as expected cost, probability of
load loss, and EENS, are assessed using Monte Carlo simulations. In this section
and subsequent case studies, all performance metrics are calculated from repeating
simulation five times, and each run has a sample size of 20000.
It is found from the simulation that the expected operating cost is $443290.66.
This simulated cost is lower than the objective value of the optimization problem
by 0.14% as a result of the inaccuracy mainly caused by the reduced outage sce-
narios. The probability of load loss is 0.00318, which is lower than the required
upper bound αmax, and the EENS throughout the decision horizon is 1.53MWh.
4.2.2 Influence of Reliability Requirements
The main contribution of the proposed formulation is that desired reliability per-
formance can be achieved by adopting appropriate reliability requirement αmax.
The effects of different reliability requirements are investigated by several numer-
ical case studies with αmax changing from 0.001 to 0.010. Other parameters are
set to be the same as the base case. Results are given in Table 4.2. The left
two columns present the values of αmax and the optimal objective values obtained
from the proposed UC optimization problem. The other columns show the perfor-
mance of the optimal decision in terms of reliability measures and expected cost
from Monte Carlo simulation.
The results suggest that power system is properly protected against the risk of
load loss, such that the reliability indices αsimu are always confined below the pre-
selected upper bound of αmax. It is also observed that the level of conservatism in














0.001 491754.93 0.00050 488725.28 ± 1026.84 488137.58 0.1959
0.002 477940.79 0.00081 474927.21 ± 755.25 474295.11 0.2107
0.003 469673.07 0.00136 467216.08 ± 1879.35 466079.38 0.3789
0.004 451160.59 0.00207 449839.02 ± 2421.00 447629.22 0.7366
0.005 443919.03 0.00318 443290.66 ± 2906.28 438698.86 1.5306
0.006 435085.00 0.00389 432654.72 ± 3060.48 427837.02 1.6059
0.007 432326.28 0.00531 431708.31 ± 1711.26 424561.71 2.3822
0.008 431305.72 0.00551 430049.14 ± 2820.45 422671.54 2.4592
0.009 428353.23 0.00720 426716.24 ± 5469.06 418323.09 2.7977
0.010 428332.79 0.00738 427822.10 ± 4286.31 418422.50 3.1332
Table 4.2: Performance under Various Reliability Requirements
trade-off between reliability and economic efficiency is demonstrated by Figure 4.2.
In the case of αmax = 0.001, the probability of load loss during the entire 24 hours
is around 0.0005 and the simulated EENS is 0.1959 MWh. Although this case has
the best reliability performance, the expected total cost is much higher than the
other cases. As αmax increases, implying that less conservative reliability criterion
is applied, the total cost decreases, because the operating cost drops dramatically,
and the system becomes less reliable.
The level of conservatism is also reflected in the optimal UC decisions. As
shown in Figure 4.3, when αmax is assigned to be 0.001, 0.005, and 0.010, respec-




























Expected Operating Cost ($)
Expected Cost of Load Loss ($)
Figure 4.2: Simulated cost under different reliability requirements
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Figure 4.3: Decisions in terms of total spinning reserve for cases under different
reliability requirements








































Figure 4.4: Decisions in terms of the numbers of on line units for cases under
different reliability requirements
tively, the reserve margin scheduled online may vary greatly, especially during the
peak hours. It can be seen that the most reliable case, the one with αmax = 0.001,
reserve scheduled on line can be as high as around 420MW, while in the other two
cases, the maximum reserve margin is no more than 330MW. Figure 4.4 illustrates
the influence of αmax in terms of the number of online units. For stringent reli-
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ability constraints, more units are required to be turned on to increase the total
available capacities and to hedge the risk of generator outages.
4.2.3 Impact of Uncertainties
4.2.3.1 Generator Outages
We conduct numerical case studies to examine the impact of generation unavail-
ability on UC decisions and their economic and reliability performance. The
same test system as the base case is employed with the reliability requirement
αmax = 0.005. The studies are conducted while varying the failure rate of every
generator by a factor of β ranging from 0.25 to 2.00.
Figure 4.5 shows how the unit commitment decisions change according to d-
ifferent failure rates. For small values of β, the chance of outage is low, so the
operating cost is much lower as a smaller number of units are required to be
scheduled online. When the generators become less reliable, indicated by larger β,
more expensive units are turned on to maintain the desired reliability performance,
therefore the operating cost increases dramatically for cases with β between 0.75
and 1.25, shown by Figure 4.6. As the failure rate factor β keeps increasing, it
may become not economical in terms of the expected cost to start up remaining


































Figure 4.5: Decisions in terms of on line unit numbers under various failure rates
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Simulated Expected Total Cost ($)
Simulated Expected Operating Cost ($)
Figure 4.6: Simulated total cost and operating cost under various failure rates
expensive units. More load curtailment is allowed under contingency, as long as
the probability of load loss is bounded below the selected level. Thereby, the oper-
ating cost does not increase much when β is above 1.25, while the EENS increases
correspondingly. Figure 4.7 shows the reliability performance of the optimal unit
commitment decisions under different failure rates. The probability of load loss in












































Figure 4.7: Reliability performance of unit commitment decision under various
failure rates
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the entire day is constantly below the upper bound αmax and the simulated EENS
is restricted below 2.5MWh for all cases.
4.2.3.2 Load Uncertainty
The following case studies investigate how the UC decisions are affected by load
uncertainty. Parameters of test system are the same as the base case, except that
the standard deviation of load forecasting error is valued from 0.01 to 0.07, of the
total demand.
The decisions corresponding to three representative load uncertainty levels are
shown in Fig. 4.8. As the electricity demand becomes more volatile, more units
are scheduled online to protect the system from possible load loss. The operating
cost rises because some expensive units are turned on to provide extra capacity
and this is why the expected total cost increases as shown in Fig. 4.9.
As the level of load uncertainty increases, it is observed that the loss of load
probability is always restricted under the upper limit αmax = 0.005, and the total
amount of EENS is constantly below 2MWh, shown by Fig. 4.10. It is also ob-
served that the probability of load loss and the EENS are almost non-increasing
as the level of load uncertainty increases. This is because the upper bound ap-











































Figure 4.8: Decisions in terms of on line unit numbers under different levels of
load uncertainty
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Simulated Expected Total Cost ($)
Simulated Expected Operating Cost ($)
Figure 4.9: Simulated total cost and operating cost under various failure rates
proximation and the Boole’s inequality used in the proposed reliability constraints
are quite tight. Thereby, the resultant decisions will be more conservative when
load fluctuation becomes the main contributing factor of uncertainty.
It should be noted that in practical power systems, the forecasting error of de-
mand alone is typically small, yet the usage of uncertain renewable energy sources













































Figure 4.10: Reliability performance of unit commitment decisions under different
levels of load uncertainty
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may greatly increase the level of system uncertainties. The combined impact of
uncertain load and renewable energy is usually modeled by the term net load [72],
which has similar stochastic nature as electricity demand. As a result, the pro-
posed approach can be easily extended to address the uncertainty of renewable
energy sources without major modification.
4.2.4 Computational Experience
The case studies above are all conducted on a one-area test system, containing 32
units. All problems are solved by CPLEX 12.4 on a Dell Latitude E6420, with
the relative dual gap set to be 0.1%. The solution time of these cases with various
of αmax is illustrated by Fig. 4.11. It is shown that the solution efficiency greatly
relies on the value of αmax. The largest solution time is approximately 450s, when
αmax = 0.003, and the fastest cases are solved within 50s.
In order to reveal the efficiency of this method on larger scale systems, extra
experiments are then conducted on a three-area test system. This system is at-
tained by replicating the one-area test system above three times and increasing
the total demand accordingly. The enlarged system contains 96 units, and outage
contingencies are represented by 23 scenarios. The solution time under different





















Figure 4.11: Solution time for the one-area test system under different reliability
requirements
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Figure 4.12: Solution time for the three-area test system under different reliability
requirements
values of αmax is provided in Fig. 4.12, as the optimality gap is relaxed to be 0.5%.
It is observed that all cases are solved within no more than 20 minutes, so this
method might have the potential to solve problems with practical system sizes.
4.3 Summary
This chapter proposes a new formulation to solve the unit commitment problems
under uncertainties. The transmission equations are not considered because it
requires joint chance constraints to model the loss of load probability. The feasi-
bility set defined by joint constraints may not be convex, and multi-dimensional
integration is needed to calculate the joint probability of load loss, leading the
solutions intractable [38].
The main contribution of this chapter is to incorporate system uncertainties in
terms of generation unavailability and load fluctuation in the two-stage recourse
model efficiently. Instead of representing all uncertainties–both generation un-
availability and demand fluctuation–as a discrete set of scenarios, the generation
unavailability is modeled as a set of outage scenarios where the load uncertainty
is modeled as a loss of load probability constraint. This reliability constraint is
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then approximated using mixed-integer piecewise linear functions.
The advantage of this formulation is that it allows the operator to adjust the
level of conservatism in UC scheduling by adopting proper reliability requirement,
which is expressed by the probability that load loss occurs in the decision period.
This provides a decision making tool for the system operators to trade-off relia-
bility and cost in the UC problem. The proposed formulation has a much smaller
problem dimension as compared to the two-stage recourse model and can be solved
in a timely manner even though the formulation requires some extra binary deci-
sion variables. Case studies on both a 32-unit and a 96-unit system suggest that




Adjustable Robust Optimization Approach for
Unit Commitment under Uncertainty
Besides stochastic programming, robust optimization is an alternative method for
optimization under uncertainty, which is becoming increasingly popular in recent
years. This method searches for the optimal solution that protects systems a-
gainst all possible uncertainty within a deterministic uncertainty set [43]. The
main advantage of this approach is that the robust decision can be obtained with-
out knowing the exact underlying probability distribution [42]. This feature is
particularly appealing in a system affected by multiple sources of uncertainties
and where the true underlying distribution of the randomness is difficult to esti-
mate, if not impossible. The solution of robust counterpart under various types
of uncertainty set has been explored by [45–47].
For multi-stage decision-making, a subset of decisions is allowed to adjust af-
ter the realization of uncertainty. This wait-and-see feature can be captured by
the adjustable robust optimization model, leading to less conservative solution-
s [48,49]. Such advantage is achieved at higher computational cost as the recourse
actions are affected by both the first-stage decisions and uncertainty realization-
s [48, 49]. Problems in this category are usually solved by the affine adjustable
scheme which simplifies recourse decisions to be affine functions of uncertain pa-
rameters [50] or cutting-plane algorithms [53] that exploit the special structure of
the recourse problem.
Robust optimization has recently been used to solve UC problems. An N −
K security criterion is applied in [54] to handle unit outages in UC scheduling.
The adjustable two-stage robust counterparts are employed in [55–57] to address
random net nodal injections. The robust UC models in [54,56], however, are based
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on single-bus assumptions so the effects of flow congestions are not considered.
Further studies are required to address the combined impact of unit outages and
load uncertainty, which can be considered as the main uncertain factors in UC
problems as evident in [4].
5.1 A Two-Stage Adjustable Robust Optimization Formu-
lation for Unit Commitment Problem under Uncer-
tainty
The adjustable robust UC model is formulated following a typical two-stage decision-
making process, which has already been utilized in previous chapters. UC decisions
are made in the first stage, prior to the realization of uncertainty. The economic
dispatch decisions are determined after the observation of uncertain data, hence
the name adjustable. It should be noted that although in practical operations,
uncertainties are realized in a multi-stage manner, dispatch decisions can be eas-
ily adjusted in real time, so it is normally assumed perfect information in the
second-stage problem to avoid high computational cost [4, 34, 41, 55, 60, 61]. The
proposed robust model is similar to the two-stage stochastic program [4, 71]. In-
stead of using the expected cost over all scenarios as the objective, however, this
formulation minimizes the total cost under the worst-case realization within a s-
elected uncertainty set. The uncertainty set controls the protection level of the
optimal decisions by requiring little information on probability distribution and
only the range of uncertain parameters are needed. Detailed explanation of uncer-
tainty sets is provided in the subsection below, followed by the formulation of the
two-stage robust UC and its equivalent form that can be solved by mixed-integer
programming (MIP) solvers in an iterative manner.
5.1.1 Uncertainty Set
An important feature of robust optimization is that it models uncertainty by a
deterministic realization set called uncertainty set. The protection level of the
UC decisions is controlled by the parameters of the uncertainty sets. In this
chapter, we mainly consider two types of uncertainty namely the unavailability of
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generators and the variability of demand. The former type is generally discrete in
nature, while the latter is usually continuous [4], so these two types of uncertainty
are modeled separately in the uncertainty set.
For generator unavailability, it is assumed that a generator is either working
or in a failure state. A binary variable zgnt is used to indicate the availability of
a unit, which equals one if the unit n is unavailable during period t, and zero
otherwise. Let gnt be the power production of unit n at time step t when it is
functional, the corresponding power output under outage uncertainty, denoted by
pgnt, is expressed as (5.1).
pgnt = (1− zgnt) · gnt, ∀n, t (5.1)
For load uncertainty, the random electricity demand pdmt at busm during period
t is defined as (5.2).
pdmt = D¯mt + z
d
mt · Dˆmt, ∀m, t (5.2)
where D¯mt is the mean value of load, and Dˆmt is the bound of demand variation.
zdmt should be an uncertain factor ranging from minus one to one. Note that the
robust method only considers the worst-case cost, while scenarios with demand
lower than the mean value D¯mt mostly yield lower dispatch cost, assuming that
the transmission line congestions are not the main concern, so they are unlikely to
be the worst cases. The optimal robust solution would remain unchanged if such
scenarios are omitted from the uncertainty set. We will also discuss this aspect in
future work section of Chapter 6. As a result, zdmt in this chapter is defined as an
uncertain factor between zero and one, i.e. the uncertainty set only considers pdmt
larger the mean value.
The feasibility region of zgnt and z
d




zgnt ≤ K, ∀t ∈ [1, T ] (5.3)
M∑
m=1
zdmt ≤ D, ∀t ∈ [1, T ] (5.4)
∀zgnt ∈ 0, 1, ∀zdmt ∈ [0, 1], ∀n ∈ [1, N ], m ∈ [1,M ], t ∈ [1, T ] (5.5)
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This uncertainty set considers scenarios with up to K unit outages, i.e. a
typical N − K security criterion is used to address outage contingencies. The
other integer parameter D, known as the budget of uncertainty, is used to manage
load uncertainty. This idea is firstly introduced by [46], and has been applied
in [53, 55]. Note that if D is an integer, the worst-case scenario can always be
expressed by binary uncertainty factor zdmt. The proof is provided in Appendix
D. This feature allows us to define zdmt in the uncertainty set (5.4) as binary
variables, implying that the random demand pdmt is either the mean value D¯mt,
or the incremental value D¯mt + Dˆmt. When K and D are set to be zero, the
uncertainty set includes only one nominal scenario so this model is equivalent to
a deterministic formulation without any protection against uncertainty. Larger
values of K and D incorporate more adverse scenarios into the uncertainty set,
yielding decisions with higher levels of conservatism and thus higher reliability
and operating costs.
This N − K criterion can protect systems against generator failures even if
probability distributions are unknown. However, it tends to be over-conservative
when the information of failure probability is accessible. This is because the worst
contingency considered by the robust counterpart is most likely to be the case that
the cheapest generators or the ones with largest capacities are in the outage state,
even if these units are extremely reliable. An αcut criterion is therefore proposed
to enhance the total operating efficiency by involving information of probability
distributions into the formulation. This criterion generates an uncertainty set that








(1− P un )(1−znt) ≥ αcut, ∀t ∈ [1, T ] (5.6)




znt · log (P un ) +
N∑
n=1
(1− znt) · log (1− P un ) ≥ log (αcut), ∀t ∈ [1, T ] (5.7)
Equivalently, the linear constraints are formulated as (5.8).
N∑
n=1










), ∀t ∈ [1, T ] (5.8)
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The uncertainty set covers a larger region and generates more conservative
decisions if small values of αcut are applied. Larger value of αcut generates a
smaller uncertainty set that excludes some very adverse outage scenarios with
probability lower than αcut, and thus yielding less conservative solutions.
The uncertainty set of realization factors zgnt and z
d
mt, denoted by Zt, is there-






















zdmt ≤ D, zgnt, zdmt ∈ {0, 1}, ∀n ∈ [1, N ], m ∈ [1,M ]
}
,
∀t ∈ [1, T ] (5.9)
It can be seen from the discussion above that system uncertainties are modeled
by the uncertainty set (5.9), particularly by the parameters K, αcut, and D. The
performance of yielded decisions under uncertainty is therefore greatly determined
by the selection of these parameters.
The first parameter K indicates the maximum number of unit outages consid-
ered in the uncertainty set, or known as the N −K security criterion [54,70]. The
most frequently used security policies are N − 1 or N − 2 criterion [64], because
the chance of having more than two unit outages in a short period of time is too
low to have a significant impact on system operation.
The parameter αcut is used when the failure probability of each unit can be
identified. Since the value of αcut is intuitively related to the probability of a con-
tingency scenario, system operators can easily adjust this parameter according to
the desired level of conservatism. For instance, if αcut is chosen to be 10−3, scenar-
ios with probability lower than this value will be excluded from the uncertainty
set, and the system is protected against the remaining contingency scenarios.
The uncertainty of load is managed by the parameter D. The value of D
can be assigned by utilizing the probability bounds technique proposed by [47],
assuming that the randomness of load at each bus is probabilistic independent.
If the independency assumption does not hold, which is likely to happen in the
context of power system operation, a better tool for deciding the value of D based
on accessible historical data needs to be developed, which is out of the scope of
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this thesis. It will be discussed briefly in the future work section of Chapter 6.
5.1.2 Two-Stage Robust Adjustable UC Formulation
Similar to stochastic programming models, the overall UC problem is formulated
based on a two-stage decision process. The first-stage problem determines the UC












where Snt is the start up or shut down cost of unit n, at time step t, defined
by constraints (2.7), and M denotes the feasible region defined by the minimum
up or minimum down time constraints [7]. The function Q(u, z) represents the
economic dispatch problem under realization z and is formulated as (5.11)-(5.16).











s.t. Gminnt · unt ≤ gnt ≤ Gmaxnt · unt, ∀n ∈ [1, N ], t ∈ [1, T ] (5.12)
(g ,u) ∈ R (5.13)
(θ,pg, l) ∈ H(pd) (5.14)
pgnt = (1− zgnt) · gnt, ∀n ∈ [1, N ], t ∈ [1, T ] (5.15)
pdmt = D¯mt + z
d
mt · Dˆmt, ∀m ∈ [1,M ], t ∈ [1, T ] (5.16)
The objective function (5.11) is the summation of generation cost function
Gnt, approximated by linear functions in the form of (2.8), and the cost of load
loss lmt. The dispatch decisions are also subject to ramp rate limitations (5.13),
and network constraints expressed by a DC power flow model (5.14). Load loss
l is placed in the power flow equation to ensure that the recourse problem is
always feasible for any given first-stage decision u. Equations (5.15)-(5.16) model
generator unavailability and load variability respectively. There is no spinning
reserve requirement, as pointed out by [57] that the amount of reserve is implicitly
determined by the parameters of uncertainty sets.
Since the recourse decisions are adjustable, this type of robust counterpart is a
max-min formulation and a saddle-point problem, neither linear nor convex [53].
It is quite challenging to solve, especially when uncertain data appears in both
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Figure 5.1: Approximated network model
the constraint coefficients (5.15) and the right-hand-side parameters (5.16). The
recourse problem Q(u, z) is reformulated in the next subsection as an equivalent
form which can be directly solved by the MIP solvers.
5.1.3 Equivalent Formulation of the Second-Stage Econom-
ic Dispatch Problems
The economic dispatch problem is reformulated in this subsection, so that all
constraints are deterministic, and only the objective function is affected by the
uncertainty factors z. This reformulation is performed by exploiting the fact that
the uncertainty factors z are all binary and the violation of constraints can be
equivalently expressed as extremely high cost in the objective function.
Such a second-stage recourse model is based on the approximated network
model, depicted by Figure 5.1. Similar to reference [34] and [1], unit outages are
considered as demand increase, denoted by cnt, which equals to the capacity loss
at the corresponding generator buses. From equation (5.1), the power output of
a unit n at time t under uncertainty i.e. pgnt should be within the range shown by
(5.17).
0 ≤ pgnt ≤ gnt, ∀n ∈ [1, N ], t ∈ [1, T ] (5.17)
Let y t denote the dispatch decisions at time step t, the recourse cost of a unit
n under realization zt can be expressed as Cgnt, shown in (5.18).
Cgnt(y t, zt) = (1− zgnt) · qnt + zgnt · Vl · (cnt + pgnt − gnt)
+ (1− zgnt) · µ · (gnt − pgnt), ∀n ∈ [1, N ], t ∈ [1, T ] (5.18)
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where µ is a sufficiently large constant. If zgnt equals one, meaning that the unit n
is in a failure state, the generation cost is excluded from the recourse cost function
and Cgnt is the cost paid for power deficiency cnt + pgnt − gnt, illustrated by Figure
5.1. If the unit n is available i.e. zgnt equals zero, this function is the generation
cost of the unit n. Note that if unit n is available, the optimal solution should try
to enforce gnt = p
g
nt, otherwise extremely high violation cost is caused due to the
last term of the recourse cost function Cgnt, defined by (5.18).
On the demand side, constraint (5.2) implies that the random electricity de-
mand pdmt is within the range shown by (5.19).
D¯mt ≤ pdmt ≤ D¯mt + Dˆmt, ∀m ∈ [1,M ], t ∈ [1, T ] (5.19)
Recourse cost function of a load bus m during the time step t denoted by Cdmt
is then expressed as (5.20).
Cdmt(y t, zt) = zdmt · Vl · (D¯mt + Dˆmt − pdmt), ∀m ∈ [1,M ], t ∈ [1, T ] (5.20)
This model implies that if zdmt equals zero, the optimal solution ensures that
pdmt is the same as D¯mt, so that the generation cost is minimized. If z
d
mt equals
one, i.e. demand is increased by Dˆmt at bus m, Cdmt becomes the cost due to power
deficiency D¯mt + Dˆmt − pdmt.
We can reformulate the dispatch problem by combining the cost from both
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(1− zgnt) · Gn(gnt, unt) +
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n=1























s.t. Gminnt · unt ≤ gnt ≤ Gmaxnt · unt, ∀n ∈ [1, N ], t ∈ [1, T ] (5.22)
(g ,u) ∈ R (5.23)
(θ,pg, l) ∈ H(pd) (5.24)
cnt = unt ·Gmaxnt , ∀n ∈ [1, N ], t ∈ [1, T ] (5.25)
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0 ≤ pgnt ≤ gnt, ∀n ∈ [1, N ], t ∈ [1, T ] (5.26)
D¯mt ≤ pdmt ≤ D¯mt + Dˆmt, ∀m ∈ [1,M ], t ∈ [1, T ] (5.27)
Uncertainty constraints (5.15) and (5.16) are replaced by deterministic inequal-
ities (5.25) and (5.27). Equation (5.25) implies that the capacity loss cnt should
be zero when unit n is turned off at time step t. Note that there is no uncer-
tain constraint in Q(u, z), and uncertainty factors z only appear in the objective
function (5.21). The overall two-stage problem can be solved by a cutting-plane
algorithm presented in Section 5.2.
5.2 Solution Method
The proposed UC model is expressed in a compact matrix formulation as follows.
min cTx +Q(x)
s.t. Ax ≤ b (5.28)
where x is a vector of the first stage decisions, and the function Q(x) is the
worst-case recourse cost over all realizations in an uncertainty set Z. Suppose
that Q(x, z) is the recourse problem under a realization z, and y represents the
economic dispatch decisions that are determined after the observation of uncertain
data z. Both the dispatch problem Q(x, z) and the worst-case recourse problem















In the adjustable robust counterpart (5.29), q0 is a vector representing the
nominal objective function, and Qˆ is a constant matrix expressing the shifts from
the nominal case. Y(x) denotes the feasible set of the recourse decisions y defined
by the deterministic constraints of the reformulated dispatch problem. Uncertainty













The recourse problem Q(x, z) is a complete recourse and it is also bounded
because the dispatch cost is always nonnegative. We can always find a feasible
dual solution λ to the problem Q(x, z). A nonempty feasible set of λ denoted by
D(z) can be derived from (5.29) and (5.31) as follow.
D(z) =
{
λ : W Tλ ≤ q0 + Qˆz, λ ≤ 0
}
(5.32)
By replacing the inner problem Q(x, z) by its dual, we can transform the
original sub-problem Q(x) to the problem (5.33).
Q(x) = max
z∈Z








which is equivalent to the following MILP problem.
Q(x) = max (d −Tx)Tλ
s.t. W Tλ− Qˆz ≤ q0
Hz ≤ h
λ ≤ 0
∀zi ∈ {0, 1} (5.34)
A Benders cutting-plane algorithm is then applied here to solve the two-stage
robust counterpart (5.28) in an iterative manner. Let (λi, zi) be the optimal
solution to the subproblem (5.34), in the ith iteration, we have the master problem
expressed as (5.35).
min cTx + α
s.t. Ax ≤ b
λ
T
i Tx + α ≥ λTi d, ∀i ∈ [1, I]
α ≥ 0 (5.35)
The proof that the third line of (5.35) is a supporting hyperplane of Q(x) is
given in Appendix E. The objective value of master problem (5.35) constitutes
a lower bound of the problem (5.28). If (x∗, α∗) is the optimal solution to the
problem (5.35) and α∗ = Q(x∗), then x∗ is the global optimal solution to the
problem (5.28).
72
The overall algorithm proceeds as follows.
Step 0: Choose a convergence tolerance ǫ and the maximum number of iter-
ations, and set lower bound L = 0, and upper bound U = +∞, and I = 0.
Step 1: Solve the master problem (5.35). Let (xI , αI) be the solution to master
problem at the I th iteration, and update the lower bound as L = cTxI + αI .
Step 2: Based on the master problem solution xI , solve the equivalent MILP




cTxI + (d −TxI)TλI , U
}
(5.36)
If the upper bound is changed, update x∗ = xI .
Step 3: if the relative gap (U −L)/L is smaller than the predefined tolerance
ǫ, or if the maximum iteration is reached, return the solution x∗, otherwise, set
I = I + 1, and return to Step 1 for the next iteration.
Note that this procedure is the same outer linearization technique used in
the L-shaped algorithm for solving two-stage stochastic programming problems,
which converges to the global optimal solution in a finite number of steps [62].
The difference between the two is that the L-shaped algorithm solves recourse
problems for all scenarios to gain the expected cost and to generate feasibility and
optimality cuts, but the adjustable robust optimization method considers only one
recourse problem under the worst case realization.
5.3 Case Studies
Several case studies are conducted in this section to evaluate the performance
of the proposed robust optimization method in terms of system reliability and
total costs. We also compare the robust optimization solutions to the stochastic
programming solutions under different distribution assumptions.
We first conduct the study on a small 14-bus test system, so that important
features of the robust formulation can be better demonstrated. The system di-
mension allows exhaustive enumeration of all scenarios, so the proposed robust
method can be compared with the classic stochastic model, and the exact perfor-
mance metrics can be calculated by simulations under various conditions.
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We then extend the study to a larger system IEEE Reliability Test System
(RTS-1996) to further verify our findings and to show computational experience.
This test system is a common test system for reliability analysis where the failure
rates of generating units, transmission lines as well as demand uncertainties are
provided. The system state space is too large for exhaustive enumeration thus we
perform Monte Carlo simulation to evaluate performance metrics.
5.3.1 IEEE 14-Bus Test System
This small 14-bus system contains five units and eleven load buses. The detailed
data is provided in Appendix B. We first find the optimal decisions from the
stochastic programming (SP) model described in Chapter 3 as a benchmark for
comparison. The value of load loss (VOLL) is set to be $3000/MW .
In all case studies, we mainly focus on the expected total cost, indicating the
economic benefit of the obtained decisions, and the expected energy not served
(EENS). These performance metrics of a UC decision u are attained from dis-
patch simulation mentioned in Chapter 3. We perform two numerical tests with
generator outage and load uncertainty separately.
5.3.1.1 Generator Outages
Case studies below are used to analyze robust decisions under unit outage con-
tingencies. Electricity demand is assumed to be certain, so the parameter D is
constantly set to be zero. For simplicity, it is also assumed that all five generators
have the same failure probability P un , and each unit outage event is statistically
independent. We only consider the N −K security criterion, and αcut is constant-
ly set to be zero. The benchmark case solves the stochastic programming model,
with failure probability P un set to be 0.05. In this case study, we can enumerate all
32 outage scenarios i.e. the scenario set for the stochastic programming problem
is identical to the one used for dispatch simulations.
Table 5.1 shows the results of all UC decisions assessed by simulations under
failure probability P un = 0.05. It can be seen that the stochastic solution yields
the lowest expected total cost because the probability distribution used for solving
the stochastic UC problem is the same as that of the dispatch simulation. The
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impact of unit outages on expected cost is therefore most accurately modeled by
the stochastic model.
The robust method uses the worst case expenses other than the expected total
cost as the criterion, yielding higher total cost. When K equals one, the expected
operating cost is only $24824.94, the lowest among all instances. However, the
EENS from simulation is much larger compared with the other cases, leading to
the highest total cost. The explanation is that the uncertainty set considering only
one unit outage is presumably too optimistic, and load loss is very likely to occur
under unprotected multi-outage contingencies. This is because the probability of
having more than one unit outage is 0.0226, which may be too high to maintain
reliable operation.
When the uncertainty set considers up to two unit failures i.e. K = 2, the
robust solution provides a higher level of protection. The probability of all unpro-
tected scenarios is merely 0.0012, much lower than the single outage uncertainty
set. As a result, the EENS from simulation decreases to 0.1209MWh, at higher
operating cost of $27946.47. The total cost is about 0.36% higher than the bench-
mark case, the lowest among all robust solutions. Even higher reliability can be
attained when K = 3. In this case, all units are required to be committed, so the
expected operating cost is the highest, and the EENS drops to only 0.0659MWh.
The results in Table 5.1 suggest that the trade-off between economic efficiency
and system reliability can be well controlled by uncertainty sets specified by the
parameter K. If K is properly chosen, the robust solutions may be almost as
efficient as the stochastic method. This uncertainty set should be easier to repre-
sent randomness in large-scale power systems, because it does not require detailed







SP P un = 0.05 27361.52 0.2819 28207.35
K = 1 24824.94 3.9090 36552.02
RO K = 2 27946.47 0.1209 28309.21
K = 3 28927.23 0.0659 29124.98
Table 5.1: Dispatch Simulations under P un = 0.05
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Table 5.2 provides the results of dispatch simulations under various failure
probabilities P un , showing the robustness of UC decisions. The expected total cost
of stochastic decision is increased by 20.03% as the failure probability P un varies
from 0.025 to 0.100. For robust method, the robustness is also determined by
adopting different uncertainty sets. When K equals one, despite the low oper-
ating cost, the expected total cost is more than doubled as P un increases. This
significant increase is because the selected uncertainty set does not provide suffi-
cient protection against different distributions. As P un varies from 0.025 to 0.100,
the probability of all unprotected multi-outage scenarios is changed from 0.0059 to
0.0815. As a result, the probability of load loss as well as the EENS may increase
considerably, leading to significant cost variation.
When K = 2, the RO decision has better robustness against different probabil-
ity distributions. The difference in total cost due to different failure probabilities
drops to 11.41%, which is smaller than the stochastic solution. It is also observed
that if P un is larger than 0.05, i.e. the generators are less reliable than anticipat-
ed by the stochastic model, this robust solution yields lower expected total cost.
Larger value of K leads to even better robustness at the expense of higher oper-
ating cost, shown by the fifth column of Table 5.2. The expected total cost of this
case is only increased by 6.68% under different P un .
The above results show that the scenario-based stochastic programming method
greatly relies on the data of failure probabilities to make decisions. When such




n = 0.05 K=1 K=2 K=3
0.0250 27470.49 27710.62 27957.13 28925.87
0.0375 27744.92 31394.50 28079.36 28994.15
0.0500 28207.35 36552.02 28309.21 29124.98
0.0625 28908.58 43191.07 28687.04 29345.20
0.0750 29900.82 51319.20 29255.61 29684.82
0.0875 31237.53 60943.65 30060.03 30176.95
0.1000 32973.42 72071.34 31147.64 30857.72
Table 5.2: Expected Total Cost under Various Failure Probabilities ($)
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may be quite unstable. The proposed method can adjust the robustness of solu-
tions by adopting proper values of the parameter K, without strong assumptions
on the failure probability of each generator. Better robustness performance can
be achieved at slightly higher cost if the uncertainty set is appropriately specified.
5.3.1.2 Load Uncertainty
Similar analysis is conducted to analyze the impact of load uncertainty. It is
assumed that generators are perfectly reliable, so the parameter K is set to zero.
The demand is twice as much as the previous cases so that the influence of load
uncertainty can be highlighted.
We first find the solution to the stochastic UC model as a benchmark assum-
ing that electricity demand follows the normal distribution with relative standard
deviation (RSD) set to 0.05. This continuous distribution function is then approx-
imated by fifteen discrete scenarios. For all robust models, the demand increase
Dˆmt is set to be three times of the standard deviation, or 15% of the mean D¯mt.
Both the stochastic and robust solutions are assessed by aforementioned dispatch
simulations subject to load uncertainty.
Table 5.3 shows the simulation results under the same load distribution used
in the stochastic model. Similar to previous cases, the stochastic solution has
the lowest total cost, because system uncertainties are accurately modeled by the
scenario-based method. For the robust cases, when D equals zero, the uncertainty
set contains only one nominal scenario, so the system is unprotected. This robust







SP RSD= 0.05 47510.98 0.0805 47752.40
D = 0 46934.72 10.5377 78548.02
D = 1∼4 47375.98 0.1280 47759.86
RO D = 5∼7 47701.59 0.0251 47776.94
D = 8∼10 47891.71 0.0111 47925.19
D = 11 48011.44 0.0036 48022.31
Table 5.3: Dispatch Simulations under RSD= 0.05
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by the third row of Table 5.3. The level of protection against load uncertainty
is greatly improved, as D is set to be between one and four. The operating cost
is increased correspondingly, because more units are scheduled online to provide
extra generation capacity, and the EENS drops to 0.1280MWh. The resultant
total cost of this case is only 0.016% higher than the stochastic solution.
When D is set to be between five and seven, the robust decision becomes more
conservative than the stochastic benchmark case, demonstrated by the higher
operating cost and lower EENS. The expected cost as a whole is about 0.051%
higher than the stochastic decision. The operating cost in this case is increased
to $47891.71, and the EENS is reduced to 0.0111MWh. When D equals to the
total number of load buses i.e. D = 11, this robust problem is equivalent to the
deterministic formulation with demand increased by 15% for all load bus. This
solution is hence the most conservative among all robust decisions. The EENS is
only 0.0036MWh, but the operating cost is the highest.
Results above suggest that the degree of protection is well controlled by the
parameter D. Desired performance can be achieved if the parameter D is appro-
priately specified.
The parameter D also determines the robustness of UC decisions against the
change of load distributions. Table 5.4 provides the expected total cost of each
solution under various load distributions. For stochastic cases, the expected total
cost is increased by 37.38% as RSD is changed from 0.025 to 0.100. When normal,
uniform, and triangle distributions with the same relative standard deviation are
Load Distribution
Normal Uniform Triangle
RSD 0.025 0.050 0.075 0.100 0.050 0.050
SP RSD= 0.05 47498.53 47752.40 51893.88 65254.99 47510.38 47511.17
D = 0 56624.58 78548.02 107747.87 147977.72 80959.70 78343.90
D = 1∼4 47363.16 47759.86 53796.89 71586.38 47377.20 47377.40
RO D = 5∼7 47688.46 47776.94 50329.86 60047.15 47700.32 47701.11
D = 8∼10 47878.40 47925.19 49660.57 57010.12 47890.26 47891.05
D = 11 47998.39 48022.31 48899.20 53190.10 48009.91 48010.84
Table 5.4: Expected Total Cost under Different Load Distributions ($)
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used to express load uncertainty, the difference of total cost is about 0.509%. For
robust solutions, when D equals zero, the total cost varies considerably as the
probability distribution changes, because this uncertainty set imposes no protec-
tion against load uncertainty. Better robustness performance is achieved when D
is between one and four. It can be observed that this UC decision is more robust
against load distributions than the stochastic model, though the operating cost is
slightly higher.
The robustness performance is further enhanced as D is chosen to be between
eight and ten. The cost variation drops to 19.07% under distributions with various
RSD, and for different types of distributions with the same RSD, the change of
total cost is only 0.073%. When D equals eleven, though the robust solution
may be too conservative in the sense that it has the highest expected total cost
when RSD is no higher than 0.05, it shows the best robustness performance. The
difference of total cost caused by various load distribution is merely 10.82%, less
than one third of the stochastic solution.
These numerical tests show how the selected uncertainty set determines the
trade-off between economic returns and robustness performance. It is observed
that higher levels of robustness can be achieved by adopting more conservative
uncertainty sets, in terms of larger values of parameter D. If D is properly cho-
sen, the robust solution should have desired robustness against incomplete data of
load distributions. This is an attractive feature for solving UC problems in large
power systems, where the distributions of demand, and particularly the correla-
tions between each load bus, are difficult to identify.
5.3.2 IEEE RTS-1996
Following numerical tests make UC decisions in 24-hour horizon for one area of
the IEEE RTS-1996 [59], consisting of 32 generators and 17 load buses. The
cost of No.6 oil is assumed to be $8.4/MMBTU, and No.2 oil is $15.17/MMBTU.
Coal and nuclear are $1.78/MMBTU and $0.6/MMBTU, respectively. The cost of
hydro power is assumed to be negligible when compared with thermal fuels, and
the VOLL is $3000/MW. Detailed data of generators, buses, and transmission
lines is given in the Appendix A.
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Unlike the small-scale case studies, it is impractical to enumerate all scenarios
for this 32-unit system. Robust optimization is thereby more effective than the
scenario-based stochastic method in modeling system uncertainties. Performance
metrics such as expected operating cost and EENS are calculated by Monte Carlo
simulations. Each simulation has 50000 randomly sampled realizations. According
to our numerical experiments, the sample size is adequate for our analysis as
repeated experiments yield consistent performance indices. The 99.5th percentile
of total cost is also calculated to show the cost variation and the performance of
UC decisions under adverse contingencies. One example of the 99.5th percentile















Figure 5.2: An example of the 99th percentile cost
5.3.2.1 Generator Outages
For evaluating the performance of robust UC decisions under outage contingencies,
Monte Carlo simulations are conducted assuming load is certain. Unit outage
events are sampled according to unit failure rates data in [59].
We first examine the performance of the N −K security criterion, so αcut and
D are set to be zero. The parameter K is chosen from zero to five, because in this
32-generator test system, contingencies with more than five unit outages almost
never occur.
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Figure 5.3 shows the simulation results in terms of expected total cost. Similar
to the previous case, when K equals zero, the decision is unreliable because the im-
pact of generator outages is not considered at all when making UC decisions. This
is demonstrated by the simulated EENS, shown in Table 5.5. When K is chosen
to be one, the EENS decreases considerably as all single-outage contingencies are
included in the uncertainty set, so the total cost is far lower than previous cases.
When K is larger than two, the EENS is already close to zero, but operating cost
steadily increases to protect systems against even more adverse contingencies in
the uncertainty set. The total cost hence grows higher, leading to a “V” shape
curve as the parameter K varies.
Figure 5.3 also suggests that when uncertainty set is properly chosen, UC
decisions are not likely to be affected by inaccurate information on failure prob-
abilities. In the case with K being zero, none of the unit outage is involved in
uncertainty set, so expected total cost greatly varies under different failure rates.
The robustness of decisions is greatly improved as K is assigned to be one, and
differences of expected total cost become trivial when K is larger than two. The
improvement of reliability and robustness against uncertainty is achieved at the
expenses of higher operating cost.




































Figure 5.3: Expected total cost under different generator failure rates resulting
from simulations
81
K FR ×0.5 FR ×1.0 FR ×1.5 FR ×2.0 FR ×2.5
0 142.004 293.812 448.776 615.857 769.448
1 2.349 9.056 24.340 37.832 60.965
2 0.002 0.110 0.250 1.098 1.770
3 0 0 0.005 0.023 0.177
4 0 0 0 0.017 0.009
5 0 0 0 0.001 0
Table 5.5: Expected Energy Not Served Under Generator Outage Contingencies
Estimated by Simulations (MWH)
Besides the expected total cost, it may be important to limit the cost under
severe contingencies particularly for risk-averse operators. In order to simulate
this scenario, the 99.5th percentile of the cost from Monte Carlo simulations is
shown in Figure 5.4. The plot shows how the level of risk-aversion is affected by
the parameter K. As anticipated, the total costs under adverse outage scenarios
are the highest when the parameter K equals zero, because this uncertainty set
only includes the nominal scenario. When K equals one, despite the low expected
total cost under various failure rates, the cost in adverse conditions is still quite
high. The 99.5th percentile of total cost is further decreased as K is chosen to be
two. When K is larger than three, even higher levels of protection are adopted,
but because the EENS is already close to zero, the reduction of the cost under
adverse outage contingencies becomes insignificant.
For the αcut security criterion, the parameter K is constantly set to be four,
because the αcut criterion will be inactive if K is too small. Numerical studies also
show that by setting αcut to be appropriate values, the number of outages under
worst contingency is automatically determined in a probabilistic manner.
This criterion is based on an assumption that the information of probability
distributions is accessible to the system operators, so MTTF used in the optimiza-
tion problem are the same as the simulations. Figure 5.5 shows results of cases
with different values of αcut.
When αcut = 10−9, the chosen uncertainty set is quite conservative in the sense
that it contains extremely adverse contingencies that are very unlikely to occur in
daily operations. The objective value of the robust optimization problems, which
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Obj. Values of UC Problems
Figure 5.5: Case studies with different values of αcut
indicates total cost under worst contingency within this uncertainty set, is hence
much higher than the 99.5th percentile cost. Such a conservative uncertainty set
results in very small cost variation but quite high operating cost. As the larger
values of αcut are applied, some of the most adverse contingencies are removed
from the uncertainty set because their probabilities are lower than the cut-off
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value αcut. The robust objective values are hence approaching the simulated 99.5th
percentile cost. The resultant UC decisions are less conservative, demonstrated by
the reducing total cost but larger cost variations. When αcut is around 10−4 and
10−3, the robust objective value is very close to the cost above 99.5th percentile,
meaning that the selected uncertainty set properly represents the outage state
space covering scenarios with approximately 99.5% probability. Such uncertainty
set can be considered as appropriate if system operators expect to protect the
system against contingencies with roughly 99.5% probability. Figure 5.5 also shows
an extreme case when αcut is set to be larger than 10−3. It is observed that
cost variation is quite large, and the 99.5th percentile cost is even much higher
than the objective value of the robust optimization problem, implying that the
selected uncertainty set underestimates the impact of unit outages. This operation
decision cannot very well protect the system against uncertainty because some
contingencies with high impact are excluded from the uncertainty set by tight
αcut constraints.
Figure 5.6 to Figure 5.9 show UC decisions and worst outage status under
different values of αcut. Note that these figures only illustrate the worst-case outage
contingencies at every time step. These contingencies are considered “worst” in
the sense that they have the greatest impact on system operation corresponding
to the unit commitment status during each time interval, so they should not be
viewed as the actual sequences of unit failure events. Take Figure 5.6 for example,
it suggests that the failure of the first 197MW unit is the worst-case outage at
the 9th hour. This result should not be regarded as the first 197MW unit fails at
the 9th hour and can be repaired and available in the next hour.
When αcut equals 10−9, this value is too small to have any effect on the un-
certainty set, and the maximum number of outages in this case is always four,
determined by N −K criterion. Such an uncertainty set contains some extreme-
ly adverse contingencies, as shown in Figure 5.6, in the worst contingency, the
maximum capacity loss is over 1200MW , so the resultant UC decision is quite
conservative, all units need to be turned on during most of the day. This is why
in Figure 5.5, the expected cost of this case is the highest. As αcut increases to be
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Figure 5.9: UC decision under worst contingency as αcut = 10−2.5
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fined by the αcut criterion, so the uncertainty set considers at most three outages.
UC decision, demonstrated by Figure 5.7, is thus less conservative, compared with
Figure 5.6. Figure 5.8 illustrates the case with αcut = 10−4.5. The worst contingen-
cy considers only two unit outages since worst scenarios are already excluded by
the αcut constraint, so there is no need to turn on expensive 20MW and 100MW
units during the operation horizon. The last case shown by Figure 5.9 is the lest
conservative one, with αcut = 10−2.5. Because the 400MW nuclear units are con-
sidered very reliable, they are removed from this uncertainty set by αcut criterion.
The worst contingency is the one with only one unit failure, so even more units
are allow to be scheduled off to reduce operating cost. However, the impact of
contingencies with probability lower than 10−2.5 is still considerably significant, so
UC decision this case has quite poor reliability and robustness performance.
5.3.2.2 Load Uncertainty
The impact of load uncertainty is investigated by the following case studies. The
demand is assumed to be random, while generators are perfectly reliable, so the
parameter K is constantly set to be zero. The load increment Dˆnt is selected to
be 10% of predicted demand. Because there are 17 load buses, budget of load
uncertainty D can only take integer values ranging from 0 to 17.
Expected total cost from simulations is shown in Figure 5.10. These tests
are conducted while assuming that electricity demand follows normal distribu-
tion with different relative standard deviations (RSD), and uniform, or triangle
distributions. Intuitively, when D = 0, systems are not protected against load
uncertainty at all, leading to high EENS, shown by Table 5.6. The total cost is
therefore the highest among all cases. When budget value D is set to be larger
than zero, systems are protected against all contingencies over more conservative
uncertainty sets, so EENS decreases substantially. Reduced EENS brings down
the cost paid for load loss, thus the total cost decreases correspondingly. Note that
when D is larger than 7, the influence of load loss is nearly negligible. Further
increasing D does not help much to reduce the cost of load loss, yet the operating








0 5.0444 17.3257 35.6191 8.4303 18.8563
1 0.5301 4.6232 13.2402 1.4058 5.1410
3 0.0004 0.1250 1.3201 0.0035 0.1296
5 0 0.0034 0.1894 0 0.0019
7 0 0 0.0154 0 0
9 0 0 0.0009 0 0
11 0 0 0.0007 0 0
13 0 0 0 0 0
15 0 0 0 0 0
17 0 0 0 0 0
Table 5.6: Expected Energy Not Served Under Load Uncertainty Estimated by
Simulations (MWH)
It is also observed that when D is small, expected total cost is very sensitive to
different probability distributions of load, yet by applying larger value of D, the
influence of load distributions becomes insignificant. In this case, the cost of cases
with different distributions is almost the same when D is larger than five. This
approach shows good robustness against incomplete information of the probability
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Figure 5.10: Expected total cost under different load uncertainty distributions
resulting from simulations
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Figure 5.11: The 99.5th percentile of the simulated total cost under different load
uncertainty distributions
distribution of load. By adopting appropriate values of the constant D, the robust
UC decisions may have very stable performance under different load distributions.
The 99.5th percentile of the cost from simulations is also plotted in Figure 5.11,
to show the different levels of risk-aversion. When the budget value D equals zero,
the costs in adverse conditions are extremely high. As D increase, the system is
protected by higher degrees of conservatism so the 99.5 percentile of total cost
decreases. When we compare with the case of D = 3, although the solution
yielded from the D = 5 uncertainty set may have slightly higher expected total
cost the cost under adverse scenarios is likely to be much lower than the D = 3
case. As a result, the decision from the D = 5 uncertainty set may be favorable
by the risk-averse operators. The 99.5 percentile of cost stops decreasing when
D is larger than seven, because the EENS drops to nearly zero, shown by Table
5.6, and increasing the level of protection no longer reduces the cost of load loss
in adverse scenarios.
5.3.2.3 Combined Uncertainty
Figure 5.12 displays the expected total cost from simulations and the objective
values of robust optimization problems, as parameter K is set to be zero. The
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former plot is used to indicate the overall economic performance of UC decisions,
while the latter shows the total cost under the worst realization in the selected
uncertainty sets. Upper and lower bounds indicating the 99.5th and the 0.5th
percentile of the simulated costs are also plotted as intervals, illustrating the range
of the operating costs.
As exhibited by Figure 5.12, when K equals zero, these uncertainty sets provide
no protection against outage contingencies. The robust solutions are thus very
unreliable, leading to extremely high total cost due to expensive load shedding. It
is also observed that the variations of cost are quite large. Especially when small
values of D are used, the 99.5th percentile upper bound is up to 20 million dollars.
Figure 5.13 displays the performance of robust decisions when N − 1 criterion
is adopted to address outage contingencies. Such uncertainty sets protect systems
against all single-outage contingencies, so the cost related to load shedding is
greatly reduced. This point is supported by the fact that the cost variations,
mainly caused by expensive load shedding, are significantly reduced. The 99.5th
percentile of cost is mostly constrained under three million dollars, and as D
increases, the upper bound drops to about one million. The expected total cost
is also considerably decreased. Note that when the parameter D is set to be
between five and nine, the objective values from robust optimization problems are
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Figure 5.12: Simulation results under K = 0
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Figure 5.13: Simulation results under K = 1
very close to the 99.5th percentile upper bound, suggesting that the probability
of scenarios included in the uncertainty sets is very likely to be around 0.9995.
Higher levels of protection against uncertainty can be achieved by further in-
creasing parameters K and D, shown by Figure 5.14 and Figure 5.15. The expect-
ed total cost is higher than all previous cases, because more units are scheduled
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Figure 5.14: Simulation results under K = 2
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Figure 5.15: Simulation results under K = 3
online. The variations of total cost are much smaller, suggesting that the chance
of load loss is quite low, and the total costs of the worst scenarios in the select-
ed uncertainty set are much higher than the 99.5th percentile. This shows that
the uncertainty sets are very conservative, in the sense that they contain some
extremely adverse scenarios with very low probabilities.
Based on case studies discussed above, we may conclude that the level of
conservatism or the trade-off between economic benefit and reliability can be ef-
fectively adjusted by adopting appropriate uncertainty set. Just like information
of probability distributions to stochastic programming methods, the selection of
uncertainty set is crucial for achieving good performance by adjustable robust op-
timization approaches. The advantage of the latter is that in complex large-scale
power systems, it might be more practical to determine proper uncertainty sets
from historical data than identifying the exact probability distributions.
5.3.3 Computational Experience
This cutting plane algorithm used here is similar to the Benders decomposition
applied in stochastic programming problems. However, unlike stochastic models
which consider large numbers of scenarios in the second-stage, this formulation
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solves only one worst scenario at each iteration. In this chapter, extra optimality
cuts described in [73] addressing first-stage binary variables are generated at every
iteration to accelerate convergence. Moreover, the second-stage problem can be
decomposed into a number of independent sub-problems for every time step if
ramp-rate limits are relaxed [57], so that a multi-cut version of cutting-plane
algorithm can be used to further improve computational efficiency.
For cases tested on the IEEE 14-bus system, both the convergence gap and
the MILP relative gap are set to be zero so this algorithm converges to the global
optimal solutions. All 14-bus numerical cases presented in this chapter are solved
within seconds.
For the RTS-1996 cases, relative convergence tolerance of this cutting-plane
algorithm is 10−3. MILP relative gap of the master problem is set to be 10−4, and
that of the sub-problems is set to be 10−5. The maximum number of iterations is
assigned to be 50, but all cases converge within no more than fifteen iterations.
When K = 3, αcut = 0, and D = 1, the algorithm takes fourteen iterations to
converge, which is the most among all tests. The upper and lower bounds of this
case are illustrated by Figure 5.16, which empirically shows that this algorithm




































Figure 5.16: Convergence trend of the case with K = 3, αcut = 0, and D = 1
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αcut 10−9 10−8 10−7 10−6 10−5 10−4.5 10−4 10−3.5 10−3 10−2.5
Time 7.84 15.27 36.61 9.76 14.60 123.25 26.95 9.41 7.32 24.68
Table 5.7: Solution Time of Robust UC Problems when K = 4 and D = 0 (s)
K=0 K=1 K=2 K=3
D=0 34.04 16.47 23.92 17.77
D=1 38.37 67.57 85.75 37.02
D=3 83.61 126.69 69.86 24.80
D=5 91.71 67.78 143.45 50.48
D=7 204.75 136.38 117.41 52.61
D=9 108.92 69.15 68.94 33.68
D=11 63.70 33.58 42.91 32.51
D=13 43.93 57.23 29.15 21.67
D=15 189.90 12.54 17.08 10.67
D=17 137.19 6.29 14.16 5.62
Table 5.8: Solution Time of Robust UC Problems when αcut = 0 (s)
converges in finite steps.
The solution time for the IEEE RTS-1996 cases is illustrated in Table 5.7 and
Table 5.8. It can be seen that most problems can be solved within one or two
minutes. The longest solution time appears when K = 0, αcut = 0, and D = 7,
and this case takes roughly three minutes to converge.
5.4 Discussion on Alternative Adjustable Robust Unit Com-
mitment Formulations Considering the Nominal Sce-
nario
The two-stage adjustable robust unit commitment formulation presented above
only considers the total cost under the worst-case realization. It can be expressed












It is possible to formulate the robust UC problem in an alternative fashion,
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Snt(un) + ν ·max
z∈Z
Q(u, z) + (1− ν) ·Q(u,0)
}
(5.38)
The objective function is the weighted summation of total cost in the nominal
and worst-case scenarios. Constant ν is between zero and one, which controls
the impact of the worst-case contingency on UC decisions. Because the dispatch
problem under nominal realization, represented by function Q(u,0), is a deter-
ministic problem, and it does not change the structure of the adjustable robust
counterpart, this two-stage problem can be solved using the same cutting-plane
algorithm provided above.












Formulation (5.39) suggests that the objective function consists of the nominal
total cost, and a penalty term of the difference between the worst-case and the
nominal-case total cost. The impact of the cost variation is determined by the
penalty factor ν.
Instead of including the worst-case total cost in the objective function, we can
restrict the worst-case recourse cost by some hard constraints, and these types of





















Problem (5.40) indicates that the worst-case dispatch cost is strictly below a
pre-selected value Cmaxr , and (5.41) enforces the worst-case dispatch cost is no
higher than the nominal case by a fraction of ς. Both types of formulations can
be expressed as the compact matrix form.
min cTx
s.t. Ax ≤ b
Q(x)− vTx ≤ V (5.42)
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The feasible sets Z and Y are in the linear form, shown by (5.44) to (5.45).
Z =
{





y : Wy ≤ d −Tx,y ≥ 0
}
(5.45)
This problem can be solved by a similar cutting-plane procedure as the algo-
rithm mentioned above. The master problem of the algorithm at the I th iteration
is shown by (5.46).
min cTx
s.t. Ax ≤ b
λ
T
i Tx + v
Tx ≥ λTi d − V, ∀i ∈ [1, I] (5.46)
The corresponding sub-problem is the same as the MILP formulation (5.34),
and the overall algorithm procedures as follows.
Step 0: Choose the maximum number of iterations.
Step 1: Solve the master problem (5.46). Let xI be the optimal solution to
master problem at the I th iteration, and update solution x∗ = xI , and objective
value as cTx.
Step 2: Based on the master problem solution xI , solve the MILP sub-problem
(5.34).
Step 3: If the objective value of the sub-problem equals zero, or if the max-
imum iteration is reached, return the solution x∗, otherwise, set I = I + 1, and
return to Step 1 for the next iteration.
It can be seem that like the previous cutting-plane algorithm, this method is
also a special case of Benders decomposition. The only difference is that the previ-
ous version of algorithm generates optimality cuts to update the master problem,
while this method generates feasibility cuts to obtain robust decisions.
This section has discussed several alternative adjustable robust UC formula-
tions that not only consider the worst-case total cost, but also incorporate the
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nominal scenario into the decision-making process. It is shown that the proposed
method is flexible implementation, and can be applied to UC problems under
uncertainty in different manners.
5.5 Summary
This chapter proposes a two-stage adjustable robust optimization approach to
solve unit commitment problems. Generator failures and load uncertainty are both
incorporated into the optimization problem, and the total cost under the worst
realization within a selected uncertainty set is minimized. The overall problem
is solved by a two-stage cutting-plane algorithm, which converges to the globally
optimal solution within reasonable time.
Case studies on a small 14-bus test system show that the conservatism level
of robust decisions can be well controlled by the parameters of uncertainty sets.
If the uncertainty set is properly specified, the robust method may attain desired
economical and reliability performance. This robust method is also compared
with the stochastic programming model. One advantage of the robust method is
that it requires little information on underlying probability distributions. Another
benefit is that the level of robustness against various distributions can be adjusted
by uncertainty sets. These features may be quite appealing in large-scale power
systems, because the detailed data on outage probability or load distributions is
usually inaccessible and it may be impractical to accurately model the combined
impact of uncertainty by scenario-based methods. We also performed similar
analysis to a larger IEEE RTS-1996 test system to further investigate the behaviors
of robust decisions under the influence of both unit outages and load uncertainty.
The results show that our method has consistent performance on different systems.
In section 5.4, we discussed some alternative robust formulations for UC prob-
lems. These formulations consider both the nominal-case scenario and the worst-
case scenario, so the resultant decisions may be more balanced. In addition, a
cutting-plane algorithm similar to one described in Section 5.2 can be used to




Conclusion and Future Work
6.1 Conclusion
This thesis mainly addresses unit commitment (UC) problems in the presence of
uncertainties. Various types of uncertainty in power systems, such as forced out-
ages of generators, forecasting errors of electricity demand and renewable genera-
tion, are incorporated into the decision-making procedure by effective uncertainty
modeling approaches, e.g., stochastic programming and robust optimization. Ex-
tensive numerical studies have been conducted to evaluate the performance of
yielded UC decisions, providing insights into reliable power system operations.
In Chapter 2, we have firstly presented a deterministic UC model, as a bench-
mark. This deterministic model was mainly used to demonstrate the generator
constraints (such as generation capacity, ramp-rate limits and minimum up/down
time constraints), and system-wide constraints (power balance, power transmis-
sion limitations, and reserve requirements). The detailed mathematical formu-
lation, expressed as a mixed-integer linear programming (MILP) problem, was
given. Case studies were provided to explore the performance of deterministic
UC decisions. The computational cost of this formulation was demonstrated by
implementing it on systems with different sizes.
In Chapter 3, a two-stage stochastic model for UC scheduling has been dis-
cussed. Compared with the deterministic model, decisions produced by this
method generally have higher economic efficiency, in terms of the lowest expected
total cost. However, it is also observed that stochastic programming approaches
tend to yield much higher computational cost, due to the increased problem sizes.
Another focus of this chapter was therefore to explore decomposition algorithms
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that promote the computational efficiency of stochastic UC problems. Particu-
larly, we have tested the multi-cut version decomposition algorithm with different
levels of aggregation in solving two-stage stochastic UC problems. Numerical case
studies suggest that the computational cost is greatly decreased if the number of
optimality cuts is properly specified. These findings might provide guidelines for
solving large-scale stochastic UC problems.
The stochastic model discussed in Chapter 3 has been extended in Chapter 4.
This chapter proposed a new formulation that addresses generator unavailability
and load uncertainty when making UC decisions. Unlike the classical stochastic
model described in Chapter 3, which represented both types of uncertainty as
discrete scenarios, this UC formulation expressed generator outages in a scenario-
based manner, while protecting system against load uncertainty by a set of relia-
bility constraints. The advantage of this method is that it allows the operator to
adjust the level of conservatism in UC scheduling by adopting proper reliability
requirements, in terms of the loss of load probability occurring in the operation
horizon. Besides, this formulation has a much smaller size, compared with the
model in Chapter 3, because the number of scenarios is greatly reduced. Numer-
ical experiments conducted on both a 32-bus and a 96-bus system suggest that
this method has the capability to solve UC problems for practical large systems.
It should be noted that the stochastic programming methods discussed in
Chapter 3 and 4 rely on the detailed information on the probability distribution
of uncertain system parameters to make decisions. However, in large-scale, highly
complicated power systems, such distribution data may be extremely difficult to
identify.
A new adjustable robust optimization approach for UC decision-making under
uncertainty is therefore proposed in Chapter 5, to overcome this obstacle. Un-
like the stochastic programming approaches discussed in previous chapters, this
robust optimization approach models uncertainty by a deterministic uncertainty
set, which only requires mild assumptions on probability distribution. Besides, this
robust optimization method is superior to the stochastic programming formulation
with reliability constraints, discussed in Chapter 4, in that it considers the influ-
ence of power flow and transmission congestions, and it effectively incorporates
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the impact of both generator failures and load uncertainty into the optimization
formulation. Consequently, this method is expected to produce solutions with
better accuracy in a practical operation environment. In addition, a two-stage
cutting-plane algorithm has been designed to solve this robust counterpart, which
converges to the global optimum within reasonable time. The advantage of this
robust model is that both stages of the robust counterpart are in MILP forms,
and can be directly solved by commercial MIP solvers. It is demonstrated by
case studies that the robust UC decisions had desired robustness and reliability
performance when system uncertainties are properly modeled by the uncertainty
set. Finally, some alternative formulations that incorporate the nominal case into
the UC problems are also discussed in this chapter, suggesting that this robust
optimization method is quite flexible and can be applied in various forms.
In conclusion, this thesis has made a comprehensive study on various tech-
niques for modeling UC scheduling in the presence of uncertainty. Methodologies
for optimization under uncertainty have been explored in depth, revealing the
advantages and limitations of each method. The comparison of aforementioned











Generator × √ √ √
Uncertainty Load × √ √ √
Renewable × √ × ×
Power Flow Model
√ √ × √
Distribution Assumptions No Strong Strong Mild
Computational Cost Low High High Moderate
Table 6.1: Features of Each UC Model
6.2 Future Work
The comparison of different approaches presented in the previous section shows
that the robust optimization model may have the best potential in addressing UC
problems under uncertainty. This is because it can effectively model uncertain
factors and the transmission flow within power systems, and it yields solutions
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with desired robustness against incomplete information of probability distribu-
tions. Future studies are therefore aimed to further refine this robust UC model.
For instance, it is pointed out in Chapter 5, Section 4 that there are several
alternative robust UC formulations which consider the nominal scenario in the
decision-making procedure. More work can be done to investigate the performance
of these UC formulations.
In addition, this adjustable robust formulation currently only considers a one-
sided demand uncertainty model, and scenarios with demand lower than the mean
value are omitted from the uncertainty set. This approximation may not be accu-
rate when high penetration of renewable energy is installed in power systems, or
when it is applied to systems with stressed transmission networks. A double-sided
model is thereby needed to better capture the high variability of demand as well
as renewable energy generation.
Finally, our work demonstrates that performance of the robust UC solutions
is mainly determined by the selected uncertainty sets. As a result, it should also
be interesting to explore methodologies that construct appropriate uncertainty set
based on system historical data.
101
Bibliography
[1] S. Takriti, J. R. Birge, and E. Long, “A stochastic model for the unit com-
mitment problem ,” IEEE Trans. Power. Syst., vol. 11, no. 3, pp. 1497–1508,
1996.
[2] F. Bouffard, F. Galiana, and A. Conejo, “Market-clearing with stochastic
security – part I: formulation,” IEEE Trans. Power. Syst., vol. 20, no. 4, pp.
1818–1826, 2005.
[3] ——, “Market-clearing with stochastic security – part II: case studies,” IEEE
Trans. Power. Syst., vol. 20, no. 4, pp. 1827–1835, 2005.
[4] P. Ruiz, C. Philbrick, E. Zak, K. Cheung, and P. Sauer, “Uncertainty manage-
ment in the unit commitment problem,” IEEE Trans. Power. Syst., vol. 24,
no. 2, pp. 642–651, May 2009.
[5] G. Sheble and G. Fahd, “Unit commitment literature synopsis,” IEEE Trans.
Power. Syst., vol. 9, no. 1, pp. 128–135, February 1994.
[6] N. Padhy, “Unit commitment-a bibliographical survey,” IEEE Trans. Power.
Syst., vol. 19, no. 2, pp. 1196–1205, 2004.
[7] M. Carrio´n and J. Arroyo, “A computationally efficient mixed-integer linear
formulation for the thermal unit commitment problem,” IEEE Trans. Power.
Syst., vol. 21, no. 3, pp. 1371 – 1378, August 2006.
[8] I. G. Damousis, A. G. Bakirtzis, and P. S. Dokopoulos, “A solution to the unit-
commitment problem using integer-coded genetic algorithm,” IEEE Trans.
Power. Syst., vol. 19, no. 1, pp. 1165–1172, May 2004.
102
[9] C. Y. Chung, H. Yu, and K. Wong, “An advanced quantum-inspired evolu-
tionary algorithm for unit commitment,” IEEE Trans. Power. Syst., vol. 26,
no. 2, pp. 847–854, May 2011.
[10] M. Hadji and B. Vahidi, “A solution to the unit commitment problem us-
ing imperialistic competition algorithm,” IEEE Trans. Power. Syst., vol. 27,
no. 1, pp. 117–124, February 2012.
[11] Y. Jeong, J. Park, S. Jang, and K. Lee, “A new quantum-inspired binary pso:
application to unit commitment problems for power systems,” IEEE Trans.
Smart Grid, vol. 1, no. 1, pp. 89–98, June 2010.
[12] T. Li and M. Shahidehpour, “Price-based unit commitment: a case of la-
grangian relaxation versus mixed integer programming,” IEEE Trans. Power.
Syst., vol. 20, no. 4, pp. 2015–2025, 2005.
[13] B. Hobbs, M. Rothkopf, R. O’Neill, and H.-p. Chao, The Next Generation
of Electric Power Unit Commitment Models, ser. International Series in Op-
erations Research and Management Science. Kluwer Academic Publishers,
2009.
[14] J. Arroyo and A. Conejo, “Optimal response of a thermal unit to an electricity
spot market,” IEEE Trans. Power. Syst., vol. 15, no. 3, pp. 1098–1104, 2000.
[15] J. Birge and F. Louveaux, Introduction to Stochastic Programming, ser.
Spring Series in Operations Research. Spring Verlag, New York, 1997.
[16] P. Kall and S. Wallace, Stochastic Programming, ser. Wiley-Interscience Series
in Systems and Optimization. John Wiley and Sons, 1994.
[17] S. Wallace and W. Ziemba, Applications of Stochastic Programming, ser.
MOS-SIAM Series on Optimization. Society for Industrial and Applied
Mathematic, 2005.
[18] H. Heitsch and W. Romisch, “Scenario reduction algorithm in stochastic pro-
gramming,” Computational Optimizaiton and Application, vol. 24, pp. 187–
206, February 2003.
103
[19] N. Growe-Kuska, H. Heitsch, and W. Romisch, “Scenario reduction and s-
cenario tree construction for power management problem,” IEEE Bologna
Power Tech Conf., June 2003.
[20] W. Oliveira, C. Sagastizabal, and D. Penna, “Optimal scenario tree reduction
for stochastic streamflows in power generation planning problems,” Compu-
tational Optimizaiton and Application, vol. 25, no. 6, December 2010.
[21] S. Ahmed and A. Shapiro, “The sample approximation method for stochastic
program with integer recourse,” SIAM Journal of Optimization, vol. 12, pp.
479–502, 2002.
[22] B. Verweij, A. S., and A. Kleywegt, “The sample average approximation
method applied to stochastic routine problem: a computational study,” Com-
putation Optimization and Applications, vol. 24, pp. 289–333, February 2003.
[23] S. Swamy and D. Shmoys, “Sampling-based approximation algorithm for
multi-stage stochastic optimization,” 46th Annual IEEE Symposium on Foun-
dations of Computer Science, 2005.
[24] R. Slyke and R. Wets, “L-shaped linear program with application to opti-
mal control and stochastic linear programming,” SIAM Journal and Applied
Mathematics, vol. 17, no. 4, pp. 638–663, July 1969.
[25] J. Birge, “Decomposition and partitioning methods for multistage stochastic
linear programs,” Operations Research, vol. 33, no. 5, pp. 989–1007, October
1985.
[26] J. Birge and F. Louveaux, “A multicut algorithm for two-stage stochastic
linear programs,” European Journal of Operational Research, vol. 34, pp.
384–392, 1988.
[27] S. Trukhanov and L. Ntaimo, “On adaptive multicut aggregation for two-
stage stochastic linear programs with recourse,” European Journal of Opera-
tional Research, vol. 206, no. 3, pp. 395–406, 2010.
104
[28] R. Schultz and S. Tiedemann, “Conditional value-at-risk in stochastic pro-
grams with mixed-integer recourse,” Mathmatical Programming, vol. 105,
no. 2, pp. 365–386, 2006.
[29] N. Noyan, “Risk-averse two-stage stochastic programming with an application
to disaster management,” Computer and Operations Research, vol. 39, no. 3,
pp. 541–559, 2012.
[30] L. Wu and M. Shahidehpour, “Stochastic security-constrained unit commit-
ment,” IEEE Trans. Power. Syst., vol. 22, no. 2, pp. 800–811, 2007.
[31] M. Parvania and M. Fotuhi-Firuzabad, “Demand response scheduling by s-
tochastic scuc,” IEEE Trans. Smart Grid, vol. 1, no. 1, pp. 89–98, June 2010.
[32] A. Tuohy, P. Meibom, E. Denny, and M. Malley, “Unit commitment for sys-
tems with significant wind penetration,” IEEE Trans. Power. Syst., vol. 24,
no. 2, pp. 592–601, May 2009.
[33] G. Toh and H. Gooi, “Incorporating forecast uncertainties into eens for wind
turbine studies,” Electric Power System Research, vol. 81, no. 2, pp. 430–439,
2011.
[34] C. Carøe and R. Schultz, “A two-stage stochastic program for unit commit-
ment under uncertainty in a hydro-thermal power system,” Konrad-Zu¨se-
Zentrum fur Informationstechnik, 1998.
[35] A. Charnes and W. Cooper, “Chance-constrained programming,” Manage-
ment Science, vol. 5, no. 1, October 1959.
[36] D. Olson and S. Swenseth, “A linear approximation for chance-constrained
programming,” The Journal of the Operational Research Society, vol. 38,
no. 3, pp. 261–267, March 1987.
[37] W. Ackooij, R. Henrion, A. Moller, and R. Zorgati, “Joint chance constrained
programming for hydro reservoir management,” 2nd International Conference
on Engineering Optimization, September 2010.
105
[38] J. Luedtke and S. Ahmed, “A sample approximation approach for optimiza-
tion with probabilistic constraints,” SIAM Journal on Optimizaiton, vol. 19,
no. 22, pp. 674–699, June 2008.
[39] B. Pagnoncelli, S. Ahmed, and A. Shapiro, “Sample average approximation
method for chance constrained programming: theory and applications,” Jour-
nal of Optimization Theory and Applications, vol. 142, no. 2, pp. 399–416,
August 2009.
[40] U. Ozturk, M. Mazumdar, and B. Norman, “A solution to the stochastic unit
commitment problem using chance constrained programming,” IEEE Trans.
Power. Syst., vol. 19, no. 3, pp. 1589–1598, August 2004.
[41] Q. Wang, Y. Guan, and J. Wang, “A chance-constrained two-stage stochastic
program for unit commitment with uncertain wind power output,” IEEE
Trans. Power. Syst., vol. 27, no. 1, pp. 206–215, February 2012.
[42] X. Chen, M. Sim, and P. Sun, “A robust optimization perspective on stochas-
tic programming,” Operations Research, vol. 55, no. 6, pp. 1058–1071, 2007.
[43] A. Ben-Tal, L. E. Ghaoui, and A. Nemirovski, Robust Optimization, ser.
Princeton Series in Applied Mathematics. Princeton University Press, Oc-
tober 2009.
[44] A. Soyster, “Convex programming with set-inclusive constraints and appli-
cations to inexact linear programming,” Operations Research, vol. 21, no. 5,
pp. 1154–1157, 1973.
[45] A. Ben-Tal and A. Nemirovski, “Robust solutions of uncertain linear pro-
grams,” Operations Research Letters, vol. 25, pp. 1–13, 1999.
[46] D. Bertsimas and M. Sim, “Robust discrete optimization and network flows,”
Mathematical Programming Series B, vol. 98, pp. 49–71, 2003.
[47] ——, “The price of robustness,” Operations Research, vol. 52, pp. 35–53,
2004.
106
[48] A. Takeda, A. Taguchi, and R. Tu¨tu¨ncu¨, “Adjustable robust optimization
models for nonlinear multi-period optimization,” August 2004. [Online].
Available: http://www.math.cmu.edu/∼reha/Pss/mmmrev.pdf
[49] B. Zeng, “Solving two-stage robust optimization problems by a
constraint-and-column generation method,” June 2011. [Online]. Avail-
able: http://www.optimization-online.org/DB FILE/2011/06/3065.pdf
[50] A. Ben-Tal, A. Goryashko, E. Guslitzer, and A. Nemirovski, “Adjustable
robust solutions of uncertain linear programs,” Mathematical Programming,
vol. 99, pp. 351–376, 2004.
[51] D. Bienstock and N. Ozbay, “Computing robust basestock levels,” Technical
Report, 2005.
[52] D. Bienstock, “Experiments in robust portfolio optimization,” January 2007,
available at optimization − online.
[53] A. Thiele, T. Terry, and M. Epelman, “Robust linear op-
timization with recourse,” March 2010. [Online]. Available:
http://www.optimization-online.org/DB FILE/2009/03/2263.pdf
[54] A. Street, F. Oliveira, and J. Arroyo, “Contingency-constrained unit commit-
ment with n − k security criterion: A robust optimization approach,” IEEE
Trans. Power. Syst., vol. 26, no. 3, pp. 1581–1590, 2011.
[55] D. Bertsimas, E. Litvinov, X. Sun, J. Zhao, and T. Zheng, “Adap-
tive robust optimization for the security constrained unit commit-
ment problem,” Technical Report., March 2011. [Online]. Available:
http://web.mit.edu/sunx/www/Adaptive Robust UC Revision.pdf
[56] L. Zhao and B. Zeng, “Robust unit commitment problem with
demand response and wind energy,” October 2010. [Online]. Available:
http://www.optimization-online.org/DB FILE/2010/11/2784.pdf
[57] R. Jiang, M. Zhang, G. Li, and Y. Guan, “Bender-
s decomposition for the two-stage security constrained ro-
107
bust unit commitment problem,” July 2011. [Online]. Available:
http://www.optimization-online.org/DB FILE/2011/07/3102.pdf
[58] A. Wood and B. Wollenberg, Power Generation, Operation, and Control, ser.
A Wiley-Interscience Publication. John Wiley and Sons, 1984.
[59] Reliability Test System Task Force, “The IEEE reliability test system-1996,”
IEEE Trans. Power. Syst., vol. 14, no. 3, pp. 1010–1020, August 1999.
[60] F. Bouffard and F. Galiana, “Stochastic security for operations planning with
significant wind power generation,” IEEE Trans. Power. Syst., vol. 23, no. 2,
pp. 306–316, May 2008.
[61] V. Pappala, I. Erlich, K. Rohrig, and J. Dobschinski, “A stochastic model for
the optimal operation of a wind-thermal power system,” IEEE Trans. Power.
Syst., vol. 24, no. 2, pp. 940–950, 2009.
[62] A. Geoffrion, “Generalized benders decomposition,” Journal of Optimization
Theory and Applications, vol. 10, no. 4, pp. 237–260, 1972.
[63] “Power systems test case archive:power flow test cases.” [Online]. Available:
http://www.ee.washington.edu/research/pstca/
[64] F. Bouffard and F. Galiana, “An electricity market with a probabilistic spin-
ning reserve criterion,” IEEE Trans. Power. Syst., vol. 19, no. 1, pp. 300–307,
February 2004.
[65] U. Focken, M. Lange, K. Monnich, H.-P. Waldl, H. Beyer, and A. Luig,
“Short-term prediction of the aggregated power of wind farms-a statistical
analysis of the reduction of the prediction error by spatial smoothing effects,”
Journal of Wind Eng. and Ind. Aerodynamics, vol. 90, no. 3, pp. 231–246,
2002.
[66] C. Chung, K. Wong, and J. Zhang, “A chance constrained transmission net-
work expansion planning method with consideration of load and wind farm
uncertainties,” IEEE Trans. Power. Syst., vol. 24, no. 3, pp. 1568–1576, 2009.
108
[67] H. Zhang and P. Li, “Chance constrained programming for optimal power flow
under uncertainty,” IEEE Trans. Power. Syst., vol. 26, no. 4, pp. 2417–2424,
2011.
[68] J. Wang and Y. Guan, “Stochastic unit commitment with uncertain demand
response,” IEEE Trans. Power. Syst., vol. 28, no. 1, pp. 562–563, 2013.
[69] R. Billinton and R. Allan, Reliability Evaluation of Power Systems, 2nd ed.
New York: Plenum, 1996.
[70] D. Pozo and J. Contreras, “A chance-constrained unit commitment with an
n-k security criterion and significant wind generation,” IEEE Trans. Power.
Syst., vol. PP, no. 99, pp. 1–10, 2012.
[71] P. Ruiz, C. Philbrick, and P. Sauer, “Modeling approaches for computation-
al cost reduction in stochastic unit commitment formulation,” IEEE Trans.
Power. Syst., vol. 25, no. 1, pp. 1010–1020, February 2010.
[72] L. Sober, “Reserve margin planning in a wind-hydro-thermal power system,”
IEEE Trans. Power. Syst., vol. 8, no. 2, pp. 564–571, 1993.
[73] G. Laporte and F. V. Louveaux, “The integer L-shaped method for stochas-
tic integer programs with complete recourse,” Operations Research Letters,
vol. 13, no. 3, pp. 133–142, 1993.
[74] D. Bertsimas and J. Tsitsiklis, Introduction to Linear Optimization. Athena
Scientific, 1997.
[75] L. Wolsey, Integer Programming. Wiley Inter-Science, 1998.
109
List of Publications
Peng Xiong and Panida Jirutitijaroen, “A Stochastic Optimization Formulation
of Unit Commitment with Reliability Constraints”, submitted to (second version)
IEEE Transactions on Smart Grid, Special Issue on “Optimization Methods and
Algorithms Applied to Smart Grid”, March 2013.
Peng Xiong and Panida Jirutitijaroen, “A Two-Stage Adjustable Robust Opti-
mization for Unit Commitment under Uncertainty”, submitted to IET Generation
Transmission and Distribution, December 2012.
Peng Xiong and Panida Jirutitijaroen, “An Adjustable Robust Optimization Ap-
proach for Unit Commitment under Unit Outages”, in Proceedings of the 2012
Power Engineering Society General Meeting, San Diego, California, July 2012.
Peng Xiong and Panida Jirutitijaroen, “Stochastic Unit Commitment Using Multi-
Cut Decomposition Algorithm with Partial Aggregation”, in Proceedings of the
2011 Power Engineering Society General Meeting, Detroit, Michigan, July 2011.
Peng Xiong and Panida Jirutitijaroen, “Convergence Acceleration Techniques for
the Stochastic Unit Commitment Problem”, 11th International Conference on
Probabilistic Methods Applied to Power Systems, Singapore, June 2010.
Peng Xiong and Panida Jirutitijaroen, “A Probabilistic Unit Commitment Prob-
lem with Photovoltaic Generation System”, in Proceedings of the 2009 internation-




IEEE Reliability Test System 1996
The IEEE Reliability Test System 1996 (RTS-1996) [59] consists of three identical
areas. Figure A.1 shows one area of the test system.
Figure A.1: One area of the IEEE RTS-1996
In this area, there are 32 units. Data of all generators is provided in Table A.1.
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Bus Unit Gminn G
max
n Init. Min. Min.
No. Name (MW) (MW) St. (h) Up (h) Down (h)
1 U20 15.80 20.00 -10 1 1
1 U20 15.80 20.00 -10 1 1
1 U76 15.20 76.00 5 8 4
1 U76 15.20 76.00 5 8 4
2 U20 15.80 20.00 -10 1 1
2 U20 15.80 20.00 -10 1 1
2 U76 15.20 76.00 6 8 4
2 U76 15.20 76.00 6 8 4
7 U100 25.00 100.00 -6 8 8
7 U100 25.00 100.00 -6 8 8
7 U100 25.00 100.00 -6 8 8
13 U197 68.95 197.00 15 12 10
13 U197 68.95 197.00 15 12 10
13 U197 68.95 197.00 15 12 10
15 U12 2.40 12.00 -20 4 2
15 U12 2.40 12.00 -20 4 2
15 U12 2.40 12.00 -20 4 2
15 U12 2.40 12.00 -20 4 2
15 U12 2.40 12.00 -20 4 2
15 U155 54.25 155.00 8 8 8
16 U155 54.25 155.00 8 8 8
18 U400 100.00 400.00 20 1 1
21 U400 100.00 400.00 20 1 1
22 U50 0.00 50.00 15 1 1
22 U50 0.00 50.00 15 1 1
22 U50 0.00 50.00 20 1 1
22 U50 0.00 50.00 20 1 1
22 U50 0.00 50.00 24 1 1
22 U50 0.00 50.00 24 1 1
23 U155 54.25 155.00 10 8 8
23 U155 54.25 155.00 10 8 8
23 U350 140.00 350.00 20 24 48
Table A.1: Generator Data of One Area of IEEE RTS-1996
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Table A.2 provides the heat rate coefficients of each unit.
Unit Fuel Output Generation Net Heat Rate Incremental Heat
Name Type (%) (MW) (BTU/KWh) Rate (BTU/KWh)
U12 No. 6 Oil
20 2.40 16017 10179
50 6.00 12500 10330
80 9.60 11900 11668
100 12.00 12000 13219
U20 No. 2 Oil
79 15.80 15063 9859
80 16.00 15000 10139
99 19.80 14500 14272
100 20.00 14499 14427
U50 Hydro 100 50 NA NA
U76 Coal
20 15.80 17107 9548
50 16.00 12637 9966
80 19.80 11900 11576
100 20.00 12000 13311
U100 No. 6 Oil
25 25.00 12999 8089
50 50.00 10700 8708
80 80.00 10087 9420
100 100.00 10000 9877
U155 Coal
35 54.25 11244 8265
60 93.00 10053 8541
80 124.00 9718 8900
100 155.00 9600 9381
U197 No. 6 Oil
35 68.95 10750 8348
60 118.20 9850 8833
80 157.60 9644 9225
100 197.00 9600 9620
U350 Coal
40 140.00 10200 8402
65 227.50 9600 8896
80 280.00 9500 9244
100 350.00 9500 9768
U400 LWR
25 100.00 12751 8848
50 200.00 10825 8965
80 320.00 10170 9210
100 400.00 10000 9438
Table A.2: Heat Rate Coefficients of Generators of the IEEE RTS-1996
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Among all 24 buses, there are 17 load buses. Table A.3 shows the peak elec-
tricity demand at each load bus.
Bus No. 1 2 3 4 5 6
Demand (MW ) 21.7 94.2 47.8 7.6 11.2 29.5
Bus No. 7 8 9 10 13 14
Demand (MW ) 9.0 3.50 6.1 13.5 14.9 19
Bus No. 15 16 18 19 20
Demand (MW ) 9.0 3.50 6.1 13.5 14.9
Table A.3: Load Buses of One Area of the IEEE RTS-1996
UC decisions are made for a 24-hour operation horizon, and electricity demand
at each time step as a percent of peak load is given in Table A.4.
Hour 1 2 3 4 5 6
Percent 63.0% 62.0% 60.0% 58.0% 59.0% 65.0%
Hour 7 8 9 10 11 12
Percent 72.0% 85.0% 95.0% 99.0% 100.0% 99.0 %
Hour 13 14 15 16 17 18
Percent 93.0% 92.0% 90.0% 88.0% 90.0% 92.0 %
Hour 19 20 21 22 23 24
Percent 96.0% 98.0% 96.0% 90.0% 80.0% 70.0 %
Table A.4: Hourly Demand in Percent of Peak Load of the IEEE RTS-1996
Table A.5 and Table A.6 provide the parameters of transmission lines connect-
ing different areas and branches within one area, respectively.
From To R X B Tap Ratio Capacity
Area Bus Area Bus (p.u.) (p.u.) (p.u.) (p.u.) (MW)
1 7 2 3 0.0420 0.1610 0.0440 1 175
1 13 2 15 0.0100 0.0750 0.1580 1 500
1 23 2 17 0.0100 0.0740 0.1550 1 500
3 25 1 21 0.0120 0.0970 0.2030 1 500
3 18 2 23 0.0130 0.1040 0.2180 1 500
Table A.5: Inter-Area Branch Data of the IEEE RTS-1996
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From To R X B Tap Ratio Capacity
Bus Bus (p.u.) (p.u.) (p.u.) (p.u.) (MW)
1 2 0.0030 0.0140 0.4610 1 175
1 3 0.0550 0.2110 0.0570 1 175
1 5 0.0220 0.0850 0.0230 1 175
2 4 0.0330 0.1270 0.0340 1 175
2 6 0.0500 0.1920 0.0520 1 175
3 9 0.0310 0.1190 0.0320 1 175
3 24 0.0020 0.0840 0.0 1 400
4 9 0.0270 0.1040 0.0280 1 175
5 10 0.0230 0.0880 0.0240 1 175
6 10 0.0140 0.0610 2.4590 1 175
7 8 0.0160 0.0610 0.0170 1 175
8 9 0.0430 0.1650 0.0450 1 175
8 10 0.0430 0.1650 0.0450 1 175
9 11 0.0020 0.0840 0.0 1 400
9 12 0.0020 0.0840 0.0 1 400
10 11 0.0020 0.0840 0.0 1 400
10 12 0.0020 0.0840 0.0 1 400
11 13 0.0060 0.0480 0.1000 1 500
11 14 0.0050 0.0420 0.0880 1 500
12 13 0.0060 0.0480 0.1000 1 500
12 23 0.0120 0.0970 0.2030 1 500
13 23 0.0110 0.0870 0.1820 1 500
14 16 0.0050 0.0590 0.0820 1 500
15 16 0.0020 0.0170 0.0360 1 500
15 21 0.0030 0.0245 0.2060 1 500
15 24 0.0070 0.0520 0.1090 1 500
16 17 0.0030 0.0260 0.0550 1 500
16 19 0.0030 0.0230 0.0490 1 500
17 18 0.0020 0.0140 0.0300 1 500
17 22 0.0140 0.1050 0.2210 1 500
18 21 0.0015 0.0130 0.1100 1 500
19 20 0.0025 0.0200 0.1660 1 500
20 23 0.0030 0.0220 0.0460 1 500
21 22 0.0090 0.0680 0.1420 1 500
Table A.6: Branch Data of One Area of the IEEE RTS-1996
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Appendix B
IEEE 14-Bus Test System
The IEEE 14-bus test system, shown by Figure B.1, contains five generators, and
11 load buses. UC decisions are made for a 9-hour operation horizon.
Generation cost of each unit is assumed to be a quadratic function (B.1), and
is then approximated by piecewise linear function with three segments.
Cn(gnt, unt) = an · unt + bn · gnt + cn · g2nt, ∀n ∈ [1, N ], t ∈ [1, T ] (B.1)
The coefficients of the generation cost function, as well as other generator
parameters are provided in Table B.1, and the data of transmission line is given
in Table B.2.
Figure B.1: IEEE 14-bus test system
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Generator 1 2 3 4 5
Bus No. 1 2 3 6 8
Gminn (MW ) 30 30 12.5 12.5 12.5
Gmaxn (MW ) 150 150 100 100 100
an($) 300 300 150 150 150
bn($/MWh) 10.5 10.5 15.0 15.0 15.0
cn($/MW
2h) 0.0055 0.0055 0.0100 0.0100 0.0100
Start Cost($) 200 200 100 100 100
Init. St.(h) 15 10 10 -4 -4
Min. Up(h) 12 8 2 2 2
Min. Down(h) 8 6 2 2 2
Table B.1: Generator Data of the 14-Bus System
From To R X B Tap Ratio Capacity
Bus Bus (p.u.) (p.u.) (p.u.) (p.u.) (MW)
1 2 0.01938 0.05917 0.0528 1 999
1 5 0.05403 0.22304 0.0492 1 999
2 3 0.04699 0.19797 0.0438 1 999
2 4 0.05811 0.17632 0.0340 1 999
2 5 0.05695 0.17388 0.0346 1 999
3 4 0.06701 0.17103 0.0128 1 999
4 5 0.01335 0.04211 0.0 1 999
4 7 0.0 0.20912 0.0 0.978 999
4 9 0.0 0.55618 0.0 0.969 999
5 6 0.0 0.25202 0.0 0.932 999
6 11 0.09498 0.19890 0.0 1 999
6 12 0.12291 0.25581 0.0 1 999
6 13 0.06615 0.13027 0.0 1 999
7 8 0.0 0.17615 0.0 1 999
7 9 0.0 0.11001 0.0 1 999
9 10 0.03181 0.08450 0.0 1 999
9 14 0.12711 0.27038 0.0 1 999
10 11 0.08205 0.19207 0.0 1 999
12 13 0.22092 0.19988 0.0 1 999
13 14 0.17093 0.34802 0.0 1 999
Table B.2: Branch Data of the 14-Bus System
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Table B.3 and B.4 provide the peak value of demand at each load bus, and the
9-hour load profile as a percentage of peak demand, respectively.
Bus No. 2 3 4 5 6 9
Demand (MW ) 21.7 94.2 47.8 7.6 11.2 29.5
Bus No. 10 11 12 13 14
Demand (MW ) 9.0 3.50 6.1 13.5 14.9
Table B.3: Load Buses of the 14-Bus System
Hour 1 2 3 4 5
Percent 52.0% 40.0% 51.0% 57.0% 69.0%
Hour 6 7 8 9
Percent 78.0% 84.0% 95.0% 100.0%
Table B.4: Hourly Demand in Percent of Peak Load of the 14-Bus System
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Appendix C
Explanation of the Reliability Constraints
This section provides more details for explaining the following reliability con-
straints (C.1)-(C.6) proposed in Chapter 4.





nt) + µ(1− ρω) ≥ dωt , ∀t ∈ [1, T ], ω ∈ Ωf (C.2)




ηωt , ∀ω ∈ Ωf (C.4)
βω ≥ 1− ρω, ∀ω ∈ Ωf (C.5)∑
ω∈Ωf
πω · βω ≤ αmax (C.6)
In order to address the non-convexity of the CCDF F¯t, a binary variable ρ
ω is
used to indicate whether the total capacity dωt is higher than D
c
t .
If the binary variable ρω equals to one, dωt must be higher thanD
c
t in scenario ω,
as suggested by inequality (C.1). Constraints (C.2)-(C.5) are therefore equivalent





nt) ≥ dωt , ∀t ∈ [1, T ], ω ∈ Ωf (C.7)




ηωt , ∀ω ∈ Ωf (C.9)
βω ≥ 0, ∀ω ∈ Ωf (C.10)
The inequality (C.7) enforces the total capacity to be no less than dωt , and the
probability of load loss at time step t, denoted by ηωt , is approximated by the
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linear piecewise form (C.8). (C.9) employs the Boole’s inequality to compute the
upper bound of loss of load probability in the entire operation horizon.
If the binary variable ρω equals to zero, inequality (C.1) no longer enforces dωt
to be higher than Dct , and constraint (4.15) becomes inactive. As a result, the
total capacity can be lower than the threshold value Dct . Constraints (4.16) and
(4.17) are also inactive because the variable dωt can be as lower as zero, so the loss
of load probability βω should be one, suggested by (C.11).
βω ≥ 1− ρω, ∀ω ∈ Ωf (C.11)




Proof of Worst Case Condition
Suppose that an economic dispatch problem with random demand is expressed as
the following compact matrix form.
Q(z) =f(y)
s.t. Wy ≤ d + Dˆz (D.1)
where y is the vector of economic dispatch decisions, function f(·) is the convex
objective function. Vector z represents the vector of load uncertainty realizations
defined by (5.2). The matrix Dˆ models how demand is affected by uncertainty z.






zmt ≤ D, 0 ≤ zmt ≤ 1, ∀m, t
}
(D.2)




We then prove by contradiction that for an integer D, z∗ can be expressed as
a binary vector.
Proof: We first assume that z∗ is not a binary vector. According to [74],
an arbitrary element in the polyhedron uncertainty set Z can be expressed as a
convex combination of the extreme points of Z. Without loss of generality, we




z∗ = ν · zb1 + (1− ν) · zb2, 0 < ν < 1 (D.4)
We further assume that y1 and y1 are the optimal solutions to economic
dispatch problems Q(zb1) and Q(z
b
2), respectively. It is pointed out by [75] that if
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D is an integer, extreme points zb1 and z
b
2 are binary vectors. As a result, they
cannot be worst case realizations. We thus have (D.5).
Q(z∗) = ν ·Q(z∗) + (1− ν) ·Q(z∗)
> ν ·Q(zb1) + (1− ν) ·Q(zb2) (D.5)
Besides, the vector ν · y1 + (1 − ν) · y2 should be a feasible solution to the
dispatch problem under realization z∗ because
W (ν · y1 + (1− ν) · y2)
≤ν · (d + Dˆzb1) + (1− ν) · (d + Dˆzb2)
=d + Dˆ(ν · zb1 + (1− ν) · zb2)
=d + Dˆz∗. (D.6)
Hence,
Q(z∗) ≤ f(ν · y1 + (1− ν) · y2))
≤ ν · f(y1) + (1− ν) · f(y2)
= ν ·Q(zb1) + (1− ν) ·Q(zb2) (D.7)
Note that (D.7) contradicts with (D.5), which means that the assumption does




Proof of Supporting Hyperplane of Function Q(·)
Let xi be the first-stage solution at iteration i, and (λi, zi) be the corresponding
solution to recourse problem (5.34). This section shows that inequalities shown in
(E.1) are supporting hyperplanes of the function Q(x).
λ
T
i Tx + α ≥ λTi d, ∀i ∈ [1, I] (E.1)
Proof: According to (5.34), the following equality holds.
Q(x i) = Q(x i, zi) = λTi d − λTi Txi (E.2)
Since the linear programming problem Q(x, z) is a convex function of x, we




≥ Q(x, zi) ≥ λTi d − λTi Tx (E.3)
Therefore, constraints (E.1) are linear approximations to function Q(x), which
can be used as the optimality cut to the master problem.
