We introduce the diamond-alpha exponential function on time scales. As particular cases, one gets both delta and nabla exponential functions. A method of solution of a homogenous linear dynamic diamond-alpha equation on a regular time scale is investigated, and examples of diamond-alpha exponential functions are presented.
Introduction
The calculus on time scales is a powerful tool to unify discrete and continuous analysis [1, 5, 6] . The generalization to time scales of forward and backward differences in Z leads to delta and nabla derivatives, respectively. Based on these two types of derivatives, a combined derivative, the so called diamond-α derivative, was recently introduced by Sheng, Fadag, Henderson, and Davis [14] . For α = 1 the diamond-α derivative reduces to the delta-derivative while for α = 0 we get the nabla-derivative. When one chooses the time scale to be the set of real numbers, then all such notions are equivalent and coincident with the standard concept of derivative. For other time scales, the diamond-α derivative is a linear convex combination of delta and nabla-derivatives and seems to be useful for solving certain dynamic equations [12, 14] . Although the combined diamond-α derivative has no anti-derivative, and so it is not a dynamic derivative [12] , it is still possible to define a diamond-α integral on time scales with many interesting properties [9, 15, 16] . The diamond-α calculus is still in its infancy, and much remains to be done. Here we introduce the diamond-α exponential function from an appropriate diamond-α eigenfunction.
It is known that eigenvalue problems of delta-differential operators play an important role on time scales [2, 7] . We look to the diamond-α derivative as a linear operator on the linear space of differentiable functions in both delta and nabla senses. More precisely, we investigate and compare the idea of eigenfunction on time scales for three kinds of differential operators on a space of functions. An eigenfunction of a linear operator L, defined on some function space, is understood as any non-zero function f in that space for which there exists a function λ such that L f = λ f . The solution of such problems depends on boundary conditions required for f . Typically, the exponential functions are defined on time scales by means of a cylindrical mapping [5, 6] . An alternative but equivalent way, is to define them as the solution of an eigenvalue problem. A suitable (Ly)(·) gives the exponential function as the solution of a problem Ly = py, where p is a function, subject to appropriate boundary conditions.
Preliminaries
In this section we give a short introduction, with basic definitions and necessary results to what follows, on three types of calculus on time scales: (i) the delta (∆), (ii) the nabla (∇), and (iii) the diamond-α (♦ α ) calculus. For more information we refer the reader to [1, 5] , [3, 5] , and [11, 12, 13, 14] , respectively.
By a time scale, denoted by T, we mean a nonempty closed subset of R. As the theory of time scales give a way to unify continuous and discrete analysis, the standard cases of time scales are T = R, T = Z, T = N or T = cZ, c > 0. In particular also the set Q q = {−q k , 0, q k , k ∈ Z, q > 1} forms a time scale. The set of natural numbers is taken here with zero: N = {0, 1, 2, . . .}. Let T * := T\{min T, max T}. Then N * = {1, 2, . . .}, while for example, cZ * = cZ.
For t ∈ T, the forward jump operator σ and the graininess function µ are defined by σ(t) = inf{s ∈ T : s > t} and σ(sup T) = sup T if sup T < +∞; µ(t) = σ(t) − t. Moreover, we define the backward operator ρ by ρ(t) = sup{s ∈ T : s < t} and ρ(inf T) = inf T if inf T > −∞; ν(t) = t − ρ(t). In the continuous-time case, i.e., when T = R, we have σ(t) = ρ(t) = t and µ(t) = ν(t) = 0 for all t ∈ R. In the discrete-time case, σ(t) = t + 1, ρ(t) = t − 1, and µ(t) = ν(t) = 1 for each t ∈ T = Z. For the composition between a function f : T → R and functions σ : T → T and ρ : T → T, we use the abbreviations f σ (t) = f (σ(t)) and
The set T κ is defined by
For a function f : T → R, we define the ∆-derivative of f at t ∈ T κ , denoted by f ∆ (t), to be the number, if it exists, with the property that for all ε > 0, exists a neighborhood
The ∇-derivative of f , denoted by f ∇ (t), is defined in a similar way: it is the number, if it exists, such that for all ε > 0 there is a neighborhood V ⊂ T of t ∈ T κ such that for all
Example 2.1. The classical settings are obtained by choosing T = R or T = cZ, c > 0:
1. Let T = R and f be differentiable. Then, f ∆ (t) = f ∇ (t) = f ′ (t) and f is ∆ and ∇ differentiable if and only if it is differentiable in the ordinary sense.
2. Let T = cZ. Then, both derivatives
It is possible to establish some relationships between ∆ and ∇ derivatives.
A function f : T→R is called rd-continuous provided it is continuous at right-dense points in T and its left-sided limits exist (finite) at left-dense points in T. The class of real rd-continuous functions defined on a time scale T is denoted by
Similarly, a function f : T→R is called ld-continuous provided it is continuous at leftdense points in T and its right-sided limits exist (finite) at right-dense points in T. The class of real ld-continuous functions defined on a time scale T is denoted by C ld (T, R). If f ∈ C ld (T, R), then there exists a function G(t) such that G ∇ (t) = f (t). In this case we define
Definition 2.3. [12] Let T be a time scale, α ∈ [0, 1], µ ts = σ(t) − s, η ts = ρ(t) − s, and f : T → R. The ♦ α -derivative of f at t is defined to be the value f ♦ α (t), if it exists, such that for all ε > 0 there is a neighborhood U ⊂ T of t such that for all s ∈ U ,
Remark 2.5. If a given function is ∆ and ∇ differentiable at the point t, then the ♦ α -derivative at t is the convex combination of ∆ and ∇ derivatives. It reduces to the ∆-derivative for α = 1 and to the ∇-derivative for α = 0. The case α = 0.5 has proved to be very useful in applications [14, 12, 13, 11] .
We use the following notation:
. It should be noted that, in general, the ♦ α -derivative of R t a f (τ)♦ α τ with respect to t is not equal to f (t).
Delta and Nabla Exponential Functions
R it is denoted the set of all regressive and rd-continuous functions on T. Similarly, a function q : T → R is called ν-regressive provided 1 − ν(t)q(t) = 0 for all t ∈ T κ . By R ν we denote the set of all ν-regressive and ld-continuous functions on T. We recall now some notations about Hilger's complex plane [4, 5] . By C h it is denoted the set of Hilger's complex numbers:
whereas by R h we denote Hilger's real axis:
Then, one defines the cylinder and ν-cylinder transformations as follows:
where Log is the principal logarithm function [4, 5] . For h = 0, one has ξ 0 (z) = z and ξ 0 (z) = z for all z ∈ C. Definition 3.1.
ii) Let p ∈ R ν . Then, the ∇-exponential function is defined bŷ
The next theorem establishes a relation between the ∆ and ∇ exponential functions.
Theorem 3.3. [6, Theorem 4.17] If p is continuous and regressive, then
If q is continuous and ν-regressive, then e q (t,t 0 ) = e q σ 1−q σ µ (t,t 0 ).
We need also the following:
Naive Approach: Combined-Exponentials
Roughly speaking, the ♦ α -calculus is the convex combination of ∆ and ∇ calculuses. We may be then tempted to define the ♦ α -exponential function by a simple combination of ∆ and ∇ exponentials. We consider here two such functions: α E p and α e p , where p ∈ R ∩ R ν and α ∈ [0, 1].
Our first combined-exponential is the most natural to be considered: 
Our second combined-exponential α e p also involves a convex combination, but of a different nature. It is motivated by the definitions (3.1) and (3.2) of ∆-and ∇-exponential functions:
The combined-exponential α e p presents some desired properties:
While both functions α E p and α e p generalize ∆ and ∇ exponentials, in the sense that when α = 1 one gets the ∆-exponential, and when α = 0 one gets the ∇-exponential, these combined-exponentials can not be really called an exponential function. Indeed, they seem to fail the most important property of an exponential function: they are not a solution of an appropriate initial value problem.
Regular Time Scales
In the recent paper [10] , Theorem 2.2 is used in order to obtain formulas for the ♦ α -derivative of delta and nabla exponential functions. For that we need assumptions on functions ρ and σ. We begin by recalling the notion of regular time scale [8] .
Definition 5.1. [8] A time scale T is said to be regular if the following two conditions are satisfied simultaneously: a) ∀t ∈ T, σ(ρ(t)) = t; b) ∀t ∈ T, ρ(σ(t)) = t. 
We know from Proposition 5.3 that for regular time scales T each t ∈ T * is either twosided scattered or two-sided dense. Next proposition gives direct formulas for the ♦ α -derivative of the exponential functions e p (·,t 0 ) andê p (·,t 0 ).
Proposition 5.5.
[10] Let T be a regular time scale. Assume that t,t 0 ∈ T and p ∈ R ∩ R ν .
Then,
From Proposition 5.5 we can immediately conclude that function e p (·,t 0 ) is a solution of the initial value problem y ♦ α (t) = q(t)y(t), y(t 0 ) = 1, where q(t) = αp(t) + (1−α)p ρ (t) 1+ν(t)p ρ (t) . However, as illustrated by the next example, in general that is not the unique solution. Indeed, for one eigenvalue there may correspond infinitely many eigenvectors. Example 5.6. Let T = cZ, c > 0, and consider the ♦ α dynamic equation y ♦ α (t) = 0, y(t 0 ) = 1, where α ∈ (0, 1). Then, the constant function y 1 (t) ≡ 1 is a solution of such initial value problem. Further, it is easily seen that for a given α ∈ (0, 1) also y 2 (t) = e q (t,t 0 ), q = − 1 αµ , is a solution:
(1−α)c , and
We have also that y 2 (t 0 ) = e q (t 0 ,t 0 ) = 1. Moreover, each convex combination of y 1 (t) and y 2 (t) is also a solution of the equation y ♦ α (t) = 0 with condition y(t 0 ) = 1. For that, let us see that if w(t) = βy 1 (t) + (1 − β)y 2 (t) = β + (1 − β)e q (t,t 0 ), then w ♦ α (t,t 0 ) ≡ 0 and w(t 0 ) = β + (1 − β) = 1. Thus, w(t) is also solution to the problem. To have uniqueness of solution, a second boundary or initial condition is needed. Additionally, we see that e − Example 5.6 shows that if we want to have a unique solution for the problem y ♦ α (t) = q(t)y(t), α ∈ (0, 1), then we need to consider two boundary conditions. Only in the cases α = 1 and α = 0 the second condition disappear. This will be further investigated in Section 6. Before that we introduce the idea of decomposition of a regular time scale into a set of time scales that we call atomic. Definition 5.7. Let T be a regular time scale. Let I be a nonempty finite set of indices. We say that a set D = {T i , i ∈ I}, where T = S i∈I T i , forms an ordered finite partition of the time scale T if the following holds:
(ii) each T i , i ∈ I, is a regular time scale;
(iii) for all t ∈ T * i , i ∈ I, t is either two-sided scattered or two-sided dense.
(iv) the set S = {s i :
is such that for any ε > 0 we have at least one of the nonempty sets 
Any regular time scale admits a decomposition into a finite or infinite partition. In our present investigation we only consider regular time scales T with a finite partition. Example 5.12 shows a regular time scale with an infinite partition. 
Diamond-alpha Dynamic Equations
We consider linear equations with ♦ α derivatives. Our investigations are based on the fact that on a time scale of isolated points, a first order ♦ α equation becomes a linear equation of second order when written in terms of ∆ and ∇ notions (cf. Examples 5.6 and 6.1). Thus, to have uniqueness, two boundary conditions have to be used. We introduce the idea with a simple example: if T = Z and α = 0.5, then the Fibonacci sequence is the unique solution to the boundary value problem y ♦ α (t) = 0.5y(t), y(0) = 1, y(1) = 1.
Example 6.1. Let T = N ∪ {0} and α = 0.5. We have:
To have a unique solution, we need two initial or two boundary conditions. Moreover, if we take y(0) = 1 and y(1) = 1, then the Fibonacci sequence is the unique solution to the boundary value problem y ♦ 0.5 (t) = 0.5y(t), y(0) = 1, y(1) = 1. For t ∈ T, the solution is the Fibonacci sequence with the general formula We consider linear equations of the form y ♦ α (t) = p(t)y(t) + f (t), where f and p are given functions on a certain regular time scale T. Under the assumptions of Theorem 2.2, we can write that y ♦ α (t) = αy ∆ (t) + (1 − α)y ∇ (t) = αy ∆ (t) + (1 − α)y ∆ρ (t) or y ♦ α (t) = αy ∇σ (t) + (1 − α)y ∆ (t). Then, y ♦ α (t) = p(t)y(t) + f (t) can be rewritten, respectively, in the following form:
for all a, b ∈ R and y 1 , y 2 ∈ C rl (T, R).
Proof. It follows from the linearity of the ♦ α -derivative. 
The following standard property holds: 
Theorem 6.8. Let T be an atomic regular time scale, t 0 ∈ T * , y 0 be a given constant, and
coincide.
Proof. We do the proof in three parts: first for α = 0, then for α = 1, and finally for any α ∈ (0, 1).
Let α = 0. Then, problem (6.1) has the form y ∇ (t) = p(t)y(t) with one condition y(t 0 ) = y 0 only. On the other hand, problem (6.2) has the form (1 − p σ (s)µ(s)) y ∆ (s)− p σ (s)y(s) = 0 with the initial condition y(σ(s 0 )) = y 0 . Denote σ(s) by t. Then, the dynamic equation of (6.2) can be written as
, and y ∇ (t) = y ∆ (ρ(t)), we get (6.2) in the form y ∇ (t) = p(t)y(t), y(t 0 ) = y 0 . Consider now α = 1. Then, problem (6.1) has the form y ∆ (t) = p(t)y(t), y(t 0 ) = y 0 . We transform the dynamic equation of (6.2) Let α ∈ (0, 1), and s = ρ(t). Since T is a regular time scale, then t = σ(s) and y ♦ α (t) = αy ∆σ (s) + (1 − α)y ∇σ (s) = αy ∆σ (s) + (1 − α)y ∆ (s). For µ(s) = 0 we have also ν(s) = 0, and we get the dynamic equation of problem (6.2) in the form y ∆ (s) = p(s)y(s). In this situation one has y ∆ (s) = y ∇ (s) = y ♦ α (s) for all α ∈ (0, 1). Finally, let us consider points s ∈ T which are scattered, i.e., µ(s) = 0 and ν(s) = 0, since we have a regular time scale. Then, µ(s)y ∆∆ (s) = y ∆ (σ(s)) − y ∆ (s) = y ∆ (t) − y ∆ ((ρ(t)) = y ∆ (t) − y ∇ (t) and the dynamic equation (6.2) simplifies to αy ∆ (t) Proof. For α = 0 the boundary value problem has the form y ∇ = p(t)y(t), y(t 0 ) = y 0 , and there exists a unique solution for this ∇ initial value problem of first order for all t ∈ T, because of ν-regressivity of p. Similarly, for α = 1 the problem has the form y ∆ = p(t)y(t), y(t 0 ) = y 0 , and there is a unique solution in t ∈ T, because p ∈ R . Assume now, up to the end of the proof, that α ∈ (0, 1). We consider two cases: ν(t) = 0 and ν(t) = 0. Assume that ν(t) = 0. Then, µ(s) = 0 and we can write the equation (6.2) in the form α y ∆σ (s) − y ∆ (s) + y ∆ (s) − p σ (s)y σ (s) = 0. Moreover, then αy ∆ (t) + (1 − α)y ∆ (ρ(t)) − p(t)y(t) = 0 and αy ∆ (t) + (1 − α)y ∇ (t) − p(t)(t) = 0 is in the form of (6.1). In this case equation (6.2) can be written as
which is regressive, thus having a unique solution. Indeed, letp(s) =
Finally, consider the case when ν(t) = 0. We have y ∆ (t) = y ∇ (t) = p(t)y(t), y(t 0 ) = y 0 , and we are back to the same situation of α = 0 or α = 1.
Diamond-alpha Exponential Functions
For a function y : T → R we define the mapping Y : T → R 2 by setting Y (t) := y(t) y ρ (t) . Let t 0 ,t ∈ T and t ≥ t 0 . Associated with a boundary value problem
we consider a set of mappings S(t 0 ,t) : R 2 → R 2×2 for which we can write that Y (t) = Y (t 0 )S(t 0 ,t), where y(·) is the solution of (7.1). Let T be an atomic regular time scale and let t ∈ T * . Then all points in T * are two-sided scattered or two-sided dense. Assume that T * consist of scattered points. In that case inf T can be right-dense and sup T left-dense. For t ∈ T * we can rewrite L ♦ α p y(t) = 0 as a second order recurrence equation using a transition matrix. If t 0 ∈ T is right-scattered and t ≥ t 0 , then
where r is such that σ r (t 0 ) = ρ(t) (or t = σ r+1 (t 0 )) and matrix A(t) = a(t) 1 b(t) 0 with
αν(t) . The only possibility of t being a left-dense point is that t = sup T. In that case r tends to infinity. For a right-dense t 0 = inf T we have that
Moreover, if T is a real interval we can also write that
Hence, we can always write Y (t) = Y (t 0 )S(t 0 ,t), where S(t 0 ,t) is one of the matrices used in formulas (7.2)-(7.4). The convergence of the product of matrices depends if Y (t) is defined or not, i.e., depends on the existence of a solution y(t) to (7.1). When we consider a regular time scale T, then we use its unique partition on atomic time scales. Let
Remark 7.1. We gave the construction for the forward solution of (7.1). One can also consider the backward solution by using the backward formula of recurrence and getting Y ρ (t) from Y (t). The following proposition is a direct consequence of the above construction and our Definition 7.2. 
