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This thesis explores cooperative communications in wireless ad hoc networks. Work-
ing by cooperating with other transmitting nodes, cooperative communication has 
great potential in ad hoc networks, in which the nodes can act as relays for each 
other while working for themselves. This can provide a new approach of diversity, 
namely cooperative diversity. 
We first study a single source, single relay, single destination, decode-and-forward 
cooperative communication system. Maximum ratio combining is performed at the 
destination without considering whether the forwarded symbols from the relay are 
incorrect. An error floor would occur due to the error propagation. We analyze the 
performance of different transmission power allocation strategies at the relay and the 
source node to compensate the effect of error propagation. We investigate the optimal 
transmission power allocation strategy under a fixed total transmit power constraint. 
Compared with the conventional equal transmit power allocation to the source and 
the relay, the optimal power allocation scheme enables significant performance gain 
at the destination. With a given target probability of error, large power saving can 
be obtained at the relays. A near-optimal approximation to achieve the performance 
of the optimal strategy is also given in the thesis. Then we extend it to the multiple 
relays case. Similar optimal power allocation scheme is also given. Numerical results 
reveal that the optimal scheme enables significant performance gain. 
We also analyze the user cooperation scenario with network coding. We propose 
a network-coding-based cooperative transmission scheme in a user cooperation sce-
nario. In network-coding-based cooperative transmission schemes, users are allowed 
to combine their own and their partner's messages by a network-coding operation. 
Compared with former works we analyze the outage probability when the relay de-
codes erroneously. The proposed scheme shows that utilizing network coding when 
the inter-user channel is not perfect, the cooperation of users can still be partially 
achieved. The numerical results show that diversity more than conventional repe-
tition scheme can be obtained. The analysis is extended to three-user cooperation 
in later part. We propose two kinds of network coding schemes: selfish cooperation 
and generous cooperation. Numerical results show that both schemes have their ad-
vantages, and these two schemes could be used according to the interuser channel 
conditions. We also give a discussion of multiple user cooperation. The problem 
becomes a matrix optimization under certain constraints. 
Abstract of thesis entitled: 
On Decode-and-Forward Cooperative Systems with Errors in Relays 
Submitted by MI, Wengang 
for the degree of Master of Philosophy 
at The Chinese University of Hong Kong in November 2008 
Acknowledgement 
First of all, I would like to express my deep gratitude to my supervisor, Profes-
sor Lok Tat-Ming for encouragement of free thinking and guidance to reason-
able target during the whole boring and exciting research period. As a beginner 
in doing research two years ago, I have benefitted so much from supervision of 
Professor Lok. He shows me not only the useful experiences in “ playing the 
game of research" but also the attitude to daily life and future work, “ calm, 
diligent, confident and positive". I would like to thank him for his support and 
trust during these two years. 
I would like to thank Dr. Yang Shenghao as well for inspiring discussions 
on applying network coding theory to cooperation in general wireless commu-
nication. Also many thanks to my friends in CUHK who gave me help and 
support. Life in research is sometimes tough. With you around things became 
easier . 
As always, I would like to thank my family, especially to my parents, for 
their endless love, for their understanding and support of my decision to self-
ishly pursue own life in a place far away from them, and for their encouragement 






.1 Path loss and fading channel 2 
.2 Relay Channel 4 
3 Power allocation 6 
4 Network coding 8 
5 Outline of the thesis 8 
2 Background Study 10 
2.1 Cooperative communication 10 
2.1.1 User cooperation diversity 11 
2.1.2 Cooperative diversity 14 
2.1.3 Coded cooperation 18 
2.2 Power control and resource allocation in cooperative communi-
cation 19 
2.3 Network coding 21 
3 Power allocation in DF system 24 
3.1 Introduction 24 
IV 
3.2 System Model 25 
3.3 BER analysis with power allocation 27 
3.3.1 BER analysis of single relay system 27 
3.3.2 Generalization for N-relay cooperation system 30 
3.4 Approximation 31 
3.5 Conclusion 37 
4 Network coding cooperation 38 
4.1 Introduction 38 
4.2 System model 39 
4.3 Performance analysis 44 
4.3.1 Network coding cooperation 47 
4.3.2 Conventional repetition cooperation 48 
4.3.3 Simulation result 49 
4.4 More nodes with network coding 52 
4.4.1 System model: to be selfish or not 53 
4.4.2 Performance analysis 56 
4.4.3 Simulation result 62 
4.5 Further discussion 63 
5 Conclusion 64 
A Equation Derivation 66 
A.l Proof of proposition 1 66 
A.2 Generalized solution 68 
A.3 System outage probability of generous scheme 69 
A.4 System outage probability of selfish scheme 74 
Bibliography 79 
List of Figures 
1.1 Direct and cooperative transmission 4 
1.2 Butterfly network 9 
2.1 Sendonaris' model for cooperative system 12 
2.2 Three nodes system 14 
2.3 Coded cooperation model 18 
2.4 DAS with network coding 21 
2.5 User cooperation between two users with network coding . . . . 21 
3.1 Model for cooperative system. ('S' for Source node, 'R'for Relay 
node and 'D' for Destination node) 25 
3.2 Performance of different power allocation to source and relay in 
a single-relay system 32 
3.3 Performance of different power allocation strategies in a single-
relay system 33 
3.4 Performance of different power allocation with multiple relays . 34 
3.5 Performance of different power allocation strategies with multi-
ple relays 35 
3.6 Performance of suboptimal versus optimal power allocation schemes 36 
4.1 User cooperation system model 40 
4.2 Transmission Structure 41 
4.3 Cooperative transmission implementation using TDMA 41 
vi 
4.4 Cases for second frame based on the first frame decoding . . . . 42 
4.5 NC cooperation scheme V.S. repetition scheme 50 
4.6 NC cooperation and repetition schemes with different interuser 
channels 51 
4.7 Decode and forward cooperative system with three users . . . . 53 
4.8 Performance of different schemes in two-user and three-user models 60 
4.9 Performance of generous and selfish cooperation with different 




Comparing with wired network, wireless network has significant advantages in 
mobility and easy usage. Exploding demand for a growing number of wireless 
applications has fueled significant development of wireless networks, especially 
several generations of cellular voice and data networks and ad-hoc networks for 
wireless device, home and personal networking. The broadcast characteristics 
of radio signal have been researched and used for many years. In this thesis, 
we study decode-and-forward cooperative communication systems which uti-
lize the broadcast characteristics to achieve cooperative diversity gain. Wireless 
transmission under fading channel would suffer great distortion. When errors 
occur at relay channels, they may cause error propagation at the destination 
and greatly decrease system performance. Optimal power allocation and net-
work coding schemes are discussed in this thesis. We aim to find the optimal 
power allocation strategy when errors occur at the relay to compensate the 
error propagation. Network coding cooperation schemes are considered to gain 
cooperative diversity when inter-user channels are not perfect. 
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1.1 Path loss and fading channel 
In wireless communication, signal transmitted by a radio antenna propagates 
in all directions (omni-directionally) or in a restricted set of directions. Reflec-
tion, diffraction and scattering in the environment, due to buildings, trees and 
cars in outdoors, or walls, furniture and people in indoors, around the trans-
mitter and the receiver create multiple versions of the original signal. So the 
receiver observes multiple time-delayed versions of the original signal superim-
posed. Wireless transmission suffers greatly by the effect so-called multipath 
propagation. Propagation over long distance causes reduction in power den-
sity ( attenuation) of the electromagnetic wave. Path loss may be due to many 
effects, such as free-space loss, refraction, diffraction, reflection, and absorption. 
Path loss is also influenced by terrain contours, environment (urban or rural), 
propagation medium (dry or moist air), the distance between the transmitter 
and the receiver, and the height and location of antennas. So at the receiver 
transmitted signals are attenuated by the effects above and are further cor-
rupted by additive receiver thermal noise and other forms of interference. The 
copies of transmitted signals might add constructively or destructively, thereby 
increasing or decreasing the signal-to-noise ratio (SNR). With the eternal move-
ment of the transmitters, receivers and channel environment, SNR fluctuates 
across both time and frequency, which is generally called fading [1 . 
Two important parameters to estimate the change of fading in time and 
frequency field are: 
• Coherent time T。： it is a measure of the minimum time required for the 
magnitude change of the channel to become uncorrelated from its previous 
value, which is also the parameter to determine slow or fast fading. If the 
symbol period of the transmitted signal Tg is larger than the coherent 
time Tc (T^ > T。)，the channel is called fast fading channel; otherwise, if 
Ts < Tc, the channel is called slow fading channel 
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• Coherent bandwidth B � : it is a measure of minimum separation in fre-
quency after which two signals will experience uncorrelated fading. When 
the bandwidth of the signal Bg is smaller than the coherent bandwidth Be 
of the channel (Bg < Bc)^  it is called flat/frequency-nonselective fading 
channel Therefore all frequency components of the signal will experi-
ence the same magnitude of fading; otherwise, if Bg > B � , it is called 
frequency-selective fading channel. Different frequency components of the 
signal experience different channel coefficient. 
Though radio signals are often time-continuous centered at carrier frequen-
cies ranging from kHz to GHz, it is often convenient to model them as discrete-
time based signals. Baseband-equivalent counterpart models suppress the issue 
of frequency up and down conversion which makes them more convenient to 
process conceptually. Discrete-time models are intuitive because modern im-
plementations of algorithm are using digital signal procession (DSP) hardware. 
So in the following part, we model the transmit signal and channel state in-
formation as baseband discrete-time. To isolate the benefits of space diversity, 
our analysis in following part focuses on the case of slow and frequency nonse-
lective fading (T^ < T。，Bg < Be) and additive noise. In such a channel, let the 
transmitted signal be x{t), the signal y(t)at the receiver will be: 
y⑴二 c K 糊 + n � 
in which is the channel coefficient, and n{t) is the additive white Gaus-
sian noise. In the environment where many scatters present and no line of 
sight (LOS) between the transmitter and the receiver, the envelope of the chan-
nel coefficient |a(t)| will be Rayleigh distributed with average envelop power 
丑 [ | a � |2] = 272, which is given by 
,2 
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Figure 1.1: Direct and cooperative transmission 
1.2 Relay Channel 
Communication from a single source to a single destination without the help of 
any other communication terminal is called direct, single-user or point-to-point 
communication as in Fig.1.1. Cooperation is possible when there are other 
nodes willing to aid in current communication. The simplest and oldest form 
of cooperation is perhaps multiple-hopping, which is a chain of point-to-point 
links from the source to the destination. Since there is always some attenuation 
of the signal with distance, accurate direct transmission becomes impractical 
over long distance. Multiple-hopping overcomes this long distance transmission 
problem with a chain of short distance links. 
The three-node relay channel (depicted in Fig. 1.1)has been modeled in [2:. 
The upper and lower bounds on the capacity of the relay channel are given and 
improved since then. Research on the capacity of the multiple-access channel 
with generalized feedback has prominent progress. The relay channel can be 
easily seen as a special case of the model in [3]. Due to the difficulty of finding 
new and better information theoretical results and the technological limits of 
implementing cooperation, the interests in relaying decreased after early 80，s， 
until other related fields have great advancements, such as capacity of multi-
antenna system discovered in [4], discovery of Turbo code and space-time code. 
Then a second wave of research on relaying was inspired by providing new 
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context and new tools to attack the problem. 
The relay channel is the three-terminal communication channel shown in 
Fig.1.1, cooperative transmission 2. The nodes are labeled the source⑶，the 
relay(i?) and the destination(_D). All information at S is sent to D. R aids in 
transmitting information from S to D. Usually, information is relayed in two 
phases; 
• S transmits and R, D receive, which is known as the broadcast phase. 
• S and R transmit and D receives, which is known as the multiple-access 
phase. 
So based on these two phases we get the following popular relay schemes, and 
most of current results are based on the first scheme. 
• S R, S D] then S — D,R 一 D (most used form of relaying). 
• S — R, S 4 D,�then R-^ D {S will not transmit in the second phase of 
transmission) • 
• S — then R — D without direct path 5 to D (multiple hopping 
relaying). 
• S R] then S — D�R — D (^D cannot detect S in the first phase). 
Another important issue is half-duplex or full-duplex in relaying. A relay 
is considered as half-duplex when it cannot transmit and receive at the same 
time and frequency. When it transmits and receives at the same time and fre-
quency, transmission signal interferes with the reception. In theory given the 
transmission signal, relay node could cancel the interference perfectly. However 
due to unknown characteristics of the implementation, imperfect prior infor-
mation of interference cancelation will cause imperfect results which may be 
fatal. So in practice we always assume that the transmission and reception 
occur in orthogonal channels either frequency or time domain. 
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There is no single cooperation strategy known that works best for the gen-
eral relay channel. Two mainstreams of cooperation strategy have been widely 
used to analyze the possible performance theoretically. 
The first is known as decode-and-forward{DF) protocol. In the system using 
DF, relays decode the source transmission and retransmit the decoded signal 
after possibly compressing or adding redundancy. The DF protocol is consid-
ered close to optimal when the source-relay channel is perfect. It could be 
approximated when source and relay are physically near each other. The relay 
channel could be seen as a 2 x 1 multiple-antenna system. In this thesis we 
mainly use this protocol and use the term cooperation to refer the DF type of 
cooperation without explanation. 
The second is known as estimate-and-forward protocol. This protocol is 
well known for one of its special case called amplify_and-forward (AF) proto-
col. When the source-relay (SD)and the source-destination (SR) channels are 
comparable, and the relay-destination(RD) channel is good, some observations 
can be used. In this case, the relay may not be able to decode the source 
signal, but it has an independent observation of the source signal. So the relay 
may retransmit an estimate of the source signal to the destination to provide 
diversity. In the special AF case, the estimate of the source signal is simply 
the reception by the relay. 
1.3 Power allocation 
Power allocation, broadly speaking, is the intelligent selection of transmit power 
in a communication system to achieve good performance. The notion of "good 
performance" can depend on context and may include optimizing metrics such 
as link data rate, outage probability, bit error rate, network capacity and life of 
the network etc. Power control algorithm are used in many contexts, including 
cellular networks, sensor networks and wireless LANs etc. 
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Increasing transmit power on a communication link has numerous benefits: 
• In general, for any particular set of channel conditions, a higher transmit 
power translates into a higher signal power at the receiver. Having a 
higher signal-to-noise ratio (SNR) at the receiver reduces the bit error 
rate of a digital communication link. 
• A higher SNR can also allow a system that uses link adaptation to trans-
mit at a higher data rate, resulting in a system with greater spectral 
efficiency. 
• In a wireless fading channel, using higher transmit power provides more 
protection against a signal attenuation. In a cellular network, for example, 
this results in a lower dropped call probability. 
Using a higher transmit power, however, has the following drawbacks: 
• Overall power consumption in the transmitting device is higher. This 
is of particular concern in mobile devices, where battery life is reduced 
correspondingly. 
• Interference to other users in the same frequency band is increased. In 
cellular spread-spectrum systems such as CDMA, where users share a 
single frequency band and are only separated by different spreading codes, 
the number of users that a cell can support as well as the size of the 
cell is typically limited by the amount of interference present in the cell; 
increased interference therefore results in decreased cell capacity and size. 
Even in FDMA systems such as GSM where each user in a cell uses a 
different frequency, interference is still present between different cells and 
reduces the amount of frequency reusage. 
Power control is one of important factors in physical layer practically. The 
consideration and optimization of power allocation often combined with other 
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factors such as frequency, rate flow, etc, sometimes even cross-layer design. 
1.4 Network coding 
Network coding has attracted much recent interest. Like many fundamental 
concepts, network coding is based on a simple basic idea which was first stated 
ill its simplicity in the seminal paper [5]. The core notion of network coding 
is to allow and encourage mixing of data at intermediate network nodes. In 
traditional way a network tries to avoid data stream collisions. The butterfly 
network, illustrated in Fig.1.2, shows that a mixing of data (which is a colli-
sion case) at intermedia node still enable data sink to recover full data. Two 
sources having data stream A and B at a rate of one bit per unit time have 
to communicate these data to two sinks so that both sinks receive both bits 
per unit time. All links have a capacity of one bit per unit time. The network 
problem can be satisfied with the transmissions outlined in the example but 
cannot be satisfied with only forwarding of bits at intermediate packet nodes. 
One of the most exciting opportunities of the approach is the use of random 
mixing of data streams. Also it naturally suggests a novel treatment of previ-
ous problems. In this thesis we will utilize the concept of network coding to 
facilitate decode-and-forward cooperative communication. 
1.5 Outline of the thesis 
We focus on cooperative communication in wireless networks, mainly on mul-
tiple relays case. The following part of this thesis is organized as follows. In 
chapter 2，we review some related works, including former results in cooper-
ative diversity and related research in cooperative power control and network 
coding scheme. In chapter 3，we analyze the performance of different trans-
mission power allocation strategies at the DF cooperative system with single 
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Figure 1.2: Butterfly network 
source, multiple relays and single destination. An optimal transmission power 
allocation scheme is given under a fixed total power constraint. Compared with 
the conventional transmission power allocation where source and relays trans-
mit with equal power, the optimal power allocation scheme enables significant 
performance gain. In chapter 4，we propose and analyze two different network 
coding cooperation scheme with error detection in relays. We compare the 
network coding cooperation scheme with conventional cooperative schemes. In 
conventional schemes, cooperation would fail when errors occur at relay. Re-
sults show that when interuser channels are not perfect and errors occur in 
relay, we can still cooperate to some extent and gain cooperative diversity. 
Conclusions and future extension of the research are given in chapter 5. 
• End of chapter. 
Chapter 2 
Background Study 
In this chapter we mainly summarize important results from a broad array of 
literature that relate to the problems studied in this thesis. We try to make 
reader aware of the problems and many assumptions and considerations of the 
problems. Though cooperative communication has been widely investigated 
these years, it still remains as a relatively new area in wireless communication. 
The basic idea behind cooperative communication have been known for long 
time. [2，6] give the information theoretic properties of the relay channel. 
In recent years, several new system design architectures and algorithms for 
cooperative diversity have been founded [7, 8，9,10]. To facilitate the analysis of 
the performance of power allocation and coding scheme utilized in cooperative 
communication, we will give an introduction to these works in this chapter. 
2.1 Cooperative communication 
The advantages of multiple-input multiple-output (MIMO) communication sys-
tems have been widely investigated and acknowledged as exploiting space di-
versity. Certain transmit diversity methods (i.e. Alamouti signaling [11]) have 
been incorporated into wireless standards. Due to size, cost or hardware lim-
itations, a wireless client may not be able to support multiple antennas. So 
10 
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a new class of techniques known as cooperative communication allows multi-
ple wireless clients with single antenna to gain equivalent benefits as MIMO 
systems. 
Many ideas that appeared in the cooperation literature are first explored in 
6]. In the relay channel, the relay's sole purpose is to help the source. However 
in a cooperative system the total system resources are fixed, and users act both 
as information sources as well as relays. 
Sendonaris etc [7，8] propose User cooperation diversity which investigated 
the cooperation of active users in a cellular network working as pair wise part-
ners transmitting not only their own information but also the information of 
their partners. Thus higher throughput and robustness are provided. Laneman 
etc [10, 9] proposes several low complexity cooperative protocols for cooperative 
diversity in [12，13，14]. Coded cooperation is investigated in [15, 16，17] that 
integrates cooperation into channel coding. Our studies are mainly based on 
the decode-and-forward scheme in chapter 3 and user cooperation scheme in 
chapter 4. 
2.1.1 User cooperation diversity 
User cooperation diversity proposed by Sendonaris etc [7, 8] can be used in lieu 
of relaying, enabling the active user to simultaneously transmit its own inde-
pendent information while acts as another user's relay. It increases the uplink 
capacity of cellular system meanwhile decreases the sensitivity to channel vari-
ation. The work includes the multipath fading into the model and shows an 
increased capacity even with the noisy inter-user channel. The increased data 
rate with cooperation can also be translated into reduced power for the users. 
With cooperation, the users may use less total power to achieve a certain rate 
pair than no cooperation. 
7, 8] concentrate most of the ideas. [7] focuses on the system-level de-
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Figure 2.1: Sendonaris' model for cooperative system. 
scription of the user cooperation concept: a capacity, outage, and coverage 
analysis of the model in Fig 2.1 using information-theoretic concept. A simple 
code-division multiple access (CDMA) implementation of decode-and-forward 
signaling is also given in [8] which inspired much of the following works. [8] in-
vestigates the cooperation concept further and considers practical issues related 
to its implementation. Optimal and suboptimal receiver designs for different 
scenarios (one for a high-rate CDMA system that uses multiple codes per user; 
another incorporating long-term shadow fading and the availability of channel 
state information (CSI) at the transmitter) are investigated. 
In a 2-user system (multiple users while each user is assigned a partner) 
(as depicted in Fig.2.1), there are two sources and a destination. Both sources 
can hear each other and are willing to forward information for each other. The 
channel model is given by the following equations: 
y"o 二 而 + K20X2 + Zq 
Yi = K21X2 + Zi (2.1) 
in which ⑷ ， } � ’ � are the baseband models of the received signals at 
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the destination, source 1, sources2 respectively; Xi{t) is the signal transmitted 
by source z for z = 1,2 and Zi{t) is the additive channel noise terms at the 
destination and sources for i = 0,1, 2. The fading coefficients Kij remain 
constant over at least one symbol period, and are observed over time form 
independent stationary ergodic stochastic processes, resulting in frequency-
nonselective fading with Zq �A^(0，三。)，Zi �iV(0’Si)，and Z2 � • / V(0’ 三2). 
In general, we assume that =三2. Source 1 divides its information Wi into 
two parts: Wio, which is sent directly to the destination; and W12, which is 
sent to source 2 and then forwarded by source 2 to the destination. Source 1 
structures its transmit signal so that it is able to send the above information 
as well as some additional cooperative information Ui. 
Xi = Xio + X12 + Ui (2.2) 
where the power is divided as 
Pi = Pio + P12 + Pih (2.3) 
Thus, Xio uses power Pio to send Wio at rate Rio directly to the destina-
tion, X12 uses power Pi2 to send Wu to source 2 at the rate Ru, and Ui uses 
power Pjji to send cooperation information to the destination. As relay based 
on the decode-and-forward protocol, the transmission rate R12 and transmis-
sion power P12 should be such that Wu can be perfectly decoded by source 2. 
When it turns to source 2 to transmit, it constructs its own information simi-
larly. Authors gave an achievable rate region according to the setting above in 
Theorem 1 in [7]. Practical implementation of CDMA based user-cooperative 
strategy is also given and analyzed in [7，8]. Besides the rathe complex opti-
mal detector, a suboptimal receiver, called A — MRC, is developed, where a 
parameter A G [0，1] is used as a measure of the destination's confidence in the 
bits estimated by the partner. The value of A is determined by the state of 
the interuser channel, which the destination may not have access in practical 
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Figure 2.2: Three nodes system 
system. It is one of the first implementations of user-cooperation that have 
been proposed. Other related works for user-cooperation such as relay code 
designs using LDPC component codes for both full-duplex [18] and half-duplex 
19] systems. 
2.1.2 Cooperative diversity 
Cooperative diversity is introduced in [9] where several low-complexity pro-
tocols are considered to achieve spatial diversity. The three-node system as 
in Fig.2.2 was studied. Cooperative diversity results when cooperative com-
munication is used primarily to leverage the spatial diversity available among 
distributed radios. The main motivation is to improve the reliability of com-
munications in terms of outage probability, or symbol-error probability etc for 
a given data rate. Cooperative communication can also be used primarily to 
increase the transmission rate. Thus cooperation can also allow for tradeoffs 
between target performance and required transmitted power. 
The model used in Laneman's work is as follows. In a network with t > 2 
radios, each radio has a baseband-equivalent, discrete-time transmit signal Xi\t 
with average power constraint l-^iWP < nPi, and receive signal Yi[k], 
i = 1 , 2 , t . Incorporating the half-duplex constraints, the received signal at 
radio i at the time k is model as: 
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Yi[k (2.4) 
Ej卢 ^ij^jW + if radio i receives at time k 
0 if radio i transmits at time k 
in which Aij captures the combined effects of frequency-nonselective, quasi-
static multipath fading, shadowing, and path-loss between radio i and j, and 
Zi[k] captures the thermal noise and other interference received at radio i. The 
channel coefficient Aij are known to according receivers but not the trans-
mitters. Statistically Aij are modeled as independent complex-valued ran-
dom variables. Zi[n\ are modeled as zero-mean mutually independent, white 
circularly-symmetric, complex Gaussian random sequences with common vari-
ance Nq. 
Some practical algorithms can be developed based on this model. 
• Amplify-and-forward: For amplify-and-forward, relays simply amplify what 
they receive subject to their power constraint. Amplifying corresponds to 
a linear transformation at the relay. The simplest algorithm with single 
relay case described a two-slot transmission with equal duration: one slot 
for the source transmission and the other for the relay transmission. More 
general linear relaying schemes were considered in [20]. In [9] the source 
transmited Xs[k] for k = 1,2,.., n. The relay processed its correspond-
ing received signal Yr[k] for k = 1,2,..., n and relayed the information by 
transmitting 
Xr[k] = PryAk - n] A; = n + l，n + 2，...，2n (2.5) 
To remain within its power constraint, an amplifying relay must use gain 
(2.6) 
Ps 
Ar^s 'Pr + iVo 
where the gain is allowed to depend upon the fading coefficient be-
tween the source and the relay. The destination processes its received 
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signal Yd[k] for k = 1 , 2，2 n by combining the signals from the two slots 
using one of a variety of combining techniques. 
• Decode-and-forward: For decode-and-forward, relays apply some form of 
detection or decoding algorithms to their received signals and re-encode 
the information into their transmit signals. Although decoding at the 
relays has advantages of reducing the impact of receiver noise, the per-
formance can be limited due to the incoming fading effects. Considering 
the single relay case the simplest algorithm is to divide transmission into 
two slots as the AF mode. One slot is for the source transmission and the 
other is for the relay transmission. For the simplest algorithm, the source 
transmits Xs[k] for k = 1,2, ...，n. The relay forms an estimate Xs[k] by 
decoding its corresponding received signal Yr[k] for k = 1,2, and 
A 
retransmits a re-encoded version of Xs [/c]. For example, the relay can 
implement repetition coding by transmitting the signal 
Xr[k] = /c = n + l , n + 2,...,2n (2.7) 
The destination processes its received signal Yd[k] for k = 1 , 2 , 2 n by 
some of diversity combining of the two slots. Instead of repetition coding, 
the relay can also encode the original information using other kinds of 
codeword not necessarily identical to the source codeword. When mul-
tiple relays are involved, they can employ space-time code to transmit 
information jointly with the source to the destination. 
• Selection and dynamic relaying: Fixed decode-and-forward is limited by 
direct transmission between the source and relay. However as the chan-
nel coefficients can be known with high accuracy at the receiver, relay 
can adapt their transmission format according to the realized value of 
Ar^ s- This observation suggests the following class of selection relaying 
algorithms. If the measured falls below a certain threshold, the 
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source simply continues its transmission to the destination; if the mea-
sured lies above the threshold, the relay forwards what it has re-
ceived from the source, using either AF or DF, in order to achieve diversity 
gain. Actually selection relaying should offer diversity because, in either 
case, two of the three fading coefficients Aj-^ s^  must be small in 
order for the information to be lost. A further improvement of DF is 
dynamic decode-and-forward [21]. In dynamic decode-and-forward, the 
relay starts by receiving from the source and does not begin transmitting 
until it is sure it has correctly received the source transmission. Because 
of quasi-static conditions, the reception time at the relay can be modeled 
as a random variable, and the coding scheme must take this into account. 
• Incremental relaying: Fixed and selection relaying can make inefficient 
use of the degrees of freedom of the channel, especially for high rates, 
because the relays repeat all the time. Incremental relaying exploit limited 
feedback, e.g. a single bit indicating the success or failure of the direct 
transmission, from the destination. Given failure in direct transmission, 
the relay retransmits in order to exploit spatial diversity. 
To evaluate different algorithms, outage probability is used as a metric 
throughout. Outage behavior analysis reveale that fixed decode-and-forward 
does not offer diversity gains for large SNR, because requiring the relay to fully 
decode the source information limits the performance of decode-and-forward 
to that of direct transmission between the source and relay. All other kinds 
of cooperative diversity protocols can achieve full diversity. Selection decode-
and-forward enables the cooperating terminals to exploit full spatial diversity 
and overcome the limitations of fixed decode-and-forward. 
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Figure 2.3: Coded cooperation model 
2.1.3 Coded cooperation 
Most of the above cooperation schemes use some form of repetition which is a 
simple but not efficient method in relays. Meanwhile forwarding error estimates 
of the original information in DF mode or noise supplement in AF mode may 
lead to performance degradation. Coded cooperation [15, 16, 17] illustrated in 
Fig. 2.3 is a method that integrates cooperation into channel coding. The basic 
idea is that each user tries to transmit incremental redundancy to its partner by 
sending different portions of each user's code word via two independent fading 
paths. The users divide their source data into blocks that are augmented with 
cyclic redundancy check(CRC) codes. Each of the users' data is encoded into 
iVi + N2 bits. The data transmission period for each user is divided into two 
time segments, which are called frames. For the first frame each user transmits 
a code word consisting of the TVi-bit code partition. Each user also attempts to 
decode the transmission of its partner. If the CRC code is successfully checked, 
in second frame the user calculates and transmits the second code partition of 
its partner containing N2 bits. Otherwise the user transmits its own second 
partition containing N2 bits. 
In general, various channel coding methods can be used within this coded 
cooperation. The overall code may be a block or convolutional code or a com-
bination of both. The partitioning of the code bits for the two frames may 
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be achieved through puncturing, product codes, or other forms of concatena-
tion. [15，16] analyze coded cooperation performance using rate-compatible 
punctured convolutional (RCPC) codes. Pull diversity is achieved when both 
users cooperated and impressive gains are given in BER in slow fading. [22 
introduced two extensions to coded cooperation: space-time and turbo-coded 
cooperation. Space-time cooperation yields gains in fast fading and turbo coded 
cooperation gains over non-cooperative turbo coded systems. In chapter 4 we 
will discuss the case when network coding is used under the coded cooperation 
model. 
2.2 Power control and resource allocation in cooperative 
communication 
Power control/power allocation has long been playing an important role in 
wireless networks to dynamically combat channel fluctuations and control the 
co-channel interference. Relaying information on several hops/relays reduces 
the need to use a larger power at the transmitter, which results in extended 
battery life and lower level of interference [13 . 
A natural question risen in user cooperation is that how much power should 
be allocated for own transmission and how much for cooperative transmission. 
Recently, this question has attracted great research attention. [23] proved a 
simple distributed power control algorithm and its convergence which might 
be brought into the cooperative communication. Chiang et al. [24] considered 
the problem of optimizing resource allocation in wireless ad hoc networks for 
regenerative systems. The general problem is formulated as a geometric pro-
gramming problem and the interior point algorithm is required to reach the 
optimal solution. Recently in [25] transmit power in CDMA system was opti-
mized to create the optimal set of Signal-to-Interference Ratios (SIR). It can 
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be shown that when SIR is much larger than OdB, geometric programming can 
be used to efficiently compute the globally optimal power allocation in many 
of these problems, and can determine the feasibility of user requirements by 
returning either a feasible set of power or a certificate of infeasibility. Through 
logarithmic change of variables, the GP turns these constrained optimizations 
of power control into convex optimizations. When SIR is comparable to or 
below OdB, the power control problems are truly non-convex with no efficient 
and global solution methods. With message passing, GP can be solved in a 
distributed way contrast to the traditional centralized computation. So it could 
be used in single-hop transmission and multi-hop transmission. 
In [26], efficient power allocation strategy is investigated in an orthogonal 
AF(amplify-and-forward) network to satisfy the target SNR requirement. In 
27], an optimal power allocation scheme is proposed by optimizing the derived 
approximate symbol error rate subject to fixed transmission rate and total 
transmit power constraints. In [28], optimal power allocation is solved to mini-
mize the outage probability, where iterations are required to obtain the optimal 
power allocation for DF (decode-and-forward) system with diversity. While for 
AF with diversity, the author suggests to use the same solution as that of DF 
due to difficulty/complexity in the formulation. In [29], the optimal power 
allocation algorithm is derived based on the general closed-form symbol error 
rate expression derived in [30] for AF cooperation system. The optimal power 
allocation reported in the literature is mainly based on the approximated SER 
or outage performance bounds. Power control in coded cooperation is analyzed 
slightly in [31]. Conventional power control scheme is used to increase perfor-
mance of the coded cooperation system, but fails to give out useful result. The 
actual optimum power allocation for cooperative diversity in fading channels 
with knowledge of channel statistics is still an open problem. 
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Figure 2.4: DAS with network coding 
/ 
Figure 2.5: User cooperation between two users with network coding 
2.3 Network coding 
Though most of network coding studies have focused on wired networks, there 
are some works investigating network coding in wireless scenarios. [32] investi-
gate information exchange between independent wireless nodes. Although the 
noiseless assumption used in [5] is no longer valid in wireless communication, 
the wireless medium does provide some desirable characteristics that facilitate 
the application of network coding, e.g., broadcasting without additional cost. 
Integrating the concept of network coding in the cooperative transmission 
scheme has attracted research attention in recent papers. In [33], distributed 
antenna systems (DAS) and user cooperation between two users with network 
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coding are analyzed. In DAS, assisting antennas (AA) with simple decoding-
encoding ability were assumed to aid wireless users to communicate with a local 
base station as shown in Fig. 2.4. In the conventional assumption, which was 
called plain-DAS, each user was grouped with a AA, which decoded/amplified 
the incoming signals from the user and forwarded them to the base station. 
The uplink channels from AA to base station were also considered as multiple-
access channels in some works. A natural application of network coding arises 
when multiple users share one A A. DAS with network coding forwarded the 
combination of the incoming signals from multiple users. The outage probabil-
ity results of DAS with network coding were presented. Another application 
of network coding based on user cooperation illustrated in Fig.2.5. In such 
system two users form a user pair and spatial diversity is achieved via user 
cooperation. A conventional user cooperation scheme can be viewed as coded 
cooperation [34]. For user cooperation scheme with network coding, each user 
still transmits its own data in the first time slot as the conventional repeti-
tion scheme. In the second time slot, the network-coded data of both users is 
transmitted using the two independent antennas of two users. Reliable source-
partner channels in user cooperation with network coding are assumed such 
that users can correctly decode each other's message. [35] proposes a network 
coding approach under user cooperation model featuring the algebraic super-
position of channel codes over a finite field. A key observation is that user B 
knows user A's relayed information and can exploit that knowledge when de-
coding user A's local information. This leads to an encoding scheme in which 
each partner transmits the algebraic superposition of its local and relayed in-
formation and the superimposed codeword is interpreted differently at the two 
receivers. [36, 37] investigate a joint network-channel coding for multiple-access 
relay channel and two-way relay channel. All of the above works assume perfect 
inter-user channel. 
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• End of chapter. 
Chapter 3 
Power allocation in DF system 
3.1 Introduction 
With the recent interests in sensor networks and ad hoc wireless networks, 
the notion of cooperative communication has received tremendous attention. 
Cooperation can be exploited to achieve diversity in a distributed network 
of nodes [7] [8]. It exploits the broadcast nature of the wireless transmission. 
When one source node is transmitting information to a remote destination, 
other distributed nodes may also receive it. This broadcast signal, in a non-
cooperative system, is usually not taken into consideration. This is a waste 
of resources. In a cooperative system, one kind of cooperative transmission is 
that surrounding users act as relays, decoding such received information and 
forwarding it to the destination [9]. This process results in multiple copies 
from independent fading paths at the destination, and thus brings diversity. In 
9] [12], low-complexity cooperative diversity protocols are developed, including 
relay schemes such as amplify-and-forward and decode-and-forward protocols. 
In many previous works, one important assumption is that all nodes have 
equal and constant transmission power level. Power allocation schemes for 
cooperative diversity are examined in [31] [38]. In [31], coded cooperation with 
24 
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Figure 3.1: Model for cooperative system. ('S' for Source node, 'R'for Relay node 
and 'D' for Destination node) 
conventional power control, where the power is inversely proportional to the 
mean channel gain, is considered in a slow fading scenario. Power allocation 
for the space-time-coded decode-and-forward cooperative diversity protocol is 
examined in [38]. Under the assumption that only mean channel gains are 
available, [38] shows a near-optimal power allocation scheme. In a decode-and-
forward cooperative system, relays may forward error symbols. Some previous 
works assume certain protocols to select several “ good-enough" nodes as relays. 
If the forwarded errors are not noticed, they will degrade the performance at 
the destination. In this chapter, we mainly concentrate on the analysis of the 
effect of power allocation in the error propagation cooperative system. 
The organization of the chapter is as follows. In section 3.2, a cooperative 
communication system model is described. In section 3.3, we analyze the im-
pact of power allocation to the performance of the cooperative system under 
noisy source-relay, source-destination and relay-destination channels. A sim-
ple approximation to the optimal power allocation is presented in section 3.4. 
Section 3.5 concludes the results of the chapter. 
3.2 System Model 
A wireless cooperative network is considered in this chapter. Each node in the 
network can work as a source, a relay or a destination in different scenarios. 
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A cooperative system includes source, relay and destination nodes. In general, 
there may be multiple nodes for each type. In this chapter, we will only consider 
the case of multiple relays with a single source and a single destination without 
encoding. Each node makes use of an omni-directional antenna to broadcast 
signals. Simultaneous transmission and reception by same node is not allowed. 
The source and the relays work in cooperation to provide diversity at the 
destination. The channel is assumed to be frequency-flat fading. 
First, we give the model for a single relay system. The interference between 
transmission from different nodes, which is not the main concern of this chapter, 
are neglected. We can assume that only one node is allowed to transmit within a 
time slot, and different frequencies are used by different nodes to avoid potential 
interference. In the first time slot, the source node sends a symbol Xi, which 
is received by both the relay and the destination. In the second time slot, the 
relay node decodes what it has received in the first time slot from the source 
and forwards the symbol to the destination. The transmission from the source 
and the relay are at different power levels. The received symbols at the relay 
and the destination are given by 
ysR = o:sRy/PsXi + nsR (3.1) 
ysD = asDV^Xi + nsD (3.2) 
VRD = ^RD Y/^XI + RIRD (3.3) 
The parameters asn^ cxsd, and ajw denote the fading coefficients of the 
channels S — R, S — D, and R — D respectively. They are modeled as inde-
pendent and identically distributed (iid) complex Gaussian random variables 
with zero-mean and unit variance. The noise parts RII , for z = SD�SR, RD, 
are modeled as zero-mean iid complex Gaussian random variables with vari-
ance Nq/2 for each dimension. It is straightforward to extend this model to a 
multiple-relay system by indexing the relays as Ri for different i. 
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For simplicity, we use BPSK and coherent detection at the relay and the des-
tination. We assumed that the channel state information (CSI) can be obtained 
by the receiver (but not the transmitter), and maximum ratio combining is ap-
plied at the destination. We define the signal-to-noise ratio (SNR) of each re-
ceived signals as = Iq^ s^dP；^ 尸•?’ ISRi = 
with the mean values 
OtSRi '' 
ISD = E nsD. 2i OiSD J-
ISRi = E ISRi. =E :^SRi 2: 





The total power is constrained as 
n 
Ps + ^ Pfti = Ptotal (3.5) 
i=l 
3.3 BER analysis with power allocation 
3.3.1 BER analysis of single relay system 
In this section, we will analyze the impact of the power allocation scheme to the 
performance of the cooperative system. The relay node may incorrectly detect 
the received symbol from the source node due to the noisy source-relay channel, 
and forward the error symbol while the destination has no knowledge about 
that. This will cause an error floor beyond certain SNR level [39]. It is obviously 
a waste of increasing energy when the error floor is reached. When the total 
power is constrained for the end-to-end transmission, it is desirable to analyze 
the relationship between the power distribution and the BER performance at 
the destination. 
We first analyze a simple cooperation system with one relay node. The 
protocol is as follows. In the first time slot, the source node sends a symbol 
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using power Ps which is received by the relay and the destination. In the second 
slot, the relay will forward its detected symbol with power Pr to the destination. 
The destination applies MRC to all the symbols from the source and the relay 
nodes. The power PS and PR follow the constraint PS + PR = Ptotai • Although 
the protocol and the detector are simple, the analysis will give useful ideas for 
further development. 
Proposition 3.1: If a detection error occurs at the relay, the bit error rate 
at the destination is 





{AS + Bs){As + AR)(AS - BR) 
AsBSAR 
{BR-AS)(BR + BS){AR + BR) 
乂s = \A + 75D + Bs = y i + 75D -
力丑—\/l + 7rd + Br 二 a/1 + 7rd —— V t ^ 
proof: Refer to Appendix A.l. 
Proposition 3.2 : If no detection error occurs at the relay, the bit error rate 
at the destination is 
where 




{AS + BS){AS-AR)(AS + BR) 
AsBSBR 
(AR-AsXAR^BSXAR + BR) 
When PS = PR, PEO is defined as the 2-branch maximal ratio combining 





( 1 — w h e n L = 2 (3.8) 
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where p = — ^RD l+lfRD 
The proof is similar to that for Proposition 3.1. 
With Propositions 3.1 and 3.2, we are ready to analyze the system with 
different power allocation at the relay and the source. The overall BER is 
Pe = ^ P(Bli relays in error)P(i relays in error) (3.9) 
1 = 0 
The conditional probabilities P{E\i relays in error), for f = 0，1，are Pgo and 
Pel in (3.7) and (3.6). 
The probability that i relays in n relays forward error is 
P(i relays in error) = = 
n 
(3.10) 
where p is the bit error rate for Rayleigh fading channel 
P = 2 
ISR (3.11) 
and ^sR is the average SNR of source-relay channel. 
For the single-relay cooperation system, the BER at the destination with 
noisy source-relay channel is 
Pe = PeoPnm + PelW) (3.12) 
Substitute (3.7), (3.6) (3.10) and (3.11) into (3.12), we can get the exact value 
for Pe. 
To calculate the optimal point in such curves, we can simply use Newton's 
method with equality constraints [40 . 
In Fig.3.2, we simulate different ratios of PS and PR with different total 
power levels. It can be seen directly that the performance curves versus power 
distribution, under different total power constraints in the single relay node 
case, attain unique minima. Moreover, it can be concluded that under different 
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total power constraints, the optimal transmission power schemes (local minima) 
are different. Prom the simulation the optimal power allocation ratios Ps/Ptotal 
are 0.87 (lOdB), 0.93 (20dB) and 0.97 (30dB) accordingly. 
When the total transmission power is small, the BER performance is not 
very sensitive to the source and the relay power distribution. When the to-
tal transmission power is relatively larger, which means that the BER at the 
destination could be relatively small, the BER performance is sensitive to the 
power distribution. 
The source should spend significantly more power than the relay. Alterna-
tively, the relay should save a lot of power. Although PR is small, it provides 
cooperative diversity at the destination. When using the 90% from source to 
10% from relay power scheme, the relay saves as much as 80% compared with 
the half-to-half scheme. 
In Fig.3.3, we compare the optimal power allocation scheme with the uni-
form power allocation scheme under different total power constraints. We can 
see that the optimal power allocation scheme has a large gain (almost 6 dB at 
10一3) over the uniform power allocation scheme where the source and the relay 
transmit at the same power level. Other power allocation schemes, say 70% 
to 30% or 90% to 10%, may also have a large gain against the uniform power 
control scheme. The results also show that power allocation in a decode-and-
forward relay system (with error propagation) improves the performance at the 
destination significantly even if the power control is not optimal. 
3.3.2 Generalization for N-relay cooperation system 
We can extend the results and get a general formula of the BER for the N-relay 
cooperation system. 
Proposition 3.3: For a cooperation system with N relay nodes, in which k 
relay nodes detect incorrectly, the error probability at the destination is given 
CHAPTER 3. POWER ALLOCATION IN DF SYSTEM 31 
by 
k 
Pe = ^ P{E\i relays in error)P{i relays in error) (3.13) 
i = 0 
The conditional error probability P{E\i relays in error) can be calculated 
as in Appendix A.2 and P{i relays in error) is defined in (3.10). 
We form the power allocation problem of the multiple-relay system under 
a given total power constraint as follows: 
min Pe{Ps,PR,) 
N (3.14) 
S.t. Ps + 厂 Ptotal 
i=l 
Fig.3.4 and Fig.3.5 illustrate the performance at the destination with dif-
ferent numbers of relays. In Fig.3.4, the system with multiple relays (2 or 3) 
behaves similarly as the system with the single relay. The performance curves 
versus power distribution under different total power constraints have local 
minima which give the optimal power allocation values. 
According to the system model, when source broadcasting information, ac-
tually two copies of the original symbols are created, one is sent to the des-
tination and the other is sent to the relay. Intuitively thinking more power 
allocated in the source will surely lead to better BER both in relay and des-
tination. But if too much power is allocated in source the bottle neck of the 
system will occur at the retransmission from relay. As we use MRC at the des-
tination, failure in the relay-destination channel will fail to provide cooperative 
diversity which will degrade the system performance. So a small percentage 
and only small percentage of the total power should be allocated to the relay 
in order to achieve cooperation transmission. 
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Figure 3.2: Performance of different power allocation to source and relay in a single-
relay system 
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Figure 3.4: Performance of different power allocation with multiple relays 
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Figure 3.5: Performance of different power allocation strategies with multiple relays 
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3.4 Approximation 
As we have discussed in the previous section, a suitable power allocation scheme 
employed in a decode-and-forward (with error propagation) cooperative system 
can lead to significant performance improvement. We focus on the case that re-
lays forward symbols (without error control) and use suitable power allocation 
schemes to reduce the effect of error propagation. We assume limited channel 
state information. The main idea of our protocol is to devise an approxima-
tion to the optimal power allocation scheme and to include as many relays as 
possible. 
Prom the result in last section, the local minima of different total power 
constraints mainly distributed in G [0.8,0.95]. Hence, we pick ^^^ = 0.9 
as the suboptimal non-adaptive power allocation scheme in most of the cases 
to approximate the optimal one. At relay nodes, there are two possible states: 
• S{1): The node is included in cooperation. 
• 5(2): The node quits cooperation. 
The 10% power remaining is allocated equally among the nodes which are 
included in cooperative transmission. 
From Fig.3.6, we can see that in cases, where Ptotai is relative small, the 
suboptimal power allocation scheme compares with the optimal one quite well. 
In the large total power cases, there are some gaps between the suboptimal and 
the optimal schemes. However, the suboptimal power distribution still give a 
significant gain compared to the conventional power distribution with the same 
transmission power level in all nodes. 
CHAPTER 3. POWER ALLOCATION IN DF SYSTEM 37 
9 12 15 
Figure 3.6: Performance of suboptimal versus optimal power allocation schemes 
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3.5 Conclusion 
In this chapter, we analyze the power allocation scheme for the decode-and-
forward (with error propagation) cooperative system. Under the assumption 
that mean channel gains are available at the transmitter, the exact BER for a 
single-source, single-relay and single-destination system is given and the result 
is generalized to the multiple-relay system. Suitable power allocation schemes 
may improve the performance at the destination significantly comparing with 
the uniform power distribution strategy. Prom the simulation, we use a 90% to 
10% power allocation scheme as an approximation to the optimal one in systems 
with small number of relays. The optimal power allocation scheme also shows 
that in cooperative transmission, relays can save much of their power while 
offering significant help to the source. 
• End of chapter. 
Chapter 4 
Network coding cooperation 
4.1 Introduction 
As discussed in previous chapter, cooperative communication can provide a 
lot of benefits in form of additional diversity gain at the destination especially 
when transmission antennas are distributed across different location. We also 
introduce the problem in decode and forward cooperative system that when 
there are errors in relay the source-destination BER will be significantly in-
creased. Though in last chapter we discuss that power allocation scheme that 
may compensate part of the effect, we try to seek other ways to gain more. 
In this chapter, we investigate the implementation of network coding in user 
cooperation scenarios. Comparing with the conventional relay scheme using 
repetition code, we use network coding in the relay time slot. In previous work 
of coded cooperation [34], user cooperation model were also used. The basic 
idea of coded cooperation is that each user tries to transmit incremental redun-
dancy for its partner. When errors occur in the first frame at nodes which work 
as relay, the users automatically revert back to a non-cooperative mode. Each 
user can only transmit its own data in the second frame. Current implemen-
tations of coded user cooperation essentially apply channel coding to achieve 
39 
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coding gain, but have not yet fully explored the potential of network coding. 
The main idea behind network coding implementation in user cooperation is 
that a user tries to transmit a combination of its own information and its part-
ner's instead of transmitting only its partner's information in the cooperation 
mode or its own information at the non-cooperation mode with repetition code 
or redundancy channel coding. So when even the relay channel is not perfect, 
the node working as a source can still gain cooperative diversity for itself, as 
well as when it works as a relay providing cooperative diversity for its partner. 
Instead of the perfect interuser channel in [33], we assume an imperfect user 
channel between users. Results reveal that the user cooperation system using 
network coding leads to better diversity performance than using repetition code 
without adding much computation complexity. Even when interuser channels 
are not perfect, utilizing network coding scheme can still provide additional di-
versity more than repetition scheme. We employ error detection at the partner 
to determine the cooperation type. Our network coding cooperation scheme is 
also efficient that all cases of the scheme are managed automatically without 
feedback between users. The error detection code is widely used in nowadays 
wireless protocol, which means using the result of error detection code in our 
scheme will not cause much additional hardware or computation complexity. 
In later part we complete the protocol for the three-user model given in [33], 
and show that his “ fair cooperation" scheme is a specific case in our “ generous 
cooperation". We also propose a new protocol, namely “ selfish cooperation". 
Simulation results reveal that the two transmission schemes have different per-
formances depending on the interuser condition. 
4.2 System model 
The scenario addressed in this chapter is depicted in Fig.4.1. Two nodes Si and 
$2 work in cooperation to deliver their packets of k-hit information each to a 
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Figure 4.1: User cooperation system model 
common destination node D, An example in practice is a cellular system with 
multiple users in which users work with cooperation to transmit their messages 
to the base station in the uplink channel. Users may directly receive messages 
from part of all users because of the broadcast characteristic of radio signals. 
Base station can receive all messages from all users. Most of the decoding is 
implemented at the base station. So we ignore the complexity and computation 
of decoding the network code. We first analyze the two-user cooperation case 
and later extend to the multiple user case. In the following presentation, we 
will use user or node according to the context and they refer to the same 
meaning. We define that node and S2 as a cooperation pair. They can 
both work as source for itself or relay for its partner. The channels between 
users (inter-user channels) and that from each user to the destination (uplink 
channels) are mutually independent and subject to flat Rayleigh fading. We 
consider flat fading in order to isolate the benefits of spatial diversity provided 
by cooperation transmission. 
The nodes can transmit on orthogonal channels (e.g. TDMA, FDMA, 
CDMA), which allow the destination, and other users in the cooperative case, 
to separately detect each user. Without loss of generality in our following anal-
ysis in this chapter, we assume FDMA is used. Different users have different 
orthogonal frequencies for transmission. The receiver can detect all users. To 




Figure 4.2: Transmission Structure 
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Figure 4.3: Cooperative transmission implementation using TDMA 
simplify the presentation, we assume BPSK modulation. The receivers are as-
sumed to maintain channel state information and employ coherent detection. 
The users segment their source data into blocks of k bits, denoted by Xi [A;], 
which are augmented with a cyclic redundancy check (CRC) code [41]. So the 
block length is expanded to n, Xi[k] — Ci[n]. The node working as relay can 
detect whether it has received its partner's information correctly through the 
decoding of CRC. In the transmission scheme we propose using network cod-
ing, a typical complete cooperative transmission can be denoted as two frames 
in Fig.4.2 and Fig.4.3. In the first frame, each node will transmit its own in-
formation. After receiving the first frame from the other node, nodes working 
as relay will decode the other's signal received in the first frame. According 
to the detection, the node will form a cooperative frame automatically using 
its partners and its own information. The users form its frame independently 
in the second frame without knowledge of whether their own first frame are 
correctly decoded by its partner. 
The formation of second frame follows the steps below: 
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Figure 4.4: Cases for second frame based on the first frame decoding 
• Check whether correctly received the first frame C^m-i) ^Im-i from part-
ner 
• If Yes, the second frame Cg^ = © Ci^.i , C ^ = C^m-i © CL—i; 
• If No, the second frame Cj^ = 
in which C^j^-i means 2 m - 1th code word for user i, noting that the odd code 
word is the first frame of a transmission and the even code word is the second 
frame. 
As a result, there are four possible cases for the second cooperative frame, 
illustrated in Fig.4.4. In case 1, neither user successfully decodes their part-
ner's first frame, so the system reverts to the non-cooperative case. Each user 
will retransmit their own first frame. In case 2, S2 successfully receives the first 
frame from but Si fails to receive first frame from S2' So in second frame, 
S2 forms a network-coded frame and Si retransmits its first frame. In case 3’ 
S2 fails to receive first frame from 5i and 5i successfully decodes the first frame 
S2. So Si forms a network-coded second frame and S2 retransmits its own first 
frame. In case 4, both users successfully decode each other, so that they each 
form the network-coded second frame and forward it. In the following analysis 
we assume coherent detection at the destination without maximal ration com-
bining (MRC) to different paths. Though MRC may lead to performance gain, 
we would like to rule out other factors and focus on the gains in cooperation 
brought by network coding. 
In GF(2), 0 can be viewed as +, so we could use a matrix form to represent 
the above steps. 
For case 
For case 2: 
For case 3: 













1 0 0 1 
0 1 1 0 
(4.6) 
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m 
1爪 • 6 2 
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To translate T^t to T] in different cases, we define a generating matrix G. 
Ti = TnetGi 
Accordingly Gi for case 1 is as follows 
Gi = 
0 
0 0 0 0 0 
0 0 0 0 
T 
0 0 1 0 0 0 
0 0 0 0 1 0 
Gi,i = 2,3,4 could be derived as the above form accordingly. At the destina-
tion, the detected signal from single path could be viewed as one column vector 
of the transmission matrix is successfully received. 
4.3 Performance analysis 
Define the success of cooperative transmission as when total information from 
both two sources are correctly detected. System outage occurs when informa-
tion from at least one user can not be recovered. Define 尸12，尸21，尸il>，P2D as 
frame error probability of source 1 to source 2, source 2 to source 1，source 1 to 
destination and source 2 to destination correspondingly. We will use an error 
matrix E to denote which paths have been erroneously detected. The diagonal 
elements of error matrix are non-zero if no errors occur in transmission. For 
example, the receive matrix of case 2 in network coding cooperation with all 
CHAPTER 4. NETWORK CODING COOPERATION 46 
paths successfully detected except the path from source 2 in the first time slot 
could be viewed as follows: 
f^et TE = TnetGiE 




0 0 1 0 
0 0 0 0 
0 
(4.8) 
1 1 0 
0 0 0 
The undetected signal from certain path could be viewed as the corresponding 
column is [0 0]^. We define the check matrix H = GE, As in (4.8) check 









Proposition 4-1 From (4.2)(4.3)(4.4)(4.5)，cooperative transmission is success-
ful from source pair to the destination if receive matrix is full-rank. 
Lemma 4-2 When check matrix H is full-rank, the receive matrix R is full-
rank. 
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The following performance analysis will be focused on the cases that the 
destination could not receive a matrix with full-rank. Even though H is not 
full ranked, in some cases all information from the two sources may still be 
fully recovered from network coding. Prom (4.7), we could conclude that 
• when \H\ < 1, the destination could not recover all information from both 
users thus system outage occurs. 
- P e ( l i ^ l ) = PidP2dPidP2D + ( 1 - Pid)P2dPidP2D 
+ - P I D ( 1 — 尸 2 D ) 尸 I D 尸2D + "PlD 尸 2 D ( 1 — 尸 1£»)户2_0 
+PIDP2DPID{1 - P2D) (4-10) 
= 
The second equation is derived assuming that PID = P2D = PSD 
• when \H\ > 3, the destination could recover all information from both 
users with probability of 1. 
• when \H\ = 2’ 3, system outage depends on the paths and cases detected. 
For network coding cooperation scheme, when \H\ = 3 the destinantion 
could recover all information from both users with probability of 1. 
The system outage probability Poutage can be denoted as following: 
‘ G ’ U J 
|G| 
Poutage = ^^ 尸e(| 丑| = 0 (4.11) 
i=0 
in which Pe{\H\ = i) denotes the probability of the source-destination frame 
error probability when \H\ = i. We will analyze the \H\ = 2 case in the follow-
ing parts for network coding cooperation and 
repetition cooperation. 
2,3 cases for conventional 
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4.3.1 Network coding cooperation 
Tjiei = 
0 1 
Consider Hnet = 2 
• When in the first time slot all TWO paths are detected and NO path in 
second time slot is detected, (2，0), all information can be recovered. The 
probability of this case is (1 — Pid){^ 一 P2d)P\dP2D 
• When in the first time slot ONE path is detected and ONE path in sec-
ond time slot is detected, (1，1)，information cannot be recovered in the 
following combination. 
〜 （ 1 - 巧 
{ C l m - l . C l M ) ] � - -
• When in the first time slot NO path is detected and TWO paths in second 
time slot are detected, (0，2), information cannot be recovered in the 
following combination. 
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4.3.2 Conventional repetition cooperation 
The probability of frame error for \HRep\ = {0，1,4} is the same as the network 






Consider i f — = 2 
• When, in the first time slot, all TWO paths are detected, and NO path in 
second time slot is detected,(2, 0), all information can be recovered. The 
probability of this case is (1 - Pid){^ — P2d)PidP2D 
• When, in the first time slot, ONE path is detected, and ONE path in 
second time slot is detected, (1，1), information cannot be recovered in 
the following combination. 
{CI饥-1，CU2)} 
(1 一 Pid)P2d(1 - PID)P2DP21 
(1 - PID)P2D{1 - PID)P2D{1 -尸 12) 
Pl£)(l — P2D)PID{^ — P2D)PI2 
PIUIL - P2D)PID{1 - P2D){1 -尸21) 
• When, in the first time slot, NO path is detected, and TWO paths in 
second time slot are detected, (•, 2), information cannot be recovered in 
the following combination. 
Consider Hrep = 3 
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• When, in the first time slot, ONE path is detected, and TWO paths in 
second time slot are detected, (1,2), information cannot be recovered in 
the following combination. 
C t ^ ( 2 ) } � （ 1 - PIN)P2D{L - PID){1 - ^2D)P2I(1 - P12) 
A P — prep _ pnet ^ 一 �outage outage 
= P : Z , e m = 2，3) - P Z ' a , e m = 2) 
= 2 [ 2 ( 1 - PSNYPLN + (1 " PSD)'PSD]PR{1 _ PR) + (1 _ PSD)'PId{^ _ PR)' 
> 0 
S.t. 0 < PSD^ PR < 1 
(4.13) 
4.3.3 Simulation result 
We now present the simulation results for the network coding cooperation 
scheme discussed in the previous sections. For simplicity, we divide information 
as frames of 4 bits and use CRC-4 code to detect transmission error. Therefore 
the frames transmitted are amplified to length of 7 bits. All uplink channels 
are subject to additive white Gaussian noise (AWGN) plus block Rayleigh fad-
ing independent identically distributed over (i.i.d.) each time slot with the 
same average power. The interuser channels from different sources to relays 
are assumed to be independent. Since the CRC code is a key element of coded 
cooperation, for the sake of completeness, we briefly discuss the error-detecting 
capabilities of CRC codes. For further details one could see [41] for reference. 
The fraction A of all error patterns that are detectable by a binary CRC code 
with p bits is given by A = 1 — which is solely a function of the number of 
redundant bits 
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SNR (dB) 
Figure 4.5: NC cooperation scheme V.S. repetition scheme 
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S - > D channel SNR(dB) 
Figure 4.6: NC cooperation and repetition schemes with different interuser channels 
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Fig.4.5 shows the frame error rate of the two cooperative transmission 
schemes discussed above, namely the network coding cooperation scheme and 
repetition scheme. The interuser channels are assumed at similar power level 
as the uplink channels. Although both cooperative schemes have similar error 
curve slope at high average SNR, the merit of the new design is clear. The 
proposed network coding scheme outperforms about 3 dB at frame error rate 
of 10-3. 
Fig.4.6 shows the proposed scheme worked in different interuser channel 
conditions. The performance does not improve much with better interuser 
channel condition. It is because the gain from the proposed scheme mainly 
come from case 2 and case 3, which means part of interuser channel transmis-
sions fail. In both case 1 and 4,when interchannel transmissions are rather bad 
or good, the proposed scheme does not contribute so much. 
4.4 More nodes with network coding 
In the last section we discuss the network coding cooperation scheme in a two-
user system. An intuitive generalization is a multiple-user system. In this 
section, we will give similar analysis as last section. As in a system with two 
users discussed in last section, each user can determine how it will do network 
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Figure 4.7: Decode and forward cooperative system with three users 
coding. However in system with more than two users, the network coding 
strategy used by each user is not so obvious from the point of view of the 
whole system. We assume that users have no information of the code words 
that are used by other users. For example in cellular network users randomly 
travel and appear in different cells. User pair/group may change from time to 
time. When cooperation occurs randomly among a large number of users, it 
is inconvenient to fix the allocation of the code word from the code group to 
a specific user. One possibility is that the base station manage the allocation 
of code words to every user in a cell and recycle them when the users left. 
However we would like to consider a distributed network coding construction, 
which means to randomly self-construct a code word of network coding. 
4.4.1 System model: to be selfish or not 
In this section we will use a decode-and-forward cooperative system with three 
users illustrated in Fig.4.7. Each user could work as a source to transmit its 
own information or as a relay to receive from the other two users. We as-
sume that when one user works as a relay, it can only transmit information 
for two users. The transmission is also divided into two frames as section 2. 
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{Qm-i，Qm ： ^ = 1, 2, 3} denotes the 2m - 1th and 2mth frame from source 
i. Different MAC schemes could be utilized to allocate appropriate time slot 
and frequency to each user which is not important in this discussion. In the 
first frame, each user broadcasts its own information. All other users and the 
destination could receive. In the second frame, each user randomly codes the 
information correctly received from other users with its own information to 
form a cooperative frame, and send the cooperative frame to destination. An 
overhead of the code word used may be added to each cooperative frame. Two 
strategies of the formation of the cooperative frame, namely generous coopera-
tion and selfish cooperation, are considered in the following analysis. In [33] a 
cooperative system with three nodes is also analyzed. In the work the author 
assumes a perfect interuser channels and ignores the case that errors occur 
between source and relay. We here give two complete cooperation schemes 
for three-user mode. “ Fair cooperation" in [33]is a special case of our “ gen-
erous cooperation" scheme when transmissions between sources and relays are 
perfect. 
Generous cooperation 
In the generous scheme, when relay receives only one partner's information, it 
combines the received information with its own to form the cooperative frame; 
when relay receives both partners' information, it combines the two received 
information to form the cooperative frame without its own information. Let 




with P23(1-尸 13) 
with Pi3(1-P23) 
with (1 — Pl3)(l-P23) 
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-1 with P21P31 
OLi--1 + with ^31(1-^21) 
O L --1 + Cim-1 with P21(l —尸31) 
Clm-•1 + with (1 -尸21 ) (1 - 尸31) 
Cim--1 with P12P32 
•1 + with 尸32(1 - Pi2) 
•1 + Cim-l with 尸 12(1 — P32) 
^Im-•1 + with (1 一尸 12)(1 — 尸32) 
Selfish cooperation 
We here propose a new cooperation scheme for the three-user model. In the 
selfish scheme, when relay receives only one partner's information, it combines 
the received information with its own information to form the cooperative 
frame; when relays receives both partners' information, it randomly chooses 
one partner's information and combines it with its own information to form 
the cooperative frame. The selfish cooperation scheme is similar to the gen-
erous cooperation scheme except that the selfish cooperation focuses more on 
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with P21P31 
广2 一 � 2 m — 
r^ — — 
with P13P23 
CL-1 + C'Im-l —th P23(1 - Pis) + I 
CL-1 + CL-1 With 尸 13(1 — + 去 
- P l 3 ) ( l - P 2 3 ) 
- ^ 1 3 ) ( 1 一 尸23) 
4.4.2 Performance analysis 
Generous cooperation 
When the all users utilize the generous cooperative scheme, the transmit matrix 
can be form as follows: 
gen 
0 0 
0 1 0 
0 0 1 
^ - N ^ 
y2m-l 
0 0 
0 1 0 
0 0 1 
Cl CI 
( 4 ： 4 ) 
Again we define system outage probability Pg as the probability that the 
data from at least one of the three users cannot be correctly recovered at the 





Pl2) + with 





- 尸 3 ] 
112 1 1 2 + + 
\ ^ / 
1 1 
c C
 A . 户31( 
尸21( 
with + CLi— 
with + 
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As in previous section, if H ; is full-rank, all information could be recovered. 
When > 5 the data from all three users can be correctly retrieved with 
the help of network coding; when < 2，the system outage probability is 
1. So we analyze the special case of = 3,4 in the following part. We 
assume PID = PSD, for z = 1,2,3 and PIJ = PR, i,j = 1’ 2’ 3 
Consider 丨//口 = 3. 
1. When, in first time slot, all THREE paths are correctly detected, (3, 0), 
all information could be retrieved. 
2. When, in first time slot, TWO paths are correctly detected, and, in second 
time slot, ONE path is correctly detected, (2’ 1)，the probability of system 
outage is 
尸21(网 二 3) = 3(1 - + Pid 
3. When, in first time slot, ONE path is correctly detected, and, in second 
time slot, TWO paths are correctly detected, (1’ 2), the probability of 
system outage is Pi2{\H\ = 3) = 尸 知 3 尸 差 ） 
4. When, in first time slot, no path is correctly detected, and, in second 
time slot, THREE paths are correctly detected, (0, 3), the probability of 
system outage is 
Posiim = 3) = (1 - PsufPlni^ + + - + - P|) 
Consider = 4. 
1. When, in first time slot, all THREE paths are correctly detected, and, in 
second time slot, ONE path is correctly detected, (3’ 1), all information 
could be retrieved. 
2. When, in first time slot, TWO paths are correctly detected, and, in second 
time slot, TWO paths are correctly detected, (2, 2), the probability of 
system outage is 
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尸22 (问=4) = 3(1 - PsdYPL(2Pr - 沪 R + 2P|)； 
3. When, in first time slot ONE path is correctly detected, and, in second 
time slot, THREE paths are correctly detected, (1，3), the probability of 
system outage is 
尸 13(1 丑 I = 4) = 3(1 - - 6PA + - + 
Detailed derivation of the above results could be found in Appendix A.3. 
Selfish cooperation 
When all users utilize the selfish cooperation scheme, the transmit matrix can 
be formed as follows: 
T^ — 丄 self — 
0 0 
0 0 1 
^^v^ ^ ^ ^ ^ 
广1 广2 广3 
0 1 0 
0 0 0 0 
0 1 0 
0 0 (4.15) 
Again we define system outage probability Pe as the last section. As in 
previous section, check matrix H，eif could be derived as a 12 x 6 matrix. If 
the check matrix Hi^if is full rank, all information could be recovered. Since 
the C]^, Clm^ elm are randomly formed. When > 5 the data from all 
three users can be correctly retrieved with the help of network coding. When 
Hg i^f I < 2，the system outage probability is 1. So we analyze the special cases 
of \H^EIF\ = 3,4 in the following part. We assume PID = PSD for i = 1,2,3’ and 
= :PR for i,j = 1,2,3. 
Consider {H^ i^fl = 3. 
1. When, in first time slot, all THREE paths, (3, 0), are correctly detected, 
all information could be retrieved; 
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2. When, in first time slot, TWO paths are correctly detected, and, in second 
time slot, ONE path is detected, (2’ 1), the probability of system outage 
is P,,{\H\ = 3) = 3(1 — P s o f P h i ^ + 尸I); 
3. When, in first time slot, ONE path is correctly detected, and, in second 
time slot, TWO paths are detected, (1,2) the probability of system outage 
is P,,{\H\ = 3) = 3(1 - PsDfPlnil + IP'r " I^A)； 
4. When, in first time slot, NO path is correctly detected, and, in second 
time slot, THREE paths are correctly detected, (0’ 3),the probability of 
system outage is 网 = 3 ) = (1 - —沪R + \Pk — \PK)-
Consider = 4. 
1. When, in first time slot, all THREE paths are correctly detected, and in 
second time slot ONE path is correctly detected, (3，1), all information 
could be retrieved; 
2. When, in first time slot, TWO paths are correctly detected, and, in second 
time slot, TWO paths are correctly detected, (2，2), the probability of 
system outage is 
P 2 2 m 二 4) = 1(1 — P s D f P h i ^ + Pl f\ 
3. When, in first time slot ONE path is correctly detected, and, in second 
time slot THREE paths are correctly detected, (1, 3), the probability of 
system outage is 
P u m = 4 ) = 1(1 - PsdYPIdPH^ - P l f -
Detailed derivation of the above results could be found in Appendix A.4. 
Then the total system outage probability 
IGI 
p, = Y,pm = i) (4.16) 
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10� 
•single user 
repetition (two users) 
generous cooperation (three users) 
• selfish cooperation (three users) 
SNR(dB) 
Figure 4.8: Performance of different schemes in two-user and three-user models 
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SNR(dB) In uplink channel 
Figure 4.9: Performance of generous and selfish cooperation with different interuser 
channels 
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4.4.3 Simulation result 
In Fig.4.8 we could see the generous cooperation scheme and, the selfish scheme 
provide a diversity of at least 2. Since, in a three-user model, it is hard to 
define a repetition scheme, we here give the repetition scheme for two users for 
comparison. In Fig.4.9’ two kinds of network coding cooperation schemes reveal 
different characteristics in different interuser channel conditions. When the 
inter-user channel conditions are totally bad (the frame error probability equals 
to one in interuser channels), no cooperation can be achieved. The two schemes 
degrade to the same one and the performance curves overlap. When the inter-
user channel conditions are relatively bad (e.g. the frame error probability 
equals to 0.5 in interuser channel), the selfish scheme outperforms the generous 
one. At 10一3 level, the selfish scheme is about IdB better. When the interuser 
channel conditions are good (e.g. the frame error probability equals to 0.001), 
the generous scheme gains more diversity than selfish one. Moreover, the selfish 
scheme differs little among different interuser channel conditions. Because most 
of the reception diversity at the destination are provided by the source with its 
own retransmission in the second time slot. Whateyer the interuser channels 
are, the retransmission of the users own information will provide additional 
diversity. The generous scheme differs much according to the inter-user channel 
conditions, because the cooperation diversity is provided by the other users. 
More cooperation will bring in more diversity gain. When the interuser channel 
are bad, only a little cooperation could be done. Both schemes have their 
advantages, and these two schemes could be used according to the interuser 
channel conditions. 
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4.5 Further discussion 
In the above analysis, we analyze one network coding cooperation scheme in 
two-user model and then extend the scheme to three-user model namely gen-
erous cooperation. A new network coding cooperation scheme, namely selfish 
cooperation is proposed in three-user model and compared with the generous 
cooperation. If there is enough computation ability in relays, and the system 
overheads allow, a natural extension of two-user information combination will 
lead to multiple-users information combination C2m = J2i Qm-i in the second 
time slot. From the above simulation result, the generous scheme outperforms 
the selfish scheme under good interuser channel condition. However, according 
to multiple-user information combination, network coding scheme may lead to 
different diversity orders to each user. The more relays correctly detect the 
source, the more diversity will be achieved at the destination. However, a rel-
atively large overhead, indicating whose information are combined in current 
transmission, will be added to each frame when N increases . A practical co-
operation may be held among users next to each other which form a group. 
It may lead to a group strategy in further work. As discussed in chapter 3， 
appropriate power allocation scheme will also compensate for the error propa-
gation. The combination of power allocation and network coding cooperation 
may lead to better performance. Meanwhile not only linear network coding 
could be used in cooperation, but also nonlinear network coding developed for 
wired networks may be applicable for wireless networks. 
Chapter 5 
Conclusion 
In this thesis we study the decode-and-forward cooperative system. The sys-
tems we have considered include single-source multiple-relay systems (in chap-
ter 3) and user cooperation system (in chapter 4). We focus on practical proto-
cols and overall performance. We concentrate in the case when the relay node 
(or user who is working as a relay) decodes and forwards an error. To com-
pensate for the degradation of system performance caused by errors forwarded 
by the relay, we analyze and propose new protocols: suitable power allocation 
under total transmit power constraints for multiple-relay system and network 
coding cooperation protocol for user cooperation system. 
In chapter 3, imperfect interuser channels with error propagation are as-
sumed in a single-source multiple-relay single-destination model. Comparing 
with the relay selection schemes in former works, analysis demonstrates that 
suitable power allocation can lower the risk of error propagation and increase 
system performance. 
In chapter 4, imperfect interuser channels with error propagation are as-
sumed in a two-user cooperation model. Compared with former work in which 
perfect interuser channels are assumed, complete network coding cooperation 
scheme is proposed in two-user system. Analysis in two-user system first reveals 
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that when interuser channels are not perfect, utilizing network coding scheme 
can still provide additional diversity more than repetition scheme. Later ex-
tension to three-user model namely generous cooperation is given and a novel 
cooperation scheme selfish cooperation is proposed. Simulation results reveal 
that the two transmission schemes have different performances depending on 
the interuser channel conditions. We model the transmission process with a 
matrix. The optimization of the network code word allocation can be translated 
into a matrix optimization with full rank. 
There are still many open problems in this area. The general idea of random 
network coding scheme requires a high coverage of transmission which may lead 
to high transmission power. How many relays should be included in network 
coding and how to allocate the network code word need further investigation. 
The capacity-related study of the wireless network with user cooperation is just 
at its beginning as well as the practical protocols of cooperation. Cooperative 
communication has demonstrated its advantages, but in practical systems there 
will always be some different considerations, such as transmission power, user 
cooperation set, and throughput improvement. There is still a long way to 
go, I would appreciate it if this thesis could stimulate further research in the 
utilization of cooperation in wireless networks. 
• End of chapter. 
Appendix A 
Equation Derivation 
A. l Proof of proposition 1 
"1" is assumed to be sent from the source node using BPSK. In this situation, 
the relay detects incorrectly and forwards the error symbol to the destination 
node. At the receiver, the decision variable becomes 
= + NSN) 
+ a � D / ^ ( - a 卯 V ^ + usd) 







where asn and a^D are the fading coefficients of the channels SD and RD 
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respectively, and 72 is the variance of the noise. 
Taking the expectation on fading coefficients a ,^ we can get the uncondi-
tional characteristic function 
1 1 




. — \ / 1 + 75 4- \fTs 0 _ \/l + 75 - ^/Ts 
•^s — 7 = J^S = 
4 = \/l + + \/7h BR = + 加 - V ^ 
I s = E[\asD\' 
IR = E[\ARD\' 
As “ 1" is assumed to be sent, the error occurs when the decision variable 
Zi < 0. As the characteristic function is defined as 
Ps ‘ fPs 
NO 
PR ‘ fPR 
NO (j2 
0幻 ( u ) =丑 [ e加 
The probability density function of Zi is given by the inverse Fourier integral 
PZA^I) 
So the probability is given by 
27r 
Prob(Zi < 0) = 
(A.3) 
1_ roo+j£ (pz^ (u), 
2TTj J —oo+je u U 
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Applying Cauchy's residue theorem, we can get the BER at the receiver 
when error occurs at the relay node. 
A.2 Generalized solution 
"1" is assumed to be sent from the source node using BPSK. In this situation, 
m relays detect incorrectly and forward the error symbol to the destination 
node and n relays forward the correct symbol. At the receiver, the decision 
variable becomes 
m 
i = l n 
+ X I V ^ j + ^RD.3) 
3=1 
The derivation is similar to Appendix A.l. 
, ( � ASBS 
(t>z, (u)= [u-jAs)(u-hjBs) 
A 
…+ - . i^l (li - jAnj){u + jBnj) 
Applying Cauchy's residue theorem, we can get the BER at the receiver 
when errors occur at m relay nodes. 
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A.3 System outage probability of generous scheme 
7^ 3 _ 
gen 一 
0 0 
0 0 1 ^ ^ ^ ^ ^ 
^Im-l 
0 1 
0 0 0 0 
0 0 
(A.4) 
When > 4 all information could be retrieved with probability of 1. When 
Hg^ l^ < 3 all information could be retrieved with probability of 0. 
• Consider = 3. 
- W h e n in the first time slot all three paths are detected, (3,0), all 
information can be retrieved. The probability of this case is (1 — 
巧1。)(1 - — PinWinPiD 
- W h e n in the first time slot TWO paths are correctly detected and 
in the second time slot ONE path is correctly detected, (2,1), all 
information can NOT be retrieved in following cases: 
� （ 1 - - P2d)P3D in the first time slot are 
detected: 
� � （ 1 一 Pid)P2DP3DP2IP31 
C L ( 2 ) �（1 - PlD)P2DP3Dil - P2l)P31 
CiJl)�PuM - ^2D)P3DPI2P32 
C L ( 2 ) � - P2d)P3d(1 — Pl2)P32 
C L ( 4 ) � P i d P 2 d O ~ - - Pl3)(l -尸23) 
As the coding scheme is symmetrical, one can easily derive the cases 
for {C^RN-V^2M-I} ^nd {Cg^一i，Cg^-J• If we assume PW = PSD, PIJ 
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Pr, for i,j = 1,2’ 3，the probability of this case is 3(1-P卯尸户！^“十 
P'r) 
- W h e n , in the first time slot, ONE path is detected, and, in second 
time slot TWO paths are detected, (1,2), all information can NOT 
be retrieved in following cases: 
{CLM-I)〜（1 — P\d)P2dP2>d in the first time slot is detected: 
1. in second time slot {C^m, C ^ m ) �（ 1 - 尸 - P2d)Pzd are 
detected 
{ • ) ’ c u 〜尸21P31 
{C2\n(2)，CL(l’2)}〜（1 一尸 
{CL(3) , C L ( 4 ) } �尸2 1 ( 1 - P3i)(l - Pi2)(l - P32) 
{CL(4) , C L ( 3 ) } �（ 1 - P2l)(l - P3l)Pl2(l - P32) 
2. in second time slot � （ 1 一 Pid)P2d{1 - Pzd) are 
detected 
{CL(1)，CL}〜尸21 尸31 
〜（1 — P2i)P,i{l - Pu){l - P23) 
{C^2lm(3)’CtXl’2)}〜尸21(1-P31)P23 
{CL(4) , C L ( 3 ) } �（ 1 — P 2 l ) ( l —尸31)尸 13(1 - P23) 
3. in second time slot [Cl^, C U � - 尸2d)(1 - P3D) are 
detected 
{ C L ( 1)，C L ( 4 ) } �尸 12户32(1 - Pl3)(l — P23) 
{CL(2) ,CL(4) }�（1 - Pl2)P32(l — Pl3)(l - P23) 
{CL(3) , C L ( 3 ) } � - P32)Pl3(l - P23) 
{CL(4), CL(1, 2 ) } �（1 — Pi2)(l - P32)P23 
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As the coding scheme is symmetrical, one can easily derive the case 
that {Cf爪_i} or {C|爪—J are detected. If we assume PiD — PSDI Pij — 
PR, for z, j = 1,2,3’ the probability of this case is 
- W h e n in the first time slot, NO path is detected, and, THREE 
paths are detected in second time slot, (0,3) with probability of 
PIDP2DP3D{1 - Pid)(1 -尸2D)(1 — PSD), all information can NOT be 
retrieved in following cases: 
{CL(1 ) , C L � , o L m �P21P31 尸 12戶32(1 — Pl3)(l — P23) 
CL(2) , CL(4 ) }�P2iP31 (1 - 尸 12)P32(1 - Pl3)(l "户23) 
C L � , C L ( 3 ) } � 尸 3 1 / ^ 1 2 ( 1 - P 3 2 ) P i 3 ( 1 - P23) 
C'L(4) ,CL(1, 2 ) } �尸2 1 尸31(1 - Pi2)(l — P32)P23 
�（1 - P2l)P3lPl2P32(l - Pl3)(l - P23) 
CL(2) , C L } � （ 1 - ^2l)P3l(l - Pl2)P32 
{ C L ( 2 ) , C L ( 3 ) , C L ( 2 , 3 , 4 ) } �（1 — P2l)P3lPl2(l - P32)(l - P13P23) 
{ C L ( 2 ) , C L ( 4 ) , C L ( 2 , 3 , 4 ) } �（1 — P2i)P3i(1 — Pi2)(l -尸32)(1 - P13P23) 
{CL(3 ) , CL(1) , C L ( 2 ) } � P 2 1 ( l — P z i ) P M l - 尸 13)P23 
{<^L(3 ) ,CL(2 ) ,CL(2 ,3 ,4 ) }�P21 (1 - P3i)(l — P12)尸32(1 — P13P23) 
{ C L ( 3 ) , C L ( 3 ) , C L ( 2 , 3 , 4 ) } �尸2 1 ( 1 — P,{)PU{L -户32)(1 - P13P23) 
C L ( 4 ) } �尸21 ( 1 —尸3i)(l — Pu)(l - P32) 
{ Q L ( 4 )， C L � , C L ( h 3)}�P21P31P12P32A3 
{CL(4),CL(2),CL(2,3,4)}�尸21户31(1 - Pi2)P32(l - P13P23) 
{CL(4), CL(3), CU � P 2 1 尸3lPl2(l -尸32) 
{ C L ( 4 ) , C L ( 4 ) , a L ( 2 , 3 , 4 ) } � P 2 1 尸31(1 —尸12)(1 -户32)(1 - P13P23) 
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If we assume Pio = Psn.Pij = PR for IJ = 1,2,3, the sum proba-
bility of the above cases are 
- 尸 ! + 2尸! + - 14P4 + 6P| -
• Consider jN^eJ = 4 
- W h e n , in the first time slot, THREE paths are detected, and ONE 
path is detected in second time slot, (3,1), all information can be 
retrieved. 
—When, in the first time slot, TWO paths are detected, and TWO 
paths are detected in second time slot, (2,2), all information can 
NOT be retrieved in following cases: 
* when composition of {C^n- i ’ Cim—i, ^L)〜（1 _ 一 
P2D)P3D(1 - PID)(1 - P2D)P^D is detected: 
{CL- l，CL- l ’ • ) ’ 2)}〜P21 尸31户32 
• ) ’ C L a , 2 ) } � ( 1 - P2l)P3lP32 
* when composition of {C^rn-V ^ L-I^ �（ 1 _ PID)(1 — 
P2D)P3D(1 — PID)P2D(1 -尸3D) is detected: 
{ 0 L - l , 0 2 ' m - l , C L ( l ) , C L m �户21户31(1 - Pl3)(l - P23) 
�（ 1 — P2l)P3l(l - PlsXl - P23) 
* when composition of {C^m-v ^^ L： ^ L ) � （ 1 - _ 
P2D)P3DPID{1 - P2D)(1 - PSD) is detected: 
〜户12户32(1 - 尸 13)(1 - P23) 
{ c L - 1 , c L - i . C L ( 4 ) } �（ 1 — Pi2)P32(i — Pu){i - P23) 
As the coding scheme is symmetrical, one can easily derive the 
cases that {C^m-n Cfm-i} and {Cl^ . j , C^m-i} with two different 
APPENDIX A. EQUATION DERIVATION 74 
paths from the second time slot being detected. If we assume 
PiD = PsD,尸ij 二 "Pr for i , j = 1,2，3，the probability of this case 
is 3(1 - PsDrPlni^PR - 3P1 + 2P|) 
- w h e n , in the first time slot, ONE path is detected, and THREE paths 
are detected in second time slot, (1，3), all information can NOT be 
retrieved in following cases: 
if the Clm-i in first time slot is correctly detected the probability is 
(1 - PID)P2DP3D{1 - Pw){l - P2D){1 — Psd) 
{ C L W , C L W , C L ( 4 ) } � P 2 1 尸3lPl2尸32(1 — Pi3)(l — P23) 
{CLW,CL(2),CL(4)}〜尸21尸31(1 - P l 2 ) P 3 2 ( l - Pl3) ( l - P23) 
{ C L ( 1 ) , C L ( 3 ) , C i j 3 ) } � P 2 1 尸31 尸 12(1 - P32)Pi3(1 - P23) 
�尸21 尸31(1 - Pi2)(l - P32)P23 
{ C L ( 2 ) , C L ( 1 ) , C L ( 4 ) } � （ 1 — P2I)P3IPMI — P i 3 ) ( l - P23) 
{ C L ( 2 ) , C L ( 2 ) , C L ( 4 ) } � （ 1 - P2i)P3i(i - P i M i - Pi3) ( i - P23) 
{CL(3 ) , CL(4) , CL(1, 2 ) } � P 2 1 ( l — P3l)(l - Pl2)(l - P32)P23 
C L ( 3 ) , C L ( 3 ) } � （ 1 -尸21)(1 - P s M l — PsMl — P23) 
If we assume PiD = PschPij = Pr for i j = 1,2,3, the total proba-
bility of the above cases is — + — 8P| + As the 
coding scheme is symmetrical, one can easily derive the probability 
when C2m-i or is correctly detected. The total probability of 
(1,3) case is 3(1 - PsdYPId{^P'r — + - SP^ + 3P2) 
So the total system outage probability with three users using the generous 
cooperative scheme is the sum of the above cases. 
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A.4 System outage probability of selfish scheme 
t3 _ •'•self — 
0 0 
0 0 1 
^ ^ ^ ^ ^ ^ ^ 
r<2 广3 
' ^ 2 7 n - l < ^ 2 m - l 
0 1 0 
0 0 1 [ 0 0 
Cln 
0 0 (A.5) 
When lifsV > 4, all information could be retrieved with probability of 1. 
When \H^ eif\ < 3, all information could be retrieved with probability of 0. 
• Consider \H^ eif\ = 3. 
—When, in the first time slot, all THREE paths are detected, (3，0), 
all information can be retrieved. The probability of this case is (1 — 
—When, in the first time slot, TWO paths are detected, and ONE path 
is detected, (2,1), all information can NOT be retrieved in following 
cases: When { C ^ m - i ^ O L - i } �（1 一 _ P2d)P犯 in the first 
time slot are detected, in the second time slot the following path with 
corresponding probability is detected: 
� � （ 1 - Pid)P2DPZDP2IP I^ 
〜（1 - PID)P2DP,D\{1 -尸21)(1 + P3l) 
CL � � — 
�PlD(l - P2d)P3dH1 — Pl2)(l + P32) 
As the coding scheme is symmetrical, one can easily derive the cases 
for {C^^.i, Cg^-i} and {C^m-v ^ L - i ) - If 观 assume Pw = PSD, Pij = 
PfiJoj： i,j == 1,2,3，the probability of this case is 3(1 — PsnyPsni^ + 
PI) 
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When, in the first time slot, ONE path is detected, and in second 
time slot, TWO paths are detected, (1’ 2), all information can NOT 
be retrieved in following cases: 
When { C l m - i ) � ( 1 — F\d�P2dP3D in the first time slot is detected, 
in the second time slot the following composition of paths with cor-




(1 - Pid)(1 — P2D)P^DP2IPzI 
( 1 - PID){1 - — 尸 2 i ) ( l + P 3 1 ) 
(Pl2P32 + | ( l - P l 2 ) ( l + P32)) 
(1 - AD)尸2£)(1 - PslO尸21P31 
(1 - PID)P2D{1 - PZD)\{1 + P 2 l ) ( l — P31) 
(尸13户23 + |(1 - 尸 13)(1 + P23)) 
PlDil-P2D)(l-P3D)lil + Pl2) 
(1-尸32)1(1 +尸 13)(1 —尸23) 
As the coding scheme is symmetrical, one can easily derive the cases 
that {C^rn-i} and are detected. If we assume Pw = Psd, Pij = 
PR for i j = 1’ 2’ 3’ the probability of this case is 3(1 -P卯)3户|。(营 + 
IP'R -
- W h e n , in the first time slot, NO path is detected, and THREE 
paths are detected in second time slot, (0, 3) with probability of 
PidP2dP3d(^ - —戶2z^ )(l — Psd), all information can NOT be 
retrieved in following cases: 
{ C L ( 1 ) , C ' L ( 3 ) , C L ( 3 ) } � + —尸32) 
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{ Q L ( 2 ) ’ C L � , c u 
{ ^ L ( 2 ) , C L ( 3 ) , C L ( 2 , 3 ) } 
{ C L ( 3 ) , C L ( 1 ) , C L ( 2 ) } 
{ C L ( 3 ) , C L ( 3 ) , C L ( 2 , 3 ) } 
i ( l - P l 2 ) ( l + P32) 
i ( l + Pl3)( l -P23)(l -Pl3i"23) 
i ( l - P l 3 ) ( l + P23) 
全(1 +尸21)(1 — P3I) 
^ ( l - P l 2 ) ( l + P32)(l-Pl3P23) 
妙 + 尸21)(1-尸31) 
If we assume PiD = PSD, Pij = PR k>Tc i, j = 1, 2,3, the probability of 
the above cases are correspondingly with a sum of •PIDG — •Psz))3(l — 
9 p2 I 3 p4 1 p6\ 
A^R + - Re-
consider \H^elf\ 二 4. 
- W h e n , in the first time slot, THREE paths are detected, and ONE 
path is detected in second time slot, (3, 1), all information can be 
retrieved. 
- W h e n , in the first time slot, TWO paths are detected, and TWO 
paths are detected in second time slot, (2, 2)，all information can 
NOT be retrieved in following cases: 
When composition of {C^^.i, C'Im-D C ^ m ) �（ 1 _ 尸id)(1 -
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P2D)P3D(1 — PID){1 - P2D)PZD is detected: 
{ C V i ， C l „ ^ - i ’ C U l ) , C l J l ’ 2 ) } � P 2 1 P 3 1 
{QLn-l, C ! m - 1 ， ^ ' 2 ^ ( 1 , 2)} 
(Pi2P32 + |(1-Pi2) (1 + P32)) 
|(1-P2i ) (1 + P3I) 
(Pi2P32 + |(1-Pi2)(H-P32)) 
When composition of {C2V1, Cl^, � （ 1 -尸1乃)(1 — 
P2d)P3d(^ — PiD)尸2D(1 - Psd) is detected, all information could be 
retrieved. 
When composition of {C^m-D ^L^ C ' L ) � （ 1 - — 
巧D(1 — - PSD) is detected, all information could 
be retrieved. As the coding scheme is symmetrical, one can easily 
derive the cases that and with two 
different paths from the second time slot being detected. If we assume 
PiD = PsD�Pij = Pn^hj 二 1,2’3’ the probability of this case is 
- W h e n , in the first time slot ONE path is detected, and THREE paths 
are detected in second time slot, (1,3), all information can NOT be 
retrieved in following cases: 
if the Clm-i in first time slot is correctly detected, the probability is 
(1 一 Pid)P2dPzd[1 - P id ) (1 - P2d)[1 — Psd) 
{ • ) , • ) ’ • ) } 〜 户 2 1 户 3 4 ( 1 + 尸 1 2 ) ( 1 -尸 3 4 ^ 
if the C2m-i in first time slot is correctly detected, the probability is 
(1 — - PID)(1 -尸2D)(1 — PSD) 
{ C L ( 2 ) , C L ( 1 ) , C L ( 2 ) } � ^ ( l - P 2 l ) ( l + P3l)Pl2P325(l-Pl3)(l+P23) 
if the Clm-i in first time slot is correctly detected, the probability is 
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(1 - PiD)P2DP3Dil - P i d K I - P2D){1 — PSD) 
If we assume FW = PSD, PIJ = PR for = 1,2,3, the total proba-
bility of the above cases is |(1 - PSDYPSD{^ 一 PR?PR-
So the total system outage probability with three users using the selfish coop-
erative scheme is the sum of the above cases. 
• End of chapter. 
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