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We use the strong intrinsic non-linearity of a microwave superconducting qubit with a 4 GHz tran-
sition frequency to directly detect and control the energy of a micro-mechanical oscillator vibrating
at 25 MHz. The qubit and the oscillator are coupled electrostatically at a rate of approximately
2pi×22 MHz. In this far off-resonant regime, the qubit frequency is shifted by 0.52 MHz per oscil-
lator phonon, or about 14% of the 3.7 MHz qubit linewidth. The qubit behaves as a vibrational
energy detector and from its lineshape we extract the phonon number distribution of the oscillator.
We manipulate this distribution by driving number state sensitive sideband transitions and creating
profoundly non-thermal states. Finally, by driving the lower frequency sideband transition, we cool
the oscillator and increase its ground state population up to 0.48±0.13, close to a factor of 8 above
its value at thermal equilibrium. These results demonstrate a new class of electromechanics exper-
iments that are a promising strategy for quantum non-demolition measurements and non-classical
state preparation.
The ability to bring man-made acoustical or mechani-
cal structures into the quantum regime has been demon-
strated in a variety of devices, from micro-mechanical
oscillators in opto- and electro-mechanics experiments
[1, 2], to acoustic resonators in circuit Quantum Electro-
dynamics (cQED) experiments [3]. Mechanical oscilla-
tors are generally very linear harmonic oscillators at the
quantum scale and to achieve arbitrary quantum con-
trol, one needs an extrinsic non-linearity [4]. Perform-
ing non-linear detection is also a way to enable quan-
tum non-demolition measurement by measuring energy
instead of position or momentum [5]. One strategy is
to use the Josephson junction used in superconducting
microwave circuits. It provides a dissipationless strong
non-linearity and has enabled the demonstration of land-
mark results in quantum science from the preparation of
arbitrary quantum states of microwave light [6, 7] to the
demonstration of early-stage quantum computers [8, 9].
By using piezoelectric materials, resonant coupling be-
tween superconducting qubits and high frequency (GHz)
acoustic wave resonators has been demonstrated [3, 10].
This resonant approach is however restricted to a small
class of acoustic oscillators and loses many of the advan-
tages of the micro-mechanical oscillators used in opto-
and electro-mechanics experiments [11]. In these exper-
iments, a wide variety of techniques have been devel-
oped and have made these mass-on-a-spring-like oscil-
lators very versatile. They can be used to interface oth-
erwise incompatile quantum systems such as supercon-
ducting circuits and optical light [12], they are extraor-
dinarily sensitive detectors of force and strain [13, 14] and
they can be engineered to have extremely long lifetimes
[15]. However these low frequency mechanical oscillators
have proven to be more challenging to couple to super-
conducting qubits. One strategy is to use a linear cav-
ity to transfer nonclassical microwave fields created by a
∗ viennot@jila.colorado.edu
qubit to a mechanical oscillator by using the radiation
pressure interaction [16, 17]. This approach has to battle
the incompatibility of large microwave pump powers with
qubits as well as the loss during the state propagation or
transfer. Low frequency mechanical oscillators have also
been directly coupled to qubits [18, 19], but so far the in-
teraction strengths have been too weak to achieve control
or detection of motion at the scale of few phonons.
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FIG. 1. (a) False-colored scanning electron micrograph (at
an angle) of the micro-mechanical oscillator (blue) suspended
above two electrodes and forming a vacuum gap capacitor.
(b) Top view of the device showing the superconducting qubit
electrodes (yellow and green), shunted by two Josephson junc-
tions (JJ) in parallel. The dc bias line imposes a voltage Vd
onto the oscillator plate. (c) Equivalent circuit of the device.
In this Letter, we directly couple a superconducting
qubit to a mechanical oscillator, achieving an ultrastrong
interaction of gm ≈ 2π × 22 MHz, comparable to the os-
cillator’s resonance frequency ωm ≈ 2π × 25 MHz. Simi-
lar to quadratic optomechanics proposals [20], we detect
the energy of the oscillator instead of its position. More
precisely, a mechanical ac-Stark effect shifts the qubit
frequency by 0.52 MHz per oscillator phonon, or about
14% of the 3.7 MHz qubit linewidth. The qubit line-
shape therefore encodes the phonon number statistics,
which we extract using a Bayesian-based algorithm. The
2qubit-oscillator system also exhibits blue and red side-
band transitions, analogous to those found in optome-
chanics and trapped ions systems [11, 21], at the sum
(blue) and difference (red) of frequencies. In contrast
to optomechanics, the qubit non-linearity makes these
sideband transitions number state dependent. Using this
property, we demonstrate control of populations in the
Fock space with a resolution of about 7 quanta. By driv-
ing the lower frequency sideband transition, we cool the
oscillator and increase its ground state population up to
0.48±0.13, close to a factor of 8 above its value at thermal
equilibrium.
Because our mechanical oscillator frequency is so low
compared to that of a qubit at a few GHz, we require a
qubit that couples statically to the oscillator. We achieve
this interaction by forcing electrostatic charge onto the
oscillator and using a Cooper-pair box qubit [22, 23],
which unlike a transmon, is sensitive to charge at low
frequency [24]. Our device is presented in Fig. 1(a) and
(b), and it can be mapped on the circuit diagram of Fig.
1(c). The mechanical oscillator is an aluminum drum-
head, similar to those used in previous electromechanics
experiments [1]. It is suspended over two separate alu-
minum electrodes and realizes a mechanically compliant
capacitor with each electrode. When the drum vibrates
in its first harmonic, the regions of the drumhead lo-
cated above the two bottom electrodes move with oppo-
site phases as depicted in Fig. 1(c). The two bottom elec-
trodes are connected through two Josephson junctions in
parallel, which hybridize the charge states of the two is-
lands to form a flux tunable charge qubit [22, 23]. We
operate this qubit at the charge degeneracy point. The
device is embedded in a far detuned co-planar waveguide
resonator such that the qubit can be readout and coher-
ently controlled using standard cQED techniques [25, 26].
Our ability to apply a large dc bias on the drum is
essential to the working principle of the device. When
such a voltage is applied, a static charge accumulates on
the capacitors plates C±drum and this charge is forced to
move along with the mechanical motion. The motion of
this charge is equivalent to an ac voltage applied differen-
tially over the qubit electrodes and creates a Josephson
current going through the junctions at mechanical fre-
quency. Mechanical motion is thus transversely coupled
to the qubit transition, realizing a Rabi Hamiltonian with
a coupling strength gm ≈ 2π × 3.7 MHz/V. Most of the
data we present was obtained with Vd = 6 V.
At zero bias voltage, the motion of the drum only mod-
ulates the capacitances of the qubit electrodes and the
qubit-mechanics coupling is negligible. We can use this
fact to characterize the bare qubit. Figure 2(b) shows a
qubit spectroscopy at Vd = 0 V, obtained by measuring
the qubit excited state probability Pe as a function of the
frequency of a weak microwave drive. Fitting this to a
Lorentzian, we obtain a FWHM of about Γ∗2 ≈ 2π × 3.7
MHz, consistent with coherent control data in the time
domain [26].
When a 6 V dc bias is applied on the drum, the qubit
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FIG. 2. (a) Principle of the ac-Stark shift. The bare qubit
resonance is shifted by a fraction of its linewidth for each num-
ber state. For a mechanical thermal state, the dressed qubit
lineshape is the sum over all number states weighted by their
population. (b) Low power spectroscopy of the qubit decou-
pled from the mechanical oscillator, at Vd = 0 V. The solid
line is a Lorentzian fit indicating an intrinsic qubit linewidth
of about 3.7 MHz. (c) Spectroscopy of the qubit coupled to
the mechanical oscillator (at thermal equilibrium). Inset :
phonon populations extracted with a fit assuming a thermal
distribution (dashed) or with a Bayesian-based deconvolution
algorithm (full line).
and the oscillator have a very large coupling strength
(gm/ωm ≈ 0.9). Nevertheless, this device is in a regime
where the mechanical frequency is more than two or-
ders of magnitude smaller than the qubit frequency. In
this limit, the two systems do not exchange energy spon-
tanously but instead they shift each other’s resonance
frequency according to the effective Hamiltonian [25, 27–
29]
H/~ = ωma
†a+
1
2
(
ωq + 2χma
†a
)
σz (1)
where a is the phonon annihilation operator, σz is the
qubit Pauli operator, ωq is the Lamb-shifted qubit fre-
quency and χm ≈ 2g
2
m/ωq includes the Bloch-Siegert
shift [29–31]. We determine 2χm ≈ 2π×0.52 MHz by
measuring how the mechanical oscillator frequency is dis-
persively shifted by the qubit in its ground state [26].
Equation 1 shows how the qubit transition frequency
is dressed by each phonon in the oscillator, ω˜q(n) =
ωq + 2χmn. This effect is sketched in Fig. 2(a). A fig-
ure of merit of our device is given by the ratio between
the single phonon Stark shift and the qubit FWHM,
2χm/Γ
∗
2 ≈ 0.14. In terms of resolution, this means that
the sum of two phonon number states different by 7 or
more will yield a qubit spectrum with two resolved peaks.
As shown below, performing fits or deconvolutions allows
us to go beyond this limit.
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FIG. 3. (a) Energy level diagram for ground and excited states of the qubit (g and e), dressed by phonon numbers n−1, n and
n + 1, showing the number-sensitive qubit transition ω˜q(n) as well as the number-sensitive blue and red sideband transitions
ωB(R)(n). (b) For a blue sideband drive centered around ndrive, blue sideband transitions at neighboring number states are
also driven, at a smaller rate. (c) Qubit spectroscopy after a blue sideband drive centered at a few different ndrive. Dots are
raw data, full lines are qubit lineshapes expected from the reconstructed phonon number distribution. Vertical black arrows
indicate the position of ndrive mapped onto the spectroscopic frequency axis (that is ω = ωq + 2χmndrive). (d) Reconstructed
experimental phonon populations (full lines) and master equation simulation (dashed lines) based on independently measured
parameters. Confidence intervals on the reconstruction (lighter shade) are obtain from a non parametric bootstrap [26]. Gray
areas show where populations have been moved by the sideband drive.
In order to determine the phonon number distribution
from the ac-Stark shift, we make an approximation that
treats the qubit lineshape dressed by the mechanical mo-
tion as [32]
P dressede (ω) =
∑
n
P (n)P baree (ω − 2χmn) (2)
where P baree (ω) is the response of the bare qubit to a
spectroscopic drive at the frequency ω/2π. The validity
of this approximation depends on three conditions which
are well satified for phonon numbers up ≈ 50 [26, 33].
This holds us from being quantitative for populations at
larger phonon numbers with equation 2, but as discussed
below, it allows us to make qualitative statements about
arbitrary distributions.
The measured spectroscopy of the qubit dressed by
the mechanical oscillator at thermal equilibrium with
our dilution refrigerator is shown in Fig. 2(c). The
asymmetry in the lineshape reflects the thermal dis-
tribution of the oscillator, with a tail going to high
Fock numbers. Assuming that the mechanical oscilla-
tor number state distribution is that of a thermal state,
P (n) = nnth/ (nth + 1)
n+1
, we can fit this lineshape us-
ing equation 2 with nth as a fit parameter and we ex-
tract nth ≈ 15 (about 18 mK) [26]. This procedure only
works for mechanical states for which we know the func-
tional form of P (n) (thermal states, coherent states, dis-
placed thermal states, etc). In order to be more gen-
eral, we use an adapted version of the Bayesian-based
Lucy-Richardson algorithm to invert equation 2 [26, 34].
The extracted P (n) distribution is shown in Fig. 2(c),
along with the distribution obtained assuming a thermal
state. The reconstructed populations are plotted along
with confidence intervals obtained from a non-parametric
bootstrap [35]. The small bump in the data, just above
3.85 GHz, is a manifestation of a deviation from the small
number of phonons approximation, which makes equa-
tion 2 inexact.
We now use the qubit to control the energy distribution
of the mechanical oscillator by driving sideband transi-
tions. Similar to opto- or electro-mechanics systems, we
can drive a red or blue sideband transition. As depicted
in Fig. 3(a), a red sideband transition excites the qubit
while removing a phonon from the oscillator. Conversely
a blue sideband transition excites the qubit and adds a
phonon to the oscillator. The crucial difference from that
of conventional linear opto-mechanics is the number-state
dependence of these transitions. The blue (red) transi-
tion frequencies are given by :
ωB(R)(n) = ωq ± ωm + 2χm
(
n±
1
2
)
(3)
Thus driving a blue sideband transition at frequency
ωB (ndrive) only drives a few transitions at neighboring
number states. The characteristic number of transitions
being driven around ndrive is given by Γ
∗
2/2χm [26], that
is on the order of 7 transitions. Because these are two-
photon transitions, we drive these sidebands with two
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FIG. 4. Spectroscopy of the qubit after a red sideband drive
of 150 µs (dark red) and 1.5 ms (black), centered around
ndrive ≈ 8. Dots are raw data, full lines are qubit lineshapes
expected from the reconstructed phonon number distribution.
Inset : reconstructed experimental phonon populations (log
scale, with bootstrap confidence intervals in lighter shades).
The dotted line is the distribution of a fit to a thermal state.
The horizontal black arrow indicates the ground state popu-
lation of about 0.48 (see text).
tones: a lower frequency (260 MHz) dither applied to
the Cooper-pair box gate, and a microwave tone detuned
from the transition by the dither frequency [26], as pro-
posed in Ref. [36].
Figure 3(c) shows qubit spectroscopies taken after a
microwave pulse at a few different blue sideband frequen-
cies, corresponding to transitions ranging from ndrive ≈ 1
to 42. When driving close to the ground state (ndrive ≈
1), the dressed qubit resonance is essentially shifted to
slightly higher frequency. However, driving at higher
numbers qualitatively changes the qubit lineshape, show-
ing a first peak around the bare qubit frequency and a
separate peak at higher frequency. This lineshape reveals
how the phonon populations are moved into distinct re-
gions of the Fock space. The associated reconstructed
phonon distributions P (n) are given in Fig. 3(d). As
highlighted by the shaded areas, these distribution show
how our blue sideband pulse takes phonon populations
around ndrive (or below), and transfers them to higher
numbers. We can compare the reconstructed experi-
mental phonon distributions with a semi-classical master
equation simulation (dashed lines in Fig. 3(d)). In these
simulations, the qubit decoherence rates, the mechanical
damping rate, the mechanical bath temperature and the
sideband rates are determined from independent mea-
surements [26]. We attribute the difference between ex-
periment and simulation mainly to deviations from equa-
tion 2 that yield inaccurate reconstructions. Neverthe-
less, the qualitative agreement between simulation and
experimental data demonstrates how the qubit can be
used to control the phonon population in the drum with
a resolution of a few phonons and up to a relatively large
number of phonons.
Finally, Fig. 4 shows how we use the qubit to cool
thermal motion down with a red sideband drive. Cooling
macroscopic mechanical motion with a superconducting
qubit has been extensively investigated theoretically [37–
41], but to our knowledge this is the first experimental
demonstration of such a scheme. After a 150 µs red side-
band pulse at ndrive ≈ 8, the population around n = 8 is
transfered to Fock numbers n ≤ 2 (red data in Fig. 4).
Leaving the sideband drive on for a longer time, compa-
rable to the mechanical damping time of about 1.7 ms,
population at higher energy slowly decays down into the
range where the sideband drive is effective (black data).
This further increases the populations around the me-
chanical ground state to reach P (0) ≈ 0.48± 0.13. The
uncertainty on P (0) is here dominated by our uncertainty
in the bare qubit frequency [26] (uncertainty bands in
Fig. 4 do not include this systematic effect). After this
long pulse, the narrowed qubit lineshape is a direct sig-
nature of the decreased phonon variance associated with
lower mechanical temperature. For longer duration red-
sideband pulses, the drive begins to trivially heat the
oscillator rather than cool it. Nevertheless, the demon-
strated performance should be sufficient to prepare sub-
Poissonian states at large average phonon number.
Looking forward, a natural next step would be to
increase χm by increasing Vd. The maximum voltage
we could apply in this study (6 V) was limited by
our ability to readout the qubit through its dispersive
coupling to the microwave resonator. For reasons we
do not understand the readout contrast diminished and
became bystable with increasing voltage. Understanding
and solving this problem would allow us to turn up
Vd, in principle up to 21 V (limited by electrostatic
instability). The single phonon Stark shift 2χm would
then be approximately 2π×10 MHz, exceeding the bare
qubit linewidth and reaching the strong dispersive limit
[42]. In addition, the ultra-strong qubit-mechanics
interaction demonstrated here could also be combined
with the microwave cavity to enter a rich three-body
interaction regime [43]. This could be used to prepare
non-classical states such as mechanical cat states and
tripartite entangled states involving the microwave
cavity, the qubit and the mechanical oscillator.
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I. DEVICE AND FABRICATION
Photographs of the full device are given in Fig. 5.
Fig. 5(a) shows the overall chip with input and output
microwave ports used to probe the co-planar waveguide
(CPW) resonator in transmission. This resonator is used
to control and readout the qubit. In the following, the mi-
crowave resonator is also refered to as the cavity, to avoid
possible confusion with the mechanical oscillator. The dc
bias port is used to apply dc voltage on the drum, as well
as applying rf frequency drives at mechanical frequency
and up to 260 MHz. Fig. 5(b) shows the on-chip filter
FIG. 5. (a) Optical micrograph of the device chip, showing
the co-planar waveguide resonator (CPW res.), input and out-
put ports and dc bias input port. (b) One stage of the on-chip
LC filter, composed of an inductance in series and a waffled
capacitance to ground. (c) Zoom on the area where the qubit
and drum are embedded. The input coupling capacitance of
the resonator is visible on the left. (d) Scanning electron mi-
crograph of the drum-head and the qubit, also showing the
center pin and ground of the CPW resonator. (e) Zoom on
the Josephson junctions (JJ).
(superconducting LC circuit) that is part of the dc bias
line. This is necessary because the dc bias line strongly
couples to the qubit mode. Without this filter, the qubit
would very rapidly decay into that port (see section X).
As in many standard circuit Quantum Electrodynamics
(cQED) setups (e.g. Ref. [25, 44]), we couple the qubit
to the CPW resonator by inserting it between the center
conductor and one ground plane, as shown in Fig. 5(c).
Fig. 5(d) and (e) show scanning electron micrograph of
the device, similar to the main text figures.
The fabrication of the device is performed with several
steps of aluminium deposition on sapphire. It involves a
combination of three optical UV lithography steps per-
formed in a stepper, similar to references [16, 45], as
well as two electron beam lithography steps. The op-
6tical lithography steps allow the definition of the mi-
crowave CPW resonator, the on-chip filter, the drum-
head and the qubit islands. The first electron beam
lithography step defines the Josephson junctions with the
Dolan bridge technique [46] (25 nm, then 75 nm thick
aluminium at ±20 degree angle). In a second step, we
contact the junctions to the rest of the circuit with a
bandage technique [47]. The very last step is the release
of the drumhead and all suspended structures (waffle ca-
pacitor of Fig. 5(b), air bridges) with a SF6 plasma etch
[16, 45]. The junctions do not see their critical current
(≈ 10.5 nA) change significantly during this step.
II. MEASUREMENT TECHNIQUES AND
BASIC CHARACTERIZATIONS
Before describing how we readout the qubit, we quickly
review the working principle of a charge qubit in the
Cooper pair box limit [22, 23], ancestor of the transmon
qubit [24]. The Hamiltonian of the qubit is given by [48]
H = 4EC (nˆ− ng)
2
− EJ cos(φˆ) (4)
where EC and EJ are the charging and Josephson en-
ergy, nˆ is the Cooper pair number operator and φˆ is the
superconducting phase operator. The gate charge pa-
rameter ng is controlled with a local gate voltage. In the
Cooper pair box limit 4EC ≫ EJ , or at least EC ≈ EJ ,
which is our situation. For most of the data presented,
EJ is tuned to 2π×3.8 GHz with a small external flux,
and EC ≈ 2π× 2.9 GHz (see table I). In this limit, the
qubit energy levels have a strong dependence on the gate
charge ng. As depicted in Fig. 6, the eigenstates are
almost charge states except when ng ≈ 1/2, the point at
which ground and excited states are symmetric and anti-
symmetric superpositions of charge states. This is the
point where the qubit is the most insensitive to charge
noise, and where we operate. The qubit frequency is then
approximately given by EJ , which we can tune using an
external flux bias.
The microwave cavity (i.e. the CPW resonator) is cou-
pled to the qubit such that we operate in the dispersive
limit of the Jaynes-Cummings Hamiltonian [27] where
the cavity frequency is pulled by the state of the qubit.
Fig. 7 shows a measurement of the cavity transmission
phase measured at the bare cavity frequency, as a func-
tion of gate charge. This measurement is performed with
the qubit in its ground state 〈σz〉 ≈ −1. It is a direct
proxy of the qubit cavity susceptibility χc:
ϕ ≈
2
κ
Re (χc) 〈σz〉 (5)
where
χc =
g2c
−iΓ∗2 + ωq − ωc
(6)
and κ is the (largely over-coupled) cavity linewidth, gc
is the qubit-cavity coupling rate, Γ∗2 = 2/T
∗
2 is the qubit
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FIG. 6. (a) Schematics of the charge qubit energy levels
in the Cooper pair box limit. The pure charge states |n〉
and |n+ 1〉 have energies given by the electrostatic charging
energy, showing parabolas as a function of gate charge ng .
At the charge degeneracy, they hybridize with the Josephson
coupling energy to form symmetric and anti-symmetric su-
perpositions of charge states. (b) Frequency landscape of our
device as a function of gate charge with EJ ≈ 3.8 GHz in the
absence of qubit-cavity and qubit-oscillator coupling.
FWHM and ωc is the microwave cavity frequency (see
table I). Note that gc, Γ
∗
2 and ωq depend on the gate
charge ng. When the qubit is in its excited state, the
phase response given in Fig. 7 has opposite sign. In
practice, most of the measurements are done at ng ≈
1/2 and we use the 〈σz〉 dependence of ϕ to readout the
qubit population. Because our qubit relaxation time T1
is relatively short, we do not have single shot readout of
the qubit state. Instead we map out the average value of
ϕ on 〈σz〉 = 2Pe − 1 [28].
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FIG. 7. Measurement of the microwave cavity phase shift
as a function of gate charge ng with the qubit in its ground
state. This allows the determination of ng = 1/2. When ng is
fixed, the measurement of this phase enables qubit readout.
Because there is typically 1/f charge noise on the gate
parameter ng, we reset it automatically every one or two
minutes to ensure ng = 1/2. This is done by measuring
7Parameter Value
qubit maximum Josephson energy EJ,max ≈ 2pi × 5.0 GHz
qubit charging energy EC ≈ 2pi × 2.9 GHz
qubit energy decay time T1 ≈ 0.2− 1 µs
qubit intrinsic decoherence time T ∗2 ≈ 70− 95 ns
mechanical frequency ωm ≈ 2pi × 25 MHz
mechanical environment temperature nth ≈ 15 (≈ 18 mK)
mechanical damping rate γm ≈ 2pi × 94 Hz
mechanical thermal decoherence rate nthγm ≈ 2pi × 1.4 kHz
microwave resonator (cavity) frequency ωc = 2pi × 4.7574 GHz
microwave resonator (cavity) linewidth κ ≈ 2pi × 2.3 MHz
single phonon Stark shift 2χm ≈ 2pi × 0.52 MHz (Vd = 6 V, ng = 1/2)
qubit - mechanics coupling rate gm ≈ 2pi × 22 MHz (Vd = 6 V, ng = 1/2)
qubit - cavity coupling rate gc ≈ 2pi × 37 MHz (ng = 1/2)
TABLE I. Summary of the device characteristics
the cavity phase shift given in Fig. 7 and finding the
point of symmetry. This reset procedure takes about 6 s.
Finally, charge qubits are very sensitive to charge num-
ber parity. It is known that anomalously large numbers
of quasiparticles are present in most superconducting cir-
cuits [49–53]. The tunneling of a quasiparticle through
the Josephson junctions causes a sudden change of ng
by 1/2 (that is one electron charge). For a Cooper pair
box, such a parity jump takes the qubit at the furthest
point away from the sweet spot, dramatically changing
the system’s properties. We can observe this phenomena
by setting ng = 1/2 and monitoring the cavity phase in
time. Fig. 8 shows such a measurement. This data also
demonstrates very good single shot readout of the parity
and we estimate our average parity switching time to be
about 1 - 10 s. There is no preferred parity in our device.
We believe the geometry around our Josephson junction,
seen in Fig. 5(e) helps make the parity life time longer.
We speculate the long and skinny wires on both sides of
the junctions have a much smaller number of quasiparti-
cles than the large superconducting pads of the rest of the
device, and crucially make the diffusion of a quasiparticle
from one island to the other less likely. In practice, our
measurement pulse sequence always contains a readout
pulse to readout parity, and we post-select the data in
real time based on parity readout with a threshold.
For the spectroscopy data after a sideband drive, pre-
sented in Fig. 3 and 4 of the main text, the pulse sequence
is the following. We start by turning on simultaneously
the sideband drive and the dither (see section VII) and
leaving them on for the desired duration. We then wait
for 5 µs to let the qubit relax to its ground state, drive the
qubit with a long incoherent pulse (typically 115 µs) and
simultaneously readout the qubit (with less than one av-
erage photon in the cavity). We then wait 5 µs to let the
qubit relax again, and measure parity with a long pulse
on the cavity (typically 100 µs, less than one average pho-
ton in the cavity). We typically wait 6 ms between each
sideband drive to let the mechanical oscillator thermalize
back to its environment (see section IX).
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FIG. 8. Parity jumps obtained by measuring the cavity
phase at ng = 1/2. We run the experiment and measure the
qubit conditioned on the parity being in the “good” position.
III. TIME-DOMAIN CHARACTERIZATION OF
THE BARE QUBIT
Fig. 9(a) shows coherent Rabi drive of our qubit tran-
sition at Vd = 0 V. Fig. 9(b) and (c) show T1 and T2∗
measurements. T ∗2 is relatively stable in time, and can
be seen to drop when the coupling is turned on, con-
sistent with the linewidth given in the main text. T1
however depends significantly on the pulse sequence. A
long saturating pulse can make our T1 go up to about
1 µs. We attribute this effect to two-level systems in
the residues of silicon nitride between the two plates of
drum-head. This is consistent with what was obtained
in previous electromechanics experiments with linear LC
circuits, with internal loss going from 150 kHz at high
power to 1 MHz at low power [16].
IV. MEASUREMENT OF χm
The single phonon ac Stark shift 2χm is equal to twice
the dispersive shift of the mechanical oscillator due to
the qubit in its ground state [25, 27]. Both these effects
are widely used in cQED. We can therefore obtain χm
8FIG. 9. Qubit coherent control. (a) Rabi drive of the qubit.
Dots are data and the red line is fit to an exponentially de-
caying sine. (b) T1 decay of the qubit as a function of delay
after a short pi pulse. Dots are data and red line fits to an
exponential decay with 260 ns lifetime. (c) Ramsey fringes as
a function of qubit drive detuning. The ramsey characteristic
decay time is about T ∗2 ≈ 85 ns, consistent with the low power
spectroscopic linewidth of about 3.7 MHz.
by measuring how the mechanical oscillator’s resonance
frequency is pulled by the interaction with the qubit
when the gate charge ng is being changed. Such a
measurement was first realized with a Cooper pair box
qubit coupled a silicon nitride beam [18], and reached
χm ≈ 2π×1.6 kHz. In our setup, we do not have the
possibility to independently measure the mechanical
oscillator, as it only couples to the qubit (and to a lossy
thermal environment). However, we can coherently
drive motion on the drum-head and use the qubit, or the
qubit-cavity system, to detect the mechanical resonance.
Motion is driven resonantly with the product of the dc
voltage Vd and an ac voltage drive applied on the same
port (see Fig. 17). Once the coherent drive is turned
off, motion survives for a characteristic time scale given
by the mechanical damping rate, approximately 1.7 ms
(see section IX). During that time, the qubit gate charge
ng is being modulated at ωm with an amplitude given
by mechanical motion. This modulation is effectively
an ac Stark shift on the qubit, as explained in details
in the main text, but it also rectifies the cavity phase
signal. This can be understood by looking at equation 5
or by considering the phase signal of Fig. 7 with an ac
modulation on ng due to mechanical motion. Note that
the qubit linewidth is also dressed by this effect, and
this enters equation 5 via the qubit-cavity susceptibility
χc (equation 6).
In the low motion amplitude limit, the rectification
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FIG. 10. Mechanical oscillator resonance measured at Vd = 3
V. (a) Spectroscopy of the qubit at ng = 1/2 without me-
chanical coherent drive. (b) Phase measurement with a qubit
spectroscopic tone parked on the qubit resonance (vertical
arrow in (a)) as a function of the frequency of the coherent
drive on the mechanics. When the mechanical drive hits the
mechanical resonance, the qubit is ac Stark shifted and the
qubit drive becomes off-resonant. The cavity phase goes back
up to its value corresponding to the qubit being in the ground
state, hence the observed contrast. The width of the mechan-
ical resonance is broadened by the short pulse used to drive
coherent motion.
is small, and we detect mechanical resonance via qubit
spectroscopy. A typical measurement of this kind is
shown in Fig. 10. This works well at ng = 1/2 be-
cause this is where the qubit spectroscopy is the narrow-
est. However charge noise makes the qubit resonance ex-
tremely broad away from ng = 1/2 [27]. In order to mea-
sure the mechanical resonance away from ng = 1/2, we
drive a sufficiently large motion amplitude on the drum
so that the cavity phase signal is modified even though
the qubit stays in its ground state. The amplitude of this
rectification depends on the curvature of the phase sig-
nal. Fig. 11 shows such measurements. At ng = 1/2, we
observe a resonance at around 25.078 MHz in the phase
response of the cavity (selecting on charge parity). At
ng = 1/4, we observe a resonance at around 25.294 MHz
(both parities are degenerate and we do not select on
parity). In those measurements, the resonance linewidth
is broadened by the length of the drive pulse (10 µs).
The background phase value and the sign of the contrast
on resonance can be understood by looking at the value
and the curvature of the phase signal given in Fig. 7. At
ng = 0 (or 1), the mechanical frequency should be very
close to the bare mechanical frequency. However the very
tiny curvature of the phase signal at ng = 0 holds us from
taking data there with reasonable phonon number in the
mechanics. Instead, we account for the fact that the dis-
persive shift is non zero at ng = 1/4 to calculate χm at
ng = 1/2. We have checked the power dependence of
our χm measurement and the quoted value is that ob-
tained in the low phonon number limit where there is no
power dependence (about 200 phonon from the coherent
drive). In comparison, we estimate the critical number of
phonons ωq/4χ
2
m [27] to be about 1.4× 10
4 at ng = 1/2.
The obtained dispersive shift χm ≈ 2π × 0.26 MHz is a
160 fold improvement compared to Ref. [18].
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FIG. 11. Measuring χm. (a) Principle of the measurement. The qubit frequency goes down to its minimum around ng = 1/2
(and the transverse coupling goes up). The qubit in its ground state dispersively shifts the coupled mechanical oscillator, as
depicted in the red square inset. (b) Measured cavity phase transmission after a 10 µs drive on the drum at varying frequency
with ng = 1/2 (and Vd = 6V). When the drive frequency hits the resonance of the mechanics, motion is driven on the drum,
which in turns rectifies the phase signal and allows spectroscopy of the oscillator. (c) Same as (b), but measured at ng = 1/4,
showing a significantly less shifted mechanical frequency.
V. EXPECTED χm FROM SIMULATIONS,
EXPECTED MAXIMUM BIAS VOLTAGE Vd.
We can compute the expected 2χm from a circuit
model that includes the static displacement of the drum-
head as well as parasitic capacitances obtained from finite
element simulations. For the purpose of clarity, we start
here with the derivation of 2χm for a given static displace-
ment, and without the parasitic capacitances. We start
with the circuit given Fig. 1 of the main text. This circuit
makes the simplifying assumption that both capacitances
to ground are the same, C0, which is also equivalent to
neglecting parasitics. We write the drum capacitances as
C±drum =
Cd
1∓ xl
≈ Cd(1 ±
x
l
) (7)
where l is the static separation of the drum plates (the
vacuum gap). The Hamiltonian of the system writes
H = 4EC (nˆ− ng)
2 + EJ cos φˆ+
1
2
mωmxˆ
2 +
pˆ2
2m
(8)
where m is the mass of the oscillator, xˆ is the position
operator and pˆ is the momentum operator. Ec and ng
are here functions of the position of the oscillator and
this is how the qubit couples to the oscillator. Because
the expected gap l ≈ 50 nm, and the zero point motion
of the oscillator xzpf ≈ 3.6 fm, expanding to first order
in x/l is very good approximation even at large numbers
of quanta. We therefore write
H ≈ H0 +
∂H
∂x
xˆ (9)
where H0 is the static (decoupled) Hamiltonian. At the
charge degeneracy point :
∂H
∂x
xˆ = eβmVd
1
l
nˆxˆ = gmσx(a+ a
†) (10)
Where e is the electron charge, a is the phonon annihila-
tion operator, and
gm = eβmVd
xzpf
l
(11)
βm =
4C0Cd
(C0 + Cd)(C0 + Cd + 2CJ)
(12)
From gm we calculate the single phonon Stark shift, in-
cluding the Bloch-Siegert shift [29–31], and in the limit
ωm ≪ ωq :
2χm ≈
4g2m
ωq
(13)
The static position l at any fixed Vd was estimated
semi-analytically by finding the minimum of the potential
energy U given by the sum of the elastic restoring force
of the oscillator and the electrostatic force :
U(l) =
1
2
k(l − l0)
2 −
1
2
1
1
C0
+ lǫ0S
V 2d (14)
where k ≈ 190 N·m is the effective spring constant, l0
is the gap at zero voltage, ǫ0 is the vacuum permittivity
and S is the area of the drum. Finally, the parasitic
capacitances are estimated with Sonnet and included in
a modifed version of the above model. Our measured
value 2χm = 2π×0.52 MHz at Vd = 6 V indicates a gap
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of about 56 nm. This is consistent with our expectations
based on the gap estimated in similar devices [1], of about
50 nm.
The device was designed to be able to support high
dc voltages, limited by the instability present in the po-
tential of equation 14, expected at 21V. We have tested
devices for which the electrodes underneath the drum-
head were effectively grounded at dc (this could be the
case with a qubit if we used a single island Cooper pair
box, with the Josephson junction being a short circuit
to ground at dc). The maximum voltage we could apply
on those devices is about 3.2 V and matches our model
of equation 14. This is the voltage at which the elec-
trostatic instability makes the drum collapse. Here we
designed small capacitances in series to ground (C0, see
main text), which reduces the coupling gm per volt, but
favorably increases the maximum voltage to 20 - 25 V
(depending on the gap l0). This transforms the voltage
source Vd into a charge source, with the voltage instabil-
ity disappearing when C0 < Cdrum/2. Note that in refer-
ence [54] this collapse voltage is close to 18 V, but only
because the dc voltage bias is applied on a small area of
the drum, making the effective capacitance much smaller.
In practice, the highest voltage we can apply is limited
by our ability to readout the qubit. Around Vd = 8 V,
the phase signal of the cavity becomes bi-stable (within
the “good” parity position) even though the qubit is not
driven externally. Understanding and taming this effect
would allow us to push 2χm up, expectedly to 2π×10
MHz at Vd ≈ 21 V. Such Stark shift would possible ex-
ceed the linewidth of the qubit and place the device in
the strong dispersive limit [42].
VI. P (n) RECONSTRUCTION TECHNIQUE
AND BOOTSTRAPPING
A. Dressed qubit spectrum approximation
(equation 2 of the main text)
As mentioned in the main text, the validity of equation
2 of the main text, which we recall here:
P dressede (ω) =
∑
n
P (n)P baree (ω − 2χmn) (15)
depends on three conditions. First, the system must
be in the weak damping limit γm ≪ χm, with γm the
mechanical damping rate. This condition ensures weak
back-action [33], so that the height of each underlying
peak is P (n). Second, the width of each underlying peak
n (approximately given by Γ∗2 + 2nnthγm [33], nth be-
ing the average thermal occupancy) is dominated by the
bare qubit linewidth Γ∗2. Third, the number of phonons
is small compared to ωm/2χm to avoid unwanted degen-
eracy between dressed qubit transitions and second order
sideband transitions. More precisely, a pure qubit tran-
sition at ωq + 2χmnA can be at the same frequency as a
sideband transition at ωq + ωm + 2χm(nB + 1/2) when
nA = nB + ωm/2χm. These sidebands are not the ones
we use to control the phonon number distribution (see
section VII). When driven with the spectroscopic tone,
they have a small contribution to the qubit spectrum, as
seen in Fig. 2 and 3 of the main text.
We experimentally determine γm ≈ 2π× 94 Hz (sec-
tion IX) and nth ≈ 15 (see main text). This ensures the
first condition to be very well satisfied. The second con-
dition is valid until about 300 phonons and corrections
can easily be added to equation 2 to account for broaden-
ing (see section VID). The third condition is only valid
up to about 50 phonons, but modifying equation 2 to
account for large phonon numbers is a more challenging
task which is beyond the scope of this paper. This holds
us from being quantitative at large phonon numbers but
allows us to make qualitative statements about arbitrary
distributions, as shown in the main text.
B. Bayesian-based estimation of P (n)
We now describe the algorithm that we use to extract
the mechanical oscillator energy distribution P (n) from
the measured dressed qubit spectroscopy. This is essen-
tially an adapted version of the basic Lucy-Richardson
algorithm often used in astronomy [34, 55]. The Lucy-
Richardson algorithm is an iterative, Bayesian-based
method, which was originally aimed at reconstructing
images degraded by optical aberrations. It is essentially
a deconvolution procedure. It is relatively protected
against noise and we verify this with a non-parametric
bootstrap. The important difference between the origi-
nal Lucy-Richardson and our algorithm is the fact that
we have important extra information on the convolution
function : we know it is the bare qubit shifted by 2χmn
and we are only looking for the height of each underlying
peak.
More precisely, we can re-write our measured dressed
qubit spectroscopy as in the main text, but in more prac-
tical notations :
Si =
∑
n
P (n)Πni (16)
where Si is the measured signal at the frequency bin i
(excited state probability of the qubit at that particu-
lar drive frequency), P (n) is the phonon population on
the number state n and Πni is the equivalent of a point
spread function, or convolution function. Importantly,
Πni contains here much more information than in the
case where this is a convolution by imperfect optics. In
particular it contains information about the positions of
each number state n in the frequency space as well as the
bare qubit linewidth and the Rabi drive frequency. For
a given number state n, Πni is a Lorentzian (or skewed
Lorentzian, see section VIE) centered around ωq+2χmn,
with FWHM and height determined by the qubit char-
acteristics and the drive strength. To invert equation 16
and obtain P (n), we use the Lucy-Richardson recurrence
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FIG. 12. Reconstruction bootstrap and confidence intervals.
(a) Histograms of the bootstrap distributions for the thermal
state shown in the main text represented in color scale (log
scale). The green solid line is the estimated P (n). (b) An ex-
ample of histogram at n = 15. The black curve is a histogram
of the bootsrap distribution (linear scale), the vertical green
line is the estimated P (n = 15) and the dashed red lines are
the 5% confidence intervals.
formula
Pk+1(n) = Pk(n)
∑
i
Πni
Si∑
q Pk(q)Πqi
(17)
where k is the iteration index. This requires a starting
guess P (n), which we chose to be a uniform P (n) = 1/N ,
where N is the number at which we truncate the Fock
space. This choice is equivalent to using Bayes’s pos-
tulate [34]. We checked that a different choice of P (n)
might change how many iterations are necessary but it
has negligible influence on the result of the reconstruc-
tion. In the reconstructions presented in the main text,
we run the algorithm for 15 iterations in Fig. 2 and 3
of the main text, and 30 iterations in Fig.4 of the main
text. In general, more iterations means a distribution
that catches finer details of the data at the expense of
adding noise in the P (n) reconstruction. This noise is
characterised with a bootstrap (see below) and is shown
with the lighter color shades in all presented recon-
structions. At each iteration, we ensure P (n) ≥ 0 and∑
n P (n) = 1 by renormalizing P (n)→ P (n)/
∑
n P (n).
In the data presented, we truncate the Fock space at
N = 200.
C. Bootstrap
To investigate how noise in the data Si is transformed
by our algorithm into noise on P (n), we perform a non-
parametric bootstrap [35]. The data presented in the
main text is the result of the average of 200 traces. To
create a bootstrap sample, we re-sample randomly with
replacements among those 200 traces, average and run
the reconstruction. We repeat this procedure for 1000
samples to obtain bootstrap distributions. An example of
such distributions is given in Fig. 12. Based on these dis-
tributions, we compute the so-called basic bootstrap 5%
confidence intervals [35], as shown in Fig. 12(b). They
are reported in the main text as light shades around the
P (n) estimates. Similar to the large signal to noise ratio
of the data, the confidence intervals obtained by the boot-
strap are close to the mean value. So the noise in the data
is well tolerated by the reconstruction algorithm. Instead
of data noise, or noise added by the reconstruction, the
error in our estimated P (n) is dominated by systematic
errors arising from two main sources. The first one is
the deviation from the low phonon number approxima-
tion discussed above, which is more manifest when we
drive blue sideband transitions. The second one is the
uncertainty on Πni, as discussed below, which dominates
when driving red sideband transitions.
D. Thermal state fit and deconvolution parameters
for the data presented in Fig. 2 and 3 of the main
text
The fit of the qubit spectrum dressed with the mechan-
ical oscillator in a thermal state is done with 3 free pa-
rameters : the average thermal occupancy, the bare qubit
frequency at 6 V, and the Rabi rate. We use the extracted
Rabi rate and qubit frequency to perform the deconvo-
lution (along with the measured ac-Stark shift 2χm and
qubit intrinsic linewidth Γ∗2). In particular, the Rabi rate
is used to account for spectroscopic power broadening of
the intrinsic qubit lineshape of about 1.1 MHz for the
data shown in Fig. 2 and 3 of the main text.
E. Sources of uncertainty for P (n) after a red
sideband drive (Fig. 4 of the main text)
When trying to determine P (n) with a resolution bet-
ter than Γ∗2/2χm, the signal to noise of the data is increas-
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FIG. 13. (a) Bare qubit response at Vd = 0 V (dots) fitted
with a skewed Lorentzian (solid line). (b) Qubit spectroscopy
taken after a long red sideband pulse (same as the black data
in Fig. 4 of the main text). Solid lines are qubit lineshapes
expected from the reconstructed phonon number distribution
for different value of estimated bare qubit frequency at Vd =
6 V (fq,6V = 3812.01 (green), 3812.37 (black) and 3812.73
(blue) MHz) (c) Associated phonon distributions. The dashed
line shows the thermal state distribution as a reference.
ingly important, but what matters even more is the un-
certainty on the bare qubit response P baree (ω) (or equiv-
alently the point spread function Πni, see section VIB).
This becomes important for the data presented in Fig. 4
of the main text, for which we estimate the phonon distri-
bution after a red sideband drive. For this set of data, we
use the bare qubit response measured at Vd = 0 V with
the same spectroscopic power and we account for charge
noise. Low frequency charge noise is expected to yield
an asymmetric lineshape due to the dispersion relation
of the qubit at ng = 1/2 (see Fig. 6). As shown in Fig.
13(a), we approximate this with a skewed Lorentzian
P baree (ω) =
1
2
(AΓ∗2/2)
2(
ω−ωq,0V
1+Lsgn(ω−ωq,0V )
)2
+
(
Γ∗
2
2
)2
(1 +A2)
(18)
We now fit the bare qubit response (Vd = 0 V) with
3 free parameters being the reduced Rabi rate A =
ΩR
√
2
Γ1Γ∗2
, the asymmetry L and the qubit frequency
fq,0V = ωq,0V /2π. When the phonon distribution is
mainly localized around n = 0, the uncertainty on the
qubit frequency completely dominates the error on P (n).
Going from Vd = 0 V to 6 V, we estimate the small static
displacement of the drum to be 1.5 nm. This changes the
charging energy of the qubit which slightly changes the
qubit frequency at ng = 1/2 by about - 0.5 MHz. This is
comparable to the Lamb (and Bloch-Siegert) shift χm of
+ 0.26 MHz. Overall, it is difficult to be confident about
the bare qubit frequency at Vd = 6 V with much less
than 1 MHz uncertainty. We therefore estimate fq,6V by
measuring several qubit spectroscopies at 6 V with the
oscillator in a thermal state and at different spectroscopy
powers. We then fit those spectroscopies leaving fq,6V
as a free parameter (along with nth, fixing all other pa-
rameters from the qubit measured at Vd = 0 V) and we
obtain fq,6V = 3812.37 ± 0.36 MHz. This uncertainty
is reponsible for the uncertainty on P (0) = 0.48 ± 0.13
in Fig. 4 main text. Fig. 13(b) shows reconstructed
P (n) with fq,6V = 3812.01, 3812.37 and 3812.73 MHz,
for a qubit spectroscopy taken after a 1.5 ms red side-
band pulse driven around n = 8 (see main text). This
data explicitly shows our uncertainty on P (n). Finally,
note that the entire data set of Fig. 4 was taken at a
slightly different flux from the data presented in Fig. 2
and 3.
VII. AC DITHER SIDEBAND TRANSITIONS
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FIG. 14. Sideband transition spectrum at large probe power,
Vd = 6 V. The indicated red and blue sideband transitions
are those used in the main text to manipulate the phonon
populations.
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At the charge degeneracy of the Cooper pair box ng =
1/2, the symmetry of the Hamiltonian requires conserva-
tion of the number of excitations [36]. This is at least true
for the Jaynes-Cummings interaction gm(σ+a + σ−a
†)
[29]. This yields to selection rules on the sideband tran-
sitions between the qubit, the mechanical oscillator and
the microwave drive [29, 36]. In particular,
• a first order sideband (that takes only one photon
at a time from the microwave drive) must be a two-
phonon process |g, n〉 ↔ |e, n± 2〉 and goes at the
rate Ω±2SB ≈ χmΩR/∆qd.
• a second order sideband (takes two drive photons)
will be a one phonon process |g, n〉 ↔ |e, n± 1〉 at
the rate Ω±1SB ≈ gm(ΩR/∆qd)
2
where ΩR is the Rabi rate of the drive and ∆ is the de-
tuning between the drive and the qubit. These rates are
calculated under the approximation that ΩR/∆qd ≪ 1.
Therefore Ω±2SB is a slow rate in our case. Ω
±1
SB can in
principle be faster but driving a second order sideband
requires either tones with very large power, or tones very
close to the mechanical resonance and the qubit reso-
nance to maintain ΩR/∆qd ≈ 0.1. This is challeng-
ing because even though we are in the sideband-resolved
regime (ωm > Γ
∗
2), drive power quickly makes the qubit
transition broader than 2ωm. Instead, we drive the so-
called ac-dither sidebands introduced in reference [36] for
a Cooper pair box. They rely on the fact that the qubit-
mechanics coupling is purely transverse at ng = 1/2, but
has non-zero longitudinal component (along σz) as soon
as ng 6= 1/2. Applying a weak dither on the gate charge,
ng(t) = ng0+n
dither
g cos (ωdithert), dynamically enables a
longitudinal coupling rate of the form σz(a + a
†). This
changes the selection rules and allows us to drive a first
order process |g, n〉 ↔ |e, n± 1〉 at the rate given in equa-
tion 24. Although this makes the qubit spend some time
away from the charge degeneracy point, it does not de-
grade the dephasing time due to charge noise. This is
because the added dephasing is echoed away thanks to
the periodicity of the drive and the symmetry of the qubit
dispersion relation [36].
Fig. 14 shows the full measured spectrum of the side-
band transitions, with dither turned on at ωdither =
2π×260 MHz and large microwave probe power. The
qubit transition is power broadened and saturated, with
Pe ≈ 0.5 on resonance. Two groups of 3 satellite peaks
are visible on either side of the qubit, detuned by the
dither frequency. In the main text, we omitted ωdither
in the frequency of the sideband transitions for clarity.
Keeping this term, as described in reference [36], we iden-
tify the blue and red sideband transitions at
ωB = ωq ± ωdither + ωm + 2χm
(
n+
1
2
)
(19)
ωR = ωq ± ωdither − ωm + 2χm
(
n−
1
2
)
(20)
VIII. MODELING : SEMI-CLASSICAL MASTER
EQUATION, SIDEBAND RATES AND
NUMERICAL SIMULATION
A. Principle
We consider N states in the Fock basis of the mechan-
ical oscillator and the ground and excited state of the
qubit. We take those 2N independent states and as-
sume that all drives are classical so that the probabilities
evolve under a classical master equation, similar to clas-
sical laser rate equations. This approximation is valid
because we drive all our sidebands on a time scale much
longer than the qubit dephasing time (≈ 80 ns) and re-
laxation time (≈ 260 ns) and with a rate ΩSB ≈ 2π× 55
kHz (see section VIII B) much smaller than qubit dephas-
ing rate Γ∗2 ≈ 2π× 3.7 MHz. In other words, our density
matrix is entirely diagonal. The simulations given in Fig.
3 (blue sideband drive) are based on the numerical time
integration of the coupled differential equations (for all n
from 0 to N) :
d
dt
Pg(n) = γmnthnPg(n− 1) + γm(nth + 1)(n+ 1)Pg(n+ 1)− γm (nth(n+ 1) + (nth + 1)n)Pg(n)
− ΓSB(n, ndrive)Pg(n) + ΓSB(n, ndrive)Pe(n+ 1)
+ Γ1Pe(n) (21)
d
dt
Pe(n) = γmnthnPe(n− 1) + γm(nth + 1)(n+ 1)Pe(n+ 1)− γm (nth(n+ 1) + (nth + 1)n)Pe(n)
+ ΓSB(n− 1, ndrive)Pg(n− 1)− ΓSB(n− 1, ndrive)Pe(n)
− Γ1Pe(n) (22)
Where Pg(e)(n) is the population in the qubit ground
(excited) state with n phonons, Γ1 = 1/T1, and ΓSB is
the sideband rate. In this set of equations, we can iden-
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tify the dynamics coming from the thermal bath of the
mechanical oscillator [56] (1st line of each equation), the
number-sensitive sideband drive (2nd line) and the qubit
decay T1 (3rd line). To compute the number dependence
of the blue sideband drive, we start with the ac-dither
sideband Hamiltonian of Ref. [36] :
HBSB/~ = ΩSB,0
(
aσ− + a
†σ+
)
(23)
where a is the phonon annihilation operator, σ− is the
qubit lowering operator and ΩSB,0 is given by
ΩSB,0 = gm
ΩR
2(ωdrive − ωq)
J1
(
8ECn
dither
g
EJ
)
(24)
where ΩR is the Rabi rate given by the power of the
microwave drive, J1 is the 1st Bessel function and n
dither
g
is the amplitude of the dither. To obtain our sideband
rate ΓSB, we identify the steady state solution of the
quantum equations of motion obtained from HBSB with
the associated semi-classical rate equations. For all n, in
the subspace {|g, n〉 , |e, n+ 1〉}, the steady state solution
of the quantum equation of motion is
P|e,n+1〉 =
1
2 +
Γ1Γ∗2
4(n+1)Ω2
SB,0
∆2+(Γ∗
2
/2)2
(Γ∗
2
/2)2
(25)
where Γ∗2 = 2/T
∗
2 and ∆ = ωB(n)−ωdrive is the detuning
between the blue sideband transition frequency and the
drive frequency. The analog rate equation solution is
P|e,n+1〉 =
1
2 + Γ1ΓSB
(26)
We therefore identify the sideband rate to be
ΓSB(n, ndrive) =
4(n+ 1)Ω2SB,0
Γ∗2
(Γ∗2/2)
2
∆2 + (Γ∗2/2)
2
(27)
=
4Ω2SB,0
Γ∗2
n+ 1
1 +
(
4χm(n−ndrive)
Γ∗
2
)2 (28)
For drives centered on numbers sufficiently far from 0,
ndrive > Γ
∗
2/2χm ≈ 7, the sideband rate ΓSB(n, ndrive)
is well approximated by a Lorentzian centered on ndrive
with a FWHM given by Γ∗2/2χm. We therefore drive on
the order of 7 transitions. For a drive at ndrive = 0, the
sideband rate is not a Lorentzian; it has a FHWM of
about 10.
Note that in the case of a red sideband drive,
ΓSB(n, ndrive) writes n at the numerator instead of n+1,
in principle yielding to sideband asymmetry [57]:
ΓSB,red(n, ndrive) =
4Ω2SB,0
Γ∗2
n
1 +
(
4χm(n−ndrive)
Γ∗
2
)2 (29)
In the numerical simulation of the set of equa-
tions 21 and 22, we ensure
∑
n Pg(n) + Pe(n) = 1
at each time step of the simulation by setting
Pg(N) + Pe(N) = 1−
∑N−1
n=0 (Pg(n) + Pe(n)).
B. Experimental determination of the sideband
rate
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FIG. 15. Qubit excited population (dots) as function
of blue sideband duration (sideband drive centered around
ndrive ≈ 1) and measured at n ≈ 1, i.e. for a spectroscopic
tone at frequency f ≈ (ωq + 2χm × 1) /2pi. The four traces
correspond to four different sideband drive powers (0 dB cor-
responds to -6 dBm at the top of the fridge, see Fig. 17),
and are offset for clarity. Solid lines are single parameter fit
performed using lookup tables generated with our numerical
simulation (equations 21 and 22). Inset : extracted sideband
rate ΩSB,0 (log scale, dots) and fit to a linear function (solid
line, no offset at zero power).
We estimate the sideband rate ΩSB,0 by measuring the
dressed qubit excited probability evolution during a blue
sideband drive. Fig. 15 shows the evolution of Pe, mea-
sured at n ≈ 1, under a sideband drive centered around
ndrive ≈ 1, and at a few different sideband drive power.
From our numerical simulations, we do not expect Pe to
be well described by an exponential decay. Nevertheless
we observe a qualitative increase in the rate at which Pe
changes when the sideband drive power increases (and it
is a proxy for the rate at which P (n ≈ 1) is depleted). In
order to extract ΩSB,0, we generate lookup tables from
our numerical model and perform a least square fit of
these tables on the data. The only free parameter is
ΩSB,0, and the results of the fits are plotted in the inset
of Fig. 15. Fitting with a linear function, we verify that
ΩSB,0 is linear in the amplitude of the sideband drive.
The data presented in Fig. 2 and 3 of the main text
is taken with a sideband power corresponding to an es-
timated ΩSB,0 = 55.0 ± 1.4 kHz, which converts into
ΓSB(n = 0, ndrive = 0) ≈ 2π × 3.3 kHz.
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C. Discussion
It is interesting to compare ΓSB(n = 0, ndrive = 0) ≈
2π × 3.3 kHz with nthγm ≈ 2π × 1.4 kHz. Looking at
these two numbers, the fact that we can move phonon
populations efficiently might seem surprising. This ef-
fect comes from the fact that we have many levels com-
ing into play. It can be understood semi-classically, by
looking at rate equations between a few levels. Con-
sider for instance a two-level system {|0〉 , |1〉}, and as-
sume it is coupled with a hot bath at a rate γ, so that
P (0) = P (1) = 1/2 at thermal equilibrium. Turning on
a drive takes populations from |0〉 to |1〉 at a rate Γ = γ
and the steady state populations will be P (0) = 1/3 and
P (1) = 2/3. This is an inefficient drive as expected.
However, the same drive will look more efficient already
for 3 levels {|0〉 , |1〉 , |2〉}. At equilibrium with a hot bath,
populations are P (0) = P (1) = P (2) = 1/3. With a
drive taking populations from |0〉 to |1〉 and |1〉 to |2〉 at
equal rates Γ = γ, the steady state populations are now
P (0) = 1/7, P (1) = 2/7 and P (2) = 4/7. Similarly with
4 level, P (0) = 1/15, P (1) = 2/15, P (2) = 4/15 and
P (3) = 8/15. So in the case of our mechanical oscillator
under a sideband drive, many levels are being driven si-
multaneously and the imbalance between population of
states that are far apart in the Fock space can be large
even though ΓSB is comparable to nthγm. Note that
ΓSB(n, ndrive) increases linearly with n, and the coupling
rate between adjacent number states due to the hot bath
scales the same way ≈ nnthγm, so the n dependence can-
cels out. Generalizing this argument, we can estimate
the expected occupation of the mechanical ground state
under a red sideband. If we assume that our drive is not
number sensitive, the final occupation should be on the
order of P (0) ≈ ΓSB/(ΓSB + nthγm) ≈ 0.7. We do not
quite reach this occupation experimentally. In particular
the actual number-sensitiveness of the sidebands would
require us to either chirp our drive or wait for a long time
(on the order of 1/γm) for the higher number populations
to relax all the way down close to the ground state.
IX. MECHANICAL DAMPING RATE
MEASUREMENT
We measure the intrinsic damping rate of the mechan-
ical oscillator by driving it out of equilibrium with a red
or blue sideband and letting it relax to its thermal equi-
librium. We record the average mechanical occupancy n¯
during the relaxation process by measuring qubit spec-
troscopy and fitting or deconvolving this spectroscopy as
explained in the main text. Fig. 16 shows an example of
such a measurement done after a red sideband drive. A
few of the qubit spectroscopies taken with delays up to
1.6 ms delay are shown. When n¯ is small (early times), a
deconvolution would overestimate n¯ because of the rec-
tified added noise coming from enforcing positive prob-
abilites. Therefore we make the approximation that the
distribution is thermal and we perform a joined fit on
all qubit spectroscopies at once. The extracted n¯ fits
well with a decaying exponential back to the thermal
occupancy at equilibrium with the fridge. We do sim-
ilar measurements after long blue sideband drives (not
shown). Overall, we extract a mechanical decay time
1/γm = 1.72± 0.32 ms.
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FIG. 16. Thermalization of the mechanical oscillator to its
environment, observed by measuring the dressed qubit spec-
troscopy at several different delays after a red sideband drive
(Vd = 6 V). Dots are data and solid lines are fits assuming
it is dressed by a mechanical thermal state. Inset : aver-
age mechanical occupancy n¯ as a function of time after the
red sideband. Dots are data and the solid line is a fit to an
exponential with a characteristic damping time of 1.5 ms.
X. MEASUREMENT SETUP AND FILTERING
The full wiring diagram is given in Fig. 17, showing
room temperature and cryogenic setups. The filtering
of the dc bias line is relatively demanding. It must
provide a cold radiation environment (base temperature
of our dilution refrigerator ≈ 13 mK) to the mechanical
oscillator at 25 MHz, while allowing weak rf drives
at those frequencies. The home-made filter placed at
base temperature is designed to achieve those goals. It
behaves as a low-pass filter at low frequency with a 500
Hz cutoff. It becomes a voltage divider at 500 kHz with
about 50 dB insertion loss up to about 60 MHz, ensuring
cold radiation temperature at mechanical frequency.
This filter thus behaves as a reflective attenuator, avoid-
ing excessive heat load on the base temperature stage of
the fridge for large drives at mechanical frequency. Seen
at its output port, its impedance also has a small real
part at rf frequencies to avoid damping of the mechanical
oscillator (when Vd 6= 0, motion will dissipate current
in any resistor in series and this will damp the motion).
From the perspective of the qubit, around 4 GHz, this
line should not look like a well coupled transmission line.
We achieve this with a loss less reflective filter (two-stage
LC filter) on chip, as shown in Fig. 5(a) and (b). This
filter has a cutoff frequency around 1 GHz and provides
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FIG. 17. Detailed wiring diagram.
52 dB of isolation at qubit frequency. We believe our
qubit decay time T1 ≈ 200 ns to be limited by dielectric
loss between the drum plates, not by decay into the dc
bias line (which we estimate would yield T1 ≈ 5 µs).
Finally, the entire filtering on the dc bias line should not
add noise (in particular at low frequencies) and should
support large voltages (design to support 30 V).
We add another dc voltage input Vg with a cold bias
Tee at the input of the cavity to allow fast control of
the qubit gate voltage with a 10 MHz bandwidth. In
practice, both Vg and the drum voltage Vd couple to the
qubit gate charge but we keep Vd fixed and use Vg for
fast calibration and control of the qubit gate charge ng.
The microwave lines have standard attenuation and
filtering. The output of the cavity goes to a Josephson
parametric amplifier (JPA) which is pumped 4 MHz
detuned from the cavity probe tone. Combined with
JPA pump cancellation, this ensures that the residual
pump power leaking in to the cavity is extremely small.
We thereby perform a heterodyne detection.
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