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SPACE-TIME DISCONTINUOUS GALERKIN METHODS FOR THE
ε-DEPENDENT STOCHASTIC ALLEN-CAHN EQUATION
WITH MILD NOISE
DIMITRA C. ANTONOPOULOU†
Abstract. We consider the ε-dependent stochastic Allen-Cahn equation with mild space-
time noise posed on a bounded domain of R2. The positive parameter ε is a measure for
the inner layers width that are generated during evolution. This equation, when the noise
depends only on time, has been proposed by Funaki in [15]. The noise although smooth
becomes white on the sharp interface limit ε → 0+. We construct a nonlinear dG scheme
with space-time finite elements of general type which are discontinuous in time. Existence
of a unique discrete solution is proven by application of Brouwer’s Theorem. We first derive
abstract error estimates and then for the case of piece-wise polynomial finite elements we
prove an error in expectation of optimal order. All the appearing constants are estimated in
terms of the parameter ε. Finally, we present a linear approximation of the nonlinear scheme
for which we prove existence of solution and optimal error in expectation in piece-wise linear
finite element spaces.
The novelty of this work is based on the use of a finite element formulation in space and
in time in 2+1-dimensional subdomains for a nonlinear parabolic problem. In addition, this
problem involves noise. These type of schemes avoid any Runge-Kutta type discretization
for the evolutionary variable and seem to be very effective when applied to equations of such
a difficulty.
Keywords: Stochastic Allen-Cahn equation, mild noise, space-time dG methods, a priori
estimates.
1. Introduction
1.1. The Allen-Cahn equation with mild noise. In the present work we consider the
ε-dependent stochastic Allen-Cahn equation with additive noise and a Neumann boundary
condition




Ẇ (x, t; ε)
ε
, x ∈ Ω, 0 < t ≤ T,
w(x, 0) = w0(x), x ∈ Ω,
∂w
∂η
= 0, x ∈ ∂Ω, 0 < t ≤ T.
(1.1)
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Here, ε > 0 is a small parameter, Ω is a bounded domain in R2 with smooth Lipschitz
boundary and η is the outward normal vector. A typical example for the nonlinearity f is






is a double equal-well potential. The additive noise Ẇ (x, t; ε), t > 0 is rapidly oscillating
and mild, in the sense that it is smooth in t and x, but behaves irregularly, as a white noise
in time, on the limit ε→ 0+.
This problem, for only time dependent mild noise and ε-dependent initial data, has been
proposed by Funaki in [15]; in this classical work, the author analyzed the stochastic dynam-
ics as ε→ 0+ and derived the equation of motion, under stochastic mean curvature flow, for
the propagating layers of the solution.
In contrast with [15], we shall assume that w0 is independent of ε. In this case also, layers
formation and motion by mean curvature in the stochastic sharp interface limit is observed,
see for example in [4, 22].
The stochastic Allen-Cahn equation appears as Model A in the classification of critical
dynamics of Hohenberg and Halperin, [17], while its deterministic version has been initially
proposed in [5], as a phase field model for binary alloys. In the absence of any stochastic
effect, and in dimensions one, we refer to the results of Chen [11], where the asymptotic
behaviour of the deterministic solution was described on the sharp interface limit. The
alloy being in a non-equilibrium state begins to separate in its two phases. The solution
describes the concentration of one of the phases, and very quickly approximates the shape
of an instanton i.e. the solution of the Euler-Lagrange equation (fast manifold of solutions).
The parameter ε is a measure for the width of the resulting transition layers which begin
then to propagate as fronts in a very slower rate (slow manifold of solutions). In dimensions
greater or equal to two, as ε → 0+, the layers become sharp interfaces moving under the
mean curvature flow [9, 10]. Funaki, in [14], analyzed the stochastic Allen-Cahn equation
with initial condition close to a traveling wave, while Weber in [28] established convergence
towards a curve of energy minimizers as a sharp interface limit of invariant measures.
In dimensions greater than one, and for additive space-time white noise, there exists a
strong evidence, supported by various experimental results, that the stochastic Allen-Cahn
equation is ill-posed. The model proposed and analyzed by Funaki in [15] is well posed, and
involves a mild noise in time defined as a stochastic additive forcing with certain smoothness.
Recently, in [22], the case of a space-time noise which is also smooth in space has been
rigorously studied and generation of interfaces has been established; see also in [4] where the
authors proved that the time of layer generation is of order O(ε2| ln(ε)|), and the thickness
of the created layers is of order O(ε) (as in the deterministic case) when the noise is spatially
uniform.
More specifically, Funaki in [15] derived rigorously the law of motion of interfaces for the
equation (1.1) for a time-dependent additive mild noise. The equation was posed on a two-
dimensional bounded domain with convex initial data and initial condition depending on ε,
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so that the solution’s profile is near the instanton. The result of Funaki was extended in [27]
to spatial dimensions n ≥ 2 without the restriction of convexity, under the same assumption
for the initial condition. In [4], the authors proved internal layers formation in a very fast
time scale, and obtained the stochastic limit for general initial profiles; cf. also in [16], where
a multi-dimensional stochastic Allen-Cahn equation with mollified additive white space-time
noise was considered.
There exist many interesting results for the numerical approximation of the deterministic
Allen-Cahn equation; we refer to some of these. In [12], Feng and Prohl constructed semi-
discrete and fully discrete schemes, and proved error bounds depending on negative powers
of the parameter ε by deriving stability estimates for the discrete solutions. Furthermore,
they established convergence of the zero level set of the fully discrete solution to the motion
by mean curvature flow (cf. also the analysis in [13] for another phase-field model such as
Cahn-Hilliard equation). By energy and topological continuation arguments, in [21], the
authors derived an a posteriori error control result which is applicable to any conforming
discretization that allows a posteriori residual estimation. Due to the specific nonlinearity,
it is well known that stability issues arise when approximating Allen-Cahn’s solution. In
[29], a particular focus is given on the proposed methods performance on the sharp interface
limit, and the effectiveness of high order discretizations.
Katsoulakis, Kossioris and Lakkis in [20], approximated numerically a regularized version
of the one-dimensional Allen-Cahn equation with white noise; note that in the singular
limit, in dimensions one, stochastic motion under mean curvature is not observed, since
the geometric definition of such a curvature appears when the sharp interfaces are curves,
or surfaces or hyper-surfaces (n ≥ 2). Considering the multi-dimensional case, we refer
to a more recent work of Prohl [25], where the author proved strong rates of convergence
for a continuous space-time numerical scheme for the stochastic Allen-Cahn equation with
multiplicative non-smooth, time-dependent noise; see also in [24].
In this paper, we apply discontinuous in time Galerkin methods, and construct a space-
time numerical approximation for the stochastic Allen-Cahn equation in dimensions two in
space, with additive mild space-time noise, and initial data independent of the parameter ε;
this being in accordance to all of the stochastic model versions proposed and analyzed by
Funaki, Weber, Alfaro, Antonopoulou, Karali and Matano, and Lee, in [15, 27, 4, 22]. We
note that the problem we consider has as special cases all these aforementioned versions.
We apply the transformation
w = eb(ε)tu,
to obtain, since f(w) = w − w3




Ẇ (x, t; ε)
ε
, x ∈ Ω, 0 < t ≤ T,
u(x, 0) = w0(x) =: u0(x), x ∈ Ω,
∂u
∂η
= 0, x ∈ ∂Ω, 0 < t ≤ T,
(1.2)
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for
g(u, ε, t) := u− e2b(ε)tu3,
and
m(ε, t) := e−b(ε)t,
where b(ε) will be properly defined in the sequel. For simplicity, we denoted u(x, 0) by u0(x).
Of course, the rescaling acts on the coefficients that are ε dependent. Note that after
this exact transformation the numerical analysis presented in this paper results in estimates
involving only negative polynomial order constants in ε; this means that we will not face
severe problems for ε small, when the scheme is computationally implemented, (cf. the
relevant point in [12, 13], for the deterministic Cahn-Hilliard and Allen-Cahn equations).
However, we treat numerically the problem before the sharp interface limit ε→ 0+. If uh
is the numerical approximation of u then
wh := e
b(ε)tuh,
approximates the initial problem’s solution w. As proved in [4], for ε < 1, the interface layer,
which is of optimal order O(ε) when the noise is only time-dependent, is formed in a very
short time
tf := O(ε2| ln(ε)|).
Observe that
eb(ε)tf ≤ (ε−1)|δ|,
for some δ such that 0 < |δ| ≤ cb(ε)ε2, for some c > 0. In the sequel, we shall use, for
deriving our estimates, a general function b(ε) satisfying b(ε) > ε−2. A choice is to define
for example b(ε) := ε−2 + c1, for c1 > 0 independent of ε, and hence, at the time of layers
formation t = tf the approximation of the solution w would satisfy
|wh(tf )| = eb(ε)tf |uh(tf )| ≤ (ε−1)|δ||uh(tf )|,
for c(1 + c1ε
2) ≥ |δ| = O(1). So, during the initial stages of evolution (fast manifold of
solutions), for 0 ≤ t ≤ tf , where eb(ε)t ≤ eb(ε)tf , wh seems to be in a properly controlled scale
in terms of ε (of negative polynomial order again, as uh is), and not exponentially large.
Note that for all times, even after layers formation (long times also), the scheme imple-
mented and analyzed in this work involves uh and approximates u, and, as we shall prove,
uh is estimated by bounds of negative polynomial order in ε.
Remark 1.1. Considering times t of order O(1), or long times of negative polynomial order
in ε, we point out that the term eb(ε)t has an exponential growth as ε → 0+. However, the
approximation of the initial w at such t is given by a direct formula, which is applied only
once for fixed t, i.e. by wh = e
b(ε)tuh, for uh computed through the proposed scheme.
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1.2. Mild noise properties. Introducing a smooth space-dependence on Ẇ , analogously
to [15], we define the mild noise properties as follows:
(1.3) Ẇ (x, t; ε) := ε−γξ(x, ε−2γt), x ∈ Ω, t > 0,
for some 0 < γ < 1
3
, where ξ(x; t) =: ξt(x) is a stochastic process in t such that
ξ is stationary and strongly mixing.
We shall denote ξεt := Ẇ .
Let (V ,F , P ) be the probability space where ξt is realized, with F := σ(ξr : 0 ≤ r ≤ T )
the σ-algebra generated by ξr for 0 ≤ r ≤ T , and P : F → [0, 1] the probability measure
defined on the σ-algebra; here, T is the final time where evolution is observed.
We assume that for some p > 3/2∫ +∞
0
%(t)1/pdt < +∞,





|P (A ∩B)− P (A)P (B)|/P (B).
The role of function % appears at Lemma 5.3 in [15], and the condition p > 3/2 is related to
the fact that the definition of % implies that %(t) ≤ Ct−p.
Furthermore, let
|ξ| ≤M, |ξ̇| ≤M, uniformly for any x ∈ Ω, and any t ∈ [0, T ], almost surely,
for some deterministic constant M independent of ε, with ξ̇ := dξ
dt
; we also assume that
E[ξ] = 0.
Observe that
|Ẇ | ≤ cε−γ ≤ cε−
1
3 , uniformly for any x ∈ Ω, and any t ∈ [0, T ], almost surely.
Remark 1.2. It is important that in the previous definition of the mild noise the coefficient
ε−γ enters, while |ξ| and |ξ̇| are uniformly bounded in ε a.s., since this gives the irregular
white noise behavior in time on the limit ε→ 0+, cf. [15].
As pointed out in [3], where Ẇ is defined as an additive forcing uniformly bounded in t, x
and ε, and if there exist a constant C and ϑ ∈ (0, 1) such that





then on the sharp interface limit the motion by mean curvature observed for the interface
is deterministic. In our case, and for smooth in space noise, since Ẇ = O(ε−γ) and |ξ̇| is
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bounded, this estimate depends on ε−2γ tending to ∞ as ε→ 0+. In particular, we obtain

















≤cεγϑ‖∇xẆ‖1+ϑL∞(Ω×(0,T )) + cε
−γ(2+ϑ),
resulting to random dynamics on the limit.
Remark 1.3. Note that Ẇ can be defined alternatively, [27], as the formal derivative of
an approximated Brownian motion in time which is given in integral representation as a
convolution via a mollifying smooth symmetric kernel.
Remark 1.4. The smoothness of noise in space can be as high as we wish, while the smooth-
ness in time is restricted due to the condition γ < 1/3, and the assumptions on the noise.
Remark 1.5. The initial condition for our scheme will be the ε-independent w0, thus, we
do not assume that its profile is close to this of the hyperbolic tangent (the solution of the
Euler Lagrange equation).
1.3. Main Results. Introduced by Reed and Hill in 1973 [26] and Lesaint and Raviart
in 1974 [23], the discontinuous Galerkin (dG) method can be combined effectively with
refinement or adaptivity techniques. Jamet in [19], approximated linear parabolic problems
in continuous or discontinuous in time space-time finite element spaces of general type. More
recently, in [6, 7], the authors applied such a dG numerical method to linear Schrödinger
equation and linear parabolic problems in variable domains and derived an optimal a priori
and a posteriori error analysis, respectively.
We shall define and analyze for the first time a scheme analogous to that of Jamet for a
nonlinear problem of second order with bistable nonlinearity and mild noise. We propose the
use of a finite element formulation in space and in time, which is discontinuous in time. The
partition is considered on subdomains of the domain Ω× (0, T ) of the initial and boundary
values problem.
The optimal error analysis derived in this work for a nonlinear problem indicates that
these type of schemes are very effective. This can been observed also in the results of [6, 7]
for the linear Schrödinger and Heat equations.
Some basic definitions and notations are presented in Section 2. In the next Section 3 we
construct a nonlinear dG scheme with space-time finite elements of general type for which we
prove existence of a unique solution. Existence is established by applying Brouwer’s Theo-
rem, while uniqueness is based on a certain property of the bistable nonlinearity. Estimating
the L4-norm of the discrete solution uniformly for any mesh-size h, we derive abstract error
estimates. For the case of piece-wise polynomial finite elements, using the properties of a
suitable interpolant, and Nirenberg’s inequality in dimensions 3 for the interpolation error
in the L4-norm, we prove an error of optimal order in L2(0, T,H1(Ω)). All the appearing
constants are computed exactly or estimated in terms of the parameter ε. Furthermore, we
establish an alternative estimate by using an L∞-local interpolation error bound, in place of
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this derived in the L4-norm, to observe the dependence of the coefficients on negative powers
of ε.
A linear method is analyzed in Section 4. It can be considered as a linearization of the
nonlinear scheme of Section 3. We prove uniqueness of solution, and an optimal error in
piece-wise linear polynomial finite element spaces.
2. Basic definitions and notations
For a given realization of the additive noise, all the inequalities used in this paper will
be stated in a point-wise sense and hold true for any x ∈ Ω and any t, almost surely. The
solution of the problem is continuous for any t almost surely, due to the smoothness of the
noise used, and for sufficiently smooth initial condition; see in Remark 3.12 for the specific
smoothness required for u0.
We proceed in our initial estimates by excluding the set of ω ∈ V , of zero probability
measure, where the realization of solution can be discontinuous in time; our final error
estimates hold true in expectation E, while will involve constants of negative polynomial
order in ε.
Moreover, we will not approximate numerically any stochastic integral since the noise used
is a smooth stochastic perturbation.
The choice of a discontinuous in time Galerkin space-time scheme seems to be convenient
for the numerical approximation of the stochastic solution u, since on the singular limit
ε→ 0+ the smooth additive noise (which stands as a regularization of a white noise, cf. also
in [20]), as well as u become irregular in time.
For T > 0, let
ST := Ω× (0, T ).
If S is a subdomain of ST , let H
1(S) be the usual Sobolev space of order one. The symbol
((·, ·))S denotes the inner product and ‖ · ‖S the corresponding norm in L2(S). We shall
denote by (·, ·)Ω the inner product in L2(Ω), and by | · |Ω the corresponding norm.
We consider 0 = t0 < t1 < · · · < tN = T , a partition of [0, T ], and set
Gn := Ω× (tn, tn+1),
G̃n := Ω× (tn, tn+1].
In addition, for 0 ≤ τ0 < τ1 ≤ T , we let
G(τ0, τ1) := Ω× (τ0, τ1).
For each 0 ≤ n ≤ N − 1 we consider a family {V nh } of finite dimensional subspaces of
H1(Gn), parametrized by 0 < h ≤ 1. We denote by Vh the space of all functions wh defined
on ST such that their restriction to each G̃
n coincides with the restriction to G̃n of a function
vh ∈ V nh . Functions in Vh are in general discontinuous at the temporal nodes tn.
We will use the notation
vnh := vh(·, tn) for 0 ≤ n ≤ N,








vh(·, tn − α) for 1 ≤ n ≤ N.
In order to control the L2 space-time norm, for reasons to be explained in the sequel, we
chose b(ε) so that there exists a constant ĉ0 > 0 independent of ε, satisfying for any ε > 0
(2.1) b(ε)− ε−2 ≥ ĉ0 > 0,





Obviously, due to (2.1), we have
(2.3) b(ε)− ε−2 − c0 ≥ c0 > 0.
The constant c0 > 0 will appear at our estimates.
3. A nonlinear scheme
3.1. A space-time discontinuous Galerkin method. The discontinuous Galerkin method
for (1.2) that we consider, is given as follows:
Definition: Find uh ∈ Vh satisfying
BGn(uh, vh) = ε
−1((m(ε, t)ξεt , vh))Gn , ∀vh ∈ V nh , n = 0, . . . , N − 1,
u0h = u0,
(3.1)
where BGn(uh, vh) is defined as
BGn(uh, vh) :=− ((uh, ∂tvh))Gn + ((∇uh,∇vh))Gn + b(ε)((uh, vh))Gn
− ε−2((uh, vh))Gn + ε−2((e2b(ε)t(uh)3, vh))Gn
+ (un+1h , v
n+1




h )Ω, 0 ≤ n ≤ N − 1.
(3.2)
To distinguish notation, and since the nodal values are denoted by unh, the powers of uh
will be presented with parenthesis. Moreover, in what follows, and for the rest of this paper,
the constants depending on the parameter ε will be computed exactly or will be estimated
in terms of ε. The letter c will denote generic constants independent from ε and h.
Unlike other numerical approximation methods, see also in Jamet paper, [19] (p. 916),
the method does not require a preliminary approximation of the initial condition u0(x) of
the initial and boundary values problem (1.2); we take u0h := u(x, 0) = u0(x). This is due to
the definition of the space-time finite elements space, and the choice of time intervals of the
form (tn, tn+1] in the formation of G̃n for n ≥ 0 (even for n := 0).
We present now an estimate of negative polynomial growth in ε for the solution of the
discrete problem (3.1), involving the L2 norm, on the space-time domain, of uh and of its
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gradient, if such a solution exists; existence of a unique discrete solution will be established
at the next section.
Proposition 3.1. If the discrete problem (3.1) has a solution uh ∈ Vh, then it satisfies(


















for n = 1, · · · , N .
Proof. Consider 0 ≤ n ≤ N . From the definition of the form BGn and for vh ∈ Vh, for any
0 ≤ i ≤ N − 1 it holds that
BGi(vh, vh) =‖∇vh‖2Gi + b(ε)‖vh‖2Gi










































So, selecting vh ∈ Vh such that vh|G̃i = uh|G̃i and using (3.1) and (3.4), we obtain by
summation in 0 ≤ i ≤ n− 1




















since b(ε) > 0, and since u0h = u0. Thus, (3.3) follows. 
Remark 3.2. Since b(ε) − ε−2 − c0 > 0, and also e2b(ε)t > e2ε
−2t ≥ 1 for any t ≥ 0, then
(3.3) gives for n := N , and any 0 ≤ i ≤ N − 1




















Therefore, if the solution uh of the discrete problem (3.1) exists, then for any 0 ≤ i ≤ N −1,
it is in L4(Gi), and in L4(Ω × (0, T )); the bound of the norms is independent of i and h.
Remind that ξεt = O(ε−γ).












If we take for example b(ε) := 1 + ε−2 + ε−µ−2 for µ ≥ 2γ, then
b(ε)− ε−2 − 1 = ε−µ−2 ≥ 1,
Therefore, (3.3) becomes
















The previous relation, since ξεt = ε
−γξ ≤ ε−γM , gives
‖uh‖G(0,tn) ≤ c,
uniformly for any n and ε, while for µ > 2γ
‖uh‖G(0,tn) → 0+,
for any n, as ε→ 0+. In addition, we have
‖∇uh‖G(0,tn) + |unh|Ω ≤ c|u0|Ω + cc(ε)‖ξ‖G(0,tn),
where c is a constant independent of ε and n and c(ε) = ε−1−γ. Remind also that ξ ≤M .
Of course, if we take b(ε) of order O(ε−2), like for example b(ε) := ε−2 + 2, then the upper
bound for ‖uh‖G(0,tn) is of negative polynomial order in ε, and thus tends to ∞ as ε→ 0+.
3.2. Existence-uniqueness of solution. The following theorem establishes existence of a
unique solution for the proposed nonlinear scheme.
Theorem 3.4. There exists a unique solution for the discrete problem (3.1).
Proof. We first prove uniqueness for the problem’s solution, if such a solution exists.
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Moreover, by integration by parts, we obtain for any vh ∈ Vh and any 0 ≤ i ≤ N − 1
















((w − z, vh))Gi + ((∇(w − z),∇vh))Gi + ε−2((e2b(ε)t(w3 − z3), vh))Gi
+ (wi+1 − zi+1, vi+1h )Ω − (w
i − zi, vi+0h )Ω
− ((w − z, ∂tvh))Gi .
(3.7)









|wi+1 − zi+1|2Ω −
1
2
|wi − zi|2Ω +
1
2
|wi+0 − zi+0 − (wi − zi)|2Ω
(3.8)





‖w − z‖2G(0,tn) + ‖∇(w − z)‖2G(0,tn) + ε−2
n−1∑
i=0




|wn − zn|2Ω −
1
2










‖w − z‖2G(0,tn) + ‖∇(w − z)‖2G(0,tn) + ε−2
n−1∑
i=0









|wi+0 − zi+0 − (wi − zi)|2Ω.
Observing that
(w3 − z3)(w − z) = (w − z)2(w2 + wz + z2) ≥ 0,
we obtain
‖w − z‖G(0,ti) = 0,
and wi = zi for any i = 0, · · · , n, i.e. uniqueness of solution.
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To prove existence, we define Φ : Vh → Vh such that Φ(v)|G̃i is determined by
((Φ(v), χ))Gi :=− ((v, ∂tχ))Gi + ((∇v,∇χ))Gi + b(ε)((v, χ))Gi
− ε−2((v, χ))Gi + ε−2((e2b(ε)tv3, χ))Gi
+ (vi+1, χi+1)Ω − (vi, χi+0)Ω − ε−1((m(ε, t)ξεt , χ))Gi for any 1 ≤ i ≤ N − 1,
and
((Φ(v), χ))G0 :=− ((v, ∂tχ))G0 + ((∇v,∇χ))G0 + b(ε)((v, χ))G0
− ε−2((v, χ))G0 + ε−2((e2b(ε)tv3, χ))G0
+ (v1, χ1)Ω − (u0, χ0+0)Ω − ε−1((m(ε, t)ξεt , χ))G0 ,
(3.9)
for any v, χ ∈ V nh . Here, we used the notation vi := v(·, ti) for any 1 ≤ i ≤ N , and
χi+0 := lim
α→0+
χ(·, ti + α) for any 0 ≤ i ≤ N − 1.
We consider arbitrary v ∈ vh. Using in (3.9), χ := v, then it holds
((Φ(v), v))Gi =− ((v, ∂tv))Gi + ((∇v,∇v))Gn + b(ε)((v, v))Gi
− ε−2((v, v))Gi + ε−2((e2b(ε)tv3, v))Gi
+ (vi+1, vi+1)Ω − (vi, vi+0)Ω − ε−1((m(ε, t)ξεt , v))Gi for any 1 ≤ i ≤ N − 1,
and
((Φ(v), v))G0 =− ((v, ∂tv))G0 + ((∇v,∇v))G0 + b(ε)((v, v))G0
− ε−2((v, v))G0 + ε−2((e2b(ε)tv3, v))G0
+ (v1, v1)Ω − (u0, v0+0)Ω − ε−1((m(ε, t)ξεt , v))G0 .
(3.10)
Using (3.5), (3.6) in (3.10), for 1 ≤ i ≤ N − 1, we observe, that after integration by parts,
(3.10) yields for i = 1, · · · , N − 1
((Φ(v), v))Gi =((∇v,∇v))Gi + b(ε)((v, v))Gi










|vi+0 − vi|2Ω − ε−1((m(ε, t)ξεt , v))Gi .
(3.11)
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Moreover, for i = 0, applying integration by parts and using only (3.6) at the second equation
of (3.10), we have
((Φ(v), v))G0 =− ((v, ∂tv))G0 + ((∇v,∇v))Gn + b(ε)((v, v))G0
− ε−2((v, v))Gi + ε−2((e2b(ε)tv3, v))G0






|v0+0|2Ω + ((∇v,∇v))G0 + b(ε)((v, v))G0
− ε−2((v, v))G0 + ε−2((e2b(ε)tv3, v))G0







|v0+0|2Ω + ((∇v,∇v))G0 + b(ε)((v, v))G0
− ε−2((v, v))G0 + ε−2((e2b(ε)tv3, v))G0
− (u0, v0+0)Ω − ε−1((m(ε, t)ξεt , v))G0 .
(3.12)
























































|v0+0|2Ω − (u0, v0+0)Ω.































This quantity is strictly positive for any v ∈ Vh such that
‖v‖G(0,tn) =
[(











Therefore, by Brouwer’s Theorem (cf. Lemma 3.1 in [2] for the application of this argument
to a nonlinear numerical scheme approximating the NLS equation) there exists a solution v
of Φ(v) = 0 in Vh, with Φ(v) defined in G(0, t
n) as a function of t and x. Hence, for this v
it follows also that
Φ(v)|G̃n = 0,
for any 0 ≤ n ≤ N − 1.
We consider this existing v ∈ Vh, and define uh ∈ Vh such that uh(·, t) := v(·, t) for any
t 6= 0, and uh(·, 0) := u0(·). Then, obviously uh coincides with v for any t = t1, · · · , tN and
for any t ∈ ∪Ni=1(ti−1, ti).
Observe that we do not use the value v0 at the definition of uh.
This uh satisfies by its definition that, u
0
h(·) := uh(·, 0) = u0(·) and, additionally again
since u0h = u0, it satisfies due to (3.9) (where the expression at the right-hand side of (3.9)
is zero for this existing v),
BGn(uh, vh)− ε−1((m(ε, t)ξεt , vh))Gn = 0, ∀vh ∈ V nh , n = 0, . . . , N − 1.
Hence, uh is a solution of (3.1), and as proven unique. 
Remark 3.5. As it is seen in the previous proof, the condition (2.1), for the choice of b(ε),
is crucial for existence and uniqueness of a discrete solution.
3.3. Error analysis.
3.3.1. Abstract error estimates. Having established existence and uniqueness of solution for
our nonlinear scheme, we proceed by proving some abstract a priori estimates for the nu-
merical error.
We present first some useful lemmas.
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Lemma 3.6. Let u be the solution of problem (1.2), uh the solution of (3.1), and vh ∈ Vh.
The next error identity holds true for ε := u− uh.
− ((ε, ∂tε))Gn + ((∇ε,∇ε))Gn − (−b(ε) + ε−2)((ε, ε))Gn
+ (εn+1, εn+1)Ω − (εn, εn+0)Ω + Bn
= −((ε, ∂t(u− vh)))Gn + ((∇ε,∇(u− vh)))Gn
− (−b(ε) + ε−2)((ε, u− vh))Gn
+ (εn+1, un+1 − vn+1h )Ω − (ε
n, un − vn+0h )Ω,
(3.13)
for n = 0, · · · , N − 1, where
Bn := ε−2((e2b(ε)t(u3 − (uh)3), ε))Gn − ε−2((e2b(ε)t(u3 − (uh)3), u− vh))Gn ,
∀ 0 ≤ n ≤ N − 1.
Proof. By (1.2) and the Neumann boundary condition of u, we have
−((u, ∂tvh))Gn+((∇u,∇vh))Gn − (−b(ε) + ε−2)((u, vh))Gn + ε−2((e2b(ε)tu3, vh))Gn
+ (un+1, vn+1h )Ω − (u
n, vn+0h )Ω = ε
−1((mξεt , vh))Gn .
Furthermore, (3.1)-(3.2) give
−((uh, ∂tvh))Gn+((∇uh,∇vh))Gn − (−b(ε) + ε−2)((uh, vh))Gn + ε−2((e2b(ε)t(uh)3, vh))Gn
+ (un+1h , v
n+1




h )Ω = ε
−1((mξεt , vh))Gn ,
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and thus
0 =− ((ε, ∂tvh))Gn + ((∇ε,∇vh))Gn − (−b(ε) + ε−2)((ε, vh))Gn
+ ε−2((e2b(ε)t(u3 − (uh)3), vh))Gn
+ (εn+1, vn+1h )Ω − (ε
n, vn+0h )Ω
=− ((ε, ∂tε))Gn + ((∇ε,∇ε))Gn − (−b(ε) + ε−2)((ε, ε))Gn
+ ε−2((e2b(ε)t(u3 − (uh)3), ε))Gn
+ (εn+1, εn+1)Ω − (εn, εn+0)Ω
+ ((ε, ∂t(u− vh)))Gn − ((∇ε,∇(u− vh)))Gn + (−b(ε) + ε−2)((ε, u− vh))Gn
− ε−2((e2b(ε)t(u3 − (uh)3), u− vh))Gn
− (εn+1, un+1 − vn+1h )Ω + (ε
n, un+0 − vn+0h )Ω
− ((ε, ∂tuh))Gn + ((∇ε,∇uh))Gn − (−b(ε) + ε−2)((ε, uh))Gn
+ ε−2((e2b(ε)t(u3 − (uh)3), uh))Gn
+ (εn+1, un+1h )Ω − (ε
n, un+0h )Ω
=− ((ε, ∂tε))Gn + ((∇ε,∇ε))Gn − (−b(ε) + ε−2)((ε, ε))Gn
+ ε−2((e2b(ε)t(u3 − (uh)3), ε))Gn
+ (εn+1, εn+1)Ω − (εn, εn+0)Ω
+ ((ε, ∂t(u− vh)))Gn − ((∇ε,∇(u− vh)))Gn + (−b(ε) + ε−2)((ε, u− vh))Gn
− ε−2((e2b(ε)t(u3 − (uh)3), u− vh))Gn
− (εn+1, un+1 − vn+1h )Ω + (ε
n, un+0 − vn+0h )Ω + 0.
So, the result follows, since un+0 = un for the continuous solution u. 
Lemma 3.7. Let u be the solution of problem (1.2), uh the solution of (3.1), and vh ∈ Vh.
There exists a positive constant c, independent of vh and h, such that(










































for n = 1, · · · , N .
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Proof. Using (3.13), we have for any 0 ≤ i ≤ n− 1(
b(ε)− ε−2
)

















+ (εi+1, ui+1 − vi+1h )Ω − (ε
i, ui − vi+0h )Ω.





























((ε, u− vh))G(0,tn) + (εn, un − vnh)Ω −
n−1∑
i=0
(εi, vih − vi+0h )Ω.
Using the Cauchy–Schwarz inequality, we get
(




























































Combining (3.15) and (3.16), we obtain (3.14). 
Using the previous lemmas, we are able to prove an abstract error estimate presented in
the next theorem.
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Theorem 3.8. Let u be the solution of problem (1.2), uh the solution of (3.1), and vh ∈ Vh.
There exists a positive constant c, independent of vh and h, such that(










































for n = 1, · · · , N .






ε−2((e2b(ε)t(u3 − (uh)3), ε))Gi −
n−1∑
i=0
ε−2((e2b(ε)t(u3 − (uh)3), u− vh))Gi .(3.18)
In addition, the next relation follows




ε−2((e2b(ε)t(u3 − (uh)3), u− vh))Gi =
ε−2((e2b(ε)t(u− uh)(u2 + uuh + (uh)2), u− vh))Gi
≤1
2
ε−2((e2b(ε)t(u− uh)2, (u2 + uuh + (uh)2)))Gi



















where the estimates of Remark 3.2 on L4-norms have been used.
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Hence, applying Lemma 3.7 together with relations (3.18), (3.19) and (3.20), we obtain
the result. 
Up to now all the results were established for space-time finite elements of general type.
If we assume additionally, that the constant functions are in Vh, we are able to prove the
following abstract error estimate given by the next main theorem.
Theorem 3.9. Let u be the solution of problem (1.2), uh the solution of (3.1), and vh ∈
Vh. If the constant functions belong in Vh, then, there exist positive constants c, c1 and c2












































ε−2((e2b(ε)t(u3 − (uh)3), ε))Gi −
n−1∑
i=0
ε−2((e2b(ε)t(u3 − (uh)3), u− vh))Gi ,
and
ε−2((e2b(ε)t(u3 − (uh)3), ε))Gi = ε−2((e2b(ε)t(u− uh)2, (u2 + uuh + (uh)2)))Gi
≥ 0.
We have for c̃0 as small as needed
ε−2((e2b(ε)t(u3 − (uh)3), u− vh))Gi
≤ε−2((e2b(ε)t(u3 − (uh)3), 1))Gi‖u− vh‖L∞(Gi)
≤c̃0ε−4((e2b(ε)t(u3 − (uh)3), 1))2Gi + c̃‖u− vh‖2L∞(Gi),
(3.22)
where obviously c̃ = O(c̃−10 ).
Since the constant function 1 is in Vh, then we use 1 as test function in the numerical
scheme. Also we multiply by 1 the continuous problem and integrate in Gi. In this way we
obtain
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Thus, for some C > 0 independent of ε
c̃0ε





















Therefore, taking c̃0 small of order O(ε2), and using the estimate of Lemma 3.7, we obtain
the result. 
Remark 3.10. The assumption of a space Vh containing the constant functions is of general
type.
Vh satisfying this property could be, for example, a space consisting of piece-wise polynomial
functions in time and space variables of any order at most ρ−1 ≥ 1, with ρ ∈ N; in the case
of piece-wise linear finite elements, ρ takes its minimum value 2.
3.3.2. An optimal a priori estimate for the nonlinear scheme. In order to define properly
the arbitrary vh of Theorem 3.8, and get an optimal error, we consider V
n
h consisting of
piece-wise polynomial functions in time and space variables.
More specifically, let T nh be a regular partition of the 3-dimensional Gn, and define
(3.25) V nh :=
{
zh ∈ H1(Gn) : zh|K ∈ Pρ−1(K), ∀K ∈ T nh
}
,
where Pρ−1 is the space of polynomials of order at most ρ − 1 in time and space variables,
where ρ − 1 ≥ 1, and ρ ∈ N. We consider as hn the maximum diameter appearing in the
partition T nh , and define h := max
n
hn.
We shall select properly the arbitrary vh of Theorem 3.8, to obtain an optimal a priori
error estimate given by the next main theorem.
Theorem 3.11. Let u be the solution of problem (1.2), uh the solution of (3.1), and vh ∈ Vh
with V nh defined by (3.25). There exist positive constants c, c1(ε) and c(ε) independent of vh
and h, such that(





























for n = 1, · · · , N .
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Proof. Let us define vh of Theorem 3.8 as the Jamet’s interpolant. For this vh and for Ẇ





+ ‖∇(u− vh)‖L2(Gi) ≤ c1(ε)hρ−1,
and
‖u− vh‖L2(Gi) ≤ c1(ε)hρ,
while the error and the interpolant’s jumps at the nodal points are estimated in summation
by c1(ε)h
ρ−1, where c1(ε) has the order of ‖u‖Hρ(Ω×(0,T )). Therefore, we need to assume a
sufficiently smooth mild noise so that u ∈ Hρ(Ω× (0, T )).
We note that even though we use a Neumann condition for the initial and boundary values
problem, and we do not interpolate thus to spaces where the lateral boundary vanishes as
in [19], these estimates hold true since they are based on a general result of [18]; cf. also
the comments in [19] for parabolic problems with a generalized boundary condition which
includes the Neumann one.
Observe that dim Gi=3 (1 for time and 2 for space). The Nirenberg’s inequality, [1], in







for ‖D1v‖L2(Gi) containing the first order derivatives of v in t and space variables. Nirenberg’s
inequality applied for v := u− vh together with the interpolation estimates give
‖u− vh‖2L4(Gi) ≤ cc1(ε)2h2ρ−
3
2 .
Therefore, using Theorem 3.8 for this specific vh, we obtain the optimal result for
‖∇(u− uh)‖2G(0,tn),
as in [19]. 
Remark 3.12. By the definition of b, we have b(ε) > ε−2. The order of c1(ε) and c(ε) in ε
is not obvious.
For example, take ρ = 2, i.e. linear polynomial approximation. In this case, the smooth-
ness in time for the mild noise which is considered at the introduction is sufficient (|ξ|, |ξ̇| uni-
formly bounded in ε). As mentioned, since ρ = 2, then c1(ε) has the order of ‖u‖H2(Ω×(0,T )).
We will bound this norm in ε.
Assume that the noise satisfies a Neumann boundary condition, then ∆w satisfies a Neu-
mann boundary condition also and thus, H2(Ω)-norm is equivalent to (|w|2Ω + |∆w|2Ω)1/2. We
shall estimate first ∫ T
0
[|w|2Ω + |∆w|2Ω + |wt|2Ω + |wtt|2Ω + |∇wt|2Ω]ds,
to derive a bound for ‖u‖H2(Ω×(0,T )). But ‖w‖L∞(Ω×(0,t)) is uniformly bounded in ε, (as proved
in [4] after a small logarithmic time scale, w enters in a narrow zone of width of order O(1);
the time of layer formation is considered as our initial time). Easily, cf. [12] for analogous
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arguments when Ẇ = 0, using the equation (1.1) for w, multiplying by wt or ∆w and
integrating in space and time, and then using the bound of Ẇ , we obtain respectively∫ T
0
[|wt|2Ω + |∇w|2Ω]ds ≤ c|∇w(0)|2Ω + cε−2‖F (w(0))‖L1(Ω) + cε−2−2γ,
and ∫ T
0
|∆w|2Ωds ≤ c|∇w(0)|2Ω + cε−2‖F (w(·, 0))‖L1(Ω) + cε−2−2γ + cε−4.
Differentiating in t (1.1), and then multiplying by wt or by wtt, and integrating in space and
time, we obtain respectively∫ T
0
|∇wt|2Ωds ≤ cε−2|∇w(0)|2Ω + cε−4‖F (w(·, 0))‖L1(Ω) + cε−4−2γ + cε−2−6γ,
and∫ T
0
|wtt|2Ωds ≤ c|∇wt(·, 0)|2Ω + cε−4|∇w(·, 0)|2Ω + cε−6‖F (w(·, 0))‖L1(Ω) + cε−6−2γ + cε−2−6γ.
The definition of u = e−b(ε)tw together with the fact that b(ε) > ε−2 gives that c1(ε) is of
the order of a negative power of ε and thus c(ε) ∼ O(eCε−2T ) for some C > 0; the exponential
growth is due to the exponential term appearing multiplying the L4 local error at the bound
given in Theorem 3.8. As pointed out in [8], such an exponential dependence of the bounds
is not useful for small ε. Note that a choice of h := O(e−Cε−2T ) would give a controlled error
as ε→ 0+; this h would be very small.
Although we do not analyze the sharp interface limit problem as ε→ 0+, we would like to
derive bounds not depending on exponentially big coefficients. This will be achieved in the
sequel.
As mentioned, the exponential growth of c(ε) is given by the choice of b(ε) > ε−2. We
could not set b(ε) = 0 since in this case we could not apply Brouwer’s Theorem using
the L2(G(0, tn))-norm, cf. the existence proof in Theorem 3.4, or estimate error terms in
L2(G(0, tn)).
For the purposes of this paper, we assume that w(x, 0) = u0(x) satisfies
|∇wt(·, 0)|Ω, |∇w(·, 0)|Ω, ‖F (w(·, 0))‖L1(Ω) <∞.
Since F (w) = 1
4
(1 − w2)2, f(w) = w − w3, and ∇wt = ∇∆w + ε−2∇f(w) + ε−1∇Ẇ , a
sufficient condition (as Ω ⊂ R2) is u0 ∈ H3(Ω). In addition, this condition yields that u is
continuous in t almost surely, due to the previous estimates.
The next theorems show that in fact the error bound coefficients depend only on negative
powers of ε.
Keeping the same definitions for Vh and vh as previously, and since ‖u−vh‖L∞(Gi) ≤ c3(ε)hρ
for c3 = O(
∑
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where Dρku is a ρ-order derivative in space and time, for K the set of all the combinations
of ρ variables.
Hence, the next corollary follows, if Ẇ is sufficiently smooth in space.
Corollary 3.13. Let u be the solution of problem (1.2), uh the solution of (3.1), and vh ∈ Vh
with V nh defined by (3.25). There exist positive constants c1, c2 and c3(ε) independent of vh














E(|ui − uih|2Ω) ≤ c3(ε)h2(ρ−1),
(3.27)
for n = 1, · · · , N .
Remark 3.14. The coefficient c3(ε) is bounded by a negative power of ε. For simplicity, set
Ẇ = 0 and use the Allen-Cahn scaling for the initial equation of w: t ↪→ t/ε2 and x ↪→ x/ε,
to obtain an ε-independent equation with smooth solution uniformly bounded in ε, the same
being true for the L∞-norm in space and time of any derivative, for sufficiently smooth initial
data. Returning to the initial variables the resulting L∞-norms gain negative powers of ε.
The transformation u = e−b(ε)tw gives that the previous is true for the derivatives of u also.
Thus, indeed c3(ε) is bounded by a negative power of ε. The same argument holds true when
a sufficiently smooth noise Ẇ is inserted as a non-homogeneous term.
4. A linear scheme
4.1. A linear space-time discontinuous Galerkin method. In this section we construct
a linear scheme in order to numerically approximate the problem (1.2). For simplicity, when
developing the error analysis, we shall avoid the explicit estimation of the appearing constants
in terms of ε, so some of them may depend on ε; the arguments used for the nonlinear scheme
can be easily applied for this case also.
The linear discontinuous Galerkin method for (1.2) that we consider is given as follows:
Definition: Find uh ∈ Vh satisfying
BGn(uh, vh) = ε
−1((m(ε, t)ξεt , vh))Gn , ∀vh ∈ V nh , n = 0, . . . , N − 1,
u0h = u0,
(4.1)
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where BGn(uh, vh) is defined as
BG0(uh, vh) :=− ((uh, ∂tvh))G0 + ((∇uh,∇vh))G0 + b(ε)((uh, vh))G0
− ε−2((uh, vh))G0 + ε−2(((u0)3, vh))G0
+ (u1h, v
1
h)Ω − (u0h, v0+0h )Ω,
BGn(uh, vh) :=− ((uh, ∂tvh))Gn + ((∇uh,∇vh))Gn + b(ε)((uh, vh))Gn
− ε−2((uh, vh))Gn + ε−2((e2b(ε)t(uh)3, vh))Gn−1
+ (un+1h , v
n+1




h )Ω, 1 ≤ n ≤ N − 1.
(4.2)
Remark 4.1. Note that in G0 = Ω× (t0, t1) we approximated the nonlinearity
k(x, t) := −e2b(ε)tu3(x, t),





known by the previous step, where uh|G̃n−1 has been computed.
4.2. Existence of solution. Remind that b(ε) satisfies (2.1). The existence of a unique
solution for the discrete problem (4.1) is established in the following proposition.
Proposition 4.2. The discrete problem (4.1) has a unique solution uh ∈ Vh and the next
estimate holds true(





















for n = 1, · · · , N .
Proof. Consider 0 ≤ i ≤ N − 1. From the definition of the form BGi , and for vh ∈ Vh, we
have





















, i ≥ 1.
(4.4)
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Selecting vh ∈ Vh such that vh|G̃i = uh|G̃i, and using (4.1) and (4.4), we obtain by summation
in 0 ≤ i ≤ n− 1(
b(ε)− ε−2
)













ε−1((e−b(ε)tξεt , uh))Gi − ε−2((u30, uh))G0 ,
since u0h = u0. So, (4.3) follows. The uniqueness (and thus existence, since the scheme is
linear) of solution for the discrete problem (4.1) is a consequence of (4.3). 
Remark 4.3. As in the previous section, we observe that Proposition 4.2 gives that the
solution uh of the discrete problem (4.1) is in L
4(Ω × (ti, ti+1)) = L4(Gi) for any 0 ≤ i ≤
N − 2, and uh is in L4(Ω× (0, tN−1)), the bound of the norms being independent of i and h.
4.3. Error analysis. Having established the existence of a solution uh of (4.1), we turn our
attention to the estimation of the error ε := u − uh. We note that the exact solution u of
problem (1.2) satisfies for any vh ∈ Vh
ε−1((e−b(ε)tξεt , vh))Gn =− ((u, ∂tvh))Gn + ((∇u,∇vh))Gn + b(ε)((u, vh))Gn
− ε−2((u, vh))Gn + ε−2((e2b(ε)tu3, vh))Gn
+ (un+1, vn+1h )Ω − (u
n, vn+0h )Ω.
(4.5)
Combining (4.1), (4.2), (4.5) and using the continuity of u we arrive at the fundamental for
the error estimate relation
−((ε, ∂tε))Gn+((∇ε,∇ε))Gn − (−b(ε) + ε−2)((ε, ε))Gn + (εn+1, εn+1)Ω − (εn, εn+0)Ω +An
= −((ε, ∂t(u− vh)))Gn + ((∇ε,∇(u− vh)))Gn − (−b(ε) + ε−2)((ε, u− vh))Gn
+(εn+1, un+1 − vn+1h )Ω − (ε
n, un − vn+0h )Ω,
(4.6)
for
A0 :=ε−2((e2b(ε)tu3, ε))G0 − ε−2((u30, ε))G0
− ε−2((e2b(ε)tu3, u− vh))G0 + ε−2((u30, u− vh))G0
+ C0,
for
C0 := ε−2((e2b(ε)t(uh)3, uh))G0 − ε−2((u30, uh))G0 ,
and
An :=ε−2((e2b(ε)tu3, ε))Gn − ε−2((e2b(ε)t(uh)3, ε))Gn−1
− ε−2((e2b(ε)tu3, u− vh))Gn + ε−2((e2b(ε)t(uh)3, u− vh))Gn−1
+ Cn, 1 ≤ n ≤ N − 1,
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for
Cn := ε−2((e2b(ε)t(uh)3, uh))Gn − ε−2((e2b(ε)t(uh)3, uh))Gn−1 .
Following the arguments of Lemma 3.7 with An in place of Bn, and using (4.6), we obtain
the next lemma.
Lemma 4.4. Let u be the solution of problem (1.2), uh the solution of (4.1), and vh ∈ Vh.
There exists a positive constant c, independent of vh and h, such that(










































for n = 1, · · · , N .
At this point, we can prove the next abstract error estimate.
Theorem 4.5. Let u be the solution of problem (1.1), uh the solution of (4.1), and vh ∈ Vh.









































for n = 1, · · · , N , where M(G0) and M(Gn−1) are the measures of the sets G0 and Gn−1
respectively.
SPACE-TIME DG METHODS FOR THE STOCHASTIC ALLEN-CAHN WITH MILD NOISE 27
Proof. Observe first that
n−1∑
i=0
Ai =− ε−2((u30, ε))G0 + ε−2((e2b(ε)tu3, ε))Gn−1









ε−2((e2b(ε)t(u3 − (uh)3), u− vh))Gi ,
(4.9)
for
D := −ε−2((u30, uh))G0 + ε−2((e2b(ε)t(uh)3, uh))Gn−1 .
Use in Lemma 4.4 relations (3.19), (3.20), and the L4 regularity of u and uh, to obtain(







































− ε−2((u30, u))G0 + ε−2((e2b(ε)tu3, ε))Gn−1
+ ε−2((u30, u− vh))G0 − ε−2((e2b(ε)tu3, u− vh))Gn−1
}
,
for n = 1, · · · , N . Since u is in L∞(Ω× (0, T )), the previous inequality yields the result. 
We consider T nh a regular partition of Gn, and define V nh by (3.25), and h, vh, as in the
previous section. An a priori estimate for the linear scheme is presented at the next main
theorem.
Theorem 4.6. Let u be the solution of problem (1.2), uh the solution of (4.1), and vh ∈ Vh
with V nh defined by (3.25). There exist positive constants ĉ and c, independent of vh and h,
























+ ch3 ≤ ch2(ρ−1) + ch3,
(4.10)
for n = 1, · · · , N .
Proof. The proof uses the estimate (4.8), and follows the same arguments of the proof of
Theorem 3.11. The additive term of O(h3) appears due to the fact that M(G0) and M(Gn−1)
are of order O(h3), since for any i the maximum diameter of Gi is of order O(h), and Gi is
3-dimensional. 
Remark 4.7. Note that for ρ := 2 the previous a priori error estimate is optimal. Since ρ−1
is the polynomial order, then optimality holds for piece-wise linear polynomial approximation
in time and space variables.
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