Rules of decision-making about the variance of a Gaussian distribution are obtained and compared. Considering the square error loss function, an approximate Bayesian decision rule for the variance of a normal population is derived. Using normal data and SAS software, the obtained approximate Bayesian test results were compared to their counterparts obtained with the well-known classical decision rule. It is shown that the proposed approximate Bayesian decision rule relies only on observations. The classical decision rule, which uses the Chi-square statistic, does not always yield the best results: the proposed approach often performs better.
Introduction
Life testing in reliability has received a substantial amount of interest from theorists as well as reliability engineers. Their concern was a product of the increased complexity and sophistication in electronic and structural systems, which came into existence very rapidly during this time. In the early 1950's, Epstein and Sobel began to explore the field of parametric life testing. Under the assumption of an exponential time-to-failure distribution, they produced a series of papers (1953, 1954, 1955) which were to influence future work in reliability and life parameter testing.
Shortly thereafter other failure distributions more complex than the exponential were used as failure models. For example, Kao (1956) brought attention to the Webull probability distribution, while Birnhaum and Saunders (1958) suggested the gamma distribution. In this study, the normal probability Vincent A. R. Camara earned a Ph.D. in Mathematics/Statistics. His research interests include the theory and applications of Bayesian and empirical Bayes analyses with emphasis on the computational aspect of modeling. E-mail: gvcamara@ij.net. distribution -which has been and is still widely used in industry and in academia -is considered. The normal distribution is defined as follows: 
A test of hypothesis consists in testing a given theory or belief about a population parameter based on some sample information. Once the underlying model is found to be normal or approximately normal, the classical approach considers the following decision rule for a level of significance of alpha and a sample of size n (Mario F. Triola, 2007) 
n α χ − ∞ Rejection region:
The Chi-square test statistic that is used to conduct the above tests will be denoted by Chi, with:
Methodology
Although no specific analytical procedure exists that allows identification of the appropriate loss function to be used in Bayesian analysis, the most commonly used is the square error loss function. One of the reasons for selecting this loss function is due to its analytical tractability in Bayesian analysis. The square error loss function places a small weight on estimates near the true value and proportionately more weight on extreme deviation from the true value of the parameter. The square error loss is defined (2) The use of the square error loss function along with a suitable approximation of the Pareto prior leads to the following approximate Bayesian confidence bounds for the normal population variance (Camara, 2003) :
To obtain the approximate Bayesian decision rule for the variance of a normal population, the close relationship that exists between confidence intervals and hypothesis testing is used. Considering the above mentioned approximate Bayesian confidence intervals along with the test statistic Chi, the following approximate Bayesian decision rule is derived: Two-Tailed Test Hypotheses: 
From the calculated results of the absolute difference between the parameter and the claim, the following are able to be concluded:
• For a reasonably large value of AD, the test that will perform better than its counterpart will be the one that will reject the null hypothesis.
• For a reasonably small value of AD, the test that will perform better than its counterpart will be the one that will fail to reject the null hypothesis.
• A test and its counterpart will perform equally well, if both reject the null hypothesis for a reasonably large value of AD or both fail to reject the null hypothesis for a reasonably small value of AD.
• A test and its counterpart will perform poorly if, for a reasonably large value of AD, both fail to reject the null hypothesis, or both reject the null hypothesis for a reasonably small value of AD.
Results
In order to compare the proposed approximate Bayesian decision rule with the classical approach, samples obtained from normally distributed populations (e.g., 1, 2, 3, .4, 7) as well as approximately normal populations (e.g., 5, 6) are considered. SAS software was used to obtain the normal population parameters corresponding to each sample data set. The observed value, which is the value of the test statistic Chi under the assumption that the null hypothesis is true, will be denoted by Chio. If this observed value, Chio, falls into the rejection region, the null hypothesis will be rejected at a level of significance selected beforehand. If the observed value falls into the non-rejection region, the null hypothesis will not be rejected at the selected level of significance Data Set #1: 24, 28, 22, 25, 24, 22, 29, 26, 25, 28, 19, 29 (Mann, 1998, p. 504 : 13, 11, 9, 12, 8, 10, 5, 10, 9, 12, 13 (Mann, 1998 p. 504 Table 3 , the proposed decision rule rejects the null hypothesis at any level of significance smaller or equal to 0.1. The classical approach fails to reject the null hypothesis at levels of significance smaller or equal 0.05. Data Set #4: 27, 31, 25, 33, 21, 35, 30, 26, 25, 31, 33, 30, 28 (Mann, 1998 p. 504 ).
Normal population distribution obtained with SAS: Table 4 . Table  4 was used to conduct the following five tests of hypothesis about the normal population variance corresponding to the fourth data set. : 52, 33, 42, 44, 41, 50, 44, 51, 45, 38, 37, 40, 44, 50, 43 (McClave & Sincich, 1997 p. 301 The classical approach fails to reject the null hypothesis at any level of significance smaller or equal to 0.1, while the proposed approximate Bayesian approach only fails to reject the null hypothesis at levels of significance r equal to 0.01. Data Set #6: 52, 43, 47, 56, 62, 53, 61, 50, 56, 52, 53, 60, 50, 48, 60, 55 (McClave & Sincich, 1997 p. 301 Table 6 . Table  6 was used to conduct the following five tests of hypothesis about the normal population variance corresponding to the sixth data set. 
