Abstract. Given 3 ≤ k ≤ s, we say that a k-uniform hypergraph C k s is a tight cycle on s vertices if there is a cyclic ordering of the vertices of C k s such that every k consecutive vertices under this ordering form an edge. We prove that if k ≥ 3 and s ≥ 2k 2 , then every k-uniform hypergraph on n vertices with minimum codegree at least (1/2 + o(1))n has the property that every vertex is covered by a copy of C k s . Our result is asymptotically best possible for infinitely many pairs of s and k, e.g. when s and k are coprime.
Introduction

A hypergraph H = (V (H), E(H)) consists of a vertex set V (H) and an edge set E(H), where each edge e ∈ E(H) is a subset of V (H). Given a set V and a positive integer k,
V k denotes the set of subsets of V with size exactly k. We say that a hypergraph H is k-uniform if E(H) ⊆ V (H) k
, and we abbreviate 'k-uniform hypergraphs' to k-graphs. Note that 2-graphs are usually known simply as graphs.
Given a hypergraph H = (V (H), E(H)) and a set S ⊆ V (H), let the neighbourhood N H (S) of S be {T ⊆ V (H) \ S : T ∪ S ∈ E(H)} and let deg H (S) = |N H (S)
| denote the number of edges of H containing the set S. If w ∈ V (H), then we also write N H (w) for N H ({w}). We will omit the subscript if H is clear from the context. We denote by δ s (H) the minimum s-degree of H, that is, the minimum of deg H (S) over all s-element sets S ∈ V (H) s . Note that δ 0 (H) is equal to the number of edges of H. Given a k-graph H, δ k−1 (H) and δ 1 (H) are referred to as the minimum codegree and the minimum vertex degree of H, respectively.
A typical question in extremal graph theory is: what is the smallest δ such that every kgraph H on n vertices with δ s (H) ≥ δ has property P ? In this paper we study three different problems: the existence (or Turán) problem, the covering problem and the tiling problem.
1.1. Turán thresholds. Let F be a k-graph. We say a k-graph H is F -free if H does not contain a copy of F . For all i, n ∈ Z with 0 ≤ i < k, define the ith-degree Turán number ex k i (n, F ) of F to be the maximum of δ i (H) over all F -free k-graphs H on n vertices. We also write ex i (n, F ) if k is clear from the context. The quantity ex k 0 (n, F ) is the maximum possible number of edges in an F -free k-graph, and is usually known as the Turán number of F .
When F is a graph, there is a long and rich story of studying ex 0 (n, F ). The first result in determining Turán numbers in graphs was due to Mantel [24] , who proved that ex 0 (n, K 3 ) = n 2 /4 . For general complete graphs K t with t ≥ 3, Turán [27] determined ex 0 (n, K t ). If F is a graph with at least one edge, it was proven by Erdős, Stone and Simonovits [8, 9] that lim n→∞ ex 0 (n, F )/ n 2 = (χ(F ) − 2)/(χ(F ) − 1), where χ(F ) is the chromatic number of F . For k-graphs with k ≥ 3, much less is known. The case ex 0 (n, K 3 4 ) is a long-standing problem of Turán [28] , where K k t denotes the complete k-graph on t vertices. For a summary of the known results of Turán problems in hypergraphs, see [16] .
Tiling thresholds.
Let H and F be k-graphs. An F -tiling in H is a set of vertex-disjoint copies of F . An F -tiling is perfect if it spans the vertex set of H. Note that a perfect F -tiling is also known as F -factor and perfect F -matching. For all i, n ∈ Z with 0 ≤ i < k, define the ith-degree tiling threshold t k i (n, F ) to be the maximum of δ i (H) over k-graphs H on n vertices without a perfect F -tiling. We write t i (n, F ) if k is clear from the context. Note that if n ≡ 0 mod |V (F )| then a perfect F -tiling cannot exist and so, t k i (n, F ) = n−i k−i . Hence we will always assume that n ≡ 0 mod |V (F )| whenever we discuss t k i (n, F ). Regarding tiling thresholds, again there are more results in the graph case. A first result in this sense comes from the celebrated theorem of Dirac [6] on Hamiltonian cycles, which easily shows that t 1 (n, K 2 ) = n/2 − 1. Corrádi and Hajnal [4] proved that t 1 (n, K 3 ) = 2n/3 − 1, and Hajnal and Szemerédi [12] generalized this result for complete graphs of any size, showing that t 1 (n, K t ) = (1 − 1/t)n − 1. For a general graph F , Kühn and Osthus [22] determined t 1 (n, F ) up to an additive constant depending only on F . This improved previous results due to Alon and Yuster [2] , Komlós, Sarközy and Szemerédi [20] and Komlós [19] .
For k ≥ 3, Kühn and Osthus [22] determined t k−1 (n, K k k ) asymptotically and Rödl, Ruciński and Szemerédi [26] determined the exact value for sufficiently large n. Lo and Markström [23] determined t 2 (n, K 3 4 ) asymptotically, and independently, Keevash and Mycroft [17] determined t 2 (n, K 3 4 ) exactly for sufficiently large n. We say that a k-graph H is s-partite (or that H is a (k, s)-graph, for short) if H has a vertex partition V 1 , . . . , V s such that |e ∩ V i | ≤ 1 for all edges e ∈ E(H) and all i such that 1 ≤ i ≤ s. Recently, Mycroft [25] determined the asymptotic value of t k−1 (n, K) for all complete (k, k)-graphs K. For more results on tiling thresholds for hypergraphs, see the survey of Zhao [29] .
We say that a (k, s)-graph is complete if it has a vertex partition V 1 , . . . , V s and E(H) consists exactly of all e ∈
1.3. Covering thresholds. Given a k-graph F , a k-graph H has an F -covering if for all vertices v ∈ V (H), H contains a copy of F containing v. Similarly, for all i, n ∈ Z with 0 ≤ i < k, define the covering ith-degree threshold c k i (n, F ) of F to be the maximum of δ i (H) over all k-graphs H on n vertices not containing an F -covering. We write c i (n, F ) if k is clear from the context.
Trivially, every k-graph with a perfect F -tiling has an F -covering, and every graph with an F -covering has a copy of F . Thus, for all k ≥ 2 and 0 ≤ i < k we have ex i (n, F ) ≤ c i (n, F ) ≤ t i (n, F ).
In this sense, the covering problem is an intermediate problem between the Turán and the tiling problems.
As for results on covering thresholds, for any non-empty graph F , we have c 1 (n, F ) = χ(F )−2 χ(F )−1 + o(1) n, see [13] . In the 3-graph and minimum vertex degree case, Han, Zang and Zhao [13] obtained asymptotic results for c 1 (n, K) for complete (3, 3)-graphs K. In the 3-graph and minimum codegree case, Falgas-Ravry and Zhao [10] studied c 2 (n, F ) when F is K 3 4 , K 3 4 with one edge removed, K 3 5 with one edge removed and other 3-graphs.
1.4. Cycles in hypergraphs. Given 1 ≤ < k, we say that a k-graph is an -cycle if there is a cyclic ordering of its vertices such that every edge consists of k consecutive vertices under this order, and two consecutive edges (under the ordering of the vertices) intersect in exactly vertices. Note that an -cycle on s vertices can exist only if k − divides s. If = 1 we call the cycle loose, if = k − 1 we call the cycle tight. We write C k s for the tight cycle on s vertices, or C s if k is clear from the context.
Note that if 2 < k, i ≥ 2 and C is the -cycle on s vertices, then c i (n, C) ≤ s n−k+i k−i+1 + 1 ≤ sn k−i−1 (by constructing C greedily).
Suppose that s ≡ 0 mod k. The tight cycle C k s is a spanning subgraph of K k (s/k). Thus, we obtain an upper bound for ex k−1 (n, C k s ) from the following result by Erdős [7] . Theorem 1.1 (Erdős [7] ). For all k ≥ 2 and s > 1, there exists n 0 = n 0 (k, s) such that ex 0 (n, K k (s)) < n k−1/s k−1 for all n ≥ n 0 .
We prove a sublinear upper bound for c k−1 (n, C k s ) when s ≡ 0 mod k. Proposition 1.2. For all 2 ≤ k ≤ s with s ≡ 0 mod k, there exists n 0 (k, s) and c = c(k, s) such that c k−1 (n, C k s ) ≤ cn 1−(k/s) k−1 for all n ≥ n 0 . We also determine bounds for c k−1 (n, C k s ) and ex k−1 (n, C k s ) whenever s ≡ 0 mod k.
Moreover, the bound above is asymptotically tight if k and s satisfy the following divisibility conditions. Let 2 ≤ k < s and let d = gcd(k, s). We say that the pair (k, s) is admissible if
There are some previously known results for tiling problems regarding -cycles. Whenever C is a 3-uniform loose cycle, t 2 (n, C) was determined exactly by Czygrinow [5] . For general loose cycles C in k-graphs, t k−1 (n, C) was determined asymptotically by Mycroft [25] and exactly by Gao, Han and Zhao [11] . Note that C 3 4 = K 3 4 , so t 2 (n, C 3 4 ) = (3/4 + o(1))n [17, 23] . For tight cycles, whenever s ≡ 0 mod k, Mycroft [25] proved that t k−1 (n, C k s ) ≤ (1/2 + o(1))n. We prove a lower bound on t k−1 (n, C k s ) which shows that t k−1 (n, C k s ) = (1/2 + o(1))n if k divides s and s divides n. We also prove lower bounds that hold whenever (k, s) is an admissible pair.
The following upper bound on t k−1 (n, C k s ) is our main technical result. Theorem 1.6. Let 2 ≤ k < s be such that s ≥ 5k 2 and s ≡ 0 mod k. Then, for all γ > 0, there exists n 0 = n 0 (k, s, γ) such that for all n ≥ n 0 with n ≡ 0 mod s,
Note that Theorem 1.6 is asymptotically sharp when s ≥ 5k 2 , k is even and (k, s) is an admissible pair.
Notation and sketch of proofs
For a hypergraph H and S ⊆ V (H), we denote H[S] to be the subhypergraph of H induced on S, that is, V (H[S]) = S and E(H[S])
= {e ∈ E(H) : e ⊆ S}. Let H \ S = H[V (H) \ S].
For hypergraphs H and G, let H − G be the subgraph of H obtained by removing all edges in E(H) ∩ E(G).
Given a, b, c reals with c > 0, by a = b ± c we mean that b − c ≤ a ≤ b + c. We write x y to mean that for all y ∈ (0, 1] there exists an x 0 ∈ (0, 1) such that for all x ≤ x 0 the subsequent statement holds. Hierarchies with more constants are defined in a similar way and are to be read from the right to the left. We will always assume that the constants in our hierarchies are reals in (0, 1]. Moreover, if 1/x appears in a hierarchy, this implicitly means that x is a natural number.
For all k-graphs H and all x ∈ V (H), define the link
For a family S of hypergraphs, an S-tiling is a set of vertex-disjoint copies of S ∈ S. For distinct vertices v 1 , . . . , v s , a k-graph P = v 1 · · · v s is a tight path if all k consecutive vertices form an edge. Throughout this paper, we assume that all tight paths come with their ordering of vertices, and all paths are assumed to be tight. Hence, v 1 · · · v s and v s · · · v 1 are assumed to be different tight paths. For tight paths P 1 , . . . , P , we denote by P 1 · · · P , the concatenation of P 1 , . . . , P . For two paths P 1 and P 2 , we say that P 2 extends P 1 , if P 2 = P 1 P for some tight path P . Similarly, we might define a tight cycle C by writing
. . , k}. Let S k be the symmetric group of all permutations of the set [k] , with the composition of functions as the group operation. Let id ∈ S k be the identity function that fixes all elements in [k] .
is the permutation that maps i j to i j+1 for all 1 ≤ j < r and i r to i 1 , and fixes all the other elements; we say that such a cyclic permutation has length r. All permutations σ ∈ S k can be written as a composition of cyclic permutations σ 1 · · · σ t such that these cyclic permutations are disjoint, meaning that there are no common elements between all pairs of these different cyclic permutations.
Let V 1 , . . . , V k be disjoint vertex sets and let σ ∈ S k . We say that a k-uniform tight path
Similarly, we say P has start of type σ with respect to
. . , V k are clear from the context, we simply say that P has end of type σ and start of type σ, respectively.
2.1. Sketch of proof of Theorem 1.3. The proof of Theorem 1.3 goes as follows. Let H be a k-graph on n vertices with δ k−1 (H) ≥ (1/2 + γ)n. Consider any vertex v ∈ V (H). We first show that x is contained in a K k k (t) with classes V 1 , . . . , V k , see Proposition 5.2. Thus x is contained in a C s with s ≡ 0 mod k. Hence, suppose that s ≡ r ≡ 0 mod k with 1 ≤ r < k. Let P be a tight path in K k k (t) containing x with start and end of type id. By using some G-gadget (see Section 4), we extend P into a path P such that |P | ≡ |P | mod k and P has start and end of type id and (12 · · · k) k−r , respectively. Then it is easy to extend P into a C s (by wrapping around V 1 , . . . , V k ).
2.2. Sketch of proof of Theorem 1.6. The proof of Theorem 1.3 uses the absorbing method, introduced by Rödl, Ruciński and Szemerédi [26] . We first find a small vertex set U ⊆ V (H) such that H[U ∪ W ] has a perfect C s -tiling for all small sets W with |U | + |W | ≡ 0 mod s (see Lemma 6.5) . Thus the problem of finding a perfect C s -tiling is reduced to finding a C stiling covering almost all vertices. However, we do not find such C s -tiling directly. Instead, we show that there exists an {F s , E s }-tiling T for some suitable k-graphs F s and E s , subject to the minimisation of some objective function φ(T ). We do so by considering its fractional relaxation, which we called a weighted fractional {F * s , K * s }-tiling (see Section 9.1), and further we use the hypergraph regularity lemma.
2.3. Organisation of the paper. We describe the extremal constructions in Section 3, which prove Propositions 1.4 and 1.5.
We prove Proposition 1.2 and Theorem 1.3 in Section 5 where we describe a family of gadgets that will be useful during the proofs in Section 4.
The rest of the paper is devoted to the proof of Theorem 1.6, bounding t k−1 (n, C s ) from above. In Section 6, we review the absorption technique for tilings, which we use in Section 7 to prove Theorem 1.6 under the assumption that we can find an almost perfect C s -tiling (Lemma 7.1). We prove Lemma 7.1 in the next two sections: in Section 8 we review tools of hypergraph regularity and in Section 9 we introduce various auxiliary tilings that we use to finish the proof.
We conclude with some remarks and open problems in Section 10.
Extremal graphs
In this section, we construct extremal graphs for the (k − 1)-th degree Turán numbers and covering and tiling thresholds for tight cycles, proving Proposition 1.4 and Proposition 1.5, respectively.
Let A and B be disjoint vertex sets. Define
to be the k-graph on A ∪ B such that the edges of H k 0 are exactly the k-sets e of vertices that satisfy |e ∩ A| ≡ k mod 2. 
If two edges e and e in E(H
Proof of Proposition 1.5. Let A and B be disjoint vertex sets whose size will be specified later and consider the k-graph
Now suppose that (k, s) is an admissible pair. Let H be the k-graph on n vertices with a vertex partition {A, B, T } with |A| = (n − |T |)/2 and |B| = (n − |T |)/2 , where |T | will be specified later. The edge set of H consists of all k-sets e such that |e ∩ A| ≡ k mod 2 or
We separate the analysis in two cases depending on the parity of k.
Thus, all copies of C s in H must intersect T in at least one vertex. Hence, all C s -tilings have at most |T | vertex-disjoint copies of C s . Taking |T | = n/s − 1 assures that H does not contain a perfect C s -tiling. This implies that t k−1 (n, C s ) ≥ (1/2 + 1/(2s)) n − k.
, by Proposition 3.1 no vertex in A can be covered by a copy of C s . Hence, all copies of C s in H with non-empty intersection with A must also have non-empty intersection with T . Moreover, all edges in H intersect A in at most k − 1 vertices, so all copies of C s contain at most s(k − 1)/k vertices in A. Thus a perfect C s -tiling would contain at least k|A|/(s(k − 1)) cycles intersecting A.
G-gadgets
Throughout this section, we let τ = (123
, P x is a tight path of H with end of type πτ . We call such extension a simple extension of P . By repeatedly applying r simple extensions (which is possible as long as there are available vertices), we may obtain an extension P x 1 · · · x r of P with end of type πτ r , using r extra vertices in K.
Suppose K is a complete (k, k)-graph and P is a path with end of type π. We will find a path P that extends P such that |V (P )| ≡ |V (P )| mod k and P has end of type σ, for arbitrary σ ∈ S k , using G-gadgets defined as below.
Let G be a graph on [k] . Let H be a k-graph and let K be a complete 
Suppose P is a tight path with end of type π and σ is a cyclic permutation. In the next lemma, we show how to extend P into a tight path of type σπ using a G-gadget, where G is a path.
Then there exists an extension P of P with end of type σπ such that
Proof. We proceed by induction on r. First suppose that r = 2 and so σ = (
contains a spanning tight path P with start of type πτ and end of type (
As π(1) = i 2 , it follows that P is a tight path with end of type σπ, and P satisfies properties (i), (ii) and (iv).
, so P satisfies property (iii), as desired. Next, suppose r > 2. Define σ = (i 2 i 3 · · · i r ) and note that σ = (i 1 i 2 )σ . Then σ is a cyclic permutation of length r − 1, with π(1) = i r and the path Q = i 2 · · · i r−1 i r is a subgraph of G. By the induction hypothesis, there exists an extension P of P with end of type σ π such that |V (P )| = |V (P )| + 2k(r − 2) and, for all 1 ≤ i ≤ k,
Again by the induction hypothesis, there exists an extension P of P with end of type (i 1 i 2 )σ π = σπ such that |V (P )| = |V (P )| + 2k = |V (P )| + 2k(r − 1) and, for all 1 ≤ i ≤ k,
and
, so P satisfies property (iii) as well.
In the next lemma, we show how to extend a path with end of type id to one with end of arbitrary type. First we need the following definitions.
Consider an arbitrary σ ∈ S k \ {id}. Write σ in its cyclic decomposition
where σ is a product of t = t(σ) disjoint cyclic permutations of respective lengths r 1 , . . . , r t so that r j ≥ 2 and i j,r j = min{i j,r : 1 ≤ r ≤ r j } for all 1 ≤ j ≤ t; and i 1, 
. . , V k and a tight path P with end of type id. Let σ ∈ S k and let G be a graph on
, and
Then there exists an extension P of P with end of type
Proof. Let
as defined above. We proceed by induction on t = t(σ). If t = 0, then σ = id and m(σ) = 1, so the lemma holds by setting P = P . Now suppose that t ≥ 1 and the lemma is true for all σ ∈ S k with t(σ ) < t. Let
by the induction hypothesis, there exists a path P 1 that extends P with end of type
We extend P 1 using m 2 − m 1 > 0 simple extensions, avoiding the set V (P 1 ) ∪ W G in each step, to obtain an extension P 2 of P 1 with end of type
Thus, together with (4.2), (ii) holds.
Let K be a complete (k, k)-graph with classes V 1 , . . . , V k . Let P be a tight path with start of type σ and end of type π. If π = σ, then there exists a tight cycle C containing P with V (C) = V (P ). Similarly if π = στ −r , then (by using r simple extensions) there exists a tight cycle C on |V (P )| + r vertices containing P . In general, in order to extend P into a tight cycle we use Lemma 4.2 to first extend P to a path P with end of type στ −r for some suitable r. The next lemma formalizes the aforementioned construction of the tight cycle C containing P and gives us precise bounds on the sizes of V i ∩ (V (C) \ V (P )) in the case where σ = π, which will be useful during Section 9. 
Proof. Without loss of generality, we may assume that π = id. Define
. Let H, K, P be as defined in the lemma. By Lemma 4.2, there exists an extension P of P with end of type σ τ m(σ )−1 such that
We use k − m(σ ) + 1 simple extensions to get an extension P of P of order
and set Z i,σ,r = 0 otherwise. We use r more simple extensions to get an extension P of P with end of type στ −r τ r = σ of order
Since P has start of type σ and end of type σ, then we can easily extend P (using simple extensions) into a tight cycle C on
Suppose now that σ = π = id. We will show that 
Consider s ≥ 2k 2 . Providing |V i | is sufficiently large for all 1 ≤ i ≤ k, by Lemma 4.3 (taking P to be any edge in K), there exists a graph G s such that there exists a copy 
Note that the statement of Lemma 4.3 does not imply the corollary but its proof does. The graph G s , the integers a s,1 , . . . , a s,k , and the k-graph F s will be useful in Section 9.
Covering thresholds for tight cycles
In this section, we prove the upper bounds for the covering codegree threshold for tight cycles, proving Proposition 1.2 and Theorem 1.3. We first prove Proposition 5.2, which immediately implies Proposition 1.2 since K k k (s) contains a C k s -covering for all s ≡ 0 mod k with s ≤ sk. We will use the following classic result of Kővári, Sós and Turán [18] .
Theorem 5.1 (Kővári, Sós and Turán [18]). Let z(m, n; s, t) denote the maximum possible number of edges in a bipartite graph G with parts U and V for which |U | = m and |V | = n, which does not contain a K s,t subgraph with s vertices in U and t vertices in
V . Then z(m, n; s, t) < (s − 1) 1/t (n − t + 1)m 1−1/t + (t − 1)m. Proposition 5.2. For all k ≥ 3 and s ≥ 1, let n ≥ 0 and c > 0 such that 1/n, 1/c 1/k, 1/s. Then c k−1 (n, K k k (s)) ≤ cn 1−1/s k−1 . Proof. Let H be a k-graph on n vertices with δ k−1 (H) ≥ cn 1−1/s k−1 . Fix a vertex x ∈ V (H) and consider the link graph H(x) of x. Note that |E(H(x))| ≥ n−1 k−2 δ k−1 (H) k − 1 ≥ c 1/2 n k−1−1/s k−1 . (5.1) Let U = V (H) \ {x}. Consider
the bipartite graph B with parts U and E(H(x)), where u ∈ U is joined to e ∈ E(H(x)) if and only if {u} ∪ e ∈ E(H). By the codegree condition of
We claim there is a K s−1,n k−1−1/s k−2 as a subgraph in B, with s − 1 vertices in U and
Suppose not. Then, by Theorem 5.1,
By construction, for all y ∈ {x} ∪ X and all e ∈ E(K ), {y} ∪ e ∈ E(H).
Now we prove that all large complete (k, k)-graphs contained in a k-graph H with δ k−1 (H) large have a G-gadget, for an arbitrary graph G on [k].
Then T has size 2t k−1 . By the codegree condition, all members in
and by an averaging argument, there exists a pair (
. By the choice of t and by Theorem 1.1, we have that
Consider an arbitrary σ ∈ S k with σ(1) = i and σ(j ) = j. By construction, we have that
is a spanning tight path in H[W ij ], of start of type στ and end of type (ij)σ. Clearly W ij is an ij-gadget avoiding S.
Set S = S ∪ W ij and G = G − ij. Repeating this construction for all edges in E(G − ij) and using that t 0 = t + k 2 , it is possible to conclude that K has a G-gadget avoiding S.
We are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Let t ∈ N be such that 1/n 0 1/t γ, 1/s. Let H be a k-graph on n ≥ n 0 vertices with δ k−1 (H) ≥ (1/2 + γ)n. Fix a vertex x and a copy K of K k k (t) containing x, which exists by Proposition 5.2. Let V 1 , . . . , V k be the vertex partition of K with x ∈ V 1 . By the choice of t,
is a tight path on k vertices with start of type id and end of type id. Let G be a complete graph on [k] . By Lemma 5.3, K has a G-gadget avoiding V (P ). Thus, by Lemma 4.3, there exists a tight cycle C in V (H) on s vertices containing P , and in turn, x.
Absorption
We need the following absorbing lemma from Lo and Markström [23] . Note that this lemma was stated for general k-graphs F and in terms of (i, η)-closedness. Thus to find an absorbing set U , it is enough to find many (s − 1)-sets S as above for each pair x, y ∈ V (H). First we show that we can find one such S. ∈ V (H)) and edge set
Note that |V (H xy )| = n − 1 and 
Now we construct a copy of C s in H xy containing z. Note that P = zv 2 · · · v k is a tight path on k vertices with start and end of type id. Since K has a K k -gadget avoiding V (P ), by We now apply the standard supersaturation trick to find many sets S.
To prove Lemma 6.3, first we recall the following fact about concentration for hypergeometric random variables around their mean (see, e.g., [15, p. 29] ).
and T {x,y} be a partition of 
Therefore,
where the last bound follows from the choice of m. The bounds for Φ {x} , Φ {y} and Φ {x,y} are proved similarly. Then the result follows from Lemma 6.1.
Tiling thresholds for tight cycles
Now we prove Theorem 1.6 under the assumption that the following 'almost perfect C s -tiling lemma' holds. 
The rest of the paper will be devoted to proving Lemma 7.1.
Hypergraph regularity lemma and regular slices
To prove Lemma 7.1 we will use the hypergraph regularity lemma.
An hypergraph is P-partite if all of its edges are P-partite. Thus an hypergraph H is s-partite if H is P-partite for some partition P with |P| = s.
A hypergraph H is a complex if whenever e ∈ E(H) and e is a non-empty subset of e we have that e ∈ E(H)
Let H be a P-partite hypergraph. For X ∈ P k , we write H X for the subgraph of H k induced by X whose vertex classes are the members of X. Note that H X is a (k, k)-graph. In a similar manner we write H X < for the k-partite hypergraph on vertex set X, whose edge set is X X H X . Note that if H is a complex, then
Given i ≥ 2, consider an (i, i)-graph H i and an (i − 1, i)-graph H i−1 on the same vertex set, which are i-partite with respect to the same partition P. We write K i (H i−1 ) for the family of all P-partite i-sets that form a copy of the complete Given 3 ≤ k ≤ s and a (k, s)-complex H with vertex partition P, we say that H is We will need the following "regular restriction lemma" which states that the restriction of regular complexes to a sufficiently large set of vertices in each vertex class is still regular, with somewhat degraded regularity properties.
r)-regular if the following conditions hold:
(i) For all 2 ≤ i ≤ k − 1 and for all A ∈ P i , H i [ A] is (d i , ε)-regular with respect to H i−1 [ A], and (ii) for all A ∈ P k , the induced subgraph H k [ A] is (d k , ε k , r)-regular with respect to H k−1 [ A].
Lemma 8.1 (Regular restriction lemma [1, Lemma 24]). Let k, m ∈ N and β, ε, ε
k , d 2 , . . . , d k be such that 1 m ε ε k , d 2 , . . . , d k−1 and ε k β, 1 k . Let r, s ∈ N and d k > 0. Set d = (d k , . . . , d 2 ). Let G be a (d, ε k , ε, r)-regular (k, s)-complex with vertex classes V 1 , . . . , V s each of size m. Let V i ⊆ V i with |V i | ≥ βm for all 1 ≤ i ≤ s. Then the induced subcomplex G[V 1 ∪ · · · ∪ V s ] is (d, √ ε k , √ ε, r)-regular.
Statement of the regularity slice lemma.
In this section we state the version of the regularity lemma (Theorem 8.4) due to Allen, Böttcher, Cooley and Mycroft [1] , which they call the regular slice lemma. A similar lemma was previously applied by Haxell, Łuczak, Peng, Rödl, Ruciński and Skokan in the case of 3-graphs [14] . This lemma says that all k-graphs G admit a regular slice J , which is a regular multipartite (k − 1)-complex whose vertex classes have equal size such that G is regular with respect to J .
Let t 0 , t 1 ∈ N and ε > 0. We say that a (k − 1)-complex J is (t 0 , t 1 , ε)-equitable if it has the following two properties:
(i) There exists a partition P of V (J) into t parts of equal size, for some t 0 ≤ t ≤ t 1 such that J is P-partite. We refer to P as the ground partition of J , and to the parts of P as the clusters of J . 
Definition 8.2 (Regular slice). Given ε, ε
k > 0, r, t 0 , t 1 ∈ N, a k-graph G and a (k−1)-complex J on V (G), we call J a (t 0 , t 1 , ε, ε k , r)-regular slice for G if J is (t 0 , t 1 ,
ε)-equitable and G is (ε k , r)-regular with respect to all but at most ε k t k of the k-sets of clusters of J , where t is the number of clusters of J .
Given a regular slice J for a k-graph G, we keep track of the relative densities d * (X) for k-sets X of clusters of J , which is done via a weighted k-graph.
Definition 8.3. Given a k-graph G and a (t 0 , t 1 , ε)-equitable (k − 1)-complex J on V (G), we let R J (G) be the complete weighted k-graph whose vertices are the clusters of J , and where each edge X is given weight d * (X). When J is clear from the context we write R(G) instead of R J (G).
The regular slice lemma (Theorem 8.4) guarantees the existence of a regular slice J with respect to which R(G) resembles G in various senses. In particular, R(G) inherits the codegree condition of G in the following sense.
Let G be a k-graph on n vertices. Given a set S ∈ V (G) k−1 , the relative degree deg(S; G) of S with respect to G is defined to be
Thus, deg(S; G) is the proportion of k-sets of vertices in G extending S which are in fact edges of G. To extend this definition to weighted k-graphs G with weight function
Finally, for a collection S of (k − 1)-sets in V (G), the mean relative degree deg(S; G) of S in G is defined to be the mean of deg(S; G) over all sets S ∈ S.
We can now state the version of the regular slice lemma that we will use, which is a special case of [1, Lemma 6] . 
Then there exists a (t
0 , t 1 , ε(t 1 ), ε k , r(t 1 ))-regular slice J for G such that, for all (k − 1)-sets Y of clusters of J , we have deg(Y ; R(G)) = deg(J Y , G) ± ε k .
The d-reduced k-graph and strong density.
Once we have a regular slice J for a k-graph G, we would like to work within k-tuples of clusters with respect to which G is both regular and dense. To keep track of those tuples, we introduce the following definition. d-reduced k-graph) . Let G be a k-graph and J be a (t 0 , t 1 , ε, ε k , r) 
Definition 8.5 (The
deg(Y ; R d (G)) ≥ deg(Y ; R(G)) − d − ζ(Y ),
where ζ(Y ) is defined to be the proportion of k-sets Z of clusters with Y ⊆ Z that are not (ε k , r)-regular with respect to G.
For 0 ≤ µ, θ ≤ 1, we say that a k-graph H on n vertices is (µ, θ)-dense if there exists S ⊆
By using Lemma 8.6, we show that R d (G) 'inherits' the property of being (µ, θ)-dense.
. Suppose that G is a k-graph on n vertices, and that
Proof. Let P be the ground partition of J and t = |P|. Let m = n/t. Clearly |V | = m for all V ∈ P. Let S be the set of all S ⊆
, where the last inequality holds thanks
, where the last inequality follows from 1/t ≤ 1/t 0 1/k. Then it follows that
So it suffices to show that deg(
For 0 ≤ µ, θ ≤ 1, a k-graph H on n vertices is strongly (µ, θ)-dense if it is (µ, θ)-dense and, for all edges e ∈ E(H) and all (k − 1)-sets X ⊆ e, deg H (X) ≥ µ(n − k + 1). We prove that all (µ, θ)-dense k-graphs contain a strongly (µ , θ )-dense subgraph, for some degraded constants µ , θ . 
Lemma 8.8. Let n ≥ 2k and 0 < µ, θ < 1. Suppose that H is a k-graph on n vertices that is (µ, θ)-dense. Then there exists a sub-k-graph H on V (H) that is strongly
(µ − 2 k θ 1/(2k−2) , θ + θ 1/(2k−2) )-dense.
Claim. For all
Proof of the claim. We prove it by induction on k − j. When j = k − 1 it is immediate. Now suppose 2 ≤ j < k − 1 and that |A j | ≤ β j n j . By double counting the number of tuples (X, w) where X is a (j − 1)-set in V (H) and X ∪ {w} ∈ A j we have |A j−1 |β(n − j + 1) ≤ j|A j |. By the induction hypothesis it follows that
For all 1 ≤ j ≤ k − 1, let F j be the set of edges e ∈ E(H) such that there exists S ∈ A j with S ⊆ e, and let
We will show that it satisfies the desired properties.
For each j-set, there are at most n−j k−j k-edges containing it. Thus, for all 1 ≤ j ≤ k − 1, the claim above implies that
Let e ∈ E(H ) and let X ∈ e k−1 . It is enough to prove that X / ∈ S 1 ∪ S 2 . As e / ∈ F k−1 , it follows that X / ∈ A k−1 = S 1 . So it is enough to prove that X / ∈ S 2 . Suppose the contrary, that X ∈ S 2 . Then X is contained in more than 2 k √ β(n−k +1) edges e ∈ E(F ). Let W = N F (X). For all w ∈ W , fix a set A w ∈ k−1 j=1 A j such that A w ⊆ X ∪ {w} and let T w = X ∩ A w . If A w ⊆ X then A w ⊆ e ∈ E(H ), a contradiction. Hence A w X for all w ∈ W . By the pigeonhole principle, there exists T X and W T ⊆ W such that for all w ∈ W T , T w = T and
Then for all w ∈ W T , T ∪ {w} = A w ∈ A t+1 , so there are at least √ βn ≥ β(n − t) vertices w ∈ V (H) such that T ∪ {w} ∈ A t+1 . Therefore, T ∈ A t and T ⊆ X ⊆ e, which is a contradiction because e / ∈ F t . Hence, we might assume that T = ∅. Then for all w ∈ W T , {w} ∈ A 1 . And so |A 1 | ≥ |W T | > √ βn, contradicting the claim. Given a k-graph G and a (k − 1)-graph H on the same vertex set, we say that G is supported on H if for all e ∈ E(G) and all f ∈ e k−1 , f ∈ E(H). We state the following lemma which can be easily deduced from a lemma stated by Cooley, Fountoulakis, Kühn and Osthus [3] . k, s, r, t, m 0 ∈ N, and let d 2 
Lemma 8.9 (Embedding lemma [3, Theorem 2]). Let
, . . . , d k−1 , d, ε, ε k > 0 such that 1/d i ∈ N for all 2 ≤ i ≤ k − 1,
Note also that [3, Theorem 2] allows embeddings of k-graphs with bounded maximum degree whose number of vertices is linear in m.
The main difference between Lemma 8.9 and Theorem 2 in [3] is that their lemma asks for the stronger condition that for all e ∈ E(H) intersecting the vertex classes {X 
Almost perfect C s -tilings
The aim of this section is to prove Lemma 7.1, that is, finding an almost perfect C s -tiling. Throughout this section, we fix k ≥ 3 and s ≥ 5k 2 with s ≡ 0 mod k. Let G s , a s,1 , . . . , a s,k , , 
. Given an {F s , E s }-tiling T in H, let F T and E T be the set of copies of F s and E s in T , respectively. Define
Note that if E T = ∅, then φ(T ) is the proportion of vertices in H not covered by the F s -tiling induced by T . Let φ(H) be the minimum of φ(T ) over all {F s , E s }-tilings T in H. Given n ≥ k and 0 ≤ µ, θ < 1, let Φ(n, µ, θ) be the maximum of φ(H) over all (µ, θ)-dense k-graphs H on n vertices. Note that φ(H) and Φ(n, µ, θ) depend on k and s but they will clear from the context.
We now show that Lemma 9.1 implies Lemma 7.1.
Proof of Lemma
As T is a tiling, we have that
and so
Therefore H contains an F s -tiling F T covering all but at most αn vertices, implying the existence of a C s -tiling of the same size.
9.1. Weighted fractional tilings. To prove Lemma 9.1, we will need the following definitions. Let K be a k-edge with vertices {x 1 , . . . , 
Note that there is a natural graph homomorphism θ from F s to F * s such that for all u ∈ V (F * s ), |θ −1 (u)| = α(u). Also observe that the bound s ≥ 5k 2 implies that α(u) = 1 if and only if u is a pendant vertex. Let F * s (H) be the set of
otherwise.
Given v ∈ V (H) and e ∈ E(H), define
We now define an α-weighted fractional {F * s , E * s }-tiling of H to be a function ω * :
Note that if a s,1 = · · · = a s,k = 1 (and so α F * s (v) = 1{v ∈ V (F * s )} and α e (v) = 1{v ∈ e}), then ω * is the standard fractional {F s , E s }-tiling. If α, s and k are clear from the context (which will be all the time) we will simply write weighted fractional {F * s , E * s }-tiling. Define the minimum weight of ω * to be
Analogously, define
Given c > 0 and a k-graph H, let φ * (H, c) be the minimum of φ(ω * ) over all weighted fractional {F * s , E * s }-tilings ω * of H with ω * min ≥ c. Note that φ * (H, c) depends on k and s, which will be clear from the context.
Let T be an {F s , E s }-tiling. We say that a vertex v is saturated under T if it is covered by a copy of F s and v corresponds to a vertex in W Gs under that copy. Let S(T ) denote the set of all saturated vertices under T . Define U (T ) as the set of all uncovered vertices under T .
Analogously, given a weighted fractional {F * s , E * s }-tiling ω * , we say that a vertex v is satu- 
To prove (ii), recall that all of the vertices v ∈ S(ω * ) only receive weight from pendant vertices, and all copies of F ∈ F * s (H) have precisely pendant vertices, and therefore
Finally, for (iii), suppose the contrary, that, for all
The next proposition shows that given an {F s , E s }-tiling, we can always find a weighted fractional {F * s , E * s }-tiling that preserves the saturated vertices and the uncovered vertices. Proposition 9.3. Let k ≥ 3 and s ≥ 5k 2 with s ≡ 0 mod k. Let H be a k-graph and let T be an {F s , E s }-tiling in H. Then there exists a weighted fractional {F * s , E * s }-tiling ω * such that
Proof. Let F ∈ F T be a copy of F s and suppose that V (F ) = V 1 ∪· · ·∪V k ∪W , where vertices {v 1 , . . . , v k } ∪ W span a copy of F * s , where we identify {v 1 , . . . , v k } with the core vertices of F * s and W with the pendant vertices of F * s . Define ω * on F * s by assigning to all such copies the weight 1/a and doing the same procedure with all F ∈ F. All other copies of F * s in H receive weight 0. Also, for all e ∈ E(H), set
This defines a function ω * :
The next lemma assures that if R is a reduced k-graph of H, then φ(H) is roughly bounded above by φ * (R, c). 
Proof. Let ω * be a weighted fractional {F * s , E * s }-tiling on R such that φ(ω * ) = φ * (R, c) and ω * min ≥ c. Let t = |V (R)| and let m = n/t, so that each cluster in J has size m. Let n F be the number of F * s ∈ F * s (R) with ω * (F * s ) > 0 and n E be the number of E ∈ E(R) with ω * (E) > 0. Note that
In the next claim, we show that if ω * (F ) > 0 for some F ∈ F s (R) then we can find a large
Proof of the claim. We will only consider the case when J ∈ F * s (R), as the case J ∈ E(R) is proved similarly.
Suppose
Indeed, take X i , Y j as above and construct the subcomplex H obtained by restricting H along with J to the subsets X i , Y j and then deleting the edges in H not supported in ktuples of clusters corresponding to edges in E(J). Then H is a (k, k + )-complex. Since J is (t 0 , t 1 , ε)-equitable, there exists a density vector 
given by the claim (and we take F J = E J = ∅ whenever ω * (J) = 0). Therefore
Thus we have φ(H)
9.2. Proof of Lemma 9.1. We begin with some short lemmas before the proof of Lemma 9.1.
Proof. Let H be a k-graph on n vertices that is (µ, θ)-dense. Consider the k-graph H on the vertices V (H) ∪ A obtained from H by adding a set of |A| = γn vertices and adding all of the k-edges that have non-empty intersection with A.
Then H has an {F s , E S }-tiling T satisfying φ(T ) = φ(H ). Consider the {F s , E s }-tiling T in H obtained from T by removing all copies of F s or E s intersecting with A. It follows that
The next lemma shows that given an {F s , E s }-tiling of a strongly (µ, θ)-dense k-graph H, we can always find a better weighted fractional {F * s , E * s }-tiling in terms of φ. 
We defer the proof of Lemma 9.6 to the next subsection and now we use it to prove Lemma 9.1.
Proof of Lemma 9.1. Consider a fixed γ > 0. Suppose the result is false, that is, there exists α > 0 such that for all n ∈ N and θ * > 0 there exists n > n satisfying Φ(n , 1/2 + 1/(2s) + γ, θ * ) > α. Let α 0 be the supremum of all such α and let c = c(k, s), n 0 = n 0 (k, s, γ/2, α 0 /2), ν = ν(k, s, γ/2) and θ = θ(α 0 /2, k) be as given by Lemma 9.6. Without loss of generality we may assume c ≤ s −k . Let 0 < η ν, γ, α 0 , 1/s. By the definition of α 0 , there exists n 1 such that for all n ≥ n 1 , Lemma 8.7 . By Lemma 8.8, there exists a subgraph R ⊆ R that is strongly (1/2 + 1/(2s) + γ − 3γ , θ * )-dense as θ γ , 1/k, θ * . Note that |V (R )| = |J | ≥ t 0 ≥ n 1 , so Lemma 9.5 (with 9γ playing the role of γ) and (9.2) imply that
We further claim that φ * (R , c) ≤ α 0 − 2η. Note that c ≤ s −k and α 0 ≥ 4η. Therefore, if φ(R ) < α 0 /2, then the claim holds by Proposition 9.3. Thus we may assume that φ(R ) ≥ α 0 /2. Note that γ − 3γ ≥ γ/2. By Lemma 9.6 (with α 0 /2 playing the role of α), we have
where the last inequality holds as η ν, α 0 . Finally, recall that β η, c. Lemma 9.4 implies that 
Proof. We will show that G X does not have any cycle of odd length. It suffices to show that
We prove it by induction on j. If j = 0, then it is obvious. Let j ≥ 1 and consider a path
We have that
On the other hand,
We deduce that |N i 2j−1 \ N i 2j+1 | ≤ (2 − 1)n/s and it follows that
By induction hypothesis, it holds that
Substituting this, it follows that
Now we are ready to prove Lemma 9.6.
/n so we are done. Thus we may assume that
If there exists F * ∈ F * s (H) with ω * j (F * ) > 0 such that d F * ≥ k + 1, then there exist 1 ≤ i < i ≤ k and distinct x, x ∈ c(F * ) such that both e 1 = W i ∪ {x} and e 2 = W i ∪ {x } are edges in H. Note that since x ∈ A j , Proposition 9.
j+1 to be such that
so we are done. Hence, we might assume that d
Similarly, for all e ∈ E(H), define
If there exists e ∈ E(H) with ω * j (e) > 0 such that d e ≥ k + 1, then there exist distinct 1 ≤ i < i ≤ k and distinct x, x ∈ e such that both e 1 = W i ∪ {x} and e 2 = W i ∪ {x } are edges in H. Since x ∈ A j , Proposition 9.3(vi) implies that ω * j (e) = ω * 0 (e) = M −k s . Define ω * j+1 to be such that
So we can suppose that d e ≤ k for all e ∈ E(H) with ω * (e) > 0. For all such e ∈ E(H) we have
Therefore, by (9.7), (9.5), (9.8), Proposition 9.2(i) and s ≥ 5k 2 , we have
contradicting (9.6).
Case 2: |U (T )| > 3αn/4. Note that n = s|F| + kM s |E| + |U (T )|. Hence,
Using the fact γ α, 1/k, we have
Hence there exists E s ∈ E with V (E s ) ⊆ A j . By Proposition 9.3(vi), there exists an edge We will find F 0 ∈ F * s (H) obtained from F by replacing y 1 with another vertex, as follows. By using Proposition 9.2(ii) and the fact that 
.
