Abstract-This paper describes an approach to evolving texture feature extraction programs using tree based genetic programming. The programs are evolved from a learning set of 13 textures selected from the Brodatz database. In the evolutionary phase, texture images are first "binarised" to 256 grey levels. An encoding of the positions of the black pixels is used as the input to the evolved programs. A separate feature extraction program is evolved for each of the 256 grey levels. Fitness is measured by applying the evolved program to all of the images in the learning set, using one dimensional clustering on the outputs and then using the separation between the clusters as the fitness value. On two benchmark problems using the evolved programs for feature extraction and a nearest neighbour classifier, the evolved features gave test accuracies of 74.6% and 66.2% respectively for a 13 Brodatz and a 15 Vistex texture problem. This is better than a number of human derived methods on the same problems.
Introduction
Computer vision has many unsolved problems providing a fertile ground for the application of genetic programming. One of these problems is texture classification. While there is a considerable history of work on visual texture, the definition of texture is still imprecise. However, it is generally agreed that a texture is spatially homogeneous and contains repeated structures. In synthetic textures, such as horizontal lines, vertical lines (figure 2) or a checkerboard, the basic structure is repeated exactly. In natural textures, such as grass, wood, sand or rocks, there is some random variation in size, shape, intensity or colour in the repetitions of the basic structure. Figures 11 and 12 show some examples of natural textures.
The spatial difference between two textures can be considered as the different arrangement of pixels at each grey level within each repeated structure. Examples of spatial differences between vertical and horizontal lines are given in figure 4. In this simple case the spatial differences can be captured in a 4 x 4 window. Vertical and horizontal lines are synthetic textures in which a small basic pattern is repeated without change. In real world textures such as bark and brick (figure 10) the spatial differences cannot be captured in such a small window and, since the basic pattern is repeated with variations, the spatial differences will have a probabilistic nature; that is, patterns will apply to most, but figure 9 . Texture classification has been an ongoing research problem for many years. The goal of texture classification is to assign an unknown sample to one of several predefined categories. This is achieved by first extracting textural features from the images followed by training a classifier which can be used on unknown samples. The process is shown in figure 1 . The performance of the classifier depends on the textural features extracted. Many texture feature extraction techniques have been proposed, they can be categorised as: statistical, geometrical, model-based or signal processing based [l] . Current texture feature extraction algorithms are derived by human intuition and analysis. This approach has a relatively low artificial to intelligence ratio [2] , that is, most work is done by the human. In contrast, in this paper we explore the possibility of deriving such algorithms using genetic programming. This approach has a higher artificial to intelligence ratio [2] , that is more work will be done by the artificial method and less intelligence is supplied by the human. Texture classification has been successfully applied in many areas, for example, remote sensing [3] , automatic inspection [4] , medical image processing [5] and document processing [6] .
Related Work
Genetic programming has been applied to a variety of texture classification problems. The work so far can be grouped in to three approaches. The first approach involves preprocessing images with low-level texture feature extraction algorithms followed by genetic programming designed to discover the classification rule. The feature extraction algorithms are based on human developed theories and intuitions on what would be discriminating features over a wide range of different textures. Ross et al [7] used statistical features to classify microscopic images of minerals. Lin and Bhanu [8] used a co-evolutionary approach to build composite features from primitive features. Daida et al [9] evolved a classifier from texture features of SAR images. Howard and Roberts [10] evolved a vehicle detector from texture features of infrared images. This approach involves the steps of feature extraction, training and classification shown in Figure 1 .
The second approach involves working directly from image pixels instead of using features. Song et al [11] Figure 1 into a single step.
In the third approach, genetic programming is used to substitute for human development of generalised feature extraction algorithms. The evolved algorithms are expected to be applicable to a wide range of situations just like those developed by humans. The contrast between the conventional approach and this one is shown in figure 5 . The focus of this paper is the boxed step (Feature Extraction Programs evolved by GP from Brodatz learning set) in the top right hand corner of figure 5. In other work using this approach, Koppen and Liu [12] evolved a texture detector to separate textured from non textured regions without priori knowledge of the image content. Kueblbeck [13] evolved Haralick features from the co-occurrence matrix. Lam 
Translation Invariant Encoding
In this section, we examine a simplified binary texture problem involving two synthetic black and white images with no noise in order to describe the inputs to the evolutionary process and how the evolutionary process can deliver highly discriminatory features.
Let us consider the simple example of two black and white textures, one with horizontal stripes and another with vertical stripes, as shown in figure 2 . Each of the stripes is one pixel wide and the stripes are four pixels apart. If we were to randomly cut sub-images of size 4 x 4 from each, we would get eight possible patterns for the images, four for the horizontal, shown in the top row of figure 4, and four for the vertical, shown in the bottom row of figure 4. The encoding is as follows: Assume the positions are numbered from 1 to 16 in row major order as shown in figure 3 . Let Pi give the pixel position corresponding to the ith black pixel. For example, in the bottom left picture of figure 2 the first black pixel P1 is in position 1 and the second black pixel P2 is in position 5. The full encoding of this image is P1 = 1, P2 = 5, P3 = 9, P4 = 13. There are only 4 black pixels so only P1-P4 are used. The encodings of the other images are also given in figure 4. Our objective is to find formulas that when applied to the positions of black pixels would give us two distinct numbers, one for the horizontal striped images and another for the vertical striped images, thus making the formulas highly discriminating for the two textures.
Horizontal Stripes Vertical Stripes We will apply a few variations of possible formulas to the images and see if it is possible to get discriminating features. These are shown in table 1 .
The examples in table 1 show that formulas 3 and 4 give distinct numbers for the vertical and horizontal textures. If we need to discriminate between horizontal and vertical striped images we need only evaluate formula 3. If formula 3 evaluates to -2, the image is horizontal stripes. If formula 3 evaluates to -8, then the image is vertical stripes. There could be many formulas that give discriminating features. Formula 4, for example, could also be used. The task for genetic programming is to discover one of these discriminating formulas. Requiring a single number is, in fact, too strict. If, for example, all of the outputs of a formula for texture 1 are less than zero and all of the outputs for texture 2 are greater than zero, the formula is just as discriminating. As long as there is no overlap between the two output ranges, a formula can be used to accurately discriminate the textures. For real world textures it is very unlikely that there will be no overlap between output ranges and it is necessary to think in terms of minimising overlaps. We develop this idea further in section 4.
Conventional classification problems normally have a training and a testing data set. However for our experiment, we have an extra data set which we call the learning set. A learning set is the set of images used by the evolutionary process to evolve feature extraction programs. These programs are then used on a different training set of images to get a nearest neighbour classifier which is evaluated against a different test set. Figure 5 shows the difference between the conventional approach and ours. In the conventional approach as shown on the left hand side of figure 5, features are computed using human derived algorithms, a training set is used to learn the classifier, and a test set is used to estimate the true error rate. In our approach we use the learning set to evolve the feature extraction programs that will subsequently be figure 9 . (3) For each binary image, we have encoded the positions of the black pixels using the translation invariant encoding described in section 2. The process is summarised in figure 6 . We have 256 problems like the one described in section 2 and their associated learning sets. After the completion of the evolutionary step there will be 256 feature extraction programs. The training and testing of the classifier will be done with all of these 256 features.
Fitness Evaluation
A feature extraction algorithm is considered useful if the feature values result in high classification accuracy. As described in section 2 this will occur if the feature values computed for each class are well separated in feature space. Thus, to evolve feature extraction algorithms, we need a way to implement the intuition that "the better the separation, the better the fitness". We have done this by computing the overlap between clusters generated by the k-means clustering algorithm. 
Functions
Originally we used the function set { +, -, *, /}. However we found that using just + and -gave feature extraction programs that were just as accurate as those using all four operators but were considerably easier to understand. Thus all subsequent work was carried out using just the + andfunctions. An example of a case for which there are three texture classes in the learning set is shown in figure 7 . To get the data shown in figure 7 figure 8 . Each program generated is used to extract features from the spatial representations. The feature values are then clustered, the separation of the clusters is then used to rank the programs. This evolutionary process continues until the perfect separation between clusters is achieved or some predetermined number of generations is reached. The 256 evolved feature extraction programs are then used to extract 256 features for the train-and-test phase of the work.
Parameters
The RMIT-GP package [15] was modified to suit the problem. Clustering was performed using Cluster 3.0 [16] . Default genetic programming parameters for the RMIT-GP package were used, namely a mutation rate of 0.20, a crossover rate of 0.78 and an elitism rate of 0.02. Each run consisted of a population of 300 individuals evolved for 50 generations. The first generation of programs was generated randomly. 5 
Experiments
We have conducted two experimental tests of the approach: [14] and "GP histograms + spatials" are the results from combining the features from "GP Spatials" and "GP Histograms". On a 13 class problem it is possible to achieve an accuracy of 1 in 13 or only 8% by guessing, thus this result is a significant achievement. As [14] and the spatial features described in this paper. On the Brodatz problem, the addition of the spatial features results in a small increase in accuracy. However on the Vistex problem, there is a significant decrease. The combined approach has not worked as well for the Vistex images due to different spatial arrangements at the different scales mentioned in section 3, whereas the ratio of pixels at different scales are preserved at different scales for the histogram approach. See figure 10 for sample images at different scales. Further work on the generality of the approach is needed. In particular on the choice of the learning set, and on identifying the texture regularities in the evolved programs with a view to understanding why they work well on textures not in the learning set.
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