Liapunov functions are constructed and used to prove stability theorems for critical autonomous systems in which the linear part of the right-hand side has a zero eigenvalue.
1. Introduction. As an application of his celebrated "second method", Liapunov [3] proved the following theorem dealing with the critical case for an autonomous system of ordinary differential equations in which the linear part of the right-hand side has a zero eigenvalue. Theorem 1.1 (Liapunov) .
Let x be an n-vector, y a scalar, and A an In this paper, we prove a stronger version of this theorem via Liapunov's method by using a function which is a modification of the one originally used by Liapunov; for the special case of two dimensions (when w=l), we obtain yet a more general result with a Liapunov function motivated by the following considerations.
If py(x, y)=qx(x, y), then p(x, y) dx+ q(x,y) dy is an exact differential, and hence the function rix.y)
is well defined because the line integral is independent of path. Moreover, curves defined by W(x, y) = ot, where a is a real parameter, are orthogonal to trajectories of ( Thus, with suitable hypotheses on pix, y) and a(x, y), W~ix, y) becomes a candidate for a Liapunov function. For the more general situation in which the appropriate partial derivatives of pix, y) and a(x, y) are not necessarily equal, we may consider the "completed" differential form exist and are unique. Let F(0)=0 so that the zero function is a solution of (2.1). If </>(/, t, |) represents the solution of (2.1) such that <f>(r, r, f)=f, assume that <f>(t, r, £) exists for í^t for all t^O and sufficiently small |||. The various stability definitions of the zero solution of (2.1) can be found in LaSalle and Lefschetz [2] , along with the basic ideas of Liapunov theory. In particular, the proofs of §3 rest on Theorems II and III of that book. Since C has positive components, the quadratic form xTCx dominates the terms c(x¿x3xt) and c(x¿x1}0 for small |x| and \y\ so that -Vix, y) ^ xTCx + b2y2m + c(xj-m+1) + ciy2m+1), where C is a positive definite matrix with positive components such that xTCx^.\x\2. Hence, for small |x| and |_y|, -Vix, y) ^ |x|2 + 6b2y2m -2M \x\ \y\m+1
where M>0 and 6= l~. Thus, -V(x, y) is positive definite in a neighborhood of the origin. Finally, if¿»<Oandwisodd, V(x,y) is positive definite; otherwise, -bym+1 is negative for certain arbitrarily small values of y, and therefore, V(x, y) is negative arbitrarily near the origin along the j-axis. □
The next theorem is concerned with the two-dimensional case. "l\2/ X (2|fl|)W U+l 2\a\ V so that F(x, y) is positive definite; otherwise, F(x, y) is negative arbitrarily near the origin along at least one of the coordinate axes, fj Unfortunately, the author has not yet been able to answer the question of whether or not the preceding theorem has a natural extension in higher dimensions.
