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Zinc oxide is a potentially useful material in optoelectronics. It has a 3.3 eV direct bandgap
which makes it a comparatively inexpensive candidate for replacing gallium nitride as a UV
light emitter. Production of stable p-type ZnO is the biggest challenge for the introduction
of this material to industry. Many attempts to produce stable p-type ZnO by doping sin-
gle atom point defects have failed. The remaining dopant candidates are complex defects
including two or more components. In this thesis, we mostly focus on the study of bound
excitons corresponding to Li related defects. We show that the line at 3353.4 meV in the UV
spectra of ZnO, previously assigned to tin, is a complex donor impurity including Sn and
Li atoms. We performed annealing experiments, diffusing the Li content out of the lattice.
The intensity of the 3353.4 meV line decreased as a result of annealing, which suggests
the involvement of Li in this impurity. This process was reversed by the introduction of Li
into the sample and the original intensity was restored. This was strong evidence of the
involvement of Li in this impurity. We found a 0.4 eV ± 0.2eV activation energy for the
ejection of Li from the complex using the annealing results. Density functional analysis of a
complex consisting of Li and Sn in the nearest neighboring Zn sites results in much bigger
activation energies for different mechanisms of ejection of Li. This evidence suggests that
the impurity is more complicated than Li and Sn in nearest neighboring Zn sites. We tried
to further investigate this impurity by introducing a different isotope of Li. Substitution of
natural Li (96% 7Li) with 6Li showed a change of -0.022±0.008 in the energy position of
the recombination energy of the D0X attributed to the line at 3353.4 eV. Our theoretical
prediction of the shift suggested a lower limit of -0.031 for the expected shift.
In addition, we observed new Li-related lines and showed they are due to bound excitons.
We also investigated the effect of the environment in which Li doping is done on the emer-
gence of these new lines.
Keywords: Zinc oxide, complex point defects, bound excitons, spectroscopy, lithium dop-
ing, tin doping, acceptors, photoluminescence, isotope shift
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Zinc oxide is a direct wide-bandgap semiconductor that belongs to the II-VI semiconduc-
tor system. Among its useful properties are high transparency in the visible region, and
room temperature luminescence in the ultraviolet region. Reports on p-type conductivity
and several other properties in this natively n-type semiconductor triggered an enormous
increase in the number of papers published on ZnO since 1990 [1]. Nonetheless, stable p-
type ZnO, which would make this material widely useful in optoelectronics, has not been
developed yet. Among the biggest motivations that are pushing research on ZnO is the
light-emitting capabilities that make it an ideal replacement for GaN which is considerably
more expensive. Other potential uses of this material are applications in liquid crystal dis-
plays, energy-saving or heat-protecting windows and solar cells [1]. In addition, the exciton
binding energy of 60 meV for ZnO [2] versus 25 meV for GaN [3] makes it a better candidate
for some applications. Recently possible application in quantum information has been dis-
cussed using donor spins as qubits [4]. A better understanding of the defect structures and
their effects on the conductivity of the material is crucial for controlling the conductivity in
ZnO. There are very few reports of the identification of multi-atom defects in ZnO, despite
the enormous technological interest. Lithium has been of high interest for p-doping of ZnO.
In this thesis we will investigate the role of Li in a particular donor defect previously known
to contain Sn. Using photoluminescence spectroscopy (PL), involvement of Li in this defect
was confirmed by means of out-diffusion and in-diffusion experiments. Then we compared
the activation energy of these processes we inferred from the experiment with the DFT
calculations by our colleague, Manu Hegde. We attempted to further prove the involvement
of Li in this defect by careful substitution of Li isotopes 6Li and 7Li. In addition we will
report the observation of a whole new series of photoluminescence emissions, emerging as a
result of in-diffusion of Li. We will prove the excitonic origin of these lines.
1
1.1 Luminescence Processes
Most of the investigations of the defects in this research are based on photoluminescence
(PL) measurements. PL is the result of the transition of optically excited electrons, holes,
etc. back to their ground states with lower energy. As a result of this transition a photon
is emitted with energy hν equal to the difference between the energy of the initial and the
final state. Fig. 1.1 shows a schematic of a transition of a free electron from the conduction
band to the valence band. In this example the photon energy is equal to the bandgap Eg.
Some of the most common PL processes that are used in this research are explained in the
following sections. The details of the experimental setup is explained in section 2.3.
Figure 1.1: Schematic of an optical transition, illustrating emission of a photon by transition
of free electron from the conduction band to an empty level in the valence band.
1.1.1 Free excitons(FX) and effective mass approximation
If an electron in the valence band becomes excited to the conduction band it leaves a hole
in the valence band. A hole is the absence of an electron in an otherwise filled band that
behaves like a positive charge. As a result, a free electron and a free hole can bind to each
other at low temperature via the Coulomb force to form a bound state in a hydrogenic
structure called a free exciton (FX). To form the Hamiltonian of an exciton we need to
consider the difference between the behavior of the charges in a solid and vacuum. In this
regard, we need to consider the dielectric constant of the solid and use the effective mass
approximation (EMA). An electron or a hole in a solid reacts to an external force with an
"effective mass", different from the electron mass in vacuum. This mass can be found based









In addition, we need to consider the effect of the screening of the valence band electrons in
the solid. As a result of this screening, we can consider a greater permittivity ε0ε for the
environment than the vacuum permittivity ε0.
Eq 1.2 and eq 1.3 compares the Hamiltonian for an electron in a hydrogen atom with























is the reduced mass of the electron and hole effective masses, me is the mass of electron,
m∗e=0.28me andm∗h=0.59me [7] are the reduced masses of the electron and hole respectively
and ε=8.75 [8] is the dielectric constant of the semiconductor. r is the distance between the
positive and the negative charge in both equations. It is worth noting that for the hydrogen
atom the motion of the proton had been ignored and it is assumed to be fixed, since its mass
is very large. In contrast, for the exciton the electron and the hole are free in the lattice.
A free exciton can have translational motion, therefore can have kinetic energy, which is
ignored in the Hamiltonian.
By respective substitution of µ∗ and ε0ε with me and ε0 the Hamiltonian of the hydro-
gen atom transforms into the Hamiltonian of an exciton with zero kinetic energy. Thus, it
is possible to estimate the Bohr radius and the binding energy of a FX using the effective
mass approximation.
For the Bohr radius of the hydrogen atom we have aH = 4πε0~2/e2me = 0.53Å. Per-









n2 . n = 1
gives the binding energy of Ry = −13.6 eV. Again, performing the necessary substitutions






ZnO has a 60 meV exciton binding energy [9]. This is a very large binding energy for an
exciton in a semiconductor which makes it possible to observe them at room temperature.
As a result of radiative recombination of an exciton, a photon is emitted. The minimum
emission is equal to the bandgap energy Eg minus the exciton binding energy. As no impu-
rity is involved in this process, it is called intrinsic luminescence, in contrast to the rest of
the luminescence processes discussed later which are all due to involvement of some kind of
impurity or defect.
1.1.2 Bound excitons (BX)
A bound exciton is formed as a result of an exciton binding to an impurity in the solid. An
impurity with a different number of electrons in its outer shell than the atom it substitutes
can contribute to the conductivity of the semiconductor. For example group III impurities,
like Al, Ga and In located on a Zn site have one extra electron than Zn (group II) in their
outer shell. This electron occupies an energy position close to the conduction band. At
room temperature, this electron can become excited to the conduction band and increase
the number of free electrons. Such impurities are called donors. Similarly, if an atom has
fewer electrons in its outer shell than the atom it has substituted, it can borrow one from
the core which leaves a hole (absence of electron) in its core. This hole contributes to the
conductivity like a positive charge since the valence band is not full anymore, similar to the
conduction band. These impurities are called acceptors.
As discussed in the previous section a free exciton is a hydrogenic structure consisting
of an electron bound to a hole. A similar structure can be imagined for a donor in a solid.
The extra electron of the donor sees the ion as a positively charged core. Eq (1.3), (1.4) and
(1.5) apply to a donor as well, except that µ∗h should be replaced with m∗e. Similar to the
hydrogen atom, a donor has a very heavy core with negligible motion relative to the center
of mass. A free exciton can become bound to a neutral donor in a manner similar to the
binding of two hydrogen atoms. In this situation the two electrons occupy a 1s orbital and
act to bind the positive hole to the positive donor core. The top left structure in Fig 1.2
shows a schematic of the electron cloud, hole cloud, and the donor core in a neutral donor
bound exciton (D0X).
Similarly, an exciton and an acceptor can bind to form a neutral acceptor bound exci-
ton (A0X). By switching the roles of the electron and the hole, the Hamiltonian is similar.
In this situation the hole of the exciton and the hole in the acceptor are in the acceptor
1s orbitals and are shared, resulting in a binding between the negative ion core and the
electron of the exciton.
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The localization of the exciton due to binding to a donor increases the exciton binding
energy, and therefore the recombination energy of the exciton appears at a lower energy
relative to the free exciton. The energy separation of a free exciton and a particular bound
exciton is defined as their localization energy and it varies for different impurities [7]. In
ZnO we observed exciton localization energies ranging from around 11 meV to 23 meV [7].
Bound exciton lines are significantly sharper than the FX lines since free excitons can have
kinetic energy which widens the range of energies they can have. In contrast bound exciton
emission is similar to atomic emission in that the electron and hole are bound to a particular
lattice location.
Excitons may also be bound to ionized donors/acceptors. The resulting outcome is anal-
Figure 1.2: Schematic figure illustrating the arrangement of electron and hole around a
donor defect before and after their recombination.
ogous to an ionized H2 atom. This structure is called an ionized donor/acceptor bound
exciton (D+X/A+X). In the case of a D+X, there is only one electron shared with two
positive charges, hence there is a lower electron cloud density around the positive charges
compared to a D0X, as indicated in Fig. 1.2. While positive charges repel each other, a
binding occurs as a result of the screening by the electron cloud. Since the cloud of the
D+X is less dense and effective than the D0X, the binding is weaker. We observed ionized
5
donor bound excitons in the PL spectra with localization energies around 5 meV to 10 meV.
The appearance of ionized donor/acceptor bound excitons is likely due to compensation by
deeper acceptors/donors.
Bound exciton lines in ZnO were studied by Reynolds et al. in 1965 [10]. Although many
of the identifications of these lines were incorrect, the labeling they established stays in
the literature until now. They called them I-lines and labeled ten of the widely observed
lines from I1 to I10. Around 2002 to 2007 several of the lower energy emission lines were
attributed to acceptor bound excitons (A0X) such as Li[11], N[12], etc[13]. A very detailed
and reliable review of these lines was done by Meyer et al. [7]. With strong evidence he
assigned some of the lines to specific group III elements and hydrogen donors. All of the
remaining I-lines were shown to be due to D0X and not A0X defects. Several of the I-lines
we see in our samples are reported in his study including D0X emission at substitutional
Al, Ga, and In donors on Zn sites.
1.1.3 Two-electron-satellite (TES) lines
After recombination of a bound exciton the donor electron can end up in its ground state or
in one of its excited states. As a result of the latter, the emission of the transition will have
less energy than the original exciton recombination, which gives rise to new lines called two
electron satellites (TES). Fig 1.3 shows a schematic diagram of the TES transitions with
1s and 2p donor final states. It should be noted that the 2p state is not necessarily above
the 2s state. For a purely Coulombic potential, the 2s and 2p energies are degenerate (as
in the H atom). In addition in section 4.2, we will see situations where 2s level is above the 2p.
The separation between the original D0X line and the TES line is basically the energy
separation between the final states of the transitions i.e. 1s level of the donor for a D0X
recombination and the excited state of the donor for a TES transition.
Based on the effective mass approximation similar to eq (1.5) for the donor binding energy
we have:






where the only difference compared with eq (1.5) is the substitution of µ∗ with m∗e, since the
mass of the positive charge is large and can be neglected in eq (1.4). Assuming the values
m∗e=0.28me and [7] and ε=8.75 [8], eq (1.6) yields the value of 50.10 meV for the donor
binding energy. Correcting for the effect of the anisotropy and the polar interaction with
optical phonons the value of 50.15 meV has been calculated [7]. However, in reality both
larger and smaller binding energies have been measured due to the fact that EMA does not
work perfectly close to the donor impurity where electron screening is altered due to the de-
6
Figure 1.3: TES transition with the donor final state at 2s and 2p. The scales in this diagram
are exaggerated. In reality the 2p-2s separation is very small compared to the 2p-1s.
tails of the core electron density. This is usually modeled by defining a short range "central
cell potential" in addition to the Coulombic potential, which can increase or decrease the
donor binding energy. In cases where the central cell potential is small the defect is usually
called "shallow".
We can obtain an estimate of the donor binding energy from the spectroscopic data us-
ing
ED = (E2p − E1s) + 12.6 meV, (1.7)
where E2p−E1s is the measured separation between the D0X principal transition and the 2p
TES transition. 12.6 meV is the EMA value for the energy difference between the ionization
level of the donor and the 2p state. This quantity is the same for all shallow donors assuming
effective mass approximation predictions to be true further away from the impurity. This is
sufficiently correct for the 2p orbital of a shallow donor since it has a node at the origin so
that the central cell potential of the core is not seen by the electron.
1.2 Haynes’ rule
Based on Haynes 1960 paper[14], the localization energy of an exciton at a point defect
often has a linear relation with the donor or the acceptor binding energy of the impurity.
Fig. 1.4 shows this linear relation for three of the group III single donors in ZnO.
As discussed in section 1.1.3, donor binding energies typically show small deviations from
the effective mass approximation (EMA) due to the presence of the central cell potential.
If the central cell potential is attractive the electron cloud in Fig 1.2 becomes closer to the
7
Figure 1.4: Haynes rule for group III single donor elements (In, Ga,Al) on Zn lattice site in
ZnO. The horizontal axis shows the localization energy of the exciton at the impurity and
the vertical axis shows the binding energy of the electron to the donor. In the literature,
the axes are used in the opposite way, but for a better demonstration of our data in chapter
3, we chose to show them this way.
core and more dense. As a result the bound exciton which is sharing the electron cloud
would be closer to the core as well and subsequently the binding between the exciton and
the donor, localization energy, would be stronger. This qualitatively explains why the BX
localization versus the donor binding energy is ascending but the linear relation remains
empirical.
This linear relation between the localization energy of excitons and the donor binding ener-
gies is different for various semiconductors and also for BX lines with different structures in
the same semiconductor. If the optical luminescence of a series of defects follows the rule,
it reveals information about the electronic structure of the defects.
Based on the discussion in section 1.1.3 the difference between the 2p level and the donor
ionization level is predicted to be constant at 12.6 meV for the shallow donors. Therefore
Haynes rule predicts that E2p −E1s will have a linear relation with the localization energy
of the D0X as well.
1.3 Density functional theory (DFT) and formation energy
of defects
Density functional theory (DFT) is a computational method for calculating the electronic
properties of quantum mechanical many-body systems. In this thesis we use the results of
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DFT calculations performed by postdoctoral fellow Manu Hegde to investigate the forma-
tion energy and transition energies of the Sn-Li defect in ZnO. In 1964 Pierre Hohenberg
and Walter Kohn showed that all the useful information about the electronic properties of a
system, including the molecular geometry, bond energy, barrier heights, etc, can be derived
from the electron density n(r) of the system as a whole, rather than the wave function of
the individual electrons[15]. This result, which is now called the Hohenberg-Kohn theorem,
is the most important building block of the DFT method.
The Hohenberg-Kohn theorem states that in principal, a functional F [n] for the energy
of a system exists for any external potential. A functional is a function of a function. The
ground-state electron density of the system is the n0(r) that minimizes this functional.
F [n] is independent of the many-body system under study, therefore, it is usually called
the universal functional. It is worth noting, that the external potential includes the nuclei
potentials, which are considered to be fixed cores using the Born-Oppenheimer approxima-
tion. The Hohenberg-Kohn theorem states that the wave-function of a many-body system
is a functional of the electron density. Therefore, given the electron density, any observable
can be calculated by being averaged by the wave function derived from the electron density.
It is important to notice that the Hohenberg-Kohn theorem does not provide us with F [n],
which is the key to do actual calculations.
In 1965, the year after the Hohenberg and Kohn paper, Kohn and Sham published a pa-
per in which they took a major step toward using the Hohenberg-Kohn theory for actual
quantum mechanical calculations for real systems[16]. They broke the many-electron prob-
lem into many one-electron problems in an external potential caused by the positive core
charges and the other electrons in the system. This method is basically an approximation
that simplifies the problem. They introduced the Kohn-Sham equations[17]:[
− ~2m∇
2 + Vext(r) + Ve(r) + VXC(r)
]
ψKSi (r) = εi(r)ψKSi , (1.8)
where ψKSi are the single electron non-interacting wave functions (KS stands for Kohn-
Sham [17]), − ~2m∇
2 represents the kinetic energy, Vext(r) is the Coulombic potential of the
atom cores, Ve the Coulombic interaction with the electron density and VXC is the term that
includes all the exchange-correlation energies that guarantees the Pauli exclusion principle
and also compensates for the electron-electron direct interaction. It is worth noting that
the term Ve includes part of the electron-electron interaction but in an average way us-
ing the mean-field approximation [17]. To correct the approximation for the exact equation
the rest of the electron-electron interactions are embedded in the exchange-correlation term.
Ve is dependent on the electron density which is unknown before solving the Kohn-Sham
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equations. Therefore in the DFT method they start with the best guess for the total electron
density of the system. Solving the Kohn-Sham equations gives the individual wave functions




∣∣∣ψKSi (r)∣∣∣2 . (1.9)
This electron density can be used for finding a more accurate Ve and subsequently more
accurate ψKSi . After multiple iterations, if the final electron density was the same as the
initial density the iteration will stop. All of the other needed quantities can be calculated
using the final ψKSi and electron density. For example for the energy of the system we have:














d3rd3r′ + EXC [{ψi}][17].
(1.10)
The first term on the right side of this equation is the kinetic energy, the second term is
the electron-nuclei interaction, the third term is the mean-field electron-electron interaction
and EXC is the exchange-correlation functional.
At this point if the nuclei are not at equilibrium their positions are adjusted so the force on
them F = −∇E(R) is relaxed. After multiple iterations when the adjustment of the nuclei
positions converges to zero the resultant electron density is the final result from which all
the properties of the structure can be derived. Fig. 1.5 shows a flowchart summary of the
DFT method [17].
To further reduce the number of variables, the frozen core approximation is used. Based on
this approximation, the core electrons are considered as a whole with no internal dynamics
to simplify the dynamics of the system. This is the basis of the pseudo-potential method.
The outer shell electrons are under the influence of the whole core which consists of the
nuclei and the core electrons. Using a variety of pseudopotentials classified in libraries the
core potential is estimated.
Kohn proved that VXC or EXC exists but we do not exactly know what this functional
should be for the desired system. Therefore, it has to be approximated. Finding better ap-
proximations for the exchange-correlation terms is an ongoing field. However, many methods
for approximating VXC and EXC have been developed [18], which are beyond the scope of
this section.
The scale of the simulation depends on the unit cell one implements, called the super-
cell. The interactions across a supercell to the unit-cell adjacent to it are considered by
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Figure 1.5: A summary scheme of the DFT method based on the reference [17].
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forcing periodic boundary conditions to the simulation. While a smaller unit-cell makes the
simulation easier and faster, there is a limitation to how small it can be. The supercell
needs to be large enough to isolate the long-range interactions. For example, electron-defect
interactions. This is why in cases of very long-range effects, DFT cannot be useful, as the
simulation time grows exponentially with the supercell size.
In this work, the DFT method has been used by postdoc Manu Hegde in the Watkins
group to calculate the formation energy of the defects. During the process of formation of
a defect from the pure lattice, the pressure and the temperature of the environment is not
assumed to change, hence it is an isothermal-isobaric process. Therefore the energy required
to form the defect is given by the Gibb’s free energy of formation ∆Gf [19]. The Gibb’s
free energy is defined as:
G(p, T ) = U + pV − TS
G(p, T ) = H − TS
(1.11)
where p and T are pressure and volume, T and S are temperature and entropy U and H
are internal energy and enthalpy respectively. In a solid we have[19]:
G = Eel + Evib − TSvib + pV (1.12)
where indices Eel and Evib stand for electronic and vibrational contributions to the inter-
nal energy, respectively and Svib is the vibrational entropy. At moderate temperatures and
pressures, i.e. room temperature and atmospheric pressure, the vibrational terms and pV
are small. Thus, within a certain accuracy the total energy derived from a DFT simulation
can represent the Gibb’s energy (G ≈ Eel) [19], which enables one to calculate the formation
energy.
In general for the formation energy we have:





nXµX + q (EF + Ev) , (1.13)
where Eqf (D,EF ) is the formation energy of the defect D in a material with the Fermi
energy of EF , q is the charge of the defect, Eqtot is the total energy of the supercell with the
defect in it, Ebulk is the total energy of the pure supercell, nX is the number of the elements
of kind X in the defect, µX is the chemical potential of the element and Ev is the energy
of the maxima of the valence-band.
The environment can affect the amount of energy that the addition of a particular element
to the system will cost i.e. the chemical energy. Let’s consider the case of a Ga impurity
substituting for Zn sites in ZnO. The higher the concentration of Ga in the environment,
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the lower the formation energy of a GaZn is. This decrease in the formation energy can be
explained by an increase in the chemical potential of Ga [see Eq. (1.13)]. In addition, if a
defect has a charge, the Fermi level (EF ) directly affects the formation energy since EF is
the energy that the added charge will possess.
It is worth noting that the relation between the formation energy and the Fermi level
is linear with the slope being the charge of the defect. Later in this research, we will show
DFT results showing the plots of the formation energy of the defects versus the Fermi level.
One can find the charge transition levels of the defect from charge state q to q′ from the
intersection of the Eqf and E
q′
f versus Fermi energy plot. Fig 1.6 shows an example of E
q=1+
f
and Eq=0f versus Fermi energy. The solid lines show the most stable charge state i.e. the one
with the lowest formation energy. If we define ε(q/q′) as the transition energy level from q






Ef (Dq;EF = 0)− Ef
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This level is important because it determines at what energy level the carrier donation
happens. If it is close to the band gap that means the defect is a shallow donor or deep
acceptor and vice versa.
1.3.1 Model of isotope shift in the recombination energy of D0X
In this section, we are going to discuss a model that provides an estimation of the shift
in the energy of electronic transitions of a defect as a result of isotope substitution of its
components. This model is based on a paper by V. Heine et. al. [21] The discussion begins
by assuming that the defect is an independent Einstein oscillator with distinct electronic
states. The solid is initially assumed to be a one atom solid. Later in the paper, the model
is refined to represent a two-atom solid, using the Debye model. Basically, we will discuss
the total energy state of an impurity when a carrier (an electron a hole or both) is trapped
on it, and compare this with the ground state of the impurity with no or negligible charge.
The former will be referred to as the initial state and the latter will be the final state. The
presence of charge on a defect is expected to cause a softening of the vibrational modes of
the defect. In addition, a change in the mass of the impurity can affect those energy levels
due to electron-phonon coupling. In the case where the dependence of the initial and the
final energy levels on the impurity isotope and the charge on the defect does not cancel out,
it will affect the transition energy between those levels, resulting in an isotope shift that
can be observed in the PL measurements.
Let’s say for the localized vibration of the impurity without the carrier we have Mω2 = Λ,
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Figure 1.6: Formation energy as a function of the Fermi energy for a defect with two different
charges. The solid line shows the minimum formation energy and the intersection of the two
lines shows the transition energy from one charge to the other [17]. This figure demonstrates
a deep donor situation since the intersection is far from the minimum of the conduction
band.
where Λ is the force constant of the Einstein oscillator and M is the mass of the oscillator.
The presence of a carrier softens the binding of the impurity with the neighboring atoms,
and decreases the Λ. For an electron, the softening happens due to the extra screening
between the two positive atom cores. Therefore we have:
Mω2 = Λ (1− γcP ) , (1.15)
where P is the probability of the presence of the trapped carrier on the oscillator i.e. in
the space between the impurity and the nearest neighboring atoms. P is less than one
because the wave function is delocalized. γc is the softening caused by a charge located on
the oscillator. "c" stands for "carrier". A change in the isotope of the impurity changes its
mass, let say as much as ∆M . For the altered isotope, we have
(M + ∆M)(ω + ∆ω)2 = (Λ− γcP ), (1.16)
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Expanding the equation to the first order we will have:


















It is worth noting that this is a general equation for both the initial and the final state. For
the final state with the carrier released from the trap its wave function is spread over the
whole solid, therefore P = 1/N will be negligible, where N is the number of atoms. This is
in that the probability of finding the carriers at each atom in the solid is considered to be
almost the same when the carrier is not trapped. After isolating the ∆ω and multiplying
by ~2 and then 3 for three dimensions, for the shift in the zero-point energy of the oscillator
we have:












In this equation, there are three terms in the brackets causing a shift in E0, hence the
Figure 1.7: A schematic of the decrease in zero-point lattice vibration energy before and
after softening of the atomic bonds, assuming a fixed mass.
energy of the states. Fig. 1.7 shows a schematic of the decrease in the energy level as a
result of the softening of the atomic bonds. In the following, we discuss the effect of each
one of the terms in the brackets on the optical transition from the initial state to the final
state. From the left, we have γcP . This term is negligible for the final state as discussed. For
the initial state P is considerably bigger than P = 1/N as we discuss in the next section.
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This term shows up in the transition energy, but it is the same for both isotopes. Therefore,
although it affects the transition it does not distinguish the isotopes. Then we have ∆MM
which cancels out between the final state and the initial state for the altered isotope and
thus does not affect the transition energy. Last, we have γcP ∆MM . This term is the one that
results in an isotope shift since it affects the transition energy but only for the impurity
with altered isotope. Depending on which isotope is taken as the original one ∆MM can be
positive or negative. For the isotope shift we have:















Figure 1.8 shows a schematic of all the energy shifts and the isotope shift based on the
Eq. (1.18). The purpose of this figure is to make the isotope shift (S) appear as clearly
as possible. For this reason, part (b) of the figure is moved up so that the bottom of the
transition arrows align. This is not a shift in energy as the blue dashed lines indicate.
The parameter γc is preventing us from directly calculating the shift as it is difficult to
measure experimentally [21]. It is possible to relate γc to the temperature dependence of
the bandgap of the host lattice. There are two contributions to the temperature dependence
of the bandgap. One is due to the lattice expansion with increase of temperature, and the
other is due to the mode softening caused by γc and the e-h pair produced as a result of
electron excitation from valence band to the conduction band. Mode softening is responsi-
ble for 80 percent of the bandgap temperature dependence [21] [22] [23]. Therefore we can
neglect the effect of lattice expansion by increase of temperature on the bandgap. A simple
derivation can be given based on an Einstein model for the lattice [21]. In terms of the
lattice vibrational energy we have:










where E0g is the band gap at zero temperature, ni is the quantum number of the ith host
lattice Einstein mode and ∆ω is the softening of the ith mode due to the e-h charge. Taking







Figure 1.8: Shift in the energy of the states for the original isotope and the altered isotope
as a result of bond softening and isotope. The terms on the figure can be found in Eq.
(1.18). Terms shown with the same color are the same for better visualization. Note: The
upward shift in part (b) of the figure is only for making S appear more clearly and does
not represent an actual shift in the energies. The blue dashed line represent a constant
energy level. a) The initial state shows a decrease in the energy level due to the softening
of the bonds. This decrease shows up in the transition since the final state is not shifted.
b) The altered isotope shows two decreases in the initial state. The first decrease is the
same as for the original isotope. The second decrease, the green term due to the difference
in mass compared to (a), does not affect the transition since it cancels out with a decrease
in the final state of the altered isotope at the same amount. At last, we have an increase
in the initial state of the altered isotope, a cross term that is due to both mass difference
and softening, which shows up in the transition since does not exist in the final state. This
shift also distinguishes the altered isotope from the original isotope since is only effects the
altered isotope.
where γ is sum of the γh for a hole and γe for an electron and HT stands for high temperature.
Assuming Λ for the impurity is the same as for the host atoms, ω is related to the host
vibration frequency ω0 by:
ω = (M0/M)1/2 ω0 (1.22)
















Using Eq. (1.21) helps with experimental measurement of S since it brings the term (γcγ )
into the equation, which is less than 1 (γe + γh = 1), and is not expected to change the
order of magnitude of S. Therefore an estimation of S becomes possible if we have P , since
the term dEg/dkBT is an experimentally known quantity.
It is possible to derive a similar equation based on the Debye model and consider the
solid as a two-atom material with an impurity atom siting on one of the sites[21], which is
a better representation of an actual solid. It is worth mentioning that in our model for the
defect under study we have two impurity atoms, Sn and Li, sitting on two nearest neigh-
boring Zn sites. The Sn atom will not have any contribution to the isotope shift since its















where ΘD is the Debye temperature, M is the mass of the element whose mass has altered
and M0 is the harmonic mean of the masses of the atoms in the solid. Assuming most of











Eq (1.21), based on the Einstein model, restricts dEgdkBT to be a quantity between zero and
-1.5, since 0 < γ < 1 based on its definition. Utilizing the Debye model, this restriction does
not exist [21].
We will not go into more details on the derivation of the model based on the Debye model
as it has been thoroughly explained elsewhere [21].
Eq. (1.24) is an equation with all the parameters known from the experiment except for P ,




This chapter includes discussions on the equipment and the methods used in this research.
Methods for the diffusion of impurities into the ZnO bulk samples are discussed and an
overview of the photoluminescence (PL) system used to characterize the samples are pre-
sented.
2.1 Sample preparation using chemical vapor transport growth
Chemical vapor transport (CVT) is a method of growth that was used to synthesize our
bulk crystal ZnO samples intentionally doped with Sn. The samples were synthesized at
the Materials Science and Technology Division, Oak Ridge National Laboratory by the
L.A. Boatner group. Experimental methods are briefly described in a previous paper by
the Watkins lab [24]. In this process spheres made of a mixture of polycrystalline ZnO and
0.15 mol% of SnO2 tube undergo a reaction with H2(g) at 1250◦C in an alumina tube. This
reaction provides Zn in a gaseous form:
ZnO(s) + H2( g)→ Zn(g) + H2O(g) (2.1)
Using nitrogen carrier gas the vapor is transported to the growth region at a lower tem-
perature. In this region, a crystal grows via the reaction of the Zn(g) with oxygen:
Zn(g) + (1/2)O2 → ZnO(s) (2.2)
In addition, the residual H2 gas from the previous reaction turns to water vapor after re-
acting with O2. A schematic of the setup is presented in Fig 2.1.
By this technique, ZnO crystal needles are produced with dimensions of 0.2-2 mm in diam-
eter and a maximum length of 5 cm. Also, in some growths, large bulk crystals with more
random shapes were produced.
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Figure 2.1: A schematic of the chemical vapor transport setup. [24].
A wide variation of the apparent Sn concentration in different runs was observed due to
variation of the temperature at the growth region and other local growth condition vari-
ations. The concentration of Sn in the crystals was not directly measured. We used the
intensity of the luminescence from a Sn related defect in the crystal as a rough indicator
of the Sn concentration. Later in this thesis we will show that this defect called I10 is more
than just an Sn impurity. Therefore this measurement is not very accurate.
2.2 Li diffusion
To diffuse Li atoms into the sample, initially, we added a lithium carbonate (Li2CO3) coating
to the ZnO samples and then annealed them under N2 or O2 carrier gas. The diffusion was
also carried out with Li2CO3 having two different isotope concentrations. We used enriched
Li with 96% 6Li and 4% 7Li, or natural Li with 96%7Li and 4% 6Li.
2.2.1 Lithium carbonate coating
An oversaturated solution of water and lithium carbonate was prepared. Droplets of the
solution were dropped on the surface of the samples. After water was evaporated from the
solution, a layer of lithium carbonate remained on the sample. Fig.2.2 shows an optical
microscope image of the surface of one of the samples before and after coating. Sometimes
in order to make the process happen faster, we used a heater at a temperature below 60◦C
to vaporize the water.
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Figure 2.2: a) Optical microscope image of the surface of a ZnO bulk crystal. b) Optical
microscope image of the surface of a ZnO bulk crystal coated with Li2CO3.
2.2.2 MOCVD reactor for annealing and isotope doping studies
To anneal the samples we used a metalorganic chemical vapor deposition (MOCVD) reactor.
MOCVD is basically a thin film growth method. The main reason for using it for annealing
rather than a regular furnace was to have accurate control over the contamination of the
environment. A standard nanowire growth of our MOCVD system shows strong PL with
lines due to known trace impurities. Fig. 2.3 (green curve) shows the standard grown PL
with very low residual contamination. This guarantees that external contamination from
the growth chamber will not have unpredictable effects on the PL of the annealed samples.
In addition, the use of the MOCVD reactor has another substantial advantage in isotope
doping in avoidance of cross-contamination between the two isotopes of Li used for diffusion.
In order to prevent cross-contamination, two separate sets of containers and pipettes were
used for each solution of water and lithium isotope. The environment in which the sample
was annealed was cleaned before changing the isotope of lithium for the next diffusion. The
liner and the susceptor of the MOCVD reactor were initially cleaned in HCl/water(1:4)
solution for about 24 hours and then baked. Finally, the MOCVD reactor was annealed
at 950◦C for 4 hours under a high flow of N2 gas, 3 liters per minute. MOCVD has the
advantage that we can confirm that Li contamination was removed by looking at the PL
from a standard ZnO nanowire growth before and after cleaning. Li is a deep acceptor and
reduces the PL luminescence of the sample tremendously due to compensation with the
donors. Fig 2.3 shows the PL result of a standard nanowire run before and after cleaning
the chamber. More than one order of magnitude decrease in the PL was observed as a re-
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sult of the Li contamination. The final result after cleaning the chamber shows PL with an
intensity comparable to the sample grown before Li diffusion. This confirms the removal of
Li contamination from the MOCVD liner and susceptor.
Figure 2.3: PL measurement for standard ZnO nanowire growth in MOCVD before and
after Li contamination, and also after cleaning the chamber from the contamination
2.2.3 Removing the lithium carbonate coating
After the annealing in order to remove the lithium carbonate coating, we placed the sample
in DI water and subjected the sample to ultrasound. We waited for 10 minutes before taking
the sample out and rinsing it with isopropanol.
2.3 Photoluminescence
In a photoluminescence spectroscopy experiment, the ZnO sample is excited by a UV light
source, a He-Cd laser in our case, with energy just above the bandgap to excite the electrons
to the conduction band. As a result of thermalization at low temperatures the excited elec-
tron and the hole created in the valence band quickly bind together and create several forms
of bound states discussed in the last chapter. The photons emitted as those bound states
recombine are dispersed using a double spectrometer and detected by a photomultiplier.
The number of photons emitted is recorded as a function of wavelength and energy.
Among the advantages of PL spectroscopy are: simplicity of setup, high sensitivity to low
impurity concentrations and non-destructiveness.
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Figure 2.4: A schematic diagram of the PL spectroscopy setup at SFU.
A schematic diagram of the setup used for PL spectroscopy at SFU is shown in Fig. 2.4.
The laser beam was aimed at the sample in the cryostat by mirrors 1 and 2. The emission
from the sample was focused on the entrance slit of the double spectrometer (S1) after being
reflected by the mirror 3. The beam was diffracted by the gratings twice and entered the
photomultiplier from S2. A discriminator was used to remove the weak pulses that are not
due to the detection of a photon, and the photon pulses to a standard digital format. The
pulses are then counted by a National Instruments digital-analog acquisition device (DAQ)
and recorded by a computer.
2.3.1 Light source
A He-Cd laser made by Kimmon Koha Co was used to excite the samples. This laser emits a
20 mW beam at 325nm(UV). The filters used in the setup are a narrow band interference fil-
ter (notch filter) and a visible cut filter. The aim is to block plasma lines from the laser. Two
UV mirrors of diameter 25.4 mm (M1 and M2 in Fig. 2.4) were used to steer the laser beam
to the sample. Emission from the sample was collected using a 75 mm × 75 mm aluminum
mirror with high reflectivity at UV region and surface flatness of about one-quarter of the
wavelength. In order to control the intensity hitting the sample, we used neutral density
(ND) filters in our setup with attenuations of 10−1 to 10−4. These filters were occasionally
used when a reduction in the intensity of the pulse was needed in the middle of a PL scan.
Just narrowing the slits would increase the resolution and the sharpness of the lines which
usually was not desired in the middle of a scan.
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It is worth mentioning the 325 nm wavelength has a very small penetration depth. The
absorption coefficient of this wavelength in ZnO is about 1.6×105 cm−1 [25] which results
in a 63 nm penetration depth.
2.3.2 Cryostat
A cryostat (Janis Corporation Varitemp) was used to bring the sample to a temperature
of around 4.2 K. The sample was mounted on a copper block using teflon tape. The air in
the dewar was substituted with helium gas to prevent the formation of frost on the sample.
A combination of a heater and a silicon diode temperature sensor was able to maintain
the temperature of the sample at any temperature above 4 K and below room temperature
while the cryostat was running.
2.3.3 Grating spectrometer and photon counting
To monochromatize the collected luminescence from the sample a double spectrometer
was used. The double spectrometer had a 0.85 m focal length and groove density of 1200
grooves/mm. A slit width of 20 µm was used for nearly all of our PL spectra, both for the
incoming and outgoing beam.
To detect the outgoing beam it was sent to a Hamamatsu R585 photomultiplier. The spectral
response of this photomultiplier ranged from 160 nm to 650 nm. The detected wavelength
was converted to energy (meV) using a index of refraction of 1.000289.
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Chapter 3
Investigation of I10 luminescence
Several D0X PL lines have been observed in ZnO, among which I10, at 3353.4 meV, is one
of the most poorly known. In this section we initially present two hypotheses on the origin
of I10 with one including Li as one of the components of the defect associated with this
emission and one without. Experimental measurement of the donor binding energy of the
defect is presented and was compared to the theoretically expected values for each model.
Annealing measurement under high purity nitrogen showed the I10 could be eliminated at
high temperature. In addition, the results of diffusion of Li into the sample are provided
and the correlation of the Li concentration with the intensity of I10 is studied. Evidence of
a very small shift in emission energy on substitution of 7Li with 6Li is presented.
3.1 I10 shallow donor bound exciton PL
Fig. 3.1 shows a typical spectrum of high purity ZnO sharing a clear I10 line at 3353.4 meV
in addition to several other shallow D0X lines and their TES lines. A study by J. Cullen
et. al [26] in 2013 conclusively associated I10 with tin impurities. In their study, a chain
radioactive reaction of 117Ag/121Ag decaying to 117Cd/121Cd and then 117In/121In and fi-
nally to 117Sn/121Sn shows a gradual increase in I10 with time as the intensity of the Sn
increases in the sample due to β decay. Further studies by our group at SFU have provided
more evidence on association of Sn with I10 [27]. Sn-doped bulk crystal samples grown by
the chemical vapor transport method showed stronger I10 luminescence compared to those
unintentionally doped with the same method. However strong variations in the intensity of
the I10 lines were observed even within the same sample growth.
Involvement of Li in I10 emission was first suggested in 1976. A study of near band gap
PL in ZnO [28] attributed the I10 and another line at 3354.1 meV respectively to Li and
Na neutral acceptor bound excitons, assuming Li and Na to be shallow acceptors. Later in
2004, a more dependable study [7] showed that I10 is a D0X, although they did not deny the
correlation of Li and I10. In fact, Fig. 11 of their published paper [7] shows a considerable
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Figure 3.1: PL measurement of the TES region on a tin doped ZnO sample. This figure is
from reference [27]
increase in I10 as a result of Li doping. Finally, after Sn was proved to be related to I10 in
the same study [26] it was proposed that this emission is due to a defect complex consisted
of SnZn and a Li most probably a LiZn.
SnZn is expected to be a double donor and LiZn is a deep single acceptor. A complex
consisting of a SnZn-LiZn would result in a possible single donor. Fig. 3.2 shows the posi-
tioning of atoms in a LiZn-SnZn defect in a wurtzite ZnO lattice. A defect with only one
atom SnZn can also be imagined to be responsible for I10 which we will consider as a pos-
sibility, although during the course of this chapter it will be rejected.
3.2 Donor binding energy of I10
In this section a comparison of the experimentally measured donor binding energy of I10
and theoretical values for single and double donors based on effective mass approximation
(EMA) is presented.
As explained in section 1.1.3, the central cell potential of the donors results in a greater
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Figure 3.2: ZnO wurtzite structure containing a LiZn-SnZn pair at the nearest neighboring
Zn sites. The Li and Sn atom are bound to a common oxygen atom. Figure by Manu Hegde
donor binding energy than the EMA values. This difference appears in TES lines attributed
to the I-lines. Fig 3.1, from a previous study in our group [27], shows the position of the
1s, 2s and 2p lines for I9 and I10. As a deeper donor, I10 shows a greater 1s-2p separation
of 58.5 meV compared to 49.3 meV for I9. Using Eq (1.7) we can find the donor binding
energy of the D0X lines from their 1s-2p separation. The EMA value for the single donor
is explained in section 1.1.3 where the defect is treated as a hydrogen-like structure. For
the case of a double donor we use a model based on a theoretical study by R. Marquez and
C. Rincon [29]. This model is based on a helium-like model. The EMA equation for this










(1/ |r1 − r2|)
]
F (r1, r2) = EF (r1, r2) ,
(3.1)
where F (r1, r2) is an envelope function for donors and indexes 1 and 2 refer to the electrons
in the structure. Also E = E1 + E2, where E1 and E2 are binding energies of the first and
second electron. A variational treatment yields
E1 = 1.7e4m∗/2h2ε20 = 1.7ED (3.2)
E2 = 4e4m∗/2h2ε20 = 4ED,
where ED is the EMA electron binding energy for the case of a single donor as in sec-
tion 1.1.3. Table 3.1 shows the experimental values for several I-lines, including I10, as well
as the EMA based on theoretical values for single and double donors in ZnO. The values ε =
8.75 and m∗e = 0.28m0 have been used for the dielectric constant and the electron effective
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mass.
Table 3.1: Donor binding energy of the defects in ZnO associated with I-lines.
Element I-line Binding
energy (meV)




Sn complex I10 72.6
Effective mass double donor NA 85.26
(first electron)
The experimental binding energy of I10 is 72.6 meV. This is significantly lower than the
value of 85.3 meV predicted for an EMA double donor (Table 3.1). This evidence suggests
that I10 is a single donor based defect, supporting the LiZn-SnZn model.
3.3 Model for removal of Li from I10
An important test of LiZn-SnZn complex model is the effect of thermal annealing on the
stability of the complex. In this section, we present two models based on two studies, one
by T.N.Sky et al. on LiZn-GaZn defects in ZnO [30] and the other by A. Carvalho et al. on
Li in ZnO [31]. The ejection of the Li from its substitutional site to an interstitial site can
happen through a dissociation of the SnZn and LiZn, or alternatively a kick-out mechanism
where an interstitial Zn kicks the LiZn out and replaces it. The activation energy for these
processes have been calculated using DFT calculations and compared to the activation
energy derived from experimental data. For the dissociation mechanism we have
(SnZnLiZn)+ → Li+i + SnZnVZn, (3.3)
and for the kick-out mechanism we have






The process of the diffusion of Li through the dissociation mechanism and its reaction with




= KCSnZnVZnCLii − νC [30], (3.5)
where C is the concentration of LiZn-SnZn and CSnZn−VZn and CLii are the concentration
of tin-vacancy pairs and interstitial Li respectively. K = 4πRcDLi is the formation rate of
LiZn as a result of the reaction of Lii with VZn, where Rc is the effective reaction radius
and DLi is the diffusion constant of Lii+1. ν = ν0e−Ed/kBT is the dissociation rate, where
Ed is the dissociation energy barrier.
In the case of the LiZn-GaZn impurity in Sky’s study, after dissociation of Li, the re-
maining (VZn-GaZn)−1 attracts the Lii+1 ions in the sample. This results in a high effective
reaction diameter Rc=1 nm [30]. Rc for our case with neutral VZn-SnZn should be tremen-
dously smaller than 1 nm, since there is no Coulombic attraction between the remaining
defect and the Lii+1 ions. Therefore, the recombination of Lii+1 with VZn-SnZn happens
randomly which results in an Rc= 1.5 Å which is the radius of the substitutional site.
That is because we assume as the Li atom passes the saddle point between the closest sub-
stitutional site and the closest interstitial site it will become trapped in the substitutional
site. Thus, the term KCVZnCLii on the right side of Eq. 3.5 is negligible, except when the Li
atom is just removed from its substitutional site and it is very close to the neutral VZn-SnZn.
We model the diffusion of Li out of the sample with a multi-step approach. If after the
dissociation of the LiZn-SnZn, the Lii+1 travels far enough away from the VZn-SnZn so that
it is unlikely to go back to its initial position by a random walk, we consider it diffused out.
The assumption that the Lii will not be trapped in another VZn is pretty realistic in our
case, especially because we treated the samples under N2-rich conditions which is closer to
Zn-rich condition, and hence should suppress VZn formation. In addition, as a result of the
low penetration depth of the He-Cd laser in our PL setup we are basically only looking at
the surface of the sample [see section 2.3.1] while the vapor pressure of Li is very high at
the diffusion temperatures. This results in the instantaneous vaporization of the Lii as soon
as it is formed on the surface. For the vapor pressure we have:
log10(P ) = A− (B/(T + C)), (3.6)
where the pressure P is in bar and the temperature T is in Kelvin, and the parameters
A,B and C for Li are 4.9883, 7918.98 and -9.52 respectively [32]. Fig 3.3 shows a diagram
of the Li vapor pressure versus temperature based on Eq. 3.6, for temperatures between
600-900◦C, where considerable changes in the intensity of I10 are seen. Eq. 3.6 yields values
between 6.6×10−5 atm to 1.5×10−2 atm. These high vapor pressures should result in the
efficient removal of Li from the surface after Li+ ions turn to Li atoms after picking up an
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Figure 3.3: Vapor pressure of Li versus temperature.
electron from the conduction band.
Figure 3.4: An energy diagram of the dissociation of Li from LiZn-SnZn and its migration
in the form of Lii+1 away from the residual defect SnZn-VZn.
In the first step of the dissociation model, the Li is removed from the Zn site and is found in
one of the interstitial sites neighboring its initial position at a Zn site. This happens with a
rate of Cν0e−βEd , where β = kBT−1 and Ed is the total barrier energy for the dissociation
process. Fig 3.4 shows a schematic of the situation. ∆Hd is the dissociation enthalpy and
Wmig is the difference between the energy of the Li in the interstitial site and the saddle
point on its path of migration to the substitutional site. Based on Fig. 3.4 for the Ed we
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have:
Ed = ∆Hd +Wmig(Lii) (3.7)
∆Hd can be derived from the formation energies of the two sides of Eq. 3.3:









Fig. 3.5 shows the DFT results calculated by Manu Hegde for the formation energies of
the terms in Eq. 3.8. Based on the DFT results we obtained 3.2 eV and 3.5 eV for ∆Hd in
O-rich and Zn-rich conditions respectively.
Figure 3.5: DFT results for the formation energies of certain defects in ZnO. All DFT
simulations were done by Manu Hegde.
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Dissociation of the Li from the SnZnLiZn is not enough to consider the Li atom diffused out
of the sample, in that it is adjacent to the vacant Zn site. Hence, there is a high probability
of the now interstitial Li+ traveling back to its initial LiZn position.
There are three possibilities for the next movement of the Li+ after it reaches a neigh-
boring interstitial site. It can hop to one of the n other neighboring interstitial sites adja-
cent to its current site, or it can hop into one of the m interstitial sites further away from
the Zn-vacancy. Also, it can hop into its previous substitutional site. Since the migration
barrier EB is very close to Wmig all of these cases happen with similar probability. The
migration barrier energy EB is the difference between the energy of the Lii+1 at its equi-
librium position and the saddle point of its migration path [33]. Fig 3.4 shows a schematic
of the EB as well. Any migration after the dissociation of LiZn-SnZn happens with an
equal probability proportional to e−βEB . Thus, each migration happens with probability of
P = 1/(m+n+1). The total probability for a favorable migration away from the VZn-SnZn
is mP = m/(m + n + 1). The total probability for a migration to another neighboring
interstitial site is nP = n/(m + n + 1), and finally traveling back to the Zn-vacancy just
happens by the probability of P .
In order to consider the Li atom to be far enough from the Zn-vacancy we require it to
only have one more migration to another interstitial site further away from the Zn-vacancy.
This is enough because in this position the Lii+1 is almost 0.5 nm away from the VZn,
which is still much bigger than RC << 1 nm.
Let’s say a dissociated Lii+1 migrates to another neighboring interstitial site i times before
migrating to a non-neighboring interstitial site. The probability of this would be (nP )imP .
Summing this probability for all possible i, Ptotal = mP
∑∞
i=0(nP )i, yields the total prob-



















The independence of this result from n is not unexpected in that the nmigration possibilities
to other neighboring sites do not affect the configuration. As long as we are waiting for a
final migration to a non-neighboring site or the Zn-vacancy those ineffective migrations can
be neglected. Therefore, a total number of m + 1 migrations are available and only one of
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them results in return of the Li atom to the substitutional site and stops the diffusion of the
Li atom out. Hence, the dissociated Lii+1 with a rate of (m)/(m+ 1) results in diffusion of
the Li+ out of the sample. Based on the Eq. 3.9 the final conclusion is that the dissociation
energy is equal to Ed. Using Eq. 3.7 and value Wmig=0.8 [31], Ed is equal to 4 eV and 5.3
eV for the N-rich and O-rich condition respectively.
3.3.2 Kick-out mechanism
A schematic of the energy diagram for the kick-out process (Eq. 3.4) is shown in Fig. 3.6.
The process starts with the formation of Zn interstitial with very large formation energy and
Figure 3.6: A schematic energy diagram for substitutional Li diffusion via kick-out by in-
terstitial Zn [31].
then the substitution of it with LiZn. The enthalpy of the substitution when the interstitial




















Eq. 3.10 yields -3.4 eV and -2.6 eV for the enthalpy of the kick-out reaction for O-rich and
Zn-rich conditions respectively, based on DFT calculations by Manu Hegde. In both situa-
tions it is an exoenthalpic process, therefore the activation energy of this process is WKick=
0.8 eV [31] which is the difference between the energy of interstitial Zn and the saddle point
on its migration path into the substitutional site. Therefore, WKick is expected to be very
close to the Wmig(Zni) [31].











Using the DFT data from Fig. 3.7 and Wmig= 0.8 eV [31], Eq. 3.11 yields 7.8 eV and 4.8 eV
for Ek for both O-rich and Zn-rich conditions respectively. This shows a very endoenthalpic
reaction.
Since Ek is much larger than WKick, the kick-out reaction is limited by the formation
Figure 3.7: DFT results for the formation energy of Zn interstitial in ZnO.
of Zn interstitial. Therefore, the activation energy of the kick-out process is Ek i.e. 7.8 eV
and 4.8 eV for O-rich and Zn-rich conditions respectively. Both of these values are greater
than the activation energies calculated for the dissociation process. The dissociation pro-
cess is clearly much more likely than the kick-out process for the removal of Li from the
SnZn-LiZn complex.
3.4 Experimental effect of annealing under N2
We can test the preceding calculations by performing annealing experiments. As a result
of annealing the samples at high temperatures, Li atoms are expected to dissociate from
the I10 complex and occupy a highly mobile interstitial position, from where they can leave
the crystal by diffusing to the surface. If Li is one of the components of the I10 defect it
is expected that the I10 intensity will decrease following the annealing in N2. An as-grown
sample, A-1 with a high intensity I10 line was selected. The sample was annealed in a high
purity MOCVD chamber at temperatures ranging from 450◦C to 950◦C. A 20 L/min(at
room temperature) flow of N2 kept the environment clean from impurities, especially oxy-
gen molecules. Fig 3.8 shows the PL spectrum after each treatment. These results show
that there is a significant broadening of the as-grown bulk crystals PL. This is due to non-
uniform strain in the samples, which is reduced at higher annealing temperatures, resulting
in a significant sharpening of the lines. Fig. 3.9 shows the full width at half maximum
(FWHM) of I9 and I10 in more detail for all the treatment temperatures as well as for the
as-grown sample. It is worth noting that after 650◦C the FWHM of the I9 does not change
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much, which shows that by 650◦C almost all the lattice strain has been released. These
linewidths are considerably broader than the value of about 10−6 eV estimated for homo-
geneous broadening on reported lifetime measurements [34]. Therefore, we assume that the
lifetimes are limited by inhomogeneous mechanisms such as strain and donor interactions.
In order to study the I10 intensity we need to compensate for the effect of line broad-
Figure 3.8: PL intensity variation of a sample with high I10 intensity annealed at tempera-
tures from 450◦C to 950◦C under N2-rich condition. Data acquisition by Manu Hegde
ening due to strain. Therefore, we used the integrated intensities of the lines as an indicator
of their relative concentration. Lorentzian curves were fitted on the I-lines using the software
Igor Pro 6.37, and used to calculate the integrated intensity. A Lorentzian curve gave a bet-
ter fit than a Gaussian peak. An example of fitting can be found in Fig 3.11. The integrated
intensity of I10 and I9 after annealing in different temperatures is shown in Fig. 3.10(a).
This figure shows a decrease in the intensity of I10, but also in the intensity of I9 as a result
of annealing. We need to avoid the errors due to optimization of the PL system and possible
overall changes in the intensity of the exciton region PL. Since I9 is confirmed to be due
to In, therefore independent from Li, we take its intensity as the reference and normalize
the I10 intensity using I9. The integrated intensity of I10 and I9 after annealing in different
temperatures is shown in Fig. 3.10.b. A decrease is still evident as a result of annealing.
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Figure 3.9: Variation of the full width at half maximum of I9 and I10 line with annealing at
temperatures from 450◦C to 950◦C. The blue data point is for the as-grown sample
This evidence supports the hypothesis of involvement of Li in I10, since the removal of Li
has resulted in a decrease in I10.
Fig 3.12 shows a plot of I10/I9 intensity ratio versus 1/T . A drop in the intensity ra-
tio is evident with temperature increase. b is the slope and a is the y-intercept of the plot.
This is evidence of the involvement of Li atoms in the I10 point defect.
Having this result, it is possible to evaluate the activation energy of the removal of Li






⇒ −dCC = ν0e
−Ed/kBTdt
, (3.12)
which in a discrete form turns to
−∆CC = ν0e
−Ed/kBT∆t






This equation shows a linear relation between the logarithm of −∆CC and the inverse of the
temperature. Assuming that line intensities are proportional to the defect concentrations a
similar linear equation can be written for the I10 integrated intensity:











where the second line is the same equation with I10 normalized by I9. I10 and I9 are the
integrated intensity of the I10 and I9 respectively.
Fig. 3.12 shows a linear fit to ln(−∆(I10/I9)I10/I9 ) versus inverse temperature. The slope of the




Figure 3.10: a) Variation of the integrated intensity of I9 and I10 line with annealing at
temperatures from 450◦C to 950◦C under N2. b) Variation of the ratio of the integrated
intensity of I9 and I10 line with annealing at temperatures from 450◦C to 950◦C. c) Same as
(a), but with logarithmic vertical axis. d) Same as (b), but with logarithmic vertical axis.
Figure 3.11: Lorentzian peaks fitted to I9 and I10 to determine the position and intensity of
the lines with more precision. A cubic curve was used for the baseline.
Ed= 0.4 eV ± 0.2. In addition using the y-intercept and ∆t = 3600 secs (1 hour), for the
attempt frequency we have ν0 = 4.2×10−2 s−1. This value is much lower than the value
observed by Sky et al. for dissociation of Ga-Li 5×10−13 s−1. The physical significance of
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Figure 3.12: Normalized PL intensity (I = I10/I9) variation of a sample with high I10
intensity, annealed at temperatures from 450◦C to 950◦C versus 1/T.
this low attempt frequency is not clear. This value of Ed shows a large discrepancy with the
DFT results of 4.8 eV and 3.5 eV respectively for the kick-out mechanism and dissociation
mechanism. Therefore, it suggests that our picture of the structure of the I10 defect is not
correct and the actual defect might be more complicated and have more components in
addition to Sn and Li.
3.5 Effect of Annealing under O2 On ZnO
In this section the results of annealing Sn-doped ZnO samples under O2-rich conditions is
presented. Similar to section 3.4, the samples were coated as explained in section 2.2.1 and
annealed in a high purity MOCVD chamber at temperatures ranging from 400◦C to 900◦C
increasing by 50◦C steps. A flow of O2 gas was used to keep the environment clean from
other impurities. Fig 3.13 shows the PL result of the sample after each treatment.
Fig 3.14 shows the variation of the I10 and I9 as well as their ratio as they change by suc-
cessive treatments. Fig 3.14.a shows a drop in both lines as the temperature is increased. It
is worth noting that similar to section 3.4, as a result of annealing a strain relief has caused
the peaks sharpen up after the first treatment at 400◦C. Therefore the integrated intensity
was used to measure the strength of each line (see section 3.4 for the method).
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Fig 3.14.b shows a much lower decrease in I10 compared to Fig. 3.10 for N2-rich condition,
which is in agreement with previous research that shows a much larger diffusion coefficient
for Li in Zn under O2-rich condition compared to N2-rich [35]. This is also in agreement
with our DFT calculation of the activation energy of the removal of Li from I10. For both
processes, the kick-out process and the dissociation process a larger activation energy was
calculated for O2-rich condition which results in lower removal of Li from the sample. An
almost steady I10/I9 ratio was observed until 800◦C. After 800◦C there is a sudden drop in
the I10 as well as the I10/I9 ratio. Fig 3.13 shows a drop of I10 at 850◦C and 950◦C to close
to zero intensity. At 850◦C the I10 intensity was not detectable and we were not able to fit
a Lorentzian curve on I10. Therefore the value 1 was used as its integrated intensity. This
sudden drop at 850◦C is in agreement with a previous study of Li diffusion in Ga-doped
ZnO under O2-rich condition [30]. Their data shows very low LiZn diffusion at 800◦C and
below, while at 850◦C and above they observed a considerable diffusion of LiZn.
Figure 3.13: PL intensity variation of sample A-2 with high I10 intensity annealed at tem-
peratures from 400◦C to 900◦C under O2-rich condition.
3.6 Effect of Li diffusion on I10
The diffusion of Li into Sn doped zinc oxide samples had a significant effect on the intensity
of the I10 line. There were several other effects on the exciton region PL which are going
to be elaborated upon in the next chapter. A significant increase in the intensity of the I10




Figure 3.14: a) The effect of annealing on Sn-doped ZnO samples under O-rich conditions
at temperatures from 400◦C to 900◦C on the I10 and I9 integrated intensity. b) The effect
of annealing Sn-doped ZnO samples at temperatures from 400◦C to 900◦C on the I10/I9
integrated intensity ratio in sample A-2. c) Same as (a), but with logarithmic vertical axis.
d) Same as (b), but with logarithmic vertical axis. The data point at 850◦C is zero. Due to
very low intensity we were not able to fit any peak.
we will show examples of saturation of the I10 PL following Li diffusion which shows the
involvement of a limiting element. This can be attributed to Sn, as previous research has
proven the involvement of Sn in the I10 [26].
By the methods explained in sections 2.2, Li atoms were diffused into the bulk crystal sam-
ple used for annealing in section 3.4. The treatments was performed based on the method
explained in section 2.2 at 450◦C.The diffusion was done in an MOCVD chamber under a
20 L/min (standard T and P) flow of N2 gas for 1 hour.
Fig 3.15 shows the PL spectrum of sample A-1 from section 3.4 after various heat treatments
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Figure 3.15: Effect of annealing and Li diffusion on a PL of a Sn-doped bulk crystal sample.
and diffusion. The as-grown sample (blue plot) was annealed under N2 at temperatures from
450◦C to 850◦C (gray dashed plots) and finally at 950◦C. The last annealing almost com-
pletely removed the I10 line. Subsequent Li diffusion at 450◦C (red plot) resulted in a 147
times increase in the I10 peak intensity while little change in I9 was observed. To further
refine the measurement, we used the integrated intensity [see section 3.4]. As a result, an
increase of 109 times in the I10/I9 ratio was measured from Fig 3.15, which is still a con-
siderable increase. Comparing with the I10/I9 ratio of the sample after the first annealing
at 450◦C, an increase of 1.3 times was observed. We could not compare with the as-grown
sample because of the broadening caused by strain.
Following the 450◦C Li diffusion, a 550◦C diffusion was done on sample A-1 to find out if
more Li content will further increase the intensity of I10. Fig 3.16.a shows an overall drop in
the PL intensity and a negligible decrease of the I10/I9 ratio from 0.86 to 0.72. This suggests
that the sample was saturated after the first diffusion. This saturation was expected since
we know that Sn is a component of the defect which limits the intensity, independent from
the Li concentration.
We repeated the Li diffusion on sample A-3 this time without removing the I10 by annealing.
Sample A-3 is from the same growth as sample A-1. Fig 3.16.b shows the PL spectrum of




Figure 3.16: a)Effect of Li diffusion at 550◦C on I10 in sample 1. This sample was previously
Li diffused at 450◦C as in Fig 3.15. b) The effect of Li diffusion on I10 line of sample A-3,a
sample from the same growth as sample A-1, at 450◦C. c) The effect of Li diffusion on I10
line of sample B-1, an unsaturated sample from a growth different from that of sample A-1
and A-3, at 450◦C.
diffusion at 450◦C shows a small increase in the I10/I9 ratio. This shows the sample was
close to Li saturation as grown. A second diffusion at 550◦C shows a negligible drop in the
I10/I9 ratio similar to A-1.
In order to further prove the consistency of the results we performed a Li diffusion on
another Sn-doped sample from a different growth with a low as-grown I10 intensity which
we labeled B-1. Fig 3.16(c) shows the PL measurement of sample B-1 before and after the
diffusion. The as-grown sample shows a small I10/I9 ratio compared to A-1 and A-3. Li
diffusion at 450◦C increases the I10 intensity and brings up the I10/I9 ratio to 0.52 which
is comparable to the I10/I9 ratio for sample A-1 and A-3 in the saturated state. This is
consistent with both samples having a similar Sn concentration. A 23.5 times increase in
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I10/I9 ratio was measured for this sample using fitted Lorentzian peaks.
In order to confirm the role of Sn in the I10 defect a similar Li diffusion process was per-
formed on high purity tin-free ZnO nanowire samples grown by MOCVD at SFU. These
samples were grown without intentional doping and contain residual amounts of Ga and In
donors (I8 and I9). The PL spectrum of the original sample as well as after Li diffusion,
Fig 3.17, showed no sign of I10 luminescence. The vertical lines in the figures designate the
expected position of the I10 line. A small overall decrease in the PL was observed which is
in agreement with the previous data.
In conclusion, the experimental evidence strongly supports the hypothesis that a com-
Figure 3.17: Effect of lithium diffusion at 450◦C for 1 hour on four different Sn-free MOCVD
grown ZnO nanowire samples with different background donor impurities.
plex of Li and Sn is responsible for the I10 luminescence rather than a simple SnZn defect.
Annealing of samples with I10 at high temperature in the presence of nitrogen gas results
in the removal of the line, and an excess of Li doping restores it to a limit determined by
the Sn concentration.
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3.7 Effect of Li Isotope on the Energy of I10
In this section, we further try to confirm the involvement of Li in the I10 luminescence.
There is experimental and theoretical evidence, in many materials including ZnO, showing
that the donor/acceptor bound exciton PL energy positions slightly shift by the isotope
substitution of the impurity [21] [22] [36].
In the next section, we apply the model presented in section 1.3.1 that estimates the mag-
nitude and the sign of the isotope shift. This model is based on the softening of the atomic
bonds as a result of the presence of an electron or a hole carrier in the space between an
impurity and its neighboring atoms [21]. This effect, coupled with the effect of the impu-
rity’s mass on the zero point vibrational energy of the defect, results in a PL emission shift
due to the isotope of the impurity. In the experimental results section, we diffused in (7Li)
and (6Li) to increase the I10 intensity in multiple samples and looked for an isotope shift in
the I10 line.
3.7.1 Theoretical estimate of isotope shift for Li in ZnO
In section 1.3.1 we discussed a model for estimation of the isotope shift in the electronic
transitions of defects. To find an estimate of the isotope shift for I10 we use Eq. (1.24). We
first estimate P , the probability of an initial state electron being in the vicinity of the Li
impurity where it causes softening of bonds with neighboring oxygen atoms. As an estimate
of this we consider the extra electron of the initial state to add an extra charge equivalent
to that of an isolated donor. We assume the hole of the exciton has negligible interaction
with the defect core. P is defined as the probability that an initial state electron is localized
over the spherical space enclosing the Li impurity on the Zn site and the four nearest O





where u is the radius of the spherical region i.e. the Li-O bond and ψ is the wave function
of the electron. Using 3D structure visualization software called VESTA [37] we found u/c
is equal to 3/8 for an ideal wurtzite structure, where u is the length of the Li-O bond
parallel to the c axis and c is the height of the unit cell in the c direction [see Fig. 3.18].
Using c = 5.2Å [9] gives u = 1.95Å. For the Bohr radius of the donor, we have a0 = 16.6Å
using simple effective mass approximation with ε = 8.75 and m∗e = 0.28m0 for the dielectric
constant and the electron effective mass respectively. Taking this integral from zero to u for
the 1s orbital gives P = 0.00179 for an effective mass donor.
For the I10 defect, we have a 72.6 meV electron binding energy while EMA gives a value
of 50.15 meV. The deeper the donor the more localized the wave function close to the core
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would be, therefore, the deviation from EMT will be more considerable. This is treated
using the concept of the "central cell potential". The addition of a central cell potential
should result in an increased value to P since wave function will be more localized near the
core.
To adjust the wave function to give the observed deeper binding energy, we perturb the
core potential with a central cell potential. We use a spherical square quantum well at
the impurity with a radius of r0 = 1.52Å equal to the atomic radius of Li. Then we use
non-degenerate perturbation theory to make an adjustment to the wave function. For the
quantum well we have:
δV =
{
−V0 for 0 ≤ r ≤ 1.52Å
0 otherwise
(3.16)
We use the first order correction for the binding energy to find the depth of the quantum
well that gives the observed spectroscopic donor binding energy. Since the difference in the
binding energies emerges from the differences in the 1s orbitals we write the energy correc-
tion only for the 1s orbital.
E1 = E(0)1 + 〈1s|V0|1s〉+O (2) , (3.17)
where E1 is the actual ground state energy and E(0)1 is the ground state energy without
correction. Assuming O (2) to be negligible we find V0 by solving Eq. (3.17) for it. This
results in a value of 11.2 eV for V0.







Again we only correct the wave function to first order, neglecting the term O (2). Since the p-
orbitals have a node at the core they do not contribute to the sum. As the principal quantum
number of the s orbital increases, the density of the electron cloud close to the core decreases
and results in a smaller and smaller correction in Eq. (3.18). Calculating the correction only
for the 2s orbital increases the original P to 0.00192. This shows an increase compared to
the initial probability based on EMA which was 0.00179, as we expected. Adding the 3s
term, we have P = 0.00195, which is a very incremental improvement. Therefore, since the
rest of the terms are going to have a smaller contribution to the correction we neglect them.
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Figure 3.18: A schematic of wurtzite structure showing the area over which P has been
integrated. The gray sphere shows the volume occupied by the impurity and its nearest
neighbors
In the next step to evaluate Eq. 1.24, we find the term dEgdkT . The temperature dependence
of the bandgap in semiconductors follows the empirical Varshni rule. In general, we have:
Eg = E0g −
αT 2
β + T , (3.19)
where α and β are constants specific to the material and E0g is the band gap at zero tem-
perature. For ZnO they are respectively equal to 0.00067 eV/K and 920 K [38]. Substituting





= − (2β + T )
kB(β + T )2
αT = −3.3, (3.20)
where HT stands for high temperature. HT is a temperature where 〈ni〉 = kT/~ωi is true
[21]. The room temperature (292 K) is used as a high temperature. Substituting Eq. (3.20)
and P in Eq. (1.24) gives 0.031γcγ meV for the isotope shift. Considering that based on
definition 0 < γcγ < 1, we expect a shift less than 0.031 meV. For the rest of the parameters
we have substituted M = MLi = 6 amu for the mass of 6Li, M1 = MO = 16 amu for the
mass of oxygen, M2 = MZn = 65.4 amu for the mass of zinc, M0 = 25.7 amu based on
Eq. (1.25), ∆M = 1 u for the mass difference between 6Li and 7Li and θD = 399.5 K [39].
It is worth noting that the most abundant isotope of lithium is the 7Li but since we take
∆M positive, 6Li is taken as the original isotope and 7Li as the altered isotope. The Sn
component of I10 is in the neighboring site and we do not change its isotope systematically.
This isotope shift is expected to affect the energy location of I10 such that the higher mass
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isotope 7Li results in a PL line at higher energies than for 6Li. Since later we analyze our
data based on the energy difference between I10 and I9, it is worth noting that this would be
interpreted as I10 appearing closer to I9 for 7Li compared to 6Li i.e. smaller energy difference
between I9 and I10.
3.7.2 Experimental results and discussion
In this section, we diffused Li into two series of samples with two different Li isotope con-
tents, 7Li and 6Li. The lithium carbonate powder used as the sources of 7Li was natural Li
with 96% 7Li and 4% 6Li. The source used for 6Li doping was isotopically enriched, con-
taining 96% 6Li and 4% 7Li. For samples with 6Li the lithium was diffused into the samples
[see section 2.2] having a low initial I10 PL peak, and an increase of about 5 to 20 times in
the I10 intensity was observed similar to Fig. 3.15. These samples are labeled S6-1,S6-2 and
S6-3. Two of the samples with 7Li were just samples with a high amount of residual Li in
the as-grown condition that we consider to be natural lithium-doped, hence 96% 7Li. They
are labeled as SN-1 and SN-2. Sample SN-3 with initially low I10 PL peak was subjected
to the same process as samples with 6Li except they were treated with lithium carbonate
with natural Li (96% 7Li). Therefore all of the samples SN-1, SN-2 and SN-3 will have 7Li
with 96% purity. The I10 position was measured for all six samples using high resolution
PL spectra.
To reduce the effect of the spectrometer drift by temperature fluctuations, we used the
position of I9 (In D0X) as a reference, therefore, we reported the energy difference E(I9)-
E(I10) to measure the isotope shift. The I9 line is due to residual In point defects, therefore
Li isotope doping would not have any effect on its energy.
For each sample we ran multiple PL scans, between 20 to 47 times, to reduce the ran-
dom error in the peak position. The standard deviation of the mean of all of the I10−I9
energy separations was used as the error in table 3.2.
Lorentzian peaks were fitted to I10 and I9 and a cubic curve was used to fit the back-
ground for each scan separately. The peak position separation of the fitted curves was used
to measure the I10-I9 energy separations. The curve fitting was done using Igor Pro 6.37
(Wavemetrics, Lake Oswego, OR, USA). An example of the fitted curve is shown in Fig 3.11.
Fig 3.19 shows the measured I10−I9 energy separation for all the samples separately after
curve fitting the spectral peaks. The randomness in the position is considered to arise from
two effects: first, temperature drifts in the lab environment are responsible for the over-
all shift observed over several hours. Second, there is clearly some randomness over shorter
times that may be due to mechanical friction effects in the motor drive and associated gears.
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The final results are presented in Fig 3.20 and Table 3.2. For the samples diffused with
Figure 3.19: a) E(I9)-E(I10) for multiple scans on three samples with 7Li. b) E(I9)-E(I10) for
multiple scans on three samples with 6Li. Note the very small energy range in the y-axis.
6Li an average of 3.60±0.01 meV over all three samples has been measured. One of the
points, sample S6-1, appears to be an outlier since it is far from agreement with the other
two points. Excluding the possible outlier, the average would be 3.610±0.005 meV. For 7Li
all three data points are close to agreement with each other. The average I10−I9 energy
separation is 3.588 ±0.004 meV. As expected there is a shift toward the higher energies for
the 7Li compared to 6Li, which has resulted in a smaller I10−I9 energy separation for 7Li.
Upon replacement of 7Li with 6Li a shift of -0.01±0.01 meV and -0.022±0.008 meV has been
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Figure 3.20: E(I9)-E(I10) for three samples with 6Li and three samples with 7Li. The length
of the bars on the left of each data point shows the full width at half maximum of the I10
peak for that particular sample. The blue data point for 6Li (sample 4) does not agree with
the other blue data points. The data point for sample 4 can be identified as an outlier since
it is at an energy difference even lower than the red data points for samples with 7Li.
measured respectively including and excluding the outlier. Both of these results are consis-
tent with the theoretical prediction in Section 3.7.1, which predicts a lower limit of -0.031
meV for the shift. Previous research on silicon has shown the same direction in isotope shift
of bound exciton recombination energy with the decrease in the boron impurity isotope but
one order of magnitude smaller in the amount of the shift[40]. Silicon donor bound excitons
in GaP have shown similar isotope shift. A shift of 0.05±0.02 has been observed as a result of
a substitution of 28Si with 30Si [41]. This shift is of the same order of magnitude as our result.
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Table 3.2: Quantitative details for I10 position in samples SN-1, SN-2, SN-3, S6-1, S6-2 and
S6-3.
Sample Li isotope E(I9)-E(I10) Separation I10 FWHM Number of
number (meV) Error(meV) (meV) data points
SN-1 7 3.588 0.003 0.192 36
SN-2 7 3.594 0.002 0.115 47
SN-3 7 3.581 0.003 0.084 20
S6-1 6 3.578 0.003 0.186 39
S6-2 6 3.615 0.002 0.105 42
S6-3 6 3.604 0.003 0.110 33
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Chapter 4
Evidence of new Li-related lines
Li diffusion in certain tin-doped samples gave rise to new unidentified lines in the principal
bound exciton region of the PL spectrum. More than ten of our experiments have shown
the reproducibility of this result. The appearance of these lines in the BX region of the PL
spectrum is convincing evidence that they are due to bound excitons. In addition to that,
in section 4.2, we will provide stronger evidence of the excitonic origin of these lines based
on Haynes’ rule [see section 1.2]. Further discussion on the possible origin of the lines is
provided. In addition, some details on the effect of the diffusion environment, Zn-rich (N2
gas) or O-rich (O2 gas), on the lines have been inferred.
4.1 L-lines
Fig. 4.1 shows the as-grown exciton region PL of a tin-doped sample as well as its spectrum
after a Li diffusion. Lithium diffusion has given rise to several lines that we call L-lines and
we labeled them from L1 to L8. The diffusion was done in a freshly cleaned chamber under
a flow of N2 gas at 450◦C for 1 hour. The lithium source used for the coating was Li2CO3
enriched with 6Li isotope, as in section 3.6. More experimental details on the conditions of
the treatments can be found in section 2.2.
4.2 The excitonic nature of the L-lines and the Haynes’ rule
To delve deeper into the nature of the L-lines, in this section we investigate whether the L-
lines follow Haynes’ rule for bound excitons. Based on this rule the donor/acceptor binding
energy of the impurities and the localization energy of the donor/acceptor bound excitons
have a linear relation [See section 1.2]. Haynes’ rule is known to be obeyed for donors in
ZnO very well [7][24][42].
Fig. 4.2 shows the plot of the TES region for one of the samples that has the largest
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Figure 4.1: PL of tin doped ZnO sample before and after lithium diffusion.
number of L-lines. Several lines in the TES region have previously been correlated with
I-lines [8] [7]. Among those TES lines, we observed the 2s and 2p lines for I6, I8 and I9 in
Fig. 4.2. Using the energy position of the 2s and 2p lines for the I-lines we were able to
plot the 2s-1s as well as the 2p-1s transition for I-lines versus the localization energy of the
D0X. The plot shows a linear relation as expected from Haynes’ rule Fig. 4.3. This plot was
used for assigning the unknown TES lines appearing in our spectrum of the TES region to
the L-lines. This matching was done based on how well the new TES lines would fit in the
linear relations for I-lines if they were assigned to a certain L-line. The biggest deviation
from the prediction of the linear fit was 1.3 meV for the 2p-1s separation of L7. Table 4.1
shows quantitative details about L-lines as well as I-lines.
In Fig. 4.2, the I-lines and L-lines are labeled in black and green respectively and the
lines that remained unidentified after assignment of L-lines are labeled in black with their
energies in meV. Since the luminescence was very weak we had to average the count over a
long time. The gray plot was done with 20 seconds exposure per wavelength point and the
red plot, which is more smooth, with 160 seconds. As a result of the overnight exposure, the
data might be subject to a small error of about 0.04 meV due to the spectrometer drift with
ambient room temperature fluctuations. Fig 3.19 illustrates the magnitude and behavior of
this error. It is worth mentioning that p orbitals are additionally split as a result of the
anisotropy of the wurtzite structure. A separation of around 0.5 meV is expected between
2pxy and 2pz, with the z direction being aligned with the c-axis of the wurtzite structure
[7][43]. While some of the 2p lines, such as L5(2p), L6(2p), L7(2p) and Al(2p), seem to show
a structure compared to their corresponding 2s lines, no splitting has been clearly resolved.



















































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.3: Plot of the TES lines positions vs. exciton localization energy for I-lines and
L-lines in separate colors. Fit is to the three I-line data points. Inset:TES lines energy vs.
exciton localization energy for I-lines and the L-lines. Fit was based on all points, including
I, L and Z line data.
Fig 4.3 shows the location of the L-lines with respect to I-lines in the Haynes fit on I-
lines. The labels for the I-lines and the fit to the TES lines for the I-lines are in a different
color than the L-lines transitions. As shown in Fig 4.3, the L-lines agree with Haynes’ rule
very accurately, especially L5 and L6. The main plot shows a fit through the 3 I-lines. The
inset shows a fit obtained on all I and L lines. The fitting parameters are quite similar.
Small deviations of L-lines from the fitted line are observed and are likely due to differences
in the core electron structure of a complex vs a substitutional group III impurity (I-lines).
This is ample evidence showing that L-lines are due to donor bound excitons. However, fur-
ther research is needed to determine the components of the impurities related to these lines.
For some of the lines the 2p-1s transition is below the 2s-1s, showing that the 2p level
is below the 2s. As discussed in section 3.7.1 the discrepancy of TES lines energy locations
from the EMA value is due to the central cell potential of the defects, which only affect the
s orbitals. This short-range potential is usually negative resulting in the 2s level becoming
deeper, while for defects at energies lower than the intersection of the fits in Fig. 4.3 it
seems to be positive, resulting in a more shallow 2s level compared to the 2p orbital. We
found the intersection of the two fits with more precision by fitting linear relations to all of
the lines, including the I-lines and L-lines [see the inset of Fig. 4.3]. The intersection of the
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lines at 14.32 meV for the localization energy and 38.34 meV for the TES energy separation
shows where the 2p-1s and 2s-1s transitions have the same energy, hence where the 1p and
2s levels are equal. This means the central cell potential effect on the s orbitals is zero.
Based on Eq. 1.7, The electron binding energy at that point would be around 50.9 meV
which is in reasonable agreement with the theoretical value of 50.15 meV[7].
4.3 L-lines at higher energies
L1, L2, L3 and L4 are located at higher energies than the other L-lines. Lines at energies
close to L1-L4 have been observed before. Previously observed lines I4 and I5, respectively
at 3362.8 meV and 3361.4 meV [7], are close but do not align with any of the L-lines. Also,
in CVD (chemical vapor deposition) samples grown on O-face ZnO substrates, lines labeled
X1, X2, X3 and X4 have been found at 3361.85 meV, 3362.15 meV, 3363.65 meV and 3363.95
respectively [6]. X2 seems to align with L4 and X3 with L2, but it is not probable that they
are the same lines. All the X-lines are attributed to the same defect for several reasons
including the fact that they correlate in the ratio of their intensity. However in our case,
L2 and L4 do not correlate in intensity. Also, there is no line in our samples that can be
attributed to X1 and X4. In addition, the X-lines do not seem to be due to Li impurities.
Among the possible candidates for the emergence of the X-lines a shallow donor consisted of
Zn interstitial and an acceptor, most probably NO, has been proposed[44]. We have shown
evidence of new L-lines emerging alongside the I10 line. In section 3.6, I10 was shown to be
Li related by means of lithium diffusion. This suggests that L-lines are Li related as well.
Fig 3.8 shows the results of annealing under N2 at temperatures of 450◦C to 950◦C on tin-
doped ZnO samples. Annealing under N2 gas might encourage the formation of NO, which
is speculated to be a component of the X-lines. None of those treatments have given rise to
the L-lines. This suggests that L-lines are different from the X-lines. It is worth mentioning
that the two lines on the right side of the I6 in Fig. 3.8 are not L-lines but Z-lines, which are
shallow donors bound to a complex of carbon and other unknown impurities [42]. Fig. 3.13
shows that also changing the environment from N2-rich to O2-rich does not give rise to the
L-lines when there is no Li source used. This along with many other Li free treatments
prove that Li has to do with the rise of the L-lines either as a component or as a means of
formation of the defects.
Looking at the principal bound exciton region it is evident that L2, L3 and Z3 are very
weak compared to the other lines, therefore its no surprise that the corresponding TES
lines do not appear in the TES region. Equivalent TES lines for L2, L3 and Z3 are expected
to be almost proportionally weak compared to the other TES lines as their BX lines are.
As a result, they would not appear in the TES region in an intensity greater than the noise
spikes. Therefore the unknown TES lines in the area where L1-L4 TES line are expected to
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be were confidently assigned to only L1 and L4.
Another reason for the TES lines of the L2 and L3 not being observed in the TES re-
gion could be that they are D+X lines rather than D0X. A D+X does not have TES lines
since after they recombine there is no electron on the outer shell of the donor that could end
up in an excited state. L2 and L3 appear at higher energies compared to most of the I-lines
and L-lines where D+X lines are more likely to be, which further suggests investigating if
they are D+X. The reason for the emergence of D+X after the Li diffusion could be the
excess concentration of Li acceptors that removes the electron from the donors as a result
of compensation.
I6, I8 and I9 are known to have their corresponding D+X lines at higher energies. The
Figure 4.4: Plot of the energy location of D+X versus 1s D0X.
D+X energies for I6, I8, I9 and I10 are respectively 3373.1 [8] 3371.8 meV and 3367.6 meV
[7] and 3363.2[27][45]. The location of ionized bound exciton of I10 is very close to L3 at
3363.0 meV. This suggests that L3 could be the D+X of the I10.
To investigate whether any of the new L-lines can be the D+X of the other L-lines we
predict the location of their D0X. Again, based on Haynes’ rule, the 1s energy location of
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the D0X versus the energy location of D+X for different lines will have a linear relation.
Fig 4.4 shows a linear fit for I6, I8, I9 and I10. having the 1s locations of the L-lines we can
predict the D+X location of them. The results show that the prediction for the D+X of L8
would be 3364.5 meV which is close to the location of L1 at 3364.4. We can hardly assign
L1 to the D+X of L8 in that the TES lines for the L1 has been found which means it cannot
be a D+X as discussed before. In addition, L8 is a very weak line. Usually, D+X lines are
accompanied by strong corresponding D0X lines.
L1 seems to arise only as a result of Li diffusion under N2 and is eliminated by an O2-rich
(a) (b)
Figure 4.5: Effect of successive lithium diffusion in Sn-doped bulk ZnO samples on L1
intensity. It is important to notice that all of the plots in each figure are from one sample.
a) The original sample was treated under N2-rich, then O2-rich and then again N2-rich
environment respectively. b) The original sample was treated under O2-rich and then N2-
rich respectively.
treatment. In Fig 4.5(a) the first treatment under N2 gives rise to L1, while in Fig 4.5(b)
an O2-rich treatment does not. It is worth noting that both of the first treatments are done
on the as-grown sample. The second treatment in Fig 4.5(a), which is under O2, shows the
elimination of the L1 peak that emerged in the first treatment. On the other hand, the
second treatment in Fig 4.5(b) shows an increase in L1, as expected. The third treatment
in Fig 4.5.a also agrees with the trend, i.e it results in an increase in L1. This suggests that
there is a component in this defect that is enhanced by N2 and removed by O2. A more
probable explanation is that an O2-rich treatment turns L1 to another defect by adding an
extra element to the impurity rather than removing the element added by the N2-rich treat-
ment. We know that an O2-rich environment encourages Zn-vacancies as the O2 molecules
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react with interstitial Zn on the surface to form ZnO. This reduces the concentration of
the Zn interstitial and pushes it out of equilibrium. Therefore Zn vacancies are formed to
produce more Zn interstitial.
Among all the L-lines, L-L1 seems to be the shallowest line appearing at 3360.0 meV. This
is more shallow than the hydrogen-related I4[7] which used to be known as the shallowest
D0X. But in 2013 a new line found in Sb doped nanowire samples was found at 3364.3 meV
which is shallower than L1 and still the shallowest [24].
4.4 L-lines at lower energies
L5, L6 and L7 seem to only increase with Li diffusion only if there are previous signs of those
lines in the spectrum before the treatment. In contrast, L1-L3 and L8 can emerge in samples
that do not show them prior to the Li diffusion. This can be seen in Fig. 4.1 as well as the
results of many other Li diffusion experiments. This suggests that L5, L6 and L7 might
consist of some kind of unexpected residual impurity involved in the defect that only exists
in some of our samples. Therefore, the result of Li-diffusion in samples that do not have
those impurities will not show the L-lines even after Li diffusion. Fig. 4.6 shows the result
of Li diffusion at 450◦C where L5, L6 and L7 emerged neither before nor after the diffusion,
while other L-lines seem to emerge although they did not exist in the spectrum prior to the
Li diffusion. Among the expected defects are native defects[33] and the elements assigned
to the I-lines including Al, Ga, In, Sn and especially Li which has been intentionally doped
into the samples. L4 sits in a gray area where it shows some spikes before Li diffusion but
those spikes cannot clearly be distinguished from noise spikes.
L8 seems to be susceptible to the environment in which Li diffusion has happened. It
only arises as a result of Li diffusion under N2, but unlike L1 is not eliminated after an
O2-rich treatment. As in Fig 4.7(a) the first treatment under N2 gives rise to X8, while in
Fig 4.7(b) similar O2-rich treatment does not. The second treatment in Fig 4.7.a, under O2,
shows a negligible change in L8. The second treatment in Fig 4.7(b) shows an increase in
L8, as expected. The third treatment in Fig 4.7(a) also agrees with the trend i.e negligible
change in L8. Since O2 does not eliminate L8 the most probable speculation about the origin
of this line is that it is due to a defect that consists of a component created by N2 treatment
but not by O2. Also, there might be a component to this defect that is removed by N2 that
transforms a defect to L8 while it is not removed by O2. A Zn-vacancy is such a component.
It is worth mentioning that L8 was comparatively weak and similar to L2 and L3 did not
appear in the TES region.
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Figure 4.6: The result of Li diffusion at 450◦C on a sample with no previous sign of L5, L6
and L7. All the L-lines except L5, L6 and L7 have arisen as expected.
(a) (b)
Figure 4.7: Effect of successive lithium diffusion in Sn-doped bulk ZnO samples on L8
intensity. It is important to notice that all of the plots in each figure are from one sample.
a) The original sample was treated under N2-rich, then O2-rich and then again N2-rich





We have investigated several lithium-related defects in ZnO by high-resolution PL spec-
troscopy at low temperature. Li diffusion in O-rich (under O2 gas) and Zn-rich (under N2
gas) conditions was implemented to investigate the relation between the optical properties
of the samples and the Li content of the sample.
The I10 line, previously known to be due to a defect containing Sn impurities, at 3353.4 meV
was proven in this work to be a Sn+Li complex. Annealing the sample at temperatures from
450◦C to 900◦C in Zn-rich conditions shows a reduction in the intensity of I10 with thermally
activated diffusion of Li out of the sample. The rate of removal of Li shows an activation
energy of Ed= 0.4 eV ± 0.2eV for the removal of Li from the defect. This activation energy
shows a large discrepancy from what we theoretically expected from our hypothesis for the
simplest structural model of the defect. Our hypothesis was a defect consisting of Sn and
Li at the nearest neighboring Zn sites in ZnO. Previous theoretical values of the formation
energies derived from DFT calculation were used to estimate the energy of removal of the
Li form the defect. The calculated values were based on two mechanisms for the removal of
Li from the complex. Based on the dissociation mechanism the Li impurity is dissociated
from the defect and occupies an interstitial site leaving a Zn-vacancy at the defect and then
diffuses further away from the remaining defect in an interstitial form. This mechanism
should give a value of 3.5 eV for Zn-rich diffusion condition. The other mechanism is based
on a kick-out process where the Li in the defect is kicked out by an interstitial Zn and the
Zn is substituted at the position of Li, i.e. a Zn site. We derived a value of 4.8 eV for the
activation energy of this mechanism based on previous DFT calculations. This discrepancy
suggests that the I10 defect is more complicated than the hypothesis. We repeated this ex-
periment this time under O2. The results were significantly different. It seemed like there is
no diffusion of Li out of the sample under 800 ◦C. After 800◦C a sudden drop was observed,
which shows the out-diffusion of LiZn.
The diffusion of Li into the sample from a coating of lithium carbonate at between 450◦C
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and 900◦C returned the I10 to an intensity comparable with the initial intensity ratio. Also,
the diffusion of Li into many other samples shows a correlation between the Li concentration
in the sample and the intensity of I10. This is strong evidence that confirms the involvement
of a Li component in the formation of the I10 defect.
To further investigate the existence of Li in the I10 we investigated whether the position of
the I10 changes with the isotope of the Li. We used a model by Heine et al. to theoretically
estimate the shift we expect from the substitution of natural Li with 6Li. Based on the
model, a shift of less than 0.031 meV toward the higher energies is expected. Our experi-
mental results were in a reasonable agreement with that value, showing an average shift of
0.012 meV toward the higher energies, or 0.022 meV after removing one of the data points
that we attribute as an outlier. We do not expect to see signs of line splitting in I10 as the
linewidth is much larger than the expected splitting. The number of data points being only
three among which we observed of an outlier casts a shadow on the reliability of the results.
More investigation, with a higher number of experiments and data points, as well as higher
resolution spectroscopy is needed to confirm the results. Other techniques such as electron
paramagnetic resonance, which are sensitive to nuclear spin would be able to clarify the
role of Li in these defects.
Besides an increase in I10, we observed the rise of new lines and an increase in the in-
tensity of many unidentified lines as a result of Li diffusion. We called them L-lines and
labeled them from L1 to L8. We confirmed they are all bound exciton lines by investigating
whether they follow the Haynes’ rule for bound excitons. We showed that the exciton local-
ization energy and the 2p-1s separation of the lines, therefore the donor binding energies,
show a highly linear relation. This is strong evidence for the excitonic origin of the lines.
We were also able to assign L3 to the D+X of I10. Some detailed properties of the lines were
discussed based on multiple Li diffusion experiments with varying environment between
O-rich and Zn-rich conditions.
I10 is under consideration as a potential donor for quantum information applications. We
have shown that the concentration of this defect can be controlled by the addition of Li. A
Low concentration of Li results in very narrow linewidth of I10, which makes it useful for
our collaborators[46]. The ability to control the defect concentration by thermal annealing
offers a way to achieve low concentrations.
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Table of samples and treatment
Table A.1: Table of sample labels and treatments performed on them. Samples with the
same alphabet in their labels are from the same growth.
aThis sample is the same sample as B-1. The double labeling is for aesthetics of Fig. 3.19
Sample Shape Treatment Temperature Condition PL figure
Label type (◦C)
A-1 Bulk Annealing 450-950 N2-rich Fig 3.8
Natural Li diffusion 450 N2-rich Fig 3.15
A-2 Bulk Annealing 400-900 N2-rich Fig 3.13
A-3 Bulk Natural Li diffusion 450 N2-rich Fig 3.16
Natural Li diffusion 550 N2-rich Fig 3.16
A-4 Bulk Natural Li diffusion 450 N2-rich Fig 4.6
B-1 Needle Natural Li diffusion 450 N2-rich Fig 4.5.a, Fig 4.7.a
Natural Li diffusion 450 O2-rich Fig 4.5.a, Fig 4.7.a
Natural Li diffusion 450 N2-rich Fig 4.5.a, Fig 4.7.a,
Fig. 4.1, Fig. 3.16
B-2 Needle Natural Li diffusion 450 O2-rich Fig 4.5.b, Fig 4.7.b
Natural Li diffusion 450 N2-rich Fig 4.5.b, Fig 4.7.b,
Fig 4.2
SN-1 Needle Natural Li diffusion 950 N2-rich Fig. 3.19
SN-2 Needle Natural Li diffusion 950 N2-rich Fig. 3.19
SN-3 Needle Natural Li diffusion 950 N2-rich Fig. 3.19
S6-1 Needle 6Li diffusion 450 N2-rich Fig. 3.19
S6-2a Needle 6Li diffusion 450 N2-rich Fig. 3.19
S6-3 Needle 6Li diffusion 450 N2-rich Fig. 3.19
N-1 Nanowires No treatment NA NA Fig. 2.3
N-2 Nanowires Grown in Li NA NA Fig. 2.3
contaminated chamber
N-3 Nanowires No treatment NA NA Fig. 2.3
N-4 Nanowires Natural Li diffusion 450 N2-rich Fig. 3.19
N-5 Nanowires Natural Li diffusion 450 N2-rich Fig. 3.19
N-6 Nanowires Natural Li diffusion 450 N2-rich Fig. 3.19
N-7 Nanowires Natural Li diffusion 450 N2-rich Fig. 3.19
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