Reducing thermal noise from optical coatings is crucial to reaching the required sensitivity in next generation interferometric gravitational-waves detectors. Here we show that adding TiO2 to Ta2O5 in Ta2O5/SiO2 coatings reduces the internal friction and in addition present data confirming it reduces thermal noise. We also show that TiO2-doped Ta2O5/SiO2 coatings are close to satisfying the optical absorption requirements of second generation gravitational-wave detectors.
I. INTRODUCTION
Interferometric gravitational-wave detectors are now operating in the United States [1] , Europe [1, 2] , and Japan [3] . Second generation detectors [4] are being designed which will have the sensitivity to make likely an actual detection of a gravitational wave [5] . This will require reducing all noise sources, but especially the thermal noise which is predicted to be the limiting noise in the most sensitive band around 100 Hz. Much of this thermal noise will come from the optical coatings of the interferometer mirrors [6] . Coatings with improved thermal noise performance will allow for greater sensitivity to gravitational waves and improved astrophysical performance. Coating thermal noise is also the limiting noise source for laser frequency stabilization [7] , making this research effort important for other precision experiments.
Thermal noise is caused by mechanical loss in the system in accordance with the Fluctuation-Dissipation Theorem [8] . Directly applying this theorem to the case of a Gaussian-profile laser sensing the position of a coated * Electronic address: gharry@ligo.mit.edu mirror yields [9] S x (f ) = 2k B T φ eff 1 − σ 2 / π 3/2 f wY ,
for the thermal noise. Here S x (f ) is the power spectral density of position noise, k B is Boltzmann's constant, T is the temperature, σ is the Poisson ratio of the substrate material, w is the half-width of the Gaussian laser beam, and φ eff is the effective loss angle of the mirror. The loss angle can be written as [11] 
where d is the coating thickness, Y , σ, and φ are the Young's moduli, Poisson's ratios, and loss angles of the substrate (no subscript), and for the coating for stresses perpendicular ( ⊥ ) and parallel ( || ) to the optic face. In addition to low thermal noise, the coatings must also satisfy strict thermal and optical requirements. The Fabry-Perot cavities that make up the arms of these detectors must have high finesse, limiting the acceptable transmission and scatter to a few parts per million (ppm). In addition, the transmission must be matched between mirrors to better than 1 percent so that the two arms will have nearly equal finesse. The absorption has a stricter requirement, better than 0.5 ppm, due to thermal lensing considerations [10] . Thermal considerations also dictate that the absorption be as uniform as possible across the face of the optic.
II. BACKGROUND
Study of multilayer dielectric optical coatings is an ongoing research project in the gravitational-wave detection community [6, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20] . The coating used in initial interferometers, alternating λ/4 layers of SiO 2 and Ta 2 O 5 , was studied to determine if the mechanical loss was enough to cause thermal noise problems [6, 15] . The particular coatings measured were coated by Research-Electro Optics (REO) of Boulder CO, USA. When it was determined that the loss was enough to cause limiting noise in next generation gravitational-wave detectors, research was carried out to determine the source of the mechanical loss in SiO 2 /Ta 2 O 5 coatings [16] . This was done in collaboration with LMA/Virgo of Lyon, France, who coated the samples. This established that the loss came from internal friction in the coating materials rather than any interface effects between layers or between the substrate and the coating. It was also found that the Ta 2 O 5 , rather than the SiO 2 , was the dominant contributor to the coating mechanical loss. The loss angles of the SiO 2 and the Ta 2 O 5 were found to be [17] 
as a function of frequency f . The thermal noise from optical coatings has also been directly observed in two small scale interferometers, one at Caltech [18] and one in Japan [21] . The Caltech measurement was on an REO coating and found thermal noise at a few kiloHertz to be consistent with
where φ eff is from Eq. 2. The values determined from the modal Q measurements in Eqs. 3 and 4 predict
Optical absorption was also measured for Ta 2 O 5 /SiO 2 coatings. Coatings from REO and LMA/Virgo gave similar results [22] ,
III. MEASUREMENT
The next stage of coating research has been to improve the mechanical loss without significantly degrading the optical absorption. Adding TiO 2 as a dopant to the Ta 2 O 5 was tried because it has a high Young's modulus, its atomic size allows for dense packing in the Ta and O matrix, and the melting point of TiO 2 /Ta 2 O 5 alloy is relatively high, indicating a stable amorphous structure.
Silica substrates were coated with the TiO 2 -doped Ta 2 O 5 /SiO 2 coating using ion beam deposition. Details of the coating process can be found in a recent paper [23] . There were two different coating chambers used to make the samples studied, one large and one small. The primary difference between the chambers is that the ion source in the small chamber is a Kaufman source with tungsten filaments, whereas in the large chamber it is two Radio Frequency ion sources. In the small chamber, the tungsten filament heats the target as well as the substrate. After coating, each sample was annealed at 600 degrees C. X-ray examination showed that no large crystals had formed in the coating after annealing.
Each coating consisted of 30 λ/4 (at 1.064 µm) layers alternating between the two materials, TiO 2 -doped Ta 2 O 5 and SiO 2 . The total thickness was measured two ways, using reflectivity measurements and with an electron microscope. The methods agreed with each other within 5%, for an average coating thickness of 4.5 ± 0.1µm. One sample was different, a single layer of TiO 2 -doped Ta 2 O 5 4.7 µm thick.
The concentration of TiO 2 in Ta 2 O 5 for each coating was measured two different ways. First, an estimate was made by comparing the index of refraction of the TiO 2 -doped Ta 2 O 5 with pure Ta 2 O 5 and pure TiO 2 . A linear relationship was assumed between TiO 2 concentration and index so the TiO 2 concentration was obtained by interpolation. This is only valid when done between coatings from the same chamber, large or small. A more detailed measurement was made on some samples using electron energy loss spectroscopy, which is described in the Appendix. The two methods agreed fairly well when the same coating was studied by both, as seen in Table I .
A. Mechanical loss
Coated silica disks were used to determine the mechanical loss in the coating. All disks were 7.6 cm in diameter, with some 2.5 cm thick and some 0.25 cm thick. The thicker disks were suspended in a wire sling, and had normal mode Q's measured with an interferometric readout. The thinner disks were suspended with a welded silica suspension and had modal Q's measured using a birefringence readout. Details of the suspension and readout systems for both types of disks can be found in a recent publication [16] .
Modal Q's were measured on multiple modes of both thin and thick samples for all coated samples. The results are shown in Table II . The values for the coating loss angles φ coat,|| are calculated from the modal Q's from
where Q is the modal Q, measured for the disk both coated and uncoated, t is the thickness of the coating, and dU/U is the ratio of energy stored in the coating per unit coating thickness to the total energy for each given mode shape. These values of dU/U were calculated using a finite element model [15] , using Young's moduli Y Ta2O5 = 1.4×10
11 Pa and Y SiO2 = 7.2×10 10 Pa, and are shown in Table III . To determine the coating loss coming from internal friction, the loss predicted from coating thermoelastic damping [19, 20] was subtracted from the φ calculated in Eq. 9.
The coating loss for each concentration of TiO 2 , calculated mode by mode for all samples measured, was fit to a frequency dependant model, following a recent paper [17] . The results are shown in Table IV . The results of extrapolating these formulas to 100 Hz, where interferometers will be limited by coating thermal noise, are shown in Fig. 1 .
B. Thermal noise
A direct, interferometric broadband measurement was made of the thermal noise of the TiO 2 -doped Ta 2 O 5 /SiO 2 coatings using the small scale interferometer at Caltech. The measurement apparatus and the results for undoped coatings are described elsewhere [18] . Figure 2 shows the result for coated mirrors done in a separate coating run, but using the same coating formula as coating 2 in Table II except that these mirrors were coated in LMA/Virgo's large coating chamber, while the samples used for the Q measurements were done in the small chamber. The value for the loss angle obtained by this direct measurement and fit is
where φ eff is from Eq. 2. The clear reduction in thermal noise is shown graphically in Fig. 2 and quantitatively Coating
−9 * Coated in large coating chamber * * Single layer of TiO2-doped Ta2O5 between Eqs. 5 and 10. The result in Eq. 10 is to be compared with the value predicted from the modal Q results in Table IV ,
assuming φ SiO2 = 1.0 × 10 −4 . The reason for the discrepancy between Eqs. 10 and 11 is not known.
C. Optical absorption
Optical absorption was measured using photothermal, common-path interferometry (PCI), which is a modified thermal lensing technique that exploits the thermo-optic effect (index of refraction dependence on temperature: dn/dT ). It differs from standard far-field thermal lensing by utilizing a near-field detection scheme which approaches in sensitivity that of interferometric absorption measurement methods. Phase distortions, δφ, of the probe beam due to heating by an intersecting pump beam in a skewed cylindrical region (approximately 75 µm diameter by x 500 µm long) are transformed into perturbations of the probe beam intensity, ∆I/I ≈ ∆φ, that are easily detectable using a lock-in detection technique which gives both amplitude and phase. For materials 
FIG. 2:
Direct thermal noise measurement of a TiO2-doped Ta2O5/SiO2 coating. The curve labeled "T" is the total noise spectrum of the interferometer. "C1" is the thermal noise of an undoped coating, as previously measured. "C2" is the thermal noise of the doped coating, where the loss angle was adjusted to fit the data. "S" is the shot noise of the instrument, and "CS" is the quadrature sum of this shot noise and the doped-coating thermal noise. "M" is an upper bound on the mirror, or substrate thermal noise, based on in-situ measurements of mechanical Q's of the mirrors. "F" is the laser frequency noise, and "P" is an upper bound on the pendulum thermal noise.
with dn/dT around 10 −5 /K and with pump powers of 1 W, resolutions of ≤ 1 ppm in terms of the absorbed fraction of pump power are readily achievable. The signal phase can be used to discriminate between probe light scattered from surface imperfections compared to that diffracted by the thermal wave emanating from the heated surface. The PCI technique used here utilizes a chopped pump beam at 1064 nm which is crossed with a wider 632.8 nm probe beam inside the sample, see Fig. 3 . In the case of high reflectivity (HR) coatings, virtually all the pump beam is reflected. As long as substrate losses are negligible as is the case with fused silica, the heat deposited in the coating due to optical absorption of the pump wavelength is the only source that heats the underlying substrate (by thermal conduction). In order for the probe beam to sense the change in the local optical index via the resulting phase distortions, it is necessary that the multi-layer dielectric HR coatings be transparent to the probe beam, as are the coatings studied here. Results of optical absorption measurements as well as index of refraction results are shown in Table V .
In these experiments, a commercial neutral density (ND) filter consisting of a partially transparent metallic film on a low-loss fused silica substrate is used as a coating optical absorption standard. In the PCI technique, the detected signal amplitude is linear with respect to pump beam intensity and, therefore, straightforward linear scaling can be used to relate the signal levels from unknowns to those of the easily measured ND filters. With both coated standards and unknowns, the coated surfaces are positioned near the center of the sampling volume where maximum signal is achieved. With 10 W of pump power, resolutions of ≤ 0.1 ppm are achievable.
IV. CONCLUSION
The mechanical loss results in Table IV and Fig. 1 show that adding TiO 2 to the Ta 2 O 5 reduces the mechanical loss. Differing concentrations of TiO 2 do not effect the loss nearly as much as simply the presence or absence of TiO 2 . This reduction of nearly half in the loss angle of the coating corresponds to a significant improvement in thermal noise, which translates into greater astronomical reach for advanced interferometers. The optical absorption seen in Table V would be problematic in an advanced interferometer, but slight improvements in coating technique may be able to bring these numbers down to acceptable levels. The addition of TiO 2 does appear to increase the optical absorption slightly, so using minimal concentrations will be useful. Changes in annealing cycles are known to effect optical absorption, as does levels of contamination, so both of these variables could potentially be improved as well. Further measurements on the inhomogeneity of the optical loss, the scatter, and the reproducibility of all properties will be necessary before a TiO 2 -doped Ta 2 O 5 /SiO 2 could be accepted for use in an actual gravitational-wave interferometer. were the O-K edge at 532 eV, the Ti-L 2,3 pair starting at 456 eV, and the Ta-N 4,5 edge at 229 eV. The O-K and Ti-L edges arise from fairly simple atomic shells and Hartree-Slater calculations of the partial cross sections are readily available and reliable. In contrast to this, N-shells are rather more complex and no analytical representation of this partial cross section was available. This problem was circumvented by determining the partial cross section experimentally from 20 spectra from the Ta 2 O 5 layers in the undoped coating 0, assuming that the Ta:O ratio was the stoichiometric 2:5. This was then used with the calculated Ti partial cross section to quantify spectra recorded for the three coating samples 1, 3 and 4.
Quantification of the doped Ta 2 O 5 layers in coating 1 was carried out using 20 spectra collected from different thin regions (< 50 nm) and gave a result of 8.5 ± 1.2 cation percentage of Ti (with the balance Ta). Only 4 spectra could be collected from coating 3 due to much of the sample being too thick for accurate EELS analysis, quantification yielded a result of 22.5 ± 2.9 cation percentage of Ti. For coating 4, 20 spectra were recorded, but more difficulties were encountered with the analysis. Accurate quantification relies on correct subtraction of the background under the edge, but this can become difficult when the edge is only a small feature above the background. The Ta edge is fairly weak and has a delayed onset and background subtraction was a problem in coating 4. Different background models were tried, some which subtracted too much, and others which subtracted too little. The best-fit background model led to a consistent quantification of the 20 spectra to give 54 ± 5 cation percentage of Ti, although it is believed that too much background was removed here. An alternative background model which did not remove enough led to quantifications in the low 40's (cation percentage of Ti). It seems likely that the real figure is about 5 cation percentage lower than the above quoted figure and is of the order of 50 cation percentage Ti.
