We present the design of a peer-to-peer (P2P) live streaming system that uses scalable video coding as well as network coding. The proposed design enables flexible customization of video streams to support heterogeneous receivers, highly utilizes upload bandwidth of peers, and quickly adapts to network and peer dynamics. Our design is simple and modular. Therefore, other P2P streaming systems could also benefit from various components of our design to improve their performance. We conduct an extensive quantitative analysis to demonstrate the expected performance gain from the proposed design. Our analysis uses actual scalable video traces and realistic P2P streaming environments with high churn rates, heterogeneous peers, and flash crowd scenarios. Our results show that the proposed system can achieve: (i) significant improvement in the visual quality perceived by peers (several dBs are observed), (ii) smoother and more sustained streaming rates, (iii) higher streaming capacity by serving more requests from peers, and (iv) more robustness against high churn rates and flash crowd arrivals of peers. This paper shows that the integration of network coding and scalable video coding in P2P live streaming systems yields better performance than current systems that use singlelayer streams and proposed systems that use either network coding alone or scalable video coding alone.
INTRODUCTION
Peer-to-peer (P2P) live video streaming systems have seen wide deployment around the globe. P2P streaming systems such as CoolStreaming [41] , PPLive [29] , UUSee [34] , SopCast [32] , and TVAnts [33] attract numerous users every day. As more users get used to viewing multimedia content online, they will demand higher and better video quality than available on many of the current P2P streaming systems. As an indication of this demand and the response from industry, Huang et al. [14] show that the average bit rate of videos offered by the MSN Video Services has increased by more than 50% over a nine-month period, and it is the likely that the bit rate will continue to increase in the future. Providing high-quality streaming over P2P systems, however, faces multiple challenges, including: (i) limited upload capacity of peers, (ii) high heterogeneity of receivers in terms of download bandwidth, screen resolutions, and CPU capacity, and (iii) high churn rate as the peer population is constantly changing. Addressing these challenges requires not only increasing the capacity of peers and deploying additional seeding servers to make up the shortage in resources, but also employing novel methods for encoding and distributing multimedia content and developing algorithms and protocols to optimally utilize the available resources.
In this paper, we propose a new design for P2P live streaming systems that, we believe, will significantly improve their performance. The new design strives to address many of the challenges impeding current systems by efficiently utilizing peers' resources, easily customizing multimedia content to support receivers with diverse resources and requirements, and quickly adapting to network and peer dynamics. Our design is simple and practical; we actually have implemented it. Our design employs scalable video coding to support heterogeneous receivers as well as networking coding to maximize the streaming throughput and handle network dynamics. Although scalable video coding and network coding have been individually proposed for various systems in the literature, e.g., [10, 11, 13, 18, 24, 28] , their integrated use in P2P live streaming systems has not been fully explored in the literature, to the best of our knowledge. The integration of these two technologies provides many performance benefits beyond those offered by each of them individually, as will be shown in this paper.
We present the design of a P2P streaming system that employs both scalable video coding and network coding. Our design is modular and can be used as an improvement plugin in other P2P streaming systems. That is, we focus on the new components needed to handle multimedia content compressed in scalable manner and encoded using network coding. Thus, our work and software components are readily useful for other systems. In addition, we quantitatively show the expected performance gain from the proposed design using actual scalable video traces in realistic P2P streaming environments with high churn rates, heterogeneous peers, and flash crowd scenarios. In particular, our results show that the proposed system can achieve (i) significant improvement in the visual quality perceived by peers (several dBs are observed), (ii) smoother and more sustained streaming rates (up to 100% increase in the average streaming rate is obtained), (iii) higher streaming capacity by serving more requests from peers, and (iv) more robustness against high churn rates and flash crowd arrivals of peers.
The rest of this paper is organized as follows. In Section 2, we provide a brief background on network coding and scalable video coding, and we summarize the previous work in the literature. In Section 3, we describe the proposed system. In Section 4, we evaluate the proposed system using actual video traces, and we conclude the paper in Section 5.
BACKGROUND AND RELATED WORK

Brief Background
We present a brief overview of network coding and scalable video coding, which are employed in the proposed P2P streaming systems. More details about network coding can be found in [1, 5, 8] and the references therein, and more information about scalable video coding can be found in [31] which describes the recent H.264/SVC standard.
Network Coding. In traditional packet forwarding methods, each node simply repeats data packets destined to other nodes in the network. In contrast, the network coding concept enables source and intermediate nodes to perform simple operations on packets before forwarding them. These operations allow nodes to send partial information to the destination. After receiving all the necessary partial information, the receiver will be able to recover the original packet. Packing information at intermediate or source nodes is called encoding and extracting real data from encoded ones is referred to as decoding. Encoding and decoding are linear operations over a Galois Field of size 2 l , which is denoted by GF(2 l ). A GF(2 l ) is a finite field in which operations are done on l bits of data.
Encoding is a linear combination of blocks, which is formulated as: x = n i=1 ci · bi, where n is the total number of blocks, cis are coefficients of size l taken from GF (2 l ) and bis are data blocks of size k bytes. The symbol x represents one encoded block of size k. Each encoded block is a linear combination of the original blocks. Thus, it is uniquely identified by the set of coefficients included in the linear combination. Multiplications and additions are done over GF (2 l ). Assuming a node receives set of (
, where C i is the vector of coefficients (c i . The decoding process is performed by solving:
, where M i s are unknowns. This is a system of linear equations with n unknowns and m equations, which can be solved by the Gaussian elimination method if m ≥ n. However, it is not necessary to receive all equations in order to decode all blocks. Usually some blocks can be recovered before receiving all encoded blocks.
Scalable Video Coding. The recently H.264/SVC video coding standard [31] adds scalability to the widely used H.264/AVC video coding technique [38] . The H.264/SVC standard supports temporal, spatial, and quality scalability at the same time. Temporal scalability is achieved by employing a hierarchical prediction structure among video frames belonging to the same Group-of-Pictures (GoP), in which frames of higher temporal layers can only be predicted from lower temporal layers. In the spatial scalability, a spatial layer s of a frame can be predicted from the s-th spatial layer of some other frames (in lower temporal layers), as well as lower spatial layers in its own frame. For providing quality scalability, there are two possibilities. The first one follows the spatial scalability structure, but assigns the same resolution and different quantization parameters to layers. This produces a Coarse-Grained Scalable (CGS) video with limited number of quality layers. A finer granularity can be provided by the second possibility, which uses MediumGrained Scalability (MGS) coding to divide a single CGS quality layer into multiple sub-layers, which are referred to as MGS layers. This is done by partitioning the residual DCT coefficients of a CGS layer into multiple MGS layers. A stream can be truncated at any CGS or MGS layer. In addition, some packets of an MGS layer can be discarded, while the remaining ones can still be decoded to improve quality. Packet discarding can be done in arbitrary ways, depending on the bitstream extraction process [2] . H.264/SVC allows Up to 7 temporal, 8 spatial, and 16 quality layers [31] . Using scalable video coding, users with high link capacities experience better video quality by receiving more layers, while others with lower bandwidth get quality proportional to the number of layers they can receive.
Related Work
P2P streaming systems are often divided into two major categories: tree-based and mesh-based (also known as swarm-based and data driven). In tree-based systems, peers organize themselves into one or more multicast trees and data will be pushed along the tree structure [3, 16] . Treebased systems incur high costs for the management and maintenance the tree structure, especially with high peer churn rates. Mesh-based systems allow peers to self-organize in mesh-shaped graphs [21, 40, 41] . These systems usually yield better performance in practice as they are more robust against high-level of peer and network dynamics [22] . Our work focuses on mesh-based P2P streaming systems.
Most of the currently deployed P2P streaming systems, e.g., [29, [32] [33] [34] 41] , use nonscalable video streams. Thus, they serve a single-version of the video stream to all peers, and they have limited support for heterogeneous peers. To address these issues, number of works have proposed P2P streaming systems with scalable video streams, e.g. [6, 12, 17, 24, 30] . Cui and Nahrstedt [6] present an algorithm to decide for each peer how to request video layers from a given set of senders. They assume layers have equal bitrate and provide equal video quality. Hefeeda and Hsu [12] study this problem for Fine-Grained Scalable (FGS) videos, taking into account the rate-distortion model of the video for maximizing the perceived quality. Rejaie and Ortega [30] present a framework for layered P2P streaming, where a receiver coordinates the transmission of video packets from multiple senders using a TCP-friendly congestion control mechanism. Lan et al. [17] propose a scheduling algorithm for peers to request data from senders. The allocation of seed server re-sources in P2P streaming systems with scalable videos has also been considered in [24] . While these works enable serving streams with different qualities to peers with diverse resources, none of them employs network coding to further enhance the utilization of peer resources.
Network coding has been shown to maximize the throughput and bring various performance benefits in different environments [1, 15, 19] . For example, in wireless networks, network coding improves the message delivery probability for ad-hoc multicast protocols [27] , and overcomes broadcast storm problems [25] . Network coding has also been proposed for P2P file-sharing systems. For example, in the Avalanche system [9, 10] , the authors use randomized network coding to efficiently distribute files and to decrease the download time. The authors provide a method to ensure that any piece uploaded by a peer can be useful to other peers. However, these techniques are not applicable to P2P streaming systems, which have strict timing constraints and packet sequence requirements.
Several works have proposed using network coding for P2P streaming applications, including [36, 37] , where the authors address practical aspects of using network coding in such systems. Feng and Li [7] develop analytical models to show the benefits of using network coding in live P2P streaming systems. All of these works confirm the viability of network coding in different applications. However, none of them has considered integrating network coding with scalable video coding to support wider ranges of clients. They basically improve the performance of single-layer P2P streaming systems.
Recently, a few works have considered both network coding and scalable video streams [4, 42] . For example, Zhao et al. [42] try to provide each end user in a multicast session with the maximum number of layers through solving an optimization problem using a greedy algorithm. While in [4] , Chenguang et al. formulate an integer linear programming (ILP) problem to solve the same problem. Unlike our work, the above works target tree-based P2P streaming systems, and they assume that peers know the global tree structure and this structure is fairly static. These assumptions typically do not hold in practice. In contrast, we target the highly dynamic mesh-based P2P streaming systems with no assumptions/constraints on the topology.
Finally, Nguyen et al. [26] propose hierarchical network coding (HNC) to be used with scalable video coding. HNC performs network coding across all layers of the same video stream to provide higher error protection to lower video layers. HNC is designed to reduce the impact of packet losses. However, it assumes that most users are capable of or willing to receive all video layers. For example, a limited bandwidth receiver that is interested in only 2-layer version of the stream may end up receiving data blocks from higher layers, although the data cannot be used. Thus, the bandwidth of peers can be wasted. This implies that HNC will not efficiently support heterogeneous clients. In addition, performing network coding on all layers will increase the size of the coefficient matrix needed for network coding operations. Since the time and space complexities of the encoding and decoding processes depend on the size of the coefficient matrix, HNC will impose a significant overhead on peers, which have limited-resources in the first place. Furthermore, the work in [26] did not provide a rigorous quantitative evaluation of HNC in real dynamic P2P environments, as we do. Our proposed system performs intra-layer network coding and is fairly efficient.
PROPOSED P2P STREAMING SYSTEM
In this section, we describe the proposed P2P live streaming system that employs network coding and scalable video coding. We start with a high-level overview, followed by more details.
Overview
We target mesh-based P2P streaming systems which have been widely used in practice [21, 40, 41] . In our system model, there are three entities: tracker, source, and peer. The tracker matches peers who are viewing the same video stream. This matching results in multiple dynamic swarms in the system. There is at least one source node in the system to introduce the original streams to peers. The source node (sometimes called seed server) also provides additional capacity in case that peers do not have enough resources and in the beginning of the sessions where very few peers exist. Source nodes perform network coding operations on the scalable video streams in order to prepare them for distribution in the system. Peers act as receiving clients as well as share some of their upload bandwidth to serve other peers. As receivers, peers decode network-coded data received from others and process this data to create proper scalable video streams and to ensure smooth video quality. As senders, peers encode video data using network coding with parameters based on their own upload capacity as well as the characteristics of the receiving peers.
A simplified model for the software architecture of a peer in our system is shown in Fig. 1 . A similar model is used for source nodes, but with some differences as elaborated later. We do not address the design or optimization of trackers; the function of the tracker is orthogonal to the work presented in this paper. We also do not address other problems in mesh-based P2P streaming systems, including neighbor selection, gossip protocols (for exchanging data availability), incentive schemes, and overlay optimization-which all have been heavily researched in the literature. All of the above issues are abstracted in the Connection Manager component in Fig. 1 , while our work is focused on the components in the shaded box in that figure. The separation and abstraction of functions enable us to support different P2P streaming systems with minimal changes in our design and code. Therefore, our work is fairly general.
Details
Peer Software Architecture and Functions. The main functions of a peer in our system are summarized in Fig. 1 . We first describe the receiving part of the peer model.
At the receiver side, a peer interested in receiving a specific part of the video stream, determines and requests a proper number of encoded blocks through the Download Scheduler. The Download Scheduler computes the number of required encoded blocks based on the current available bandwidth and the number of video layers that the receiver is interested. It then assigns each of the active senders in the session blocks to send proportional to its upload bandwidth.
Immediately after receiving any encoded block through the network, the block is forwarded to the Progressive NC Decoder component. The Progressive NC Decoder rearranges the coefficients and encoded block matrices. This is done through one round of the Gauss-Jordan elimination method [37] . The Gauss-Jordan elimination method is a version of the Gaussian elimination method which inserts zeros above and below the pivot elements in the matrix as it goes from the top row to the bottom one. In other words, the Gauss-Jordan elimination method converts a matrix to its reduced row echelon form (RREF) where every leading coefficient is 1 and it is the only nonzero element in its column.
Using the Gauss-Jordan elimination method allows the process of decoding to start before receiving all encoded blocks [37] . It also enables the Progressive NC Decoder to immediately remove any dependent linear equations, as it converts all the coefficients of a received dependent linear row in the coefficient matrix into zeros. This signals the Progressive NC Decoder to eliminate this row from the coefficient matrix immediately after it is received. The Progressive NC Decoder will then investigate the coefficients matrix. If it is reduced to an identity matrix, the resulted encoded blocks are equal to the original blocks without any further decoding process. If the original data is obtained, it will passed to the SVC Layer Manager, which prepares the video data for the video player. After a block is successfully decoded, it will be stored in the Sharing Buffer for potential upload to other peers.
Next, we describe the uploading part of the peer model in Fig. 1 . Network coding enables senders to provide receivers with partial information without needing a huge buffermap to keep availability of each partial data. The mechanism for producing such kind of partial data is as follow. Upon receiving a request at the sender side, random network coding is performed on the blocks of the requested layer. Random network coding is used because it provides robustness against frequent network topology changes, and it eliminates the need for having a centralized knowledge about the network topology [5] . In random network coding, the encoding process is done through randomly and uniformly selecting coefficients from the Galois Field. It has been proved that by using random network coding even with a small Galois Field size, such as 8, the probability of selecting linearly dependent combinations is negligible [39] . In order to reduce the network coding complexity, we need to reduce the number of blocks [23] . For this purpose, in our network coding scheme, we apply network coding operations on blocks of each video layer separately. Furthermore, we use a Galois Field of size 8, as larger sizes increase the complexity while improving the results only marginally. Source Node Software Architecture and Functions. A source node prepares video streams before introducing them into the system. A video stream is encoded into multiple layers in a scalable manner. The video stream is divided into equal-length segments. Each segment contains a fixed number of video frames, e.g., 30 frames. Since we consider scalable streams, each video frame is composed of multiple layers. We apply network coding operations on the data contained in individual segments as follows. The video data of each layer in a segment is divided into fixed-size blocks. Then these blocks are encoded. Notice that different layers may contain different number of blocks, depending on the visual complexity of the video frame.
The encoding process is applied at the source nodes by using random network coding. On intermediate nodes, i.e., uploading peers, the blocks are re-encoded with different coefficients. In both cases, the coefficients of each block are attached to the block itself during transmission.
Overhead Analysis. There are two kinds of overhead imposed by the proposed streaming system: communication and computation. The communication overhead is due to attaching the encoding coefficients to the encoded data blocks. In practical applications, the size of the coefficients is small compared to the block size. The computation overhead is imposed by the encoding and decoding processes of the network coding scheme. These processes require quadratic number of operations in terms of the number of blocks in a segment. These operations are on finite fields and thus are performed as xor operations, which can be done efficiently by the processor. Therefore, most of the current commodity PCs can easily handle the encoding and decoding operations. 4. EVALUATION
Experimental Setup
We have implemented the proposed P2P streaming system in Java. Our implementation performs all functions described in Section 3 and summarized in Fig. 1 . Our implementation was validated by using actual video streams.
To conduct rigorous quantitative analysis of the proposed system under wide range of working conditions, we implemented a testing application to emulate the characteristics of realistic P2P streaming systems. This testing application enables us to conduct controllable and repeatable experiments with different parameters and large number of peers. We considered deploying our system on the PlanetLab testbed and on our own local area testbed. However, these testbeds would not allow us to control important parameters such as peer upload/download bandwidth, neither would they enable us to test under high churn rates, flash crowd scenarios, and large number of heterogeneous peers.
The setup of our experiments is as follows. We use multiple scalable video traces obtained from the Arizona State University video library [35] . In particular, the results in this paper are based on three video streams: a demonstration from Sony, a clip from the Tokyo Olympics and a clip from NBC News. These videos are chosen because they have diverse characteristics in their quality and bit rates. This diversity is important to assess the performance of our system in real settings. Each video is encoded in 5 scalable layers and has a frame rate of 30 fps. The frame size is CIF (352x288) and each group-of pictures (GoP) has 16 frames. We use 10 minutes of each clip in our experiments. Table 1 summarizes the characteristics of these video streams.
We divided each video stream into segments, where the segment size is varied. Each layer of a segment is then encoded using network coding in a number of blocks. We use different block sizes for evaluating the performance of network coding. But in any given experiment, the block size is fixed for all layers in a segment and all segments in the video. This is done to reduce the computation complexity of the network coding process, as network coding with variable block sizes is expensive. Since the video visual content changes with time, the number of blocks in a segment varies with the size of the video frames in that segment.
We create a highly-dynamic P2P streaming system with more than 1,000 heterogeneous peers that are continually changing. The upload bandwidth values of peers are chosen according to the distribution given in Table 2 . This distribution is recommended based on actual measurement studies performed in [20] . Peers in our system can randomly fail, and they join/leave the system following different probability distributions, where each probability distribution is chosen to create a specific testing scenario such as flash crowd arrivals and high peer churn rates. More details will be given in the corresponding experiments later.
We compare the proposed system (denoted by SVC+NC in the figures) against three different systems: (i) a system that uses scalable video coding only (denoted by SVC), (ii) a system that uses single layer video streams with network coding (denoted by SL+NC), and (iii) current systems that use single layer, nonscalable, streams (denoted by SL). We consider several performance metrics, including: (i) average streaming rate, (ii) average streaming quality, (iii) number of streaming requests served, and (iv) fraction of late frames. These performance metrics are computed across all peers in the system, for diverse video streams, under various network conditions, and different probabilistic distributions for peer behavior. Moreover, most of these metrics are computed on a frame by frame basis and consider each layer in every frame. Therefore, we believe that our experiments are comprehensive and the results are representative of real systems.
Results
We present the results of our extensive evaluation in the following. We first present the results for the performance metrics mentioned above. Then, we analyze the impact of several system parameters on the performance and robustness of the proposed system, specially in presence of high peer churn rates, flash crowd arrivals, and when different segment and block sizes are used.
Average Streaming Rate. We measure the average streaming rate during live streaming sessions. We define the streaming rate as the total amount of received video data per second. The average streaming rate is computed across all active peers and represents a basic performance metric.
We schedule 1,000 peers to uniformly at random join the P2P streaming system during the 10-min simulation time. We also schedule a faction of the peers to fail or depart the system uniformly at random during the simulation time. On overage, 10% of the peers leave the system at random times. For each streaming session, a receiver is randomly chosen. Then, a group of five senders that already have the requested stream are randomly chosen to serve the receiver.
We plot the results for three different video clips in Fig. 2  as a CDF (cumulative distribution function) . The figure clearly shows that the proposed SVC+NC system outperforms the other three systems by a wide margin. For example, in the Sony Demo video, less than 18% of the peers in our SVC+NC system obtain a streaming rate of 200 kbps or less, while more than 40% of the peers in the current single layer streaming systems receive at that low rate. On the other hand, almost 50% of the peers in our SVC+NC system receive a high streaming rate of at least 600 kbps, while this percentage is only about 30% in SVC and SL+NC, and 22% in SL systems.
Average Streaming Quality. Next, we consider the video quality for each active peer. Unlike the average streaming rate, which is a raw performance metric, the video quality depends on the characteristics of the video streams being served in the system and it is closer to the actual quality perceived by users. There are several methods for computing the video quality. We choose the Y-PSNR (peak signal to noise ratio of the intensity component of the video) as our video quality metric, because it is simpler to compute and interpret by readers. We acknowledge that the Y-PSNR may not always be the most accurate quality metric for all videos, but it is sufficient for comparative study in this paper.
We compute the quality as the Y-PSNR of the frames received on time divided by the total number of frames. Then we take the average among all peers and plot the results in Fig. 3 . The figure shows that the average quality in the SVC+NC system is consistently higher than that in the SVC, SL+NC, and SL systems. For example, for the NBC News video in Fig. 3(c) , the SVC+NC system yields up to 10 dB improvement in quality compared to the current single layer streaming systems. This is a substantial gain that will definitely be felt by users and will increase their satisfaction from the P2P streaming system. Fig. 3(c) also shows that the proposed SVC+NC outperforms the SVC and SL+NC systems by up to 5 dB, which is also a significant gain. The results for other videos indicate similar gains. In addition, the results in Fig. 3 indicate that the video quality achieved by the SVC+NC system is more stable and smooth over time. For example, in Fig. 3(b) , there is a dramatic drop in quality for the SL system around 200 sec of the video because of the increased visual complexity of the video in this period. In contrast, the SVC+NC system did not suffer a large drop in quality.
In addition to the average video quality, we measure the fluctuations in the video quality. We quantify the fluctuations by measuring the standard deviation of the observed quality with time. We then compute error bars defined by three points: average quality minus one standard deviation, average quality, and average quality plus one standard deviation for each peer. We do not plot these error bars in Fig. 3 because they clutter the figure. Our results show that the proposed system provides much smoother quality for peers than other systems. In particular, the quality fluctuations in the proposed SVC+NC system are about 100% less than the fluctuations observed in the current single layer streaming systems, and about 50% less than the fluctuations in the other SL+NC and SVC systems.
In summary, the results for the above two metrics (average streaming rate and quality) demonstrate that the proposed SVC+NC system outperforms the other systems in both raw as well as user-perceived performance dimensions. The reasons for this better performance can be summarized as follows. Single layer streaming systems are not flexible in terms of adapting the quality to the current network and peer conditions. They also do not provide optimal throughput. Therefore, they yield the worst performance. Streaming systems that use network coding with single layer videos increase the system throughput, but do not improve the flexibility of the single layer video streams. Thus, SL+NC systems improve the performance beyond what is achievable by SL systems. On the other hand, P2P streaming systems that use scalable video streams adapt well to network and peer dynamics, but they may not fully utilize peer resources. Therefore, SVC systems also improve the performance compared to SL systems. Combining scalable video streams with network coding achieves both flexibility and increased throughput. Thus, SVC+NC systems consistently provide superior performance compared to other systems. Number of Streaming Requests Served. In Fig. 4 , we plot the fraction of served requests in different streaming systems. We refer to a request as served when it is responded by neighbors and received on time by the requesting peer. We obtain fraction of served requests by computing the number of served requests made by active peers divided by the total number of requests. We compute this fraction every 20 seconds. The results in Fig. 4 show that the proposed SVC+NC system serves more requests than the other systems. For example, for the NBC News video in Fig. 4(c) , up to 30% more requests can be served using the SVC+NC system than the SL system. Therefore, the proposed system not only provides better video quality, but also serves more requests from peers.
Fraction of Late Frames. Next, we analyze the fraction of late frames for all considered streaming systems. The fraction of late frames is obtained by dividing the number of late frames to the total number of requested frames. When a peer first joins the network, it waits for a few segments of the video according to its initial buffering delay. The initial buffering delay helps peers to maintain synchronized playback and cooperate with each other effectively [7] . In all experiments, we let peers wait for two segments when they join the system as recommended by [7] . We plot the CDF of the late frames in Fig. 5 . The figure shows that in the SVC+NC system, more frames meeting their deadlines than in the other systems. For example, in Fig. 5(a) , in the single layer streaming system, about 16% of the peers received more than 80% of the frames after their deadlines. While in the proposed SVC+NC system, almost no peer observed that high fraction of late frames. As another example, Fig. 5(b) shows that the SVC+NC system achieves nearly 100% improvements over other systems in terms of the fraction of peers that observed no late frames: from about 20% of the peers in the SL, SL+NC, and SVC systems to about 40% in the SVC+NC system. Finally, Fig. 5(c) shows that there is no peer with more than 30% of late frames, while this fraction is almost 18%, 25% and 35% in SVC, SL+NC and SL systems respectively.
Impact of Churn Rate on Video Quality. We next study the impact of the churn rate on the streaming quality. In this scenario, we consider a highly dynamic peer-to-peer network with frequent arrivals and departures of peers. Maintaining a reasonable video quality in dynamic systems shows their robustness to frequent changes in network topology. In this experiment we will show that SVC+NC is more resilient and provides a more reliable peer-to-peer streaming system than the other systems.
In highly dynamic peer-to-peer systems, some peers join the system, start streaming and also contribute their resources to others. At the same time, other peers may be leaving the system, which will result in loss of upload resources and perhaps disruption of some on-going streaming sessions. We refer to the ratio of the total number of peers that join the streaming system during the simulation time to the total number of peers that leave the system as the churn rate. All arrivals and departures are scheduled according to a Poisson distribution during the simulation time. We vary the churn rate between 1 and 8. For each value of the churn rate. For example, a churn rate of 2 means that if x number of peers leave the system during the simulation time, 2x new peers will arrive during that period. A robust P2P stream- ing system should utilize the resources brought by the new peers as well as provide them with good quality. We run the experiments for the three video streams in Table 1 and for each streaming system: SL, SL+NC, SVC, and SVC+NC. We measure the average quality perceived across all peers for each churn rate. We plot the results in Fig. 6 . The results confirm the superior and stable performance of the proposed SVC+NC streaming system as several dBs in quality gain are observed in all cases. The figure also shows that as more peers join the quality for all peers improve, which is shown for high churn rates. This is because: the proposed SVC+NC system can: (i) increase the average throughput in the system since it uses network coding to harvest the resources of the new peers, and (ii) improve the quality by providing more video layers, which is enabled by the scalability nature of the video streams. We note that single layer streaming systems may actually suffer in presence of high churn rates, as shown in Fig. 6 . This is because these systems take time to start effectively utilizing the resources of the new peers and they only provide a single version of the video streams. As the figure also shows, adding network coding to single layer streaming systems mitigates the first problem, but not the second: the average quality provided by SL+NC systems slightly improves as more peers join the system.
Impact of Flash Crowd Arrivals. In flash crowd arrivals, peers join the network in a short period of time. In this case, the demand for receiving the video data may become more than the available resources. Flash crowds scenarios put a substantial stress on the P2P streaming systems that strive to provide a reasonable and sustained video quality to peers.
Addressing flash crowd arrivals is important for practical systems as they often happen after the release of popular video clips. We change the average number of peer arrivals per minute from 10 to 60 with an increment of 10. Peers arrive uniformly at random during the simulation period. We allow up to 10% of the active peers to leave during the streaming sessions, which also happen at uniform random times. We measure the average quality in dB for all considered systems for each peer arrival rate. The results, shown in Fig. 7 , demonstrate that while under very high peer arrival rates the quality rendered by all systems decreases because of the limited upload capacity, the SVC+NC system provides relatively better quality in flash crowd scenarios than other systems. The figure shows that there is at least 2 dB quality difference by the SVC+NC and SL systems (right lower corner of Fig. 7(b) ) and up to 7 dB (left top corner of Fig. 7(c) ).
Impact of Segment and Block Sizes. Finally, we investigate the effect of the segment and block sizes on the streaming quality of the proposed SVC+NC system. We vary the segment size from 0.5 to 5 sec. For each segment size, we vary the block size from 128 bytes to 4 kilobytes and we run the experiments for each considered streaming system. We measure the average streaming quality and plot the results in Fig. 8 . A few observations can be drawn from this figure. First, decreasing the block size for network coding (up to 512 bytes) generally yields better video quality. This is because when blocks are small, a single segment will have many blocks. This allows multiple sending peers to cooperate and send different (non-redundant) encoded blocks. On the other hand, decreasing the block size below 512 bytes yields marginal or no additional benefits. The second observation is that, the ideal segment size (in sec) varies for different video streams. This is because the videos used in the experiments have diverse average bit rates of: 850, 500, 325 Kbps for the Sony Demo, Tokyo Olympics, and NBC News videos, respectively. From our experiments and the results shown in Fig. 8 , we have found that a segment should contain about 100 to 200 KB of video data. Thus, the actual segment size (in sec) will depend on the bit rate of the video stream distributed to peers. For example, a segment size of 1 sec yields the best performance for the Sony Demo video according to Fig. 8(a) . Given that the Sony Demo has an average bit rate 850 Kbps, the amount of video data in a segment is about 106 KB. Whereas a segment size of 4 sec provides the best performance for the NBC News video according to Fig. 8(c) , which means that the segment will contain about 4 × 325/8 = 162 KB.
CONCLUSIONS AND FUTURE WORK
Most of the current P2P streaming systems use nonscalable video streams and thus they provide a single version for all receivers despite their diverse resources. These systems may also suffer from suboptimal utilization of peer upload bandwidth. In this paper, we showed that designing P2P streaming systems with scalable video coding and network coding can solve both of the above problems. We showed that the integration of the network coding and scalable video coding techniques improves the system performance beyond what is possible if each technique is used separately. We implemented the proposed system and conducted extensive evaluation study in realistic settings and with actual scalable video traces. The evaluation study confirms the significant potential performance gain, in terms of visual quality perceived by peers, average streaming rates, streaming capacity, and adaptation to high peer dynamics.
The work in this paper can be extended in multiple directions. For example, we are currently developing analytical models to analyze the performance of the proposed P2P live streaming system. We are also implementing the proposed system as a plug-in library that can be used in other streaming systems in order to enable them to benefit from scalable video streams and network coding methods.
