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Drinfel’d-Ihara Relations for the Crystalline Frobenius
Sinan U¨nver
Notation and convention. If we have an element a of the ring of associative formal power series
over a ring A, in the variables xi, i ∈ I, we denote the coefficient of xJ in a, for a multi-index J,
by a[xJ ]. By a variety X over a field K, we mean a geometrically integral K-scheme X, that is
separated and of finite type over K.
1. Introduction
For K a field of characteristic zero, let M(K) denote the set of Drinfel’d associators defined over
K [Dr]. The varietyM is of great interest because of its connection to the deformations of universal
enveloping algebras, fundamental group of the Teichmuller tower, and to Gal(Q/Q). There is a
natural map M → A1 and for λ ∈ K, and Mλ is a torsor under GRT1 (= M0). If K << X,Y >>
denotes the formal associative power series in X and Y over K then GRT1(K) is defined to be the
set of elements ϕ ∈ K << X,Y >> that satisfy
(i) ϕ(X,Y ) · ϕ(X,Y ) = 1
(ii) ϕ(Z,X) · ϕ(Y, Z) · ϕ(X,Y ) = 1, when X + Y + Z = 0
(iii) ϕ(x23, x34) · ϕ(x40, x01) · ϕ(x12, x23) · ϕ(x34, x40) · ϕ(x01, x12) = 1,
when xii = 0,
∑
j
xij = 0, and [xij , xkl] = 0, if {i, j} ∩ {k, l} = ∅.
The multi-zeta values (or equivalently the K-Z equation) gives an element in GRT1(C) [Dr], the
Galois action on π1,et(P
1\{0, 1,∞}, ·) gives an element in GRT1(Qℓ) [Ih]. The aim of the following is
to show that the crystalline frobenius on π1,dR(P
1\{0, 1,∞}, ·) also gives an element GRT1(Qp). The
main part is the proof of (iii) which is an application of the theory of tangential basepoints. Therefore
most of the following is devoted to developing the crystalline theory of tangential basepoints. The
Betti, de Rham, and e´tale realizations of the tangential basepoints in the case of curves were given
in the fundamental paper of Deligne [De].
Acknowledgements. The author would like to thank Professor Arthur Ogus for his suggestions
on the tangential basepoints and for his encouragement.
2. Pullback to the log point
Let X/k be a smooth variety over a field k. Let D ⊆ X be a simple normal crossings divisor,
X := X \D and x ∈ D(k). Let {Di}i∈I , be the set of irreducible components of D passing through x,
Dx := ∪i∈IDi, Ii the ideal of Di in OX,x, and d : mx → mx/m2x the canonical projection. Note that
Ii ⊆ mx. Denote by Xlog the canonical fine saturated log scheme (in the Zariski topology) defined
by (X,D). The underlying scheme of Xlog is X and the log structure is defined by the inclusion
MX := OX ∩ i∗(O
∗
X)→ OX ,
where i : X →֒ X is the inclusion. Note that
MX,x :=MX,x/O
∗
X,x
≃ Cart−(X,Dx),
canonically, where Cart−(X,Dx) denotes the monoid of anti-effective Cartier divisors on X sup-
ported on Dx. If the Di are defined locally by ti = 0, with ti ∈ OX,x, then MX,x = (OX,x)
∗∏
ti
.
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Let xlog denote the log scheme obtained by pulling back the log structure on X log via the map
Speck → X corresponding to x. Note that the monoid Mxlog on xlog is MX,x ⊗O∗X,x k
∗.
Notation. With the notation above let
C(Dx, X) := {ϕ : ϕ is a splitting of Mxlog → Cart
−(X,Dx)}.
Then
C(Dx, X) ≃ {(· · · , ti, · · · ) : ti ∈ dIi \ {0}, for i ∈ I}.
We say that (· · · , ti, · · · ) is transversal to Dx if (· · · , ti, · · · ) ∈ C(Dx, X). Similarly let
NDx/X :=
∏
i∈I
NDi/X(x),
be the fiber at x of the product of the normal bundles of Di in X. Note that elements of C(Dx, X)
are in one to one correspondence with linear isomorphisms∏
i∈I
NDi/X(x) ≃
∏
i∈I
A1
preserving the factors, and hence with N∗
Dx/X
(k), where we let N∗
Dx/X
:=
∏
i∈I N
∗
Di/X
, with
N∗
Di/X
:= NDi/X \ {0}. We call elements (· · · , vi, · · · ) ∈ N
∗
Dx/X
(k), r-tuples of vectors transversal
to Dx. Therefore
Lemma 1. The set of splittings of the log structure on xlog is in one to one correspondence with
N∗
Dx/X
(k).
Let Spec kx,log denote the log scheme with underlying scheme Spec k, and log structure associated
to the pre-log structure Cart−(X,Dx)→ k that maps all the nonzero elements of Cart
−(X,Dx) to
0. From the lemma above the set of isomorphisms xlog ≃ Speckx,log is in one to one correspondence
with N∗
Dx/X
(k).
3. Construction of tangential basepoints in the logarithmic case
3.1. Crystalline. Let k be a perfect field of characteristic p. Let W := W (k) be the ring of
Witt vectors over k, with field of fractions K, and let S := SpecW. Associated to the exact closed
immersion
xlog → X log
we have a pullback functor
x∗log : Isoc(X log/S)→ Isoc(xlog/S)
between the categories of convergent log isocrystals on X log and xlog . Choosing an element v in
N∗
D/X
(k) gives a functor
v∗ : Isoc(X log/S)→ Isoc(Spec kx,log/S).
Definition 1. Let Tx/K denote the tannakian category of vector bundles V over K endowed with
a homomorphism ϕ : Cart−(X,Dx)
gp ∗ → End(V ), where
Cart−(X,Dx)
gp ∗ := HomN(Cart
−(X,Dx),Z).
The tensor product of (V, ϕ) and (W,ψ) is defined to be V ⊗W endowed with the map that sends
−Di ∈Weil
−(X,Dx) to id⊗ ψ(−Di) + ϕ(−Di)⊗ id ∈ End(V ⊗W ).
There is a natural realization functor
ev : Isoc(Spec kx,log/S)→ Tx
defined as follows. Let Sx,log denote SpecW [Cart
−(X,Dx)] with the standard log structure. Note
that Sx,log/S is smooth and there is a canonical exact closed immersion
Speckx,log → Sx,log.
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If (E,∇) ∈ Isoc(Speckx,log/S) then we have the realization
(E,∇)Sx,log ∈Mic(Sx,log,K/K).
The connection induces a map
−R : E(0)→ E(0)⊗ Ω1Sx,log,K/K(0).
Since Ω1Sx,log,K/K(0) ≃ Cart
−(X,Dx)
gp ⊗Z K, we obtain an object
((E,∇)Sx,log,K (0), R) ∈ Tx/K
This defines the functor above. We let ev(v) := ev ◦ v∗, and ev(v) composed with the natural fiber
functor of Tx to be
fib(v) : Isoc(Xlog/W )→ V ecK
over K, for each v ∈ N∗
D/X
(k), where V ecK denotes the category of finite dimensional vector spaces
over K.
3.2. de Rham. Let k be a field of characteristic zero. Then we have a canonical functor, which
does not depend on the choice of a set of vectors transversal to D,
evdR : Mic(xlog/k)→ Tx/k
defined as follows. Let (E,∇) ∈Mic(xlog/k). Then as above we have a residue map
R : E → E ⊗ Ω1xlog/k,
and an isomorphism Ω1xlog/k ≃ Cart
−(X,Dx)
gp ⊗Z k which gives an object of Tx as above. For
v ∈ N∗
Dx/X
(k) we obtain a commutative diagram
Mic(xlog/k)
evdR−−−−→ Txyidv
yid
Mic(kx,log/k)
evdR−−−−→ Tx,
where idv denotes the identification as above that depends on the choice of a transversal set of
tangent vectors; and where the lower horizontal map is defined analogously to the horizontal map
above. Let evdR(x) := evdR ◦ x∗log and evdR(v) := evdR ◦ idv ◦ x
∗
log; and fibdR(·), edR(·) composed
with the standard fiber functor of V eck. Then by the above we have a canonical isomorphism
fibdR(x) ≃ fibdR(v) and in particular, in the logarithmic de Rham theory the fiber functor is
independent of the choice of vectors.
3.3. Comparison. With the notation as in the beginning of this section, assume that k is a
perfect field of characteristic p. Fix v ∈ N∗
Dx/X
(k), a vector transversal to Dx. Let X/W be a smooth
formal scheme, D ⊆ X a simple relative normal crossings divisor, x ∈ D(W ) such that the reductions
of X, D, and x are X, D, and x respectively. We let X := X \D, Xlog the log scheme associated to
the pair (X,D) etc. Then NDx/X is a lifting of NDx/X . Let v ∈ N
∗
Dx/X
(W ), with reduction v. We
have a commutative diagram
Spec kx,log −−−−→ SpecWx,logyidv
yidv
Specxlog −−−−→ Spec xlogy
y
X log −−−−→ Xlog,
and a canonical exact closed imbedding SpecWx,log →֒ Sx,log. Note that SpecWx,log does not depend
on x, therefore we will denote it by SpecWx,log.
For (E,∇) ∈ Isoc(X log/W ), let (E,∇)X ∈ Mic(XK,log/K) denote the realization of (E,∇) on
the log rigid analytic space XK,log. Then since idv is the identity map on the underlying schemes,
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we have fib(v)(E,∇) ≃ EX(xK) by the definition of fib(v).We call this the realization of the fiber
functor fib(v) corresponding to the data (X,D, x, v), and denote it by fib(v)v in order to remember
the choice of the model. Note that this in fact does not depend on the choice of the lifting v as
expected from the de Rham version. However the comparison with the different models, i.e. the
crystalline version, depends on the choice of the liftings of the tangent vectors. Fixing the model
gives the comparison between the de Rham and the crystalline versions.
Let (Y,E, y, u) be another data of a lifting. Let (X × Y)∼ denote the blow-up of X ×Y along
∪i(Di × Ei). Denote Di × Ei by Fi. Endow (X × Y)∼ with the log structure associated to the
exceptional divisor of the blow-up, and denote it by (X×Y)∼log. The fiber of the blow-up over the
point (x, y) is isomorphic to
×iP(NFi/X×Y),
the product of the projective normal bundles of Fi in X×Y. In particular the pair [v, u] defines an
element of the fiber of
(X×Y)∼ → X×Y
over (x, y), where if v = (· · · , vi, · · · ), and u = (· · · , ui, · · · ) then
[v, u] := (· · · , [vi, ui], · · · ).
If (E,∇) ∈ Isoc(X log/W ) then we have a canonical isomorphism between the pull-backs of
(E,∇)X and (E,∇)Y to (X × Y)
∼
K , and hence evaluating this isomorphism at [v, u]K gives an
isomorphism
EX(xK) ≃ EY(yK).
On the other hand from the above diagram applied to X, x, v and Y, y, u, we obtain isomorphisms,
functorial in E,
EX(xK) ≃ fib(v)v(E,∇) ≃ fib(v)u(E,∇) ≃ EY(yK).
Claim. The two isomorphisms above, between EX(xK) and EY(yK), are the same.
Proof. Let M :=MWx,log , and ∆ :M ⊕M →M, the map induced by (idM , idM ), and I the ideal
∆∗((−
∑
i∈I Di)). Let (Wx,log ×Wx,log)
∼ denote the blow-up of Wx,log ×Wx,log along I. Note that
its underlying scheme is
∏
i∈I P
1
W .
Let
αv : SpecWx,log → X
and
αu : SpecWx,log → Y
be the exact closed imbeddings induced by v and u. These induce a map
(Wx,log ×Wx,log)
∼ → (X×Y)∼log
that maps (1, · · · , 1) to [v, u]. The diagonal map factors through the blow-up to give a map ∆ :
SpecWx,log → (Wx,log ×Wx,log)∼, which has image (1, · · · , 1). This map makes the diagrams
SpecWx,log −−−−→ Spec(Wx,log ×Wx,log)∼ −−−−→ (X×Y)∼logyid
y
SpecWx,log
αv−−−−→ Xlog
and
SpecWx,log −−−−→ Spec(Wx,log ×Wx,log)∼ −−−−→ (X×Y)∼logyid
y
SpecWx,log
αu−−−−→ Ylog
commute. Therefore if (E,∇) ∈ Isoc(X log/W ) then the isomorphism between
fib(v)v(E,∇) and fib(v)u(E,∇)
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is obtained by pulling back the canonical isomorphism between
p∗1(E,∇)X and p
∗
2(E,∇)Y
via
SpecWx,log → (X×Y)
∼
log,
where the pi, i = 1, 2 denote the projections. Since the last map has image [v, u], this proves the
claim. ✷
4. Comparison of different log points
Let D(x) ⊆ NDx/X denote the simple normal crossings divisor defined by the ideal
∏
i∈I dIi.
In other words if t1, · · · , tn is a regular system of parameters on X at x, such that D is defined
locally by t1 · · · tr = 0 then D(x) is defined by dt1 · · · dtr = 0. Note that {dti}1≤i≤r is a system of
coordinates for NDx/X . Let Nlog := NDx/X,log be the scheme NDx/X endowed with the logarithmic
structure associated to the divisor D(x), and 0log the logarithmic scheme induced by the inclusion
0→ NDx/X which gives an exact closed immersion
0log → Nlog.
Lemma 2. The log schemes xlog and 0log are canonically isomorphic.
Proof. Note that both log schemes have the same underlying scheme Spec k.
Let {ti}i∈I be a part of a system of parameters formx such thatD is defined locally by t1 · · · tr = 0.
This gives a map
ϕ : ⊗1≤i≤rSym
·(dIi/dI
2
i )→ OX,x,
with the property ϕ(dti) = ti. Since MN = (ON,0)∗dt1···dtr , MX,x = (OX,x)
∗
t1···tr , this gives a map
MN →MX,x and hence a map
MT ⊗O∗
N,x
k∗ →MX,x ⊗O∗X,x k
∗
that we continue to denote by ϕ.
The last map is independent of the choice of {ti}1≤i≤r as above. If {si}i∈I is another set then
si/ti ∈ O∗X,x, for i ∈ I. Let ψ be the map corresponding to {si}i∈I . To show the independence it is
enough to show that ψ and ϕ agree on {dsi}i∈I . Note that
ϕ(dsi) = ϕ(d(
si
ti
· ti)) = ϕ(d(
si
ti
) · ti +
si
ti
(x) · dti) =
si
ti
(x) · ti
and ψ(dsi) = si. Therefore
ϕ(dsi)
ψ(dsi)
=
si
ti
(x) ·
ti
si
and hence ϕ(dsi) and ψ(dsi) are equal in MX,x ⊗O∗X,x k
∗, for i ∈ I. This shows the independence.
This map makes the diagram
0 −−−−→ k∗ −−−−→ M0log −−−−→ M0log −−−−→ 0yid
y
yαx
0 −−−−→ k∗ −−−−→ Mxlog −−−−→ Mxlog −−−−→ 0
commute, where αx is the canonical isomorphism
αx : Cart
−(NDx/X , D(x)) ≃Weil
−(NDx/X , D(x))→Weil
−(X,Dx) ≃ Cart
−(X,Dx).
This implies that the middle map is an isomorphism. ✷
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5. Tangential basepoints in the regular singular case
We continue with the notation above. Let Nˆlog and Xˆlog denote the completions of Nlog along 0
and X along x. Let ψ : Nˆlog → Xˆlog be a morphism making the diagram
0log −−−−→ xlogy
y
Nˆlog
ψ
−−−−→ Xˆ log
commute. Such a ψ can be obtained by choosing a system of parameters t1, · · · , tn at x on X such
that Dx is locally defined by t1 · · · tr = 0, and letting ψ∗(ti) = dti ·ϕi with ϕi ∈ 1+mˆ0, for 1 ≤ i ≤ r,
and ψ∗(tj) = sj , with sj ∈ mˆ0, for r + 1 ≤ j ≤ n.
5.1. Construction. In this section assume that the base field K is of characteristic zero. We
say that an integrable connection ∇ on a vector bundle E on K[[t1, · · · , tn]]t1···tr is regular along
the divisor t1 · · · tr = 0, if (E,∇) has a logarithmic extension (E,∇) to K[[t1, · · · , tn]]. If Y/K is
smooth, and D ⊆ Y is a simple normal crossings divisor then we denote the category of vector
bundles with integrable connection on Y \D with regular singularities along D by Micreg,D(Y/K).
We define a natural functor,
ϕˆ∗ : Micreg,Dˆx(Xˆ/K)→ Micreg,Dˆ(x)(Nˆ/K).
We would like to define ϕˆ∗ as ψ∗. However since there are different choices for ψ, we have to give
canonical isomorphisms between ψ∗ and ψ′ ∗ for two such choices ψ and ψ′, satisfying the cocycle
condition for three choices. This is done exactly as above. Let (Xˆ × Xˆ)∼ be the blow-up of
(Xˆ × Xˆ) along ∪i∈I(Dˆi × Dˆi). Let Dˆ
∼
x denote the exceptional divisor. Then ψ and ψ
′ induce a
map (ψ, ψ′)∼ : Nˆlog → (Xˆ × Xˆ)∼log that factors through the completion ∆ˆ
∼
Xˆ
of (Xˆ × Xˆ)∼log along the
strict transform ∆∼
Xˆ
of the diagonal.
Let (E,∇) ∈ Micreg,Dˆx(Xˆ/K) then it has a logarithmic extension (E,∇). The connection gives
a horizontal isomorphism between p∗1(E,∇) and p
∗
2(E,∇) on the first infinitesimal neighborhood
of the strict transform of the diagonal in (Xˆ × Xˆ)∼. Since the connection is integrable and K
has characteristic 0 the isomorphism extends to the formal neighborhood. The restriction of this
isomorphism to (Xˆ × Xˆ)∼ \ Dˆ∼x depends only on (E,∇). Therefore pulling back this isomorphism
via
Nˆ \ Dˆ(x) → (Xˆ × Xˆ)
∼ \ Dˆ∼x
gives the isomorphisms between ψ∗ and ψ′ ∗ we were looking for. As usual the integrability of the
connection gives the cocycle condition.
We will need the following.
Lemma 3. If (E,∇) ∈ Micreg,t1···tr(K[[t1, · · · , tn]]/K) then it has an extension of the form (O
⊕rkE , d−∑
1≤i≤r Γi
dzi
zi
), to K[[t1, · · · , tn]], where Γi ∈ MrkE×rkE(K) and the Γi do not have eigenvalues that
differ by a non-zero integer.
Proof. This is exactly The´ore`me 3.4. in [GL] except that there K is assumed to be algebraically
closed. The same proof works without this assumption as follows. Using the notation in loc.
cit. let Λ be a lattice, not necessarily free, in Γ(K[[t1, · · · , tn]]t1···tr , E) relative to which ∇ has
logarithmic singularities along t1 · · · tr = 0. Let W be a K-subspace of Λ invariant under the semi-
simplifications s∇ti∂/∂ti of the ∇ti∂/∂ti and complementary to mΛ. Since
s∇ti∂/∂ti are commuting
semi-simple operators, W has a decomposition W = ⊕j∈JWj , as a K[s∇ti∂/∂ti ]1≤i≤n module, such
that each s∇ti∂/∂ti |Wj is annihilated by an irreducible polynomial. Assume that,
s∇ti∂/∂ti , for some
i, has two eigenvalues λ1 and λ2 such λ1 − λ2 = n ∈ Z+. Note that these eigenvalues cannot be the
root of the same irreducible polynomial p(x), since otherwise λ1 will be a root of p(x)− p(x− n), a
non-zero polynomial of degree less than p(x). If λk, 1 ≤ k ≤ 2, appear as an eigenvalue of s∇ti∂/∂ti
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on Wjk , then the corresponding minimal polynomials satisfy pi1(x) = pi2(x − n). We replace Wi2
with tniWi2 , inW =
∑
j∈J Wj , and continue in this manner until no two eigenvalues for the
s∇ti∂/∂ti
differ by a non-zero integer, and denote by Λ′ the lattice generated by this. Then The´ore`me 3.4. in
loc. cit. shows that Λ′ is free, invariant under the ∇ti∂/∂ti , and ∇ is represented on Λ
′ as in the
statement of the lemma. ✷
Lemma 4. ϕˆ∗ is an equivalence of categories.
Proof. In order to prove this, by the definition above, we may assume that ϕˆ∗ is i∗, where i is
the closed immersion
i : SpfK[[t1, · · · , tr]]t1···tr → SpfK[[t1, · · · , tn]]t1···tr .
Since i∗ has a section, namely pr∗, where pr is the projection, the essential surjectivity follows. To
see the full-faithfullness it is enough to show, for
(E,∇) ∈Micreg,t1···tr (K[[t1, · · · , tn]]/K),
that
Γ∇(K[[t1, · · · , tn]]t1···tr , E)→ Γi∗∇(K[[t1, · · · , tr]]t1···tr , i
∗E)
is an isomorphism. By lemma 3. we may assume that
(E,∇) = (O⊕rkE , d−
∑
1≤i≤r
Γi
dzi
zi
)
such that the only integer eigenvalues of the Γi are 0. Then we see that U(z) :=
∑
I∈Zr UIz
I ∈
Γ∇(K[[t1, · · · , tn]]t1···tr , E) if and only if U0 ∈ ∩1≤i≤rΓi and UI = 0, for I ∈ Z
r \ {0}. This shows
the bijectivity. ✷
Finally in order to define the tangential basepoints we will need the following
Lemma 5. Let Micreg(K[t1, · · · , tn]t1···tn/K) denote the category of vector bundles with integrable
connection and regular singularities at infinity on (A1 \ {0})n. Then the natural map
Micreg(K[t1, · · · , tn]t1···tn/K)→ Micreg,t1···tr (K[[t1, · · · , tn]]/K)
is an equivalence of categories.
Proof. Since (Om, d −
∑
1≤i≤n Γi
dzi
zi
), with Γi ∈ Mm×m(K), has regular singularities along all
the divisors at infinity, the essential surjectivity of the functor follows from lemma 3.
Let (E,∇) ∈ Micreg(K[t1, · · · , tn]t1···tn/K) then since E has a locally free extension toK[t1, · · · , tn],
e.g. a logarithmic extension of (E,∇), the natural map
Γ∇(K[t1, · · · , tn]t1···tn , E)→ Γ∇(K[[t1, · · · , tn]]t1···tn , E)
is injective. To see its surjectivity, let s be in the target. Then (E,∇) and s can be defined
over a subfield K0 of K that has countable transcendence degree over Q. Therefore it suffices to
prove the surjectivity where K is replaced by an arbitrary subfield L of C. If L = C then by the
Riemann-Hilbert correspondence we may assume that (E,∇) = (O⊕k, d −
∑
1≤i≤n Γi
dzi
zi
), where
Γi ∈Mk×k(C) with 0 as the only possible integer eigenvalue for the Γ′is. Then any formal solution
of the differential equation around 0 is a constant section of Ok that is annihilated by all the Γ′is.
This gives the surjectivity when L = C. For general L ⊆ C, let s ∈ Γ∇(L[[t1, · · · , tn]]t1···tn , E).
Then, by the above, there is an s′ ∈ Γ∇(C[t1, · · · , tn]t1···tn , E) such that s
′ maps to the pull-back of
s by C/L. Then by the injectivity proven above, s′ is invariant under Gal(C/L) since s is. Therefore
by descent s comes from the variety over L. ✷
Therefore we obtain a quasi-inverse
Micreg,Dˆ(x)(Nˆ/K)→ Micreg(N
∗
Dx/X
/K),
and combining this with
Micreg(X/K)→ Micreg,Dˆ(x)(Nˆ/K)
7
and ϕˆ∗ gives
Micreg(X/K)→ Micreg(N
∗
Dx/X
/K)
5.2. Functoriality. Let f : Xlog → Y log be a morphism of log schemes with f(x) = y. Let
P(f) : Nx,X,log → Ny,Y,log denote the unique homogeneous map that induces fx : xlog → ylog under
restriction and the isomorphisms xlog ≃ 0x,log and ylog ≃ 0y,log. P(f) is called the principal part of
f at x relative to the given divisors. Then we have a commutative diagram
Micreg,E(Y/K)
f∗
−−−−→ Micreg,D(X/K)y
y
Micreg,E(y)(Ny/K)
P(f)∗
−−−−→ Micreg,D(x)(Nx/K).
6. The unipotent case
6.1. We will need the following in order to give the relation between tangential and ordinary
basepoints. In a tannakian category we denote the tannakian subcategory of unipotent objects by
the subscript uni.
Lemma 6. Let Di ⊆ (P1K)
r, for i ∈ {0,∞} denote the divisor defined by the standard coordinate
axes passing through i. And let D := D0 ∪D∞. Then the restriction to the origin map
Micuni((P
1
K)
r
log/K)→ Micuni(K
r
log/K)
is an equivalence of categories.
Proof. Denote (P1)r by P. First note that Micuni(K
r
log/K) is canonically equivalent to Tuni,r/K
the full subcategory of unipotent objects in Tr/K, where by Tr we mean the category defined as
in Definition. 1 above with Cart−(·) replaced with Nr. Under this equivalence the functor above
becomes the one that associates E(0) endowed with {resi(E,∇)}1≤i≤r to (E,∇), where resi denotes
the residue along Di at 0.
Let (V, {Ni}i∈I) be an object of Tr,uni then (V ⊗K OP , d −
∑
i∈I Nid log zi) is an object of
Micuni(PK/K) that has image (V, {Ni}i∈I) under the restriction functor. This proves the essential
surjectivity.
Since the functor above is a tensor functor in order to see that it is fully faithful it is enough to
show that taking fibers at zero induces an isomorphism
Hom∇((OPK , d), (E,∇))→ HomTr((K, {0}i∈I), (E(0), {resi(E,∇)}i∈I)
is an isomorphism, or equivalently that
H0dR(PK,log , (E,∇))→ ∩i∈IkerE(0)(resi(E,∇))
is an isomorphism. First note that for the underlying bundle E of
(E,∇) ∈ Micuni(PK/K)
is trivial. This follows from the fact that Ext1P (OP ,OP ) = H
1(P,OP ) = 0 by induction on the
nilpotence level [De]. Therefore without loss of generality we will assume that (E,∇) = (OrkEP , d−∑
1≤i≤r Ni d log zi), for some nilpotent matrices Ni ∈ MrkE×rkE(K). If α is a global (horizontal)
section of (E,∇) then it is a constant section of OrkE . Therefore the map above is injective. In order
to see that it is surjective, we note that for any α ∈ ∩i∈IkerE(0)(resi(E,∇)), the constant section of
OrkEP with fiber α at 0 is a horizontal section with respect to the connection d−
∑
i∈I Nid log zi. ✷
Let NDx/X :=
∏
i∈I NDi/X , where NDi/X is the smooth compactification of NDi/X . Let D(x) ⊆
NDx/X denote the normal crossings divisor D0 ∪D∞.
By the first section we have a functor
Isocuni(X log/W )→ Isocuni(xlog/W ),
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combining this with the canonical isomorphism xlog ≃ 0log, in section 3 and applying the last lemma
to obtain an equivalence of categories
Isocuni(N log/W )→ Isocuni(0log/W ),
we obtain a functor
ϕ∗ : Isocuni(X log/W )→ Isocuni(N log/W ).
Remark. Note that in the de Rham version of the above we have a commutative diagram
Micuni(Xlog/K) −−−−→ Micuni(N log/K)y
y
Micreg(X/K) −−−−→ Micreg(N/K).
6.2. Description of ϕ∗. First we will give another description of the functor
Isocuni(X log/W )→ Isocuni(0log/W ).
We use the notation of section 2.(iii)., i.e. X is a lifting of X etc. Let ψ : Ulog → Xlog,K , where
U ⊆ (NDx/X)K is a polydisc around zero, be a map such that ψ(0) = xK ; the map on the monoids
is the identity map; the map induced by the differential at zero, d0(ψ) from ⊕i∈I(NDi/X)K ≃
T0(NDx/X)K to ⊕i∈I(NDi/X)K is the identity map; and ψ is an isomorphism onto its image. We
have a map
ψ∗ : Micuni(XK,log/K)→ Micuni(Ulog/K),
where Ulog is the log scheme associated to the divisor obtained by pulling back DK . Combining this
with the restriction map, we obtain
ψ∗0 : Micuni(XK,log/K)→ Micuni(0x,log/K).
Note that here 0x,log denotes a log scheme overK and that in fact the category Micuni(0x,log/K) does
not depend, up to canonical isomorphism, on the choices of the liftings since Mic(0x,log/K) ≃ Tx/K
and Weil−(U ,Dx) ≃Weil
−(X,Dx).
Let V ⊆ (NEy/Y)K , and ψ˜ : V → YK be another choice as above, with ψ˜(0) = yK . Then we have
a map
(ψ × ψ˜)∼ : (U × V)∼log → (XK ×YK)
∼
log
induced by ψ × ψ˜. The underlying map of schemes is the identity map on the exceptional divisors.
Note that the exceptional divisors are respectively the products of the normal bundles of ψ∗(DK,i)×
ψ˜∗(DK,i) and DK,i × DK,i at (0, 0) and (xK , yK). If (E,∇) ∈ Isocuni(X log/W ) then by pulling
back with (ψ × ψ˜)∼ we have a canonical isomorphism between the pullbacks of ψ∗0(E,∇)X and
ψ˜∗0(E,∇)Y to the tube of the diagonal in (0x,log× 0y,log)
∼. Here note that even though the diagonal
is not defined, the tube of the diagonal is well-defined as the tube of the diagonal after 0x,log/W
and 0y,log/W are identified by an isomorphism that induces the identity map on the special fibers.
These isomorphisms on the tubes, viewed as log rigid analytic spaces, satisfy the cocycle condition
and hence define an element of Isocuni(0log/W ) by lemma 5 and 6.
Lemma 7. Let (N,D)/W and (M,E)/W be two formal vector bundles endowed with linear normal
crossings divisors passing through 0, which are liftings of a vector bundle with normal crossings divi-
sor (N,D)/k. Using the standard notation as above, let (E,∇) and (F,∇) be in Micuni(NK,log/K)
and Micuni(MK,log/K). And let
α0 : p
∗
1(E,∇)0 → p
∗
2(F,∇)0
be an isomorphism between the pullbacks to the tube of the diagonal in (0log×0log)∼ of the restrictions
of (E,∇) and (F,∇) to 0log in NK and MK . Then there is a unique isomorphism
α : p∗1(E,∇)→ p
∗
2(F,∇)
on the tube of the diagonal in (N×M)∼K,log that extends α0.
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Proof. First we will assume without loss of generality that the special fiber of the formal vector
bundles is the trivial bundle kr. In order to prove the lemma we will assume, without loss of generality
by choosing bases whose reductions modulo p are the standard basis of kr, that (N,D) and (M,E) are
Ar endowed with the standard coordinate hyperplanes as the divisor. Furthermore we will assume
by Lemma 3. that (E,∇) = (F,∇) = (Or , d−
∑
i∈I Ni d log zi), for some nilpotent operatorsNi. The
existence follows from the fact that unipotent logarithmic connections on the generic fiber p-adically
converge, that is induce logarithmic isocrystals. More explicitly the isomorphism from p∗1(E,∇) to
p∗2(E,∇) on the tube of the diagonal is given by
∏
1≤i≤r e
log(1+ti)Ni , where we let
z
(2)
i
z
(1)
i
= 1 + ti, for
|ti| < 1. In particular note that α((vK , uK)) = α0([vK , uK ]), when E = V1 ⊗O and F = V2 ⊗O as
in the statement of the lemma, where u and v have the same reduction v ∈ N∗(k) modulo p, and
[vK , uK ] denotes the point corresponding to (vK , uK) in the exceptional divisor.
In order to see the uniqueness it is enough to show that for a unipotent vector bundle with
logarithmic connection (E,∇) on the tube ]∆N [(N×M)∼ of the diagonal in (N×M)
∼ the restriction
functor
H0dR(]∆N [(N×M)∼ , (E,∇))→ H
0
dR(]0[(0log×0log)∼ , (E,∇))
is injective. This follows from H0dR(]∆N [(N×M)∼ , (O, d)) = K by induction on the nilpotence level
of (E,∇). ✷
Therefore we obtain a map
Isocuni(Xlog/W )→ Isocuni(0x,log/W ).
In order to see that this is the same as the one constructed before we note that the map
(0x,log × 0y,log)
∼ → (U × V)∼log → (XK ×YK)
∼
log
induced by ψ and ψ˜ factors as
(0x,log × 0y,log)
∼ → (xK,log × yK,log)
∼ → (XK ×YK)
∼
log.
The underlying schemes of (0log × 0log)∼ and (xK,log × yK,log)∼ are the exceptional divisors of
(U × V)∼log, and (XK × YK)
∼
log and the map induced between them is the identity map if they
are identified via the isomorphisms of the form zK,log ≃ 0z,log, z ∈ {x, y} because of the condition
on the derivative at 0 of the local isomorphisms ψ and ψ˜. This shows that the two functors from
Isocuni(Xlog/W ) to Isocuni(0x,log/W ) are the same.
To give a description of ϕ∗ we need to describe
Isocuni(0log/W )→ Isocuni(N log/W ).
Let NDx/X/W be a formal vector bundle, lifting NDx/X endowed with a linear normal crossings
divisor at 0. We do not assume that the lifting in fact comes from the tangent space of a lifting X
of X but continue to use that notation for consistency. The functor, defined only up to canonical
isomorphism,
eX : Tx,uni/K ≃Micuni(0x,log/K)→ Micuni((NDx/X)K,log/K)
is the one that sends (V, {Ni}i∈I) to (V ⊗KON, d−
∑
i∈I Nid log zi), where {zi}i∈I is a linear system
of coordinates for NK such that the divisor on NK is defined by
∏
i∈I zi = 0. Note that since the zi
are defined only up to a scalar multiple the d log zi are well-defined.
Let NEy/Y/W be another such lifting. Then for (E,∇) ∈ Isocuni(0log/W ), by the construction
we have
eX(E,∇) ∈Micuni((NDx/X)K,log/K) and eY(E,∇) ∈ Micuni((NEy/Y)K,log/K)
and an isomorphism
α0 : p
∗
1eX(E,∇)0 → p
∗
2eY(E,∇)0.
And hence an isomorphism
α : p∗1eX(E,∇)→ p
∗
2eY(E,∇)
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by the last lemma. Since the isomorphisms on the log points satisfy the cocycle condition, the
isomorphisms for the connections on the N
′
Ks also satisfy the cocycle conditon by the uniqueness
statement in the last lemma. Therefore the data of objects eX(E,∇), for each lifting X as above,
together with the isomorphisms of their pullbacks to the blow-up of the products for different liftings
define an element e(E,∇) ∈ Isocuni(N log/W ). This is a more explicit description of the inverse of
Isocuni(N log/W )→ Isocuni(0log/W )
that will be useful below.
6.3. Comparison with ordinary basepoints. Let Y/k be a smooth variety, y ∈ Y (k),
i : y → Y the inclusion. Then we denote the fiber functor i∗ : Isoc(Y/W )→ V ecK by ω(y).
Choosing v ∈ N∗
Dx/X
(k), and composing ϕ∗ with
ω(v) : Isocuni(N log/W )→ Isocuni(N
∗/W )→ V ecK
we obtain the fiber functor ϕ∗v : Isocuni(X log/W )→ V ecK .
Proposition 1. There is a canonical natural isomorphism ϕ∗v ≃ fib(v). Here fib(v) is the tangential
basepoint defined above.
Proof. Let (E,∇) ∈ Isocuni(X log/W ) and let X, etc. be a lifting, and let ψ : U → XK be a map
as above. Then by the description of ϕ∗ above,
(ϕ∗(E,∇))X,ϕ = (EX(xK)⊗K ONK , d−
∑
i∈I
resDK,i(E,∇)X(xK)d log zi)
since resϕ−1(DK,i)ϕ
−1(E,∇)X(xK) = resDK,i(E,∇)X(0). Together with the choices above let v ∈
N∗
Dx/X
(W ) lifting v. Then by the above formula, the realization ϕ∗v(X, ψ, v) of ϕ
∗
v is the map sending
(E,∇) as above to (EX(xK) ⊗K ONK )(vK) = EX(xK). Similarly by the description given in 1.(iii).
fib(v)X,v(E,∇) = EX(xK).
Let (Y, ψ˜, u) be another such data of a lifting. Then the isomorphism between fibX,v(E,∇) and
fibY,u(E,∇) is the one obtained from pulling the connections to the point [vK , uK ] ∈ (XK ×YK)
∼.
Similarly the isomorphism between ϕ∗v(X, ψ, v)(E,∇) and ϕ
∗
v(Y, ψ˜, u)(E,∇) is the one obtained by
pulling back the connections to the point (vK , uK) ∈ (NX × NY)
∼
K . Therefore in order to prove
the claim we only need to see that for (V1 ⊗ O,∇) ∈ Micuni((NX)K,log/K) and (V2 ⊗ O,∇) ∈
Micuni((NY)K,log/K) and an isomorphism between their pullbacks to (NX×NY)
∼
K , the isomorphism
at the point [v, u] is the same as the one at (v, u). But this was shown in the proof of Lemma 4. ✷
6.4. Tangential basepoints for unipotent overconvergent isocrystals. We continue to
use the notation above, and let Isoc†
X
(X/W ) denote the category of isocrystals overconvergent along
D ⊆ X. Then the natural map
Isocuni(Xlog/W )→ Isoc
†
X,uni
(X/W )
is an equivalence of categories. This follows, in the usual way, from the fact that for any log
F k-isocystal E , in particular OX ⊗K, on Xlog the natural map
Hirig(Xlog/W, E)→ H
i
rig,X
(X/W, j†E)
is an isomorphism ([Shi], proof of (2.4.1)) for all i, where j : X →֒ X is the inclusion. Therefore by
the above construction we obtain a fiber functor on Isoc†
X,uni
(X/W ), and hence a fiber functor
fib(v) : Isoc†uni(X/W )→ V ecK ,
for v ∈ N∗
Dx/X
(k).
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7. Drinfel’d-Ihara relation
7.1. de Rham basepoint. From now on let X := P1 \ {0, 1,∞}, and X := P1. In the following
when we write P1/Q we will always assume that it is endowed with a specific choice of a coordinate
function, i.e. a rational function z ∈ k(P1/Q) such that Q(z) = k(P1/Q), where k(P1/Q) denotes
the field of rational functions on P1/Q.
Let
M0,n := {(x0, · · · , xn−1) ∈ (P
1)n| all xi are different}/PGL2,
where PGL2 acts diagonally by linear fractional transformations.
Lemma 8. For n ≥ 4, M0,n has a compactification M0,n withM0,n\M0,n a simple normal crossings
divisor and H1B((M 0,n)C,Z) = 0.
Proof. First note that by using a linear fractional transfornation that sends (x0, x1, x2) to (0, 1,∞)
we can identify M0,n with X
n−3 \∆h, where
∆h := {(x1, · · · , xn−3)|xi 6= xj for i 6= j}
is the hyperdiagonal in Xn−3. A compactification M0,n of M0,n ⊆ (P1)n−3 with M0,n \ M0,n
a simple normal crossings divisor is obtained by a succession of blowings up of (P1)n−3 along
linear subvarieties. Since (P1)n−3 is simply connected and the blowings up do not change the first
cohomology group we have H1B((M0,n)C,Z) = 0. ✷
The above lemma together with Grothedieck’s comparison theorem gives
H1dR((M0,n)C, (O, d)) = 0,
and hence H1(M0,n,O) = 0. Therefore one has a canonical fiber functor on
Micuni(M0,n/Q)
defined in [De]. This can be described as follows. For any (E,∇) ∈Micuni(M0,n/Q), the underlying
vector bundle E of the canonical extension (E,∇) ∈ Micuni(M0,n, logD) is trivial [De], where
D :=M0,n \M0,n. Therefore the canonical map
Γ(M0,n, E)⊗OM0,n ≃ E
is an isomorphism and the functor
ω(dR) (:= Γ(M0,n, ·)) : Micuni(M0,n/Q)→ VecQ
is a fiber functor.
This a priori depends on the choice of a compactification of M0,n with zero first Betti coho-
mology. Let M
1
0,n and M
2
0,n be two such compactifications. By applying Hironaka’s resolution
of singularities to the closure ∆(M0,n)
− of the image of M0,n in M
1
0,n ×M
2
0,n under the diagonal
map we obtain a compactification M
12
0,n of M0,n with the complement a simple normal crossings
divisor together with maps M
12
0,n → M
1
0,n and M
12
0,n → M
2
0,n that commute with the inclusions of
M0,n. Let (E,∇) ∈ Micuni(M0,n/Q), and (E
i
,∇) its canonical extension to M
i
0,n, for i ∈ {1, 2}.
Then since supp(π∗i (Di)) ⊆ D12 we have π
∗
i (E
i
∇) ∈ Mic(M
12
0,n(logD12)/Q). Furthermore since the
exponents of the pull-backs are linear combinations of the original exponents, which are zero by
the definition of canonical extension, the exponents of the pull-backs are zero as well. And hence
π∗i (E
i
∇) ∈ Micuni(M
12
0,n(logD12)/Q). Therefore the identification π
∗
1(E
1
∇)|M0,n = π
∗
2(E
2
∇) ex-
tends to M
12
0,n and after taking global sections induces an isomorphism Γ(M
12
0,n, E
1
) ≃ Γ(M
12
0,n, E
2
).
A similar argument shows that the cocycle condition is satisfied for three different compactifications
and hence the definition of the canonical de Rham fiber functor is independent of the compacti-
fication satisfying the properties above, and is functorial with respect to arbitrary maps between
M0,n.
If x is a (tangential) basepoint of M0,n then the natural maps Γ(M0,n, E) → E(x) induce an
isomorphism of the fiber functors ω(dR) and ω(x). And hence there is a canonical path between the
12
fiber functors ω(x) and ω(y) in the de Rham theory; this is denoted by ye(dR)x. As above this path
is independent of the compactification in the case where x and y are ordinary points.
7.2. Fundamental group of M0,n. Let π1,dR(M0,n, ω(dR)) denote the fundamental group of
the tannakian category Micuni(M0,n/Q) at the fiber functor ω(dR); this is a pro-unipotent algebraic
group.
Lemma 9. The natural map pn :M0,n →M0,n−1 with
pn([x0, · · · , xn−1]) = [x0, · · · , xn−2]
induces an exact sequence
0→ π1,dR(Fx, ω(dR))→ π1,dR(M0,n, ω(dR))→ π1,dR(M0,n−1, ω(dR))→ 0
where Fx is the fiber of pn containing x := [x0, · · · , xn−1].
Proof. First assume that the basefield is C. Then pn is a locally trivial fibration with fibers
isomorphic to P1 minus n− 1 points. Hence we get a homotopy exact sequence for the topological
fundamental groups
· · · → π2(M0,n−1, pn(x))→ π1(Fx, x)→ π1(M0,n, x)→ π1(M0,n−1, pn(x))→ · · · .
Since Fx is connected we obtain the exact sequence
π1(Fx, x)→ π1(M0,n, x)→ π1(M0,n−1, pn(x))→ 0
Let G be an abstract group, and {Zi(G)}1≤i the central descending series, i.e. Z1(G) := G
and Zi+1(G) := [G,Zi(G)]. Then G[N ] := (G/ZN+1(G))/tors (note that since G/ZN+1(G) is
nilpotent the set of its torsion elements form a subgroup [Ba]) is canonically imbedded into G[N ] ∗,
the universal nilpotent torsion free divisible group receiving a map from G[N ]. If g ∈ G[N ] ∗ then
there is an n ∈ Z>0 such that gn ∈ G[N ], and for every g ∈ G[N ] and n ∈ Z≥0 there exists a unique
h ∈ G[N ] ∗ such that hn = g ([Ba], section 8.3). These imply that
π1(Fx, x)
[N ] ∗ → π1(M0,n, x)
[N ] ∗ → π1(M0,n−1, pn(x))
[N ] ∗ → 0
is exact.
For a pro-unipotent algebraic group H, let H(N) denote its largest quotient of nilpotence level
≤ N. Since, by the Riemann-Hilbert correspondence, π1,dR(·)
(N) is the unipotent algebraic envelope
of π1(·)[N ]∗ over C, the exact sequence above implies that
π1,dR(Fx, x)
(N) → π1,dR(M0,n, x)
(N) → π1,dR(M0,n−1, pn(x))
(N) → 0
is exact. Since any unipotent integrable connection on Fx of level N can be extended to a unipotent
integrable connection of level N on M0,n the first map is injective. By taking the inverse limits we
obtain the exact sequence
0→ π1,dR(Fx, x)→ π1,dR(M0,n, x)→ π1,dR(M0,n−1, pn(x))→ 0
since the inverse system {π1,dR(. , .)(N)}N≥1 satisfies the Mittag-Leffler condition. This gives the
statement in the lemma when the basefield is C. To obtain it in the case when the base field is Q we
note that the unipotent de Rham fundamental group commutes with the base change of the fields
[De]. ✷
Remark. Note that the sequence
0→ π1(Fx, x)→ π1(M0,n, x)→ π1(M0,n−1, pn(x))→ 0
is exact on the left as well. This follows from the fact that πi(M0,n, .) = 0 for i ≥ 2 and n ≥ 4. To
see this first note that the fibers F (n) of the maps pn, being isomorphic to P
1 minus n-1 points have
the unit disc as a covering space (by uniformization theory), therefore πi(F
(n), .) = 0 for i ≥ 2.
Then the claim follows by induction from this and the homotopy sequences for the fibrations pn.
Residues. Let
M∗0,n := {(x0, · · · , xn−1) ∈ (P
1)n| at most two of the xi are equal}/PGL2.
13
We haveM0,n ⊆M∗0,n as an open subvariety with the complement a simple normal crossings divisor.
Let Dij ⊆ M∗0,n denote the divisor defined by the image of xi = xj . By the above lemma, using
induction, we see that H1,B(M0,n) is generated by the loops around the divisors Dij . Therefore the
image of H1,B(M0,n) in H1,B(M
∗
0,n) is zero. Since H1,B(M
∗
0,n,M0,n) = 0, by using Mayer-Vietoris
sequence and excision for a suitable cover, we see that H1,B(M
∗
0,n) = 0. Therefore we may choose
M0,n as in the previous lemma such thatM
∗
0,n =M0,n\D0, where D0 ⊆M0,n is a divisor contained
in M0,n \M0,n.
Let Dij denote the closure of Dij in M0,n. Let x ∈ Dij(Q) and {tk}1≤k≤n−3 a system of pa-
rameters on M0,n at x such that the divisor M0,n \M0,n is defined by t1 · · · tr = 0 at x and Dij is
defined by t1 = 0 at x. If we let (E,∇) denote the canonical extension of (E,∇) we obtain a map
−∇t1 ∂∂t1
(x) : E(x)→ E(x),
which is independent of the choice of the system of parameters as above. As usual we denote this
map by resx,Dij (E,∇) This map satisfies
resx,Dij ((E,∇)⊗ (F ,∇)) = idE(x) ⊗ resx,Dij ((F ,∇) + resx,Dij ((E,∇)⊗ idF (x),
and hence gives an element resx,Dij ∈ Lieπ1,dR(M0,n, x). Using the canonical isomorphism
Γ((M0,n)Q, E) ≃ E(x)
we obtain an algebraic map
(Dij)Q → End(Γ(M0,n)Q, E).
Since (Dij)Q is proper and integral this map is in fact constant. And by descent this is in fact
defined over Q and we obtain elements resij ∈ Lieπ1,dR(M0,n, ω(dR)).
If {i, j} ∩ {k, l} = ∅ then Dij ∩ Dkl 6= ∅ and computing the residues at a point in Dij ∩ Dkl
we see that [resij , reskl] = 0 by the integrability of the connection. Similarly by computing
the residues along a fiber of the projection M0,n → M0,n−1 that maps [x0, · · · , xj , · · · , xn−1] to
[x0, · · · , xˆj , · · · , xxn−1], we see that
∑
i resij = 0, where we let resii = 0 by convention. Let
Hn := Lie << eij >>0≤i,j≤n−1 /(eii, eij − eji,
∑
i
eij , [eij , ekl]| for {i, j} ∩ {k, l} = ∅),
with Lie << · >> denoting the free pro-nilpotent Lie algebra generated by the arguments. We
have a map Hn → Lieπ1,dR(M0,n, ω(dR)). This map is surjective since for a space Y that has a
compactification Y as above with H1B(Y C) = 0, Lieπ1,dR(Y, ω(dR)) is generated by the dual of
H1dR(Y/Q) [De].
Corollary 1. The exact sequence in the statement of the previous lemma has a natural splitting
and gives
π1,dR(M0,n, ω(dR)) ≃ π1,dR(M0,n−1, ω(dR))⋉ π1,dR(F
(n), ω(dR)),
where F (n) ≃ P1 \ {a1, · · · , an−1} for some dictinct points ai.
Proof. Let
Hn := Lie << eij >>1≤i,j≤n /(eii, eij − eji,
∑
j
eij , [eij , ekl]| for {i, j} ∩ {k, l} = ∅).
There are exact sequences
0→ Gn → Hn → Hn−1 → 0
where Gn := Lie << ein >> /(
∑
i ein)
And there is a natural splitting Hn−1 → Hn mapping eij to eij .
In other words
Hn ≃ Hn−1 ⋉Gn
where the action of Hn−1 on Gn is determined by
[eij , ekn] = 0 if {i, j} ∩ {k, n} = ∅
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and [eij , ein] = −[
∑
k 6=i
ekj , ein] = −[ejn, ein] if 1 ≤ i, j ≤ n− 1.
As we have seen above there are surjections
Hn → Lieπ1,dR(M0,n, ω(dR)).
These fit into commutative diagrams
0→ Gn → Hn → Hn−1 →0y
y
y
0→Lieπ1,dR(F (n), ω(dR))→Lieπ1,dR(M0,n, ω(dR))→Lieπ1,dR(M0,n−1, ω(dR))→0
with exact rows and this implies that they are in fact isomorphisms
Hn ≃ Lieπ1,dR(M0,n, ω(dR))
by induction. ✷
From now on we will write eij instead of resij .
7.3. Basepoints on M0,4 and M0,5. For i, j ∈ {0, 1,∞} let tij denote the unit tangent vector
at the point i that points in the direction from i to j. For example, t01 :=
d
dz at 0, t10 := −
d
dz at 1,
t∞0 := z
2 d
dz at ∞ etc. Note that X ≃ M0,4 by the map z → [0, z, 1,∞], and P
1 can be viewed as
the compactification
{(x0, x1, x2, x3)|x0 6= x2, x0 6= x3, x2 6= x3}/PGL2
of M0,4. Therefore we may view tij as basepoints on M0,4.
Note that M∗0,5 is a compactification of M0,5. We will use the following tangential basepoints on
M∗0,5 at the points
[{x0, x1}, {x2, x3}, x4], [{x0, x1}, x2, {x3, x4}], [x0, {x1, x2}, {x3, x4}],
[x0}, {x1, x2}, x3, {x4], [x0}, x1, {x2, x3}, {x4],
where by, say [{x0, x1}, {x2, x3}, x4] we mean the point [x0, x1, x2, x3, x4] ∈M0,5 with x0 = x1 and
x2 = x3, and we let t01,23 denote a tangent vector at that point that maps to the previously defined
tangent vectors on X under the map that sends
[x0, x1, x2, x3, x4]→ [x0, x2, x3, x4]
and the map that sends
[x0, x1, x2, x3, x4]→ [x0, x1, x2, x4].
There are four different choices, however in the crystalline setting the choice between these four
points will not be important; see the lemma below. Similarly we choose tangent vectors at the four
remaining basepoints with the same property.
7.4. Frobenius. Let Y/Qp be a smooth variety, and assume that there is a proper, smooth
model Y/Zp and a simple relative normal crossings divisor D ⊆ Y whose irreducible components
are defined over Zp, with a fixed isomorphism YQp ≃ Y, where Y := Y \ D. Using the isomor-
phism Micuni(Y/Qp) ≃ Isoc
†
uni(Y ⊗ Fp/Zp) we obtain a frobenius action F
∗ : Micuni(Y/Qp) →
Micuni(Y/Qp) defined in [De] (see also [CS] and [U¨n]). And choosing (tangential) basepoints x and
y with finite reduction we obtain a map F∗ : yGdR,x(Y/Qp) → yGdR,x(Y/Qp), where by GdR we
denote the de Rham fundamental groupoid. In fact the frobenius is independent of the choice of
the model, but we will not need this below.
p-adic integration. Let Qp,st denote the ring of polynomials Qp[l(p)], where l(p) is a formal
variable that could be thought of as (a multi-valued) log p. Then log z : D(1, 1−) → Qp uniquely
extends to an additive map log z : Q∗p → Qp,st such that log p = l(p).
Let Y/Qp be a variety with a model Y/Zp etc. as above and x, y ∈ X(Qp). Then Vologodsky
[Vo] extending the work of Coleman, Colmez, Besser, shows that there is a canonical path ycx ∈
yGdR,x(Y/Qp)(Qp,st) such that F∗(ycx) = ycx, and ycx has image y1x under the canonical projection
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of yGdR,x(Qp,st) to Qp,st. F coincides with the above when x and y have finite reduction with respect
to the given model; in fact in this case the element ycx is defined over Qp ⊆ Qp,st.
Similarly there is a canonical path bca even when a and b are tangential basepoints. The same
proof as in loc. cit. p. 17 extends to this case to show the existence and uniqueness of the path
satisfying the properties above.
In order to describe this path, without loss of generality by the compatibility with respect to
concatenation, we will describe ucx where x is a genuine point and u ∈ N∗Dy/Y
(Qp), which is not
necessarily of finite reduction with respect to the given model.
Let Y an be the associated analytic space, U ⊆ NDy/Y a polydisc around zero and ϕ : Ulog →
Y log,an be a map such that ϕ(0) = y; the map on the monoids is the identity map; the map induced
by the differential at zero is the identity map; and ϕ is an closed immersion. Assume without loss
of generality that x is in the image of ϕ and u is in U . Then we claim that the canonical crystalline
path between ω(x) ⊗ Qp,st and ω(u) ⊗ Qp,st is given by limǫ→0( ucǫ · ϕ(ǫ)cx) where ucǫ is a path
on NDy/Y \ D(y), ϕ(ǫ)cx is a path on Y and ω(ǫ) and ω(ϕ(ǫ)) are identified by the fact that the
restriction to U of the pull-back to the tangent space of a unipotent connection is its pull-back via
ϕ as described above.
First in order to see that the above limit exists by choosing coordinates and choosing a local
trivialization (Om, d −
∑
1≤i≤r Ni
dzi
zi
) where Ni are nilpotent, of the the underlying bundle of a
unipotent vector bundle with connection, we are reduced to showing that: if
ϕ : D(0, 1−)rlog → D(0, 1
−)nlog
is a closed immersion of logarithmic analytic spaces, where both of the spaces are endowed with the
log structure associated to z1 · · · zr = 0, such that ϕ(0) = 0; and
ϕ(zi)
zi
∈ 1 +mY ,0 then
lim
ǫ→0
∏
i
exp(Ni log
ui
ǫi
) ·
∏
i
exp(Ni log
ϕ(ǫ)i
xi
)
exists. Here log denotes the multivalued extension of the logarithm described above. Since
lim
ǫ→0
log
ϕ(ǫ)i
ǫi
= 0
the above limit exists and is equal to
∏
i exp(Ni log
ui
xi
). The standard arguments as in the section
on tangential basepoints show that the definition does not depend on the choice of ϕ. Let c denote
this path just described. The above argument also shows that if (E,∇) is a unipotent log isocrystal
on Y log with a local trivialization (Om, d−
∑
Ni
dzi
zi
) and ϕ is a map with the properties as above
from an open disc in NDy/Y to Y then
lim
v→0
∏
i
(exp(−Ni log
ui
vi
) ucϕ(v)) = 1.
In order to see that ucx is the canonical crystalline path we need to show the invariance under
frobenius. Since the path is invariant under frobenius between genuine basepoints to prove the
invariance in general it suffices to prove this invariance for the limit. We choose local coordinates
and a local trivialization of (E,∇) as above.
Let F be a local lifting of the frobenius on the special fiber to a neighborhood of y in Y log relative
to the model Y, that fixes y. Then the principal part P (F) of F defines the corresponding lifting
of frobenius to NDy/Y , log. Note that
F∗(ucϕ(v)) = uparP (F)(u) F∗(ucϕ(v)) F(ϕ(v))parϕ(v),
where the par on the left and on the right denote the parallel transport along the connection on the
spaces NDy/Y ,log and on Y log respectively. Note that since we are only interested in F(ϕ(v))parϕ(v)
when v tends to zero we may assume that the parallel transport is in fact the parallel transport
along the trivialized connection on ϕ(U)log . In other words in the limit it can be replaced with∏
i exp(Ni log
F(ϕ(v))i
ϕ(v)i
).
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First note that since pulling back by F multiplies the residues of a connection with p, by the
above limit computation for ucϕ(v) we have
lim
v→0
∏
i
exp(−pNi log
ui
vi
)F∗(ucϕ(v)) = 1.
Therefore
lim
v→0
∏
i
exp
(
−Ni log
upi uiF(ϕ(v))i
vpi P (F)(u)i ϕ(v)i
)
F∗(ucϕ(v)) = 1.
Note that P (F) is given by P (F)(z1, · · · , zr) = (a1z
p
1 , · · · , arz
p
r ) for some ai ∈ 1 + pZp. Since ϕ is
identity on the tangent space limv→0
F(ϕ(v))i
vpi
= ai = limv→0
P (F)(u)i
upi
, and limv→0
vi
ϕ(v)i
= 1. And
hence
lim
v→0
∏
i
exp
(
−Ni log
ui
vi
)
F∗(ucϕ(v)) = 1,
and therefore F∗(ucϕ(v)) =u cϕ(v).
This gives the description of the canonical crystalline path between possibly tangential basepoints.
If x and y have good reduction relative to a model then ycx ∈ yGdR,x(Qp,st) is in fact defined over
Qp. Again the argument cited above works in this case if we note that in the good reduction case
in order to define the frobenius, by the above method of tangential basepoints, one does not have
to tensor with Qp,st.
In order to see that changing the tangential basepoints by an r−tuple of roots of unity will have
no effect in the crystalline de Rham theory we need the following lemma.
Lemma 10. Let Y := Grm/Zp, Y be the standard compactification and x and y be in Y(Zp). Let
{ei}1≤i≤r ∈ π1,dR(Y, ω(dR))
denote the residues at 0. Then ω(dR)e(dR)yF∗(ye(dR)x) xe(dR)ω(dR) =
∏
i exp(ei log
y1−pi
x1−pi
).
Proof. We will assume without loss of generality that x = 1 as the general statement above follows
from this by concatenation of paths. Let F(z1, · · · , zr) = (z
p
1 , · · · , z
p
r ) this is a lifting to Y log of the
frobenius on the special fiber. Fix the beginning point as 1 and consider the π1,dR(Y, 1)−torsor of
paths yG1,dR as y varies. Note that F∗ defines a horizontal map F∗ :y G1,dR → F
∗
yG1,dR, where
GdR is endowed with its canonical connection. This gives a differential equation for F∗(ye(dR)1)
and solving this we find F∗(ye(dR)1) = 1, see [U¨n] for a similar computation where more details are
given. Since F∗(ye(dR)1) = yparF(y)F∗(ye(dR)1), as F(1) = 1 and yparyp =
∏
i exp(ei log y
1−p)
the statement follows. Note that if yi/xi are roots of unity for all i then the above shows that
F∗(ye(dR)x) = ye(dR)x, as log(a) = 0 if a is a root of unity. ✷
7.5. p-adic multi-zeta values.
Notation. For a smooth Y/K, and y ∈ Y (K) let UdR(Y, y) denote the universal enveloping
algebra of Lieπ1,dR(Y, y) and UˆdR(Y, y) be its completion with respect to its augmentation ideal.
It is a cocommmutative Hopf algebra and its topological dual is the Hopf algebra of functions on
π1,dR(Y, y).
Letting e0, e1, and e∞ ∈ Lieπ1,dR(X/Qp, t01) denote the residues corresponding to the points
0, 1,∞ in X respectively, Lieπ1,dR(X, t01) ≃ Lie << e0, e1 >> . UˆdR(X, t01) is isomorphic to the ring
of associative formal power series on e0 and e1 with the coproduct ∆ given by ∆(e0) = 1⊗e0+e0⊗1,
and ∆(e1) = 1⊗e1+e1⊗1. By the duality above Qp−rational points of π1,dR(X, t01) correspond to
associative formal power series a in e0 and e1 with coefficients in Qp, that start with 1 and satisfy
∆(a) = a⊗ a.
We let
g :=t01 e(dR)t10F∗(t10e(dR)t01) ∈ π1,dR(X, t01).
This is the series that defines the p-adic multi-zeta values. In particular the coefficient of the term
esk−10 e1 · · · e
s1−1
0 e1 is by definition p
∑
siζp(sk, · · · , s1). These values also determine g.
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2-cycle relation. Let γ :=t10 e(dR)t01 , and we put g := g(e0, e1) = γ
−1F∗(γ) ∈ π1,dR(XQp , t01).
We would like to see that
g(e1, e0)g(e0, e1) = 1.
Let τ be the automorphism of X that maps z to 1− z. Then
τ(t01) = t10, τ∗(γ) = γ
−1, τ∗(e0) = γe1γ
−1, τ∗(e1) = γe0γ
−1.
We have
γg(e1, e0)γ
−1 = τ∗(g(e0, e1)) = τ∗(γ
−1)τ∗(F∗γ) = τ∗(γ
−1)F∗(τ∗(γ)) = γF∗(γ
−1).
Therefore
g(e1, e0) = F∗(γ
−1)γ = g(e0, e1)
−1.
3-cycle relation. Let δ :=t∞0 e(dR)t01 , r :=t1∞ e(dR)t10 , and q := r
−1γ =t1∞ e(dR)t01 . And
let e∞ := δ
−1rest∞0δ be the Lie element describing the residue at ∞ with basepoint t01. Then we
would like to see that
g(e∞, e0)g(e1, e∞)g(e0, e1) = 1.
Let ω be the automorphism of X that sends z to 11−z . Then
ω(t01) = t1∞, and δ = ω∗(q)q, ω∗(e0) = qe1q
−1, ω∗(e1) = qe∞q
−1,
ω2∗(e0) = ω
2
∗(q)
−1e∞ω
2
∗(q), ω
2
∗(e1) = ω
2
∗(q)
−1e0ω
2
∗(q)
Applying frobenius to
ω2∗(q)ω∗(q)q = 1
we obtain
1 = ω2∗(F∗q)ω∗(F∗q)F∗q = ω
2
∗(F∗q)ω∗(F∗q)qq
−1F∗q
= ω2∗(F∗q)ω∗(q)q. q
−1ω∗(q)
−1ω∗(F∗q)q. g
= ω2∗(F∗q)ω∗(q)q. q
−1ω∗(g(e0, e1))q. g = ω
2
∗(F∗q)ω∗(q)q. g(e1, e∞). g(e0, e1)
= ω2∗(q)ω
2
∗(g(e0, e1))ω
2
∗(q)
−1. ω2∗(q)ω∗(q)q. g(e1, e∞). g(e0, e1)
= g(e∞, e0)g(e1, e∞)g(e0, e1)
since r−1F∗(r) = 1, since log(−1)1−p = 0.
5-cycle relation. In this section we identify M0,5 with X
2 \ {(z, w)|zw = 1} by the map
(z, w) → [0, z, 1, w−1,∞]. By this identification let tij(i, ǫ) denote the tangent vector (tij , 0) at the
point (i, ǫ). And we choose, t01,34 to be the tangent vector (1, 1) at the point (0, 0) and t12,34 to be
the vector (−1, 1) at the point (1, 0).
Lemma 11. We have
lim
y→0
exp(−e34 log y) t01(0,y)ct01,34 = 1,
where we use the canonical de Rham paths to identify the different basepoints.
Proof. By the description of the crystalline path with endpoints at a tangent vector we have,
after always using the de Rham trivialization to identify the different basepoints,
lim
(x,y)→(0,0)
exp(−e34 log y)exp(−e01 log x) (x,y)ct01,34 = 1
and
lim
x→0
exp(−e01 log x) (x,y)ct01(0,y) = 1,
which give the statement in the lemma. ✷
Similarly,
lim
y→0
exp(−e34 log y) t10(1,y)ct12,34 = 1.
Therefore we have
t12,34ct01,34 = lim
ǫ→0
exp(−e34 log ǫ) · t10(1,ǫ)ct01(0,ǫ) · exp(e34 log ǫ).
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Because of good reduction we know that the left hand side in fact is defined over Qp therefore
it is unchanged if we basechange by the map Qp,st → Qp that sends l(p) to 0. We do this in the
remaining part of the section. Therefore restricting ǫ to powers of p we obtain
t12,34ct01,34 = lim
N→∞
t10(1,pN )ct01(0,pN ).
With the coordinates as above let Xǫ be the subvariety of M0,5 defined by w− ǫ = 0, for ǫ ∈ Q∗p.
Therefore Xǫ ≃ X \ {1/ǫ}. Note that t01(1,ǫ)ct01(0,ǫ) is the image of the analogous element
cǫ :=10 ct01(Xǫ)
under the inclusion Xǫ →M0,5.
We will need the following
Lemma 12. Let a be a monomial in e0, e1 and ep−N such that a contains an ep−N . If we denote
the image of cpN under the canonical maps
t10Gt01,dR(XpN (Qp,st) ≃ π1,dR(XpN , ω(dR)) ⊆ UdR(e0, e1, ep−N )(Qp,st) ≃ Qp,st << e0, e1, ep−N >>,
by the same symbol, then limN→∞ cpN [a] = 0.
Proof. First note that since cpN is a group-like element of UˆdR the coefficient cpN [a] is a (finite)
linear combination of terms cpN [b] where b is a monomial that ends with ep−N . In order to see this
first we write a := a′ · a0, where a′ ends with ep−N and a0 does not contain any ep−N . Then we
compare the coefficients of the term a′ ⊗ a0 on both sides of the equality ∆(cpN ) = cpN ⊗ cpN , and
use induction on the number of terms on the right of the last ep−N in a.
Therefore without loss of generality we assume that a ends with ep−N . For i ∈ {0, 1, p
−N}, let
ωi := d log(z − i). For a sequence of ω′is : ωir , . . . , ωi1 with i1 6= 0, we associate the iterated integral
Iir ,··· ,i1(zr) :=
∫ zr
0
ωir ◦ · · · ◦ ωi1 defined successively by
Iir ,··· ,i1(zr) :=
∫ zr
0
ωir (zr−1)Iir−1,··· ,i1(zr−1),
where by the misleading notation
∫ z
0
we mean the anti-derivative of the integrand in the sense of the
Coleman integral starting at the point 0. In the Coleman integration we let log p = l(p) = 0, to be
compatible with the above choice of a branch. This iterated integral is a locally analytic function on
XpN ,an. Note that since we assume that ωi1 does not have a singularity at zero the iterated integral
is in fact analytic around 0 with value 0 at 0. By definition of p-adic integration the iterated integral
Iir ,··· ,i1(z) is the coefficient zc(XpN )t01 [eir · · · ei1 ]. By the construction of Coleman integration
Iir ,··· ,i1(z) =
∑
0≤k≤n
fk(z) log
k(z − 1)
on U \ {1}, where U is a neighborhood of 1 and fk are analytic on U [Co].
By the definition of the tangential basepoints and the description above
t10ct01 [a] = lim
z→1
(
exp(−e1 log(z − 1)) · zct01
)
[a].
Therefore we obtain
t10ct01 [a] = lim
M→∞
f0(1 + p
M ).
Therefore in order to prove the lemma it suffices to show that if (ϕN (z))N is a sequence of analytic
functions on some D(0, (1 + δ)−) which converge uniformly to 0 with ϕN (0) = 0, then we have
lim
N→∞
lim
M→∞
∫ 1+pM
0
ωik ◦ · · · ◦ ωi1 ◦ dϕN (z) = 0.
We show this by induction on the weight, i.e. the number of terms in the iterated integral.
The assertion is clear if the weight is one. Assume that the weight is greater than one. If ωi1 =
d log(z − p−N) then by noting that ∫ z
0
d log(z − p−N ) ◦ dϕN (z)
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satisfies the conditions for ϕN , we reduce to the case with one lower weight. The same is true if
ωi1 = d log z. So assume that ωi1 = d log(z − 1). Note that∫ z
0
d log(z − 1) ◦ dϕN (z) =
∫ z
0
d log(z − 1) · (ϕN (z)− ϕN (1)) + ϕN (1) · log(z − 1)
The first term on the right satisfies the same conditions as ϕN therefore we only need to take
care of the term ϕN (1) log(z − 1). In other words need to show that
lim
N→∞
lim
M→∞
ϕN (1) ·
∫ 1+pM
0
ωik ◦ · · · ◦ ωi1 = 0.
If there is a d log(z − p−N ) among the ωij this follows from the induction hypothesis, otherwise the
iterated integral does not depend on N and limN→∞ ϕN (1) = 0 implies the assertion. ✷
This lemma implies that t12,34ct01,34 only consists of the terms e01 and e12. Let
α := t01,34e(dR)t12,34 · t12,34ct01,34 .
Then F∗α = (t12,34gt01,34)
−1 · t12,34ct01,34 and F∗(α) only consists of the terms e01 and
(t12,34gt01,34)
−1 · e12 · t12,34gt01,34 .
From this, by induction on the weight, we see that t12,34gt01,34 also consists only of e01 and e12. By
functoriality t12,34gt01,34 maps to t10gt01 under the map M0,5 → X and hence we have t12,34gt01,34 =
g(e01, e12). Similarly we get
t12,13gt12,34 = g(e34, e40)
t13,23gt12,13 = g(e12, e23)
t01,23gt13,23 = g(e40, e01)
t01,34gt01,23 = g(e23, e34)
Similar to the case of other relations we find that
t01,34gt01,23 · t01,23gt13,23 · t13,23gt12,13 · t12,13gt12,34 · t12,34gt01,34 = 1,
which gives the Drinfel’d-Ihara relation
g(e23, e34) · g(e40, e01) · g(e12, e23) · g(e34, e40) · g(e01, e12) = 1.
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