Reward from a particular action is seldom immediate, and the influence of such delayed outcome on choice decreases with delay. It has been postulated that when faced with immediate and delayed rewards, decision makers choose the option with maximum temporally discounted value. We examined the preference of monkeys for delayed reward in an intertemporal choice task and the neural basis for real-time computation of temporally discounted values in the dorsolateral prefrontal cortex. During this task, the locations of the targets associated with small or large rewards and their corresponding delays were randomly varied. We found that prefrontal neurons often encoded the temporally discounted value of reward expected from a particular option. Furthermore, activity tended to increase when discounted values for targets were presented in the neuron's preferred direction, suggesting that activity related to temporally discounted values in the prefrontal cortex might determine the animal's behavior during intertemporal choice.
INTRODUCTION
During decision making, the outcomes expected from alternative actions are often evaluated along multiple dimensions, such as the magnitude and likelihood of expected reward. Furthermore, outcomes from choices are commonly delayed. Therefore, time has to be taken into consideration as well, not only because of uncertainty intrinsic to future events, but also because humans and animals must continuously satisfy their basic physiological needs (Stephens and Krebs, 1986) . Indeed, it has been extensively demonstrated that both humans and animals value immediate reward more than delayed reward (Frederick et al., 2002; Kalenscher and Pennartz, 2008) . This is referred to as temporal discounting, and how the value of reward changes as a function of its delay is described by a discount function. Similarly, the value of reward depreciated according to its delay is referred to as temporally discounted value. If future reward is devalued at a constant rate, for example, to compensate for a constant probability that reward may be lost at any given time, then the resulting discount function would be an exponential function (Samuelson, 1937) . Indeed, human decision makers discounted the value of delayed reward exponentially, when exponential discounting was required to maximize their overall income (Schweighofer et al., 2006) . However, the majority of empirical studies in humans and animals found that the discount rate decreases with delay. Namely, an immediate reward is much more attractive than an exponential discount function can account for. Instead, this can be reasonably well accounted for by a hyperbolic discount function (Mazur, 1987; Rachlin et al., 1991; Green and Myerson, 2004) .
Abnormal preference for immediate reward during intertemporal choice has been implicated in several psychiatric disorders, such as attention deficit hyperactivity disorders and substance abuse (Wittmann and Paulus, 2008) . Despite the fundamental role of time in decision making, however, the neural basis of temporal discounting remains poorly understood. For example, neural activity related to reward delay has been identified in the rodent orbitofrontal cortex (Roesch et al., 2006) and in the avian analog of the prefrontal cortex (Kalenscher et al., 2005) , but such signals were largely seen only after the animal made its choice in a given trial. Therefore, how the brain encodes the temporally discounted values to guide the animal's choice during intertemporal choice is presently unknown. Furthermore, previous animal studies on intertemporal choice have relied on adjusting procedures (Mazur, 1987) , in which the delay for the small reward is fixed and only the delay for the larger reward is changed gradually to determine the delays that equalize the animal's preference for small and large rewards (Kalenscher et al., 2005) . When the reward delays are adjusted gradually, however, temporally discounted values of alternative choices can be predicted from those in the previous trial, making it unnecessary for the animals to compute the temporally discounted values for the alternative outcomes on a trial-by-trial basis. In addition, under an adjusting procedure, animals tend to choose the same target in successive trials (Cardinal et al., 2002) , and this makes it difficult to distinguish neural signals related to temporally discounted values from those related to the animal's previous choices and their outcomes (Barraclough et al., 2004; Seo and Lee, 2007) . Therefore, in the intertemporal choice task used in the present study, the magnitude and delay of reward associated with a given target were varied randomly across trials.
In the present study, we focused on whether and how the dorsolateral prefrontal cortex (DLPFC) is involved in temporal discounting and intertemporal choice. The DLPFC is implicated in the contextual control of behaviors (Miller and Cohen, 2001) and decision making . In addition, human DLPFC increases its activity during intertemporal choice (McClure et al., 2004 (McClure et al., , 2007 Tanaka et al., 2004; Berns et al., 2007) . Previous single-neuron recording studies have also identified neural signals in the DLPFC related to the reward magnitude and delay, when the animal was instructed to produce a particular response (Leon and Shadlen, 1999; Roesch and Olson, 2005a; Tsujimoto and Sawaguchi, 2005) . The results from the present study show that many neurons in the DLPFC changed their activity similarly when the magnitude of reward from a particular target decreased and when the same reward was delayed, suggesting that DLPFC encodes the temporally discounted value of reward expected from a particular choice.
RESULTS

Intertemporal Choice Behavior in Monkeys
Three rhesus monkeys (D, H, and J) were trained in an intertemporal choice task, in which the animal chose between a small immediate reward and a large delayed reward by making an eye movement toward one of two visual targets. A green target delivered a small reward when it was chosen by the animal, whereas a red target delivered a large reward. Throughout the paper, therefore, the green and red targets are referred to as small-reward and large-reward targets, respectively. The delay for reward from each target was indicated by a clock, which consisted of a variable number of dots surrounding the target ( Figure 1A ). The position of the green and red targets and the reward delays were randomized across trials. In Experiment I (monkeys D and J), the interval between the target fixation and reward delivery was indicated by a clock consisting of yellow dots (1 s/dot) displayed around each target ( Figure 1A ), whereas in Experiment II (monkeys H and J), the reward delay and the number of dots in the clock were manipulated separately by using two alternative dot colors ( Figure 1B ; yellow, 1 s/dot; cyan, 4 s/dot).
All three animals chose the small-reward target more frequently as the delay for the small reward decreased and as the delay for the large reward increased ( Figures 1C and 1D ), indicating that their preference for delayed reward was systematically influenced by the information about the reward delays extracted from the clocks. In addition, their choice behaviors were better accounted for by a hyperbolic discount function than by an exponential discount function (see Experimental Procedures, Equations 2 and 3). For Experiments I and II (116 and 142 sessions, respectively), a hyperbolic discount function provided a better fit in 81.0% and 79.6% of the sessions, respectively. For both experiments, the mean normalized log likelihood was significantly larger for the hyperbolic discount function (paired t test, p < 10 À5 ). For Experiment I, the median values of discount factor (k) in the hyperbolic discount function were 0.12 and 0.35 s À1 for monkeys D and J, respectively ( Figure 1C ). For Experiment II, the corresponding values for monkeys H and J were 0.31 and 0.46 s À1 , respectively ( Figure 1D ). 
Neuron Prefrontal Cortex and Intertemporal Choice
For Experiment II, the animal's preference for delayed reward was little affected when the same delay was indicated by different combinations of yellow and cyan dots ( Figure 1B) , suggesting that the animals estimated the reward delays reliably regardless of the number of dots in the clock ( Figure 1D , empty symbols). In addition, the analysis based on maximum likelihood revealed that the animals estimated the delays associated with each cyan dot accurately (3.83 ± 0.06 s/dot and 3.75 ± 0.06 s/dot for monkeys H and J, respectively; see Experimental Procedures). Finally, the analysis of errors showed that the effort necessary to satisfy the fixation requirement during the reward delay period was small. About 16.4% of the trials were aborted due to the animal's failure to maintain its fixation during the task. However, most of these errors occurred during the fore period and cue period with less than 3.5% of the errors committed during the reward delays.
Prefrontal Activity Related to Temporally Discounted Values
Action potentials were recorded from a total of 349 neurons (164 and 185 neurons in Experiments I and II, respectively) in the DLPFC during the intertemporal choice task. Among them, 80 neurons were recorded from the region immediately surrounding the principal sulcus, whereas 99 and 170 neurons were from areas dorsal and ventral to the principal sulcus (Figure 2 ). To test whether the activity of DLPFC neurons is reliably related to the temporally discounted value of reward expected from a particular target, we estimated the temporally discounted values for both targets on a trial-by-trial basis using the discount function obtained from the animal's behavior in each session. Many DLPFC neurons displayed modulations in their activity during the cue period according to the temporally discounted value for one or both targets (see Experimental Procedures, Equation 5). For example, the neuron shown in Figure 3A significantly decreased its activity with the temporally discounted value for the right-hand target ( Figure 3A , last column), whereas the neuron shown in Figure 3C increased and decreased its activity with the temporally discounted values for the lefthand and right-hand targets, respectively ( Figure 3C , last two columns). The effect of temporally discounted value was significant in 32.4% of the neurons (113/349; t test, p < 0.05, corrected for multiple comparisons). We also examined the effect of temporally discounted values by treating the two targets as separate cases (698 cases = 2 targets 3 349 neurons). In this analysis, the effect of temporally discounted value was significant in 27.2% of the cases (190/698). The activity increased and decreased with the temporally discounted values for 75 and 115 cases, respectively.
A correlation between neural activity and temporally discounted value could arise exclusively from the effect of reward magnitude or reward delay. If a neuron genuinely encodes the temporally discounted value of reward for a particular target, increasing the magnitude of reward and decreasing its delay for a given target should change the activity of a neuron similarly, since both of these changes increase the temporally discounted value of the same target. To test this, we first applied a regression model that included two dummy variables, corresponding to the animal's choice and the position of the large-reward target, in addition to the delay of the reward associated with each target (see Experimental Procedures, Equation 6). Many DLPFC neurons modulated their activity during the cue period according to one or more variables in this regression analysis. Overall, 64 neurons (18.3%) significantly changed their activity according to the position of the target chosen by the animal. In addition, 110 neurons (31.5%) modulated their activity according to the position of the target associated with the large reward. The effect of reward delay on the activity of a given neuron was evaluated separately for the two target positions. Throughout the total of 698 cases, a significant effect of reward delay was found for 158 cases (22.6%). In 73 of these cases (46.2%), the activity was also significantly affected by the reward magnitude. When the effects of reward magnitude and delay from the same target were both significant, these two factors tended to influence the activity of a given neuron antagonistically (63 cases, 86.3%), as expected for the signals related to temporally discounted values. For example, the two neurons shown in Figures 3A and 3C decreased their activity when the large-reward target appeared on the right side ( Figure 3 , first two columns). The results from the regression analysis also showed that the neuron shown in Figure 3A increased its activity as the reward delay for the right-hand target increased. In contrast, the neuron shown in Figure 3C significantly increased its activity when the reward delay decreased for the left-ward target. Neurons that significantly modulated their activity according to reward magnitude, reward delays, and temporally discounted values were distributed broadly within the DLPFC (Figure 2 ). The proportions of such neurons were not significantly different for the regions dorsal and ventral to the principal sulcus (c 2 test, p > 0.5).
The regression coefficients estimated in the same regression model are not independent. Therefore, to test more directly how the activity of a given neuron was affected by the changes in the magnitude and delay of reward expected from a given target, we computed a magnitude index and a delay index from the mean spike rates of individual trials. To control for the effect of the animal's choice, these indices was calculated separately according to the position of the animal's chosen target ( Figure 4A ; see Experimental Procedures). As a result, this analysis was based on the data obtained in a relatively small number of trials for each neuron. Nevertheless, the magnitude index was significantly and negatively correlated with the delay index (r = À0.23, p < 0.005; Figure 4B ), especially when the analysis included only the cases in which the effect of temporally discounted value was statistically significant in the regression analysis (r = À0.45, p < 0.001; Figure 4B , filled symbols). These results suggest that activity related to reward magnitude and delay in the DLPFC can be parsimoniously accounted for by the temporally discounted values. Moreover, since the information about the reward magnitude and delay was signaled by two unrelated visual features, these results make it unlikely that neural activity related to reward magnitude and delay merely reflected the corresponding features of the visual display.
To examine the time course of signals related to temporally discounted values, the same regression analyses described above were also applied with a 200 ms sliding window. The results from this analysis show that the signals related to the temporally discounted values emerge in the DLPFC earlier than the signals related to the animal's choice. For example, the fraction of neurons that showed the significant effects of temporally discounted values, reward magnitude, or reward delay increased rapidly at the beginning of the cue period, whereas the fraction of neurons showing the significant effects of the animal's choice increased more gradually during the cue period ( Figures 5A and 5B). We also quantified the amount of variance in neural activity accounted for by a particular set of variables using the coefficient of partial determination (CPD; see Experimental Procedures). Similar to the results on the fraction of neurons with significant effects, the average CPD for the entire population of DLPFC neurons increased more rapidly for the temporally discounted values, reward magnitude, and reward delays than it did for the animal's choice ( Figure 5C and 5D). The same analysis showed that some neurons (n = 88, 25.2%) still modulated their activity according to the temporally discounted values during the first 200 ms after the cue period.
Activity Related to Reward Value versus Sensory Features
The information about reward magnitude and delay was indicated by visual stimuli during the intertemporal choice task used in the present study. The fact that their effects on neural activity were systematically related ( Figure 4B ) makes it unlikely that the activity related to temporally discounted value simply reflected the information about target colors or the number of dots in the clocks. To test this possibility further, we analyzed the activity recorded during the control task in Experiment I. Target colors and clocks were identical in the intertemporal choice and control tasks. However, during the control task, the animal was required to choose the target presented in the same color as the fixation target and always received the same amount of juice reward without any delays (see Experimental Procedures). Therefore, temporally discounted values were constant for all targets in the control trials. For the purpose of comparison with the results obtained from the intertemporal choice task, however, we computed a fictitious discounted value for each target in the control task, as if its reward magnitude and delay were determined by its color and clock as in the intertemporal choice task. For each neuron, we then tested whether the neural activity was differentially affected by the temporally discounted values in the intertemporal choice trials or the fictitious discounted values in the control trials, using an interaction term for the task and temporally discounted values in a regression model (see Experimental Procedures, Equation 7).
This analysis was applied separately to the two targets for each neuron (328 cases = 2 targets 3 164 neurons). During the intertemporal choice task, 79 cases (24.1%) showed significant effects of the discounted value, whereas 60 cases (18.3%) showed significant effects of the fictitious discounted values during the control task. Although this difference was not statistically significant (c 2 test, p = 0.07), the magnitudes of the standardized regression coefficients related to the fictitious discounted values were significantly smaller than those related to the temporally discounted values (paired t test, p < 10 À7 ). Therefore, some DLPFC neurons continue to process the information about temporally discounted values, but this effect was attenuated when the values were no longer behaviorally relevant. Among the 79 cases that showed the significant effect of temporally discounted values during the intertemporal choice task, 30 cases (38.0%) showed significant interaction between the temporally discounted value and task. Moreover, in 29 of these 30 cases, the regression coefficients were smaller in control trials ( Figure 6A , empty circles). For example, the effect of discounted value on the activity of the neuron shown in Figure 3A was significantly reduced (p < 0.0001) and virtually abolished in control trials ( Figure 3B) . Similarly, the effects of visual features signaling the reward magnitude and delay were significantly attenuated in the control trials ( Figures 6B and 6C ). We also found that manipulating the number of dots in the clocks separately from reward delay in Experiment II did not strongly influence the effect of temporally discounted values or reward delays on neural activity (Figure 7) . With a regression model that controlled for the animal's choice, 30.0% of the cases in Experiment II (111/370) showed significant modulation in their activity related to temporally discounted values. In the majority of these neurons (69.4%, 77/111 cases), the effect of temporally discounted value was still significant even when the number of dots for each target was included as an additional independent variable in the regression model (see Experimental Procedures, Equation 8). For example, the neuron shown in Figure 3C showed a significant effect of temporally discounted value for both targets, regardless of whether the number of dots was included in the model (t test, p < 0.005). In addition, the standardized regression coefficients for the temporally discounted values calculated with and without the number of dots in the regression model were highly correlated across the population of DLPFC neurons (r = 0.89, p < 10
À128
; Figure 7A) . Similarly, the standardized regression coefficients for the reward delay were relatively unaffected by including the number of dots in the regression model (r = 0.82, p < 10 À92 ; Figure 7B ; see Experimental Procedures, Equation 9). Similar results were obtained by the regression model that included a set of dummy variables indicating the number of dots in the clock for each target. In this model, the effect of a clock with m dots was modeled with a dummy variable N m , which is set to 1 when the clock for a given target has m dots and set to 0 when it has otherwise. Therefore, this model included six additional regressors corresponding to the clocks with 2, 5, and 8 dots for each target. The majority of the neurons that showed significant effects of temporally discounted values in the original model still did so in this new model (61.3%, 68/111 cases). The standardized regression coefficients for the temporally discounted values in these two models were highly correlated (r = 0.84, p < 10 À97 ; Figure 7C ). Similarly, the standardized regression coefficients for the reward delay were also relatively unaffected (r = 0.77, p < 10 À71 ; Figure 7D ).
Activity Related to Temporally Discounted Value and Choice
Lastly, we investigated whether and how the prefrontal activity related to temporally discounted values could contribute to the animal's choice. If the activity of a given neuron is affected equally by the temporally discounted values of the two alternative targets, such activity would not be related to the difference in temporally discounted values between the two targets, and cannot influence the animal's behavior during the intertemporal choice task. In contrast, we found that signals related to the temporally discounted values were spatially biased. Most of the neurons that significantly modulated their activity in relation to temporally discounted values showed such significant effects only for one of the targets (77.0%, 87/113 neurons). In addition, many of these neurons (46.0%, 52/113 neurons) also showed significant modulation according to the difference in the Empty circles correspond to the cases in which the activity of a given neuron was significantly modulated by DV, reward magnitude, or reward delay and showed a significant interaction between each of these variables and task, whereas the small black dots correspond to the cases that showed significant effects of these variables without significant interactions with task.
temporally discounted values for the two targets (see Experimental Procedures, Equation 10 ). This implies that DLPFC activity tends to encode the temporally discounted value of a target in a specific location.
To investigate further how the signals in the DLPFC related to temporally discounted values might contribute to the animal's choice, we examined the neurons that modulated their activity according to the animal's choice during the first 200 ms interval after the cue-period. Among these 118 directionally tuned neurons, 26 of them (22.0%) significantly modulated their activity during the cue-period according to the difference between the temporally discounted values for the two targets ( Figure 8A ). Most of these neurons (80.1%, 21/26 neurons) increased their activity with the temporally discounted value of the target in the preferred direction. We also examined a subset of these neurons that showed significant effects of temporally discounted values for both targets. The number of neurons that passed these conjunctive tests was relatively small (n = 16). Nevertheless, the number of neurons that significantly increased their activity with the temporally discounted value for the target in their preferred direction and decreased their activity with the temporally discounted value for the target in the null direction (n = 9, 56%), was significantly higher than expected by chance (25%; binomial test, p < 0.002).
To gain additional insights into how the signals related to the temporally discounted values in the DLPFC evolved during the cue-period, we performed a regression analysis with a sliding window for the neurons that showed significant directional selectivity during the first 200 ms interval after the cue period, as well as significant effects of temporally discounted values for at least one target during the cue period (n = 55 neurons). These neurons were chosen without correcting for multiple statistical tests, since the goal of this analysis was not to determine the fraction of neurons with significant effects of temporally discounted values. For these neurons, standardized regression coefficients for the temporally discounted values in each time step were averaged separately for the targets in the preferred and null directions of each neuron. The results show that during the cue period, the activity of such neurons tended to increase (or decrease) gradually according to the temporally discounted value of the target in the neuron's preferred (or null) direction ( Figure 8C) . Similarly, the standardized regression coefficients estimated for the entire cue period were significantly larger for the preferred direction than those for the null direction (paired t test, p < 10 À4 ). A subset of these neurons (n = 25) was also tested in the control task of Experiment II. However, the standardized regression coefficients estimated for the fictitious discounted values based on the activity during the entire cue period were not significantly different for the targets in the preferred and null directions (paired t test, p = 0.123). The same analysis was also repeated after including 21 neurons that showed significant directional tuning and significant effects of fictitious discounted values in the control task. The difference between the preferred and null direction was still not significant (p = 0.411; Figure 8B ). Similarly, the regression analysis with a sliding window revealed little divergence of the signals related to the fictitious values of the targets in the preferred and null directions during the control trials ( Figure 8D ).
DISCUSSION
Using an intertemporal choice task in which reward delays were indicated by clocks, we found that a hyperbolic discount function accounted for the choice behaviors of monkeys better than an exponential discount function could. These results are consistent with the previous findings in humans (Rachlin et al., 1991; Frederick et al., 2002; Green and Myerson, 2004) , pigeons (Mazur 1987 (Mazur , 2000 , and rodents (Richards et al., 1997) . Although intertemporal choice behavior has been examined in nonhuman primates (Tobin et al., 1996; Rosati et al., 2007) , how the subjective value of delayed reward changes with its delay has not been studied quantitatively in monkeys. For a given exponential discount function, the rate of discounting is constant, whereas discount rate decreases with delay for a hyperbolic discount function. Therefore, the results from the present study indicate that monkeys tend to devalue delayed reward more steeply when the delay is relatively short. The specific value of the discount factor obtained in the present study ranged from 0.12 to 0.46 , except that the number of dots was modeled as a series of dummy variables. For example, N 2 = 1 when the clock included two dots, and N 2 = 0 when it contained otherwise. Empty circles show the cases in which the effect of the temporally discounted value or delay was statistically significant in the reduced model for the intertemporal choice task. s À1 , indicating that the subjective value of reward was diminished by half when the reward was delayed by 2.2 to 8.3 s. Although this indicates that the monkeys tested in the present study were quite impatient, this is comparable to the values observed in pigeons (0.3 to 2.24 s À1 ; Mazur, 2000) and rodents (0.07 to 0.36 s À1 ; Richards et al., 1997) .
We also found that many neurons in the DLPFC changed their activity according to the temporally discounted value of reward from a particular target before the animal fully committed to a particular choice with its behavioral response. The results from the regression analysis with a sliding window showed that the signals related to temporally discounted values emerged in the DLPFC prior to the signals related to the animal's choice. In contrast, previous neurophysiological studies in birds (Kalenscher et al., 2005) and rodents (Roesch et al., 2006) demonstrated the effect of reward delay emerging after the animal made its choice. We also found that activity in the DLPFC related to temporally discounted value was spatially specific and tended to be spatially congruent with saccade-related activity of individual neurons. Therefore, activity related to temporally discounted values in the DLPFC did not simply reflect the animal's arousal or overall motivational level Olson, 2004, 2005a) . Moreover, signals in the DLPFC related to the temporally discounted values for the target in the preferred direction diverged gradually from those related to the target in the null direction. These signals, therefore, might arise from competitive interactions in a recurrent attractor network and ultimately determine the animal's choice (Wang, 2002) .
We demonstrated that the neural signals in the DLPFC related to temporally discounted values did not merely result from activity related to reward magnitude or reward delay exclusively. In many DLPFC neurons, signals related to reward magnitude and delay were combined such that neurons tended to change their activity similarly in response to an increase in reward magnitude and a decrease in reward delay for a particular target, as expected for temporally discounted value. Previously, several studies had found that the activity of neurons in the DLPFC is often modulated by the magnitude of reward expected from a particular movement (Leon and Shadlen, 1999; Kobayashi et al., 2002) , or by the immediacy of reward (Tsujimoto and Sawaguchi, 2005) . Roesch and Olson (2005a) have also found that increasing reward magnitude and decreasing reward delay tended to influence the activity of neurons in the DLPFC similarly. However, in all of these studies, the animal was forced to produce the movement indicated by a sensory stimulus, and therefore was not allowed to choose its action freely according to its own preference for delayed reward, as in the intertemporal choice task used in the present study. Therefore, it was difficult to determine whether DLPFC activity related to reward magnitude and delay shown in these previous studies could be used to influence the animal's choice behavior. For example, signals related to reward magnitude and delay found in the study by Roesch and Olson (2005a) were not systematically related to the direction of the animal's eye movement, leading them to conclude that such signals might more closely reflect the level of the animal's motivation rather than be involved in the process of evaluating reward for action selection.
Several neuroimaging studies have examined the pattern of brain activations in human subjects during intertemporal choice. However, the finding in the present study that the neurons in the DLPFC encoded the temporally discounted values in a spatially selective manner was not predicted by the results from the neuroimaging studies. This discrepancy is likely due to the limited spatial resolution available in the neuroimaging studies. For example, McClure et al. (2004 McClure et al. ( , 2007 found that activity in the DLPFC and posterior parietal cortex increased during intertemporal choice, regardless of whether the choice was based on money or juice reward. Although they did not find any changes in the activity of the DLPFC related to reward delays, they found that the activity in several brain areas, such as the ventral striatum, medial orbitofrontal cortex, and dorsal anterior cingulate cortex, increased when one of the alternative rewards was immediately available. Similarly, during intertemporal choice involving hypothetical money, the strength of activation in the striatum and posterior insula, but not in the DLPFC, changed according to whether subjects chose immediate or delayed rewards (Wittmann et al., 2007) . Kable and Glimcher (2007) also found that the activity in the ventral striatum, medial prefrontal cortex, and posterior cingulate cortex closely mirrored subjectspecific temporally discounted value of delayed reward, but the activity in the DLPFC did not show a consistent pattern. The results from the present study suggest that the DLPFC might play a more specific role during intertemporal choice by encoding the temporally discounted values than the role suggested by the results from these previous neuroimaging studies.
The present study focused on the role of the DLPFC in encoding the decision variables necessary for intertemporal choice behaviors. In addition to encoding the temporally discounted values during intertemporal choice, evaluating the expected outcomes in a temporal domain might be a key function of the prefrontal cortex. This is essential for choosing appropriate future actions (Averbeck et al., 2006) as well as selecting time-sensitive information for storage in the capacity-limited working memory (Goldman-Rakic, 1995; Fuster, 2001 ). However, results from previous studies suggest that the prefrontal cortex is likely to be one of multiple nodes in a large network of cortical and subcortical areas involved in intertemporal choice, including the basal ganglia, amygdala, orbitofrontal cortex, insula, and posterior cingulate cortex (Cardinal et al., 2001; McClure et al., 2004 McClure et al., , 2007 Tanaka et al., 2004; Winstanley et al., 2004; Roesch and Olson, 2005b; Roesch et al., 2006 Roesch et al., , 2007 Hariri et al., 2006; Wittmann et al., 2007; Kable and Glimcher, 2007) . In addition, neurons in many brain areas, such as the anterior cingulate cortex (Shidara and Richmond, 2002) and the supplementary and presupplementary motor areas (Sohn and Lee, 2007) , also modulate their activity according to the number of additional movements necessary to obtain reward, suggesting that they might be involved in evaluating the overall costs and benefits expected from the animal's behavior . Therefore, future studies will need to investigate further how the signals related to reward magnitude and delay are processed in other brain areas and combined in the DLPFC, as well as how such signals can be ultimately translated into the animal's motor outputs.
EXPERIMENTAL PROCEDURES Animal Preparation
Three male rhesus monkeys were used. During the experiment, the animal was seated on a primate chair facing a computer screen. The animal's eye position was monitored with a video-based eye tracking system with a 225 Hz sampling rate (ET-49, Thomas Recording, Giessen, Germany). Single-unit activity was recorded from the DLPFC using a multielectrode recording system (Thomas Recording, Giessen, Germany) and a multichannel acquisition processor (Plexon Inc, Dallas, TX). All neurons were localized anterior to the frontal eye field, which was identified by the eye movements evoked by microstimulation (Figure 2 ; Bruce et al., 1985) . All the procedures used in present study were approved by the University of Rochester Committee on Animal Research and the Institutional Animal Care and Use Committee at Yale University, and conformed to the Public Health Service Policy on Humane Care and Use of Laboratory Animals and the Guide for the Care and Use of Laboratory Animals.
Behavioral Task
Two rhesus monkeys were tested in each of the two separate experiments (Experiment I, monkeys D and J; Experiment II, monkeys H and J). In Experiment I, animals performed an intertemporal choice task and a control task (see below) in separate blocks of trials. In Experiment II, animals performed only the intertemporal choice task. During the intertemporal choice task in both experiments, the animal began each trial by fixating a small white square at the center of a computer screen during a 1 s fore period ( Figure 1A ). Two peripheral targets were then presented along the horizontal meridian ( Figure 1A , ''cue''). The animal was required to shift its gaze toward one of the two targets when the central square was extinguished after a 1 s cue period ( Figure 1A , ''go''). One of the targets (TL) was a red disk and delivered a large reward (0.4 ml of apple juice) when it was chosen. The other target (TS) was a green disk and delivered a smaller reward. The amount of juice delivered for choosing the green disk was 0.26 ml, except for monkey J's case in Experiment II (0.2 ml). The amount of small reward was chosen based on pilot behavioral experiments such that the animal did not choose only one target exclusively. The positions of these two targets were randomized and counterbalanced across trials. Experiment I During the intertemporal choice task of Experiment I, a given target was either presented by itself, which indicated that the reward would be delivered without any delay after the target was fixated, or presented with a clock consisting of 2, 4, 6, or 8 yellow dots, corresponding to a 2, 4, 6, or 8 s delay before the reward delivery. Once the animal fixated its chosen target, yellow dots disappeared one at a time at the rate of 1 s/dot ( Figure 1A , ''delay''), and the animal was rewarded when the last dot was removed. During this reward delay period, the animal was required to fixate the chosen target until the reward delivery, but was allowed to refixate the target within 0.3 s after breaking the fixation. After the animal chose TS, the intertrial interval was increased by the difference in the delays for the two targets, so that the onset of the next trial was not influenced by the animal's choice. The delay for TS was 0 or 2 s, and the delay for TL was 0, 2, 4, 6, or 8 s. During Experiment I, all possible pairs of delays for TS and TL were used unless the delay for TS was longer than the delay for TL. Each of these nine delay pairs were presented twice in a block of intertemporal choice trials with the position of TL counterbalanced (18 trials/block). The control task in Experiment I was identical to the intertemporal choice task, except for the following two changes. First, the central fixation target was either green or red, and this indicated the color of the peripheral target the animal was required to choose. Incorrect trials were not rewarded. Second, the animal was always rewarded by the same amount of reward without any delay after it fixated the correct target. Blocks of intertemporal choice and control trials were tested alternately. The majority of the neurons (135/164 neurons) were tested in ten blocks for each condition (360 trials), and neurons tested in Experiment I were included in the analysis if they were tested in at least six blocks for each condition (216 trials). Experiment II In Experiment II, only the intertemporal choice task was tested, and the reward delay was 0 or 2 s for TS, and 0, 2, 5, or 8 s for TL. In addition, two different colors were used for clocks. Each yellow dot added a 1 s delay between the target fixation and reward delay, whereas each cyan dot added a 4 s delay. This made it possible to distinguish the effects of reward delay and the number of dots in the clock on neural activity, because reward delay of 5 or 8 s could be signaled by more than one combination of yellow and cyan dots ( Figure 1B ). Specifically, denoting the clock with N Y yellow dots and N C cyan dots as (N Y , N C ), the delays of 0 and 2 s were always indicated by (0,0) and (2,0). The 5 s delay was indicated by (5,0) or (1,1), whereas the 8 s delay was indicated by (8,0), (4,1), or (0,2). Therefore, the delay for TL could be indicated by 7 different clocks, whereas there were only 2 different clocks for TS, resulting in 14 possible clock pairs. Each of these 14 clock pairs was tested twice in a block of choice trials, with the position of TL counterbalanced. Therefore, a block of trials consisted of 28 trials. The majority of neurons (144/185 neurons) were tested in ten blocks (280 trials), and neurons tested in Experiment II were included in the analysis if they were tested in at least eight blocks (224 trials).
Analysis of Behavior Data
Denoting the temporally discounted value of a given target x as DV(A x , D x ), where A x and D x indicate the magnitude and delay, respectively, of the reward Neuron Prefrontal Cortex and Intertemporal Choice from target x, the probability that the animal would choose TS in a model, P(TS), was given by the Boltzmann distribution as follows:
where TS and TL denote the targets associated with small and large rewards, and b, the inverse temperature controlling the randomness of the animal's choices. The temporally discounted value was determined using an exponential discount function, DVðA; DÞ = A exp ðÀk DÞ;
or a hyperbolic discount function, DVðA; DÞ = A=ð1 + k DÞ;
where k is a discount factor (s À1 ). In this study, we considered only these two discount functions that have been most frequently used in the literature. The small number of different reward delays used in this study makes it difficult to distinguish among multiple discount functions that behave similarly (McClure et al., 2004) . Denoting the animal's choice in trial t as c t (TS or TL), the likelihood for the animal's choices in a given session was given by
where N denotes the number of trials. For each discount function, the parameters b and k were chosen to maximize the log likelihood (Pawitan, 2001) . Since both of these models include two parameters, the model with the larger log likelihood was chosen for each recording session. To examine how accurately the animal estimated the reward delay when cyan dots were included in the clock, we assume that the animal's subjective estimate for the reward delay indicated by the clock containing N Y yellow dots and N C cyan dots was D S = N Y + D C N C (s). If the animal estimated the relative delays corresponding to the yellow and cyan dots accurately, the value of D C would be 4 s. The value of D C was estimated using the maximum likelihood procedure.
Analysis of Neural Data Regression Analyses
The spike rates during the 1 s cue period were analyzed by applying a series of regression analyses. The first model (Equation 5) included the temporally discounted values of two targets (DV L and DV R for the left-hand and righthand targets, respectively) in addition to the dummy variable corresponding to the animal's choice (C = 0 and 1 for the left-hand and right-hand targets, respectively). The second model (Equation 6) included the reward delays for the two targets (D L and D R for the left-hand and right-hand targets, respectively) in addition to the dummy variables corresponding to the animal's choice and the position of TL (TG = 0 and 1 for TL on the right and left side, respectively).
where S denotes the spike rate, and a 0 -a 4 , regression coefficients. For the control trials of Experiment I, TG indicated the position of the red target (0, right; 1, left) and the delays were determined as in the intertemporal choice trials, although they were fictitious. Temporally discounted values were obtained from the hyperbolic discount function fit to the behavioral data obtained in the same session (Equation 3). For control trials, we calculated fictitious discounted values as if the color of the target and its clock indicated reward magnitude and delay as in the intertemporal choice trials. To test whether the effect of the temporally discounted values in the intertemporal choice task differed from the effect of fictitious discounted values in the control task, we applied the following regression model that included a set of interaction terms: S = a 0 + a 1 C + a 2 DV L + a 3 DV R + a 4 CON + a 5 CON 3 C + a 6 CON 3 DV L + a 7 CON 3 DV R ;
where CON denotes a dummy variable indicating the task (0, choice task; 1, control task), and a 0 -a 7 , regression coefficients. For the control trials, the values of DV L and DV R were given by the fictitious discounted values. Next, to test how the effect of delay or temporally discounted values was influenced by the number of dots in Experiment II, we tested the following regression models:
where N L (N R ) denotes the number of dots in the clock for the left-hand (righthand) target. However, the relationship between the number of dots and neural activity might be nonlinear and even nonmonotonic. Therefore, to examine whether the effect of delay or temporally discounted values was influenced by activity nonlinearly related to the number of dots, we tested two further regression models by adding a set of dummy variables indicating whether the clock for each target included 2, 5, or 8 dots to the regression models described above (Equations 5 and 6; Figures 7C and 7D ).
To determine whether the activity of a given neuron was affected differentially by the temporally discounted values of rewards expected from the two alternative targets, we applied the regression model that includes the difference between the temporally discounted values for the two targets, S = a 0 + a 1 C + a 2 ðDV L À DV R Þ:
For each neuron, we also tested whether the position of the target chosen by the animal significantly modulated the activity during 200 ms after the fixation offset (t test; p < 0.05). The direction of eye movement that elicited a significantly higher (or lower) activity during this time window is referred to as the neuron's preferred (or null) direction.
The statistical significance of each regression coefficient was determined with a t test (p < 0.05). Some analyses (Equations 5 and 6) were also applied using a 200 ms sliding window. The standardized regression coefficient for the i-th independent variable (also referred to as beta coefficient) is defined as a i (s i /s y ), in which a i denotes the raw regression coefficient, and s i and s y the standard deviations of the i-th independent variable and the dependent variable, respectively (Zar, 1999) . In addition, the variance accounted for by a set of independent variables was quantified by the CPD (also referred to as squared semi-partial correlation coefficient; Neter et al., 1996) . For the independent variable X 2 , CPD is defined as follows:
CPDðX 2 Þ = fSSEðX 1 Þ À SSEðX 1 ; X 2 Þg=SSEðX 1 Þ; where SSE(X i ) refers to the sum of squared errors in a regression model that includes X i . Therefore, this corresponds to the fraction of variance in the dependent variable that can be accounted by including the variable X 2 in the model that already includes X 1 .
Comparison of Magnitude and Delay Effects
If the activity of a given neuron encodes the temporally discounted value of reward expected from a particular target, increasing the magnitude and delay of reward from the same target should influence the activity in opposite directions. To test this prediction directly without using a regression analysis, we quantified how the neural activity during the cue period was influenced by increasing the magnitude and delay of reward associated with a particular target during a subset of trials in Experiment II. This analysis was performed separately according to the position of the target chosen by the animal (Figure 4A ), so each neuron could contribute up to two cases. This analysis was applied only to the data from Experiment II, because all the conditions necessary to perform this analysis were not included in Experiment I.
To examine the effect of reward magnitude, the activity of the two sets of trials that differed only in the position of the large-reward target must be compared. Therefore, we measured the mean spike rate during the cue period of the trials in which the animal chose TS with 0 s reward delay in a particular location instead of TL with a 2 s reward delay ( Figure 4A , magnitude index, top), and the mean spike rate during the cue period of the trials in which the animal chose TL in the same location with 0 s reward delay instead of TS with 2 s delay ( Figure 4A , magnitude index, bottom). Denoting these two measures as M 1 and M 2 , the magnitude index was computed as (M 2 À M 1 )/(M 2 + M 1 ). Similarly, to examine the effect of reward delay, we measured the mean spike rate during the cue period of the trials in which the animal chose TL with no reward delay instead of TS with no delay ( Figure 4A , delay index, top), and the mean spike rate in the trials in which the animal chose TL with a 2 s reward delay instead of TS with no reward delay ( Figure 4A , delay index, bottom). Denoting these two measures as D 1 and D 2 , the delay index was computed as (D 2 À D 1 )/(D 2 + D 1 ). We then calculated the correlation coefficient for the magnitude index and delay index. For a given neuron, this analysis could be applied as long as there was at least one trial in each of the four conditions described above. Although the reliability of the result would increase with the number of trials used to calculate these indices, this reduces the number of neurons that could be included in this analysis. Figure 4B shows all the cases in which there were at least three trials in each condition. The negative correlation between the magnitude index and the delay index was statistically significant, as long as the minimum number of trials included in each condition was less than seven.
