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Abstract
Improving Non-Player Character Interaction Using Physiological Data
Joe Jalbert
Stefan Rank, Ph.D., Jichen Zhu, Ph.D., and Santiago Ontañón, Ph.D.
Non-player characters (NPCs) in video games have very little information about the player’s
current state. This disconnect leads to less than ideal interactions between the human and the
computer. Measurements of a human’s physiological state have been used to drive a wide range of
software interactions, such as biofeedback applications. The usage of physiological data in games
has been very limited, mainly to adjustments in difficulty based on stress levels. However, research
with virtual agents has shown how useful physiological data can be in human-computer interaction.
Based on these findings, this thesis assesses the usefulness of physiological signals for the interaction
with NPCs. Measurements of skin conductance on the fingers and facial muscle tension serves as a
means to estimate the player’s emotional state at any given time. This data is then used to adjust
the behavior of non-player characters in so far as their dialogue acknowledges the player’s emotion.
An experimental evaluation of the developed system showed that using a combination of elec-
tromyography and electrodermal activity to estimate human emotion affords non-player characters
with more information about the player, demonstrating the viability of the approach. In the small
sample of the evaulation, there was no significant difference for a questionnaire measure of rapport
with the NPCs. However, the qualitative feedback in the questionnaires showed a clear difference in
the perception of the system’s use of physiological information. How this information can be used
most effectively by non-player characters should be explored further in future research.

1Chapter 1: INTRODUCTION
As the sophistication of video games increases, flaws in certain aspects of games, such as communi-
cating with non-player characters (NPCs), become more apparent. NPCs have limited information
about players, but they should ideally react to the players’ emotional states. This thesis reports
on the development of a system and an experiment that tests the feasibility of using physiological
data as an estimate of emotional states to improve this aspect of interaction between players and
NPCs. Leveraging advances in systems using physiological signals, such as biofeedback applications,
the proposed setup uses electrodermal activity and electromyography for emotion estimation in an
action role-playing game built in Unity. Players navigate through a post-apocalyptic setting as their
physiological data is recorded during significant, in-game, events. The game was used in a between-
subjects experimental design for which this data was utilized to influence the dialogue behaviors of
NPCs in the game in order to test the resulting effect on rapport with the characters.
Previous research in AI resulted in advances towards more convincing agents in terms of behavior
[Gratch et al. 2007] or used natural language processing as a means of creating more believable
exchanges as seen in Façade [Mateas and Stern 2004]. This project attempts to grant non-player
characters more useful information about the player. Natural language interaction can result in
more meaningful conversations with NPCs. However, that approach omits a key aspect of human
interaction, emotion recognition [Kim et al. 2004]. When engaged in conversation, we are able to
identify the emotional state of interaction partners based on information such as speech patterns and
gestures. Non-player characters do not conventionally have access to this information and cannot
take the user’s emotional state into account. Humans use multiple methods to estimate the mood
and current emotional state of an interaction partner. This study proposes to use a channel that is
not available to humans: physiological data collected through an Arduino device. Using a mapping to
the dimensions of arousal and valence, we can estimate emotional states during gameplay and make
this information available to NPCs as the player engages in conversation with them. This thesis
2describes the approach for the design of the game, the character behavior, and the experimental
setup as well as an experimental evaluation of the impact of the design.
The following chapter discusses the background information of topics including physiological
signals, virtual agents, and non-player character interactions (Chapter 2) followed by an overview of
the recent research in these fields (Chapter 3). The problem that this thesis addresses as well as the
resulting question and hypothesis are described in Chapter 4. Our approach is presented in Chapter
5, along with the techniques utilized to gather the data in order to draw a conclusion. The results
are then discussed in depth (Chapter 6), followed by concluding remarks about the significance of
this study and avenues for future research (Chapter 7).
Chapter 1: INTRODUCTION
3Chapter 2: ON PHYSIOLOGICAL SIGNALS AND AGENTS
This chapter provides an overview of topics that are required in establishing a framework to introduce
the problem. The topics that will be covered are physiological signals, virtual agents, and non-player
character interaction.
The connection between those topics lies in the field of Artificial Intelligence, with a history
reaching back to the beginning of the 20th century. Alan Turing was responsible for a boom of
research starting in the 1950s with his paper on "Computing Machinery and Intelligence" [Turing
1950]. Since then, the field has expanded into something that is encountered on an everyday basis,
whether or not we realize it. Towards the latter half of the 1990s, Artificial Intelligence researchers
began to believe that the introduction of a face would enhance the potential for communication be-
tween humans and computers [Koda and Maes 1996]. This belief introduced the idea of an embodied
agent. Chatbots were being created with human faces, with the aim of alleviating any discomfort
one may feel by interfacing with a computer. This proved to be a simplistic assumption as many
aspects were not taken into account. The major component of this being the complexity of human
behavior. We, as humans, expect a person to behave in a certain way and become uncomfortable if
they do not act accordingly [Cassell et al. 2000]. This realization led to a shift away from embodied
agents in many areas of computing. However, there is still a healthy research community around
Virtual Agents in human-computer interaction, and embodied agents are a natural component of
video games, especially role-playing games (RPGs), in the form of Non-Player Characters (NPCs).
2.1 Virtual Agents
Virtual agents can be described as digital robots. Instead of taking a physical form, virtual agents
are given a digital, graphical, representation. Very often, these virtual agents are used as chatbots,
software that is designed to have a conversation with a human. Chatbots are usually given a
specific purpose, which isn’t necessarily to carry out a lengthy conversation. These can be fully
4scripted or employ methods such as machine learning and natural language processing in order to
provide a more engaging exchange of dialogue. Many agents are designed with human behavior in
mind [Donikian and Petta 2011]. In these cases, the developer must have some understanding of
neuroscience, psychology, as well as utilize behavior modeling in order to create a convincing virtual
agent. These types of agents are mostly focused on intelligence, while others may focus on the visual
side of human-computer interaction. Visually embodied agents focus on improving the graphical
representation of virtual agents. For instance, Digital Ira, created by USC, makes no efforts to give
intelligence to an agent and instead aims to represent agents as human-like as possible [Perry 2014].
2.2 NPC Interaction
Non-player characters (NPCs) in video games refer to any character in a game which is not controlled
by the player. While this broad statement can include hostile entities in the game, it is usually
reserved for characters which the player can interact with. Games that include interaction with
non-player characters can use that interaction as the core game-play mechanic or to simply provide
the player with more information about the game world. Visual novels are a genre of video game
that consist of non-player character interaction as the main mechanic in the game. Notable games
that enhance the narrative through such NPC interactions are the Fallout series, the Elder Scrolls
series, and Dungeons & Dragons video games such as Baldur’s Gate and Neverwinter Nights. In
these games, while it is important to read and understand the dialogue in order to progress the
story, NPC interaction exists as just one component of the game as a whole.
Massively Multiplayer Online Role-Playing Games often make use of quests as a means to chal-
lenge the player [Doran and Parberry 2011]. The player is rewarded upon completion of these
quests. Quests are usually distributed by way of a Non-Player Character (NPC) with scripted di-
alogue. These NPCs are embodied agents with unique traits to differentiate them, to create the
impression of a specific personality. Some effort has been placed on improving the way NPCs are
built, with one solution being to create dynamic quest generators [Lee and Cho 2012]. While this
is a feasible solution, it does not take the user’s emotional state into account in any way. With
personalization being a key component of the role-playing genre, each aspect should ideally relate
Chapter 2: ON PHYSIOLOGICAL SIGNALS AND AGENTS 2.2 NPC Interaction
5back to the player, including the manner in which quests are distributed. Ideally, NPCs should be
able to adapt aspects of quest-giving, such as the type of quest and manner of delivery, in order
to increase the player’s enjoyment. A player’s physiological signals, in addition to their behavior
in-game, can be a useful source for this adaptation.
Figure 2.1: Branching dialogue in Fallout 3
NPC interaction can take many forms in narratives. The most common distinction is whether
the dialogue is branching or non-branching. See Figure 2.1 for an example of how branching dialog
is often handled in this style of game. Branching dialogue is a product of giving the player choices
in how they respond to NPCs, as opposed to a non-branching system which would remain the same
across additional play-throughs. Branching dialogue leads to a more interactive experience for the
player, but gives the game designer less control over the narrative. This is the challenge that game
designers must overcome. How can the player still feel that they have control over the story while
ensuring that the interaction has its intended effect? By affording the NPCs with more information
about the player, such as the physiological readings, we should be able to improve responses.
Chapter 2: ON PHYSIOLOGICAL SIGNALS AND AGENTS2.3 Physiological Signals
6Figure 2.2: A patient utilizing biofeedback for therapy
2.3 Physiological Signals
The collection of any data from the human body can be considered physiological data. While the
technology began its life for medical use, from monitoring vitals to therapy (Figure 2.2), researchers
began to use them for a variety of purposes from virtual agents to measuring the effectiveness of
various forms of media. An aspect of the potential use of physiological data is biofeedback, i.e. the
direct feedback of the measured values, in some form, to the human user. Biofeedback devices have
been used in various applications, usually within the field of medical research. However, they have
also been employed in analyzing game data and determining human emotion [Ambinder 2011; Kim
et al. 2004]. Kim et al. [2004] state that "emotion ability is the essential factor for next generation
personal robots". However, in games the emotions of both parties should be considered and this can
be addressed by introducing a player’s physiological signals as an element of gameplay interaction.
In terms of game interaction, the usage of such devices has been fairly limited, with the majority
monitoring heart rate. The Xbox Kinect can monitor the heart rate of players, intended mainly for
fitness applications. This feature allows fitness games to provide customized routines based on the
Chapter 2: ON PHYSIOLOGICAL SIGNALS AND AGENTS2.3 Physiological Signals
7Figure 2.3: Streamer TheMexicanRunner with a live heart rate display
player’s level of exertion. Recently, live streamers on the website Twitch.tv have begun to monitor
their heart rate during game-play, as a sort of gimmick to allow viewers to observe at what points
they are getting nervous (See figure 2.3).
It is important to note that we have access to many more forms of physiological data, other than
heart rate. For example, we are able to monitor muscle tension, skin conductance, electrical activity
in the brain, blood flow, and body temperature. With all of the available technologies, it is worth
exploring alternate methods of physiological data in gameplay.
Chapter 2: ON PHYSIOLOGICAL SIGNALS AND AGENTS2.3 Physiological Signals
8Chapter 3: RELATED WORK
This chapter will delve into previous research studies which have influenced the design of this project.
First, we will look at studies that have used physiological data in similar ways. Then, we will discuss
how virtual agents have used physiological data, and to what effect. Third, we will mention research
that has been conducted on using such data for improving non-player characters in video games.
3.1 Physiological Data
Estimating the emotional state of a user based on physiological signals is an active research topic,
as evidenced by publications at major conferences such as AAMAS (International Conference on
Autonomous Agents & Multiagent Systems) and ACII (International Conference on Affective Com-
puting and Intelligent Interaction). As a first example, an emotion recognition system was built
which correctly identifies four human emotions based on biofeedback devices. Among these emo-
tions are sadness, anger, stress and surprise [Kim et al. 2004]. This system showed that in an
appropriate setting and setup, human emotions can be determined accurately enough for the com-
puter to reference for a variety of means. Similarly, a music video recommendation system was built
to measure arousal levels in participants in order to determine what genre of music they would likely
enjoy [Matthes et al. 2012]. The results of this experiment imply that the usage of physiological
signals leads to a more satisfying experience. In Gilroy et al. [2012], a digital animation is cre-
ated which selects scenes based on the user’s electromyography (EMG) and electrodermal activity
(EDA). The combination of both EMG and EDA allows for an accurate estimation on the user’s
current emotion based on medical research done at the University of Sydney [Calvo and D’Mello
2012]. The use of EMG and EDA allows for estimating the values of the level of arousal and valence.
Combining these values leads to a position on a two-dimensional arousal-valence space, sometimes
referred to as the Russell Plane [Bustamante et al. 2015]. This plane assists in estimating human
emotion in terms of their arousal level (based on electrodermal activity) and their valence (based on
9Figure 3.1: Nevermind uses a heart-rate monitor to alter the environment and the difficulty
facial muscle tension, electromyography). The passive participation present in Gilroy et al. [2012]
separates itself from video games, which are considered to be a form of active participation.
Within the realm of gaming, there are few examples of biofeedback as a means to improve
gameplay. For all of those examples, the signals are only being utilized as a means to alter the
difficulty. Nevermind, see Figure 3.1, is a biofeedback-driven horror adventure game which shifts
the difficulty based on player stress levels [Reynolds 2013]. The game was originally intended as a
method for users to cope with their stress levels. Similarly, an experiment was conducted to adjust
the difficulty of Tetris based on the participant’s stress value [Chanel et al. 2011]. While these works
have shown the feasibility and effectiveness of the use of physiological signals in gaming, no work has
been targeted at improve the interactions and conversations with Non-Player Characters (NPCs)
with these same techniques.
3.2 Virtual Agents
Rapport usually describes a sense of understanding between two humans as they interact with one
another. Experiments in establishing human rapport with virtual agents have demonstrated that it
is possible to share a connection with an avatar that comes close to human-human communication
Chapter 3: RELATED WORK 3.2 Virtual Agents
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Figure 3.2: The system utilized in Creating Rapport with Virtual Agents [Gratch et al. 2007]
[Gratch et al. 2007]. Tests were performed with embodied agents that attempted to mimic human
conversational behaviors such as eye contact and head nods, see figure 3.2. In order to elicit human
responses in controlled laboratory tests with virtual agents, they required the use of a stimulus.
In the case of Putten et al. [2010], the participants were asked questions of increasing intimacy as
a means of invoking a reaction. In the debate on the merits of virtual agents in human-computer
interaction, researchers such as Coleman [2011] suggested that research should shift towards improv-
ing human-human interaction. Nevertheless, virtual agents continue to appear in research studies,
regarding both the aspect of intelligent behavior and the visually embodied representation, showing
the continued interest in virtual agents for digital media, including games.
3.3 Non-Player Characters
NPCs in video games have been addressed in a large number of research studies. While some of these
studies do address emotion, the focus is usually not on the player’s emotion. GAMYGDALA was a
system created to simulate emotions in virtual agents. The system was used to create an adaptive
narrative based on these simulated emotions [Kaptein and Broekens 2015]. Of course, these emotions
were artificial, as they were programmed to behave with specific functions for each agent. Another
method used, described in Ingebretsen [2008], assigns emotions to non-player characters through
neural networks. Using this system, NPCs gained 1 of 15 emotions ranging from guilt to boredom to
Chapter 3: RELATED WORK 3.3 Non-Player Characters
11
fear. In this case, each emotion was programmed to react to every situation in a different manner.
In Bailey and Katchabaw [2008], a procedure is setup to create more realistic psychosocial behavior
for a group of NPCs interacting with one another. Again, this study only acknowledges the emotions
of the artificial intelligence character, as opposed to the user controlling the game. However, while
neither of these projects incorporated biofeedback, they both show the effectiveness in utilizing
emotion in the creation of NPCs in video games.
Building upon the previous research outlined above, this project aims to bridge the gap between
the usage of biofeedback in video games and its usage in virtual agent development. The key
difference between the two being in how the data is being utilized. In the few existing studies
involving video games, biofeedback has largely been used to alter the difficulty of the game. On
the other hand, most research for virtual agents has been focused on identifying the user’s current
emotional state. The combination of these studies provides the basis for this project.
Chapter 3: RELATED WORK 3.3 Non-Player Characters
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Chapter 4: PROBLEM STATEMENT
This chapter presents the main questions that drive this study. These questions were influenced by
problems that have been identified from related work. The main research question is backed up by
the objectives involved in development of the game used in testing.
4.1 Research Question
Does interacting with non-player characters whose dialogue behavior is influenced by physiological
data establish a greater sense of rapport than interacting with those without that information?
4.2 Design Objectives
In order to address the question above, a small game was designed and developed that allowed for
experimental assessment of the impact of physiological data. The game was designed in order to
serve as a testing environment to answer the question at hand. Numerous considerations went into
designing the environment, the game-play, and the interactions. Among these decisions were the
setting, plot, game-play mechanics, dialogue, controls, and visuals. Each of these components were
addressed in a way that would aid in producing meaningful results, as detailed in the following
section.
4.3 Thesis Statement
The hypothesis put forward in this thesis is that affording non-player characters with a player’s
estimated emotional state and designing the NPCs’ interaction to take advantage of that state will
lead to improved rapport between the player and non-player characters.
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Chapter 5: APPROACH
This project seeks to utilize physiological data in order to adjust and improve interactions with
non-player characters in video games. Two versions of a game, developed for this purpose, were used
in order to test the viability of NPC adjustment with physiological signals. This chapter reports how
the game involved was designed, documenting relevant design decisions. Furthermore, the details
of the data collection in-game as well as the used experimental design using pre- and post-test
questionnaires to evaluate the game are presented.
5.1 Project Design and Development
The project work for the thesis involved both the construction of a game in the style of the targeted
genre, as well as the integration of hardware readings of physiological signals.
5.1.1 Game Construction
A digital game, Exit 53, was created in the Unity game engine in order to test the potential benefits
of including biofeedback as a means of driving non-player character’s interactions. The game is an
isometric action role-playing game within a post-apocalyptic environment. The player is introduced
to the world through a textual description at the start of the game (See figure 5.1).
Setting
The decision for the game to take place in a post-apocalyptic setting was made in order to present
the player with difficult choices, with the intention of eliciting an emotional response. In addition,
a post-apocalyptic setting is common among modern media, and should feel familiar to the player.
Controls
The controls were considered in the design of this game because of the fact that the player is wearing
the electrodermal activity sensors on their non-dominant hand. Because of this, the game had to be
designed to work with a single hand. This limitation led to the simple control scheme present in the
14
Figure 5.1: Introducing the player to the game.
game, which is completely playable with just the mouse. The left mouse button moves the player
around while the right mouse button is used to attack using projectiles. In addition, interaction
with NPCs happens automatically as the player moves near them. This simple scheme allowed for
the game to be accessible to all participants.
Genre
The decision for the game to be an action role-playing game stemmed from multiple aspects. Role-
playing games are often associated with lengthy conversations with non-player characters, which is
a main focus of this thesis. While this project could potentially exist as a visual novel, the visual
novel genre removes the level of interaction that we desired in order to influence gameplay.
Level Design
The environment was setup with long stretches of path with no objects of interest. These paths act
as a sort of reset for the player to return to a baseline measurement. This was necessary in order to
make sure that there was a difference in the physiological data collected while in an event.
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Figure 5.2: The player chooses how to deal with a thief.
Visuals and Sound Design
The visual style used for assets in this project is based on the look associated with voxels. The assets
were acquired on the Unity Asset Store. The decision to use these assets was weighed against a more
realistic visual style. The game was prototyped with both styles before continuing. It was decided
that the abstract art direction would allow for more effort to be spent on the technical aspects of
the project.
Furthermore, the following visual and auditive design elements are used to present events and
interactions. As the player approaches a key event, the screen will frame the scene so that the player
is able to better understand what it is they should be focused on. In addition, an identifying sound
will play to let them know that they are heading in the right direction. Similarly, a textual message
will display if they are headed in the wrong direction, and it will lead them towards the correct path.
Furthermore, this combination of visual and auditory emphasis is used to increase the likelihood of
a strong affective response during decision points.
5.1.2 Decisions
As the player makes their way through the game world, they are presented with a choice at two points
(see Figure 5.2). During both of these decisions, their physiological state is measured, as detailed
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Figure 5.3: Rats, Andy, and Clara: the three non-player characters.
below and in the following section, and the resulting estimate of their emotional state is used in
the non-player character responses that refer to these choices. These decisions were implemented in
order to allow the player to feel as if the three non-player characters, see Figure 5.3, were directly
responding to both their actions and their emotional state while making the decision. This design is
necessary for the impact on the players to be dependent on their choice, however, it is problematic
for comparing data across participants with a small sample size as in the reported experiment. For
instance, while one participant may have chosen to reason with a thief another may have chosen to
kill him. Both of these choices lead to different responses from non-player characters, which makes
it difficult to compare post-test results directly per-choice across participants. With a larger sample
size, we would have had more instances of player’s following the same path.
When player’s are presented with a decision, they are first presented with a framed shot of the
scene and a brief description of the situation. Text then presents the player with 3 choices depending
on the scene. After choosing an option, the player must make their way towards the NPC, which
then triggers the appropriate dialogue with that character. For choices in scenes that are considered
relevant for NPC behavior later on, the player’s state during that event is recorded in the different
phases of the event, to adjust the baseline and record the event reaction, as described below. In
Table 5.1, the scene name refers to the scene name as referenced through code. The NPC which the
player will converse with is displayed along with the scene in which physiological data was recorded
to reference.
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Table 5.1: Each scene refers to a specific event to determine dialogue.
Scene Name Description NPC Based On
Baby The player discovers a baby arranged in a ritual - -
Ambush The player is ambushed by a zombie - -
Rats1 The player meets Rats for the first time Rats Ambush
Rats2 The player speaks to Rats after dealing with Andy Rats Andy1 Decision
Rats3 The player speaks to Rats after dealing with Clara Rats Clara2 Decision
Andy1 The player is presented with options at Andy’s camp - -
Andy2 The player decides to kill Andy Andy Andy1 Decision
Andy3 The player decides to reason with Andy Andy Andy1 Decision
Andy4 The player decides to return to their camp - -
Clara1 Clara arrives at camp and takes the baby Clara Baby
Clara2 The player is presented with options at Clara’s camp - -
Clara3 The player decides to kill Clara Clara Clara2 Decision
Clara4 The player decides to reason with Clara Clara Clara2 Decision
Clara5 The player decides to sacrifice the baby Clara Clara2 Decision
5.1.3 Physiological Signals Hardware
In order to track physiological signals, two Arduinos were used in addition to two eHealth sensor
platforms1. Connected to the toolkits are sensors for measuring EMG (Electromyography) and EDA
(Electrodermal activity). EMG is used to track a user’s muscle tension, while EDA calculates their
skin conductivity levels from the tips of the fingers on their non-dominant hand. In order to mea-
sure muscle tension, six electrodes were placed on the face of each participants. Two electrodes,
acting as the grounds, were placed at the top of the forehead. Two more electrodes, measuring the
muscle movement of the brow, were placed directly above the participant’s eyebrow. The final two
electrodes, measuring the movement of the mouth, were placed along the cheek of the participant.
These areas correspond to two specific muscle groups, the corrugator supercilii group which is as-
sociated with frowning and the zygomaticus major muscle group which is associated with smiling.
Electrodermal activity, also known as galvanic skin response, or skin conductance/resistance, is mea-
sured from the electrical conductance between 2 points. In this case, the points are at the tips of
the participant’s fingers. The result from this sensor returns a regularly sampled value for the skin
conductance level (SCL).
1https://www.cooking-hacks.com/ehealth-sensors-complete-kit-biometric-medical-arduino-raspberry-pi
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Deriving Emotional States from Raw Data
Combining these two pieces of data, EDA and facial EMG, allows for the estimation of a participant’s
current emotional state because of their correlation with the dimensions of arousal and valence. We
assign data gathered from EDA as the y-axis (arousal) while the information from EMG is placed
on the x-axis (valence). Raw data from the eHealth devices is gathered using the PhySigTK, a
toolkit that enables reading time-stamped and cleaned up values from a variety of physiological
signal devices [Rank and Lu 2015]. Using the toolkit, raw values were sampled at 100Hz for both
skin conductance level and the muscle tension at both of the muscle groups mentioned above.
EDA data to Arousal: The toolkit integrates tools for smoothing and normalizing the SCL
values, as well as a mechanism for detecting peaks, so called Skin Conductance Responses (SCR).
Smoothing was performed by averaging with a sample-window of 9 values, i.e. 4 before and after
the sample value of interest. Normalization to the range of 0-1 was performed using a one-second
window of recent values, in order to enable efficient real-time peak detection. Peak detection was
based on a threshold of 0.6 in the resultant normalized range, and an expected minimum distance
between peaks of 0.3 seconds.
The resulting signal indicated the detected peaks in the skin conductance signal which was turned
into a frequency. A higher frequency would correspond to more recent SCRs being detected. Once
the frequency is calculated, it is compared to the most recent baseline estimate (explained below)
in order to be placed on the y-axis as an estimate of arousal.
Facial EMG data to Valence: Our EMG setup returns two values, one for the brow muscles
and another for the cheek, that were used directly in the calculation of the estimate of valence.
Each of the two values are first normalized from 0-1. This is done by referring to the most recent
baseline value as 0 and the maximum value as 1. We then take the normalized value of the cheek
measurements and subtract from it the normalized value of the brow measurements. This is done
because the cheek measurements (associated with smiling) act as the positive x-value. Alternatively,
the brow measurements (associated with frowning) act as the negative x-value. The difference
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between these two values can then be placed on the x-axis as an estimate of valence.
Baseline Values: Initially, a base-line measurement needs to be established for each player. The
base-line is recorded during the initial sequence over a period of sixty seconds. The participants were
asked to keep still and relax for the duration without any distraction, in order to record their neutral
measurements. The baseline is determined by measuring all activity over the course of 60 seconds
and then averaging those values. After the initial baseline recording, participants were then asked
to smile and then to furrow their brow. The values recorded from this were set as the participant’s
maximum EMG values, which were then used to normalize the data from 0 to 1.
After determining the user’s resting state, the arousal-valence axis can then be utilized to estimate
emotions. However, this baseline is adjusted throughout, in order to account for any lasting changes
in physiological response. Before the start of each scene, the baseline is adjusted during "empty"
sections in the game world. In order to adjust the baseline, we take the average of the newly recorded
baseline and the previous one.
Event Measurement: The measurements are tracked in two different methods throughout the
game depending on the type of scene. For most scenes, three points are established in which data is
recorded. The first point occurs before the event begins. This point exists to begin the process to
adjust the player’s baseline measurements. The second point is when the player initiates the event.
The data collected during this segment is averaged to establish the estimated emotion for the scene.
The final point was recorded as a means to observe how the player’s data falls off after the event
has ended. This third point was not used in the emotion estimation process. As mentioned, this
was just one of the methods. The second method was used for calculating the user’s emotion during
the decision making process. For these scenes, the baseline is still adjusted before any action occurs.
However, the difference lies in the second data collection point. The player’s signals are recorded for
the duration of the time that they remain in the decision window, as well as for 3 seconds after the
choice has been made. This is to ensure that we estimate the player’s emotion as they make their
decision. The data collected during the decision is then averaged and referenced by the appropriate
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NPC. Each NPC can respond to each instance of conversations with one of nine dialogue options,
based on the categoization of the estimated emotional state.
Figure 5.4: The 9 emotions collected, positioned on our simplified arousal-valence axis.
Emotional States These are based on the estimated arousal and valence values. The nine calcu-
lated emotions are as follows: Neutral, Happy, Alarmed, Miserable, Angry, Depressed, Bored, Tired,
Content (as seen in figure 5.4). These emotional states are labeled based on emotions that exist
closest to the 8 extremes on the arousal-valence axis (as seen in figure 5.5).
Devices Considered
Before settling on the Arduino (see Figure 5.6) and eHealth setup that the study employs, two other
devices were considered and tested. These devices were the FitBit, a commercially available activity
tracker, and the Empatica E4, a medical grade wristband for real-time physiological data collection.
The FitBit was considered for its accessible API in addition to being unobtrusive. As a lightweight
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Figure 5.5: The arousal-valence axis with various emotions placed around the quadrants.
Based on [Russell 1980], illustration from http://www.mensiatech.com/emotions-mensia/.
Figure 5.6: 2 Arduino UNOs were used to collect data
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wristband, the game could be designed in any way we saw fit, without worrying about devices getting
in the way of the controls. However, the FitBit API does not allow for real-time data, as the user
would first have to sync with the proprietary application. This is useful for applications that only
need a history of activity, but can not be used to effect a game at real-time. In addition, FitBit
devices do not provide EDA or EMG data, and instead only has access to the user’s heart rate.
While this could be used to estimate stress levels at any given time, we felt that this would not be
enough to achieve the goals of the study.
The Empatica E4, like the FitBit, is also a lightweight wristband. Unlike the FitBit, however,
the Empatica E4 does provide real-time data and arranges everything in easy to read charts and
figures. However, while it does calculate both heart rate and EDA, it does not have access to EMG.
This was identified as a problem when research suggested that the arousal-valence axis can lead to
better estimations of emotional state.
5.2 Experimental Approach
In addition to the physiological data collected, as detailed above, the experimental design included
questionnaires before and after testing.
5.2.1 Study Design
A between subjects approach was used, i.e. every participant was randomly assigned to one of the
two versions of the game, either the control condition or the condition that used the physiological
signals. They were each tested individually, in order to observe reactions at key events. One of the
play-throughs made use of the physiological data, while the other did not, and instead utilized a
pre-written story branch, based on the neutral responses from the testing group. In both versions of
the game, the participants were not told how their data was being used in the game. Additionally,
they were both hooked up with the same sensors and were given the same amount of information
before beginning the test. During development, two play-test sessions were conducted in order to
gather initial feedback to aid in production. These tests consisted of 5 Digital Media graduate
students and were helpful in developing the appropriate reactions based on their physiological data.
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Before the main test was distributed, each user was given a pretest questionnaire. These questions
aimed to establish the level of familiarity the user has with video games and biofeedback devices. It
was theorized that players with a higher level of familiarity would have more valuable feedback to
contribute in this case. In addition to familiarity, basic demographics were collected. Demographics
included the user’s age and gender. After playing through the short game, a post-test was given in
order to analyze the rapport established with each non-player character in-game.
5.2.2 Questionnaire Data Collected
Pre-test Questionnaire:
• Age?
• Gender?
• How much time do you spend playing video games?
– 0-1 Hours per week.
– 1-5 Hours per week.
– 6-20 Hours per week.
– 21-40 Hours per week.
– 41-80 Hours per week.
– 80 Hours per week.
• What genres of video game interest you most?
– Action
– Adventure
– Action-Adventure
– Role-Playing (Single-Player)
– MMORPG
– Simulation
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– Strategy
– Sports
– Casual
– Puzzle
– Other
• Have you played a game that uses biofeedback?
– Yes
– No
– Not Sure
• If so, what method was used to record physiological data?
– Heart Rate Monitor
– Galvanic Skin Response
– Electromyography
– Not sure
– Other
During their play-through, all of the physiological data was recorded with a time-stamp and the
scene in which the measurement was taken. This data was used to analyze trends in physiological
signals across the two versions. A system was created in Unity to convert all of the data into simple
line graphs. Separate graphs were created for electrodermal activity, electromyography, EDA peak
frequency, estimated emotional state, and the arousal-valence axes.
After the completion of the test, each user was given a post-test questionnaire. These questions
sought to quantify the effectiveness of the three NPCs, see Figure 5.3. They were loosely based on
the questions asked by Gratch et al. [2007] to establish rapport. Some questions from the existing
rapport scale were removed due to their lack of applicability. Each question was answered on a 9
point scale from 0 (Disagree Strongly) to 8 (Agree Strongly).
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Post-test Questionnaire:
• What effect did you think the physiological data had on the game?
• NPC - Rats
– I felt that I had a connection with Rats.
– I think that Rats and I understood each other.
– I felt that Rats was likable.
• NPC - Andy
– I felt that I had a connection with Andy.
– I think that Andy and I understood each other.
– I felt that Andy was likable.
• NPC - Clara
– I felt that I had a connection with Clara.
– I think that Clara and I understood each other.
– I felt that Clara was likable.
• Additional Comments:
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Chapter 6: RESULTS
Recruitment for test subjects began towards the end of production. Subjects consisted of Digital
Media and Game Design & Production students at Drexel University with some experience of video
games. The students were recruited by way of poster and through e-mail correspondence.
The sample size was 16 participants, with 8 in the testing group and 8 in the control group.
6.1 Pre-Test Questionnaire Results
Pre-test results included demographic information. The pre-test also included information gathered
about the participant’s level of familiarity with video games. The inclusion of these questions
were meant to gauge whether their opinions on non-player characters would represent the opinions
of gamers as a whole. The participants were all between the ages of 18 and 34, with 11 of the
participants being between the ages of 18 and 24. The remaining 5 participants were between the
ages of 24 and 34. In the testing group 5 were between the ages of 18 and 24, with 3 being between
the ages of 24 and 34. The control group included 6 participants between the ages of 18 through 24
and 2 participants between the ages of 24 and 34.
A majority of the people tested identified as male, with the rest identifying as female. A total
of 6 participant’s identified as female while 10 identified as male. In both the testing and control
group, 5 of the participants were male while 3 of the participants were female.
All participants play video games, with most estimating that they spend between 6 to 20 hours
a week gaming. Of the 16 participants, 11 expressed that they spent 6 to 20 hours a week playing
video games. 2 user’s spent 1 to 5 hours per week playing video games with the last 3 split between
0 to 1 hours, 21 to 40 hours, and 41 to 80 hours. This information shows that nearly all, excluding
1, of the participants spend time gaming each week. All of the participants expressed interest in
role-playing games, with the second most popular genre being action-adventure which was selected
by 12 participants. The interest in role-playing games ensures that each participant has spent some
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time interacting with non-player characters. Out of all of the participants, only 1 had played a
game which used physiological data. This individual had played a game which made use of their
heart-rate.
6.2 In-Game Analytics
All physiological data was recorded throughout each play-through. This data included their elec-
trodermal activity, electromyography, electrodermal peak frequency, and the estimated emotional
state. This data was used to form a total of 5 types of graphs.
• Electrodermal Activity:
This graph displays data collected from the user’s skin conductance throughout the entirety
of the play-through. As the value on the y-axis increases, this can be read as the participant
having a higher stress level.
• Electromyography:
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This graph displays data collected from the user’s muscle tension, as collected from the 6
electrodes attached to the participant’s face. The value displayed on this graph represents the
normalized value of the difference between the electrodes attached above the brow (negative
valence) and the electrodes along the cheek (positive valence).
• Peak Frequency:
This graph displays the peak frequency from the user’s electrodermal activity. The frequency
is calculated from the last 5 collected peaks, as described in the previous section.
• Arousal-Valence Axis:
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This graph displays the peak frequency on the x-axis and the electromyography data on the
y-axis. This is used in-game to determine the user’s emotional state. However, this graph
displays raw data while the in-game emotion is determined in relation to the user’s baseline
measurements.
• Estimated Emotional State:
This graph displays the user’s estimated emotional state throughout the entirety of their play-
through. With time on the x-axis and emotional state on the y-axis, we are able to determine
how a user’s emotional state may have changed throughout the play-through.
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Table 6.1: Post-test results for each of the NPCs.
R1 R2 R3 A1 A2 A3 C1 C2 C3
Testing Mean 3.875 4.25 5.375 4.625 4.75 5 1.875 2.5 1.875
Control Mean 3.875 5.375 4.875 3.875 5 5.25 1.5 1.375 1
Testing SD 1.89 1.67 1.51 2.34 2.49 1.60 2.64 2.93 2.30
Control SD 1.96 2.45 2.59 1.46 1.51 0.71 2.33 2.45 1.93
In each graph, the in-game scene (as seen in Figure 5.1) is displayed with color. Figure 6.1 shows
the legend of the colors used for each scene. The graphs were created in Unity and utilizes data
stored from each play-through. Among the data stored was the user’s EDA values, EDA frequency,
EMG values, estimated emotion, the current scene, and whether or not they were in the midst of
an event or decision.
Using these graphs, we were able to isolate each scene and analyze how the user was feeling at
given points. For instance, in Figure 6.2 we see that the user was smiling during each point when
they were making a decision. This was also reflected in the same user’s dialogue responses which
indicated that their estimated emotional state was "Happy." Figure 6.3 shows the previous user’s
EMG data alongside the estimated emotion. Keep in mind that this is not showing which emotion
was selected for the dialogue but rather the range of emotions gathered before averaging the data.
This particular segment was the point in which a user must decide how to deal with a thief.
Figure 6.1: Each color indicates a different scene in the game.
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Figure 6.2: The 2 decision making points for 1 participant.
Figure 6.3: Closeup of user from figure 6.2 alongside measured emotional responses.
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6.3 Post-Test Questionnaire Results
The post-test asked questions based on determining how the player felt about each NPC. First,
the user’s were asked if they could tell what kind of effect the physiological data had on the game
world. In the testing group, the majority of the user’s expressed that they felt the data was being
used to change the dialogue, or the story, in the game. In the control, however, most of the user’s
noted that they had no idea as to what the physiological data was being used for. None of the
tester’s were informed beforehand what the data was being used for. This shows that the user’s
were able to recognize that the NPCs had access their estimated emotional state. One participant
was noticeably happy while deciding to kill the thief in the game. When another NPC was upset with
them for enjoying the event, the participant noticed this and exclaimed their excitement. Further,
participants in the testing group had a much more positive response to the game as a whole than
those in the control group. Offering additional comments, both verbally and within the post-test,
one participant noted that the game was "really fun" and that they wanted to play it again in order
to see how the NPCs would react differently. In Table 6.1 the post-test data is displayed for each of
the 3 NPCs. As described in the previous section, results are shown for the 3 questions that were
asked for each character. These 3 values were then averaged in order to form an estimate of the level
of rapport generated with each NPC. This rapport value can be seen in Figure 6.4, which shows
that there is no significant change in rapport between the testing and control groups. However, it
is worth noting that Clara generated lower levels of rapport when she did not have access to the
user’s emotional state. This is relevant as both Rats and Andy were written to be likable characters.
Clara was written to be disliked by the audience. Unfortunately, the data recorded from the post-
test questions dealing with NPC rapport do not provide substantive evidence one way or the other
as indicated by the computed p-values seen in Table 6.2.
6.4 Qualitative Analysis
While the quantitative analysis of the rapport measure indicated a trend, but did not lead to a clear
conclusion, the qualitative feedback and comments received show a much clearer picture.
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Figure 6.4: The calculated rapport for each NPC in each group.
Table 6.2: Rapport and standard error for each NPC.
Mean Testing Mean Control SE Testing SE Control p-value
Rats 4.50 4.71 0.37 0.78 0.41
Andy 4.79 4.71 0.68 0.23 0.45
Clara 2.08 1.29 0.80 0.45 0.20
Observing the answers given to the question "What effect did you think the biofeedback have
on the game?" showed that the members of the testing group were aware that NPCs had access to
their physiological data. Neither of the two groups were informed before playing the game that their
data would have any effect on the game. In the testing group (Table 6.3), 7 out of the 8 responses
indicated awareness with answers such as "to capture my emotions" and "gave the game emotional
information." On the other end, responses from the control group (Table 6.4) showed that 7 out
of 8 participants were unaware that there was any effect on the game. Of course, in the control
group there was no effect, but there was no difference in how the participants were set up in either
group. This data can indicate that the testing system was correctly estimating their emotion, and
communicating that with the player through NPC dialogue. However, this could also stem from the
difference between the neutral NPC dialogue and the more emotive responses that users received in
the testing group.
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Table 6.3: Testing Group: "What effect did you think the biofeedback have on the game?"
Testing Group
"Showed the lack of emotion for certain events"
"on the interactions with the other characters i had to talk to?"
"to capture my emotions feelings"
"Altered dialog"
"I think the story changed based on how I reacted to tasks"
"no idea"
"The character dialogue"
"Gave the game emotional information"
Table 6.4: Control Group: "What effect did you think the biofeedback have on the game?"
Control Group
"to be honest, it was a little hard to tell with out another point of
reference. It would be easier to answer if I was allowed to repeat the
same steps in the game over with out the sensors."
"I’m not sure that it had any effect. But I could be wrong There could
be multiple paths based on whether or not I was smiling, furrowing
my brow, or doing nothing."
"Nothing"
"I’m not sure."
"Not much noticeable effect."
"I did not consider the effect of biofeedback while playing the game."
"I think the NPC’s reactions would have changed if I did something
differently."
"I don’t know."
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Participants also had the option to add additional comments. While the majority of the answers
were comments on the game-play (such as the lack of a mini-map or the "nice" sound effects and
visuals), others provided valuable feedback on the NPC interaction. 3 of the participants expressed
that they would have been able to form more of a connection with the NPCs if the game had been
longer, with one stating that the likability of the characters was "superficial, at best." Another tester
expressed that they would have liked to have seen more interactions with the NPCs but they "liked
their reactions nonetheless." These comments highlight a limitation for this study in that it was
designed in order to be test-able within a reasonable time frame while still attempting to provide a
complete narrative.
6.5 Future Analysis
Future research should be conducted with this system in order to provide substantial quantitative
evidence of its effects. A larger scale evaluation can also use more varied approaches for control
conditions such as the use of randomly selected emotional responses or the selection of counter-
indicated or "opposite" responses.
In addition, future tests may consider altering aspects of the game other than dialogue. For
instance, gestural animations could be added to the NPC models in order to express their emotion.
Additionally, the music could shift in response to the user’s current state. Whether future setups
use a similar arousal-valence setup or something different, such as a heart rate monitor, there is a
lot more to learn in utilizing physiological data in interactive media.
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Chapter 7: CONCLUSION
This thesis reported on an experimental evaluation of game and system developed to show that using
a combination of electromyography and electrodermal activity to estimate human emotion affords
non-player characters with more information about the player. The evaluation demonstrated the
viability of the approach. In the small sample of the evaulation, there was no significant differ-
ence for a questionnaire measure of rapport with the NPCs. However, the qualitative feedback in
the questionnaires showed a clear difference in the perception of the system’s use of physiological
information.
7.1 Research Significance
The introduction of biofeedback in guiding non-player characters may lead to a greater sense of
rapport from the player than one without biofeedback. However, in order to provide quantitative
evidence of this, more research would have to be conducted with this system or a modified system.
7.2 Limitations
The method of measuring electrodermal activity did not work for all participants. 2 members of
the testing group and 1 member from the control group were unable to produce enough of a signal
for the system to pick it up. This is a common issue with EDA measurements. We attempted to
alleviate the issue with hand lotion, as this can be caused by dry skin. Even with the addition of
moisturizer, we were unable to get usable electrodermal data from these 3 participants for the whole
interaction. Future research could explore alternatives for recording electrodermal activity, or the
use of an alternate or additional channel for an estimate of arousal.
Additionally, the project was designed for testing across a larger sample size. Analyzing player
choices in dialogue in detail could lead to more insights for a larger sample in which all potential
choices are visited by a larger percentage of the test subjects. A common workaround for other
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similar experiments is to eliminate actual player choice. However, this was not an option in this
case, as the decision making process was crucial in eliciting emotional reactions for this study.
As indicated by multiple participants, the game was considered too short for people to establish
more meaningful connections with the non-player characters. To solve this problem, the system could
be setup within a pre-existing game as a modification. Possible games that would lend themselves
well for future study may include Fallout 4 or Skyrim. These games have established narratives
which have proven successful and a history of modding that would allow for a similar system as the
one developed. We believe that a modification of these games and more long-term interaction may
have more convincing data to analyze. Alternatively, as suggested above, a similarly small-scale
interaction could be improved by altering more aspects of the gameplay in response to the player’s
state in order to elicit stronger emotional reponses.
7.3 Research Implications
This thesis serves as an guiding example for game designers seeking to create and evaluate more
engaging non-player characters through unconventional means. Further, it provides a useful data
point for the feasibility of using physiological data in driving NPC behavior. Developers of role-
playing games may consider incorporating biofeedback into future titles or, at the very least, can
use it in development in order to design an experience that appeals, as indicated physiologically, to
the widest audience.
Chapter 7: CONCLUSION 7.3 Research Implications
38
Bibliography
M. Ambinder. Biofeedback in gameplay: How valve measures physiology to enhance gaming expe-
rience. Game Developers Conference: Game Design Track, San Francisco, California, 2011. URL
http://www.valvesoftware.com/publications/2011/ValveBiofeedback-Ambinder.pdf.
C. Bailey and M. Katchabaw. An emergent framework for realistic psychosocial behavior in non-
player characters. In Future Play ’08 Proceedings of the 2008 Conference on Future Play: Research,
Play, Share, Toronto, Ontario, Canada, pages 17–24. ACM New York, 2008. doi: 10.1145/
1496984.1496988.
P. A. Bustamante, N. M. L. Celani, M. E. Perez, and O. L. Q. Montoya. Recognition and regional-
ization of emotions in the arousal-valence plane. In Int.Conf. of the IEEE Engineering in Medicine
and Biology Society, pages 6042–6045. IEEE, 2015.
R. A. Calvo and S. D’Mello. Frontiers of affect-aware learning technologies. Intelligent Systems, 27:
86–89, 2012. doi: 10.1109/MIS.2012.110.
J. Cassell, T. Bickmore, H. Vilhjalmsson, and H. Yan. More than just a pretty face: Affordances of
embodiment. Proceedings of the 5th international conference on Intelligent user interfaces - IUI
’00, pages 52–59, 2000. doi: 10.1145/325737.325781.
G. Chanel, C. Rebetez, M. Trancourt, and T. Pun. Emotion assessment from physiological signals
for adaptation of game difficulty, 2011.
B. Coleman. Hello Avatar. The MIT Press, Cambridge, Massachusetts, 2011.
S. Donikian and P. Petta. A Survey of Research Work in Computer Science and Cognitive Science
Dedicated to the Modeling of Reactive Human Behaviors. Comput. Animat. Virtual Worlds, 22
(5):445–455, sep 2011. ISSN 1546-4261. doi: 10.1002/cav.375. URL http://dx.doi.org/10.
1002/cav.375.
J. Doran and I. Parberry. A prototype quest generator based on a structural analysis of quests from
four mmorpgs. Proceedings of the 2nd International Workshop on Procedural Content Generation
in Games - PCGames ’11, pages 1–8, 2011. doi: 10.1145/2000919.2000920.
S. Gilroy, J. Porteous, F. Charles, and M. Cavazza. Exploring passive user interaction for adaptive
narrative. In IUI 2012 ACM International Conference on Intelligent User Interfaces, Lisbon,
Portugal, pages 119–128, 2012. doi: 10.1145/2166966.2166990.
J. Gratch, N. Wang, J. Gerten, E. Fast, and R. Duffy. Creating rapport with virtual agents. Intelli-
gent Virtual Agents, pages 125–138, 2007. doi: http://dx.doi.org/10.1007/978-3-540-74997-4_12.
M. Ingebretsen. Toward more human video game characters. IEEE Intelligent Systems, 23(4):4–6,
2008. ISSN 15411672. doi: 10.1109/MIS.2008.67.
F. Kaptein and J. Broekens. The affective storyteller: Using character emotion to influence narrative
generation. Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial
Intelligence and Lecture Notes in Bioinformatics), 9238:352–355, 2015. ISSN 16113349. doi:
10.1007/978-3-319-21996-7_38.
K. H. Kim, S. W. Bang, and S. R. Kim. Emotion recognition system using short-term monitoring
of physiological signals. Medical & Biological Engineering & Computing, 42:419–427, 2004. doi:
10.1007/BF02344719.
39
T. Koda and P. Maes. Agents with faces: The effect of personification. In 5th IEEE International
Workshop on Robot and Human Communication, 11-14 Nov 1996, Tsukuba, Japan, pages 189–194.
IEEE, 1996. doi: 10.1109/ROMAN.1996.568812.
Y. S. Lee and S. B. Cho. Dynamic quest plot generation using petri net planning. In WASA ’12,
Proceedings of the workshop at SIGGRAPH Asia, Singapore, pages 47–52. ACM New York, 2012.
doi: 10.1145/2425296.2425304.
M. Mateas and A. Stern. Natural language understanding in façade: Surface-text processing. In
Technologies for Interactive Digital Storytelling and Entertainment: 2nd Int.Conf., Proc., pages
3–13. Springer Berlin Heidelberg, 2004. doi: 10.1007/978-3-540-27797-2_2.
D. Matthes, P. Frenzel, and M. Fuchs. Synchronized measurement of peripheral physiological signals.
Biomedizinische Technik / Biomedical Engineering, 57(SI-1 Track-F):663, 2012. doi: 10.1515/
bmt-2012-4387.
T. S. Perry. Leaving the uncanny valley behind. IEEE Spectrum, 51(6):48–53, jun 2014. ISSN
0018-9235. doi: 10.1109/MSPEC.2014.6821621.
A. M. V. D. Putten, N. Kramer, J. Gratch, and S. H. Kang. It doesn’t matter what you are!
explaining social effects of agents and avatars. Computer in Human Behavior, 26:1641–1650,
2010. doi: 10.1016/j.chb.2010.06.012.
S. Rank and C. Lu. PhysSigTK: Enabling Engagement Experiments with Physiological Signals
for Game Design. In Affective Computing and Intelligent Interaction (ACII), 2015 Interna-
tional Conference on, 21-24 Sept. 2015, Xian China, IEEE, First International Workshop on
ENgagement in HumAN Computer IntEraction (ENHANCE 2015), pages 968–969, 2015. doi:
10.1109/ACII.2015.7344692.
E. Reynolds. Nevermind: Creating an entertaining biofeedback-enhanced game experience to train
users in stress management. In Proceedings of ACM SIGGRAPH 2013 Posters, Anaheim, Cali-
fornia, page article no.77, 2013. doi: 10.1145/2503385.2503469.
J. Russell. A circumplex model of affect. Journal of Personality and Social Psychology, 39(6):
1161––1178, 1980.
A. Turing. Computing machinery and intelligence. Mind, 59:433–460, 1950.
Bibliography
40
Appendix A: Narrative
This section provides the specifics of the narrative that the player experiences. The structure of the
scenes that take place can be seen in Figure A.1.
The game begins with a brief introduction for the player to learn the controls and get a sense of
who they are playing as. As they scavenge for supplies in the beginning area, they come across a
baby arranged in a sort of sacrificial ritual (Figure A.2). Upon deciding to bring the baby with them,
the player begins to head back to their camp. This is interrupted by an ambush by two zombies
(Figure A.3). After dealing with the zombies, the player meets Rats for the first time (Figure A.4).
Rats quickly informs the player that their recently acquired goods were stolen while he was sleeping,
but he did managed to notice which direction they headed. The player discovers a small camp with
the thief feeding the stolen goods to a couple of dogs. This is where the player is presented with
the first option (Figure A.5). The player can attempt to reason with him, attack him, or head back
to camp empty-handed. Upon making this decision, the chosen scene plays out (Figure A.6). In
any case, the player heads back to camp and Rats comments on what took place. At the end of the
conversation Rats reveals that there is someone watching them nearby, and that the player should
check it out. This happens to be the supposed mother of the baby that was found earlier (Figure
A.7). This woman, Clara, quickly takes the baby and retreats to the south. It is now up to the
player to confront Clara. The player finds her south of the camp, in a playground (Figure A.8). The
player makes their second choice: Kill Clara, Reason with her, or assist her in sacrificing the baby.
With either choice, Rats will approach the playground and comment on the decision that the player
has made. This concludes the game.
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Figure A.1: Each scene in the narrative.
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Figure A.2: The location where the baby is discovered.
Figure A.3: The player is ambushed on their way back to camp.
Figure A.4: The player meets Rats for the first time.
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Figure A.5: The player decides how to deal with Andy, the thief.
Figure A.6: The player confronts Andy after their decision.
Figure A.7: The player meets Clara at their camp.
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Figure A.8: The player approaches Clara and makes a decision for the situation.
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