ABSTRACT. Motivated by the Frankl's results in [11] ("Multiply-intersecting families," J. Combin. Theory (B) 1991), we consider some problems concerning the maximum size of multiply-intersecting families with additional conditions. Among other results, we show the following version of the Erdős-Ko-Rado theorem: for all r ≥ 8 and 1 ≤ t ≤ 2 r+1 −3r −1 there exist positive constants ε and n 0 such that if n > n 0 and | 
INTRODUCTION A family (or hypergraph) G ⊂ 2 [n] is called r-wise t-intersecting if |G 1 ∩ · · · ∩ G r | ≥ t
holds for all G 1 , . . . , G r ∈ G . The aim of this paper is to find largest r-wise t-intersecting families with some additional conditions, which extends some of Frankl's results and his proof technique developed in [11] . Let us define a typical r-wise t-intersecting family G i (n, r,t) and its k-uniform subfamily F i (n, k, r,t) as follows:
G i (n, r,t) = {G ⊂ [n] : |G ∩ [t + ri]| ≥ t + (r − 1)i},
F i (n, k, r,t) = G i (n, r,t) ∩ [n] k . An r-wise t-intersecting family G is called non-trivial if | G | < t, where G := G∈G G. Two families G , G ⊂ 2 [n] are said to be isomorphic and denoted by G ∼ = G if there exists a vertex permutation τ on [n] such that G = {{τ(g) : g ∈ G} : G ∈ G }.
Let m(n, k, r,t) be the maximal size of k-uniform r-wise t-intersecting families on n vertices. To determine m(n, k, r,t) is one of the oldest problems in extremal set theory, which is still widely open. The case r = 2 was observed by Erdős-Ko-Rado [6] , Frankl [9] , Wilson [34] , and then m(n, k, 2,t) = max i |F i (n, k, 2,t)| was finally proved by Ahlswede and Khachatrian [2] . Frankl [8] showed m(n, k, r, 1) = |F 0 (n, k, r, 1)| if (r − 1)n ≥ rk, see also [20, 27] . Partial results for the cases r ≥ 3 and t ≥ 2 are found in [12, 14, 29, 30, 31, 32] . All known results suggest m(n, k, r,t) = max i |F i (n, k, r,t)| in general, and we will consider the case when the maximum is attained by F 0 or F 1 . To state our result let us define a list A of acceptable parameters as follows. A = {(r,t) : r ≥ 5, 1 ≤ t ≤ 2 r+1 − 3r − 1} −{(5, 1), (5, 2), (5, 3), (5, 4), (6, 1), (6, 2), (6, 3), (7, 1)}.
(1) Theorem 1. Let (r,t) ∈ A be fixed. Then there exist positive constants ε, n 0 such that m(n, k, r,t) = max{|F 0 (n, k, r,t)|, |F 1 (n, k, r,t)|} holds for all n > n 0 and k with | k n − 1 2 | < ε. Moreover F 0 (n, k, r,t) and F 1 (n, k, r,t) are the only optimal configurations (up to isomorphism).
We note that |F 0 (n, k, r,t)| = n−t k−t and |F 1 (n, k, r,t)| = (t + r) n−t−r k−t−r+1 + n−t−r k−t−r . Some computation shows that if (r,t) ∈ A and r k then max{|F 0 |, |F 1 |} is attained by F 0 (n, k, r,t) if 1 ≤ t ≤ 2 r − r − 2, or t = 2 r − r − 1 and n ≥ 2k − 2 r + r/2 + 3, F 1 (n, k, r,t) if t ≥ 2 r − r, or t = 2 r − r − 1 and n ≤ 2k − 2 r + r/2 + 2. Conjecture 1. Theorem 1 is true for all r ≥ 3 and 1 ≤ t ≤ 2 r+1 − 3r − 1.
Let m * (n, k, r,t) be the maximal size of non-trivial k-uniform r-wise t-intersecting families on n vertices. Ahlswede and Khachatrian [1] determined m * (n, k, 2,t) completely, which included earlier results of Hilton-Milner [21] and Frankl [10] . In [33] a k-uniform version of the Brace-Daykin theorem [4] is considered for m * (n, k, r ≥ 7, 2) and k/n ≈ 1/2. To state our result let us define some families of k-uniform hypergraphs as follows.
F(n, k, r,t) = {F ⊂ [n]
k : F is r-wise t-intersecting}, F j (n, k, r,t) = {F ⊂ [n] k : F ⊂ F for some F ∼ = F j (n, k, r,t)}, Y i (n, k, r,t) = F(n, k, r,t) − 0≤ j≤i F j (n, k, r,t).
For fixed n, k, r,t, we clearly have F j ⊂ F. We are interested in m * = max{|F | : F ∈ Y 0 }. It seems that hypergraphs in F with nearly largest size only come from some F j , moreover they are stable in a sense, namely, max{|F | : F ∈ Y 1 } < (1−γ)m * for some fixed constant γ > 0. (See [16, 26] for more about stability type results.) We verify this phenomenon in the case t ≤ 2 r+1 − 3r − 1 and k/n ≈ 1/2. Theorem 2. Let (r,t) ∈ A be fixed, where A is defined by (1) . Then there exist positive constants γ, ε, n 0 such that the following (i) and (ii) are true for all n > n 0 and k with
The above result immediately implies Theorem 1. We also apply this result to get a Sperner type inequality. A family G ⊂ 2 [n] is called a Sperner family if G ⊂ G holds for all distinct G, G ∈ G . Let s(n, r,t) be the maximal size of r-wise t-intersecting Sperner families on n vertices. Milner [25] proved s(n, r = 2,t) = n (n+t)/2 . Frankl [8] and Gronau [17, 18, 19, 20] determined s(n, r = 3,t = 1) for n ≥ 53. Gronau [18] also proved s(n, r ≥ 4,t = 1) = n−1 (n−1)/2 for all n. For sufficiently large n, it was proved that s(n, r ≥ 4,t = 2) = n−2 (n−2)/2 in [12] , s(n, r,t) = n−t (n−t)/2 for r ≥ 5 and 1 ≤ t ≤ 2 r−2 log 2 − 1 in [29] , and s(n, r = 3,t = 2) was determined in [12, 14] . Using Theorem 2 we prove the following.
Theorem 3.
Let r ≥ 7 and 1 ≤ t ≤ 2 r+1 − 3r − 1. Then there exists n 0 such that
. Moreover F 0 (n, k 0 , r,t) and F 1 (n, k 1 , r,t) are the only optimal configurations (up to isomorphism).
Conjecture 2. Theorem 3 is true for 4 ≤ r ≤ 6 as well.
Due to the results mentioned above [18, 12] , the conjecture is true for t = 1, 2. Our proof of Theorem 3 is valid for all (r,t) ∈ A, and the conjecture is open for (r,t) ∈ {(4,t) :
The conjecture fails for r = 3. In fact it is known from [8, 17, 14] that s(n = 2m, 3, 1) =
Finally we introduce a weighted version of Frankl's result in [11] , which was a starting point of this research. Throughout this paper, p and q = 1− p denote positive real numbers. For a family G ⊂ 2 X we define the p-weight of G , denoted by w p (G : X), as follows:
We simply write w p (G ) for the case X = [n].
Let w(n, p, r,t) be the maximal p-weight of r-wise t-intersecting families on n vertices, and let w * (n, p, r,t) be the maximal p-weight of non-trivial r-wise t-intersecting families on n vertices. It might be natural to expect
Ahlswede and Khachatrian proved that this is true for r = 2 in [3] (cf. [5, 7, 29] ). This includes the Katona theorem [22] about w(n, 1/2, 2,t). It is shown in [13] that
Partial results for w * (n, p, r, 1) are found in [15, 33] , which extend the result of BraceDaykin [4] : w * (n, 1/2, r, 1) = w 1/2 (G 1 (n, r, 1)). Let us define some families of hypergraphs as follows.
t).
Now we state the main result in this paper, which will imply Theorem 2.
Theorem 4. Let (r,t) ∈ A be fixed, where A is defined by (1) . Then there exist positive constants γ, ε such that the following (i) and (ii) are true for all n ≥ r + t and p with |p −
In [15] it is shown by construction that w * (n, p,
. Theorem 4 could be true for all r ≥ 5 with only exception r = 5 and t = 1, and the same extension could be expected for Theorem 2. The upper bound for t set by (1) in Theorem 4 (and also Theorems 2 and 3) is best possible. In fact we have w p (G 2 (n, r,t)) > w p (G 1 (n, r,t)) for t ≥ 2 r+1 − 3r, see Lemma 2 in the next section. We emphasize that Frankl has already got a special case of (i) of Theorem 4 in [11] (Theorem 6.4), where he proved
Our proof of (i) is based on his idea, but changing the weight from 1/2 to p is not straightforward. As we mentioned above, (3) is no longer true if we replace 1/2 with 1/2 + ε for the case r = 5 and t = 1. One of the main reasons comes from the fact
which Frankl used as a base case for his proof of (3), while in our case we only have [12] . We will use results from [12, 29, 32] for our base case, which give w(n, p, r,t) for r = 4, 5, see Lemma 5. Theorem 4 implies the following immediately.
Theorem 5. Let (r,t) ∈ A be fixed. Then there exists positive constant ε such that
holds for all n ≥ r + t and p with |p − 1 2 | < ε. Moreover G 0 (n, r,t) and G 1 (n, r,t) are the only optimal configurations (up to isomorphism).
Comparing w p (G 1 ) and w p (G 2 ) (see Lemma 1 in the next section), we find that if (r,t) ∈ A then max{w p (G 1 ), w p (G 2 )} is attained by
In Theorems 1 and 5, we focused on the case when the range for k/n or p is around 1/2. We can extend this range for the case t ≤ 2 r − r − 1 as follows.
Theorem 6. Let (r,t) ∈ A and t ≤ 2 r − r − 1. Then for all ε > 0 there exist positive constants γ, n 0 such that m * (n, k, r,t) < (1 − γ) n−t k−t holds for all n > n 0 and k with k n < 1 2 − ε. In particular, we have m(n, k, r,t) = n−t k−t , and F 0 (n, k, r,t) is the only optimal family (up to isomorphism).
Theorem 7. Let (r,t) ∈ A and t ≤ 2 r − r − 1. Then for all ε > 0 there exists positive constant γ such that w * (n, p, r,t) < (1 − γ)p t holds for all n ≥ t and p with p < 1 2 − ε. In particular, we have w(n, p, r,t) = p t , and G 0 (n, r,t) is the only optimal family (up to isomorphism).
As the reader might expect, m(n, k, r,t)/ n k and w(n, p, r,t) are closely related when p ≈ k/n. This was observed by Dinur and Safra in [7] for the case r = 2. See also [29] for more general setting. We will fully use this relation to prove our results.
In Section 2, we prepare some tools for the proofs. We prove Theorem 4 in Section 3. In the last section, we prove the other theorems in the following implication.
2. TOOLS 2.1. Some inequalities. To find w(n, p, r,t) we need to know max i w p (G i (n, r,t)). So let us start with comparing w p (G 0 (n, r,t)) = p t and w p (G 1 (n, r,t)) = (t + r)p t+r−1 q + p t+r . Then we have
We note that f (1/2) = 2 r − r − 1, and f (p) is decreasing iff 1 − qr − p r < 0 (and this is so for p = 1/2 and r ≥ 2). Thus we have the following.
Proof. Since w p (G ) is a continuous function of p (for fixed G ), it is sufficient to show the case p = 1/2. So set p = 1/2 and let
Then we have 
Similarly one can prove the following.
Throughout this paper, let α r,p ∈ (p, 1) be the root of the equation X = p + qX r . We write α r omitting p for the case p = 1/2. For later use, we record the numerical data:
We list inequalities about w(n, p, r,t) below, which will be used to prove Theorem 4. Lemma 6 follows from Lemma 4 and Lemma 5.
Lemma 4 ([33]
). Let p, r,t 0 , c be fixed constants. Suppose that w(n, p, r,t 0 ) = c holds for all n ≥ t 0 . Then we have w(n, p, r,t) ≤ cα t−t 0 r,p for all t ≥ t 0 and n ≥ t.
Lemma 5 ([12, 29, 32] ). Let r = 3 and 1 ≤ t ≤ 2, or r = 4 and 1 ≤ t ≤ 7, or r = 5 and 1 ≤ t ≤ 18. Then there exists ε > 0 such that w(n, p, r,t) = p t holds for all n ≥ t and p with |p − 1 2 | < ε. Lemma 6. Let s ≥ 2 and t ≥ 7. Then there exists ε > 0 such that
hold for all n ≥ s (resp. n ≥ t) and p with |p − 1 2 | < ε. We will use Lemma 8 in our main reduction step to prove Theorem 4, see Claim 9. To prove Lemma 8 we need the following lemma, which is essentially proved in [11] , cf. Proposition 2.8 and 7.7 of [11] .
Proof. Recall that α r is the unique root of f (x) = 0 in (1/2, 1), where f (x) = x r − 2x + 1. We note that f (1/2) > 0 and f (1) = 0.
(i) is equivalent to 2α r < 8 b , where b = 1/2 r+1 . It is sufficient to show f (8 b /2) < 0. We use br = r/2 r+1 ≤ 8/2 9 = 1/64, 2 × 8 1/64 < 2.07 < log 8, and
(ii) is equivalent to α r > β := 2 r−1 /(2 r − 1). It is sufficient to show f (β ) > 0, and this follows from β r = 1 2
Lemma 8. Let r ≥ 9, t r = 2 r+1 − 3r − 1 and p = 1/2. Then we have
for t r−1 ≤ t ≤ t r , where
Proof. Set α = α r−1 , t = t r −i and we prove (4) by induction on i, 0 ≤ i ≤ t r −t r−1 = 2 r −3. First we show the case i = 0, i.e., t = t r . In this case (4) is
The RHS is more than 2p 2 r −2 = 8p 2 r , and so it is sufficient to show α 2 r < 8p 2 r , i.e., (2α r−1 ) 2 r < 8, which is true for r ≥ 9 by Lemma 7 (i).
To show the induction step, we assume that (4) is true for i, that is,
where R = (2 r − 2r + 2)/4. Then, for the case i + 1, we have
We have to show that the RHS is less than 2 r+1 − 2r − (i + 1), that is,
By Lemma 7 (ii) and i ≤ 2 r − 3 we have
We use Lemmas 9 and 10 to prove Theorems 4 and 7 respectively.
, which contradicts the fact that G is non-trivial.
Shifting and shadow. For integers 1
where 
Proof. If G ∈ X 0 (n, r,t) then G ∈ X 0 (n, r − 1,t + 1) (see Lemma 9) . We apply all possible shifting operations to G to get a shifted family G ∈ X 0 (n, r − 1,t + 1) with the same pweight.
We have to show that G = / 0. Otherwise we may assume that 1
To prove Theorems 2, 3 and 6, we will use some basic facts about shadow. For a family G ⊂ 2 [n] and a positive integer < n, let us define the -th lower shadow of G , denoted by ∆ (G ), as follows:
Similarly, the -th upper shadow of G is defined by
We define the complement family of
a . Then we have
Proof. Choose a real x ≤ n so that |G a | = 
By (5) 
Consequently we have 
PROOF OF THEOREM 4
First we show (i). Let (r,t) ∈ A and let G ⊂ 2 [n] be a non-trivial r-wise t-intersecting family with maximal p-weight. By Lemma 11 we may assume that G is tame, namely, it is shifted and G = / 0. If G ∈ G 1 (n, r,t) then there is nothing to prove. Thus we assume that G ∈ X 1 (n, r,t) and we will show that there exist γ, ε > 0 such that n, r,t) ) (8) holds for all n ≥ r + t and p with |p − 1/2| < ε.
follows from Lemmas 2 and 3. Thus we may assume that G ∈ X 4 (n, r,t). Letw * (n, p, r,t) be the maximal p-weight of tame families in X 4 (n, r,t). Then it suffices to show n, r,t) ).
Recall that w p (G 1 (n, r,t)) = (t + r)p t+r−1 q + p t+r and let ω := w 1/2 (G 1 (n, r,t)) = (t + r + 1)(1/2) t+r . The following simple observation is useful.
Claim 1. Suppose that w p (G )
Let t (i) = max{ j : G is i-wise j-intersecting}, and let s = t (r−1) . Since G is p-weight maximal we have t (r) = t. Due to G ∈ X 0 (n, r,t) we have t < s and
After [11] 
let h := min{i : |G ∩ [t + i]| ≥ t for all G ∈ G }. This is the maximum size of "holes" in [t + h].

Claim 2. 1 ≤ h ≤ s − t.
Proof. Since G is non-trivial, we have h ≥ 1. By the definition of s and the shiftedness of G , we have
Since G is shifted, we have
i , and thus we have
Proof. Suppose that G (T i ) is not j-wise v-intersecting, where v
= i j + (r − 1 − j)h + 1. Then we can find G 1 , . . . , G j ∈ G (T i ) such that |G 1 ∩ · · · ∩ G j | < v. Since G is shifted, we may assume that G 1 ∩ · · · ∩ G j ⊂ [b + 1, b + v − 1]. By shifting (G ∪ [b]) − T i ∈ G , we get G := (G ∪ [b]) − [b + 1 + ( − 1)i, b + i] ∈ G for 1 ≤ ≤ j.
By the definition of h we have some H ∈ G such that |H ∩ [b]| < t and due to the shiftedness of G we may assume that H = [n] − [t, b]. By shifting H, we get
, which contradicts the r-wise t-intersecting property of G .
Claim 4. G (T h ) is r-wise ((r − 1)h + 1)-intersecting, and if
G ⊂ G h (n, r,t) then G (T h ) is (r − 1)-wise ((r − 1)h + 2)-intersecting.
Proof. First suppose that G (T h ) is not r-wise v-intersecting, where v
Next suppose that G (T h ) is not (r − 1)-wise w-intersecting, where w = (r − 1)h + 2. Then we can find
Now we explain the outline of our proof for (9) (cf. Claims 5-9). If s is large then (9) follows from (10). Thus we may assume s is small, actually we will find that we may assume s ≤ t + 4. Then we have 1 ≤ h ≤ 4 by Claim 2 and we can apply Claim 4 since G ∈ X 4 (n, r,t). Using Claims 3 and 4 we define an upper bound function
where n = n − b, t = (r − 1)i + 1 and t = (r − 2)i + h + 1. We will find continuous functions
Then this together with (11) and Claim 1 will give (9). We will apply Claim 1 several times with different f (i) , and our ε > 0 will be chosen sufficiently small to get through all the cases.
Let t r := 2 r+1 − 3r − 1.
Claim 5.
Let r = 5 and 5 ≤ t ≤ t 5 = 48. Then we have (9) .
Proof. We show that (9) holds if s ≥ t + 5, and then we proceed the casewise analysis for the cases s ≤ t + 4, i.e., 1 ≤ h ≤ 4. First suppose that s = t (4) ≤ 7. Since s > t we have t ≤ 6. By (10) and Lemma 5 it follows w p (G ) ≤ w(n, p, 4, s) = p s . To apply Claim 1 as f (p) = p s , we note that (1/2) s < ω holds iff 2 t−s+5 < t + 6. This is true if t ≤ 6 and s ≥ t + 3, and we are done in this case. Thus for the case t ≤ 6 we may assume that s ≤ t + 2, i.e., 1 ≤ h ≤ 2 by Claim 2.
Next suppose that s ≥ 8. By (10) and Lemma 6 we have
4,p . If s ≥ t + 5 then the RHS is less than ω at p = 1/2 for 1 ≤ t ≤ 50. Thus we may assume that s ≤ t + 4 and so 1 ≤ h ≤ 4 by Claim 2.
Case 5-1. h = 1. We find that 
and the RHS is less than ω at p = 1/2 for t > 2 r−1 − 2r − 2. Then Claim 1 gives (9).
Case 5-2. h = 2. Since G (T 0 ) is 3-wise 3-intersecting, G (T 1 ) is 4-wise 5-intersecting, and G (T 2 ) is 4-wise 10-intersecting, we have
4,p , and the RHS is less than ω at p = 1/2 for 1 ≤ t ≤ 54.
Case 5-3. h = 3. Since G (T 0 ) is 3-wise 4-intersecting, G (T 1 ) is 3-wise 7-intersecting, G (T 2 ) is 4-wise 9-intersecting, and G (T 3 ) is 5-wise 13-intersecting, we have
, and the RHS is less than ω at p = 1/2 for 1 ≤ t ≤ 49.
Case 5-4. h = 4. Since G (T 0 ) is 3-wise 5-intersecting, G (T 1 ) is 3-wise 8-intersecting, G (T 2 ) is 4-wise 9-intersecting, G (T 3 ) is 4-wise 13-intersecting, and G (T 4 ) is 5-wise 17-intersecting, we have
, and the RHS is less than ω at p = 1/2 for 1 ≤ t ≤ 57.
We note that similarly to Lemma 9 we havẽ
Claim 6. Let r = 6 and 4 ≤ t ≤ t 6 = 109. Then we have (9).
Proof. If 5 ≤ t + 1 ≤ t 5 = 48 then using (13) with Claim 5 we havẽ
Thus we may assume that s ≥ t + 1 ≥ 49. By (10) and Lemma 4 with Claim 5 we have
5,p . If s ≥ t + 4 then the RHS is less than ω at p = 1/2 for t ≤ 124. Thus we may assume that s ≤ t + 3 and 1 ≤ h ≤ 3.
Case 6-1. h = 1. Same as Case 5-1. (We need (12) for t ≥ t 5 . This is true in general for r ≥ 6. In fact we have (12) 
and the RHS is less than
and the RHS is less than ω at p = 1/2 for t r−1 ≤ t ≤ 2 r+1 .
Claim 7.
Let r = 7 and 2 ≤ t ≤ t 7 = 234. Then we have (9) .
Proof. The case t = 2 was proved in [33] . Using (13) with Claim 6 we have (9) for 4 ≤ t + 1 ≤ 109. Thus we may assume that s ≥ t + 1 ≥ 110, and we have w(n, p, 6, s) ≤ w p (G 1 (n, 6, 109) 
Similarly we can prove the following. Finally we are ready to prove the general case r ≥ 9.
Claim 9. Let r ≥ 9 and 1 ≤ t ≤ t r . Then we have (9).
Proof. We prove the result by induction on r. We have (9) for 1 ≤ t + 1 ≤ t r−1 using (13) with our induction hypothesis for r − 1. Thus we may assume that s ≥ t + 1 > t r−1 , and we have
r−1,p . If s ≥ t + 3 then the RHS is less than ω at p = 1/2 for t r−1 ≤ t ≤ t r by Lemma 8. Thus we may assume that s ≤ t + 2 and 1 ≤ h ≤ 2.
Case 9-1. h = 1. Same as Case 5-1. Case 9-2. h = 2. We use the same estimation as in Case 6-2. Then the RHS of (14) is less than
where a = 3·2 r −1, b = 1 + 2 2r+3 + (8r + 3)2 r+1 . Since t r−1 ≤ t ≤ t r , we have (16) . This completes the proof of (i) of the theorem. Moreover we have proved the inequality (8) if G is tame and G ∈ X 1 (n, r,t).
Next we show (ii). We include the proof of this part from [33] for self-completeness. Set
be a (not necessarily shifted) non-trivial r-wise t-intersecting family, and suppose that G ∈ X 1 (n, r,t). By Lemma 11 we can find a tame r-wise tintersecting family G * with w p (G * ) = w p (G ). If G * ⊂ G 1 then we have already shown that w p (G * ) < (1 − γ)w p (G 1 ). Thus we may assume that G * ⊂ G 1 , and in particular (by renaming the starting family if necessary) we may assume that G * = σ xy (G ) ⊂ G 1 , where
where η = 
, and we are done. Thus we may assume that
To prove w p (G ) < (1 − γ)w p (G 1 ) by contradiction, let us assume that for any γ > 0 and any n 0 there is some n > n 0 such that
By (18) and (20) we have e > (1−γη)p x q. This means, letting
Since G ∈ X 1 (n, r,t)
Then by (21) we have
If H * ⊂ 2 Y is not (r − 2)-wise 1-intersecting, then we can find H ∈ H * for ∈ L so that
, which contradicts the r-wise t-intersecting property of G . Thus H * is (r − 2)-wise 1-intersecting and w p (H * : Y ) ≤ p by (2) . But this contradicts (22) because we can choose γ so small that p 1 − (r − 2)γη.
4. APPLICATION 4.1. Proof of Theorem 2. We deduce (ii) from Theorem 4, then (i) follows from (ii). We include the proof of this part from [33] for self-completeness. Assuming the negation of Theorem 2 for some fixed (r,t) ∈ A, we will construct a counterexample to Theorem 4 (ii). 
holds for all p ∈ I and all 0 < δ ≤ ε 1 . Choose n 1 so that
holds for all n > n 1 and all p 0 ∈ I 0 := 1 2 ± 3ε 2 , where J = n(p 0 ± ε 1 ). Choose n 2 so that (25) holds for all n > n 2 and k with k/n ∈ I. Finally set n 0 = max{n 1 , n 2 }.
Suppose that Theorem 2 fails. Then for our choice of γ, ε and n 0 , we can find some n, k and F ∈ Y 1 (n, k, r,t) with |F | ≥ (1 − γ)|F 1 (n, k, r,t)|, where n > n 0 and k n ∈ I. We fix n, k and F , and let p = 
Since i ∈ J we have i > n(p 0 − ε 1 ) = np = k, and (26) 
, which follows from x ≤ n. By the claim we have
Using (24) and (23), the RHS of (27) is more than
This means w p
Proof of Theorem 3. For the cases t = 1, 2, it follows from [18, 12] that s(n, r,t) ≤ s(n, 4,t) ≤ |F 0 (n, k 0 , r,t)| with the only optimal family F 0 (n, k 0 , r,t). So we may assume that t ≥ 3, though our proof will be valid for all (r,t) ∈ A. We are going to prove
be an r-wise t-intersecting Sperner family with maximal size. 
So we assume that | G | < t. Let
where the max is taken over all possible vertex permutations. We further assume that this max is attained when τ is the identity, that is, 
with equality holding iff G ∼ = F 1 (n, k 1 , r,t). This completes the proof for the caseũ(G ) ≥ x − 1. From now on we assume thatũ(G ) < x − 1. We will show that
, n]. Proof. Let a and b be the least and second least element of L respectively, and let 
We rearrange the vertex set so that ρ is the identity. For a real p ∈ (0, 1), let
Claim 12. There exists Since f is continuous, we can chose a constant µ, 0 < µ ε, so that (G 1 (n, r,t) ) by Lemma 1. Thus we can choose γ > 0 so that (G 1 (n, r,t) ).
Then choose n 0 so that
holds for all n > n 0 , where J = ((p 0 − ε 2 )n, (p 0 + ε 2 )n) ∩ N. Suppose that Theorem 6 fails. Then for our choice of ε, γ and n 0 , we can find some n, k and F ∈ Y 0 (n, k, r,t) with |F | ≥ (1 − γ) n−t k−t , where n > n 0 and
We fix n, k and F . Let G = k≤i≤n (∇ i (F )) be the collection of all upper shadows of F , which is non-trivial r-wise t-intersecting, i.e., G ∈ X 0 (n, r,t).
