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Muon reconstruction in the Daya Bay water pools would serve to verify the simulated muon
fluxes and offer the possibility of studying cosmic muons in general. This reconstruction is, however,
complicated by many optical obstacles and the small coverage of photomultiplier tubes (PMTs) as
compared to other large water Cherenkov detectors. The PMTs’ timing information is useful only
in the case of direct, unreflected Cherenkov light. This requires PMTs to be added and removed
as an hypothesized muon trajectory is iteratively improved, to account for the changing effects of
obstacles and direction of light. Therefore, muon reconstruction in the Daya Bay water pools does
not lend itself to a general fitting procedure employing smoothly varying functions with continuous
derivatives. Here, an algorithm is described which overcomes these complications. It employs the
method of Least Mean Squares to determine an hypothesized trajectory from the PMTs’ charge-
weighted positions. This initially hypothesized trajectory is then iteratively refined using the PMTs’
timing information. Reconstructions with simulated data reproduce the simulated trajectory to
within about 5◦ in direction and about 45 cm in position at the pool surface, with a bias that tends
to pull tracks away from the vertical by about 3◦.
I. DETECTOR SYNOPSIS
The Daya Bay experiment [1, 2] employs eight
identically-designed antineutrino detectors (AD) to ob-
serve the antineutrino flux from six nearby nuclear reac-
tors. The ADs reside in three separate experimental halls
(EH) with two ADs in each of the two near halls and
four in the one far hall (Fig. 1). The ADs are immersed
in ultrapure water pools, which are instrumented with
photomultiplier tubes (PMTs). The pools serve both as
shields for the ADs against natural, low-energy radiation,
and also as water Cherenkov detectors [3]. The pools
are each divided into inner and outer water shields (IWS
and OWS), separated by highly reflective Tyvek and very
nearly optically isolated from each other. The OWS com-
prises the outer 1 m of each pool’s sides and bottom, but
does not cover the top. The IWS and OWS are each pop-
ulated with 20 cm photomultiplier tubes (PMT), which
detect the Cherenkov light produced by the passage of
a relativistic charged particle through the water. Being
underground, such a particle can safely be assumed to
be a muon, where EH1, EH2, and EH3 have overburdens
of 250, 265, and 860 mwe (meters water equivalent) [3].
The PMTs are a combination of new Hamamatsu PMTs
and older EMI PMTs recycled from the MACRO experi-
ment [4]. A rectangular array of resistive plate chambers
(RPC) covers each pool, with a pair of small RPC panels
about 2 m above the main RPC array forming the RPC
Telescope.
Each AD, IWS, OWS, and RPC is an independent de-
tector subsystem. There are a total of five subsystems
each in EH1 and EH2 (AD1, AD2, IWS, OWS, RPC),
and seven in EH3 (AD1-AD4, IWS, OWS, RPC). ADCs
and TDCs record the charge and time of each PMT that
exceeds a threshold of about 0.25 pe (photoelectrons).
The triggering and readout electronics of the PMT sub-
systems (ADs, IWS, and OWS) are all identical [5–7].
Each PMT subsystem is independently triggered by its
own energy sum and multiplicity triggers, determined
only by the subsystem’s own PMTs and without regard
to the other subsystems. Because of the processing time
of the trigger logic, the trigger occurs ∼ 1 µsec later than
the recorded PMTs’ times. The TDC values are recorded
in such a fashion that they are negative, with the latest
times the most negative. It is convenient to reverse this
and shift the times positive, so that the earliest recorded
times are a little above zero, with the latest times appear-
ing as the most positive. To this end, the raw TDC values
are subtracted from a fixed and somewhat arbitrary con-
stant, which is the same for all events and PMTs, and for
all detector subsystems. Thus, the reversed and shifted
PMT time is
τ ≡ (1100− TDC)× 1.5625 ns . (1.1)
Calculations involving the times are all differences,
wherein the constant 1100 is always canceled. These
ADCs and TDCs record multiple threshold crossings in
a given readout from a trigger, but only the first such
crossing, or hit, from each PMT is used here. The RPC
subsystem is triggered when at least three of the four
layers in an RPC module has a pulse. The separate sub-
system readouts are combined into events. Not all events
contain readouts from all detectors, and some consist of
readouts from single detectors.
Each PMT is characterized by a gain µ and a tim-
ing offset t0, stored in a database and indexed by date
and time. The gains are calibrated on a continuous basis
using dark noise previous to each readout. The timing
offsets correct for fixed differences in the timing of each
PMT, caused by individual variations in PMT transit
delay, signal propagation delay in the cable and electron-
ics, etc., so that any two or more PMTs seeing a short
pulse of direct light from an equidistant source would all
have the same corrected time τ− t0, to within an error of
about 2 ns. There is also a small correction made for the
variation in timing due to pulse height, referred to as a
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FIG. 1. Sketches (not to accurate scale) showing the water pools in the three experimental halls. The pools are all 16 m
long in x and 10 m deep. EH3 is 16 m wide in y, while EH1 and EH2 are 10 m wide. The corner walls are at 45◦ to their
neighboring walls. Each pool has eight walls, designated with letters A-H in engineering documentation, and with numbers 1-8
in software (which designates the floor as “wall 9”). Note that the correspondence between these two sets of labels is different
in EH3 than in EH1 and EH2. The pools’ inner and outer optical zones are separated from each other by highly reflective
Tyvek covering the Unistrut frame. The inner zones of EH1 and EH2 are each instrumented with 121 PMTs, while their outer
zones each have 167, for a total of 288 in each hall. The inner zone of EH3 has 160 PMTs and its outer zone has 224, for a
total of 384. The ADs are all 5 m in diameter, 5 m high, and 2.5 m above the bottom of the pool. An RPC array, not shown,
covers each pool. In each hall, the origin is at the center of the designed pool surface (z is negative throughout the pool).
time walk or time slewing correction, which is subtracted
from the time to make small signals’ times earlier. For
2 pe, the smallest signals used in track reconstruction,
this correction is 6.8 ns, but it falls rapidly to 0.6 ns at
20 pe and becomes negligible above 40 pe.
A set of calibration LEDs were installed in the pools to
determine the PMT time offsets, among other uses, but
these LEDs began to fail early in the course of the ex-
periment, leaving ever-widening gaps in the set of PMTs
which are illuminated by direct light from an LED. As
will be demonstrated, these offsets can be obtained from
an analysis of a large sample of muon data.
II. INITIAL TRAJECTORY
Absent any significant magnetic field, and considering
only high energy cosmic muons, a muon trajectory is a
straight line. In the local coordinate system of a hall
(Fig. 1), a muon trajectory is specified separately in the
xz and yz planes in terms of the common z coordinate
and the four parameters x0, x
′ ≡ dx/dz, y0, y′ ≡ dy/dz,
thus
x(z) = x0 + x
′z y(z) = y0 + y′z . (2.1)
The angles θ and φ (Fig. 2) are given by
θ = arctan
√
x′2 + y′2 φ = arctan y′/x′ . (2.2)
Without using the PMTs’ times, their positions and
charges can be used to obtain an initial estimate of a
trajectory through the method of Least Mean Squares
(LMS). Let qi be the charge from PMT i at the fixed
position (xi, yi, zi), and let wi ≡ q2i be its weight.1 Nine
sums are accumulated over n PMT hits in a given event,
Sx ≡
∑
i
wixi Sy ≡
∑
i
wiyi Sz ≡
∑
i
wizi
Sx2 ≡
∑
i
wix
2
i Sy2 ≡
∑
i
wiy
2
i Sz2 ≡
∑
i
wiz
2
i
Szx ≡
∑
i
wizixi Szy ≡
∑
i
wiziyi Sw ≡
∑
i
wi . (2.3)
Only a small subset of all the PMTs is included in these
sums. This subset is designated as the Use Set, described
in detail below. The slopes and intercepts describing the
trajectory are given by
x′ = (SzSx − SwSzx)
/ (
S2z − SwSz2
)
y′ = (SzSy − SwSzy)
/ (
S2z − SwSz2
)
x0 = (Sx − x′Sz)
/
Sw y0 = (Sy − y′Sz)
/
Sw . (2.4)
1 This choice of weights is not mathematically rigorous, and there
are other possible choices for the weights. However, this par-
ticular choice is a simple one, and found to work better than
anything else that was tried, such as wi = qi or wi = 1 (un-
weighted). A general aspect of the methods described here is
that, in places where a difficulty was encountered, plausible vari-
ations were introduced until there arose a method which over-
came the difficulty and functioned as needed, with somewhat less
regard for rigor and more regard for being able to demonstrate
correct functionality.
3Though not required by the method, an RPC hit may be
incorporated in the sums in Eq. (2.3). The RPC hit is
given a weight equal to the sum of the PMT weights. This
constrains the trajectory to not deviate very much from
the RPC hit, which represents the only truly known point
on the trajectory. Although requiring an RPC hit reduces
track-finding efficiency by 40-50%, and introduces a bias
through reduced angular acceptance, the trajectories of
the surviving tracks are much improved.
III. PMT ILLUMINATION GEOMETRY
The following development concerns a single PMT at
position rp = (xp, yp, zp), where the subscripts are used
here to distinguish between several useful points shown
in Fig. 2, rather than between different PMTs as in
Eq. (2.3). By definition, the muon crosses the surface
at r0 ≡ (x0, y0, 0). For a truly horizontal muon, the al-
gorithm would need some small modifications, but since
horizontal muons are handled in the limit, with r0 mov-
ing ever further away from the pool for increasingly-
horizontal muons, there is no compelling need for such
special treatment. Besides, if the RPC is used, there will
be no tracks anywhere near horizontal. Considering that
the expected resolution for dqp (defined below) is about
50 cm, which corresponds to the 2 ns PMT timing reso-
lution, the approximately 10 cm of air between z = 0 and
the actual water surface is of no significant consequence,
especially for muons which cross the surface outside the
pool and enter the pool through the side. Likewise, the
finite size (20 cm) of the PMT is not treated because that
would introduce substantial complications without yield-
ing significant benefits. The trajectory from Eq. (2.1) has
a point of closest approach to a PMT rc = (xc, yc, zc)
given by
zc = [(xp − x0)x′ + (yp − y0) y′ + zp] cos2 θ
xc = x0 + x
′zc yc = y0 + y′zc . (3.1)
Cherenkov light is emitted along a cone characterized
by an angle α (from the trajectory), where cosα = 1/nβ
and where cβ is the speed of the muon, with β taken as
unity. The index of refraction of ultrapure water nW =
1.332986[8, 9], from which α = 41.393◦. 2 The point q is
on the muon trajectory where Cherenkov light is emitted
which hits the PMT at p. At the closest approach, the
distance between the muon and PMT is
dcp = |rc − rp| . (3.2)
2 While the index of refraction depends on wavelength, only the
peak response of the PMTs is available. From an algorithmic per-
spective, the only way to handle this would be through a fitting
process. This would greatly complicate and slow the algorithm,
with little or no benefit to the results.
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FIG. 2. An hypothesized muon trajectory. Point c is the clos-
est approach of the muon to the PMT at point p. Cherenkov
light which illuminates the PMT is emitted from point q at an
angle α with respect to the trajectory. The muon shown here
enters the pool at a point on the surface, where z = 0. The
point q is determined from the PMT’s known position, the
known angle α, and the hypothesized trajectory. The point e
is determined from those and the PMT’s recorded time; the
effect of the PMT’s recorded time is to pull q towards e. Here,
the point e is closer to the PMT than q, but it is just as com-
mon to have e on the other side of q. The axes shown are
shifted from the origin to improve the visualization.
The distance dqp between points q and p and the distance
dcq between points c and q are
dqp = dcp/ sinα , dcq = dcp cotα . (3.3)
The point rq = (xq, yq, zq) is given by
zq = zc + dcq cos θ , xq = x0 + zqx
′ , yq = y0 + zqy′ .
The distances from r0 to rc and from r0 to rq are
d0c = |r0 − rc| , d0q = d0c − dcq . (3.4)
Note that d0q is negative if the point q is above the sur-
face, in which case reflected rather than direct Cherenkov
light would be illuminating the PMT. If d0q is sufficiently
negative, the PMT is removed from the sums in Eq. (2.3).
Because of the finite positional resolution, bad-hit toler-
ances are applied to all such decisions in order to prevent
the discarding of good hits along with the bad, at the
cost of admitting some bad hits into the reconstruction.
These bad-hit tolerances are initially large, but are re-
duced as the reconstruction is refined, as described be-
low.
Each PMT has a corrected time t ≡ τ − t0, where τ
is the raw time as given by Eq. (1.1), and where t0 is
the PMT’s timing offset. Define T0 to be the time at
which the muon is just at the surface, relative to the
PMTs’ corrected times ti. With the arbitrary value of
1100 in Eq. (1.1), which corresponds to about 1719 ns,
T0 − 1719 ns is the time relative to the trigger that the
muon crossed the surface. T0 is a trajectory parameter,
in the same category as x0, y0, etc. It does not lend it-
self to direct calculation, being an event-specific time off-
set common to all the PMTs seeing light from the same
4muon. Rather, T0 is initially set from a constant T00,
then improved iteratively for each event, as will be de-
scribed. T0 varies from event to event, observed to form
a distribution about 30 ns wide. Because there is a ran-
dom timing variation between detector subsystems, the
IWS and OWS each has its own T0.
The muon travels for a time t0q from the surface
(z0 ≡ 0) before arriving at q, where the Cherenkov light
is emitted, which light is seen a little later by the PMT
at p, thus
t0q = d0q/c . (3.5)
The time for the Cherenkov light to travel from q to p,
and the time from when the muon is at the surface to
when the light hits the PMT, are
tqp = dqpnW /c t0p = t0q + tqp . (3.6)
A PMT’s corrected time t together with T0 also deter-
mines the time for the muon to travel from the surface
to q and the light to reach p, thus
t0p(t) = t− T0 = τ − t0 − T0 . (3.7)
The time t0p(t), which depends on the time t, is to be
distinguished from t0p, which is determined only from
the hypothesized trajectory and does not depend on the
time. The difference between these two is
δt = t0p(t)− t0p = τ − t0 − T0 − t0p . (3.8)
This is a time residual, a measure of how late or early
the PMT is from being compatible with the hypothe-
sized trajectory. If T0 and the hypothesized trajectory
are accurate, the average of the residuals δt over all the
PMTs in the sums will be zero. Define a correction dT0
as the weighted average of δt for each of these PMTs,
again using the square charge as the weight. With dT0,
an improved T0 is obtained, thus,
dT0 ≡
∑
i
wiδti
/∑
i
wi
T0 → T0 + dT0 . (3.9)
This will change t0p(t) for all of these PMTs through
Eq. (3.7), so the process is repeated until dT0 is less than
some fixed minimum dT0min. Convergence is observed to
usually require two iterations, even with the very small
value dT0min = 0.001 ns used here, and is insensitive to
any reasonable starting point T00, even zero.
3 In practice,
T00 is set to roughly the mean value of T0 as observed
from many events. Because t0p depends on the trajec-
tory, this process of adjusting T0 is repeated whenever
the trajectory is adjusted.
3 Because this process is never observed to require a third itera-
tion, “convergence” is perhaps not the correct term to use here.
The point e is constrained, by definition, to lie some-
where on the line defined by q and p in Fig. 2. The PMT’s
time t determines where on that line e lies, with tep the
time for light to travel from point e to point p,
tep = t− T0 − t0q , Rqe ≡ tep/tqp , and
re = rp +Rqe (rq − rp) . (3.10)
Using re instead of rp in the sums in Eq. (2.3) produces a
trajectory improved by making use of the PMTs’ times.
Define
dqe ≡ |δt|c/nW . (3.11)
This is used in deciding whether a hit is seeing direct
light, as will be described shortly.
The chi-squared per degree of freedom χ2ν is a useful
measure of the trajectory goodness. Although this is not
used to fit the trajectory parameters, it is used to de-
cide whether a trajectory has improved following each
iteration, and is one of several measures used to decide
whether a trajectory has been successfully determined.
Let δti be the difference δt from Eq. (3.8) for PMT i,
and let δRPC be the distance between the track at the
RPC and the position of the RPC hit. Then
χ2ν ≡
1
ν
(
1
σ2t
∑
i
δt2i +
δ2RPC
σ2RPC
)
, (3.12)
where σt is the PMT time resolution, σRPC is the spa-
tial resolution of the RPC, and where ν is the number
of degrees of freedom. The RPC term is omitted if the
RPC is not used. A value of σt = 1.2 TDC bins =
1.88 ns is observed to produce a χ2ν distribution that
peaks near unity. For the RPC, σRPC = 10 cm is used,
based on its published resolution [3], but χ2ν is almost
completely insensitive to σRPC because it is overwhelmed
by the PMT data. For example, from a sample of 25k
triggers, σRPC = 10 cm results in 12 158 tracks and
χ2ν(av) = 1.405, whereas σRPC = 20 cm results in 12 163
tracks and χ2ν(av) = 1.402, and σRPC = 5 cm results in
12 147 tracks and χ2ν(av) = 1.420. For a reconstruc-
tion using only PMTs in the IWS or OWS, the number
of parameters is Npar = 5, which includes x0, x
′, y0, y′,
and T0. If the reconstruction includes PMTs from both
the IWS and OWS, then the number of parameters is
Npar = 6 because a separate T0 is needed for each of
the two, as mentioned above. The number of data Ndata
is the number of PMTs in the sums plus one for the
RPC if it is used. The number of degrees of freedom
then is ν = Ndata − Npar. When not using the PMT
times, Eq. (3.12) is modified by replacing δt with dcp
from Eq. (3.2) and σt with σr = 2.3 m, with that value
chosen to produce a χ2ν that peaks near unity. In this
case Npar = 4, since there are no T0 parameters.
As a further check of track veracity, the residuals in
Eq. (3.8) can be combined to obtain an estimate of the
muon speed βµ. Define these sums, in analogy with
5Eq. (2.3),
Sd ≡
∑
i
wit0qi Std ≡
∑
i
wit0qpi(ti)t0qi Sw ≡
∑
i
wi
St ≡
∑
i
wit0qpi(ti) Sd2 ≡
∑
i
wit
2
0qi St2 ≡
∑
i
wit
2
0qpi(ti)
t0qpi(ti) ≡ ti − T0 − tqpi wi ≡ 1 .
where t0qi and tqpi are t0q from Eq. (3.5) and tqp from
Eq. (3.6) for PMT i, both of which depend only on the
hypothesized trajectory. The resulting t0qpi(ti) depends
on the PMT offset-corrected time ti. It might be more
apparent that this renders a speed if d0qi were used in-
stead of t0qi, but this would need to be divided by c to
keep the units of the sums’ products the same in what
follows, and this is just t0q = d0q/c from Eq. (3.5). Then,
in analogy with a slope from Eq. (2.4),
βµ0 ≡ (StSd − SwStd)
/ (
S2d − SwSd2
)
β−1µ1 ≡ (StSd − SwStd)
/ (
S2t − SwSt2
)
βµ = sgn (Std)
√
βµ0βµ1 . (3.13)
This last is the geometric mean of velocities obtained
from the slope ds/dt and the inverse of the slope dt/ds,
which is equivalent to swapping abscissa t and ordinate
s, where s is the distance traveled by the muon divided
by c. In the case of poorly correlated points, the slope
ds/dt obtained from LMS pulls towards zero, whereas
the geometric mean pulls towards unity, which is more
in line with expectations. (This is not done for the track
slopes from Eq. (2.4), where there are no firm expecta-
tions, but this causes less-well-determined tracks to be
pulled towards the vertical.) This forms a distribution
with mean βµ = 1 and an RMS of about 0.2. If the
geometric mean were not employed, the mean would be
about 20% below 1, pulled towards zero by tracks suffer-
ing from closely-spaced clusters of points rpi with large
residuals dqei. Because T0 is different for each detector,
βµ is determined separately for each detector, then av-
eraged. More than anything, this is a convenient way of
expressing the residuals, and serves as an additional san-
ity check which catches some bad tracks which otherwise
have a reasonable χ2ν .
As shown, the sums in Eq. (3.13) are unweighted.
To ameliorate the problem of nonsense speeds due to
the clustering described above, a weight which strongly
disfavors hits with dqei  dqe0 can be used, such as
wi ≡ d2qe0/
(
d2qe0 + d
2
qei
)
, where dqe0 is somewhat arbi-
trarily set to 0.2 m. However, such an improved speed is
less useful in identifying poorly reconstructed tracks.
IV. THE ALGORITHM
The algorithm treats only the major obstructions, i.e.,
the pool walls, floors of the IWS and OWS, the surface
of the pool, and the ADs. Given the expected recon-
struction resolution of about 50 cm, it is not sensible to
account for the AD stands, various objects on the ADs,
cables, plumbing, and other such items, especially consid-
ering the cost in CPU cycles for doing so, not to mention
the unrealistic requirement of knowing exactly where all
such objects are. While the algorithm can find multiple
tracks, this feature is usually disabled since its reliabil-
ity has not been verified with Monte Carlo studies. The
track-finding process starts by collecting the PMT data
from each detector in an event into a hit list. If there
are fewer than NuseMin hits in the hit list, no attempt is
made to find a track. NuseMin = 5 is the minimum for
the degrees of freedom to be greater than zero, but this
admits some poor, even accidental tracks, so in practice
NuseMin = 8 is taken.
An RPC hit is stored separately from the hit list.
Events with multiple RPC hits are a small fraction of
the total, so no effort is expended in looping over RPC
hits, i.e., looking for the best match to the PMT data.
Rather, events with multiple RPC hits are simply re-
jected if the RPC is used. If the RPC is not being used,
NuseMin is increased by one.
The hit with the largest charge is identified as hit0.
Up to NhitMax additional hits with the largest charges
are then selected for inclusion in the initial Use Set using
the following criteria:
1. A hit must be on the same wall as hit0, or on an im-
mediately adjoining wall, which includes the floor.
Because the initial set is preferred to not include
hits from all walls, and since all walls adjoin the
floor, only hits from the floor are selected for the
initial set if hit0 is on the floor.
2. A hit must have charge greater than the somewhat
arbitrary (but reasonable – see Fig. 3, top) value of
2 pe.
Studies have shown that NhitMax = 40 is close to op-
timal. Likewise, the minimum charge of 2 pe has been
determined by studies. Setting this threshold much lower
allows too many “bad hits” (those with reflected vs. di-
rect light) to be included, and reduces the reconstruction
efficiency.
Only hits from the Use Set are included in the nine
sums in Eq. (2.3), which are accumulated and applied to
Eq. (2.4) to obtain an initial, estimated trajectory. The
track’s T0 values for the IWS and OWS are obtained,
and χ2ν is calculated. Initial bad-hit tolerances are set,
allowing for a poor initial trajectory.
The calculations described in §III are performed for
each PMT in the hit list, regardless of previous member-
ship in the Use Set, with the following criteria applied to
determine if it is expected to be seeing direct light. If so,
it is included in the new Use Set.
1. The distance (or residual) dqe must be smaller than
the current bad-hit tolerance dtol.
2. The points rq and rp (Fig. 2) must be on the same
side of every surface intersected by the line defined
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FIG. 3. Top Charge distributions of four typical IWS PMTs,
from 45M IWS triggers. These have very long tails (not
shown), extending to about 1000 pe, though a few counts are
as high as about 2000 pe. Bottom Whole-detector charge
distributions for the IWS PMTs from the same data set. The
OWS distribution is similar. This shows all IWS data, with-
out requiring reconstructed tracks.
by the segment qp (walls, floors, water surface, and
the top, bottom and sides of the ADs), within the
bad-hit tolerance stol (distinct from dtol) of a sur-
face’s edge.
3. The dot product of rqp and the direction vector of
the PMT must be less than the bad-hit tolerance
rtol, indicating that the PMT is facing in a suitable
direction to see direct light. This dot product is -1
for head-on light, whereas light coming from behind
a PMT has a value of +1. Initially rtol = 0.866,
corresponding to 60◦ in the wrong direction.
The track is next iteratively refined. In each iteration,
the nine sums in Eq. (2.3) are accumulated using the
points re from Eq. (3.10) instead of the fixed PMT posi-
tions rp. Equation (2.4) is applied to those accumulated
sums to obtain the refined trajectory. With the new tra-
jectory, the calculations described in §III are performed
again, and membership in the Use Set redetermined. The
track’s T0 values for the IWS and OWS are adjusted, and
a new χ2ν is calculated. If the track has too few hits in
the Use Set, or if a track’s charge summed over all its
hits is less than QsumMin = 300 pe (determined by stud-
ies), then the track is rejected. If the bad-hit tolerance
dtol is greater than 1 m, it is reduced so as to exclude as
many as six hits with the largest values of dqe (but none
with dqe < 1 m). This tolerance is never reduced below
1 m, since that corresponds roughly to twice the PMT
time-resolution. If stol is greater than 0 m, it is similarly
reduced, as is rtol if it is greater than zero (unitless). The
choice of six for the maximum number of hits to exclude
in one iteration is based on studies which sought to in-
crease speed without compromising track-finding verac-
ity. If there are fewer than ten hits on a track, no more
than one hit is excluded in each iteration. It is observed
that if the bad-hit tolerances are reduced too rapidly,
then some good hits are removed along with truly bad
ones, before those good hits have had an opportunity to
improve the track.
The track is considered fully refined when all of these
conditions are satisfied:
1. dtol has been reduced to 1 m.
2. stol has been reduced to 0 m.
3. rtol has been reduced to 0.
4. The surface crossing point changes by less than
0.01 cm, as determined by x0 and y0.
Reconstruction terminates under any of the following
conditions, some of which result in rejection of the track:
1. If the track is fully refined.
2. If the number of hits in the Use Set falls below
NuseMin, the track is rejected.
3. If χ2ν has gotten worse following an iteration, an
attempt is made to discard additional hits. If two
such attempts fail to improve χ2ν , the track is ac-
cepted as-is if χ2ν < 5, otherwise the track is re-
jected.
4. If the number of iterations exceeds 2000, the track
is accepted as-is.
When reconstruction successfully terminates, a check is
made on the estimated muon speed. If not positive, the
track is rejected.
When a track is rejected the attempt is renewed, but
starting on a different wall than that of the (previous)
initially selected hit. This process continues until either
a track has been found, or all of the walls have been tried
and no track found.
Earth muons (upward moving, where a high energy
neutrino has passed through the Earth and created a
muon just below Daya Bay) may be treated by taking
dcq as negative in Eq. (3.3) and reversing the sign in
the relation between time and distance along the muon
path, i.e. in Eq. (3.5). When searching for Earth muons,
a more stringent though somewhat arbitrary value of
NuseMin = 14 is used. Earth muons have an additional
constraint imposed on them, since these are so rare and
subject to accidental identification. This constraint con-
sists of stepping through each PMT in the detectors being
7used, without regard to whether it is present in the read-
out, and calculating whether it is expected to have been
seen and included in the Use Set. These are counted, sep-
arately for each detector being used, and compared with
the corresponding number of hits in the Use Set. If hits
in the Use Set are fewer than half as many as expected
for each detector, the track is rejected as an Earth muon.
This constraint has little effect in the search for cosmic
muons, and is not used there. The muon velocity βµ
is required to be negative, indicating that it is upward-
going. Finally, if a prospective Earth muon is identified,
the event is searched for a cosmic muon. If one is found,
the Earth muon is rejected. As of this writing, no Earth
muons have been identified with this method.
V. DISTRIBUTIONS
Figure 4 shows the angular distributions of tracks re-
constructed from Monte Carlo (MC) data for EH1, the
only hall for which such data is available. This data set
comprises 1024k IWS, 1358k OWS, and 1227k RPC trig-
gers, from which 405k tracks were reconstructed when
the RPC was required, and 763k reconstructed when the
RPC was not required. The θ efficiency plot reveals a de-
tector bias which increasingly disfavors increasingly hor-
izontal tracks as well as the most vertical tracks. This is
primarily caused by two effects:
1. Fewer floor PMTs seeing direct Cherenkov light as
tracks become more horizontal.
2. Muons which pass nearly through the center of an
AD (either horizontal or vertical) will have a very
short path through the water, and only a few PMTs
will be directly illuminated by the Cherenkov light
cone.
Neither of these effects has any impact on the function
of the muon veto, since in all cases there is plenty of
reflected light. The impact is strictly on reconstruction,
because of the reduced amount of direct light illuminating
PMTs. The second effect is most likely also responsible
for the small apparent loss for φ ∼ ±90◦, as seen in the φ
efficiency plot of Fig. 4. Some fraction of such muons will
pass nearly through the center of an AD, losing 5 m or
more of path-length through water, with a corresponding
loss in reconstruction efficiency. Tracks with φ ≈ 0◦ or
φ ≈ 180◦ would have to pass through two ADs, which is a
smaller fraction of all tracks. The effect for these angles
would therefore be correspondingly smaller, and is not
obviously visible. The distortion plots at the bottom of
Fig. 4 shows that θ is systematically reconstructed more
vertical than MC truth, especially when the RPC is not
used, while there is no such systematic error in φ when
the RPC is used.
Figure 5 shows the reconstruction errors as differences
between MC truth and reconstructed values. The verti-
cal distortion can plainly be seen in the top plot, where
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FIG. 4. Comparison of MC truth and the corresponding re-
constructed track θ and φ angular distributions. Black: RPC
not used. Blue: One RPC hit required.
Attempted: MC truth for simulated muons with hits in one
or both of the IWS and OWS, i.e., only those where recon-
struction is attempted. The φ distribution represents the sim-
ulated effect of the mountain at Daya Bay.
Found: MC truth for successfully reconstructed tracks.
Reconstructed: Reconstructed values for successfully re-
constructed tracks (same number of entries as Found).
Efficiency: Bin-by-bin ratios of Found to Attempted.
Distortion: Bin-by-bin ratios of Reconstructed to Found.
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FIG. 5. Differences between MC truth and reconstructions.
Black: RPC not used. Blue: One RPC hit required.
Top: Separate θ and φ directional differences.
Middle: Overall directional difference (see text).
Bottom: Surface-crossing point x and y differences.
the average difference shows θ to be almost 3◦ less ver-
tical in reconstructions than MC truth. However, the
most-vertical tracks are pulled oppositely, with the re-
constructed tracks being more vertical than MC truth,
especially when the RPC is not used, as evidenced by
the cos θ distortion plot of Fig. 4. It is evident that there
is no systematic shift in φ. The overall directional error is
computed as the angle arccos(UMC ·Urecon), where UMC
is a unit vector giving the direction of the track from
MC truth information, and where Urecon is a unit vector
giving the direction of the reconstructed track. The di-
rectional error is given by the average of this angle, and
is about 5◦. Most reconstructions have a directional er-
ror of less than 3◦, but the distribution has a long tail.
The positional error in the surface crossing is given by
the RMS of the x and y difference distributions, and is
about 45 cm. Those are the values obtained when the
RPC is used. The situation is considerably worse when
the RPC is not used.
Requiring hits in both the IWS and OWS introduces a
peculiar bias, as can be seen in Fig. 6. This bias disfavors
tracks running parallel to the pool walls, causing losses
for tracks with cos θ ≈ 1 or φ ≈ 0◦, ±90◦, and 180◦: A
track nearly parallel to a wall is less likely to be seen by
PMTs in both the IWS and OWS. To avoid this bias,
hits from both IWS and OWS are not generally required
for track reconstruction.
Figure 7 shows the reconstructed angular distributions
for the three halls from about four days worth of data
taken in 2012. Because of the mountain to the North,
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FIG. 6. The same as the efficiency plot in Fig. 4, but
requiring hits in the Use Set for both IWS and OWS in the
reconstructed tracks. Black: RPC not used. Blue: One RPC
hit required.
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FIG. 7. Reconstructed track θ and φ for the three halls,
from real data. The arrows indicate North. Black: RPC not
used. Blue: One RPC hit required. Total reconstructions
without the RPC: 25M for EH1, 15M for EH2, and 2M for
EH3. These data comprise 45M IWS, 69M OWS, and 48M
RPC triggers for EH1; 32M IWS, 40M OWS, and 22M RPC
triggers for EH2; and 8M IWS, 16M OWS, and 12M RPC
triggers for EH3.
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FIG. 8. Reconstructed track azimuth distributions for the three halls, using the same data as in Fig. 7. Black: RPC not used.
Blue: One RPC hit required, vertically rescaled to match the no-RPC plot. Red: Simulated distributions, vertically scaled and
binned to match the no-RPC plot. Each simulation comprises one million muons as described in [3].
more muons arrive from the South, as can easily be seen
with the aid of the arrows indicating North. Figure 8
shows the reconstructed azimuth distributions for the
three halls, along with the expected (simulated) distribu-
tions from Fig. 11 of [3]. The reconstructed distributions
match the simulated distributions fairly well.
VI. OBTAINING THE PMT TIME OFFSETS
FROM MUONS
For the purpose of determining time offsets, a special,
high-quality subset of the Use Set is designated as the
Select Set. Membership in the Select Set is granted for
each hit with q > QhitMin and dcp < dcpMax, where dcp
is the closest approach of the muon to a particular PMT
(Fig. 2). Studies have shown that nearly optimal values
are QhitMin = 50 pe, dcpMax = 1 m for the OWS (cor-
responding to the space between the walls or floor and
the inner Tyvek), and dcpMax = 5 m for the IWS (which
has more open space than the OWS). There must be at
least one hit in the Select Set from each detector being
used, and a total for three such hits altogether in EH1
and EH2. Because of the lower statistics in EH3, the lat-
ter requirement is relaxed there to require only two such
hits altogether. The benefits of requiring both IWS and
OWS hits outweigh the cost of the previously mentioned
bias it introduces, which is irrelevant for the purpose of
determining offsets.
So far, the development has been concerned with sin-
gle events, summing over PMTs in one event at a time.
What follows concerns a large collection of events, sum-
ming over events as well as PMTs. When obtaining off-
sets, no more than one track is reconstructed in a given
event. For PMT i and event j, τij is the raw PMT time,
tij ≡ τij − t0i is the corrected time of PMT i, t0i is the
PMT’s timing offset, t0pij is the geometry-derived ex-
pected time defined in Eq. (3.6), and δtij is the difference,
or residual, defined in Eq. (3.8) and which contains the
PMTs’ time information. T0j is T0 as obtained iteratively
for each event j through Eq. (3.9), with separate values
for the IWS and OWS. Because of these detector-specific
values for T0, what follows is performed independently
on the IWS and OWS, regardless of whether tracks were
found using the IWS and OWS separately or together.
With the number of PMTs NPMT, define NPMT sets of
events {Si}, which are those events that have a hit in
PMT i and which is a member of the Select Set. Define
a quantity to be minimized, summed over all PMTs i and
events j ∈ {Si}, thus
χ2 =
∑
i
∑
j∈{Si}
δt2ij . (6.1)
Note that this double sum, which is over PMTs and se-
lected events for each PMT, is not weighted, which is
to say that all hits in the Select Set in all events have
equal weight. Weighting this sum, e.g. with the square
charge of a hit, is observed to degrade the algorithm, in
contrast to the situation with T0j , where the sum is over
PMTs in a single event, and where not weighting de-
grades the algorithm for obtaining T0j . Evidently, the
charge is effective in weighting PMTs in a given event,
but not across events. Expanding this to show the hits’
times,
χ2 =
∑
i
∑
j∈{Si}
(t0i − Uij)2 , with
Uij ≡ τij − T0j − t0pij . (6.2)
Uij varies from event to event, but t0i does not. Clearly,
dτij/dt0i = 0, dt0pij/dt0i = 0, and dt0k/dt0i = δki (the
Kronecker delta). While T0j (and therefore Uij) depends
on the time offsets t0i through Eqs. (3.7) - (3.9), it turns
out that this otherwise highly complicating dependence
can be ignored to first order, i.e., take dT0j/dt0i = 0 ⇒
dUij/dt0i = 0, treating the time offsets as independent
and ignoring their weak interaction through the set of
T0j . The fact that the T0j vary only slightly from event
to event further justifies this. This yields a set of NPMT
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independent equations and NPMT variables, thus, for each
PMT i,
dχ2
dt0i
=
∑
j∈{Si}
2 (t0i − Uij) .
Setting that to zero,
0 =
∑
j∈{Si}
(t0i − Uij)
= t0iNi −
∑
j∈{Si}
Uij .
where Ni is the number of events for which PMT i is in
the Select Set. Then
t0i =
1
Ni
∑
j∈{Si}
Uij . (6.3)
As with T0, the t0i can be obtained through an iterative
approach, thus:
1. Process a set of events, finding tracks as described
in § IV using the current set of offsets, and accu-
mulating the NPMT sums in Eq. (6.3) as each track
is found.
2. Obtain new offsets t0i for each PMT through
Eq. (6.3). Only hits in the Select Set are used for
this. The new offsets become the current set of
offsets.
3. If the average change in the offsets is above some
pre-set limit, then go back to Step 1.
A typical data set, large enough for use in accurately
obtaining a set of offsets, consists of 107 events or more,
from which about 106 tracks are reconstructed in the
case where the RPC is required. Track-finding (Step 1)
for such a data set takes several days of processing time
on a single processor. Because the convergence here is
quite slow, taking about 100 iterations before Step 3 falls
through, reprocessing the same data as in Step 1 above
for each iteration is impractical.
Instead, a minimal set of information describing each
track is recorded in an event list. Whether the tracks
are reconstructed with IWS and OWS separately or com-
bined, this minimal set of information is split by detector
and stored separately for the IWS and OWS, with only
IWS hits and T0 being stored in the IWS event list, etc.
With the requirement that both IWS and OWS hits are
on a track, each track will contribute one entry to each
of the two lists. No further connection is needed between
these two event lists. At the end of data processing, the
event list is used in the iterations over events, replacing
Step 1 above with this:
1. Process the minimal event lists separately for each
detector, using the current set of offsets. Ob-
tain new T0j for each event j, iterating through
Eqs. (3.7), (3.8), (3.9). In obtaining T0j for event j,
all hits in the Use Set are used, and the hits’ square
charges used as weights, as during track-finding,
since this step deals with single events. Accumu-
late the NPMT sums in Eq. (6.3).
Steps 2 and 3 remain the same. This does not permit
some hits to be discarded and new hits added as the off-
sets are improved, or even for some tracks to be rejected
and new ones found, as would happen under full track
reconstruction. For small changes in the offsets these
are small effects. The gain in processing speed with the
new Step 1 is essential. What is given up by not per-
forming the full reconstruction in each iteration is re-
gained by simply repeating the whole process, including
the initial full track-reconstruction before obtaining new
offsets with the minimal event lists. It is generally ade-
quate to repeat this two or three times, though in EH3
the initial offset determination required about 20 passes
because of the lower statistics there. Subsequent offset-
determinations, using this first set as a starting point,
requires no more than two or three passes, even for EH3,
which obtains a precision of better than 0.10 ns in the
PMTs with the poorest statistics.4
An additional gain in speed is accomplished by break-
ing the data into small sets and processing them in par-
allel on, say, ten processors, reducing the time required
for track-finding and generating partial event lists from
107 events to a few hours. While more processors are
available, using more produces diminishing returns since
they share the same disk system, which ultimately limits
the gain in speed. Offset finding is then done with the
combined set of these partial event lists, which takes only
a few minutes on a single processor.
Because this method obtains the offsets for each PMT
independently of the others, it is important to place a
common constraint on the offsets. To accomplish this,
after each iteration the weighted-average change in the
new offsets (for a given detector) is subtracted from each
of the new offsets, with the result that the average of
the offsets is maintained at zero. The weights used here
are simply the numbers of entries for each PMT, i.e., the
number of times a PMT was in the Select Set. These
weights reflect the size of the effect each PMT has on
the new offsets. It is observed that the sequence of new
offsets from each iteration diverges if this average is not
so-weighted.
Without this constraint of holding the weighted aver-
age change to zero, each iteration is observed to introduce
a small, net drift in each of the offsets, uncorrelated be-
tween PMTs. As a plausible explanation for this drift,
4 The results presented here obtained a precision of 0.01 ns, pri-
marily to demonstrate that the method is stable, and not given
to the offsets’ gradually “walking away”. This required about 10
passes for EH1 and EH2 (20 for EH3), as opposed to the two or
three needed to obtain a precision of 0.10 ns.
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recall that the stored T0 values pertain to the initial set of
offsets. Even though the T0 are recalculated for each new
set of offsets, the observed net drifts in the offsets produce
corresponding drifts in the T0 which propagate into the
t0p(t) from Eq. (3.7), yielding an increase in the residuals
δt from Eq. (3.8). As this drift accumulates from itera-
tion to iteration, the T0 values are increasingly shifted,
with the result that the iterations produce a sequence of
offsets which diverge. Although this divergence does not
necessarily render the offsets invalid, it certainly makes it
impossible to define a convincing termination criterion.
The constraint of holding the weighted average to zero
corrects for this.
When the offsets are obtained and Step 3 falls through,
the final offsets are corrected so that their unweighted av-
erage is zero before being stored in the database. This
procedure of correcting the offsets so that their un-
weighted average is zero is essential in comparing offsets
from different sources. For example, before the offsets
were determined, the 28 ns transit time difference be-
tween Hamamatsu and EMI PMTs was used to define an
initial set of default offsets for each detector (IWS and
OWS) in each hall, with -10.182 ns for all of the Hama-
matsu PMTs and 17.818 ns for all the EMI PMTs in the
IWS in EH1. These values vary slightly among detectors
and halls because it depends on the number of each kind
of PMT, and even varies with time because failed EMI
PMTs have been replaced with Hamamatsu PMTs dur-
ing the upgrade from six to eight ADs. Likewise, when
comparing offsets obtained from LED calibrations in the
early runs, when most of the LEDs were still functioning,
this shift to zero-average is also necessary. As the LEDs
have progressively failed over time, obtaining offsets from
muon data has become the only available option.
Some considerable effort was expended in trying to use
this method to recover the PMT offsets from the MC
data. Starting with all-zero offsets (i.e., deliberately in-
correct offsets), the method produced satisfactory results
for the first four passes, with the number of reconstructed
tracks increasing with each pass, and with each successive
set of offsets approaching the ones used by the MC simu-
lation itself. After the fifth pass, however, the number of
reconstructed tracks began to slowly decrease with each
successive pass, indicating that the new offsets were not
quite as good as the previous set. This is never observed
with real data. By the sixteenth pass, the offsets of two
poorly illuminated OWS PMTs began diverging with-
out limit. Again, this is never observed with real data.
There are two likely contributors to these problems, both
unique to the MC data. First, and most important, the
simulations produce only about half the PMT charge as
is seen in real data. This is a result of some overly con-
servative assumptions in the simulations, such as PMT
quantum efficiency. As this had no effect on the primary
physics goals of the Daya Bay experiment, no attempt
was made to correct this. Second, the MC data set is
only about half the size of a typical set of real data used
to determine offsets. The criteria used to terminate a se-
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FIG. 9. Distributions of δt from Eq. (3.8) for four typical
EH1 IWS PMTs, using all-zero offsets, with QsumMin = 0
and QhitMin = 0. The text in the upper right of each plot
displays “N”, the total number of histogram entries including
underflows and overflows; “shift”, the amount by which a
PMT’s t0 will shift in ns (zero at this point, since the offset-
finding algorithm has not yet run); and the RMS and erage
of the distribution in ns, including underflows and overflows.
Because of memory limitations, only half of the 4.5 million
tracks reconstructed from IWS, OWS, and RPC data in a data
set consisting of 38 million events assembled from 99 million
detector triggers are included here.
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FIG. 10. Same as Fig. 9, but with QsumMin = 300 pe,
QhitMin = 50 pe, and using the full data set, in which 3 million
tracks were reconstructed.
quence of passes on a given set of real data are therefore
too strict for the MC data, given these limitations in the
MC data set, but creating special termination criteria for
MC data would have defeated the purpose of this effort.
It should also be mentioned that the simulations were
made using the original design of PMT placement, which
is slightly different than the as-built placement. When
handling real data, the as-built placements were used,
while when handling MC data, the design placements
were used. This of itself should not cause any difficulties,
but it does deserve mentioning.
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FIG. 11. Same as Fig. 10, but using offsets as determined
using the charge-only method. These plots were produced at
the end of the same analysis that produced Fig. 10 at the
beginning, before the offsets were determined, and show the
effect of the iterations determining the t0i in Eq. (6.3). The
shift in each offset is indicated by “shift” in the text at the
upper-right of each plot.
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FIG. 12. Same as Fig. 11, but now using PMT times to
find tracks. The offsets used were the same as those used in
Fig. 11. The more than 50% loss in statistics is due to the
more stringent requirements of a hit being used by a track
when the times are used.
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FIG. 13. Same as Fig. 12, but after the offsets have been
redetermined using the PMT times. The “shift” values show
the change in each PMT’s offset.
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FIG. 14. Time offset t0 iterations for four typical EH1 IWS
PMTs. The level at iteration 0 is that of the default offset.
The first iteration is that of the charge-only method. The
next seven are from the “refined ethod”, which uses PMT
times. This demonstrates the convergence of the method.
VII. TIMING DISTRIBUTIONS
Figures 9 and 10 show the residuals δt from Eq. (3.8)
for hits in the Select Set using the charge-only method
for four typical PMTs, for two values of QsumMin and
QhitMin. These plots demonstrate the need for non-
zero values for QsumMin and QhitMin. Figure 11 shows
these residuals after the offsets were determined with
the charge-only method. Figure 12 shows these residuals
with the full method using PMT times, with the same
offsets used in Fig. 11. Figure 13 shows these residuals
after the offsets were determined with the full method
using PMT ti es. While Fig. 13 does not look much dif-
ferent than Fig. 12, the small shifts of about 0.15 ns have
a significant effect in that the next pass finds about 10%
more tracks. Figure 14 shows the results of successive
“full” iterations for four typical PMTs, where each “full”
iteration involves one full track-finding pass followed by
a set of iterations o er Steps 1-3 as described above.
VIII. TRACKING WITH THE ADS
It is simple to demonstrate that the earliest light in a
scintillator follows the same rule as does Cherenkov light,
even though scintillation light is essentially isotropic. Us-
ing that principle, together with knowledge of the index
of refraction of the scintillator in the Daya Bay ADs, it
is straightforward to extend the water pool tracking al-
gorithm to treat the ADs. Indeed, the problem is much
simpler in the ADs, where there are no optical obstacles
of any consideration.
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IX. CONCLUSION
A general method of tracking with light detected
by PMTs in an optically cluttered environment is de-
scribed. Simulated data have been used to determine the
method’s degree of veracity. In the analysis of simulated
data, the reconstructions were compared only with the
simulated primary particles, which were exclusively high
energy muons. The good agreement there indicates that
the tracks reconstructed from real data are almost exclu-
sively high energy muons. The analysis of real data with
this tracker verifies that the simulated muon fluxes used
by the Daya Bay experiment are good approximations to
the actual muon fluxes. While this was demonstrated in
Ref. [3], the comparison there was made with the RPC
and RPC Telescopes, which required some corrections be-
cause of the limited acceptance of the RPC Telescopes.
The comparison described here involves no corrections,
and is in good agreement with the muon flux comparison
in Ref. [3].
The ratio of tracks reconstructed from real data to the
total number of IWS triggers (Fig. 7) is 0.56 for EH1 and
EH2, but only 0.25 for EH3. It is not clear how much of
this difference is due to overburden and how much is due
to the different sizes and geometries of the three halls,
since EH1 and EH2 are essentially identical, and with
very nearly the same overburden, while EH3 is about
twice the size of the others, and with more than three
times the overburden. There are indications of show-
ers from multiple-track reconstructions and from events
where light is seen by many PMTs but where no tracks
could be reconstructed. Because it is not obvious how
much of this is due to showers, and how much is due to
too much reflected light and not enough direct light, it
is only possible to give limits regarding showers. From
the ratios given above, fewer that half of all IWS triggers
in EH1 and EH2, and three quarters in EH3, probably
correspond to showers.
It is important to emphasize that this tracker is not
used in any of Daya Bay’s published physics results at
the time of this writing. The tracker’s role so far has
been only to independently verify the simulations of cos-
mic muon fluxes. It in no way contributes to the veto-
ing function of the water pools, which is indistinguish-
able from being 100% efficient [3]. Furthermore, none of
Daya Bay’s physics results depend on the determination
of the water pool PMT timing offsets. Only the tracker
described here presently makes use of these offsets. How-
ever, the technique described here for determining these
offsets may have some general application in other exper-
iments.
An ongoing study of cosmic muons with this tracker
will attempt to verify the realism of simulated data be-
ing used in an independent effort to determine neutron
production at Daya Bay. There is also an ongoing effort
to reconstruct atmospheric showers producing coincident
muons in two or three of Daya Bay’s experimental halls.
Appendix A: The Event Display
An event display was developed for viewing a sample
of the reconstructed tracks, and this was of invaluable
assistance. A typical event in EH1 with a reconstructed
track is shown in Fig. 15. This display contains a wealth
of information, both graphical and textual. Some of the
information, such as PMT labels, can only be seen by
zooming in on the image. Such small text keeps the dis-
plays relatively uncluttered and makes it possible to iden-
tify which label belongs to which PMT. The main title,
displayed in each of the four views, indicates the hall, in
this case EH1. The graphical information includes:
1. A projection looking straight down the recon-
structed track (track z), onto the track’s xy plane.
2. A projection onto the track’s zy plane. The y axis
aligns with that of the track z view.
3. A projection onto the track’s xz plane. The x axis
aligns with that of the track z view.
4. A hall xy view, where the walls are splayed out for
a complete view of the pool’s walls.
5. When there are no tracks, the first three views are
projections onto the hall’s xy, zy, and xz planes.
6. The ADs are visible in each view. In the early runs
with only six ADs, the missing ADs in EH2 and
EH3 are not displayed.
7. The walls are all labeled with their two designations
(i.e., engineering and software, see Fig. 1), as “1G”
etc. In the three non-splayed views, these labels
appear at the top of the pool, where z = 0. This
is important to keep in mind since the top of the
pool is not always closest to the viewer.
8. PMT data are represented by circles, where the
charge is represented by the area. The area of the
largest circle is fixed, and corresponds to the PMT
with the largest charge. The other PMTs’ charges
are normalized by the largest charge, done sepa-
rately for the pool and the ADs.
9. PMT times are represented by colors, according to
the color scale on the right of the splayed view.
When a detector has hits on a track, the earliest hit
on the track sets the zero-time on the color scale.
When a detector does not have any hits on a track,
this zero-time is set to the earliest of the detector’s
hits with a charge of at least 1 pe. The latest times
are off-scale, and are depicted in black. The color
scale has been chosen so as to make identification
of PMT times easier than would be possible with a
more gradual color scale.
10. Only PMTs that are identified as belonging to a
track are displayed, whether or not they are in the
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FIG. 15. The event display (see text), showing a track reconstructed with PMT data from the IWS and OWS.
Use Set. PMT labels are displayed only for those
on a track and in the Use Set.
11. If a detector is not used in tracking, all of its PMTs
(in the readout) are displayed, but these are not
labeled in order to avoid excessive clutter.
12. Because of the order in which the various objects
are drawn, some items, such as PMT labels, may
be obscured in some views. The display does not
attempt to draw objects with regard to distance
from the viewer, so an IWS PMT may appear over
an AD PMT, even though the IWS PMT might be
behind the AD.
13. An RPC hit is depicted as a small cube, with the
hall-z faces colored black, the x brown, and the y
green.
14. An RPC Telescope hit is depicted as a small cube,
with the hall-z faces colored gray, the x magenta,
and the y cyan. These are relatively rare, because
of the small size of the Telescope.
15. North is indicated by a red arrow in the upper left
of the splayed view and the letter “N”. The direc-
tions to the other two halls is indicated with green
and blue arrows in the upper right of the splayed
view, labeled with the hall designations.
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16. A symbol key on the lower left of the splayed view
includes:
Tel If there are RPC Telescope data in the dis-
play, the symbol for a Telescope hit is shown.
Otherwise “No Tel” appears.
RPC If there are RPC data in the display, the sym-
bol for an RPC hit is shown, otherwise “No
RPC” appears.
WS Scale The IWS or OWS PMT with the largest
charge is displayed, along with the color corre-
sponding to its time. The charge on that PMT
is given in units of pe. If there is no IWS or
OWS in the readout, “No WS” appears.
First This shows the earliest PMT on the track,
where white corresponds to the zero-time,
which necessitates drawing it as a white-filled
black circle.
Early A PMT not on the track may be earlier that
the zero-time, in which case it is represented
by a blue-outlined circle.
AD Scale The AD PMT with the largest charge is dis-
played, along with the color corresponding to
its time. The charge on that PMT is given in
units of pe. If there is no AD in the readout,
“No AD” appears.
Out/In This is peculiar to the OWS, with outward-
facing PMTs indicated with a thin green bor-
der, and inward facing PMTs with a thin red
border. This border does not appear on IWS
or AD PMTs, where they all face inward, nor
for OWS PMTs with a small charge.
17. The symbol labeled “Track Top” and “Bottom” at
the lower right shows that a track is shaded differ-
ently along its length to make it easier to visually
distinguish the track’s direction. This concept is
followed by all the fixed lines in the display, with
darker tones appearing closer to the viewer, and
lighter tones farther, as briefly mentioned in the
text just below the splayed view.
18. Small ellipses indicate intersections of the track
with various surfaces. These are circles projected
onto a surface, and labeled to indicate the surface,
e.g., “9iws” for the floor of the IWS, “AD2” for
the side of AD2 (there are two of these if the track
both enters and leaves through the sides), “AD2b”
for the bottom of AD2, and so on.
19. The blue lines are the light paths connecting points
p and q in Fig. 2, for hits in the Use Set. None of
these ever intersect any surfaces, else they would
simply be absent.
20. Some of the blue lines are extended with a short
magenta line, representing a positive time residual
(i.e., it would push the track away from the PMT),
or overlaid with a short red line for a negative resid-
ual. These red and magenta lines are “bent” in the
splayed view, because of the nature of the splaying
transformation.
The textual information appears mostly at the top of the
splayed view, and includes:
1. Run number, time of the event (China Standard
Time), and the total charge in the ADs (if present
in the readout) and the pool (IWS+OWS), with
these two total charges separated by a forward slash
and in units of pe, and labeled “Qad/ws”.
2. The trigger times for each of the detectors’ read-
outs, separated by forward slashes. In EH1 (and
EH2) these are AD1/AD2/IWS/OWS/RPC, in
that order. If a detector is missing in the read-
out, it is indicated with, for example, “NoAD1”,
or, if both ADs were missing, “NoAD12”, in
the interest of brevity. In EH3, these are
AD1/AD2/AD3/AD4/IWS/OWS/RPC. For the
period of running with only six ADs, EH2 omits
AD2 and EH3 omits AD4. These are in units of
µs, as indicated by the “(us)” at the end of this
line. The values for the different detectors should
be nearly the same, since the reconstruction pro-
gram is requiring the readouts to correspond to the
same event, as recorded separately by the various
detectors.
3. The trigger numbers for each of the detectors, dis-
played in the same fashion as the times, and indi-
cated by “(#)” at the end of the line. The RPC
trigger numbers are typically quite large, a testa-
ment to their high triggering rate. In this case it
has overflowed and is in the process of appearing to
count backward, as seen from the next event (see
the supplemental material). It is likely that the
RPC trigger counter simply failed to reset at the
beginning of this run, a thing of no serious conse-
quence if true.
4. If a track is reconstructed, its basic parameters x0,
y0, θ and φ are shown to limited precision and la-
beled with “x0”, “y0”, “theta”, and “phi”, along
with the azimuth (compass heading) of the track,
labeled “Az”. The angles are expressed in degrees.
At the end of that line, T0 is displayed for each of
the detectors used by the track, labeled in abbre-
viated fashion with, in this case, “T56:148/144”,
which means these are the T0s for each of the de-
tectors with ID 5 and 6, corresponding to the IWS
and OWS.
5. On the last of these lines is given the χ2ν of the track,
labeled “X2”. Next is the total charge of hits on the
track, labeled “Q”. Then comes the number of hits
in the Use Set, labeled “Nuse”. That is followed
by the number of iterations in the reconstruction
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FIG. 16. This shows the same event as in Fig. 15, but now with the ADs used for tracking.
process, labeled “Nfit”. Next appears the IWS and
OWS multiplicity triggers, separated by a forward
slash and labeled “Nmlt”. This shows “T” for true
or “F” for false.
6. Finally is the muon velocity as described earlier,
labeled “MuV” and given in units of c.
Tracking in the AD is switched off in Fig. 15, but it is
quite apparent that the IWS- and OWS-determined track
matches well with the charge and timing distributions in
AD2. Figure 16 shows the same event, but with the ADs
used for tracking. The reconstruction is improved some-
what, with χ2ν reduced to 1.5 from 2.3, but the trajectory
is not much different, The number of iterations required
increased from 12 to 18, and the selection of IWS/OWS
hits employed by the track changed somewhat. The sup-
plemental materials include a file showing 40 events with
the ADs not used in tracking, and another showing 10
events with the ADs used in tracking. Both of these files
were generated from the same group of raw events.
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