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Abstract. We define Anderson-Brown-Cisinski (ABC) cofibration categories, and construct
homotopy colimits of diagrams of objects in ABC cofibration categories. Homotopy colimits
for Quillen model categories are obtained as a particular case. We attach to each ABC
cofibration category a left Heller derivator. A dual theory is developed for homotopy limits
in ABC fibration categories and for right Heller derivators. These constructions provide a
natural framework for ’doing homotopy theory’ in ABC (co)fibration categories.
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Preface
Model categories, introduced by Daniel Quillen [Qui67], are a remarkably succesful frame-
work for expressing homotopy theoretic ideas in an axiomatic way. A Quillen model category
(M, W, Cof,Fib) consists of a category M, and three distinguished classes of maps: the weak
equivalences W, the cofibrations Cof and the fibrations Fib, subject to a list of axioms (Def.
2.2.2).
Let us fix some notation. If D is a small category we denote MD the category of D-diagrams
in M. For a functor u : D1 → D2 of small categories we denote u∗ : MD2 → MD1 the functor
defined by (u∗X)d1 = Xud1 for objects d1ǫD1. For a category with a class of weak equivalences
(M,W) we denote hoM = M[W−1] its homotopy category, and we will always consider the
weak equivalences on MD to be pointwise, i.e. f is a weak equivalence in MD if fd is a weak
equivalence in M for all objects dǫD.
A Quillen model category M admits homotopy pushouts and homotopy pullbacks. These
are the total left (resp. right) derived functors of the pushout (resp. pullback) functor in M.
If M is pointed one can construct the homotopy cofiber and fiber of a map in hoM, and the
suspension and loop space of an object in hoM. One can then form the cofibration sequence
and the fibration sequence of a map in hoM.
Furthermore, a Quillen model category M admits all small homotopy colimits and limits
(also called the homotopy left and right Kan extensions). For a functor u : D1 → D2 of small
categories, the homotopy colimit L colim u : ho(MD1)→ ho(MD2) is the total left derived func-
tor of the colimit functor colim u, and is left adjoint to hou∗ : ho(MD2) → ho(MD1). Dually,
the homotopy limit R limu is the total right derived functor of limu, and is right adjoint to hou∗.
For the general construction of homotopy colimits, we recommend the work of Dwyer, Kan,
Hirschhorn and Smith [Smi04], Hirschhorn [Hir00], Weibel [Wei01] (after Thomason’s unpub-
lished notes), Chacho´lski and Scherer [Sch02] and Cisinski [Cis03]. Each of these references
presents a different perspective on homotopy (co)limits. It is apparent from these sources that in
a Quillen model category the homotopy colimits can actually be constructed just manipulating
weak equivalences and cofibrations.
To summarize, homotopy colimits are the total left derived functors of the colimit, so their
definition requires just the presence of weak equivalences. The existence of homotopy colimits
can be proved in presence of the Quillen model category axioms, where their construction can
be performed using just cofibrations and weak equivalences.
It is therefore natural to ask if one can simplify Quillen’s axioms, and separate a minimal
set of axioms required by cofibrations and weak equivalences in order to still be able to prove
existence of homotopy colimits. Along the way, this leads us to rethink the role of cofibrations
in abstract homotopy theory.
vii
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In a very influential paper, Ken Brown [Bro74] formalized some of these obsevations by
defining categories of fibrant objects and working out in detail their properties. Reversing
arrows, one defines categories of cofibrant objects, and Brown’s work carries over by duality to
categories of cofibrant objects.
A category of cofibrant objects (M, W, Cof) consists of a category M, the class of weak
equivalences W and the class of cofibrations Cof , subject to a list of axioms (the duals of the
axioms of [Bro74]). These axioms require in particular all objects to be cofibrant.
For a pointed category of cofibrant objects, Brown was able to construct homotopy cofibers
of maps, suspensions of objects and the cofibration sequence of a map. These constructions exist
in dual form for categories of fibrant objects.
Building on Brown’s work, Don Anderson [And78] extended Brown’s axioms for a cate-
gory of cofibrant objects by dropping the requirement that all objects be cofibrant. Anderson
called the categories defined by his new axioms left homotopical; our text changes terminology
and calls them Anderson-Brown-Cisinski cofibration categories (or just cofibration categories for
simplicity). The cofibration category axioms we use are slightly more general than Anderson’s.
Anderson’s main observation was that the cofibration category axioms on M suffice for the
construction of a left adjoint of hou∗, for any functor u of small categories. It is implicit in his
work that the left adjoint of hou∗ is a left derived of colim u.
Unfortunately for the history of this subject, Anderson’s paper [And78] contains statements
but omits proofs, and has a title (“Fibrations and Geometric Realizations“) that does not reflect
the generality of his work. Also, Anderson quit mathematics shortly after his paper was pub-
lished, the proofs of [And78] got lost and as a result his whole theory laid dormant for twenty
five years.
We can be grateful to Denis-Charles Cisinski [Cis02a], [Cis03] for bringing back to light
Brown and Anderson’s ideas. Cisinski simplifies Anderson’s arguments, and provides for cofibra-
tion categories a complete construction of homotopy colimits along functors u : D1 → D2 with
D1 finite and direct.
Cisinski has also worked out the construction of homotopy colimits along arbitrary functors
u of small categories, as well as the end result regarding the derivability of cofibration categories
(our Chap. 10). While this part of his work remains unpublished, he was kind enough to share
with me its outline. I would like to thank him for suggesting the correct formulation of axioms
CF5-CF6, and for patiently explaining to me the finer points of excision.
The goal of these notes is then to work out an account of homotopy colimits from the axioms
of an Anderson-Brown-Cisinski cofibration category, and show that they satisfy the axioms of a
left Heller derivator. There are a number of properties of homotopy colimits that are a formal
consequence of the left Heller derivator axioms, but they are outside of the scope of our text.
We will instead try to investigate the relation with the better-known Quillen model categories,
and compare with other axiomatizations that have been proposed for cofibration categories.
While some of the proofs we propose may be new, the credit for this theory should go entirely
to Brown, Anderson and Cisinski. It was our choice in this text to make use of approximation
functors and abstract Quillen equivalences, and for that we were influenced by the work of Dwyer,
Kan, Hirschhorn and Smith [Smi04]. Our treatment of direct categories bears the influence of
Daniel Kan’s theory of Reedy categories outlined in [Hir97], [Hov99] and [Hir00].
PREFACE ix
I would like to thank Haynes Miller and Daniel Kan, my mentors in abstract homotopy,
for their gracious support and encouragement. I am grateful to Denis-Charles Cisinski, Philip
Hirschhorn and Haynes Miller for the conversations we had on the subject of this text.
Comparing ABC and Quillen model categories. Anderson-Brown-Cisinski (ABC)
cofibration categories (M, W, Cof) are defined in Section 1.1. We will make a distinction
between ABC precofibration categories (satisfying axioms CF1-CF4) and ABC cofibration cat-
egories (satisfying the full set of axioms CF1-CF6).
ABC fibration categories (M, W, Fib) are defined by duality, and ABC model categories
(M, W, Cof , Fib) by definition carry an ABC cofibration and fibration category structure.
Any Quillen model category is an ABC model category, but the class of ABC cofibration
categories behaves differently in some respects:
(1) If (M, W) admits a Quillen model category structure, the choice of cofibrations deter-
mines the fibrations, and viceversa. This is not true of an ABC cofibration category
structure, where the choice of cofibrations is completely independent of the choice of
fibrations.
(2) If (M, W, Cof) is an ABC cofibration category, then so is (MD, WD, CofD) for a small
category D. Quillen model categories have this property only in particular cases, for
example if they are cofibrantly generated.
(3) If M is a locally small Quillen model category, then hoM is also locally small. ABC
cofibration categories do not have this property.
(4) If (M, W, Cof , Fib) is a Quillen model category, then W is saturated W = W. Similarly,
if (M, W, Cof) is an ABC cofibration category then W is saturated. If (M, W, Cof) is
only a precofibration category, then W is not necessarily saturated, but (M, W, Cof)
is still an ABC precofibration category.
(5) If (M, W, Cof) is a left proper ABC cofibration category, one has a maximal left
proper CF1-CF4 cofibration category structure on (M, W), taking as cofibrations the
left proper maps PrCof . In this context, the weak equivalences therefore determine
the left proper maps as a preferred class of CF1-CF4 cofibrations.
Outline of the text. We start Chap. 1 with the ABC (pre)cofibration category axioms, we
proceed with their elementary properties, and end the chapter with a discussion of proper ABC
cofibration categories. For a cofibration category M, we will denote Mcof its full subcategory of
cofibrant objects.
Going to Chap. 2, we compare ABC cofibration categories with other axiomatic systems
that have been proposed for categories with cofibrations. Most notably, we show that any Quillen
model category is an ABC model category.
Topological spaces, with homotopy equivalences as weak equivalences, Hurewicz cofibrations
as cofibrations, and Hurewicz fibrations as fibrations, form an ABC model category. Complexes
of objects in an abelian category A, with quasi-isomorphisms as weak equivaleces, and mon-
ics as cofibrations form an ABC precofibration category, which satisfies CF5 if A satisfies the
Grothendieck axiom AB4, and satisfies CF6 if A satisfies the Grothendieck axiom AB5. These
examples are explained in Chap. 3.
In Chap. 4 we recall the language of 2-categories and that of Kan extensions. This is
a prerequisite for Chap. 5, where we introduce axiomatically the left approximation functors
t : (M
′
,W
′
)→ (M,W) between two category pairs. The Approximation Thm. 5.5.1 states that
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left approximation functors induce an equivalence of categories hot : hoM
′
→ hoM. We prove an
existence result for total derived functors (Thm. 5.7.1), and a Quillen-type adjunction property
between the total derived functors of an adjoint pair of functors (Thm. 5.8.3).
In Chap. 6, we take as model the inclusion Mcof → M and define cofibrant approximation
functors t : M
′
→ M between precofibration categories. Cofibrant approximation functors are in
particular left approximations, and by the Approximation Thm. 5.5.1 they induce an equivalence
of categories hot. In particular, this shows that hoMcof → hoM is an equivalence of categories.
In the second half of Chap. 6 we then recall the theory of cylinders and left homotopic maps
in a precofibration category, and develop the formalism of homotopy calculus of fractions. Going
to Chap. 7, we give some applications of the formalism of homotopy calculus of fractions.
In Chap. 8, we recall over and under categories, and elementary properties of limits and
colimits.
In Chap. 9, we reach our main objective. We define the homotopy colimit L colim u : ho(MD1)
→ ho(MD2) as a left derived functor, and show that it exists and it is left adjoint to hou∗ : ho(MD2)
→ ho(MD1). We show that if D is a small category and (M, W, Cof) is a cofibration category,
then the diagram category MD is again a cofibration category, with pointwise weak equivalences
and pointwise cofibrations.
Finally, in Chap. 10 we recall the notion of a left Heller derivator, and show that the
homotopy colimits in a cofibration category satisfy the axioms of a left Heller derivator. The
purpose of the last chapter is simply to assert the results of Chap. 9 within the axiomatic
language of derivators.
CHAPTER 1
Cofibration categories
This chapter defines Anderson-Brown-Cisinski (or ABC) cofibration, fibration and model
categories. For simplicity, we refer to ABC cofibration (fibration, model) categories as just
cofibration (fibration, model) categories, when no confusion with Quillen model categories or
Baues cofibration categories is possible.
What is an ABC cofibration category? It is a category M with two distinguished classes of
maps, the weak equivalences and the cofibrations, satisfying a set of axioms denoted CF1-CF6.
An ABC fibration category is a category M with weak equivalences and fibrations, satisfying
the dual axioms F1-F6. An ABC model category is a category M with weak equivalences,
cofibrations and fibrations that is at the same time a cofibration and a fibration category.
Any Quillen model category is an ABC model category (Prop. 2.2.4). Diagrams indexed by
a small category in an ABC cofibration category form again a cofibration category (Thm. 9.5.5),
a property not enjoyed in general by Quillen model categories.
The ultimate goal using the cofibration category axioms CF1-CF6 is to construct (in Chap.
9) homotopy colimits in M indexed by small categories D, and more generally to construct
’relative’ homotopy colimits along functors u : D1 → D2 of small catgories.
The category M will not be assumed in general to be cocomplete. Under the simplifying
assumption that M is cocomplete, however, the homotopy colimit along a functor u : D1 → D2 is
the total left derived functor of colim u : MD1 → MD2 . It is a known fact that a colimit indexed
by a small category D can be constructed in terms of pushouts of small sums of objects in M.
Furthermore, a ’relative’ colimit colim u can be described in terms of absolute colimits indexed
by the over categories (u ↓ d2) for d2ǫD2 (see Lemma 8.2.1).
It is perhaps not surprising then that the cofibration category axioms specify an approxi-
mation property of maps by cofibrations (axiom CF4), as well as the behaviour of cofibrations
under pushouts (axiom CF3) and under small sums (axiom CF5). The axiom CF6 has a tech-
nical rather than conceptual motivation - we simply need it to make the rest of our arguments
work (but see Section 10.4).
A large part of the theory can be developed actually from a subset of the axioms, namely
the axioms CF1-CF4. The theory of homotopic maps, of homotopy calculus of fractions and
of cofibrant approxiomation functors of Chap. 6 only requires this smaller set of axioms. A
category with weak equivalences and cofibrations satisfying the axioms CF1-CF4 will be called
a precofibration category. From the precofibration category axioms, it turns out that one can
construct all the homotopy colimits indexed by finite, direct categories [Cis02a].
One idea worth repeating is that while we need both the cofibrations and the weak equiva-
lences to construct homotopy colimits, the homotopy colimits are characterized in the end just
by the weak equivalences. So when working with a cofibration category with a fixed class of
weak equivalences, it would be desirable to have a class of cofibrations as large as possible.
1
2 1. COFIBRATION CATEGORIES
This is where the concept of left proper maps becomes useful (see Section 1.8). In a left proper
precofibration category (M, W, Cof), any cofibration A → B with A cofibrant is a left proper
map, and the class of left proper maps denoted PrCof yields again a precofibration category
structure (M, W, PrCof). But if M is a left proper CF1-CF6 cofibration category, then (M, W,
PrCof ) may not necessarily satisfy the axioms CF5 and CF6. Dual results hold for right proper
prefibration categories.
1.1. The axioms
Definition 1.1.1 (Anderson-Brown-Cisinski cofibration categories).
An ABC cofibration category (M, W, Cof) consists of a category M, and two distinguished
classes of maps of M - the weak equivalences (or trivial maps) W and the cofibrations Cof ,
subject to the axioms CF1-CF6. The initial object 0 of M exists by axiom CF1, and an object
A is called cofibrant if the map 0→ A is a cofibration.
The axioms are:
CF1: M has an initial object 0, which is cofibrant. Cofibrations are stable under com-
position. All isomorphisms of M are weak equivalences, and all isomorphisms with the
domain a cofibrant object are trivial cofibrations.
CF2: (Two out of three axiom) Suppose f and g are maps such that gf is defined. If
two of f , g, gf are weak equivalences, then so is the third.
CF3: (Pushout axiom) Given a solid diagram in M, with i a cofibration and A, C cofi-
brant
A //
i

C
j




B //___ D
then
(1) the pushout exists in M and j is a cofibration, and
(2) if additionally i is a trivial cofibration, then so is j.
CF4: (Factorization axiom) Any map f : A→ B in M with A cofibrant factors as f = rf ′,
with f ′ a cofibration and r a weak equivalence
CF5: If fi : Ai → Bi for iǫI is a set of cofibrations with Ai cofibrant, then
(1) ⊔Ai, ⊔Bi exist and are cofibrant, and ⊔fi is a cofibration.
(2) if additionally all fi are trivial cofibrations, then so is ⊔fi.
CF6: For any countable direct sequence of cofibrations with A0 cofibrant
A0 //
a0 // A1 //
a1 // A2 //
a2 // ...
(1) the colimit object colim An exists and the transfinite composition A0 → colim An
is a cofibration.
(2) if additionally all ai are trivial cofibrations, then so is A0 → colim An.
If (M, W, Cof) only satisfies the axioms CF1-CF4, it is called a precofibration category.
Pushouts are defined by an universal property, and are only defined up to an unique isomor-
phism. Since all isomorphisms with cofibrant domain are trivial cofibrations, it does not matter
which isomorphic representative of the pushout we choose in CF3.
In the axiom CF4, the map f
′
is called a cofibrant replacement of f . If r : A
′
→ A is a weak
equivalence with A
′
cofibrant, the object A
′
is called a cofibrant replacement of A.
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If A → B is a cofibration with A cofibrant then B is cofibrant. But there may exist
cofibrations A → B with A not cofibrant. If we denote Cof
′
the class of cofibrations A → B
with A cofibrant, then (M, W, Cof
′
) is again a cofibration category.
We will sometimes refer to a cofibration category as just M. We will also denote Mcof the
full subcategory of cofibrant objects of M.
The category Mcof is a cofibration category, and in fact so is any full subcategory M
′
of M
that includes Mcof , with the induced structure (M
′
, W ∩M
′
, Cof ∩M
′
).
If M is a precofibration category, then (M, W, Cof
′
), Mcof and any M
′
as above are
precofibration categories. We will also refer to precofibration categories as CF1-CF4 cofibration
categories.
Definition 1.1.2 (Anderson-Brown-Cisinski fibration categories).
An ABC fibration category (M, W, Fib) consists of a category M, and two distinguished classes
of maps - the weak equivalences W and the fibrations Fib, subject to the axioms F1-F6. The
terminal object 1 of M exists by axiom F1, and an object A of Fib is called fibrant if the map
A→ 1 is a fibration.
The axioms are:
F1: M has a final object 1, which is fibrant. Fibrations are stable under composition. All
isomorphisms of M are weak equivalences, and all isomorphisms with fibrant codomain
are trivial fibrations.
F2: (Two out of three axiom) Suppose f and g are maps such that gf is defined. If two
of f , g, gf are weak equivalences, then so is the third.
F3: (Pullback axiom) Given a solid diagram in M, with p a fibration and A, C fibrant,
D //___
q



 B
p

C // A
then
(1) the pullback exists in M and q is a fibration, and
(2) if additionally p is a trivial fibration, then so is q.
F4: (Factorization axiom) Any map f : A → B in M with B fibrant factors as f = f ′s,
with s a weak equivalence and f ′ a fibration.
F5: If fi : Ai → Bi for iǫI is a set of fibrations with Bi fibrant, then
(1) ×Ai, ×Bi exist and are fibrant, and ×fi is a fibration
(2) if additionally all fi are trivial fibrations, then so is ×fi.
F6: For any countable inverse sequence of fibrations with A0 fibrant
... a2 // // A2
a1 // // A1
a0 // // A0
(1) the limit object limAi exists and the transfinite composition limAn → A0 is a
fibration
(2) if additionally all ai are trivial fibrations, then so is limAn → A0.
If (M, W, Fib) only satisfies the axioms F1-F4, it is called a prefibration category.
The axioms are dual in the sense that (M, W, Cof) is a cofibration category if and only if
(Mop,Wop,Cofop) is a fibration category.
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In the axiom F4, the map f
′
is called a fibrant replacement of f . If r : A → A
′
is a weak
equivalence with A
′
fibrant, the object A
′
is called a fibrant replacement of A.
If we denote Fib
′
the class of fibrations A→ B with B fibrant then (M, W, Fib
′
) again is a
fibration category.
We will denote Mfib to be the full subcategory of fibrant objects of a fibration category M.
The category Mfib as well as any full subcategory M
′
of M that includes Mfib satisfy again the
axioms of a fibration category.
If M is a prefibration category, then so are (M, W, Fib
′
), Mfib and any M
′
as above.
Definition 1.1.3 (Anderson-Brown-Cisinski model categories).
An ABC model category (M, W, Cof,Fib) consists of a category M and three distinguished
classes of maps W,Cof,Fib with the property that (M, W, Cof) is an ABC cofibration category
and that (M, W, Fib) is an ABC fibration category.
We will say that M is an ABC premodel category if it is only an ABC precofibration and
prefibration category.
In all sections of this chapter except Section 1.6, we will do our work assuming only the
precofibration category axioms CF1-CF4 (and dually the prefibration category axioms F1-F4).
In Section 1.6, we will assume that the full set of axioms is verified.
1.2. Sums and products of objects
In general, the objects of a precofibration category are not closed under finite sums. But
finite sums of cofibrant objects exist and are cofibrant. Dually, in a prefibration category finite
products of fibrant objects exist and are fibrant. In fact we can prove the slightly more general
statement:
Lemma 1.2.1.
(1) Suppose that M is a precofibration category. If fi : Ai → Bi for i = 0, ..., n are cofibra-
tions with Ai cofibrant, then ⊔Ai, ⊔Bi exist and are cofibrant, and ⊔fi is a cofibration
which is trivial if all fi are trivial.
(2) Suppose that M is a prefibration category. If fi : Ai → Bi for i = 0, ..., n are fibrations
with Bi fibrant, then ×Ai, ×Bi exist and are fibrant, and ×fi is a fibration which is
trivial if all fi are trivial.
Proof. We will prove (1), and observe that statement (2) is dual to (1). Using induction
on n, we can reduce the problem to two maps f0 : A0 → B0 and f1;A1 → B1. If we prove the
statement for f0, 1A1 and 1B0 , f1 then the statement follows for f0, f1. So it suffices to show that
if f : A → B is a (trivial) cofibration and A, C are cofibrant, then A ⊔ C, B ⊔ C exist and are
cofibrant and f ⊔ 1C is a (trivial) cofibration. From axiom CF3 (1) applied to
0 // //

C

A // // A ⊔ C
we see that A⊔C exists and is cofibrant, and A→ A⊔C is a cofibration. Similarly, B⊔C exists
and is cofibrant, and from CF3 applied to
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A // //
f

A ⊔ C
f⊔1C

B // // B ⊔C
we see that f ⊔ 1C is a cofibration which is trivial if f is trivial. 
1.3. Factorization lemmas
The Brown Factorization Lemma is an improvement of the factorization axiom CF4 for maps
between cofibrant objects.
Lemma 1.3.1 (Brown factorization, [Bro74]).
(1) Let M be a precofibration category, and f : A→ B be a map between cofibrant objects.
Then f factors as f = rf ′, where f ′ is a cofibration and r is a left inverse to a trivial
cofibration.
(2) Let M be a prefibration category, and f : A → B be a map between fibrant objects.
Then f factors as f = f ′s, where f ′ is a fibration and s is a right inverse to a trivial
fibration.
Proof. The statements are dual, so it suffices to prove (1). We need to construct f ′, r and
s with f = rf ′ and rs = 1B.
If we apply the factorization axiom to f + 1B, we get a diagram
A ⊔B
f+1B //
##
f
′
+s ##F
FF
FF
FF
FF
B
B
′
r
∼
>>~~~~~~~
Since f
′
+s is a cofibration and A,B are cofibrant, the maps f
′
and s are cofibrations. The map
r is a weak equivalence, and from the commutativity of the diagram we have rs = 1B, therefore
s is also a weak equivalence. 
Remark 1.3.2. We have in fact proved a stronger statement. We have shown that any
map f : A → B between cofibrant objects in a precofibration category factors as f = rf ′, with
rs = 1B where f
′, f
′
+ s are cofibrations and s is a trivial cofibration.
Dually, any map f : A → B between fibrant objects in a prefibration category factors as
f = f ′s, with rs = 1A where f
′ and (f
′
, r) are fibrations and r is a trivial fibration.
Next lemma is a relative version of the factorization axiom CF4 (resp. F4).
Lemma 1.3.3 (Relative factorization of maps).
(1) Let M be a precofibration category, and let
A1
f1 //
a

B1
b

A2
f2 // B2
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be a commutative diagram with A1, A2 cofibrant. Suppose that f1 = r1f
′
1 is a fac-
torization of f1 as a cofibration followed by a weak equivalence. Then there exists a
commutative diagram
A1 //
f
′
1 //
a

A
′
1
r1
∼
//
a
′

B1
b

A2 //
f
′
2 // A
′
2
r2
∼
// B2
where r2f
′
2 is a factorization of f2 as a cofibration followed by a weak equivalence and
such that A2 ⊔A1 A
′
1 → A
′
2 is a cofibration.
(2) The dual of (1) holds for prefibration categories.
Proof. To prove (1), in the commutative diagram
A1
a

//
f
′
1 // A
′
1

∼
r1 // B1
b

A2 // // A2 ⊔A1 A
′
1
// s // A
′
2 ∼
r2 // B2
the pushout A2⊔A1A
′
1 exists by CF3, and we construct the cofibration s and the weak equivalence
r2 using the factorization axiom CF4 applied to A2 ⊔A1 A
′
1 −→ B2. 
The Brown Factorization Lemma has the following relative version:
Lemma 1.3.4 (Relative Brown factorization).
(1) Suppose that M is a precofibration category, and that
A1
f1 //
a

B1
b

A2
f2
// B2
is a commutative diagram with cofibrant objects. Suppose that f1 = r1f
′
1, r1s1 = 1 is
a Brown factorization of f1, with f
′
1, f
′
1 + s1 cofibrations and s1 a trivial cofibration.
Then there exists a Brown factorization f2 = r2f
′
2, r2s2 = 1 with f
′
2, f
′
2+s2 cofibrations
and s2 a trivial cofibration and a map b
′
such that in the diagram
A1 //
f
′
1 //
a

B
′
1
r1 //
b
′

B1
b

oo
s1
∼oo
A2 //
f
′
2 // B
′
2
r2 //
B2oo
s2
∼oo
we have that b
′
f
′
1 = f
′
2a, br1 = r2b
′
, b
′
s1 = s2b, and that
A2 ⊔A1 B
′
1 → B
′
2 and B2 ⊔B1 B
′
1 → B
′
2
are a cofibration (resp. a trivial cofibration).
(2) The dual of (1) holds for prefibration categories.
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Proof. To prove (1), denote A3 = A2 ⊔A1 B
′
1 and B3 = B2 ⊔B1 B
′
1.
A1 //
f
′
1 //
a

B
′
1
r1 //
  
@@
@@
@@
@@
~~ ~
~~
~~
~~
B1
b

oo
s1
∼oo
A2 //
f
′
// A3
f3 // B3
r //
B2oo
s
∼oo
We apply Lemma 1.3.3 to the commutative diagram
A1 ⊔B1 //
f
′
1+s1 //
f
′
a⊔sb

B
′
1
r1
∼
// B1
sb

A3 ⊔B3
f3+1B3 // B3
and we construct a commutative diagram
A1 ⊔B1
f1+1B1 //
f
′
a⊔sb

##
f
′
1+s1 ##G
GG
GG
GG
GG
B1
sb

B
′
1
r1
∼
>>~~~~~~~~
b
′

A3 ⊔B3 //##
f
′
3+s3 ##G
GG
GG
GG
GG
B3
B
′
2
r3
∼
>>~~~~~~~~
We now set f
′
2 = f
′
3f
′
, r2 = rr3 and s2 = s3s. 
1.4. Extension lemmas
The Gluing Lemma describes the behavior of cofibrations and weak equivalences under
pushouts, and is one of the basic building blocks we will employ in the construction of homotopy
colimits.
Lemma 1.4.1 (Gluing Lemma).
(1) Let M be a precofibration category. In the diagram
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A1 //
f12
//
u1

f13   B
BB
BB
BB
B A2
u2

  B
BB
BB
BB
B
A3 // //
u3

A4
u4

B1 // g12
//
g13
  B
BB
BB
BB
B B2
  B
BB
BB
BB
B
B3 // // B4
suppose that A1, A3, B1, B3 are cofibrant, that f12, g12 are cofibrations, and that the
top and bottom faces are pushouts.
(a) If u1, u3 are cofibrations and the natural map
B1⊔A1 A2 −→ B2 is a cofibration, then u2, u4 and the natural map B3⊔A3 A4 −→
B4 are cofibrations.
(b) If u1, u2, u3 are weak equivalences, then u4 is a weak equivalence.
(2) Let M be a prefibration category. In the diagram
B4 // //
u4

  B
BB
BB
BB
B B3
u3

g31
  B
BB
BB
BB
B
B2
g21 // //
u2

B1
u1

A4 // //
  B
BB
BB
BB
B A3
f31
  B
BB
BB
BB
B
A2
f21
// // A1
suppose that A1, A3, B1, B3 are fibrant, that f21, g21 are fibrations, and that the top
and bottom faces are pullbacks.
(a) If u1, u3 are fibrations and the natural map
B2 −→ B1×A1A2 is a fibration, then u2, u4 and the natural map B4 −→ B3×A3A4
are fibrations.
(b) If u1, u2, u3 are weak equivalences, then u4 is a weak equivalence.
Proof. The statements are dual, and we will prove only (1). Let B
′
2 = B1 ⊔A1 A2 and
B
′
4 = B3 ⊔A3 A4 be the pushout of the front and back faces of the diagram of (1). These
pushouts exist because of the pushout axiom CF3.
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A1 //
f12
//
u1

f13   B
BB
BB
BB
B A2
u
′
2

  B
BB
BB
BB
B
A3 // //
u3

A4
u
′
4

B
′
2
u
′′
2
 
??
??
??
?
B1 // g12
//
g13
  @
@@
@@
@@
@
77
g
′
12
77ooooooooooooooo
B2
  @
@@
@@
@@
@ B
′
4
u
′′
4

B3 // //
77
g
′
34
77nnnnnnnnnnnnnnn
B4
The maps g
′
12 and g
′
34 are pushouts of cofibrations, therefore cofibrations. Furthermore, we
observe that B
′
4 = B3 ⊔B1 B
′
2, and therefore u
′′
4 is the pushout of u
′′
2 along B
′
2 → B
′
4.
Let’s prove (a). If u1, u3 and u
′′
2 are cofibrations, then by the pushout axiom u
′
2 and u
′
4
are cofibrations. u
′′
4 is a pushout of u
′′
2 , therefore also a cofibration. It follows that u2, u4 are
cofibrations.
Let’s now prove (b), first under the assumption that
(1.1) u1, u3 and u
′′
2 are cofibrations
If they are, since u1, u2, u3 are weak equivalences we see that u1, u3 and their pushouts u
′
2,
u
′
4 must be trivial cofibrations. From the two out of three axiom, u
′′
2 is a weak equivalence,
therefore a trivial cofibration, and so its pushout u
′′
4 also is a trivial cofibration, which shows
that u4 = u
′′
4u
′
4 is a weak equivalence.
For general weak equivalences u1, u2, u3, we use the relative Brown factorization lemma to
construct the diagram
A2 //
v2 // B
′
2
r2
∼
//
B2oo
w2
oo
A1
OO
f12
OO
f13

//
v1 // B
′
1
OO
h12
OO
h13

r1
∼
//
B1
OO
g12
OO
g13

oo
w1
oo
A3 // v3
// B
′
3
r3
∼
//
B3oo
w3
oo
In this diagram:
(1) v1, w1, r1 are constructed as a Brown factorization of u1 as in Remark 1.3.2
(2) vi, wi, ri for i = 2, 3 are constructed as relative Brown factorizations of u2 resp. u3
over the Brown factorization v1, w1, r1.
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The maps (w1, w2, w3) are trivial cofibrations and (u1, u2, u3) are weak equivalences, so
(v1, v2, v3) are trivial cofibrations.
Statement (b) is true for
- (v1, v2, v3) resp. (w1, w2, w3) because they satisfy property (1.1)
- therefore true for (r1, r2, r3) as a left inverse to (w1, w2, w3)
- therefore true for (u1, u2, u3) as the composition of (v1, v2, v3) and (r1, r2, r3).

As a corollary we have
Lemma 1.4.2 (Excision).
(1) Let M be a precofibration category. In the diagram below
A
f
∼
//

i

C
B
suppose that A, C are cofibrant, i is a cofibration and f is a weak equivalence. Then
the pushout of f along i is again a weak equivalence.
(2) Let M be a prefibration category. In the diagram below
B
p

C
f
∼
// A
suppose that A, C are fibrant, p is a fibration and f is a weak equivalence. Then the
pullback of f along p is again a weak equivalence.
Proof. Part (1) is a particular case of the Gluing Lemma (1) for f12 = g12 = i, u1 = f13 =
1A, g13 = u3 = f and u2 = 1B. Part (2) is dual. 
It is now easy to see that in the presence of the rest of the axioms, the axiom CF3 (2) is
equivalent to the Gluing Lemma (1) (b) and to excision. A dual statement holds for the fibration
axioms.
Lemma 1.4.3 (Equivalent formulation of CF3).
(1) If (M, W, Cof) satisfies the axioms CF1-CF2, CF3 (1) and CF4, then the following
are equivalent:
(a) It satisfies CF3 (2)
(b) It satisfies the Gluing Lemma (1) (b)
(c) It satisfies the Excision Lemma 1.4.2 (1).
(2) If (M, W, Fib) satisfies the axioms F1-F2, F3 (1) and F4, then the following are
equivalent:
(a) It satisfies F3 (2)
(b) It satisfies the Gluing Lemma (2) (b)
(c) It satisfies the Excision Lemma 1.4.2 (2).
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Proof. It suffices to prove (1). We have proved (a) ⇒ (b) as Lemma 1.4.1, and we have
seen (b) ⇒ (c) in the proof of Lemma 1.4.2.
For (c) ⇒ (a), suppose that A,C are cofibrant, that i : A ֌ B is a trivial cofibration and
that f : A → C is a map. Factor f as a cofibration f
′
followed by a weak equivalence r, and
using axiom CF3 (1) construct the pushouts g
′
, s of f
′
, r
A //
f
′
//

i ∼

C
′ r
∼
//

i
′∼

C
j

B //
g
′
// B
′ s
∼
// D
The maps g
′
, i
′
and j are cofibrations by axiom CF3 (1). Using excision, i
′
and s are weak
equivalences, so by the 2 out of 3 axiom CF2 the map j is also a weak equivalence. 
1.5. Cylinder and path objects
We next define cylinder objects in a precofibration category, and show that cylinder objects
exist. Dually, we define and prove existence of path objects in a prefibration category.
Definition 1.5.1 (Cylinder and path objects).
(1) Let M be a precofibration category, and A a cofibrant object of M. A cylinder object for
A consists of an object IA and a factorization of the codiagonal∇ : A ⊔A //
i0+i1 // IA
p
∼
// A ,
with i0 + i1 a cofibration and p a weak equivalence.
(2) Let M be a prefibration category, and A a fibrant object of M. A path object for A con-
sists of an object AI and a factorization of the diagonal ∆: A
i
∼
// AI
(p0,p1)
// // A×A ,
with (p0, p1) a fibration and i a weak equivalence.
Lemma 1.5.2 (Existence of cylinder and path objects).
(1) Let M be a precofibration category, and A a cofibrant object of M. Then A admits a
(non-functorial) cylinder object.
(2) Let M be a prefibration category, and A a fibrant object of M. Then A admits a (non-
functorial) path object.
Proof. To prove (1), observe that if A is cofibrant then the sum A⊔A exists and is cofibrant
by Lemma 1.2.1, and we can then use the factorization axiom CF4 to construct a cylinder object
A ⊔A //
i0+i1 // IA
p
∼
// A . The statement (2) follows from duality. 
Observe that for cylinder objects, the inclusion maps i0, i1 : A −→ IA are trivial cofibrations.
For path objects, the projection maps p0, p1 : A
I −→ A are trivial fibrations.
Lemma 1.5.3 (Relative cylinder and path objects).
(1) Let M be a precofibration category, and f : A −→ B a map with A,B cofibrant objects.
Let IA be a cylinder of A. Then there exists a cylinder IB and a commutative diagram
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A ⊔A
f⊔f

// // IA
If

∼ // A
f

B ⊔B // // IB
∼ // B
with (B ⊔B) ⊔A⊔A IA // // IB a cofibration.
(2) Let M be a prefibration category, and f : A −→ B a map with A,B fibrant objects. Let
BI be a path object for of B. Then there exists a path object AI and a commutative
diagram
A
f

∼ // AI
fI

// // A×A
f×f

B
∼ // BI // // B ×B
with AI // // BI ×B×B (A×A) a fibration.
Proof. To prove (1), apply Lemma 1.3.3 to the diagram
A ⊔A
f⊔f

// // IA
∼ // A
f

B ⊔B
∇ // B
Statement (2) is dual to (1). 
1.6. Elementary consequences of CF5 and CF6
In the previous sections we have proved a number of elementary lemmas that are conse-
quences of the precofibration category axioms CF1-CF4. In this section, we will do the same
bringing in one by one the cofibration category axioms CF5 and CF6.
A word on the motivation behind the two additional axioms CF5-CF6. In the construction
of homotopy colimits indexed by small diagrams in a cofibration category, it turns out that the
role of small direct categories (Def. 9.1.1) is essential, because an arbitrary small diagram can
be approximated by a diagram indexed by a small direct category (Section 9.5).
For a small direct category D, its degreewise filtration can be used to show that colimits
indexed by D may be constructed using small sums, pushouts and countable direct transfinite
compositions (at least if the base category is cocomplete). To put things in perspective, the
axiom CF3 is a property of pushouts, the axiom CF5 is a property of small sums of maps and
the axiom CF6 is a property of countable direct transfinite compositions of maps.
Let us clarify for a moment what we mean in CF6 and F6 by transfinite direct and inverse
compositions of maps.
Definition 1.6.1. Let M be a category, and let k be an ordinal.
(1) A direct k-sequence of maps (or a direct sequence of length k)
A0
a01 // A1
a12 // ... // Ai // ... (i < k)
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consists of a collection of objects Ai for i < k and maps ai1i2 : Ai1 → Ai2 for i1 < i2 < k,
such that ai2i3ai1i2 = ai1i3 for all i1 < i2 < i3 < k. The map A0 → colim
i<k Ai, if the
colimit exists, is called the transfinite composition of the direct k-sequence.
(2) An inverse k-sequence of maps (or an inverse sequence of maps of length k)
... // Ai // ...
a21 // A1
a10 // A0 (i < l)
consists of a collection of objects Ai for i < k and maps ai2i1 : Ai2 → Ai1 for i1 < i2 < k,
such that ai2i1ai3i2 = ai3i1 for all i1 < i2 < i3 < k. The map lim
i<k Ai → A0, if the
limit exists, is called the transfinite composition of the inverse k-sequence.
A direct k-sequence of maps is nothing but a diagram in M indexed by ordinals < k. A map
of direct k-sequences is a map of such diagrams.
If M is a precofibration category, a direct k-sequence of (trivial) cofibrations is a direct k-
sequence in which all maps aij , i < j < k are (trivial) cofibrations. If M is a fibration category, an
inverse k-sequence of (trivial) fibrations is an inverse k-sequence in which all maps aji, i < j < k
are (trivial) fibrations.
A sufficient condition for the additional axioms CF5-CF6 to be satisfied is that cofibra-
tions and trivial cofibrations with cofibrant domain are stable under all small transfinite direct
compositions.
Lemma 1.6.2.
(1) If (M,W,Cof) satisfies axioms CF1-CF4, and if cofibrations (resp. trivial cofibrations)
with cofibrant domain are stable under transfinite compositions of direct k-sequences for
any small ordinal k, then (M,W,Cof) also satisfies axioms CF5-CF6.
(2) If (M,W,Fib) satisfies axioms F1-F4, and if fibrations (resp. trivial fibrations) with
fibrant codomain are stable under transfinite compositions of inverse k-sequences for
any small ordinal k, then (M,W,Fib) also satisfies axioms F5-F6.
Proof. We only prove (1). Axiom CF6 is clearly verified for M, since it states that cofi-
brations (resp. trivial cofibrations) with cofibrant domain are stable under countable transfinite
direct compositions. For the axiom CF5, given a set of (trivial) cofibrations fi : Ai → Bi for
iǫI with Ai cofibrant, we choose a well ordering of I. Denote I
+ the well ordered set I with a
maximal element adjoined. I+ can be viewed as the succesor ordinal of I, and all elements iǫI
can be viewed as the ordinals smaller than I.
We show that for any iǫI+, we have that ⊔
k<i
fk : ⊔k<i Ak → ⊔k<iBk is well defined and is
a (trivial) cofibration with a cofibrant domain. We use transfinite induction, and the initial step
is trivial. Suppose the statement is true for all elements < i, and let’s prove it for i.
If i is a succesor ordinal, the statement for i follows from Lemma 1.2.1. Suppose that i is a
limit ordinal.
For any i
′′
< i
′
< i, the inclusion
⊔
k<i
′′Ak → ⊔
k<i
′Ak
is a cofibration, using the inductive hypothesis. The transfinite composition of these cofibrations
defines ⊔
k<i
Ak, which therefore exists and is cofibrant. Similarly, ⊔k<iBk exists and is cofibrant.
For any i
′′
< i
′
< i, the map
⊔
k<i
′′Bk ⊔
i
′′
≤k<i
Ak → ⊔
k<i
′Bk ⊔
i
′
≤k<i
Ak
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given by
(⊔
k<i
′′ 1Bk) ⊔ (⊔i′′ ≤k<i′ fk) ⊔ (⊔i′≤k<i1Ak)
is a well defined (trivial) cofibration with cofibrant domain, using the inductive hypothesis. The
transfinite composition of these (trivial) cofibrations with cofibrant domain defines ⊔
k<i
fk, which
is therefore a (trivial) cofibration. The statement of our lemma now follows if we take i to be
the maximal element of I+. 
The next two lemmas describe properties of the additional axiom CF5 (resp. F5).
Lemma 1.6.3.
(1) Suppose that M is a CF1-CF4 (resp. CF1-CF5) cofibration category. If fi : Ai → Bi
for iǫI is a finite (resp. small) set of weak equivalences between cofibrant objects, then
⊔fi is a weak equivalence.
(2) Suppose that M is an F1-F4 (resp. F1-F5) fibration category. If fi : Ai → Bi for iǫI
is a finite (resp. small) set of weak equivalences between fibrant objects, then ×fi is a
weak equivalence.
Proof. We only prove (1). Using the Brown Factorization Lemma, write fi = rif
′
i , where
f
′
i is a trivial cofibration and ri is a left inverse to a trivial cofibration si. Under both alternative
hypotheses, the maps ⊔f
′
i and ⊔si are trivial cofibrations, so ⊔ri and therefore ⊔fi are weak
equivalences. 
Lemma 1.6.4 (Equivalent formulation of CF5).
(1) Suppose that (M, W, Cof) satisfies axioms CF1-CF4 and CF5 (1). Then the following
are equivalent:
(a) It satisfies axiom CF5 (2)
(b) The class of weak equivalences between cofibrant objects is stable under small sums.
(2) Suppose that (M, W, Fib) satisfies axioms F1-F4 and F5 (1). Then the following are
equivalent:
(a) It satisfies axiom F5 (2)
(b) The class of weak equivalences between fibrant objects is stable under small prod-
ucts.
Proof. The implication (a) ⇒ (b) is a consequence of Lemma 1.6.3, and (b) ⇒ (a) is
trivial. 
Here is a consequence of the axiom CF6 (resp. F6).
Lemma 1.6.5.
(1) Let M be a CF1-CF4 cofibration category satisfying CF6. For any map of countable
direct sequences of cofibrations with A0, B0 cofibrant and all fn weak equivalences
A0 //
a0 //
f0 ∼

A1 //
a1 //
f1 ∼

A2 //
a2 //
f2 ∼

...
B0 //
b0 // B1 //
b1 // B2 //
b2 // ...
the colimit map colim fn : colim An → colim Bn is a weak equivalence between cofibrant
objects.
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(2) Let M be an F1-F4 fibration category satisfying CF6. For any map of countable inverse
sequences of fibrations with A0, B0 fibrant and all fn weak equivalences
... a2 // // A2
a1 // //
f2∼

A1
a0 // //
f1∼

A0
f0∼

... b2 // // B2
b1 // // B1
b0 // // B0
the limit map lim fn : limAn → limBn is a weak equivalence between fibrant objects.
Proof. To prove (1), observe that using Rem. 1.3.2 and Lemma 1.3.4, we can inductively
construct Brown factorizations of fn that make the diagram
A0 //
a0 //

f
′
0
∼

A1 //
a1 //

f
′
1
∼

A2 //
a2 //

f
′
2
∼

...
B
′
0
//
b
′
0 //
r0

B
′
1
//
b
′
1 //
r1

B
′
2
//
b
′
2 //
r2

...
B0 //
b0 //
OO
s0 ∼
OO
B1 //
b1 //
OO
s1 ∼
OO
B2 //
b2 //
OO
s2 ∼
OO
...
commutative, such that additionally all maps
B
′
n−1 ⊔An−1 An → B
′
n and B
′
n−1 ⊔Bn−1 Bn → B
′
n
are trivial cofibrations. If we show that colim f
′
n and colim sn are weak equivalences, it will
follow that colim fn is a weak equivalence.
It suffices therefore to prove that colim fn is a weak equivalence under the additional as-
sumption that f0 and all Bn−1 ⊔An−1 An → Bn are trivial cofibrations. The objects denoted
A = colim An and B = colim Bn are cofibrant by CF6 (1).
A0 //
a0 //

f0

A1 //
a1 //


... // // A

B0 $$
b0
$$J
JJ
JJ
JJ
JJ
J
// // B0 ⊔A0 A1 // //

... // // B0 ⊔A0 A

B1 // //%%
b1
%%K
KK
KK
KK
KK
K ...
// // B1 ⊔A1 A
... %%
%%K
KK
KK
KK
KK
K ...

B
The map A → B factors as the composition of the direct sequence of maps A → B0 ⊔A0 A
followed by Bn−1 ⊔An−1 A → Bn ⊔An A for n ≥ 1, and each map in the sequence is a trivial
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cofibration as the pushout of the trivial cofibrations f0 resp. Bn−1 ⊔An−1 An → Bn, so by CF6
(2) the map A→ B is a trivial cofibration.
The proof of statement (2) is dual to the proof of (1). 
Lemma 1.6.6 (Equivalent formulation of CF6).
(1) Suppose that (M, W, Cof) satisfies axioms CF1-CF4 and CF6 (1). Then the following
are equivalent:
(a) It satisfies axiom CF6 (2)
(b) It satisfies the conclusion of Lemma 1.6.5 (1)
(c) It satisfies the conclusion of Lemma 1.6.5 (1) for any map fn of countable direct
sequences of cofibrations, with each fn a trivial cofibration.
(2) Suppose that (M, W, Fib) satisfies axioms F1-F4 and F6 (1). Then the following are
equivalent:
(a) It satisfies axiom F6 (2)
(b) It satisfies the conclusion of Lemma 1.6.5 (2)
(c) It satisfies the conclusion of Lemma 1.6.5 (2) for any map fn of countable inverse
sequences of fibrations, with each fn a trivial fibration.
Proof. We only prove (1). The implication (a) ⇒ (b) is proved by Lemma 1.6.5, and (b)
⇒ (c) is trivial.
Let us prove (c) ⇒ (a). Suppose we have a countable direct sequence of trivial cofibrations
with A0 cofibrant
A0 //
a0
∼
// A1 //
a1
∼
// A2 //
a2
∼
// ...
Then colim An exists and A0 → colim An is a cofibration by axiom CF6 (1). If we view A0 as a
constant, countable direct sequence of identity maps, we get a map fn = an−1...a0 of countable
direct sequences of cofibrations, with each fn a trivial cofibration. From the conclusion of Lemma
1.6.5 (1) we see that A0 → colim An is a weak equivalence. 
1.7. Over and under categories
If u : A → B is a functor and B is an object of B, the over category (u ↓ B) by definition
has:
(1) as objects, pairs (A, g) of an object AǫA and a map g : uA→ B
(2) as maps (A1, g1)→ (A2, g2), the maps f : A1 → A2 such that g2 ◦ uf = g1.
The under category (B ↓ u) by definition has:
(1) as objects, pairs (A, g) with AǫA and g : b→ uA
(2) as maps (A1, g1)→ (A2, g2), the maps f : A1 → A2 such that uf ◦ g1 = g2.
The two definitions are dual in the sense that (B ↓ u) ∼= (uop ↓ B)op.
We have a canonical functor iu,B : (u ↓ B)→ A that sends an object (A, g : ua→ B) to AǫA
and a map (A1, g1) → (A2, g2) to the component map A1 → A2. Dually, we have a canonical
functor iB,u : (B ↓ u)→ A defined by iB,u = (iuop,B)op.
If AǫA is an object, for simplicity we denote (A ↓ A) for (1A ↓ A) and (A ↓ A) for (A ↓ 1A).
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Suppose that M is a category and F is a class of maps of M. For example, M could be a
cofibration category, and F could be W or Cof . For an object AǫM, we say that i−11M,AF is the
class of maps of (M ↓ A) induced by F. Dually, i−1A,1MF is the class of maps induced by F on
(A ↓ M).
If (M,W,Cof) is a precofibration category, we therefore obtain an induced class of weak
equivalences and cofibrations on (M ↓ A) and on (A ↓ M). Dually if (M,W,Fib) is a prefibration
category we obtain an induced class of weak equivalences and fibrations on (M ↓ A) and on
(A ↓ M).
The following result is a simple consequence of the definitions.
Proposition 1.7.1.
(1) Suppose that M is a (pre)cofibration category, and AǫM is an object. Then:
(a) (M ↓ A) is a (pre)cofibration category
(b) If A is cofibrant, (A ↓ M) is a (pre)cofibration category
with respect to the induced weak equivalences and cofibrations.
(2) Suppose that M is a (pre)fibration category, and AǫM is an object. Then:
(a) (A ↓ M) is a (pre)fibration category
(b) If A is fibrant, (M ↓ A) is a (pre)fibration category
with respect to the induced weak equivalences and fibrations. 
1.8. Properness
Sometimes, a precofibration category (M,W,Cof) admits more than one precofibration
structure with weak equivalences W. Under an additional condition (left properness) one can
show that (M,W) admits an intrinsic structure of a CF1-CF4 precofibration category, larger
than Cof , defined in terms of what we will call left proper maps.
Definition 1.8.1.
(1) A precofibration category (M,W,Cof) is left proper if it satisfies
PCF: Given a solid diagram in M with i a cofibration and A cofibrant,
A
r //

i

C




B
r
′
//___ D
then the pushout exists in M. Moreover, if r is a weak equivalence then so is r
′
.
(2) A prefibration category (M,W,Fib) is right proper if
PF: Given a solid diagram in M with p a fibration and A fibrant,
D
r
′
//___



 B
p

C
r
∼
// A
then the pullback exists in M. Moreover, if r is a weak equivalence then so is r
′
.
(3) An ABC model category is proper if its underlying precofibration and prefibration
categories are left resp. right proper.
From the Excision Lemma, a precofibration category with all objects cofibrant is left proper.
A prefibration category with all objects fibrant is right proper.
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We will define proper maps in the context of what we call category pairs.
Definition 1.8.2. A category pair (M, W) consists of a category M with a class of weak
equivalence maps W, where W is stable under composition and includes the identity maps of M.
We may view W as defining a subcategory with the same objects as M.
Definition 1.8.3. Suppose that (M,W) is a category pair.
(1) A map f : A → B is called left proper if for any diagram of full maps with r a weak
equivalence
A //
f

C1
r
∼
//



 C2




B //___ D1
r
′
//___ D2
the pushouts exist, and the map r
′
is again a weak equivalence.
(2) A map f : B → A is called right proper if for any diagram of full maps with r a weak
equivalence
D2
r
′
//___



 D1
//___



 B
f

C2
r
∼
// C1 // A
the pullbacks exist, and the map r
′
is again a weak equivalence.
We say that an object A is left proper if the map 0→ A is left proper. An object A is right
proper if the map A→ 1 is right proper.
The class of left proper maps of (M,W) will be denoted PrCof . The class of right proper
maps will be denoted PrF ib. Observe that the left proper maps are stable under composition
and under pushout. The right proper maps are stable under composition and under pullback.
All isomorphisms are left and right proper.
The left proper weak equivalences will be called trivial left proper maps, and the right proper
weak equivalences will be called trivial right proper maps.
Theorem 1.8.4.
(1) If (M,W,Cof) is a left proper precofibration category, then
(a) Any cofibration A→ B with A cofibrant is left proper.
(b) Any map of M factors as a left proper map followed by a weak equivalence.
(c) Trivial left proper maps are stable under pushout.
(d) (M,W,PrCof ) is a precofibration category.
(2) If (M,W,Fib) is a right proper prefibration category, then
(a) Any fibration A→ B with B fibrant is right proper.
(b) Any map of M factors as a weak equivalence followed by a right proper map.
(c) Trivial right proper maps are stable under pushout.
(d) (M,W,PrF ib) is a prefibration category.
Proof. We only prove (1). For (1) (a), suppose we have a diagram
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A
f
//

i

C1
r
∼
//

C2

B // D1
r
′
// D2
with A cofibrant, i a cofibration and r a weak equivalence, such that both squares are pushouts.
We’d like to show that r
′
is a weak equivalence.
Denote f = f
′
s a factorization of f as a cofibration f
′
followed by a weak equivalence s.
A //
f1 //

i

C
′
1
s
∼
//

i
′

C1
r
∼
//

C2

B // // D
′
1
s
′
// D1
r
′
// D2
Denote i
′
the pushout of i, and s
′
the pushout of s. Since i
′
is a cofibration and s, rs are
weak equivalences, from the left properness of M we see that s
′
, r
′
s
′
and therefore r
′
are weak
equivalences.
For (1) (b), suppose f : A→ B is a map in M. We’d like to construct a factorization f = rf
′
with f
′
left proper and r a weak equivalence.
Let a : A
′
→ A be a cofibrant replacement of A, and fa = r
′
1f1 factorization of fa as a
cofibration f1 followed by a weak equivalence r1.
B
A
f
′
//
f
44jjjjjjjjjjjjjjjjjjjjj
Y
′
r
>>}}}}}}}
A
′
∼a
′
OO
//
f1
// A1
b
′ ∼
OO r
′
1
∼
GG
Define f
′
as the pushout of f1. The map b
′
is a weak equivalence as the pushout of a
′
, since M
is left proper. The map r is a weak equivalence by the two out of three axiom, and the map f
′
is left proper as the pushout of f1 which is a cofibration with cofibrant domain (therefore left
proper).
For (1) (c), let i : A → B be a trivial left proper map and let f : A → C be a map. In the
diagram
A
f
′
//
i ∼

C
′ r
∼
//
i
′

C
j

B // D
′ r
′
// D
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using part (b) we have factored f as rf
′
, with f
′
left proper and r a weak equivalence. We
define i
′
and j as the pushouts of i. We therefore have that i
′
and j are left proper. The map i
′
is a weak equivalence since f
′
is left proper. The map r
′
is a weak equivalence since i is proper.
From the two out of three axiom, the map j is also a weak equivalence, therefore a trivial left
proper map.
For (1) (d), the axioms CF1, CF2 and CF3 (1) are trivially verified. Part (c) proves axiom
CF3 (2), and part (b) proves axiom CF4. 
It does not appear to be the case that (M,W,PrCof ) necessarily satisfies CF5 or CF6 if
(M,W,Cof) does.
In the rest of the section, we will review briefly a number of elementary properties of proper
maps.
Proposition 1.8.5.
(1) Suppose that (M,W,Cof) is a left proper precofibration category. Then a weak equiva-
lence is a trivial left proper map iff all its pushouts exist and are weak equivalences.
(2) Suppose that (M,W,Fib) is a right proper prefibration category. Then a weak equiva-
lence is a trivial right proper map iff all its pullbacks exist and are weak equivalences.
Proof. We only prove (1). Implication ⇒ follows from Thm. 1.8.4 (1) (c).
For ⇐, suppose that i : A → B is a weak equivalence whose pushouts remain weak equiv-
alences. We’d like to show that i is left proper. For any map f and weak equivalence r, we
construct the diagram with pushout squares
A
f
//
i ∼

C1
r
∼
//
i1∼

C2
i2∼

B // D1
r
′
// D2
The maps i1, i2 and are weak equivalences as pushouts of i. From the 2 out of 3 axiom, the map
r
′
is a weak equivalence, which shows that i is left proper. 
Proposition 1.8.6.
(1) Suppose that (M,W,Cof) is a cocomplete, left proper precofibration category. If f, g
are two composable maps such that gf is left proper and g is trivial left proper. Then
f is left proper.
(2) Suppose that (M,W,Fib) is a complete, right proper prefibration category. If f, g are
two composable maps such that gf is left proper and g is trivial left proper. Then f is
left proper.
Proof. We only prove (1). In the diagram
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A1 //
f

B1
r
∼
//

C1

A2 //
g ∼

B2
r
′
//
g
′

C2
g
′′

A3 // B3
r
′′
// C3
r is a weak equivalence and all squares are pushouts. To prove that f is left proper, we need to
show that r
′
is a weak equivalence. But r
′′
is a weak equivalence since gf is proper. g
′
and g
′′
are trivial left proper as pushouts of g. It follows from the two out of three axiom that r
′
is a
weak equivalence. 
Recall the definition of the retract of a map
Definition 1.8.7. A map f : A → B in a category M is a retract of g : C → D if there
exists a commutative diagram
A //
f

1A
''
C
g

// A
f

B //
1B
77D // B
Note that the saturation W of the class of weak equivalences W is closed under retracts.
Proposition 1.8.8. Suppose that (M,W) is a category pair and that W is closed under
retracts.
(1) Assume that M is cocomplete. Then the class of left proper maps and that of trivial
left proper maps are both closed under retracts.
(2) Assume that M is complete. Then the class of right proper maps and that of trivial
right proper maps are both closed under retracts.
Proof. Follows directly from the definitions. 
CHAPTER 2
Relation with other axiomatic systems
We would like to describe in this chapter how ABC cofibration categories relate to Brown’s
categories of cofibrant objects, to Quillen model categories and to other axiomatizations that
have been proposed for categories with cofibrations.
Aside from the goal of bringing together and comparing various axiomatizations that have
been proposed for (co)fibrations and weak equivalences, this allows us to tap into a large class
of examples of ABC model categories.
For example, simplicial sets sSets form a Quillen model category [Qui67], with inclusions as
cofibrations, with maps satisfying the Kan extension property as fibrations and with maps whose
geometric realization is a topological homotopy equivalence as weak equivalences. Any Quillen
model category is an ABC model category, and therefore sSets is an ABC model category. By
Thm. 9.5.5, so is any diagram category sSetsD for a small category D, and by Def. 9.3.7 and
Thm. 9.5.6 so are the D2-reduced D1-diagrams sSets
(D1,D2) for a small category pair (D1,D2).
Other basic examples of ABC model categories are explained in Chap. 3.
The list of alternative cofibration category axiomatizations discussed in this chapter is by
no means exhaustive.
We have omitted Alex Heller’s notion of h-c categories [Hel68], [Hel70], [Hel72]. As we
have seen, the ABC cofibration category axioms are written in terms of cofibrations and weak
equivalences. In contrast, Heller’s h-c category axioms are written in terms of cofibrations and
a homotopy relation ≃ on maps. A map f : A → B in a h-c category by definition is a weak
equivalence if there exists g : B → A with gf ≃ 1A, fg ≃ 1B.
We have also omitted the categories with a natural cylinder [Kam72], [Shi89] and [Por96],
which are a surprising elaboration of ideas surrounding the Kan extension property for cubical
sets [Kan55], [Kan56].
2.1. Brown’s categories of cofibrant objects
In his paper [Bro74], Brown defines categories of fibrant objects (and dually categories
of cofibrant objects). We list below Brown’s axioms, stated in the cofibration setting, slightly
modified but equivalent to the actual axioms of [Bro74].
Definition 2.1.1 (Categories of cofibrant objects). A category of cofibrant objects (M,
W, Cof) consists of a category M and two distinguished classes of maps W,Cof - the weak
equivalences and respectively cofibrations of M, subject to the axioms below:
CFObj1: All isomophisms of M are trivial cofibrations. M has an initial object 0, and
all objects of M are cofibrant. Cofibrations are stable under composition.
CFObj2: (Two out of three axiom) If f, g are maps of M such that gf is defined, and if
two of f, g, gf are weak equivalences, then so is the third.
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CFObj3: (Pushout axiom) Given a solid diagram in M, with i a cofibration,
A //
i

C
j

B //___ D
then the pushout exists in M and j is a cofibration. If additionally i is a trivial
cofibration, then j is a trivial cofibration.
CFObj4: (Cylinder axiom) For any object A of M, the codiagonal ∇ : A⊔A→ A admits
a factorization as a cofibration followed by a weak equivalence.
The axioms for categories of fibrant objects are dual to those of Def. 2.1.1, and are denoted
FObj1-FObj4.
The precofibration categories (satisfying the minimal axioms CF1-CF4 but not the additional
axioms CF5-CF6) are essentialy a modification of Brown’s categories of cofibrant objects - in
the sense that we allow objects to be non-cofibrant. The following lemma explains the precise
relationship between precofibration categories and categories of cofibrant objects.
Proposition 2.1.2.
(1) Any category of cofibrant objects is a precofibration category. Conversely, if M is a
precofibration category, then Mcof is a category of cofibrant objects.
(2) Any category of fibrant objects is a prefibration category. Conversely, if M is a prefi-
bration category, then Mfib is a category of fibrant objects.
Proof. We only prove (1). Implication ⇐ is an easy consequence of the axioms. For the
other direction ⇒, the only axiom that needs to be proved is the factorization axiom CF4.
For that, it suffices to prove Brown’s factorization lemma 1.3.1 in the context of the axioms
CFObj1-CFObj4. We want to show that any map f : A → B factors as f = rf ′, where f ′ is a
cofibration and rs = 1B for a trivial cofibration s.
Choose a cylinder IA, and construct s as the pushout of the trivial cofibration i0.
A
f
//

i0 ∼

B
s∼

IA
F // B′
Notice that i0 has p : IA −→ A as a left inverse, and it follows that s has a left inverse r.
Let f ′ be Fi1, which satisfies f = rf
′, and to complete the proof it remains to prove that f ′ is
a cofibration.
We notice that B′ is also the pushout of the diagram below
A ⊔A
f⊔1
//

i0+i1

B ⊔A
s+f ′

IA
F // B′
so f ′ is A // // B ⊔A //
s+f ′
// B′ , therefore a cofibration. 
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2.2. Quillen model categories
Quillen’s model categories involve both cofibrations and fibrations, and come with built-in
Eckman-Hilton duality between cofibrations and fibrations.
To start, recall the definition of the left (and right) lifting property of maps.
Definition 2.2.1. For a solid commutative diagram in a category M
A //
i

C
p

B //
>>~
~
~
~
D
if a dotted arrow exists making the diagram commutative we say that i has the LLP (left lifting
property) with respect to p, and that p has the RLP (right lifting property) with respect to i.
We will use the (closed) Quillen model category axiom formulation of [Hir00], except that
we do not require functorial factorization of maps in the axiom M5.
Definition 2.2.2 (Quillen model categories). A Quillen model category (M, W, Cof , Fib)
consists of a category M and three distinguished classes of maps W, Cof , Fib - the weak equiv-
alences, the cofibrations and respectively the fibrations of M, subject to the axioms below:
M1: M is complete and cocomplete.
M2: (Two out of three axiom) If f, g are maps of M such that gf is defined, and if two
of f, g, gf are weak equivalences, then so is the third.
M3: (Retract axiom) Weak equivalences, cofibrations and fibrations are closed under
retracts.
M4: (Lifting axiom) Cofibrations have the LLP with respect to trivial fibrations, and
trivial cofibrations have the LLP with respect to fibrations.
M5: (Factorization axiom) Any map of M admits a factorization as a cofibration followed
by a trivial fibration, and a factorization as a trivial cofibration followed by a fibration.
The axiom M3 states that given a commutative diagram
A //
f

1A
''
C
g

// A
f

B //
1B
77D // B
if g is a weak equivalence (resp. cofibration, resp. fibration) then so is its retract f .
Proposition 2.2.3. In a Quillen model category any two of the following classes of maps of
M - the cofibrations, the trivial cofibrations, the fibrations and the trivial fibrations - determine
each other by the following rules: a map is
(1) A cofibration ⇔ it has the LLP with respect to all trivial fibrations
(2) A trivial cofibration ⇔ it has the LLP with respect to all fibrations
(3) A fibration ⇔ it has the RLP with respect to all trivial cofibrations
(4) A trivial fibration ⇔ it has the RLP with respect to all cofibrations 
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Proof. This is a direct consequence of the axioms M1-M5. 
Proposition 2.2.4. Any Quillen model category is an ABC model category.
Proof. A Quillen model category trivially satisfies the axioms CF2 and CF4. The axioms
CF1, CF3, CF5 and CF6 are satisfied as a consequence of Prop. 2.2.3. A dual argument shows
that a Quillen model category satisfies the axioms F1-F6. 
If M is a Quillen model category and D is a small category, then the category of diagrams
MD does not generally form a Quillen model category (except in important particular cases,
for example when M is cofibrantly generated or when D is a Reedy category). But we will see
further down (Thm. 9.5.5) that MD carries an ABC model category structure, and in that sense
one can always ’do homotopy theory’ on MD.
A Quillen model category M is called left proper if for any pushout diagram
A
j
//

i

C




B
j
′
//___ D
with i a cofibration and j a weak equivalence, the map j
′
is a weak equivalence. M is called
right proper if for any pullback diagram
D
q
′
//___



 B
p

C
q
// A
with p a fibration and q a weak equivalence, the map q
′
is a weak equivalence. M is called proper
if it is left and right proper.
From this definition and from Prop. 2.2.4 we immediately get
Proposition 2.2.5. Any proper Quillen model category is a proper ABC model category. 
2.3. Baues cofibration categories
We next turn our attention to the notion of (co)fibration category as defined by Baues. We
state below the axioms of a Baues cofibration category, in a slightly modified but equivalent
form to [Bau88], Sec. 1.1.
Definition 2.3.1. A Baues cofibration category (M, W, Cof) consists of a category M and
two distinguished classes of maps W and Cof - the weak equivalences and the cofibrations of M
- subject to the axioms below:
BCF1: All isomophisms of M are trivial cofibrations. Cofibrations are stable under
composition.
BCF2: (Two out of three axiom) If f, g are maps of M such that gf is defined, and if
two of f, g, gf are weak equivalences, then so is the third.
BCF3: (Pushout and excision axiom) Given a solid diagram in M, with i a cofibration,
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A
f
//

i

C
j




B
g
//___ D
then the pushout exists in M and j is a cofibration. Moreover:
(a) If i is a trivial cofibration, then j is a trivial cofibration
(b) If f is a weak equivalence, then g is a weak equivalence.
BCF4: (Factorization axiom) Any map of M admits a factorization as a cofibration
followed by a weak equivalence.
BCF6: (Axiom on fibrant models) For each object A of M there is a trivial cofibration
A → B, with B satisfying the property that each trivial cofibration C → B admits a
left inverse.
A Baues cofibration category may not have an initial object, but if it does then by BCF1
the initial object is cofibrant. We will not state the axioms for a Baues fibration category - they
are dual to the above axioms.
Proposition 2.3.2 (Relation with Baues cofibration categories).
(1) Any Baues cofibration category with an initial object is a left proper precofibration
category.
(2) Any Baues fibration category with a terminal object is a right proper prefibration cate-
gory.
Proof. Easy consequence of the axioms and of Lemma 1.4.3. 
2.4. Waldhausen categories
We list below the axioms we’ll use for a Waldhausen cofibration category. These axioms
are equivalent to the axioms Cof1-Cof3, Weq1 and Weq2 of [Wal85]. Axioms for a Waldhausen
fibration category will of couse be dual to the axioms below.
Definition 2.4.1. A Waldhausen cofibration category (M, W, Cof) consists of a category
M and two distinguished classes of maps W and Cof - the weak equivalences and the cofibrations
of M, subject to the axioms below:
WCF1: M is pointed. All isomophisms of M are trivial cofibrations. All objects of M
are cofibrant. Cofibrations are stable under composition.
WCF2: (Pushout axiom) Given a solid diagram in M, with i a cofibration,
A //
i

C
j




B //___ D
then the pushout exists in M and j is a cofibration
WCF3: (Gluing axiom) In the diagram below
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A1 //
f12
//
u1

f13   B
BB
BB
BB
B A2
u2

  B
BB
BB
BB
B
A3 // //
u3

A4
u4

B1 // g12
//
g13
  B
BB
BB
BB
B B2
  B
BB
BB
BB
B
B3 // // B4
if f12, g12 are cofibrations, u1, u2, u3 are weak equivalences and the top and bottom
faces are pushouts, then u4 is a weak equivalence.
We have the following
Proposition 2.4.2 (Relation with Waldhausen cofibration categories).
(1) (a) If M is a pointed precofibration category, then Mcof is a Waldhausen cofibration
category.
(b) If M is a Waldhausen cofibration category satisfying the 2 out of 3 axiom CF2 and
the cylinder axiom CFObj4, then it is a precofibration category.
(2) (a) If M is a pointed prefibration category, then Mfib is a Waldhausen fibration cate-
gory.
(b) If M is a Waldhausen fibration category satisfying the 2 out of 3 axiom F2 and
the path object axiom FObj4, then it is an prefibration category.
Proof. Part (1) (a) follows from the Gluing Lemma 1.4.1, part (1) (b) from Lemma 1.4.3
and Prop. 2.1.2, and part (2) is dual to the above. 
Waldhausen categories have been further studied by Thomason-Trobaugh [Tro90], Weiss
and Williams [Wei99], [Wil98], [Wil00].
CHAPTER 3
Examples of ABC and Quillen model categories
3.1. Topological spaces
In the category of topological spaces Top, we denote BA for the space of continuous maps
A→ B, with the compact-open topology. The exponential map f 7→ (a 7→ (b 7→ f(a, b))) defines
a bijection
(3.1) Top(A×B,C) ∼= Top(A,CB)
for any topological spaces A,B,C with B locally compact and Hausdorff separated.
Denote I the unit interval in Top. For any space A, we denote i0, i1 : A → I × A the
inclusions ik(a) = (k, a) for k = 0, 1, and denote p : I ×A→ A the second factor projection. We
also denote p0, p1 : A
I → A the evaluation maps pk(f) = f(k), and i : A→ AI the constant-value
map i(a)(t) = a.
Definition 3.1.1. Suppose that f0, f1 : A → B is a pair of maps in Top. A homotopy
h : f0 ≃ f1 (also denoted f0 h // f1) is a map h : I × A → B with hik = fk. Using the
bijection (3.1), a homotopy h : I ×A→ B amounts to a map h
′
: A→ BI with pkh
′
= fk.
Definition 3.1.2. Suppose that f0, f1 are two maps under A, meaning that fkb = c for
k = 0, 1.
A
b
~~
~~
~~
~
c

@@
@@
@@
@
B
f0
//
f1
// C
A homotopy under A, denoted h : f0
A
≃ f1 is a homotopy h : f0 ≃ f1 which is constant when
restricted to I ×A, meaning that h ◦ (I × b) = cp, where p : I ×A→ A is the projection.
Definition 3.1.3. Suppose that f0, f1 are two maps over A, meaning that cfk = b for
k = 0, 1.
B
f0
//
f1
//
b

@@
@@
@@
@ C
c
~~
~~
~~
~
A
A homotopy over A, denoted h : f0 ≃
A
f1 is a homotopy h : f0 ≃ f1 which is constant when
corestricted to C, meaning that ch = bp, where p : I ×B → B is the projection.
Homotopy ≃ and its relative counterparts
A
≃, ≃
A
are equivalence relations.
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Definition 3.1.4. A map f : A→ B is a homotopy equivalence if it admits a map g : B → A
with fg ≃ 1B, gf ≃ 1A.
Homotopy equivalences satisfy the 2 out of 3 axiom, and are closed under small sums and
small products.
Definition 3.1.5.
(1) A map i : A→ B is a Hurewicz cofibration if it has the left lifting property with respect
to all maps of the form p0 : C
I → C.
(2) A map p : A→ B is a Hurewicz fibration if it has the right lifting property with respect
to all maps of the form i0 : C → I × C.
By definition, a Hurewicz cofibration (or fibration) is trivial if it is also a homotopy equiva-
lence. The following result is immediate.
Lemma 3.1.6.
(1) (Trivial) Hurewicz cofibrations are closed under compositions and small sums.
(2) (Trivial) Hurewicz fibrations are closed under compositions and small products. 
Using the bijection (3.1) we see that i : A → B is a Hurewicz cofibration iff it has the
homotopy extension property (HEP), meaning that for any maps f, h with fi = hi0
(3.2) A
i0 //
i

I ×A
I×i

h

33
33
33
33
33
33
33
3
B
i0 //
f
))RR
RRR
RRR
RRR
RRR
RRR
R I ×B
h
′
""E
E
E
E
E
C
there exists a homotopy h
′
keeping the diagram commutative. Dually, a map p : A → B is a
Hurewicz fibration iff it has the homotopy lifting property (HLP), meaning that for any maps
f, h with pf = p0h
(3.3) C
f
((PP
PPP
PPP
PPP
PPP
P
h

00
00
00
00
00
00
00
0
h
′
  
A
A
A
A
AI p0
//
pI

A
p

BI p0
// B
there exists a homotopy h
′
keeping the diagram commutative.
Lemma 3.1.7.
(1) Suppose that i is a Hurewicz cofibration and that the diagram
A
i
~~
~~
~~
~
g

@@
@@
@@
@
B
f
// C
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is homotopy commutative fi ≃ g. Then there exists a map f
′
≃ f with f
′
i = g.
(2) Suppose that p is a Hurewicz fibration and that the diagram
A
f
//
g

@@
@@
@@
@ B
p
~~
~~
~~
~
C
is homotopy commutative pf ≃ g. Then there exists a map f
′
≃ f with pf
′
= g.
Proof. We only prove (1). Denote h : fi ≃ g a homotopy. Using HEP for i, we extend h
to a homotopy h
′
: I × B → C with h
′
◦ (I × i) = h and h
′
i0 = f . Then f
′
= h
′
i1 : B → C has
the desired properties. 
Lemma 3.1.8 (A. Dold).
(1) Suppose that i, i
′
are Hurewicz cofibrations and fi = i
′
A
i
~~
~~
~~
~ 
i
′

@@
@@
@@
@
B
f
// C
If f is a homotopy equivalence, then it is a homotopy equivalence under A.
(2) Suppose that p, p
′
are Hurewicz fibrations and p
′
f = p
A
p
// //
g

@@
@@
@@
@ B
p
′
~~
~~
~~
~
C
If f is a homotopy equivalence, then it is a homotopy equivalence over C.
Proof. We only prove (1), and we do that in several steps.
Step 1. It suffices to show that f admits a right homotopy inverse f
′
under A. For in that
case, by the same reasoning f
′
has a right homotopy inverse f
′′
under A, which has itself a right
homotopy inverse f
′′′
under A. We therefore have f
A
≃ f
′′
and f
′ A
≃ f
′′′
, from which we see that
f
′
is also a left homotopy inverse of f under A.
Step 2. To show that f admits a right homotopy inverse f
′
under A, it suffices to assume
that i = i
′
and f ≃ 1B. Indeed, suppose that f
′
: C → B is a homotopy inverse of f (so
f
′
f ≃ 1B). By Lemma 3.1.7, we can find f
′′
≃ f
′
with f
′′
i
′
= i. Then f
′′
f ≃ 1B, so by our
assumption f
′′
f
A
≃ 1B, and f
′′
is a right homotopy inverse under A to f .
Step 3. In the commutative diagram with f ≃ 1B
A
i
~~
~~
~~
~ 
i

@@
@@
@@
@
B
f
// B
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we’d like to show that f
A
≃ 1B. Denote f h // 1B the homotopy h : f ≃ 1B. Using HEP for i,
the homotopy i h◦(I×i) // i extends to a homotopy 1B h
′ // f
′
, for some map f
′
: B → B.
We will show that f
′
f
A
≃ 1B, which completes the proof of Step3, and with it the proof of our
Lemma.
The composite f
′
f h′◦(I×f)oo f h // 1B defines a homotopy f
′
f ≃ 1B. This homo-
topy restricts via i to the homotopy i h◦(I×i)oo i h◦(I×i) // i. The square
i
id

α
ih◦(I×i)oo h◦(I×i) // i
id

i id // i
can be filled with a homotopy α : I2 × A → B. We apply HEP to the Hurewicz cofibration
I × A → I × B with respect to the top edge of the previous diagram. This constructs a map
β : I2 ×B → B
f
′
f

β
fh
′
◦(I×f)oo h // 1B
//
Tracing the left, bottom and right edges above yields the desired homotopy f
′
f
A
≃ 1B. 
Lemma 3.1.9.
(1) Any trivial Hurewicz cofibration i : A → B admits a strong deformation retract, i.e. a
map r : B → A such that ri = 1A and ir
A
≃ 1B.
(2) Any trivial Hurewicz fibration p : A → B admits a strong deformation section, i.e. a
map s : B → A such that ps = 1B and sp ≃
A
1A.
Proof. We only prove (1). Denote r
′
a homotopy inverse of i. By Lemma 3.1.7 applied to
the homotopy commutative diagram
A
i
~~
~~
~~
~
1A

@@
@@
@@
@
B
r
′
// A
there exists r : B → A, with r ≃ r
′
and ri = 1A. From ir ≃ 1B in the commutative diagram
A
i
~~
~~
~~
~ 
i

@@
@@
@@
@
B
ir // B
by Dold’s Lemma 3.1.8 we have ir
A
≃ 1B. 
Lemma 3.1.10.
(1) (Trivial) Hurewicz cofibrations are stable under pushouts.
(2) (Trivial) Hurewicz fibrations are stable under pullbacks.
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Proof. We only prove (1). Hurewicz cofibrations are defined as having the left lifting
property with respect to all p0 : B
I → B, so Hurewicz cofibrations are stable under pushouts.
Strong deformation retracts are also stable under pushouts, and in view of Lemma 3.1.9 so are
trivial Hurewicz cofibrations. 
Lemma 3.1.11.
(1) If A0 ֌ A1֌ ...֌ An ֌ ... is a sequence of (trivial) Hurewicz cofibrations, then its
composition A0 → colim
nAn is again a (trivial) Hurewicz cofibration.
(2) If ... → An → ... → A1 → A0 is a sequence of (trivial) Hurewicz fibrations, then
limnAn → A is again a (trivial) Hurewicz fibration.
Proof. We only prove (1). Denote in : An֌ An+1, and i : A0 → colim
nAn = A. If all in
are Hurewicz cofibrations, then i has the left lifting property with respect to all p0 : B
I → B, so
i is also a Hurewicz cofibration.
Suppose now that each in is trivial. By Lemma 3.1.9, there exist strong deformation retracts
rn : An+1 → An with rnin = 1An , and with relative homotopies 1An+1
An
≃ inrn.
Define r : A→ A0 the colimit of the compositions r0r1...rn. It is a retract of i, and we need
to show that 1A ≃ ir.
The homotopy 1A1
A0
≃ i0r0 extends by HEP for A1 ֌ A to a homotopy h0 : 1A
A0
≃ s0, for
some map s0 : A→ A with s0|A1 = i0r0.
The composite homotopy s0|A2 ≃ 1A2 ≃ i1i0r0r1, by Dold’s Lemma 3.1.8 yields a homotopy
s0|A2
A1
≃ i1i0r0r1, which extends by HEP for A2 ֌ A to a homotopy h1 : s0
A1
≃ s1, for some map
s1 : A→ A with s1|A2 = i1i0r0r1.
By induction, we construct maps sn : A → A with sn|An+1 = in...i0r0...rn, and homotopies
hn : sn−1
An
≃ sn. Stitching together all the hn, we obtain the desired homotopy h : 1A ≃ ir as
h(1−
1
2n
+
t
2n+1
, a) = hn(t, a) (n ≥ 0, 0 ≤ t ≤ 1, aǫA)

Theorem 3.1.12 (The Hurewicz model structure). Top is an ABC model category, with all
objects cofibrant and fibrant, with:
(1) Homotopy equivalences as weak equivalences
(2) Hurewicz fibrations as fibrations
(3) Hurewicz cofibrations as cofibrations.
Proof. The axioms CF1, CF2, CF5 are straightforward. The axiom CF4 is given by the
classic mapping cylinder construction in Top. The axiom CF3 is proved by Lemma 3.1.10, and
CF6 by Lemma 3.1.11. All maps p0 : B
I → B admit the constant map B → BI as a section, from
which any space is Hurewicz cofibrant. A similar proof shows that any space is also Hurewicz
fibrant. 
We will mention without proof two more results regarding model structures on Top.
Theorem 3.1.13 (Strom, [Str72]). Top is a Quillen model category, with:
(1) Homotopy equivalences as weak equivalences
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(2) Hurewicz fibrations as fibrations
(3) Hurewicz cofibrations that are closed maps, as cofibrations.
Definition 3.1.14. A map p : A→ B is a Serre fibration if it has the right lifting property
with respect to all face maps In−1 → In.
Theorem 3.1.15 (Quillen, [Qui67]). Top is a Quillen model category, with:
(1) Weak homotopy equivalences as weak equivalences
(2) Serre fibrations as fibrations
(3) Maps with the left lifting property with respect to trivial Serre fibrations as cofibrations.
3.2. Abelian categories
We recall the following basic results regarding abelian categories:
Lemma 3.2.1. In an abelian category, given a square
A
f
//
g

B
g
′

C
f
′
// D
consider the sequence A
(f,g)
// B ⊕ C
f
′
−g
′
// D . Then:
(1) A→ B ⊕ C → D is zero iff the square commutes
(2) A→ B ⊕ C → D → 0 is exact iff the square is a pushout
(3) 0→ A→ B ⊕ C → D is exact iff the square is a pullback
(4) 0→ A→ B ⊕ C → D → 0 is exact iff the square is a pushout and a pullback
(5) If the square is a pushout with f or g monic, then it is also a pullback
(6) If the square is a pullback with f
′
or g
′
epic, then it is also a pushout 
Proof. Left to the reader (who may wish consult for example [Fre03]). 
Lemma 3.2.2. In an abelian category:
(1) The pushout of a map f is epic iff f is epic.
(2) The pushout of a monic is monic.
(3) The pullback of a map f
′
is monic iff f
′
is monic.
(4) The pullback of an epic is epic 
Proof. This is a ready consequence of Lemma 3.2.1. 
In fact, any small abelian category admits, by a theorem of Mitchell, a fully faithful ex-
act functor to a category of modules. As a consequence, to prove any statement involving
small diagrams, (co)kernels, (co)images, monics, epics, pushouts, pullbacks and finite sums (like
Lemma 3.2.1 and Lemma 3.2.2) in an arbitrary abelian category A it suffices to prove that same
statement for categories of modules.
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Complexes of objects. Denote C(A) the category of Z-graded complexes of objects in A
... −→ An+1
an+1
−→ An
an−→ An−1 −→ ...
anan+1 = 0 for any nǫZ
Denote C+(A), C−(A), Cb(A) the full subcategories of C(A) having as objects the bounded
below, bounded above resp. bounded complexes. All four are abelian categories, with (co)kernels
and (co)images computed degreewise. We recall the classic
Lemma 3.2.3 (Snake lemma). Any short exact sequence 0→ A•
f
→ B•
g
→ C• → 0 in C(A)
induces a natural long exact sequence in homology
... −→ HnA
Hnf
−→ HnB
Hng
−→ HnC
δn−→ Hn−1A −→ ...
By Mitchell’s Theorem, it suffices to define the connecting homomorphism δn for the case when
A is a category of modules, in which case in the next diagram
0 // An
an

fn // Bn
bn

gn // Cn
cn

// 0
0 // An−1
fn−1
// Bn−1
gn−1
// Cn−1 // 0
δn sends the representative of an element xnǫKer cn to the representative of yn−1ǫKer an−1,
where yn−1 is constructed observing that there exists znǫBn with gnzn = xn, so gn−1bnzn = 0
which allows us to define yn−1 = f
−1
n−1bnzn. Furthermore, the definition of δn outlined above
does not depend on the choices involved. 
A map of complexes A• → B• is called a quasi-isomorphism if it induces an isomor-
phism in homology. The homotopy category of C(A) (resp. C+,−,b(A)) with respect to quasi-
isomorphisms is denoted D(A) (resp. D+,−,b(A)), and is called the derived category of A.
Theorem 3.2.4. For an abelian category A, the categories of chain complexes C(A) (resp.
C+,−,b(A)), with quasi-isomorphisms as weak equivalences, with monics as cofibrations and with
epics as fibrations are all pointed ABC premodel categories, with all objects at once fibrant and
cofibrant.
Proof. Axiom CF3 (1) is given by Lemma 3.2.2 (2). Axiom CF3 (2) follows from the
Snake lemma. To prove CF4, we construct the factorization of a map f : A• → B• as a monic
f
′
followed by a quasi-isomorphism r, as follows:
A• //
f
′
// A• ⊕A• [1]⊕B•
r
∼
// B•
In the middle complex, the boundary map
An ⊕An−1 ⊕Bn → An−1 ⊕ An−2 ⊕Bn−1
is given by the matrix 

an 0 0
id −an−1 0
0 0 bn


The ABC prefibration category axioms are proved in a dual fashion. 
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Exact categories. For an abelian category A, suppose that E ⊂ A is an exact subcategory,
i.e. a full subcategory with the property that for any exact sequence
0→ A→ B → C → 0
if two out of A,B,C are in E, then so is the third. Denote C(E) (resp. C+,−,b(E)) the category
of complexes (resp. bounded below, bounded above, bounded complexes) of maps in E.
We say that a monic (resp. epic) map f of A is admissible, if it is also a map of E. We can
now state the following stronger variant of Thm. 3.2.4:
Theorem 3.2.5. Suppose that A is an abelian category and that E ⊂ A is an exact sub-
category. Then C(E) (resp. C+,−,b(E)), with quasi-isomorphisms as weak equivalences, with
admissible monics as cofibrations and admissible epics as fibrations are all pointed ABC pre-
model categories, with all objects at once fibrant and cofibrant.
Proof. Axiom CF3 (1) follows from Lemma 3.2.2 (2), observing that the push in E of an
admissible monic exists and is again an admissible monic. Axioms CF3 (2) and CF4 are proved
the same way as for Thm. 3.2.4. 
The Grothendieck axioms AB4, AB5. These are axioms that specify exactness prop-
erties for small sums, resp. for filtered colimits. Our reference here is Grothendieck’s Tohoˆku
paper [Gro57], also explained at length in [Pop73]. We start by recalling a classic adjunction
lemma for abelian categories.
Lemma 3.2.6. Suppose that u ⊣ v, u : A ⇄ B : v is a pair of adjoint functors between two
abelian categories. Then u is right exact, and v is left exact.
Proof. Suppose that A0
f
→ A1
g
→ A2 → 0 is an exact sequence in A. Suppose that BǫB is
an object and h : uA1 → B is a map with h ◦ uf = 0.
(3.4) uA0
uf
// uA1
ug
//
h
""F
FF
FF
FF
FF
uA2
k
′




// 0
B
Denote h
′
: A1 → vB the map adjoint to h. We have h
′
f = 0, so there exists an unique map k
making the next diagram commutative,
(3.5) A0
f
// A1
g
//
h
′
!!C
CC
CC
CC
C A2
k




// 0
vB
hence there exists a unique map k
′
(the adjoint of k) making the diagram (3.4) commutative.
This shows that ug = Coker(uf), so the top row of (3.4) is exact. 
If D is a small category and A is abelian, then the category of D-diagrams in A, denoted
AD, is again abelian, with (co)kernels and (co)images computed pointwise. If A is closed under
colimits indexed by D, then the functor
colimD : AD → A
is right exact by Lemma 3.2.6.
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Grothendieck’s axiom AB4 states that A is closed under small sums, and that for any set D
the sum functor ⊕D is left exact.
An abelian category is always closed under pushouts; if it is closed under small sums then it
is closed under all small colimits. Grothendieck’s axiom AB5 states that A is closed under small
sums (therefore under small colimits), and that for any filtered small category D the functor
colimD is left exact. Axiom AB5 implies axiom AB4.
One can formulate dual axioms AB4∗, AB5∗ for products and filtered limits, however, as
explained in loc. cit., if an abelian category satisfies AB4 and AB4∗ then it is trivial in the sense
that all its objects are isomorphic with 0.
The next theorem is now immediate:
Theorem 3.2.7. If an abelian category A satisfies AB4 (resp. AB5), then C(A), with quasi-
isomorphisms as weak equivalences and monics as cofibrations satisfies CF5 (resp CF6). 
We will mention without proof the following result of Tibor Beke [Bek00]:
Theorem 3.2.8. If an abelian category A satisfies AB5 and has a generator (i.e. an object
A with the property that A(A,−) is faithful), then C(A), with quasi-isomorphisms as weak equiv-
alences, with monics as cofibrations, and maps with the RLP with respect to monics as fibrations,
forms a Quillen model category.
CHAPTER 4
Kan extensions
The purpose of this chapter is to introduce the language of 2-categories and the apparatus
of Kan extensions.
4.1. The language of 2-categories
Recall that a 2-category C is a category enriched over categories. This means by definition
that for each two objects A,B of C the maps A → B form the objects of a category C(A,B).
The the composition functor cABC : C(A,B) × C(B,C) → C(A,C) is required to be associative
and to have 1A : ∗ → C(A,A) as a left and right unit, where ∗ denotes the point-category.
The objects of a 2-category C are called 0-cells, the objects of C(A,B) are called 1-cells and
the morphisms of C(A,B) are called 2-cells. A good introduction to 2-categories can be found
in Kelly-Street [GMK74] or Borceux [Bor94].
This section describes the notation we use for compositions of 1-cells and 2-cells in a 2-
category. Each notation has a full form and a simple form. The simple form of the notation is
ambiguous, and is only used if it is clear from the context which functor or natural map operation
we refer to.
We denote as usual 1-cells f : A→ B with a single arrow. Between 1-cells f, g : A→ B, we
denote 2-cells as α : f ⇒ g, or just α : f → g if no confusion can occur.
The composition of 1-cells f, g
(4.1) A
f
// B
g
// C
is just the composition at the level of unenriched hom-sets C(−,−) and is denoted g ◦f : A→ C,
or in simple form gf .
The composition of 2-cells α, β
(4.2) A
f
//
g
//
h //
B
α
β
is composition at the level of C(−,−) and is denoted β ⊙ α : f ⇒ h, or in simple form βα.
The composition of a 2-cell α with a 1-cell f
(4.3) A
f
// B
g
//
h //
Cα
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is just cABC(1f , α), and we denote it α.f : gf ⇒ hf or in simple form αf . The composition in
the other direction
(4.4) A
f
//
g
//
B
h // Cα
is cABC(α, 1h) and we denote it h.α : hf ⇒ hg, or in simple form hα.
The notations we have established up until now can be used to completely describe com-
positions of 1- and 2-cells. However it is convenient to introduce the ⋆ notation to denote the
composition of adjacent of 2-cells of planar diagrams.
We will denote the composition of 2-cells α : jf ⇒ g and β : h⇒ ij
(4.5) B
h
  @
@@
@@
@@
j

A
f
??~~~~~~~
g

@@
@@
@@
@
wα wβ D
C
i
>>~~~~~~~
as β ⋆ α = (i.α)⊙ (β.f).
We use the same ⋆ notation to denote the composition of 2-cells α : f ⇒ jg and β : hj ⇒ i
(4.6) B
h
  
@@
@@
@@
@
A
f
??~~~~~~~
g

@@
@@
@@
@
wα wβ D
C
i
>>~~~~~~~
j
OO
as β ⋆ α = (β.g)⊙ (h.α).
In particular, taking j to be an identity map in (4.5) or (4.6) we get the composition of
2-cells β ⋆ α = cABC(α, β)
(4.7) A
f
//
g
//
B
h //
i //
Cα β
Since cABC is a functor, (i.α) ⊙ (β.f) = (β.g) ⊙ (h.α) and the ⋆ notation is consistent in (4.7)
with (4.5) and (4.6).
In simple form, if no confusion is possible we denote βα for β ⋆ α.
There is a general theorem called the Pasting Theorem regarding compositions of 2-cells of
planar diagrams, for which we refer to [Pow90] .
A 2-category C admits three flavours of opposites, denoted respectively:
(1) C1−op (also denoted Cco), reverting the direction of 1-cells
(2) C2−op (also denoted Cop), reverting the direction of 2-cells
(3) C1,2−op (also denoted Ccoop), reverting the direction of both 1- and 2-cells
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Let us also recall the various flavours of 2-functors F : C1 → C2. All flavours send the 0, 1
and 2-cells of C1 respectively to 0, 1 and 2-cells of C2, and preserve the composition and units
of 2-cells on the nose. The functor F is called
(1) lax or right weak if it preserves the composition and units of 1-cells up to canonical
2-cells Γf,g : FgFf ⇒ Fgf for A
f
→ B
g
→ C in C1 and ∆A : 1FA ⇒ F1A for A an object
of C1, so that if c
h
→ d in C1 then the diagrams below are commutative
FhFgFf
Fh⋆Γf,g

Γg,h⋆Ff
// FhgFf
Γf,hg

FhFgf
Γgf,h
// Fhgf
Ff ◦ 1FA
=
&&LL
LLL
LLL
LL
Ff⋆∆A
// Ff ◦ F1A
Γ1A,f

F1B ◦ Ff
Γf,1B

1FB ◦ Ff
∆B⋆Ff
oo
=
xxrrr
rrr
rrr
r
Ff◦1A F1B◦f
Γf,g are called composition 2-cells and ∆A are called unit 2-cells.
(2) op-lax or left weak if composition and unit of 1-cells are functorial up to natural 2-cells
Γ
′
f,g,∆
′
A going in the opposite direction, making commutative three diagrams dual to
the ones listed above
(3) a pseudo functor if it is lax and all Γf,g, ∆A are isomorphisms. Notice that this is
equivalent to saying that F is op-lax and all Γ
′
f,g, ∆
′
A are isomorphisms. A pseudo-
functor thus preserves composition and units of 1-cells up to canonical isomorphisms
Γf,g, ∆A.
(4) strict if it is a pseudo-functor whose all Γf,g, ∆A are identities. A strict 2-functor thus
preserves composition and units of 1-cells on the nose.
If F : C1 → C2 is lax or op-lax, we will also say that F is
(1) pseudo-unital if all its unit 2-cells ∆a : 1Fa ⇒ F1a (or ∆
′
a) are isomorphisms
(2) strictly unital, if all its unit 2-cells ∆a : 1Fa ⇒ F1a (or ∆
′
a) are identities
A pseudo-functor is pseudo-unital, and a strict 2-functor is strictly unital1.
A 2-subcategory C
′
of a 2-category C consists of a subclass of objects ObC
′
⊂ ObC along with
subcategories C
′
(A,B) ⊂ C(A,B) for objects A,BǫObC
′
that are stable under the composition
rule cABC for A,B,CǫObC
′
and include the image of the unit 1A : ∗ → C(A,A) for AǫObC
′
. A
2-subcategory is 2-full if C
′
(A,B) = C(A,B) for any A,BǫObC
′
.
The category of categories CAT forms a 2-category, denoted 2CAT , with categories as 0-
cells, functors as 1-cells and natural maps as 2-cells. We will use the notation introduced in this
section to denote compositions of functors and natural maps. In particular, natural maps will be
denoted with a double arrow⇒ (or simply with → if no confusion is possible), and composition
of natural maps viewed as adjacent 2-cells will be denoted with ⋆.
The category of small categories forms a 2-subcategory of 2CAT , denoted 2Cat.
1In fact, any lax pseudo-unital (or op-lax pseudo-unital, or pseudo-) functor can be “rectified” to a strictly
unital lax (resp. strictly unital op-lax, strictly unital pseudo-) functor. We are purposefully vague on this point,
to avoid having to talk about natural transformations of 2-functors.
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Any category C is in a canonical way a 2-category, having only identity 2-cells. In particular,
we can talk of lax, op-lax, pseudo and strict 2-functors C → 2CAT . A strict 2-functor C → 2CAT
is the same as a functor C → CAT .
For the rest of the chapter, we limit ourselves to the case of 2CAT . As an exercise, the
reader may enjoy reformulating the definitions and the results that follow so that they make
sense in an arbitrary 2-category (cf. [GMK74], [Str74]).
4.2. Adjoint functors
Recall that an adjunction u1 ⊣ u2 between two functors u1 : A ⇄ B : u2 is a bijection of
sets
ζ : B(u1A,B) ∼= A(A, u2B)
natural in objects AǫA and BǫB. For example, if u1, u2 are equivalences of categories, then
u1 ⊣ u2 (and u2 ⊣ u1).
Whenever we say that u1, u2 is an adjoint pair we refer to a particular bijection ζ. The
following proposition encodes the basic properties of adjoint functors that we will need.
Proposition 4.2.1. Suppose that u1 : A⇄ B : u2 is a pair of functors.
(1) An adjunction u1 ⊣ u2 is uniquely determined by natural maps φ : 1A ⇒ u2u1 (the
unit) and ψ : u1u2 ⇒ 1B (the counit of the adjunction) with the property that both the
following compositions are identities
u1
u1φ +3 u1u2u1
ψu1 +3 u1 u2
φu2 +3 u2u1u2
u2ψ +3 u2
(2) If u1 ⊣ u2 is an adjunction with unit φ and counit ψ, then
(a) u1 (resp. u2) is fully faithful iff φ (resp. ψ) is a natural isomorphism.
(b) u1 and u2 are inverse equivalences of categories iff both φ and ψ are natural iso-
morphisms.
Proof. See for example Mac Lane [Lan98]. 
Here is another way to state part (2) of the previous proposition. The proof is left to the
reader.
Proposition 4.2.2. Suppose that u1 ⊣ u2 is an adjoint pair of functors as above. Then the
following statements are equivalent:
(1) (resp. (1r), resp. (1l)). For any objects AǫA, BǫB, a map u1A→ B is an isomorphism
iff (resp. if, resp. only if) its adjoint A→ u2B is an isomorphism
(2) (resp. (2r), resp. (2l)). u1 and u2 are inverse equivalences of categories (resp. u2 is
fully faithful, resp u1 is fully faithful).
4.3. Kan extensions
Definition 4.3.1. Consider two functors u : A → B and γ : A → A
′
(1) A left Kan extension of u along γ is a pair (Lγu, ǫ) where Lγu : A
′
→ B is a functor
and ǫ : Lγu ◦ γ ⇒ u is a natural map
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A
u
&&MM
MMM
MMM
MMM
MM
γ

A
′
Lγu
//
ǫ ⇑
B
satisfying the following universal property: if (Λ, λ) is another pair of a functor Λ: A
′
→
B and natural map λ : Λ ◦ γ ⇒ u
A
u
&&MM
MMM
MMM
MMM
MM
γ

A
′ Lγu &&
Λ
88
ǫ ⇑
Bδ ⇑
then there exists a unique natural map δ : Λ⇒ Lγu with ǫ ⋆ δ = λ
(2) A right Kan extension of u along γ is a pair (Rγu, ν) where Rγu : A
′
→ B is a functor
and ν : u⇒ Rγu ◦ γ is a natural map
A
u
&&MM
MMM
MMM
MMM
MM
γ

A
′
Rγu
//
ν ⇓
B
satisfying the following universal property: if (Λ, λ) is another pair of a functor Λ: A
′
→
B and a natural map λ : u⇒ Λ ◦ γ
A
u
&&MM
MMM
MMM
MMM
MM
γ

A
′ Rγu &&
Λ
88
ν ⇓
Bδ ⇓
then there exists a unique natural map δ : Rγu⇒ Λ with δ ⋆ ν = λ
The left Kan extension (Lγu, ǫ) is also called in some references the left derived of u along
γ and the right Kan extension (Rγu, ǫ) the right derived of u along γ. Since it is defined by an
universal property, if the left (or right) Kan extension exists then it is unique up to a unique
isomorphism.
The next proposition is an existence criterion for Kan extensions: if γ admits a left (resp.
right) adjoint, then u admits a left (resp. right) Kan extension along γ.
Proposition 4.3.2. Consider two functors u : A → B and γ : A → A
′
.
(1) If γ admits a left adjoint γ
′
with adjunction unit φ : 1
A
′ ⇒ γγ
′
and counit ψ : γ
′
γ ⇒ 1A,
then (uγ
′
, uψ) is a left Kan extension of u along γ
(2) If γ admits a right adjoint γ
′
with adjunction unit φ : 1A ⇒ γ
′
γ and counit ψ : γγ
′
⇒
1
A
′ , then (uγ
′
, uφ) is a right Kan extension of u along γ
Proof. We only prove (1).
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A
u
&&MM
MMM
MMM
MMM
MM
γ

A
′ uγ
′ &&
Λ
88
uψ ⇑γ
′
OO
Bδ ⇑
For any pair (Λ, λ) with Λ: A
′
→ B and λ : Λγ ⇒ u, we’d like to show that there exists a
unique natural map δ : Λ⇒ uγ
′
with
(4.8) λ = (uψ) ◦ (δγ)
To show existence, we define δ : Λ⇒ Λγγ
′
⇒ uγ
′
as the composition
(4.9) δ = (λγ
′
) ◦ (Λφ)
δ defined by (4.9) satisfies (4.8), using the commutative diagram
Λγ
Λφγ +3
1Λγ &
EE
EE
EE
EE
Λγγ
′
γ
λγ
′
γ +3
Λγψ

uγ
′
γ
uψ

Λγ
λ +3 u
To show uniqueness, if a map δ satisfies (4.8) then δ satisfies (4.9) because of the commutative
diagram
Λ
Λφ

δ +3 uγ
′
uγ
′
φ

1
uγ
′
&
FF
FF
FF
FF
FF
Λγγ
′
δγγ
′
+3 uγ
′
γγ
′
uψγ
′
+3 uγ
′

Kan extensions commute with composition along the base functor γ, as seen in the next
propoition.
Proposition 4.3.3. Consider the functors A
u
→ B, A
γ
→ A
′ γ
′
→ A
′′
.
(1) Suppose that (Lγu, ǫ) exists. Then (Lγ′Lγu, ǫ
′
) exists iff (Lγ′γu, ǫ
′′
) exists. If they both
exist, then the latter is isomorphic to (Lγ′Lγu, ǫ ⋆ ǫ
′
).
(2) Suppose that (Rγu, ν) exists. Then (Rγ′Rγu, ν
′
) exists iff (Rγ′γu, ν
′′
) exists, in which
case the latter is isomorphic to (Rγ′Rγu, ν
′
⋆ ν).
Proof. Immediate using the universal property of the left (resp. right) Kan extensions. 
We state a corollary needed in the proof of Thm. 9.6.3.
Corollary 4.3.4. Consider two functors u : A → B and γ : A → A
′
, and a pair of inverse
equivalences of categories γ
′
: A
′
⇆ A
′′
: γ
′′
, with natural isomorphisms φ : 1
A
′ ⇒ γ
′′
γ
′
and
ψ : 1
A
′′ ⇒ γ
′
γ
′′
.
4.3. KAN EXTENSIONS 45
(1) The left Kan extension (Lγu, ǫ) exists iff the left Kan extension (Lγ′γu, ǫ
′
) exists. If
they both exist, then the latter is isomorphic to ((Lγu)γ
′′
, ǫ ⋆ ψ).
(2) The right Kan extension (Rγu, ν) exists iff the right Kan extension (Rγ′γu, ν
′
) exists,
in which case the latter is isomorphic to ((Rγu)γ
′′
, φ ⋆ ν).
Proof. Consequence of Prop. 4.3.2 and Prop. 4.3.3. 
CHAPTER 5
Categories with weak equivalences
ABC cofibration categories can be essentially thought of as ’nicely behaved’ categories with
weak equivalences. But how much can we say about categories with weak equivalences without
bringing in the cofibrations? We will try to find an answer in this chapter.
We will denote hoM the homotopy category of a categoryM with a class of weak equivalences
W. The homotopy category hoM is defined by a universal property, but admits a description in
terms of generators and relations, starting with the objects and maps of M and formally adding
inverses of the maps in W.
The total left (resp. right) derived of a functor u : M1 → M2 between two category pairs
(Mi,Wi) for i = 1, 2 with localization functors γi : Mi → hoMi is defined as the left (resp. right)
Kan extension of γ2u along γ1.
We will use left, resp. right approximation functors (Def. 5.4.1) as a tool for an existence
theorem for total derived functors (Thm. 5.7.1), and a rather technical adjointness property of
total derived functors (Thm. 5.8.3).
The left, resp. right approximation functors f : (M
′
,W
′
) → (M,W) among other things
have the property that they induce an equivalence hot : hoM
′
→ hoM. This is proved by the
Approximation Thm. 5.5.1.
5.1. Universes and smallness
If U ⊂ U
′
are two universes, a (U
′
,U)-category C has by definition a U
′
-small set of objects
ObC and U-small Hom-sets. A category C is U-small if it is a (U,U)-category, and is locally
U-small if it has U-small Hom-sets.
For a fixed universe pair U ⊂ U
′
, the U
′
-small sets are also referred to as classes, while the
U-small sets are referred to simply as sets, or small sets. We will denote Cat, resp. CAT the
category of U-small categories, resp. (U
′
,U) categories, with functors as 1-cells. Both Cat and
CAT actually carry 2-category structures, with natural transformations as 2-cells.
5.2. The homotopy category
Definition 5.2.1. Suppose we have a (U
′
,U)-category M with a class of weak equivalences
W. The homotopy category hoM by definition is a U
′
-small category equipped with a localization
functor γM : M → hoM, with the properties that
(1) γM sends weak equivalences to isomorphisms
(2) for any other such functor γ
′
: M → M
′
that sends weak equivalences to isomorphisms,
there exists a unique functor δ : hoM → M
′
such that δγM = γ
′
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From its universal property, the homotopy category is uniquely defined up to an isomorphism
of categories.
The homotopy category always exists, and is constructed in the next theorem.
Theorem 5.2.2 (Gabriel-Zisman). For a category with a class of weak equivalences (M,W),
the category
(1) With the same objects as M
(2) With maps between X and Y the equivalence classes of zig-zags
X = A0
f1
A1
f2 ... fn An = Y
where fi are maps in M going either forward or backward, and all the maps going
backward are in W, where
(a) Two zig-zags are equivalent if they can be obtained one from another by a finite
number of the following three operations and their inverses:
(i) Skipping elements A
1A→ A or A
1A← A
(ii) Replacing A
f
→ B
g
→ C with A
gf
→ C or A
f
← B
g
← C with A
fg
← C
(iii) Skipping elements A
f
→ B
f
← A or A
f
← B
f
→ A
(b) Composition of maps is induced by the concatenation of zig-zags
is a homotopy category with a localization functor that preserves the objects, and sends a map
X
f
→ Y to itself viewed as a zig-zag.
Proof. See [Zis67]. 
The homotopy category is sometimes also denoted M[W−1].
The saturation W of W by definition is the class of maps of M that become isomorphisms
in hoM. The saturation W is closed under composition, includes the isomorphisms of M, and
M[W
−1
] is isomorphic to M[W−1].
If M is a locally U-small category with a class of weak equivalences W, then hoM = M[W−1]
is not necessarily locally U-small. For example, if M is the (U
′
,U)-category of sets Set, then
W = Cof = Fib = Set gives M a structure of ABC model category, but Set[Set−1] is only locally
U
′
-small.
On the other hand if a locally U-small category M satisfies the hypothesis of Cor. 7.3.5 (for
example if it is a Quillen model category), then hoM is again locally U-small.
One benefit of the intrinsic description of the homotopy category in terms of zig-zags of
maps is that it shows that the homotopy category remains the same independent of the universe
pair (U
′
,U) that we start with.
5.3. Homotopic maps
Definition 5.3.1. For a category M with a class of weak equivalences W, say that two maps
f, g : A→ B in M are homotopic (write f ≃ g) if γMf = γMg.
The homotopy relation ≃ is an equivalence relation on HomM(A,B), and the quotient set
HomM(A,B)/≃ is classically denoted with the bracket notation [A,B].
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Suppose that f ≃ g : A→ B. If u : A
′
→ A, then fu ≃ gu. If u : B → B
′
, then uf ≃ ug.
The quotient category M/≃, also denoted πM, can therefore be constructed with the same
objects as M and with HomπM(A,B) = [A,B]. The induced functor πM → hoM is an inclusion,
and the localization functor γM then factors as the composition M → πM → hoM.
5.4. Left and right approximation functors
For the rest of the text, it is convenient to restrict ourselves to the case when W is closed
under composition and includes the identity maps of M. In the language of Def. 1.8.2, these are
the category pairs (M, W).
A category pair functor t : (M
′
, W
′
) → (M, W) by definition will be a functor t : M
′
→ M
that preserves the weak equivalences. A category pair functor t as above induces a functor at
the level of the homotopy categories, denoted hot : hoM
′
→ hoM.
Our next goal is to find sufficient conditions for a category pair functor to induce an equiv-
alence at the level of homotopy categories.
Definition 5.4.1. A category pair functor t : (M
′
, W
′
)→ (M, W) is a left approximation if
LAP1: For any object AǫM there exists an object A
′
ǫM
′
and a weak equivalence map
tA
′ ∼
→ A
LAP2: For any maps fǫM and pǫW as below
B
tA
′
f
66mmmmmmmmmmmmmmmmmmmmmm
ti
′
//____ tD
′
σ
=={
{
{
{
{
{
tB
′
tj
′
∼oo_ _ _ _
p∼
OO
(1) There exist maps A
′ i
′
−→ D
′ j
′
←−
∼
B
′
with j
′
ǫW
′
and a weak equivalence σǫW
making the diagram commutative.
(2) For any other such i
′′
, j
′′
, σ
′′
the equality j
′−1i
′
= j
′′−1i
′′
holds in hoM
′
.
Dually, the functor t is a right approximation if
RAP1: For any object AǫM there exists an object A
′
ǫM
′
and a weak equivalence map
A
∼
→ tA
′
RAP2: For any maps fǫM and iǫW as below
A
i ∼

τ
!!B
B
B
B
B
B
f
((QQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
Q
tA
′
tS
′
tq
′
∼oo_ _ _ _
tp
′
//____ tB
′
(1) There exist maps A
′ q
′
←−
∼
S
′ p
′
−→ B
′
with q
′
ǫW
′
and a weak equivalence τǫW
making the diagram commutative.
(2) For any other such p
′′
, q
′′
, τ
′′
the equality p
′
q
′−1 = p
′′
q
′′−1 holds in hoM
′
.
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Lemma 5.4.2. Suppose that t : (M
′
,W
′
)→ (M,W) is a category pair functor, and f : A
′
→
C
′
is a map in M
′
. Suppose that either
(1) t is a left approximation, and there exist p, qǫW making commutative the diagram
B
tA
′
p
∼
>>}}}}}}}}
tf
′
// tC
′
∼
q
``BBBBBBBB
(2) t is a right approximation, and there exist i, jǫW making commutative the diagram
B
i
∼
~~}}
}}
}}
}} j
∼
  B
BB
BB
BB
B
tA
′
tf
′
// tC
′
Then the image of f
′
in hoM
′
is an isomorphism, i.e. fǫW
′
.
Proof. We only prove (1). Using LAP2 (1), we can construct A
′ i
′
−→
∼
B
′ j
′
←− C
′
with i
′
ǫW
′
and a weak equivalence σǫW with σ ◦ ti
′
= p and σ ◦ tj
′
= q.
B
tA
′
tf
′
//
p
==zzzzzzzz
ti
′
!!C
C
C
C tC
′
tj
′
}}{
{
{
{
q
aaDDDDDDDD
tB
′
σ
OO






From LAP2 (2), j
′
f
′
is invertible in hoM
′
. Similarly we can construct j
′′
ǫM
′
such that j
′′
j
′
is
invertible in hoM
′
. We deduce that j
′
and therefore f
′
are invertible in hoM
′
. 
Definition 5.4.3. Let t : M
′
→ M be a left approximation of category pairs (M
′
, W
′
) and
(M, W). A left cleavage C = (C,D, p, i, j, σ) along t consists of the following data:
(1) For any object A of M, an object C(A) of M
′
and a weak equivalence pA : tC(A)→ A
(2) For any map f : A→ B, maps C(A)
i(f)
−→ D(f)
j(f)
←−
∼
C(B) and a commutative diagram
A
f
// B
tC(A)
pA ∼
OO
ti(f)
// tD(f)
σ(f)
::uuuuuuuuuu
tC(B)
tj(f)
∼oo
∼ pB
OO
with j(f), σ(f) weak equivalences.
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A left cleavage map C1
F
→ C2 from C1 = (C1, D1, p1, i1, j1, σ1) to C2 = (C2, D2, p2, i2,
j2, σ2) consists of a family of maps c(A) : C1(A)→ C2(A) and d(f) : D1(f)→ D2(f), satisfying
p1A = p2A ◦ tc(A), d(f)i1(f) = i2(f)c(A) and d(f)j1(f) = j2(f)c(B).
Notice that by Lemma 5.4.2, we must have c(A), d(f)ǫW
′
.
Composition of left cleavage maps is given by componentwise composition of c(A), d(f). Left
cleavages and left cleavage maps along t form therefore a category.
The dual definition for right approximations is
Definition 5.4.4. Let t : M
′
→ M be a right approximation of category pairs (M
′
, W
′
) and
(M, W). A right cleavage R = (R,S, i, p
′
, q
′
, τ) along t consists of the following data:
(1) For any object A of M, an object R(A) of M
′
and a weak equivalence iA : A→ tR(A)
(2) For any map f : A→ B, maps R(A)
q(f)
←−
∼
S(f)
p(f)
−→ R(B) and a commutative diagram
A
f
//
iA ∼

τ(f)
$$I
II
II
II
II B
∼ iB

tR(A) tS(f)
tq(f)
∼oo
tp(f)
// tR(B)
with q(f), τ(f) weak equivalences.
A right cleavage map R1
F
→ R2 from R1 = (R1, S1, i1, p
′
1, q
′
1, τ1) to R2 = (R2, S2, i2, p
′
2,
q
′
2, τ2) consists of a family of maps r(A) : R1(A) → R2(A) and s(f) : S1(f) → S2(f), satisfying
r(A) ◦ i1A = i2A, r(B)p1(f) = p2(f)s(f) and r(A)q1(f) = q2(f)s(f).
Lemma 5.4.5. Suppose that t : (M
′
,W
′
)→ (M,W) is a category pair functor.
(1) If t is a left approximation and C1,C2 are left cleavages, there exist a left cleavage C3
and left cleavage maps C1 → C3 ← C2.
(2) If t is a right approximation and R1,R2 are right cleavages, there exist a right cleavage
R3 and right cleavage maps R1 ← R3 → R2.
Proof. Apply repeatedly the axioms LAP2 (1), resp. RAP2 (1). 
Definition 5.4.6. Suppose that (M
′
, W
′
) and (M, W) are two category pairs.
(1) Let t : M
′
→ M be a left approximation functor, and C = (C,D, p, i, j, σ) be a left
cleavage.
(a) The left cleavage C is normalized if for any object A of M we have D(1A) = C(A),
i(1A) = j(1A) = 1C(A) and σ(1A) = pA.
(b) An object A
′
ǫM
′
is regular with respect to C (referred to simply as regular if no
confusion is possible) if C(tA
′
) = A
′
and ptA′ = 1tA′ .
(c) The left cleavage C is regular if it is normalized, and any object A
′
ǫM
′
admits a
regular object A
′′
ǫM
′
isomorphic to A
′
in hoM
′
.
(2) Let t : M
′
→ M be a right approximation functor, and R = (R,S, i, p
′
, q
′
, τ) be a right
cleavage along t.
(a) The right cleavage R is normalized if for any object A of M we have S(1A) = R(A),
p(1A) = q(1A) = 1R(A) and τ(1A) = iA.
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(b) An object A
′
ǫM
′
is regular with respect to a right cleavage along t if R(tA
′
) = A
′
and itA′ = 1tA′ .
(c) The right cleavage R is regular if it is normalized, and any object A
′
ǫM
′
admits a
regular object A
′′
ǫM
′
isomorphic to A
′
in hoM
′
.
Lemma 5.4.7.
(1) Any left approximation admits a regular left cleavage.
(2) Any right approximation admits a regular right cleavage.
Proof. We only prove (1), and perform the construction in a number of steps.
(i) For any objectAǫM of the formA = tA
′
, pick exactly one such A
′
and define C(tA
′
) = A
′
,
ptA′ = 1tA′ .
(ii). For any AǫM for which this data is not defined, use LAP1 to define the object C(A)
and the weak equivalence pA.
(iii). For any AǫM, define D(1A) = C(A), i(1A) = j(1A) = 1C(A) and σ(1A) = pA.
(iv). For any map f : A → B in M for which this data is not defined, use LAP2 (1) to
construct the desired objects and maps D(f), i(f)ǫM
′
, j(f)ǫW
′
and σ(f)ǫW.
This constructs a left cleavage, which is normalised because of step (iii).
Let us check condition (1) of Def. 5.4.6. For A
′
ǫM
′
, we have tC(tA
′
) = tA
′
. The object
C(tA
′
) is regular, and by Lemma 5.4.2 it is isomorphic to A
′
in hoM. In conclusion, we have
constructed a regular left cleavage. 
If a left (resp. right) approximation t : M
′
→ M is injective on objects, we could actually
construct a normalized left (resp. right) cleavage where all objects of M
′
were regular.
5.5. The approximation theorem
Recall that a functor u : M1 → M2 is called
(1) essentially surjective if any object of M2 is isomorphic to an object in the image of u
(2) full if any map in HomM2(uA, uB) is in the image of u, for all objects A,B of M1
(3) faithful if u is injective on HomM1(A,B) for all objects A,B of M1
The functor u is an equivalence of categories if and only if it is essentially surjective, full
and faithful.
Theorem 5.5.1 (The approximation theorem).
A left (or right) approximation functor t : (M
′
, W
′
) → (M, W) induces an equivalence of homo-
topy categories hot : hoM
′
→ hoM.
Proof. Suppose that t is a left approximation. For a left cleavage C = (C,D, p, i, j, σ) along
t, construct a functor sC : hoM
′
→ hoM, as follows:
(1) On objects AǫM, define sCA = C(A)
(2) For a zig-zag Z in M
(5.1) A = A0
f1
A1
f2 ... fn An = B
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where the maps fk go either forward or backward, and all the maps going backward
are in W, denote A
′
k = C(Ak) and pk = pAk .
(a) If an fk goes forward, then construct the commutative diagram
(5.2) Ak−1
fk // Ak
tA
′
k−1
pk−1 ∼
OO
ti
′
k
// tD
′
k
σk
=={{{{{{{{
tA
′
k
tj
′
k
∼oo
∼ pk
OO
(b) If an fk goes backward, then construct the commutative diagram
(5.3) Ak−1 Ak∼
fkoo
tA
′
k−1
pAk−1 ∼
OO
ti
′
k
// tD
′
k
σk
bbEEEEEEEE
tA
′
k
tj
′
k
∼oo
∼ pk
OO
where in both cases we denoted D
′
k = D(fk), i
′
k = i(fk), j
′
k = j(fk) and σk = σ(fk).
The maps i
′
k, j
′
k collect together to a zig-zag denoted Z
′
in M
′
, from A
′
0 to A
′
n, with all
backward going maps being weak equivalences. We define sC(image of Z in hoM) = image of
Z
′
in hoM
′
.
Let’s show that the definition of sC on maps does not depend on the choices involved. Let
Z1, Z2 by two zig-zags of the form (5.1), and denote Z
′
1, Z
′
2 the associated zig-zags constructed
in M
′
.
(i). If Z2 is obtained from Z1 by inserting an element Ak
1Ak−→ Ak, then Z
′
2 is obtained from
Z
′
1 by inserting an element
A
′
k
i
′
−→ D
′ j
′
←−
∼
A
′
k
with the property that there exists a commutative diagram
Ak
1Ak // Ak
tA
′
k
pk ∼
OO
ti
′
// tD
′
σ
=={{{{{{{{
tA
′
k
tj
′
∼oo
∼ pk
OO
with σǫW. Using LAP2 (2) we see that Z
′
1,Z
′
2 define the same element in hoM
′
.
(ii). If Z2 is obtained from Z1 by inserting an element Ak
1Ak←− Ak, then similar to (i) we can
show that Z
′
1,Z
′
2 define the same element in hoM
′
.
(iii). If Z2 is obtained from Z1 by replacing an element Ak−1
fk−→ Ak
fk+1
−→ Ak+1 with
Ak−1
fk+1fk
−→ Ak+2 , then Z
′
2 is obtained from Z
′
1 by replacing the element
A
′
k−1
i
′
k−→ D
′
k
j
′
k←−
∼
A
′
k
i
′
k+1
−→ D
′
k+1
j
′
k+1
←−
∼
A
′
k+1
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with an element
A
′
k−1
i
′
−→ D
′ j
′
←−
∼
A
′
k+1
with the property that there exists a commutative diagram
Ak−1
fk+1fk
// Ak+1
tA
′
k−1
pk−1 ∼
OO
ti
′
// tD
′
σ
<<yyyyyyyyy
tA
′
k+1
tj
′
∼oo
∼ pk+2
OO
with σǫW. Using LAP2 (1) construct D
′′
, i
′′
ǫM
′
, j
′′
ǫW
′′
and σ
′′
ǫW making commutative the
diagram
Ak+1
tD
′
k
fk+1σk
<<xxxxxxxx
ti
′′
""F
F
F
F
tD
′
k+1
tj
′′
∼
{{w
w
w
w
σk+1
∼
ccGGGGGGGG
tD
′′
σ
′′
OO






In the diagram
tA
′
k
tj
′
k
∼
}}||
||
||
|| ti
′
k+1
""E
EE
EE
EE
E
tA
′
k−1
ti
′
k //
ti
′
""E
EE
EE
EE
EE
EE
EE
EE
EE
EE
EE
tD
′
k
ti
′′
!!C
CC
CC
CC
C
tD
′
k+1
tj
′′
∼
||xx
xx
xx
xx
tA
′
k+1
tj
′
k+1
∼
oo
tj
′
∼
{{ww
ww
ww
ww
ww
ww
ww
ww
ww
ww
ww
tD
′′
σ
′′
++WW
WWW
WWW
WWW
WWW
W
tD
′
σ
//______________ Ak+1
we have σ
′′
◦ t(i
′′
j
′
k) = σ
′′
◦ t(j
′′
i
′
k+1), σ
′′
◦ t(i
′′
i
′
k) = σ ◦ ti
′
and σ
′′
◦ t(j
′′
j
′
k+1) = σ ◦ tj
′
. Using
LAP2 (2) we see that Z
′
1,Z
′
2 define the same element in hoM
′
.
(iv). If Z2 is obtained from Z1 by replacing weak equivalences Ak−1
fk←−
∼
Ak
fk+1
←−
∼
Ak+1 with
Ak−1
fk+1fk
←−
∼
Ak+1 , then similar to (iii) one shows that Z
′
1,Z
′
2 define the same element in hoM
′
.
(v). If Z2 is obtained from Z1 by inserting weak equivalences Ak
f
−→
∼
A
f
←−
∼
Ak, then Z
′
2 is
obtained from Z
′
1 by inserting an element
A
′
k
i
′
−→ D
′ j
′
←−
∼
A
′ j
′
−→
∼
D
′ i
′
←− A
′
k
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with the property that there exists a commutative diagram
Ak
f
∼
// A Ak
f
∼
oo
tA
′
k
pk ∼
OO
ti
′
// tD
′
σ
==||||||||
tA
′
tj
′
∼oo
tj
′
∼ //
∼ p
OO
tD
′
σ
aaBBBBBBBB
tA
′
k
pk∼
OO
ti
′
oo
with σǫW. Using Lemma 5.4.2, we see that i
′
ǫW
′
, and so Z
′
1,Z
′
2 define the same element in
hoM
′
.
(vi). If Z2 is obtained from Z1 by replacing weak equivalences Ak with Ak
f
←−
∼
A
f
−→
∼
Ak,
similar to (v) one can show that Z
′
1,Z
′
2 define the same element in hoM
′
.
From (i)-(vi) we conclude that sC is well defined on the maps of hoM.
(vii). If the end of Z1 and the beginning of Z2 coincide, then so do the end of Z
′
1 and the
beginning of Z
′
2. From this observation, we see that sC preserves composition of maps.
(viii). A proof similar to (i) shows that sC preserves unit morphisms.
Using (vii) and (viii), we see that sC : hoM → hoM
′
is a functor.
The functor sC is essentially surjective on objects - this can be verified using LAP1, LAP2
and Lemma 5.4.2.
From the commutativity of (5.2) and (5.3), we get a natural isomorphism (hot)◦sC ∼= 1hoM.
This shows that sC is faithful.
The functor sC is also full - to see that, pick a zig-zag Z
′′
in M
′
B
′
0
g
′
1
B
′
1
g
′
2 ... g
′
n
B
′
n
and denote Ak = tB
′
k, fk = tg
′
k. The equivalence class of the zig-zag Z of (5.1) is mapped by
sC to the equivalence class of the zig-zag Z
′
described earlier. For each k, using LAP2 (1) we
can construct objects A
′′
kǫM
′
, maps p
′′
k : A
′′
k → B
′
k, q
′′
k : A
′′
k → A
′
k and p
′
k : tA
′′
k → Ak such that
q
′′
k ǫW
′
, p
′
kǫW, p
′
k ◦ tp
′′
k = 1Ak , p
′
k ◦ tq
′′
k = pk. The maps p
′′
k are in W
′
by Lemma 5.4.2.
Using LAP2 (1) twice in a row we can then construct objects D
′′
k ǫM
′
and maps i
′′
k : A
′′
k−1 →
D
′′
k , j
′′
: A
′′
k → D
′′
k , ν
′
k : D
′
k → D
′′
k and τk : tD
′′
k → ( target of fk) such that j
′′
k ǫW
′
, ν
′
kǫW
′
with
ν
′
ki
′
kq
′′
k = i
′′
k , ν
′
kj
′
kq
′′
k = j
′′
k and τk ◦ tν
′
k = σk.
The maps p
′′
k , q
′′
k , i
′′
k , j
′′
k yield a zig-zag Z
′′′
. Using LAP2 (2), we see that Z
′
and Z
′′′
, resp.
Z
′′
and Z
′′′
define isomorphic maps in hoM
′
. This concludes the proof that sC is full.
In conclusion, sC is an equivalence of categories, and therefore so is its quasi-inverse hot. 
Remark 5.5.2. Since hot is an equivalence, for any other left cleavage C
′
we have a canonical
isomorphism sC ∼= sC′ . By Lemma 5.4.5, there exist a left cleavage C
′′
and a zig-zag of left
cleavage maps C → C
′′
← C
′
. It is straightforward to see that any such zig-zag induces the
canonical isomorphisms sC ∼= sC′′
∼= sC′ .
Corollary 5.5.3. Suppose that t : (M
′
, W
′
) → (M, W) is a category pair functor.
(1) The following statements are equivalent:
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(a) t is a left approximation
(b) t satisfies LAP1, LAP2 (1) and induces an equivalence of categories hot
(2) The following statements are equivalent:
(a) t is a right approximation
(b) t satisfies RAP1, RAP2 (1) and induces an equivalence of categories hot
Proof. (b) ⇒ (a) is immediate, and (a) ⇒ (b) follows from the Approximation Thm.
5.5.1. 
Corollary 5.5.4. Left (resp. right) approximation functors are closed under composition.
Proof. Category pair functors satisfying LAP1 and LAP2 (1), resp. RAP1 and RAP2 (1)
are closed under composition. The corollary now is a consequence of Cor. 5.5.3. 
5.6. Total derived functors
A functor u : M1 → M2 between two category pairs (M1,W1), (M2,W2) descends to a
functor hou : hoM1 → hoM2 if and only if u(W1) ⊂ W2, where W2 denotes the saturation of
W2 in M2.
In the general case however hou does not exist, and the best we can hope for is the existence
of a left (or a right) Kan extension of γM2u along γM1 , also called the total left (resp. right)
derived functors of u.
Definition 5.6.1. Suppose that (M1,W1), (M2,W2) are two categories with weak equiva-
lences, with localization functors denoted γM1 and respectively γM1 , and suppose that u : M1 →
M2 is a functor.
(1) The total left derived functor of u, denoted (Lu, ǫ) is the left Kan extension (LγM1 (γM2u), ǫ)
of γM2u along γM1
M1
u //
γ
M1

M2
γ
M2

hoM1
Lu
// hoM2
				
@Hǫ
(2) The total right derived functor of u, denoted (Ru, ν), is the right Kan extension
(RγM1 (γM2u), ν) of γM2u along γM1
M1
u //
γ
M1

				  η
M2
γ
M2

hoM1
Ru
// hoM2
The total left and derived functors (Lu, ǫ), (Ru, ν) are defined in terms of the localization
functors γM1 , γM2 and therefore will not change if we replace in the definition W1, W2 with their
saturations W1, W2.
Note that if u(W1) ⊂ W2 then Lu = Ru = hou.
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5.7. An existence criterion for total derived functors
Theorem 5.7.1. Given three categories with weak equivalences (M
′
1, W
′
1), (M1, W1) and
(M2, W2) and two functors M
′
1
t //M1
u // M2 .
(1) If t is a left approximation and ut preserves weak equivalences, then u admits a total
left derived functor (Lu, ǫ). The natural map ǫ : (Lu)(tA
′
) ⇒ utA
′
is an isomorphism
in objects A
′
of M
′
1.
(2) If t is a right approximation and ut preserves weak equivalences, then u admits a total
right derived functor (Ru, η). The natural map η : utA
′
⇒ (Ru)(tA
′
) is an isomor-
phism in A
′
.
Proof. We only prove (1). Pick a regular left cleavage C = (C,D, p, i, j, σ) along t.
(5.4) A
f
// B
tC(A)
pA ∼
OO
ti(f)
// tD(f)
σ(f)
::uuuuuuuuuu
tC(B)
∼
tj(f)
oo
pB∼
OO
Recall that the functor sC in the proof of the Approximation Thm. 5.5.1 is a quasi-inverse
of hot, and define Lu = ho(ut) ◦ sC.
Let us spell out in detail the functor Lu. For an object A of M1, we have (Lu)(A) = utC(A).
On maps f : A→ B of M1, we have Lu(f) = (utj(f))−1uti(f).
We define ǫ : (Lu)(A)→ uA as u(pA). The commutativity of the diagram (5.4) implies that
ǫ : (Lu)γM1 ⇒ γM2u is a natural map.
We need to show that the pair (Lu, ǫ) is terminal among pairs (Λ, λ) where Λ: hoM1 →
hoM2 is a functor and λ : ΛγM1 ⇒ γM2u is a natural transformation. For any object A of M1
the sequence of full maps in hoM2 and their inverses
(5.5) Λ(A)
λ(A)
//_________ uA
ΛtC(A)
Λ(pA) ∼
OO
λ(tC(A))
// utC(A) = Lu(A)
u(pA)=ǫ(A)
OO


defines a map δ : Λ(A) → Lu(A). For maps f : A → B of M1 we have a commutative diagram
in hoM2
(5.6) Λ(A)
Λ(f)
// Λ(B)
ΛtC(A)
Λ(pA) ∼
OO
Λti(f)
//
λ(tC(A))

ΛtD(f)
Λσ(f)
99sssssssss
λ(tD(f))

ΛtC(B)
Λ(pB)∼
OO
Λtj(f)
∼
oo
λ(tC(B))

utC(A)
uti(f)
// utD(f) utC(B)
utj(f)
∼oo
where utj(f) is a weak equivalence since j(f) is. The commutativity of (5.6) implies that
δ : Λ⇒ Lu is natural in maps of M1, therefore natural in maps of hoM1.
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The commutativity of diagram (5.5) shows that we have ǫ ⋆ δ = λ.
The natural map ǫ : (Lu)(tA
′
)⇒ utA
′
is an isomorphism for regular objects A
′
ǫM
′
1, therefore
for any object A
′
ǫM
′
1. To see that, note that for A
′
regular the map ǫ : (Lu)(tA
′
) ⇒ utA
′
can
be identified with 1utA′ . Furthermore, our left cleavage was assumed to be regular so any object
in M
′
1 is isomorphic in hoM
′
1 to a regular object A
′
. 
Corollary 5.7.2.
(1) If t, u are as in Thm. 5.7.1 (1) and s denotes any quasi-inverse of hot, then ho(ut) s
is naturally isomorphic to Lu.
(2) If t, u are as in Thm. 5.7.1 (2) and s denotes any quasi-inverse of hot, then ho(ut) s
is naturally isomorphic to Ru. 
5.8. The abstract Quillen adjunction property
We next state an adjunction property of total derived functors.
Theorem 5.8.1 (Abstract Quillen adjunction). Given four categories with weak equivalences
(M
′
1, W
′
1), (M1, W1), (M
′
2, W
′
2), (M2, W2) and four functors
M
′
1
t1 // M1
u1 //
M2
u2
oo M
′
2
t2oo
where
(1) u1 ⊣ u2 is an adjoint pair
(2) t1 is a left approximation, t2 is a right approximation
(3) u1t1 and u2t2 preserve weak equivalences
then Lu1 ⊣ Ru2 is a naturally adjoint pair
hoM1
Lu1 // hoM2
Ru2
oo
If additionally
(4) (resp. (4r), resp. (4l)). For any objects A
′
ǫM
′
1, B
′
ǫM
′
2, a map u1t1A
′
→ t2B
′
is
a weak equivalence iff (resp. if, resp. only if) its adjoint t1A
′
→ u2t2B
′
is a weak
equivalence
then Lu1 and Ru2 are inverse equivalences of categories (resp. Ru2 is fully faithful, resp Lu1 is
fully faithful).
This theorem suggests the following
Definition 5.8.2. We will call the functors u1, u2 satisfying the properties (1), (2), (3) of
Thm. 5.8.1 an abstract Quillen adjoint pair with respect to t1, t2. If the additional property (4)
is satisfied, we will call u1, u2 an abstract Quillen equivalence pair with respect to t1, t2.
There is a very nice, conceptual proof due to Georges Maltsiniotis [Mal06] of Thm. 5.8.1,
using the universal property in the definition of total derived functors and Thm. 5.7.1.
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In this text however, we will let Thm. 5.8.1 be a consequence of the theorem below. In
preparation, let us introduce more notations and definitions. Given a diagram of functors
(5.7) A
v1 //
t1

B
C Dv2
oo
t2
OO
a partial adjunction between v1, v2 with respect to t1, t2 is a bijection
ζ : HomB(v1A, t2D) ∼= HomC(t1A, v2D)
natural in objects AǫA1, DǫD. Whenever we say that v1, v2 is an adjoint pair with respect to
t1, t2 we refer to a particular bijection ζ. Note that ζ
−1 defines a partial adjunction between
t1, t2 with respect to v1, v2.
If in addition we have adjoint pairs t1 ⊣ s1, s2 ⊣ t2
(5.8) A
v1 //
t1

B
s2

C
s1
OO
Dv2
oo
t2
OO
then the partial adjunctions of v1, v2 with respect to t1, t2 are in a one to one correspondence
with adjunctions s2v1 ⊣ s1v2. In the diagram (5.8), assuming that s1, t1 and s2, t2 are inverse
equivalences of categories, then the partial adjuctions of v1, v2 with respect to t1, t2 are in a
one to one correspondence with adjunctions s2v1 ⊣ s1v2, and furthermore in a one to one
correspondence with adjunctions v1s1 ⊣ v2s2.
In a diagram of the form
(5.9) A
′ a // A
v1 //
t1

B
C Dv2
oo
t2
OO
D
′doo
a partial adjunction between v1, v2 with respect to t1, t2 will induce a partial adjunction between
v1a, v2d with respect to t1a, t2d, given by
ζ : HomB(v1aA
′
, t2dD
′
) ∼= HomC(t1aA
′
, v2dD
′
)
We can now state
Theorem 5.8.3 (Abstract Quillen partial adjunction). Given four categories with weak
equivalences (M
′
1, W
′
1), (M1, W1), (M
′
2, W
′
2), (M2, W2) and four functors t1, t2, v1, v2
M
′
1
v1 //
t1

M2
M1 M
′
2
v2oo
t2
OO
such that:
(1) v1, v2 are partially adjoint with respect to t1, t2, meaning that there exists a bijection
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ζ : HomM2(v1A
′
, t2B
′
) ∼= HomM1(t1A
′
, v2B
′
)
natural in A
′
ǫM
′
1 and B
′
ǫM
′
2
(2) t1 is a left approximation, t2 is a right approximation
(3) v1 and v2 preserve weak equivalences
Then hov1, hov2 are naturally partial adjoint with respect to hot1, hot2. Equivalently,
denote si a quasi-inverse of hoti, and let Vi = ho(vi)si for i = 1, 2. Then V1 ⊣ V2
hoM1
V1 // hoM2
V2
oo
is a naturally adjoint pair.
If additionally
(4) (resp. (4r), resp. (4l)). For any objects A
′
ǫM
′
1, B
′
ǫM
′
2, a map v1A
′
→ t2B
′
is a
weak equivalence iff (resp. if, resp. only if) its partial adjoint t1A
′
→ v2B
′
is a weak
equivalence
then V1 and V2 are inverse equivalences of categories (resp. V2 is fully faithful, resp V1 is fully
faithful).
The following definition is suggested:
Definition 5.8.4. We will call the functors v1, v2 satisfying the properties (1), (2), (3) of
Thm. 5.8.3 an abstract Quillen partially adjoint pair with respect to t1, t2. If the additional
property (4) is satisfied, we will call v1, v2 an abstract Quillen partial equivalence pair with
respect to t1, t2.
Proof of Thm. 5.8.1 assuming Thm. 5.8.3. Since u1 ⊣ u2 is an adjoint pair, we see
that v1 = u1t1, v2 = u2t2 is partially adjoint with respect to t1, t2. From Cor. 5.7.2, we have
natural isomorphisms Lu1 ∼= ho(u1t1) s1 = V1 and Ru2 ∼= ho(u2t2) s2 = V2. The statement
now follows. 
Proof of Thm. 5.8.3. If we can prove the conclusion for a particular choice of s1 : hoM1 →
hoM
′
1 and s2 : hoM2 → hoM
′
2, then the conclusion follows for any s1 and s2.
We pick a regular left cleavage C = (C,D, p, i, j, σ) along t1, and a regular right cleavage
R = (R,S, i, p
′
, q
′
, τ) along t2. As in the proof of the Approximation Thm. 5.5.1, we get a
quasi-inverse s1 = sC to hot1 and a quasi-inverse s2 = sR to hot2. We will work with these
particular choices s1 and s2.
Denote V1 = ho(v1)s1 and V2 = ho(v2)s2. We will construct natural maps Φ : 1hoM1 ⇒
V2V1 and Ψ : V1V2 ⇒ 1hoM2 , and show that they are the unit and counit of an adjunction
between V1 and V2. We start by constructing a natural map
Φ : hot1 ⇒ ho(v2) s2 ho(v1)
by defining Φ(A
′
) = ζiv1A′ for any object A
′
of hoM
′
1, where iv1A′ and ζiv1A′ are the maps
v1A
′
i
v1A
′
∼
// t2R(v1A
′
) t1A
′
ζi
v1A
′
// v2R(v1A
′
)
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Given a map f : A
′
→ B
′
in M
′
1 we get a commutative diagram
v1A
′ v1f //
i
v1A
′ ∼

τ(v1f)
&&LL
LLL
LLL
LLL
v1B
′
i
v1B
′∼

t2R(v1A
′
) t2S(v1f)
t2q(v1f)
∼oo
t2p(v1f)
// t2R(v1B
′
)
in M2, where q(v1f) is a weak equivalence. Applying the natural bijection ζ we get a commutative
diagram in M1
t1A
′ t1f //
ζi
v1A
′

ζτ(v1f)
&&MM
MMM
MMM
MMM
t1B
′
ζi
v1B
′

v2R(v1A
′
) v2S(v1f)
v2q(v1f)
∼oo
v2p(v1f)
// v2R(v1B
′
)
where v2q(v1f) is a weak equivalence since q(v1f) is. The commutativity of the second diagram
shows that Φ is natural in maps of M
′
1, and therefore natural in maps of hoM
′
1.
Since hot1 and s1 are quasi-inverses of each other, the natural mapΦ : hot1 ⇒ ho(v2) s2 ho(v1)
yields the desired natural map
Φ : 1hoM1 ⇒ ho(v2) s2 ho(v1) s1 = V2V1
We dually construct a natural map
Ψ : ho(v1) s1 ho(v2)⇒ hot2
by defining Ψ(B
′
) = ζ−1pv2B′ for any object B
′
of hoM
′
2, where the maps pv2B′ and ζ
−1pv2B′
are the maps
t1C(v2B
′
)
p
v2B
′
∼
// v2B
′
v1C(v2B
′
)
ζ−1p
v2B
′
// t2B
′
The proof that Ψ is a natural map is dual to the proof that Φ is a natural map. Since hot2 and
s2 are quasi-inverses of each other, the natural map Ψ yields the desired natural map
Ψ : V1V2 = ho(v1) s1 ho(v2) s2 ⇒ 1hoM2
It remains to show that the natural maps Φ,Ψ are the unit resp. the counit of an adjunction
between the functors V1,V2. In other words, we need to prove that the following composites
are identities.
(5.10) V1
V1Φ +3 V1V2V1
ΨV1 +3 V1
(5.11) V2
ΦV2 +3 V2V1V2
V2Ψ +3 V2
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We only prove that (5.10) is an identity, since the proof for (5.11) is dual. It suffices to prove
that (5.10) is an identity on objects of the form A = t1A
′
, with A
′
ǫM
′
1 regular with respect to
the left cleavage along t1.
If A
′
is a regular object of M
′
1, we have that C(t1A
′
) = A
′
and ptA′ = 1t1A′ : t1C(t1A
′
) →
t1A
′
.
Denote h = ζiv1A′ . The left cleavage diagram associated to h yields a commutative diagram
in M1
t1A
′
h=ζi
v1A
′
// v2R(v1A
′
)
t1C(t1A
′
) = t1A
′
p
t1A
′=1
t1A
′
OO
t1i(h)
// t1D(h)
σ(h)
77ppppppppppp
t1C(v2R(v1A
′
))
∼
t1j(h)
oo
p
v2R(v1A
′
)∼
OO
Applying the natural bijection ζ−1 to the diagram we get a commutative diagram in M2
v1A
′
ζ−1h=i
v1A
′
∼
// t2R(v1A
′
)
v1A
′
1
v1A
′
OO
v1i(h)
// v1D(h)
ζ−1σ(h)
77ppppppppppp
v1C(v2R(v1A
′
))
∼
v1j(h)
oo
ζ−1p
v2R(v1A
′
)
OO
In this diagram, j(h) and therefore v1j(h) are weak equivalences.
SinceA = t1A
′
, in hoM1 we can identify v1A
′
withV1A and v1C(v2R(v1A
′
)) withV1V2V1A.
Under this identification the composition (v1j(h))
−1 ◦ v1i(h) becomes V1Φ(A), and the com-
position (iv1A′ )
−1 ◦ (ζ−1pv2R(v1A′ )) becomes ΨV1(A). It follows that the composition (5.10) is
an identity. Dually, (5.11) is an identity and we have proved that V1 ⊣ V2 are adjoint with
adjunction unit Φ and counit Ψ.
For the second part of the theorem, we assume hypothesis (4l) and we will show that Φ is
a natural isomorphisms. From Prop. 4.2.1, this will imply that V1 is fully faithful.
For any object A
′
of hoM
′
1, the map
v1A
′
i
v1A
′
∼
// t2R(v1A
′
)
and therefore from hypothesis (4) the map
t1A
′
ζi
v1A
′
∼
// v2R(v1A
′
)
are weak equivalences. It follows that the natural maps Φ and therefore Φ are isomorphisms.
A dual proof shows that hypothesis (4l) implies that Ψ is a natural isomorphism, and therefore
V2 is fully faithful.
If hypothesis (4) is satisfied, then both Φ and Ψ are isomorphisms, therefore V1,V2 are
inverse equivalences of categories (cf. Prop. 4.2.1). 
CHAPTER 6
The homotopy category of a cofibration category
Our goal in this chapter is to describe the homotopy category of a cofibration category. All
the definitions and the results of this chapter actually only require the smaller set of precofibra-
tion category axioms CF1-CF4.
For a precofibration category (M, W, Cof), recall that we have denoted Mcof the full
subcategory of cofibrant objects of M. We will show that the functor hoMcof → hoM is an
equivalence of categories (Anderson, [And78]). In fact, we will develop an axiomatic description
of cofibrant approximation functors t : M
′
→ M, which are modelled on the properties of the
inclusion Mcof → M. Cofibrant approximation functors are left approximations in the sense of
Def. 5.4.1, and by the Approximation Thm. 5.5.1 they induce an isomorphism at the level of
the homotopy category.
Cofibrant aproximation functors will resurface later in Section 9.5, when we will reduce the
construction of homotopy colimits indexed by arbitrary small diagrams to the construction of
homotopy colimits indexed by small direct categories.
We then turn to the study of homotopic maps in a precofibration category. In Mcof we will
define the left homotopy relation ≃l on maps, and show that f ≃l g iff f ≃ g. The localization
of Mcof modulo homotopy is denoted πMcof .
We show that the class of weak equivalences between cofibrant objects admits a calculus of
fractions in πMcof . As a consequence we obtain a description of hoMcof whereby any map in
hoMcof can be written (up to homotopy!) as a ’left fraction’ ft
−1, with t a weak equivalence.
The theory of homotopic maps and calculus of fractions up to homotopy as described here is
due to Brown [Bro74].
6.1. Fibrant and cofibrant approximations
We are interested in a class of precofibration category functors which are left approximations
(Def. 5.4.1), and therefore
(1) induce isomorphisms when passed to the homotopy category (consequence of the Ap-
proximation Thm. 5.5.1), and
(2) serve as resolutions for computing total left derived functors (Thm. 5.7.1).
These are the cofibrant approximation functors, defined below. The cofibrant approximation
functors should be thought of as an axiomatization of the inclusion Mcof → M, where M is a
precofibration category.
Definition 6.1.1. (Cofibrant approximation functors) Let M be a precofibration category.
A functor t : M
′
→ M is a cofibrant approximation if M
′
is a precofibration category with all
objects cofibrant and
63
64 6. THE HOMOTOPY CATEGORY OF A COFIBRATION CATEGORY
CFA1: t preserves the initial object and cofibrations
CFA2: A map f of M
′
is a weak equivalence if and only if tf is a weak equivalence
CFA3: If A → B, A → C are cofibrations of M
′
then the natural map tB ⊔tA tC →
t(B ⊔A C) is an isomorphism
CFA4: Any map f : tA → B factors as f = r ◦ tf
′
with f
′
a cofibration of M
′
and r a
weak equivalence of M.
A cofibrant approximation functor in particular sends any object to a cofibrant object, and
sends trivial cofibrations to trivial cofibrations. If M is a precofibration category, then the
inclusion Mcof → M is a cofibrant approximation.
The dual definition for prefibration categories is
Definition 6.1.2. (Fibrant approximation functors) Let M be a prefibration category. A
functor t : M
′
→ M is a fibrant approximation if M
′
is a prefibration category with all objects
fibrant and
FA1: t preserves the final object and fibrations
FA2: A map f of M
′
is a weak equivalence if and only if tf is a weak equivalence
FA3: If B → A, C → A are fibrations of M
′
then the natural map t(B×AC)→ tB×tAtC
is an isomorphism
FA4: Any map f : A→ tB factors as f = tf
′
◦ s with f
′
a fibration of M
′
and s a weak
equivalence of M.
We will need the lemmas below. Recall that two maps f, g : A→ B in a caetgry pair (M,W)
are homotopic f ≃ g by definition if they have the same image in hoM. The prototypic example
of homotopic maps in a precofibration category are the cylinder structure maps i0, i1 for any
cylinder IA on a cofibrant object A
A ⊔A //
i0+i1 // IA
p
∼
// A
for pǫW implies that i0, i1 have the same image in hoM.
Lemma 6.1.3.
(1) Let t : M
′
→ M be a cofibrant approximation of a precofibration category. For any maps
f, g : A→ B of M
′
and weak equivalence b : tB → B
′
of M with b ◦ tf = b ◦ tg, we have
that f ≃ g.
(2) Let t : M
′
→ M be a fibrant approximation of a prefibration category. For any maps
f, g : A→ B of M
′
and weak equivalence a : A
′
→ tA of M with tf ◦a = tg ◦a, we have
that f ≃ g.
Proof. We only prove (1). We may assume that f+g : A⊔A→ B is a cofibration. Indeed,
for general f, g we factor f + g as a cofibration f
′
+ g
′
followed by a weak equivalence r. The
map tr is a weak equivalence, and so is b ◦ tr. If we proved that f
′
≃ g
′
then it would follow
that f ≃ g.
So assume that f + g : A ⊔ A → B is a cofibration. Pick a cylinder IA, and construct step
by step the commutative diagram below
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tA ⊔ tA //
ti0+ti1//

tf+tg

tIA
tp
∼
//

th

A
b◦tf=b◦tg

tB //
tb1 // tB1 //
tb2 // tB2
b3
∼
// B
′
In this diagram, the bottom horizontal composition is b : tB → B
′
. We construct B1 = B ⊔A⊔A
IA with component maps b1 and h. tB1 is the pushout of the left square of our diagram, and
using the pushout property we construct the map tB1 → B
′
. We then construct b3 ◦ tb2 as the
CFA4 factorization of tB1 → B
′
.
The maps b1, b2, h are cofibrations. By the 2 out of 3 axiom CF2, the maps tb2 ◦ tb1 and
therefore b2b1 are weak equivalences. Since i0 ≃ i1, we get f ≃ g. 
Lemma 6.1.4.
(1) Let t : M
′
→ M be a cofibrant approximation of a precofibration category. For any
commutative diagram
tA
′
ti
′
}}{{
{{
{{
{{ ti
′′
!!D
DD
DD
DD
D
tD
′
σ
′
**VVV
VVVV
VVVV
VVVV
VVVV
VVVV
VV tD
′′
σ
′′
  
BB
BB
BB
BB
tB
′tj
′
aaCCCCCCCC
tj
′′
==zzzzzzzz
B
with j
′
, j
′′
weak equivalences of M
′
and σ
′
, σ
′′
weak equivalences of M we have that
j
′−1i
′
= j
′′−1i
′′
in hoM
′
(2) Let t : M
′
→ M be a fibrant approximation of a prefibration category. For any commu-
tative diagram
tA
′
Aτ
′
tthhhh
hhhh
hhhh
hhhh
hhhh
hhhh
h
τ
′′
~~}}
}}
}}
}}
tD
′
tq
′
=={{{{{{{{
tp
′
!!C
CC
CC
CC
C tD
′′
tq
′′
aaDDDDDDDD
tp
′′
}}zz
zz
zz
zz
tB
′
with q
′
, q
′′
weak equivalences of M
′
and τ
′
, τ
′′
weak equivalences of M we have that
p
′
q
′−1 = p
′′
q
′′−1 in hoM
′
Proof. We only prove (1). We may assume that j
′
, j
′′
are trivial cofibrations. Indeed, in
the case of j
′
suppose that j
′
= p
′
j
′
1 is a Brown factorization with s
′
a right inverse of p
′
. Then
we may replace i
′
, j
′
, σ
′
with s
′
i
′
, j
′
1 resp. σ
′
p
′
.
Suppose now that j
′
, j
′′
are trivial cofibrations. Construct the sum D
′
⊔B′ D
′′
with compo-
nent maps the trivial cofibrations h
′
and h
′′
. In the diagram below
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tA
′
yy
ti
′
yyss
ss
ss
ss
ss
s %%
ti
′′
%%L
LL
LLL
LL
LLL
tD
′ // th
′
// t(D
′
⊔B′ D
′′
)
σ
))SS
SSS
SSS
SSS
SSS
SSS
tD
′′ooth
′′
oo
tB
′
ee
tj
′
eeKKKKKKKKKKK 99
tj
′′
99rrrrrrrrrrr
B
the bottom triangle is a pushout by CFA3. The map σ exists by the universal property of the
pushout, since σ
′
◦tj
′
= σ
′′
◦tj
′′
, and is a weak equivalence by the 2 out of 3 axiom. Lemma 6.1.3
(1) applied to h
′
i
′
, h
′′
i
′′
, σ implies that h
′
i
′
≃ h
′′
i
′′
in M
′
, and we conclude that j
′−1i
′
= j
′′−1i
′′
in hoM
′
. 
Theorem 6.1.5.
(1) Cofibrant approximation functors are left approximations.
(2) Fibrant approximation functors are right approximations.
Proof. We only prove (1). If t : M
′
→ M is a cofibrant approximation of a precofibration
category M, then t sends weak equivalences to weak equivalences by CFA2. Axiom LAP1 folows
from CFA4. To prove the axiom LAP2, , use CFA4 to construct a factorization f+p : tA
′
⊔tB
′
→
B as a cofibration ti
′
+ tj
′
followed by a weak equivalence σ. Since σ ◦ tj
′
= p, the maps tj
′
and
therefore j
′
are weak equivalences. Axiom LAP2 (2) is proved by Lemma 6.1.4. 
As corollaries of the Approximation Thm. 5.5.1, we note:
Theorem 6.1.6 (Anderson).
(1) Given a precofibration category M, the inclusion iM : Mcof → M induces an equivalence
of categories hoiM : hoMcof → hoM
(2) Given a prefibration category M, the inclusion jM : Mfib → M induces an equivalence
of categories hojM : hoMfib → hoM
More generally we have:
Theorem 6.1.7.
(1) A cofibrant approximation t : M
′
→ M of a precofibration category induces an equiva-
lence of categories hoM
′
→ hoM.
(2) A fibrant approximation t : M
′
→ M of a prefibration category induces an equivalence
of categories hoM
′
→ hoM.
It should be noted that the last theorem is actually a particular case of an even more general
result of Cisinski, for which we refer the reader to [Cis02a], 3.12.
Remark 6.1.8. If t : M
′
→ M is a cofibrant approximation of a precofibration category M,
suppose that i : M1 →֒ M is a subcategory that includes the image of t, with weak equivalences
and cofibrations induced from M. Then i as well as the corestriction t1 : M
′
→ M1 of t both
define cofibrant approximations. By Thm. 6.1.7 both functors hoi, hot1 are equivalences of
categories.
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Remark 6.1.9. Suppose that t : M
′
→ M is a functor between precofibration categories such
that t restricted to M
′
cof is a cofibrant approximation. In view of Thm. 6.1.6 and Thm. 6.1.7, it
is not hard to see that t induces a composite equivalence of categories hoM
′
← hoM
′
cof → hoM.
The proper way to formulate this is to say that the total left derived functor of t is an equivalence,
which we will prove as Thm. 6.2.3 in the next section.
6.2. Total derived functors in cofibration categories
The following result describes a sufficient condition for the existence of a total left resp.
right derived functor:
Theorem 6.2.1. Let (M2,W2) be a category with weak equivalences.
(1) If M1 is a precofibration category and u : M1 → M2 is a functor that sends trivial
cofibrations between cofibrant objects to weak equivalences, then u admits a total left
derived functor (Lu, ǫ). The natural map ǫ : (Lu)(A) ⇒ uA is an isomorphism for A
cofibrant.
(2) If M1 is a prefibration category and u : M1 → M2 is a functor that sends trivial fibra-
tions between fibrant objects to weak equivalences, then u admits a total right derived
functor (Ru, η). The natural map η : uA⇒ (Ru)(A) is an isomorphism for A fibrant.
More generally:
Theorem 6.2.2. Let (M2,W2) be a category with weak equivalences.
(1) If t : M
′
1 → M1 is a cofibrant approximation of a precofibration category M1 and
u : M1 → M2 is a functor such that ut sends trivial cofibrations to weak equivalences,
then u admits a total left derived functor (Lu, ǫ). The natural map ǫ : (Lu)(tA)⇒ utA
is an isomorphism for objects A of M
′
1.
(2) If t : M
′
1 → M1 is a fibrant approximation of a prefibration category M1 and u : M1 →
M2 is a functor that sends trivial fibrations to weak equivalences, then u admits a total
right derived functor (Ru, η). The natural map η : utA⇒ (Ru)(tA) is an isomorphism
for objects A of M
′
1.
Proof. We only prove (1). We may assume that W2 is saturated. The composition ut
sends trivial cofibrations to weak equivalences, therefore using the Brown Factorization Lemma
1.3.1 ut sends weak equivalences to weak equivalences since W2 is saturated. The result follows
from Thm. 5.7.1 applied to the cofibrant approximation t and the functor u. 
And the next result describes a sufficient condition for the total left (resp. right) derived
functor to be an equivalence of categories:
Theorem 6.2.3.
(1) If t : M1 → M2 is a functor between precofibration categories such that its restriction
(M1)cof → M2 is a cofibrant approximation, then t admits a total left derived functor
(Lt, ǫ) and Lt is an equivalence of categories. The natural map ǫ : (Lt)(A)⇒ tA is an
isomorphism for A cofibrant.
(2) If t : M1 → M2 is a functor between prefibration categories such that its restriction
(M1)fib → M2 is a fibrant approximation, then t admits a total right derived functor
(Rt, ǫ) and Rt is an equivalence of categories. The natural map η : tA ⇒ (Rt)(A) is
an isomorphism A fibrant.
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Proof. For part (1), denote iM1 : (M1)cof → M1 the inclusion. The functors iM1 , tiM1 are
cofibrant approximations and induce equivalences of categories hoiM1 , ho(tiM1) by Thm. 6.1.7.
From Thm. 6.2.2 applied to the cofibrant approximation iM1 followed by t we see that t
admits a total left derived functor (Lt, ǫ). Furthermore, ǫ : (Lt)(A) ⇒ tA is an isomorphism for
A cofibrant, therefore LthoiM1 = ho(tiM1) and Lt is an equivalence of categories since hoiM1
and ho(tiM1) are equivalences. 
We will also introduce in the context of (co)fibration categories the notion of Quillen adjoint
functors and of Quillen equivalences.
Definition 6.2.4. Consider four functors
M
′
1
t1 // M1
u1 //
M2
u2
oo M
′
2
t2oo
where
(1) u1 ⊣ u2 is an adjoint pair.
(2) t1 is a cofibrant approximation of a precofibration category M1 and t2 is a fibrant
approximation of a prefibration category M2
(3) u1t1 sends trivial cofibrations to weak equivalences and u2t2 sends trivial fibrations to
weak equivalences
We then say that u1, u2 is a Quillen adjoint pair with respect to t1 and t2. If additionally
(4) For any objects A
′
ǫM
′
1, B
′
ǫM
′
2, a map u1t1A
′
→ t2B
′
is a weak equivalence iff its
adjoint t1A
′
→ u2t2B
′
is a weak equivalence
we say that u1, u2 is a Quillen equivalence pair with respect to t1 and t2.
If the functors t1, t2 are implied by the context, we may refer to u1, u2 as a Quillen pair of
adjoint functors (resp. equivalences) without direct reference to t1 and t2.
Theorem 6.2.5 (Quillen adjunction).
(1) A Quillen adjoint pair u1 ⊣ u2 with respect to t1, t2
M
′
1
t1 // M1
u1 //
M2
u2
oo M
′
2
t2oo
induces a pair of adjoint functors Lu1 ⊣ Ru2
Lu1 : hoM1 ⇄ hoM2 : Ru2
(2) If additionally u1, u2 satisfy (4l) (resp. (4r)) of Thm. 5.8.1 with respect to t1, t2, then
Lu1 (resp. Ru2) are fully faithful.
(3) If u1, u2 is a pair of Quillen equivalences with respect to t1, t2 then
Lu1 : hoM1 ⇄ hoM2 : Ru2
is a pair of equivalences of categories.
Proof. This is a corollary of Thm. 5.8.1. 
We leave it to the reader to formulate the definition of abstract Quillen partially adjoint
functors in the context of cofibration and fibration categories, and to state the analogue in this
context of Thm. 5.8.3
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6.3. Homotopic maps
We now turn to a more detailed study of homotopic maps in precofibration categories.
Start with M a precofibration category, and let f, g : A→ B be two maps with A,B cofibrant.
A left homotopy from f to g is a commutative diagram
(6.1) A ⊔A
f+g
//

i0+i1

B
b∼

IA
H // B
′
with IA a cylinder of A and b a trivial cofibration. We thus have that Hi0 = bf and Hi1 = bg.
The map H is called the left homtopy map between f and g, and we say that the left homotopy
goes through the cylinder IA and through the trivial cofibration b . We write f ≃l g to say that
f, g are left homotopic.
A left homotopy f ≃l g with B = B
′
and b = 1B is called strict. We should be careful
to point out that Brown uses the notation ≃ differently - to denote what we call strict left
homotopy.
Clearly if f ≃l g then f ≃ g. Our goal will be to show that the notions of homotopy and
left homotopy coincide (Thm. 6.3.1).
Here is the dual setup for a prefibration category M. Suppose that f, g : B → A be two
maps with A,B fibrant. A right homotopy f ≃r g is a commutative diagram
(6.2) B
′ H //
b ∼

AI
(p0, p1)

B
(f, g)
// A×A
with AI a path object of A and b a trivial fibration. A strict right homotopy additionally satisfies
B = B
′
and b = 1B.
Theorem 6.3.1 (Brown, [Bro74]).
(1) In a precofibration category M, two maps f, g : A → B with A,B cofibrant are left
homotopic iff they are homotopic.
(2) In a prefibration category M, two maps f, g : A→ B with A,B fibrant are right homo-
topic iff they are homotopic.
Proof. We only prove part (1). Given a left homotopy (6.1), since i0 ≃ i1 we have Hi0 ≃
Hi1, therefore bf ≃ bg and so f ≃ g since b is a weak equivalence.
If f ≃ g are homotopic in M on the other hand, by Thm. 6.1.6 we see that they are
homotopic inside Mcof . From Thm. 6.4.4 (c) below it will follow that f ≃l g. 
Let us now work our way to complete the proof of Thm. 6.3.1.
Suppose that A is a cofibrant object in the precofibration category M. If IA is a cylinder of
A, a refinement of IA consists of a cylinder I
′
A and a trivial cofibration j : IA→ I
′
A such that
the diagram below commutes
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A ⊔A{{
i0+i1
{{xx
xx
xx
xx
x ##
i
′
0+i
′
1
##G
GG
GG
GG
GG
IA
p
∼
##F
FF
FF
FF
FF
//
j
// I
′
A
p
′
∼
{{ww
ww
ww
ww
w
A
If f ≃l g : A → B through I
′
A with homotopy map H
′
, then H
′
j defines a homotopy
through IA.
Note that given any two cylinders IA, I
′
A, we can construct a common refinement I
′′
A by
factoring IA⊔A⊔A I
′
A→ A as a cofibration IA⊔A⊔A I
′
A→ I
′′
A followed by a weak equivalence
I
′′
A→ A.
This allows us to prove the following lemma:
Lemma 6.3.2.
(1) Let M be a precofibration category, and f ≃l g : A→ B with A,B cofibrant. Let IA be
a cylinder of A. Then one can construct a homotopy f ≃l g through IA.
(2) Let M be a prefibration category, and f ≃r g : B → A with A,B fibrant. Let AI be a
path object for A. Then one can construct a homotopy f ≃r g through A
I .
Proof. We only prove (1). Assume that there exists a homotopy f ≃l g through another
cylinder I
′
A. Construct a common refinement I
′′
A of IA and I
′
A. To prove (1), it suffices to
construct a homotopy through the refinement I
′′
A. In the commutative diagram below
A ⊔A
f+g
//

i
′
0+i
′
1

B
b∼

I
′
A
H
′
//

j ∼

B
′

b
′∼

I
′′
A
H
′′
// B
′′
H
′
, B
′
and b define the homotopy f ≃l g, and j is the cylinder refinement map from I
′
A to I
′′
A.
We construct B
′′
as the pushout of j and H
′
, and we have the desired homotopy H
′′
, B
′′
and
b
′
b through I
′′
A. 
We can now prove
Theorem 6.3.3.
(1) If M is a precofibration category, then ≃l is an equivalence relation in Mcof . Further-
more if f ≃l g : A→ B with A,B cofibrant then
(a) If h : B → C with C cofibrant then hf ≃l hg
(b) If h : C → A with C cofibrant then fh ≃l gh
(2) If M is a prefibration category, then ≃r is an equivalence relation in Mfib. Furthermore
if f ≃r g : A→ B with A,B fibrant then
(a) If h : B → C with C fibrant then hf ≃r hg
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(b) If h : C → A with C fibrant then fh ≃r gh
Proof. We only prove (1). Clearly ≃l is symmetric and reflexive.
To see that ≃l is transitive, assume f ≃l g ≃l h : A → B. From the previous lemma, we
may assume that both homotopies go through the same cylinder IA. Denote these homotopies
H1, B
′
1, b1 and H2, B
′
2, b2. Taking the pushout of b1 and b2, we obtain homotopies H
′
1, B
′
, b and
H
′
2, B
′
, b.
Notice that both diagrams below are pushouts
A // ∼
i0 //

∼i1

IA
∼

A ⊔A ⊔A //
A⊔(i0+i1)
//

(i0+i1)⊔A

A ⊔ IA
i0⊔IA

IA //
∼ // IA ⊔A IA IA ⊔A //
IA⊔i1 // IA ⊔A IA
The factorization ∇ : A ⊔A //
i0⊔i1 // IA ⊔A IA
p+p
∼
// A is a cylinder: the map p + p is a weak
equivalence because of the first diagram, and the map i0 ⊔ i1 is a cofibration as seen if we
precompose the second diagramwith the cofibration (i0, i2) : A⊔A→ A⊔A⊔A. The commutative
diagram below then defines a homotopy from f to h.
A ⊔A
f+h
//

i0⊔i1

B
b∼

IA ⊔A IA
H
′
1+H
′
2// B
′
To prove (a), let IA,H,B
′
, b define a homotopy f ≃l g. In the diagram below let C
′
be the
pushout of b, h.
A ⊔A
f+g
//

i0⊔i1

B
h //

b∼

C
c∼

IA
H // B
′ h
′
// C
′
The outer rectangle defines a homotopy hf ≃l hg.
For (b), use Lemma 1.5.3 to construct relative cylinders IC, IA along h. From Lemma 6.3.2,
we can construct a homotopy f ≃l g through IA. Precomposing this homotopy with IC → IA
yields a homotopy fh ≃l gh. 
For a precofibration category M, if we factor Mcof modulo ≃l we obtain a category πlMcof ,
with same objects as Mcof . By Thm. 6.3.3, the morphisms of πlMcof are given byHomπlMcof (A,B) =
HomMcof (A,B)/≃l . We define weak equivalences in πlMcof to be homotopy classes of maps that
have one (and hence all) representatives weak equivalece maps of M.
Of course, in view of Thm. 6.3.1 ultimately πlMcof ∼= πMcof .
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For a prefibration category, πrMfib denotes the factorization of Mfib modulo ≃r. Weak
equivalences in πrMfib are by definition homotopy classes of maps that have one (and hence all)
representatives weak equivalence maps of M.
6.4. Homotopy calculus of fractions
We will show that for a precofibration category M, the category πlMcof admits a calculus
of left fractions in the sense of Gabriel-Zisman with respect to weak equivalences. A nice way
to phrase this is to say that Mcof admits a homotopy calculus of left fractions. Dually, given
a prefibration category M, its category of fibrant objects Mfib admits a homotopy calculus of
right fractions.
We say that a category pair (M, W) satisfies the 2 out of 3 axiom provided that for any
composable morphisms f, g of M, if two of f, g, gf are in W then so is the third. Weak equiva-
lences in a precofibration category M satisfy the 2 out of 3 axiom, and so do weak equivalences
in πlMcof .
For category pairs (M, W) satisfying the 2 out of 3 axiom, the Gabriel-Zisman calculus of
fractions takes a simplified form that we recall below. The general case of calculus of fractions -
when weak equivalences do not necessarily satisfy the 2 out of 3 axiom - is described in [Zis67]
at pag. 12.
Theorem 6.4.1 (Simplified calculus of left fractions). Suppose that (M,W) is a category
pair satisfying the following:
(a) The 2 out of 3 axiom
(b) Any diagram of solid maps with aǫW
(6.3) A //
a ∼

B
b∼




A
′ //___ B
′
extends to a commutative diagram with bǫW
(c) For any maps A
′ s
→
∼
A
f
⇉
g
B with fs = gs and sǫW, there exists B
s
′
→
∼
B
′
in W with
s
′
f = s
′
g.
Then:
(1) Each map in HomhoM(A,B) can be written as a left fraction s
−1f
A
f
// B
′
B
s
∼
oo
with s a weak equivalence.
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(2) Two fractions s−1f , t−1g are equal in hoM if and only if there exist weak equivalences
s
′
, t
′
as in the diagram below
(6.4) B
′′′
B
′
∼
s
′
>>||||||||
B
′′
∼
t
′
aaCCCCCCCC
A
f
>>~~~~~~~
g 44iiiiiiiiiiiiiiiiiiiiiiii
B
s
∼jjVVVVVVVVVVVVVVVVVVVVVVVV
∼
t
``AAAAAAAA
so that s
′
s = t
′
t and s
′
f = t
′
g.
If furthermore weak equivalences are left cancellable, in the sense that for any pair of maps
f, g : A→ B and weak equivalence h : B → B
′
with hf = hg we have f = g, then
(3) Two maps f, g : A→ B are equal in hoM if and only if f = g.
The dual result for right fractions is
Theorem 6.4.2 (Simplified calculus of right fractions). Suppose that (M,W) is a category
pair satisfying the folowing:
(a) The 2 out of 3 axiom
(b) Any diagram of solid maps with aǫW
(6.5) B
′ //___
b ∼



 A
′
a∼

B // A
extends to a commutative diagram with bǫW
(c) For any maps A
f
⇉
g
B
t
→
∼
B
′
with tf = tg and tǫW, there exists A
′ t
′
→
∼
A in W with
ft
′
= gt
′
.
Then:
(1) Each map in HomhoM(A,B) can be written as a right fraction fs
−1
A A
′s
∼
oo
f
// B
with s a weak equivalence.
(2) Two fractions fs−1, gt−1 are equal in hoM if and only if there exist weak equivalences
s
′
, t
′
as in the diagram below
(6.6) A
′′′
∼
s
′
~~||
||
||
||
∼
t
′
!!B
BB
BB
BB
B
A
′
∼
s
~~
~~
~~
~
f
**UUU
UUUU
UUUU
UUUU
UUUU
UUUU
U A
′′
∼
t
ttiiii
iiii
iiii
iiii
iiii
iiii
g
  A
AA
AA
AA
A B
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so that ss
′
= tt
′
and fs
′
= gt
′
.
If furthermore weak equivalences are right cancellable, in the sense that for any pair of maps
f, g : A→ B and weak equivalence h : A
′
→ A with fh = gh we have f = g, then
(3) Two maps f, g : A→ B are equal in hoM if and only if f = g.
We only need to supply a
Proof of Thm. 6.4.1. We construct a category C with objects ObM, and maps defined
in terms of fractions as explained below.
Fix two objects A and B. Consider the set of fractions s−1f as in (1). Denote ∼ the relation
defined by (2) on the set of fractions s−1f from A to B. The relation ∼ is clearly reflexive and
symmetric.
To see that the relation is transitive, assume s1
−1f1 ∼ s2−1f2 ∼ s3−1f3. We get a commu-
tative diagram
B
′′
1
u1 // B
′′′
B
′′
2
u2oo
B
′
1
t1
OO
B
′
2
t2
``AAAAAAAA
t3
>>}}}}}}}}
B
′
3
t4
OO
A
f1
OO
f2
=={{{{{{{{ f3
66mmmmmmmmmmmmmmmmm
B
s3
OO
s2
aaCCCCCCCC
s1
hhQQQQQQQQQQQQQQQQ
where the weak equivalences t1, t2 exist since s1
−1f1 ∼ s2−1f2, the weak equivalences t3, t4 exist
since s2
−1f2 ∼ s3−1f3 and the weak equivalences u1, u2 exist from the hypothesis (b) applied
to t2, t3. The compositions u1t1, u2t4 satisfy u1t1f1 = u2t4f3 and u1t1s1 = u2t4s3 which shows
that s1
−1f1 ∼ s3−1f3, and we have proved that ∼ is transitive.
We let C(A,B) denote the set of fractions from A to B modulo the equivalence relation ∼.
Given three objects A,B,C, we define composition C(A,B) × C(B,C) → C(A,C) as follows.
Given fractions s−1f , t−1g
C
′′
B
′
g
′
>>}}}}}}}}
C
′
∼
t
′
``AAAAAAAA
A
f
>>~~~~~~~
B
s
∼
aaBBBBBBBB g
==||||||||
C
∼
t
``@@@@@@@
we use hypothesis (6.3) to construct an object C
′′
, a map g
′
and a weak equivalence t
′
such
that g
′
s = t
′
g, and then we define t−1g ◦ s−1f as (t
′
t)−1(g
′
f). The proof that the definition of
composition does not depend on the choices involved uses hypotheses (b) and (c) (we leave this
verification to the reader). Given an object A, the fraction (1A)
−11A is an identity element for
the composition.
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Define a functor F : M → C, by F (A) = A and by sending f : A → B to the fraction
F (f) = (1B)
−1f . It is not hard to see that F is compatible with composition, and that if
s : A→ B is a weak equivalence in M then F (s) has s−11B as an inverse.
Since F sends weak equivalences to isomorphisms, it descends to a functor F : hoM → C,
and it is straightforward to check that any other functor hoM → C
′
factors uniquely through
F . It follows that the category C we constructed is equivalent to hoM, which ends the proof of
(1) and (2).
If f, g : A → B are equal in hoM, then by (2) there exists a weak equivalence h : B → B
′
such that hf = hg. If weak equivalences are left cancellable, then f = g, and this proves (3). 
Let us show that given a precofibration category M, the category πlMcof satisfies the hy-
potheses of Thm. 6.4.1 up to homotopy.
Theorem 6.4.3.
(1) In a precofibration category
(a) Any full diagram with cofibrant objects and weak equivalence a
A //
a ∼

B
b∼




A
′ //___ B
′
extends to a (strictly) homotopy commutative diagram with b a weak equivalence
and B
′
cofibrant
(b) For any f, g : A→ B with A,B cofibrant
(i) If there is a weak equivalence a : A
′
→ A with A
′
cofibrant such that fa ≃l
ga, then f ≃l g
(ii) If there is a weak equivalence b : B → B
′
with B
′
cofibrant such that bf ≃l bg,
then f ≃l g
(2) In a prefibration category
(a) Any full diagram with fibrant objects and weak equivalence a
B
′ //___
b ∼



 A
′
a∼

B // A
extends to a (strictly) homotopy commutative diagram with b a weak equivalence
and B
′
fibrant
(b) For any f, g : A→ B with A,B fibrant
(i) If there is a weak equivalence a : A
′
→ A with A
′
fibrant such that fa ≃r ga,
then f ≃r g
(ii) If there is a weak equivalence b : B → B
′
with B
′
fibrant such that bf ≃r bg,
then f ≃r g
Proof. To prove (1) (a), denote f : A→ B and let IA be a cylinder of A. The diagram
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A
f
//
a ∼

B
b

A
′ // A
′
⊔A IA ⊔A B
is strictly homotopy commutative. It remains to show that b is a weak equivalence.
Denote F : IA→ IA⊔AB the map induced by the 1st component of the sum. In the pushout
diagram
A ⊔A
1⊔f
//

i0+i1

A ⊔B

IA
F // IA ⊔A B
the right vertical map is a cofibration and therefore Fi0 : A→ IA ⊔A B is a cofibration.
The map b factors as B → IA ⊔A B → A
′
⊔A IA ⊔A B. The first factor is a pushout
of i1 : A → IA, therefore a trivial cofibration. The second factor is a pushout of the weak
equivalence a by the cofibration Fi0, therefore a weak equivalence by excision.
To prove (1) (b) (i), pick (Lemma 1.5.3) relative cylinders IA
′
, IA over a. By Lemma 6.3.2,
there exists a homotopy fa ≃l ga through IA
′
and through a trivial cofibration b
′′
. We get a
commutative diagram
A
′
⊔A
′ a⊔a
∼
//

i
′
0+i
′
1

A ⊔A
i0+i1

f+g
// B
∼ b
′′

IA
′ h1
∼
// IA
′
⊔A′⊔A′ A ⊔A
h2 //

j∼

B
′′

b
′∼

IA
H // B
′
where the map j is a cofibration because IA
′
, IA are relative cylinders. But j is actualy a trivial
cofibration. To see that, notice that since a is a weak equivalence and A,A
′
are cofibrant, a ⊔ a
is also a weak equivalence and by excision so is h1. The map IA
′
→ IA is a weak equivalence
since a is, and by the 2 out of 3 Axiom the map j is a weak equivalence.
We define B
′
as the pushout of j by h2. The map b
′
is therefore a trivial cofibration. We
let b = b
′
b
′′
, and IA,H,B
′
, 1B′ defines a homotopy bf ≃l bg.
Let us now prove (1) (b) (ii). Pick a homotopy bf ≃l bg going through the cylinder IA and
through the trivial cofibration b
′
. In the diagram below
A ⊔A
f+g
//

i0+i1

B
b
∼
//

b1

B
′

∼ b
′

IA
h1 // B1 //
h2 // B2
h3
∼
// B
′′
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construct b1 as the pushout of i0+ i1 and h2, h3 as the factorization of B1 → B
′′
as a cofibration
followed by a weak equivalence. Notice that h2b1 is a trivial cofibration, and we have constructed
a homotopy f ≃l g with homotopy map h2h1.
The proof of (2) is dual and is omitted.

The Gabriel-Zisman left calculus of fractions applies therefore to the case of πlMcof , if M is
a precofibration category.
Theorem 6.4.4 (Brown’s homotopy calculus of fractions, [Bro74]).
(1) Let M be a precofibration category, and A,B be two cofibrant objects.
(a) Each map in HomhoM(A,B) can be written as a left fraction s
−1f
A
f
// B
′
B
s
∼
oo
with s a weak equivalence and B
′
cofibrant.
(b) Two such fractions s−1f , t−1g are equal in hoM if and only if there exist weak
equivalences s
′
, t
′
as in the diagram (6.4) with B
′′′
cofibrant so that s
′
s ≃l t
′
t and
s
′
f ≃l t
′
g.
(c) Two maps f, g : A→ B are equal in hoM if and only if they are homotopic f ≃l g
(2) Let M be a prefibration category, and A,B be two fibrant objects.
(a) Each map in HomhoM(A,B) can be written as a right fraction fs
−1
A A
′s
∼
oo
f
// B
with s a weak equivalence and A
′
fibrant.
(b) Two such fractions fs−1, gt−1 are equal in hoM if and only if there exist weak
equivalences s
′
, t
′
as in the diagram (6.6) with A
′′′
fibrant so that ss
′
≃r tt
′
and
fs
′
≃r gt
′
.
(c) Two maps f, g : A→ B are equal in hoM if and only if f ≃r g.
Proof. This is a consequence of Thm. 6.1.6, Thm. 6.4.1 and Thm. 6.4.3. 
The proof of Thm. 6.3.1 is at this point complete, since Thm. 6.4.4 was its last prerequisite.
From this point on we can freely write ≃ instead of ≃l and ≃r.
We can also prove a version Thm. 6.4.4 that describes hoM in terms of fractions s−1f with
f, f + s cofibrations and s a trivial cofibration:
Theorem 6.4.5.
(1) Let M be a precofibration category, and A,B be two cofibrant objects.
(a) Each map in HomhoM(A,B) can be written as a left fraction s
−1f
A //
f
// B
′
Boo
s
∼
oo
with f , f + s cofibrations and s a trivial cofibration.
(b) Two fractions as in Thm. 6.4.4 (1) (a) s−1f , t−1g with s, t trivial cofibrations are
equal in hoM if and only if there exist trivial cofibrations s
′
, t
′
as in the diagram
(6.4) such that s
′
s = t
′
t and s
′
f ≃ t
′
g.
(2) Let M be a prefibration category, and A,B be two fibrant objects.
(a) Each map in HomhoM(A,B) can be written as a right fraction fs
−1
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A A
′s
∼
oooo
f
// // B
with f , (f, s) fibrations and s a trivial fibration
(b) Two fractions as in Thm. 6.4.4 (2) (a) fs−1, gt−1 with s, t trivial fibrations are
equal in hoM if and only if there exist trivial fibrations s
′
, t
′
as in the diagram
(6.6) such that ss
′
= tt
′
and fs
′
≃ gt
′
.
Proof. We only prove (1). Denote ∼ the equivalence relation defined by Thm. 6.4.4 (1)
(b).
To prove (a) it suffices to show that any fraction s−1f with s a weak equivalence is ∼
equivalent to a fraction t−1g, with g, g+ t cofibrations and t a trivial cofibration. Construct the
commutative diagram
B
′
A
f
<<zzzzzzzzz
""
iA
""E
EE
EE
EE
EE B
′′
∼ v
OO
B
s
∼
bbDDDDDDDDD
||
iB
||yy
yy
yy
yy
y
A ⊔B
OO
u
OO
where vu is the factorization of f + s as a cofibration followed by a weak equivalence. Define
g = uiA and t = uib. The maps g, g + t are cofibrations, the map t is a trivial cofibration and
the trivial map v yields the desired ∼ equivalence between the fractions s−1f and t−1g.
To prove (b), in the diagram below
B
′′′
B
′
∼
s
′
>>||||||||
B
′′
∼
t
′
aaCCCCCCCC
A
f
>>~~~~~~~
g 44iiiiiiiiiiiiiiiiiiiiiiii
B
s
∼jjVVVVVVVVVVVVVVVVVVVVVVVV
∼
t
``AAAAAAAA
construct s
′
, t
′
as the pushouts of t, s. We therefore have s
′
s = t
′
t. Since s
′
f and t
′
g are equal
in hoM, we also get s
′
f ≃ t
′
g. 
Going back to the example of topological spaces Top in Section 3.1, recall that we have
defined weak equivalences in Top to be the homotopy equivalences given by the classic homotopy
relation≃ in Top. We can now show that the definition of classic homotopy≃ in Top is consistent
with Def. 5.3.1.
Proposition 6.4.6. Two maps f0, f1 : A → B in Top have the same image in ho(Top) iff
there exists a homotopy h : A× I → B which equals fk when restricted to A× k, for k = 0, 1.
Proof. If a homotopy h exists, clearly f0, f1 have the same image in ho(Top).
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To prove the converse, we observe first that A ⊔A
i0+i1 // IA
p
∼
// A is a cylinder with
respect to the Hurewicz cofibration structure in Top. Using Thm. 6.3.1 and Lemma 6.3.2, we
construct a left homotopy from f to g through the cylinder IA, i.e. a commutative diagram
A ⊔A
f+g
//

i0+i1

B
b∼

IA
H // B
′
where b is a trivial Hurewicz cofibration. By Lemma 3.1.9, b admits a retract r, and h = rH is
the desired homotopy. 
CHAPTER 7
Applications of the homotopy calculus of fractions
Let us recapitulate what we have done so far. In Section 5.3, for a category pair (M,W) we
said that two maps f ≃ g : A→ B are homotopic if they have the same image in hoM. We have
denoted πM = M/≃, and [A,B] = HomπM(A,B). By definition therefore, the induced functor
πM → hoM is faithful.
For a precofibration category (M,W,Cof), we have proved Brown’s Thm. 6.3.1, which says
that if A,B are cofibrant then f ≃ g iff f ≃l g. The left homotopy relation ≃l was defined
in Section 6.3. We have also proved Anderson’s Thm. 6.1.6 saying that inclusion induces an
equivalence of categories hoMcof ∼= hoM.
Finally, for (M,W,Cof) we have proved Brown’s homotopy calculus of fractions Thm. 6.4.4,
which says that if A,B are cofibrant, then any map in HomhoM(A,B) is represented by a left
fraction s−1f
A
f
// B
′
B
s
∼
oo
with s a weak equivalence and B
′
cofibrant. Furthermore, we can choose f to be a cofibration
and s to be a trivial cofibration.
Two such fractions s−1f , t−1g are equal in hoM if and only if there exist weak equivalences
s
′
, t
′
as in the diagram (6.4) with B
′′′
cofibrant so that s
′
s ≃ t
′
t and s
′
f ≃ t
′
g.
As an application, in this chapter we show that if Mk is a small set of precofibration cate-
gories, then the functor ho(×Mk)→ ×hoMk is an isomorphism of categories.
We also prove that any cofibration category (M, W, Cof) has saturated weak equivalences
W = W. A precofibration category (M, W, Cof) does not necessarily have saturated weak
equivalences, but (M,W,Cof) is again a precofibration category.
We then use Brown’s homotopy calculus of fractions to give a number of sufficient conditions
for hoM in order to be U-locally small, if M is U-locally small.
7.1. Products of cofibration categories
Here is an application of homotopy calculus of fractions. If (Mk,Wk) for kǫK is a set of
categories with weak equivalences, one can form the product (×kǫKMk,×kǫKWk) and its homo-
topy category denoted ho(×Mk). Denote pk : ×kǫKMk → Mk the projection. The components
(hopk)kǫK define a functor
P : ho(×Mk)→ ×hoMk
If each category Mk carries a (pre)cofibration category structure (Mk,Wk,Cofk), then (×Mk,
×Wk, ×Cofk) defines the product (pre)cofibration category structure on ×Mk. Dually, if each
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Mk carries a (pre)fibration category structure, then ×Mk carries a product (pre)fibration cate-
gory structure.
Suppose that Mk are precofibration categories, and that A = (Ak)kǫK is a cofibrant object
of ×Mk. Any factorization A ⊔ A → IA → A defines a cylinder in ×Mk iff each component
Ak ⊔Ak → (IA)k → Ak is a cylinder in Mk.
If B = (Bk)kǫK is a second cofibrant object and f, g : A→ B is a pair of maps in ×Mk, then
any homotopy f ≃ g induces componentwise homotopies fk ≃ gk in Mk. Conversely, any set of
homotopies fk ≃ gk induces a homotopy f ≃ g.
Theorem 7.1.1. If Mk for kǫK are each precofibration categories, or are each prefibration
categories, then the functor
P : ho(×Mk)→ ×hoMk
is an isomorphism of categories.
Proof. Assume that each Mk is a precofibration category (the proof for prefibration cat-
egories is dual). Our functor P is a bijection on objects, and we’d like to show that it is also
fully faithful.
By Thm. 6.1.6 we have equivalences of categories hoMk ∼= ho(Mk)cof and ho(×Mk) ∼=
ho(×(Mk)cof). It suffices therefore in our proof to assume that Mk = (Mk)cof for all k.
To prove fullness of P , let Ak and Bk be objects of Mk for kǫK. Denote A = (Ak)kǫK ,
B = (Bk)kǫK the corresponding objects of ×Mk. Any map φ : A → B in ×hoMk can be
expressed on components, using Thm. 6.4.4 (a) for each Mk, as a left fraction φk = s
−1
k fk, with
weak equivalences sk. The map φ therefore is the image via P of (sk)
−1(fk).
To prove faithfulness of P , suppose that φ, ψ : A → B are maps in ho(×Mk) which have
the same image via P . Using Thm. 6.4.4 (a) applied to ×Mk, we can write φ as (sk)−1(fk)
and ψ as (tk)
−1(gk), with sk, tk weak equivalences. From Thm. 6.4.4 (b) applied to each Mk,
we can find weak equivalences s
′
k, t
′
k such that we have componentwise homotopies s
′
ksk ≃ t
′
ktk
and s
′
kfk ≃ t
′
kgk. The componentwise homotopies induce homotopies s
′
s ≃ t
′
t and s
′
f ≃ t
′
g in
×Mk, so φ = ψ and we have shown that P is faithful. 
7.2. Saturation
Given a category with weak equivalences (M,W), recall that W denotes the saturation of
W, i.e. the class of maps of M that become isomorphisms in hoM.
Lemma 7.2.1 (Cisinski).
(1) Suppose that (M, W, Cof) is a precofibration category, and that f : A → B is a map
with A,B cofibrant.
(a) f has a left inverse in hoM if and only if there exists a cofibration f
′
: B → B
′
such that f
′
f is a weak equivalence.
(b) f is an isomorphism in hoM if and only if there exist cofibrations f
′
: B →
B
′
, f
′′
: B
′
→ B
′′
such that f
′
f, f
′′
f
′
are weak equivalences.
(2) Suppose that (M, W, Fib) is a prefibration category, and that f : A→ B is a map with
A,B fibrant.
(a) f has a right inverse in hoM if and only if there exists a fibration f
′
: A
′
→ A
such that ff
′
is a weak equivalence.
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(b) f is an isomorphism in hoM if and only if there exist fibrations f
′
: A
′
→ A, f
′′
:
A
′′
→ A
′
such that ff
′
, f
′
f
′′
are weak equivalences.
Proof. We only prove (1). The implications (a) (⇐), (b) (⇐) are clear.
To prove (a) (⇒), using Thm. 6.4.5 write the left inverse of f in hoM as a left fraction
s−1f
′
with s a weak equivalence with cofibrant codomain. We get 1 = s−1f
′
f in hoM, therefore
s = f
′
f in hoM which means s ≃ f
′
f . Since s is a weak equivalence, f
′
f must be a weak
equivalence.
Part (b) (⇒) is a corollary of (a) applied first to the map f to construct f
′
then to the map
f
′
to construct f
′′
. 
Lemma 7.2.2.
(1) If a precofibration category (M, W, Cof) satisfies CF6, then it has saturated weak
equivalences W = W.
(2) If a prefibration category (M, W, Fib) satisfies F6, then it has saturated weak equiva-
lences W = W.
Proof. We only prove (1). It suffices to show that any cofibration A0 ֌ A1 in W is also
in W. Using Lemma 7.2.1, we construct a sequence of cofibrations A0 ֌ A1 ֌ A2... with
An ֌ An+2 a trivial cofibration, for all n ≥ 0. From CF6, we see that A0 ֌ colim
nAn
and A1 ֌ colim
nAn are trivial cofibrations, and we conclude from the 2 out of 3 axiom that
A0 ֌ A1 is a trivial cofibration. 
As a consequence we have:
Theorem 7.2.3.
(1) Any cofibration category (M, W, Cof) has saturated weak equivalences W = W.
(2) Any fibration category (M, W, Fib) has saturated weak equivalences W = W. 
Since any Quillen model category is an ABC model category, we also have:
Theorem 7.2.4. Any Quillen model category (M, W, Cof , Fib) has saturated weak equiva-
lences W = W. 
In preparation for Thm. 7.2.7 below, we will recall two definitions. Suppose that (M,W) is
a category with a class of weak equivalences.
Definition 7.2.5 (2 out of 6 axiom). W satisfies the 2 out of 6 property with respect to M
if any sequence of composable maps
f
→
g
→
h
→ in M for which the two compositions gf , hg are in
W, the four maps f , g, h, hgf are also in W.
The 2 out of 6 axiom is stronger than the 2 out of 3 axiom - this can be seen taking f , g or
h to be identity maps in Def. 7.2.5.
Definition 7.2.6 (Weak saturation). W is weakly saturated with respect to M if:
WS1: Every identity map is in W
WS2: W satisfies the 2 out of 3 axiom
WS3: If two maps i : A→ B, r : B → A in M satisfy ri = 1B and irǫW then i, rǫW
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If W satisfies 2 out of 6 and WS1, it is weakly saturated, for if i, r are maps as in WS3 then
the sequence A
i
→ B
r
→ A
i
→ B has the 2 out of 6 property so i, rǫW.
If W satisfies 2 out of 3, WS1, and is closed under retracts, then it is also weakly saturated,
for if i, r are maps as in WS3 then we can exhibit r as a retract of ir
B
1 //
r

B
1 //
ir

B
r

A
i // B
r // A
and therefore r, iǫW.
Here is a characterization of precofibration and prefibration categories with saturated weak
equivalences.
Theorem 7.2.7. Suppose that (M, W) admits either a precofibration or prefibration category
structure. Then the following are equivalent:
(1) W is weakly saturated
(2) W satisfies the 2 out of 6 axiom
(3) W is closed under retracts
(4) W is saturated
Proof. We treat only the precofibration category case. For us W satisfies 2 out of 3 (this
is CF2) and includes all isomorphisms (by CF1). In particular, W satisfies WS1.
Under these conditions, we have seen that (2) ⇒ (1), (3) ⇒ (1). We clearly have (4) ⇒ (1),
(2), (3). It remains to show that (1) ⇒ (4).
Suppose that (M, W, Cof) is a precofibration category, with W weakly saturated. It suffices
to show that any W-trivial cofibration f : A0 ֌ A1, with A0 cofibrant, satisfies fǫW.
The over category (M ↓ A1) carries an induced precofibration category by Prop. 1.7.1. We
apply Lemma 7.2.1 to the map
A0 //
f
//
f
  B
BB
BB
BB
B A1
1A1~~||
||
||
||
A1
in (M ↓ A1), and we construct a cofibration g : A1 ֌ A2 and a map h : A2 → A1, with gfǫW
and hg = 1A2 . We observe that ghg = g, from which gh, 1A2 have the same image in hoM, and
therefore gh ≃ 1A2 . Since 1A2ǫW, we have ghǫW. By WS3 applied to g, h, these two maps are
in W. By 2 out of 3 now fǫW. 
Theorem 7.2.8 (Cisinski).
(1) If (M, W, Cof) is a precofibration category (resp. a CF1-CF5 cofibration category),
then so is (M, W, Cof).
(2) If (M, W, Fib) is a prefibration category (resp. a F1-F5 cofibration category), then so
is (M, W, Fib).
Proof. We only prove (1). Suppose that (M, W, Cof) is a precofibration category.
(i) The axioms CF1, CF2, CF3 (1), CF4 for (M, W, Cof) are clearly satisfied.
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(ii) The axiom CF3 (2) for (M, W, Cof). Given a solid diagram in M, with A, C cofibrant
and i a W-trivial cofibration,
A //
i

C
j




B //___ D
then by Lemma 7.2.1 there exist cofibrations i
′
, i
′′
such that i
′
i, i
′′
i
′
are W-trivial cofibrations.
Denote j
′
, j
′′
the pushouts of the cofibrations i
′
, i
′′
. We get that j
′
j, j
′′
j
′
are W-trivial cofibra-
tions, and thereore j is a W-trivial cofibration.
Assume now that (M, W, Cof) satisfies CF5.
(iii) The axiom CF5 (1) for (M, W, Cof) is clearly satisfied.
(iv) The axiom CF5 (2). Suppose that fi : Ai → Bi for iǫI is a set of W-trivial cofibrations
with Ai cofibrant. The map ⊔fi is a cofibration by axiom CF5 (1). By Lemma 7.2.1, there
exist cofibrations f
′
i : Bi → B
′
i , f
′′
i : B
′
i → B
′′
i such that f
′
ifi, f
′′
i f
′
i are W-trivial cofibrations. It
follows that ⊔f
′
ifi, ⊔f
′′
i f
′
i are W-trivial cofibrations, therefore ⊔fi is a W-trivial cofibration. 
We also note the following:
Proposition 7.2.9.
(1) If (M, W, Cof) is a precofibration category, then all maps with the right lifting property
with respect to all cofibrations are in W.
(2) If (M, W, Fib) is a prefibration category, then all maps with the left lifting property
with respect to all fibrations are in W.
Proof. We only prove (1). Suppose that a map p : C → D has the right lifting property
with respect to all cofibrations. We construct a commutative square
A ∼
r //

i

C
p

B ∼
r
′
//
s
>>~~~~~~~
D
where A is a cofibrant replacement of C, and r
′
i is a factorization of pr as a cofibration followed
by a weak equivalence. A lift s exists since p has the right lifting property with respect to i, and
applying the 2 out of 6 property to p, s, i shows that pǫW. 
Let us adapt this discussion to the case of left proper cofibration categories, and show that
if (M, W, Cof) is a left proper cofibration category then so is (M, W, Cof).
Lemma 7.2.10.
(1) Suppose that (M, W, Cof) is a left proper precofibration category, and that f : A→ B
is a map
(a) f has a left inverse in hoM if and only if there exists a left proper map f
′
: B → B
′
such that f
′
f is a weak equivalence.
(b) f is an isomorphism in hoM if and only if there exist left proper maps f
′
: B →
B
′
, f
′′
: B
′
→ B
′′
such that f
′
f, f
′′
f
′
are weak equivalences.
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(2) Suppose that (M, W, Fib) is a right proper prefibration category, and that f : A → B
is a map.
(a) f has a right inverse in hoM if and only if there exists a right proper map f
′
:
A
′
→ A such that ff
′
is a weak equivalence.
(b) f is an isomorphism in hoM if and only if there exist right proper maps f
′
: A
′
→
A, f
′′
: A
′′
→ A
′
such that ff
′
, f
′
f
′′
are weak equivalences.
Proof. We only prove (1). The implications (a) (⇐), (b) (⇐) are trivial.
Let us prove (a) (⇒). Construct the diagram
B
f
′
// B
′
A
f2 //
f
>>~~~~~~~~~
B2
s2
OO
f
′
2 // B
′
2
OO
A1 //
f1 //
r1 ∼
OO
B1 //
f
′
1 //
s1
OO
B
′
1
OO
as follows:
(1) A1 is a cofibrant replacement of A, f1 is a cofibrant replacement of fr1.
(2) It follows that f1 has a left inverse in hoM. We use Lemma 7.2.1 to construct a
cofibration f
′
1 such that f
′
1f1 is a W-weak equivalence.
(3) The maps f2, resp. f
′
2 and f
′
are pushouts of f1, resp. f
′
1. These pushouts can be
constructed because M is left proper.
The maps r1 and s2s1 are W-weak equivalences, and all horizontal maps are left proper. It
follows that all vertical maps are W-weak equivalences. Since f
′
1f1 is a W-weak equivalence, so
is f
′
f
Part (b) is proved applying (a) first to the map f to construct f
′
and then a second time to
the map f
′
to construct f
′′
. 
Using the previous lemma, the statement below is immediate:
Proposition 7.2.11.
(1) In a left proper precofibration category (M, W, Cof), all the W-left proper maps are
W-left proper
(2) In a right proper prefibration category (M, W, Fib), all the W-right proper maps are
W-right proper
Proof. We only prove (1). Suppose that f : A→ B is a W-left proper map. In the diagram
with full maps
A //
f

C1
r //



 C2
r1 //___



 C3
r2 //___



 C4




B //___ D1
r
′
//___ D2
r
′
1 //___ D3
r
′
2 //___ D4
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suppose that r is a W-weak equivalence. Use Lemma 7.2.10 to construct the maps r1, r2 such
that r1r and r2r1 are W-weak equivalences. Denote r
′
, r
′
1, r
′
2 the pushouts along f . The maps
r
′
1r
′
and r
′
2r
′
1 are W-weak equivalences, therefore r
′
is a W-weak equivalence. 
We can now show the following result.
Theorem 7.2.12.
(1) If (M, W, Cof) is a left proper precofibration category (resp. a left proper CF1-CF5
cofibration category), then so is (M, W, Cof).
(2) If (M, W, Fib) is a right proper prefibration category (resp. a right proper F1-F5
cofibration category), then so is (M, W, Fib).
Proof. Consequence of Thm. 7.2.8 and Prop. 7.2.11. 
7.3. Local smallness of hoM
In this section, we will give a number of sufficient conditions for hoM to be locally U-small,
if M is locally U-small. We also show that a Quillen model category always has saturated weak
equivalences.
Definition 7.3.1.
(1) Suppose that M is a precofibration category. An object C is a fibrant model if for any
cofibrant object A, map f and trivial cofibration i
A
f
//

i ∼

C
B
h
88ppppppp
a lift h exists making the diagram commutative.
(2) Suppose that M is a prefibration category. An object B is a cofibrant model if for any
fibrant object D, map g and trivial fibration p
C
p∼

B
h
88ppppppp
g
// D
a lift h exists making the diagram commutative.
In (1), if M admits a terminal object 1, an object C is a fibrant model iff C → 1 has the
right lifting property with respect to all trivial cofibrations with cofibrant domain. In (2), if M
admits an initial object 0, an object B is a fibrant model iff 0→ B has the left lifting property
with respect to all trivial fibrations with fibrant domain.
Proposition 7.3.2. Suppose that either
(1) M is a precofibration category, with A a cofibrant object and B a fibrant model, or
(2) M is a prefibration category, with A is a cofibrant model and B a fibrant object.
Then the induced function [A,B] → HomhoM(A,B) is bijective.
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Proof. This argument is due to Denis-Charles Cisinski [Cis02a]. The function [A,B] →
HomhoM(A,B) is injective for any A,B, since the functor πM → hoM is faithful. In case (1),
any map φ in HomhoM(A,B) can be represented by a zig-zag
A //
f
// B
′′
B
′oos
∼
oo t
∼
// B
where a cofibrant object B
′
and a weak equivalence t are constructed by CF4, a trivial cofibration
s and a cofibration f by Thm. 6.4.5. Since B is a fibrant model, a lift h : B
′′
→ B exists with
hs = t, and φ is represented by hf . 
Proposition 7.3.3. Suppose that M is either
(1) A precofibration category, and each cofibrant object A admits a weak equivalence map
A
∼
→ A
′
with A
′
a fibrant model, or
(2) A prefibration category, and each fibrant object A admits a weak equivalence map A
′ ∼
→
A with A
′
a cofibrant model.
Then if M is U-locally small, so is hoM.
Proof. This follows from Prop. 7.3.2. 
Here is a result similar in spirit to Prop. 7.3.2.
Proposition 7.3.4. Suppose that either
(1) M is a precofibration category satisfying the Baues axiom BCF6, and A,B are two
cofibrant objects.
(2) M is a prefibration category satisfying the Baues axiom BF6 (dual to BCF6), and A,B
are two fibrant objects.
Then the induced function [A,B] → HomhoM(A,B) is bijective.
Proof. Each map φ in HomhoM(A,B) is represented by a left fraction s
−1f
A //
f
// B
′
Boo
s
∼
oo
with f a cofibration and s a trivial cofibration. We now use BCF6 to construct a trivial cofibra-
tion s
′
: B
′
→ C, with C satisfying the property that each trivial cofibration to C admits a left
inverse. In particular, s
′
s has a left inverse t. Then φ is represented by ts
′
f , which completes
the proof. 
Corollary 7.3.5. Suppose that M is either:
(1) A Baues cofibration category with an initial object
(2) A Baues fibration category with a terminal object
(3) An ABC premodel category for which trivial cofibrations with cofibrant domain have
the left lifting property with respect to fibrations with fibrant codomain
(4) An ABC premodel category for which cofibrations with cofibrant domain have the left
lifting property with respect to trivial fibrations with fibrant codomain
(5) A Quillen model category
Then if M is U-locally small, so is hoM.
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Proof. Parts (1), (2) follow from Prop. 7.3.4, and (3)-(5) from Prop. 7.3.3.
Hans Baues in fact shows [Bau88] that any U-locally small Baues cofibration (or fibration)
category has an U-locally small homotopy category, without requiring the existence of an initial
(resp. terminal) object. 
7.4. Homotopic maps in a Quillen model category
We now describe Quillen’s approach to homotopic maps, for a Quillen model category M.
The definition of ≃ql below is similar to that of ≃l defined in Section 6.3.
Suppose that A,BǫM are two objects, with A cofibrant andB fibrant. Two map f, g : A→ B
are Quillen left homotopic f ≃ql g if there exists a cylinder IA and homotopy map H making
commutative the diagram
A ⊔A
f+g
//
i0+i1

B
IA
H
<<xxxxxxxxx
.
Dually, f and g are Quillen right homotopic f ≃qr g if there exists a path object BI and
homotopy map H making commutative the diagram
BI
(p0,p1)

A
(f,g)
//
H
<<xxxxxxxxx
B ×B
.
Lemma 7.4.1. The following are equivalent:
(1) f ≃ql g
(2) f ≃qr g
(3) f ≃ g
Proof. We only prove (1) ⇔ (3). Clearly (1) ⇒ (3).
Suppose f ≃ g. Pick a trivial cofibration r : B
′
→ B with B
′
cofibrant by M5, and by M4
lifts f
′
, g
′
: A→ B
′
with rf
′
= f and rg
′
= g.
A ⊔A
f
′
+g
′
//
i0+i1

B
′

b
′ ∼

r
∼
// // B
IA
H
′
// B
′′
h
>>~~~~~~~~
We have f
′
≃ g
′
, and Thm. 6.3.1 yields f
′
≃l g
′
through a cylinder IA, a trivial cofibration
b
′
and a homotopy map H
′
. Since B is fibrant, by M4 there exists a lift h and now H = hH
′
provides the desired homotopy f ≃ql g. 
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7.5. A characterization of proper Quillen model categories
For an object A of a category C, recall that the under category (A ↓ C) has:
(1) as objects, pairs (B, f) of an object BǫC and map f : A→ B
(2) as maps (B1, f1)→ (B2, f2), the maps g : B1 → B2 such that gf1 = f2.
The over category (C ↓ A) is defined by duality as (A ↓ Cop)op.
Theorem 7.5.1 (D.-C. Cisinski).
(1) If M is a left proper ABC precofibration category, then any weak equivalence f : A→ B
induces an equivalence of categories Ho(B ↓ M)→ Ho(A ↓ M).
(2) If M is a right proper ABC prefibration category, then any weak equivalence f : A→ B
induces an equivalence of categories Ho(M ↓ A)→ Ho(M ↓ B).
Proof. We only prove (1). Denote (M,W,Cof) a left proper precofibration structure on
M. Using Thm. 1.8.4, (M,W,PrCof) is also a cofibration structure.
We notice that the latter cofibration structure induces a cofibration structure on (A ↓ M),
where a map g : (B1, f1) → (B2, f2) is a weak equivalence, resp. cofibration if gǫW, resp.
gǫPrCof . We construct the following Quillen partial adjunction:
(7.1) (A ↓ M)PrCof
v1 //
_
t1

(B ↓ M)
(A ↓ M) (B ↓ M)
v2oo
t2=
OO
We have denoted (A ↓ M)PrCof the full subcategory of (A ↓ M) with objects the left proper
maps A→ X . The functor t1 is inclusion, t2 is the identity, v1 is pushout along f , v2 is restriction
along f . The functor t1 is a cofibrant approximation, therefore a left approximation. The functor
t2 is a (trivial) right approximation.A map v1t1A
′
→ t2B
′
is a weak equivalence iff its adjoint
t1A
′
→ v2t2B
′
is a weak equivalence. The result now falls out from Thm. 5.8.3.

A converse of Thm. 7.5.1 holds for Quillen model categories.
Theorem 7.5.2 (C. Rezk). Suppose that (M, W, Cof , Fib) is a Quillen model category.
(1) M is left proper iff any weak equivalence f : A→ B induces an equivalence of categories
Ho(B ↓ M)→ Ho(A ↓ M).
(2) M is right proper iff any weak equivalence f : A → B induces an equivalence of cate-
gories Ho(M ↓ A)→ Ho(M ↓ B).
Proof. We only prove (1). The only if part is proved by Thm. 7.5.1.
For the if part, in diagram (7.1) the pair Lv1 ⊣ hov2 is adjoint from Thm. 5.8.3. From our
hypothesis hov2 is an equivalence, therefore its left adjoint Lv1 is an equivalence as well.
M is a Quillen model category (has more structure than that of a mere cofibration category),
which allows us to show that v1 sends weak equivalences to weak equivalences.
Indeed, (A ↓ M)cof has a Quillen model category induced from M, with all objects cofibrant.
By Brown’s factorization Lemma, any weak equivalence u in (A ↓ M)cof factors as a trivial
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cofibration followed by a left inverse to a trivial cofibration. Since trivial cofibrations push along
f to trivial cofibrations, it follows that u pushes along f to a weak equivalence.
So if g : A → C is a cofibration, Lv1(g) is computed by v1g. The adjunction unit C →
hov2 ◦ Lv1(g) must be an isomorphism, therefore in the pushout
A //
g
//
f ∼

C
f
′

B //
g
′
// D
the map f
′
must be an isomorphism in hoM. Since M is a Quillen model category, by Thm.
7.2.4 we therefore have f
′
ǫW, which shows that M is left proper. 
As a consequence, in Quillen model categories left properness can be formulated without the
use of cofibrations. If (M, W, Cof , Fib) is a left proper Quillen model category, then it is left
proper with respect to any other Quillen model category structure (M, W, Cof
′
, Fib
′
).
CHAPTER 8
Review of category theory
This chapter recalls classic constructions of category theory. We discuss over and under
categories, inverse image categories, and diagram categories. The construction of limits and
colimits is recalled. We discuss cofinal functors, the Grothendieck construction and some of its
basic properties.
8.1. Basic definitions and notations
8.1.1. Initial and terminal categories. The initial object in a category is denoted 0,
and the terminal object 1. The initial category (with an empty set of objects) is denoted ∅, and
the terminal category (with one object and one identity map) is denoted e.
For a category D we denote ed : e → D the functor that embeds e as the object dǫD, and
pD : D → e the terminal category projection.
8.1.2. Inverse image category. For a functor u : A → B and an object b of B, the inverse
image of b is the subcategory u−1b of A consisting of objects a with ua = b and maps f : a→ a
′
with uf = 1b.
8.1.3. Categories of diagrams. If D and M are categories, the category of functors
D → M (or D-diagrams of M) is denoted MD.
A functor u : D1 → D2 induces a functor of diagram categories denoted u∗ : MD2 → MD1 .
If two functors u, v are composable, then (uv)∗ = v∗u∗. If two functors u ⊣ v are adjoint, then
v∗ ⊣ u∗ are adjoint.
If C is a class of maps of M (for example the weak equivalences or the cofibrations in a
cofibration category), we denote CD the class of maps f of MD such that fdǫC for any object
dǫD.
We’d like to point out that we have defined the weak equivalences W and the cofibrations
Cof of a cofibration category (M, W, Cof) as classes of maps rather than as subcategories. For
a cofibration category, WD (and CofD) therefore denote the class of diagram maps f : X → Y in
MD such that each fd is a weak equivalence, resp. a cofibration. If wM denotes the subcategory
of M generated by W, then (wM)D is not the same thing as WD.
8.2. Limits and colimits
Assume D1 and D2 are categories, u : D1 → D2 is a functor and M is a category. A colimit
functor along u, denoted colim u : MD1 → MD2 , is by definition a left adjoint of u∗ : MD2 →
MD1 . A limit functor along u, denoted limu : MD1 → MD2 , is by definition a right adjoint of u∗.
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colim u is also called the left Kan extension along u, and limu is called the right Kan extension
along u.
Being a left adjoint, if colim u exists then it is unique up to a unique natural isomorphism.
As a right adjoint, if limu exists it is unique up to a unique natural isomorphism.
We will also consider the case when colim uX (resp. limuX) exists for some, but not all
objects X of MD1 . Each of colim uX and limuX are defined by an universal property, and if
colim uX or limuX exist, then they are unique up to unique isomorphism.
If D1 = D and D2 is the point category, colim
u is the well-known ’absolute’ colimit of
D-diagrams, denoted colimD (or simply colim if there is no confusion). Dually, in this case
limu is the ’absolute’ limit limD. If D has a terminal object 1, then colimD X always exists and
the natural map X1 → colim
D X is an isomorphism. If D has an initial object 0 then limD X
always exists and the natural map limD X → X0 is an isomorphism.
Next lemma presents a base change formula for relative (co)limits. In the case of colimits, the
lemma states that the relative colimit along a functor u : D1 → D2 can be pointwisely computed
in terms of absolute colimits over (u ↓ d2) for all objects d2ǫD2.
Lemma 8.2.1. Suppose that u : D1 → D2 is a functor, and suppose that X is a D1 diagram
in a category M.
(1) If colim (u↓d2)X exists for all d2ǫD2, then colim
uX exists and
colim (u↓d2)X ∼= (colim uX)d2
(2) If lim(d2↓u)X exists for all d2ǫD2, then lim
uX exists and
(limuX)d2
∼= lim(d2↓u)X
Proof. We only prove (1). We show that (colim (u↓d2)X)d2ǫD2 satisfies the universal prop-
erty that defines colim uX . Maps from X to a diagram u∗Y can be identified with maps
Xd1 → Yud1 that make the diagram below commutative for all maps f : d1 → d
′
1
Xd1 //
Xf

Yud1
Yuf

Xd′1
// Yud′1
They can be further identified with maps Xd1 → Yd2 , defined for all φ : ud1 → d2, that make the
diagram below commutative
Xd1 //
Xf

Yd2
Yg

Xd′1
// Yd′2
for all maps f, g that satisfy φ
′
uf = gφ. They can finally be identified with maps colim (u↓d2)X →
Yd2 compatible in d2, and from the universal property of the colimit we see that colim
uX exists
and colim (u↓d2)X ∼= (colim uX)d2 . 
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In particular, if M is closed under absolute colimits, it is also closed under relative colimits.
By definition, if M is closed under small colimits we say that M is cocomplete. Dually, if M is
closed under absolute limits, it is also closed under relative limits. If M is closed under small
limits we say by definition that M is complete.
The following lemma presents another well known result - that the composition of (co)limits
is the (co)limit of the composition.
Lemma 8.2.2. Suppose that u : D1 → D2 and v : D2 → D3 are two functors, and suppose
that X is a D1 diagram in a category M.
(1) Assume that colim uX exists. If either colim v colim uX or
colim vuX exist, then they both exist and are canonically isomorphic.
(2) Assume that limuX exists. If either limv limuX or limvuX exist, then they both exist
and are canonically isomorphic.
Proof. We only prove (1). Since colim uX exists, we have a bijection of sets natural in
Y ǫMD3
Hom(X,u∗v∗Y ) ∼= Hom(colim uX, v∗Y )
If colim vuX exists, we also have a natural bijection
Hom(X,u∗v∗Y ) ∼= Hom(colim vuX,Y )
therefore colim vuX satisfies the universal property of colim v colim uX . If on the other hand
colim v colim uX exists, we have a natural bijection
Hom(colim uX, v∗Y ) ∼= Hom(colim v colim uX,Y )
and colim v colim uX satisfies the universal property of colim vuX . 
In particular, if M is cocomplete then colim vu and colim v colim u are naturally isomorphic.
Dually, if M is complete then limvu and limv limu are naturally isomorphic.
8.3. Simplicial sets
This text assumes familiarity with simplicial sets, and the reader may refer for example to
[Jar99] or [Hov99] for a treatment of the standard theory of simplicial sets.
We will denote by n the poset {0, 1, ..., n}, for n ≥ 0, with the natural order. The cosimplicial
indexing category ∆ is the category with objects 0,1, ...,n, ... and maps the order-preserving
maps n1 → n2. If C is a category, a simplicial object in C is then a functor ∆
op → C, and a
cosimplicial object in C is a functor ∆→ C.
Taking in particular simplicial objects in Sets we get the category of simplicial sets, denoted
sSets. The representable functor ∆op(−,n) determines a simplicial set denoted ∆[n], called the
standard n-simplex (for n ≥ 0). For any mapm→ n we have a simplicial set map ∆[m]→ ∆[n],
thus ∆[−] determines a cosimplicial object in sSets.
In particular, we have simplicial set inclusions d0, d1 : ∆[0]→ ∆[1], which induce respectively
functors i0, i1 : X• ∼= X• × ∆[0] → X• × ∆[1]. We say that two maps f, g : X• → Y• are
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simplcially homotopic if there exists a simplicial set map h : X• × ∆[1] → Y• such that f =
hi0, g = hi1.
In general, the simplicial homotopy relation is not reflexive nor transitive.
8.4. The nerve of a category
Given a category C, its nerve (or classifying space)BC is a simplicial set having as n-simplices
the composable strings A0 → A1 → ... → An of maps in C. The poset n can be viewed as a
category with objects {0, 1, ..., n} and maps n1 → n2 for all n1 ≤ n2. BCn can then be identified
with the set of functors n → C, and we define the maps (n1 → C) −→ (n2 → C) to be the
commutative diagrams
n2 //
  A
AA
AA
AA
A n1
~~}}
}}
}}
}}
C
The nerve functor BC commutes with arbitrary limits (has a left adjoint).
Denote I the category 1, with two objects and only one non-identity map. Its nerve BI is
isomorphic to ∆[1].
A functor f : C1 → C2 induces a map of simplicial sets Bf : BC1 → BC2. A natural map
between two functors h : f ⇒ g induces a functorH : C1×I → C2, therefore a simplicial homotopy
BH : BC1 ×∆[1]→ BC2 between Bf and Bg.
8.5. Cofinal functors
This section is a short primer on cofinal and homotopy cofinal functors. We only prove the
minimal set of properties that we will need for the rest of the text. For more information on
cofinal and homotopy cofinal functors, please refer to Hirschhorn [Hir00].
Definition 8.5.1. A functor u : D1 → D2 beween small categories is
(1) left cofinal if for any object d2 of D2 the space B(u ↓ d2) is connected and non-empty,
(2) homotopy left cofinal if for any object d2 of D2 the space B(u ↓ d2) is contractible,
(3) right cofinal if for any object d2 of D2 the space B(d2 ↓ u) is connected and non-empty
(4) homotopy right cofinal if for any object d2 of D2 the space B(d2 ↓ u) is contractible
A homotopy left (resp. right) cofinal functor is in particular left (resp. right) cofinal.
Lemma 8.5.2. If u : D1 ⇄ D2 : v is an adjoint functor pair, then u is homotopy left cofinal
and v is homotopy right cofinal.
Proof. For any object d2 of D2, the under category (u ↓ d2) is isomorphic to (D1 ↓ vd2),
and the latter has id : vd2 → vd2 as a terminal object. B(u ↓ d2) is therefore contractible for
any d2, so u is homotopy left cofinal.
A dual proof shows that v is homotopy right cofinal. 
The following lemma gives a characterization of left (resp. right) cofinal functors in terms
of their preservation of limits (resp. colimits).
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Proposition 8.5.3. Suppose that u : D1 → D2 is a functor of small categories. Then:
(1) u is right cofinal iff for any cocomplete category M and any diagram XǫMD2 the natural
map colimD1 u∗X → colimD2 X is an isomorphism in M.
(2) u is left cofinal iff for any complete category M and any diagram XǫMD2 the natural
map limD2 X → limD1 u∗X is an isomorphism in M.
Note the subtle positional difference of u between the formulas of Lemma 8.2.1 (1) and Prop.
8.5.3 (2). For a diagram Y ǫMD1 and an object d2ǫD2 we have that (colim
u Y )d2
∼= colim (u↓d2) Y .
But for a diagram XǫMD2 , the natural map colimD1 u∗X → colimD2 X is an isomorphism iff
(d2 ↓ u) is connected and non-empty for all objects d2ǫD2.
Proof of Prop. 8.5.3.
(1) (⇐). Let M be Set and X be the D2-diagram D2(d2,−) for d2ǫD2. We notice that
colimD2 X ∼= colim d
′
2ǫD2 D2(d2, d
′
2) is the one-point set, and colim
D1 u∗X ∼= colim d1ǫD1 D2(d2, ud1)
is the set of connected components of B(d2 ↓ u), which must therefore be isomorphic with the
one-point set. The conclusion is now proved.
(1) (⇒). This will be a consequence of Prop. 8.5.4 below.
The proof of (2) is dual to the proof of (1). 
We next prove something a bit stronger than the right to left implication of Prop. 8.5.3 (1).
Proposition 8.5.4. Suppose that u : D1 → D2 is a functor, that M is a category and that
X an object of MD2 .
(1) Assume that the functor u is right cofinal. If either colimD1 u∗X or colimD2 X exist,
then they both exist and the natural map colimD1 u∗X → colimD2 X is an isomor-
phism.
(2) Assume that the functor u is left cofinal. If either limD1 u∗X or limD2 X exist, then
they both exist and the natural map limD2 X → limD1 u∗X is an isomorphism.
Proof. We will prove (1); the statement (2) follows from duality. We denote pDi : Di → e,
i = 1, 2 the terminal category projections.
We start by constructing a natural isomorphism in XǫMD2, Y ǫM
(8.1) MD1(u∗X, p∗D1Y )
∼= MD2(X, p∗D2Y )
From right to left, if f : X → p∗
D2
Y ǫMD2 then we define F (f) : u∗X → p∗
D1
Y ǫMD1 on component
d1ǫD1 as F (f)d1 = fud1 : Xud1 → Y .
From left to right, if f : u∗X → p∗
D1
Y ǫMD1 then we define G(f) : X → p∗
D2
Y ǫMD2 on
component d2ǫD2 as follows. Since (d2 ↓ u) is non-empty we can pick a map α : d2 → ud1, and
we define G(f)d2 : Xd2 → Xud1 → Y to be the composition of Xα with fd1. Since (d2 ↓ u) is
connected, the map G(f) does not depend on the choice involved, G(f) is indeed a diagram map
from X to p∗
D2
Y and furthermore F,G are inverses of each other.
If we view both terms of 8.1 as functors of Y , then colimD1 u∗X exists iff the left side of 8.1 is
a representable functor of Y iff the right side of 8.1 is a representable functor of Y iff colimD2 X
exists. Under these conditions it also follows that the natural map colimD1 u∗X → colimD2 X
is an isomorphism. 
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As a consequence of Prop. 8.5.3, it is not hard to see that left (resp. right) cofinal functors
are stable under composition.
8.6. The Grothendieck construction
Denote Cat the category of small categories and functors. If D is a small category and H
is a functor D → Cat, the Grothendieck construction of H , denoted
∫
D
H , is the category for
which:
(1) objects are pairs (d, x) with d an object of D and x an object of the category H(d)
(2) maps (d1, x1)→ (d2, x2) are pairs of maps (f, φ) with f : d1 → d2 and φ : H(f)x1 → x2
(3) the composition of maps (g, ψ)(f, φ) is the map (gf, ψ ◦H(g)φ)
(4) the identity of (d, x) is (1d, 1x)
The Grothendieck construction comes with a projection functor p :
∫
D
H → D, defined by
(d, x) → d. If d is an object of D, then the inverse image category p−1d may be identified with
the category H(d).
Dually if H is a functor Dop → Cat, the contravariant Grothendieck construction of H is
defined as
∫D
H = (
∫
Dop
Hop)op, and comes with a projection functor p :
∫D
H → D.
Proposition 8.6.1.
(1) Suppose that H : D → Cat is a functor from a small category to the category of small
categories, with projection functor p :
∫
D
H → D. Then for any object dǫD, the inclu-
sion p−1d→ (p ↓ d) admits a left adjoint.
(2) Suppose that H : Dop → Cat is a functor from a small category to the category of
small categories, with projection functor p :
∫D
H → D. Then for any object dǫD, the
inclusion p−1d→ (d ↓ p) admits a right adjoint.
Proof. To prove (1), denote id : p
−1d→ (p ↓ d) the inclusion. A left adjoint jd : (p ↓ d)→
p−1d of id can be constructed such that:
(a) jd sends the object ((d1, x1), f1 : d1 → d) of (p ↓ d) to the object H(f1)x1 of H(d) ∼=
p−1d
(b) For objects ((d1, x1), f1 : d1 → d) and ((d2, x2), f2 : d2 → d) of (p ↓ d), jd sends a map
(f, φ) : (d1, x1)→ (d2, x2) with f2f = f1 to a map H(f1)x1 → H(f2)x2 in H(d) defined
by H(f2)φ
(c) The adjunction counit is id : jdid ⇒ 1p−1d
(d) The adjunction unit 1(p↓d) ⇒ idjd maps
((d1, x1), f1 : d1 → d)⇒ ((d,H(f1)x1), 1d : d→ d)
via the map (d1, x1)→ (d,H(f1)x1) in
∫
D
H defined by (f1, 1H(f1)x1).
The proof of (2) is dual. 
As a consequence we can prove a Fubini-type formula for the computation of (co)limits
indexed by Grothendieck constructions.
Proposition 8.6.2.
(1) Suppose that H : D → Cat is a functor from a small category to the category of small
categories. Let M be a category, and X be a
∫
D
H-diagram of M. Assume that the
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inner colimit of the right side of the equation below exists for all dǫD. If either the
left side or the outer right side colimits exist, then both exist and we have a natural
isomorphism
colim
R
D
H X ∼= colim dǫD colimH(d)X
(2) Suppose that H : Dop → Cat is a functor from a small category to the category of small
categories. Let M be a category, and X be a
∫D
H-diagram of M. Assume that the
inner limit of the right side of the equation below exists for all dǫD. If either the left side
or the outer right side limits exist, then both exist and we have a natural isomorphism
lim
R
D H X ∼= limdǫD limH(d)
op
X
Proof. We only prove (1) - statement (2) uses a dual proof.
For any object d of D, the inclusion p−1d→ (p ↓ d) has a left adjoint, therefore by Lemma
8.5.2 it is homotopy right cofinal, and in particular right cofinal. We identify p−1d ∼= H(d).
Since colimH(d)X exists for all d, by Prop. 8.5.4 colim (p↓d)X ∼= colimH(d)X exists for all
d, and by Lemma 8.2.1 colim pX exists. By Lemma 8.2.2, if either colim dǫD colimH(d)X ∼=
colimD colim pX or colim
R
D
H X exist, then they both exist and are canonically isomorphic. 
If H : D1 → Cat is a constant functor with value D2, then the Grothendieck construction∫
D
H is isomorphic to the product of categories D1 ×D2. In this case, Prop. 8.6.2 yields
Corollary 8.6.3. Suppose that D1, D2 are two small categories and suppose that X is a
D1 ×D2 diagram in a category M.
(1) Assume that the inner colimit of the right side of the equation below exists for all d1ǫD1.
If either the left side or the outer right side colimits exist, then both exist and we have
a natural isomorphism
colimD1×D2 X ∼= colim d1ǫD1 colim {d1}×D2 X
(2) Assume that the inner limit of the right side of the equation below exists for all d1ǫD1.
If either the left side or the outer right side limits exist, then both exist and we have a
natural isomorphism
limD1×D2 X ∼= limd1ǫD1 lim{d1}×D2 X 
Remark 8.6.4. A typical application of Cor. 8.6.3 (1) will be for the case when colim {d1}×D2 X
and colimD1×{d2}X exist for all objects d1ǫD1 and d2ǫD2. Then in the equation below if either
the left or the right outer side colimits exist, they both exist and we have a natural isomorphism
colim d1ǫD1 colim {d1}×D2 X ∼= colim d2ǫD2 colimD1×{d2}X
CHAPTER 9
Homotopy colimits in a cofibration category
In this chapter we prove the existence of homotopy colimits in cofibration categories, and
dually the existence of homotopy limits in fibration categories. The homotopy colimit should
be thought of as the total left derived functor of the colimit - at least if the base cofibration
category is cocomplete. The actual construction of the homotopy colimit proceeds in two steps
- first, for diagrams of direct categories, and second, reducing the general case to the case of
diagrams of direct categories. This essentially follows Anderson’s original argument [And78],
simplified by Cisinski [Cis02a], [Cis03].
Throughout this chapter, we will assume the entire set of cofibration category axioms CF1-
CF6. An exercise left for the reader is to see which of the results can be reformulated and proved
within the restricted cofibration category axioms CF1-CF5, or even within the precofibration
category axioms CF1-CF4.
We show that given a cofibration category M and a small direct category D, the diagram
category MD with pointwise weak equivalences WD admits two cofibration category structures -
the Reedy (MD,WD,CofDReedy) and the pointwise structure (M
D,WD,CofD). A general small
category D only yields a pointwise cofibration structure (MD,WD,CofD), but MD admits a
certain cofibrant approximation functor that allows us to reduce the construction of homotopy
colimits in MD to the construction of homotopy colimits indexed by direct diagrams in M.
We then proceed to prove a number of properties of homotopy limits and of hoMD that
will allow us to show in Chap. 10 that that homotopy colimits in a cofibration category satisfy
the axioms of a left Heller derivator. Dually, homotopy limits in a fibration category satisfy the
axioms of a right Heller derivator.
9.1. Direct and inverse categories
If we start with a small direct category D, then homotopy colimits in MD for a cofibration
category M can be constructed using just cofibrant replacements, small sums and pushouts.
Dually, if D is a small inverse category and M is a fibration category, homotopy limits in MD
can be constructed using fibrant replacements, small products and pullbacks.
Here are a few definitions that we will need.
Definition 9.1.1 (Direct and inverse categories). Let D be a category. A non-negative
degree function on its objects is a function deg : ObD → Z+.
(1) The category D is direct if there is a non-negative degree function deg on the objects
of D such that any non-identity map d1 → d2 satisfies deg(d1) < deg(d2).
(2) The category D is inverse if there is a non-negative degree function deg on the objects
of D such that any non-identity map d1 → d2 satisfies deg(d1) > deg(d2).
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Definition 9.1.2 (Latching and matching categories). Let d be an object of a category D.
(1) If D is direct, the latching category ∂(D ↓ d) is the full subcategory of the over category
(D ↓ d) consisting of all objects except the identity of d.
(2) If D is inverse, the matching category ∂(d ↓ D) is the full subcategory of the under
category (d ↓ D) consisting of all objects except the identity of d.
If D is a direct category, then ∂(D ↓ d) is also direct with deg(d
′
→ d) = deg(d
′
). All
the objects of ∂(D ↓ d) have therefore degree < deg(d). For any map f : d
′
→ d, forgetting
codomains of maps yields a canonical isomorphism of categories
(9.1) ∂(∂(D ↓ d) ↓ f) ∼= ∂(D ↓ d
′
)
between the latching category of ∂(D ↓ d) at f and the latching category of D at d
′
.
Dually, if the category D is inverse, then ∂(d ↓ D) is an inverse category whose objects have
all degree < deg(d). For any map f : d→ d
′
, forgetting domains of maps yields an isomorphism
of matching categories
(9.2) ∂(f ↓ ∂(d ↓ D)) ∼= ∂(d
′
↓ D)
Definition 9.1.3 (Latching and matching objects). Suppose that M is a category, that X
is a D -diagram of M and that d is an object of D.
(1) If D is direct, the latching object of X at d, if it exists, is by definition
LXd = colim
∂(D↓d)X
(2) If D is inverse, the matching object of X at d, if it exists, is by definition
MXd = lim
∂(d↓D)X
The latching object LXd, if it exists, is therefore defined only up to an unique isomorphism.
If the category M is cocomplete, then LXd always exists.
If D is direct or inverse and nǫZ+ then we will denote D
<n,D≤n the full subcategories with
objects of degree < n respectively ≤ n. If D is direct, then ∂(D ↓ d) ∼= ∂(D≤deg(d) ↓ d) ∼=
(∂(D ↓ d))<deg(d).
Suppose that X is a D-diagram in M, with D direct, and that f : d
′
→ d is a map in
D. Using (9.1), if either L(X |∂(D↓d))f or LXd′ exist, then they both exist and are canonically
isomorphic.
Latching objects are related to Kan extensions in the following sense. Denote δd : D
<deg(d) →
D the inclusion functor. If M is a cocomplete category and X is a D -diagram of M, then the
latching object LXd is isomorphic to (colim
δd X)d.
Dually, if the category D is inverse, then ∂(d ↓ D) is an inverse category with deg(d →
d
′
) = deg(d
′
), and ∂(d ↓ D) ∼= ∂(d ↓ D≤deg(d)) ∼= (∂(d ↓ D))<deg(d). If X is a D -diagram of
M and if f : d → d
′
is a map in D, if either matching space M(X |∂(d↓D))f or MXd′ exist then
they both exist and are canonically isomorphic. If M is furthermore a complete category, then
MXd ∼= (lim
δd X)d.
9.2. Reedy and pointwise cofibration structures for direct diagrams
Gived a cofibration category M and a small direct category D, we define two cofibration
category structures on MD - the Reedy and the pointwise cofibration structure. The pointwise
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cofibration structure has pointwise weak equivalences and pointwise cofibrations. The Reedy
cofibration structure also has pointwise weak equivalences, but has a more restrictive set of
cofibrations - these are called the Reedy cofibrations. In particular, Reedy cofibrations are
pointwise cofibrations.
The axioms for the pointwise cofibration structure are easily verified except for the factoriza-
tion axiom. To prove the factorization axiom, we will construct the Reedy cofibration structure,
prove all the axioms (including the factorization axiom) for the Reedy cofibration structure, and
obtain as a corollary the factorization axiom for the pointwise cofibration structure.
Dually, if M is a fibration category and D is a small inverse category then we define two
fibration category structures on MD - the pointwise and the Reedy fibration category structures.
We start with the definition of pointwise weak equivalences, pointwise cofibrations and point-
wise fibrations:
Definition 9.2.1. Let D be a small category. Given a cofibration (respectively fibration)
category M, a map of D-diagrams X → Y in MD is a pointwise weak equivalence (resp. a
pointwise cofibration, resp. a pointwise fibration) if all maps Xd → Yd are weak equivalences
(resp. cofibrations, resp. fibrations) for all objects d of D.
A diagram X is therefore pointwise cofibrant (resp. pointwise fibrant) if all Xd are cofibrant
(resp. fibrant) for all objects d of D.
The category of pointwise weak equivalences is then just WD. The category of pointwise
cofibrations is CofD. The category of pointwise fibrations is FibD.
We continue with the definition of Reedy cofibrations and Reedy fibrations:
Definition 9.2.2.
(1) Let M be a cofibration category and D be a small direct category.
(a) A D-diagramX of M is called Reedy cofibrant if for any object d of D, the latching
object LXd exists and is cofibrant, and the natural map id : LXd → Xd is a
cofibration.
(b) A map of Reedy cofibrant D-diagrams f : X → Y is called a Reedy cofibration
if for any object d of D, the natural map Xd ⊔LXd LYd → Yd is a cofibrantion.
(Notice that the pushout Xd ⊔LXd LYd always exists if X,Y are Reedy cofibrant
because of the pushout axiom.) The class of Reedy cofibrations will be denoted
CofDReedy .
(2) Let M be a fibration category and D be a small inverse category.
(a) A D-diagram X of M is called Reedy fibrant if for any object d of D, the matching
object MXd exists and is fibrant, and the natural map pd : Xd → MXd is a
fibration.
(b) A map of Reedy fibrant D-diagrams f : X → Y is called a Reedy fibration if for
any object d of D, the natural map Xd →MXd×MYd Yd is a fibrantion. The class
of Reedy cofibrations will be denoted FibDReedy .
We’d like to stress that a Reedy cofibration X → Y has by definition a Reedy cofibrant
domain X . This is required because our cofibration categories are not necessarily cocomplete.
Dually, a Reedy fibration X → Y has by definition a Reedy fibrant codomain Y . In this regard,
our definition of Reedy (co)fibrations is different than the usual one in Quillen model categories,
which are by definition complete and cocomplete, where Reedy cofibrations (resp. fibrations)
are allowed to have non-Reedy cofibrant domain (resp. non-Reedy fibrant codomain).
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A pointwise cofibration X → Y is not required to have a pointwise cofibrant domain X .
If M is a cofibration category and D is a small direct category, notice that the constant
initial-object D-diagram c0 is Reedy cofibrant (as well as pointwise cofibrant). A D-diagram X
is Reedy cofibrant iff the map c0→ X is a Reedy cofibration.
If f : X → Y is a Reedy cofibration in MD for D direct, then on account of (9.1) for any
object dǫD the restriction of f as a diagram map over ∂(D ↓ d) is also a Reedy cofibration.
Proposition 9.2.3.
(1) Let (M, W, Cof) be a cofibration category and D be a small direct category. Then the
Reedy cofibrations CofDReedy are stable under composition, and include the isomorphisms
with a Reedy cofibrant domain.
(2) Let (M, W, Fib) be a fibration category and D be a small inverse category. Then the
Reedy fibrations FibDReedy are stable under compositions, and include the isomorphisms
with a Reedy fibrant codomain.
Proof. We only prove (1). If X → Y → Z is a composition of Reedy cofibrations in MD,
then for any object d of D we factor Xd ⊔LXd LZd → Zd as the composition
Xd ⊔LXd LZd → Yd ⊔LYd LZd → Zd
The second map is a cofibration since Y → Z is a Reedy cofibration. The first map is a cofibration
as well, as a pushout of the cofibration Xd ⊔LXd LYd → Yd along Xd ⊔LXd LYd → Xd ⊔LXd LZd,
where Xd ⊔LXd LZd is a cofibrant object. We deduce that X → Z is a Reedy cofibration.
If X → Y is an isomorphism in MD with X Reedy cofibrant, then Y is Reedy cofibrant as
well. The latching maps Xd ⊔LXd LYd → Yd are isomorphisms with cofibrant domain therefore
cofibrations, so X → Y is a Reedy cofibration. 
Theorem 9.2.4 (Reedy and pointwise (co)fibration structures).
(1) If (M, W, Cof) is a cofibration category and D is a small direct category, then
(a) (MD,WD,CofDReedy) is a cofibration category - called the Reedy cofibration struc-
ture on MD.
(b) (MD,WD,CofD) is a cofibration category - called the pointwise cofibration struc-
ture on MD.
(2) If (M, W, Fib) is a fibration category and D is a small inverse category, then
(a) (MD,WD,FibDReedy) is a fibration category - called the Reedy fibration structure
on MD.
(b) (MD,WD,FibD) is a fibration category - called the pointwise fibration structure
on MD.
The proof of this theorem is deferred until the next section, after we work out some basic
properties of colimits and limits.
9.3. Colimits in direct categories (the absolute case)
The Lemmas 9.3.1, 9.3.2 below provide the essential inductive step required for building
colimits of Reedy cofibrant diagrams in a direct category.
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The colimits of any two weakly equivalent Reedy cofibrant diagrams are weakly equivalent,
cf. Thm. 9.3.5 below. In that sense, the colimit of a Reedy cofibrant diagram actually computes
its homotopy colimit. In view of this, the meaning of Lemma 9.3.2 below is that homotopy
colimits over a direct category can be constructed, after a Reedy cofibrant replacement, as
iterated pushouts of small sums of latching object maps.
If {dk|kǫK} is a set of objects of a category D, denote D\{dk|kǫK} the maximal full sub-
category of a category D without the objects dk. Our first lemma applies to the case of a direct
(resp. inverse) category D and an object d of D such that D\{d} → D is an open (resp. closed)
embedding.
For example, if D is a direct category with all objects of degree ≤ n and d is an object of D
of degree n then D\{d} → D is an open embedding. Dually, if D an inverse category with all
objects of degree ≤ n and d is an object of D of degree n then D\{d} → D is a closed embedding.
Lemma 9.3.1.
(1) Let M be a cofibration category. Let D be a direct category, d an object of D such that
D\{d} → D is an open embedding, and X be a D-diagram of M. Assume that LXd and
colimD\{d}X exist and are cofibrant, and that id : LXd → Xd is a cofibration. Denote
fd the colimit map induced by D\{d} → D.
LXd
fd //

id

colimD\{d}X
jd




Xd //____ colimD X
Then the pushout of (id, fd) is isomorphic to colim
D X.
In particular colimD X exists and is cofibrant, and jd is a cofibration.
(2) Let M be a fibration category. Let D be an inverse category, d an object of D such that
D\{d} → D is a closed embedding, and X be a D-diagram of M. Assume that MXd
and limD\{d}X exist and are fibrant, and that pd : Xd → MXd is a fibration. Denote
gd the limit map induced by D\{d} → D.
limD X //____
qd




Xd
pd

limD\{d} gd
// MXd
Then the pullback of (pd, gd) is isomorphic to lim
D X.
In particular limD X exists and is fibrant, and qd is a fibration.
Proof. We will prove (1) - the proof of (2) is dual.
The pushout of (1) exists from axiom CF3. The latching object LXd is by definition
colim ∂(D↓d)X . Since D\{d} → D is an open embedding, the pushout of (id, fd) satisfies the
universal property that defines colimD X . The map jd is a cofibration as the pushout of id, and
therefore colimD X is cofibrant. 
Here is a slightly more general statement of the previous lemma:
Lemma 9.3.2.
106 9. HOMOTOPY COLIMITS IN A COFIBRATION CATEGORY
(1) Let M be a cofibration category. Let D be a direct category, {dk|kǫK} a set object of
D of the same degree such that D\{dk|kǫK} → D is an open embedding, and X be a
D-diagram of M. Assume that LXdk for all k and colim
D\{dk|kǫK}X exist and are
cofibrant, and that ik : LXdk → Xdk is a cofibration for all k. Denote fK the colimit
map induced by D\{dk|kǫK} → D.
⊔LXdk
fK //

⊔ik

colimD\{dk|kǫK}X
jK




⊔Xdk //_____ colimD X
Then the pushout of (⊔ik, fK) is isomorphic to colim
D X.
In particular colimD X exists and is cofibrant, and jK is a cofibration.
(2) Let M be a fibration category. Let D be an inverse category, {dk|kǫK} a set object of D
of the same degree such that D\{dk|kǫK} → D is a closed embedding, and X be a D-
diagram of M. Assume that MXdk and lim
D\{dk|kǫK}X exist and are fibrant, and that
pk : Xdk →MXdk is a fibration. Denote gK the limit map induced by D\{dk|kǫK} →
D.
limD X //_____
qK




×Xdk
×pk

limD\{dk|kǫK}X gK
// ×MXdk
Then the pullback of (×pk, gK) is isomorphic to lim
D X.
In particular limD X exists and is fibrant, and qK is a fibration.
Proof. We only prove (1). By axiom CF5, the map ⊔ik is a cofibration, and the pushout
of (⊔ik, fK) exists. Since D\{dk|kǫK} → D is an open embedding, the pushout satisfies the
universal property that defines colimD X . 
We will also need the following two lemmas.
Lemma 9.3.3.
(1) Let M be a cofibration category, and consider a commutative diagram
A0 //
a01 //
f0

A1 //
a12 //
f1

A2
f2

B0
b01 // B1
b12 // B2
with a01, a12 cofibrations and A0, B0, B1, B2 cofibrant.
(a) If B0⊔A0A1 → B1 and B1⊔A1A2 → B2 are cofibrations, then so is B0⊔A0A2 → B2
(b) If B0 ⊔A0 A1 → B1 and B1 ⊔A1 A2 → B2 are weak equivalences, then so is
B0 ⊔A0 A2 → B2
(2) Let M be a fibration category, and consider a commutative diagram
A2
a21 //
f2

A1
a10 //
f1

A0
f0

B2
b21 // // B1
b10 // // B0
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with b10, b21 fibrations and A0, A1, A2, B0 fibrant.
(a) If A1 → B1 ×B0 A0, A2 → B2 ×B1 A1 are fibrations, then so is A2 → B2 ×B0 A0
(b) If A1 → B1 ×B0 A0, A2 → B2 ×B1 A1 are weak equivalences, then so is A2 →
B2 ×B0 A0
Proof. We only prove (1). The pushouts B0 ⊔A0 A1, B1 ⊔A1 A2 and B0 ⊔A0 A2 exist since
a01 and a12 are cofibrations and A0, , B0, B1, B2 are cofibrant. In the diagram
A0 //
a01 //
f0

A1 //
a12 //

A2

B0
b01
$$J
JJ
JJ
JJ
JJ
J
// // B0 ⊔A0 A1 //
b //
a

B0 ⊔A0 A2
c

B1
b12
''OO
OOO
OOO
OOO
OO
// // B1 ⊔A1 A2
d

B2
the map b is a cofibration, as a pushout of a12.
If a and d are cofibrations, then c is a cofibration as a pushout of a, therefore dc is a
cofibration. This proves part (a).
If a and d are weak equivalences, then by excision c is a weak eqivalence, and therefore dc
is a weak equivalence. This proves part (b). 
Lemma 9.3.4.
(1) Let M be a cofibration category, and consider a map of countable direct sequences of
cofibrations
A0 //
a0 //
f0

A1 //
a1 //
f1

... // // An
fn

//
an // ...
B0 //
b0 // B1 //
b1 // ... // // Bn //
bn // ...
with A0, B0 cofibrant and an, bn cofibrations for n ≥ 0.
(a) If all maps Bn−1 ⊔An−1 An → Bn are cofibrations, then
B0 ⊔A0 colim An → colim Bn
is a cofibration.
(b) If all maps Bn−1 ⊔An−1 An → Bn are weak equivalences, then
B0 ⊔A0 colim An → colim Bn
is a weak equivalence.
(2) Let M be a fibration category and consider a map of countable inverse sequences of
fibrations
... an // // An // //
fn

... a1 // // A1
a0 // //
f1

A0
f0

... bn // // Bn // // ...
b1 // // B1
b0 // // B0
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with A0, B0 fibrant and an, bn fibrations for n ≥ 0.
(a) If all maps An → Bn ×Bn−1 An−1 are fibrations, then
limAn → limBn ×B0 A0
is a fibration.
(b) If all maps An → Bn ×Bn−1 An−1 are weak equivalences, then
limAn → limBn ×B0 A0
is a weak equivalence.
Proof. We only prove(1). Denote A = colim An and B = colim Bn.
The map B0⊔A0A→ B factors as the composition of the direct sequence of maps Bn−1⊔An−1
A→ Bn ⊔An A, and each map in the sequence is a pushout of Bn−1 ⊔An−1 An → Bn along the
cofibration Bn−1 ⊔An−1 An → Bn−1 ⊔An−1 A.
A0 //
a0 //
f0

A1 //
a1 //

... // A

B0
b0
$$J
JJ
JJ
JJ
JJ
J
// // B0 ⊔A0 A1 // //

... // B0 ⊔A0 A

B1 // //%%
b1
%%K
KK
KK
KK
KK
K
... // B1 ⊔A1 A
...
%%K
KK
KK
KK
KK
K ...

B
For part (a), each map Bn−1 ⊔An−1 An → Bn is a cofibration, therefore by CF3 so is its
pushout Bn−1⊔An−1 A→ Bn ⊔An A, and by CF6 so is the sequence composition B0 ⊔A0 A→ B.
For part (b), consider the map of direct sequences of cofibrations φn : B0 ⊔A0 An → Bn.
Each map φn is a weak equivalence using excision, and the result folows from Lemma 1.6.5. 
We are ready to state the following result.
Theorem 9.3.5.
(1) Let M be a cofibration category and D be a small direct category. Then:
(a) If X is Reedy cofibrant in MD, then colimD X exists and is cofibrant in M
(b) If f : X → Y is a Reedy cofibration in MD, then colimD f is a cofibration in M
(c) If f : X → Y is a pointwise weak equivalence of Reedy cofibrant objects in MD,
then colimD f is a weak equivalence in M.
(2) Let M be a fibration category and D be a small inverse category. Then:
(a) If X is Reedy fibrant in MD, then limD X exists and is fibrant in M
(b) If f : X → Y is a Reedy fibration in MD, then limD f is a fibration in M
(c) If f : X → Y is a pointwise weak equivalence of Reedy fibrant objects in MD, then
limD f is a weak equivalence in M.
Proof. We only prove (1). Denote Dn = D
≤n, and D−1 = ∅.
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For (1) (a), an inductive argument using Lemma 9.3.2 shows that each colimDn X exists
and that all maps colimDn−1 X → colimDn X are cofibrations. Using CF6 (1), we see that
colimD X exists and is cofibrant.
We now prove (1) (b). In view of Lemma 9.3.4 (a), it suffices to show for any Reedy
cofibrantion f : X → Y in MD that
(9.3) colimDn X ⊔colimDn−1 X colim
Dn−1 Y → colimDn Y
is a cofibration in M for any n. Observe that the sum of the left term of (9.3) exists and is
cofibrant from CF3, because colimDn−1 X → colimDn X is a cofibration with cofibrant domain,
and colimDn−1 Y is cofibrant as proved in (1) (a).
We use induction on n. Assume that (9.3) is a cofibration for indices < n, for any choice of
D. From Lemma 9.3.3 (a), the map
(9.4) colimDn−1 X → colimDn−1 Y
is a cofibration, for any choice of D.
Using the notation of Lemma 9.3.2, we denote {dk|kǫK} the set of objects of D of degree n.
Consider the diagram below
(9.5) ⊔LXdk //
u1

''
⊔ik(X) ''OO
OOO
OOO
OOO
colimDn−1 X
u3

''
''PP
PPP
PPP
PPP
P
⊔Xdk //
u2

colimDn X
u4

⊔LYdk //''
⊔ik(Y ) ''OO
OOO
OOO
OOO
colimDn−1 Y''
''PP
PPP
PPP
PPP
P
⊔Ydk // colimDn Y
The maps ⊔ik(X),⊔ik(Y ) are cofibrations because X,Y are Reedy cofibrant. The top and
bottom faces are pushouts by Lemma 9.3.2.
The vertical map u3 is a cofibration from statement (9.4).
The vertical map u1 is a cofibration also from statement (9.4). This is because the latching
space at dk is a colimit over the direct category ∂(D ↓ dk). All objects of ∂(D ↓ dk) have degree
< n, and the restriction of f : X → Y to ∂(D ↓ dk) is Reedy cofibrant, so from (9.4) we get that
each colim ∂(D↓dk) f is a cofibration in M.
At last, the map (⊔Xdk) ⊔⊔LXdk (⊔LYdk) → ⊔Ydk is a cofibration because f is a Reedy
cofibration.
The hypothesis of the Gluing Lemma 1.4.1 (1) (a) then applies, and we can conclude that
the map (9.3) is a cofibration. The induction step is completed, and with it (1) (b) is proved.
The proof of (1) (c) follows the same exact steps as the proof of (1) (b) - only we use
- The Gluing Lemma 1.4.1 (b) instead of the Gluing Lemma 1.4.1 (a)
- Lemma 9.3.3 (b) instead of (a)
- Lemma 9.3.4 (b) instead of (a)
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The reader is invited to verify the remaining details. 
In order to go back and complete the missing proof of the previous section, we need to state
the following corollary - whose proof is implicit in the proof of Thm. 9.4.1.
Corollary 9.3.6.
(1) Let M be a cofibration category and D be a small direct category. If X → Y is a Reedy
cofibrantion in MD, then both LXd → LYd and Xd → Yd are cofibrations in M for any
object d of D.
(2) Let M be a fibration category and D be a small inverse category. If X → Y is a Reedy
fibrantion in MD, then both MXd → MYd and Xd → Yd are fibrations in M for any
object d of D.
Proof. We only prove (1). The latching category ∂(D ↓ d) is a direct category, and the
restriction of X → Y to ∂(D ↓ d) is Reedy cofibrant. It follows from Thm. 9.3.5 (1) (b) that
LXd → LYd is a cofibrantion. The map Xd → Yd factors asXd → Xd⊔LXdLYd → Yd; the second
factor is a cofibration since X → Y is a Reedy cofibration, and the first factor is a pushout of
LXd → LYd, therefore a cofibration. It follows that Xd → Yd is a cofibration. 
In particular, we have proved that Reedy cofibrations are pointwise cofibrations. Dually,
Reedy fibrations are pointwise fibrations. We can finally go back and provide a
Proof of Thm. 9.2.4. Given a cofibration category (M, W, Cof) and D a small direct
category, we want to show that (MD,WD,CofDReedy) forms a cofibration category. Recall that
any Reedy cofibration X → Y has X Reedy cofibrant by definition.
(i) Axiom CF1 is verified in view of Lemma 9.2.3.
(ii) Axiom CF2 is easily verified.
(iii) Pushout axiom CF3 (1). Let f : X → Y be a Reedy cofibration, and g : X → Z be a
map with Z Reedy cofibrant. The pushout Y ⊔X Z exists since each Xd → Yd is a cofibration by
Cor. 9.3.6, and each Zd is cofibrant. Denote T = Y ⊔X Z, and f
′
d the cofibration LXd → LYd
Consider the diagram below:
LXd //
u1

""
f
′
d ""
FF
FF
FF
FF
LZd
u3

""
""E
EE
EE
EE
E
LYd //
u2

LTd
u4

Xd //""
fd
""F
FF
FF
FF
F Zd ""
""E
EE
EE
EE
E
Yd // Td
From the universal property of LTd, it follows that LTd exists and is isomorphic to LYd⊔LXd
LZd, so the top face is a pushout. The bottom face is a pushout as well, and the hypothesis of
the Gluing Lemma 1.4.1 (1) (a) applies: namely, u1, u3 are cofibrations since X,Z are Reedy
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cofibrant, fd, f
′
d are cofibrations by Cor. 9.3.6, and Xd ⊔LXd LYd → Yd is a cofibration since f
is a Reedy cofibration .
It follows from the Gluing Lemma that u4 is a cofibration and LTd ⊔LZd Zd → Td is a
cofibration, which proves that T is Reedy cofibrant and that Z → T is a Reedy cofibration. This
completes the proof that Reedy cofibrations are stable under pushout.
(iv) Axiom CF3 (2) follows from a pointwise application of CF3 (2) in M, since Reedy
cofibrations are pointwise cofibrations by Cor. 9.3.6.
(v) Factorization axiom CF4. Let f : X → Y be a map with X Reedy cofibrant. We
construct a factorization f = rf
′
with r a weak equivalence and f
′
a Reedy cofibration.
f : X //
f
′
// Y
′ r
∼
// Y
We employ induction on the degree n. Assume Y
′
, f
′
, r constructed in degree < n. Let d
be an object of D of degree n, and let us define Y
′
d , f
′
d, rd. Define LY
′
d as colim
∂(D↓d) Y
′
, which
exists and is cofibrant by Thm. 9.3.5 applied to ∂(D ↓ d). In the diagram below
LXd // //

LY
′
d

Xd //
gd // Xd ⊔LXd LY
′
d
//
hd // Y
′
d
rd
∼
// Yd
the pushout exists by axiom CF3, and Y
′
d , hd, rd is defined as the CF4 factorization of Xd ⊔LXd
LY
′
d → Yd. Define f
′
d = hdgd, and the inductive step is complete.
(vi) The axiom CF5. Suppose that fi : Xi → Yi, iǫI is a set of Reedy cofibrations. The
objects Xi are Reedy cofibrant, therefore pointwise cofibrant by Cor. 9.3.6. The maps fi are in
particular pointwise cofibrations by Cor. 9.3.6, and a pointwise application of CF5 shows that
⊔Xi, ⊔Yi exist and ⊔(fi) is a pointwise cofibration. Furthermore, latching spaces commute with
direct sums, from which one easily sees that ⊔fi is actually a Reedy cofibration. If each fi is a
trivial Reedy cofibration, a pointwise application of CF5 yields that ⊔fi is a weak equivalence.
(vii) The axiom CF6. Consider a countable direct sequence of Reedy cofibrations
X0 //
a0 // X1 //
a1 // X2 //
a2 // ...
The object X0 is Reedy cofibrant, therefore pointwise cofibrant by Cor. 9.3.6. The maps an
are in particular pointwise cofibrations by Cor. 9.3.6, and a pointwise application of CF6 shows
that colim Xn exists and X0 → colim Xn is a pointwise cofibration. We’d like to show that
X0 → colim Xn is a Reedy cofibration.
For any object d of D, in the diagram below
L(X0)d // //


L(X1)d // //


L(X2)d // //


...
(X0)d // // (X1)d // // (X2)d // // ...
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the vertical maps are cofibrations in M because the diagrams Xn are Reedy cofibrant. By Cor.
9.3.6 the top and bottom horizontal maps are cofibrations. A pointwise application of CF6
shows colim n L(Xn)d exists, and one easily sees that it satisfies the universal property that
defines L(colim n(Xn))d.
Furthermore, each map (Xn−1)d ⊔L(Xn−1)d L(Xn)d → (Xn)d is a cofibration, since an−1 is
a Reedy cofibration. From Lemma 9.3.4 we see that each map (X0)d ⊔L(X0)d L(colim Xn)d →
(colim Xn)d is a cofibration, which implies that colim Xn is Reedy cofibrant and that X0 →
colim Xn is a Reedy cofibration. This proves CF6 (1).
If additionally all an are trivial Reedy cofibrations, a pointwise application of CF6 (2) shows
that X0 → colim Xn is a pointwise weak equivalence, therefore a trivial Reedy cofibration.
We have completed the proof that (MD,WD,CofDReedy) is a cofibration category. Let’s prove
now that (MD,WD,CofD) is also a cofibration category.
(i) Axioms CF1-CF3, CF5-CF6 are trivially verified.
(ii) The factorization axiom CF4. Let f : X → Y be a map of D-diagrams with X pointwise
cofibrant. Consider the commutative diagram
Y
X
f
′
//
f
66nnnnnnnnnnnnnnn
Y
′
r
>>~~~~~~~
X1
∼a
OO
f1
// Y
′
1
b ∼
OO r1
∼
GG
where X1 is a Reedy cofibrant replacement of X , r1f1 is a factorization of fa as a Reedy
cofibration f1 followed by a weak equivalence r1, and Y
′
= X ⊔X1 Y
′
1 . The map f1 is in
particular a pointwise cofibration. Its pushout f1 is therefore a pointwise cofibration, and by
excision the map b is a weak equivalence, so r is a weak equivalence by the 2 out of 3 axiom.
We have thus constructed a factorization f = rf
′
as a pointwise cofibration f
′
followed by a
pointwise weak equivalence r.
The proof of 9.2.4 part (1) is now complete, and part (2) is proved by duality. 
As a corollary of Thm. 9.2.4, we can construct the Reedy and the pointwise cofibration
category structures on restricted small direct diagrams in a cofibration category.
Definition 9.3.7. If (M,W) is a category with weak equivalences and (D1,D2) is a category
pair, a D1 diagram X is called restricted with respect to D2 if for any map d → d
′
of D2 the
map Xd → Xd′ is a weak equivalence.
We will denote M(D1,D2) the full subcategory of D2-restricted diagrams in M
D1 .
With this definition we have
Theorem 9.3.8.
(1) If (M, W, Cof) is a cofibration category and (D1,D2) is a small direct category pair,
then
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(a) (M(D1,D2),WD1 ,CofD1Reedy ∩ M
(D1,D2)) is a cofibration category - called the D2-
restricted Reedy cofibration structure on M(D1,D2).
(b) (M(D1,D2),WD1 ,Cof (D1,D2)) is a cofibration category - called the D2-restricted
pointwise cofibration structure on M(D1,D2).
(2) If (M, W, Fib) is a fibration category and (D1,D2) is a small inverse category pair,
then
(a) (M(D1,D2),WD1 ,FibD1Reedy ∩ M
(D1,D2)) is a fibration category - called the D2-
restricted Reedy fibration structure.on M(D1,D2)
(b) (M(D1,D2),WD1 ,Fib(D1,D2)) is a fibration category - called the D2- restricted point-
wise fibration structure on M(D1,D2).
Proof. We only prove part (1) - part (2) is dual.
(i) Axioms CF1 and CF2 are clearly verified for both the pointwise and the Reedy restricted
cofibration structures.
(ii) The pushout axiom CF3 (1). Given a pointwise cofibration i and a map f with X,Y, Z
pointwise cofibrant in M(D1,D2)
X
f
//

i

Z
j




Y g
//___ T
then the pushout j of i exists in MD1 , and j is a pointwise cofibration. For any map d→ d
′
of
D2 using the Gluing Lemma 1.4.1 applied to the diagram
Xd
fd //
∼

!!
id !!D
DD
DD
DD
D Zd
∼

!!
!!C
CC
CC
CC
C
Yd //
∼

Td

Xd′ f
d
′
//
!!
i
d
′
!!C
CC
CC
CC
C
Zd′ !!
!!B
BB
BB
BB
B
Yd′ // Td′
it follows that Td → Td′ is an equivalence, therefore T is a D2- restricted diagram.
Furthermore, j is a Reedy cofibration if i is one and X , Z are Reedy cofibrant, by Thm.
9.2.4. This shows that the pushout axiom is satisfied for both the pointwise and the Reedy
restricted cofibration structures.
(iii) The axiom CF3 (2) is clearly verified for both the pointwise and the Reedy restricted
cofibration structures.
(iv) The factorization axiom CF4. Let f : X → Y be a map in M(D1,D2). If X is a pointwise
(resp. Reedy) cofibrant diagram, by Thm. 9.2.4 f factors as f = rf
′
with f
′
: X → Y
′
a
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pointwise (resp. Reedy) cofibration and r : Y
′
→ Y a pointwise weak equivalence. In both cases
Y
′
is restricted, and CF4 is satisfied for both the pointwise and the Reedy restricted cofibration
structures.
(v) Axiom CF5 for both the restricted pointwise and restricted Reedy cofibration structures
follows from the fact that if Xi, iǫI is a set of restricted pointwise (resp. Reedy) cofibrant
diagrams, then ⊔Xi is a restricted pointwise (resp. Reedy) cofibrant diagram by Lemma 1.6.3.
(vi) Axiom CF6. Given a countable direct sequence of pointwise (resp. Reedy) cofibrations
with X0 pointwise (resp. Reedy) cofibrant
X0 //
a01 // X1 //
a12 // X2 //
a23 // ...
the colimit colim Xn exists and is pointwise (resp. Reedy) cofibrant. If all Xn are restricted,
from Lemma 1.6.5 colim Xn is restricted. The axiom CF6 now follows for both the restricted
pointwise and restricted Reedy cofibration structures. 
9.4. Colimits in direct categories (the relative case)
The contents of this section is not used elsewhere in this text, and may be skipped at a first
reading.
Recall that a functor u : D → D
′
is an open embedding (or a crible) if u is a full embedding
with the property that any map f : d
′
→ ud with dǫD, d
′
ǫD
′
has d
′
(and f) in the image of u.
Dually, u is a closed embedding (or a cocrible) if uop is an open embedding, meaning that u is a
full embedding and any map f : ud→ d
′
with dǫD, d
′
ǫD
′
has d
′
(and f) in the image of u.
Open and closed embedding functors are stable under compositions.
If D is a direct category, note that D≤n → D≤n+1 and D≤n → D are open embeddings. If
D is an inverse category, then D≤n → D≤n+1 and D≤n → D are closed embeddings.
Recall that a functor u : D → D
′
is an open embedding (or a crible) if u is a full embedding
with the property that any map f : d
′
→ ud with dǫD, d
′
ǫD
′
has d
′
(and f) in the image of u.
Dually, u is a closed embedding (or a cocrible) if uop is an open embedding, meaning that u is a
full embedding and any map f : ud→ d
′
with dǫD, d
′
ǫD
′
has d
′
(and f) in the image of u.
Open and closed embedding functors are stable under compositions.
If D is a direct category, note that D≤n → D≤n+1 and D≤n → D are open embeddings. If
D is an inverse category, then D≤n → D≤n+1 and D≤n → D are closed embeddings.
Here is a statement that is slightly more general than Thm. 9.3.5.
Theorem 9.4.1.
(1) Let M be a cofibration category and D
′
→ D be an open embedding of small direct
categories. Then:
(a) If X is Reedy cofibrant in MD, then colimD
′
X, colimD X exist and colimD
′
X →
colimD X is a cofibration in M
(b) If f : X → Y is a Reedy cofibration in MD, then
colimD X ⊔
colimD
′
X
colimD
′
Y → colimD Y
is a cofibration in M
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(c) If f : X → Y is a pointwise weak equivalence between Reedy cofibrant diagrams in
MD, then
colimD X ⊔
colimD
′
X
colimD
′
Y → colimD Y
is a weak equivalence in M
(2) Let M be a fibration category and D
′
→ D be a closed embedding of small inverse
categories. Then:
(a) If X is Reedy fibrant in MD, then limD
′
X, limD X exist and limD X → limD
′
X
is a fibration in M
(b) If f : X → Y is a Reedy fibration in MD, then
limD X → limD
′
X ×
limD
′
Y
limD Y
is a fibration in M
(c) If f : X → Y is a pointwise weak equivalence between Reedy fibrant diagrams in
MD, then
limD X → limD
′
X ×
limD
′
Y
limD Y
is a weak equivalence in M
If we take D
′
to be empty in Thm. 9.4.1, then we get the statement of Thm. 9.3.5.
Proof of Thm. 9.4.1. Part (2) is dual to part (1), so we only need to prove part (1). The
proof, as expected, retracks that of Thm. 9.3.5.
We will use on D
′
the degree induced from D. Denote D−1 = D
′
, and let Dn be the full
subcategory of D having as objects all the objects of D
′
and all the objects of degree ≤ n of D.
Notice that all inclusions Dn−1 → Dn are open embeddings. Also, all inclusions D
′<n → D
′≤n
are open embeddings.
Let us prove (1) (a). From Thm. 9.3.5 we know that colimD
′
X, colimD X exist and
are cofibrant. An inductive argument using Lemma 9.3.2 shows that each colimDn X exists
and that all maps colimDn−1 X → colimDn X are cofibrations. Using CF6 (1), we see that
colimD
′
X → colimD X is a cofibration.
We now prove (1) (b). In view of Lemma 9.3.4 (a), it suffices to show that
(9.6) colimDn X ⊔colimDn−1 X colim
Dn−1 Y → colimDn Y
is a cofibration in M for any n. Observe that the sum of the left term of (9.6) exists and is
cofibrant because of (1) (a) and CF3.
As in Lemma 9.3.2, we denoted {dk|kǫK} the set of objects of D\D
′
of degree n. We now
look back at the cubic diagram (9.5):
The maps ⊔ik(X),⊔ik(Y ) are cofibrations because X,Y are Reedy cofibrant. The top and
bottom faces are pushouts by Lemma 9.3.2.
The vertical maps u1, u3 are cofibrations by Thm. 9.3.5.
The map (⊔Xdk)⊔⊔LXdk (⊔LYdk)→ ⊔Ydk is a cofibration because f is a Reedy cofibration.
From the Gluing Lemma 1.4.1 (1) (a), we conclude that the map (9.6) is a cofibration.
The proof of (1) (c) follows the same exact steps as the proof of (1) (b) - only we use as for
Thm. 9.3.5 (1) (c):
- The Gluing Lemma 1.4.1 (b) instead of the Gluing Lemma 1.4.1 (a)
116 9. HOMOTOPY COLIMITS IN A COFIBRATION CATEGORY
- Lemma 9.3.3 (b) instead of (a)
- Lemma 9.3.4 (b) instead of (a)

We have shown that given a cofibration category M and a small direct category D, then
colimD carries Reedy cofibrations (resp. weak equivalences between Reedy cofibrant diagrams)
in MD to cofibrations (resp. weak equivalences between cofibrant objects) in M. This result is
extended below to the case of relative colimits from a small direct category to an arbitrary small
category (Thm. 9.4.2) and between two small direct categories (Thm. 9.4.3).
Theorem 9.4.2.
(1) Let M be a cofibration category and u : D1 → D2 be a functor of small categories with
D1 direct.
(a) If X is Reedy cofibrant in MD1 , then colim uX exists and is pointwise cofibrant
in MD2
(b) If f : X → Y is a Reedy cofibration in MD1 , then colim u f is a pointwise cofibra-
tion in MD2
(c) If f : X → Y is a pointwise weak equivalence of Reedy cofibrant objects in MD1 ,
then colim u f is a pointwise weak equivalence in MD2 .
(2) Let M be a fibration category and u : D1 → D2 be a functor of small categories with D1
inverse.
(a) If X is Reedy fibrant in MD1 , then limuX exists and is pointwise fibrant in MD2
(b) If f : X → Y is a Reedy fibration in MD1 , then colim u f is a pointwise fibration
in MD2
(c) If f : X → Y is a pointwise weak equivalence of Reedy fibrant objects in MD1 , then
limu f is a pointwise weak equivalence in MD2 .
Proof. We only prove statement (1) - statement (2) follows from duality.
Let us prove (a). To prove that colim uX exists, cf. Lemma 8.2.1 it suffices to show for
any object d2ǫD2 that colim
(u↓d2)X exists. But the over category (u ↓ d2) is direct and the
restriction of X to (u ↓ d2) is Reedy cofibrant, therefore by Thm. 9.3.5 colim
(u↓d2)X exists and
is cofibrant in M. It follows that colim uX exists, and since colim (u↓d2)X ∼= (colim uX)d2 we
have that colim uX is pointwise cofibrant in MD2 .
We now prove (b). If f : X → Y is a Reedy cofibration in MD1 , then the restriction of f
to (u ↓ d2) is Reedy cofibrant for any object d2ǫD2, therefore by Thm. 9.3.5 colim
(u↓d2) f is
a cofibration in M. Since (colim u f)d2
∼= colim (u↓d2) f by the naturality of the isomorphism in
Thm. 9.3.5, it follows that colim u f is pointwise cofibrant in MD2 .
To prove (c), assume that f : X → Y is a pointwise weak equivalence between Reedy cofi-
brant diagrams in MD1 . The restrictions of X and Y to (u ↓ d2) are Reedy cofibrant for any
object d2ǫD2, and by Thm. 9.3.5 (1) (c) the map colim
(u↓d2)X → colim (u↓d2) Y is a weak
equivalence. In conclusion, the map colim uX → colim u Y is a pointwise weak equivalence in
MD2 . 
Theorem 9.4.3.
(1) Let M be a cofibration category and u : D1 → D2 be a functor of small direct categories.
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(a) If X is Reedy cofibrant in MD1 , then colim uX exists and is Reedy cofibrant in
MD2
(b) If f : X → Y is a Reedy cofibration in MD1 , then colim u f is a Reedy cofibration
in MD2
(c) If f : X → Y is a pointwise weak equivalence of Reedy cofibrant objects in MD1 ,
then colim u f is a pointwise weak equivalence in MD2 .
(2) Let M be a fibration category and u : D1 → D2 be a functor of small inverse categories.
(a) If X is Reedy fibrant in MD1 , then limuX exists and is Reedy fibrant in MD2
(b) If f : X → Y is a Reedy fibration in MD1 , then limu f is a Reedy fibration in MD2
(c) If f : X → Y is a pointwise weak equivalence of Reedy fibrant objects in MD1 , then
limu f is a pointwise weak equivalence in MD2 .
Proof. We only prove statement (1) - statement (2) follows from duality.
Let us prove (a). We know from Thm. 9.4.2 (1) (a) that colim uX exists and is pointwise
cofibrant in MD2 , and we would like to show that colim uX is Reedy cofibrant. For that, fix an
object d2 of D2, and let us try to identify the latching object colim
∂(D2↓d2) colim uX .
The functor H : D2 → Cat, Hd
′
2 = (u ↓ d
′
2) restricts to a functor ∂(D2 ↓ d2) → Cat. The
Grothendieck construction
∫
∂(D2↓d2)
H has as objects 4-tuples (d
′
1, d
′
2, d2, ud
′
1 → d
′
2 → d2) of
objects d
′
1ǫD1, d
′
2, d2ǫD2 and maps ud
′
1 → d
′
2 → d2 such that d
′
2 → d2 is a non-identity map.
Denote ∂(u ↓ d2) the full subcategory of the over category (u ↓ d2) consisting of triples
(d
′
1, d2, ud
′
1 → d2) with a non-identity map ud
′
1 → d2. We have an adjoint pair of functors
F : ∂(u ↓ d2)⇄
∫
∂(D2↓d2)
H : G, defined as follows:
F (d
′
1, d2, ud
′
1 → d2) = (d
′
1, ud
′
1, d2, ud
′
1 → ud
′
1 → d2)
G(d
′
1, d
′
2, d2, ud
′
1 → d
′
2 → d2) = (d
′
1, d2, ud
′
1 → d2)
id : 1∂(u↓d2) ⇒ GF
FG(d
′
1, d
′
2, d2, ud
′
1 → d
′
2 → d2) = (d
′
1, ud
′
1, d2, ud
′
1 → ud
′
1 → d2)⇒ (d
′
1, d
′
2, d2, ud
′
1 → d
′
2 → d2)
given on 2nd component by ud
′
1 → d
′
2.
The category ∂(u ↓ d2) is direct, and the restriction of X to ∂(u ↓ d2) is Reedy cofibrant,
therefore colim ∂(u↓d2)X exists and is cofibrant.
G is a right adjoint functor, therefore right cofinal, and by Prop. 8.5.4 we have that
colim
R
∂(D2↓d2)
H
X exists and is ∼= colim ∂(u↓d2)X . From Prop. 8.6.2, colim (d
′
2→d2)ǫ∂(D2↓d2)
colim (u↓d
′
2)X exists and is ∼= colim
R
∂(D2↓d2)
H
X ∼= colim ∂(u↓d2)X . In conclusion, the latching
object colim ∂(D2↓d2) colim uX exists and is ∼= colim ∂(u↓d2)X . In particular the latching object
is cofibrant.
The inclusion functor ∂(u ↓ d2) → (u ↓ d2) is an open embedding, and from Thm. 9.4.1
(1) (a) the latching map colim ∂(u↓d2)X → colim (u↓d2)X is a cofibration, therefore colim uX is
Reedy cofibrant in MD2 . The proof of statement (a) of our theorem is complete.
Let us prove (b). If f : X → Y is a Reedy cofibration, by Thm. 9.4.1 (1) (b) the map
colim (u↓d2)X ⊔colim ∂(u↓d2)X colim
∂(u↓d2) Y → colim (u↓d2) Y
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is a cofibration, therefore colim uX → colim u Y is a Reedy cofibration in MD2 .
Part (c) has been already proved as Thm. 9.4.2 (1) (c). 
9.5. Colimits in arbitrary categories
Denote ∆
′
the subcategory of the cosimplicial indexing category ∆, with same objects as ∆
and with maps the order-preserving injective maps n1 → n2.
If D is a category, we define ∆
′
D to be the category with objects the functors n→ D, and
with maps (n1 → D) −→ (n2 → D) the commutative diagrams
n1
f
//
  B
BB
BB
BB
B n2
~~||
||
||
||
D
where f is injective and order-preserving.
The category ∆
′
D is direct, and comes equipped with a terminal projection functor pt : ∆
′
D →
D that sends n→ D to the image of the terminal object n of the poset n.
The opposite category of ∆
′
D is denoted ∆
′opD. It is an inverse category, and comes
equipped with an initial projection functor pi : ∆
′opD → D that sends n → D to the image of
the initial object 0 of the poset n.
Lemma 9.5.1. If u : D1 → D2 is a functor and d2ǫD2 is an object
(1) There is a natural isomorphism (upt ↓ d2) ∼= ∆
′
(u ↓ d2)
(2) There is a natural isomorphism (d2 ↓ upi) ∼= ∆
′op(d2 ↓ u)
Proof. Left to the reader. 
Lemma 9.5.2. If D is a category and dǫD is an object
(1) (a) The category p−1t d has an initial object and hence has a contractible nerve.
(b) The category (pt ↓ d) has a contractible nerve.
(c) The inclusion p−1t d→ (pt ↓ d) is homotopy right cofinal.
(2) (a) The category p−1i d has a terminal object and hence has a contractible nerve.
(b) The category (d ↓ pi) has a contractible nerve.
(c) The inclusion p−1i d→ (d ↓ pi) is homotopy left cofinal.
Proof. We denote an object n → D of ∆
′
D as (d0 → ... → dn), where di is the image
of iǫn and di → di+1 is the image of i → i + 1. Each map i : k → n determines a map
(di0 → ...→ dik)→ (d0 → ...→ dn) in the category ∆
′
D.
We denote an object of (pt ↓ d) as (d0 → ... → dn) → d, where dn → d is the map
pt(d0 → ...→ dn)→ d.
The category p−1t d has the initial object (d)ǫ∆
′
D, which proves part (1) (a). For (1) (b), a
contraction of the nerve of (pt ↓ d) is defined by
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(pt ↓ d)
1d
&&
 
 α
88
cd
  
KS
β
ad // (pt ↓ d)
In this diagram, cd is the constant functor that takes as value the object (d)
1d→ d. The
functor ad sends an object (d0 → ...→ dn)
f
→ d to (d0 → ...→ dn
f
→ d)
1d→ d, and a map defined
by i : k→ n to its extension i : k+ 1→ n+ 1 with i(k + 1) = n+ 1.
On an object (d0 → ... → dn) → d, the natural map α is given by the map i : n → n+ 1,
ik = k and the natural map β is given by the map i : 0→ n+ 1, i0 = n+ 1.
Let us prove (1) (c). Denote id : p
−1
t d → (pt ↓ d) the full inclusion functor. Note that the
images of ad and cd are inside id(p
−1
t d). Let x be an object of (pt ↓ d) of the form (d0 → ... →
dn)
f
→ d.
If dn
f
→ d is the identity map, then x is in the image of id therefore (x, x
1x→ x) is an initial
object of (x ↓ id). If dn
f
→ d is not the identity map, then (adx, x → adx) defined by the map
i : n → n+ 1, ik = k is an initial object in (x ↓ id). In both cases, (x ↓ id) is contractible
therefore id is homotopy right cofinal.
The statements of part (2) follow from duality. 
The category p−1t d is direct for any object dǫD, since it is a subcategory of the direct category
∆
′
D. Dually, the category p−1i d is inverse for any object dǫD.
Lemma 9.5.3.
(1) Let M be a cofibration category and D be a small category. Then for any Reedy cofibrant
diagram XǫM∆
′
D and any object dǫD, the restriction X |p−1t d
is Reedy cofibrant in
Mp
−1
t d.
(2) Let M be a fibration category and D be a small category. Then for any Reedy fibrant
diagram XǫM∆
′op
D and any object dǫD, the restriction X |p−1i d
is Reedy fibrant in
Mp
−1
i d.
Proof. We only prove (1). For dǫD, fix an object d = (d0 → ...→ dn) ǫ∆
′
D with dn = d.
We need some notations. Assume that
i = {i1, ..., iu}, j = {j1, ..., jv}, k = {k1, ..., kw}
is a partition of {0, ..., n} into three (possibly empty) subsets with u + v + w = n + 1. Denote
ni,bj the full subcategory of ∆
′
D. with objects dl0 → ... → dlx with i ⊂ l and j ∩ l = ∅, where
l = {l0, .., lx}. Although not apparent from the notation, the category ni,bj depends on the choice
of dǫ∆
′
D.
The category ni,bj is direct, and has a terminal object denoted dbj . Denote ∂ni,bj the maximal
full subcategory of ni,bj without its terminal element.
Claim. The restriction of X to ni,bj is Reedy cofibrant.
120 9. HOMOTOPY COLIMITS IN A COFIBRATION CATEGORY
Taking in particular i = {n} and j = ∅, the Claim implies that the Reedy condition is
satisfied for X |p−1t d
at d. It remains to prove the Claim, and we will proceed by induction on n.
- The Claim can be directly verified for n = 0. Assume that the Claim was proved for
n
′
< n, and let’s prove it for n ≥ 1.
- If j 6= ∅, the claim follows from the inductive hypothesis for smaller n. It remains to
prove the Claim for n
i,b∅.
- We only need to prove the Reedy condition for X at the terminal object db∅ = d of ni,b∅.
The Reedy condition at any other object of n
i,b∅ follows from the inductive hypothesis
for smaller n.
- If i = {i1, ..., iu} is nonempty, in the diagram
(9.7) colim
∂n
{i1,...,iu}\{is},
d{is} X
//


colim
∂n
{i1,...,iu},
b∅ X

Xd d{is}
//
colim
∂n
{i1,...,iu}\{is},
b∅ X
the left vertical map is a cofibration with cofibrant domain, from the inductive hy-
pothesis for smaller n. If the top right colimit in the diagram exists and is cofibrant,
then the bottom right colimit exists, the diagram is a pushout and therefore the right
vertical map is a cofibration.
- The colimit colim
∂n
{0,...,n},b∅ X exists and is the initial object of M
- The map colim ∂n∅,b∅ X → Xd is a cofibration with cofibrant domain since X is Reedy
cofibrant in ∆
′
D.
- An iterated use of (9.7) shows that the colimit below exists and
colim
∂n
{i1,...,iu},
b∅ X → Xd
is a cofibration with cofibrant domain. This completes the proof of the Claim.

For a category D, the subcategories p−1t d ⊂ ∆
′
D are disjoint for dǫD, and their union
∪dǫD p
−1
t d forms a category that we will denote ∆
′
resD. We will also denote ∆
′op
resD the opposite
of ∆
′
resD.
Given a cofibration category M we use the shorthand notation M∆
′
D
res for the category
M(∆
′
D,∆
′
resD) of ∆
′
resD restricted ∆
′
D diagrams in M. M∆
′
D
res is a full subcategory of M
∆
′
D, and
(Thm. 9.3.8) it carries a restricted Reedy cofibration structure as well as a restricted pointwise
cofibration structure. Furthermore, the functor p∗t : M
D → M∆
′
D has its image inside M∆
′
D
res .
Dually, for a fibration category M we denote M∆
′op
D
res the category M
(∆
′op
D,∆
′op
resD) of re-
stricted diagrams. M∆
′op
D
res carries a restricted Reedy fibration structure as well as a restricted
pointwise fibration structure. The functor p∗i : M
D → M∆
′op
D has its image inside M∆
′op
D
res .
Proposition 9.5.4.
(1) Let M be a cofibration category and D be a small category. Then for every restricted
Reedy cofibrant diagrams X,X
′
ǫM∆
′
D
res and every diagram Y ǫM
D
(a) A map X → p∗tY is a pointwise weak equivalence iff
its adjoint colim pt X → Y is a pointwise weak equivalence.
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(b) A map X → X
′
is a pointwise weak equivalence iff
the map colim pt X → colim pt X
′
is a pointwise weak equivalence.
(2) Let M be a fibration category and D be a small category. Then for every restricted
Reedy fibrant diagrams X,X
′
ǫM∆
′op
D
res and every diagram Y ǫM
D
(a) A map p∗i Y → X is a pointwise weak equivalence iff
its adjoint Y → limpi X is a pointwise weak equivalence.
(b) A map X → X
′
is a pointwise weak equivalence iff
the map limpt X → limpt X
′
is a pointwise weak equivalence.
Proof. We will prove (1), and (2) will follow from duality. Let d be an object of D. The
categories p−1t d and (pt ↓ d) are direct, and since X is Reedy cofibrant so are its restrictions to
p−1t d (by Lemma 9.5.3) and to (pt ↓ d).
The colimits colim p
−1
t dX , colim (pt↓d)X therefore exist. Since id : p
−1
t d → (pt ↓ d) is right
cofinal, we have colim p
−1
t dX ∼= colim (pt↓d)X . We also conclude that colim pt X exists and
colim (pt↓d)X ∼= (colim pt X)d.
The diagram X is restricted and p−1t d has an initial object that we will denote e(d). We
get a pointwise weak equivalence cXe(d) → X |p−1t d in M
p−1t d from the constant diagram to the
restriction ofX . But the diagram cXe(d) is Reedy cofibrant since e(d) is initial in p
−1
t d. The map
cXe(d) → X |p−1t d
is a pointwise weak equivalence between Reedy cofibrant diagrams in Mp
−1
t d,
therefore Xe(d) ∼= colim
p−1t d cXe(d) → colim
p−1t dX is a weak equivalence.
In summary, we have showed that the composition
Xe(d) → colim
p−1t dX ∼= colim (pt↓d)X ∼= (colim pt X)d
is a weak equivalence. We can now complete the proof of Prop. 9.5.4.
To prove (a), the map colim pt X → Y is a pointwise weak equivalence iff the mapXe(d) → Yd
is a weak equivalence for all objects d of D. Since X is restricted, this last statement is true iff
the map X → p∗tY is a pointwise weak equivalence.
To prove (b), the map colim pt X → colim pt X
′
is a pointwise weak equivalence iff the map
Xe(d) → X
′
e(d) is a weak equivalence for all objects d of D. Since X,X
′
are restricted, this last
statement is true iff the map X → X
′
is a pointwise weak equivalence. 
As an application, we can now prove that the category of diagrams in a cofibration (resp.
fibration) category admits a pointwise cofibration (resp. fibration) structure. This result is due
to Cisinski. We should note that the statement below is not true if we replace “cofibration
category” with “Quillen model category”.
Theorem 9.5.5 (Pointwise (co)fibration structure).
(1) If (M, W, Cof) is a cofibration category and D is a small category then (MD, WD,
CofD) is a cofibration category.
(2) If (M, W, Fib) is a fibration category and D is a small category then (MD, WD, FibD)
is a fibration category.
Proof. To prove (1), axioms CF1-CF3 and CF5-CF6 are easily verified. To prove axiom
CF4, we replay an argument found in the proof of Thm. 9.2.4 (1) (b). Let f : X → Y be a map of
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D-diagrams with X pointwise cofibrant. Let a : X1 → p∗tX be a Reedy cofibrant replacement in
M∆
′
D
res . We factor X1 → p
∗
tY as a Reedy cofibration f1 followed by a pointwise weak equivalence
r1
X1 //
f1 // Y1
r1
∼
// p∗tY
We then construct a commutative diagram
Y
X //
f
′
//
f
33ggggggggggggggggggggggggggggggg
Y
′
r
::uuuuuuuuuu
colim pt X1
∼a
′
OO
//
colim pt f1
// colim pt Y1
b
′ ∼
OO r
′
1
∼
CC
In this diagram a
′
resp. r
′
1 are the adjoints of a resp. r1, therefore by Prop. 9.5.4 (1) (a) a
′
and
r
′
1 are weak equivalences. Since f1 is a Reedy cofibration, colim
pt f1 is a pointwise cofibration,
and we construct f
′
as the pushout of colim pt f1. It follows that f
′
is a pointwise cofibration. By
pointwise excision, b
′
and therefore r are pointwise weak equivalences. The factorization f = rf
′
is the desired decomposition of f as a pointwise cofibration followed by a weak equivalence, and
CF4 is proved.
The proof of (2) is dual. 
As an immediate corollary, we can show that for a small category pair (D1,D2), the category
of reduced diagrams M(D1,D2) carries a pointwise cofibration structure if M is a cofibration
category.
Theorem 9.5.6 (Reduced pointwise (co)fibration structure).
(1) If (M, W, Cof) is a cofibration category and (D1,D2) is a small category pair, then
(M(D1,D2),WD1 ,Cof (D1,D2)) is a cofibration category - called the D2-restricted point-
wise cofibration structure on M(D1,D2).
(2) If (M, W, Fib) is a fibration category and (D1,D2) is a small category pair, then
(M(D1,D2),WD1 ,Fib(D1,D2)) is a fibration category - called the D2- restricted pointwise
fibration structure on M(D1,D2).
Proof. Entirely similar to that of Thm. 9.3.8. 
Denote M∆
′
D
res,rcof the full subcategory of M
∆
′
D
res of restricted Reedy cofibrant diagrams for
a cofibration category M. The next proposition states that restricted Reedy cofibrant diagrams
in M∆
′
D form a cofibrant approximation of MD.
Dually for a fibration category M denote M∆
′op
D
res,rfib the full subcategory of M
∆
′op
D
res of re-
stricted Reedy fibrant diagrams. We show that restricted Reedy fibrant diagrams in M∆
′op
D
form a fibrant approximation of MD.
Proposition 9.5.7. Let D be a small category.
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(1) If M is a cofibration category then colim pt : M∆
′
D
res,rcof → M
D is a cofibrant approxima-
tion for the pointwise cofibration structure on MD.
(2) If M is a fibration category then limpi : M∆
′op
D
res,rfib → M
D is a fibrant approximation for
the pointwise fibration structure on MD.
Proof. We only prove (1), since the proof of (2) is dual.
The functor colim pt sends Reedy cofibrations to pointwise cofibrations by Thm. 9.3.5 and
preserves the initial object, which proves CFA1. CFA2 is a consequence of Prop. 9.5.4 (1) (b).
CFA3 is a consequence of Remark 8.6.4.
For CFA4, let f : colim pt X → Y be a map in MD with XǫM∆
′
D
res,rcof restricted and Reedy
cofibrant. Factor its adjoint f
′
: X → p∗tY as a Reedy cofibration f1 followed by a pointwise
weak equivalence r1
X //
f1 // Y
′ r1
∼
// p∗tY
We get the following CFA4 factorization of f
colim pt X //
colim pt f1 // colim pt Y
′
r
′
1
∼
// Y
where r
′
1 is the adjoint of r1, therefore a weak equivalence. 
Here is another application of Prop. 9.5.4:
Theorem 9.5.8. Let D be a small category.
(1) If M is a cofibration category then
hop∗t : hoM
D → hoM∆
′
D
res
is an equivalence of categories.
(2) If M is a fibration category then
hop∗i : hoM
D → hoM∆
′op
D
res
is an equivalence of categories.
Proof. Let us prove (1). We will apply the Abstract Partial Quillen Adjunction Thm.
5.8.3 to
M∆
′
D
res,rcof
v1=colim
pt
//
_
t1

MD
M∆
′
D
res M
D
v2=p
∗
too
t2=1MD
OO
The functor t1 is the full inclusion of M
∆
′
D
res,rcof in M
∆
′
D
res . We have that v1, v2 is an abstract
Quillen partially equivalent pair with respect to t1, t2. Indeed:
(1) The functor pair v1, v2 is partially adjoint with respect to t1, t2.
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(2) t1 is a cofibrant approximation of the cofibration category M
∆
′
D
res with the Reedy re-
duced structure. In particular t1 is a left approximation. The functor t2 = 1MD is a
right approximation.
(3) v1 preserves weak equivalences from Thm. 9.4.2, and so does v2 = p
∗
t .
(4) Prop. 9.5.4 (1) (a) states that for any objects XǫM∆
′
D
res,rcof , Y ǫM
D, a map v1X → t2Y
is a weak equivalence iff its partial adjoint t1X → v2Y is a weak equivalence
In conclusion we have a pair of equivalences of categories
hoM∆
′
D
res
ho(v1) s1
//
hoMD
ho(v2) s2∼=ho(p
∗
t )
oo
where s1 is a quasi-inverse of hot1 and s2 is a quasi-inverse of hot2, and therefore ho(v2) s2 is
naturally isomorphic to ho(p∗t ). This proves that ho(p
∗
t ) is an equivalence of categories.
The proof of part (2) is dual. 
9.6. Homotopy colimits
Suppose that (M,W) is a category with weak equivalences and suppose that u : D1 → D2 is
a functor of small categories. We denote γDi : M
Di → hoMDi , i = 1, 2 the localization functors.
We define MD1colimu to be the full subcategory of M
D1 of D1 diagrams X with the property
that colim uX exists in MD2 . Denote icolim u : M
D1
colim u → M
D1 the inclusion. In general MD1colimu
may be empty, but if M is cocomplete then MD1colimu = M
D1 . Let WD1colim u be the class of pointwise
weak equivalences of MD1colim u .
Dually, let MD1limu be the full subcategory of M
D1 of D1 diagrams X with the property that
limuX exists in MD2 , let ilimu : M
D1
limu → M
D1 denote the inclusion, and let WD1limu be the class
of pointwise weak equivalences of MD1limu .
Definition 9.6.1.
(1) The homotopy colimit of u, if it exists, is the left Kan extension of γD2 colim
u along
γD1 icolimu
M
D1
colimu
colim u //
γ
D1
icolimu

MD2
γD2

hoMD1
L colim u
// hoMD2

DLǫu
and is denoted for simplicity (L colim u, ǫu) instead of the more complete notation
(L
γ
D1
icolimu
colim u, ǫu)
(2) The homotopy limit of u, if it exists, is the right Kan extension of γD2 lim
u along
γD1 ilimu
M
D1
limu
limu //
γ
D1
ilimu

 νu
MD2
γD2

hoMD1
R limu
// hoMD2
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and is denoted for simplicity (R limu, νu)
If (M, W, Cof) is a cofibration category, then we also define the class CofD1colim u of pointwise
cofibrations f : X → Y in MD1colim u with the property that colim
u f : colim uX → colim u Y is
well defined and pointwise cofibrant in MD2 .
Dually, if (M, W, Fib) is a fibration category, then we define the class FibD1limu of pointwise
fibration maps f in MD1limu with the property that lim
u f is well defined and pointwise fibrant in
MD2 .
Lemma 9.6.2. Let u : D1 → D2 be a functor of small categories.
(1) If M is a cofibration category, then
(a) (MD1colim u ,W
D1
colim u ,Cof
D1
colim u) is a cofibration category
(b) colim pt : M∆
′
D1
res,rcof → M
D1
colimu is a cofibrant approximation
(c) hoMD1colim u → hoM
D1 is an equivalence of categories.
(2) If M is a fibration category, then
(a) (MD1limu ,W
D1
limu ,Fib
D1
limu) is a cofibration category
(b) limpi : M∆
′op
D1
res,rfib → M
D1
limu is a fibrant approximation
(c) hoMD1limu → hoM
D1 is an equivalence of categories.
Proof. We only prove (1), since the proof of (2) is dual.
For an object XǫM∆
′
D1
res,rcof , we have that the colimits colim
pt X , colim upt X exist and are
pointwise cofibrant by Thm. 9.4.2 since X is Reedy cofibrant in M∆
′
D1 . Since colim upt X ∼=
colim u colim pt X , we conclude that the functor colim pt : M∆
′
D1
res,rcof → M
D1 has its image inside
M
D1
colim u .
Let us prove (a). Axioms CF1-CF2 and CF5-CF6 are easily verified for MD1colimu . The
pushout axiom CF3 (1) follows from the fact that if
X //
i

Z
j




Y //___ T
is a pushout in MD1 with X,Y, Z cofibrant in MD1colim u and i a cofibration in M
D1
colim u , then
colim uX, colim u Y, colim u Z are pointwise cofibrant and colim u i is a pointwise cofibration in
MD2 , therefore by Remark 8.6.4 we have that colim u T exists and is the pushout in MD2 of
colim uX //
colim u i

colim u Z
colim u j




colim u Y //___ colim u T
The axiom CF3 (2) follows from a pointwise application of CF3 (2) in M.
Let us prove the factorization axiom CF4. We repeat the argument in the proof of Thm.
9.5.5.
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Let f : X → Y be a map in MD1colim u with X cofibrant. Let a : X1 → p
∗
tX be a Reedy
cofibrant replacement in M∆
′
D1
red . We factor X1 → p
∗
tY as a Reedy cofibration f1 followed by a
pointwise weak equivalence r1
X1 //
f1 // Y1
r1
∼
// p∗tY
We then construct a commutative diagram
Y
X //
f
′
//
f
33ggggggggggggggggggggggggggggggg
Y
′
r
::uuuuuuuuuu
colim pt X1
∼a
′
OO
//
colim pt f1
// colim pt Y1
b
′ ∼
OO r
′
1
∼
CC
In this diagram a
′
resp. r
′
1 are the adjoints of a resp. r1, therefore by Prop. 9.5.4 (1) (a) a
′
and r
′
1 are weak equivalences. Since f1 is a Reedy cofibration, colim
pt f1 is a cofibration in
M
D1
colim u , and we construct f
′
as the pushout of colim pt f1. It follows that f
′
is a cofibration
of MD1colim u . By pointwise excision, b
′
and therefore r are pointwise weak equivalences. The
factorization f = rf
′
is the desired decomposition of f as a pointwise cofibration followed by a
weak equivalence in MD1colim u , and CF4 is proved.
Part (b) follows from Prop. 9.5.7 and the fact that colim pt : M∆
′
D1
res,rcof → M
D1 has its image
inside MD1colim u .
To prove part (c), since both functors colim pt : M∆
′
D1
res,rcof → M
D1 and its corestriction
colim pt : M∆
′
D1
res,rcof → M
D1
colim u are cofibrant approximations it follows (Thm. 6.2.3) that both
induced functors hoM∆
′
D1
res,rcof → hoM
D1 and hoM∆
′
D1
res,rcof → hoM
D1
colimu are equivalences of
categories. The functor hoMD1colim u → hoM
D1 is therefore an equivalence of categories. 
We now state the main result of this section.
Theorem 9.6.3 (Existence of homotopy (co)limits).
(1) Let M be a cofibration category and u : D1 → D2 be a functor of small categories. Then
the homotopy colimit (L colim u, ǫu) exists and
L colim u : hoMD1 ⇄ hoMD2 : hou∗
forms a naturally adjoint pair.
(2) Let M be a fibration category and u : D1 → D2 be a functor of small categories. Then
the homotopy limit (R limu, νu) exists and
hou∗ : hoMD2 ⇄ hoMD1 : R limu
forms a naturally adjoint pair.
Proof. Parts (1) and (2) are dual, and we will only prove part (1).
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From Lemma 9.6.2 and Cor. 4.3.4, to prove the existence of the left Kan extension (L colim u, ǫu)
it suffices to prove the existence of the total left derived of colim u : MD1colimu → M
D2 . But the lat-
ter is a consequence of Thm. 6.2.2 applied to the cofibrant approximation colim pt : M∆
′
D1
res,rcof →
M
D1
colim u .
To prove that L colim u ⊣ hou∗ forms a naturally adjoint pair, we will apply the Abstract
Quillen Partial Adjunction Thm. 5.8.3 to
M
∆
′
D1
res,rcof
v1=colim
upt
//
t1=colim
pt

MD2
MD1 MD2
v2=u
∗
oo
t2=1
M
D2
OO
We have that v1, v2 is an abstract Quillen partially adjoint pair with respect to t1, t2:
(1) The functor pair v1, v2 is partially adjoint with respect to t1, t2.
(2) t1 is a cofibrant approximation of the cofibration category M
D1 by Prop. 9.5.7. In
particular t1 is a left approximation. The functor t2 = 1MD2 is a right approximation.
(3) v1 preserves weak equivalences by Thm. 9.4.2, and so does v2 = p
∗
t .
In conclusion we have a naturally adjoint pair
hoMD1
ho(v1) s1∼=L colim
u
//
hoMD2
ho(v2) s2∼=ho(u
∗)
oo
where s1 is a quasi-inverse of hot1 and s2 is a quasi-inverse of hot2. 
As a consequence of Thm. 9.6.3 we can verify that
Corollary 9.6.4. Suppose that u : D1 → D2 and v : D2 → D3 are two functors of small
categories.
(1) If M is a cofibration category, then L colim vu ∼= L colim v L colim u.
(2) If M is a fibration category, then R limvu ∼= R limvR limu.
Proof. This is a consequence of the adjunction property of the homotopy (co)limit and the
fact that ho(vu)∗ ∼= hou∗hov∗. 
Consider a small diagram
(9.8) D1
u //
f

D2
g

D3 v
// D4

=Eφ
If M is a cofibration category, from the adjunction property of the homotopy colimit we get a
natural map denoted
φL colim : L colim
u hof∗ ⇒ hog∗L colim v
and dually if M is a fibration category we get a natural map denoted
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φR colim : hov
∗R limg ⇒ R limf hou∗
Suppose that u : D1 → D2 is a functor of small categories. For any object d2ǫD2, the
standard over 2-category diagram of u at d2 is defined as
(9.9) (u ↓ d2)
p(u↓d2) //
iu,d2

e
ed2

D1 u
// D2

?Gφu,d2
In this diagram, the functor pD : D → e denotes the terminal category projection. The
functor iu,d2 sends an object (d1, f : ud1 → d2) to d1ǫD1 and a map (d1, f) → (d
′
1, f
′
) to the
component map d1 → d
′
1. The functor ed2 embeds the terminal category e as the object d2ǫD2,
and for an object (d1ǫD1, f : ud1 → d2) of (u ↓ d2) the natural map φu,d2(d1, ud1 → d2) is
f : ud1 → d2. If M is a cofibration category, we obtain a natural map
(9.10) Lcolim (u↓d2)X ⇒ (Lcolim uX)d2
Dually, the standard under 2-category diagram of u at d2 is
(9.11) (d2 ↓ u)
id2,u //
p(d2↓u)

D1
u

e
ed2
// D2

?Gφd2,u
If M is a fibration category, we obtain a natural map
(9.12) (RlimuX)d2 ⇒ Rlim
(d2↓u)X
The next theorem proves a base change formula for homotopy (co)limits. This lemma is a
homotopy colimit analogue to the well known base change formula for ordinary colimits Lemma
8.2.1.
Theorem 9.6.5 (Base change property).
(1) If M is a cofibration category and u : D1 → D2 is a functor of small categories, then
the natural map (9.10) induces an isomorphism
Lcolim (u↓d2)X ∼= (Lcolim uX)d2
for objects XǫMD1 and d2ǫD2.
(2) If M is a fibration category and u : D1 → D2 is a functor of small categories, then the
natural map (9.12) induces an isomorphism
(RlimuX)d2
∼= Rlim(d2↓u)X
for objects XǫMD1 and d2ǫD2.
Proof. We only prove (1). For a diagram XǫMD1, pick a reduced Reedy cofibrant replace-
ment X
′
ǫ∆
′
resD1 of p
∗
tX . We have colim
uptX
′ ∼= Lcolim uX . By Lemma 9.5.1, (upt ↓ d2) ∼=
∆
′
(u ↓ d2). The restriction of X
′
to the direct category ∆
′
(u ↓ d2) is a Reedy cofibrant replace-
ment of the restriction of X to ∆
′
(u ↓ d2), so in hoM we have isomorphisms colim
(upt↓d2)X
′ ∼=
colim∆
′
(u↓d2)X
′ ∼= Lcolim (u↓d2)X . Using Lemma 8.2.1, the top map and therefore all maps in
the commutative diagram
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colim (upt↓d2)X
′ //

(colim uptX
′
)d2

Lcolim (u↓d2)X // (Lcolim
uX)d2
are isomorphisms, and the conclusion is proved. 
Suppose that (M,W) is a category with weak equivalences, and that u : D1 → D2 is a functor
of small categories. The next result describes a sufficient condition for (L colim u, ǫu) to exist -
without requiring M to carry a cofibration category structure.
In preparation, notice that the natural map (9.10) actually exists under the weaker assump-
tion that (M,W) is a category with weak equivalences, that Lcolim u exists and is a left adjoint
of hou∗, and that Lcolim (u↓d2) exists and is a left adjoint of hop∗(u↓d2). A dual statement holds
for the map (9.12).
Theorem 9.6.6. Suppose that (M,W) is a pointed category with weak equivalences.
(1) If u : D1 → D2 is a small closed embedding functor, then
(a) colim u and its left Kan extension (L colim u, ǫu) exist, and L colim
u is a fully
faithful left adjoint to hou∗
(b) For any object d2 of D2, the functors colim
(u↓d2) and Lcolim (u↓d2) are well defined
and the natural map (9.10) induces an isomorphism
Lcolim (u↓d2)X ∼= (Lcolim uX)d2
for objects XǫMD1 and d2ǫD2.
(2) If u : D1 → D2 is a small open embedding functor, then
(a) limu and its right Kan extension (R limu, νu) exist, and R lim
u is a fully faithful
left adjoint to hou∗
(b) For any object d2 of D2, the functors lim
(d2↓u) and Rlim(d2↓u) are well defined
and the natural map (9.12) induces an isomorphism
(RlimuX)d2
∼= Rlim(d2↓u)X
for objects XǫMD1 and d2ǫD2.
Proof. We start with (1) (a). Denote u! : M
D1 → MD2 the ’extension by zero’ functor, that
sends a diagram XǫMD1 to the diagram given by (u!X)d2 = Xd2 for d2ǫuD1 and (u!X)d2 = 0
otherwise. The functor u! is a fully faithful left adjoint to u
∗, and sends weak equivalences to
weak equivalences. In particular, colim u ∼= u1 exists and is defined on the entire MD1 , and
L colim u as in Def. 9.6.1 exists and is isomorphic to hou!. We apply the Abstract Quillen
Adjunction Thm. 5.8.1 to
MD2
t1=id //
MD2
u1=u! //
MD1
u2=u
∗
oo MD1
t2=idoo
observing that its hypotheses (1)-(3) and (4l) apply. We deduce that L colim u ∼= hou! is a fully
faithful right adjoint to hou∗.
To prove the isomorphism (1) (b), observe that (u ↓ d2) has d2 as a terminal object if d2ǫuD1
and is empty otherwise, so colim (u↓d2)X ∼= Xd2 if d2ǫuD1 and ∼= 0 otherwise. Both functors
colim (u↓d2) and colim u preserve weak equivalences, and we have adjoint pairs Lcolim (u↓d2) ⊣
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hop∗(u↓d2) and Lcolim
u ⊣ hou∗. The natural isomorphism colim (u↓d2)X ∼= (colim uX)d2 yields
the desired isomorphism (9.10).
The proof of part (2) is dual. 
The two lemmas below are part of the proof of Thm. 9.6.9 below. We keep the notations used
in Thm. 9.6.6 and its proof, and introduce a few new ones. M denotes a pointed cofibration
category, and u : D1 → D2 a small closed embedding functor. v : D2\D1 → D2 denotes the
inclusion functor - it is an open embedding. We also denote V = ∆
′
v : ∆
′
(D2\D1)→ ∆
′
D2.
We denote u! = colim
u : MD1 → MD2 and v∗ = lim
v : MD2\D1 → MD2 - these are the
’extension by zero’ functors. We also denote v! = colim
v and V! = colim
V , and we will keep in
mind that they are defined only on a full subcategory of MD2\D1 resp. M∆
′
(D2\D1).
We denote (MD2)0 the full subcategory of M
D2 consisting of objects X with the property
that v!v
∗X exists and is pointwise cofibrant, and the map v!v
∗X → X is a pointwise cofibration.
0 is a cofibrant object, and we define the functor u
′
1 : (M
D2)0 → MD2 as the pushout
v!v
∗X // //

X




0 // //____ u
′
1X
Lemma 9.6.7.
(1) There exists a canonical partial adjunction
(MD2)0
u
′
1 //
_

MD2
MD2 MD2
u!u
∗
oo
1
M
D2
OO
(2) There exists a canonical partial adjunction
(MD2)0
u∗u
′
1 //
_

MD1
MD2 MD1u!
oo
1
M
D1
OO
Proof. Denote ǫX : v!v
∗X ֌ X the natural map defined for Xǫ(MD2)0.
For any object ZǫMD2, the diagram
u!u
∗Z //

Z
νZ

0 // v∗v
∗Z
is both a pushout and a pullback. For Xǫ(MD2)0, the maps X → u!u∗Z are in a 1-1 correspon-
dence with maps f : X → Z such that νZf : X → v∗v∗Z is null, therefore in 1-1 correspondence
with maps f : X → Z such that fǫX : v!v
∗X → Z is null, therefore in 1-1 correspondence with
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maps u
′
1X → Z. This shows that we have a natural bijection Hom(u
′
1X,Z)
∼= Hom(X,u!u∗Z),
which proves (1).
For an object Y ǫMD1 and a map u∗u
′
1X → Y , denote Y
X
ǫMD2 the object with Y
X
d = Yd
for dǫD1 and Y
X
d = (u
′
1X)d otherwise. We see that Hom(u
∗u
′
1X,Y )
∼= Hom(u
′
1X,Y
X
) ∼=
Hom(X,u!u
∗Y
X
) ∼= Hom(X,u!Y ), which completes the proof of (2). 
Lemma 9.6.8. For any diagrams Y, Y
′
ǫM∆
′
D2 that are Reedy cofibrant, denote X = colim pt Y
and X
′
= colim pt Y
′
in MD2 . Then
(1) The colimit v!v
∗X exists and is pointwise cofibrant, and v!v
∗X ֌ X is a pointwise
cofibration
(2) If Y → Y
′
is a pointwise weak equivalence, then so is v!v
∗X → v!v∗X
′
Proof. The objects of ∆
′
D2 are all of the form
d = (d0 → ...→ di → d
′
i+1 → ...→ d
′
n)
where d0, ..., diǫD2\D1 and d
′
i+1, ..., d
′
nǫD1. As a consequence, given Y ǫM
∆
′
(D2\D1) by Lemma
8.2.1 we have (V!Y )d ∼= Yd0→...→di . The functor V! is thus defined on the entire M
∆
′
(D2\D1) -
note that v! may not be defined on the entire M
D2\D1 .
The latching map of V!Y at d is LYd → Yd if i = n, and Yd0→...→di
id
→ Yd0→...→di if i < n.
Based on this, we see that if Y ǫM∆
′
D2 is Reedy cofibrant then V ∗Y is Reedy cofibrant and
V!V
∗Y → Y is a Reedy cofibration.
Pick Y ǫM∆
′
D2
res,rcof with colim
pt Y = X . Using Lemma 8.2.1 we see that v∗X ∼= colim pt V ∗Y .
M
∆
′
D2\D1
rcof
V //
colim pt

M
∆
′
D2
rcof
colim pt

MD2\D1
v //
MD2
The colimits colim pt V ∗Y ∼= v∗X and colim pt V!V ∗Y exist (the latter since V!V ∗Y is Reedy
cofibrant). By Lemma 8.2.2 we have that v! colim
pt V ∗Y ∼= v!v∗X exists and is ∼= colim
pt V!V
∗Y .
Applying colim pt to the Reedy cofibration V!V
∗Y → Y yields v!v∗X → X , which is a pointwise
cofibration between pointwise cofibrant objects by Thm. 9.4.2. This proves part (1).
If Y → Y
′
is a pointwise weak equivalence between Reedy cofibrant objects, then so is
V!V
∗Y → V!V
∗Y
′
, so by Thm. 9.4.2 the map colim pt V!V
∗Y → colim pt V!V
∗Y
′
is a weak
equivalence. This proves part (2). 
Theorem 9.6.9.
(1) If M is a pointed cofibration category and u : D1 → D2 is a small closed embedding
functor, then L colim u admits a left adjoint.
(2) If M is a pointed fibration category and u : D1 → D2 is a small open embedding functor,
then R limu admits a right adjoint.
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Proof. We only prove (1). We will apply the Abstract Partial Quillen Adjunction Thm.
5.8.3 to
M
∆
′
D2
res,rcof
v1=u
∗u
′
1 colim
pt
//
t1=colim
pt

MD1
MD2 MD1
v2=u!oo
t2=1
M
D1
OO
We have that v1, v2 is an abstract Quillen partially adjoint pair with respect to t1, t2:
(1) From Lemma 9.6.8 (1) we have Im colim pt ⊂ (MD2)0, so the functor v1 is correctly
defined. Using Lemma 9.6.7 (2) we see that v1, v2 are partially adjoint with respect to
t1, t2.
(2) The functor t1 is a cofibrant approximation of M
D2 by Prop. 9.5.7, therefore a left
approximation. The functor t2 = 1MD1 is a right approximation, and u2t2 preserves
weak equivalences.
(3) By Lemma 9.6.8 (2), the functor v!v
∗t1 preserves weak equivalences. But u
′
1t1Y is the
pushout of v!v
∗t1Y ֌ t1Y by v!v
∗t1Y → 0, and an application of the Gluing Lemma
shows that u
′
1t1 and therefore v1 also preserve weak equivalences.
(4) The functor v2 preserves weak equivalences.
We conclude that Rv2 ∼= hou! ∼= L colim
u admits a left adjoint. 
9.7. The conservation property
Recall that a family of functors ui : A → Bi, iǫI is conservative if for any map fǫA with uif
an isomorphism in Bi for all iǫI we have that f is an isomorphism in A. A family of functors
{ui} is conservative iff the functor (ui)i : A → ×iBi is conservative.
Theorem 9.7.1. Let D be a small category, and suppose that M is either a cofibration or a
fibration category. The projections pd : M
D → M on the d componenent for all objects dǫD then
induce a conservative family of functors ho(pd) : hoM
D → hoM.
Proof. Assume that M is a cofibration category (the proof for fibration categories is dual).
Let f : A→ B be a map in hoMD such that ho(pd)fǫhoM are isomorphisms for all objects
dǫD. We want to show that f is an isomorphism in hoMD.
Using the factorization axiom CF4 applied to the pointwise cofibration structure (MD, WD,
CofD), we may assume that A,B are pointwise cofibrant. From Thm. 6.4.5 applied to (MD,
WD, CofD), we may further assume that f is the image of a pointwise cofibration f of MD.
Assume we proved our theorem for all direct small categories. The map p∗t f in M
∆
′
D
satisfies the hypothesis of our theorem and ∆
′
D is direct. It follows that p∗t f is an isomor-
phism in hoM∆
′
D, so by Lemma 7.2.1 there exist pointwise cofibrations f
′
, f
′′
ǫM∆
′
D such that
f
′
p∗f, f
′′
f
′
are pointwise weak equivalences in M∆
′
D.
But p∗f is ∆
′
resD restricted, and therefore so are f
′
and f
′′
. By the same Lemma 7.2.1 p∗f
is an isomorphism in hoM∆
′
D
res , and by Thm. 9.5.8 f is an isomorphism in hoM
D
It remains to prove our theorem in the case when D is direct.
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As before, let f : A → B be a map in hoMD such that ho(pd)fǫhoM are isomorphisms
for all objects dǫD, and we want to show that f is an isomorphism in hoMD. Repeating the
previous argument applied to the Reedy cofibration structure (MD,WD,CofDReedy), we may
further assume that f is the image of a Reedy cofibration f : A→ B.
We will construct a Reedy cofibration f
′
: B → B
′
such that f
′
fǫWD. Once the construction
is complete, we will be able to apply the same construction to f
′
and obtain a Reedy cofibration
f
′′
: B
′
→ B
′′
such that f
′′
f
′
ǫWD. As a consequence, it will follow that f is an isomorphism in
hoMD.
To summarize, given a Reedy cofibration f : A→ B with the property that fd is an isomor-
phism in hoM, it remains to construct a Reedy cofibration f
′
: B → B
′
such that f
′
fǫWD. We
will construct f
′
by induction on degree.
For n = 0, D0 is discrete and the existence of f
′ 0 follows from Lemma 7.2.1. Assume now
f
′ <n : B<n → B
′ <n constructed.
For any object dǫDn, we construct the following diagram:
LAd //
id //

L(f
′
f)d ∼

Ad //
fd //

∼βd

Bd //
f
′
d // Bd
∼f
′
d

LB
′
d
//
γd // B
′
d
//
∼
δd // B
′
d
where:
(1) LAd, LB
′
d exist and are cofibrant because A,B
′ <n are Reedy cofibrant
(2) Since f
′<nf<n is a trivial Reedy cofibration, L(f
′
f)d is a trivial cofibration
(3) The map id is a cofibration since A is Reedy cofibrant
(4) βd is constructed as the pushout of L(f
′
f)d, therefore a trivial cofibration. γd is a
pushout of id, therefore a cofibration.
(5) f
′
d is a cofibration constructed by Lemma 7.2.1 applied to fd, so that f
′
dfd is a trivial
cofibration
(6) δd is constructed as the pushout of f
′
dfd, therefore a trivial cofibration. f
′
d is a pushout
of βd, therefore a trivial cofibration.
We define f
′
d = f
′
d f
′
d, for all objects dǫD
n. The map f
′≤n is a Reedy cofibration, and
(f
′
f)≤nǫW≤n. The inductive step is now complete, and the proof is finished. 
For each category with weak equivalences (M,W) and small category D, the functor MD →
(hoM)D induces a functor denoted dgm
D,M
: ho(MD)→ (hoM)D, or simply
(9.13) dgm
D
: ho(MD)→ (hoM)D
when (M,W) is inferred from the context.
Corollary 9.7.2. If M is either a cofibration or a fibration category, and if D is a small
category, then the functor dgm
D
of (9.13) is a conservative functor.
Proof. Consequence of the fact that a map f of D diagrams is an isomorphism iff each fd
for dǫD is an isomorphism. 
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9.8. Realizing diagrams
Start with a category with weak equivalences (M,W) and a small category D. Given a D-
diagram X in hoM, we would like to know under what conditions the diagram X is isomorphic
to the image of a diagram X
′
ǫho(MD) under the functor dgm
D
of (9.13). If such a diagram X
′
exists, it is called a realization of the diagram X in the homotopy category ho(MD).
We will show that if M is a cofibration category and D is a small, direct, free category
then any diagram Xǫ(hoM)D admits a realization X
′
ǫho(MD). Furthermore any two such
realizations X
′
, X
′′
of X are non-canonically isomorphic in ho(MD). Denis-Charles Cisinski
[Cis02a] proves this result for finite direct, free categories, but his techniques extend to our
situation.
Dually, if M is a fibration category and D is a small, inverse, free category then any di-
agram Xǫ(hoM)D admits a realization X
′
ǫho(MD), and X
′
is unique up to a non-canonical
isomorphism in ho(MD).
Let us recall the definition of a small free category. A directed graph G consists of a set of
vertices G0, a set of arrows G1 along with two functions s, t : G1 → G0 giving each arrow a source
respectively a target. A map of directed graphs u : G → G
′
consists of two functions ui : Gi → G
′
i
for i = 0, 1 that commute with the source and destination maps. We denote Graph the category
of directed graphs.
There is a functor F : Cat→ Graph which sends a small category D to the underlying graph
FD - with the objects of D as vertices and the maps of D as arrows, forgetting the composition
of maps. The functor F has a left adjoint G : Graph→ Cat, which sends a graph G to the small
category GG with objects G0 and with non-identity maps between x, x
′
ǫG0 defined as all formal
compositions fnfn−1...f0 of arrows fi, for i ≥ 0, such that sf0 = x, tfn = x
′
and tfi = sfi+1 for
0 ≤ i < n.
A small category D is free if it is isomorphic to GG for a graph G. The generators of a
category are its undecomposable maps, i.e. maps that cannot be written as compositions of two
non-identity maps. For a small category D, one can form the graph G of undecomposable maps,
with the objects of D as vertices and the undecomposable maps of D as arrows. Since G is a
subgraph of FD, there is a functor GG → D which is an isomorphism iff the category D is free.
A vertex x0 of a graph G has uniformly bounded ascending chains if there is a positive integer
k such that any sequence of arrows x0 → x1 → x2... has at most length k. The vertex x0 has
uniformly bounded descending chains if there is a positive integer k such that any sequence of
arrows ...→ x2 → x1 → x0 has at most length k. We leave the proof of the following lemma to
the reader:
Lemma 9.8.1.
(1) The following statements are equivalent for a small category D.
(a) D is direct and free
(b) D is free, and all vertices of its graph of undecomposable maps have uniformly
bounded descending chains (in particular, its graph of undecomposable maps has
no loops)
(c) D is direct and for any dǫD the latching category ∂(D ↓ d) is a disjoint sum of
categories with a terminal object.
(2) The following statements are equivalent for a small category D.
(a) D is inverse and free
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(b) D is free, and all vertices of its graph of undecomposable maps have uniformly
bounded ascending chains
(c) D is inverse and for any dǫD the matching category ∂(d ↓ D) is a disjoint sum of
categories with an initial object.
(3) A finite, free category is both direct and inverse. 
For example, the categories 0⇉ 1, 1← 0→ 2 and 1→ 0← 2 (given by their subgraph of
non-identity maps) are at the same time direct, inverse and free. The categoryN of nonnegative
integers 0 → 1 → ... is free and direct, and its opposite Nop is free and inverse. The category
given by the commutative diagram
0 //

1

2 // 3
is finite, direct and inverse but not free.
Let us now investigate the more trivial problem of realizing D-diagrams for a discrete small
category D.
Lemma 9.8.2. Suppose that Dk, kǫK is a set of small categories. If M is either a cofibration
or a fibration category, then the functor
hoM⊔kǫKDk
ho(i∗k)kǫK // ×kǫKhoMDk
is an isomorphism of categories, where ik : Dk → ⊔k′ ǫKDk′ denotes the component inclusion for
kǫK.
Proof. Consequence of Thm. 7.1.1 for Mk = M
Dk , which is a cofibration category by
Thm. 9.5.5. 
We can apply the existence of the homotopy (co)limit functor for the particular case of
discrete diagrams to prove:
Lemma 9.8.3.
(1) If M is a cofibration category, then hoM admits all (small) sums of objects. The functor
Mcof → hoM commutes with sums of objects.
(2) If M is a fibration category, then hoM admits all (small) products of objects. The
functor Mfib → hoM commutes with products of objects.
Proof. We only prove (1). Given a set of objects Xk, kǫK of a cofibration category M, if we
view K as a discrete category then by Thm. 7.1.1 L colimK Xk satisfies the universal property
of the sum of Xk in hoM. If all Xk are cofibrant, then ⊔kǫKXk exists in M and computes
L colimK Xk, which proves the second part. 
We now turn to the problem of realizing D-diagrams in a cofibration category for a small
direct category D.
Lemma 9.8.4. Suppose that either M is a cofibration category and D is a small direct cate-
gory, or M is a fibration category and D is a small inverse category.
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Suppose that X,Y are objects of MD. If for each n ≥ 0 there exists
fnǫHomhoMD≤n (X
≤n, Y ≤n)
such that fn restricts to fn−1 for all n > 0, then there exists fǫHomhoMD(X,Y ) such that f
restricts to fn for all n ≥ 0.
Proof. Assume that M is a cofibration category and that D is a small direct category.
(The proof using the alternative hypothesis is dual).
We may assume that X,Y are Reedy cofibrant. We fix a sequence of cylinders with respect
to the Reedy cofibration structure InX and InY , and denote I∞X = colim (X
i0→ IX
i0→
I2X...) and I∞Y = colim (Y
i0→ IY
i0→ I2Y...). Denote jn : X → InX and kn : Y → InY the
trivial cofibrations given by iterated compositions of i0. Using axiom CF6, the maps j∞ =
colim jn : X → I
∞X and k∞ = colim kn : Y → I
∞Y are trivial cofibrations.
By induction on n, we will construct a factorization in D≤n
InX≤n
an // Zn InY ≤n∼
bnoo
with Zn Reedy cofibrant and bn a weak equivalence in D
≤n, such that b−1n an has the homotopy
type of fn, and a trivial Reedy cofibration cn−1 in D
<n that make the next diagram commutative
In−1X<n
an−1
//

i0 ∼

Zn−1

cn−1 ∼

In−1Y <n
bn−1
∼
oo

i0 ∼

InX<n
a<nn
// Z<nn InY <n
b<nn
∼oo
Once the inductive construction is complete, we get a factorization
X //
j∞
∼
// I∞X
a // Z I∞Y∼
boo Yoo∼
k∞oo
defined by a = colim n an and b = colim
n bn. Using axiom CF6 and Lemma 1.6.5, Z is Reedy
cofibrant and b is a weak equivalence. The map k−1∞ b
−1aj∞ in hoM
D restricts to fn for all
n ≥ 0.
To complete the proof, let us perform the inductive construction of Zn, an, bn, cn−1 for
n ≥ 0. The initial step construction of Z0, a0, b0 folows from Lemma 9.8.2. Assume that
Zn−1, an−1, bn−1 have been constructed.
From Thm. 6.4.5, there exists a factorization in D≤n
In−1X≤n //
a
′
n // Z
′
n I
n−1Y ≤noo∼
b
′
noo
with a
′
n a Reedy cofibration and b
′
n a trivial Reedy cofibration in D
≤n, such that b
′−1
n a
′
n has the
homotopy type of fn in hoM
D
≤n
. Using the inductive hypothesis and Thm. 6.4.4, there exist a
Reedy cofibrant diagram Z
′′<n
n and weak equivalences α, β in D
<n that make the next diagram
homotopy commutative
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Zn−1
α




In−1X<n
an−1
99tttttttttt
$$
a
′<n
n $$J
JJ
JJ
JJ
JJ
J Z
′′<n
n I
n−1Y <n
bn−1
eeJJJJJJJJJJ
zz
b
′<n
nzzuu
uu
uu
uu
uu
Z
′<n
n
β
OO


We may assume that α, β are trivial Reedy cofibrations - if they are not, we may replace them
with α
′
, β
′
defined by a cofibrant replacement
α+ β : Zn−1 ⊔ Z
′<n
n
α
′
+β
′
֌ Z
′′′<n
n
∼
→ Z
′′<n
n
Using Lemma 6.3.2 twice, we can embed our homotopy commutative diagram in a diagram
commutative on the nose with the maps cn−1, γ trivial Reedy cofibrations
In−1X<n //
an−1
//

i0

Zn−1

cn−1



 I
n−1Y <noo
bn−1
oo

i0

InX<n
a<nn //____ Z<nn InY <n
b<nnoo_ _ _ _
In−1X<n //
a
′<n
n
//
OO
i1
OO
Z
′<n
n
OO
γ
OO


In−1Y <noo
b
′<n
n
oo
OO
i1
OO
This diagram defines a Reedy cofibrant object Z<nn , a map a
<n
n , a weak equivalence b
<n
n and
the trivial Reedy cofibration cn−1. It remains to extend Z
<n
n , a
<n
n , b
<n
n in degree n such that
b−1n an = fn in hoM
D
≤n
.
For each object dǫDn, we construct Z
′′′
d as the colimit of the diagram of solid maps
LInXd
colim a<nn //
%%
%%K
KK
KK
KK
KK
KK
colim ∂(D↓d) Z<nn&&
ǫ
&&M
MM
MM
M
InXd
δ //______________ Z
′′′
d
LIn−1Xd // //%%
%%K
KK
KK
KK
KK
K
OO
Li1d
OO
colim ∂(D↓d) Z
′<n
n&&
&&MM
MMM
MMM
MMM
M
OO
colim γ
OO
In−1Xd //
a
′
nd //
OO
i1d
OO
Z
′
d
ζ
OO






The bottom and left faces are Reedy cofibrant, and the maps Li1d, i1d and colim γ are trivial
Reedy cofibrations. A quick computation shows that the colimit Z
′′′
d actually exists, that ǫ is a
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Reedy cofibration and that the map ζ is a weak equivalence. In consequence δ has the homotopy
type of fnd.
We also construct Z
′′′′
d as the colimit of the diagram of solid maps
colim ∂(D↓d) Z<nn&&
µ
&&M
MM
MM
M
LInYd%%
%%J
JJ
JJJ
JJ
JJ
J
colim b<nnoo
Z
′′′′
d I
nYdν
oo_ _ _ _ _ _ _ _ _ _
colim ∂(D↓d) Z
′<n
n&&
&&MM
MMM
MMM
MMM
M
OO
colim γ
OO
LIn−1Yd%%
%%J
JJ
JJ
JJ
JJ
J
OO
Li1d
OO
oo
colim bn−1
oo
Z
′
d
θ
OO






In−1Yd
OO
i1d
OO
oo
bn−1,d
oo
The bottom and right faces are Reedy cofibrant, the maps Li1d, i1d, colim γ, colim bn−1 and
bn−1,d are trivial Reedy cofibrations and the map colim b
<n
n is a weak equivalence. By compu-
tation one shows that the colimit Z
′′′′
d actually exists, that µ is a Reedy cofibration and that ν, θ
are weak equivalences. We now construct Zd as the pushout
colim ∂(D↓d) Z<nn
//
µ
//

ǫ

Z
′′′′
d
ǫ
′




Z
′′′
d
//
µ
′
//______ Zd
From the Gluing Lemma applied to the diagram
colim ∂(D↓d) Z<nn
//
µ
//
''
ǫ
''NN
NNN
NNN
NNN
Z
′′′′
d ##
ǫ
′
##G
GG
GG
GG
GG
Z
′′′
d
//
µ
′
// Zd
colim ∂(D↓d) Z
′<n
n
colim γ
OO
// //
''
''NN
NNN
NNN
NNN
N
Z
′
d
id
##G
GG
GG
GG
G
θ
OO
Z
′
d
id //
ζ
OO
Z
′
d
OO
ι
OO
where the top and bottom faces are pushouts and the vertical maps colim γ, ζ, θ are weak
equivalences we see that ι and therefore µ
′
, ǫ
′
are weak equivalences.
We define and = µ
′
δ, bnd = ǫ
′
ν. Repeating our construction for any dǫDn allows us to define
Zn, an and bn.
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For all objects dǫDn, the latching map ǫ
′
µ is a cofibration, therefore Zn is Reedy cofi-
brant. The map bn is a weak equivalence because b
<n
n is a weak equivalence and for all ob-
jects dǫDn the maps ǫ
′
, ν are weak equivalences. The map b−1n an has the homotopy type of
fnǫHomhoMD≤n (X
≤n, Y ≤n) because b
′−1
n a
′
n has the homotopy type of fn and for all dǫD
n the
maps ζ, θ, ν, µ
′
and ǫ
′
are weak equivalences. 
We now turn to the main theorem of this section.
Theorem 9.8.5 (Cisinski).
(1) If M is a cofibration category and D is a small, direct and free category, then the functor
dgm
D
: ho(MD)→ (hoM)D is full and essentially surjective.
(2) If M is a fibration category and D is small, inverse and free then the functor dgm
D
:
ho(MD) → (hoM)D is full and essentially surjective.
Proof. We only prove part (1). The category MD is endowed with a pointwise cofibration
structure. Since ho(MD) ∼= ho(MDcof ) and hoM
∼= hoMcof , we may assume for simplicity that
M = Mcof .
Let us first show that dgm
D
is essentially surjective. For an object X of (hoM)D, we
will construct by induction on degree a Reedy cofibrant diagram X
′
ǫMD and an isomorphism
f : dgm
D
(X
′
)
∼=
→ X . The inductive hypothesis is that X
′≤n is Reedy cofibrant and that
f≤n : dgmD≤n(X
′≤n)
∼=
→ X≤n is an isomorphism.
The initial step n = 0 follows from Lemma 9.8.2, since D≤0 is discrete. Assume that
X
′<n, f<n have been constructed, and let’s try to extend them over each object dǫDn.
By Lemma 9.8.1, the latching category ∂(D ↓ d) is a disjoint sum of categories with terminal
objects denoted di → d. We therefore have colim
∂(D↓d)X
′ ∼= ⊔iX
′
di
, and ⊔iX
′
di
computes the
sum ofX
′
di
also in hoM. We can thus construct a map colim ∂(D↓d)X
′
→ Xd in hoM, compatible
with f<n. This map yields a factorization colim ∂(D↓d)X
′
֌ X
′
d
∼
֋ Xd in M, since we assumed
that M = Mcof . Define fd as the inverse of X
′
d
∼
֋ Xd. Repeating the construction of X
′
d, fd for
each dǫDn yields the desired extension X
′≤n, f≤n. The map f : dgm
D
(X
′
)
∼=
→ X we constructed
is a degreewise isomorphism, therefore an isomorphism.
We have shown that dgm
D
is essentially surjective, let us now show that it is full. Using
Lemma 9.8.4, it suffices to show that for any Reedy cofibrant diagrams X
′
, Y
′
ǫMD and map
f : dgmD(X
′
) → dgmD(Y
′
), we can construct a set of maps f
′
nǫHomhoMD≤n (X
≤n, Y ≤n) for
n ≥ 0 such that f
′
n restricts to f
′
n−1 and f restricts to dgmD≤n(f
′
n).
We will construct such a map f
′
n by induction on n. The initial step map f
′
0 exists as a
consequence of Lemma 9.8.2. Assume that f
′
n−1 has been constructed.
Using Thm. 6.4.5 we can construct a factorization in D<n
X
′<n //
an−1
// Z
′
n−1 Y
′<noo
∼
bn−1
oo
with an−1 a Reedy cofibration and bn−1 a trivial Reedy cofibration in D
<n, such that b−1n−1an−1 =
f
′
n−1.
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For any object dǫDn, the latching category ∂(D ↓ d) is a disjoint sum of categories with
terminal objects, and the functor M = Mcof → hoM commutes with sums of objects. As a
consequence, the diagram
LX
′
d
//
colim ∂(D↓d) an−1
//

colim ∂(D↓d) Z
′
n−1 LY
′
d
oo
∼
colim ∂(D↓d) bn−1
oo

X
′
d
fd // Y
′
d
commutes in hoM. All maps of this diagram are maps of M, with the exception of fd which is a
map of hoM. Since M admits a homotopy calculus of left fractions, a quick computation shows
that this diagram can be embedded in a homotopy commutative diagram with all maps in M
LX
′
d
//
colim ∂(D↓d) an−1
//

colim ∂(D↓d) Z
′
n−1





LY
′
d
oo
∼
colim ∂(D↓d) bn−1
oo

X
′
d
// //____________ Sd Y
′
d
oo
∼
oo_ _ _ _ _ _ _ _ _ _ _ _
with the composition in hoM of the bottom edge having the homotopy type of fd.
Since the cylinders are with respect to the Reedy cofibration structure, notice that LIX
′
d,
LIY
′
d are cylinders of (LX
′
)d and (LY
′
)d. Using Lemma 6.3.2 twice, we can embed our homotopy
commutative diagram into a diagram commutative on the nose
LIX
′
d
td
%%J
J
J
J
J
J
J
J
J
J
J
J
J
LX
′
d
oo
∼
i0oo // // colim ∂(D↓d) Z
′
n−1


LY
′
d
oo
∼
oo //
∼
i0 // LIY
′
d
t
′
d
zzt
t
t
t
t
t
t
t
t
t
t
t
t
LX
′
d
OO
∼i1
OO

Sd
∼



 LY
′
d
OO
∼ i1
OO

X
′
d
// //____________ Td Y
′
d
oo
∼
oo_ _ _ _ _ _ _ _ _ _ _ _
where the bottom edge has the homotopy type of fd.
Denote zd the map colim
∂(D↓d) Z
′
n−1 → Td. We repeat the construction above for all dǫD
n.
The maps td, tdi0, zd, t
′
di0, t
′
d define Reedy cofibrant extensions LIX
′≤n, LX ′≤n, Z
′
n−1, LY
′≤n,
LIY ′≤n over D≤n and a zig-zag of maps
X
′≤n → LIX ′≤n
∼
← LX ′≤n → Z
′
n−1
∼
← LY ′≤n → LIY ′≤n
∼
← Y
′≤n
which defines the desired f
′
n. 
Suppose that C is a category and u : D1 → D2 is a functor. Let XǫCD1 be a diagram. A
weak colimit of X along u, if it exists, is a diagram wcolim uXǫCD2 along with a map ǫ : X →
u∗ wcolim uX with the property that for any other diagram Y ǫD2 and map f : X → u
∗Y there
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exists a (not necessarily unique) map g : wcolim uX → Y such that f = u∗g ◦ ǫ. A weak colimit
(wcolim uXǫ), if it exists, is not necessarily unique. If the base category C is cocomplete, then
the colimits along u are weak colimits. Weak limits are defined in a dual fashion, and are denoted
wlim uX .
The homotopy category of a cofibration category is not cocomplete, in general. As a benefit
of Thm. 9.8.5, the homotopy category of a cofibration category admits weak colimits indexed by
diagrams that satisfy the conclusion of Thm. 9.8.5. Furthermore, there is a way to make these
weak colimits unique up to a non-canonical isomorphism. This is an idea we learned from Alex
Heller, [Hel88].
Suppose that M is a cofibration category and that u : D1 → D2 is a functor of small categories
where D1 has the property that dgmD1 is full and essentially surjective. Let Xǫ(hoM)
D1 be
a diagram in the homotopy category. There exists X
′
ǫho(MD1) with dgmD1X
′ ∼= X , using
the essential surjectivity of dgmD1 . Denote ǫ
′
: X
′
→ u∗L colim uX
′
the canonical map. Since
dgmD1 is full, we see that
(dgmD1(L colim
uX
′
), dgmD1ǫ
′
)
is a weak colimit of X along u.
We denote W colim uX the weak colimit that we constructed. If X
′′
ǫho(MD1) also satis-
fies dgmD1X
′′ ∼= X , since dgmD1 is full we can construct a non-canonical map f : X
′
→ X
′′
with dgmD1f the isomorphism dgmD1X
′ ∼= dgmD1X
′′
. By Cor. 9.7.2, dgmD1 is conservative
therefore f is an isomorphism. This shows that W colim uX as constructed is unique up to a
non-canonical isomorphism.
The weak colimitW colim uX will be called a privileged weak colimit, following Alex Heller’s
terminology. Dually, if M is a fibration category and u : D1 → D2 is a functor of small categories
with dgmD1 full and essentially surjective, we can construct privileged weak limits ofXǫ(hoM)
D1
along u, which are denoted W limuX .
Theorem 9.8.6.
(1) Suppose that M is a cofibration category and that u : D1 → D2 is a functor of small
categories with D1 direct and free. Then the privileged weak colimits W colim
uX exist
for Xǫ(hoM)D1 , and are unique up to a non-canonical isomorphism.
(2) Suppose that M is a fibration category and that u : D1 → D2 is a functor of small
categories with D1 inverse and free. Then the privileged weak limits W lim
uX exist
for Xǫ(hoM)D1 , and are unique up to a non-canonical isomorphism.
Proof. Consequence of the fact that by Thm. 9.8.5, for both (1) and (2) the functor dgmD1
is full and essentially surjective. 
CHAPTER 10
Derivators
In this chapter, we collect all our previous results and interpret them to say that a cofibration
category has a canonically associated left Heller derivator, and dually a fibration category has a
canonically associated right Heller derivator.
Derivators are best thought of as an axiomatization of homotopy (co)limits. They were
introduced by Alexandre Grothendieck in his manuscripts [Gro83], [Gro90]. Don Anderson
[And79] and Alex Heller [Hel88] present alternative definitions of derivators. For an elementary
introduction to the theory of derivators, the reader is invited to refer to Georges Maltsiniotis
[Mal01].
Grothendieck’s original definition had derivators as contravariant on both 1- and 2- cells; we
will refer to this type of derivators as Grothendieck derivators. Heller’s definition had derivators
as contravariant on 1- cells but covariant on 2-cells; we will refer to them as Heller derivators,
although the axioms we use are set up a little bit differently than in [Hel88]. The axioms are
arranged so that Grothendieck and Heller derivators correspond to each other by duality.
We will recall the basic definitions we need. Fix a pair of universes U ⊂ U
′
. We denote 2Cat
the 2-category of U-small categories, and 2CAT the 2-category of U
′
-small categories. We denote
∅ the initial category (having an empty set of objects), and e the terminal category (having one
object and the identity of that object as the only map). We write pD : D → e for the functor
to the terminal category and ed : e → D for the functor that embeds the terminal category e as
the object dǫD.
For a 2-category C, we denote C1−op (C2−op, resp. C1,2−op) the 2-category obtained reversing
the direction of the 1-cells (resp. 2-cells, resp. both 1- and 2-cells) of C.
We will denote by Dia any 2-full 2-subcategory of 2Cat, with the property that its objects
(viewed as small categories) include the set of finite direct categories, and are stable under the
following category operations:
(1) small disjoint sums of categories
(2) finite products of categories
(3) stable under taking overcategories and undercategories, i.e. if f : D1 → D2 is a functor
with D1,D2ǫDia then (f ↓ d2), (d2 ↓ f) ǫDia for any object d2ǫD2
In particular from (1) and (2), we will assume that ∅, e ǫDia.
For example, we can take Dia to be
(1) the entire 2Cat, or
(2) the 2-full subcategory 2FinDirCat whose objects are small disjoint sums of finite direct
categories
143
144 10. DERIVATORS
10.1. Prederivators
Definition 10.1.1. A Heller prederivator of domainDia is a pseudo 2-functorD : Dia1−op →
2CAT .
For any morphism u : D1 → D2 in Dia we denote u∗ = Du : D(D2) → D(D1), and for any
natural map α : u⇒ v in Dia we denote α∗ = Dα : u∗ → v∗.
A Heller prederivator is strict if it is strict as a 2-functor.
For example, any category with weak equivalences (M,W) gives rise to a strict Heller pred-
erivator D(M,W) of domain 2Cat defined by D(M,W)(D) = hoM
D, where the homotopy category
is taken with respect to pointwise weak equivalences WD. Any natural map α : u ⇒ v yields a
natural map α∗ : u∗ ⇒ v∗
D1
u
$$
v
::
D2 hoMD1 hoMD2
v∗
jj
u∗
tt
α α
∗

where α∗ is defined on components as Xαd1 : Xvd1 → Xud1 , for diagrams XǫM
D1.
10.2. Derivators
Suppose that u : D1 → D2 is a functor in Dia. A left adjoint for u∗ : D(D2)→ D(D1), if it
exists, is denoted u! : D(D1)→ D(D2). A right adjoint for u∗, if it exists, is denoted u∗ : D(D1)→
D(D2). If the functors u! or u∗ exist, they are only defined up to unique isomorphism.
Suppose we have a diagram in Dia with φ : vf ⇒ gu a natural map
(10.1) D1
u //
f

D2
g

D3 v
// D4

=Eφ
We apply the 2-functor D and we get a natural map φ∗ : f∗v∗ ⇒ u∗g∗. If the left adjoints u!
and v! exist, the natural map φ
∗ yields by adjunction the cobase change natural map denoted
(10.2) φ! : u!f
∗ ⇒ g∗v!
If φ! is an isomorphism for a choice of left adjoints u!, v!, then φ! is an isomorphism for any such
choice of right adjoints u!, v!. Dually, if we assume that the right adjoints f
∗ and g∗ exist, the
base change morphism associated to φ is
(10.3) φ∗ : v
∗g∗ ⇒ f∗u
∗
and if φ∗ is an isomorphism for a choice of f∗, g∗ then φ∗ is an isomorphism for any such choice.
Given a functor u : D1 → D2 and an object d2ǫD2, in the standard over 2-category diagram
of u at d2 (see (9.9))
(10.4) (u ↓ d2)
p(u↓d2) //
iu,d2

e
ed2

D1 u
// D2

?Gφu,d2
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In (10.4), if the left adjoints u! and p(u↓d2)! exist, the associated cobase change morphism is
denoted
(10.5) (φu,d2)! : p(u↓d2)!i
∗
u,d2 ⇒ e
∗
d2u!
Dually, for an object d2ǫD2, in the standard under 2-category diagram of u at d2 (see (9.11))
(10.6) (d2 ↓ u)
id2,u //
p(d2↓u)

D1
u

e
ed2
// D2

?Gφd2,u
In (10.6), if the right adjoints u∗ and p∗(d2↓u) exist, the associated base change morphism is
denoted
(10.7) (φd2,u)
∗ : e∗d2u∗ ⇒ p(d2↓u)∗i
∗
d2,u
Definition 10.2.1 (Heller derivators).
A Heller prederivator D : Dia1−op → 2CAT is a left Heller derivator if it satisfies the following
axioms:
Der1: For any set of small categories Dk, kǫK, the functor
D(⊔kǫKDk)
(i∗k)kǫK // ×kǫKD(Dk)
is an equivalence of categories, where ik : Dk → ⊔k′ ǫKDk′ denotes the component
inclusions for kǫK.
Der2: For any D in Dia, the family of functors e∗d : D(D) → D(e) for all objects dǫD is
conservative.
Der3l: For any u : D1 → D2 in Dia, the functor u∗ : D(D2) → D(D1) admits a left
adjoint u! : D(D1)→ D(D2)
Der4l: For any u : D1 → D2 in Dia and any object d2ǫD2, the cobase change morphism
(φu,d2)! : p(u↓d2)!i
∗
u,d2
⇒ e∗d2u! of (10.5) associated to the standard over 2-category dia-
gram (9.9) is an isomorphism.
D is a right Heller derivator if it satisfies axioms Der1 and Der2 above and:
Der3r: For any u : D1 → D2 in Dia, the functor u∗ : D(D2) → D(D1) admits a right
adjoint u∗ : D(D1)→ D(D2)
Der4r: For any u : D1 → D2 in Dia and any object d2ǫD2, the base change morphism
(φd2,u)
∗ : e∗d2u∗ ⇒ p(d2↓u)+i
∗
d2,u
of (10.7) associated to the standard under 2-category
diagram (9.11) is an isomorphism.
D is a Heller derivator if it is both a left and a right Heller derivator.
Definition 10.2.2 (Grothendieck derivators). A 2-functor D : Dia1,2−op → 2CAT is a left
(right, two-sided) Grothendieck derivator if the functor Dia1−op → 2CAT , D 7→ D(Dop) is a
right (left, two-sided) Heller derivator.
Notice that for a left Grothendieck derivator the map u∗ = D(u) by definition admits a right
adjoint u∗, and for a right Grothendieck derivator D(u) admits a left adjoint u!. This observation
should be kept in mind when reading [Gro83], [Gro90], [Mal01], [Cis02a], [Cis02b], [Cis03].
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We have allowed for pseudo-functors D rather than just strict 2-functors in the definition of
Heller, resp. Grotherndieck derivators. Grothendieck and Heller had originally just used strict 2-
functors D in the derivator definition, but their arguments apply just as well for pseudo-functors.
The axioms for a Grothendieck derivator that we propose are stronger than the ones orig-
inally introduced by Grothendieck in that we require Der1 to hold for arbitrary small sums of
categories rather than just finite sums of categories. The axioms for a Heller derivator that we
propose are weaker than the axioms of a Heller homotopy theory, as defined in [Hel88], in that
our Heller derivators don’t satisfy Heller’s axiom H2 (same as our Der5 below).
We will use the term derivator to refer to Heller derivators, when no confusion is possible.
For D1 and D2 in Dia, we define the functor
dgm
D1,D2
: D(D1 ×D2)→ D(D2)D1
(dgm
D1,D2
X)d1 = i
∗
d1
X
(dgm
D1,D2
X)f = i
∗
fX
for any object d1 and map f : d1 → d
′
1 of D1, where id1 : D2 → D1 × D2 is the functor d2 7→
(d1, d2) and if : id1 ⇒ id′1
is the natural map given on components by (f, 1D1).
Definition 10.2.3 (Strong Heller derivators).
A left (resp. right, two-sided) Heller derivator D : Dia1−op → 2CAT is strong if it satisfies the
additional axiom Der5
Der5: For any finite, free category D1 and category D2 in Dia, the functor dgm
D1,D2
is
full and essentially surjective.
Note that in the literature the axiom Der5 is sometimes stated in the weaker form
Der5w: For any category D2 in Dia the functor dgmI,D2 is full and essentially surjective,
where I denotes the category 0→ 1, with two objects and one non-identity map.
Theorem 10.2.4. A Heller prederivator of domain 2Cat is a homotopy theory in the sense
of [Hel88] iff it is a strong, strict Heller derivator in the sense of Def. 10.2.1.
Proof. This is a consequence of the results of [Hel88]. 
In fact, a careful reading of [Hel88] shows that most proofs stated there for one-sided
homotopy theories are true for one-sided strong Heller derivators. However we suspect that the
theory developed in [Hel88] can be reworked from the axioms of a one-sided Heller derivator
alone.
10.3. Derivability of cofibration categories
Let us turn back to the Heller prederivator D(M,W) associated to a category with weak
equivalences (M,W) and introduce the following
Definition 10.3.1. A category with weak equivalences (M,W) is left Heller derivable (resp.
strongly left Heller derivable, right Heller derivable, etc) over Dia if the prederivator D(M,W) is
a left (left strong, right etc.) Heller derivator over Dia.
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A left Heller derivable (resp. strongly left Heller derivable, etc.) category by convention is
left Heller derivable over the entire 2Cat.
With the definitions of derivators and of derivable categories at hand, we can state
Theorem 10.3.2 (Cisinski).
(1) Any ABC cofibration category is strongly left Heller derivable.
(2) Any ABC fibration category is strongly right Heller derivable.
(3) Any ABC model category is strongly Heller derivable.
Proof. Part (2) is dual to (1) and part (3) is a consequence of (1) and (2). Therefore it
suffices to prove part (1).
Part (1) is proved by verifying the derivator axioms as follows:
- Der1 is proved by Lemma 9.8.2
- Der2 by Thm. 9.7.1
- Der3r by Thm. 9.6.3
- Der4r by Thm. 9.6.5
- Der5 in Thm. 9.5.5 and Thm. 9.8.5

As a corollary of Thm. 10.3.2 and Prop. 2.2.4 we obtain
Theorem 10.3.3. Any Quillen model category is strongly Heller derivable. 
In particular, all the results of [Hel88] apply to ABC model categories (and therefore to
Quillen model categories).
We should mention that our terminology for derivable categories is different than the one
used by Denis-Charles Cisinski. His paper [Cis02a] calls left derivable categories what we call
F1-F4 Anderson-Brown-Cisinski fibration categories. The naming anomaly is explained by the
fact that [Cis02a] is written in the language of Grothendieck derivators, and a left Grothendieck
derivator corresponds to a right Heller derivator.
10.4. Odds and ends
The author has not been able to complete his research project as thoroughly as he would
have liked, but it may be worthwhile to at least state how this body of work may be improved
and extended. First of all, it is proved by Denis-Charles Cisinski that
Theorem 10.4.1 ([Cis02a]).
(1) Any CF1-CF4 cofibration category is strongly left Heller derivable over 2FinDirCat.
(2) Any F1-F4 fibration category is strongly right Heller derivable over 2FinDirCat.
Indeed, we have modeled our proofs in a very large part on the arguments of [Cis02a].
Second, consider a weaker replacement of axiom CF6.
CF6’: For any sequence of weak equivalence maps A0 ← B0 → A1 ← B1 → A2... such
that each Bn is cofibrant, and such that B0 → A0 and all Bn ⊔ Bn+1 → An are
cofibrations, we have that
A0 → colim (A0 ← B0 → A1 ← B1 → A2...)
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is a weak equivalence.
The colimit in CF6’ can be shown to always exist using a modified version of Lemma 9.3.1. If
A
′
0 ← B
′
0 → A
′
1... is another sequence of weak equivalence maps such that each Bn is cofibrant,
and such that B
′
0 → A
′
0 and all B
′
n ⊔ B
′
n+1 → A
′
n are cofibrations, and if an : An → A
′
n,
bn : Bn → B
′
n form a diagram map, then using a modified version of Thm. 9.3.5 one can show
that the induced map
colim (A0 ← B0 → A1 ← B1 → A2...)→ colim (A
′
0 ← B
′
0 → A
′
1 ← B
′
1 → A
′
2...)
is a weak equivalence.
We conjecture that a precofibration category (M,W,Cof) satisfying CF5 and CF6’ is strongly
left Heller derivable. It is an open question actually if axiom CF6’ is needed at all - so an even
stronger conjecture would be that axioms CF1-CF5 imply strong left Heller derivability.
The dual axiom for fibration categories is
F6’: For any sequence of weak equivalence maps A0 → B0 ← A1 → B1 ← A2... such that
each Bn is fibrant, and such that A0 → B0 and all An+1 → Bn ×Bn+1 are fibrations,
we have that
lim(A0 → B0 ← A1 → B1 ← A2...)→ A0
is a weak equivalence.
The dual weak conjecture is that a prefibration category (M,W,Fib) satisfying F5 and F6’
is strongly right Heller derivable. The dual strong conjecture is that a prefibration category
satisfying F5 is strongly right Heller derivable.
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