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SIMILARITY OF OPERATORS ON lp
MARCH T. BOEDIHARDJO
Abstract. We prove a version of each of the following results for operators on lp, 1 < p <
∞: (i) Voiculescu’s absorption theorem (ii) that Ext(C(M)) is a group for every nonempty
compact subset M of Rd (iii) that Ext(A)−1 is homotopy invariant in A for separable unital
C∗-algebra A.
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1. Introduction
Throughout this paper, operators are assumed to be bounded and linear. If Y is a Banach
space, then the Banach algebra of operators on Y is denoted by B(Y), the closed ideal of
compact operators on Y is denoted by K(Y) and π : B(Y) → B(Y)/K(Y) is the quotient
map.
Let H,H1,H2 be separable, infinite dimensional, complex Hilbert spaces. Recall that an
operator T1 on H1 and an operator T2 on H2 are unitarily equivalent if there is a unitary
operator W : H1 →H2 such that T2 =WT1W ∗. Unitary equivalence of normal operators on
H can be characterized using the theory of spectral multiplicity [30]. A self-adjoint operator
T on H whose spectral measure has no atom cannot be unitarily equivalent to any diagonal
operator on l2. The situation is quite different if a perturbation is allowed. Weyl [63] and
von Neumann [62] showed that for every self-adjoint operator T on H and ǫ > 0, there are
a diagonal operator D on l2 and a compact operator K on l2 with ‖K‖ ≤ ǫ such that T is
unitarily equivalent to D+K. Berg [6] showed that this result still holds if T is only assumed
to be a normal operator. Voiculescu [61] obtained a noncommutative Weyl-von Neumann
theorem which is a significant extension of Berg’s result to representations of separable C∗-
algebras.
The purpose of this paper is to investigate similarity of operators on lp, 1 < p < ∞,
up to a perturbation. Recall that if Y1 and Y2 are Banach spaces then an operator T1 on
Y1 and an operator T2 on Y2 are similar if there is an invertible operator S : Y1 → Y2
such that T2 = ST1S
−1. By the result of Berg mentioned above, the bilateral shift on l2
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is unitarily equivalent to a compact perturbation of a diagonal operator D on l2. So a
natural first step to investigate similarity of operators on lp is to see if a version of this
result holds for the bilateral shift B on lp, 1 < p < ∞. In the case p = 2, if f is a Laurent
polynomial then ‖f(B)‖ = sup|v|=1 |f(v)|. For p 6= 2, by the spectral mapping theorem,
‖f(B)‖ ≥ sup|v|=1 |f(v)| but in general equality does not hold. Fixman [23] showed that
there exist Laurent polynomials f1, f2, . . . such that sup|v|=1 |fn(v)| = 1 for all n ≥ 1 and
‖fn(B)‖ → ∞ as n → ∞. Because the essential norm and the norm of fn(B) coincide, it
follows that the bilateral shift on lp is not similar to any compact perturbation of any diagonal
operator on lp. So Berg’s result for the bilateral shift on l2 does not hold for the bilateral
shift on lp even with unitary equivalence replaced by similarity.
An operator T on a separable Banach space Y is quasitriangular [3] if there are finite
dimensional subspaces F1 ⊂ F2 ⊂ . . . of Y such that ∪n≥1Fn is dense in Y and the distance
of T |Fn from the space of all operators on Fn converges to 0 as n → ∞ (i.e., Fn is “almost
invariant” under T ). Apostol, Foias and Voiculescu [2] showed that an operator T on H is
quasitriangular if and only if the Fredholm index of T − λI is nonnegative for all λ ∈ C
not in the essential spectrum of T . Later Apostol and Voiculescu [3] showed that this result
still holds if instead T is an operator on lp, 1 ≤ p < ∞, or c0. So the bilateral shift on lp,
1 ≤ p <∞, is quasitriangular. In fact, something more is true. Our first main result Theorem
2.2 is a version of Voiculescu’s theorem [61] for operators on lp, 1 < p <∞. As a consequence,
we show that the bilateral shift on lp, 1 < p < ∞, is similar to a compact perturbation of
the direct sum of circular shifts B1, B2, . . ., where Bn is the operator on l
p(Z/nZ) defined by
Bnej = ej+1, j ∈ Z/nZ, where (ej)j∈Z/nZ is the canonical basis for lp(Z/nZ), n ≥ 1 (Corollary
4.10). Roughly speaking, the bilateral shift on lp, 1 < p < ∞, p 6= 2, is “quasidiagonal but
not diagonal plus compact.” We also obtain the following consequences of the lp version of
Voiculescu’s theorem where the notion of approximate similarity is defined in Section 2.
1. The unilateral shift on lp, 1 < p < ∞, is approximately similar to the direct sum of the
unilateral shift and the bilateral shift (Corollary 4.2). For p = 2, this was proved by
Halmos [31].
2. An lp version of a result of Voiculescu [61] which states that if two operators on H whose
unitary orbits have the same closure then they are approximately unitarily equivalent
(Corollary 4.3).
3. Certain bilateral weighted shifts on lp(Z) are approximately similar (Corollary 4.6). For
p = 2, this was proved by O’Donovan [44] (see also [43]).
4. Every operator on lp, 1 < p < ∞, is a direct summand of an operator that is similar to
the sum of a block diagonal operator and a compact operator on lp (Corollary 4.7). For
p = 2, this was proved by Arveson [4].
5. If G is a countable, residually finite, amenable group, then the left regular representation
of G on lp(G) is approximately similar to a block diagonal representation (Corollary 4.9).
It was mentioned in [46] that for p = 2, this was proved by Bekka [5].
6. A characterization of approximate similarity of invertible isometries on lp, 1 < p <∞, p 6=
2 (Corollary 4.17). As noted, the bilateral shift is not similar to any compact perturbation
of any diagonal operator, so this characterization is different from the characterization [17,
Theorem II.4.4] for p = 2.
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Note that in the context of lp, we have replaced unitary equivalence by similarity. This
seems to be necessary since the only invertible isometries on lp, p 6= 2, are compositions of
permutation operators and diagonal operators with unit modulus diagonal entries [41]. But
for operators on Hilbert spaces, similarity and unitary equivalence often coincide. If T1 and
T2 are operators on H and there is an invertible operator on H such that T2 = ST1S−1 and
T ∗2 = ST
∗
1 S
−1, then T1 and T2 are unitarily equivalent (by using the polar decomposition on
S). More generally, if two ∗-representations of a C∗-algebra on H are similar, then they are
unitarily equivalent.
Next, the result of Berg mentioned at the beginning of this section gives a characterization
of unitary equivalence of normal operators modulo compact operators. More preceisly, if T1
and T2 are normal operators on H, then T1 is unitarily equivalent to a compact perturbation
of T2 if and only if T1 and T2 have the same essential spectrum [49, Corollary 2.13].
An operator T on H is essentially normal if TT ∗ − T ∗T is compact. The Brown-Douglas-
Fillmore theorem [10], [11] characterized unitary equivalence of essentially normal operators
modulo compact operators. It states that if T1 and T2 are essentially normal operators on
H, then T1 is unitarily equivalent to a compact perturbation of T2 if and only if T1 and T2
have the same essential spectrum and the Fredholm indices of T1 − λI and T2 − λI coincide
for all λ ∈ C not in the essential spectrum.
In proving this result, they introduced the theory of C∗-algebra extensions [11], obtained
some results in this theory using algebraic topology and used these results to prove the above
classification of essentially normal operators. Let A be a separable unital C∗-algebra. An
extension of K(H) by A is a unital ∗-monomorphism φ : A → B(H)/K(H). Two extensions
φ1 and φ2 of K(H) by A are (strongly) equivalent if there is a unitary operator W on H such
that φ2(a) = π(W )φ1(a)π(W )
∗ for all a ∈ A, where π : B(H)→ B(H)/K(H) is the quotient
map. LetM be a compact subset of C. Let C(M) be the algebra of continuous functions from
M into C. If T is an essentially normal operator onH with essential spectrumM , then we can
define an extension φT : C(M)→ B(H)/K(H) by setting φT (z) = π(T ), where z ∈ C(M) is
the identity function on M . Moreover, if T1 and T2 are essentially normal operators on H,
then T1 is unitarily equivalent to a compact perturbation of T2 if and only if φT1 and φT2 are
equivalent. Thus, the problem of classifying essentially normal operators on H with essential
spectra being M up to unitary equivalence modulo K(H) becomes the problem of classifying
extensions of K(H) by C(M) up to equivalence. Brown, Douglas and Fillmore solved [10],
[11] the latter problem (for M ⊂ C) using algebraic topology and obtained their result stated
in the previous paragraph.
Algebras of operators on Lp and representations of algebras on Lp have appeared in the
literature for some time. In 1973, Herz [33] introduced Lp versions of reduced group C∗-
algebras. In 1996, Le Merdy [42] showed that the quotient of B(Lp) by a closed ideal is
isometrically isomorphic to a subalgebra of B(X ) for some subspace X of a quotient of Lp.
In 2002, Lafforgue [40] introduced KK-theory for Banach algebras and used them to prove
the Baum-Connes conjecture for certain groups. In 2010, Runde [57] showed that B(lp) is
not amenable for all 1 ≤ p ≤ ∞. In 2012 and 2013, Phillips [51], [52], [53] introduced
Lp versions of some C∗-algebra notions including UHF algebras and Cuntz algebras. See
[25], [26], [32] [24], [27], [54] for some results in this direction. Most of the results about
algebras of operators on Lp that appear in the literature are in the “isometric theory,” i.e.,
the “isomorphisms” (in the sense of category theory) between algebras of operators on Lp
are the isometric isomorphisms.
Let A1 and A2 be Banach algebras. An isomorphism from A1 into A2 is a homomorphism
φ : A1 → A2 such that there exists C ≥ 1 satisfying
1
C
‖a‖ ≤ ‖φ(a)‖ ≤ C‖a‖, a ∈ A1.
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An isomorphism φ from A1 into A2 is isometric if ‖φ(a)‖ = ‖a‖ for all a ∈ A1. The Banach
algebras A1 and A2 are isomorphic if there is a surjective isomorphism φ : A1 → A2. The
Banach algebras A1 and A2 are isometrically isomorphic if there is a surjective isometric
isomorphism φ : A1 → A2.
There are two notions of extensions of Banach algebras: isometric extensions and isomor-
phic extensions. Each notion has its own merits and drawbacks. We will only define the
notions of isometric extensions and isomorphic extensions of K(lp), 1 < p <∞, by a Banach
algebra. In the general setting which we will not pursue in this paper, we can replace K(lp)
by any nonunital Banach algebra B and replace B(lp) by the multiplier algebra of B.
Let A be a separable unital Banach algebra. An isometric extension of K(lp) by A is an
isometric isomorphism from A into B(lp)/K(lp). This notion is consistent with the classical
notion of extension when p = 2 and A is a C∗-algebra. However, this notion seems to have a
lack of examples. For the purpose of obtaining an lp version of the Brown-Douglas-Fillmore
theorem, let us consider the case A = C(M) where M is a compact metric space. Let
S1 = {v ∈ C : |v| = 1}. Let φ be an isometric isomorphism from C(S1) into B(lp)/K(lp).
Let π : B(lp) → B(lp)/K(lp) be the quotient map. If T ∈ B(lp) with π(T ) = φ(z), where
z ∈ C(S1) is the identity function on S1, then
(1.1) ‖f(π(T ))‖ = sup
|v|=1
|f(v)|
for all Laurent polynomial f . If 1 < p <∞, p 6= 2, the unilateral shift U does not satisfy this
property, since ‖f(π(U))‖ = ‖f(B)‖ for all Laurent polynomial f , where B is the bilateral
shift, and the result of Fixman mentioned above implies that there is no constant C ≥ 1
satisfying ‖f(π(U))‖ ≤ C sup|v|=1 |f(v)| for all Laurent polynomial f . Note that if T satisfies
(1.1) then ‖π(T )‖ = ‖π(T )−1‖ = 1. So when 1 < p < ∞, p 6= 2, the fact that the unilateral
shift fails (1.1) suggests that the only operators satisfying (1.1) are sums of diagonal operators
and compact operators. In particular, we do not know if there exists a Fredholm operator T on
lp with nonzero Fredholm index satisfying (1.1). But the existence of such Fredholm operator
is important for obtaining a “good” lp version of the Brown-Douglas-Fillmore theorem.
In contrast to isometric extensions, there are much more examples of isomorphic extensions
of K(lp) by C(M) whereM is a compact metric space. Let 1 < p <∞. Let A be a separable
unital Banach algebra A. An isomorphic extension of K(lp) by A is a unital isomorphism
φ from A into B(lp)/K(lp). We show that for every separable closed unital subalgebra A of
B(l2)/K(l2), there exists a unital isomorphism φ from A into B(lp)/K(lp) such that φ(a) and
a have the same Fredholm index for every a ∈ A that is invertible in B(l2)/K(l2) (Theorem
5.10). In particular, an isomorphic extension of K(lp) by A exists for every separable unital
C∗-algebraA. TakingA to be the image of the Toeplitz algebra inB(l2)/K(l2) and identifying
A with C(S1), we get an isomorphic extension φ : C(S1)→ B(lp)/K(lp) such that φ(z) has
Fredholm index −1. The drawback of the notion of isomorphic extension is that when p = 2
and A is a separable unital C∗-algebra, the notion of isomorphic extension and the classical
notion of extension do not coincide. We will return to this issue later in this section.
Despite the merits and drawbacks of each of the two notions of extensions, in the rest of
paper, we mainly work with isomorphic extensions.
Let A be a separable unital C∗-algebra. Recall that (strong) equivalence of extensions of
K(H) by A is defined above. One can define [7] an operation on the set of all equivalence
classes of extensions of K(H) by A so that it forms a commutative semigroup Exts(A). (In
this notation, s stands for strong equivalence.) As part of the proof of the Brown-Douglas-
Fillmore theorem, they introduced [11] the notion of trivial extension and showed that (1)
all trivial extensions of K(H) by C(M) are equivalent, (2) the equivalence class of trivial
extensions is an identity element of the semigroup Exts(C(M)) and (3) Exts(C(M)) is a
group for every compact metric space M . Moreover, Voiculescu [61] showed that in fact (1)
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and (2) hold for every separable unital C∗-algebra A, i.e., all trivial extensions of K(H) by
A are equivalent and the equivalence class of trivial extensions is an identity element of the
semigroup Exts(A).
Let A be a separable unital Banach algebra. An isomorphic extension φ of K(lp) by A is
trivial if there is a unital isomorphism ρ from A into B(lp) such that φ = π ◦ ρ where π :
B(lp)→ B(lp)/K(lp) is the quotient map. Two isomorphic extensions φ1 and φ2 of K(lp) by
A are equivalent if there is an invertible operator S on lp such that φ2(a) = π(S)φ1(a)π(S)−1
for all a ∈ A. For each isomorphic extension φ of K(lp) by A, let [φ] be the equivalence class
of isomorphic extensions of K(lp) by A containing φ. Define an operation + on the set of
all equivalence classes of isomorphic extensions of K(lp) by A as follows. If φ1 and φ2 are
isomorphic extensions of K(lp) by A, define the isomorphic extension φ : A → B(lp)/K(lp)
by
φ(a) = π(S0(T1 ⊕ T2)S−10 ), a ∈ A,
where T1, T2 ∈ B(lp) satisfies π(T1) = φ1(a) and π(T2) = φ2(a) and S0 : lp ⊕ lp → lp is any
invertible operator. Define
[φ1] + [φ2] = [φ].
Note that the set of all equivalence classes of isomorphic extensions of K(lp) by A equipped
with + forms a commutative semigroup Ext∼s (A,K(lp)). (In this notation, ∼ stands for
isomorphism.) As mentioned above, Brown, Douglas and Fillmore showed that Exts(C(M))
is a group and Voiculescu showed that all trivial extensions of K(H) by any separable unital
C∗-algebra are equivalent. Despite the lp version of Voiculescu’s theorem, we show that for
1 < p <∞, p 6= 2, not all trivial isomorphic extensions of K(lp) by C[0, 1] are equivalent. In
fact, we show that there are two trivial isomorphic extensions φ1 and φ2 of K(l
p) by C[0, 1]
such that [φ1] 6= [φ2] + [φ3] for every isomorphic extension φ3 of K(lp) by C[0, 1] (Theorem
5.17). So Ext∼s (C[0, 1],K(l
p)) is not a group (since if G is a group and g1, g2 ∈ G then there
exists g3 such that g1 = g2g3.)
Our second main result is
Theorem 1.1. Let 1 < p < ∞. Let M be a nonempty compact subset of Rd, d ≥ 1. Then
there exists a trivial isomorphic extension θM of K(l
p) by C(M) such that [θM ] = [θM ]+[θM ]
and for every isomorphic extension φ of K(lp) by C(M), there exists an isomorphic extension
φ(−1) of K(lp) by C(M) satisfying [θM ] = [φ] + [φ
(−1)]. Moreover, the isomorphic extension
θM is unique up to equivalence.
Let G be a commutative semigroup. Let G0 be a nonempty subsemigroup. Then we can
define an equivalence relation ≡ on G as: g1 ≡ g2 if and only if (g1G0) ∩ (g2G0) 6= ∅ where
g1, g2 ∈ G. For each g ∈ G, let g# be the equivalence class containing g. Define an operation
on the set of all equivalence classes as: g#1 g
#
2 = (g1g2)
# where g1, g2 ∈ G. Then the set of
all equivalence classes equipped with this operation forms a commutative semigroup. This
semigroup is called the quotient of G by G0. Note that this semigroup always has an identity.
Let 1 < p < ∞. Let A be a unital Banach algebra that is isomorphic to a subalgebra of
B(lp). Let TExt∼s (A,K(lp)) be the subsemigroup of Ext∼s (A,K(lp)) consisting of equivalence
classes of trivial isomorphic extensions of K(lp) by A. Let Ext∼s,r(A,K(lp)) be the quotient
of the commutative semigroup Ext∼s (A,K(lp)) by the subsemigroup TExt∼s (A,K(lp)). (In
this notation, r stands for reduced.) By Theorem 1.1, the semigroup Ext∼s,r(C(M),K(l
p)) is
a group for every nonempty compact subset M of Rd, d ≥ 1.
Brown, Douglas and Fillmore [11] showed that Exts(C(M)) is homotopy invariant inM for
compact metric space M . Their proof uses algebraic topology. O’Donovan [45] obtained an
operator theory proof of this result using quasidiagonality. Choi and Effros [13] showed that
if A is a separable nuclear unital C∗-algebra, then Exts(A) is a group. (This was pointed out
by Arveson [4].) Salinas [58] showed that Exts(A) is homotopy invariant in A for separable
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quasidiagonal nuclear unital C∗-algebra A. Salinas’ proof is again an operator theory proof.
Kasparov [37] introduced KK-theory and used KK-theory to prove that Exts(A)−1 (the
group of invertible elements of Exts(A)) is homotopy invariant in A for separable C∗-algebra
A.
Our third main result Theorem 7.15 says that Ext∼s,r(A,K(lp))−1 is homotopy invariant
in A for separable unital Banach algebra A that is isomorphic to a subalgebra of B(lp),
1 < p < ∞. The proof of this result uses quasitridiagonality. This result and its proof have
the following consequences.
1. The group Ext∼s,r(C(M),K(l
p)) is trivial for all contractible compact subset M of Rd,
d ≥ 1. This means that for every isomorphic extension φ of K(lp) by C(M), we have
[θM ] = [φ] + [θM ], where θM is the isomorphic extension in Theorem 1.1 (Corollary 7.16).
2. There exist dyadic numbers α1, α2, . . . in [0, 1] such that ⊕k≥1αkB is similar to a compact
perturbation of U⊕ (⊕k≥1αkB), where U is the unilateral shift on lp and B is the bilateral
shift on lp (Corollary 7.18).
3. An operator theory proof of Kasparov’s result that Exts(A)−1 is homotopy invariant in A
for separable unital C∗-algebra A.
We now return to the issue that the notion of isomorphic extension and the classical notion
of extension do not coincide when p = 2 and the Banach algebra is actually a C∗-algebra.
Let A be a separable unital C∗-algebra. Every extension of K(l2) by A is an isomorphic
extension of K(l2) by A. In general, the converse is not true. But for a given isomorphic
extension φ of K(l2) by A, one could hope that it is equivalent to an extension ω of K(l2)
by A, i.e., there exists an invertible operator S on l2 such that φ(a) = π(S)ω(a)π(S)−1 for
all a ∈ A. We will see that this is indeed true for A = C(M) where M is a compact metric
space (see the end of the third paragraph below).
Sz.-Nagy [60] showed that if T is an invertible operator on H such that supn∈Z ‖T n‖ <∞
then T is similar to a unitary operator. Dixmier [19] showed that every bounded represen-
tation of an amenable group G on H is similar to a unitary representation and asked if this
is true for every group G. This was answered negatively by Ehrenpreis and Mautner [21].
Later Kunze and Stein [39] clarified their work.
Kadison [35] asked if every bounded homomorphism ρ from a C∗-algebra A into B(H)
is similar to a ∗-homomorphism. This has an affirmative answer if A is nuclear [15] (in
particular, if A = C(M) for some compact metric space M) or if ρ is cyclic [28]. Some
further results were obtained by Pisier [55].
Ozawa [47] asked if Sz.-Nagy’s result holds in the setting of Calkin algebra, i.e., is it true
that for every T ∈ B(H) satisfying supn∈Z ‖π(T )n‖ < ∞, there exists S ∈ B(H) such that
π(S) is invertible and π(STS−1) is unitary in B(H)/K(H), where π : B(H)→ B(H)/K(H)
is the quotient map? Soon this was solved affirmatively by Choi, Farah and Ozawa [14,
Theorem 7] (where [22, Theorem 1.4] was needed). In fact, they proved Diximier’s result
for representations into certain C∗-algebras. In particular, by using [22, Theorem 1.4], this
result gives that for every bounded representation φ from a countable amenable group G into
B(H)/K(H), there exists an invertible operator S ∈ B(H) such that g 7→ π(S)φ(g)π(S)−1
is a unitary epresentation. Let M be a compact metric space. Taking G to be a countable
dense subgroup of the group of continuous functions from M into {v ∈ C : |v| = 1}, we
obtain that every isomorphic extension of K(l2) by C(M) is equivalent to an extension of
K(l2) by C(M). As a consequence, we show that Ext∼s,r(C(M),K(l
2)) can be identified with
Exts(C(M)) for every compact metric space M .
In Section 2, we state the lp version of Voiculescu’s theorem. In Section 3, we prove the
lp version of Voiculescu’s theorem. In Section 4, we prove the consequences of the lp version
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of Voiculescu’s theorem listed above. In Section 5, we show that there is an index preserving
isomorphism from any separable closed unital subalgebra of B(l2)/K(l2) into B(lp)/K(lp),
1 < p <∞. We give an example of two trivial isomorphic extensions of K(lp) by C[0, 1] that
are not equivalent. We show that Ext∼s,r(C(M),K(l
2)) can be identified with Exts(C(M))
for every compact metric space M . In Section 6, we prove Theorem 1.1 and obtain a few
consequences. In Section 7, we show that Ext∼s,r(A,K(lp))−1 is homotopy invariant in A for
separable unital Banach algebra A that is isomorphic to a subalgebra of B(lp). We prove
the consequences of this result listed above. In Section 8, we conjecture an lp version of the
Brown-Douglas-Fillmore theorem and state a few other open problems.
Throughout this paper, the scalar field is C. It is easy to see that most of the results,
including the main results, extend to the case when the scalar field is R.
If J is a set, then lp(J ) is the lp space on J . When J is an interval, lp(J ) is understood
as lp(J ∩ Z). For instance, lp([1, 3]) is the 3-dimensional lp space on {1, 2, 3}. If J is the
empty set, lp(J ) = {0}.
Let Y1,Y2, . . . be Banach spaces. Let 1 < p < ∞. Then (⊕n≥1Yn)lp is the Banach space
{(x1, x2, . . .) : xn ∈ Yn for n ≥ 1 and
∑∞
n=1 ‖xn‖p <∞} with norm
‖(x1, x2, . . .)‖ =
(
∞∑
n=1
‖xn‖p
) 1
p
.
For each n ≥ 1, let Tn be an operator on Yn. Assume that supn≥1 ‖Tn‖ <∞. Then T1⊕T2⊕. . .
is the operator on (⊕n≥1Yn)lp defined by (T1 ⊕ T2 ⊕ . . .)(x1, x2, . . .) = (T1x1, T2x2, . . .).
If 1 < p <∞, n ≥ 1 and Y is a Banach space, the lp direct sum (Y ⊕ . . .⊕ Y︸ ︷︷ ︸
n
)lp of n copies
of Y is denoted by Y⊕n.
Let Y be a Banach space. The essential norm of an operator T ∈ B(Y), denoted by ‖T‖e,
is the infimum of ‖T +K‖ over all K ∈ K(Y). Let a be an invertible element of B(Y)/K(Y).
The Fredholm index of a, denoted by ind a, is the Fredholm index of T , where T is any
operator on Y such that the image of T in B(Y)/K(Y) is a.
Let Y1 and Y2 be Banach spaces. Let λ ≥ 1. The spaces Y1 and Y2 are λ-isomorphic if
there is an invertible operator S : Y1 → Y2 such that ‖S‖‖S−1‖ ≤ λ. Let Λ be a set. Let
(Tα)α∈Λ ⊂ B(Y1). Let (Xα)α∈Λ ⊂ B(Y2). The indexed collections (Tα)α∈Λ and (Xα)α∈Λ
are λ-similar if there is an invertible operator S : Y1 → Y2 such that ‖S‖‖S−1‖ ≤ λ and
Xα = STαS
−1 for all α ∈ Λ. The spaces Y1 and Y2 are isomorphic if they are λ-isomorphic
for some λ ≥ 1. The indexed collections (Tα)α∈Λ and (Xα)α∈Λ are similar if they are λ-similar
for some λ ≥ 1.
If Y is a Banach space then its dual space is denoted by Y∗. If T ∈ B(Y) then the adjoint
of T , denoted by T ∗, is the operator on Y∗ defined by (T ∗x∗)(x) = x∗(Tx), x∗ ∈ Y∗, x ∈ Y.
The strong operator topology on B(Y) is denoted by SOT and the weak operator topology
is denoted by WOT.
A map is a function where no continuity or algebraic property is assumed. Let A1 and A2
be unital algebras. A map φ : A1 → A2 is a homomorphism if φ is linear and φ(ab) = φ(a)φ(b)
for all a, b ∈ A1. Let G be a group. Let A be an algebra. A map φ : G→ A is a representation
if φ is a homomorphism and φ(g) is invertible for all g ∈ G.
Let λ ≥ 1. Let Λ be a set. Let Y1 and Y2 be Banach spaces. Let ρ1 : Λ → B(Y1)
and ρ2 : Λ → B(Y2) be maps. The direct sum ρ1 ⊕ ρ2 : Λ → B(Y1 ⊕ Y2) is defined by
(ρ1 ⊕ ρ2)(a) = ρ1(a) ⊕ ρ2(a), a ∈ Λ. The maps ρ1 and ρ2 are λ-similar if the collections
(ρ1(a))a∈Λ and (ρ2(a))a∈Λ are λ-similar, i.e., there is an invertible operator S : Y1 → Y2 such
that ρ2(a) = Sρ1(a)S
−1 for all a ∈ Λ. The maps ρ1 : Λ → B(Y1) and ρ2 : Λ → B(Y2) are
λ-similar modulo compact operators if there is an invertible operator S : Y1 → Y2 such that
8 MARCH T. BOEDIHARDJO
‖S‖‖S−1‖ ≤ λ and ρ2(a) − Sρ1(a)S−1 is compact for all a ∈ Λ. The maps ρ1 and ρ2 are
similar if they are λ-similar for some λ ≥ 1. When Y1 = Y2, the maps ρ1 and ρ2 coincide
modulo compact operators if ρ2(a)− ρ1(a) is compact for all a ∈ Λ.
2. lp version of Voiculescu’s theorem
In this section, we recall a version of Voiculescu’s theorem and a construction of Calkin [12]
using ultrapower; we generalize Hadwin’s definition of approximate similarity to operators
on Banach spaces; and we state the lp version of Voiculescu’s theorem.
Let H1 and H2 be separable infinite dimensional Hilbert spaces. Let (Tα)α∈Λ ⊂ B(H1).
Let (Xα)α∈Λ ⊂ B(H2). The indexed collections (Tα)α∈Λ and (Xα)α∈Λ are approximately
unitarily equivalent if there exists a sequence (Wn)n≥1 of unitary operators from H1 onto H2
such that Xα −WnTαW ∗n is compact for all α ∈ Λ and n ≥ 1 and
lim
n→∞
‖Xα −WnTαW ∗n‖ = 0,
for every α ∈ Λ. The first main result of this paper is based on the following version of
Voiculescu’s theorem.
Theorem 2.1 ([61]). Let (Tα)α∈Λ be a countable indexed collection of operators on a sep-
arable infinite dimensional complex Hilbert space H. Let A be the unital C∗-subalgebra of
B(H)/K(H) generated by π(Tα), α ∈ Λ. Let ρ be a unital ∗-representation of A on a separa-
ble Hilbert space. Then (Tα)α∈Λ is approximately unitarily equivalent to (Tα⊕ ρ(π(Tα)))α∈Λ.
In the context of Banach spaces, we use the Calkin representation as a replacement for
ρ in the above theorem. We now recall a construction of the Calkin representation using
ultrapower.
Suppose that Y is a separable reflexive Banach space. Let U be a nonprincipal ultrafilter
on N. Let YU be the ultrapower (see [18]) of Y with respect to U , i.e., YU is the quotient of
l∞(Y) (the space of bounded sequences in Y) by the subspace {(x(k))k≥1 : limk,U ‖x(k)‖ = 0}.
If (x(k))k≥1 is a bounded sequence in Y, then its image in YU is denoted by (x(k))k,U . Consider
the subspace
Ŷ =
{
(x(k))k,U ∈ YU : w- lim
k,U
x(k) = 0
}
of YU , where w- lim
k,U
x(k) is the weak limit of (x(k))k≥1 through U .
If T ∈ B(Y) then its ultrapower TU ∈ B(YU ) maps (x(k))k,U to (Tx(k))k,U . Note that Ŷ
is invariant under TU for all T ∈ B(Y). Define T̂ ∈ B(Ŷ) to be the restriction of TU to Ŷ.
Note that if K is a compact operator on Y, then K̂ = 0 since limk,U ‖Kx(k)‖ = 0 whenever
w- limk,U x
(k) = 0. So the map π(T ) 7→ T̂ defines a bounded homomorphism from B(Y)/K(Y)
into B(Ŷ). This homomorphism is the Calkin representation. When Y is a Hilbert space,
Ŷ is a nonseparable Hilbert space and Calkin [12] showed that this homomorphism is a
∗-isomorphism.
The notion of approximate similarity was introduced by Hadwin [29]. Two operators T and
X on a separable Hilbert space H are approximately similar if there is a sequence (Sn)n≥1 of
invertible operators on H such that supn≥1 ‖Sn‖‖S−1n ‖ <∞ and ‖X −SnTS−1n ‖ → 0 as n→
∞. The operator X−SnTS−1n is not required to be compact. However, answering a question
of Hadwin, the author showed that [9] two operators X and T on H are approximately similar
if and only if there is a sequence (Sn)n≥1 of invertible operators such that supn≥1 ‖Sn‖‖S−1n ‖ <
∞, the operator X − SnTS−1n is compact for all n ≥ 1 and ‖X − SnTS−1n ‖ → 0 as n→∞.
Let Y1 and Y2 be Banach spaces. Let (Tα)α∈Λ ⊂ B(Y1). Let (Xα)α∈Λ ⊂ B(Y2). Let
λ ≥ 1. The indexed collections (Tα)α∈Λ and (Xα)α∈Λ are λ-approximately similar if there is
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a sequence (Sn)n≥1 of invertible operators from Y1 onto Y2 such that ‖Sn‖‖S−1n ‖ ≤ λ and
Xα − SnTαS−1n is compact for all α ∈ Λ and n ≥ 1 and
lim
n→∞
‖Xα − SnTαS−1n ‖ = 0,
for every α ∈ Λ. The collections (Tα)α∈Λ and (Xα)α∈Λ are approximately similar if they are
λ-approximately similar for some λ ≥ 1.
We now state the lp version of Voiculescu’s theorem.
Theorem 2.2. Let (Tα)α∈Λ be a countable indexed collection of operators on l
p, 1 < p <∞.
Let λ ≥ 1. Let P1, P2, . . . be idempotents on l̂p such that ‖Pn‖ ≤ λ and PnT̂α = T̂αPn for
all n ≥ 1 and α ∈ Λ. For each n ≥ 1, let Mn be the range of Pn. Suppose that each Mn
is either finite dimensional or λ-isomorphic to lp. Then (Tα)α∈Λ is approximately similar to
(Tα ⊕ (T̂α|M1)⊕ (T̂α|M2)⊕ . . .)α∈Λ.
Remark. Let A be a separable C∗-subalgebra of B(H)/K(H). Let ρ be a cyclic repre-
sentation of A on a Hilbert space H0. It follows from [61, Lemma 1] that there exists a
separable subspace M of Ĥ and a unitary operator W : H0 → M such that T̂M ⊂ M
and T̂ |M = Wρ(π(T ))W ∗ for all T ∈ B(H) with π(T ) ∈ A. Also, by polar decomposition,
approximate similarity implies approximate unitary equivalence if we include the adjoints in
the collections. Thus, we can recover Theorem 2.1 from Theorem 2.2 for p = 2.
3. Proof of the lp version of Voiculescu’s theorem
In this section, we prove Theorem 2.2. Our proof is based on the original proof of
Voiculescu’s theorem [61]. However, if we merely adapt Voiculescu’s proof, we only obtain
that ((T̂α|M1)⊕ (T̂α|M2)⊕ . . .)α∈Λ is an “approximate restriction” of (Tα)α∈Λ. “Approximate
restriction” is enough to obtain the conclusion of Theorem 2.2 for p = 2, since an “approx-
imate restriction” is automatically an “approximate summand” if we include the adjoints
T ∗α in the collection (Tα)α∈Λ; and after manipulating the direct sums, we can prove that
(Tα)α∈Λ is approximately unitarily equivalent to (Tα ⊕ (T̂α|M1) ⊕ (T̂α|M2) ⊕ . . .)α∈Λ. For
1 < p < ∞, p 6= 2, additional work is needed to prove that ((T̂α|M1)⊕ (T̂α|M2) ⊕ . . .)α∈Λ is
an “approximate summand” of (Tα)α∈Λ. Then the result follows by manipulating the direct
sums.
Lemma 3.6 is the most important lemma in the proof of Theorem 2.2. The operator L in
Lemma 3.6 and its properties (I) and (II) give that ((T̂α|M1)⊕ (T̂α|M2)⊕ . . .)α∈Λ is an “ap-
proximate restriction” of (Tα)α∈Λ. This part of Lemma 3.6 is proved by adapting Voiculescu’s
proof [61]. In order for “approximate restriction” to become “approximate summand,” we
need the operator R and its properties (I), (III) and (IV). The proof of this part is different
from Voiculescu’s proof [61].
Lemma 3.5 is a modified version of some classical results about finite representability of
ultraproducts of Banach spaces (see, e.g., [18]). The proof of Lemma 3.5 is rather long but
only uses standard techniques. Lemmas 3.1-3.4 are standard, except for (3.2) in Lemma 3.3
and (vi) in Lemma 3.4, where the proofs use an argument similar to one used in [34]. But
(vi) in Lemma 3.4 is needed to prove that the operator R in Lemma 3.6 is bounded. Lemmas
3.7 and 3.8 are perturbation results.
If M1, . . . ,Mn are subspaces of a Banach space Y, then the closed linear span of M1 ∪
. . . ∪Mn is denoted by M1 ∨ . . . ∨Mn.
If S1 and S2 are subsets of a Banach space Y, we say that S1 is ǫ-dense in S2 if S1 ⊂ S2
and for every y2 ∈ S2, there exists y1 ∈ S1 such that ‖y1 − y2‖ < ǫ.
A diagonal operator A on lp is an operator of the form
A(x1, x2, . . .) = (w1x1, w2x2, . . .), (x1, x2, . . .) ∈ lp,
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for some scalars w1, w2, . . ., which are called the diagonal entries of A. The support of A,
denoted by supp(A), is the set {i ∈ N : ai 6= 0}. If x ∈ lp, the support of x is the set
{i ∈ N : xi 6= 0}.
If A1 and A2 are operators on l
p, we say that A1 ≪ A2 if
(1) A1 and A2 are diagonal operators and have finite supports;
(2) all the diagonal entries of A1 and A2 are in the unit interval [0, 1];
(3) A2x = x for all x ∈ lp(supp(A1)).
For example, if A1 is a diagonal operator with diagonal entries 1,
1
2 ,
1
3 , 0, 0, . . . and A2 is a
diagonal operator with diagonal entries 1, 1, 1, 14 , 0, 0 . . . then A1 ≪ A2.
Let (Tn)n≥1 be a bounded sequence of operators on a Banach space Y. Then its ultraproduct
(T1, T2, . . .)U is the operator on YU defined by
(T1, T2, . . .)U (x
(k))k,U = (Tkx
(k))k,U , (x
(k))k,U ∈ YU .
Note that if Tn = T for all n ≥ 1, then (T1, T2, . . .)U = TU where TU is defined in Section 2.
If Y is a Banach space, x ∈ Y and x∗ ∈ Y∗, then x ⊗ x∗ is the rank one operator on Y
defined by
(x⊗ x∗)(y) = x∗(y)x, y ∈ Y.
The following two lemmas are well known results but we include their proofs for conve-
nience.
Lemma 3.1. Let Y be a separable reflexive Banach space. Let (Kn)n≥1 be a bounded sequence
of compact operators on Y converging to 0 in WOT. Then Kn → 0 weakly in the sense of
Banach space.
Proof. Let BY(0, 1) and BY∗(0, 1) be the unit balls of Y and Y∗, respectively, equipped with
the weak topologies. Let M = BY(0, 1)×BY∗(0, 1) equipped with the product topology. For
each K ∈ K(Y), define a function fK :M → C by
fK(x, x
∗) = x∗(Kx), (x, x∗) ∈M.
Since (Kn)n≥1 is uniformly bounded and converges to 0 in WOT, (fKn)n≥1 is uniformly
bounded and converges to 0 pointwise. So by dominated convergence theorem,
∫
fKn dµ→ 0
for every finite measure µ on M . So fKn converges to 0 weakly in the space C(M) of
continuous functions from M into C equipped with ‖ ‖∞.
Note that the map K 7→ fK defines an isometry from K(Y) into C(M). Thus, by Hahn-
Banach Theorem, it follows that Kn converges to 0 weakly. 
Lemma 3.2. Let (Xα)α∈Λ be a countable collection of operators on l
p. Then for given finite
subsets Ω1 ⊂ Ω2 ⊂ . . . of Λ and ǫ1, ǫ2, . . . > 0, there exist operators A1 ≪ A2 ≪ . . . on lp
such that
(i) An → I in SOT as n→∞ and
(ii) ‖AnXα −XαAn‖ < ǫn for all α ∈ Ωn and n ≥ 1.
Proof. For each n ≥ 1, let Pn be the projection from lp onto lp([1, n]). Then for each α ∈ Λ,
we have that PnXα −XαPn → 0 in SOT as n → ∞. So by Lemma 3.1, for each α ∈ Λ, we
have that PnXα −XαPn → 0 weakly in the sense of Banach space as n→∞.
Choose A1, A2, . . . as follows: Take A1 = 0. Suppose that A1, . . . , Ai−1 have been choosen.
Let j ≥ 1 be large enough so that Ai−1 ≪ Pj and i ≤ j. Note that PnXα−XαPn → 0 weakly
in the sense of Banach space as n→∞ for every α ∈ Ωj . So there exists Ai that is a convex
combination of Pj , Pj+1, . . . such that ‖AiXα −XαAi‖ < ǫi for every α ∈ Ωj.
It is easy to see that (i) and (ii) are satisfied. By construction, Ai−1 ≪ Pj ≪ Ai for every
i ≥ 2. So A1 ≪ A2 ≪ . . .. 
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In the sequel, A−1 = A0 = 0.
Lemma 3.3. Suppose that A1 ≪ A2 ≪ . . . are operators on lp converging to I in SOT. Then
(3.1)
∞∑
n=1
‖(An −An−1)x‖p ≤ 2‖x‖p, x ∈ lp.
Moreover, if (xn)n≥1 is a sequence in l
p such that
∞∑
n=1
‖xn‖p < ∞ and xn is in the range of
An+1 −An−2 for each n ≥ 1, then
(3.2)
∥∥∥∥∥
∞∑
n=1
xn
∥∥∥∥∥
p
≤ 4p
∞∑
n=1
‖xn‖p.
Proof. First note that if n1 < n2 < n3 < n4 then An2 − An1 and An4 − An3 have disjoint
supports. This is because An4 and An3 are both equal to I on l
p(supp(An2)) and supp(An1) ⊂
supp(An2).
Thus, A1 − A0, A3 − A2, A5 − A4, A7 − A6, . . . have disjoint supports and A2 − A1, A4 −
A3, A6 −A5, . . . have disjoint supports. So
∞∑
n=1
‖(An −An−1)x‖p =
∑
n is odd
‖(An −An−1)x‖p +
∑
n is even
‖(An −An−1)x‖p
=
∥∥∥∥∥ ∑
n is odd
(An −An−1)x
∥∥∥∥∥
p
+
∥∥∥∥∥ ∑
n is even
(An −An−1)x
∥∥∥∥∥
p
But An −An−1 has nonnegative diagonal entries for all n ≥ 1. So∥∥∥∥∥ ∑
n is odd
(An −An−1)x
∥∥∥∥∥
p
+
∥∥∥∥∥ ∑
n is even
(An −An−1)x
∥∥∥∥∥
p
≤
∥∥∥∥∥
∞∑
n=1
(An −An−1)x
∥∥∥∥∥
p
+
∥∥∥∥∥
∞∑
n=1
(An −An−1)x
∥∥∥∥∥
p
= 2‖x‖p.
This proves (3.1). To prove (3.2), observe that xj, xj+4, xj+8, . . . have disjoint supports for
each j ≥ 1. Thus,
∥∥∥∥∥
∞∑
n=1
xn
∥∥∥∥∥ =
∥∥∥∥∥∥∥∥
3∑
j=0
∑
n≥1
n≡j (mod 4)
xn
∥∥∥∥∥∥∥∥
≤
3∑
j=0
∥∥∥∥∥∥∥∥
∑
n≥1
n≡j (mod 4)
xn
∥∥∥∥∥∥∥∥
=
3∑
j=0
 ∑
n≥1
n≡j (mod 4)
‖xn‖p

1
p
≤ 4
(
∞∑
n=1
‖xn‖p
) 1
p
.

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Suppose that A1 ≪ A2 ≪ . . . are operators on lp. Note that they all commute since they
are diagonal operators. For every n ≥ 1,
An+1An = An and An+1An−1 = An−1
so
An+1(An −An−1) = An −An−1.
On the other hand, for every n ≥ 1,
An−2An = An−2 = An−2An−1
so
An−2(An −An−1) = 0.
Therefore,
(An+1 −An−2)(An −An−1) = An −An−1.
So combining Lemmas 3.2 and 3.3, we obtain the following result.
Lemma 3.4. Let λ ≥ 1. Suppose that M is a Banach space that is either finite dimensional
or λ-isomorphic to lp. Let (Xα)α∈Λ is a countable collection of operators on M. Let Ω1 ⊂
Ω2 ⊂ . . . be finite subsets of Λ. Let ǫ1, ǫ2, . . . > 0. Then there exist finite rank operators
A1, A2, . . . on M such that
(i) sup
n≥1
‖An‖ ≤ λ,
(ii) An → I in SOT,
(iii) ‖AnXα −XαAn‖ < ǫn, n ≥ 1 and α ∈ Ωn,
(iv) (An+1 −An−2)(An −An−1) = An −An−1, n ≥ 1,
(v) (
∞∑
n=1
‖(An −An−1)x‖p
) 1
p
≤ 2λ‖x‖, x ∈M,
(vi) if (xn)n≥1 is a sequence in M such that
∞∑
n=1
‖xn‖p < ∞ and xn is in the range of
An+1 −An−2 for each n ≥ 1, then(∥∥∥∥∥
∞∑
n=1
xn
∥∥∥∥∥
p) 1
p
≤ 4λ
(
∞∑
n=1
‖xn‖p
) 1
p
.
In the proof of the following lemma, it is useful to note that if Y is a Banach space then
we can decompose YU as
YU = Y ⊕ Ŷ,
where Y can be identified as a subspace of YU via the map y 7→ (y)k,U and the projection
from YU onto Y is given by (x(k))k,U 7→ w- limk,U x(k).
Lemma 3.5. Let (Tα)α∈Ω be a finite collection of operators in B(l
p). Let B be a finite rank
operator on l̂p. Let F be the range of B. Then for all ǫ > 0 and m1 ≥ 1, there exist m2 ≥ m1
and operators W : F ∨ ∨α∈ΩT̂αF → lp and B′ : lp →W (F) such that
(i) (1− ǫ)‖x‖ ≤ ‖Wx‖ ≤ (1 + ǫ)‖x‖, x ∈ F ∨ ∨α∈ΩT̂αF ,
(ii) ‖WT̂αx− TαWx‖ ≤ ǫ‖x‖, x ∈ F , α ∈ Ω,
(iii) ‖WBx−B′Wx‖ ≤ ǫ‖x‖, x ∈ F ∨ ∨α∈ΩT̂αF ,
(iv) ‖TαB′ −B′Tα‖ < ‖T̂αB −BT̂α‖+ ǫ, α ∈ Ω,
(v) the range of W is in lp([m1,m2]),
(vi) ‖B′‖ < ‖B‖+ ǫ, and
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(vii) B′y = 0 for all y ∈ lp with support disjoint from [m1,m2].
Proof. Let {xi : i = 1, . . . , r} be a basis for F . We can extend it to {xi : i = 1, . . . , s} so that
it becomes a basis for F ∨ ∨α∈ΩT̂αF . Since F ∨ ∨α∈ΩT̂αF ⊂ l̂p, each xi can be written as
xi = (x
(k)
i )k,U
so that x
(k)
i ∈ lp([m1,∞)) for each k ≥ 1. Furthermore, we can assume that each x(k)i has
finite support.
Since B is a finite rank operator on l̂p with range F and {xi : i = 1, . . . , r} is a basis for
F , we can write it as
B =
r∑
i=1
xi ⊗ x∗i ,
for some x∗1, . . . , x
∗
r ∈ (l̂p)∗.
Recall that the dual space ((lp)U )∗ can be identified with (lq)U (see [59, Theorem 2.3]),
where
1
p
+
1
q
= 1. More precisely, if x∗ ∈ ((lp)U )∗ then there is a bounded sequence (x∗(k))k≥1
in lq such that
x∗(x) = lim
k,U
x∗(k)(x(k)),
for all x = (x(k))k,U ∈ (lp)U .
If we extend each x∗i to an element in ((l
p)U )∗ by composing it with the projection onto
l̂p, then each x∗i can be written as
x∗i = (x
∗(k)
i )k,U ,
for some x
∗(k)
i ∈ lq. Moreover,
lim
k,U
x
∗(k)
i (z) = x
∗
i [(z)k,U ] = 0, z ∈ lp.
So we may assume that each x
∗(k)
i is in l
q([m1,∞)) and has finite support.
We can extend B to an operator on (lp)U by composing it with the projection onto l̂p and
we have
B =
r∑
i=1
(x
(k)
i )k,U ⊗ (x∗(k)i )k,U .
For k ≥ 1, let
(3.3) B(k) =
r∑
i=1
x
(k)
i ⊗ x∗(k)i .
Then we have B = (B(1), B(2), . . .)U .
Suppose that
{
s∑
i=1
ch,ixi
}
h∈Θ
is a finite ǫ-dense subset of the unit sphere (i.e., the set of
elements with norm 1) of F ∨ ∨α∈ΩT̂αF . Then
(3.4) lim
k,U
∥∥∥∥∥
s∑
i=1
ch,ix
(k)
i
∥∥∥∥∥ =
∥∥∥∥∥
s∑
i=1
ch,ixi
∥∥∥∥∥ = 1, h ∈ Θ.
For all i = 1, . . . , r and α ∈ Ω, since T̂αxi ∈ F ∨ ∨α∈ΩT̂αF , we can write it as
(3.5) T̂αxi =
s∑
j=1
aα,i,jxj.
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So
(3.6) lim
k,U
∥∥∥∥∥∥Tαx(k)i −
s∑
j=1
aα,i,jx
(k)
j
∥∥∥∥∥∥ = 0, i = 1, . . . , r.
For each i = 1, . . . , s, we can write Bxi as
(3.7) Bxi =
s∑
j=1
bi,jxj.
Since B = (B(1), B(2), . . .)U , it follows that
(3.8) lim
k,U
∥∥∥∥∥∥B(k)x(k)i −
s∑
j=1
bi,jx
(k)
j
∥∥∥∥∥∥ = 0, i = 1, . . . , s.
Besides,
(3.9) lim
k,U
‖B(k)‖ ≤ ‖B‖.
Also
(3.10) lim
k,U
‖TαB(k) −B(k)Tα‖ = ‖(TUα )B −B(TUα )‖ = ‖T̂αB −BT̂α‖.
In view of (3.4), (3.6), (3.8), (3.9), (3.10), there exists k0 ≥ 1 such that
(3.11) 1− ǫ <
∥∥∥∥∥
s∑
i=1
ch,ix
(k0)
i
∥∥∥∥∥ < 1 + ǫ, h ∈ Θ,
(3.12)
∥∥∥∥∥∥Tαx(k0)i −
s∑
j=1
aα,i,jx
(k0)
j
∥∥∥∥∥∥ < ǫ, i = 1, . . . , r, α ∈ Ω,
(3.13)
∥∥∥∥∥∥B(k0)x(k0)i −
s∑
j=1
bi,jx
(k0)
j
∥∥∥∥∥∥ < ǫ, i = 1, . . . , s,
(3.14) ‖B(k0)‖ < ‖B‖+ ǫ,
and
(3.15) ‖TαB(k0) −B(k0)Tα‖ < ‖T̂αB −BT̂α‖+ ǫ, α ∈ Ω.
Since {xi : i = 1, . . . , s} is a basis for F ∨ ∨α∈ΩT̂αF , we can define an operator W : F ∨
∨α∈ΩT̂αF → lp by
Wxi = x
(k0)
i , i = 1, . . . , s.
Recall from the beginning of the proof that each x
(k0)
i is in l
p([m1,∞)) and has finite support
so the range of W is in lp([m1,m2]) for some m2 ≥ m1. This proves (v).
Take B′ = B(k0). In view of (3.3), the range of B′ is in the span of x
(k0)
1 , . . . , x
(k0)
r . Since
x
(k0)
i =Wxi and {x1, . . . , xr} is basis for F (by definition), the range of B′ is in W (F).
Also in view of (3.3) and the fact that each x
∗(k)
i is in l
q([m1,∞)) and has finite support,
there is m3 ≥ m1 such that B′y = 0 for all y ∈ lp with support disjoint from [m1,m3].
Without loss of generality we can have m2 = m3 (by replacing the smaller one of m2 and m3
by the larger one). This proves (vii).
By (3.15), (iv) is proved. By (3.14), (vi) is proved.
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From (3.5), (3.12), (3.7), (3.13), we have
‖TαWxi −WT̂αxi‖ < ǫ, i = 1, . . . , r, α ∈ Ω,
and
‖B′Wxi −WBxi‖ < ǫ, i = 1, . . . , s.
Since {x1, . . . , xr} is a basis for F and {x1, . . . , xs} is a basis for F ∨∨α∈ΩT̂αF , taking ǫ small
enough, we obtain (ii) and (iii) (but with different ǫ). It remains to show (i).
Since by definition
{
s∑
i=1
ch,ixi
}
h∈Θ
is ǫ-dense in the unit sphere of F∨∨α∈ΩT̂αF , for every
x in the unit sphere of F ∨ ∨α∈ΩT̂αF , there exists h0 ∈ Θ such that∥∥∥∥∥x−
s∑
i=1
ch0,ixi
∥∥∥∥∥ < ǫ.
So ∥∥∥∥∥Wx−
s∑
i=1
ch0,ix
(k0)
i
∥∥∥∥∥ < ǫ‖W‖.
Thus by (3.11),
(3.16) 1− ǫ− ǫ‖W‖ < ‖Wx‖ < 1 + ǫ+ ǫ‖W‖.
Since this holds for all x in the unit sphere, it follows that ‖W‖ ≤ 1+ǫ+ǫ‖W‖ so ‖W‖ ≤ 1 + ǫ
1− ǫ .
This proves one side of (i). The other side of (i) then follows easily again from (3.16). 
Lemma 3.6. Let (Tα)α∈Λ be a countable indexed collection of operators on l
p, 1 < p < ∞.
Let λ ≥ 1. Let P1, P2, . . . be idempotents on l̂p such that ‖Pn‖ ≤ λ and PnT̂α = T̂αPn for all
n ≥ 1 and α ∈ Λ. For each n ≥ 1, let Mn be the range of Pn. Suppose that each Mn is
either finite dimensional or λ-isomorphic to lp. Then for all ǫ > 0 and finite subset Λ0 ⊂ Λ,
there exist operators L : (M1 ⊕M2 ⊕ . . .)lp → lp and R : lp → (M1 ⊕M2 ⊕ . . .)lp satisfying
(I) ‖L‖, ‖R‖ ≤ 20λ2,
(II) L((T̂α|M1) ⊕ (T̂α|M2) ⊕ . . .) − TαL is compact for all α ∈ Λ and has norm at most ǫ
for all α ∈ Λ0,
(III) ((T̂α|M1) ⊕ (T̂α|M2) ⊕ . . .)R − RTα is compact for all α ∈ Λ and has norm at most ǫ
for all α ∈ Λ0, and
(IV) RL− I is compact and has norm at most ǫ.
Proof. Without loss of generality, we may assume that Λ is infinite. Let g : N → Λ be
a bijection. For n1, n2 ≥ 1, let Ωn1,n2 = Λ0 ∪ {g(j) : j ≤ max(n1, n2)}. For notational
convenience, let Ωn1,0 = Ωn1,−1 = Λ0. Then
(1) Λ0 ⊂ Ωn1,n2 and Ωn1,n2−1 ⊂ Ωn1,n2 for all n1, n2 ≥ 1,
(2) every α ∈ Λ is in Ωn1,n2 for all (n1, n2) ∈ N× N except for finitely many (n1, n2),
By Lemma 3.4, for every n1 ≥ 1, there are finite rank operators (An1,n2)n2≥1 on Mn1 such
that
(i) sup
n2≥1
‖An1,n2‖ ≤ λ,
(ii) An1,n2 → I in SOT as n2 →∞,
(iii) ‖An1,n2(T̂α|Mn1 )− (T̂α|Mn1 )An1,n2‖ <
ǫ
2n1+n2
for all n2 ≥ 1 and α ∈ Ωn1,n2 ,
(iv) (An1,n2+1 −An1,n2−2)(An1,n2 −An1,n2−1) = An1,n2 −An1,n2−1,
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(v) (
∞∑
n2=1
‖(An1,n2 −An1,n2−1)x‖p
) 1
p
≤ 2λ‖x‖, x ∈Mn1 ,
(vi) if (xn2)n2≥1 is a sequence in Mn1 such that
∞∑
n2=1
‖xn2‖p <∞ and xn2 is in the range of
An1,n2+1 −An1,n2−2 for each n2 ≥ 1, then(∥∥∥∥∥
∞∑
n2=1
xn2
∥∥∥∥∥
p) 1
p
≤ 4λ
(
∞∑
n2=1
‖xn2‖p
) 1
p
,
where An1,0 = An1,−1 = 0, n1 ≥ 1. Let Bn1,n2 = (An1,n2+1 − An1,n2−2)Pn1 . This defines
a finite rank operator on l̂p with norm at most 2λ. Let Fn1,n2 be the range of Bn1,n2 . By
induction on N × N (in any order) and Lemma 3.5, there are disjoint intervals In1,n2 on N
and operators Wn1,n2 : Fn1,n2 ∨ ∨α∈Ωn1,n2 T̂αFn1,n2 → lp and B′n1,n2 : lp → Wn1,n2(Fn1,n2),
n1, n2 ≥ 1, satisfying
(a) (1− ǫ)‖x‖ ≤ ‖Wn1,n2x‖ ≤ (1 + ǫ)‖x‖, x ∈ Fn1,n2 ∨ ∨α∈Ωn1,n2 T̂αFn1,n2 ,
(b) ‖Wn1,n2T̂αx− TαWn1,n2x‖ ≤
ǫ
2n1+n2
‖x‖, x ∈ Fn1,n2 , α ∈ Ωn1,n2 ,
(c) ‖Wn1,n2Bn1,n2x−B′n1,n2Wn1,n2x‖ ≤
ǫ
2n1+n2
‖x‖, x ∈ Fn1,n2 ∨ ∨α∈Ωn1,n2 T̂αFn1,n2 ,
(d) ‖TαB′n1,n2 −B′n1,n2Tα‖ < ‖T̂αBn1,n2 −Bn1,n2T̂α‖+
ǫ
2n1+n2
, α ∈ Ωn1,n2
(e) the range of Wn1,n2 is in l
p(In1,n2),
(f) ‖B′n1,n2‖ < 2λ+ ǫ, and
(g) B′n1,n2y = 0 for all y ∈ lp with support disjoint from In1,n2 .
For each n1 ≥ 1, let Qn1 be the canonical projection from (M1⊕M2⊕ . . .)lp onto its n1th
componentMn1 and let Jn1 be the canonical embedding fromMn1 onto the n1th component
of (M1 ⊕M2 ⊕ . . .)lp . Take
Lx =
∑
n1,n2≥1
Wn1,n2(An1,n2 −An1,n2−1)Qn1x, x ∈ (M1 ⊕M2 ⊕ . . .)lp ,
and
Ry =
∑
n1,n2≥1
Jn1W
−1
n1,n2B
′
n1,n2y, y ∈ lp.
Note that W−1n1,n2B
′
n1,n2y is well defined since the range of B
′
n1,n2 is in Wn1,n2(Fn1,n2) and
Wn1,n2 is injective by (a).
For every x ∈ (M1 ⊕M2 ⊕ . . .)lp ,
‖Lx‖ =
∥∥∥∥∥∥
∑
n1,n2≥1
Wn1,n2(An1,n2 −An1,n2−1)Qn1x
∥∥∥∥∥∥
=
 ∑
n1,n2≥1
‖Wn1,n2(An1,n2 −An1,n2−1)Qn1x‖p
 1p by (e)
≤ (1 + ǫ)
 ∑
n1,n2≥1
‖(An1,n2 −An1,n2−1)Qn1x‖p
 1p by (a)
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≤ (1 + ǫ)2λ
∑
n1≥1
‖Qn1x‖p
 1p by (v)
= 2(1 + ǫ)λ‖x‖.
For n1, n2 ≥ 1, let Dn1,n2 be the projection from lp onto lp(In1,n2). For every y ∈ lp,
‖Ry‖ =
∥∥∥∥∥∥
∑
n1,n2≥1
Jn1W
−1
n1,n2B
′
n1,n2y
∥∥∥∥∥∥
=
∑
n1≥1
∥∥∥∥∥∥
∑
n2≥1
W−1n1,n2B
′
n1,n2y
∥∥∥∥∥∥
p
1
p
≤ 4λ
 ∑
n1,n2≥1
‖W−1n1,n2B′n1,n2y‖p
 1p (see below)
≤ 4λ
1− ǫ
 ∑
n1,n2≥1
‖B′n1,n2y‖p
 1p by (a)
=
4λ
1− ǫ
 ∑
n1,n2≥1
‖B′n1,n2Dn1,n2y‖p
 1p by (g)
≤ 4λ(2λ+ ǫ)
1− ǫ
 ∑
n1,n2≥1
‖Dn1,n2y‖p
 1p by (f)
≤ 4λ(2λ+ ǫ)
1− ǫ ‖y‖,
where the first inequality follows from (vi) and the fact that W−1n1,n2B
′
n1,n2y ∈ Fn1,n2 and
Fn1,n2 is the range of An1,n2+1 −An1,n2−2. Thus (I) is proved (by assuming that ǫ < 12).
By (iii) and (a),
‖Wn1,n2(An1,n2 −An1,n2−1)T̂α −Wn1,n2T̂α(An1,n2 −An1,n2−1)‖ ≤
3(1 + ǫ)ǫ
2n1+n2
, α ∈ Ωn1,n2−1.
By (b) and (i),
‖Wn1,n2 T̂α(An1,n2 −An1,n2−1)− TαWn1,n2(An1,n2 −An1,n2−1)‖ ≤
2λǫ
2n1+n2
, α ∈ Ωn1,n2 .
Combining these two inequalities, we obtain
‖Wn1,n2(An1,n2 −An1,n2−1)T̂α − TαWn1,n2(An1,n2 −An1,n2−1)‖(3.17)
≤3(1 + ǫ+ λ)ǫ
2n1+n2
, α ∈ Ωn1,n2−1.
For every x ∈ (M1 ⊕M2 ⊕ . . .)lp and α ∈ Λ,
L((T̂α|M1)⊕ (T̂α|M2)⊕ . . .)x =
∑
n1,n2≥1
Wn1,n2(An1,n2 −An1,n2−1)T̂αQn1x
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and
TαLx =
∑
n1,n2≥1
TαWn1,n2(An1,n2 −An1,n2−1)Qn1x.
Recall the properties of Ωn1,n2 at the beginning of the proof. By (3.17),∑
n1,n2≥1
‖Wn1,n2(An1,n2 −An1,n2−1)T̂αQn1 − TαWn1,n2(An1,n2 −An1,n2−1)Qn1‖
is finite for all α ∈ Λ and is at most 3(1 + ǫ+ λ)ǫ for all α ∈ Λ0. Since
Wn1,n2(An1,n2 −An1,n2−1)T̂αQn1 − TαWn1,n2(An1,n2 −An1,n2−1)Qn1
has finite rank for all n1, n2 ≥ 1, it follows that L((T̂α|M1)⊕ (T̂α|M2)⊕ . . .)−TαL is compact
for all α ∈ Λ and has norm at most 3(1 + ǫ+ λ)ǫ for all α ∈ Λ0. Thus (II) is proved.
Since Bn1,n2 = (An1,n2+1 − An1,n2−2)Pn1 and Pn1 is an idempotent commuting with T̂α
and with range Mn1 , by (iii),
‖Bn1,n2 T̂α − T̂αBn1,n2‖ < 5‖Pn1‖
ǫ
2n1+n2
≤ 5λǫ
2n1+n2
, α ∈ Ωn1,n2−2.
So by (d),
‖TαB′n1,n2 −B′n1,n2Tα‖ < (5λ+ 1)
ǫ
2n1+n2
, α ∈ Ωn1,n2−2.
But by (b), (a), (f),
‖Wn1,n2 T̂αW−1n1,n2B′n1,n2 − TαB′n1,n2‖ ≤
ǫ
2n1+n2
‖W−1n1,n2B′n1,n2‖
≤ ǫ
2n1+n2
2λ+ ǫ
1− ǫ , α ∈ Ωn1,n2 .
Therefore,
‖Wn1,n2 T̂αW−1n1,n2B′n1,n2 −B′n1,n2Tα‖ ≤
(
2λ+ ǫ
1− ǫ + 5λ+ 1
)
ǫ
2n1+n2
, α ∈ Ωn1,n2−2.
By (a),
‖T̂αW−1n1,n2B′n1,n2 −W−1n1,n2B′n1,n2Tα‖(3.18)
≤ 1
1− ǫ
(
2λ+ ǫ
1− ǫ + 5λ+ 1
)
ǫ
2n1+n2
, α ∈ Ωn1,n2−2.
For y ∈ lp,
((T̂α|M1)⊕ (T̂α|M2)⊕ . . .)Ry =
∑
n1,n2≥1
Jn1 T̂αW
−1
n1,n2B
′
n1,n2y
and
RTαy =
∑
n1,n2≥1
Jn1W
−1
n1,n2B
′
n1,n2Tαy.
Recall the properties of Ωn1,n2 at the beginning of the proof. By (3.18), ((T̂α|M1)⊕(T̂α|M2)⊕
. . .)R − RTα is compact for all α ∈ Λ and has norm at most 11−ǫ
(
2λ+ǫ
1−ǫ + 5λ+ 1
)
ǫ for all
α ∈ Λ0. Thus (III) is proved.
To prove (IV), observe that by (e) and (g), B′n1,n2Wn3,n4 = 0 unless (n1, n2) = (n3, n4).
So for every x ∈ (M1 ⊕M2 ⊕ . . .)lp ,
RLx =
∑
n1,n2≥1
Jn1W
−1
n1,n2B
′
n1,n2Wn1,n2(An1,n2 −An1,n2−1)Qn1x
=
∑
n1,n2≥1
Jn1Bn1,n2(An1,n2 −An1,n2−1)Qn1x
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+
∑
n1,n2≥1
Jn1(W
−1
n1,n2B
′
n1,n2Wn1,n2 −Bn1,n2)(An1,n2 −An1,n2−1)Qn1x.
But ∑
n1,n2≥1
Jn1Bn1,n2(An1,n2 −An1,n2−1)Qn1x
=
∑
n1,n2≥1
Jn1(An1,n2+1 −An1,n2−2)(An1,n2 −An1,n2−1)Qn1x
=
∑
n1,n2≥1
Jn1(An1,n2 −An1,n2−1)Qn1x by (iv)
=
∑
n1≥1
Jn1Qn1x by (ii)
=x.
Therefore,
(RL− I)x =
∑
n1,n2≥1
Jn1(W
−1
n1,n2B
′
n1,n2Wn1,n2 −Bn1,n2)(An1,n2 −An1,n2−1)Qn1x.
Since this is a sum of finite rank operators, by (c), (a) and (i), RL − I is compact and has
norm at most 2λǫ1−ǫ . 
Lemma 3.7. Let C ≥ 1. There exists f : (0, 116)→ (0,∞) such that limt→0 f(t) = 0 and the
following holds: Let 0 < ǫ < 116 . Let E be an operator on a Banach space Y such that E2−E
is compact, ‖E2 − E‖ ≤ ǫ and ‖E‖ ≤ C. Then there exists an idempotent Q on Y such that
E −Q is compact and has norm at most f(ǫ).
Proof. Since ‖E2−E‖ < 116 , the spectrum of E is in {z ∈ C : |z| ≤ 14}∪{z ∈ C : |z−1| ≤ 14}.
Take Q = 12πi
∮
|z−1|= 1
2
(zI − E)−1 dz. By [56, Theorem 2.7], Q is an idempotent on Y. Since
the image E in the Calkin algebra is an idempotent, the images of E and Q in the Calkin
algebra coincide. Thus, E −Q is compact.
For all |z − 1| = 12 and y ∈ Y,
‖(zI − E)y‖ ≥ ‖((z − 1)I +E)(zI − E)y‖‖(z − 1)I + E‖ =
‖z(z − 1)y + Ey − E2y‖
‖(z − 1)I + E‖
≥ |z(z − 1)|‖y‖ − ‖E − E
2‖‖y‖
1
2 + C
≥
1
4 − ǫ
1
2 + C
‖y‖.
So ‖(zI −E)−1‖ ≤ 8(12 + C).
Note that for z ∈ C,
(zI − E)
(
1
z
I +
1
z(z − 1)E
)
=
zI − E
z
+
1
z(z − 1)(zE − E
2)
=
zI − E
z
+
1
z(z − 1)(zE − E) +
1
z(z − 1)(E − E
2)
= 1 +
1
z(z − 1)(E − E
2).
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So for |z − 1| = 12 , we have 1z I + 1z(z−1)E = (zI −E)−1 + 1z(z−1)(zI − E)−1(E − E2). Thus,
E =
1
2πi
∮
|z−1|= 1
2
1
z
+
1
z(z − 1)E dz
=
1
2πi
∮
|z−1|= 1
2
(zI − E)−1 + 1
z(z − 1)(zI − E)
−1(E − E2) dz
= Q+
1
2πi
∮
|z−1|= 1
2
1
z(z − 1)(zI − E)
−1(E − E2) dz.
Since ‖(zI −E)−1‖ ≤ 8(12 +C) for all |z− 1| = 12 , we have ‖E −Q‖ ≤ 16(12 +C)‖E −E2‖ ≤
16(12 +C)ǫ. 
Remark. If the scalar field is R, then Lemma 3.7 can be proved as follows. Let YC and EC
be the complexifications of Y and E, respectively. Let R be the rectangle centered at 1 with
side length 1, i.e., R = {a + ib : 12 ≤ a ≤ 32 and − 12 ≤ b ≤ 12}. Let ∂R be the boundary
of R. By [20, Lemma 3.4], the idempotent 12πi
∮
∂R(zI − EC)−1 dz on YC is induced by an
idempotent Q on Y. But 12πi
∮
∂R(zI − EC)−1 dz = 12πi
∮
|z−1|= 1
2
(zI − EC)−1 dz and we have
shown that EC − 12πi
∮
|z−1|= 1
2
(zI − EC)−1 dz is compact and has norm at most 16(12 + C)ǫ.
So EC − 12πi
∮
∂R(zI − EC)−1 dz is compact and has norm at most 16(12 + C)ǫ. Thus, E −Q
is compact and has norm at most 16(12 + C)ǫ.
Lemma 3.8. Let β ≥ 1. There exist ǫ0 > 0 and g : (0, ǫ0)→ (0,∞) such that limt→0 g(t) = 0
and the following holds: Let Y1 and Y2 be Banach spaces. Let ǫ < ǫ0. Let L : Y1 → Y2 and
R : Y2 → Y1 be operators such that RL − I is compact, ‖RL − I‖ ≤ ǫ and ‖L‖, ‖R‖ ≤ β.
Then there exist a Banach space Y3 and an invertible operator S : Y2 → Y1 ⊕ Y3 with
‖S‖‖S−1‖ ≤ 7β6 such that for all T1 ∈ B(Y1) and T2 ∈ B(Y2) with LT1−T2L and T1R−RT2
being compact, there are a compact operator K on Y2 and an operator T3 on a Banach space
Y3 such that S(T2+K)S−1 = T1⊕T3 and that ‖K‖ ≤ g(ǫ)(‖T2‖+1) whenever ‖LT1−T2L‖ ≤ ǫ
and ‖T1R−RT2‖ ≤ ǫ.
Proof. Since (LR)2−LR is compact and has norm at most β2ǫ and ‖L‖‖R‖ ≤ β2, by Lemma
3.7, there is an idempotent Q on Y2 such that LR − Q is compact and ‖LR − Q‖ ≤ f(ǫ).
First we prove the following:
(1) QL− L is compact and has norm at most β(ǫ+ f(ǫ)).
(2) ‖QLy‖ ≥ (1−ǫβ − β(ǫ+ f(ǫ)))‖y‖ for all y ∈ Y1.
(3) ‖Q‖ ≤ β2 + f(ǫ).
(4) QL is an invertible operator from Y1 onto QY2.
Since RL− I is compact and has norm at most ǫ, the operator LRL− L is compact and
has norm at most βǫ. But LR−Q is compact and ‖LR−Q‖ ≤ f(ǫ). So QL−L is compact
and has norm at most β(ǫ+ f(ǫ)). This proves (1).
Since ‖RL− I‖ ≤ ǫ and ‖R‖ ≤ β, we have ‖Ly‖ ≥ 1−ǫβ ‖y‖ for all y ∈ Y1. But ‖QL−L‖ ≤
β(ǫ+ f(ǫ)) so ‖QLy‖ ≥ (1−ǫβ − β(ǫ+ f(ǫ)))‖y‖ for all y ∈ Y1. This proves (2).
Since ‖LR−Q‖ ≤ f(ǫ), we have ‖Q‖ ≤ ‖L‖‖R‖ + f(ǫ) ≤ β2 + f(ǫ). This proves (3).
Since ‖LR−Q‖ ≤ f(ǫ), we have ‖QLR−Q‖ ≤ ‖Q‖f(ǫ). So ‖(QLR−I)|QY2‖ ≤ ‖Q‖f(ǫ) ≤
(β2 + f(ǫ))f(ǫ). If ǫ is small enough so that (β2 + f(ǫ))f(ǫ) < 1, then QLR|QY2 defines an
invertible operator on QY2. Thus QLRQY2 = QY2 so QL maps Y1 onto QY2. If ǫ is small
enough so that 1−ǫβ − β(ǫ + f(ǫ)) > 0 then by (2), QL is bounded below. Thus, QL is an
invertible operator from Y1 onto QY2. This proves (4).
SIMILARITY OF OPERATORS ON lp 21
Take Y3 = (I − Q)Y2. Take Sy2 = ((QL)−1Qy2, (1 − Q)y2), y2 ∈ Y2. It can be easily
checked that S is invertible with S−1(y1, y3) = QLy1 + y3, y ∈ Y1 and y3 ∈ Y3. By (3),
(3.19) ‖S−1‖ ≤ ‖Q‖‖L‖ + 1 ≤ (β2 + f(ǫ))β + 1.
By (2) and (3),
(3.20) ‖S‖ ≤ ‖(QL)−1‖‖Q‖ + 1 + ‖Q‖ ≤ β
2 + f(ǫ)
1−ǫ
β − β(ǫ+ f(ǫ))
+ 1 + β2 + f(ǫ).
Since β ≥ 1, if ǫ is small enough then ‖S‖‖S−1‖ ≤ 7β6. This is because as ǫ → 0, the right
hand side of (3.19) converges to (β2 + 1)β ≤ 2β3 and the right hand side of (3.20) converges
to β3 + 1 + β2 ≤ 3β3.
If T1 ∈ B(Y1) and T2 ∈ B(Y2) are operators such that LT1 − T2L and T1R − RT2 are
compact, then LRT2 − T2LR is compact and so QT2 − T2Q is compact. Since LT1 − T2L is
compact, it follows that (QL)T1 − T2(QL) is compact.
For all y1 ∈ Y1 and y3 ∈ Y3, we have
S−1(T1y1, (I −Q)T2y3) = QLT1y + (I −Q)T2y3,
and
T2S
−1(y1, y3) = T2QLy + T2y3
so
S−1(T1y1, (I −Q)T2y3)− T2S−1(y1, y3)(3.21)
=QLT1y1 − T2QLy1 −QT2y3 = QLT1y1 − T2QLy1 + (T2Q−QT2)y3,
where the last equality follows that the fact that y3 ∈ (I − Q)Y2. Thus, S−1(T1 ⊕ (I −
Q)T2|(1−Q)Y2)− T2S−1 is compact. Take T3y3 = (I −Q)T2y3, y3 ∈ Y3 and
K = S−1(T1 ⊕ T3)S − T2.
We have
S(T2 +K)S
−1 = T1 ⊕ T3.
If ‖LT1 − T2L‖ ≤ ǫ and ‖T1R−RT2‖ ≤ ǫ, then ‖LRT2 − T2LR‖ ≤ 2βǫ so
‖QT2 − T2Q‖ ≤ 2βǫ+ 2‖T2‖f(ǫ).
Since ‖LT1 − T2L‖ ≤ ǫ, it follows that ‖(QL)T1 − T2(QL)‖ ≤ ‖Q‖ǫ+2β2ǫ+2β‖T2‖f(ǫ). By
(3.21), we have
‖K‖ ≤ (‖Q‖ǫ + 2β2ǫ+ 2β‖T2‖f(ǫ) + 2βǫ+ 2‖T2‖f(ǫ))‖S‖.
By (2) and (3.20), ‖K‖ ≤ g(ǫ)(‖T2‖ + 1) for some g : (0, ǫ0) → (0,∞) that only depends β
and satisfies limt→0 g(t) = 0. 
Proof of Theorem 2.2. Let N1,N2, . . . be a sequence in {M1,M2, . . .} such that each Mn
appears in the list N1,N2, . . . infinitely many times. Let ǫ > 0. Let Λ0 be a finite subset
of Λ. By Lemmas 3.6 and 3.8, there exist a collection (Kα)α∈Λ of compact operators on l
p,
a Banach space Y3 and a collection (Xα)α∈Λ of operators on Y3 such that ‖Kα‖ ≤ ǫ for all
α ∈ Λ0 and (Tα+Kα)α∈Λ is (7·206λ12)-similar to ((T̂α|N1)⊕(T̂α|N2)⊕. . .⊕Xα)α∈Λ. Since each
Mn appears in the list N1,N2, . . . infinitely many times, ((T̂α|N1)⊕ (T̂α|N2)⊕ . . .⊕Xα)α∈Λ is
1-similar to ((T̂α|M1)⊕ (T̂α|M2)⊕ . . .⊕ (T̂α|N1)⊕ (T̂α|N2)⊕ . . .⊕Xα)α∈Λ, which is (7 ·206λ12)-
similar to ((T̂α|M1)⊕ (T̂α|M2)⊕ . . .⊕ (Tα+Kα))α∈Λ. So (Tα+Kα)α∈Λ is (72 ·2012λ24)-similar
to ((Tα +Kα)⊕ (T̂α|M1)⊕ (T̂α|M2)⊕ . . .)α∈Λ. Thus (Tα)α∈Λ is (72 · 2012λ24)-approximately
similar to (Tα ⊕ (T̂α|M1)⊕ (T̂α|M2)⊕ . . .)α∈Λ.

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4. Consequences of the lp version of Voiculescu’s theorem
In this section, we prove the consequences of Theorem 2.2 listed in Section 1. Throughout
this section, if J is a set then (ej)j∈J is the canonical basis for lp(J ) and e∗j , j ∈ J are
the coordinate functionals of the canonical basis for lp(J ), i.e., e∗j ∈ lp(J )∗, e∗j (ei) = δi,j,
i, j ∈ J . The following lemma is easy to prove and we skip its proof. But it is useful for
verifying the assumptions of Theorem 2.2.
Lemma 4.1. Let 1 < p < ∞. Let (Xα)α∈Λ and (Tα)α∈Λ be countable indexed collections of
operators on lp, 1 < p <∞. If V : lp → l̂p and E : l̂p → lp satisfy EV = I, T̂αV = V Xα and
ET̂α = XαE for all α ∈ Λ, then there is an idempotent P on l̂p such that ‖P‖ ≤ ‖V ‖‖E‖,
PT̂α = T̂αP for all α ∈ Λ and (Xα)α∈Λ is (‖V ‖‖E‖)-similar to (T̂α|P l̂p)α∈Λ.
Corollary 4.2. Let 1 < p < ∞. Let U ∈ B(lp(N)) and B ∈ B(lp(Z)) be the unilateral and
bilateral shifts, respectively, i.e.,
Uen = en+1, n ≥ 1
and
Ben = en+1, n ∈ Z.
Then U is approximately similar to U ⊕B ⊕B ⊕ . . ..
Proof. Take V : lp(Z) → l̂p(N), V en = (en+k)k,U , n ∈ Z. Note that n + k ∈ N if k is large
enough. Take E : l̂p(N) → lp(Z), E(x(k))k,U = w- limk,U B−kx(k), (x(k))k,U ∈ l̂p(N), where
x(k) is identified as an element of lp(Z).
For every n ∈ Z, we have
EV en = E(en+k)k,U = w- lim
k,U
B−ken+k = w- lim
k,U
en = en,
and
ÛV en = Û(en+k)k,U = (en+k+1)k,U = (e(n+1)+k)k,U = V en+1 = V Ben.
So EV = I and ÛV = V B.
For every (x(k))k,U ∈ l̂p(N),
EÛ(x(k))k,U = E(Ux
(k))k,U
= w- lim
k,U
B−kUx(k)
= w- lim
k,U
B−k+1x(k) = B
(
w- lim
k,U
B−kx(k)
)
= BE(x(k))k,U .
So EÛ = BE. It is easy to see that ‖V ‖ = ‖E‖ = 1. By Lemma 4.1, there is a norm one
idempotent P on l̂p commuting with Û such that B is 1-similar to Û |
P l̂p
. By Theorem 2.2,
U is approximately similar to U ⊕B ⊕B ⊕ . . .. 
Corollary 4.3. Let 1 < p < ∞. Let T1, T2 ∈ B(lp). Suppose that there are invertible
Sn : l
p → lp such that
sup
n≥1
‖Sn‖, sup
n≥1
‖S−1n ‖ <∞
and
lim
n→∞
‖T1 − SnT2S−1n ‖ = 0.
Assume that T1 is approximately similar to T1 ⊕ T1 ⊕ . . .. Then T2 is approximately similar
to T1.
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Proof. This proof has two parts.
Part 1: Since T1⊕T1⊕ . . . is approximately similar to T1 and limn→∞ ‖T1−SnT2S−1n ‖ = 0
with supn≥1 ‖Sn‖, supn≥1 ‖S−1n ‖ < ∞, there are invertible operators Wn : lp → lp ⊕ lp ⊕ . . .
such that supn≥1 ‖Wn‖, supn≥1 ‖W−1n ‖ <∞ and
lim
n→∞
‖T1 ⊕ T1 ⊕ . . .−WnT2W−1n ‖ = 0.
For each n ≥ 1, let Jn the canonical embedding from lp onto the nth component of lp⊕ lp⊕ . . .
and let Qn be the projection from l
p ⊕ lp ⊕ . . . onto its nth component. Note that Jnx→ 0
weakly as n → ∞ for every x ∈ lp. So there are n1 < n2 < . . . such that W−1k Jnkx → 0
weakly as k → ∞ for every x ∈ lp. Take V : lp → l̂p, V x = (W−1k Jnkx)k,U , x ∈ lp, and
E : l̂p → lp, E(x(k))k,U = w- limk,U QnkWkx(k), (x(k))k,U . It is easy to check that EV = I,
T̂2V = V T1 and ET̂2 = T1E. By Lemma 4.1, there is an idempotent P on l̂p such that
P commutes with T̂2 and that T1 is similar to T̂2|P l̂p . By Theorem 2.2, we have that T2 is
approximately similar to T2 ⊕ T1.
Part 2: Take V : lp → (lp⊕ lp⊕ . . .)̂, V x = (JkSkx)k,U , x ∈ lp, and E : (lp⊕ lp⊕ . . .)̂→ lp,
E(x(k))k,U = w- limk,U S
−1
k Qkx
(k), (x(k))k,U ∈ (lp ⊕ lp ⊕ . . .)̂. Here (lp ⊕ lp ⊕ . . .)̂ = Ŷ
where Y = lp ⊕ lp ⊕ . . .. It is easy to see that EV = I, (T1 ⊕ T1 ⊕ . . .)̂V = V T2 and
E(T1 ⊕ T1 ⊕ . . .)̂= T2E. By Lemma 4.1, there is an idempotent P on (lp ⊕ lp ⊕ . . .)̂ such
that P commutes with (T1 ⊕ T1 ⊕ . . .)̂ and T2 is similar to (T1 ⊕ T1 ⊕ . . .)̂|P l̂p . By Theorem
2.2, we have that T1 ⊕ T1 ⊕ . . . is approximately similar to T1 ⊕ T1 ⊕ . . . ⊕ T2. Since T1 is
approximately similar to T1⊕ T1⊕ . . ., it follows that T1 is approximately similar to T1⊕ T2.
Combining this with the conclusion of Part 1, we obtain that T1 and T2 are approximately
similar. 
Lemma 4.4. Let k ≥ 1. For n ∈ Z and 0 ≤ r ≤ k, let un,r ∈ C. Assume that supn,r |un,r| <
∞. For each 0 ≤ r ≤ k, let Dr be the diagonal operator on lp(Z) defined by Dren = un,ren,
n ∈ Z. Let λ1, . . . , λk ∈ C. Then
inf
x∈lp, ‖x‖=1
(‖(D0 − λ0)x‖p + . . . + ‖(Dk − λk)x‖p) = 0
if and only if (λ0, . . . , λk) is in the closure of {(un,0, . . . , un,k) : n ∈ Z}.
Proof. Let x = (xn)n∈Z ∈ lp(Z). We have
‖(D0 − λ0)x‖p + . . .+ ‖(Dk − λk)x‖p =
∑
n∈Z
|(un,0 − λ0)xn|p + . . .+
∑
n∈Z
|(un,k − λk)xn|p
=
∑
n∈Z
(|un,0 − λ0|p + . . .+ |un,k − λk|p)|xn|p.
Thus,
inf
x∈lp, ‖x‖=1
(‖(D0 − λ0)x‖p + . . .+ ‖(Dk − λk)x‖p) = inf
n∈Z
(|un,0 − λ0|p + . . .+ |un,k − λk|p).
So the result follows. 
Corollary 4.5. Let 1 < p <∞. Let (un)n∈Z and (vn)n∈Z be bounded two sided sequences in
C. Let Du and Dv be their corresponding diagonal operators on l
p(Z). Let B be the bilateral
shift on lp(Z). Then the following statements are equivalent.
(1) (Du, B) is approximately similar to (Dv, B)
(2) The closures of {(un, . . . , un+k) : n ∈ Z} and {(vn, . . . , vn+k) : n ∈ Z} coincide for every
k ≥ 1.
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Proof. Suppose that (Du, B) is approximately similar to (Dv , B). Let k ≥ 1. Then the
(k + 1)-tuples of operators
(Du, B
−1DuB, . . . , B
−kDuB
k) and (Dv , B
−1DvB, . . . , B
−kDvB
k)
are approximately similar. Note that
(B−rDuB
r)en = un+ren and (B
−rDvB
r)en = vn+ren
for all n ∈ Z and 0 ≤ r ≤ k. Observe that for λ0, . . . , λk ∈ C, the property that
inf
x∈lp, ‖x‖=1
(‖(D0 − λ0)x‖p + . . . + ‖(Dk − λk)x‖p) = 0
is invariant under approximate similarity of (D0, . . . ,Dk). So by Lemma 4.4, for λ0, . . . , λk ∈
C, the tuple (λ0, . . . , λk) is in the closure of {(un, . . . , un+k) : n ∈ Z} if and only if (λ0, . . . , λk)
is in the closure of {(vn, . . . , vn+k) : n ∈ Z}. This means that the closures of {(un, . . . , un+k) :
n ∈ Z} and {(vn, . . . , vn+k) : n ∈ Z} coincide.
Conversely, suppose that the closures of {(un, . . . , un+k) : n ∈ Z} and {(vn, . . . , vn+k) :
n ∈ Z} coincide for every k ≥ 1. Let m ≥ 1. Then (u−m, . . . , um) is in the closure of
{(vn, . . . , vn+2m) : n ∈ Z}. So there exists nm ∈ Z such that
‖(u−m, . . . , um)− (vnm , . . . , vnm+2m)‖∞ ≤
1
m
.
Thus, |uj − vnm+j+m| ≤ 1m for all −m ≤ j ≤ m. So there exist t1, t2, . . . ∈ Z such that
|uj − vj+tm | ≤ 1m for all m ≥ 1 and −m ≤ j ≤ m (e.g., take tm = nm +m.) So
(4.1) un = lim
m→∞
vn+tm
for all n ∈ Z.
Since t1, t2, . . . ∈ Z, passing to a subsequence, we have that either tm = t for all m ≥ 1 or
|tm| → ∞ as m→∞. In the first case, un = vn+t for n ∈ Z. We have Du = B−tDvBt and so
(Du, B) and (Dv, B) are approximately similar. In the second case, take V : l
p(Z) → l̂p(Z),
V en = (en+tk)k,U , n ∈ Z, and E : l̂p(Z) → lp(Z), E(xk)k,U = w- limk,U B−tkx(k), (x(k))k,U ∈
l̂p(Z). It is easy to check that EV = I, V Du = D̂vV , V B = B̂V and EB̂ = BE. Before we
apply Lemma 4.1, we need to show that ED̂v = DuE. For every (x
(k))k,U ∈ l̂p(Z),
ED̂v(x
(k))k,U = w- lim
k,U
B−tkDvx
(k),
and
DuE(x
(k))k,U = w- lim
k,U
DuB
−tkx(k)
so
ED̂v(x
(k))k,U −DuE(x(k))k,U = w- lim
k,U
(B−tkDv −DuB−tk)x(k)
= w- lim
k,U
(B−tkDvB
tk −Du)B−tkx(k).
Thus for every n ∈ Z,
e∗n(ED̂v(x
(k))k,U −DuE(x(k))k,U) = lim
k,U
e∗n[(B
−tkDvB
tk −Du)B−tkx(k)].
Note that B−tkDvB
tk −Du is a diagonal operator and the nth diagonal entry is vn+tk − un.
Thus by (4.1)
e∗n(ED̂v(x
(k))k,U −DuE(x(k))k,U) = lim
k,U
(vn+tk − un)e∗n(B−tkx(k)) = 0.
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So ED̂v = DuE. By Lemma 4.1, there is an idempotent P on l̂p(Z) such that P commutes
with D̂v and B̂ and (Du, B) is similar to (D̂v|P l̂p(Z), B̂|P l̂p(Z)). By Theorem 2.2, (Dv, B) is
approximately similar to (Dv ⊕Du, B ⊕B). Interchanging the roles of (un)n∈Z and (vn)n∈Z,
we have that (Du, B) is approximately similar to (Du ⊕Dv , B ⊕B). But (Du ⊕Dv, B ⊕B)
is similar to (Dv ⊕Du, B ⊕ B) by interchanging the two components. Therefore, (Du, B) is
approximately similar to (Dv , B). 
The following result follows immediately from Corollary 4.5.
Corollary 4.6. Let 1 < p <∞. Let (un)n∈Z and (vn)n∈Z be bounded two sided sequences in
C. The closures of {(un, . . . , un+k) : n ∈ Z} and {(vn, . . . , vn+k) : n ∈ Z} coincide for every
k ≥ 1. Let Tu, Tv ∈ B(lp(Z)),
Tuen = unen+1, Tven = vnen+1, n ∈ Z.
Then Tu and Tv are approximately similar.
Remark. If all un and vn are chosen independently from the same distribution µ on a
compact subset of C, then almost surely the assumption of Corollary 4.6 is satisfied.
Corollary 4.7. Let 1 < p < ∞. Let T ∈ B(lp). For n ≥ 1, let Rn be the projection from lp
onto lp([1, n]). Consider the operator X on (⊕∞n=1lp([1, n]))lp ,
X =
∞⊕
n=1
RnT |lp([1,n]).
Then X is approximately similar to X ⊕ T ⊕ T ⊕ . . ..
Proof. For each k ≥ 1, let Jk be the canonical embedding from lp([1, k]) onto the kth com-
ponent of (⊕∞n=1lp([1, n]))lp and let Qk be the projection from (⊕∞n=1lp([1, n]))lp onto its kth
component. Let Y = (⊕∞n=1lp([1, n]))lp . Take V : lp → Ŷ , V x = (JkRkx)k,U , x ∈ lp, and
E(y(k))k,U = w- limk,U Qky
(k), (y(k))k,U ∈ Ŷ. It is easy to see that EV = I. For every x ∈ lp,
lim
k→∞
‖RkT (I −Rk)x‖ = 0
so
V Tx = (JkRkTx)k,U = (JkRkTRkx)k,U = (XJkRkx)k,U = X̂V x.
So V T = X̂V . For every (y(k)) ∈ Ŷ,
EX̂(y(k))k,U = w- lim
k,U
QkXy
(k) = w- lim
k,U
RkTQky
(k) = w- lim
k,U
TQky
(k) = TE(y(k))k,U .
So EX̂ = TE. By Lemma 4.1, there is an idempotent P on Ŷ such that P commutes
with X̂ and that T is similar to X̂|
P Ŷ . By Theorem 2.2, X is approximately similar to
X ⊕ T ⊕ T ⊕ . . .. 
Lemma 4.8. Let 1 < p < ∞. Let G be a countable infinite group. Let H be an amenable
subgroup of G. Consider the homomorphisms ρ : G→ B(lp(G)), ρ(s)eg = esg and ρH : G→
B(lp(G/H)), ρH(s)egH = esgH . Then there is a norm one idempotent P on l̂p(G) such that
P commutes with ρ̂(s) for all s ∈ G and (ρH(s))s∈G is 1-similar to (ρ̂(s)|P l̂p(G))s∈G.
Proof. Case 1: H is infinite.
Since H is amenable, there is a Fønler sequence F1, F2, . . . for H. Take V : l
p(G/H) →
l̂p(G),
(4.2) V egH =
 1
|Fk|
1
p
∑
r∈gFk
er

k,U
, g ∈ G.
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Note that V is well defined since F1, F2, . . . is a Følner sequence. Also if g1, g2 ∈ G and
g1H 6= g2H, then 1
|Fk|
1
p
∑
r∈g1Fk
er and
1
|Fk|
1
p
∑
r∈g2Fk
er have disjoint supports for all k ≥ 1.
So ‖V ‖ = 1.
For every finite subset J of G, let x∗J ∈ lp(G)∗,
x∗J (x) =
1
|J |1− 1p
∑
s∈J
e∗s(x), x ∈ lp(G)
and let RJ be the projection from l
p(G) onto lp(J ). By Ho¨lder’s inequality,
(4.3) |x∗J (x)| ≤ ‖RJ x‖, x ∈ lp(G).
For all g1, g2 ∈ G satisfyingg1H = g2H, we have limk→∞ ‖x∗g1Fk −x∗g2Fk‖ = 0, since F1, F2, . . .
is a Følner sequence. Take E : l̂p(G)→ lp(G/H),
E(x(k))k,U =
∑
gH∈G/H
(
lim
k,U
x∗gFk(x
(k))
)
egH , (x
(k))k,U ∈ l̂p(G),
where the summation is over all cosets rather than over all g ∈ G. Note that limk,U x∗gFk(x(k))
is independent of the choice of g for the coset gH. By (4.3), for every (x(k))k,U ∈ l̂p(G),
‖E(x(k))k,U‖p =
∑
gH∈G/H
∣∣∣∣limk,U x∗gFk(x(k))
∣∣∣∣p ≤ ∑
gH∈G/H
lim
k,U
‖RgH(x(k))‖p ≤ lim
k,U
‖x(k)‖p.
So ‖E‖ ≤ 1. For every g0 ∈ G,
EV eg0H =
∑
gH∈G/H
lim
k,U
x∗gFk
 1
|Fk|
1
p
∑
r∈g0Fk
er
 egH
= lim
k,U
x∗g0Fk
 1
|Fk|
1
p
∑
r∈g0Fk
er
 eg0H + ∑
gH 6=g0H
lim
k,U
x∗gFk
 1
|Fk|
1
p
∑
r∈g0Fk
er
 egH
= eg0H + 0 = eg0H .
So EV = I. It is easy to check that V ρH(s0) = ρ̂(s0)V for all s0 ∈ G. For all s0 ∈ G and
(x(k))k,U ∈ l̂p(G),
Eρ̂(s0) =
∑
gH∈G/H
(
lim
k,U
x∗gFk(ρ(s0)x
(k))
)
egH
=
∑
gH∈G/H
(
lim
k,U
x∗
s−1
0
gFk
(x(k))
)
egH
=
∑
gH∈G/H
(
lim
k,U
x∗gFk(x
(k))
)
es0gH = ρH(s0)E,
where in the second equality we used the fact that x∗gFk ◦ ρ(s0) = x∗s−1
0
gFk
and in the third
equality, we shifted the index of the summation. So Eρ̂(s0) = ρH(s0)E. By Lemma 4.1,
there is a norm one idempotent P on l̂p(G) such that P commutes with ρ(s) for all s ∈ G
and (ρH(s))s∈G is 1-similar to (ρ(s)|P l̂p(G))s∈G.
Case 2: H is finite.
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Let s1, s2, . . . be distinct elements of G. Take V : l
p(G/H)→ l̂p(G),
(4.4) V egH =
 1
|H| 1p
∑
r∈gHsk
er

k,U
, g ∈ G.
For every finite subset J of G, let x∗J ∈ lp(G)∗,
x∗J (x) =
1
|J |1− 1p
∑
s∈J
e∗s(x), x ∈ lp(G).
Take E : l̂p(G)→ lp(G/H),
E(x(k))k,U =
∑
gH∈G/H
(
lim
k,U
x∗gHsk(x
(k))
)
egH , (x
(k))k,U ∈ l̂p(G).
It is easy to check that ‖V ‖ ≤ 1, ‖E‖ ≤ 1, EV = I, V ρH(s0) = ρ̂(s0)V and Eρ̂(s0) = ρH(s0)E
for all s0 ∈ G. By Lemma 4.1, there is a norm one idempotent P on l̂p(G) such that P
commutes with ρ(s) for all s ∈ G and (ρH(s))s∈G is 1-similar to (ρ(s)|P l̂p(G))s∈G. 
Remark. In Case 1, the fact that H is infinite implies that |Fk| → ∞ so that in (4.2),
V egH ∈ l̂p(G). In Case 2, note that
(
1
|H|
1
p
∑
r∈gH er
)
k,U
/∈ l̂p(G), since it does not converge
to 0 weakly through U . So we put sk in the definition of V in (4.4) so that the range of V is
in l̂p(G).
Corollary 4.9. Let 1 < p < ∞. Let G be a countable infinite group. Consider the homo-
morphism ρ : G→ B(lp(G)), ρ(s)eg = esg. Let H1,H2, . . . be amenable subgroups of G such
that ∩i≥1 ∪n≥i Hn is trivial. For n ≥ 1, let G/Hn be the set of all left cosets of Hn in G
and let ρn : G → B(lp(G/Hn)), ρ(s)egHn = esgHn. Then (ρ(s))s∈G and (⊕n≥1ρn(s))s∈G are
approximately similar.
Proof. For each k ≥ 1, let Jk be the canonical embedding from lp(G/Hk) onto the kth
component of ⊕n≥1lp(G/Hn) and let Qk be the projection from ⊕n≥1lp(G/Hn) onto its kth
component. Let Y = ⊕n≥1lp(G/Hn). For each k ≥ 1, let (egHk)gHk∈G/Hk be the canonical
basis for lp(G/Hk) and let e
∗
gHk
∈ lp(G/Hk)∗, gHk ∈ G/Hk be the coordinate functionals.
Take V : lp(G)→ Ŷ, V eg = (JkegHk)k,U , g ∈ G and E : Ŷ → lp(G),
E(x(k))k,U =
∑
g∈G
(
lim
k,U
e∗gHk(Qkx
(k))
)
eg, (x
(k))k,U ∈ Ŷ.
Since ∩i≥1 ∪n≥iHn is trivial, for all distinct g1, . . . , gj ∈ G, there exists k0 ≥ 1 such that the
cosets g1Hk, . . . , gjHk are distinct for every k ≥ k0. So ‖V ‖ = ‖E‖ = 1. It is easy to check
that EV = I and V ρ(s) = (⊕n≥1ρn(s))̂V for all s ∈ G. For all s ∈ G and (x(k))k,U ∈ Ŷ,
E(⊕n≥1ρn(s))̂(x(k))k,U =
∑
g∈G
(
lim
k,U
e∗gHk(ρn(s)Qkx
(k))
)
eg
=
∑
g∈G
(
lim
k,U
e∗s−1gHk(Qkx
(k))
)
eg
=
∑
g∈G
(
lim
k,U
e∗gHk(Qkx
(k))
)
esg = ρ(s)E(x
(k))k,U .
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So E(⊕n≥1ρn(s))̂ = ρ(s)E. By Lemma 4.1, there is an idempotent P on Ŷ such that P
commutes with (⊕n≥1ρn(s))̂ for all s ∈ G and (ρ(s))s∈G is similar to ((⊕n≥1ρn(s))̂|P Ŷ)s∈G.
By Theorem 2.2, (⊕n≥1ρn(s))s∈G is approximately similar to ((⊕n≥1ρn(s))⊕ ρ(s))s∈G.
By Lemma 4.8, for every n ≥ 1, there is a norm one idempotent Pn on l̂p(G) such that
Pn commutes ρ(s) for all s ∈ G and (ρn(s))s∈G is 1-similar to (ρ̂(s)|P l̂p(G))s∈G. By Theorem
2.2, (ρ(s))s∈G is approximately similar to (ρ(s) ⊕ (⊕n≥1ρn(s)))s∈G. Combining this with
the conclusion of the first paragraph, we conclude that (ρ(s))s∈G and (⊕n≥1ρn(s))s∈G are
approximately similar. 
Remark. A consequence of Corollary 4.9 is that if G is a countable, residually finite,
amenable group, then there exist finite rank idempotents P1, P2, . . . on l
p(G) such that Pn → I
in SOT and ‖Pnρ(g)− ρ(g)Pn‖ → 0 as n→∞ for every g ∈ G. An alternative way to prove
this result is to use a technique of Orfanos [46]. Moreover, using this technique, we can have
‖Pn‖ = 1.
The following result follows from Corollary 4.9 by taking G = Z and Hn = nZ.
Corollary 4.10. Let 1 < p < ∞. Let B be the bilateral shift on lp(Z). For each n ≥ 1, let
Bn be the circular shift on l
p(Z/nZ), i.e., Bnej = ej+1, j ∈ Z/nZ. Then B is approximately
similar to B1 ⊕B2 ⊕ . . ..
Lemma 4.11 ([23]). Let B be the bilateral shift on lp(Z), 1 ≤ p ≤ ∞, p 6= 2. Then there exist
Laurent polynomials g1, g2, . . . such that sup|v|=1 |gn(v)| = 1 for all n ≥ 1 and ‖gn(B)‖ → ∞
as n→∞.
Lemma 4.12. Let 1 < p < ∞. Let U be the unilateral shift on lp(N). Let B be the
bilateral shift on lp(Z). Let π1 : B(l
p(N)) → B(lp(N))/K(lp(N)) and π2 : B(lp(Z)) →
B(lp(Z))/K(lp(Z)) be the quotient maps. Let f be a Laurent polynomial. Then
‖f(π1(U))‖ = ‖f(π2(B))‖ = ‖f(B)‖.
Proof. From the proof of Corollary 4.2, there is a norm one idempotent P on l̂p(N) such that
P commutes with Û and that B is 1-similar to Û |
P l̂p(N)
. Recall that the Calkin representation
π1(T ) 7→ T̂ is a norm one homomorphism from B(lp(N))/K(lp(N)) into B(l̂p(N)). Therefore,
‖f(B)‖ = ‖f(Û)|
P l̂p
‖ ≤ ‖f(π1(U))‖,
Let T be the backward shift on lp(N). Then B is 1-similar to a rank one perturbation of
T ⊕ U . So ‖f(π1(U))‖ ≤ ‖f(π2(B))‖. The inequality ‖f(π2(B))‖ ≤ ‖f(B)‖ is trivial. 
As explained in Section 1, from the above two results, we have the following result.
Lemma 4.13. The bilateral shift B on lp(Z), 1 < p < ∞, p 6= 2, is not similar to any
compact perturbation of any diagonal operator on lp.
Let T be an invertible isometry on lp, 1 < p < ∞, p 6= 2. Then T is the composition of a
permutation operator and a diagonal operator with unit modulus diagonal entries [41]. Since
every permutation on N is a product of disjoint finitary cyclic permutations and “bilateral
shift” permutations, T is 1-similar to the direct sum of weighted bilateral shifts (if any) and
weighted circular shifts (if any) with unit modulus weights. A weighted bilateral shift is an
operator on lp(Z) of the form ej 7→ wjej+1, j ∈ Z. A weighted circular shift is an operator
on lp(Z/rZ) of the form ej 7→ wjej+1, j ∈ Z/rZ for some r ≥ 1. Here the wj are called the
weights.
Every weighted bilateral shift with unit modulus weights is 1-similar to the bilateral shift
B. Every weighted circular shift with unit modulus weights is 1-similar to vBn for some
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v ∈ C, |v| = 1 and n ≥ 1, where Bn is the circular shift defined in Corollary 4.10. Thus every
invertible isometry on lp is 1-similar to the direct sum of operators of the form B or vBn.
For notational convenience, let B∞ = B. We have
Lemma 4.14. Let 1 ≤ p ≤ ∞, p 6= 2. If T is an invertible isometry on lp, then there exist
countable collections (ni)i∈C ⊂ N ∪ {∞} and (vi)i∈C ⊂ {v ∈ C : |v| = 1} such that T is
1-similar to
⊕
i∈C
viBni.
Lemma 4.15. Let 1 < p < ∞, p 6= 2. Let T0 be an invertible isometry on lp. Let B be the
bilateral shift on lp(Z). Then B is approximately similar to B ⊕ T0.
Proof. By Lemma 4.14, there exist countable collections (ni)i∈C ⊂ N ∪ {∞} and (vi)i∈C ⊂
{v ∈ C : |v| = 1} such that T0 is 1-similar to
⊕
i∈C
viBni . By Lemma 4.8, for each n ≥ 1,
there is a norm one idempotent Pn on l̂p(Z) such that Pn commutes with B̂ and that Bn
is 1-similar to B̂|
Pn l̂p(Z)
. So viBni is 1-similar to v̂iB|Pni l̂p(Z). But vB is 1-similar to B for
every v ∈ C, |v| = 1. So viBni is 1-similar to B̂|P ′i l̂p(Z) for some norm one idempotent P
′
i on
l̂p(Z) commuting with B̂. Thus T0 is 1-similar to
⊕
i∈C
(B̂|
P ′i l̂
p(Z)
). By Theorem 2.2, the result
follows. 
Since the only invertible isometries on lp, p 6= 2, are compositions of permutation operators
and diagonal operators, if T1, T2 ∈ B(lp) are 1-similar and T1 is a diagonal operator, then T2
is also a diagonal operator. Here it is important that T1, T2 are 1-similar rather than just
similar. Every circular shift Bn are similar to a diagonal operator.
Lemma 4.16. Let 1 < p < ∞, p 6= 2. Let T be an invertible isometry on lp. Let B be the
bilateral shift on lp(Z). If there exists r ≥ 1 such that T r is a diagonal operator, then T is
similar to a diagonal operator. If T r is not a diagonal operator for any r ≥ 1, then T is
approximately similar to B.
Proof. By Lemma 4.14, there exist countable collections (ni)i∈C ⊂ N ∪ {∞} and (vi)i∈C ⊂
{z ∈ C : |z| = 1} such that T is 1-similar to
⊕
i∈C
viBni . If there exists r ≥ 1 such that T r is
a diagonal operator then supi∈C ni <∞. Since Bn is similar to a diagonal operator for every
n ≥ 1, it follows that T is similar to a diagonal operator.
Suppose that T r is not a diagonal operator for any r ≥ 1. Then supi∈C ni =∞. Either (1)
ni0 =∞ for some i0 ∈ C or (2) ni <∞ for some i ∈ C and supi∈C ni =∞.
In Case (1), T is 1-similar to B ⊕ (⊕i 6=i0 viBni). By Lemma 4.15, B is approximately
similar to T .
In Case (2), there exists an infinite subset C0 ⊂ C such that all ni, i ∈ C0, are finite and dis-
tinct. So T is 1-similar to (⊕i∈C0viBn)⊕(⊕i∈C\C0viBni). Replacing C0 by a smaller subset, we
may also assume that v = limi∈C0 vi exists, i.e., v = limi→∞ vg(i) for any bijection g : N→ C0.
As in the proof of Corollary 4.9, there is an idempotent P on (⊕i∈C0 lp(Z/niZ))̂ such that
P commutes with (⊕i∈C0viBni)̂ and that vB is similar to (⊕i∈C0viBni)̂|P (⊕i∈C0 lp(Z/niZ)) .̂
By Theorem 2.2, ⊕i∈C0viBni is approximately similar (⊕i∈C0viBni) ⊕ vB. Thus T is ap-
proximately similar to T ⊕ vB, which is similar to T ⊕ B. But by Lemma 4.15, B ⊕ T is
approximately similar to B. Therefore, T is approximately similar to B. 
Corollary 4.17. Let 1 < p <∞, p 6= 2. Let T1 and T2 be invertible isometries on lp. Then
T1 and T2 are approximately similar if and only if either
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(1) T r1 and T
r
2 are not diagonal operators for any r ≥ 1, or
(2) T1 and T2 have the same spectrum, dim ker(T1−λ) = dim ker(T2−λ) for all isolated point
λ in the spectrum, and there exists r ≥ 1 such that T r1 and T r2 are diagonal operators.
Proof. Suppose that T1 and T2 are approximately similar. By Lemma 4.16, if there exists
r ≥ 1 such that T r1 is a diagonal operator, then T1 is similar to a diagonal operator. By
Lemma 4.13, T2 is not approximately similar to the bilateral shift B. By Lemma 4.16, there
exists r ≥ 1 such that T r2 is a diagonal operator. Thus, we have either (1) and (2). (Of course,
in (2), the r in T r1 and T
r
2 could be different but we can replace them with their product.)
Conversely, if (1) is true then by Lemma 4.16, T1 and T2 are approximately similar. If
(2) is true then by Lemma 4.16, T1 is similar to a diagonal operator D1 and T2 is sim-
ilar to a diagonal operator D2. The operators D1 and D2 have the same spectrum and
dim ker(D1 − λI) = dim ker(D2 − λI) for all isolated point λ in the spectrum. So D1 and
D2 are approximately similar via conjugations by certain permutation operators. Thus the
result follows. 
5. Isomorphic extensions of K(lp) by C∗-algebras
In the last three sections, we proved an lp version of Voiculescu’s theorem and obtained
some consequences. In this section and the next two sections, we study isomorphic extensions
of K(lp) by Banach algebras. The main results about isomorphic extensions are proved in
the next two sections. In this section, we show that there is an index preserving isomorphism
from any separable closed unital subalgebra of B(l2)/K(l2) into B(lp)/K(lp), 1 < p < ∞.
In particular, an isomorphic extension of K(lp) by any separable unital C∗-algebra always
exist. We also give an example of two trivial isomorphic extensions of K(lp) by C[0, 1] that
are not equivalent. Besides we show that when p = 2, the semigroup Ext∼s,r(C(M),K(l
2))
can be identified with Exts(C(M)) for every compact metric space M .
Let Y1,Y2, . . . be Banach spaces. Let V be the vector space of all formal infinite matrix
(Ti,j)i,j≥1 such that
(1) Ti,j is an operator from Yj into Yi for all i, j ≥ 1,
(2) supi,j≥1 ‖Ti,j‖ <∞,
(3) there exists r ≥ 0 such that Ti,j = 0 for all |i− j| > r.
Let (T
(1)
i,j )i,j≥1, (T
(2)
i,j )i,j≥1 ∈ V. Note that for all i, k ≥ 1, the infinite summation
∑
j≥1 T
(1)
i,j T
(2)
j,k
contains only finitely many nonzero terms. Moreover, the infinite matrix (
∑
j≥1 T
(1)
i,j T
(2)
j,k )i,k≥1
is in V. So matrix multiplication is a well defined operation on V. Thus V becomes an algebra.
For each r ≥ 0, let Vr be the set of all (Ti,j)i,j≥1 in V such that Ti,j = 0 for all |i− j| > r.
Note that V = ∪r≥0Vr.
Let 1 < p <∞. For each k ≥ 1, let Jk be the canonical embedding from Yk onto the kth
component of (⊕∞n=1Yn)lp and let Qk be the canonical projection from (⊕∞n=1Yn)lp onto its kth
component Yk. Let Y = (⊕∞n=1Yn)lp . Let r ≥ 0. Let (Ti,j)i,j≥1 ∈ Vr. Then JiTi,jQj ∈ B(Y)
for all i, j ≥ 1. For notational convenience, let Yk = {0} for k < 1 and let Ji = 0 and Ti,j = 0
for i < 1. For all s = −r, . . . , r, finite subset Ω ⊂ N and x ∈ Y,∥∥∥∥∥∥
∑
j∈Ω
Jj+sTj+s,jQjx
∥∥∥∥∥∥ =
∑
j∈Ω
‖Tj+s,jQjx‖p
 1p(5.1)
≤ sup
j∈Ω
‖Tj+s,j‖
∑
j∈Ω
‖Qjx‖p
 1p .
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So
∑
j≥1 Jj+sTj+s,jQj converges in SOT for every s = −r, . . . , r. Moreover, the convergence
is unconditionally, i.e., the sum converges to the same limit if we sum over j ≥ 1 in any
order. Since Ti,j = 0 for all |i − j| > r, it follows that the series
∑
i,j≥1 JiTi,jQj (note
that this is summation in i and j) converges unconditionally in SOT. So for every given
(Ti,j)i,j≥1 ∈ V, there is an operator on Y that has matrix representation (Ti,j)i,j≥1 with
respect to the decomposition Y = (⊕∞n=1Yn)lp . Next we estimate the essential norm of this
operator.
By (5.1), ∥∥∥∥∥∥
∑
j≥n
Jj+sTj+s,jQj
∥∥∥∥∥∥ ≤ supj≥n ‖Tj+s,j‖, s = −r, . . . , r, n ≥ 1.
For every (Ti,j)i,j≥1 ∈ Vr, we have Ti,j = 0 for all |i− j| > r so∥∥∥∥∥∥
∑
i≥1, j≥n
JiTi,jQj
∥∥∥∥∥∥ ≤ (2r + 1) supi≥1, j≥n ‖Ti,j‖, n ≥ 1.
Since Y1,Y2, . . . are finite dimensional, ‖T‖e = limn→∞ ‖T (I − (Q1 + . . . + Qn))‖ for every
T ∈ B(Y). It follows that∥∥∥∥∥∥
∑
i,j≥1
JiTi,jQj
∥∥∥∥∥∥
e
= lim
n→∞
∥∥∥∥∥∥
∑
i,j≥1
JiTi,jQj
 (I − (Q1 + . . .+Qn))
∥∥∥∥∥∥
= lim
n→∞
∥∥∥∥∥∥
∑
i≥1, j≥n
JiTi,jQj
∥∥∥∥∥∥
≤ lim
n→∞
(2r + 1) sup
i≥1, j≥n
‖Ti,j‖ = (2r + 1) lim sup
j→∞
sup
i≥1
‖Ti,j‖.
Also ∥∥∥∥∥∥
∑
i,j≥1
JiTi,jQj
∥∥∥∥∥∥
e
≥ lim sup
n→∞
∥∥∥∥∥∥
∑
i,j≥1
JiTi,jQj
Qn
∥∥∥∥∥∥
= lim sup
n→∞
∥∥∥∥∥∥
∑
i≥1
JiTi,nQn
∥∥∥∥∥∥
≥ lim sup
n→∞
sup
n1≥1
∥∥∥∥∥∥Qn1
∑
i≥1
JiTi,nQn
∥∥∥∥∥∥
= lim sup
n→∞
sup
n1≥1
‖Tn1,n‖ = lim sup
j→∞
sup
i≥1
‖Ti,j‖.
Therefore,
lim sup
j→∞
sup
i≥1
‖Ti,j‖ ≤
∥∥∥∥∥∥
∑
i,j≥1
JiTi,jQj
∥∥∥∥∥∥
e
≤ (2r + 1) lim sup
j→∞
sup
i≥1
‖Ti,j‖.
Besides, for all (T
(1)
i,j )i,j≥1, (T
(2)
i,j )i,j≥1 ∈ V, if T (1) =
∑
i,j≥1 JiT
(1)
i,j Qj and T
(2) =
∑
i,j≥1 JiT
(2)
i,j Qj,
then
T (1)T (2) =
∑
i,k≥1
Ji
∑
j≥1
T
(1)
i,j T
(2)
j,k
Qk.
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We summarize our discussion as follows.
Lemma 5.1. Let Y1,Y2, . . . be finite dimensional Banach spaces. Let 1 < p <∞. Then the
map Φ : V → B(Y) defined by
Φ[(Ti,j)i,j≥1] =
∑
i,j≥1
JiTi,jQj, (Ti,j)i,j≥1 ∈ V
is a unital homomorphism satisfying
lim sup
j→∞
sup
i≥1
‖Ti,j‖ ≤ ‖Φ[(Ti,j)i,j≥1]‖e ≤ (2r + 1) lim sup
j→∞
sup
i≥1
‖Ti,j‖
for all (Ti,j)i,j≥1 ∈ Vr and r ≥ 0.
It is easy to see that the set Φ(Vr) consists of all operators T ∈ B(Y) such that QiTJj = 0
for all |i− j| > r. We have
Lemma 5.2. Let Y1,Y2, . . . be finite dimensional Banach spaces. Let 1 < p < ∞. Let
Y(p) = (⊕n≥1Yn)lp . Let πp : B(Y(p)) → B(Y(p))/K(Y(p)) be the quotient map. For each
k ≥ 1, let J (p)k be the canonical embedding from Yk onto the kth component of (⊕∞n=1Yn)lp
and let Q
(p)
k be the canonical projection from (⊕∞n=1Yn)lp onto its kth component Yk. Then
there is a unital homomorphism Φp : V → B(Y(p)) such that
(i) for all r ≥ 0 and (Ti,j)i,j≥1 ∈ Vr,
lim sup
j→∞
sup
i≥1
‖Ti,j‖ ≤ ‖πp(Φp[(Ti,j)i,j≥1])‖ ≤ (2r + 1) lim sup
j→∞
sup
i≥1
‖Ti,j‖,
(ii) for every r ≥ 0, the set Φp(Vr) consists of all operators T ∈ B(Y(p)) such that Q(p)i TJ (p)j =
0 for all |i− j| > r.
For convenience, we repeat this result for p = 2.
Lemma 5.3. Let Y1,Y2, . . . be finite dimensional Banach spaces. Let Y(2) = (⊕n≥1Yn)l2 .
Let π2 : B(Y(2)) → B(Y(2))/K(Y(2)) be the quotient map. For each k ≥ 1, let J (2)k be
the canonical embedding from Yk onto the kth component of (⊕∞n=1Yn)l2 and let Q(2)k be the
canonical projection from (⊕∞n=1Yn)l2 onto its kth component Yk. Then there is a unital
homomorphism Φ2 : V → B(Y(2)) such that
(i) for all r ≥ 0 and (Ti,j)i,j≥1 ∈ Vr,
lim sup
j→∞
sup
i≥1
‖Ti,j‖ ≤ ‖π2(Φ2[(Ti,j)i,j≥1])‖ ≤ (2r + 1) lim sup
j→∞
sup
i≥1
‖Ti,j‖,
(ii) for every r ≥ 0, the set Φ2(Vr) consists of all operators T ∈ B(Y(2)) such that Q(2)i TJ (2)j =
0 for all |i− j| > r.
Note that the algebra V depends only on Y1,Y2, . . . but not on p so the algebra V and the
set Vr in Lemma 5.2 and Lemma 5.3 are the same.
The following result is well known (see [61, Proof of Lemma 1.2]). A generalization of this
result is proved in Section 7.
Lemma 5.4. Let B be a separable subalgebra of B(l2). Then there are 0 = m1 < m2 < . . .
such that T −∑∞k=1(Qk−1 +Qk +Qk+1)TQk is compact for every T ∈ B, where Q0 = 0 and
Qk is the canonical projection from l
2 onto l2([mk + 1,mk+1]).
Let 0 = m1 < m2 < . . .. Note that in Lemma 5.3, if we take Yk = l2([mk + 1,mk+1]) for
k ≥ 1, then Y(2) = (⊕n≥1l2([mn + 1,mn+1]))l2 = l2 and the projection Q(2)k coincides with
the projection Qk in Lemma 5.4.
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Lemma 5.5. Let U be the unilateral shift on l2. Let π2 : B(l
2) → B(l2)/K(l2) be the
quotient map. Let A be a separable closed unital subalgebra of B(l2)/K(l2) containing π2(U).
Let 1 < p < ∞. Then there exist 0 = m1 < m2 < . . . and a unital isomorphism φ from
A into B(Y(p))/K(Y(p)), where Y(p) = (⊕n≥1l2([mn + 1,mn+1]))lp , such that φ(π2(U)) has
Fredholm index −1.
Proof. Let B = π−12 (A). By Lemma 5.4, there are 0 = m1 < m2 < . . . such that T −∑∞
k=1(Q
(2)
k−1 + Q
(2)
k + Q
(2)
k+1)TQ
(2)
k is compact for every T ∈ B, where Q(2)0 = 0 and Q(2)k is
the canonical projection from l2 onto l2([mk + 1,mk+1]). In Lemma 5.2 and Lemma 5.3,
take Yk = l2([mk + 1,mk+1]) for k ≥ 1. We have that there are unital homomorphisms
Φ2 : V → B(Y(2)) and Φp : V → B(Y(p)) such that
(i) for all r ≥ 0 and (Ti,j)i,j≥1 ∈ Vr,
lim sup
j→∞
sup
i≥1
‖Ti,j‖ ≤ ‖πp(Φp[(Ti,j)i,j≥1])‖ ≤ (2r + 1) lim sup
j→∞
sup
i≥1
‖Ti,j‖,
and
lim sup
j→∞
sup
i≥1
‖Ti,j‖ ≤ ‖π2(Φ2[(Ti,j)i,j≥1])‖ ≤ (2r + 1) lim sup
j→∞
sup
i≥1
‖Ti,j‖,
(ii) Φ2(V1) consists of all operators T ∈ B(Y(2)) such that Q(2)i TJ (2)j = 0 for all |i− j| > 1.
So
(5.2)
1
2r + 1
‖π2(Φ2[(Ti,j)i,j≥1])‖ ≤ ‖πp(Φp[(Ti,j)i,j≥1])‖ ≤ (2r + 1)‖π2(Φ2[(Ti,j)i,j≥1])‖
for all (Ti,j)i,j≥1 ∈ Vr and r ≥ 0. Thus, the map φ0 : π2(Φ2(V))→ B(Y(p))/K(Y(p)),
φ0(π2(Φ2[(Ti,j)i,j≥1]))) = πp(Φp[(Ti,j)i,j≥1]), (Ti,j)i,j≥1 ∈ V,
is a well defined (not necessarily bounded) unital homomorphism.
For every T ∈ B(l2),
Q
(2)
i
(
∞∑
k=1
(Q
(2)
k−1 +Q
(2)
k +Q
(2)
k+1)TQ
(2)
k
)
J
(2)
j = 0
for all |i − j| > 1. So by (ii), the operator ∑∞k=1(Q(2)k−1 + Q(2)k + Q(2)k+1)TQ(2)k is in Φ2(V1).
Thus, every operator T ∈ B is the sum of a compact operator and an operator in Φ2(V1).
Hence A ⊂ π2(Φ2(V1)).
Take φ to be the restriction of φ0 to A. By (5.2), 13‖a‖ ≤ ‖φ(a)‖ ≤ 3‖a‖ for all a ∈ A. So
φ is an isomorphism. It remains to show that φ(π2(U))) has Fredholm index −1.
Let (es)s≥1 be the canonical basis for Y(2) = (⊕n≥1l2([mn + 1,mn+1]))l2 = l2. Let (xs)s≥1
be the canonical basis for Y(p) = (⊕n≥1l2([mn+1,mn+1]))lp , i.e., for each n ≥ 1, we have that
(xs)mn+1≤s≤mn+1 is the canonical basis for l
2([mn + 1,mn+1]). Since Ues = es+1 for every
s ≥ 1, we have that Q(2)i UJ (2)j = 0 for all |i−j| > 1. So by (ii), U ∈ Φ2(V1). Thus there exists
(T
(0)
i,j )i,j≥1 ∈ V1 such that Φ2[(T (0)i,j )i,j≥1] = U . It is easy to see that if U (p) = Φp[(T (0)i,j )i,j≥1]
then U (p)xs = xs+1 for every s ≥ 1. Thus φ(π2(U)) = φ0(π2(U)) = πp(Φp[(T (0)i,j )i,j≥1]) =
πp(U
(p)) has Fredholm index −1. 
The following two results are well known.
Lemma 5.6 ([16]). For every k ∈ Z, the set of all invertible T ∈ B(l2)/K(l2) with Fredholm
index k is path connected.
Lemma 5.7 ([48]). Let Y be a Banach space. For every k ∈ Z, the set of all invertible
T ∈ B(Y)/K(Y) with Fredholm index k is open.
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Lemma 5.8. Let A be a separable closed unital subalgebra of B(l2)/K(l2). Let 1 < p <
∞. Then there exist 0 = m1 < m2 < . . . and a unital isomorphism φ from A into
B(Y(p))/K(Y(p)), where Y(p) = (⊕n≥1l2([mn + 1,mn+1]))lp , such that φ(a) and a have the
same Fredholm index for every a ∈ A that is invertible in B(l2)/K(l2).
Proof. Let C be a countable dense subset of the set of all a ∈ A that is invertible in
B(l2)/K(l2). Let U be the unilateral shift on l2. Let π2 : B(l
2) → B(l2)/K(l2) be the
quotient map. By Lemma 5.6, for every a ∈ C, there is a path fa : [0, 1]→ B(l2)/K(l2) such
that fa(0) = a, fa(1) = π2(U
−ind a) and fa(t) is invertible in B(l
2)/K(l2) for all t ∈ [0, 1].
Since fa is continuous, {fa(t) : t ∈ [0, 1]} is separable.
LetA1 be the closed subalgebra of B(l2)/K(l2) generated byA, π2(U), fa(t) and fa(t)−1 for
a ∈ C and t ∈ [0, 1]. Note that A1 is separable. By Lemma 5.5, there exist 0 = m1 < m2 < . . .
and a unital isomorphism φ1 fromA1 into B(Y(p))/K(Y(p)) such that φ1(π2(U)) has Fredholm
index −1.
Let a ∈ C. Then φ1◦fa is a path in the set of all invertible elements of B(Y(p))/K(Y(p)). By
Lemma 5.7, the subset {t ∈ [0, 1] : ind φ1(fa(t)) = ind φ1(fa(0))} of [0, 1] is closed and open in
[0, 1]. Thus φ1(fa(1)) and φ1(fa(0)) have the same Fredholm index. Since φ1(fa(0)) = φ1(a)
and
φ1(fa(1)) = φ1(π2(U
−ind a)) = φ1(π2(U))
−ind a,
it follows that φ1(a) and a have the same Fredholm index. Thus the Fredholm indices of
φ1(a) and a coincide for all a ∈ C. Since C is dense in the set of all a ∈ A that is invertible
in B(l2)/K(l2), by Lemma 5.7, the Fredholm indices of φ1(a) and a coincide for all a ∈ A
that is invertible in B(l2)/K(l2). The result follows by taking φ to be the restriction of φ1
to A. 
The following result is well known in the theory of Banach spaces (see, e.g., [50]).
Lemma 5.9. Let 1 < p < ∞. Then there exists λp ≥ 1 such that (⊕n≥1Hn)lp is λp-
isomorphic to lp for all nonzero finite dimensional Hilbert spaces H1,H2, . . ..
Combining Lemmas 5.8 and 5.9, we obtain the following result.
Theorem 5.10. Let A be a separable closed unital subalgebra of B(l2)/K(l2). Let 1 < p <∞.
Then there is a unital isomorphism φ from A into B(lp)/K(lp) such that φ(a) and a have
the same Fredholm index for every a ∈ A that is invertible in B(l2)/K(l2).
Corollary 5.11. Let A be a separable closed unital subalgebra of B(l2)/K(l2). Let 1 < p <
∞. Then there exists an isomorphic extension of K(lp) by A.
Corollary 5.12. Let M be a nonemepty compact subset of C. Let O1, O2, . . . be the bounded
connected components of C\M . For each i ≥ 1, let ni ∈ Oi. Let z ∈ C(M) be the identity
function on M . Let 1 < p < ∞. Then there exists an isomorphic extension φ : C(M) →
B(lp)/K(lp) such that φ(z − λ) has Fredholm index ni for all λ ∈ Oi and i ≥ 1.
Proof. Brown, Douglas and Fillmore [10] showed that there exists a unital isomorphism φ1 :
C(M)→ B(l2)/K(l2) such that φ1(z−λ) has Fredholm index ni for all λ ∈ Oi and i ≥ 1. Let
A be the range of φ1. By Theorem 5.10, there is a unital isomorphism φ2 : A → B(lp)/K(lp)
such that φ2(a) and a have the same Fredholm index for every a ∈ A that is invertible in
B(l2)/K(l2). The result follows by taking φ = φ2 ◦ φ1. 
Corollary 5.13. Let 1 < p < ∞. Let π : B(lp)→ B(lp)/K(lp). Then there exist T ∈ B(lp)
and C ≥ 1 such that the Fredholm index of T is −1 and
‖f(π(T ))‖ ≤ C sup
|v|=1
|f(v)|
for every Laurent polynomial f .
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Proof. By Corollary 5.12, there exists an isomorphism φ from C(S1) into B(lp)/K(lp) such
that φ(z) has Fredholm index −1. Note that
‖f(φ(z))‖ = ‖φ(f)‖ ≤ ‖φ‖ sup
|v|=1
|f(v)|
for every Laurent polynomial f . The result follows by taking T ∈ B(lp) such that π(T ) =
φ(z). 
Remarks. (1) If T is an operator satisfying the conclusion of Corollary 5.13, then the essen-
tial spectrum of T must be {v ∈ C : |v| = 1}. So by the spectral mapping theorem, we have
the converse inequality
‖f(π(T ))‖ ≥ sup
|v|=1
|f(v)|
for every Laurent polynomial f .
(2) An explicit operator satisfying the conclusion of Corollary 5.13 can be constructed as
follows. Let 0 = m1 < m2 < . . . be such that ms+1 −ms → ∞ as s → ∞. Let (xs)s≥1 be
the canonical basis for Y(p) = (⊕n≥1l2([mn+1,mn+1]))lp . From the proof of Lemma 5.5, one
can check that the operator T0 on Y(p) defined by T0xs = xs+1, s ≥ 1, has Fredholm index
−1 and
‖f(π(T0))‖ ≤ 3 sup
|v|=1
|f(v)|
for every Laurent polynomial f , where π : B(Y(p))→ B(Y(p))/K(Y(p)) is the quotient map.
Let S : Y(p) → lp be an invertible operator which exists by Lemma 5.9. Then ST0S−1 satisfies
the conclusion of Corollary 5.13.
Next we show that there are two trivial isomorphic extensions of K(lp), 1 < p <∞, p 6= 2,
by C[0, 1] that are not equivalent.
Lemma 5.14. Let T be a diagonal operator on l2([1, n]) with distinct diagonal entries
u1, . . . , un. Let D be a diagonal operator on l
p. Let β ≥ 1. Let L : l2([1, n]) → lp be an
operator such that 1β‖x‖ ≤ ‖Lx‖ ≤ β‖x‖ for all x ∈ l2([1, n]). Let ǫ = mini 6=j |ui − uj|. Then
(5.3)
1
β
√
n ≤ 2
ǫ
‖DL− LT‖n+ βn 1p .
and
(5.4)
1
β
n
1
p ≤ 4
ǫ
‖DL− LT‖n+ β√n.
Proof. Let (e
(2)
i )1≤i≤n be the canonical basis for l
2([1, n]). Let (e
(p)
j )j≥1 be the canonical basis
for lp. Let v1, v2, . . . be the diagonal entries of D. We have Te
(2)
i = uie
(2)
i for all 1 ≤ i ≤ n and
De
(p)
j = vje
(p)
j for all j ≥ 1. For each 1 ≤ i ≤ n, let Ji = {j ≥ 1 : |vj − ui| < ǫ2} (which could
be empty). Note that J1, . . . ,Jn are disjoint. For each 1 ≤ i ≤ n, let Pi be the canonical
projection from lp onto lp(Ji). For all 1 ≤ i ≤ n and x = (x1, x2, . . .) ∈ (I−Pi)lp = lp(N\Ji),
‖(D − uiI)x‖ =
 ∞∑
j=1
|vj − ui|p|xj |p
 1p
≥
 ∑
j∈N\Ji
|vj − ui|p|xj |p
 1p
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≥ ǫ
2
 ∑
j∈N\Ji
|xj |p
 1p = ǫ
2
‖x‖.
Hence ‖(D − uiI)(I − Pi)x‖ ≥ ǫ2‖(I − Pi)x‖ for all 1 ≤ i ≤ n and x ∈ lp. Since D and Pi
commute for all 1 ≤ i ≤ n,
ǫ
2
‖(I − Pi)Le(2)i ‖ ≤ ‖(D − uiI)(I − Pi)Le(2)i ‖
= ‖(I − Pi)(D − uiI)Le(2)i ‖
≤ ‖(D − uiI)Le(2)i ‖ = ‖(DL− LT )e(2)i ‖ ≤ ‖DL− LT‖
for all 1 ≤ i ≤ n. So
(5.5) ‖(I − Pi)Le(2)i ‖ ≤
2
ǫ
‖DL− LT‖, 1 ≤ i ≤ n.
Since J1, . . . ,Jn are disjoint,
(5.6)
∥∥∥∥∥
n∑
i=1
PiLe
(2)
i
∥∥∥∥∥ =
(
n∑
i=1
‖PiLe(2)i ‖p
) 1
p
.
So by (5.5),∥∥∥∥∥
n∑
i=1
Le
(2)
i
∥∥∥∥∥ ≤
n∑
i=1
‖(I − Pi)Le(2)i ‖+
∥∥∥∥∥
n∑
i=1
PiLe
(2)
i
∥∥∥∥∥
≤ 2
ǫ
‖DL− LT‖n+
(
n∑
i=1
‖PiLe(2)i ‖p
) 1
p
≤ 2
ǫ
‖DL− LT‖n+
(
n∑
i=1
‖Le(2)i ‖p
) 1
p
≤ 2
ǫ
‖DL− LT‖n+ βn 1p .
Since ∥∥∥∥∥
n∑
i=1
Le
(2)
i
∥∥∥∥∥ ≥ 1β
∥∥∥∥∥
n∑
i=1
e
(2)
i
∥∥∥∥∥ = 1β√n,
(5.3) is proved.
By (5.5),
‖PiLe(2)i ‖ ≥ ‖Le(2)i ‖ −
2
ǫ
‖DL− LT‖ ≥ 1
β
− 2
ǫ
‖DL− LT‖, 1 ≤ i ≤ n.
So by (5.6), ∥∥∥∥∥
n∑
i=1
PiLe
(2)
i
∥∥∥∥∥ ≥
(
1
β
− 2
ǫ
‖DL− LT‖
)
n
1
p .
But ∥∥∥∥∥
n∑
i=1
PiLe
(2)
i
∥∥∥∥∥ ≤
n∑
i=1
‖(I − Pi)Le(2)i ‖+
∥∥∥∥∥
n∑
i=1
Le
(2)
i
∥∥∥∥∥
≤ 2
ǫ
‖DL− LT‖n+ β
∥∥∥∥∥
n∑
i=1
e
(2)
i
∥∥∥∥∥
=
2
ǫ
‖DL− LT‖n+ β√n.
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Hence (
1
β
− 2
ǫ
‖DL− LT‖
)
n
1
p ≤ 2
ǫ
‖DL− LT‖n+ β√n.
So
1
β
n
1
p ≤ 2
ǫ
‖DL− LT‖(n+ n 1p ) + β√n.
Thus (5.4) is proved. 
Lemma 5.15. Let T be the diagonal operator on l2([1, r]) with diagonal entries 1r , . . . ,
r
r . Let
D be a diagonal operator on lp. Let β ≥ 1. Let L : l2([1, r]) → lp be an operator such that
1
β‖x‖ ≤ ‖Lx‖ ≤ β‖x‖ for all x ∈ l2([1, r]). Let n ≥ 1 be a number that divides r. Then
1
β
√
n ≤ 2‖DL− LT‖n2 + βn 1p .
and
1
β
n
1
p ≤ 4‖DL− LT‖n2 + β√n.
Proof. Let k = rn . Then k is an integer and the restriction of T to l
2({k, 2k, . . . , nk}) is a
diagonal operator with diagonal entries 1n , . . . ,
n
n . By Lemma 5.14,
1
β
√
n ≤ 2‖(DL− LT )|l2({k,2k,...,nk})‖n2 + βn
1
p .
and
1
β
n
1
p ≤ 4‖(DL− LT )|l2({k,2k,...,nk})‖n2 + β
√
n.
Thus, the result follows. 
Lemma 5.16. Let 1 < p < ∞, p 6= 2. For each r ≥ 1, let Tr be the diagonal operator on
l2([1, r]) with diagonal entries 1r , . . . ,
r
r . Let Y = (⊕r≥1l2([1, r]))lp . Consider the operator
T = ⊕r≥1Tr on Y. Let D be a diagonal operator on lp. Then there is no operator L : Y → lp
such that inf{‖Lx‖ : ‖x‖ = 1} > 0 and DL− LT is compact.
Proof. Suppose for contradiction that there is an operator L : Y → lp such that inf{‖Lx‖ :
‖x‖ = 1} > 0 and DL − LT is compact. Let β ≥ 1 be such that 1β‖x‖ ≤ ‖Lx‖ ≤ β‖x‖ for
all x ∈ Y. For each r ≥ 1, let Jr be the caononical embedding from l2([1, r]) onto the rth
component of (⊕r≥1l2([1, r]))lp . We have 1β‖x‖ ≤ ‖(LJr)x‖ ≤ β‖x‖ for all x ∈ l2([1, r]), and
‖D(LJr)− (LJr)Tr‖ = ‖(DL− LT )Jr‖ → 0 as r →∞.
By Lemma 5.15, for all r ≥ 1 and n ≥ 1 that divides r,
1
β
√
n ≤ 2‖D(LJr)− (LJr)Tr‖n2 + βn
1
p .
and
1
β
n
1
p ≤ 4‖D(LJr)− (LJr)Tr‖n2 + β
√
n.
Let wr = ‖D(LJr)− (LJr)Tr‖ for r ≥ 1. We have that limr→∞wr = 0 and for all r ≥ 1 and
n ≥ 1 that divides r,
1
β
√
n ≤ 2wrn2 + βn
1
p
and
1
β
n
1
p ≤ 4wrn2 + β
√
n.
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There exists r0 ≥ 1 such that wr ≤ 1 for all r ≥ r0. For every s ≥ 1 such that 2s ≥ r0, we
have w2s ≤ 1 so there exists ks ≥ 0 such that
2ks ≤ 1√
w2s
≤ 2ks+1.
Take ns = 2
min(ks,s). Then ns divides 2
s and w2sn
2
s ≤ 1 for all s ≥ 1, and ns →∞ as s→∞.
Thus
1
β
√
ns ≤ 2 + βn
1
p
s
and
1
β
n
1
p
s ≤ 4 + β√ns
Since p 6= 2, an absurdity follows by taking s→∞. 
If T is an operator on a Banach space Y0 with spectrum [0, 1] and there is a constant C ≥ 1
such that
‖f(T )‖ ≤ C sup
0≤v≤1
|f(v)|,
for every polynomial f , then we can define a unital isomorphism ρ from C[0, 1] into B(Y0)
by setting ρ(z) = T where z ∈ C[0, 1] is the identity function on [0, 1].
Theorem 5.17. Let 1 < p < ∞, p 6= 2. There exist trivial isomorphic extensions φ1, φ2 of
K(lp) by C[0, 1] that are not equivalent. Moreover, [φ1] 6= [φ2] + [φ3] for every isomorphic
extension φ3 of K(l
p) by C[0, 1].
Proof. Let T and Y be as in Lemma 5.16. Let D be a diagonal operator on lp whose entries
are dense in [0, 1]. Each of T and D has spectrum [0, 1] and
‖f(T )‖ = ‖f(D)‖ = sup
0≤v≤1
|f(v)|
for every polynomial f . Let S : Y → lp be an invertible operator which exists by Lemma
5.9. Define unital isomorphisms ρ1, ρ2 from C[0, 1] into B(l
p) by setting ρ1(z) = STS
−1
and ρ2(z) = D. Let π : B(l
p) → B(lp)/K(lp) be the quotient map. Take φ1 = π ◦ ρ1
and φ2 = π ◦ ρ2. By the conclusion of Lemma 5.16, T ⊕ T3 is not similar to any compact
perturbation of D for any operator T3 on any Banach space Y0. So ρ1(z)⊕ T3 is not similar
to any compact perturbation of ρ2(z) for any operator T3 on any Banach space Y0. By taking
Y0 = {0}, we have that φ1 and φ2 are not equivalent. By taking Y0 = lp and π(T3) = φ3(z),
we have that [φ1] 6= [φ2] + [φ3]. 
We now show that Ext∼s,r(C(M),K(l
2)) can be identified with Exts(C(M)) for every com-
pact metric space M .
Combining [14, Theorem 7] and [22, Theorem 1.4], we have the following result.
Lemma 5.18. Let G be a countable amenable group. Let φ : G→ B(l2)/K(l2) be a bounded
representation. Then there exists an invertible operator S on l2 such that π(S)φ(g)π(S)−1 is
a unitary element of B(l2)/K(l2) for all g ∈ G.
Lemma 5.19. Let M be a compact metric space. Let φ : C(M) → B(l2)/K(l2) be a
bounded unital homomorphism. Then there exists an invertible operator S on l2 such that
f 7→ π(S)φ(f)π(S)−1 is a ∗-homomorphism from C(M) into B(l2)/K(l2).
Proof. In Lemma 5.18, take G to be a countable dense subgroup of the group of continuous
functions from M into {v ∈ C : |v| = 1}. Then there exists an invertible operator S on l2
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such that π(S)φ(f)π(S)−1 is a unitary element of B(l2)/K(l2) for all continuous f : M →
{v ∈ C : |v| = 1}. So
(π(S)φ(f)π(S)−1)∗ = (π(S)φ(f)π(S)−1)−1 = π(S)φ(f−1)π(S)−1 = π(S)φ(f¯ )π(S)−1
for all continuous f : M → {v ∈ C : |v| = 1}, where f¯ is the conjugate of f . Since
continuous functions from M into {v ∈ C : |v| = 1} span a dense subspace of C(M), we have
(π(S)φ(f)π(S)−1)∗ = π(S)φ(f¯ )π(S)−1 for all f ∈ C(M). 
Dixmier [19] showed that every bounded representation of an amenable group on l2 is
similar to a unitary representation. By using the argument in the proof of Lemma 5.19, we
have the following result.
Lemma 5.20. Let M be a compact metric space. Let ρ : C(M)→ B(l2) be a bounded unital
homomorphism. Then there exists an invertible operator S on l2 such that f 7→ Sρ(f)S−1 is
a ∗-homomorphism from C(M) into B(l2).
The following result is well known.
Lemma 5.21. Let A be a C∗-algebra. Let φ1 and φ2 be bounded ∗-homomorphisms from A
into B(l2)/K(l2). If there exists an invertible operator S on l2 such that φ2(a) = π(S)φ1(a)π(S)
−1
for all a ∈ A, then there is a unitary operator W on l2 such that φ2(a) = π(W )φ1(a)π(W )∗.
Proof. By polar decomposition, there is a unitary operator W on l2 such that S = (SS∗)
1
2W .
Since
φ2(a)π(S) = π(S)φ1(a), a ∈ A,
we have
φ2(a)
∗π(S) = π(S)φ1(a)
∗, a ∈ A
so π(S)∗φ2(a) = φ1(a)π(S)
∗. But φ2(a)π(S) = π(S)φ1(a). Therefore, π(SS
∗) commutes
with φ2(a) so π(SS
∗)
1
2 commutes with φ2(a). So φ2(a)π(W ) = π(W )φ1(a). 
Recall that two isomorphic extensions φ1, φ2 ofK(l
p) by a separable unital Banach algebera
A are equivalent if there is an invertible operator S on lp such that φ2(a) = π(S)φ1(a)π(S)−1
for all a ∈ A. By Lemma 5.21, this notion of equivalence coincides with the classical notion
of equivalence when p = 2, A is a C∗-algebra and φ1 and φ2 are extensions of K(l2) by A in
the classical sense.
Let M be a compact metric space. By Lemma 5.19, every isomorphic extension of K(l2)
by C(M) is equivalent to an extension of K(l2) by C(M). Therefore, Ext∼s (C(M),K(l
2)) can
be identified with Exts(C(M)). By Lemma 5.20, every trivial isomorphic extension of K(l
2)
by C(M) is equivalent to a trivial extension of K(l2) by C(M). So Ext∼s,r(C(M),K(l
2))
can be identified with the quotient of Exts(C(M)) by the subgroup of equivalence classes
of trivial extensions of K(l2) by C(M). Brown, Douglas and Fillmore [11] showed that all
trivial extensions of K(l2) by C(M) are equivalent. Therefore, Ext∼s,r(C(M),K(l
2)) can be
identified with Exts(C(M)).
6. Ext∼s,r(C(M),K(l
p)) is a group
In this section, we prove Theorem 6.16 which is a more precise version of Theorem 1.1.
For a given Banach space Y and operators T1, . . . , Tr on Y, we construct a Banach space Y⊕ru
and an operator (T1 ⊕ . . . ⊕ Tr)u on Y⊕ru . (In these notations, u stands for unconditional.)
We prove some properties of these spaces and operators (Lemmas 6.3-6.8). We use partition
of unity and these properties to show that if M be a compact subset of Rd, d ≥ 1 and
ψ : C(M) → B(lp) is a map such that π ◦ ψ is a bounded unital homomorphism, then ψ
is an “approximate summand” of a bounded unital homomorphism η : C(M) → B(lp) on
lp([m,∞)) for large enough m ≥ 1 (Lemma 6.11). The rest of the proof is similar to the proof
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of Theorem 2.2. In the proof of Theorem 2.2, we show that there exist operators L and R
satisfying certain intertwining properties (Lemma 3.6) and then we use Lemma 3.8 to obtain
the conclusion of Theorem 2.2. To prove Theorem 6.16, we show that there exist operators
L and R satisfying certain intertwining properties (Lemma 6.14). Lemma 6.14 is proved by
adapting the proof of Lemma 3.6 and using Lemma 6.11 and a slight modification of Lemma
3.4. Next we obtain Lemma 6.15 easily from Lemma 6.14. From Lemma 6.15, we complete
the proof of Theorem 6.16 by applying Lemma 3.8.
Let Y be a Banach space. Let r ≥ 1. Define the Banach space
Y⊕ru = {(y1, . . . , yr) : y1, . . . , yr ∈ Y}
with norm
‖(y1, . . . , yr)‖ = E
∥∥∥∥∥
r∑
i=1
δiyi
∥∥∥∥∥ ,
where δ = (δ1, . . . , δr) is uniformly distributed on {−1, 1}r and E denotes expectation.
Let T1, . . . , Tr ∈ B(Y). Define the operator (T1 ⊕ . . .⊕ Tr)u ∈ B(Y⊕ru ) by
(T1 ⊕ . . .⊕ Tr)u(y1, . . . , yr) = (T1y1, . . . , Tryr), (y1, . . . , yr) ∈ Y⊕ru .
It is easy to see that ‖(T1 ⊕ . . . ⊕ Tr)u‖ ≥ max1≤i≤r ‖Ti‖. But equality does not necessarily
hold.
The first result is known as Khintchine’s inequality. The second result is known as Kahane-
Khintchine’s inequality.
Lemma 6.1 ([38]). Let 1 < p <∞. Then there exists Cp ≥ 1 such that
1
Cp
(
r∑
i=1
|vi|2
) 1
2
≤
(
E
∣∣∣∣∣
r∑
i=1
δivi
∣∣∣∣∣
p) 1
p
≤ Cp
(
r∑
i=1
|vi|2
) 1
2
for all r ≥ 1 and v1, . . . , vr ∈ C.
Lemma 6.2 ([36]). Let 1 < p <∞. Then there exists Cp ≥ 1 such that
1
Cp
E
∥∥∥∥∥
r∑
i=1
δiyi
∥∥∥∥∥ ≤
(
E
∥∥∥∥∥
r∑
i=1
δiyi
∥∥∥∥∥
p) 1
p
≤ CpE
∥∥∥∥∥
r∑
i=1
yi
∥∥∥∥∥ ,
for all r ≥ 1, y1, . . . , yr ∈ Y and Banach space Y.
Lemma 6.3. Let 1 < p <∞. Then there exists λp ≥ 1 such that (lp)⊕ru is λp-isomorphic to
lp for every r ≥ 1.
Proof. For each n ≥ 1, let e∗n ∈ (lp)∗ be the nth coordinate functional, i.e., e∗n(x1, x2, . . .) = xn
for (x1, x2, . . .) ∈ lp and n ≥ 1. For each n ≥ 1, define Sn : (lp)⊕ru → l2([1, r]) by
Sn(y1, . . . , yr) = (e
∗
n(y1), . . . , e
∗
n(yr)), (y1, . . . , yr) ∈ (lp)⊕ru .
Then
‖Sn(y1, . . . , yr)‖ =
(
r∑
i=1
|e∗n(yi)|2
) 1
2
.
By Lemma 6.1,
(6.1)
1
Cp
(
E
∣∣∣∣∣
r∑
i=1
δie
∗
n(yi)
∣∣∣∣∣
p) 1
p
≤ ‖Sn(y1, . . . , yr)‖ ≤ Cp
(
E
∣∣∣∣∣
r∑
i=1
δie
∗
n(yi)
∣∣∣∣∣
p) 1
p
.
Define S : (lp)⊕ru → (l2([1, r]) ⊕ l2([1, r])⊕ . . .)lp by
Sy = (S1y, S2y, . . .), y ∈ (lp)⊕ru .
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Then
‖Sy‖ =
(
∞∑
n=1
‖Sny‖p
) 1
p
so by (6.1),
1
Cp
(
E
∞∑
n=1
∣∣∣∣∣
r∑
i=1
δie
∗
n(yi)
∣∣∣∣∣
p) 1
p
≤ ‖S(y1, . . . , yr)‖ ≤ Cp
(
E
∞∑
n=1
∣∣∣∣∣
r∑
i=1
δie
∗
n(yi)
∣∣∣∣∣
p) 1
p
.
But
E
∞∑
n=1
∣∣∣∣∣
r∑
i=1
δie
∗
n(yi)
∣∣∣∣∣
p
= E
∞∑
n=1
∣∣∣∣∣e∗n
(
r∑
i=1
δiyi
)∣∣∣∣∣
p
= E
(∥∥∥∥∥
r∑
i=1
δiyi
∥∥∥∥∥
p)
.
Thus, by Lemma 6.2, 1
C2p
‖y‖ ≤ ‖Sy‖ ≤ C2p‖y‖ for all y ∈ (lp)⊕ru . It is easy to see that S is
surjective. So (lp)⊕ru is C
2
p -isomorphic to (l
2([1, r]) ⊕ l2([1, r]) ⊕ . . .)lp . By Lemma 5.9, the
result follows. 
Lemma 6.4. Let Y be a Banach space. Let T be an operator on Y. Let r ≥ 1. Then the
operator (T ⊕ . . .⊕ T )u on Y⊕ru has norm ‖T‖.
Proof. For all y1, . . . , yr ∈ Y,
‖(T ⊕ . . .⊕ T )u(y1, . . . , yr)‖Yru = ‖(Ty1, . . . , T yr)‖Yru
= E
∥∥∥∥∥
r∑
i=1
δiTyi
∥∥∥∥∥
≤ ‖T‖E
∥∥∥∥∥
r∑
i=1
δiyi
∥∥∥∥∥ = ‖T‖‖(y1, . . . , yr)‖Yru
So ‖(T ⊕ . . .⊕ T )u‖ ≤ ‖T‖.
For every y ∈ Y, we have
‖(T ⊕ . . .⊕ T )u(y, . . . , y)‖Yru = E
∣∣∣∣∣
r∑
i=1
δi
∣∣∣∣∣ ‖Ty‖
and
‖(y, . . . , y)‖Yru = E
∣∣∣∣∣
r∑
i=1
δi
∣∣∣∣∣ ‖y‖.
Thus, ‖(T ⊕ . . .⊕ T )u‖ ≥ ‖T‖. 
Lemma 6.5. Let Y be a Banach space. Let c1, . . . , cr ∈ C. Then the operator (c1I⊕. . .⊕crI)u
on Y⊕ru has norm at most 2max1≤i≤r |ci|.
Proof. If c1, . . . , cr ∈ {1,−1} then for all y1, . . . , yr ∈ Y,
‖(c1I ⊕ . . .⊕ crI)u(y1, . . . , yr)‖Yru = E
∥∥∥∥∥
r∑
i=1
δiciyi
∥∥∥∥∥ = E
∥∥∥∥∥
r∑
i=1
δiyi
∥∥∥∥∥ = ‖(y1, . . . , yr)‖Y⊕ru .
So ‖(c1I ⊕ . . .⊕ crI)u‖ = 1.
The set {(c1, . . . , cr) ∈ Rr : ‖(c1I ⊕ . . . ⊕ crI)u‖ ≤ 1} is convex and contains {−1, 1}r . So
it contains [−1, 1]r. So ‖(c1I ⊕ . . . ⊕ crI)u‖ ≤ 1 for all c1, . . . , cr ∈ [−1, 1]. If c1, . . . , cr ∈ C
and |ci| ≤ 1 for all 1 ≤ i ≤ r then writing ci as the sum of its real and imaginary parts, we
have ‖(c1I ⊕ . . . ⊕ crI)u‖ ≤ 2. 
From Lemma 6.5, we have the following result.
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Lemma 6.6. Let Y be a Banach space. Let M be a compact metric space. Let w1, . . . , wr ∈
M . Let η : C(M)→ B(Y⊕ru ) be the homomorphism defined by
η(h) = (h(w1)I ⊕ . . .⊕ h(wr)I)u, h ∈ C(M).
Then ‖η‖ ≤ 2.
Lemma 6.7. Let Y be a Banach space. Let Y0 be a subspace of Y. Let T1, . . . , Tr ∈ B(Y).
Then ∥∥∥∥∥
r∑
i=1
Tiyi
∥∥∥∥∥ ≤ supδ∈{−1,1}r
∥∥∥∥∥
r∑
i=1
δiTi|Y0
∥∥∥∥∥ ‖(y1, . . . , yr)‖Y⊕ru ,
for all y1, . . . , yr ∈ Y0.
Proof. Since
r∑
i=1
Tiyi = E
( r∑
i=1
δiTi
) r∑
j=1
δjyj
 ,
∥∥∥∥∥
r∑
i=1
Tiyi
∥∥∥∥∥ ≤ E
∥∥∥∥∥
r∑
i=1
δiTi|Y0
∥∥∥∥∥
∥∥∥∥∥∥
r∑
j=1
δjyj
∥∥∥∥∥∥
 ≤ sup
δ∈{−1,1}r
∥∥∥∥∥
r∑
i=1
δiTi|Y0
∥∥∥∥∥ ‖(y1, . . . , yr)‖Y⊕ru .

Lemma 6.8. Let Y be a Banach space. Let Y0 be a subspace of Y. Let T1, . . . , Tr ∈ B(Y).
Then
‖(Ty1, . . . , T yr)‖Y⊕ru ≤ sup
δ∈{−1,1}r
∥∥∥∥∥
r∑
i=1
δiTi|Y0
∥∥∥∥∥ ‖(y1, . . . , yr)‖Y⊕ru ,
for all y1, . . . , yr ∈ Y0.
Proof. Let δ′ = (δ′1, . . . , δ
′
r) be uniformly distributed on {−1, 1}r . By Lemma 6.7,
‖(Ty1, . . . , T yr)‖Y⊕ru = E
∥∥∥∥∥
r∑
i=1
δ′iTyi
∥∥∥∥∥ ≤ supδ∈{−1,1}r
∥∥∥∥∥
r∑
i=1
δiTi|Y0
∥∥∥∥∥E‖(δ′1y1, . . . , δ′ryr)‖Y⊕ru .
But ‖(δ′1y1, . . . , δ′ryr)‖Y⊕ru = ‖(y1, . . . , yr)‖Y⊕ru for all δ′1, . . . , δ′r ∈ {−1, 1}. So the result
follows. 
Lemma 6.9. Let d ≥ 1. Let M be a compact subset of Rd. Let ǫ > 0. Then there exists
an open cover (Ui)1≤i≤r of M such that each Ui has diameter at most ǫ and every v ∈M is
contained in at most 2d of the sets U1, . . . , Ur.
Proof. Without loss of generality, we may assume that M is a subset of [0, 1]d. Let n ≥ 2dǫ be
a natural number. Note that the intervals ( j−1n ,
j+1
n ), j = 0, . . . , n form an open cover of [0, 1].
Every c ∈ [0, 1] is contained in at most two of these intervals. For j1, . . . , jd ∈ {0, . . . , n}, let
Uj1,...,jk = (
j1−1
n ,
j1+1
n )× . . .×( jd−1n , jd+1n ). Then the open sets Uj1,...,jd , j1, . . . , jd ∈ {0, . . . , n}
form an open cover of [0, 1]d. Each Uj1,...,jd has diameter at most ǫ with respect to the
Euclidean metric. For all (v1, . . . , vd) ∈ [0, 1]d and 1 ≤ i ≤ d, the number vi is contained
in at most two of the intervals ( j−1n ,
j+1
n ), j = 0, . . . , n. So there are j
(1)
i , j
(2)
i ∈ {0, . . . , n}
(which may or may not be the same) such that if vi ∈ ( j−1n , j+1n ) then j = j
(1)
i or j
(2)
i . Thus,
if (v1, . . . , vd) ∈ Uj1,...,jd then for each 1 ≤ i ≤ d, the number ji must be j(1)i or j(2)i . So
(v1, . . . , vd) is contained in at most 2
d of the sets Uj1,...,jd, j1, . . . , jd ∈ {0, . . . , n}. 
Lemma 6.10. Let d ≥ 1. Let M be a nonempty compact subset of Rd. Let ǫ > 0. Then
there are f1, . . . , fr, g1, . . . , gr ∈ C(M) such that
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(1) fi(v), gi(v) ∈ [0, 1] for every v ∈M and i = 1, . . . , r,
(2) f1(v) + . . . + fr(v) = 1 for every v ∈M ,
(3) g1(v) + . . .+ gr(v) ≤ 2d for every v ∈M ,
(4) the diameter of the support of gi is at most ǫ for every i = 1, . . . , r,
(5) gi is not a zero function for any i = 1, . . . , r, and
(6) gi(v) = 1 for every v in the support of fi and i = 1, . . . , r.
Proof. By Lemma 6.9, there exists an open cover (Ui)1≤i≤r of M such that each Ui has
diameter at most ǫ and every a ∈ M is contained in at most 2d of the sets U1, . . . , Un.
Take (fi)1≤i≤r to be a partition of unity subordinate to (Ui)1≤i≤r such that each fi is not
a zero function. For each 1 ≤ i ≤ r, let gi : M → [0, 1] be a continuous function such that
gi = 1 on the support of fi and gi = 0 on the complement of Ui. Since each v ∈ M is
contained in at most 2d of the sets U1, . . . , Ur, we have gi(v) 6= 0 for at most 2d values of i.
So g1(v) + . . . + gr(v) ≤ 2k. So (3) is proved. Since fi is not a zero function, gi is not a zero
function. So (5) is proved. The other properties can be proved easily. 
Lemma 6.11. Let d ≥ 1. Let M be a nonempty compact subset of Rd. Let π : B(lp) →
B(lp)/K(lp) be the quotient map. Let ψ : C(M)→ B(lp) be a map such that π ◦ψ : C(M)→
B(lp)/K(lp) is a bounded unital homomorphism. Let Ω be a finite subset of C(M). Let
M0 be a dense subset of M . Let ǫ > 0. There exist r ≥ 1, w1, . . . , wr ∈ M0, operators
W : lp → (lp)⊕ru and E : (lp)⊕ru → lp, and m ≥ 1 such that
(i) ‖Wx‖ ≤ (‖π ◦ ψ‖+ 1)‖x‖, x ∈ lp([m,∞)),
(ii) ‖Ey‖ ≤ (2d‖π ◦ ψ‖+ 1)‖y‖, y ∈ (lp([m,∞)))⊕ru ,
(iii) ‖Wψ(h)x − η(h)Wx‖ ≤ ǫ‖x‖, h ∈ Ω, x ∈ lp([m,∞)),
(iv) ‖Eη(h)y − ψ(h)Ey‖ ≤ ǫ‖y‖, h ∈ Ω, y ∈ (lp([m,∞)))⊕ru , and
(v) ‖EWx− x‖ ≤ ǫ‖x‖, x ∈ lp([m,∞)),
where η(h) = (h(w1)I ⊕ . . . ⊕ h(wr)I)u, h ∈ C(M).
Proof. Let γ > 0 be such that
(6.2) |h(v) − h(w)| ≤ ǫ
2d
for all v,w ∈M with distance at most γ and h ∈ Ω. By Lemma 6.10, there are f1, . . . , fr, g1, . . . , gr ∈
C(M) such that
(1) fi(v), gi(v) ∈ [0, 1] for every v ∈M and i = 1, . . . , r,
(2) f1(v) + . . .+ fr(v) = 1 for every v ∈M ,
(3) g1(v) + . . .+ gr(v) ≤ 2d for every v ∈M ,
(4) the diameter of the support of gi is at most γ for every i = 1, . . . , r,
(5) gi is not a zero function for any i = 1, . . . , r, and
(6) gi(v) = 1 for every v in the support of fi and i = 1, . . . , r.
For every 1 ≤ i ≤ r, since gi is continuous and is not a zero function, its support has nonempty
interior. Since M0 is dense, there exists wi ∈M0 in the support of gi.
Take
Wx = (ψ(f1)x, . . . , ψ(fr)x), x ∈ lp,
and
E(y1, . . . , yr) =
r∑
i=1
ψ(gi)yi, (y1, . . . , yr) ∈ (lp)⊕ru .
By (2), ‖∑ri=1 δifi‖ ≤ 1 for all δ ∈ {−1, 1}r . Since π ◦ ψ is linear, we have
(6.3)
∥∥∥∥∥π
(
r∑
i=1
δiψ(fi)
)∥∥∥∥∥ ≤ ‖π ◦ ψ‖, δ ∈ {−1, 1}r .
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By (3), ‖∑ri=1 δigi‖ ≤ 2d for all δ ∈ {−1, 1}r . Thus,
(6.4)
∥∥∥∥∥π
(
r∑
i=1
δiψ(gi)
)∥∥∥∥∥ ≤ 2d‖π ◦ ψ‖, δ ∈ {−1, 1}r .
Since wi is in the support of gi, by (4) and (6.2), |h(v)− h(wi)| ≤ ǫ2d for all v in the support
gi and h ∈ Ω. So by (3),∥∥∥∥∥
r∑
i=1
δi(h(v) − h(wi))gi(v)
∥∥∥∥∥ ≤
r∑
i=1
|h(v) − h(wi)|gi(v) ≤
r∑
i=1
ǫ
2d
gi(v) ≤ ǫ.
So ∥∥∥∥∥
r∑
i=1
δi(h− h(wi))gi
∥∥∥∥∥ ≤ ǫ.
Since gifi = fi by (6), we also have∥∥∥∥∥
r∑
i=1
δi(h− h(wi))fi
∥∥∥∥∥ ≤ ǫ.
Thus, using the fact that π ◦ ψ is a homomorphism, we have
(6.5)
∥∥∥∥∥π
(
r∑
i=1
δi(ψ(h) − h(wi))ψ(gi)
)∥∥∥∥∥ ≤ ǫ, δ ∈ {−1, 1}r ,
and
(6.6)
∥∥∥∥∥π
(
r∑
i=1
δiψ(fi)(ψ(h) − h(wi))
)∥∥∥∥∥ ≤ ǫ, δ ∈ {−1, 1}r .
Since gifi = fi, we have
∑r
i=1 gifi =
∑r
i=1 fi = 1 so
(6.7)
r∑
i=1
ψ(gi)ψ(fi)− I is compact.
In view of (6.3), (6.4), (6.5), (6.6), (6.7), there exists m ≥ 1 such that
(6.8)
∥∥∥∥∥
r∑
i=1
δiψ(fi)x
∥∥∥∥∥ ≤ (‖π ◦ ψ‖+ 1)‖x‖, x ∈ lp([m,∞)), δ ∈ {−1, 1}r ,
(6.9)
∥∥∥∥∥
r∑
i=1
δiψ(gi)y0
∥∥∥∥∥ ≤ (2d‖π ◦ ψ‖+ 1)‖y0‖, y0 ∈ lp([m,∞)), δ ∈ {−1, 1}r ,
(6.10)
∥∥∥∥∥
r∑
i=1
δi(ψ(h) − h(wi))ψ(gi)y0
∥∥∥∥∥ ≤ 2ǫ‖y0‖, y0 ∈ lp([m,∞)), δ ∈ {−1, 1}r ,
(6.11)
∥∥∥∥∥
r∑
i=1
δiψ(fi)(ψ(h) − h(wi))x
∥∥∥∥∥ ≤ 2ǫ‖x‖, x ∈ lp([m,∞)), δ ∈ {−1, 1}r .
(6.12)
∥∥∥∥∥
r∑
i=1
ψ(gi)ψ(fi)x− x
∥∥∥∥∥ ≤ 2ǫ‖x‖, x ∈ lp([m,∞)).
(i) follows from (6.8). (ii) follows from (6.9) and Lemma 6.8. (iii) follows from (6.11). (iv)
follows from (6.10) and Lemma 6.8. (v) follows from (6.12). 
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The following lemma says that for (ii) and (iv) in Lemma 6.11, we can replace (lp([m,∞)))⊕ru
by (lp)⊕ru .
Lemma 6.12. Let d ≥ 1. Let M be a compact subset of Rd. Let ψ : C(M)→ B(lp) be such
that π◦ψ : C(M)→ B(lp)/K(lp) is a bounded unital homomorphism. Let Ω be a finite subset
of C(M). Let M0 be a dense subset of M . Let ǫ > 0. There exist r ≥ 1, w1, . . . , wr ∈ M0,
operators W : lp → (lp)⊕ru and E : (lp)⊕ru → lp, and m ≥ 1 such that
(i) ‖Wx‖ ≤ (‖π ◦ ψ‖+ 1)‖x‖, x ∈ lp([m,∞)),
(ii) ‖Ey‖ ≤ (2d‖π ◦ ψ‖+ 1)‖y‖, y ∈ (lp)⊕ru ,
(iii) ‖Wψ(h)x − η(h)Wx‖ ≤ ǫ‖x‖, h ∈ Ω, x ∈ lp([m,∞)),
(iv) ‖Eη(h)y − ψ(h)Ey‖ ≤ ǫ‖y‖, h ∈ Ω, y ∈ (lp)⊕ru , and
(v) ‖EWx− x‖ ≤ ǫ‖x‖, x ∈ lp([m,∞)),
where η(h) = (h(w1)I ⊕ . . . ⊕ h(wr)I)u, h ∈ C(M).
Proof. By Lemma 6.11, there exist r ≥ 1, w1, . . . , wr ∈ M0, operators W : lp → (lp)⊕ru and
E0 : (l
p)⊕ru → lp, and m0 ≥ 1 such that
(a) ‖Wx‖ ≤ (‖π ◦ ψ‖+ 1)‖x‖, x ∈ lp([m0,∞)),
(b) ‖E0y‖ ≤ (2d‖π ◦ ψ‖+ 1)‖y‖, y ∈ (lp([m0,∞)))⊕ru ,
(c) ‖Wψ(h)x− η(h)Wx‖ ≤ ǫ‖x‖, h ∈ Ω, x ∈ lp([m0,∞)),
(d) ‖E0η(h)y − ψ(h)E0y‖ ≤ ǫ‖y‖, h ∈ Ω, y ∈ (lp([m0,∞)))⊕ru , and
(e) ‖E0Wx− x‖ ≤ ǫ‖x‖, x ∈ lp([m0,∞)),
Let P be the canonical projection from lp onto lp([1,m0]). Take E = E0((I −P )⊕ . . .⊕ (I −
P ))u. By Lemma 6.4 and (a), for every y ∈ (lp)ru
‖Ey‖ = ‖E0((I − P )⊕ . . . ⊕ (I − P ))uy‖
≤ (2d‖π ◦ ψ‖+ 1)‖((I − P )⊕ . . . ⊕ (I − P ))uy‖ ≤ (2d‖π ◦ ψ‖+ 1)‖y‖.
Hence (ii) is proved.
Note that ((I − P )⊕ . . .⊕ (I − P ))u commutes with η(h) for all h ∈ C(M). So by (d), we
get (iv).
The operator (P ⊕ . . .⊕ P )u on (lp)⊕ru has finite rank so
lim
j→∞
‖(P ⊕ . . .⊕ P )uW |lp([j,∞))‖ = 0.
So there exists m ≥ m0 such that
‖(P ⊕ . . .⊕ P )uWx‖ ≤ ǫ‖E‖‖x‖, x ∈ l
p([m,∞)).
Thus by (e), for every x ∈ lp([m,∞)),
‖EWx− x‖ ≤ ‖E0Wx− x‖+ ‖(E − E0)Wx‖
≤ ǫ‖x‖+ ‖E0‖‖(P ⊕ . . .⊕ P )uWx‖
≤ ǫ‖x‖+ ǫ‖x‖ = 2ǫ‖x‖.
So (v) is proved. (i) and (iii) follow from (a) and (c). 
The following lemma is a slight modification of Lemma 3.4.
Lemma 6.13. Let Λ be a countable subset of B(lp). Let Ω1,Ω2, . . . be finite subsets of Λ.
Let m1,m2, . . . ≥ 1. Let ǫ1, ǫ2, . . . > 0. Then there exist operators A1 ≪ A2 ≪ . . . on lp such
that
(i) the range of An −An−1 is in lp([mn,∞)) for all n ≥ 2,
(ii) ‖AnX −XAn‖ < ǫn for all X ∈ Ωn and n ≥ 1,
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(iii) (
∞∑
n=1
‖(An −An−1)x‖p
) 1
p
≤ 2‖x‖, x ∈ lp, n ≥ 1,
(iv) if (xn)n≥1 is a sequence in l
p such that
∑∞
n=1 ‖xn‖p < ∞ and xn is in the range of
An+1 −An−2 for each n ≥ 1, then(∥∥∥∥∥
∞∑
n=1
xn
∥∥∥∥∥
p) 1
p
≤ 4
(
∞∑
n=1
‖xn‖p
) 1
p
.
Proof. Observe that in the conclusion of Lemma 3.2, in addition to (i) and (ii) in Lemma
3.2, we can have that Anx = x for all x ∈ lp([1,mn+1]) and n ≥ 2. So the first mn diagonal
entries of An are 1 for all n ≥ 1. Thus, the range of An−An−1 is in lp([mn,∞)) for all n ≥ 2.
By Lemma 3.3, the result follows. 
Lemma 6.14. Let d ≥ 1. Let M be a compact subset of Rd. Let ψ : C(M) → B(lp) be a
map such that π ◦ ψ : C(M) → B(lp)/K(lp) is a bounded unital homomorphism. Let M0 be
a dense subset of M . Then there exist r1, r2, . . . ≥ 1, (wn,r)n≥1, 1≤r≤rn ⊂ M0 and operators
L : lp → (lp)⊕r1u ⊕ (lp)⊕r2u ⊕ . . . and R : (lp)⊕r1u ⊕ (lp)⊕r2u ⊕ . . .→ lp such that
(I) ‖L‖ ≤ ‖π ◦ ψ‖+ 1, ‖R‖ ≤ 2d‖π ◦ ψ‖+ 1,
(II) Lψ(h) − η(h)L is compact for all h ∈ C(M),
(III) ψ(h)R −Rη(h) is compact for all h ∈ C(M),
(IV) RL− I is compact,
where
η(h) =
∞⊕
n=1
(h(wn,1)I ⊕ . . . ⊕ h(wn,rn)I)u, h ∈ C(M).
Proof. Let Λ be a countable dense subset of C(M). Let Ω1 ⊂ Ω2 ⊂ . . . be finite subsets of Λ
such that ∪∞n=1Ωn = Λ. By Lemma 6.12, for every n ≥ 1, there exist rn ≥ 1, wn,1, . . . , wn,rn ∈
M0, operators Wn : l
p → (lp)⊕rnu and En : (lp)⊕rnu → lp, and mn ≥ 1 such that
(i) ‖Wnx‖ ≤ (‖π ◦ ψ‖+ 1)‖x‖, x ∈ lp([mn,∞)),
(ii) ‖Eny‖ ≤ (2d‖π ◦ ψ‖+ 1)‖y‖, y ∈ (lp)⊕ru ,
(iii) ‖Wnψ(h)x − ηn(h)Wnx‖ ≤ 12n ‖x‖, h ∈ Ωn, x ∈ lp([mn,∞)),
(iv) ‖Enηn(h)y − ψ(h)Eny‖ ≤ 12n ‖y‖, h ∈ Ωn, y ∈ (lp)⊕rnu , and
(v) ‖EnWnx− x‖ ≤ 12n ‖x‖, x ∈ lp([mn,∞)),
where ηn(h) = (h(wn,1)I ⊕ . . .⊕ h(wn,rn)I)u, h ∈ C(M). So
η(h) =
∞⊕
n=1
ηn(h), h ∈ C(M).
By Lemma 6.13, there are A1 ≪ A2 ≪ . . . on lp such that
(1) the range of An −An−1 is in lp([mn,∞)) for all n ≥ 2,
(2) ‖Anψ(h) − ψ(h)An‖ ≤ 1
2n
for all h ∈ Ωn and n ≥ 1,
(3) (
∞∑
n=1
‖(An −An−1)x‖p
) 1
p
≤ 2‖x‖, x ∈ lp, n ≥ 1,
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(4) if (xn)n≥1 is a sequence in l
p such that
∑∞
n=1 ‖xn‖p < ∞ and xn is in the range of
An+1 −An−2 for each n ≥ 1, then(∥∥∥∥∥
∞∑
n=1
xn
∥∥∥∥∥
p) 1
p
≤ 4
(
∞∑
n=1
‖xn‖p
) 1
p
.
For each n ≥ 1, let Jn be the embedding from (lp)⊕rnu onto the nth component of (lp)⊕r1u ⊕
(lp)⊕r2u ⊕ . . . and let Qn be the projection from (lp)⊕r1u ⊕ (lp)⊕r2u ⊕ . . . onto its nth component.
Take
Lx =
∞∑
n=2
JnWn(An −An−1)x, x ∈ lp
and
Ry =
∞∑
n=2
(An+1 −An−2)EnQny, y ∈ (lp)⊕r1u ⊕ (lp)⊕r2u ⊕ . . . .
For x ∈ lp,
‖Lx‖ =
∥∥∥∥∥
∞∑
n=2
JnWn(An −An−1)x
∥∥∥∥∥
=
(
∞∑
n=2
‖Wn(An −An−1)x‖p
) 1
p
≤ (‖π ◦ ψ‖+ 1)
(
∞∑
n=2
‖(An −An−1)x‖p
) 1
p
by (i) and (1)
≤ (‖π ◦ ψ‖+ 1)2‖x‖ by (3).
For y ∈ (lp)⊕r1u ⊕ (lp)⊕r2u ⊕ . . .,
‖Ry‖ =
∥∥∥∥∥
∞∑
n=2
(An+1 −An−2)EnQny
∥∥∥∥∥
≤
(
∞∑
n=2
‖(An+1 −An−2)EnQny‖p
) 1
p
by (4)
≤
(
∞∑
n=2
‖EnQny‖p
) 1
p
≤ (2d‖π ◦ ψ‖+ 1)
(
∞∑
n=2
‖Qny‖p
) 1
p
by (ii)
≤ (2d‖π ◦ ψ‖+ 1)‖y‖.
So (I) is proved.
Let h ∈ Λ. Since Ω1 ⊂ Ω2 ⊂ . . . and ∪∞n=1Ωn = Λ, there exists n0 ≥ 2 such that h ∈ Ωn
for all n ≥ n0. By (iii) and (1),
‖Wnψ(h)(An −An−1)− ηn(h)Wn(An −An−1)‖ ≤ 1
2n
, n ≥ n0.
But by (2) and (i),
‖Wn(An −An−1)ψ(h) −Wnψ(h)(An −An−1)‖
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≤(‖π ◦ ψ‖+ 1)
(
1
2n
+
1
2n−1
)
, n ≥ n0 + 1.
Therefore,
‖Wn(An −An−1)ψ(h) − ηn(h)Wn(An −An−1)‖
≤(‖π ◦ ψ‖+ 1)
(
1
2n
+
1
2n−1
)
+
1
2n
, n ≥ n0 + 1.
Thus,
(6.13)
∞∑
n=2
‖Wn(An −An−1)ψ(h) − ηn(h)Wn(An −An−1)‖ <∞
for every h ∈ Λ. For x ∈ lp and h ∈ Λ,
Lψ(h)x =
∞∑
n=2
JnWn(An −An−1)ψ(h)x
and
η(h)Lx =
∞∑
n=2
Jnηn(h)Wn(An −An−1)x.
Since Wn(An −An−1)ψ(h) − ηn(h)Wn(An −An−1) has finite rank for each n ≥ 2, by (6.13),
Lψ(h) − η(h)L is compact for all h ∈ Λ. But Λ is dense in C(M). So (II) is proved.
Let h ∈ Λ. There exists n0 ≥ 1 such that h ∈ Ωn for all n ≥ n0. By (2) and (ii),
‖ψ(h)(An+1 −An−2)En − (An+1 −An−2)ψ(h)En‖
≤
(
1
2n+1
+
1
2n−2
)
(2d‖π ◦ ψ‖+ 1), n ≥ n0 + 2.
By (iv),
‖(An+1 −An−2)ψ(h)En − (An+1 −An−2)Enηn(h)‖ ≤ 1
2n
, n ≥ n0.
Therefore,
(6.14)
∞∑
n=2
‖ψ(h)(An+1 −An−2)En − (An+1 −An−2)Enηn(h)‖ <∞
for every h ∈ Λ. For y ∈ (lp)⊕r1u ⊕ (lp)⊕r2u ⊕ . . . and α ∈ Λ,
ψ(h)Ry =
∞∑
n=2
ψ(h)(An+1 −An−2)EnQny
and
Rη(h)y =
∞∑
n=2
(An+1 −An−2)Enηn(h)Qny.
Therefore, ψ(h)R −Rη(h) is compact for all h ∈ Λ. So (III) is proved.
For x ∈ lp,
RLx =
∞∑
n=2
(An+1 −An−2)EnWn(An −An−1)x
and
x =
∞∑
n=1
(An −An−1)x =
∞∑
n=1
(An+1 −An−2)(An −An−1)x.
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By (v) and (1),
‖EnWn(An −An−1)− (An −An−1)‖ ≤ 1
2n
, n ≥ 2.
Therefore, RL− I is compact. So (IV) is proved. 
Lemma 6.15. Let 1 < p < ∞. Let d ≥ 1. Let M be a nonempty compact subset of Rd.
Then there exist a Banach space Y and a unital isomorphism ηM : C(M)→ B(Y) such that
(i) Y is λp-isomorphic to lp, where λp ≥ 1 depends only on p,
(ii) ‖h‖ ≤ ‖ηM (h)‖ ≤ 2‖h‖ for all h ∈ C(M),
(iii) ηM is 1-similar to the isomorphism ηM ⊕ ηM ,
(iv) if ψ : C(M) → B(lp) is a map such that π ◦ ψ : C(M) → B(lp)/K(lp) is a bounded
unital homomorphism, ǫ > 0 and v ∈ M , then there exist operators L : lp → Y ⊕ lp,
R : Y ⊕ lp → lp such that
(a) ‖L‖ ≤ ‖π ◦ ψ‖ + 2, ‖R‖ ≤ 2d‖π ◦ ψ‖ + 2,
(b) Lψ(h) − (ηM (h)⊕ h(v)I)L is compact for all h ∈ Λ,
(c) ψ(h)R −R(ηM (h)⊕ h(v)I) is compact for all h ∈ Λ,
(d) RL− I is compact and ‖RL− I‖ ≤ ǫ.
Proof. Let M0 be a countable dense subset of M . For r ≥ 1 and w1, . . . , wr ∈ M0, define
ηw1,...,wr : C(M)→ B((lp)⊕ru ) by
ηw1,...,wr(h) = (h(w1)I ⊕ . . .⊕ h(wr)I)u, h ∈ C(M).
By Lemma 6.6, ‖ηw1,...,wr‖ ≤ 2. Let
Y0 =
⊕
r≥1
⊕
w1,...,wr∈M0
(lp)⊕ru

lp
and define η˜ : C(M)→ B(Y0) by
η˜(h) =
⊕
r≥1
⊕
w1,...,wr∈M0
ηw1,...,wr(h), h ∈ C(M).
Note that these are countably infinite direct sums. Take Y = (Y0 ⊕ Y0 ⊕ . . .)lp and
ηM (h) = η˜(h)⊕ η˜(h) ⊕ . . . , h ∈ C(M).
By Lemma 6.3, Y is λp-isomorphic to lp so (i) is proved. Since M0 is dense in M and
‖ηw1,...,wr‖ ≤ 2 for all r ≥ 1 and w1, . . . , wr ∈ M0, we have ‖h‖ ≤ ‖ηM (h)‖ ≤ 2‖h‖ for all
h ∈ C(M). Thus, (ii) is proved. (iii) follows from the definition of ηM .
Suppose that ψ : C(M) → B(lp) is a map such that π ◦ ψ : C(M) → B(lp)/K(lp) is a
unital homomorphism. By Lemma 6.14, there exist operators L0 : l
p → Y and R0 : Y → lp
such that
(I) ‖L0‖ ≤ ‖π ◦ ψ‖+ 1, ‖R0‖ ≤ 2d‖π ◦ ψ‖+ 1,
(II) L0ψ(h) − ηM (h)L0 is compact for all h ∈ C(M),
(III) ψ(h)R0 −R0ηM (h) is compact for all h ∈ C(M),
(IV) R0L0 − I is compact.
Since R0L0 − I is compact, there exists m ≥ 1 such that ‖(R0L0 − I)(I − P )‖ ≤ ǫ where P
is the canonical projection from lp onto lp([1,m]). Take
Lx = (L0(I − P )x, Px), x ∈ lp,
and
R(y1, y2) = R0y1 + Py2, y1 ∈ Y, y2 ∈ lp.
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By (I), ‖L‖ ≤ ‖L0‖+1 ≤ ‖π ◦ψ‖+2 and ‖R‖ ≤ ‖R0‖+1 ≤ 2d‖π ◦ψ‖+2 so (a) is satisfied.
(b) and (c) follow from (II), (III) and the fact that P is a finite rank operator. In fact, the
specific choice of the operator h(v)I is not important.
For every x ∈ lp,
RLx = R0L0(I − P )x+ Px
so by (IV), RL−I is compact. Moreover, since ‖(R0L0−I)(I−P )‖ ≤ ǫ, we have ‖RLx−x‖ ≤
ǫ‖x‖ for all x ∈ lp. So ‖RL− I‖ ≤ ǫ. 
Theorem 6.16. Let 1 < p < ∞. Let π : B(lp) → B(lp)/K(lp) be the quotient map. Let
d ≥ 1. Let M be a nonempty compact subset of Rd. Then there exists a unital isomorphism
ηM : C(M)→ B(lp) such that
(i) 1λp ‖h‖ ≤ ‖ηM (h)‖ ≤ λp‖h‖ for all h ∈ C(M),
(ii) ηM is λp-similar to ηM ⊕ ηM ,
(iii) π ◦ ηM is an isomorphism,
(iv) if ψ : C(M) → B(lp) is a map such that π ◦ ψ : C(M) → B(lp)/K(lp) is a bounded
unital homomorphism, then there exist an invertible operator S : lp⊕ lp → lp and a map
ψ(−1) : C(M)→ B(lp) such that
(a) π ◦ ψ(−1) : C(M)→ B(lp)/K(lp) is a unital isomorphism,
(b) ‖S‖‖S−1‖ ≤ 212d‖π ◦ ψ‖12λp,
(c) ηM (h)− S(ψ(h) ⊕ ψ(−1)(h))S−1 is compact for all h ∈ C(M),
where λp ≥ 1 depends only on p,
Proof. By Lemma 6.15, there exists a unital isomorphism ηM : C(M)→ B(lp) such that
(1) 1λp ‖h‖ ≤ ‖ηM (h)‖ ≤ λp‖h‖ for all h ∈ C(M),
(2) ηM is λp-similar to ηM ⊕ ηM ,
(3) π ◦ ηM is an isomorphism,
(4) if ψ : C(M)→ B(lp) is a map such that π ◦ψ : C(M)→ B(lp)/K(lp) is a bounded unital
homomorphism, then there exist operators L and R on lp such that
(I) ‖L‖ ≤ (‖π ◦ ψ‖+ 2)λp, ‖R‖ ≤ (2d‖π ◦ ψ‖+ 2)λp,
(II) Lψ(h) − ηM (h)L is compact for all h ∈ C(M),
(III) ψ(h)R −RηM(h) is compact for all h ∈ Λ,
(IV) RL− I is compact and ‖RL− I‖ ≤ ǫ,
where λp ≥ 1 depends only on p.
So (i), (ii), (iii) follow. Suppose that ψ : C(M)→ B(lp) is a map such that π ◦ ψ : C(M)→
B(lp)/K(lp) is a bounded unital homomorphism. By (4) and Lemma 3.8, there exists a
Banach space Y3 and an invertible operator S0 : lp → lp ⊕ Y3 such that
‖S0‖‖S−10 ‖ ≤ 7[(2d‖π ◦ ψ‖+ 2)λp]6
and for every h ∈ C(M), there exists an operator ϕ(h) on Y3 such that S0ηM (h)S−10 −ψ(h)⊕
ϕ(h) is compact. Since ϕ(h) is the restriction of S0ηM (h)S
−1
0 to Y3, it follows that πY3 ◦ ϕ
is a bounded unital homomorphism where πY3 : B(Y3) → B(Y3)/K(Y3) is the quotient
map. Moreover, ηM is (7[(2
d‖π ◦ ψ‖ + 2)λp]6)-similar to ψ ⊕ ϕ modulo compact operators.
So ηM ⊕ ηM is (7[(2d‖π ◦ ψ‖ + 2)λp]6)-similar to ψ ⊕ ϕ ⊕ ηM modulo compact operators.
Since ηM ⊕ ηM is λp-similar to ηM , it follows that ηM is (7[(2d‖π ◦ ψ‖+ 2)λp]6λp)-similar to
ψ ⊕ ϕ⊕ ηM modulo compact operators.
Take
ψ(−1)(h) = S−10 (ηM (h)⊕ ϕ(h))S0, h ∈ C(M).
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Since πY3 ◦ϕ is a unital homomorphism and ηM is a unital isomorphism, the map π ◦ψ(−1) :
C(M) → B(lp)/K(lp) is a unital isomorphism. Moreover, ψ(−1) is (7[(2d‖π ◦ ψ‖ + 2)λp]6)-
similar to ϕ ⊕ ηM . So by the conclusion of the previous paragraph, ηM is (72[(2d‖π ◦ ψ‖ +
2)λp]
12λp)-similar to ψ ⊕ ψ(−1) modulo compact operators. Thus the result follows. 
Proof of Theorem 1.1. The existence of θM follows immediately from Theorem 6.16. To prove
uniqueness, suppose that θ1 and θ2 are isomorphic extensions of K(l
p) by C(M) satisfying
the properties of θM . Then there exist isomorphic extensions θ
(−1)
1 and θ
(−1)
2 of K(l
p) by
C(M) such that [θ1] = [θ2] + [θ
(−1)
2 ] and [θ2] = [θ1] + [θ
(−1)
1 ]. We have
[θ1] = [θ2] + [θ
(−1)
2 ] = [θ2] + [θ2] + [θ
(−1)
2 ]
= [θ2] + [θ1]
= [θ1] + [θ
(−1)
1 ] + [θ1] = [θ1] + [θ
(−1)
1 ] = [θ2].

The three corollaries below are consequences of Theorem 6.16. The first one is a lifting
theorem for bounded unital homomorphisms from C(M) into B(lp)/K(lp). The second one
is the operator theory version of Theorem 1.1 for M being the unit circle on the complex
plane. The third one, which follows from the second one, is an alternative proof of a result
of Choi, Farah and Ozawa which says that Sz.-Nagy’s result holds in the setting of Calkin
algebra.
Corollary 6.17. Let 1 < p < ∞. Let d ≥ 1. Let M be a compact subset of Rd. Let
φ : C(M)→ B(lp)/K(lp) be a bounded unital homomorphism. Then there exist L,R ∈ B(lp)
and a bounded unital homomorphism ηM : C(M)→ B(lp) such that φ(h) = π(RηM (h)L) and
ηM (h)LR − LRηM(h) is compact for all h ∈ C(M), where π : B(lp) → B(lp)/K(lp) is the
quotient map.
Proof. For each h ∈ C(M), let ψ(h) ∈ B(lp) be such that π(ψ(h)) = φ(h). By Theorem 6.16,
there exist a unital isomorphism ηM : C(M)→ B(lp), an invertible operator S : lp ⊕ lp → lp
and a map ψ(−1) : C(M)→ B(lp) such that ηM (h)−S(ψ(h)⊕ψ(−1)(h))S−1 is compact for all
h ∈ C(M). Let Q be the projection from lp⊕ lp onto lp⊕0. Take L = S|lp⊕0 and R = QS−1.
Then ψ(h) − RηM (h)L and ηM (h)LR − LRηM(h) are compact for all h ∈ C(M). So the
result follows. 
Let 1 < p <∞. If T is a Fredholm operator on lp and there exists C ≥ 1 such that
‖f(π(T ))‖ ≤ C sup
|v|=1
|f(v)|,
for every Laurent polynomial f , then we can define a bounded unital homomorphism φ :
C(S1) → B(lp)/K(lp) by setting φ(z) = π(T ), where z ∈ C(S1) is the identity function on
S1. Taking M = S1 in Theorem 6.16, we obtain the following result.
Corollary 6.18. Let 1 < p <∞. There exists an invertible operator T0 on lp such that
(i) there exists λ ≥ 1 satisfying
‖f(T0)‖ ≤ λ sup
|v|=1
|f(v)|,
for every Laurent polynomial f ,
(ii) if T is a Fredholm operator on lp and there exists C ≥ 1 such that
‖f(π(T ))‖ ≤ C sup
|v|=1
|f(v)|,
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for every Laurent polynomial f , then there exists an operator T(−1) on l
p such that T0
is similar to a compact perturbation of T ⊕ T(−1).
Sz.-Nagy [60] showed that ifX is an invertible operator on a Hilbert spaceH and supn∈Z ‖Xn‖ <
∞ then X is similar to a unitary operator. Thus, there exists C ≥ 1 such that
‖f(X)‖ ≤ C sup
|v|=1
|f(v)|,
for every Laurent polynomial f . If a is an invertible element of a unital C∗-algebra A and
supn∈Z ‖an‖ < ∞, then by representing a as an invertible operator on a Hilbert space, we
have that there exists C ≥ 1 such that
‖f(a)‖ ≤ C sup
|v|=1
|f(v)|,
for every Laurent polynomial f . So if T is a Fredholm operator on l2 and supn∈Z ‖π(T )n‖ <
∞, then there exists C ≥ 1 such that
‖f(π(T ))‖ ≤ C sup
|v|=1
|f(v)|,
for every Laurent polynomial f . By Corollary 6.18, there exist an invertible operator T0 on
l2, λ ≥ 1 and an operator T(−1) on l2 such that
‖f(T0)‖ ≤ λ sup
|v|=1
|f(v)|,
for every Laurent polynomial f , and T0 is similar to a compact perturbation of T ⊕ T(−1).
Since supn∈Z ‖T n0 ‖ < ∞, by Sz.-Nagy’s result mentioned above, T0 is similar to a unitary
operator W on l2. Therefore, W is similar to a compact perturbation of T ⊕ T(−1). Thus,
there exist a compact operator K on l2 and an idempotent P on l2 such that P and W +K
commute and T is similar to (W +K)|P l2 .
Let M = Pl2. Let P0 be the orthogonal pojection from l2 onto M. The adjoint of the
operator (W +K)|M onM is P0(W +K)∗|M. Thus, [(W +K)|M]∗[(W +K)|M] is a compact
peturbation of the identity operator. Since (W +K)|M is similar to T and T is Fredholm,
the image of (W +K)|M in B(M)/K(M) is invertible. Therefore, the image of (W +K)|M
in B(M)/K(M) is unitary. It follows that T is similar to an operator on M whose image in
B(M)/K(M) is unitary. This gives an alternative proof of the following result.
Corollary 6.19 ([14]). Let T be a Fredholm operator on l2 be such that supn∈Z ‖π(T )n‖ <∞.
Then there is an invertible operator S on l2 such that π(STS−1) is unitary in B(l2)/K(l2).
7. Homotopy invariance of Ext∼s,r(A,K(lp))−1
In this section, we prove Theorem 7.14. Homotopy invariance of Ext∼s,r(A,K(lp))−1 (The-
orem 7.15) follows from this result.
Let D = {v ∈ C : |v| ≤ 1}. By the Brown-Douglas-Fillmore theorem, if T is an essential
normal operator on l2 with essential spectrum D, then T is the sum of a normal operator and
a compact operator. O’Donovan [45] gave a direct proof of this fact. First he showed that
T is quasidiagonal. Next using quasidiagonality of T , he constructed an essentially normal
operator T0 with essential spectrum D such that T0 is unitarily equivalent to a compact
perturbation of T ⊕ T0. Finally by using the fact that Exts(C(D)) is a group, it follows that
T is the sum of a normal operator and a compact operator.
Observe that without first showing that T is quasidiagonal, we can still construct the
operator T0 if we use a quasicentral approximate unit. Indeed, by Lemma 3.2, there exist
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finite rank operators 0 ≤ A1 ≤ A2 ≤ . . . on l2 such that An → I in SOT and ‖AnT−TAn‖ → 0
as n→∞. Replacing the sequence A1, A2, . . . by
A1,
1
2
A1 +
1
2
A2,
A2,
2
3
A2 +
1
3
A3,
1
3
A2 +
2
3
A3
A3,
3
4
A3 +
1
4
A4, . . . ,
we may assume that ‖An+1 − An‖ → 0 as n→∞. Take T0 = T (I − A1)⊕ T (I − A2)⊕ . . ..
It can be easily checked that T0 is an essentially normal operator. Since T is an essentially
normal operator with essential spectrum D, we have ‖T‖e ≤ 1. Hence ‖T0‖e ≤ 1. So T0 has
essential spectrum D. Note that
(T ⊕ T0)− T0 = (T ⊕ T (I −A1)⊕ T (I −A2)⊕ . . .)− (T (I −A1)⊕ T (I −A2)⊕ . . .)
= TA1 ⊕ T (A2 −A1)⊕ T (A3 −A2)⊕ .
Since ‖An+1 −An‖ → 0 as n→∞, it follows that T ⊕ T0 − T0 is compact.
In the above construction of T0, we implicitly used the fact that the unit disk is contractible.
Let C∗(π(T )) be the unital C∗-algebra generated by the image π(T ) of T in B(l2)/K(l2).
For t ∈ [0, 1], let ψt : C∗(π(T )) → B(l2)/K(l2) be the ∗-homomorphism defined by setting
ψt(π(T )) = tπ(T ). The operator T0 can be thought of as the direct sum over n ≥ 1 of
operators in B(l2) that are preimages of ψI−An(π(T )) if we could make sense of ψI−An(π(T )).
Let Λ be a countable set. Let ψt : Λ→ B(lp) be maps for t ∈ [0, 1]. We want to make an
analogous construction of T0 for the maps ψt. To make sense of ψI−An(a), where a ∈ Λ, we use
the fact that every countable subset of B(lp) is quasitridiagonalizable. More precisely, we use
the fact that there are 0 = m1 < m2 < . . . such that ψt(a)−
∑∞
r=1(Pr−1+Pr +Pr+1)ψt(a)Pr
is compact for all a ∈ Λ and dyadic number t ∈ [0, 1], where P0 = 0 and Pr is the canonical
projection from lp onto lp([mr + 1,mr+1]). If tk : N → [0, 1], k ≥ 1, are suitably chosen
and if we define A1, A2, . . . by I −Ak =
∑∞
r=1 tk(r)Pr, k ≥ 1, then A1, A2, . . . are finite rank
operators converging to I in SOT and ‖Anψt(a) − ψt(a)An‖ → 0 as n → ∞ for all a ∈ Λ
and dyadic number t ∈ [0, 1]. Moreover, ψI−An(a) can be interpreted as
∑∞
r=1 ψtk(r)(a)Pr for
a ∈ Λ. The map a 7→ (∑∞r=1 ψt1(r)(a)Pr)⊕ (∑∞r=1 ψt2(r)(a)Pr)⊕ . . . plays the analogous role
of T0.
After showing that T0 is unitarily equivalent to a compact perturbation of T⊕T0, O’Donovan
used the fact that Exts(C(D)) is a group to conclude that T is the sum of a normal operator
and a compact operator. For a general separable unital C∗-algebra A, the semigroup Exts(A)
is not necessarily a group [1]. So the final step of O’Donovan’s argument does not directly
generalize to separable unital C∗-algebras. In the context of lp, we need to show that the map
a 7→ (∑∞r=1 ψt1(r)(a)Pr)⊕ (∑∞r=1 ψt2(r)(a)Pr)⊕ . . . is “invertible” in certain sense. (Here the
meaning of invertibility is more like invertibility of an element of Ext∼s,r(A) than invertibility
of a map in the usual sense.) This is rigorously stated as Lemma 7.12 where this map is
denoted by ξ. Lemma 7.3 is the most important step toward proving Lemma 7.12. Lemma
7.4 is a modification of Lemma 7.3. After proving Lemmas 7.5 and 7.6, we dualize Lemma 7.4
and obtain Lemma 7.7. Combining Lemmas 7.4 and 7.7, we obtain Lemma 7.8. Lemma 7.9
is a modification of Lemma 7.8 where we remove the assumption T1Yj ⊂ Yj−1 + Yj + Yj+1.
Using Lemma 7.9, we obtain Lemma 7.10, which says that a 7→∑∞r=1 ψtk(r)(a)Pr is invertible
in certain sense for certain tk(r). The proof of Lemma 7.10 is lengthy but only uses standard
techniques. In Lemma 7.11, we prove the existence of tk, k ≥ 1, satisfying certain properties.
Combining Lemmas 7.10 and 7.11 and taking direct sums, we obtain Lemma 7.12. We then
obtain Theorems 7.13-7.15.
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Let 1 < p < ∞. Let Y be a Banach space. Let Y1, . . . ,Yn be subspaces of Y. The
subspaces Y1, . . . ,Yn form an lp decomposition for Y if (1) every x ∈ Y can be written
uniquely as x = x1 + . . . + xn for some xj ∈ Yj, 1 ≤ j ≤ n and (2) for such decomposition,
we have ‖x‖ = (∑nj=1 ‖xj‖p) 1p .
If Y1, . . . ,Yn form an lp decomposition for Y then for each 1 ≤ j ≤ n, there is a projection
Dj from Y onto Yj such that Djx = 0 for all x ∈ Yi, i 6= j. Moreover, ‖x‖ = (
∑n
j=1 ‖Djx‖p)
1
p
for all x ∈ Y.
Lemma 7.1. Let Y be a Banach space. Let Y1, . . . ,Yn be subspaces of Y that form an lp
decomposition for Y. For each 1 ≤ j ≤ n, let Dj be the projection from Y onto Yj. Let Y ′
be a Banach space. Let Y ′1, . . . ,Y ′n be subspaces of Y ′ that form an lp decomposition for Y ′.
Let T : Y → Y ′ be an operator such that TYj ⊂ Y ′j−1 + Y ′j + Y ′j+1 for every j ≥ 1 where
Y ′0 = Y ′n+1 = {0}. Then
‖T‖ ≤ 3 sup
1≤j≤n
‖TDj‖.
Proof. For each 1 ≤ j ≤ n, let D′j be the projection from Y ′ onto Y ′j. Let D′1 = D′n+1 = 0 ∈
B(Y ′). For every x ∈ Y,
Tx =
∑
1≤i,j≤n
D′iTDjx =
1∑
s=−1
n∑
j=1
D′j+sTDjx
so
‖Tx‖ ≤
1∑
s=−1
∥∥∥∥∥∥
n∑
j=1
D′j+sTDjx
∥∥∥∥∥∥
≤
1∑
s=−1
 n∑
j=1
‖TDjx‖p
 1p
≤ 3 sup
1≤j≤n
‖TDj‖
 n∑
j=1
‖Djx‖p
 1p ≤ 3 sup
j≥1
‖TDj‖‖x‖.

Lemma 7.2. Let 1 < p <∞. Let C be a countable subset of B(lp). Then there are 0 = m1 <
m2 < . . . such that X −
∑∞
r=1(Pr−1 + Pr + Pr+1)XPr is compact for every X ∈ C, where
P0 = 0 and Pr is the canonical projection from l
p onto lp([mr + 1,mr+1]).
Proof. Let Ω1 ⊂ Ω2 ⊂ . . . be finite subsets of C such that ∪∞n=1Ωn = C. For every m ≥ 1,
let Rm be the canonical projection from l
p onto lp([1,m]). Choose 0 = m1 < m2 < . . . as
follows: Take m2 = 1. Let r ≥ 2. Assume that m1, . . . ,mr have been chosen. Since RmrX
and XRmr are finite rank operators,
lim
m→∞
‖RmrX(I −Rm)‖ = 0, X ∈ C,
and
lim
m→∞
‖(I −Rm)XRmr‖ = 0, X ∈ C.
So there is mr+1 > mr such that
(7.1) ‖RmrX(I −Rmr+1)‖ ≤
1
2r
, X ∈ Ωr
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and
(7.2) ‖(I −Rmr+1)XRmr‖ ≤
1
2r
, X ∈ Ωr.
Thus 0 = m1 < m2 < . . . have been chosen. For every r ≥ 2, we have Rmr = P1+ . . .+Pr−1.
By (7.1),
‖(P1 + . . .+ Pr−1)X(Pr+1 + Pr+2 + . . .)‖ ≤ 1
2r
, X ∈ Ωr, r ≥ 2.
So replacing r by r − 1, we have
(7.3) ‖(P1 + . . .+ Pr−2)XPr‖ ≤ 1
2r−1
, X ∈ Ωr−1, r ≥ 3.
By (7.2),
‖(I − (P1 + . . .+ Pr))X(P1 + . . . + Pr−1)‖ ≤ 1
2r
, X ∈ Ωr, r ≥ 2.
So replacing r by r + 1, we have
(7.4) ‖(I − (P1 + . . .+ Pr+1))XPr‖ ≤ 1
2r+1
, X ∈ Ωr+1, r ≥ 1.
Summing up (7.3) and (7.4), we obtain
‖(I − (Pr−1 + Pr + Pr+1))XPr‖ ≤ 1
2r−1
+
1
2r+1
, X ∈ Ωr−1, r ≥ 3.
Note that (I − (Pr−1 + Pr + Pr+1))XPr has finite rank for all r ≥ 1 and X ∈ C. Therefore,∑∞
r=1(I−(Pr−1+Pr+Pr+1))XPr is compact for everyX ∈ C. Since
∑∞
r=1XPr = X, it follows
that
∑∞
r=1(Pr−1+Pr+Pr+1)XPr is convergent in SOT and X−
∑∞
r=1(Pr−1+Pr+Pr+1)XPr
is compact for every X ∈ C. 
Recall that if 1 < p < ∞, n ≥ 1 and Y is a Banach space, then the lp direct sum of n
copies of Y is denoted by Y⊕n.
Lemma 7.3. Let n, n1 ≥ 1. Suppose that Y is a Banach space and Y1, . . . ,Yn are subspaces
that form an lp decompositon for Y. For each 1 ≤ j ≤ n, let Dj be the projection from Y
onto Yj. Let V ∈ B(Y) be an isometry. For each 1 ≤ i ≤ n + n1, let Ji be the canonical
embedding from Y onto the ith component of Y⊕(n+n1). Define L : Y → Y⊕(n+n1) by
Lx =
1
(n1 + 1)
1
p
n∑
j=1
j+n1∑
i=j
JiV Djx, x ∈ Y.
Let T1, . . . , Tn+n1 ∈ B(Y) be such that TjYj ⊂ Yj−1 + Yj + Yj+1 for all 1 ≤ j ≤ n, where
Y0 = Yn+1 = {0}. Let T˜1, . . . , T˜n+n1 ∈ B(Y) be such that T˜iV = V Ti for all 1 ≤ i ≤ n+ n1.
Then L is an isometry and∥∥∥∥∥∥L
 n∑
j=1
TjDj
− (T˜1 ⊕ . . . ⊕ T˜n+n1)L
∥∥∥∥∥∥
≤ 12
(n1 + 1)
1
p
sup
1≤j≤n
‖TjDj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)Dj‖.
Proof. The subspaces JiV Yj, 1 ≤ i ≤ n + n1, 1 ≤ j ≤ n, form an lp decomposition for
(V Y)⊕(n+n1). Thus
‖Lx‖ = 1
(n1 + 1)
1
p
 n∑
j=1
j+n1∑
i=j
‖JiV Djx‖p
 1p
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=
1
(n1 + 1)
1
p
 n∑
j=1
(n1 + 1)‖V Djx‖p
 1p = ‖x‖, x ∈ Y.
Hence L is an isometry.
For notational convenience, let D0 = Dn+1 = 0 . For all x ∈ lp and j0 = 1, . . . , n,
LTj0Dj0x =
1
(n1 + 1)
1
p
n∑
j=1
j+n1∑
i=j
JiV DjTj0Dj0x.
Since Tj0Dj0x ∈ Yj0−1 + Yj0 + Yj0+1, we have
LTj0Dj0x =
1
(n1 + 1)
1
p
j0+1∑
j=j0−1
j+n1∑
i=j
JiV DjTj0Dj0x.
Thus
(n1 + 1)
1
pLTj0Dj0x
=
j0+1∑
j=j0−1
j+n1∑
i=j
JiV DjTj0Dj0x
=
j0+1∑
j=j0−1
j0+n1∑
i=j0
JiV DjTj0Dj0x+
j0+1∑
j=j0−1
j+n1∑
i=j
JiV DjTj0Dj0x−
j0+n1∑
i=j0
JiV DjTj0Dj0x

=
j0+n1∑
i=j0
JiV (Dj0−1 +Dj0 +Dj0+1)Tj0Dj0x
+ (Jj0−1V Dj0−1Tj0Dj0x− Jj0+n1V Dj0−1Tj0Dj0x) + 0
+ (Jj0+1+n1V Dj0+1Tj0Dj0x− Jj0V Dj0+1Tj0Dj0x),
where in the last equality, we interchanged the summation in j and summation in i for the
first term and did cancelations on the two summations in i for the second term. It follows
that ∥∥∥∥∥∥LTj0Dj0x− 1(n1 + 1) 1p
j0+n1∑
i=j0
JiV (Dj0−1 +Dj0 +Dj0+1)Tj0Dj0x
∥∥∥∥∥∥ ≤ 4‖Tj0Dj0x‖(n1 + 1) 1p .
Note that Tj0Dj0x ∈ Yj0−1 + Yj0 + Yj0+1. Hence∥∥∥∥∥∥LTj0Dj0x− 1(n1 + 1) 1p
j0+n1∑
i=j0
JiV Tj0Dj0x
∥∥∥∥∥∥ ≤ 4‖Tj0Dj0x‖(n1 + 1) 1p .
But ∥∥∥∥∥∥
j0+n1∑
i=j0
JiV Tj0Dj0x−
j0+n1∑
i=j0
JiV TiDj0x
∥∥∥∥∥∥
=
j0+n1∑
i=j0
‖V Tj0Dj0x− V TiDj0x‖p
 1p
≤(n1 + 1)
1
p sup
j0≤i≤j0+n1
‖(Ti − Tj)Djx‖.
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So ∥∥∥∥∥∥LTj0Dj0x− 1(n1 + 1) 1p
j0+n1∑
i=j0
JiV TiDj0x
∥∥∥∥∥∥
≤4‖Tj0Dj0x‖
(n1 + 1)
1
p
+ sup
j0≤i≤j0+n1
‖(Ti − Tj)Djx‖.
Note that
j0+n1∑
i=j0
JiV TiDj0x =
j0+n1∑
i=j0
JiT˜iV Dj0x =
j0+1∑
i=j0
(T˜1 ⊕ . . . ⊕ T˜n+n1)JiV Dj0x
= (T˜1 ⊕ . . .⊕ T˜n+n1)LDj0x.
Therefore, ∥∥∥LTj0Dj0x− (T˜1 ⊕ . . . ⊕ T˜n+n1)LDj0x∥∥∥
≤4‖Tj0Dj0x‖
(n1 + 1)
1
p
+ sup
j0≤i≤j0+n1
‖(Ti − Tj)Djx‖.(7.5)
Note that (V Y1)⊕(n+n1), . . . , (V Yn)⊕(n+n1) are subspaces of (V Y)⊕(n+n1) that form an lp
decomposition for (V Y)⊕(n+n1). For all 1 ≤ j0 ≤ n and x ∈ Yj0 ,
Lx =
1
(n1 + 1)
1
p
j0+n1∑
i=j0
JiV x ∈ (V Yj0)⊕(n+n1).
Hence
LYj ⊂ (V Yj)⊕(n+n1), j = 1, . . . , n.
For all 1 ≤ j0 ≤ n and x ∈ Yj0 ,
L
 n∑
j=1
TjDj
x = LTj0x ∈ L(Yj0−1 + Yj0 + Yj0+1)
⊂ (V Yj0−1)⊕(n+n1) + (V Yj0)⊕(n+n1) + (V Yj0+1)⊕(n+n1)
and
(T˜1 ⊕ . . .⊕ T˜n+n1)Lx ∈ (T˜1 ⊕ . . .⊕ T˜n+n1)(V Yj0)⊕(n+n1)
= ⊕n+n1i=1 T˜iV Yj0
= ⊕n+n1i=1 V TiYj0
⊂ ⊕n+n1i=1 V (Yj0−1 + Yj0 + Yj0+1)
= (V Yj0−1)⊕(n+n1) + (V Yj0)⊕(n+n1) + (V Yj0+1)⊕(n+n1)
Thus L(
∑n
j=1 TjDj)x−(T˜1⊕. . .⊕T˜n+n1)Lx is in (V Yj0−1)⊕(n+n1)+(V Yj0)⊕(n+n1)+(V Yj0+1)⊕(n+n1)
for all x ∈ Yj0 and j0 = 1, . . . , n. By Lemma 7.1, if we consider L(
∑n
j=1 TjDj)− (T˜1 ⊕ . . . ⊕
T˜n+n1)L as an operator from Y into (V Y)⊕(n+n1), we have∥∥∥∥∥∥L
 n∑
j=1
TjDj
− (T˜1 ⊕ . . . ⊕ T˜n+n1)L
∥∥∥∥∥∥
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≤3 sup
1≤j0≤n
∥∥∥∥∥∥L
 n∑
j=1
TjDj
Dj0 − (T˜1 ⊕ . . .⊕ T˜n+n1)LDj0
∥∥∥∥∥∥
=3 sup
1≤j0≤n
∥∥∥LTj0Dj0 − (T˜1 ⊕ . . .⊕ T˜n+n1)LDj0∥∥∥ .
By (7.5), the result follows. 
Lemma 7.4. Let n, n1 ≥ 2. Suppose that Y is a Banach space and Y1, . . . ,Yn are subspaces
that form an lp decompositon for Y. Assume that Y1, . . . ,Yn−1 are finite dimensional. For
each 1 ≤ j ≤ n, let Dj be the projection from Y onto Yj . Let V ∈ B(Y) be an isometry. For
each 1 ≤ i ≤ n + n1, let Ji be the canonical embedding from Y onto the ith component of
Y⊕(n+n1). Define L : Y → Y⊕(n+n1) by
Lx =
1
(n1 + 1)
1
p
n∑
j=1
j+n1∑
i=j
JiV Djx, x ∈ Y.
Let T1, . . . , Tn+n1 ∈ B(Y) be such that T1 = . . . = Tn1+1, Tn = . . . = Tn+n1 and TjYj ⊂
Yj−1 + Yj + Yj+1 for all 1 ≤ j ≤ n, where Y0 = Yn+1 = {0}. Let T˜1, . . . , T˜n+n1 ∈ B(Y) be
such that T˜iV = V Ti for all 1 ≤ i ≤ n + n1. Let K1, . . . ,Kn+n1 ∈ K(Y) be such that K1 =
. . . = Kn1+1 = 0. Then L is an isometry and the operator L(
∑n
j=1 TjDj)−(⊕n+n1i=1 (T˜i+Ki))L
is compact and has at most
12
(n1 + 1)
1
p
sup
1≤j≤n
‖TjDj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)(I −D1)‖
+ 2nn1 sup
1≤i≤n+n1
‖KiV (I −D1)‖.
Proof. That L is an isometry is contained in the statement of Lemma 7.3.
Since Y1, . . . ,Yn−1 are finite dimensional, D1, . . . ,Dn−1 and I−Dn are finite rank operators
so L− 1
(n1+1)
1
p
∑n+n1
i=n JiV has finite rank. Since Tn = . . . = Tn+n1 ,
n+n1∑
i=n
JiV Tn =
n+n1∑
i=n
JiV Ti =
n+n1∑
i=n
JiT˜iV =
n+n1∑
i=n
(T˜1 ⊕ . . .⊕ T˜n+n1)JiV.
Thus LTn − (T˜1 ⊕ . . . ⊕ T˜n+n1)L has finite rank. So L(
∑n
j=1 TjDj) − (⊕n+n1i=1 (T˜i +Ki))L is
compact.
By Lemma 7.3, ∥∥∥∥∥∥L
 n∑
j=1
TjDj
− (T˜1 ⊕ . . . ⊕ T˜n+n1)L
∥∥∥∥∥∥
≤ 12
(n1 + 1)
1
p
sup
1≤j≤n
‖TjDj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)Dj‖.
But
‖(K1 ⊕ . . .⊕Kn+n1)L‖ =
∥∥∥∥∥∥ 1(n1 + 1) 1p
n∑
j=1
j+n1∑
i=j
JiKiV Dj
∥∥∥∥∥∥ ≤
n∑
j=1
j+n1∑
i=j
‖KiV Dj‖,
where we have omitted 1
(n1+1)
1
p
for simplicity.
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Therefore, ∥∥∥∥∥∥L
 n∑
j=1
TjDj
−(n+n1⊕
i=1
(T˜i +Ki)
)
L
∥∥∥∥∥∥
≤ 12
(n1 + 1)
1
p
sup
1≤i≤n
‖Ti‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)Dj‖+
n∑
j=1
j+n1∑
i=j
‖KiV Dj‖
Since T1 = . . . = Tn1+1, we have (Ti − T1)D1 = 0 for all 1 ≤ i ≤ 1 + n1 so
sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)Dj‖ = sup
2≤j≤n
j≤i≤j+n1
‖(Ti − Tj)Dj‖ ≤ sup
2≤j≤n
j≤i≤j+n1
‖(Ti − Tj)(I −D1)‖.
Since K1 = . . . = Kn1+1 = 0,
n∑
j=1
j+n1∑
i=j
‖KiV Dj‖ =
n∑
j=2
j+n1∑
i=j
‖KiV Dj‖
≤
n∑
j=2
j+n1∑
i=j
‖KiV (I −D1)‖
≤ (n− 1)(n1 + 1) sup
1≤i≤n1+1
‖KiV (I −D1)‖
≤ 2nn1 sup
1≤i≤n+n1
‖KiV (I −D1)‖.
So the result follows. 
Lemma 7.5. Suppose that Y is a Banach space and Y1, . . . ,Yn are subspaces that form an
lp decompositon for Y. For each 1 ≤ j ≤ n, let Dj be the projection from Y onto Yj. Let
T1, . . . , Tn+1 ∈ B(Y) be such that T1 = T2 and TiYj ⊂ Yj−1+Yj+Yj+1 for all i, j ∈ {1, . . . , n},
where Y0 = Yn+1 = {0}. Then∥∥∥∥∥∥
n∑
j=1
DjTj −
n∑
j=1
TjDj
∥∥∥∥∥∥ ≤ 3 sup2≤j≤n(‖(Tj−1 − Tj)Dj‖+ ‖(Tj+1 − Tj)Dj‖).
Proof. For notational convenience, let D0 = Dn+1 = 0. For all 1 ≤ j0 ≤ n and x ∈ Yj0 , we
have Tjx ∈ Yj0−1 + Yj0 + Yj0+1 for all j = 1, . . . , n so
n∑
j=1
DjTjx =
j0+1∑
j=j0−1
DjTjx ∈ Yj0−1 + Yj0 + Yj0+1
and
n∑
j=1
TjDjx = Tj0x ∈ Yj0−1 + Yj0 + Yj0+1.
So
n∑
j=1
DjTjx−
n∑
j=1
TjDjx ∈ Yj0−1 + Yj0 + Yj0+1, x ∈ Yj0 , 1 ≤ j0 ≤ n.
Thus by Lemma 7.1,
(7.6)
∥∥∥∥∥∥
n∑
j=1
DjTj −
n∑
j=1
TjDj
∥∥∥∥∥∥ ≤ 3 sup1≤j0≤n
∥∥∥∥∥∥
n∑
j=1
DjTjDj0 − Tj0Dj0
∥∥∥∥∥∥ .
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For every 1 ≤ j0 ≤ n,∥∥∥∥∥∥
n∑
j=1
DjTjDj0 − Tj0Dj0
∥∥∥∥∥∥ =
∥∥∥∥∥∥
j0+1∑
j=j0−1
DjTjDj0 − (Dj0−1 +Dj0 +Dj0+1)Tj0Dj0
∥∥∥∥∥∥
= ‖Dj0−1(Tj0−1 − Tj0)Dj0 +Dj0+1(Tj0+1 − Tj0)Dj0‖.
Since T1 = T2, this vanishes when j0 = 1. (We did not define T0 but D0(T0 − T1)D1 = 0 for
any choice of T0 since D0 = 0.) So
sup
1≤j0≤n
∥∥∥∥∥∥
n∑
j=1
DjTjDj0 − Tj0Dj0
∥∥∥∥∥∥
≤ sup
2≤j0≤n
‖Dj0−1(Tj0−1 − Tj0)Dj0 +Dj0+1(Tj0+1 − Tj0)Dj0‖
≤ sup
2≤j≤n
(‖(Tj−1 − Tj)Dj‖+ ‖(Tj+1 − Tj)Dj‖).
By (7.6), the result follows. 
Lemma 7.6. Suppose that Y be a Banach space and Y1, . . . ,Yn be an lp decomposition for
Y. If T ∈ B(Y) satisfies TYj ⊂ Yj−1+Yj +Yj+1 for all 1 ≤ j ≤ n, where Y0 = Yn+1 = {0},
then the adjoint T ∗ ∈ B(Y∗) satisfies T ∗Y∗j ⊂ Y∗j−1 + Y∗j + Y∗j+1 for all 1 ≤ j ≤ n.
Proof. Let 1 ≤ j ≤ n. Let x∗ ∈ Y∗j . Let 1 ≤ i ≤ n. Let x ∈ Yi. Then (T ∗x∗)(x) = x∗(Tx).
Since Tx ∈ Yi−1 + Yi + Yi+1, it follows that (T ∗x∗)(x) = 0 unless |i − j| ≤ 1. Thus,
T ∗x∗ ∈ Y∗j−1 + Y∗j + Y∗j+1. 
Lemma 7.7. Let n, n1 ≥ 2. Suppose that Y is a Banach space and Y1, . . . ,Yn are subspaces
that form an lp decompositon for Y. Assume that Y1, . . . ,Yn−1 are finite dimensional. For
each 1 ≤ j ≤ n, let Dj be the projection from Y onto Yj. Let E ∈ B(Y) be a surjective
partial isometry (i.e., E is surjective and ‖Ey‖ equals to the distance from y to ker E for
all y ∈ Y). For each 1 ≤ i ≤ n + n1, let Qi be the projection from Y⊕(n+n1) onto its ith
component. Define R : Y⊕(n+n1) → Y by
Ry =
1
(n1 + 1)
1− 1
p
n∑
j=1
j+n1∑
i=j
DjEQiy, y ∈ Y⊕(n+n1).
Let T1, . . . , Tn+n1 ∈ B(Y) be such that T1 = . . . = Tn1+1, Tn = . . . = Tn+n1 and TiYj ⊂
Yj−1+Yj +Yj+1 for all i, j ∈ {1, . . . , n}, where Y0 = Yn+1 = {0}. Let T˜1, . . . , T˜n+n1 ∈ B(Y)
be such that ET˜i = TiE for all 1 ≤ i ≤ n + n1. Let K1, . . . ,Kn+n1 ∈ K(Y) be such that
K1 = . . . = Kn1+1 = 0. Then ‖R‖ = 1 and the operator (
∑n
j=1 TjDj)R−R(⊕n+n1i=1 (T˜i +Ki))
is compact and has norm at most
12
(n1 + 1)
1− 1
p
sup
1≤j≤n
‖DjTj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(I −D1)(Ti − Tj)‖
+ 2nn1 sup
1≤i≤n+n1
‖(I −D1)EKi‖
+ 3 sup
1≤j≤n
(‖(Tj−1 − Tj)(I −D1)‖+ ‖(Tj+1 − Tj)(I −D1)‖).
Proof. Let 1 < q < ∞ be such that 1p + 1q = 1. The spaces Y∗1 , . . . ,Y∗n can be identified as
subspaces of Y∗ and they form an lq decomposition for Y∗. For each 1 ≤ j ≤ n, the adjoint
D∗j of Dj is the projection from Y∗ onto Y∗j . The adjoint E∗ ∈ B(Y∗) is an isometry. For each
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1 ≤ i ≤ n+ n1, the adjoint Q∗i is the canonical embedding from Y∗ onto the ith component
of (Y∗)⊕(n+n1). The dual R∗ : Y∗ → (Y∗)⊕(n+n1) is given by
R∗x =
1
(n1 + 1)
1
q
n∑
j=1
j+n1∑
i=j
Q∗iE
∗D∗jx, x ∈ Y∗.
By Lemma 7.6, T ∗i Y∗j ⊂ Y∗j−1 + Y∗j + Y∗j+1 for all i, j ∈ {1, . . . , n}. For each 1 ≤ i ≤ n+ n1,
we have T˜ ∗i R
∗ = R∗T ∗i . Thus by Lemma 7.4, R
∗ is an isometry and R∗(
∑n
j=1 T
∗
j D
∗
j ) −
(⊕n+n1i=1 (T˜ ∗i +K∗i ))R∗ is compact and has norm at most
12
(n1 + 1)
1
p
sup
1≤j≤n
‖T ∗j D∗j‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(T ∗i − T ∗j )(I −D∗1)‖
+ 2(n− 1)n1 sup
1≤i≤n+n1
‖K∗i E∗(I −D∗1)‖.
So ‖R‖ = 1 and the operator (∑nj=1DjTj)R−R(⊕n+n1i=1 (T˜i +Ki)) is compact and has norm
at most
12
(n1 + 1)
1
q
sup
1≤j≤n
‖DjTj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)(I −D1)‖
+ 2nn1 sup
1≤i≤n+n1
‖(I −D1)EKi‖.
By assumption, Y1, . . . ,Yn−1 are finite dimensional so D1, . . . ,Dn−1 and I − Dn are finite
rank operators so
∑n
j=1DjTj −
∑n
j=1 TjDj has finite rank. By Lemma 7.5,∥∥∥∥∥∥
n∑
j=1
DjTj −
n∑
j=1
TjDj
∥∥∥∥∥∥ ≤ 3 sup2≤j≤n(‖(Tj−1 − Tj)Dj‖+ ‖(Tj+1 − Tj)Dj‖)
≤ 3 sup
2≤j≤n
(‖(Tj−1 − Tj)(I −D1)‖+ ‖(Tj+1 − Tj)(I −D1)‖).
Therefore, the operator (
∑n
j=1 TjDj)R − R(⊕n+n1i=1 (T˜i + Ki)) is compact and has norm at
most
12
(n1 + 1)
1
p
sup
1≤j≤n
‖DjTj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(I −D1)(Ti − Tj)‖
+ 2nn1 sup
1≤i≤n+n1
‖(I −D1)EKi‖
+ 3 sup
2≤j≤n
(‖(Tj−1 − Tj)(I −D1)‖+ ‖(Tj+1 − Tj)(I −D1)‖).

Lemma 7.8. Let n, n1 ≥ 2. Suppose that Y is a Banach space and Y1, . . . ,Yn are subspaces
that form an lp decompositon for Y. Assume that Y1, . . . ,Yn−1 are finite dimensional. For
each 1 ≤ j ≤ n, let Dj be the projection from Y onto Yj . Let E,V ∈ B(Y) be such that EV =
I and ‖E‖ = ‖V ‖ = 1. Then there exist operators L : Y → Y⊕(n+n1) and R : Y⊕(n+n1) → Y
such that
(i) ‖L‖ = ‖R‖ = 1 and RL = I,
(ii) L(
∑n
j=1 TjDj)− (⊕n+n1i=1 (T˜i +Ki))L is compact and has norm at most
12
(n1 + 1)
1
p
sup
1≤j≤n
‖TjDj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)(I −D1)‖
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+ 2nn1 sup
1≤i≤n+n1
‖KiV (I −D1)‖,
(iii) (
∑n
j=1 TjDj)R−R(⊕n+n1i=1 (T˜i +Ki)) is compact and has norm at most
12
(n1 + 1)
1− 1
p
sup
1≤j≤n
‖DjTj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(I −D1)(Ti − Tj)‖
+ 2nn1 sup
1≤i≤n+n1
‖(I −D1)EKi‖
+ 3 sup
2≤j≤n
(‖(Tj−1 − Tj)(I −D1)‖+ ‖(Tj+1 − Tj)(1−D1)‖),
for all T1, . . . , Tn+n1 , T˜1, . . . , T˜n+n1 ∈ B(Y) and K1, . . . ,Kn1+1 ∈ K(Y) such that
(a) T1 = . . . = Tn1+1, Tn = . . . = Tn+n1 and K1 = . . . = Kn1+1 = 0,
(b) V Ti = T˜iV and ET˜i = TiE for all 1 ≤ i ≤ n+ n1,
(c) TiYj ⊂ Yj−1 + Yj + Yj+1 for all i, j ∈ {1, . . . , n}, where Y0 = Yn+1 = {0}
Proof. For each 1 ≤ i ≤ n + n1, let Ji be the canonical embedding from Y onto the ith
component of Y⊕(n+n1) and let Qi be the projection from Y⊕(n+n1) onto its ith component.
Take
Lx =
1
(n1 + 1)
1
p
n∑
j=1
j+n1∑
i=j
JiV Djx, x ∈ Y
and
Ry =
1
(n1 + 1)
1− 1
p
n∑
j=1
j+n1∑
i=j
DjEQiy, y ∈ Y⊕(n+n1).
By Lemmas 7.4 and 7.7, ‖L‖ = ‖R‖ = 1 and (ii) and (iii) are satisfied. It remains to show
that RL = I. For all 1 ≤ j0 ≤ n and x ∈ Yj0 ,
Lx =
1
(n1 + 1)
1
p
j0+n1∑
i=j0
JiV x.
For every 1 ≤ i1 ≤ n+ n1,
Qi1Lx =

1
(n1+1)
1
p
V x, j0 ≤ i1 ≤ j0 + n1
0, Otherwise
.
Thus since EV = I and x ∈ Yj0 , for all 1 ≤ i1 ≤ n+ n1 and 1 ≤ j1 ≤ n,
Dj1EQi1Lx =

1
(n1+1)
1
p
x, j1 = j0 and j0 ≤ i1 ≤ j0 + n1
0, Otherwise
.
Hence
n∑
j=1
j+n1∑
i=j
DjEQiLx = (n1 + 1)
1− 1
px
so RLx = x for all 1 ≤ j0 ≤ n and x ∈ Yj0 . So RL = I. 
Lemma 7.9. Let n, n1 ≥ 2. Suppose that Y is a Banach space and Y1, . . . ,Yn are subspaces
that form an lp decompositon for Y. Assume that Y1, . . . ,Yn−1 are finite dimensional. For
each 1 ≤ j ≤ n, let Dj be the projection from Y onto Yj. Let D0 = Dn+1 = 0. Let
E,V ∈ B(Y) be such that EV = I and ‖E‖ = ‖V ‖ = 1. Then there exist operators
L : Y → Y⊕(n+n1) and R : Y⊕(n+n1) → Y such that
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(i) ‖L‖ = ‖R‖ = 1 and RL = I,
(ii) L(
∑n
j=1 TjDj)− (⊕n+n1i=1 (T˜i +Ki))L is compact and has norm at most
12
(n1 + 1)
1
p
sup
1≤j≤n
‖TjDj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)(I −D1)‖
+ 2nn1 sup
1≤i≤n+n1
‖KiV (I −D1)‖+ 20
∥∥∥∥∥∥
n∑
j=1
(I − (Dj−1 +Dj +Dj+1))T1Dj
∥∥∥∥∥∥ ,
(iii) (
∑n
j=1 TjDj)R−R(⊕n+n1i=1 (T˜i +Ki)) is compact and has norm at most
12
(n1 + 1)
1− 1
p
sup
1≤j≤n
‖DjTj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(I −D1)(Ti − Tj)‖
+ 2nn1 sup
1≤i≤n+n1
‖(I −D1)EKi‖+ 32
∥∥∥∥∥∥
n∑
j=1
(I − (Dj−1 +Dj +Dj+1))T1Dj
∥∥∥∥∥∥
+ 3 sup
2≤j≤n
(‖(Tj−1 − Tj)(I −D1)‖+ ‖(Tj+1 − Tj)(1−D1)‖),
for all T1, . . . , Tn+n1 , T˜1, . . . , T˜n+n1 ∈ B(Y) and K1, . . . ,Kn1+1 ∈ K(Y) such that
(a) T1 = . . . = Tn1+1, Tn = . . . = Tn+n1 and K1 = . . . = Kn1+1 = 0,
(b) V Ti = T˜iV and ET˜i = TiE for all 1 ≤ i ≤ n+ n1,
(c) TiYj ⊂ Yj−1+Yj+Yj+1 for all i, j ∈ {1, . . . , n} such that Ti 6= T1, where Y0 = Yn+1 = {0}
Proof. Let L and R be as in Lemma 7.8. For each 1 ≤ i ≤ n + n1, let T ′i =
∑n
j=1(Dj−1 +
Dj +Dj+1)TiDj and T˜
′
i = T˜i+ V (T
′
i − Ti)E. Then T˜ ′iV = V T ′i and ET˜ ′i = T ′iE so (a),(b),(c)
in Lemma 7.8 are satisfied with Ti and T˜i being replaced by T
′
i and T˜
′
i , respectively. By the
properties of L in Lemma 7.8, we have that L(
∑n
j=1 T
′
jDj)− (⊕n+n1i=1 (T˜ ′i +Ki))L is compact
and has norm at most
12
(n1 + 1)
1
p
sup
1≤j≤n
‖T ′jDj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(T ′i − T ′j)(I −D1)‖
+ 2nn1 sup
1≤i≤n+n1
‖KiV (I −D1)‖
≤ 12
(n1 + 1)
1
p
sup
1≤j≤n
‖TjDj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)(I −D1)‖
+ 2nn1 sup
1≤i≤n+n1
‖KiV (I −D1)‖+ (12 + 3 · 2) sup
1≤i≤n+n1
‖Ti − T ′i‖
By (c), Ti−T ′i is either 0 or T1−T ′1 so sup1≤i≤n+n1 ‖Ti−T ′i‖ = ‖T1−T ′1‖. SinceD1, . . . ,Dn−1, I−
Dn are finite rank operators, T1−T ′1 has finite rank so T ′i −Ti and T˜ ′i − T˜i are also finite rank
operators for every 1 ≤ i ≤ n + n1. Thus, L(
∑n
j=1 TjDj) − (⊕n+n1i=1 (T˜i + Ki))L is compact
and has norm at most
12
(n1 + 1)
1
p
sup
1≤j≤n
‖TjDj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)(I −D1)‖
+ 2nn1 sup
1≤i≤n+n1
‖KiV (I −D1)‖+ 18 sup
1≤i≤n
‖Ti − T ′i‖
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+
∥∥∥∥∥∥
n∑
j=1
(Tj − T ′j)Dj
∥∥∥∥∥∥+
∥∥∥∥∥
n+n1⊕
i=1
(T˜i − T˜ ′i )
∥∥∥∥∥
But ∥∥∥∥∥∥
n∑
j=1
(Tj − T ′j)Dj
∥∥∥∥∥∥+
∥∥∥∥∥
n+n1⊕
i=1
(T˜i − T˜ ′i )
∥∥∥∥∥
=
∥∥∥∥∥∥
∑
j:Tj=T1
(T1 − T ′1)Dj
∥∥∥∥∥∥+ sup1≤i≤n+n1 ‖T˜i − T˜ ′i‖
≤‖T1 − T ′1‖+ ‖T1 − T ′1‖ ≤ 2‖T1 − T ′1‖,
where in the first inequality, we used the fact that ‖∑j∈J Dj‖ = 1 (or = 0 if Dj = 0 for all
j ∈ J ) for every subset J of {1, . . . , n} which follows from the assumption that Y1, . . . ,Yn
is an lp decomposition for Y. So (ii) is proved. The assertion (iii) can be proved in a similar
way. 
Lemma 7.10. Let 0 = m1 < m2 < . . .. For each r ≥ 1, let Pr be the canonical projection
from lp onto lp([mr + 1,mr+1]). Let P0 = 0. Let E,V ∈ B(lp) be such that EV = I and
‖E‖ = ‖V ‖ = 1. Let Λ be a set. Let Λ0 be a finite subset of Λ. For each t ∈ [0, 1], let
ψt : Λ→ B(lp), ρt : Λ→ B(lp) and κt : Λ→ K(lp) be maps. Assume that
(1) (I − (Pr−1 + Pr + Pr+1))ψt(a)Pr = 0 for all r ≥ 1, a ∈ Λ and dyadic number 0 < t ≤ 1,
and ψ0(a)−
∑∞
r=1(Pr−1 + Pr + Pr+1)ψ0(a)Pr is compact for all a ∈ Λ, and
(2) κ0(a) = 0 for all a ∈ Λ, and
(3) V ψt(a) = (ρt(a) + κt(a))V and ψt(a)E = E(ρt(a) + κt(a)) for all t ∈ [0, 1] and a ∈ Λ,
For each a ∈ Λ, define w : [0,∞)→ [0,∞) by
wa(ǫ) = sup{‖π(ψt(a)− ψu(a))‖ : t, u ∈ [0, 1], |t− u| ≤ ǫ}, ǫ > 0.
Let C = sup{‖ρt(a)‖ : t ∈ [0, 1], a ∈ Λ0}. Let n1, r0 ≥ 1. Let ǫ > 0. Let F be a finite set of
dyadic numbers in [0, 1]. Then there exists r1 > r0 such that for every sequence (t(r))r≥1 in
F satisfying
(A) t(r) ≤ t(r + 1) and |t(r + 1)− t(r)| ≤ ǫ for every r ≥ 1,
(B) t(r) = 0 for every r ≤ r1 + n1,
(C) there exists s0 ≥ 1 such that t(r) = 1 for all r ≥ s0,
there exist n ≥ 1, u(1), . . . , u(n + n1) ∈ F and operators L : lp → (lp)⊕(n+n1) and R :
(lp)⊕(n+n1) → lp such that
(I) ‖L‖ = ‖R‖ = 1 and RL = I,
(II) L(
∑∞
r=1 ψt(r)(a)Pr) − (ρu(1)(a) ⊕ . . . ρu(n+n1)(a))L is compact for all a ∈ Λ and has
norm at most
12
(n1 + 1)
1
p
C + 3wa(n1ǫ) + 117ǫ
for all a ∈ Λ0,
(III) (
∑∞
r=1 ψt(r)(a)Pr)R − R(ρu(1)(a) ⊕ . . . ρu(n+n1)(a)) is compact for all a ∈ Λ and has
norm at most
12
(n1 + 1)
1
p
C + 9wa(n1ǫ) + 183ǫ
for all a ∈ Λ0,
(IV) ‖(ψt(a) − ψu(a))(I − (P1 + . . . + Pr1))‖ ≤ wa(ǫ) + ǫ for all t, u ∈ F , |t − u| ≤ ǫ, and
a ∈ Λ0.
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(V) ‖∑∞r=r1(I − (Pr−1 + Pr + Pr+1))ψ0(a)Pr‖ ≤ ǫ for all a ∈ Λ0.
Proof. By (3), for all t ∈ [0, 1], a ∈ Λ, K ∈ K(lp),
‖ψt(a) +K‖ = ‖EV ψt(a) +K‖ = ‖E(ρt(a) + κt(a))V +K‖ ≤ ‖ρt(a)‖+ ‖Eκt(a)V +K‖.
Taking K = −Eκt(a)V , we obtain
‖π(ψt(a))‖ ≤ ‖ρt(a)‖ ≤ C.
for all t ∈ [0, 1] and a ∈ Λ0.
By the definition of w,
‖π ◦ ψt(a)− π ◦ ψu(a)‖ ≤ wa(n1ǫ), t, u ∈ [0, 1], |t− u| ≤ n1ǫ, a ∈ Λ.
‖π ◦ ψt(a)− π ◦ ψu(a)‖ ≤ wa(n1ǫ), t, u ∈ [0, 1], |t− u| ≤ n1ǫ, a ∈ Λ.
Since κt(a) is compact, we have that κt(a)V and Eκt(a) are compact for all t ∈ [0, 1] and
a ∈ Λ.
For every m ≥ 1, let P ′m = P1 + . . . + Pm. Note that P ′m → I in SOT as m → ∞. There
exists r1 > r0 such that
(7.7) ‖ψt(a)(I − P ′r1)‖ ≤ C + ǫ, t ∈ F, a ∈ Λ0,
(7.8) ‖(I − P ′r1)ψt(a)‖ ≤ C + ǫ, t ∈ F, a ∈ Λ0,
(7.9) ‖(ψt(a)− ψu(a))(I − P ′r1)‖ ≤ wa(n1ǫ) + ǫ, t, u ∈ F, |t− u| ≤ n1ǫ, a ∈ Λ0,
(7.10) ‖(I − P ′r1)(ψt(a)− ψu(a))‖ ≤ wa(n1ǫ) + ǫ, t, u ∈ F, |t− u| ≤ n1ǫ, a ∈ Λ0,
(7.11) ‖(ψt(a)− ψu(a))(I − P ′r1)‖ ≤ wa(ǫ) + ǫ, t, u ∈ F, |t− u| ≤ ǫ, a ∈ Λ0.
(7.12) ‖κt(a)V (I − P ′r1)‖ ≤
ǫ
n1(n1 + |F |) , t ∈ F, a ∈ Λ0,
(7.13) ‖(I − P ′r1)Eκt(a)‖ ≤
ǫ
n1(n1 + |F |) , t ∈ F, a ∈ Λ0,
(7.14)
∥∥∥∥∥
(
ψ0(a)−
∞∑
r=1
(Pr−1 + Pr + Pr+1)ψ0(a)Pr
)
(I − P ′r1)
∥∥∥∥∥ ≤ ǫ, a ∈ Λ0,
(7.15)
∥∥∥∥∥(I − P ′r1)
(
ψ0(a)−
∞∑
r=1
(Pr−1 + Pr + Pr+1)ψ0(a)Pr
)∥∥∥∥∥ ≤ ǫ, a ∈ Λ0.
Let F0 = {t(r) : r ≥ 1}. We write F0 = {v(1), . . . , v(|F0|)} where v(1) < . . . < v(|F0|). By
(B) and (C), v(1) = 0 and v(|F0|) = 1. For j = 1, . . . , |F0|, let Ij = {r ≥ 1 : t(r) = v(j)}. By
(A), the sets I1, . . . ,I|F0| are adjacent intervals on N and form a partition of N. Note that
I1, . . . ,I|F0|−1 are finite. Let i0 be the largest element of I1. By (B), i0 ≥ r1+n1. In Lemma
7.9, take n = |F0|+ n1. Take D1 = P ′r1 =
∑i0−n1
r=1 Pr, Dj = Pi0−n1−1+j for j = 2, . . . , n1 + 1,
Dj =
∑
r∈Ij−n1
Pr for j = n1 + 2, . . . , n1 + |F0|. By Lemma 7.9, we obtain the operators
L : lp → (lp)⊕(n+n1) and R : (lp)⊕(n+n1) → lp. By (i) in Lemma 7.9, (I) is proved.
Let a ∈ Λ. For notational convenience, let v(j) = 0 for j ≤ 0 and v(j) = 1 for j ≥ |F0|.
Take Tj = ψv(j−n1)(a), T˜j = ρv(j−n1)(a) + κv(j−n1)(a) and Kj = −κv(j−n1)(a) for j ≥ 1.
Condition (a) in Lemma 7.9 is satisfied where we use (2) to show that K1 = . . . = Kn1+1 = 0.
By (3), condition (b) in Lemma 7.9 is satisfied. By (1) and the fact that I1, . . . ,I|F0| are
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adjacent intervals on N, condition (c) in Lemma 7.9 is satisfied. Recall that n = |F0| + n1.
By the properties of t(j), we have
n∑
j=1
TjDj =
n1+1∑
j=1
TjDj +
n∑
j=n1+2
TjDj
= ψ0(a)
i0∑
r=1
Pr +
n∑
j=n1+2
ψv(j−n1)(a) ∑
r∈Ij−n1
Pr

=
∑
r∈I1
ψt(r)(a)Pr +
∑
r∈I2∪...∪In−n1
ψt(r)Pr
=
∞∑
r=1
ψt(r)(a)Pr .
So by the properties of L andR in Lemma 7.9, we have that L(
∑∞
r=1 ψt(r)(a)Pr)−(⊕n+n1i=1 ρv(i−n1)(a))L
is compact and has norm at most
12
(n1 + 1)
1
p
sup
1≤j≤n
‖TjDj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(Ti − Tj)(I −D1)‖(7.16)
+ 2nn1 sup
1≤i≤n+n1
‖KiV (I −D1)‖+ 20
∥∥∥∥∥∥
n∑
j=1
(I − (Dj−1 +Dj +Dj+1))T1Dj
∥∥∥∥∥∥ .
for all a ∈ Λ, and (∑∞j=1 ψt(j)(a)Pj)R − R(⊕n+n1i=1 ρv(i−n1)(a)) is compact and has norm at
most
12
(n1 + 1)
1− 1
p
sup
1≤j≤n
‖DjTj‖+ 3 sup
1≤j≤n
j≤i≤j+n1
‖(I −D1)(Ti − Tj)‖(7.17)
+ 2nn1 sup
1≤i≤n+n1
‖(I −D1)EKi‖+ 32
∥∥∥∥∥∥
n∑
j=1
(I − (Dj−1 +Dj +Dj+1))T1Dj
∥∥∥∥∥∥
+ 3 sup
2≤j≤n
(‖(Tj−1 − Tj)(I −D1)‖+ ‖(Tj+1 − Tj)(1−D1)‖),
for all a ∈ Λ0. So the compactness parts of (II) and (III) are proved.
By (A), for all i, j ≥ 1 satisfying |i − j| ≤ n1, we have |t(i) − t(j)| ≤ n1ǫ so by (7.9) and
(7.10), we have
(7.18) sup
i,j≥1
|i−j|≤n1
‖(Ti − Tj)(I −D1)‖ ≤ wa(n1ǫ) + ǫ, a ∈ Λ0
and
(7.19) sup
i,j≥1
|i−j|≤n1
‖(I −D1)(Ti − Tj)‖ ≤ wa(n1ǫ) + ǫ, a ∈ Λ0
Combining (7.16), (7.18), (7.12), we obtain
‖L(
∞∑
r=1
ψt(r)(a)Pr)− (⊕n+n1i=1 ρv(i−n1)(a))L‖
≤ 12
(n1 + 1)
1
p
sup
1≤j≤n
‖TjDj‖+ 3(wa(n1ǫ) + ǫ)
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+ 2nn1 · ǫ
n1(n1 + |F |) + 20
∥∥∥∥∥∥
n∑
j=1
(I − (Dj−1 +Dj +Dj+1))T1Dj
∥∥∥∥∥∥ , a ∈ Λ0
But by (7.7),
sup
1≤j≤n
‖TjDj‖ ≤ max
(
‖T1‖, sup
2≤j≤n
‖Tj(I −D1)‖
)
≤ max(‖ψ0(a)‖, C + ǫ) = C + ǫ,
where the last equality follows from (2), (3) and the definition of C. Besides n = n1+ |F0| ≤
n1 + |F |. Therefore,
‖L(
∞∑
j=1
ψt(j)(a)Pj)− (⊕n+n1i=1 ρv(i−n1)(a))L‖(7.20)
≤ 12
(n1 + 1)
1
p
(C + ǫ) + 3wa(n1ǫ) + 3ǫ+ 2ǫ+ 20
∥∥∥∥∥∥
n∑
j=1
(I − (Dj−1 +Dj +Dj+1))T1Dj
∥∥∥∥∥∥ .
Note that by the definition of Dj , if T
′′
1 =
∑
r≥1(Pr−1 + Pr + Pr+1)T1Pr then (I − (Dj−1 +
Dj +Dj+1))T
′′
1Dj = 0 for all 1 ≤ j ≤ n. So∥∥∥∥∥∥
n∑
j=1
(I − (Dj−1 +Dj +Dj+1))T1Dj
∥∥∥∥∥∥
=
∥∥∥∥∥∥
n∑
j=1
(I − (Dj−1 +Dj +Dj+1))(T1 − T ′′1 )Dj
∥∥∥∥∥∥
≤‖(I − (D1 +D2))(T1 − T ′′1 )‖+
∥∥∥∥∥∥
n∑
j=2
(I − (Dj−1 +Dj +Dj+1))(T1 − T ′′1 )Dj
∥∥∥∥∥∥
≤‖(I − (D1 +D2))(I −D1)(T1 − T ′′1 )‖
+
∥∥∥∥∥∥
n∑
j=2
(I − (Dj−1 +Dj +Dj+1))(T1 − T ′′1 )(I −D1)Dj
∥∥∥∥∥∥
≤‖(I −D1)(T1 − T ′′1 )‖+ ‖(T1 − T ′′1 )(I −D1)‖
+
∥∥∥∥∥∥
n∑
j=2
(Dj−1 +Dj +Dj+1)(T1 − T ′′1 )(I −D1)Dj
∥∥∥∥∥∥
≤2‖(I −D1)(T1 − T ′′1 )‖+ 3‖(T1 − T ′′1 )(I −D1)‖,
where the last inequality follows from Lemma 7.1. By (7.14), (7.15) and the fact thatD1 = P
′
r1
and T1 = ψ0(a), it follows that
(7.21)
∥∥∥∥∥∥
n∑
j=1
(I − (Dj−1 +Dj +Dj+1))T1Dj
∥∥∥∥∥∥ ≤ 5ǫ, a ∈ Λ0.
So by (7.20),
‖L(
∞∑
j=1
ψt(j)(a)Pj)− (⊕n+n1i=1 ρv(i−n1))L‖
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≤ 12
(n1 + 1)
1
p
(C + ǫ) + 3wa(n1ǫ) + 105ǫ,
for all a ∈ Λ0. So (II) is proved.
Similarly, combining (7.17), (7.8), (7.19), (7.13), (7.21), (7.11), we have
‖(
∞∑
j=1
ψt(j)(a)Pj)R−R(⊕n+n1i=1 ρv(i−n1)(a))‖
≤ 12
(n1 + 1)
1
p
(C + ǫ) + 3(wa(n1ǫ) + ǫ) + 2ǫ+ 32(5ǫ) + 3(wa(ǫ) + ǫ+ wa(ǫ) + ǫ)
≤ 12
(n1 + 1)
1
p
C + 9wa(n1ǫ) + 183ǫ,
for all a ∈ Λ0. So (III) is proved. By (7.11), (IV) is proved. By (7.14), (V) is proved. 
Lemma 7.11. Let 1 ≤ r(1) < r(2) < . . .. Then there exist functions tk : N→ { 02k , 12k , . . . , 2
k
2k
},
k ≥ 1 such that
(i) |tk+1(r)− tk(r)| ≤ 2k for all r, k ≥ 1,
(ii) |tk(r + 1)− tk(r)| ≤ 2k for all r, k ≥ 1,
(iii) tk(r) ≤ tk(r + 1) for all r, k ≥ 1,
(iv) tk(r) = 0 for all r ≤ r(k) and k ≥ 1,
(v) For every k ≥ 1, there exists s0 ≥ 1 such that tk(r) = 1 for all r ≥ s0.
Proof. For j = 0, 1, . . ., take
t2j (r) =

0, r ≤ r(2j+1)
1
2j
(r − r(2j+1)), r(2j+1) ≤ r ≤ r(2j+1) + 2j
1, r ≥ r(2j+1) + 2j
.
For j = 0, 1, . . . and 0 ≤ s ≤ 2j − 1, take
t2j+s(r) =
(
1− s
2j
)
t2j (r) +
s
2j
t2j+1(r), r ≥ 1.
It is easy to see that t2j (r) ∈ { 02j , 12j , . . . , 2
j
2j
} for all r ≥ 0. Thus, t2j+s(r) ∈ { 022j+1 , 122j+1 , . . . , 2
2j+1
22j+1
}
for all j ≥ 0 and 0 ≤ s ≤ 2j − 1. Since 2j + 1 ≤ 2j + s (unless j = s = 0 in which case
t2j+s(r) ∈ {0, 1}), it follows that tn(r) ∈ { 02n , 12n , . . . , 2
n
2n } for all n ≥ 1.
For j = 0, 1, . . . and 0 ≤ s ≤ 2j − 1, we have t2j+1(r), t2j (r) ∈ [0, 1],
|t2j+s+1(r)− t2j+s(r)| =
1
2j
|t2j+1(r)− t2j (r)| ≤
1
2j
,
and
|t2j+s(r + 1)− t2j+s(r)| ≤
1
2j
.
Since 1
2j
≤ 2
2j+s
, we obtain (i) and (ii). It is easy to prove (iii), (iv), (v). 
Lemma 7.12. Let Λ be a countable set. Let E,V ∈ B(lp) be such that EV = I and
‖E‖ = ‖V ‖ = 1. For each t ∈ [0, 1], let ψt : Λ → B(lp), ρt : Λ → B(lp) and κt : Λ → K(lp)
be maps. Assume that
(1) κ0(a) = 0 for all a ∈ Λ,
(2) V ψt(a) = (ρt(a) + κt(a))V and ψt(a)E = E(ρt(a) + κt(a)) for all t ∈ [0, 1] and a ∈ Λ,
(3) for each a ∈ Λ, the function t 7→ π(ψt(a)) from [0, 1] to B(lp)/K(lp) is continuous,
(4) supt∈[0,1] ‖ρt(a)‖ <∞ for all a ∈ Λ.
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Then there exist a map ξ : Λ → B((lp ⊕ lp ⊕ . . .)lp), dyadic numbers v(1), v(2), . . . in [0, 1]
and operators L and R on (lp ⊕ lp ⊕ . . .)lp such that
(i) ‖L‖ = ‖R‖ = 1 and RL = I,
(ii) Lξ(a)− (ρv(1)(a)⊕ ρv(2)(a)⊕ . . .)L is compact for all a ∈ Λ.
(iii) ξ(a)R −R(ρv(1)(a)⊕ ρv(2)(a)⊕ . . .) is compact for all a ∈ Λ.
(iv) ξ(a)− ψ1(a)⊕ ξ(a) is compact for all a ∈ Λ.
Proof. By Lemma 7.2, there are 0 = m1 < m2 < . . . such that ψt(a) −
∑∞
r=1(Pr−1 + Pr +
Pr+1)ψt(a)Pr is compact for all a ∈ Λ and dyadic number t ∈ [0, 1], where P0 = 0 and Pr is
the canonical projection from lp onto lp([mr+1,mr+1]). If we replace ψt(a) by
∑∞
r=1(Pr−1+
Pr + Pr+1)ψt(a)Pr and replace κt(a) by κt(a) − V (ψt(a) −
∑∞
r=1(Pr−1 + Pr + Pr+1)ψt(a))E
for every dyadic number 0 < t ≤ 1 (but ψt(a) and κt(a) are unchanged if t is not dyadic or
t = 0), then the assumptions (1)-(4) still hold and κt(a) is still compact for all a ∈ Λ. So we
may assume that (I− (Pr−1+Pr+Pr+1))ψt(a)Pr = 0 for all r ≥ 1, a ∈ Λ and dyadic number
0 < t ≤ 1. Hence conditions (1)-(3) in Lemma 7.10 are satisfied.
Let Ω1 ⊂ Ω2 ⊂ . . . be finite subsets of Λ such that ∪∞k=1Ωk = Λ. By (4), supt∈[0,1] ‖ρt(a)‖ <
∞ for each a ∈ Λ. Thus, by repeating each Ωk multiple times in Ω1 ⊂ Ω2 ⊂ . . ., we may
assume that there exists c > 0 such that
sup{‖ρt(a)‖ : t ∈ [0, 1], a ∈ Ωk} ≤ c ln(k + 1), k ≥ 1.
We choose r(1) < r(2) < . . . as follows: Take r(1) = 1. Let k ≥ 2. Assume that
r(1), . . . , r(k−1) have been chosen. In Lemma 7.10, take Λ0 = Ωk, F = Fk = { 02k+1 , 12k+1 , . . . , 2
k+1
2k+1
},
n1 = n1(k) to be the largest integer less than or equal to
√
k, r0 = r(k − 1), ǫ = 2k . Also in
Lemma 7.10,
(7.22) C = Ck = sup{‖ρt(a)‖ : t ∈ [0, 1], a ∈ Λ0} ≤ c ln(k + 1).
By Lemma 7.10, there exists r1 > r(k − 1) such that for every sequence (t(r))r≥1 in Fk
satisfying
(A) t(r) ≤ t(r + 1) and |t(r + 1)− t(r)| ≤ 2k for every r ≥ 1,
(B) t(r) = 0 for every r ≤ r1 + n1,
(C) there exists s0 ≥ 1 such that t(r) = 1 for all r ≥ s0,
there exist n(k) ≥ 1, uk(1), . . . , uk(n(k)+n1(k)) ∈ Fk and operators Lk : lp → (lp)⊕(n(k)+n1(k))
and Rk : (l
p)⊕(n(k)+n1(k)) → lp such that
(I) ‖Lk‖ = ‖Rk‖ = 1 and RkLk = I,
(II) Lk(
∑∞
r=1 ψt(r)(a)Pr) − (ρuk(1)(a)⊕ . . . ⊕ ρuk(n(k)+n1(k))(a))Lk is compact for all a ∈ Λ
and has norm at most
12
(n1(k) + 1)
1
p
Ck + 3wa(
2
k
n1(k)) +
300
k
for all a ∈ Ωk,
(III) (
∑∞
r=1 ψt(r)(a)Pr)Rk −Rk(ρu(1)(a)⊕ . . . ρu(n(k)+n1(k))(a)) is compact for all a ∈ Λ and
has norm at most
12
(n1(k) + 1)
1
p
Ck + 9wa(
2
k
n1(k)) +
400
k
for all a ∈ Ωk,
(IV) ‖(ψt(a)− ψu(a))(I − (P1 + . . . + Pr1))‖ ≤ wa( 2k ) + 2k for all t, u ∈ Fk, |t− u| ≤ 2k , and
a ∈ Ωk,
(V) ‖∑∞r=r1(I − (Pr−1 + Pr + Pr+1))ψ0(a)Pr‖ ≤ 2k for all a ∈ Ωk,
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where wa(ǫ) = sup{‖π(ψt(a)− ψu(a))‖ : t, u ∈ [0, 1], |t− u| ≤ ǫ}, ǫ > 0.
Take r(k) = r1 + n1. Thus, r(1) < r(2) < . . . have been chosen. By Lemma 7.11, there
exist functions tk : N→ { 02k , 12k , . . . , 2
k
2k
}, k ≥ 1 such that
(T1) |tk+1(r)− tk(r)| ≤ 2k for all r, k ≥ 1,
(T2) |tk(r + 1)− tk(r)| ≤ 2k for all r, k ≥ 1,
(T3) tk(r) ≤ tk(r + 1) for all r, k ≥ 1,
(T4) tk(r) = 0 for all r ≤ r(k) and k ≥ 1,
(T5) For every k ≥ 1, there exists s0 ≥ 1 such that tk(r) = 1 for all r ≥ s0.
Thus tk satisfies (A), (B), (C). By assumption, supt∈[0,1] ‖ρt(a)‖ < ∞ for all a ∈ Λ. So by
(II), supk≥1 ‖
∑∞
r=1 ψtk(r)(a)Pr‖ < ∞ for all a ∈ Λ. Take ξ(a) = ⊕k≥1(
∑∞
r=1 ψtk(r)(a)Pr).
Take the sequence v(1), v(2), . . . to be
u1(1), . . . , u1(n(1) + n1(1)), u2(1), . . . , u2(n(2) + n1(2)), u3(1), . . . , u3(n(3) + n1(3)), . . . .
Take L = L1 ⊕ L2 ⊕ . . . and R = R1 ⊕R2 ⊕ . . .. (i) follows from (I). By (II), (7.22) and (3),
Lk(
∑∞
r=1 ψt(r)(a)Pr)− (ρuk(1)(a)⊕ . . . ρuk(n(k)+n1(k))(a))Lk is compact with norm converging
to 0 as k →∞. So
Lξ(a)− (ρv(1)(a)⊕ ρv(2)(a)⊕ . . .)L
=
⊕
k≥1
[
Lk(
∞∑
r=1
ψt(r)(a)Pr)− (ρuk(1)(a)⊕ . . . ρuk(n(k)+n1(k))(a))Lk
]
is compact. Thus (ii) is proved. Similarly (iii) follows from (III), (7.22) and (3). It remains
to prove (iv).
For every a ∈ Λ,
ξ(a)− ψ1(a)⊕ ξ(a)(7.23)
=
⊕
k≥1
(
∞∑
r=1
ψtk(r)(a)Pr)− ψ1(a)⊕
⊕
k≥1
(
∞∑
r=1
ψtk(r)(a)Pr)
=(
∞∑
r=1
ψt1(r)(a)Pr)⊕
⊕
k≥2
(
∞∑
r=1
ψtk(r)(a)Pr)− ψ1(a)⊕
⊕
k≥1
(
∞∑
r=1
ψtk(r)(a)Pr)
=(
∞∑
r=1
ψt1(r)(a)Pr)⊕
⊕
k≥1
(
∞∑
r=1
ψtk+1(r)(a)Pr)− ψ1(a)⊕
⊕
k≥1
(
∞∑
r=1
ψtk(r)(a)Pr)
=(
∞∑
r=1
ψt1(r)(a)Pr − ψ1(a)) ⊕
⊕
k≥1
(
∞∑
r=1
ψtk+1(r)(a)Pr −
∞∑
r=1
ψtk(r)(a)Pr).
Note that by (T5), for every k ≥ 1, we have tk(r) = 1 for r large enough. So
∑∞
r=1 ψtk(r)(a)Pr−
ψ1(a) has finite rank for every k ≥ 1. Hence to prove (iv), it suffices to show that
(7.24) lim
k→∞
∥∥∥∥∥
∞∑
r=1
ψtk+1(r)(a)Pr −
∞∑
r=1
ψtk(r)(a)Pr
∥∥∥∥∥ = 0,
for all a ∈ Λ. Let k ≥ 2. Since r(k) < r(k + 1), by (T4), tk(r) = tk+1(r) = 0 for all r ≤ r(k).
So
∞∑
r=1
ψtk+1(r)(a)Pr −
∞∑
r=1
ψtk(r)(a)Pr(7.25)
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=
∞∑
r=1
(ψtk+1(r)(a)− ψtk(r)(a))Pr
=
∞∑
r=r(k)+1
(ψtk+1(r)(a)− ψtk(r)(a))Pr
=
∞∑
r=r(k)+1
(Pr−1 + Pr + Pr+1)(ψtk+1(r)(a)− ψtk(r)(a))Pr
+
∞∑
r=r(k)+1
(I − (Pr−1 + Pr + Pr+1))(ψtk+1(r)(a)− ψtk(r)(a))Pr.
By (IV) and (T1) (where we note that tk(r), tk+1(r) ∈ Fk and recall that r(k) = r1 + n1(k)),
‖(ψtk+1(r)(a)− ψtk(r)(a))(I − (P1 + . . .+ Pr(k)))‖ ≤ wa(
2
k
) +
2
k
for all a ∈ Ωk. Thus by Lemma 7.1,∥∥∥∥∥∥
∞∑
r=r(k)+1
(Pr−1 + Pr + Pr+1)(ψtk+1(r)(a)− ψtk(r)(a))Pr
∥∥∥∥∥∥ ≤ 3wa(2k ) + 6k .
So by (7.25), ∥∥∥∥∥
∞∑
r=1
ψtk+1(r)(a)Pr −
∞∑
r=1
ψtk(r)(a)Pr
∥∥∥∥∥
≤3wa(2
k
) +
6
k
+
∥∥∥∥∥∥
∞∑
r=r(k)+1
(I − (Pr−1 + Pr + Pr+1))ψtk+1(r)(a)Pr
∥∥∥∥∥∥
+
∥∥∥∥∥∥
∞∑
r=r(k)+1
(I − (Pr−1 + Pr + Pr+1))ψtk(r)(a))Pr
∥∥∥∥∥∥
for all a ∈ Ωk. From the beginning of the proof, we have that (I−(Pr−1+Pr+Pr+1))ψt(a)Pr =
0 for all r ≥ 1, a ∈ Λ and dyadic number 0 < t ≤ 1. Also by (V), ‖∑∞r=r(k)+1(I − (Pr−1 +
Pr + Pr+1))ψ0(a)Pr‖ ≤ 2k for all a ∈ Ωk. So∥∥∥∥∥∥
∞∑
r=r(k)+1
(I − (Pr−1 + Pr + Pr+1))ψtk+1(r)(a)Pr
∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥∥
∑
r≥r(k)+1
tk+1(r)=0
(I − (Pr−1 + Pr + Pr+1))ψ0(a)Pr
∥∥∥∥∥∥∥∥∥ ≤
2
k
and ∥∥∥∥∥∥
∞∑
r=r(k)+1
(I − (Pr−1 + Pr + Pr+1))ψtk(r)(a)Pr
∥∥∥∥∥∥
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=
∥∥∥∥∥∥∥∥
∑
r≥r(k)+1
tk(r)=0
(I − (Pr−1 + Pr + Pr+1))ψ0(a)Pr
∥∥∥∥∥∥∥∥ ≤
2
k
.
Therefore, ∥∥∥∥∥
∞∑
r=1
ψtk+1(r)(a)Pr −
∞∑
r=1
ψtk(r)(a)Pr
∥∥∥∥∥ ≤ 3wa(2k ) + 10k
for all a ∈ Ωk. So by (3),
lim
k→∞
∥∥∥∥∥
∞∑
r=1
ψtk+1(r)(a)Pr −
∞∑
r=1
ψtk(r)(a)Pr
∥∥∥∥∥ = 0
for all a ∈ Λ. This proves (7.24) and so (iv) is proved. 
Let Y be a Banach space. Let T1, T2, L,R ∈ B(Y) be such that LT1−T2L and T1R−RT2 are
compact, ‖L‖ = ‖R‖ = 1 and RL = I. Then LR is an idempotent on Y and (LR)T2−T2(LR)
is compact. Define S : Y → Y ⊕ ((I − LR)Y) by Sx = (Rx, (I − LR)x), x ∈ Y. We have
that S is an invertible operator with S−1(x1, x2) = Lx1 + x2, x1,∈ Y, x2 ∈ (I − LR)Y and
ST2S
−1 − T1 ⊕ ((I − LR)T2|(I−LR)Y ) is compact. In addtion, ‖S‖ ≤ 2, ‖S−1‖ ≤ 2 and if Y
is a Hilbert space, S is a unitary operator.
Theorem 7.13. Let 1 < p <∞. Let π : B(lp)→ B(lp)/K(lp) be the quotient map. Let Λ be
a countable set. For each t ∈ [0, 1], let ψt : Λ→ B(lp), ϕt : Λ→ B(lp) and ρt : Λ→ B(lp⊕ lp)
be maps. Assume that
(1) ρ0(a) = ψ0(a)⊕ ϕ0(a) for all a ∈ Λ,
(2) ρt(a)− ψt(a)⊕ ϕt(a) is compact for all t ∈ [0, 1] and a ∈ Λ,
(3) for each a ∈ Λ, the function t→ π(ψt(a)) from [0, 1] to B(lp)/K(lp) is continuous,
(4) supt∈[0,1] ‖ρt(a)‖ <∞ for every a ∈ Λ.
Then there exist dyadic numbers v(1), v(2), . . . in [0, 1] such that ⊕k≥1ρv(k) is 16-similar to
ψ1 ⊕ (⊕k≥1ρv(k)) modulo compact operators. Moreover, if p = 2 then ⊕k≥1ρv(k) is unitarily
equivalent to ψ1 ⊕ (⊕k≥1ρv(k)) modulo compact operators.
Proof. By Lemma 7.12, there exist a map ξ : Λ → B((lp ⊕ lp ⊕ . . .)lp), dyadic numbers
v(1), v(2), . . . in [0, 1] and operators L and R on (lp ⊕ lp ⊕ . . .)lp such that
(i) ‖L‖ = ‖R‖ = 1 and RL = I,
(ii) Lξ(a)− (⊕k≥1ρv(k)(a))L is compact for all a ∈ Λ,
(iii) ξ(a)R−R(⊕k≥1ρv(k)(a)) is compact for all a ∈ Λ,
(iv) ξ(a)− ψ1(a)⊕ ξ(a) is compact for all a ∈ Λ.
Let Y0 = (I−LR)((lp⊕ lp⊕ . . .)lp). For each a ∈ Λ, let ξ2(a) = (I−LR)(⊕k≥1ρv(k))|Y0 . Then
⊕k≥1ρv(k) is 4-similar to ξ ⊕ ξ2 modulo compact operators; and if p = 2, we have unitary
equivalence modulo compact operators. So modulo compact operators, ψ1 ⊕ (⊕k≥1ρv(k)) is
4-similar to ψ1⊕ ξ⊕ ξ2, which by (iv), coincides with ξ⊕ ξ2 modulo compact operators. But
ξ⊕ξ2 is 4-similar to ⊕k≥1ρv(k). Therefore, ⊕k≥1ρv(k) is 16-similar to ψ1⊕(⊕k≥1ρv(k)) modulo
compact operators. Moreover, if p = 2, we have unitary equivalence. 
Theorem 7.14. Let 1 < p < ∞. Let π : B(lp)→ B(lp)/K(lp) be the quotient map. Let A1
and A2 be separable Banach spaces. Let ψ : A2 → B(lp) and ψ(−1) : A2 → B(lp) be maps.
Let η : A2 → B(lp ⊕ lp) be a bounded linear map. For each t ∈ [0, 1], let τt : A1 → A2 be a
bounded linear map. Assume that
(1) η(a) − ψ(a) ⊕ ψ(−1)(a) is compact for all a ∈ A2,
(2) for each a ∈ A1, the function t→ τt(a) from [0, 1] to A2 is continuous,
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Then there exist dyadic numbers v(1), v(2), . . . in [0, 1] such that (ψ ◦ τ0)⊕ (⊕k≥1η ◦ τv(k)) is
16-similar to (ψ ◦ τ1) ⊕ (⊕k≥1η ◦ τv(k)) modulo compact operators. Moreover, if p = 2 then
(ψ ◦ τ0)⊕ (⊕k≥1η ◦ τv(k)) is unitarily equivalent to (ψ ◦ τ1)⊕ (⊕k≥1η ◦ τv(k)) modulo compact
operators.
Proof. Let Λ be a countable dense subset of A1. For each t ∈ [0, 1], define ψt : Λ→ B(lp⊕ lp)
and ϕ : Λ→ B(lp ⊕ lp) by
ψt(a) =
{
ψ(τt(a)) ⊕ ψ(−1)(τ0(a)), t > 0
η(τ0(a)), t = 0
,
ϕt(a) =
{
ψ(τ0(a)) ⊕ ψ(−1)(τt(a)), t > 0
η(τ0(a)), t = 0
,
for all a ∈ Λ. Define W ∈ B(lp ⊕ lp ⊕ lp ⊕ lp) by W (x1, x2, x3, x4) = (x1, x4, x3, x2),
x1, x2, x3, x4 ∈ lp. For each t ∈ [0, 1], let ρt : Λ→ B(lp ⊕ lp ⊕ lp ⊕ lp),
ρt(a) =
{
W [(η(τt(a)) ⊕ η(τ0(a))]W−1, t > 0
η(τ0(a))⊕ η(τ0(a)), t = 0
,
for all a ∈ Λ.
Let π : B(lp) → B(lp)/K(lp) be the quotient map. Since η is bounded, by (1), π ◦ ψ and
π ◦ ψ(−1) are bounded linear maps.
We have that
(i) ρ0(a) = ψ0(a)⊕ ϕ0(a) for all a ∈ Λ,
(ii) ρt(a)− ψt(a)⊕ ϕt(a) is compact for all t ∈ [0, 1] and a ∈ Λ (by (1)),
(iii) for each a ∈ Λ, the function t → πlp⊕lp(ψt(a)) from [0, 1] to B(lp ⊕ lp)/K(lp ⊕ lp)
is continuous (by (1), (2) and the continuity of π ◦ ψ), where πlp⊕lp : B(lp ⊕ lp) →
B(lp ⊕ lp)/K(lp ⊕ lp) is the quotient map,
(iv) supt∈[0,1] ‖ρt(a)‖ <∞ for every a ∈ Λ (since by (2), supt∈[0,1] ‖τt(a)‖ <∞).
So by Theorem 7.13, there exist dyadic numbers v(1), v(2), . . . in [0, 1] such that ⊕k≥1ρv(k)
is 16-similar to ψ1 ⊕ (⊕k≥1ρv(k)) modulo compact operators; and if p = 2, we have unitary
equivalence modulo compact operators. Since π◦ψ and π◦ψ(−1) are continuous and Λ is dense,
it follows that ⊕k≥1(η◦τv(k)⊕η◦τ0) is 16-similar to (ψ◦τ1)⊕(ψ(−1)◦τ0)⊕(⊕k≥1(η◦τv(k)⊕η◦τ0))
modulo compact operators. Thus by (1), (ψ ◦ τ0)⊕ (⊕k≥1(η ◦ τv(k) ⊕ η ◦ τ0)) is 16-similar to
(ψ◦τ1)⊕(η◦τ0)⊕(⊕k≥1(η◦τv(k)⊕η◦τ0)) modulo compact operators. Inserting infinitely many 0
into v(1), v(2), . . ., we have that (ψ◦τ0)⊕(⊕k≥1η◦τv(k)) is 16-similar to (ψ◦τ1)⊕(⊕k≥1η◦τv(k))
modulo compact operators. Moreover, if p = 2, we have unitary equivalence modulo compact
operators. 
Let 1 < p < ∞. Let A be a unital Banach algebra. Let φ be an isomorphic extension
of K(lp) by A. In Section 1, we defined the semigroup Ext∼s (A,K(lp)) and we denoted the
image of φ in Ext∼s (A,K(lp)) by [φ]. Let [[φ]] be the image of [φ] in Ext∼s,r(A,K(lp)).
Let A1,A2 be unital Banach algebras that are isomorphic to subalgebras of B(lp). Let
φ be an isomorphic extension of K(lp) by A2. Let τ : A1 → A2 be a bounded unital
homomorphism. Let θ be a trivial isomorphic extension of K(lp) by A1. Let π : B(lp) →
B(lp)/K(lp) be the quotient map. Define the isomorphic extension ω : A1 → B(lp)/K(lp) by
ω(a) = π(S0(T1 ⊕ T2)S−10 ), a ∈ A1,
where T1, T2 ∈ B(lp) satisfies π(T1) = φ(τ(a)) and π(T2) = θ(a) and S0 : lp⊕lp → lp is any in-
vertible operator. The map [[φ]] 7→ [[ω]] is a well defined homomorphism from Ext∼s,r(A2,K(lp))
into Ext∼s,r(A1,K(lp)). We denote this homomorphism by τ∗.
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Theorem 7.15. Let 1 < p < ∞. Let A1,A2 be separable unital Banach algebras that are
isomorphic to subalgebras of B(lp). Let φ : A2 → B(lp)/K(lp) be an isomorphic extension.
For each t ∈ [0, 1], let τt : A1 → A2 be a bounded unital homomorphism. Assume that
(1) [[φ]] is invertible in Ext∼s,r(A2,K(lp)),
(2) for each a ∈ A1, the function t 7→ τt(a) from [0, 1] to A2 is continuous,
Then (τ0)∗([[φ]]) = (τ1)∗([[φ]]).
Proof. Let ψ : A2 → B(lp) be a map such that φ = π ◦ ψ. By (1), there is a map ψ(−1) :
A2 → B(lp) and an isomorphism η : A2 → B(lp) such that η(a)−ψ(a)⊕ψ(−1)(a) is compact
for all a ∈ A2. By Theorem 7.14, there exist dyadic numbers v(1), v(2), . . . in [0, 1] such
that (ψ ◦ τ0) ⊕ (⊕k≥1η ◦ τv(k)) is 16-similar to (ψ ◦ τ1) ⊕ (⊕k≥1η ◦ τv(k)) modulo compact
operators. So (ψ ◦ τ0) ⊕ [(⊕k≥1η ◦ τv(k)) ⊕ ρ] is 16-similar to (ψ ◦ τ1) ⊕ [(⊕k≥1η ◦ τv(k)) ⊕ ρ]
modulo compact operators, where ρ : A1 → B(lp) is a unital isomorphism such that π ◦ ρ
is an isomorphic extension. Let S0 : (l
p ⊕ lp ⊕ . . .)lp → lp be an invertible operator. Then
a 7→ π(S0((⊕k≥1η ◦ τv(k)(a)) ⊕ ρ(a))S−10 ) defines a trivial isomorphic extension of K(lp) by
A1. Thus, (τ0)∗([[φ]]) = (τ1)∗([[φ]]). 
Let A be a unital C∗-algebra. Voiculescu [61] showed that the equivalence class of trivial
extensions of K(l2) by A is the identity element of Exts(A). So by Theorem 7.14, we obtain
the following result of Kasparov [37]: Exts(A)−1 (the group of invertible elements of Exts(A))
is homotopy invariant in A for separable unital C∗-algebra A.
Corollary 7.16. Let 1 < p <∞. Let M be a contractible compact subset of Rd, d ≥ 1. Then
there is a trivial isomorphic extension θM of K(l
p) by C(M) such that [θM ] = [φ] + [θM ] for
all isomorphic extension φ of K(lp) by C(M).
Proof. Since M is contractible, there exist bounded unital homomorphisms τt : C(M) →
C(M), t ∈ [0, 1], and v0 ∈M such that for each f ∈ C(M), we have that τ1(f) = f , τ0(f) is
the constant function f(v0), and the function t 7→ τt(f) from [0, 1] to C(M) is continuous. Let
θM be a trivial isomorphic extension of K(l
p) by C(M) satisfying the conclusion of Theorem
1.1. Let η : C(M) → B(lp) be a unital isomorphism such that θM = π ◦ η. Let φ be an
isomorphic extension of K(lp) by C(M). Let ψ : C(M)→ B(lp) be a map such that φ = π◦ψ
and ψ(1) = 1. By Theorem 7.14, there exist dyadic numbers v(1), v(2), . . . in [0, 1] such that
(ψ ◦ τ0)⊕ (⊕k≥1η ◦ τv(k)) is 16-similar to (ψ ◦ τ1)⊕ (⊕k≥1η ◦ τv(k)) modulo compact operators.
Since τ0(f) is the constant function f(v0) for all f ∈ C(M), we have
(ψ ◦ τ0)(f) = f(v0)ψ(1) = f(v0) · 1 = f(v0)η(1) = (η ◦ τ0)(f).
Also τ1 is the identity map. Therefore, (η◦τ0)⊕(⊕k≥1η◦τv(k)) is 16-similar to ψ⊕(⊕k≥1η◦τv(k))
modulo compact operators. Without loss of generality, we may assume that each of 0 and 1
appears infinitely many times in v(1), v(2), . . .. Then ⊕k≥1η◦τv(k) is 16-similar to ψ⊕(⊕k≥1η◦
τv(k)) modulo compact operators. Let S0 : (l
p ⊕ lp ⊕ . . .)lp → lp be an invertible operator.
Define θ2 : C(M) → B(lp)/K(lp) by θ2(a) = π(S0(⊕k≥1η(τv(k)(a)))S−10 )), a ∈ C(M). Then
θ2 is a trivial isomorphic extension of K(l
p) by C(M) and we have [θ2] = [φ] + [θ2]. By
Theorem 1.1, there exists an isomorphic extension θ3 of K(l
p) by C(M) such that [θ2]+[θ3] =
[θM ]. Hence [θM ] = [φ] + [θM ]. 
Corollary 7.17. Let 1 < p <∞. Then there exist an operator T0 on lp such that
(i) there exists λ ≥ 1 satisfying
‖f(T0)‖ ≤ λ sup
0≤v≤1
|f(v)|,
for every polynomial f ,
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(ii) if T is an operator on lp and there exists C ≥ 1 satisfying
‖f(π(T ))‖ ≤ C sup
0≤v≤1
|f(v)|,
for every polynomial f , then T0 is similar to a compact perturbation of T0 ⊕ T .
Proof. Take M = [0, 1] in Corollary 7.16. We obtain a trivial isomorphic extension θ of K(lp)
by C[0, 1] such that [θ] = [φ] + [θ] for all isomorphic extension φ of K(lp) by C[0, 1]. Let
η : C[0, 1] → B(lp) be an isomorphism such that θ = π ◦ η. Let z ∈ C[0, 1] be the identity
function on [0, 1]. Take T0 = η(z). Then (i) is satisfied. Let S0 : l
p ⊕ lp → lp be an invertible
operator. If T is an operator on lp and there exists C ≥ 1 satisfying
‖f(π(T ))‖ ≤ C sup
0≤v≤1
|f(v)|,
for every polynomial f , then we can define an isomorphic extension φ : C[0, 1]→ B(lp)/K(lp)
by setting φ(z) = π(S0(T ⊕ T0)S−10 ). We have [θ] = [φ] + [θ]. So T0 is similar to a compact
perturbation of T ⊕ T0 ⊕ T0. Since [θ] = [θ] + [θ], the operator T0 is similar to a compact
perturbation of T0 ⊕ T0. So T0 is similar to a compact perturbation of T0 ⊕ T . 
Corollary 7.18. Let 1 < p <∞. Let U ∈ B(lp(N)) and B ∈ B(lp(Z)) be the unilateral and
bilateral shifts, respectively. Then there exist dyadic numbers α1, α2, . . . in [0, 1] such that
⊕k≥1αkB is similar to a compact perturbation of U ⊕ (⊕k≥1αkB).
Proof. Let U (−1) be the backward shift on lp(N). The bilateral shift B is similar to a rank
one perturbation of U ⊕U (−1). Take Λ to be a singleton set {a}, ψt(a) = tU , ϕt(a) = tU (−1),
ρt(a) = tB in Theorem 7.13. The result follows. 
8. Open problems
The following problem is a conjecture of an lp version of the Brown-Douglas-Fillmore
theorem.
Problem 1. Let 1 < p < ∞, p 6= 2. Let M be a nonempty compact subset of C. Let
θM be the isomorphic extension of K(l
p) by C(M) in Theorem 1.1. Let z ∈ C(M) be the
identity function on M . Let φ1 and φ2 be isomorphic extensions of K(l
p) by C(M). Is it
true that the Fredholm indices of φ1(z)− λ and φ2(z)− λ coincide for all λ /∈M if and only
if [φ1] + [θM ] = [φ2] + [θM ]?
By Corollary 7.16, this problem has an affirmative answer if M is contractible. When M
is the unit circle, this problem is equivalent to
Problem 2. Let 1 < p < ∞, p 6= 2. Let T1, T2 be Fredholm operators on lp with the same
essential spectrum {v ∈ C : |v| = 1}. Assume that there exists C ≥ 1 such that
‖f(π(T1))‖ ≤ C sup
|v|=1
|f(v)| and ‖f(π(T2))‖ ≤ C sup
|v|=1
|f(v)|,
for every Laurent polynomial f , where π : B(lp) → B(lp)/K(lp) is the quotient map. If the
Fredholm indices of T1 and T2 coincide, does there exist an operator T0 and C
′ ≥ 1 such that
‖f(T0)‖ ≤ C ′ sup
|v|=1
|f(v)|,
for every Laurent polynomial f , and T1⊕T0 is similar to a compact perturbation of T2⊕T0?
Problem 3. Let 1 < p <∞, p 6= 2. For what separable C∗-algebra A, is A isomorphic to a
subalgebra of B(lp)?
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The isometric version of this problem was solved by Gardella and Thiel [27]. A separable
C∗-algebra A is isometrically isomorphic to a subalgebra of B(lp) if and only if A is com-
mutative. On the other hand, by Lemma 5.9, every separable, residually finite dimensional
C∗-algebra is isomorphic to a subalgebra of B(lp).
Acknowledgements: The author is grateful to William B. Johnson for useful discussions.
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