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In this paper we study one kind of coupled forward–backward stochastic differential equa-
tion. With some particular choice for the coefficients, if one of them satisfies a uniform
growth condition and they are accordingly monotone, then we obtain the equivalence be-
tween the uniqueness of solution and its continuous dependence on x and ξ , where x is
the initial value of the forward component and ξ is the terminal value of the backward
component.
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1. Introduction
Since the fundamental work of Pardoux and Peng [1], many papers have been dedicated to the study of backward
stochastic differential equations (BSDEs for short) and forward–backward stochastic differential equations (FBSDEs) (see
[2–5] etc.). In [3], the BSDE with a continuous coefficient is studied. Lepeltier and San Martin proved that this BSDE admits
at least one solution; moreover, a minimal solution and a maximal solution exist.
There is a classical condition of FBSDE’s theory that requires a restriction of the size of the considered time interval to
guarantee the existence and uniqueness of the solution (see e.g. [4]). In [6], Antonelli and Hamadène used the comparison
approach to construct solutions of FBSDEs for any time interval and even without Lipschitz assumptions. They studied the
following coupled FBSDE:
Xt = x+
∫ t
0
b(s, Xs, Ys) ds+
∫ t
0
σ(s, Xs) dBs,
Yt = ξ +
∫ T
t
f (s, Xs, Ys, Zs) ds−
∫ T
t
Zs dBs.
It is proved in [6] that if the drift coefficients b and f are continuous and accordingly monotone and one of them verifies
a uniform sublinear growth condition, then the existence of the solution holds and a minimal and a maximal solution exist.
However, the uniqueness of the solution is not attainable.
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In a recent paper [7] by Jia and Yu, the BSDE with a continuous coefficient is reconsidered. They obtained an interesting
result that, under the assumptions of [3], the uniqueness of solution and its continuous dependence with respect to the
generator function and the terminal value are equivalent.
Inspired by [7], we will obtain that, under the assumptions of [6], the uniqueness of the solution to that kind of FBSDE
is equivalent to its continuous dependence on the initial value x of the forward component and the terminal value ξ of the
backward component.
2. Preliminaries
Let T be a fixed finite positive number. (Ω,F , P) is a probability space on which a one-dimensional Brownian motion
{Bt , 0 ≤ t ≤ T } is defined. For t ∈ [0, T ], we define Ft = σ {Bs, 0 ≤ s ≤ t} ∨ N , where N is the class of P-null sets
of F . Let M2 denote the set of one-dimensional measurable processes {ϕt , 0 ≤ t ≤ T } such that ϕt is Ft-adapted for a.e.
t ∈ [0, T ] and E ∫ T0 |ϕt |2 dt < ∞. We denote similarly by S2 the set of one-dimensional continuous processes such that ϕt
isFt-adapted for t ∈ [0, T ] and E(sup0≤t≤T |ϕt |2) <∞.
Let us consider the following SDE:
Xt = x+
∫ t
0
b(s, Xs, Ys) ds+
∫ t
0
σ(s, Xs) dBs, 0 ≤ t ≤ T .
The following result is easily obtained.
Lemma 2.1. Let b : Ω × [0, T ] × R× R→ R and σ : Ω × [0, T ] × R→ R be progressively measurable processes. Suppose
that b is Lipschitz continuous in (x, y) and with linear growth in (x, y), and σ is Lipschitz continuous and with linear growth in x.
Then for x1, x2 ∈ R and Y 1, Y 2 ∈ M2, the following SDE:
X it = xi +
∫ t
0
b(s, X is, Y
i
s) ds+
∫ t
0
σ(s, X is) dBs, 0 ≤ t ≤ T
admits a unique solution X i ∈ S2 for i = 1, 2. Moreover, we have
E sup
0≤t≤T
|X1t − X2t |2 ≤ c
(
|x1 − x2|2 + E
∫ T
0
|Y 1t − Y 2t |2 dt
)
,
where c > 0 only depends on the Lipschitz coefficients of b and σ .
We now turn to the study of the following BSDE:
Yt = ξ +
∫ T
t
f (s, Xs, Ys, Zs) ds−
∫ T
t
Zs dBs, 0 ≤ t ≤ T .
The following lemma is a well-known result in the theory of BSDEs.
Lemma 2.2. Let f : Ω × [0, T ] × R × R × R → R be a progressively measurable process. Suppose there exists some K > 0
such that
|f (t, x, y, z)| ≤ K(1+ |y| + |z|), |f (t, x, y, z)− f (t, x, y′, z ′)| ≤ K(|y− y′| + |z − z ′|),
for t ∈ [0, T ], x, y, y′, z, z ′ ∈ R. Then for ξ 1, ξ 2 ∈ L2(Ω,FT , P) and X1, X2 ∈ M2, BSDE
Y it = ξ i +
∫ T
t
f (s, X is, Y
i
s, Z
i
s) ds−
∫ T
t
Z is dBs, 0 ≤ t ≤ T
admits a unique solution (Y i, Z i) ∈ S2 ×M2, i = 1, 2. Moreover, we have
E sup
0≤t≤T
|Y 1t − Y 2t |2 + E
∫ T
0
|Z1t − Z2t |2 dt ≤ cE
{
|ξ 1 − ξ 2|2 +
∫ T
0
(
f (t, X1t , Y
2
t , Z
2
t )− f (t, X2t , Y 2t , Z2t )
)2
dt
}
,
where c > 0 only depends on K .
In what follows, let
b : Ω × [0, T ] × R× R→ R, σ : Ω × [0, T ] × R→ R, f : Ω × [0, T ] × R× R× R→ R
be progressivelymeasurable processes. Suppose, for any fixed (w, t), b(w, t, ·, ·),σ(w, t, ·) and f (w, t, ·, ·, ·) are continuous
functions. Besides, there exists some K > 0 such that
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(H1) b is increasing in y and |b(t, x, y)| ≤ K(1+ |x| + |y|), ∀ t, x, y;
(H2) |σ(t, x)| ≤ K(1+ |x|) and |σ(t, x)− σ(t, x′)| ≤ K |x− x′|, ∀ t, x, x′;
(H3) f is increasing in x and |f (t, x, y, z)| ≤ K(1+ |y| + |z|), ∀ t, x, y, z.
Now we recall the approximation of continuous functions by Lipschitz functions (see e.g. [3,6]).
Lemma 2.3. Assume (H1). We set
bn(t, x, y) = inf
(u,v)∈Q2
{b(t, u, v)+ (n+ K)(|x− u| + |y− v|)} ,
and
b¯n(t, x, y) = sup
(u,v)∈Q2
{b(t, u, v)− (n+ K)(|x− u| + |y− v|)} .
Then bn and b¯n are well defined for n ≥ 0 and for any t, x, x1, x2, y, y1, y2 ∈ R
(bi) |bn(t, x, y)| ≤ K(1+ |x| + |y|), |b¯n(t, x, y)| ≤ K(1+ |x| + |y|);
(bii) |bn(t, x1, y1)− bn(t, x2, y2)| ≤ (n+ K)(|x1 − x2| + |y1 − y2|) and |b¯n(t, x1, y1)− b¯n(t, x2, y2)| ≤ (n+ K)(|x1 − x2| +|y1 − y2|);
(biii) bn ≤ bn+1, b¯n ≥ b¯n+1;
(biv) bn(t, xn, yn)→ b(t, x, y), b¯n(t, xn, yn)→ b(t, x, y), if (xn, yn)→ (x, y);
(bv) bn and b¯n are increasing in y.
Lemma 2.4. Assume (H3). We set
f
n
(t, x, y, z) = inf
(v,w)∈Q2
{f (t, x, v, w)+ (n+ K)(|y− v| + |z − w|)} ,
and
f¯n(t, x, y, z) = sup
(v,w)∈Q2
{f (t, x, v, w)− (n+ K)(|y− v| + |z − w|)} .
Then f
n
and f¯n are well defined for n ≥ 0 and for any t, x, y, y1, y2, z, z1, z2 ∈ R
(f i) |f
n
(t, x, y, z)| ≤ K(1+ |y| + |z|), |f¯n(t, x, y, z)| ≤ K(1+ |y| + |z|);
(f ii) |f
n
(t, x, y1, z1)− f n(t, x, y2, z2)| ≤ (n+K)(|y1− y2|+ |z1− z2|) and |f¯n(t, x, y1, z1)− b¯n(t, x, y2, z2)| ≤ (n+K)(|y1−
y2| + |z1 − z2|);
(f iii) f
n
≤ f
n+1, f¯n ≥ f¯n+1;
(f iv) f
n
(t, x, yn, zn)→ f (t, x, y, z), f¯n(t, x, yn, zn)→ f (t, x, y, z), if (yn, zn)→ (y, z);
(f v) f
n
and f¯n are continuous and increasing in x.
3. Main results
In this section, we consider the following FBSDE:
Xt = x+
∫ t
0
b(s, Xs, Ys) ds+
∫ t
0
σ(s, Xs) dBs, (1)
Yt = ξ +
∫ T
t
f (s, Xs, Ys, Zs) ds−
∫ T
t
Zs dBs. (2)
Firstly, we have
Proposition 3.1 ([6]). Under (H1)–(H3), there exists a solution of FBSDE (1)–(2) in S2× S2×M2. Besides, there exist a minimal
solution (X, Y , Z) and a maximal solution (X¯, Y¯ , Z¯).
Proof. To be self-contained, we give a sketch of the construction of the minimal and the maximal solution and introduce
some necessary notations.
Suppose (Y n,0,x,ξ , Zn,0,x,ξ ) := (Y 0,x,ξ , Z0,x,ξ ) is the unique solution of BSDE
Y 0,x,ξt = ξ − K
∫ T
t
(1+ |Y 0,x,ξs | + |Z0,x,ξs |) ds−
∫ T
t
Z0,x,ξs dBs. (3)
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By induction, for n, k ≥ 0, let Xn,k,x,ξ be the unique solution of SDE
Xn,k,x,ξt = x+
∫ t
0
bn(s, X
n,k,x,ξ
s , Y
k,x,ξ
s ) ds+
∫ t
0
σ(s, Xn,k,x,ξs ) dBs, (4)
and (Y n,k+1,x,ξ , Zn,k+1,x,ξ ) the unique solution of BSDE
Y n,k+1,x,ξt = ξ +
∫ T
t
f
n
(s, Xk,x,ξs , Y
n,k+1,x,ξ
s , Z
n,k+1,x,ξ
s ) ds−
∫ T
t
Zn,k+1,x,ξs dBs. (5)
Then we have, for any n, k ≥ 0,
Xn,k,x,ξt ≤ Xk,x,ξt , Y n,k,x,ξt ≤ Y k,x,ξt , t ∈ [0, T ], a.s.,
and
(Xn,k,x,ξ , Y n,k,x,ξ , Zn,k,x,ξ )→ (Xk,x,ξ , Y k,x,ξ , Zk,x,ξ ) in S2 × S2 ×M2 as n→∞,
where (Xk,x,ξ , Y k,x,ξ , Zk,x,ξ ) satisfies
Xk,x,ξt = x+
∫ t
0
b(s, Xk,x,ξs , Y
k,x,ξ
s ) ds+
∫ t
0
σ(s, Xk,x,ξs ) dBs,
Y k+1,x,ξt = ξ +
∫ T
t
f (s, Xk,x,ξs , Y
k+1,x,ξ
s , Z
k+1,x,ξ
s ) ds−
∫ T
t
Zk+1,x,ξs dBs.
Moreover, for any k ≥ 0,
Xk,x,ξt ≤ X x,ξt , Y k,x,ξt ≤ Y x,ξt , t ∈ [0, T ], a.s.,
and
(Xk,x,ξ , Y k,x,ξ , Zk,x,ξ )→ (X x,ξ , Y x,ξ , Z x,ξ ) in S2 × S2 ×M2 as k→∞,
where (X x,ξ , Y x,ξ , Z x,ξ ) is the minimal solution of FBSDE (1)–(2).
Similarly, suppose (Y¯ n,0,x,ξ , Z¯n,0,x,ξ ) := (Y¯ 0,x,ξ , Z¯0,x,ξ ) is the unique solution of the following BSDE:
Y¯ 0,x,ξt = |ξ | + K
∫ T
t
(1+ |Y¯ 0,x,ξs | + |Z¯0,x,ξs |) ds−
∫ T
t
Z¯0,x,ξs dBs.
By induction, for n, k ≥ 0, let X¯n,k,x,ξ be the unique solution of SDE
X¯n,k,x,ξt = x+
∫ t
0
b¯n(s, X¯n,k,x,ξs , Y¯
k,x,ξ
s ) ds+
∫ t
0
σ(s, X¯n,k,x,ξs ) dBs,
and (Y¯ n,k+1,x,ξ , Z¯n,k+1,x,ξ ) the unique solution of BSDE
Y¯ n,k+1,x,ξt = ξ +
∫ T
t
f¯n(s, X¯k,x,ξs , Y¯
n,k+1,x,ξ
s , Z¯
n,k+1,x,ξ
s ) ds−
∫ T
t
Z¯n,k+1,x,ξs dBs.
Then we have, for n, k ≥ 0,
X¯n,k,x,ξt ≥ X¯k,x,ξt , Y¯ n,k,x,ξt ≥ Y¯ k,x,ξt , t ∈ [0, T ], a.s.,
and
(X¯n,k,x,ξ , Y¯ n,k,x,ξ , Z¯n,k,x,ξ )→ (X¯k,x,ξ , Y¯ k,x,ξ , Z¯k,x,ξ ) in S2 × S2 ×M2 as n→∞,
where (X¯k,x,ξ , Y¯ k,x,ξ , Z¯k,x,ξ ) satisfies
X¯k,x,ξt = x+
∫ t
0
b(s, X¯k,x,ξs , Y¯
k,x,ξ
s ) ds+
∫ t
0
σ(s, X¯k,x,ξs ) dBs,
Y¯ k+1,x,ξt = ξ +
∫ T
t
f (s, X¯k,x,ξs , Y¯
k+1,x,ξ
s , Z¯
k+1,x,ξ
s ) ds−
∫ T
t
Z¯k+1,x,ξs dBs.
Moreover, for any k ≥ 0,
X¯k,x,ξt ≥ X¯ x,ξt , Y¯ k,x,ξt ≥ Y¯ x,ξt , t ∈ [0, T ], a.s.,
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and
(X¯k,x,ξ , Y¯ k,x,ξ , Z¯k,x,ξ )→ (X¯ x,ξ , Y¯ x,ξ , Z¯ x,ξ ) in S2 × S2 ×M2 as k→∞,
where (X¯ x,ξ , Y¯ x,ξ , Z¯ x,ξ ) is the maximal solution of FBSDE (1)–(2). 
The main result of this section is
Theorem 3.2. Under hypotheses (H1)–(H3), the following two statements of the solution (X x,ξ , Y x,ξ , Z x,ξ ) to FBSDE (1)–(2) are
equivalent.
(i) Uniqueness: FBSDE (1)–(2) has a unique solution.
(ii) Continuous dependence on (x, ξ): For any {xp}∞p=1, x ∈ R and {ξq}∞q=1, ξ ∈ L2(Ω,FT , P), if xp → x as p → ∞ and
E|ξq − ξ |2 → 0 as q→∞, then
E
(
sup
0≤t≤T
|X xp,ξqt − X x,ξt |2 + sup
0≤t≤T
|Y xp,ξqt − Y x,ξt |2
)
→ 0
as p→∞, q→∞.
Proof. Firstly we prove that (ii) implies (i). We take xp = x and ξq = ξ . Then it follows that
E
(
sup
0≤t≤T
|X x,ξt − X¯ x,ξt |2 + sup
0≤t≤T
|Y x,ξt − Y¯ x,ξt |2
)
= 0,
which implies
X x,ξt = X¯ x,ξt , Y x,ξt = Y¯ x,ξt , t ∈ [0, T ], a.s.
The uniqueness is concluded.
Now we proceed to prove that (i) implies (ii). Let us admit for the moment the following
Proposition 3.3. For any {xp}∞p=1, x ∈ R and {ξq}∞q=1, ξ ∈ L2(Ω,FT , P), if xp → x as p→∞ and E|ξq− ξ |2 → 0 as q→∞,
then for any n, k ≥ 0,
E
(
sup
0≤t≤T
|Xn,k,xp,ξqt − Xn,k,x,ξt |2 + sup
0≤t≤T
|Y n,k,xp,ξqt − Y n,k,x,ξt |2
)
→ 0, (6)
and
E
(
sup
0≤t≤T
|X¯n,k,xp,ξqt − X¯n,k,x,ξt |2 + sup
0≤t≤T
|Y¯ n,k,xp,ξqt − Y¯ n,k,x,ξt |2
)
→ 0 (7)
as p→∞, q→∞.
Now from Proposition 3.1, for any n, k ≥ 0 and solution (X x,ξ , Y x,ξ , Z x,ξ ) of FBSDE (1)–(2), we have
Xn,k,x,ξt ≤ Xk,x,ξt ≤ X x,ξt ≤ X x,ξt ≤ X¯ x,ξt ≤ X¯k,x,ξt ≤ X¯n,k,x,ξt , t ∈ [0, T ], a.s.,
Y n,k,x,ξt ≤ Y k,x,ξt ≤ Y x,ξt ≤ Y x,ξt ≤ Y¯ x,ξt ≤ Y¯ k,x,ξt ≤ Y¯ n,k,x,ξt , t ∈ [0, T ], a.s.
Consequently, on the one hand,
X xp,ξqt − X x,ξt = (X xp,ξqt − Xn,k,xp,ξqt )+ (Xn,k,xp,ξqt − Xn,k,x,ξt )+ (Xn,k,x,ξt − X x,ξt )
≥ (Xn,k,xp,ξqt − Xn,k,x,ξt )+ (Xn,k,x,ξt − X x,ξt );
on the other hand,
X xp,ξqt − X x,ξt = (X xp,ξqt − X¯n,k,xp,ξqt )+ (X¯n,k,xp,ξqt − X¯n,k,x,ξt )+ (X¯n,k,x,ξt − X x,ξt )
≤ (X¯n,k,xp,ξqt − X¯n,k,x,ξt )+ (X¯n,k,x,ξt − X x,ξt ).
Hence, it follows that
E sup
0≤t≤T
|X xp,ξqt − X x,ξt |2 ≤ 2E sup
0≤t≤T
|Xn,k,xp,ξqt − Xn,k,x,ξt |2 + 2E sup
0≤t≤T
|X¯n,k,xp,ξqt − X¯n,k,x,ξt |2
+2E sup
0≤t≤T
|Xn,k,x,ξt − X x,ξt |2 + 2E sup
0≤t≤T
|X¯n,k,x,ξt − X x,ξt |2. (8)
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In the same way, we obtain
E sup
0≤t≤T
|Y xp,ξqt − Y x,ξt |2 ≤ 2E sup
0≤t≤T
|Y n,k,xp,ξqt − Y n,k,x,ξt |2 + 2E sup
0≤t≤T
|Y¯ n,k,xp,ξqt − Y¯ n,k,x,ξt |2
+2E sup
0≤t≤T
|Y n,k,x,ξt − Y x,ξt |2 + 2E sup
0≤t≤T
|Y¯ n,k,x,ξt − Y x,ξt |2.
If the issue (i) holds, that is
X x,ξt = X x,ξt = X¯ x,ξt , Y x,ξt = Y x,ξt = Y¯ x,ξt , t ∈ [0, T ], a.s.,
then from Proposition 3.1,
E sup
0≤t≤T
|Xn,k,x,ξt − X x,ξt |2 = E sup
0≤t≤T
|Xn,k,x,ξt − X x,ξt |2 → 0,
and
E sup
0≤t≤T
|X¯n,k,x,ξt − X x,ξt |2 = E sup
0≤t≤T
|X¯n,k,x,ξt − X¯ x,ξt |2 → 0,
as n→∞, k→∞. By Proposition 3.3, these two limits together with (8) yield
E sup
0≤t≤T
|X xp,ξqt − X x,ξt |2 → 0, as p→∞, q→∞.
Similar arguments lead to E sup0≤t≤T |Y xp,ξqt − Y x,ξt |2 → 0, as p→∞, q→∞. The proof of Theorem 3.2 is concluded. 
It remains to prove Proposition 3.3. We use induction for k. Since (Y 0,x,ξ , Z0,x,ξ ) is the unique solution of BSDE (3), by
Lemma 2.2,
E sup
0≤t≤T
|Y 0,xp,ξqt − Y 0,x,ξt |2 ≤ cE|ξq − ξ |2 → 0
as p→∞, q→∞. Then by Lemma 2.1, for SDE (4) with k = 0 and n ≥ 0,
E sup
0≤t≤T
|Xn,0,xp,ξqt − Xn,0,x,ξt |2 ≤ c
{
|xp − x|2 + E
∫ T
0
|Y 0,xp,ξqt − Y 0,x,ξt |2 dt
}
→ 0
as p→∞, q→∞. Now since
E
(
sup
0≤t≤T
|X0,xp,ξqt − Xn,0,xp,ξqt |2 + sup
0≤t≤T
|Xn,0,x,ξt − X0,x,ξt |2
)
→ 0,
as n→∞ for any p, q, we have
E sup
0≤t≤T
|X0,xp,ξqt − X0,x,ξt |2 ≤ 3E sup
0≤t≤T
|X0,xp,ξqt − Xn,0,xp,ξqt |2 + 3E sup
0≤t≤T
|Xn,0,xp,ξqt − Xn,0,x,ξt |2
+3E sup
0≤t≤T
|Xn,0,x,ξt − X0,x,ξt |2 → 0 as p→∞, q→∞.
Consequently, it follows from Lemma 2.2 and the dominated convergence theorem that, for any n ≥ 0,
E sup
0≤t≤T
|Y n,1,xp,ξqt − Y n,1,x,ξt |2
≤ cE
∫ T
0
(
f
n
(t, X0,xp,ξqt , Y
n,1,x,ξ
t , Z
n,1,x,ξ
t )− f n(t, X
0,x,ξ
t , Y
n,1,x,ξ
t , Z
n,1,x,ξ
t )
)2
dt + cE|ξq − ξ |2 → 0
as p→ ∞, q→ ∞, where the continuity of f
n
in x has been used. Proceeding along the similar line to |X0,xp,ξq − X0,x,ξ |2,
we obtain
E sup
0≤t≤T
|Y 1,xp,ξqt − Y 1,x,ξt |2 → 0, as p→∞, q→∞.
Thanks to Lemma 2.1, for SDE (4) with k = 1 and n ≥ 0,
E sup
0≤t≤T
|Xn,1,xp,ξqt − Xn,1,x,ξt |2 ≤ c
{
|xp − x|2 + E
∫ T
0
|Y 1,xp,ξqt − Y 1,x,ξt |2 dt
}
→ 0
as p→∞, q→∞. Hence,
E sup
0≤t≤T
|X1,xp,ξqt − X1,x,ξt |2 → 0, as p→∞, q→∞.
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We are now ready to proceed by induction. Let us assume to have proved that for i = 0, 1, . . . , k− 1 and n ≥ 0,
Xn,i,xp,ξq → Xn,i,x,ξ , Y n,i,xp,ξq → Y n,i,x,ξ in S2,
and
X i,xp,ξq → X i,x,ξ , Y i,xp,ξq → Y i,x,ξ in S2
as p→∞, q→∞. Now by the same considerations as before, it follows that
E sup
0≤t≤T
|Y n,k,xp,ξqt − Y n,k,x,ξt |2 ≤ cE
∫ T
0
(
f
n
(t, Xk−1,xp,ξqt , Y
n,k,x,ξ
t , Z
n,k,x,ξ
t )
−f
n
(t, Xk−1,x,ξt , Y
n,k,x,ξ
t , Z
n,k,x,ξ
t )
)2
dt + cE|ξq − ξ |2 → 0 as p→∞, q→∞.
Hence,
E sup
0≤t≤T
|Y k,xp,ξqt − Y k,x,ξt |2 ≤ 3E sup
0≤t≤T
|Y k,xp,ξqt − Y n,k,xp,ξqt |2 + 3E sup
0≤t≤T
|Y n,k,xp,ξqt − Y n,k,x,ξt |2
+3E sup
0≤t≤T
|Y n,k,x,ξt − Y k,x,ξt |2 → 0 as p→∞, q→∞.
Now applying Lemma 2.1 to SDE (4) gives
E sup
0≤t≤T
|Xn,k,xp,ξqt − Xn,k,x,ξt |2 ≤ c
{
|xp − x|2 + E
∫ T
0
|Y k,xp,ξqt − Y k,x,ξt |2 dt
}
→ 0
as p→∞, q→∞. Therefore,
Xk,xp,ξq → Xk,x,ξ in S2 as p→∞, q→∞.
Now (6) is concluded by induction. The issue (7) can be proved in the same way. 
Now we give three new assumptions. Suppose there exists K > 0 such that
(H1′) |b(t, x, y)| ≤ K(1+ |x|) and b is increasing in y.
(H3′) |f (t, x, y, z)| ≤ K(1+ |x| + |y| + |z|) and f is increasing in x.
(H4) |h(x)| ≤ K(1+ |x|), where h : R→ R is increasing in x.
By Remark 2.2 in [6], we know that, under hypotheses (H1′), (H2), (H3′) and (H4), the following FBSDE:
Xt = x+
∫ t
0
b(s, Xs, Ys) ds+
∫ t
0
σ(s, Xs) dBs, (9)
Yt = h(XT )+
∫ T
t
f (s, Xs, Ys, Zs) ds−
∫ T
t
Zs dBs (10)
admits a solution (X x, Y x, Z x) ∈ S2 × S2 ×M2. Moreover, a minimal and a maximal solution also exist.
Similar to Theorem 3.2, we have
Theorem 3.4. Under hypotheses (H1′), (H2), (H3′) and (H4), the following two statements of the solution (X x, Y x, Z x) to FBSDE
(9)–(10) are equivalent.
(i′) Uniqueness: FBSDE (9)–(10) admits a unique solution.
(ii
′
) Continuous dependence on x: For any {xp}∞p=1, x ∈ R, if xp → x as p→∞, then
E
(
sup
0≤t≤T
|X xpt − X xt |2 + sup
0≤t≤T
|Y xpt − Y xt |2
)
→ 0
as p→∞.
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