We are given an interval graph G = (V, E) where each interval I ∈ V has a weight w I ∈ R + . The goal is to color the intervals V with an arbitrary number of color classes C 1 , C 2 , . . . , C k such that k i=1 max I∈C i w I is minimized. This problem, called max-coloring interval graphs, contains the classical problem of coloring interval graphs as a special case for uniform weights, and it arises in many practical scenarios such as memory management. Pemmaraju, Raman, and Varadarajan showed that max-coloring interval graphs is NP-hard (SODA'04) and presented a 2-approximation algorithm. Closing a gap which has been open for years, we settle the approximation complexity of this problem by giving a polynomial-time approximation scheme (PTAS), that is, we show that there is an (1 + ǫ)-approximation algorithm for any ǫ > 0. Besides using standard preprocessing techniques such as geometric rounding and shifting, our main building block is a general technique for trading the overlap structure of an interval graph for accuracy, which we call clique clustering.
Introduction
Coloring a given graph G = (V, E) is a classical NP-hard problem in combinatorial optimization. One reason why graph coloring has been studied so extensively is the fact that many practical problems in scheduling and planning can be formulated in such a way. The arguably simplest example is that the nodes V represent tasks which need to be partitioned into color classes of pairwise non-conflicting tasks, where a conflict between two tasks is indicated by an edge in E connecting them. All tasks in one color class may share a common resource, and hence minimizing the number of color classes also minimizes the number of needed resources. It is natural to assume that each task requires a resource during a given time interval, and thus two tasks conflict if their time intervals intersect. This results in an interval graph, and, in this case, we may think of the nodes in V as intervals, of color classes as sets of pairwise disjoint intervals, and of cliques as sets of intervals with non-empty intersection. It is folklore that an optimal coloring of a given interval graph can be found in polynomial time using the first-fit strategy: sort the intervals according to their left endpoints, and then iteratively assign colors according to this ordering. For example, in the sample instance in Figure 1 , where I 2 overlaps exactly with I 1 and I 3 and I 3 overlaps exactly with I 2 and I 4 , this gives the color classes {I 1 , I 3 } and {I 2 , I 4 }. In constrast, finding an optimal coloring of a general graph is hard to approximate even within n 1−ǫ for any ǫ > 0, unless NP ⊆ ZPP [7] .
However, coloring interval graphs fails to express non-uniform resource requirements. For instance, a resource might be a buffer and the tasks memory requests of different size that need to be buffered during a given time interval [18] . In this case, a buffer used by different non-conflicting requests needs to be large enough to hold any such request. We can model this extension by assigning a weight w I ∈ R + to each interval I ∈ V that represents the size of the corresponding request, and hence the buffer assigned to a color class C of requests needs to have at least size max I∈C w I . Thus, finding an optimal coloring in this context is called max-coloring interval graphs: partition a given interval graph G = (V, E) into an arbitrary number of color classes C 1 , C 2 , . . . , C k such that k i=1 max I∈C i w I is minimized. The classical problem of coloring interval graphs is contained as a special case by using uniform weights.
Previous work. Unfortunately, the first-fit strategy does not work for max-coloring interval graphs. For example, assume that the y-axis in Figure 1 represents the interval weights. Therefore, w I 1 = w I 4 = 3 and w I 2 = w I 3 = 1. The coloring of the firstfit strategy listed above gives cost 3 + 3 = 6, whereas an optimal max-coloring with color classes {I 1 , I 4 }, {I 2 }, and {I 3 } only gives cost 3 + 1 + 1 = 5. Indeed, it has been shown by Pemmaraju, Raman, and Varadarajan [18] that max-coloring interval graphs is NP-hard. A simplified proof was given by the same authors in [17] by a reduction from coloring circular arc graphs, a superclass of interval graphs. They also conjectured APX-hardness [18] , but this conjecture is no longer valid [19] . Finally, they presented an 2-approximation algorithm for max-coloring interval graphs [18] , and Pemmaraju and Raman [16] showed later on that any graph class that admits an α-approximation algorithm for coloring also admits a 4α-approximation algorithm for maxcoloring. Recall here than an α-approximation algorithm yields a solution in polynomial time whose cost is at most α times the cost of an optimal solution. Hence, since it is a well-known fact that perfect graphs, a superclass of interval graphs, can be colored in polynomial time [9] , this yields a 4-approximation algorithm for max-coloring perfect graphs. Epstein and Levin [5] improved this factor from 4 to e. On the other hand, after a line of improvements [10, 6, 11] , Kavitha and Mestre [14] presented an algorithm for max-coloring paths, a subclass of interval graphs, which requires only time O(n + S(n)), where S(n) is the time to sort the weights. A polynomial-time approximation scheme (PTAS) for trees is known [2] , that is, there is a (1 + ǫ)-approximation algorithm for any ǫ > 0, but max-coloring bipartite graphs is APX-hard [4] , i.e., there is no PTAS unless P = NP. However, in the context of the original motivation of this problem in buffer management, interval graphs remain the most relevant graph class, since they are easy to describe, but powerful enough to model temporal conflicts.
Contributions and outline. Closing a gap that has been open for years, we settle the approximation complexity of max-coloring interval graphs by presenting a PTAS in Section 3. From the very beginning [13] to more recent celebrated results [1] , the arguably most successful scheme to obtain PTASs is to trade the size of the search space for accuracy in order to make it treatable by a dynamic program running in polynomial time. The problem-specific challenge is to do this in a way such that there is still a solution in the restricted search space which is (1 + ǫ)-close to an optimal solution. We do this in two steps. In the main step, called clique clustering, we argue that we can partition the intervals V into cliques, here called clusters to distinguish them from other cliques, such that we are allowed to treat every cluster as a single interval during a dynamic programming procedure. The surprising insight (Lemma 2) is that we are able to find such a partition with the properties that (1) we are only losing an (1 + ǫ)-factor in the approximation ratio and (2) the maximum overlap of clusters is logarithmic in the number of intervals n. Note that this is an exponential drop compared to the maximum overlap of intervals, which might be as large as n. Initially, in a minor preprocessing step using the shifting technique of Hochbaum and Maass [12] , we trade the number of different interval weights for accuracy such that we may assume that there are only constantly many. Formally, we use the following lemma (proof in Appendix A). This lemma holds for any graph class, which, to the best of our knowledge, has not been observed before. Lemma 1. For any ǫ > 0, by losing an (1+ǫ)-factor in the approximation ratio, we may assume that the number of different interval weights and the ratio between the maximum and the minimum interval weight are both constants.
Lemma 1 has already been applied by the author [15] to obtain a PTAS for the inverse problem of max-coloring co-interval graphs with constant capacities, i.e., there is a constant bound k such that we additionally require that |C| ≤ k for any color class C. Note that finding a max-coloring of a co-interval graph G is equivalent to finding a max-clique partition of the co-graph of G, which is again an interval graph. Despite the similarity in name, it is worth mentioning here that max-coloring interval graphs and max-coloring co-interval graphs have a quite different structure. For instance, maxcoloring co-interval graphs is polynomially solvable [8, 3] , and only the capacitated case described above is NP-hard [15] . However, except for this preprocessing step, all arguments in this paper differ completely from [15] . Bambis et al. [2] gave some results for the max-coloring problem with capacities.
Preliminaries
Some intervals I ∈ V might have the same weight w I . Let then w 1 < w 2 < . . . < w m with m ≤ n := |V | be an ordering of the different interval weights {w I | I ∈ V }. Hence, m is the number of different interval weights and w m /w 1 is the ratio between the maximum and the minimum interval weight. Recall that Lemma 1 allows us to assume that these parameters are both constant. We also refer to an index 1 ≤ i ≤ m as a level. Moreover, we refer to the level i I with w i I = w I as the level of an interval I ∈ V , and to i C := max I∈C i I as the level of a color class C ⊆ V . For simplicity, we write coloring for max-coloring throughout this paper, and we use σ to denote a coloring. Hence, the goal is to find a coloring σ that minimizes C∈σ w i C = m i=1 w i σ i , where σ i := |{C ∈ σ | i C = i}| denotes the number of color classes in σ with level i. Assume that each coloring σ additionally defines a level i C (σ) ≥ i C for each color class C ∈ σ. Using this, to simplify the arguments to follow, we slightly relax the problem formulation as follows: find a coloring σ such that cost(σ) := C∈σ w i C (σ) is minimized. Note that it holds for an optimal coloring σ * with cost(σ * ) = OPT that i C (σ * ) = i C for each color class C ∈ σ * , which shows that this is indeed a relaxation. Finally, define i I (σ) := i C (σ) for any interval I ∈ C in a color class C ∈ σ.
4

Overlap Structure
Assume that the endpoints of all intervals are distinct, which can be easily ensured by rearranging the intervals without modifying the overlap structure. Let then l I ∈ R and r I ∈ R denote the left and right endpoint of an interval I ∈ V , respectively. For two intervals I, I ′ ∈ V , we write I < I ′ iff r I < l I ′ , and I > I ′ iff l I > r I ′ . On the other hand, we write I ≺ I ′ iff l I < l I ′ , and I ≻ I ′ iff r I > r I ′ . Moreover, for two interval sets B, B ′ ⊆ V , we write B ≺ B ′ iff I ≺ I ′ for any pair I ∈ B and I ′ ∈ B ′ , and B ≻ B ′ iff I ≻ I ′ for any pair I ∈ B and I ′ ∈ B ′ .
For a position t ∈ R and a set of intervals B ⊆ V , let B(t) := {I ∈ B | t ∈ I} denote the subset of intervals in B that overlap with t. Using this, for a set of cliques P , let P (t) := {B ∈ P | B(t) = ∅} denote the subset of cliques in P that overlap with t, and define ω P := max t∈R |P (t)|. Recall that a clique B ⊆ V is a set of intervals with ∩ I∈B I = ∅, and also recall that a clique partition P of V is a set of pairwise disjoint cliques with ∪ B∈P B = V . Finally, define ω := ω P for the trivial clique partition P = {{I} | I ∈ V }. Hence, ω denotes the maximum overlap of all intervals. Observe that the maximum clique size is exactly ω, and this is also the minimum number of colors needed to color all intervals V . We can find such a coloring σ using the first-fit strategy: let I 1 , I 2 , . . . , I n be an ordering of the intervals V with l I 1 < l I 2 < . . . < l In . Then, for s = 1, . . . , n, if there is already a color class C ∈ σ with I < I s for any interval I ∈ C, add I s to C, and otherwise, add the new color class C := {I s } that only contains I s to σ. Note that a (max-)coloring with a minimum number of colors is optimal in case of uniform interval weights.
Respecting Cliques
We say that a coloring σ respects a clique
Consequently, we may define i B (σ) := i I (σ) for an arbitrary interval I ∈ B in such a case. We extend this by saying that a coloring σ respects a set of pairwise disjoint cliques P iff σ respects all cliques in P . Furthermore, a partial coloring σ is a coloring that only partitions a subset of intervals V ′ ⊆ V into color classes. For all intervals I ∈ V \V ′ , we define then i I (σ) := ∞ to indicate that I is not contained in a color class.
Now note that we can turn any function f : V ′ → {1, 2, . . . , m} with f (I) ≥ i I for each interval I ∈ V ′ into a partial coloring σ f as follows: for each level i, use the first-fit strategy to compute a coloring σ i for the intervals {I ∈ V ′ | f (I) = i} with a minimum number of colors. Finally, combine all these colorings to a coloring
for each level i and color class C ∈ σ i , we set i C (σ) := i. We say that such a function f respects a set of cliques P iff σ f respects P .
PTAS via Dynamic Programming
Recall the interval ordering I 1 , I 2 , . . . , I n from Section 2 with l I 1 < l I 2 < . . . < l In . Moreover, recall that, for any 1 ≤ s ≤ n, V (l Is ) denotes the set of all intervals which overlap with the left endpoint of I s , and observe that V (l Is ) ⊆ {I 1 , I 2 , . . . , I s }.
DP Array
Consider a dynamic programming array Π with boolean entries of the form Π(s, f, g),
, and g : {1, 2, . . . , m} → {0, 1, . . . , n}. We want to fill this array such that Π(s, f, g) is true if and only if there is a function f : {I 1 , I 2 , . . . , I s } → {1, 2, . . . , m} with
In words, f extends f from V (l Is ) to {I 1 , I 2 , . . . , I s } and, for each level i, g counts the number of color classes in σ f with level i. As soon as Π is filled correctly, we can find an optimal coloring by enumerating all colorings σ that realize an entry of the form Π(n, f, g) in order to find one that minimizes cost(σ) = m i=1 w i g(i). To see this, note that cost(σ f ) = OPT for the function f with f (I) = i I (σ * ) for each interval
Recurrence Relation
For some integer s, assume that we have already successfully filled all entries of the form Π(s − 1, f, g). Now consider an entry of the form Π(s, f, g), and let i ′ := f (I s ). There are exactly two possibilities why Π(s, f, g) could be true.
Case 2: There is a true entry Π(s − 1, f ′ , g ′ ) with
These two cases correspond to the two cases in the first-fit strategy. Specifically, to see why Case 1 causes Π(s, f, g) to be true, consider a partial coloring σ that realizes the true entry Π(s − 1, f ′ , g ′ ) from Case 1. Note that it is possible to add I s to an already existing color class C ∈ σ with i C (σ) = i ′ if and only if g ′ (i ′ ), the number of such color classes that already exist, is strictly larger than
the number of intervals which compete with I s for a place in such a color class. In this case, we may hence set g(i
On the other hand, Case 2 considers the opposite case where we need to add another color class, and thus we have
Consequently, combining both cases yields a recurrence relation which can be implemented in polynomial time given that the size of Π is polynomial. Observe that it is easy to initially fill all entries of the form Π(1, f, g), since then we only need to consider the single interval I 1 .
Approximate DP
By Lemma 1, we may assume that m, the number of levels, and w m /w 1 , the ratio between the maximum and minimal interval weight, are both constants. However, since we only have the upper bound V (l Is ) ≤ ω for each integer 1 ≤ s ≤ n, the size of Π could be as large as n · m ω · (n + 1) m , which is not polynomial for ω = Ω(n), even for a constant m. Therefore, we need to restrict the set of functions f to consider. To this end, we use the following critical lemma which trades the size of ω P for accuracy (proof in Section 4).
Lemma 2.
Given that m and w m /w 1 are constants, for any ǫ > 0, we can compute a clique partition P of V in polynomial time such that there exists a coloring σ with the following properties: (1) σ respects P , (2) cost(σ) ≤ (1 + O(ǫ))OPT, and (3) ω P = O(log(n)).
Note that setting P = {{I} | I ∈ V } does clearly satisfy Property (2) in Lemma 2. However, we do not gain anything in this case, since then still ω P = ω. The aston-ishing fact about Lemma 2 is that by losing an arbitrary small factor in accuracy, we immediately get an exponential drop in ω P . This allows us to prove our final result.
Theorem 3.
There is a PTAS for max-coloring interval graphs.
Proof. Let P be a clique partition as proposed by Lemma 2. Note that restricting the search space to functions f that respect P decreases the size of Π to n · m ω P · (n + 1) m , which is polynomial due to Property (3) in Lemma 2 if m is constant. To see this, note that, for any integer 1 ≤ s ≤ n, there are at most m ω P many functions f : V (l Is ) → {1, 2, . . . , m} that respect P . This restricted dynamic program yields an optimal coloring σ subject to the constraint that σ respects P . However, by Properties (1) and (2), we still obtain the upper bound cost(σ) ≤ (1 + O(ǫ))OPT. The claim of the theorem follows.
Proof of Lemma 2
We assume throughout this section that m and w m /w 1 are both constants. Consider then an arbitrary small but fixed ǫ > 0, and assume that 1/ǫ is integral. Assume moreover that log(n) is integral 1 . In order to construct the claimed clique partition P , we proceed in two steps. First, in Subsection 4.1, we introduce the notion of a hierarchical clique partition P V which already satisfies Property (3) in Lemma 2. However, this clique partition is not fine-grained enough to also satisfy Property (2). Therefore, in Subsection 4.2, we show how to additionally partition each clique A ∈ P V , yielding P . We refer to the cliques in P as clusters, and these clusters will have size κ := ǫ 2 ω/ log(n). Moreover, defineκ := κ/ǫ = ǫω/ log(n).
Lemma 4. We may assume that κ andκ are both integral.
Proof. If ω < log(n)/ǫ 3 , then the claim of Lemma 2 is trivially satisfied, since we can then simply use P = V . Therefore, we may assume that ω ≥ log(n)/ǫ 3 . Consequently, it suffices to add at most ǫω many dummy intervals with the lowest weight w 1 and the form [−∞, +∞], i.e., intervals that overlap with all other intervals, in order to increase ω such that this parameter is a multiple of the integer log(n)/ǫ 2 . Because of the trivial lower bound OPT ≥ w 1 ω, observe that this increases OPT by at most ǫ · OPT. Consequently, we may assume that κ is integral, and hence alsoκ. The claim follows. 
Hierarchical Clique Partition
Before constructing P V , we first construct an intermediate clique partition P ′ V . To this end, observe that any position t ∈ R partitions V into a clique V (t), a left part V L (t) := {I ∈ V | I < t}, and a right part V R (t) := {I ∈ V | I > t}, as depicted in Subfigure 2(a). Using two positions t L , t R ∈ R with t L < t < t R , we can then partition V L (t) and V R (t) in the same way, and so on. This gives us a binary tree whose nodes are cliques in V , as depicted in Subfigure 2(b). Now note that there is always a position that splits an interval set into two parts of at most half the size. Therefore, we can choose the positions during this process such that the resulting binary tree has logarithmic depth log(n), as schematically depicted in Subfigure 2(b). Let P ′ V be the clique partition of V containing all cliques constructed during this process, namely V (t), V (t L )\V (t), V (t R )\V (t), . . .. For instance, the clique partition depicted in Subfigure 2(b) consists of 7 cliques. Note that |P ′ V (t)| ≤ log(n) for any position t ∈ R. To finally obtain P V , we further partition each cliques A ∈ P ′ V into the cliques A 1 , A 2 , . . . , A m , where, for each level i, A i := {I ∈ A | i I = i} are the intervals in A with level i. Hence,
For each clique A ∈ P V , we may hence define i A := i I for an arbitrary interval I ∈ A. We refer to P V as a hierarchical clique partition, and we immediatly obtain the following simple but critical observation.
The following lemma will simplify some arguments.
Lemma 5. For each clique A ∈ P V , we may assume thatκ divides |A|.
Proof. For each clique A ∈ P V , let t A ∈ R be the position with t A ∈ ∩ I∈A I from the construction of P ′ V , i.e., the position used to construct the clique in P ′ V whose partition resulted in A. Hence, there are exactly m cliques A ∈ P V with the same position t A . Observe now that, for each clique A ∈ P V , we need to add at mostκ many dummy intervals I = [t A , t A ] with i I = i A to A in order to ensure thatκ divides |A|. Since these intervals are disjoint for two cliques A, A ′ ∈ P V with t A = t A ′ , we find that we always need at most mκ additional color classes C with w C ≤ w m to partition these intervals. Therefore, because of the trivial lower bound OPT ≥ w 1 ω and the fact that w m /w 1 is constant, this increases OPT by at most w m mκ = O(ǫ)OPT, which proves the claim.
Clique Clustering for a Single Clique
We partition a clique A ∈ P V into clusters in two steps.
Step 1: First, we inductively partition A into cliques, called superclusters, as follows: letB 1 ,B 2 , . . . ,B s be the so far generated superclusters of A
Recall here that we assume that all endpoints of intervals are distinct, and hence we never have to break ties. Moreover, recall the assumption from Lemma 5 that κ divides |A|. Note thatB 1 ≺B 3 ≺B 5 ≺ . . . andB 2 ≻B 4 ≻B 6 ≻ . . ..
Step 2: Next, we apply a similar scheme to inductively partition each superclusterB j of A into cliques, called clusters, as follows: let B 1 , B 2 , . . . , B s be the so far generated clusters ofB j . If still ∪ Example. Assume that A consists of the intervals depicted in Subfigure 3(a) and that κ = 4 and κ = 2. In this case, as depicted in Subfigure 3(b), the first supercluster B 1 consists of the intervals I 8 , I 1 , I 3 , I 6 , since these are the intervals with the leftmost left endpoints. The next superclusterB 2 then consists of the intervals I 5 , I 2 , I 7 , I 4 , since these are the intervals with rightmost right endpoints in A\B 1 . The clusters ofB 1 are then B 1 = {I 8 , I 6 } and B 2 = {I 1 , I 3 }, and the clusters ofB 2 are B 1 = {I 2 , I 5 } and B 2 = {I 4 , I 7 }.
Let thenP A and P A be the sets of all superclusters and clusters generated by the procedure above, respectively. Therefore,P A and P A are both clique partitions of A, but P A is more fine-grained. We obtain the following lemma. Proof. Consider an arbitrary t ′ ∈ ∩ I∈A I, and letB 1 ,B 2 , . . . ,B s be the superclusters in P A in the order they have been created. Moreover, let j be the maximal index such that stillB j ∈P A (t). We distinguish two cases:
Case t ′ ≤ t: Consider an arbitrary superclusterB j ′ with j ′ < j and j ′ even.
Hence, we have thatB j ′ ≻B j , since we picked some rightmost intervals with respect to their right endpoints to formB j ′ . Consequently, since there is at least one interval inB j that overlaps with t, we find that all intervals inB j ′ must overlap with t, and thusB j ′ ⊆ A(t).
Case t ′ > t:
The same arguments as in the last case show thatB j ′ ⊆ A(t) for each superclusterB j ′ with j ′ < j and j ′ odd.
Combining both cases gives that that there are ⌈(j − 2)/2⌉ many superclustersB j ′ with j ′ < j andB j ′ ⊆ A(t). Therefore, since each supercluster has sizeκ, we obtain |A(t)| ≥κ(j − 2)/2. On the other hand, since j is maximal, we have that |P A (t)| ≤ j. The claim follows by combining these facts.
This gives us the following lemma (proof in Appendix B).
Lemma 7. Consider some clique A ∈ P V . Then, for any partial coloring σ with i I (σ) < ∞ for all intervals I ∈ A, there is a partial coloring σ ′ with the following properties:
and (4) for each position t ∈ R, |{B ∈ P A (t) | i B (σ ′ ) = ∞}| ≤ 2m(1/ǫ + 1 + |A(t)|/κ).
In words, Lemma 7 says that we may replace any coloring σ by a coloring σ ′ that is identical for all intervals not contained in A, respects all clusters in P A , but is still not 'much more' partial than σ, as quantified in Property (4). Now we are finally ready to define the claimed clique partition P for Lemma 4 as P := ∪ A∈P V P A .
Lemma 8. For each position t ∈ R, |P (t)| = O(log(n)).
Proof. Observe that
which proves the claim. The inequality in the first line is due to the fact that each supercluster contains exactly 1/ǫ clusters. Moreover, the second line is due to Lemma 6 and a simple rearrangement, and the third line is due to Observation 1.
Lemma 9.
There is a non-partial coloring σ with cost(σ) ≤ (1+O(ǫ))OPT that respects P .
Proof. Consider some optimal non-partial coloring σ * for V with cost(σ * ) = OPT. Now, for each clique A ∈ P V , iteratively apply Lemma 7 in order to transform σ * into a partial coloring σ that respects P A for each clique A ∈ P V . Consequently, σ also respects P = ∪ A∈P V P A . This iterative application is possible because of Property (3) in Lemma 7, since this property ensures that the levels of the intervals outside of A are not modified. Moreover, Property (1) ensures that finally cost(σ) ≤ OPT. However, the coloring σ computed in this way is partial, i.e., there are some intervals I ∈ V with i I (σ) = ∞. Let V ∞ := {I ∈ V | i I (σ) = ∞} be the subinstance of these intervals, and let σ ∞ be a coloring for these intervals with a minimum number of colors using the first-fit strategy. We can then turn σ into a non-partial coloring by adding all color classes C ∈ σ ∞ to σ with i C (σ) := m. This setting of i C (σ) is feasible, since m is the maximal level, and this does also not affect the fact that σ respects P .
To bound the cost increase of σ due to the additional color classes from σ ∞ , note that the number of color classes in σ ∞ is the maximum clique size in V ∞ , which is the maximal overlap of intervals max t∈R |V ∞ (t)|. However, for any position t ∈ R, we obtain the bound
The second line is due to the fact that each cluster contains exactly κ intervals. The third line is due to Property (4) in Lemma 7 and a simple rearrangment. Moreover, the inequality in the fourth line is due to Observation 1. Therefore, the cost of the additional color classes from σ ∞ is at most w m ǫ(4m 2 + 2m)ω = O(ǫ)OPT, since w m /w 1 is constant and we have the trivial lower bound OPT ≥ w 1 ω. We conclude that cost(σ) ≤ (1 + O(ǫ))OPT, which proves the claim.
Lemma 2. Combine Lemmas 8 and 9.
A Proof of Lemma 1
We repeat the proof from [15] in compressed form. First, it is easy to see that we can apply a geometric rounding step such that, for any α > 1, by losing an α-factor in the approximation ratio, we may assume that w i = α i−1 for each level i. We use this to adapt the well-known shifting technique of Hochbaum and Maas [12] . Assume that we are given an algorithm A for instances where m and w m /w 1 are constants. Let ǫ > 0, and assume that ǫm ≥ 1. Assume moreover that 1/ǫ and ǫm are integral.
Applying the shifting technique works as follows: select an integer 1 ≤ z ≤ 1/ǫ uniformly at random. Then decompose V into subsets V 0 , V 1 , . . . , V ǫm by defining V r := {I | (r − 1)/ǫ + z < i I ≤ r/ǫ + z} for each index 0 ≤ r ≤ ǫm. Since each such subset has only 1/ǫ many different levels, and the maximal interval weight is hence at most α 1/ǫ times the the minimal interval weight, we may apply algorithm A separately to all these subsets. This yields a sequence of respective colorings σ 0 , σ 1 , . . . , σ ǫm . Combining these coloring gives a coloring σ := ∪ ǫm r=0 σ r for the original interval set V . We assume here that, for each 0 ≤ r ≤ ǫm, the coloring σ r uses a distinct set of colors, and hence the number of colors in σ is the sum of the number of colors of all colorings σ 0 , σ 1 , . . . , σ ǫm . This brute-force ensures that we never get any conflicts due to merging color classes. Combining all this defines an algorithm A ′ for arbitrary m and w m /w 1 .
Note that this algorithm conversion can be straightforward derandomized by sampling all integers z with 1 ≤ z ≤ 1/ǫ, since there are only constant many. Combining this with the following lemma and the fact that α is constant proves Lemma 1.
Proof. Consider an optimal coloring σ * for V . We create a sequence of colorings
. . , σ * ǫm with distinct color sets for the respective interval subsets V 0 , V 1 , . . . , V ǫm as follows: for each color class C ∈ σ * and each integer r ≥ 0, add the color class 16
The first line is due to linearity of expectation, and the second line is due to the definition of the color classes C r for each classes C ∈ σ * . The third line is due to the simple fact that i Cr ≤ r/ǫ + z. The fourth line is due to the fact that the integer 1 ≤ z ≤ 1/ǫ is selected uniformly at random, and hence Pr [z = x] = ǫ for each fixed integer 1 ≤ x ≤ 1/ǫ. Moreover, note here that, for each level 1 ≤ i ≤ i C − 1, there is exactly one combination of integers 1 ≤ x ≤ 1/ǫ and r ≥ 0 with r/ǫ + x = i. Finally, the fifth line is due to the standard transformation of the geometric series.
Recall that A is a β-approximation algorithm. Using this, we obtain that
which proves the claim. The first line is due to linearity of expectation and the fact that cost(σ r ) ≤ βcost(σ * r ) for each 0 ≤ r ≤ ǫm. Moreover, the second line is due to linearity of expectation and Inequality (1).
B Proof of Lemma 7
In order to construct σ ′ from σ, we initially add all color classes C ∈ σ with C ∩ A = ∅ to σ ′ , and we set i C (σ ′ ) := i C (σ). Clearly, since none of these color classes contains an interval of A, they trivially respect P A , and hence Property (1) in Lemma 7 is satisfied. Moreover, by the setting of i C (σ ′ ), Property (3) does clearly hold for any interval contained in such a color class. Finally, since we can pay for these color classes in σ ′ by the same color class in σ, we will finally have that these color classes are not critical for Property (2) .
By the arguments in the last paragraph, we see that the only color classes C ∈ σ we have to take care of are the ones with C ∩ A = ∅. Our strategy is to recombine these color classes such that they respect P A . Specifically, for an interval I ∈ A, let C I ∈ σ be the color class with I ∈ C I . Note that we require in Lemma 7 that i I (σ) < ∞ for each interval I ∈ A, and hence each such interval is contained in a color class. Let then C ′′ is a set of pairwise disjoint intervals. Any interval I ∈ A which is not recombined in this way will not be included in a color class in σ ′ , and hence we get i I (σ ′ ) = ∞ in the end. Therefore, in order to satisfy Property (4) in Lemma 7, our goal is to do this recombination such that the number of such intervals is minimized.
Example. Consider the two color classes C I ′ and C I ′′ in Subfigures 4(a) and 4(b), respectively. We have that I ′ ≺ I and I ′′ ≻ I for the interval I depicted in Subfigure 4(c).
Hence, we obtain that the recombination C Let nowB 1 ,B 2 ,B 3 , . . . be the superclusters inP A in the order they have been inductively created. Moreover, for each j, let P j A := {B ∈ P A | B ⊆B j } denote the set of all clusters in P A which are contained in superclusterB j . Slightly abusing our notation, Figure 4 : Recombining color classes.
we abbreviate P j = P j A for each j, and moreover A odd = ∪ j:j oddBj , A even = ∪ j:j evenBj , P odd = ∪ j:j odd P j , and P even = ∪ j:j even P j .
We will separately recombine the color classes C ∈ σ with C ∩ A odd = ∅ and the ones with C ∩ A even = ∅. However, since both recombinations can be done analogously, we only consider the former case, but we will finally show how to combine both cases. We first need to introduce the notion of a cluster matching and some technical consequences.
B.1 Cluster Matchings
Consider a set of clusters P ′ odd ⊆ P odd . We call a partial function M which maps some of the clusters in P For such a cluster matching M of a set of clusters P ′ odd , let then |M| ≤ |P ′ odd | denote the number of clusters in P ′ odd for which M is defined. To recombine color classes, we need two technical lemmas, whose proofs are deferred to the end of this section.
Lemma 11. For each odd j, there is a cluster matching M j R of P j such that
For each odd j, let then M j R be the cluster matching of P j as described in Lemma 11, and let P ′j be the set of clusters B ∈ P j for which M j R (B) is defined. Then combining the cluster matchings M j R gives a cluster matching M R of P ′ odd := ∪ j:j odd P ′j . We use this cluster matching in the following lemma.
Lemma 12. There is a cluster matching
Hence, these lemmas provide us with two cluster matchings M L and M R of P odd .
B.2 Recombining Color Classes
Using the cluster matchings M L and M R , we recombine color classes in two steps.
Step 1 correct. This property moreover ensures that σ ′ respects P A , which gives Property (1) in Lemma 7. We finalize this construction with the following step.
Step 2 
Step 1, then also a right part part C R I ′′ with I ′′ ∈ A odd and i I ′′ (σ) = i ′ is recombined. Therefore, since we initially have that the number of such left parts equals the number of such right parts, this ensures that the number of such left parts still equals the number of such right parts after Step 1. Therefore, we can perfectly match the remaining parts as described in Step 2 such that all parts are finally recombined. Using the same arguments, for each level i ′ ≥ i A , we also see that the number of color classes C with i C (σ ′ ) = i ′ we add to σ ′ during Steps 1 and 2 is at most the number of color classes C ∈ σ with C ∩ A odd = ∅ and i C (σ) = i ′ .
So far we only considered odd j. However, since the situations are symmetric, all the arguments above can be also used for all even j if we switch M L and M R . Therefore, assume that we proceeded analogously for σ ′ and P even . Consequently, since then σ ′ respects P odd and P even , we obtain that σ ′ also respects P A = P odd ∪ P even , which gives Property (1) in Lemma 7. Moreover, since A = A odd ∪ A even and we finally have for each i ′ ≥ i A that the number of color classes C ∈ σ ′ with i C (σ ′ ) = i ′ and C ∩ A = ∅ added during Steps 1 and 2 is at most the number of color classes C ∈ σ with i C (σ) = i ′ and C ∩ A = ∅, we find that we can pay for the former color classes in σ ′ by the latter ones in σ. This shows that cost(σ ′ ) ≤ cost(σ), and hence Property (2) in Lemma 7 holds as well. Moreover, Property (3) in Lemma 7 is due to the policy we only recombine color
Finally, to show Property (4) in Lemma 7, we need to count the clusters B ∈ P A for which M L (B) and M R (B) are not defined, since these are ones with i B (σ ′ ) = ∞ due to the construction of σ ′ . First, we know from Property (1) in Lemma 11 that, for every odd j, there are at most m many clusters B ∈ P j for which M R (B) is not defined. The same holds for all even j if we proceed analogously and switch M L and M R . Therefore, in combination with Lemma 6, we find that this results in at most m · 2(1 + |A(t)|/κ) many such clusters B with B ∈ P A (t).
However, there are some clusters for which M R (B) is defined, but not M L (B). Note that by Property (1) in Lemma 12 there are at most m/ǫ many such clusters in P odd . Moreover, the same holds for P even if we proceed analogously and switch M L and M R . Hence, we obtain 2 · m/ǫ many such clusters for both cases. Summing all this up gives that there are at most 2m(1 + 1/ǫ + |A(t)|/κ) many clusters B ∈ P A with i B (σ ′ ) = ∞, which proves Property (4) of Lemma 7. This completes the proof of Lemma 7.
B. It is not clear that we can select the interval set X in the described way during each iteration. However, if possible, then we immediately obtain that M j R is a cluster matching with |M (2) is also satisfied. Therefore, we only need to argue that we can indeed select the sets X in the described way. But this is ensured by the pigeonhole principle, since this principle provides that ∪ This scheme shows that the pigeonhole principle ensures that we can find the claimed set X in each iteration. 
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Lemma 12. Consider some fixed level i ′ ≥ i A , and let Z i ′ be the set of all clusters B ∈ P ′ odd with i I (σ) = i ′ for each interval I ∈ M R (B). Recall here that M R (B) is defined for each cluster B ∈ P ′ odd . Now partition the clusters in Z i ′ into chains of the form B 1 , B 2 , . . . , B s ⊆ Z i ′ such that it holds for any pair B l , B l ′ with 1 ≤ l < l ′ ≤ s that j < j ′ for the odd indices j and j ′ with B l ∈ P j and B l ′ ∈ P j ′ , respectively.
Example. Consider the three superclustersB 1 ,B 3 ,B 5 in Figure 6 . Recall thatB 1 ≺ B 3 ≺B 5 , as schematically depicted in this figure. We also illustrate two chains in this figure, B 1 , B 2 any interval pair I ∈ M L (B r ) and I ′ ∈ M R (B r ), which gives Property (3) in the claim of the lemma. Moreover, sinceB 1 ≺B 3 ≺B 5 ≺ . . ., we also obtain Property (2). To finally obtain Property (1), note that there is only one cluster in every chain for which M L (B) is not defined, the first one. Consequently, since there are 1/ǫ chains, M L (B) is defined for all clusters B ∈ Z i ′ except 1/ǫ many. This covers only the clusters in Z i ′ , but summing this up for all m levels gives that M L (B) is defined for all clusters B ∈ P ′ odd except m/ǫ many, which gives Property (1). This completes the proof of the lemma.
