Abstract: We seek statistical methods to study the occurrence of multiple rain types observed by satellite on a global scale. The main scientific interests are to relate rainfall occurrence with various atmospheric state variables and to study the dependence between the occurrences of multiple types of rainfall (e.g. short-lived and intense versus long-lived and weak; the heights of the rain clouds are also considered). Commonly in point process model literature, the spatial domain is assumed to be a small, and thus planar domain. We consider the log-Gaussian Cox Process (LGCP) models on the surface of a sphere and take advantage of cross-covariance models for spatial processes on a global scale to model the stochastic intensity function of the LGCP models. We present analysis results for rainfall observations from the TRMM satellite and atmospheric state variables from MERRA-2 reanalysis data over the tropical Eastern and Western Pacific Ocean, as well as over the entire tropical and subtropical ocean regions. Statistical inference is done through Monte Carlo likelihood approximation for LGCP models. We employ covariance approximation to deal with massive data.
INTRODUCTION
Despite tremendous efforts by researchers to understand the global atmospheric circulation and climate, state-of-the-art climate models, that is General Circulation Models (GCMs), still exhibit pervasive biases. For example, climate models used for understanding the human influence on climate change, namely the Coupled Model Intercomparison Project phase 3 and 5 models (CMIP3 and CMIP5, respectively), show only a slight improvement in terms of their representation of rainfall (Flato, G. et al. 2013) . Accurate understanding of rainfall distribution over space and time is crucial, as it is not just a matter of local rainfall but entails the forcing of atmospheric circulations around the globe (Hartmann, Hendon, and Houze Jr. 1984; Schumacher, Houze Jr., and Kraucunas 2004) and the sensitivity to anthropogenic climate change (Sherwood, Bony, and Dufresne 2014) . Poor rainfall representation in models also degrades the simulation of tropical phenomena such as the Madden-Julian Oscillation (MJO) and El Niño that contribute to atmospheric predictability (Hung et al. 2013; Zhu et al. 2017) . Over the last 19 years, high quality measurements of rainfall over the tropics and extratropics have become available via NASA's Tropical Rainfall Measurement Mission (TRMM; Kummerow, Barnes, Kozu, Shiue, and Simpson 1998) and the Global Precipitation Measurement (GPM; Hou et al. 2014 ) mission satellites. These high quality data sets help provide us better understanding of rainfall characteristics around the globe, which can help improve climate model simulations of rainfall. The radars onboard the TRMM and GPM satellites provide rainfall occurrence and amount for three different types of rain, namely stratiform, deep convective, and shallow convective. Each of these rain types have different properties in terms of intensity, duration, and height in the atmosphere and are further described in Section 2.1. Little work has been done in developing flexible statistical models and methods to understand how rainfall happens, let alone how different rain types are characterized and interact with each other. Many statistical studies regarding rainfall focus on relatively small regional domains (e.g., Seo 1998; Frei and Schar 2001; Cowpertwait, Isham, and Onof 2007; Sun and Stein 2015) . Also most of these studies focus on the rainfall data itself, with less focus on understanding how rainfall is related to atmospheric state variables such as temperature and humidity. These state variables have strong physical connections to rainfall amounts and rain types (e.g., Johnson, Rickenbach, Rutledge, Ciesielski, and Schubert 1999; Bretherton, Peters, and Back 2004; Ahmed and Schumacher 2015) , and statistical modeling of these connections can shed light on the processes that control rainfall occurrence and strength. This underscores the need to develop flexible statistical models to understand not only how each rain type occurs but also the joint distributional structure for these three different types of rainfall. Statistical methods for point processes are concerned with arrangements (or patterns) of points in a random set (temporal, spatial or spatio-temporal domain). There are numerous types of data that come as point patterns in physical, environmental, and biological applications. Statistical methods for spatial (or spatio-temporal) point patterns have been developed for various aspects of the analyses, such as stochastic models and methods (Møller, Syversveen, and Waagepetersen 1998; Schlather, Ribeiro, Jr., and Diggle 2004) , model fitting and inference (Diggle 1985; Guan 2006; Waagepetersen and Guan 2009) , and goodness-of-fit methods for the statistical models (Guan 2008) . Various point process models have been used in a wide variety of applications (Schoenberg 2003; Diggle, Rowlingson, and Su 2005; Peng, Schoenberg, and Woods 2005; Zammit-Mangion, Dewar, Kadirkamanathan, and Sanguinetti 2012) . Diggle (2014) as well as Møller and Waagepetersen (2004) provide nice overviews of the field with further references. In statistical modeling of spatial point patterns, a Poisson process often serves as a building block for more complex models. When the intensity function of a Poisson process is constant over the spatial domain we call it a homogeneous Poisson process, and when it varies over space we call it an inhomogeneous Poisson process. Spatial point pattern data in most real applications are not suitable for being modeled with homogeneous Poisson process models due to the models' obvious limitations of spatially constant intensity functions. One prominent approach for dealing with inhomogeneous spatial point patterns is through the so-called Cox process (or "doubly stochastic" process, Cox 1955) . A spatial Cox process in a planar domain, D ⊂ R 2 , is defined via the following two properties:
1. {Λ(x) : x ∈ D} is a non-negative-valued stochastic process 2. conditional on {Λ(x) = λ(x) : x ∈ D}, the event from an inhomogeneous Poisson process with intensity function λ(x).
A Cox process is particularly suitable for inhomogeneous Poisson processes with intensity functions that vary over space, which is usually the case for environmental applications.
Chapter 25 of Gelfand, Diggle, Fuentes, and Guttorp (2010) states that Cox processes provide natural models when the point process in question arises as a consequence of environmental variation in intensity that cannot be described completely by available explanatory variables. A particular kind of Cox process, the log-Gaussian Cox process (LGCP), is defined with log{Λ(x)}, a Gaussian spatial random field (Møller et al. 1998 ).
LGCP models are effective and convenient in the sense that we can exploit the rich literature on spatial and spatiotemporal models for Gaussian random fields in geostatistics (Diggle, Moraga, Rowlingson, and Taylor 2013) . In particular, stationary and nonstationary parametric mean and covariance functions, which have been developed in the geostatistical literature for both univariate and multivariate settings for spatial and spatio-temporal processes (e.g., Cressie and Huang 1999; Gneiting 2002; Stein 2005b; Apanasovich and Genton 2010; Gneiting, Kleiber, and Schlather 2010; Jun 2014) can be used to model the stochastic intensity function. On the other hand, in the literature on multivariate point patterns with a multivariate stochastic intensity function, cross-covariance structures of the stochastic intensity functions have been quite limited. Suppose Λ = (Λ 1 , . . . , Λ m ) denotes the multivariate stochastic intensity function. Diggle (2014, p. 126) lets Λ 1 (x) = ξ · Λ 2 (x) (ξ > 0) for a bivariate case, which is too restrictive. Møller and Waagepetersen (2004) use a Linear Model of Coregionalization (Gelfand, Schmidt, Banerjee, and Sirmans 2004) , which essentially writes each process as a linear combination of several common independent processes. Traditionally, most of spatial point process models were not developed for spherical domain.
Common application examples for point processes in the literature concern spatial domains with sizes as small as an agricultural field or a small forest area, and the application domains are at most the size of a country (e.g., Schoenberg 2003; Diggle et al. 2005; Shirota and Gelfand 2017) . Recently, there have been developments in point pattern modeling on a global scale. Robeson, Li, and Huang (2014) discussed how Ripley's K-function needs to be adjusted on spheres. Lawrence, Baddeley, Milne, and Nair (2016) discussed estimation and modeling of the K-function on spheres and applied Thomas process models on spheres to galaxies data set. Møller, Nielsen, Porcu, and Rubak (2018) developed Determinantal point process models on spheres. However, as far as the authors are aware, there has been little work on the LGCP models on a global scale, despite recent rapid developments on methods and models for geostatistical (continuous) spatial data on spheres (e.g., Heaton, Katzfuss, Berrett, and Nychka 2014; Jun 2014; Jeong and Jun 2015; Guinness and Fuentes 2016; Porcu, Bevilacqua, and Genton 2016, see Jeong, Jun, and Genton (2017) for a review with more references). Diggle et al. (2013) list a series of application examples for LGCP models and all of these are assumed to be defined on R 2 . An R package, lgcp (Taylor, Davies, Rowlingson, and Diggle 2015) , which provides a nice tool box for LGCP, does not consider cases for spatial patterns on a global scale. Our scientific interests, in this paper, are in understanding of the spatial patterns of rainfall occurrences for three rain types and how they are related to various atmospheric state variables. We present analysis of multivariate point patterns on a global scale through multivariate LGCP models. The nonstationary nature of occurrences of multiple rain types is dealt with by incorporating atmospheric state variables in the mean structure of the log of the stochastic intensity functions. The cross-covariance structure of multivariate (log) intensity functions for the three rain types is modeled by multivariate Matérn covariance function. We employ a Monte Carlo approximation of likelihood function for parameter estimation with the help of covariance approximation to deal with massive data.
Although the rainfall data we use in this work is given on a gridded domain, we treat locations of grid points with rainfall as point patterns, rather than a lattice. This is reasonable given the high spatial and temporal resolution (we consider 0.5 degree, 6 hourly data) and the fact that global climate data is commonly a gridded product. In fact the data sets we use in this paper are originally from satellite and they are post processed on a high-resolution gridded domain. Rain pattern data have been analyzed using point process models in the literature. For instance, Cowpertwait et al. (2007) and Kaczmarska, Isham, and Onof (2014) applied point process models to deal with fine scale structure of rainfall process, although they focused on the temporal aspect of rainfall process. Cowpertwait (2010) applied a spatiotemporal point process model for rainfall processes over the Rome region, Italy. The rest of the paper is organized as follows. Section 2 describes the data used for the analysis. Details in statistical models, inference, along with computational techniques for handling large data are given in Section 3. Section 4 provides analysis results for modeling three rainfall types. The paper is concluded with some remarks in Section 5.
DATA

Rainfall data
The TRMM satellite (Kummerow et al. 1998 ) operated from late 1997 to early 2015 and yielded almost 17 years of continuous high-resolution measurements of the 3-dimensional structure of tropical and subtropical rainfall using its precipitation radar (PR). The PR had a footprint of 5 km at nadir and a 240 km swath width (these values were 4.3 km and 215 km before the 2001 altitude boost). About 2 million rain measurements were produced per day. The GPM satellite (Hou et al. 2014 ) has been operating since 2014 and has begun providing this information with the dual frequency precipitation radar (DPR) into the extratropics. • grid will be visited by the PR 1-2 times per day at most (and often not at all) during a 6-hour period. The PR makes observations over both land and ocean, but we focus only on the ocean portions of the domain because rain type occurrence over land is strongly related to topography and the diurnal cycle of the sun (Ahmed and Schumacher 2017) , thus complicating the statistical models. The three rain types of interest are: deep convective (DC), shallow convective (SC), and stratiform (Str). Deep convection is associated with strong, intermittent rain and constitutes a large portion of rainfall over tropical land and oceans and the extratropical storm tracks. Stratiform cloud systems are associated with weaker, widespread rainfall that can either form as a result of deep convective clouds, as is common in tropics, or from large-scale lifting as found in fronts at higher latitudes (Houze Jr. 2004) . Convective rain in general can be separated into shallow and deep, where all of the shallow convective rain forms from warm rain processes and cloud tops do not exceed the 0 • C height level (Schumacher and Houze Jr. 2003) . Deep convective cloud tops often exceed 10 km and cold rain processes play an important role in overall intensity and rain production. Shallow convection often occurs outside of the heavy rain regions in the tropics, unlike deep convection. All three rain types are differentiated in the PR observations using texture and height information (Awaka, Iguchi, Kumagai, and Okamoto 1997; Funk, Schumacher, and Awaka 2013) . 
Atmospheric state variables
The atmospheric state variables that will help describe the rainfall distributions are generated by a global climate model that assimilates data to provide a dynamically consistent set of fields constrained by observations. We use NASA's Modern-Era Retrospective analysis for Research and Applications, Version 2 (MERRA-2; Molod, Takacs, Suarez, and Bacmeister 2015) . We use 6-hourly data at 2/3 • × 1/2 • horizontal grid resolution. The reanalysis fields utilized are temperature, humidity, horizontal winds, and surface latent heat flux. These variables are interpolated to a common horizontal grid with 0.5 • spatial resolution to match the spatial resolution of the gridded TRMM rainfall data every 6 hours. Care is taken to preserve the predictive temporal relationships (for instance, if atmospheric state variables are observed at time 00 UTC, then rainfall data is accumulated from 00 UTC to 06 UTC). This permits the attribution of causal interpretations to any statistical relationships that are identified. Some atmospheric state variables, such as temperature, humidity, and horizontal winds, are given for multiple vertical levels from the reanalysis. One of the main scientific interests in this paper is to relate the vertical profile of these state variables with the rainfall data near the surface. Atmospheric scientists often use a technique called Empirical Orthogonal Function (EOF) decomposition. This is essentially the same as Principal Component (PC) analysis and each EOF is a vector of weights (or loadings) for each level of a PC. That is, let t(s, h) denote the temperature value at spatial location s and vertical height (i.e. pressure) h, and temperature is observed at r pressure levels, h 1 , . . . , h r . If ith PC (i = 1, . . . , r) is expressed as t i (s) = a 1 t(s, h 1 ) + · · · a r t(s, h r ), the corresponding EOF, E i (s), is given by (a 1 , . . . , a r ). Figure 3 shows first three EOFs of temperature (corresponding to t 1 , t 2 , t 3 ), humidity (q 1 , q 2 , q 3 ), zonal (east-west) winds (u 1 , u 2 , u 3 ) and meridional (north-south) winds (v 1 , v 2 , v 3 ) over the Eastern Pacific (EP) and Western Pacific (WP) domains from Figure 1 . Particular features of note are the differing heights and depth of the inversion (i.e. when temperature increases with height) at low levels in each temperature profile, the strong drying or moistening at mid levels in the humidity profiles, and the strength and direction of the winds near the surface and in the upper atmosphere. Negative zonal values indicate easterly winds (i.e., winds from the east) and positive zonal values indicate westerly winds (i.e., winds from the west). Similarly, negative meridional values indicate northerly winds (or winds from the north) and positive meridional values indicate southerly winds (or winds from the south). Temperature inversions are generally detrimental to convection unless they can be broken through (e.g., by daytime surface heating) allowing convection to attain great strength. A dry mid atmosphere is considered detrimental to both deep convective and stratiform rain, but is commonly associated with shallow convection (e.g., Jensen and Genio 2006) . The relationship between wind and rainfall is often linked to the change of wind speed and/or direction with height (i.e., wind shear), which is further discussed below. Additional horizontally-varying state variables considered in the study are three definitions of vertical wind shear (ls, dp, and dds), surface latent heat flux (lh), and latitude (lat). If u[z] and v[z] denote zonal and meridional wind speeds at pressure level z, then shear variables are defined in the following way:
where 900 denotes the 900 mb pressure level and so on. The three vertical shear variables are meant to highlight different mechanisms in the atmosphere that promote convective and stratiform rain production. For example, low-level shear typically helps initiate convective cells (Rotunno, Klemp, and Weisman 1988) , while deep shear is thought to assist the formation of stratiform rain regions (Li and Schumacher 2011) . Deep directional shear represents situations when low-level zonal winds are going the opposite direction of the upper level zonal winds, which would cause the low-level convective cloud bases to rapidly move in a different direction than any upper level cloud, potentially impacting the occurrence of deep convective and stratiform rain.
STATISTICAL METHOD
The statistical challenges for this work come from the following: (i) multivariate spatial point patterns, (ii) point pattern models on a global scale, (iii) statistical inference for such point pattern models, and (iv) computational difficulties due to large number of data points.
LGCP model for multivariate point patterns on a sphere
Suppose X is a spatial point pattern on the surface of a sphere, S 2 ⊆ R 3 and Y is a Gaussian random field on S 2 . Let the mean and covariance function of Y be
for s, s 1 , s 2 ∈ S 2 . We assume Y is a log-Gaussian Cox process driven by Λ = exp(Y ).
Depending on the structure we give to m and C, the resulting LGCP may have various properties. For example, one might give a simple structure by assuming m(s) = µ and C(s 1 , s 2 ) = C 0 (d 12 ) with d 12 a great circle distance between s 1 and s 2 on S 2 . Note that Chakraborty, Gelfand, Wilson, Latimer, and Silander (2011) used this structure except they did not assume a sphere as their spatial domain. On the other hand, one might assume that the mean structure of Y varies over the surface of a sphere with an isotropic covariance structure for Y , or assume a constant mean structure but a nonstationary covariance structure for Y . For the application in this paper, we utilize atmospheric state variables (described in Section 2.2) to account for the nonstationary mean structure of the log of the intensity process, Y i (i = 1, 2, 3 for each rain type). Further, the natural clustering of points for the locations of rainfall will be dealt with through an isotropic Matérn covariance model. Indeed, we use the parsimonious version of the Matérn covariance model originally introduced by Gneiting et al. (2010) . We not only are able to estimate the contribution of each state variable to the occurrence of rainfall for each type, but are able to estimate the cross-correlation of pairs of rain types through this multivariate LGCP model. Although the multivariate Matérn models originally introduced by Gneiting et al. (2010) are not developed for processes on spheres, recently Gneiting (2013) (for univariate) and Porcu et al. (2016) (for multivariate) showed conditions on parameters to ensure positive definiteness of multivariate Matérn model on spheres. There are total of 6 smoothness parameters for the Matérn model used for this application: ν i and ν ij for i, j = 1, . . . , 3. We fix all of them equal to 0.5, and the resulting model satisfies the condition for positive definiteness according to Porcu et al. (2016) . We could extend the model further by employing a nonstationary covariance function for modeling Y i 's, such as models introduced in Stein (2005a) and Jun (2014) .
Monte Carlo likelihood approximation
Commonly, statistical inference for point process models is done through either a momentbased method or likelihood. The commonly used moment-based method, called minimum contrast, finds parameter estimates by minimizing the squared difference between the empirical and theoretical versions of Ripley's K-function. See chapter 19 of Gelfand et al. (2010) for more details. Recently, Robeson et al. (2014) pointed out that the K function needs to be adjusted for point patterns on spheres. Nevertheless, similar to the least squares method for variogram estimation, moment-based methods for inference for point pattern models are known to be less efficient compared to likelihood-based methods (Diggle 2014) . The likelihood for a LGCP model with data X = {x i ∈ A : i = 1, . . . , n} defined on a spatial domain W is given as (Diggle et al. 2013 )
with
The main obstacle in performing maximum likelihood estimation for LGCP models has been that the evaluation of (1) involves integration over the infinite-dimensional distribution of Λ. For a given realization of Λ, the integral term in (2) on the surface of a sphere adds further computational complication.
A natural alternative to integrating the likelihood function over the stochastic intensity function (i.e., calculating the expected value with respect to the stochastic likelihood function in (1)) is through Monte Carlo approximation. That is, the expectation is approximated by an empirical average over a simulated realization. For simulated realizations of Λ, λ (j) = {λ (j) (s k ) : k = 1, . . . , N }, j = 1, . . . , s, with a finite "grid" points s 1 , . . . , s N that cover the spatial region of interest, one may approximate (1) with
Here, we need to consider finite grid points since we cannot simulate random fields continuously over space. The accuracy of the approximation in (3) 
Covariance approximation
Suppose one needs to simulate a Gaussian random field over s 1 , . . . , s N for s many times. Let Y = {Y (s 1 ), . . . , Y (s N )} ∼ N (µ, Σ) with Σ an N × N covariance matrix. For computationally efficient simulation of a large number of Gaussian random fields over a large number of locations (that is, large N ), we will use the idea of a predictive process (PP) model (Banerjee, Gelfand, Finley, and Sang 2008) in a non-Bayesian context. PP models have been proven to provide computationally efficient tools for dealing with Gaussian random fields observed over a large number of spatial locations. However, their weakness in dealing with small-scale spatial variations has also been observed (e.g., Sang, Jun, and Huang 2011; Stein 2014 ). We will use a modified version of PP proposed in Sang et al. (2011) and Sang and Huang (2012) to account for the large-scale, as well as small-scale, variation of each Gaussian random field. We approximate Σ by
a part resulting from a PP model and an approximated remainder. Here, we introduce a set of knots, u 1 , . . . , u m , for m << N that cover the entire domain. Then, R = Var{Y(u)}, u = {u 1 , . . . , u m } and A = Cov{Y(s), Y(u)}, s = {s 1 , . . . , s N }. Furthermore, the "remainder" covariance matrix, Σ − AR −1 A T , after subtracting the covariance matrix for a PP model, is approximated by the "block independent" adjustment (c.f. adjustment using taper functions as in Sang and Huang (2012) ). That is, the remainder matrix is approximated by a block diagonal matrix, denoted by V.
We then simulate multiple Gaussian random fields based on the approximation in (4). LetS be a s × N matrix with s being many simulated random fields over N locations, S 0 a s × m matrix with elements from iid N (0, 1), and S 1 a s × N matrix with elements from iid N (0, 1) (each element in S 1 is independent of elements in S 0 ). Then, we writẽ
where B = (U −1 R ) T A T , and U R and U V are upper triangular matrices resulting from Cholesky decomposition of R and V, respectively (that is, R = U T R U R and V = U T V U V ). To find B, instead of inverting U R , we use
and solve for B efficiently using forward solve algorithm. The Cholesky decomposition of V can also be done efficiently accounting for the fact that V is a block diagonal matrix. That is, one needs to perform multiple Cholesky decomposition of each block of V to reduce computation significantly. See Appendix for a short proof to show that the covariance matrix of each column ofS T equals the approximation of Σ given in (4).
APPLICATIONS
We use TRMM satellite radar data as well as MERRA-2 atmospheric state variable data for June 2003 as described in Section 2. Understanding rain distributions during the summer months in the tropical Pacific is especially important because of the strength of the Intertropical Convergence Zone (ITCZ), a region of enhanced convection at the intersection of the trade winds, during these months and the overall importance of the tropical Pacific to the onset and evolution of El Niño events. We first consider rainfall data over the EP and the WP regions during the first two weeks of June (Section 4.1). Then we analyze the global data for the first week of June (Section 4.2). Each atmospheric variable is standardized so that its spatial mean equals zero and its standard deviation equals one. Let Y i be the log transformed intensity process for ith rain type (i = 1, 2, 3). For the mean structure of the log transformed intensity process, Y i , we write
For the covariance structure of Y = (Y 1 , Y 2 , Y 3 ), we use a trivariate version of Matérn covariance function (Gneiting et al. 2010; Porcu et al. 2016) . For model parsimony, we give a common spatial range parameter (β, in spherical distance) and focus on estimating the crosscorrelation between the three rain types (ρ ij , i, j = 1, 2, 3). Indeed, we tried to fit the model separately for each rain type and found that estimates for spatial range parameter (β) do not vary much across different rain types. Note that with common spatial range parameter, the full cross-covariance matrix reduces to a Kronecker product of 3 × 3 cross-covariance matrix and a univariate spatial correlation matrix, which is again, guaranteed to be positive definite.
EP vs WP
The EP region covers a longitude range from 180 • W to 100.25 • W and the WP region covers a longitude range from 130.25 • E to 180 • E (Figure 1 ). Both regions cover a latitude range of 15.25 • S to 15.25 • N. We set s = 10000 for the Monte Carlo approximation of likelihood (3)). We tried various values of s and the results did not change significantly as long as s is reasonably large (e.g., s ≥ 5000). Analytic calculation of the integral in (2) is not possible and thus the integral term is approximated by a Riemann sum (using 5000 many terms). Note that we do not use covariance approximation for this local analysis as we can afford to use full covariance matrix for the simulation of Gaussian random fields. We let N equal the total number of grid pixels for the TRMM data in the EP or WP region. Table 1 shows coefficient estimates for the atmospheric state variables for the log intensity processes. The best predictor for rain type occurrence is humidity, consistent with our physical expectation and previous statistical studies (e.g., Chen, Liu, and Mapes 2017) . In particular, the first humidity EOF (q 1 ) indicates a moister atmosphere throughout the depth of the troposphere, which is strongly conducive to rain production, especially DC and Str rain types. The second humidity EOF (q 2 ) indicates a drier mid-troposphere (e.g., 600-700 mb), which hinders deep convective cloud growth making it a better predictor for SC rain. The next best predictor for rain type occurrence is temperature. The second temperature EOF (t 2 ) is warm at low levels and then rapidly cools around 800 mb. This creates an unstable temperature profile that promotes a deep convecting atmosphere. The first temperature EOF (t 1 ) has a similar structure to t 2 except that it is warmer at low levels than upper levels and does not cool quite as rapidly at 800 mb. The third temperature EOF (t 3 ) indicates a strong inversion around 800 mb, which would damp convective cloud growth and explains the negative coefficients in Table 1 . These temperature EOFs are all good predictors for DC and Str but are weaker predictors for SC rain. More generally, SC rain tends to have weaker or (sometimes even opposite) relationship Table 1 . This result is physically consistent with the fact that stratiform rain forms from deep convection in the tropics, while shallow convective rain can occur outside of regions of deep convection. Table 2 further highlights these rain type relationships with cross-correlation values greater than or equal to 0.95 for Str and DC rain but negative or near zero for Str and SC rain. While the predictors related to wind, surface latent heating, and latitude have lower coefficients than temperature and humidity in Table 1 , they still provide information about rain type occurrence and its regionality. For example, zonal wind variations are better predictors in the EP, while low-level shear is a better predictor in the WP. Outside of temperature and humidity, latitude is the strongest predictor for SC rain. Table 2 also indicates similar spatial range (β, in spherical distance) between the two regions.
Figures 4 and 5 show map comparisons between the observed rain intensity and the estimated mean structure of the log intensity process for each rain type. In the EP, Str and DC are narrowly confined to the warm ocean regions north and south of the equatorial cold tongue, while SC is more spatially distributed (Figure 4 ). In the WP, rain occurrence for each type is more evenly distributed across the domain because of the generally warm waters in the western tropical Pacific ( Figure 5 ). Even though we only take occurrences of rain for each type and we did not take into account the actual rain intensity (or rain rate) in our analysis, overall spatial patterns of the observed rain intensity (left columns of the figures) and estimated mean log intensity (right columns of the figures) are strikingly similar. For both regions and all rain types, the original rain rate data is quite noisy and the estimated mean field for the log intensity process appears much smoother. This is because we only display the estimated mean field, as given in (6). 
Global analysis
We now perform a multivariate analysis for spatial point patterns for the three rain types over the entire TRMM domain.We consider TRMM PR data for June 1 to June 7 in 2003, as well as corresponding atmospheric state variables (note that EOFs are calculated again for the larger domain). Even with only one week of data, the number of grid pixels covered during the period is around 75,000 (and thus N ≈ 75, 000). Therefore, we need to approximate covariance matrices as described in Section 3.3. Similar to the local analysis in Section 4.1, we express the log intensity function of the LGCP as a linear combination of all the atmospheric state variables. We also use a parsimonious version of the trivariate Matérn covariance function similar to the EP/WP analysis. We let s = 400 for the Monte Carlo approximation of likelihood. For the full-scale approximation, we use m = 100 and let the size of each block matrix in V be equal to 100 × 100. The right columns of Tables 1 and 2 show estimated coefficients for the mean of log intensity process as well as covariance parameters for the log intensity process over the tropical and subtropical ocean regions. It is interesting to note that, while the estimated coefficients for EP and WP are similar, estimated coefficients for the global analysis are somewhat different.However, humidity and temperature remain the best predictors for all rain types and SC coefficients tend to be less than or of opposite sign than the Str and DC coefficients. Crosscorrelation estimates for the global analysis are similar to those from the local analysis. The likelihood function turns out to be quite flat for the spatial range parameter. Figure 2 reiterates the capability of the statistical analysis to accurately capture not only each rain type occurrence, but their rain rates as well.
CONCLUDING REMARKS
We demonstrated that LGCP models can be applied to local as well as global spatial point pattern data in a multivariate setting. We applied Monte Carlo approximations to log likelihood functions, and for the global analysis, we exploited covariance approximation methods to ease computational difficulties due to massive data. We were able to tease out scientifically interesting connections between rainfall occurrences and atmospheric state variables as well as cross-correlation between multiple rain type occurrence patterns.
We have shown that profiles of humidity and temperature, and even single-level variables, can predict the occurrence and intensity of rainfall in the tropics separated into deep convective, stratiform and shallow convective components. These three rain types are the building blocks of tropical cloud systems at multiple time and space scales (Mapes, Tulich, Lin, and Zuidema 2006) , so the ability to predict rain type characteristics from environmental observations using statistical models supports the feasibility of parameterization of organized convective systems in coarse-resolution climate models. Further, the strong link between deep convective and stratiform rain and their relationship to large-scale environment variables stresses the need to not isolate deep convection from other rain types when representing their occurrence in climate models. The fact that shallow convection often has an opposite signal compared to the deeper rain types suggests that convective cloud parameterizations need to be adapted to produce both shallow and deep convective rain (currently, GCMs only produce an aggregate convective rain category). We used fairly simple spatial covariance functions with common spatial correlation length scale (spatial range) as well as common smoothness for three rain types. We plan to employ more flexible spatial covariance functions, for instance, those that allow latitude dependence of marginal and cross-covariance structures and/or spatially varying smoothness (e.g., Jun 2014). Monte Carlo approximation of log likelihood functions require a large number of simulations of Gaussian random fields, and it naturally enables simple parallelization of the computing. For this work, we used 10 processors that were available for the authors for the parallel computing in R. But with much greater number of processors that will be available soon, we expect much more computationally efficient calculation of approximate likelihood in the near future.
Another future direction of this work is to consider rainfall occurrences as well as the actual rain intensity (or rain rate) data altogether. The actual rain intensity information can be incorporated especially in the covariance modeling of the log-Gaussian intensity function, or rainfall occurrences and rain intensity data altogether can be dealt with under a Marked point process framework. There may be point process models, other than the LGCP models considered in this pa-per, that may be suitable for modeling multivariate rainfall occurrences data. For instance, Neyman-Scott clustered point process on spheres used in Lawrence et al. (2016) could be extended to multivariate point patterns, and then be compared to the results using the LGCP models. We leave this as one of our future directions of research.
Proposition. ForS in (5), covariance matrix of vec(S T ) is a sN ×sN block diagonal matrix. Each block is of size N × N and equals the approximated version of Σ as in (4).
Proof. Note that elements of S 0 and S 1 are iid N (0,1). Take any row of S 0 B and denote it by r 0 (size 1 × N ). It is easy to see that r 0 = z 0 B, where z 0 is an 1 × m row vector whose elements are iid N (0,1). Therefore,
Now, take any row of S 1 U V and denote it by r 1 (size 1 × N ). Similarly to the above,
Therefore, the covariance matrix of a column vector ofS T equals to
