Abstract. The concepts of Feynman integrals in white noise analysis are used to construct the Feynman integrand for the harmonic oscillator in momentum space representation as a Hida distribution. Moreover it is shown that in a limit sense, the potential free case fulfills the conservation of momentum.
Introduction
The Feynman path integral is a very successfully applied object. Although the first aim of Feynman was to develop path integrals based on a Lagrangian, they also can be used for various systems which have a law of least action, see e.g. [10] . Since classical quantum mechanics is based on a Hamiltonian formulation rather than a Lagrangian one, it is worthwhile to take a closer look to the so-called Hamiltonian path integral, which means the Feynman integral in phase space. Feynman gave a heuristic formulation of the phase space Feynman Integral K(t, y|0, y 0 ) = N x(0)=y0,x(t)=y exp i S(x) 0<τ <t dp(τ ) (2π) d dx(τ ) (1.1)
in [11] . Here the action (and hence the dynamic) is expressed by a canonical (Hamiltonian) system of generalized space variables x and their corresponding conjugate momenta p. The canonical variables can be found by a Legendre-transformation, see e.g. [37] . The Hamiltonian action:
where H(x, p, t) = 1 2m
is the Hamilton function and given by the sum of the kinetic energy and the potential. Note that both integrals, the Feynman integral as well as the Hamiltonian path integral are thought to be integrals w.r.t a flat, i.e. translation invariant measure on the infinite dimensional path space. Such a measure does not exist, hence the integral in 1.1 is not a mathematical rigorous object. Nevertheless there is no doubt that it has a physical meaning. The Hamiltonian setting has many advantages such as e.g. :
• the semi-classical limit of quantum mechanics is more natural in an Hamiltonian setting, i.e. the phase space is more natural in classical mechanics than the configuration space, see also [2, 22] and the references therein.
• in [9] the authors state, that potentials which are time-dependent or velocity dependent should be treated with the Hamiltonian path integral.
• momentum space propagators can be investigated.
There are many attempts to give a meaning to the Hamiltonian path integral as a mathematical rigorous object. Among these are analytic continuation of probabilistic integrals via coherent states [22, 23] and infinite dimensional distributions e.g. [8] . Another approach by Albeverio et al. uses Fresnel integrals e.g. [2, 1] and most recently a method using time-slicing was developed by Naoto Kumano-Go [28] . As a guide to the literature on many attempts to formulate these ideas we point out the list in [2] . In this article we choose a White Noise approach to give a meaning to Hamiltonian integrands in momentum space representation as distributions of White Noise Analysis. White Noise Analysis is a mathematical framework which offers generalizations of concepts from finite-dimensional analysis, like differential operators and Fourier transform to an infinitedimensional setting. We give a brief introduction to White Noise Analysis in Section 2, for more details see [17, 3, 18, 34, 30] . Of special importance in White Noise Analysis are spaces of generalized functions and their characterizations. In this article we choose the space of Hida distributions, see Section 2. The idea of realizing Feynman integrals within the White Noise framework goes back to [19] . As ansatz for the Feynman integrand in configuration space one has
where x(t) = y 0 + B t is a Brownian path starting in y 0 . In equation (1.2) the first integral in the exponential represents the kinetic energy and the second integral the compensation of the Gaussian fall-off. The delta function (Donsker's Delta) pins the paths at the end time point in the end point. The normalized exponential as well as the delta function exists as well-defined objects in the space of Hida distributions. With this concept many authors constructed the Feynman integrand for a large class of Lagrange functions and thus the Feynman integral as generalized expectation of the integrand w.r.t. the Gaussian measure see e. g. [4] , [6] , [7] , [15] , [18] , [21] , [29] , [32] , [38] , [20] . In [5] the concepts from [16] are used to give a mathematical rigorous meaning to the Hamiltonian path integrand as a Hida distribution in the case of non-velocity dependent potentials.
In momentum space representation we know about the initial and the end momenta, it is clear by Heisenberg uncertainty principle that we have no certain information about the corresponding space variables. This means we model the momentum trajectories as a Brownian fluctuation starting in the initial momentum p 0 .
Furthermore the space variable is modeled by white noise, i.e.
This is a meaningful definition, since a path has always start and end points which a noise does not have. Moreover since we have that if the initial and end conditions of the momenta are fully known, the space variable is completely uncertain, which means has variance infinity. The white noise process is intrinsically fulfilling the no boundary condition property and has as well infinite variance. The Hamiltonian path integral for the momentum space propagator is formally given by, see e.g. [25] 
This path integral can be obtained by a Fourier transform of the coordinate space path integral in both variables, see e.g. [24] . Then we propose the following formal ansatz for the Feynman integrand in Phase space with respect to the Gaussian measure µ,
In this expression the sum of the first and the third integral is the action S(x, p) in momentum representation, and the Donsker's delta function serves to pin trajectories to p ′ at time t. The second integral is introduced to simulate the Lebesgue integral by compensation of the fall-off of the Gaussian measure in the time interval (t 0 , t). Furthermore, as in Feynman's formula we need a normalization which turns out to be infinity and will be implemented by the use of a normalized exponential as in Chapter 2.9. We use the concepts of quadratic actions in white noise analysis, which were further developed in [16] and [5] to give a rigorous meaning to the Feynman integrand I V in 1.6 as a White Noise distribution. The construction is done in terms of the T -transform (infinite-dimensional version of the Fourier transform w.r.t a Gaussian measure), which characterizes Hida distributions, see Theorem 2.4. At the same time, the T -transform of the constructed Feynman integrands provides us with their generating functional. Finally using the generating functional, we can show that the generalized expectation (generating functional at zero) gives the Green's function to the corresponding Schrödinger equation.
Note that both integrals, the Feynman integral as well as the Hamiltonian path integral are thought to be integrals w.r.t a flat, i.e. translation invariant measure on the infinite dimensional path space. Such a measure does not exist, hence the integral at first -as it stands -is not a mathematical rigorous object. The normalization constant in both integrals turns out to be infinity. Nevertheless there is no doubt that it has a physical meaning.
2. White Noise Analysis 2.1. Gel'fand Triples. Starting point is the Gel'fand triple 
we have that S d (R) is a countably Hilbert space in the sense of Gel'fand and Vilenkin [13] . We denote the inner product and the corresponding norm on H p by (·, ·) p and · p , respectively, with the convention H 0 = L 2 d (R). Let H −p be the dual space of H p and let ·, · denote the dual pairing on
is the inductive limit of the increasing chain of Hilbert spaces (H −p ) p∈N , see e.g. [13] . We denote the dual pairing of S d (R) and
We also use the complexifications of these spaces denoted with the sub-index C (as well as their inner products and norms). The dual pairing we extend in a bilinear way. Hence we have the relation
where the overline denotes the complex conjugation.
White Noise Spaces. We consider on S
by the theorem of Bochner and Minlos, see e.g. [33] , [3, Chap. 2 Theo. 1. 11]. The space
is the basic probability space in our setup. The central Gaussian spaces in our framework are the Hilbert spaces (
, µ) of complex-valued square integrable functions w.r.t. the Gaussian measure µ. Within this formalism a representation of a d-dimensional Brownian motion is given by 
Here (S) denotes the space of Hida test functions and (S)
′ the space of Hida distributions. In the following we denote the dual pairing between elements of (S) and (S)
′ by ·, · . Instead of reproducing the construction of (S) ′ here we give its characterization in terms of the T -transform.
Definition 2.1. We define the T -transform of Φ ∈ (S) ′ by
(ii) For f = 0 the above expression yields Φ, 1 , therefore T Φ(0) is called the generalized expectation of Φ ∈ (S) ′ .
In order to characterize the space (S) ′ by the T -transform we need the following definition.
has an analytic continuation to λ ∈ C (ray analyticity). U2. There exist constants 0 < C, D < ∞ and a p ∈ N 0 such that
This is the basis of the following characterization theorem. For the proof we refer to [35, 26, 18, 27] .
′ if and only if it is a U-functional.
Theorem 2.4 enables us to discuss convergence of sequences of Hida distributions by considering the corresponding T -transforms, i.e. by considering convergence on the level of U-functionals. The following corollary is proved in [35, 18, 27] .
(ii) There exist constants 0 < C, D < ∞ such that for some p ∈ N 0 one has
′ to a unique Hida distribution.
Example 2.6 (Vector valued white noise). Let B(t), t ≥ 0, be the d-dimensional Brownian motion as in (2.1). Consider
Then in the sense of Corollary 2.5 it exists
Of course for the left derivative we get the same limit. Hence it is natural to call the generalized process δ t , ω , t ≥ 0 in (S) ′ vector valued white noise. One also uses the notation ω(t) = δ t , ω , t ≥ 0.
Another useful corollary of Theorem 2.4 concerns integration of a family of generalized functions, see [35, 18, 27] .
Corollary 2.7. Let (Λ, A, ν) be a measure space and Λ ∋ λ → Φ(λ) ∈ (S) ′ a mapping. We assume that its T -transform T Φ satisfies the following conditions:
for a.e. λ ∈ Λ and for all f ∈ S d (R), z ∈ C. Then, in the sense of Bochner integration in H −q ⊂ (S)
′ for a suitable q ∈ N 0 , the integral of the family of Hida distributions is itself a Hida distribution, i.e.
Λ Φ(λ) dν(λ) ∈ (S) ′ and the T -transform interchanges with integration, i.e.
Based on the above theorem, we introduce the following Hida distribution.
in the sense of Bochner integration, see e.g. [18, 31, 39] . Its T -transform in f ∈ S d (R) is given by
Generalized Gauss Kernels.
Here we review a special class of Hida distributions which are defined by their T -transform, see e.g. [19] , [18] , [16] . Proofs and more details for can be found in [5] . Let B be the set of all continuous bilinear mappings B :
for all B ∈ B are U-functionals. Therefore, by using the characterization of Hida distributions in Theorem 2.4, the inverse T-transform of these functions
are elements of (S) ′ .
Definition 2.9. The set of generalized Gauss kernels is defined by
Example 2.10. [16] We consider a symmetric trace class operator
For the definition of ·, K· see the remark below. Here Id denotes the identity operator on the Hilbert space L Therefore we obtain that the exponential g = exp(− 1 2 ·, K· ) is square-integrable and its Ttransform is given by
Therefore (det(Id + K)) 1 2 g is a generalized Gauss kernel.
Remark 2.11. i) Since a trace class operator is compact, see e.g. [36] , we have that K in the above example is diagonalizable, i.e.
where (e n ) n∈N denotes an eigenbasis of the corresponding eigenvalues (k n ) n∈N with k n ∈ (− 1 2 , 0], for all n ∈ N. Since K is compact, we have that lim n→∞ k n = 0 and since K is trace class we also have
e n , ω (−k n ) e n , ω .
Then as a limit of measurable functions ω → − ω, Kω is measurable and hence
The explicit formula for the T -transform and expectation then follow by a straightforward calculation with help of the above limit procedure. ii) In the following, if we apply operators or bilinear forms defined on L 
Then we define the normalized exponential
Remark 2.13. The "normalization" of the exponential in the above definition can be regarded as a division of a divergent factor. In an informal way one can write
i.e. if the determinant in the Example 2.10 above is not defined, we can still define the normalized exponential by the T-transform without the diverging prefactor. The assumptions in the above definition then guarantee the existence of the generalized Gauss kernel in (2.2).
Example 2.14. For sufficiently "nice" operators K and L on L 2 d (R) C we can define the product
of two square-integrable functions. Its T -transform is then given by
in the case the right hand side indeed is a U-functional.
via its T -transform, whenever
is a U-functional.
In the case g ∈ S d (R), c ∈ C the product between the Hida distribution Φ and the Hida test function exp(i g, . + c) can be defined because (S) is a continuous algebra under point-wise multiplication. The next definition is an extension of this product.
Definition 2.16. The point-wise product of a Hida distribution Φ ∈ (S)
′ with an exponential of a linear term, i.e.
if T Φ has a continuous extension to L 
fulfills the conditions of Corollary 2.7 for all α ∈ D. Then one can define the product
Of course under the assumption that the right-hand side converges in the sense of Corollary 2.5, see e.g. [16] .
This definition is motivated by the definition of Donsker's delta, see Definition 2.8.
exists and is different from zero (this is e.g. the case if L is trace class and -1 in the resolvent set of L(Id
Under the assumption that either
where
3. Hamiltonian Path Integrals in Momentum Space 3.1. The free Feynman integrand in phase space. First we consider V = 0 (free particle). For simplicity let = m = 1 and t 0 = 0. Furthermore we choose to have one space dimension and one dimension for the corresponding momentum variable, i.e. the underlying space is S 2 (R). Note that higher dimensions can be obtained by multiplication of the generating functionals, since the used variables are independent. It is well known, see e.g. [25] that the momentum space propagator for a free particle is given in form of a Dirac Delta function. We want to show therefore at least that we can find an expression which converges to this propagator. As above we consider first the action
then we have with (1.3) and (1.4)
Thus we write (1.6) using m = = 1:
where the operator matrix K on L 2 2 (R) C can be written as
we refer to [16] for properties of the operator as the trace class property, invertibility and spectrum.
Hence the operator is used to implement the integral over the squared Brownian motion. The last term pins the momentum variable to p ′ at t. Note that the space variable is not pinned. Our aim is to apply Lemma 2.18 with K as above and g = (0, 
hence (η, N −1 η) = 0. To apply Lemma 2.18 we use a small perturbation of the matrix N −1 . Let ǫ > 0 then we define
then we have (η, N −1 ǫ η) = ǫ t and Lemma 2.18 can be applied. Therefore the assumptions of Lemma 2.18 are fulfilled. Thus we define the regularized free momentum integrand by its
Hence its generalized expectation
In the limit ǫ → 0 we obtain:
Note that the Delta function just gives values if p ′ = p 0 and thus serves to conserve the momentum of the free particle. If there is no potential the momentum must be the same as the initial momentum since the space is free of any force. Moreover the generalized expectation yields the propagator of the free particle in momentum space, see [25] .
3.2. Harmonic oscillator in Momentum Space. In this section we construct the Feynman integrand for the harmonic oscillator in phase space. I.e. the potential is given by x → V (x) = 1 2 kx 2 , 0 ≤ k < ∞. The corresponding Lagrangian in phase space representation in momentum space is given by
In addition to the matrix K from the free case, see (3.1), we have a matrix L which includes the information about the potential, see also [16] and [5] . For the sake of simplicity we set p 0 = 0. In order to realize (1.6) for the harmonic oscillator we consider We use the eigenstructure of A to determine the matrix M N −1 . We have
We see that due to our assumptions on t, the requirements to apply Lemma 2.18 are fulfilled, since M N −1 is completely imaginary with positive imaginary part.
The T -transform of I HO,mom in f ∈ S 2 (R) with η = (0, Finally we obtain the following theorem.
Theorem 3.1. Let y ∈ R, 0 < t < ∞ t =
, m ∈ N, then the Feynman integrand for the harmonic oscillator in phase space in momentum space I H0,mom exists as a Hida distribution and its generating functional is given by (3.3). Moreover its generalized expectation E(I HO,mom ) = T (I HO,mom )(0) = 1 
