This paper contains two parts. The first is the solution of a challenge question, proposed by Etienne Ghys, on the determination of all maps from rational numbers to themselves such that the difference quotient (f(x)-f(y))/(x-y) is always a square. The second is the computer determination, done with the help of Stephane Gaubert, of a function of primes which plays a key role in the first part as a generalization of a result of Carlitz.
Introduction
Let K be a field and G(K) be the group, which we call the Carlitz group of K, of all bijections f : K → K which fulfill the following condition
These bijections form a group under composition. This group is the group of all bijections when K is algebraically closed or when it is a perfect field of characteristic two. When K = R it is the group of orientation preserving homeomorphisms of the line. For finite fields of odd characteristic it was determined by Carlitz [1] as the semi-direct product of the affine group by the Frobenius automorphisms, a group already considered by Galois in his work on primitive solvable equations. We consider the following very intriguing question formulated by Etienne Ghys 1 Question 1.1. (E. Ghys) Determine G(Q). Our main result is to determine all maps f : Q → Q such that the following holds
The answer is given by the following Theorem: Theorem 1.2. A map f : Q → Q, fulfills (2) if and only if it is is an affine map, f (x) = a 2 x + b.
In order to prove Theorem 1.2 we first refine the result of Carlitz for finite fields of odd characteristic by showing (Theorem 2.2 below) that a self-map of F q which fulfills (1) is either constant or bijective. As a corollary of this preliminary result we get the simplicity of the Paley graphs. The notion of simplicity for a graph is straightforward (see Definition 2.3 below). We then focus in §2.2 on sequences of rational numbers and show that if f : N → Q is such that (2) holds for x = y ∈ N and that f (0) = 0, f (1) = 1, then f ( j) = j for all j ∈ N. With this at hand one easily gets the Theorem 1.2. The second part of the paper ( §3) is based on extensive computations done in collaboration with Stephane Gaubert and we are indebted to him for his great help. It deals with a quantitative form of Theorem 2.2. Our result on infinite sequences of rational numbers does not exclude the existence of arbitrarily long finite sequences of rational numbers which fulfill the same conditions. This leads one to study for each (odd) prime p the function L(p) which associates to the prime p the smallest number L such that f ( j) = j is the only solution of
In fact we consider the function of two variables W(p, L) (where p is an odd prime and L < p an integer), which gives the number of solutions of the above equation. We give a simple Gaussian estimate of W(p, L) in §3.1. We then show in §3.2 that the function L(p) is larger than the function n(p) giving the first quadratic non-residue. In particular known results on the latter show that the growth of L(p) cannot be O(log(p)) in spite of the slow growth of the function L(p) for primes up to p = 443. The computation in §3.3 of the function W(p, x) for sufficiently many primes, in order to make educated guesses on its general behavior, was done by heavy use of parallel computations 2 . The results show that the Gaussian estimate is good in many cases but one meets several primes for which the computation of W(p, L) and of L(p) requires much longer than what the Gaussian estimate would suggest. We measure the non-gaussian behavior of such primes by the function σ(p) = ∑ log W(p, k) and compare it with the behavior in (log p) 3 given by the Gaussian estimate.
Strengthening of the result of Carlitz
Let p be an odd prime, q a power of p and χ : F q → {−1, 0, 1} ⊂ C denote the quadratic residue character 3 .
Lemma 2.1. Let H ⊂ F q be a subset of cardinality > 1 and with non-empty complement.
(i) Assume that χ(x − y) = χ(x − y) for all x, x ∈ H and y / ∈ H. Then the cardinality of H fulfills #H ≤ (q − 1)/2.
(ii) Assume that #H ≤ (q − 1)/2 then for any pair of distinct elements u, v ∈ H there exists at least two elements y / ∈ H such that
Proof. (i) By a translation one can assume that 0 / ∈ H. Then χ(x) = χ(x ) for all x, x ∈ H, and thus H is contained in one of the halves of the multiplicative group given by squares or nonsquares.
(ii) Assume that #H ≤ (q − 1)/2 then its complement H c contains at least (q − 1)/2 + 1 elements. Moreover one has the classical formula 4 
The number j of terms equal to −1 in the sum over z ∈ H is at most #H − 2 since the contributions of z = u and z = v vanish. Let k be the number of terms equal to −1 in the sum over z ∈ H c . Then one has j + k terms equal to −1, two equal to zero and q − ( j + k) − 2 terms equal to 1 thus
But one has j ≤ #H − 2 and #H ≤ (q − 1)/2 thus one gets k ≥ 2.
(iii) Assume that χ(x − y) = χ(x − y) for all x, x ∈ H and y / ∈ H. Then by (i), the cardinality of H fulfills #H ≤ (q − 1)/2. Thus (ii) applies and for any pair of distinct elements u, v ∈ H there exists at least two elements y / ∈ H such that χ(u − y) = χ(v − y). Thus one gets a contradiction. Theorem 2.2. Let q be a power of an odd prime and f : F q → F q such that the following holds
then f is an affine map times a power of the Frobenius automorphism. It is either constant or bijective.
Proof. It is enough to show that if f is not constant it is injective since then the result is Carlitz's Theorem [1] . Assume that H is a non-trivial fiber of f so that
Let us show that χ(x − y) = χ(x − y) for all x, x ∈ H and y / ∈ H. One has
which in turns means that χ(x − y) = χ(x − y). We can thus apply Lemma 2.1 and get a contradiction.
To state the geometric corollary of Theorem 2.2 for the Paley graphs, we introduce the following notion of simplicity for graphs: Definition 2.3. (i) An equivalence relation R on the vertices of a graph Γ is a Γ -congruence if and only if for two distinct R-classes C, C the fact that (x, x ) is or is not an edge is independent of the choices of x ∈ C and x ∈ C .
(ii) A graph Γ is simple if and only if the only Γ -congruence are the two trivial ones 5 .
When q is a power of an odd prime, and is congruent to 1 modulo 4 one defines the Paley graph Γ(q) as the graph with set of vertices V = F q and where two vertices x, y are adjacent if and only if χ(x − y) = 1. Proof. Let R be a Γ(q)-congruence. Choose a section C → a(C) ∈ C i.e. an element in each equivalence class. Let f : F q → F q be the projection f (x) := a(C(x)). Let us show that (3) holds. For x, x ∈ F q , either f (x) = f (x ) and (3) holds or the R-classes C, C of x, x are distinct. In that case the fact that (x, x ) is or is not an edge is independent of the choices of x ∈ C and x ∈ C and we can thus choose the elements a(C) and a(C ). This shows that χ(
and hence that (3) holds. Applying Theorem 2.2 to f one gets the simplicity of Γ(q).
Sequences of rationals
The problem for Q gives the following question : study all sequences f ( j) ∈ Q, j ∈ N such that
Let ρ p : Z (p) → F p be the morphism from the ring Z (p) of fractions with denominator prime to p to the quotient by the ideal generated by p.
Lemma 2.5. Let p be a prime. Let f ( j) ∈ Q, j ∈ {0, . . . , p − 1} such that (4) holds for all pairs i = j ∈ {0, . . . , p − 1}. Assume that the denominators of the f ( j) are not divisible by p for j < p. Then the map j → ρ p ( f ( j)) ∈ F p , j < p, is a self-map of F p which fulfills (3).
5 the diagonal and the coarse one 4
Proof. Since f ( j) ∈ Z (p) for j < p one gets for i, j ∈ {0, . . . , p − 1} that
which is a square in Q is a square in Z (p) because squaring doubles the p-adic valuations, and one gets that the p-adic valuation of the rational square root of z is ≥ 0. It follows that
Lemma 2.6. Let f : N → Z be such that (4) holds and that
Proof. For each prime p one can consider the map f p :
is the square of a rational number, and hence the square of an integer. Thus the same holds for f p and by Theorem 2.2, one has that f p is the identity. This shows that f ( j) − j is divisible by any prime > j and hence is equal to 0.
Lemma 2.7. Let f : N → Q be such that (4) holds and that
Proof. Let us look at the denominators which may appear in a sequence f ( j) of rational numbers ( j ≥ 0) such that f (0) = 0, f (1) = 1 and that (4) holds. For a prime p we look at the first occurrence of a negative power of p in f ( j):
is a square. In fact one can consider the finite differences
By hypothesis α(k) are squares in Q and since (1 + k) is prime to p, the p-adic valuation Val p (α(k)), if it is negative, is the same as
We now consider the interval of length p given by I p := { j p − 2, . . . , j p + p − 3} and we assume p ≥ 3 so that I p contains j p . We then define
Since all the numbers Val p ( f ( j)), j ∈ I p , which are negative are even we get that e p ( f ) is even and < 0. We can thus multiply the f ( j) for j ∈ I p by p −e p ( f ) without altering the fact that the finite differences are squares of rationals. We then consider the map
The map r p ( f ) fulfills (3) by Lemma 2.5. It takes the same value 0 at k ∈ {0, 1}. This implies, by Theorem 2.2 that it is constant equal to 0 but this gives a contradiction since there exists a nonzero value of r p ( f ) due to the definition of e p ( f ). Thus we cannot have a non-trivial denominator involving odd primes. Let us now consider the case p = 2. The definition (5) gives an integer j 2 and we assume j 2 < ∞. One has Val 2 ( f ( j 2 )) < 0. By construction one has j 2 ≥ 2 and
)/2 is a square and this gives a contradiction since
We have shown that no denominator can appear in the sequence f ( j) and thus it is integer valued. But then we can apply Lemma 2.6 to get the conclusion.
Proof of Theorem 1.2
By Lemma 2.7 we know that the only sequences a(n), n ∈ N, of rational numbers, a(0) = 0, such that (4) holds are in fact constant times n (and the constant is equal to a square). Indeed either a(n) is constant equal to 0 or there exists a smallest j 0 > 0 for which a( j 0 ) = 0, but then a( j 0 ) is a square since a( j 0 − 1) = 0 and (4) . Thus we get a(n) = na(1) for all n ∈ N. This shows that f (nx)/x = n f (x)/x and thus f (nx) = n f (x) for all n ∈ N. Thus we have for integers a, b > 0
This result applies also to the function g(x) := f (1) − f (1 − x) and gives
This shows that f (x) = x f (1) for all x ∈ Q. The above proof of Theorem 1.2 suggests to first control, given a prime p, the possible sequences
The minimal length L(p)
By Theorem 2.2 there exists a smallest L = L(p) < p such that the only solution of (8) is f ( j) = j. We show the graph of the function of n giving the minimal length L(p(n)) with p = p(n) the n-th prime. It is shown until n = 79 i.e. p(n) = 401. 
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Gaussian estimate of the function W(p, L)
In order to give an estimate of the order of magnitude of the function L(p) we do a simple counting. In fact we consider the function of two variables W(p, L) where p is an odd prime and 2 ≤ L < p an integer, which gives the number of solutions of (8). Each time we write that some quantity is a square in F p the probability that this is true is the fraction
When we deal with a list of the form
the number of variables is x − 1 and the freedom is thus of p x−1 . The number of requirements that some expression is a square is
Thus if we assume the independence at the probabilistic level of the conditions we estimate the number of remaining possibilities as
This gives as an approximation for W(p, L) a Gaussian function G(p, L) = e Q(p,L) with exponent the quadratic form, in terms of
This quadratic form vanishes for x = 1 and the other root is thus
The next lemma shows that the probabilistic estimate is good at the beginning. Indeed for sequences (0, 1, f (2)) there are two conditions and they should select about 1/4 of the possible values of f (2) ∈ F p . More precisely one gets:
Lemma 3.1. Let p be an odd prime. The number of sequences (0, 1, f (2)) which fulfill the two conditions f (2)/2 ∈ F 2 p and f (2) − 1 ∈ F 2 p is equal to E(p/4) + 1 where E(x) denotes the integral part of x.
Proof. We consider the plane curve C defined by the equation 1 + x 2 = 2y 2 . By intersecting the lines through the point (1, 1) we get the rational parametrization: t → P(t),
For x = 1 we have the two points with y = ±1. For x = 1 the ratio t = (y − 1)/(x − 1) is finite and it determines uniquely t and the point P(t). The values of t obtained from x = 1 are such that t = 1/2 and t 2 = 1/2. Moreover for x = −1 one gets t = 0 and y = 1, or t = 1 and y = −1. But all the 4 points (±1, ±1) correspond to the same solution f (2) = 2. Thus for the other solutions they correspond to values
The cardinality of A p is p − 3 if 2 is not a square in F p and is p − 5 otherwise. The two transformations α, (x, y) → (−x, y) and β, (x, y) → (x, −y) can now be expressed as the following projective involutions in the variable t, they correspond to the matrices
The fixed points of α are t → which is empty unless −1 is a square. We need to consider 4 cases determined by the residue of p modulo 8.
• p ≡ 1 modulo 8. Then both −1 and 2 are squares. Both α and β have two fixed points and thus the number of orbits of the group H = Z/4Z acting on A p is
Thus adding the contribution of (±1, ±1) one gets the expected result.
• p ≡ 3 modulo 8. Then both −1 and 2 are not squares. Both α and β have no fixed points and thus the number of orbits of the group H = Z/4Z acting on A p is
• p ≡ 5 modulo 8. Then −1 is a square and 2 is not a square. Thus α has no fixed point but β has two fixed points and thus the number of orbits of the group H = Z/4Z acting on A p is
• p ≡ 7 modulo 8. Then −1 is not a square and 2 is a square. Thus α has two fixed points but β has no fixed points and thus the number of orbits of the group H = Z/4Z acting on A p is
This shows that in all cases the answer is E( p 4 ) + 1. When we move to the next step i.e. sequences of the form (0, 1, f (2), f (3)), the probabilistic estimate is still rather good as shown in Figure 2 In fact the discrepancy is governed by the family of elliptic curves E(s), v 2 = Q s (u) where Lemma 3.2. Let P(s) = (x, y) be a point of the curve C of (9) defined by the equation 1 + x 2 = 2y 2 . The sequences (0, 1, f (2), f (3)) which fulfill f (2) = 1 + x 2 = 2y 2 and the condition (
is a square for i < j, i, j ∈ {0, . . . , 3} correspond to the points of the elliptic curve E(s).
Proof. We consider the two conditions f (3) − f (0) = 3X 2 and f (3) − f (1) = 2Y 2 . This gives the plane curve C defined by the equation 1 + 2Y 2 = 3X 2 . By intersecting the lines through the point (1, 1) we get the rational parametrization: u → R(u),
One then writes the missing equation i.e. that f (3) − f (2) is a square. This gives the equation
where the polynomial Q s (u) is determined by the equality
2 using (9) to input f (2) and (10) to input f (3) as
Note that in the counting of points of the elliptic curve E(s), the point at ∞ counts 2 because it is a double point. This means that the number of points which are not at ∞ is given by p − trF − 1 where trF is the trace of the Frobenius.
Lower bound for L(p)
Let us define the function n(p) for a prime p as the largest integer 0 ≤ n < p such that all elements of {0, . . . , n − 1} are quadratic residues. In other words n(p) is the first quadratic nonresidue.
Lemma 3.3. Let p be an odd prime. One has n(p) ≤ L(p).
Proof. Consider the sequence given by
Let us show that f fulfills (8) for u, v ∈ {1, . . . , n(p) − 1}. One can assume that v = 0 and u = 0 since if both u, v are = 0 (8) is fulfilled since f (u) = f (v). Then f (u) − f (v) = 1 and (8) means that u is a quadratic residue, which is true by definition of n(p). Thus as long as n(p) > 2 one has a sequence f (i) which fulfills (8) for i ≤ n(p) − 1 and is not f (i) = i, thus L(p) > n(p) − 1 and one gets n(p) ≤ L(p). On the assumption of the generalized Riemann hypothesis, H. L. Montgomery [4] proved that n(p) = Ω(log p log log p) i.e. that lim n(p)/(log p log log p) > 0 and in [3] an unconditional proof was given that n(p) = Ω(log p log log log p). Combined with Lemma 3.3 this shows that the asymptotic behavior of the function L(p) is no better than log p log log log p.
Experimental tests
In collaboration with Stephane Gaubert we computed the functions W(p, x) for all primes up to p = 443. We made an arborescent enumeration of the solutions f (2), . . . , f (L), for increasing values of L. Inadmissible sequences were eliminated by a sieve construction. This leads to an algorithm running in time O(∑ 2≤x≤L(p) pxW(p, x)). The result is given in Table 1 .
For the "logarithmic size" i.e. the function σ(p),
the Gaussian approximation gives the following estimate g(p), 
