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Chapter 1
Bias-Variance Analysis of ECOC and Bagging
Using Neural Nets
Cemre Zor, Terry Windeatt and Berrin Yanikoglu
Abstract One of the methods used to evaluate the performance of ensemble classi-
fiers is bias and variance analysis. In this chapter, we analyse bootstrap aggregating
(bagging) and Error Correcting Output Coding (ECOC) ensembles using a bias-
variance framework; and make comparisons with single classifiers, while having
Neural Networks (NNs) as base classifiers. As the performance of the ensembles
depends on the individual base classifiers, it is important to understand the overall
trends when the parameters of the base classifiers -nodes and epochs for NNs-, are
changed. We show experimentally on 5 artificial and 4 UCI MLR datasets that there
are some clear trends in the analysis that should be taken into consideration while
designing NN classifier systems.
1.1 Introduction
Within machine learning research, many techniques have been proposed in order
to understand and analyse the success of ensemble methods over single classifiers.
One of the main approaches considers tightening the generalization error bounds
by using the margin concept [17]. Though theoretically interesting, bounds are not
usually tight enough to be used in practical design issues. Another method used to
show why ensembles work well is bias and variance analysis. In this chapter, we
try to analyse the success of bootstrap aggregating (bagging) [8] and Error Cor-
recting Output Coding (ECOC) [4] as ensemble classification techniques, by using
Neural Networks (NNs) as the base classifiers and zero-one loss as the loss func-
tion within the bias and variance framework of James [13]. As the characteristics
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of the ensemble depend on the specifications of the base classifiers, having a de-
tailed look at the parameters of the base classifiers within the bias-variance analysis
is of importance. Comparisons of bagging and ECOC ensembles with single classi-
fiers have been shown through various experiments by changing these parameters,
namely nodes and epochs of NN base classifiers. Similar work for bagged Support
Vector Machines (SVMs) within Domingos’ bias-variance framework [6] can be
found in [22].
1.1.1 Bootstrap Aggregating (Bagging)
Bagging [8] is a commonly used ensemble method, which suggests aggregating the
decisions of base classifiers trained on bootstrapped training sets.
Using the idea of bootstrapping, i training sets, D1,2..,i, are formed by uniformly
sampling elements from the main training set D, with replacement. Note that on
average about 37% of each Di is replicated. By bootstrapping, a close enough ap-
proximation to random & independent data generation from a known underlying
distribution is expected to be achieved [3]. The training sets created are later used
to train the base classifiers; and classification is performed by combining their deci-
sions through majority voting.
1.1.2 Error Correcting Output Coding (ECOC)
ECOC is an ensemble technique [4], in which multiple base classifiers are created
and trained according to the information obtained from a pre-set binary code ma-
trix. The main idea behind this procedure is to solve the original multi-class problem
by combining the decision boundaries obtained from simpler two-class decompo-
sitions. The original problem is likely to be more complex compared to the sub-
problems into which it is decomposed, and therefore the aim is to come up with an
easier and/or more accurate solution using the sub-problems rather than trying to
solve it by a single complex classifier.
The base classifiers are actually two-class classifiers (dichotomizers), each of
which is trained to solve a different bi-partitioning of the original problem. The bi-
partitions are created by combining the patterns from some predetermined classes
together and relabeling them. An example bi-partitioning of an N > 2 class dataset
would be by having the patterns from the first 2 classes labeled as +1 and the last
N− 2 classes as −1. The training patterns are therefore separated into two super-
classes for each base classifier, and the information about how to create these super-
classes is obtained from the ECOC matrix.
Consider an ECOC matrix C, where a particular element Ci j is an element of the
set (+1,−1). Each Ci j indicates the desired label for class i, to be used in training
the base classifier j; and each row, called a codeword, represents the desired output
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for the whole set of base classifiers for the class it indicates. Figure 1.1 shows an
ECOC matrix for a 4-class problem for illustration purposes.
Fig. 1.1 An example ECOC matrix for a 4-class problem. b1,.,5 indicate the names of columns to
be trained by base classifiers 1,..5; and c1,..,4 indicate names of rows dedicated to classes 1,..,4.
During testing (decoding), a given test sample is classified by computing the
similarity between the output (hard or soft decision) of each base classifier and
the codeword for each class, by using a distance metric such as the Hamming or
the Euclidean distance. The class with the minimum distance is then chosen as the
estimated class label.
As the name of the method implies, ECOC can handle incorrect base classifica-
tion results up to a certain degree. Specifically, if the minimum Hamming distance
(HD) between any pair of codewords is d, then up to b(d−1)/2c single bit errors
can be corrected. In order to help with the error correction in the testing stage, the
code matrix is advised to be designed to have large Hamming distances between
the codewords of different classes. Moreover, when deterministic classifiers such as
Support Vector Machines (SVMs) are used as base classifiers, the HD between a pair
of columns should also be large enough so that the outputs of the base classifiers are
uncorrelated [4] and their individual errors can be corrected by the ensemble. Many
variations of the design of the ECOC matrix, namely encoding; and the test stage,
namely decoding, have been suggested in the literature so far and are still open
problems.
While the errors made by individual dichotomizers may be corrected using the
ECOC approach, the encoding of the code matrix is also being researched in or-
der to make the method more powerful. A straightforward approach in design is to
have an exhaustive code, which includes all possible bi-partitionings of the prob-
lem. This means that for a problem consisting of n classes, an ECOC matrix of size
n×(2n−1− 1) is created1. Apart from the use of exhaustive codes which are com-
putationally expensive and do not guarantee the best performance, some commonly
used data-independent techniques such as the one-versus-all, one-versus-one, dense
random and sparse random [1] coding schemes have been suggested for the ECOC
matrix encoding. Furthermore, data dependent ECOC designs, in which training
1 The number of classes is calculated as 2n−1− 1 after removing the complementary and the all-
zero or all-one columns [4].
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data is used to create coding matrices meaningful within the input data domain,
have also gained importance. As an example for the data dependent ECOC design,
intelligent creation of binary column classifiers which can better fit the decision
boundaries of the problem training set can be given [7]. This is obtained through
splitting the original set of classes into sub-classes using the training data. Most im-
portantly, although problem dependent coding approaches provide successful out-
comes, it has been theoretically and experimentally proven that the randomly gen-
erated long or deterministic equi-distant code matrices are also close to optimum
performance when used with strong base classifiers [12, 14]. This is why, long-
random codes have also been used for the experiments in this chapter. It has also
been shown that in real life scenarios that equidistant codes are superior at least for
shorter codes; but as length of code word is increased, the coding/decoding strat-
egy becomes less significant [24]. Finally for encoding, note that the use of ternary
ECOC matrices [1], where a zero symbol is used to leave a class out of the consid-
eration of a dichotomizer, has also gained interest within the field.
There are many ways used in the decoding of the ECOC matrix apart from the
usual HD decoding. It is a common convention that the decoding of the problem-
dependent ECOC matrices is performed in accordance with their encoding. As com-
mon examples of decoding; general weighted decoding approaches, together with
Centroid of Classes, Least Squares and Inverse Hamming Distance methods can be
listed [24].
As a final point, it should be mentioned that many static and dynamic pruning
methods can also be applied to ECOC (e.g. column selection), just like any other
ensemble method, so as to increase the efficiency and accuracy.
1.1.3 Bias and Variance Analysis
Bias and variance analysis plays an important role in ensemble classification re-
search due to the framework it provides for classifier prediction error decomposi-
tion.
Initially, Geman has decomposed prediction error into bias and variance terms
under the regression setting using squared-error loss [10]. This decomposition
brings about the fact that a decrease/increase in the prediction error rate is caused by
a decrease/increase in bias, or in variance, or in both. Extensions of the analysis have
been carried out on the classification setting, and later applied on different ensemble
classifiers in order to analyse the reason behind their success over single classifiers.
It has been shown that the reason for most of the ensembles to have lower prediction
rates is due to the reductions they offer in sense of both bias and variance.
However, the extension of the original theoretical analysis on regression has been
done in various ways by different researchers for classification; and there is no stan-
dard definition accepted. Therefore, the results of the analyses also differ from each
other slightly. Some of the definitions/frameworks that have gained interest within
the research field are given by Breiman [3], Kohavi and Wolpert [15], Dietterich and
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Kong [16], Friedman [9], Wolpert [25], Heskes [11], Tibshirani [19], Domingos [6]
and James [13].
Although there are dissimilarities in-between the frameworks, the main intuitions
behind each are similar. Consider a training set T with patterns (xi, li), where x rep-
resents the feature vector and l the corresponding label. Given a test pattern, an op-
timal classifier model predicts a decision label by assuring the lowest expected loss
over all possible target label values. This classifier, which is actually the Bayes clas-
sifier when used with the zero-one loss function, is supposed to know and use the
underlying likelihood probability distribution for the input dataset patterns/classes.
If we call the decision of the optimal classifier as the optimal decision (OD); then
for a given test pattern (xi, li), OD = argminαEt [L(t,α)] where L denotes the loss
function used, and l the possible target label values.
The estimator, on the other hand, is actually an averaged classifier model. It pre-
dicts a decision label by assuring the lowest expected loss over all labels that are
created by classifiers trained on different training sets. The intrinsic parameters of
these classifiers are usually the same, and the only difference is the training sets that
they are trained on. In this case, instead of minimizing the loss over the target la-
bels using the known underlying probability distribution as happens in the optimal
classifier case, the minimization of the loss is carried out for the set of labels which
are created by the classifiers trained on various training sets. If the decision of the
estimator is named as the expected estimator decision (EED); then for a given test
pattern (xi, li), EED = argminαEl [L(l,α)] where L denotes the loss function used,
and l the label values obtained from the classifiers used. For regression under the
squared-error loss setting, the OD is the mean of the target labels while the EED is
the mean of the classifier decisions obtained via different training sets.
Bias can mainly be defined as the difference or the distance between OD and
EED. Therefore, it emphasizes how effectively the optimal decision can be pre-
dicted by the estimator. The type of the distance metric used depends on the loss
function of the classification. On the other hand, variance is calculated as the ex-
pected loss exposed by the classifiers, which are trained on different training sets,
while predicting OD. So, it shows how sensible the estimate is, against variations in
the training data [9].
The problem with the above mentioned definitions of bias and variance is that
most of them are given for specific loss functions such as the zero-one loss. It is
difficult to generalize them for the other loss functions; usually new definitions are
given for each new loss function. Secondly, as for the definitions which are proposed
to be applicable for all loss functions, the problem of failing to satisfy the additive
decomposition of the prediction error defined in [10] exists.
The definition of James [13] has advantages over the others as it proposes to
construct a bias and variance scheme which is generalizable to any symmetric loss
function, while assuring the additive prediction error decomposition by utilizing two
new concepts called systematic effect (SE) and variance effect (VE). These concepts
also help realizing the effects of bias and variance on the prediction error.
Some characteristics of the other definitions which make James’ more preferable
are as follows:
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1. Dietterich allows a negative variance and it is possible for the Bayes classifier to
have positive bias.
2. Experimentally, the trends of Breiman’s bias and variance closely follow James’
SE and VE respectively. However, for each test input pattern, Breiman separates
base classifiers into two sets, as biased and unbiased; and considers each test
pattern only to have either bias or variance accordingly.
3. Kohavi and Wolpert also assign a nonzero bias to the Bayes classifier but the
Bayes error is absorbed within the bias term. Although it helps avoid the need to
calculate the Bayes error in real datasets through making unwarranted assump-
tions, it is not preferable since the bias term becomes too high.
4. The definitions of Tibshirani, Heskes and Breiman are difficult to generalize and
extend for the loss functions other than the ones for which they were defined.
5. Friedman proposes that bias and variance do not always need to be additive.
In addition to all these differences, it should also be noted that the characteristics of
bias and variance of Domingos’ definition are actually close to James’, although the
decomposition can be considered as being multiplicative [13].
In the literature, attempts have been made to explore the bias-variance charac-
teristics of ECOC and bagging ensembles. Examples can be found in [13, 16, 3,
18, 5, 22]. In this chapter, a detailed bias-variance analysis of ECOC and bagging
ensembles using NNs as base classifiers is given while systematically changing pa-
rameters, namely nodes and epochs, based on James’ definition.
We start by taking a detailed look at the bias and variance framework of James
in the next section.
1.2 Bias and Variance Analysis of James
James [13] extends the prediction error decomposition, which is initially proposed
by Geman et al [10] for squared error under regression setting, for all symmetric loss
functions. Therefore, his definition also covers zero-one loss under classification
setting, which we use in the experiments.
In his decomposition, the terms systematic effect (SE) and variance effect (VE)
satisfy the additive decomposition for all symmetric loss functions, and for both real
valued and categorical predictors. They actually indicate the effect of bias and vari-
ance on the prediction error. For example, a negative VE would mean that variance
actually helps reduce the prediction error. On the other hand, the bias term is de-
fined to show the average distance between the response and the predictor; and the
variance term refers to the variability of the predictor. As a result, both the mean-
ings and the additive characteristics of the bias and variance concepts of the original
setup have been preserved. Following is a summary of the bias-variance derivations
of James:
For any symmetric loss function L, where L(a,b) = L(b,a):
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EY,Y˜ [L(Y,Y˜ )] = EY [L(Y,SY )]+EY [L(Y,SY˜ )−L(Y,SY )]
+EY,Y˜ [L(Y,Y˜ )−L(Y,SY˜ )]
prediction error = Var(Y )+SE(Y˜ ,Y )+V E(Y˜ ,Y ) (1.1)
where L(a,b) is the loss when b is used in predicting a, Y is the response and Y˜
is the predictor. SY = argminµEY [L(Y,µ)] and SY˜ = argminµEY [L(Y˜ ,µ)]. We see
here that prediction error is composed of the variance of the response (irreducible
noise), SE and VE.
Using the same terminology, the bias and variance for the predictor are defined
as follows:
Bias(Y˜ ) = L(SY,SY˜ )
Var(Y˜ ) = EY˜ [L(Y˜ ,SY˜ )] (1.2)
When the specific case of classification problems with zero-one loss function is
considered, we end up with the following formulations:
L(a,b) = I(a 6= b), Y ε {1,2,3..N} for an N class problem, PYi = PY (Y = i), PY˜i =
PY˜ (Y˜ = i), ST = argminiEY [I(Y 6= i)] = argmaxiPYi
Therefore,
Var(Y ) = PY (Y 6= SY ) = 1−maxiPYi
Var(Y˜ ) = PY˜ (Y˜ 6= SY˜ ) = 1−maxiPY˜i
Bias(Y˜ ) = I(SY˜ 6= SY )
V E(Y˜ ,Y ) = P(Y 6= Y˜ )−PY (Y 6= SY˜ ) = PYSY˜ −∑
i
PYi P
Y˜
i
SE(Y˜ ,Y ) = PY (Y 6= SY˜ )−PY (Y 6= SY ) = PYSY −PYSY˜ (1.3)
where I(q) is 1 if q is a true argument and 0 otherwise.
1.3 Experiments
1.3.1 Setup
In the experiments, 3 classification methods have been analysed: Single classifier,
bagging, and ECOC. In each case, 50 classifiers are created for bias-variance analy-
sis. Each of these 50 classifiers is either a single classifier, or an ensemble consisting
of 50 bagged classifiers or ECOC matrices of 50 columns. Due to the reasons ex-
plained in Sect. 1.1.2, the ECOC matrices are created by randomly assigning binary
values to each matrix cell; and Hamming Distance is used as the metric in the decod-
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ing stage. The optimization method used in NNs is the Levenberg-Marquart (LM)
technique; the level of training (epochs) varies between 2 and 15; and the number
of nodes between 2 and 16.
In artificial dataset experiments, training sets are created by simple random
sampling from the infinite data at hand to be used in training 50 classifiers for
bias/variance analysis. The number of training patterns per classifier is equal to 300,
and the number of test patterns is 18000. Experiments have been repeated 10 times
using different test data (also generated via simple random sampling) together with
different training data and ECOC matrices in each run, and the results are averaged.
In the two-class problem experiments, ECOC has not been used as it is a multi-class
classification technique. Applying ECOC in such cases would be nothing different
than applying bagging; effect of bootstrapping in bagging would be similiar to the
effect of the random initial weights of LM in ECOC.
For the UCI datasets having separate test sets, the training sets for each of the
50 classifiers are created from the finite dataset at hand using bootstrapping. Boot-
strapping is expected to be a close enough approximation to random & independent
data generation from a known underlying distribution [3].The analysis has been
performed just once without repetition, as the test set is given/fixed. However, the
results of the ECOC setting are averaged over 10 iterations with different matrices.
As for the UCI datasets without separate test sets, the ssCV cross-validation
method of Webb and Conilione [23], which allows the usage of the whole dataset
both in training and test stages, has been implemented. Within a number of iter-
ations, all data is effectively used for both training and testing in each of the 50
classifiers, and the overall results for bias and variance analysis are recorded. The
procedure is not repeated as the iterations within ssCV already cover the whole
dataset. However, 10 different ECOC matrices are again used in ECOC setting, and
results are averaged. Note that in ssCV, the shortcomings of the hold-out approach
like the usage of small training and test sets; and the lack of inter-training variability
control between the successive training sets has been overcome. In our experiments,
we set the inter-training variability constant δ to 1/2.
The diagram in Fig. 1.2 visualizes the experimental setup. Experiments have been
carried out on 5 artificial and 4 UCI MLR [2] datasets; three of the artificial datasets
being created according to Breiman’s description in [3]. Detailed information about
the sets can be found in Table 1.1.
The Bayes error, namely Var(Y ) for the zero-one loss function (see Eq. 1.3), is
analytically calculated for the artificial datasets, as the underlying likelihood proba-
bility distributions are known. As for the real datasets, usually either the need for the
underlying probability distributions has been overcome by assuming zero noise level
[6], or some heuristic methods like using nearest neighbours [13] have been pro-
posed to estimate the underlying probability distributions and therefore the Bayes
error in the literature. The first approach has the shortcoming of a wrong estimate
on bias. Therefore, we also use a heuristic method in our experiments to do the esti-
mation. Our motivation is to find the optimal classifier parameters giving the lowest
error rate possible, through cross-fold validation (CV); and then to use these pa-
rameters to construct a classifier which is expected to be close enough to the Bayes
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Table 1.1 Summary of the datasets used
Type # Training # Test # Attributes # Classes Bayes
Samples Samples Error (%)
TwoNorm [3] Artificial 300 18000 20 2 2.28
ThreeNorm [3] Artificial 300 18000 20 2 10.83
RingNorm [3] Artificial 300 18000 20 2 1.51
ArtificalMulti1 Artificial 300 18000 2 5 21.76
ArtificalMulti2 Artificial 300 18000 3 9 14.33
Glass Identification UCI 214* - 9 6 38.66
Dermatology UCI 358* - 33 6 9.68
Segmentation UCI 210 2100 19 7 4.21
Yeast UCI 1484* - 8 10 43.39
*: The total number of the elements of the UCI datasets without separate test sets, are listed under
# of training samples.
classifier. The constructed classifier is then used to calculate the output probabilities
per pattern in the dataset. For this, we first find an optimal set of parameters for
RBF SVMs by applying 10 fold CV; and then, obtain the underlying probabilities
by utilizing the leave-one-out approach. Using the leave-one-out approach instead
of training and testing with the whole dataset using the previously found CV param-
eters helps us avoid overfitting. It is assumed that the underlying distribution stays
almost constant for each fold of the leave-one-out procedure.
1.3.2 Results
In this section, some clear trends found in the analysis are discussed under three sub-
sections: the prediction error, convergence to the prediction error, and bias/variance
versus SE/VE. In the first sub-section, the comparison of the prediction error rates
is made for the bagging, ECOC and single classifiers, while in the second one the
convergence points in sense of number of nodes and epochs where the prediction
error converges to its optimum are discussed. Finally in the third sub-section, the
relationship between bias/variance and SE/VE is analysed.
Although the observations are made using 9 datasets, for brevity reasons we only
present a number of representative graphs.
The Prediction Error
Prediction errors obtained by bagging and ECOC ensembles are always lower than
those of the single classifier, and the reduction in the error is almost always a result
of reductions both in VE and in SE. This observation means that the contributions of
bias and (predictor) variance to the prediction error are smaller when ensembles are
used (Fig. 1.3, Fig. 1.4). However, note that reductions in VE have greater magni-
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Fig. 1.2 Diagram illustrating the experimental setup for Artificial and Real (UCI MLR) datasets
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tude, and in two-class problems, the reduction in SE is almost zero (Fig. 1.5). As for
bias and variance themselves, it has been observed that ECOC and bagging induce
reduction in both, especially in variance, in almost all the cases. The fact that NNs
are high variance/low bias classifiers also plays a role in these observations, where
the high variance is more easily reduced compared to the already lower bias and VE
is reduced more than SE. In [3] and [16], bagging and ECOC are also stated to have
low variance in the additive error decomposition, and Kong-Dietterich framework
[16] also acknowledges that ECOC reduces variance.
Convergence to the Prediction Error
It is observed that the convergence of bagging ensemble to the optimal prediction
error is usually achieved at a lower number of epochs compared to those of single
classifier; and ECOC ensemble convergence is often at lower epochs than bagging
(Fig. 1.3, Fig. 1.4, Fig. 1.5). The prediction errors are also in the same descending
order: single classifier, bagging and ECOC; except when complex networks with
high number of nodes and epochs are used. Under these circumstances VE, SE, and
therefore the prediction errors of both ECOC and bagging are similar. However, it
should also be noted that ECOC outperforms bagging in sense of speed due to the
fact that it divides multi-class into multiple two-class problems.
It is also almost always the case that the prediction error of ECOC converges to
its optimum in 2 nodes, whereas a single classifier requires higher number of nodes.
Moreover, for ECOC, the optimal number of epochs is also lower than or equal to
that of the single classifier. In other words, compared to a single classifier trained
with high number of epochs and nodes, an ECOC can yield better results with fewer
nodes and epochs. The trend is similar when bagging is considered; usually standing
between the single classifier and ECOC in sense of accuracy and convergence.
Bias/Variance versus SE/VE
For the single classifier we see that VE does not necessarily follow the trend of
variance. This happens especially when the number of nodes and epochs is small,
that is when the network is relatively weak (Fig. 1.3, Fig. 1.4). In this scenario,
the variance decreases while VE increases. This is actually an expected observa-
tion as having high variance helps hitting the right target class when the network is
relatively less decisive. However, ensemble methods do not show this property as
much as the single classifier. A possible explanation might be that each ensemble
classifier already makes use of variance coming from its base classifiers; and this
compensates for the decrease in VE of single classifiers with high variance, in weak
networks. Therefore, more variance among ensemble classifiers does not necessarily
help having less VE.
In the above mentioned scenario of VE showing an opposite trend of variance,
the bias-variance trade-off can be observed. At the points where the VE increases,
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SE decreases to reveal an overall decrease in the prediction error. However, these
points are not necessarily the optimal points in terms of the prediction error; the
optima are mostly where there is both VE and SE reduction (Fig. 1.4). Apart from
this case, bias and variance are mostly correlated with SE and VE respectively (Fig.
1.4, Fig. 1.5). This is also pointed out in [13].
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Fig. 1.3 Bias-Variance Analysis for ArtificalMulti2 data. First Row: Overall prediction error. Sec-
ond Row: Variance. Third Row: Variance effect. First Column: For 2 Nodes. Second Column: For
4 Nodes. Third Column: For 16 Nodes.
Dashed blue lines (starred) indicate the results for single classifier, dotted red (circled) for ECOC
and solid green (squared) for bagging.
1.4 Discussion
By analysing bagging, ECOC and single classifiers consisting of NNs through the
bias-variance definition of James, we have found some clear trends and relation-
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Fig. 1.4 Bias-Variance Analysis for Dermatology data. First Row: Overall prediction error. Second
Row: Variance. Third Row: Variance effect. Fourth Row: Systematic effect. First Column: For 2
Nodes. Second Column: For 4 Nodes. Third Column: For 16 Nodes.
Dashed blue lines (starred) indicate the results for single classifier, dotted red (circled) for ECOC
and solid green (squared) for bagging.
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ships that offer hints to be used in classifier design. For multi-class classification
problems, the increase in the overall prediction performance obtained with ECOC
makes it preferable over single classifiers. The fact that it converges to the optimum
with smaller number of nodes and epochs is yet another advantage. It also outper-
forms bagging mostly, while in other cases gives similar results. As for the two-class
problems, bagging always outperforms the single classifier, and the optimum num-
ber of nodes and epochs is relatively smaller.
The increase in the performance of bagging and ECOC is a result of the decrease
in both variance effect and systematic effect, although the reductions in the magni-
tude of the variance effect are bigger. Also, when the NNs are weak, that is when
they have been trained with few nodes and epochs, we see that the trends of vari-
ance and variance effect might be in opposite directions in the single classifier case.
This implies that having high variance might help improve the classification perfor-
mance in weak networks when single classifiers are used. However, they are still
outperformed by ensembles, which have even lower variance effects.
As for further possible advantages of ensembles, the fact that they are expected to
avoid overfitting might be shown by using more powerful NNs with higher number
of nodes, or other classifiers such as SVMs that are more prone to overfitting. Future
work is also aimed at understanding and analysing the bias-variance domain within
some mathematical frameworks such as [21, 20] and using the information in the
design of ECOC matrices.
1 Bias-Variance Analysis of ECOC and Bagging Using Neural Nets 15
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Fig. 1.5 Bias-Variance Analysis for ThreeNorm data. First Row: Overall prediction error. Second
Row: Variance effect. Third Row: Systematic effect and Bias. First Column: For 2 Nodes. Second
Column: For 4 Nodes. Third Column: For 16 Nodes.
In the first two rows, dashed blue lines (starred) indicate the results for single classifier, and solid
green (squared) for bagging. In the third row, dashed black (with triangles) & dashed blue (starred)
lines indicate the results for single classifier bias and systematic effect respectively; and solid green
(squared) & magenta (circled) for those of bagging.
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