1. Introduction P. M. Kogge [2] considered recurrences of the form X{ = /(a;, where the z,-(t = 0,..., n) belong to a set X and the a; belong to a set A of parameters. He showed that such recurrences may be evaluated in parallel if there exists a companion function g(a,b) satisfying the transformation equation
In [5] a function / : A x X -» X is called a recurrence function and it is shown that parallel evaluation of the corresponding recurrence is also possible if there exist mappings <p : A -* A and tp : X ->• X, and a quasicompanion g : A x A -• A with respect to these mappings defined by the functional equations For real valued functions defined on real intervals the general solution of these equations is given under the following additional assumptions (see [5] theorem 8.6, page 97):
/(a,x) is strictly monotonic in both variables and continuous in x, (a2) g(a, b) is strictly monotonic and continuous in both variables, (a3) V is surjective.
In this note we shall determine the solution without assuming the surjectivity of xp (cf. section 2, theorem 1).
Once the equations are solved the question arises naturally as to what extent they are independent. From (ql) and (q3) alone it is easy to derive
/(a,/(6,x)) = /( fl (a, VJ (6)),V(x))
<p{g(a,b)) = g(<f(a),<p(b))
V>(/(a,x)) = /( v>(a),#c)).
the following pair of functional equations for g and cp if we still assume condition (al):
(gl) <p [g(aMb) )} = 9l<p(a),<p 2 
(b)\ (g2) g[a,g(<p(bW(c))} = g[g(a, <p(b)),^(c)}.
To prove (gl) apply to the left and right-hand side of (ql) and use (q3) and the monotonicity of /. To prove (g2) compute f(a,f(b,f(c,x))) in two ways by first working from inside outwards and then from outside inwards.
It follows that g[a,cp(g(b,(p(c)))] = g[g(a, <f(b)), <p 2 (c)]
and applying (gl) we obtain (g2).
We could not solve this pair of equations, not even under the assumptions that g satisfies (a2) and is strictly monotonic. Only when tp is assumed continuous can we show that g is a quasi-addition. Nevertheless, using this restricted result it is possible to circumvent the problem by a change of equation (ql) suggested by J. Aczel :
f(b,x)} = f[G(a,b),i>(x)].
If we assume continuity for G (a,b) it is possible to apply our restricted result on the pair of equations (gl) and (g2) and to solve in this way the simultaneous equations (ql*) and (q3) (cf. section 4, theorem 2).
It is equally natural to ask whether equation (q3) was really needed in theorem 1 or theorem 2. Equation (ql*) may be studied as a special case of the generalized associativity equation. In view of the considerable literature on the latter (see e.g. [3] , [4] ) it might be possible to find its solution without using (q3). This is however, an open question.
In section 2 we give the proof of theorem 1. Section 3 is devoted to the solution of the pair of equations (gl) and (g2) which will be the basis of the proof of theorem 2 given finally in section 4.
Equations (ql), (q2), and (q3)
The following theorem gives the complete solution of the simultaneous equations (ql), (q2), and (q3) without assuming the surjectivity of tp. It should be noted that in cases i), iia), and iiia) of the conclusion of theorem 1 below the mapping ip turns out to be surjective anyway. In cases iib) or iiib) however, ip is surjective only when d = 0. Thus our theorem differs from the corresponding theorem 8.6 of [5] mainly in two points: firstly the hypothesis that ip be surjective is dropped and secondly in the conclusion the possibility that d > 0 is admitted in cases iib) and iiib). 
Proof of Theorem 1. Before going into the details of the proof it is worth noting that the functions satisfying the hypothesis of theorem 1 are invariant under a large number of transformations (denoted by f /, <7 -• <7, etc.). (ii) Conjugation with respect to A. Let a : A -> A\ be a continuous bijection and define
It is easily checked that the functions occurring in the conclusion of theorem 1 are also invariant under the same transformations. This observation will occasionally be useful in the proof of the theorem: in trying to show that if functions f,g,<p,rp satisfy the hypothesis they will be of the form as stated in the conclusion, it will be possible to transform them suitably so as to establish whatever property of them may seem desirable. In this way it will be possible to avoid some tedious case distinctions.
It is easy to check that the functions described in the theorem provide solutions of equations (ql), (q2), and (q3). Conversely, we have to show that any solution must have the form described, provided / and g satisfy the assumptions of the theorem.
This part of the proof will be achieved by a series of simple steps. The basic ideas are the same as in the proof of theorem 8.6 of [5] but the lacking surjectivity of tp causes certain complications. Some of the steps especially up to (2.5) have identical or very similar counterparts in [5] .
From now on throughout this section let f,g,<p, and ip denote functions satisfying the conditions of the theorem. We show first that g is strictly monotonic. From (ql) it follows that
where bi = <p(b). Since <p~*,f, and ff 1 are strictly monotonic functions it follows that g(a,bi) is strictly monotonic in both variables on A X B and hence a fortiori on B X B. From (q2) and (2.1) it follows that g(a,b) = g(ip~1(ai),(p~1(bi)) = (p~1(g(a\,bi)) where ai = <p(a) and as before 6i = <p(b). This implies that g is strictly monotonic in both variables on Ax A.
Let us now deal with the associativity. From (q2) it follows that g(B, B) C B and g(C, C) C C. Hence from (g2) it follows that g is an associative operation on C. But now (2.1) implies that ip is an isomorphism of B onto C with respect to the operation g on both sets. Therefore g is associative on B and in a similar way it may be concluded that g is associative on A.
Therefore g is a quasi-addition (see [1] 
Let a* = /3 -1 (a),ai = /3 _1 (ax). Then a* + caj = cfor a suitable element € IQ and so
where a 2 = /?(a 2 *).
This means that g(a,b) = <¿>(02) so that <7(0,6) 6 B which proves (2.6).
(2.7) (Definition). Set U = i>(X) and define a new function
As V is continuous, i7 is a subinterval of X (i.e. convex). The range of F coincides with the range of / since ip~l(u) runs through the whole set X as u runs through U.
We omit the easy proofs of the next three statements. ( 
2.8)
The function F(a,u) is strictly monotonic in both arguments and continuous in u.
for any b <E B,u 6 U (cf. [5] p. 102).
(2.10) 1>(F(a,u)) = F(<p(a),4>(u)
) for allaeA,ueU (cf. [5] , p. 103).
Let a, be A. We have /(a,/(6,x)) = f(g(a,<p(b)),ip(x)) = (using 2.6) f(ip(a2),ip(x)) = if)(f(a,2,x)) G U which proves (2.11).
(2.12) (Definition). Set f(A,f(A,X)) = S so that by the previous assertion S C U. Let T denote the convex hull of S, i.e. t G T whenever t £ S or there exist si,s2 E S and si < t < $2. Since we know that U is an interval (i.e. convex) we know as well that T C U.
We show first that F(a,s) G S for all s G S. In fact if s G S by (2.11) for suitable a\ G A,x G X we have s = ip[f(ai,x)] and so
F(a,s) = F(a,i>[f(aux)])
= f{a^~\^[f{a
Now let t G T. If t G S we have just shown that F(a,t) G 5 C T. Hence assume t is not in S.
Then there exist si,s2 G S such that si <t<s2. As F is monotonic in the second argument we have either
F(a, si) < F(a, t) < F(a, s2) or F(a, s2) < F(a, t) < F(a,
and furthermore, as we have shown, F(a, sj) and F(a,s2) belong to S. This proves that F(a, t) belongs to the convex hull of 5 which is T. On T we have determined F(a,t) and ip(t) so we also have determined f(a,t), namely
Now as t tends to u^ its pre-image a -1 (f) tends to oo in and hence /?
_1 (a) + ca -1 (i) + d tends to oo or to -oo according as the constant c is positive or negative.
Let us consider the case of negative c first. This implies in particular that J\ = (-00,00) and that f(a,t) tends to ^ as t tends to u^-Similarly it follows that /(a, t) tends to u 00 as t tends to . If Uoo would belong to X then
f(a,uoo) = lim f(a,t) = u-OQ t->U oo
as we have just seen. This would be true for arbitrary a G A contradicting the hypothesis that / is strictly monotonic in its first argument. Hence u 00 does not belong to X. Similarly ti-oo does not belong to X. If c is positive then f(a, t) tends to u 00 as t tends to u^ and f(a, t) tends to 1i _ QQ cLS t tends to 00 (if «-00 exists). If tioo (or u_oo) would be contained in X then since / is continuous in its second argument it would follow that /(a, UQO) = «<» (and that f(a,u-QO ) = u_oo)-This contradicts again the hypothesis that / is strictly monotonic in its first argument. This proves (2.19) .
By conjugation with respect to A* we may henceforth assume without loss of generality that X = (/,Uoo) (which means that a is monotonic increasing). 
It follows that f(ao,x) = tp(x).
(2.21) F(a, u)eU for all ueU.
On functions with quasi-companion 715
If T = U this is obvious. Hence assume T C U. Let s be the lower end-point of T so that T = (s,Uoo). As T C U we may infer that s £ U. Now F(a, t) £ T for all t £ T and since F is continuous in its second argument it follows that F(a,s) £ where a -1 is now defined on [5, Moo)-There is an important additional conclusion we may draw from this: since 7\ is closed at its lower end it follows that To may only be < 0,00) or < L, 00) where L > 0. Thus the case Iq = Ji is excluded by the assumption that T C U.
We shall assume here and in the following that [3 is monotonic increasing. This assumption means no restriction since it may be achieved by conjugation with respect to the set A. By the assumptions made previously a is increasing and therefore F(a,t) is increasing in its first argument at least as long as t 6 T. This implies that F(a, u) must be increasing in its first argument regardless of u. Otherwise there would exist u such that The case that Io = [0,00) would cause some special trouble in the main argument that follows. So let us consider this case first. As before let do denote the element of A corresponding to 0. We have Let us now return to the main argument where we may now assume that Io = (0,00) or Iq = (L, 00) for some L > 0. If Io is not of the form [L, 00) let us replace Io temporarily by a smaller set Iq = [L, 00) (where L > 0) and let Ai = [ai,6) denote the corresponding subset of A. Thus A\ definitely has a smallest element.
Let us consider any interval T2 C U containing T and such that F(a, t) € T 2 whenever ¡eTj, and a £ A\. Note that T and Ti are such intervals. If J2 does not contain its lower end-point but £ U, (i.e. T 2 C U) we may adjoin the end-point as before, since the continuity of F in its second argument ensures that F(a,s 2 ) £T 2 \J l^}. Thus as long as T 2 C U we may always assume that T 2 is closed at its lower end. We may apply Aczel's theorem to F with domain T 2 and obtain a representation of F as before
F(a,t) = a(r 1 (a) + a-1 (t))
for a in A\ and t in . Note that the assumption that a is increasing is still valid for the new a since otherwise F(a, t) would no longer be increasing in its first argument.
From the fact that Iq = [¿,00) we may infer that F(ai,S2) > s2• This fact is crucial in our argument. For let us now consider elements s < S2. By the continuity of F in its second argument the inequality F(ai ,s) > s must persist in some interval to the left of S2. Thus we have s < F(a,s) for some s < S2 and for all a G A\. Thus [5, u 0c ) again is an interval for which
F(a,t) G [s, Woo) whenever t G [s,tioo).
That is to say we have shown that can always be extended to the left. It is now easy to see that we can reach every point of U by such an extension. For if the set Q that cannot be reached was not empty we could look at sup(Q) = q. Then (q, u^) is an interval with the desired property that F(a,t) G (q,uQQ) whenever t G (?, «00) an( l a € A\. Now we can join the end-point q to this interval and obtain [q, UQQ) and from the above we see that we could extend [q, u^) to the left leading to a contradiction. Hence Q is empty and we can reach all of U. This proves that F{a,u) G U for all a 6 A\.
These considerations can be made with any A\ corresponding to arbitrary intervals of the form Iq = [¿1,00) where L\ > 0. Since the case Jo = [0,00) was treated beforehand as a special case the union of these intervals is Iq and the proof of (2.21) is finished.
We now obtain the complete representation of F on U. The proof is similar to the proof of (2.17) and need not be repeated.
It is now easy to finish the proof of Theorem 1. All we have to do is to extend the definition of the mapping ai in a suitable way so that (2.23) becomes valid for the whole set X.
Note that when Ji -we have ip(U) = U and hence ip(X) = X, i.e. U = X. In this case there is nothing to show and we may set Ii = J\. 
Thus we may assume that

Equations (#1) and (g2)
In this section we shall prove a lemma on functions ip,g simultaneously satisfying the two equations (gl) and (g2).
LEMMA 1. Let A be a real interval. Let <p : A -> A and g : Ax p(A) -* A be functions satisfying equations (gl) and (g2) and assume that cp is continuous, tp 3 is not constant, and g is monotonic and continuous in both arguments. Then g(a,b) = p(p-1 (a) + (3~1(b)) for a £ A, b € B = <p(A), and <p(a) = /3(c/3
_1 (a)) for a £ A.
Here c ^ 0 is a constant, ¡3 is a monotonic and continuous bijective mapping of a suitable interval Iq onto A and Iq satisfies the conventions of Theorem 1.
Proof of Lemma 1. The lemma will be proved by the following steps (3.1)-(3.20).
(3.1) (Denotation). From now on throughout this section we shall use the operator o instead of g. Thus a o b simply stands for g{a,b).
As in the previous section let B = <p(A) and C = f(B).
Note that B and C are proper intervals (not single points). This follows from the hypothesis that (p is continuous and <p 3 is not constant.
The two equations (gl) and (g2) may obviously be restated as follows. It will be shown that II is a semigroup with respect to the operation o. We prove by induction that II n has the three properties stated for H. Then the assertion will follow simply because II is the union of all H n .
First for Ho the required properties follow immediately from (3.3) and (3. From (3.9) we get an+\ = an o h > an. Thus the sequence an is increasing. Suppose the sequence an would have a limit v belonging to the interval A. Then v o h > v by (3.9) and anoh tends to do h. But on the other hand an o h -an+1 which tends to v.
Assertions (3.9)-(3.10) have obvious counterparts with ">" exchanged by "<". In the following we shall freely use not only (3.9)-(3.10) but also any of their counterparts as we need them. Let t\, e2 G E fl II. By (3.8) we have x o e\ = x = a; o e2 for an arbitrarily chosen x G A. This implies e\ = . As a consequence of (3.12) and the fact that C contains more than one element we note (3.13) C contains at least one element of P or of N. Let h € H fl P and consider the sequence aj of (3.10) for a = h. It follows that aj € H and since II C B we may conclude that B has its upper end-point in common with A. If H fl N / 0 the proof is similar. CoCCC.
When C contains elements from P and from N it follows that H contains elements arbitrarily close to the upper and to the lower end-point of A. From this it follows that A = B and hence B = C. Consequently
CoCCC.
Thus we may assume that C(~liV = 0orCnP = 0. Let us consider e.g. the case that CC\N = 0. When C has its lower end-point in common with A from C fl P / 0 we may again conclude that H contains elements arbitrarily close to the upper end-point of A and therefore A -B and B = C. Hence we may assume that C C A and that C has its upper end-point in common with A.
Let now C\,C2 G C. Then C2°C2 > c-i since is not contained in the set N. It follows that ci o C2 > ci and thus ci o C2 € C.
In the case that C fl P = 0 the argument is analogous. The mapping <p : B -• C is an isomorphism with respect to the operation o. As the operation o is associative on C it follows that it must be associative on B.
In a similar way as in (2.5) we may conclude from this: Computing ip[f(a, f{b, x) )] by first applying equation (q3) we get
On the other hand by using first equation (ql*) we get
Since / is strictly monotonic in the first variable this proves (4.1).
(4.2) G[a, G(b, c)] = G[G(a, b), tp(c)] for all a, b, c in A.
We compute /(a, f[b,f(c,x)]) in two ways first working "from inside outwards" and secondly in the reverse order. We get
(x)).
On the other hand by working "from outside inwards" we get
f(a,f[b,f(c,x)]) = f(G[a,b],iP[f(c,x)]) = f(G[a,b],f[<P(c)Mx)}) = f(G(G[a,b]Mc))^2(x)).
Since / is strictly monotonic in the first variable we get (4.2).
(4.3) (p and if) are strictly monotonic and ifr is continuous.
The proof of (4.3) is similar to the proof of the corresponding assertions in section 2 and we shall not repeat it here. G(a,b),G[a,G(b,c)] ].
Since G is continuous in its second argument it follows that G^1 is continous in its second argument and so it follows that (p is continuous. It follows that /, g, <p , and V satisfy the hypotheses of Theorem 1 and so it is easy to reduce the proof of Theorem 2 to Theorem 1.
