Three-dimensional UAS trajectory optimization for remote sensing in an irregular terrain environment by Choi, Youngjun et al.
Three-dimensional UAS Trajectory Optimization for Remote Sensing in
an Irregular Terrain Environment
Youngjun Choi1, Younghoon Choi2, Simon Briceno3, and Dimitri N. Mavris4
Abstract— This paper presents a novel algorithm for three-
dimensional UAS trajectory optimization for a remote sensing
mission in an irregular terrain environment. The algorithm
consists of three steps: terrain modeling, the selection of
scanning waypoints, and trajectory optimization. The terrain
modeling process obtains a functional model using a Gaussian
process from terrain information with a point cloud. The
next step defines scanning waypoints based on the terrain
model information, sensor specifications, and the required
image resolution. For the selection of the waypoints, this paper
introduces two different approaches depending on the direction
of the viewing angle: a normal offset method and a vertical
offset method. In the trajectory optimization, the proposed
algorithm solves a distance-constraint vehicle routing problem
to identify the optimum scanning route based on the waypoints
and UAS constraints. Numerical simulations are conducted with
two different UAS trajectory scanning methods in a realistic
scenario, Point Loma in San Diego.
I. INTRODUCTION
In the last decade, Unmanned Aerial Systems (UAS) have
become more capable platforms because of more advanced
technologies such as new battery technologies, light weight
structures, upgraded sensor systems and novel autopliot
algorithms. Hence, UAS has been applied to various areas
(e.g., 3D mapping, disaster monitoring, precision agriculture,
border patrol, search and rescue, and building inspection).
In particular, 3D mapping is a core research field since
many applications typically use high-resolution images or
3D mapping results.
For a 3D mapping mission, defining a flight coverage path
is a challenge because of limited battery life that constrains
flight endurance time. The typical endurance range of a Com-
mercial Off-The Shelf (COTS) quadcopter is approximately
between 10 and 30 minutes, and the endurance range of
a COTS fixed wing aircraft is approximately between 30
minutes and 2 hours. In order to scan a large coverage area,
the flight path must be efficiently designed to satisfy the
endurance constraint of a given UAS platform.
Many trajectory generation algorithms have been intro-
duced to identify an optimum trajectory. Notable trajectory
optimization algorithms can be divided into five categories:
*This work was not supported by any organization
1Research Engineer, School of Aerospace Engineering, Georgia Institute
of Technology, ychoi95@gatech.edu
2Graduate Researcher, School of Aerospace Engineering, Georgia Insti-
tute of Technology, younghoon.choi@gatech.edu
3Senior Research Engineer, School of Aerospace Engineering, Georgia
Institute of Technology, briceno@gatech.edu
4 S.P. Langley Distinguished Regents Professor, School
of Aerospace Engineering, Georgia Institute of Technology,
dimitri.mavris@aerospace.gatech.edu
stochastic approaches, road map methods, potential field
methods, geometric methods, and optimization-based ap-
proaches [5]. In particular, grid-based trajectory generation
is well-suited for a coverage trajectory optimization problem
since the required an image resolution can determine the size
of grid cells that define coverage waypoints. In aerial imaging
missions, popular grid-based trajectory generation meth-
ods are as follows, classical exact cellular decomposition,
wavefront-based algorithms, and vehicle routing problem-
based optimization techniques.
The classical exact cellular decomposition generates a
sweeping trajectory to cover an entire Area of Interest
(AOI), which applies a zigzag route on discretized cells
[8]. This sweeping method is computationally fast, but it
has a limitation when an AOI is a non-convex shape. To
solve this limitation, decomposition techniques that divide
an AOI into multiple convex areas have been introduced.
The representative decomposition methods are trapezoidal,
the boustrophedon, and Morse-based cellular decomposi-
tions [1]. The trapezoidal decomposition creates multiple
trapezoids or triangles using an extended vertical line at
each vertex. However, the drawback of this method is that
it generates many small sub-areas. Therefore, in order to
specify the optimal routing sequence for visiting all the sub-
areas, it requires an inefficient and complicated high-level
optimization scheme. As a result, using this method may
require an additional function that merges small areas to
reduce the number of sub-areas. To mitigate this issue, the
boustrophedon decomposition has been introduced, which
decomposes a scanning area using critical vertexes, but
this method also has a limitation when it has non-polygon
restricted areas or obstacles inside of an AOI [6]. The
Morse-based cellular decomposition efficiently solves the
non-polygon restricted area issue through generating a more
smooth scanning trajectory depending on the selection of a
Morse function [1].
An alternative grid-based method is using a wavefront-
based algorithm, a well-known coverage trajectory technique
in the field of robotics [18][8]. This method applies a wave
propagation algorithm that assigns numbers to each grid
within an AOI based on initial/terminal positions and the
information of restricted areas. Using the assigned numbers
of each grid, pseudo-gradient information is employed to
compute a complete coverage trajectory. The advantage of
this method is that it is able to solve a non-convex AOI
with a non-linear objective function. Hence, the wavefront-
based algorithm has been applied to solve an optimum UAS
scanning trajectory problem [3][12].
Another grid-based trajectory optimization method is a
vehicle routing-based approach proposed by George Dantzig
et al., which solves an optimal route problem for vehicles
from central depots to a set of customer locations [7]. The
vehicle routing problem typically solves a cost function
minimizing total traveling distance/time subject to one or
multiple depots, a set of vehicles, the locations of customers,
and customers’ demands. The vehicle routing approach has
a flexible structure that enables one to efficiently manage
design variables such as the number of vehicles, fixed/free
depots, and a set of vehicle constraints. For instance, this ve-
hicle routing problem-based trajectory optimization scheme
has been applied to address the UAS coverage problem [2].
Most of recent literature associated with a coverage path-
planning algorithm is handling a 2D terrain problem that gen-
erally assumes a flat surface. In other words, path-planning
algorithms generate a complete scanning trajectory on Above
Ground Level (AGL) that does not actually account for the
shape of the ground surface. In agriculture robot applications,
Hameed et al. have stated that ignoring elevation changes
is a too optimistic assumption because of the significant
elevation impact [9]. It implies that the coverage trajectory
of an aerial image also needs to consider characteristics of
the terrain topology. In a 3D UAS scanning trajectory area,
few articles have addressed this issue of the 3D coverage
trajectory, mostly inspection missions such as building and
structures [10] [4].
This work proposes a three-dimensional UAS trajectory
optimization algorithm for a remote sensing mission to
capture the actual terrain’s topological characteristics, which
allows a more realistic coverage trajectory. The proposed
method incorporates a Gaussian Process (GP)-based ter-
rain modeling method and a distance-constrained vehicle
routing problem. The terrain modeling process creates a
terrain model using a GP-based on the information of a
Digital Elevation Model (DEM). Then, using the GP terrain
model, the proposed method determines UAS waypoints.
Next, the scanning trajectory optimization solves a distance-
constrained vehicle routing problem for an optimal scanning
trajectory that must visit all the waypoints.
In the remainder of this paper, we introduce the proposed
methodology for a three-dimensional coverage trajectory
optimization algorithm. To be more specific, Section II-A
describes the terrain modeling method using a GP, Sec-
tion II-B presents waypoints selection based on the terrain
model, and Section II-C introduces the formulation of the
distance-constrained vehicle routing problem. Section III
demonstrates the implementation using a representative case.
Section IV provides concluding remarks.
II. NEW THREE DIMENSIONAL UAS SCANNING
TRAJECTORY
A. Sparse Gaussian Process-based terrain modeling
Large-scale terrain modeling is a highly challenging prob-
lem because of unstructured terrain data, incomplete infor-
mation, and inherent sensor uncertainty. A common terrain
modeling approach is applying surface triangulation, but this
approach is not suitable to handle the uncertainty of terrain
data. To address these types of issues, many techniques and
methods with averaging and interpolation techniques have
been introduced. One example method is that Hameed et
al. applies a bilinear interpolation approach that uses the
distance-weighted average using proximity points to specify
a new point [9]. Another popular terrain modeling approach
is Gaussian Process-based terrain modeling. The represen-
tative example of a GP-based terrain model is suggested
by Vasudevan et al., which employs a local approximation
method using KD-Trees for a scalable terrain model [17].
In this work, we apply a Gaussian Process for a terrain
model because a GP regression is a powerful tool to handle
uncertainties. A GP as a non-parametric technique is a
collection of random variables, which have a finite number
of subsets with a Gaussian distribution [13]. The GP model
can be represented by
f(x) ∼ GP(µ(x), k(x, x̂)), (1)
where µ(x) is the mean function, and k(x, x̂) is the covari-
ance function.
It is assumed that we have a set of training data,
{(xk, yk)|i = 1, ..., n}, (x ∈ Rn×m, y ∈ Rn×1). In the
terrain modeling problem, x is a vector of points in the
xy axis, and y is z-axis information. All training input is
denoted as x and the corresponding output is denoted as
y. The output y is the result of adding Gaussian noise to
a true function f̃(x), which is yk = f̃(xk) + εk. Note
that the Gaussian noise is defined as
(
ε ∼ N(0, σ2n)
)
. The
GP regression model computes the posterior distribution
that is obtained by the joint probability model, which is
p(y, f̃) = p(y|f̃)p(f̃). We note that p(y|f̃) is the likelihood
and p(f̃) is the prior distribution. The equations of the GP
regression model, which is the posterior distribution, can be
written as
µ(x) = K(x̂,x)(K(x,x) + σnI)
−1y (2)
Cov(x, x̂) = K(x̂, x̂)−K(x̂,x)(K(x,x) + σnI)−1K(x̂, x̂),
(3)
where K(·) is the n × n covariance matrix, also called the
kernel matrix, x is the training input, x̂ is the test input, and
y is the training output.
In this paper, the kernel matrix is assumed to be a Gaus-












where W, σs, and σn are the hyper-parameters. The hyper-




















where the kernel matrix Ky is K(x,x) + σnI
The GP technique is a flexible class of non-parametric
probabilistic models. However, because of a non-parametric
feature, the GP technique incurs a computational issue for
a large dataset problem since it requires the scale of a
matrix inversion as O(n3) time, where n is the number
of training data points [15]. To solve this computational
limitation, many sparse techniques have been introduced,
which reduces the computational cost to O(n2m) time,
where m is the number of pseudo-input points or induc-
ing variables. The representative sparse GP methods are
the Sparse Pseudo-input GP method (SPGP) and Projected
Process Approximation (PP) [14][15]. However, these two
methods change the GP prior distribution because of the
approximation of the true covariance, which does not yield
a robust approximation of the exact GP result. To address
this issue, Titsias suggested a variation learning method to
select inducing variables and optimize hyperparameters [16]
and demonstrated robust regression result of the variation
learning-based sparse GP through a comparison assessment
with SPGP and PP. Therefore, we opt for the variation
learning-based sparse GP as a terrain modeling method. The
posterior mean and variance of the sparse GP method are as
follows





˜Cov(x, x̂) = K(x̂, x̂)−K(x, x̃)K(x̃, x̃)K(x̃,x) (7)
+ K(x, x̃)χK(x̃,x), (8)
where χ = K(x̃, x̃)−1
(
σ−2n K(x̃, x̃)WK(x̃, x̃)y
)
K(x̃, x̃)−1
To optimize the hyperparameters, which are the variational
quantities Θ̃∗ = [x̃, Θ̃], the sparse GP solves the following


















where K̃y = K̃(x, x̃)K̃(x̃, x̃)−1K̃(x̃,x) + σnI, and ˜Cov =
K̃(x,x) − K̃(x, x̃)K̃(x̃, x̃)−1K̃(x̃,x). The variable x̃ is a
subset of the training inputs. In the formulation, the last trace
term is for a regularization to prevent overfitting. We note
that the detailed derivation and explanation of the variation
learning-based sparse GP is available in the literature [16].
To demonstrate the sparse GP-based terrain model, we











+ kN(0, σ2), (10)
where K is the scaling factor for the terrain model, k is the
scaling factor for Gaussian noise, µ is the mean vector, and
Σ is the covariance matrix. From the Gaussian terrain model,
we collect raw terrain data as point cloud information, and
obtain the approximate terrain model using the sparse-GP
shown in Fig. 1.
(a) Raw data
(b) GP model
Fig. 1: GP model
B. Selection of scanning waypoints
The waypoints for a UAS scanning trajectory can be
determined by the Field of View (FOV), the ground coverage
of a single picture. The FOV, which is a function of image
resolution and the specification of an optical sensor, defines
the discrete grid space of an AOI that must be acquired from
scanned images. The centers of these grid cells determine the
scanning waypoints.
The size of an aerial image is the ratio of the focal
length of a sensor (e.g., Charge-Coupled Device camera, or
a Complementary Metal-Oxide Semiconductor camera) and
an operational altitude, and the ratio of the pixel size of a











where f and H are the focal length and the operational
altitude above ground level (AGL), and Cx, Cy indicate x
and y pixel size of the sensor. Gx and Gy are x and y ground
sampling distance, respectively. Note that H is also called
offset distance in this paper. The Ground Sampling Distance
(GSD), which corresponds the resolution of an image is
GSD = S × Parea, (12)
where Parea is the pixel area, which is Parea =
Sarea/Sresolution. In general, the stereo viewing and pro-
cessing of an aerial image require one to consider endlap
and sidelap for photogrammetric processing. The endlap as
forward overlap is an overlapped area on two successive
images along the flight direction. The sidelap as side overlap
is an overlapped area of two aerial images perpendicular to
the flight direction. Mathematically, the definition of both
overlaps can be written by
G̃x = (1− γx)Gx (13)
G̃y = (1− γy)Gy, (14)
where γx and γy are the ratio of endlap G̃x and sidelap G̃y .
These overlap variables G̃x and G̃y can determine the size
of grid cells, which defines the discretization of the AOI.
Instead of using two overlap variables, we employ min(G̃x,
G̃y) to define the shape of a grid cell because the flight
direction of a quadcopter to scan the AOI may not always
be the same back-and-forth direction.
To determine 3D flight waypoints, offset distance and view
direction also need to be considered. For the offset distance
H , this is determined by the sensor and the image resolution
GSD. For the view direction, this paper applies two different
methods: vertical offset and normal offset.
The vertical offset method generates UAS scanning way-
points by a z-direction offset from the center of a surface
patch. To be more specific, the viewing direction for the
waypoints is the down direction in the local tangent plane,
also called the North East Down (NED) coordinate system as
the context of navigation. The waypoints xw by the vertical
offset method can be written by
xw = xc + [0 0 H]
T , (15)
where xc is the center position of a grid cell.
The normal offset method generates UAS scanning way-
points by offset based on the surface gradient of a grid
patch. To be more specific, this viewing direction is the
normal vector of the center of the grid patch. The advantage
of this normal viewing angle is that it is approximately
perpendicular to the surface plane, which minimizes the
distortion of an image. The normal vector can be computed
by the partial derivative of a GP-based terrain model, N =
[∂µ∂x̂ ,
∂µ
∂ŷ ,−1]. The waypoints are the normal vector multiplied
by the offset distance H , which is
xw = xc + N H (16)
To demonstrate two different offset methods, we as-
sume that the optical sensor is the Zenmuse X5S Olympus
M.Zuiko 9-18mm. The specifications of the Zenmuse X5S
are summarized in Table I. For the simplicity and better vi-
sual explanation of an example problem, we assume a coarse
grid environment in which the required image resolution is
91.33 (cm), low resolution. Based on the sensor and GSD
requirement, the operational altitude is 250 (m) and the size
of the grid cells is 216 (m).
TABLE I: Specifications of Zenmuse X5S
Sensor width (mm) 17.3
Sensor height (mm) 13
Resolution (Mpix) 20.8
Lens Focal length (mm) 9
Based on the size of the grid cells, we discretize the AOI,
the red polygon line in Fig. 2(a) and Fig. 3(a), and apply
the two offset methods, as illustrated in Fig. 2 and Fig. 3.
In the figures, arrows correspond to the offset direction, blue
dots are waypoints, and the red line indicates the AOI. In the
vertical offset method, as expected, the waypoints are located
at the center of the grid patches. On the other hand, the
waypoints resulting from the normal offset method are not
located at the center of the grid patches because of the offset
(a) Top view
(b) 3D view
Fig. 2: Waypoints based on the vertical offset method
direction, which is the normal direction from the surface of
each grid cell.
C. Distance constrained vehicle routing problem
Once the waypoints to scan the entire AOI are determined,
the proposed framework solves a vehicle routing problem for
an optimal scanning trajectory. In this vehicle routing prob-
lem, the framework used the distance constrained vehicle
routing problem Kara suggested [11]. In the optimization
formulation for the vehicle routing problem, we assume that
the positions of initial/terminal depots are the same location
and are known, vehicle speed is constant during a scanning
mission, and the number of UAS platforms is one.
The general vehicle routing problem can be characterized
by graph G = (N,E) such that N = D∪C, where N stands
for nodes (N = {0, 1, ..., n}), D is a depot presented at node
0, and C is the set of n customers. The set E is the edge
set, which is E = {(i, j) : i, j ∈ N, i 6= j}. We note that the
edge means a route between two waypoints. The objective








where dij is a distance from the nodes i to j, and xij as a
decision variable. If the edge (i, j) is selected, then xij = 1;
(a) Top view
(b) 3D view
Fig. 3: Waypoints based on the normal offset method



























dijxij = 0, (i = 1, 2, · · · , n) (22)
g6 = y0i = d0ix0i, (i = 1, 2, · · · , n) (23)
g7 = yij ≤ (D − dj0)xij , j 6= 0, (i, j) ∈ E (24)
g8 = yi0 ≤ Dxi0, (i = 1, 2, · · · , n) (25)
g9 = yij ≥ (d0i + dij)xij , i 6= 0, (i, j) ∈ E (26)
g10 = xij ∈ {0, 1} , ∀(i, j) (27)
Constraints g1 and g2 imply that a single vehicle departs from
the depot (node 0), and arrives to the depot. Constraints g3
and g4 corresponds the degree constraints that each customer
is visited once. Constraint g5 is the subtour elimination
constraint that prevents illegal subtours. Note that yij is
the flow variable, the total distance from the depot to the
node j when a vehicle travels from the nodes i and j. The
constraints from g6 to g9 are the bounding constraints to
guarantee 0 ≤ yij ≤ D. In the constraint g9, the variable xij
is a binary variable.
To test the formulated vehicle routing problem, we con-
ducted an experiment with numerical simulations. In the
experiment, we assumed that the UAS platform is the DJI
Matrice 210. The cruise speed for the scanning mission is
presumed to be 15(m/s) and, the maximum endurance for
the scanning mission is assumed to be 20(min). We also
assumed that the locations of the initial/final depots are at
the center of a corner grid cell located at the bottom left
side of Fig. 2(a). Based on the results of the two waypoints
methods presented in Fig. 2 and Fig. 3, numerical simulation
solves the trajectory optimization problem. Fig. 4 and Fig. 5
illustrate the results of the scanning trajectory optimization.
Both methods cover 100 % of the waypoints. Table II
summarizes the result of the scanning distance and time. The
result illustrates that the scanning trajectory with the vertical
offset method has less flight time than the scanning trajectory
with the normal offset method. The proposed framework of
the scanning trajectory optimization in an irregular terrain is
summarized in Algorithms 1 and 2.
TABLE II: Result of an example study
Algorithm 1 Algorithm 2
Total scanning distance (km) 13.29 14.77
Total scanning time (min) 14.77 15.66
(a) Top view
(b) Side view
Fig. 4: Results of distance constrained vehicle routing prob-
lem with the vertical offset method (Algorithm 1)
(a) Top view
(b) Side view
Fig. 5: Results of distance constrained vehicle routing prob-
lem with the normal offset method (Algorithm 2)
Algorithm 1 Optimal scanning trajectory with vertical offset
approach
1: Sparse-GP based terrain modeling {(Section II-A)}
2: Selection of waypoints {(Section II-B, Eq. 15)}
3: Distance constrained-vehicle routing problem
4: {(Eq. 17 ∼ Eq. 27)}
III. NUMERICAL SIMULATION
In this section, the proposed UAS scanning trajectory
algorithms are demonstrated in a representative terrain envi-
ronment. To obtain a fully realistic terrain environment, we
collected the 3D terrain information of a section of San Diego
around Point Loma from a Digital Elevation Model (DEM)
that consists of a point cloud, as shown in Figure 6. For the
experiment, the optical camera sensor is assumed to be the
Zenmuse X5S illustrated in Table I, and the UAS platform is
assumed to be the DJI Matrice 210. We also assume that the
requirement of the image resolution is assumed to be 0.04
(m) and both overlap rates are 0.4. The resulting operation
altitude is approximately 120 (m) and the size of a grid cell
is 104 (m).
Fig. 7 shows the results of the terrain scanning trajectory
Algorithm 2 Optimal scanning trajectory with normal offset
approach
1: Sparse-GP based terrain modeling {(Section II-A)}
2: Selection of waypoints {(Section II-B, Eq. 16)}
3: Distance constrained-vehicle routing problem
4: {(Eq. 17 ∼ Eq. 27)}
based on two proposed frameworks. The results clearly
show that both scanning trajectories cover all grid cells,
which must be passed. Table III summarizes the result of
the scanning distance and time. The results show that both
methods generate similar scanning distance/time.
TABLE III: Results of a numerical simulation in San Diego
Algorithm 1 Algorithm 2
Total scanning distance (km) 10.49 10.40
Total scanning time (min) 11.66 11.55
IV. CONCLUSION
In this paper, we introduce a new framework for a three-
dimensional coverage path-planning algorithm for a UAS
terrain scanning problem. The framework consists of three
steps: terrain modeling, waypoint selection, and vehicle
routing problem-based trajectory optimization. In the terrain
modeling, this paper applies the sparse-GP method using
large terrain data from a digital elevation model. In the
waypoint selection, the framework suggests two different
offset methods depending on the UAS view direction, which
are vertical offset and normal offset. In the trajectory op-
timization, the method employs the distance constrained
vehicle routing problem. Numerical simulations with the
proposed framework with the two different proposed offset
methods are conducted and compared. The proposed method
has a flexible structure, in which the terrain modeling can
be accomplished with any of a myriad of terrain modeling
methods, and the vehicle routing problem can be modified
using a different cost function or constraints in the optimiza-
tion. One potential extension of this framework is a multi-
UAS coverage problem in an irregular terrain since in a large
scanning area, multiple-UAS platforms may be required to
scan the entire area.
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