The problem of minimizing a sum of Euclidean norms dates from the 17th century and may be the earliest example of duality in the mathematical programming literature. This nonsmooth optimization problem arises in many di erent kinds of modern scienti c applications. We derive a primal-dual interior-point algorithm for the problem, by applying Newton's method directly to a system of nonlinear equations characterizing primal and dual feasibility and a perturbed complementarity condition. The main work at each step consists of solving a system of linear equations (the Schur complement equations). This Schur complement matrix is not symmetric, unlike in linear programming. We incorporate a Mehrotra-type predictor-corrector scheme and present some experimental results comparing several variations of the algorithm, including, as one option, explicit symmetrization of the Schur complement with a skew corrector term. We also present results obtained from a code implemented to solve large sparse problems, using a symmetrized Schur complement. This has been applied to problems arising in plastic collapse analysis, with hundreds of thousands of variables and millions of nonzeros in the constraint matrix. The algorithm typically nds accurate solutions in less than 50 iterations and determines physically meaningful solutions previously unobtainable.
Introduction
A problem which arises in many applications is to minimize a sum of Euclidean vector norms, i.e. century. This amounts to nding the point in < 2 which minimizes the sum of distances from it to three given points. In the early 19th century it was realized that this particular convex optimization problem has a natural dual maximization formulation. Kuhn Kuh91] regards this as the rst instance of duality in the mathematical programming literature. Further history is given in Kuh67] .
Duality theory for D is easily described using min-max theory. Let x i 2 < d , i = 1; : : : ; n. For consistency with standard notation for LP, we refer to x i as the primal variables and y, z i as the dual variables, even though in our experience it is usually the dual problem D which explicitly arises in applications. We have The rst equality follows from Cauchy-Schwartz, the second from min-max theory Roc70, Cor. 37.3.2], the third trivially, and the fourth because if P n i=1 A i x i is not zero, the minimized value would be ?1. Therefore This result is an easy generalization of the duality theory in Kuh67] , and is a special case of a much more general theory of convex optimization given in NN94]. Nonetheless, we are not aware of its explicit appearance in the literature earlier than And96b].
Although the duality theory has been known in its simplest form for nearly two centuries, it was not understood until relatively recently how to exploit duality in algorithms for minimizing D. Iteratively reweighted least squares (Weiszfeld's method Wei37]) has long been used as a robust though slowly converging method to solve D. Another well-known approach is to replace the terms kz i k in the objective by the di erentiable quantity p kz i k 2 + 2 , where is a xed positive number. This method is also robust but converges arbitrarily slowly as ! 0. Neither of these algorithms use any aspect of duality. In both cases, the reason for the slow convergence is that, in most interesting applications, some of the norms in the objective D have zero as their optimal value.
Calamai and Conn CC80, CC87] and Overton Ove83] solved D using
Newton methods combined with an active set approach to determine which norms kz i k are zero at an optimal solution. These methods were the rst to exploit the duality structure of the problem, as they explicitly compute both primal and dual solutions. However, Newton's method was derived in the y;z space only, with the x variables computed by least-squares estimates.
The methods of Calamai and Conn and Overton are quite e cient if not many norms kz i k are zero. However, if this number is large, the number of iterations is typically also large, because the active set of zero norms must be updated at every step.
During the past decade, it was realized that the class of interior-point methods, so successful for solving LP's, could be extended to solve many convex optimization problems; the primary reference for this important development is Nesterov and Nemirovskii NN94]. Andersen And96b] gave a speci c method for solving D which is based on a primal interior-point method for LP. In this method the terms kz i k are replaced by p kz i k 2 + 2 , but the quantity is treated as an extra variable, whose value is determined by duality estimates. Using this method, Andersen was the rst to be able to solve D rapidly and accurately even when the number of variables is large and many norms kz i k are zero at a solution point. In AC98] it was demonstrated how the linearly constrained problem can be reduced to the unconstrained case using an exact l 1 penalty function, while still preserving the sparsity structure.
In this paper we present a primal-dual interior-point method for solving P and D. The basic algorithm is easy to motivate and implement.
The number of iterations required is substantially fewer than for the primal interior-point method used by Andersen And96b] . This is consistent with general experience with primal-dual versus primal interior-point methods for LP Wri97]. The sum of norms problem is a special case of quadratically constrained quadratic programming (QCQP), also known as optimization over the quadratic cone. Nesterov and Todd NT98a, NT98b] gave a theoretical discussion of algorithms for optimization over homogeneous self-dual cones, including the quadratic cone. See also Adler and Alizadeh AA95] for another primaldual algorithmic approach to QCQP. Our view is that the sum of norms problem is su ciently important that a specialized approach is justi ed. Also taking this view, Xue and Ye XY97] gave a complexity analysis of the sum of norms problem, using an interior-point method and exploiting the general theory given in NT98a, NT98b] .
Our primal-dual algorithm is derived in the next section, applying Newton's method to three conditions: primal and dual feasibility and complementarity. A key point is the derivation of the appropriate complementarity condition. The main work at each step consists of solving a system of linear equations (the Schur complement equations). This Schur complement matrix is not symmetric, unlike its counterpart in linear programming.
Section 3 discusses a Mehrotra predictor-corrector enhancement to the algorithm and considers symmetrizing the Schur complement equations, including a compensating skew corrector term. Section 4 presents experimental results for some small Steiner tree test problems. Section 5 discusses a large-scale implementation using a symmetrized Schur complement. This has been used to solve applied problems arising in plastic collapse analysis with hundreds of thousands of variables and millions of nonzeros in the constraint matrix. The algorithm typically nds accurate solutions in less than 50 iterations and determines physically meaningful solutions that were considered unobtainable until now.
In fact, problem D arises in many applications. These include least distance problems in two or three dimensional Euclidean space, such as the classical Steiner tree problem. Xue Ove83] to solve friction problems arising in robotics. Finally, plastic collapse analysis problems have already been mentioned and are discussed at greater length in the nal section of the paper. A key similarity in all these applications is that some, and perhaps many, of the norms in the sum to be minimized can be expected to have the value zero at an optimal solution.
We believe there is great opportunity to apply the primal-dual method given in this paper to these and many other interesting applications.
Notation. Let 
The duality gap must be zero at an optimal solution. It is zero if and only if, for each i = 1; : : : ; n, either kz i k is zero or x i = z i =kz i k. This complementarity condition can be conveniently expressed as z i ? kz i kx i = 0; i = 1; : : : ; n:
It follows from the complementarity condition that for each i, either z i = 0 or kx i k = 1; we say that strict complementarity holds if, for each i, only one of these two conditions holds. It may happen that no strictly complementary solution exists, unlike in LP. Primal-dual interior-point methods are based on Newton's method applied to three sets of equations: primal feasibility, dual feasibility, and an appropriate complementarity/centering condition. The feasibility equations are respectively Ax = 0 (5) and A T y + z = c: (6) We assume from now on that the m by dn matrix A has full rank. We also assume that m < dn, since otherwise P and D are solved by x = 0, z = 0. Collecting (6), (5) and (8) The operations of multiplying vectors by F and E ?1 are trivial since F is block diagonal and E is positive diagonal. Notice the explicit dependence of E and F on the centering parameter , in contrast to the situation in LP, where the corresponding diagonal matrices depend only on the current variables. This is a consequence of the more complicated nature of the complementarity condition (4).
The main cost of this process is forming and factoring the Schur complement AH A T . Except in the trivial case d = 1, the block diagonal matrix H is not generally symmetric, since F is not. This presents di culties for large sparse problems, where it is highly desirable to use sparse Cholesky techniques which apply only to symmetric, positive de nite systems. Sparse LU factorization techniques for nonsymmetric linear systems are more costly since they require pivoting for stability and are therefore not able to exploit sparsity as e ectively as sparse Cholesky methods.
However, note that F is positive de nite (in the sense that v T F v > 0 for all v 6 = 0) as long as x 2 X, and therefore so are H and AH A T (since E and F commute). Furthermore, it follows from equation (7) that for (x; y;z) = (x( ); y( ); z( )) (see Theorem 1), the matrix F and therefore also H and AH A T are symmetric for all > 0. Consequently, when de ned su ciently close to the \central path", AH A T is nearly symmetric. One of the issues we shall discuss in the next section is the e ect of symmetrizing H by de ning it to be 1 2 E ?1 (F + F T ) instead of E ?1 F .
As ! 0, for each i, either z i ( ) or x i ( ) ? z i ( )=kz i ( )k converges to zero. In the the latter case, the limit of the ith block of the corresponding F is singular, while in the former case the limit of the ith block of the corresponding E is zero. We now discuss how to update the iterates x, y and z after x, y and z are computed. We start by observing that z is a descent direction for 
The same steplength must be used for y and z to maintain dual feasibility.
Of course, the univariate minimization problem need not be solved exactly.
The direction x is not necessarily an ascent direction for the penalized primal objective function in P , so a line search is not appropriate to update the primal iterate x. We consider two possibilities:
Primal Scaling Rulex Both rules preserve primal feasibility in exact arithmetic. For the steplength rule, conventional experience with primal-dual interior-point methods dictates a choice of less than 1, but not much less, for example, = :99 or = :999. For sums of norms, however, we found that = 1 also works quite well. This allows iterates x to actually reach the boundary of the feasible region, but the matrix F still cannot be singular as long as > 0. Increased ill-conditioning of the linear systems which are solved as convergence takes place is a standard feature of interior-point methods and generally does not cause great di culties except when the iterates are nearly optimal. The reason we do not allow = 1 is that rounding errors may then cause the updated x to lie just outside the feasible region.
The scaling rule always places x exactly on the boundary of the feasible region. This is not appropriate if the solution x has all component norms kx i k < 1, but this is a trivial case since then the dual solution must be zero by complementarity. As far as we know, the scaling rule does not have an analogy in standard interior-point implementations: such a rule is possible only when the primal equality constraints are homogeneous as they are here.
Equations (15), (16), (17) and the updating rules just described de ne the basic ingredients of a primal-dual interior-point method for solving P and D. To complete the description of the algorithm we must de ne a rule for updating the parameter : for this we introduce a predictor-corrector method.
Mehrotra's Predictor-Corrector Method and a Symmetrized Algorithm with a Skew Correction Term
Mehrotra's predictor-corrector method is a standard tool in primal-dual interior-point software for LP. The basic idea is to rst compute a predictor step de ned by rst-order approximations to the optimality conditions (i.e. Newton's method), and to follow this with a corrector step which also takes second-order terms into account. A key point is that both predictor and corrector use the same matrix factorization; only the right-hand sides of the linear equations de ning the steps di er. Another key component is a technique for estimating the centering parameter . Mehrotra's method was originally given in Meh92]; an excellent discussion may be found in Wri97, Chap. 10]. We now discuss how to adapt Mehrotra's method to our problem. Let x i + (z T i z i ) 2 2(! i ) 3 x i (24) for i = 1; : : : ; n. The idea, then, is to compute the predictor steps x, y and z from equations (15){(17), and then use these to de ne the secondorder terms which are included in the right-hand side of the linear system solved to obtain the corrector step, using the factorization of AH A T a second time.
As noted above, a key component of Mehrotra's method is to exploit the result of the predictor step to de ne a heuristic value for the centering parameter to be used in the computation of the corrector step. This is provided by~ = (gap(x + x;z + z)) 3 n (gap(x; z)) 2 ; (28) It is not practical to substitute~ for on the left-hand side of (24), since the factorization of H has already been computed using the previous value for . Consequently, we also add to the right-hand side of (24) As noted in the previous section, the nonsymmetry of H is a major disadvantage for large sparse problems. We therefore consider here the idea of explicitly symmetrizing H , de ning it to be 1 2 E ?1 (F + F T ) instead of E ?1 F . This suggests subtracting a skew correction term 1 2 E ?1 (F ? Note that by analogy with standard practice in LP, it might seem appropriate to modify the right-hand side r c used by the predictor step by substituting 0 for in its de nition. 1 In practice, whether or not this is done seems to have little e ect, but one reason not to make this choice is that then the dual predictor step is no longer guaranteed to be a descent direction for the smoothed objective function in D . There is no guarantee that the dual corrector step is a descent direction for either this function or the corresponding function de ned using~ instead of , although it usually is. If it is a descent direction for the latter function, we update the iterates as before, using~ instead of in the objective function in the dual line search. Otherwise, we abandon both primal and dual corrector steps and use the predictor steps instead.
We now summarize the algorithm. We initialize it with x = 0, y set to the minimizer of kc?A T yk and z = c?A T y. Assume that an initial value of > 0 is given, as well as a termination tolerance . (22) and (23)), andỹ;z by the dual line search rule ( (18) and (19)). Quit if the dual line search fails to achieve a reduction in the smoothed dual. There are several ways the algorithm might terminate when rounding errors prevent further progress: breakdown of the factorization, failure in the line search, or growth in the primal infeasibility kAxk with respect to the duality gap measure gap(x; z). The occurrence of any of these conditions essentially indicates that the convergence tolerance is set too small; in any case, when they occur, the current or previous approximation is generally quite accurate.
Experiments on Small Problems
We now report some numerical results for this algorithm, comparing the symmetrized and nonsymmetrized versions and other algorithmic options described above. These results were obtained using a Matlab implementation run on a set of small topologically-constrained Steiner tree test problems (for more details, see DO98]). The sparsity in the data is determined by the tree structure and its topological constraint, but subject to these quali cations, the data are generated randomly. Each table shows a summary of results from many runs with di erent random data on the same problem class. Sparsity was not exploited. In all cases d = 2. The dual line search was performed using the Matlab fmin function with its default tolerance.
The machine used was a Sparc Ultra with IEEE double precision arithmetic.
The tables show, for various cases, the number of iterations, the nal values of gap(x; z) (de ned in (26)) and the infeasibility norm sum kAxk + kc ? A T y ? zk, each as medians over a set of randomly generated problems in a given class. The termination tolerance was set to 10 ?10 .
In Tables 1 and 2 . Finally, we also tested the e ect of omitting the correction h (2) i , but this had essentially no e ect in any case. Table 1 shows the results for the Primal Scaling Rule and Table 2 shows the results using the Primal Steplength Rule. The notations \skew corr" and \mod Chol" refer to the use of the skew correction term and the modi ed Cholesky factorization respectively.
The results clearly con rm three remarkable properties of primal-dual predictor-corrector algorithms now well known for linear programming:
Robust convergence to an optimal solution in all cases tested Rapid local convergence so a consistently small number of iterations is required despite the demand for high accuracy Highly accurate solutions achieved despite the extremely ill-conditioned linear systems being solved towards the end of the solution process We now comment in more detail on the results in Tables 1 and 2 . First, notice the high accuracy achieved by the nonsymmetric version of the algorithm; the symmetrized version without the modi ed Cholesky factorization cannot reach the same level of accuracy. With modi ed Cholesky, high accuracy is achievable, but more iterations are required. The inclusion of the skew correction term h (3) i substantially improves the performance of the symmetrized version of the algorithm whether or not the Cholesky factorization is modi ed.
For both the nonsymmetric and symmetrized versions the Primal Scaling Rule has a slightly lower iteration count than the Primal Steplength Rule, apparently because this version of the algorithm has a somewhat faster local convergence rate. However, we note that the Scaling rule has the signi cant disadvantage that it is not applicable if nonhomogeneous linear constraints are added to the problem.
In Tables 3 through 6 we display results for a di erent class of topologically constrained Steiner tree examples, based on the Chung-Graham ladder problem (see DO98]). For these examples, n = 85, m = 84, and the me- Tables 3 and 4 show results for the 20 cases out of 200 generated where an SC solution is found (using the Primal Scaling and Primal Steplength Rules respectively), while Tables 5 and 6 show results for the other 180 cases where no SC solution is found, presumably because such a solution does not exist. The algorithm achieves the same accuracy (by the duality gap and feasibility measures) on the SC and non-SC problems, but the iteration count is markedly higher in the non-SC case, and the rate of convergence of the algorithm was observed to be slower in the non-SC case. For the non-SC problems, the residuals kz i k are not reduced nearly as close to zero for indices i for which SC does not hold. The reason for this is that the duality gap tolerance requires the products z T i (z i =kz i k ? x i ) to be small and both factors in the product for such an index i converge to zero as the solution is approached.
For these problems, the modi ed Cholesky factorization is not needed: the results are identical whether or not it is used. On the basis of the experiments reported in this section, we recommend the symmetrized version of the algorithm with the skew correction term and the modi ed Cholesky factorization, using the Dual Line Search and either the Primal Scaling or the Primal Steplength Rule. The choice of the symmetrized version is based on the substantial advantage of being able to use the Cholesky factorization instead of the LU factorization.
Large Sparse Problems arising in Plastic Collapse Analysis
A variant of the algorithm described above has been used to solve some challenging large sparse problems arising in plastic collapse analysis. We used a symmetrized version of the algorithm, with H = 1 2 E ?1 (F + F T ), so that the Schur complement AH A T can be factored by Cholesky decompo- This sparse implementation was developed over several years with largescale applications in mind. There are two primary di erences from the algorithm discussed in Section 3. The rst is that a di erent generalization of Mehrotra's method was used, based on di erentiating a form of the centering condition which incorporates the symmetrization of F directly, and therefore does not require a skew correction term. The second is that individual centering parameters were used instead of one parameter, namelỹ In the tables, n and m specify the problem dimensions while jAj, jAH A T j and jLj respectively denote the number of nonzeros in A, the upper triangle of AH A T and the Cholesky factor L of AH A T . These numbers are the same as in And96b], except for small variations in sparsity due to improvements in the implementation. The iteration count is denoted by \iter" and \cpu" is the CPU time in seconds. The heading \kz i k = 0" indicates the number of norms in the dual objective that are zero at the optimal solution. More precisely, kz i k is interpreted as being zero if it is less than the tolerance 10 ?10 . The heading \relgap" denotes the relative duality gap P n i=1 kz i k ? c T x P n i=1 kz i k + 1 :
In addition to being scaled this is a slightly di erent measure than the complementarity de ned in (26) The rst set of problems is denoted sspN (simply supported plate with a point load solved on an N N grid). They all have the same structure, but vary in size, depending on the grid in the nite element analysis. In this problem d = 3. This set of problems is characterized by having no zero norms in the solution, i.e., they are, in fact, smooth optimization problems.
In And96b] the constraints kx i k 1 are satis ed within a tolerance of order 10 ?9 . These constraints are satis ed exactly in the primal-dual method. Except for this small improvement in accuracy, the primal-dual method shows no signi cant di erence, for these problems, compared to the primal barrier method in And96b]. There is a small reduction in the iteration count, but not in the CPU time. This is a consequence of the fact that these problems are smooth. We shall see below that the primal-dual method handles the presence of zero norms more e ciently than the primal method. For this problem, as well as for the other results reported below, there is no signi cant di erence in the nal duality gap and primal infeasibility achieved by the two algorithms. They are, in all cases, about 10 ?8 or less.
The second set of problems, denoted by lNa13, arises in the plane strain model in plasticity. Again N indicates the grid size. In these problems d = 2. Characteristics and results are given in In this problem set, the number of zero norms varies from 25 percent for N = 3, to 87 percent for N = 120. Compared with the primal barrier method in And96b], there is a signi cant reduction in the number of iterations and in CPU time. This is shown in Table 9 . The primal-dual algorithm also obtains signi cantly more zero norms in the optimal solution. From our physical understanding of the solution we believe this is correct. It is one of several indications that the primal-dual method is more accurate than the primal barrier method.
There is an important physical interpretation of the complementarity condition (4) in the plasticity problems considered in this section: the vectors z i represent the deformation (strain) tensor at discrete points in the continuum while the x i represent the stresses. Thus, if there is any deformation at a point, then the stresses at that point are on their bounds (have norm one) and their directions are determined by the complementarity condition. With this interpretation the complementarity condition is the 3  49  0 26  2  12 14  1  12 625  179 33  68  179 19  34  30 3721  1756 52 1313  2315 24 461  60 14641  9843 80 15246  11265 28 4710  120 58081 47602 176 284378 50548 34 44144 so-called \ ow rule" for the material.
In the third set of test problems, only a small part of the material undergoes deformation; therefore a very large number of the norms are expected to be zero in the optimal solution. As shown in Table 10 , the number of zero norms varies from 62 to 96 percent of the total number of terms. Comparison with And96b] con rms the observations from Table 9 : for the primal-dual method the iteration count is signi cantly reduced and increases very slowly with the problem size. The CPU time is reduced by a factor 4 or more, and we are able to solve larger instances of the problem. Characteristics and results for these constrained problems are seen in Table 11 . In addition to the number l of linear constraints, there is a new column, \constr", indicating the relative infeasibility of these constraints measured by the expression E T y ? d kdk + 1 :
For the primal barrier method in AC98], the number of iterations varies from 30 (for N = 3 and N = 12) to 201 (for N = 300). For the primal-dual method the variation is from 11 (for N = 3) to 24 (for N = 201) and 35 (for N = 399). For the case N = 201 the CPU time is reduced from 36371 seconds in AC98] to 6179 using the primal-dual method. However, we can do even better: in the clN13 problems there is one column that is relatively dense, resulting in considerable ll-in during the factorization. Using the technique described in And96a] for handling dense columns these problems can be solved more e ciently, making it possible to solve for larger values of N. The asterisk in the table indicates that the result for N = 399 was obtained by this method. Using the same technique, the case N = 201 required 4293 CPU seconds, and there were 6367553 nonzero elements in the L factor.
We conclude that for nonsmooth problems the primal-dual method is signi cantly more e cient than the primal barrier method applied in And96b, ACO98, AC98]. The number of iterations increases slowly with the size of the problem. Finally, the primal-dual method appears to be less vulnerable to ill-conditioning near the optimal solution.
