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Abstract
This thesis is devoted to asymptotic analysis and computations of probability mea-
sures. We are concerned with the probability measures arising from two classes of prob-
lems: Bayesian inverse problems and rare events in molecular dynamics. In the former we
are interested in the concentration phenomenon of the posterior measures such as posterior
consistency, and the computational methods for sampling the posterior, such as the Markov
Chain Monte Carlo (MCMC). In the latter we want to describe the most probable transition
paths on molecular energy landscapes in the small temperature regime.
First, we examine the asymptotic normality of a general family of finite dimensional
probability measures indexed by a small parameter. We begin this by studying the best
Gaussian approximation to the target measure with respect to the Kullback-Leibler diver-
gence, and then analyze the asymptotic behavior of such approximation via Γ-convergence.
This abstract theory is employed to study the posterior consistency of a finite dimensional
Bayesian inverse problem.
Next, we are concerned with a Bayesian inverse problem arising from barcode de-
noising, namely reconstructing a binary signal from finite many noisy pointwise evalua-
tions. By choosing the prior appropriately, we show that in the small noise limit the result-
ing posterior concentrates on a manifold which consists of a family of parametrized binary
profiles.
Furthermore, we extend the use of Gaussian approximation in the context of the (in-
finite dimensional) transition path problem. In particular, we characterize the most probable
paths as an ensemble of paths which fluctuates within an optimal Gaussian tube. The low
temperature limit of these optimal paths is also identified via the Γ-convergence of some
vii
relevant variational problem.
Finally, we introduce, analyze and implement a novel Bayesian level set method for
solving geometric inverse problems. This Bayesian approach not only removes some draw-
backs of classical level set methods but also enables quantifying geometric uncertainties
induced by noisy measurements.
viii
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Chapter 1
Introduction
1.1 Overview
Uncertainty is an intrinsic attribute of the real world. This uncertainty may come, for exam-
ple, from the unpredictability of physical experiments, a lack of knowledge about physical
processes or from noisy measurements. To understand and quantify the uncertainties from
various sources as well as their impacts, probabilistic modelling is becoming an increas-
ingly important methodology. For instance, statistical physicists use methods of stochastic
processes to describe the thermal motion of particles at the microscopic scale, and link the
stochastic microscopic properties of particles to the deterministic macroscopic behaviour of
the physical system through hydrodynamic limits. Meteorologists predict the weather and
climate of a given location by assimilating the real time noisy data into stochastic dynam-
ical models that approximately describes the atmospheric processes. In many stochastic
models, the central mathematical object is usually a probability measure (or distribution),
which contains rich uncertainty information about the quantities of interest. It is thus highly
important to think about how to learn from probability measures.
In this thesis we focus on a family of probability measures {µε}ε>0 of the form
µε(du) =
1
Zε
exp
(
−1
ε
Φε(u)
)
µ0(du), (1.1)
where ε is a small parameter, Zε is the normalisation constant and µ0 is a probability mea-
sure independent of ε. Probability measures µε of the form (1.1) arise naturally from a
variety of applications, among which of particular interest in this thesis are Bayesian in-
verse problems and the transition path problem in molecular dynamics. In Bayesian inverse
problems, the measure µε is a posterior measure, in which the functional Φε is the nega-
tive log-likelihood, the measure µ0 comes from the prior distribution, and the parameter ε
1
is usually associated with the number of observations or the noise level of the statistical
experiment. In this case, the formula (1.1) is nothing but the Bayes’ formula. Whereas in
the transition path problem, the measures µε and µ0 are the distribution of certain (condi-
tioned) diffusion process and that of the underline Brownian bridge process respectively,
and the parameter ε is proportional to the physical temperature. In this case, the formula
(1.1) follows from the Girsanov transformation.
This thesis studies the probability measures µε from both theoretical and computa-
tional perspectives. From a theoretical point of view, we are interested in understanding the
asymptotic behaviour of probability measures µε in the limit ε ↓ 0. The primary motiva-
tion for this theoretical study comes from the issue of posterior consistency for Bayesian
inverse problems. Posterior consistency refers to the property that if the data is generated
from some “true” parameter then the updated posterior measures concentrate around the
truth as the information of the data grows up to infinity. This consistency property is im-
portant since it guarantees that Bayesian inferences with different priors will agree as long
as the data is sufficiently informative. Another motivation comes from the analysis of tran-
sition paths in molecular dynamics, where we would like to give an efficient description
of typical transition paths at finite temperature as well as the limiting behaviour of such
paths in the low temperature limit. From a computational point of view, we would like
to extract useful information from a measure µε (with a fixed ε). One common approach
for doing so is to draw samples from a probability measure by using Markov Chain Monte
Carlo (MCMC) methods. MCMC methods are of great importance since they are the only
computational tool that could provide complete information about a probability measure.
We will implement a MCMC algorithm within a Bayesian level set method for solving
geometric inverse problems. Nevertheless, direct MCMC simulations can be prohibitively
expensive in general. As an alternative, point estimators, such as the expected value and the
maximum a posterior (MAP) estimator are commonly used in practice owing to their com-
putational tractability. The downside of point estimators lies in the fact that they lose the
uncertainty information of the measure. In this thesis, we seek a good compromise between
point estimators and MCMC methods via Gaussian approximations. We shall demonstrate
the power of the Gaussian approximation approach in the theoretical studies of Bayesian
inverse problems and the transition path problem.
The rest of this chapter is organised as follows. Section 1.2 and Section 1.3 pro-
vide an overview of the Bayesian inverse problems and rare events in molecular dynamics
respectively, with emphasis on the theoretical and computational issues therein. In Section
1.4, we discuss two principle ingredients used in the thesis for analysing the asymptotic
behaviour of probability measures: Gaussian approximations and Γ-convergence.
2
1.2 Bayesian Inverse Problems
Inverse problems concern converting observational data into information about systems
which are not observed directly. From the mathematical point of view, an inverse prob-
lem takes the abstract form
y = G(u)
in which the unknown u ∈ U is to be determined, given the data y ∈ Y , where U and Y
are Banach spaces. The operator G : U → Y is usually termed as the forward operator and
in general it is written as the composition of a solution operator coming from the forward
model and an observational operator. Most inverse problems of interest are often ill-posed
in the Hadamard sense: they might not have a solution in the strict sense, solutions might
not be unique and/or might not depend on the data continuously. The last scenario arises,
in particular, when we have noisy observations such as
y = G(u) + η
where η is an additive noise. In classical approaches to inverse problems, the noise is
treated deterministically although it may be modelled in terms of a probability distribution
and the inverse problem is solved through minimising the data-misfit functional. The ill-
posedness of the inverse problem is reduced by means of regularisation techniques, such
as the Tikhonov regularisation [219]. In the present thesis we will not consider classical
approaches to inverse problems, but we refer the reader to the monographs [87, 132] for
extensive treatments of optimisation-based regularisation methods.
We focus on a statistical approach to inverse problems, in which all quantities in-
cluding the unknown u, the noise η and the observations y are regarded as random variables.
The Bayesian approach updates the knowledge about the unknown by blending prior beliefs
with observed data. Mathematically, the prior belief is encoded in a prior distribution µ0
on the unknown. The probabilistic information of the noise is useful in defining the data
likelihood, that is the conditional distribution of y given u, describing the possibility of
observing certain outcome given a fixed unknown parameter. Bayes’ rule combines the
prior distribution and the data likelihood, leading to a probability measure called the pos-
terior µy, that is the conditional distribution u given y. Typically the Bayes’ rule implies
that the posterior measure is absolutely continuous with respect to the prior and has the
Radon-Nikodym derivative
dµy
dµ0
(u) ∝ exp (−Φ(u; y)) .
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This exponential form arises in particular when the noise distribution is Gaussian and in this
case the functional Φ(u; y) admits a form of least square. The Bayesian approach offers the
following advantages over classical regularisation approach:
(i) The posterior measure is the solution to the Bayesian inverse problem, from
which one can not only estimate the unknown under consideration but also quantify the
uncertainty about the unknown. Uncertainty quantification (UQ) plays an important role in
characterising the impact of variability and lack-of-knowledge about the quantify of inter-
est.
(ii) The maximum a posterior (MAP) estimator, a point u maximising the poste-
rior density function µy in the Bayesian approach, is linked with the minimiser of some
regularised functional, in which the regularisation norm arises naturally from the prior.
(iii) Bayesian inverse problems are usually well-posed with respect to the data, that
is the posterior measure µy depends continuously on y; whereas the solutions to classical
inverse problems are very sensitive to the data y.
The book [136] is a good reference including an introduction to Bayesian inverse
problems and some applications in science and engineering. The problems considered there
come from infinite dimensional models such as partial differential equations (PDEs), but
the Bayesian inferences are carried out only for discretised problems which are therefore
essentially finite dimensional. A modern treatment of infinite dimensional Bayesian inverse
problems can be found in the excellent review articles [215] and [61]. The paper [63] gives
a definition of MAP estimators in the infinite dimensional setting based on the idea of
maximising the ratio of two small ball probabilities, and the close relationship between
MAP estimators and regularisation methods is explored as well therein.
1.2.1 Issues and Challenges
The Bayesian approach eliminates or reduces the ill-posedness of inverse problems by
searching the solution in a larger space – the space of probability distributions instead of
the space of deterministic states. As discussed earlier, the probabilistic formulation brings
several benefits, but it also brings some issues and challenges as we elaborate below.
1.2.1.1 Choice of Priors
The Bayesian approach provides a natural regularisation by means of introducing a prior
distribution. The prior represents all possible information about the unknown quantity that
one may have prior to observations, hence it should be tailored according to the specific
structure and property of unknowns. For example, in the modelling of discontinuous per-
meability of the subsurface, Gaussian priors may not be appropriate since geological perme-
4
ability usually exhibits some heterogeneous structures such as layers and channels. In prac-
tice, the quantity of interests may also involve different scales of length and amplitude, for
which Bayesian inferences can be very sensitive to the length scales in the priors. For those
problems, modelling priors hierarchically, through the introduction of hyper-parameters and
hyper-priors, is helpful for improving the robustness of estimation. In general, the choice
of prior is still subjective, and how to choose priors to increase the accuracy and efficiency
of Bayesian inferences has become one of the biggest challenges.
Gaussian priors [61, 215] are the most commonly used priors in Bayesian inverse
problems of functions, since they are easy to construct and the parameters thereof are di-
rectly linked to the regularity of functions. Besov priors [62, 143] are useful in imaging
problems where preserving the edges and interfaces is important. The book [136] provides
an overview of different priors used in statistical inverse problems in the finite dimensional
setting. Applications of hierarchical models in inverse problems can be found for example
in [42, 73, 118]. In particular, in [118] a hierarchical Gaussian prior was used in linear
Bayesian inverse problems and the MAP estimator of the resulting posterior was connected
with the Mumford-Shah functional. In [73], hierarchical priors based on the Whittle-Mate´rn
distributions were used in a Bayesian level set framework for controlling length scales in
geometric inversions.
In this thesis, we will show how to construct prior models in the context of barcode
denoising (Chapter 4) and geometry inversion (Chapter 6).
1.2.1.2 Asymptotic performance
The quality of Bayesian procedures can be assessed by the asymptotic performance of the
posterior measure. It is desirable that as more and more samples are generated from some
true model, the posterior based on these samples would concentrate around the truth. This
property is formally phrased as posterior consistency. Let us give it a precise definition in
the context of Bayesian inverse problems. Consider the inverse problem of recovering the
true parameter u† from a sequence of observations
yj = G(u†) + ηj .
Let µn be the posterior measure built upon the accumulated data Yn := {yj}nj=1 and EYn
be the expectation with respect to the law of Yn. We say that the posterior µn is consistent
at u† if for any δ > 0
EYnµn{u| d(u, u†) ≥ δ} → 0 as n→∞. (1.2)
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Here d represents a metric on the parameter space. In addition, we say that the posterior is
consistent with contraction rate εn with εn → 0 if
EYnµn{u| d(u, u†) ≥Mnεn} → 0
for every Mn →∞ as n→∞.
In Bayesian statistics, the famous Doob’s consistency theorem [65, 69] shows that
under certain mild assumption on the prior the posterior measure is consistent for almost
every true parameter, but it does not give consistency at a given truth. Schwartz’ theorem
[208] allows proving consistency in the weak sense under the conditions that the true dis-
tribution fulfils certain testability property and that any small neighbourhood (measured in
terms of the Kullback-Leibler divergence) of the true distribution has positive probability
under the prior. The papers [13, 102] improved the weak convergence in the Schwartz’
theorem to strong convergence. Posterior contraction rates were also obtained for non-
parametric statistical models; see e.g. [103, 105, 210]. In the context of Bayesian inverse
problems, the contraction rates were studied mostly for linear inverse problems with Gaus-
sian priors; see [2, 140] for the mildly ill-posed case and [3, 141] for the severely ill-posed
case. The paper [195] proved a contraction result for linear inverse problems with non-
conjugate priors. The papers [176, 192] investigated the posterior contraction rate in the
problem of Bayesian nonparametric drift estimation of SDEs. For nonlinear Bayesian in-
verse problems, the posterior contraction results are quite limited. The paper [224] focused
on the contraction rate for a specific nonlinear infinite dimensional Bayesian inverse prob-
lems arising from groundwater flow modelling. For a good review of posterior consistency
we refer the reader to [101].
In many statistical problems, the concentration phenomenon of posterior consis-
tency can be characterised even more precisely. The famous Bernstein-von Mises (BvM)
theorem states that under certain conditions the posterior measure is asymptotically equiva-
lent to a Gaussian distribution independently of the prior when the sample size is sufficiently
large. Let us consider the BvM theorem more precisely in a parametric setting. Suppose
that XN := {X1, X2, · · · , XN} are a collection of independent and identically distributed
(i.i.d) samples with each Xi drawn from a distribution Pθ. We also assume that the param-
eter θ ∈ Θ. Let PNθ be the law of XN . Let Π be the prior distribution on Θ and denote by
Π(·|XN ) the resulting posterior distribution. The Bernstein-Von Mises Theorem states that
under the frequentist assumption that Xi is drawn from some true model Pθ0 , as N →∞
dTV
(
Π(θ|XN ), N
(
θˆN ,
1
N
I−1θ0
))
PNθ0−−→ 0, (1.3)
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where θˆN is an efficient estimator for θ, Iθ is the Fisher information matrix of Pθ and dTV
represents the total variation distance. The BvM theorem is important at least in two ways.
First, a direct consequence of the BvM result (1.3) is that the posterior contracts around the
truth with the rate O(N−1/2). Second, the BvM result implies that Bayesian credible sets
are asymptotically equivalent to frequentist confidence intervals, whereby the estimation of
the latter can be realised by making use of the computational power of MCMC algorithms.
The BvM theorem for parametric models is well-known, see for example [43, 65,
121]. Semiparametric versions of BvM phenomenon, concerning the asymptotics of the
marginal posterior distribution for a finite dimensional parameter of interest from a model
of infinite-dimensional nuisance parameter, have been shown to be valid in various occa-
sions [18, 48, 209]. For statistical models with infinite parameters (usually rephrased as
nonparametric models), the BvM theorem dose not hold in general. Some counterexamples
can be found in [59] and [97]. Although BvM results in strong L2-setting are not avail-
able in nonparametric models, it is possible to prove some weak versions of BvM, see e.g.
[46, 47, 145]. In [46], the author proved a nonparametric BvM theorem under weak L∞-
topology in the Gaussian white noise model. This result was extended to the i.i.d sampling
model in [47]. The recent book [106] provides a detailed review of semiparametric and
nonparametric BvM results.
It is important to notice that posterior consistency does not hold in any Bayesian
inference for under-determined inverse problems since the data can not determine the un-
known uniquely. For those problems, posterior measures can only be expected to concen-
trate on manifolds in general. We will show this type of concentration in both Chapter 3
and Chapter 4.
1.2.1.3 Computation
The most important step of Bayesian inferences is to extract useful information from poste-
rior distributions. The most widely used approach is to sample from posterior distributions
by using Markov Chain Monte Carlo methods. The resulting samples are then used to com-
pute quantities of interest, such as the expectation of observables. The key idea of MCMC
is to design a suitable Markov chain so that its stationary distribution coincides with the tar-
get posterior measure. A standard Metropolis-Hastings [117, 168] based MCMC algorithm
is given in Algorithm 1.2.1.
Algorithm 1.2.1 (Metropolis-Hastings Algorithm). Given a target measure µ on Rd with
density pi and a transition kernel p, samples {xk} are generated in the following steps.
1. Initialisation: set k = 0 and pick x0 ∈ Rd.
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2. Propose yk ∼ p(xk, ·).
3. Set xk+1 = yk with probability
a(xk, yk) := min
{
1,
pi(yk)p(yk, xk)
pi(xk)p(xk, yk)
}
.
4. Set xk+1 = xk otherwise.
5. k → k + 1 and return to 2. .
A great advantage of MCMC is that it only requires specifying the target mea-
sure up to a normalisation constant; this can be seen from the ratio in Step 3 of above.
Different choices of transition kernel p gives MCMC algorithms of different types and de-
grees of efficiency. There exists a vast literature concerning the theory, implementation
and application of various MCMC methods; see relevant discussions in excellent textbooks
[152, 197, 200]. Applications of MCMC in Bayesian inverse problems can be found in
[136]. One of the biggest challenges of MCMC is that its computational complexity usu-
ally increases dramatically with the number of dimensions. The optimal complexity as a
function of dimension of the state space has been identified in many MCMC algorithms,
see e.g. [100, 165, 185, 198, 199]. In particular, with an appropriate scaling of the proposal
variance according to the dimension, the resulting Markov chain converges to a stochastic
(partial) differential equation. The understanding the diffusion limits of MCMC in high
dimensions has facilitated the development of MCMC algorithms for functions, including
the preconditioned Crank-Nicolson MCMC (pCN-MCMC) method [57, 111] and hybrid
Monte Carlo (HMC) method [57, 181]. Sequential Monte Carlo (SMC) [72, 172], based on
the evolution of interacting particles is another popular sampling method used in practice.
SMC is also known as particle filter [144, 162] in the community of data assimilation and
has been proved to be very efficient in low dimensions, but has poor performance in high
dimensions [16]. Recently, dimension-independent versions of SMC were proposed and
applied for solving inverse problems in [17, 137].
For high-dimensional problems, full characterisations of the posterior distributions
can be very difficult. In this case, it is convenient to use some point estimators instead.
Posterior means and MAP estimators are commonly used “typical” values from posterior
distributions. In Bayesian inverse problems, the MAP estimator is of great interest since it
directly links to classical regularisations [63, 118]. Recently, a stochastic Newton algorithm
was proposed in [133], where a local Gaussian approximation around the MAP estimator
was used in the construction of the proposal in MCMC in order to improve the efficiency
of vanilla MCMC algorithms. A similar Gaussian approximation idea was exploited for
accelerating the pCN-MCMC algorithm in [190].
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1.2.2 Geometric Inverse Problems
Geometric inverse problems are a special class of inverse problems where the unknowns
are geometric shapes. Typical geometric inverse problems include seismic inversion and
reservoir characterisation [20, 128], inverse scattering problems [56, 109, 139], electrical
impedance tomography [23, 52], etc. In the resolution of geometric inverse problems, the
mathematical modelling of the shapes is a key preliminary step. The level set method, ini-
tially proposed by Osher and Sethian [179], provides an advantageous tool for representing
and analysing surfaces and interfaces over standard parametric models. Since the paper by
Santosa [204], level-set-based shape optimisation methods have been successfully applied
to various geometric inverse problems, see e.g. [5, 35, 36, 55, 128]. As pointed out in [37],
despite the popularity of level-set-based optimisation methods, their mathematical analysis
turns out to be a very difficult matter. In particular, the convergence of the optimisation
algorithms is only known in few circumstances [35, 36] and the regularity of level sets
during the evolution defined by the optimisation procedure still remains an open problem.
These theoretical issues are mostly due to the occurrence of discontinuity in the level set
representation. More precisely, the mapping that takes a level set function to the physical
parameter space is discontinuous. The discontinuity also causes troubles in the numerical
implementation of level set methods. For instance, standard level set methods tend to pro-
duce more and more flat level set functions during the evolution, see [37, 91]. Hence some
ad hoc reinitialisation operations need to be performed periodically in practice to reinstate
the geometric motion. Some of these negative aspects of conventional level set methods can
be eliminated by a novel Bayesian level set method [123] which we will discuss in Chapter
6. A hierarchical version of the Bayesian level set method is presented recently in [73].
1.3 Rare Events in Molecular Dynamics
Understanding transition events in complex and dynamical molecular systems is fundamen-
tal to the understanding of many processes in physics, biochemistry and material sciences.
Often, transition processes of interest are “rare” in the sense that the system of consider-
ation spends a long period of time fluctuating around the neighbourhood of the so-called
metastable states before it “rarely” hops from one metastable state to another. Protein fold-
ing — the most fundamental processes of biological self-assembly, is a typical example of
such rare events. Uncovering the mechanism of protein misfolding and aggregation could
possibly help to prevent or cure a wide range of human diseases; see e.g. [67, 68]. In the
process of protein folding, the transition from an unfolded state to a final native state is
usually on the timescale of microseconds to seconds, whilst the timescale of the vibration
of covalent bonds is only femtoseconds.
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Understanding the detailed behaviour of transition paths of a molecule system of-
ten requires calculations of multiple trajectories. Direct simulations of the trajectories, or
solving the underlying stochastic differential equations (like equation (1.5) below), is com-
putationally hindered by a number of challenging issues, including high dimensionality
[207], dilemma of stability and time-step [146, 147], wide disparity of timescales [79, 220],
etc. Hence it becomes essential to seek alternative effective descriptions of dynamical sys-
tems. Below we will give a brief overview of the analysis and computations of rare events
in that direction. Before that we want to first present a paradigmatic model — the Langevin
dynamics model for the study of rare events in molecular dynamics.
1.3.1 Langevin Dynamics Model
In molecular dynamics, the thermal-driven movements of a system of molecules and atoms
can be modelled in terms of Newton mechanics, where the interaction forces between in-
dividual atoms are derived from the gradients of a potential energy function (or energy
landscape), which describes the internal potential energy of bonded or non bonded interac-
tions between atoms. Perhaps the most popular mathematical model of molecular dynamics
is the so-called Langevin dynamics [146, 148]
dx
dt
= −M−1p,
dp
dt
= −∇V (x)− γ · p+
√
2γkBTM
1/2dW
dt
.
(1.4)
In the above model, M is the mass matrix and V represents the potential energy function.
The parameter γ is referred to as the friction coefficient or collision rate, which is assumed
to be a universal constant here, but can be generalised to be a spatial-dependent tensor.
The constant kB is the Bolzmann constant, T is the physical temperature and W stands
for a standard Brownian motion so that W˙ gives the standard Gaussian white noise, which
models the effects of the heat bath.
A simplified but still widely used version of the Langevin dynamics is the Brownian
dynamics
dx
dt
= −∇V (x) +
√
2ε
dW
dt
. (1.5)
The Brownian dynamics can be derived from the Langevin dynamics by taking the limit
of large friction or small mass (see [148] for explicit derivations). For this reason, the
Brownian dynamics is also called the overdamped Langevin dynamics. We note that the
parameter ε is a constant determined in the limit and in particular it is proportional to the
temperature. Under some mild conditions [201] on the potential V , the Brownian dynamics
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defines a reversible Markov process with invariant measure
ρε(dx) ∝ exp
(
−1
ε
V (x)
)
dx.
The phenomenon of metastability is illustrated in Figure 1.1, which shows a trajectory for
a Brownian particle moving in a double-well potential.
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Figure 1.1: Brownian dynamics with double well potential V (x) = 14(x
2 − 1)2 and noise
level ε = 0.6.
1.3.2 Rare Events Analysis
The transition state theory (TST), developed by Arrhenius [9], Eyring [93], M.G. Evans
and M. Polanyi [92], et al, provides a primary framework to study qualitative behaviour
of rare events in dynamical systems. The theory is focused on the identification of the
transition states and the calculation of the associated transition rates. Transition states are
the bottlenecks for rare events and usually correspond to the saddles of the underlying
potential energy landscape. The transition rate describes the frequency of each transition,
and can be calculated from the probability flux of reactive trajectories passing through the
neighbourhood of the transition state. To give an example, consider the one dimensional
over-damped Langevin dynamics with a double well potential V , i.e. V has two local
minimisers x and y, separated by a unique saddle point z. According to Arrhenius law [9],
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the transition rate from x to y is given by
κA→B ' Ce[V (z)−V (x)]/ε(1 + o(1)ε↓0).
The prefactor C can be calculated explicitly by Eyring-Kramer’s formula [15, 142] and it
depends only on the curvatures of V at x and z. Disregarding the prefactor, the exponential
asymptotics can also be derived from large deviation principle [98].
From a mathematical point of view, TST implies that a transition process can be
reduced to a finite state continuous time Markov chain, with the state spaces defined by the
metastable states and the jump probabilities given by the transition rates. The metastability
property of the original dynamics can be understood by that of the finite-state Markov chain;
see e.g. [24, 178].
The idea of TST has a far-reaching influence on the development of rare events in
both theories and computations. The well-know transition path sampling (TPS) method
developed by Bolhuis, Chandler, Dellago and Geissler [182] is based on (and goes beyond)
TST and allows generating reactive trajectories between two stable states using MCMC
algorithms. From the ensembles of reactive trajectories, one could in principle retrieve some
dynamical information about the reaction mechanism, such as the reaction rate, reaction
coordinate, etc. However, the process of doing so is highly non-trivial (see e.g. [173]).
Therefore it is necessary to have new approaches to interpreting the reactive trajectories.
The transition path theory (TPT) [84, 220] provides a new mathematical framework for
understanding the statistical properties of the transition paths between two states. In TST,
a transition path from state A to state B is defined as the piece of reactive trajectory from
A to B without going back. Different from TPS, the length of the reactive trajectories
is not fixed any more and could possibly be infinite. The most important feature of TST
is that it allows to analyse and to compute many interesting statistical quantities of the
transition path ensemble, such as the likelihood of finding a reactive trajectory at any spatial
point (or probability density of reactive trajectory and currents) and the reaction rate (or the
probability flux). For more discussions on TST, we refer to [79, 156, 169] and the references
therein.
1.3.3 Rare Events Computations
Over the last two decades, significant progress has been made in developing different nu-
merical techniques for rare events computations. We intend to give a brief overview of
several different types of numerical methods according to different quantities one might
want to estimate.
First in the small temperature regime, the occurrence of transition events can be
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predicted with high probability by the so-called minimal energy paths (MEPs). Roughly
speaking the probability of visiting the neighbourhood of other paths rather the MEPs is
exponentially smaller. A complete analytical characterisation of this picture is due to the
well-known theory of Freidlin-Wentzell [98] based on the large deviation principle. Build-
ing upon the Freidlin-Wentzell theory, many algorithms have been proposed for finding the
minimal energy paths. Notable methods include the nudged elastic band method [135], the
string method [80, 82, 83], minimal action methods [81, 234] and geometric minimal action
methods [108, 120, 221].
At finite temperature, the transition paths sampling [182] is perhaps the first sys-
tematical numerical method for generating the ensemble of transition pathways between
two metastable states. Traditional random walk based MCMC algorithms are often too
slow to be used in practice, hence many techniques have been developed to improve the
efficiency of sampling from different perspectives. Hyperdynamics, developed by Voter
[225], accelerates escaping from stable sates of the dynamics by modifying the potential
energy near those states. This biased potential of course changes the transition time, but
the statistics of the original system can be recovered by an appropriate time rescaling. The
similar idea is extended to temperature-accelerated dynamics [211] method whereas the
exit event is speed up by increasing the temperature rather than potential biasing. Replica
exchange sampling [217, 226], also known as parallel tempering [85, 216], improves sam-
pling efficiency through a swap mechanism that exchanges replicas of the system of differ-
ent temperatures or different potentials [157, 232]. It has been observed that the efficiency
of replica exchange sampling methods increases as the swapping frequency tends to infinity
[75, 191].
Importance sampling is an important class of methods for rare events simulation.
It is particularly useful to compute the expectation of observables under the distribution of
transition paths, such as the exit probability and the free energy. The key idea of importance
sampling is to draw samples from a different distribution so that on the one hand the sam-
plers could explore important regions more frequently, and on the other hand to decrease
the variance of statistical estimation. How to choose the alternative distribution to achieve
variance reduction is a central issue. Dupuis et al. established a framework [76, 77] based
on large deviation theory [74] and optimal control theory [95] to analyse the efficiency
of importance sampling. The theoretical analysis leads to a series of asymptotic optimal
importance sampling methods [114–116, 222, 233] in the sense that the relative statistical
error is uniformly bounded or vanishing.
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1.4 Two Ingredients: Gaussian Approximation and Γ-convergence
The idea of approximating a (non-Gaussian) probability measure by a Gaussian measure or
a mixture of Gaussians is essential in a variety of applications. For example, in machine
learning Gaussian mixture distributions [19] are widely used for representing the probability
distribution of observations which may involve subclassifications in the overall population,
and hence they are of great importance in the processing of large data set, such as clustering
of point clouds, image segmentation and image compression. In data assimilation [144], the
Kalman filter is an exact algorithm for linear Gaussian problems (with additive Gaussian
noise); for non-linear problems, most important filters, such as the extended Kalman filter
(ExKF) and the ensemble Kalman Filter (EnKF) are approximate Gaussian filters [144], in
which Gaussian approximations are carried out in the prediction step. Although the Gaus-
sian approximation is extensively used in applications, it had not been treated in a substan-
tial systematic theory until very recently. In the paper [187], the authors studied the best
Gaussian approximation from a calculus of variations perspective, and more specifically
they formulated a variational problem by employing the Kullback-Leibler (KL) divergence
as the cost functional. Owing to some nice properties of the KL-divergence, they were able
to prove the existence of minimisers to the variational problem. We will adopt the same cal-
culus of variations viewpoint to study Gaussian approximations for probability measures in
this thesis, but with more emphasis on the asymptotic behaviour of the best approximation
in some small parameter limit. In particular we want to address three questions:
(1) Does the best Gaussian approximation converge in the small parameter limit?
(2) Does the limit of the best Gaussian satisfy a limit variational problem?
(3) How accurate is the approximation?
To answer the above questions, we employ a key mathematical tool — Γ-convergence
[25, 164]. In the field of calculus of variations, Γ-convergence is an important notion for
studying convergence of functionals and has been widely used in solving asymptotic prob-
lems in mathematics and physics; see for example [12, 96, 171, 189]. In our study of
Gaussian approximations, we prove the Γ-convergence of some functionals that are closely
associated to the KL-divergence between the target measure and the Gaussian measures.
Identifying the Γ-limit provides a direct answer to question (2). If in addition the sequence
of functionals fulfils certain compactness property, then Γ-convergence of the function-
als guarantees the convergence of minimisers and minimum values; this gives answers to
question (1) and (3). The established Gaussian approximation theory is exemplified in the
analysis of Bayesian inverse problems and the transition path problem. More specifically, in
Chapter 3 we study the posterior consistency of a finite dimensional and nonlinear Bayesian
inverse problem and in particular we prove a Bernstein-von Mises theorem for the posterior
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measure. In Chapter 5 we use the best Gaussian approximation to characterise the optimal
Gaussian tube around the most likely transition paths.
1.5 Outline of Contributions
In this thesis, we discuss the asymptotic behaviour of probability measures arising from
two classes of problems: Bayesian inverse problems (Chapter 3 and Chapter 4) and the
transition path problem (Chapter 5). In Chapter 6, we focus on the computational aspects
of probability measures in the study of a Bayesian level set method for geometric inverse
problems. Below we give an outline of each chapter.
1.5.1 Chapter 3 – Gaussian Approximations for Probability Measures on Rd
This chapter concerns the approximation of probability measures on Rd with respect to the
Kullback-Leibler divergence. We are interested in a family of probability measures {µε}ε>0
where a measure µε has a Lebesgue density
ρε(x) =
1
Zµ,ε
exp
(
−1
ε
V ε1 (x)− V2(x)
)
.
We assume that V ε1 → V1 locally and V1 has n distinct minimisers x1, x2, · · · , xn. Intu-
itively, when ε is small, the measure µε is a multi-modal distribution and each mode locally
looks like a Gaussian measure with centre near the individual minimisers xi and with co-
variance scaled like O(ε).
Given a measure µε with a fixed positive ε, we consider the minimisation of the
Kullback-Leibler divergence DKL(ν||µε) with respect to ν over two classes of simple mea-
sures: Gaussian measures and Gaussian mixtures (convex combinations of Gaussian mea-
sures). The existence of the best approximation νε is proved in both cases. Moreover, the
asymptotic behaviour of νε in the limit ε ↓ 0 is characterised explicitly by studying the
Γ-convergence of functionals associated to the KL-divergence DKL(ν||µε). It turns out that
the relative entropy structure is preserved in the Γ-limit, which consists of two parts: the
first part is a weighted relative entropy which measures the discrepancy between two Gaus-
sians, and the second part is the relative entropy between two Dirac masses supported at xi
with different weights, with one coming from the weight of the Gaussian mixture and the
other from the asymptotics of the normalisation constant Zµ,ε in the definition of the target
measure. As a consequence of the Γ-convergence result, the best Gaussian approximation
νε is given by νε =
∑n
i=1 α
i
ε N (miε, εΣiε) with
miε → xi,Σiε → D2V1(xi)−1, αiε →
[
detD2V1(x
i)
]− 1
2 · e−V2(xi).
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As a typical application of the abstract theory, we consider the finite dimensional
Bayesian inverse problem of recovering x from the noisy observations yε, where
yε = G(x) + εη.
Here G : Rd 7→ Rd is the (nonlinear) forward map and the noise η ∼ N (0, Id). By
imposing a suitable prior on x, we can obtain the posterior µηε . For a fixed realisation of
noise, we show that the posterior measure is approximately equivalent to a Gaussian (or
a Gaussian mixture) in the small noise limit; (2) Taking into account the randomness of
the noise, we prove a BvM theorem (with optimal rate of convergence) for the posterior
measure.
1.5.2 Chapter 4 – Bayesian Approach to Barcode Denoising
In this chapter we investigate a Bayesian approach to the recovery of a barcode signal from
finitely many noisy observations. In our set-up, a barcode signal is a one-dimensional binary
function u defined on the interval [−1, 1] and taking values in {±1}. The inverse problem is
to recover u from noisy pointwise evaluations {fi}Ni=1 at sampled points {xi}Ni=1 ⊂ (−1, 1),
where u and {fi}Ni=1 are related via
fi = u(xi) +
√
εηi.
Here we assume that the noise ηi ∼ N (0, σ2i ). In our Bayesian approach, we build an ε-
dependent prior µ˜ε so that samples drawn from the prior are approximately binary. Formally
the prior measure is given by
µ˜ε(du) ∝ exp
(
−
∫ 1
−1
1
2
|u′(x)|2 + 1
ε2
V (u(x))dx
)
du.
As a result of Bayes’ theorem, the posterior measure ν˜ε satisfies that
dν˜ε
dµ˜ε
(u) ∝ exp
(
− 1
2ε
N∑
i=1
λi(u(xi)− fi)2
)
where λi = 1/(2σi), i = 1, · · · , N . Moreover, the MAP estimator of ν˜ε is the minimiser
of Onsager-Machlup functional
Fε(u) :=
∫ 1
−1
ε
2
|u′(x)|2 + 1
ε
V (u(x))dx+
1
2
λi(u(xi)− fi)2
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over the functional space of H1±(−1, 1). We understand the asymptotic behaviour of the
posterior measure from two perspectives. Firstly we identify the limit of the MAP estima-
tor by identifying the Γ-limit of Fε. We emphasise that this Γ-limit does not follow directly
from the stability property of Γ-convergence under continuous perturbation, since the data-
fidelity term of the functional Fε involves pointwise evaluations which are not continuous
functionals of L1-functions. Secondly, we study the concentration phenomenon of the pos-
terior measure ν˜ε. Intuitively, the measure should concentrate on a manifold which consists
of the minimisers of the Γ-limit of Fε. We justify this rigorously in a simple situation where
only two measurements are taken in the inverse problem. In this case the attracted manifold
where the posterior is concentrated can be characterised explicitly.
1.5.3 Chapter 5 – Gaussian Approximations for Transition Paths
A Gaussian approximation framework was introduced in the analysis of general finite di-
mensional probability measures in Chapter 3. We extend the use of such framework to the
infinite dimensional transition path problem. More specifically, we are concerned with the
“most likely transition paths” in the overdamped Langevin dynamical model. The Freidlin-
Wentzell theory identifies the most likely paths in the zero temperature limit via the large
deviation principle; the Onsager-Muchlup theory defines the optimal paths at finite temper-
ature in terms of MAP estimator of the underlying path-space probability measure. Unfor-
tunately, the Onsager-Muchlup approach can produce non-physical paths and these paths
do not agree with the Freidlin-Wentzell paths when the transition time grows up to infinity
as the temperature decreases to zero.
We give an alternative description of typical transition paths in the small tempera-
ture regime. The key idea is to seek the best Gaussian approximation, with respect to the
Kullback-Leibler divergence, of the non-Gaussian distribution of the diffusion process. We
interpret the mean of this Gaussian approximation as the most likely paths and the covari-
ance operator as a means to capture the typical fluctuations around this most likely path.
The Gaussian measure used in the approximation is given as the distribution of some time-
inhomogenous Ornstein-Uhlenbeck process, which is parametrised by two parameters, with
one specifying the mean and the other controlling the covariance. We formulate the measure
approximation as a variational problem with respect to the two parameters and we prove the
existence of minimisers for the variational problem. Then the low temperature limit of the
Gaussian approximation is studied via the Γ-convergence of the associated variational prob-
lem. The limiting functional consists of two parts: The first part only depends on the mean
and coincides with the Γ-limit of the Freidlin-Wentzell rate functional. The second part
depends on both the mean and the covariance operator and is minimised if the dynamics
of approximation is given by an Ornstein-Uhlenbeck process found by linearisation of the
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Langevin dynamics around the Freidlin-Wentzell minimiser.
1.5.4 Chapter 6 – A Bayesian Level Set Method for Geometric Inverse Prob-
lems
In this chapter we present a Bayesian level set approach to geometric inverse problems.
The inverse problem considered here is to find a physical parameter κ from observations
y ∈ Rd where
y = G(κ) + η,
where η is the noise and G is the forward map. Moreover, we assume that κ is known a
priori to be piece-wise constants with the form κ(x) =
∑n
i=1 κiIDi(x) where the constants
{κi}ni=1 are assumed to be known and the domains {Di}ni=1 are the only unknowns of
interest. Our Bayesian level set method infers the unknown domains in three steps. In the
primary step, similar to classical level set methods, each unknown domainDi is represented
by a continuous level set function u via
Di = {x ∈ D | ci−1 ≤ u(x) < ci}.
The function κ is then linked with the level set function u by the level set map, defined by
(Fu)(x)→ κ(x) =
n∑
i=1
κi IDi(x).
Then we seek the posterior probability distribution on the level set function u given y,
given a prior probability distribution on u and an independent probabilistic specification
of the noise η. Finally the push-forward of the posterior measure of u through the level
set map gives rise to a measure of κ from which we can statistically estimate the unknown
geometries.
This probabilistic formulation gives a number of advances over classical level set
method. Firstly with an appropriate choice of prior the set of discontinuities of the level set
map has null probability; this leads to a well-posed inverse problem in which the posterior
distribution is Lipschitz with respect to the observed data, from which one can not only
estimate interface locations, but also quantify uncertainties in them. Secondly it leads to
computationally expedient algorithms in which the level set itself is updated implicitly via
the MCMC methodology applied to the level set function — no explicit velocity field is
required for the level set interface. We demonstrate the effectiveness of the Bayesian level
set method with computational results of two applications: a subsurface flow problem and
an inverse source problem.
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Chapter 2
Mathematical Preliminaries
2.1 Gaussian Measures
This section collects some basic results about Gaussian measures in infinite dimensional
spaces. We start by defining a Gaussian measure on separable Banach spaces. Let X be a
Banach space. We say a measure µ is a Borel measure on X if µ is a measure defined on
the σ-algebra B(X) of Borel sets in X . Let f : X 7→ Y be a map between Banach spaces
X and Y . We say f is a Borel measurable function if f−1(A) ∈ B(X) for any Borel set
A in the σ-algebra B(Y ). We denote by f∗µ the push-forward of the measure µ under the
map f . Note that f∗µ is a Borel measure in Y if f is a Borel measurable function.
Definition 2.1.1. A Gaussian measure µ on a separable Banach spaceX is a Borel measure
such that `∗µ is a Gaussian probability measure on R for every continuous linear functional
` : X 7→ R. The measure µ is called centred if `∗µ has mean zero for every ` ∈ X∗.
The following fundamental theorem characterises the exponential tail of Gaussian
measures and will be useful in controlling integrals against Gaussian measures.
Theorem 2.1.2 (Fernique). Let µ be a Gaussian measure on a separable Banach space X .
Then there exists a > 0 such that
∫
X exp(a‖x‖2)µ(dx) <∞.
As an important consequence of the Fernique theorem, a Gaussian measure has
finite moments of arbitrary order. In particular, it allows to define the covariance operator
as follows. The covariance Cµ : X∗ 7→ X of a Gaussian measure µ is a bounded linear
operator such that
Cµ` =
∫
X
x`(x)µ(dx)
for any ` ∈ X∗.
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Now we turn to the discussion of Gaussian measures on separable Hilbert spaces. In
the Hilbert space setting, the covariance of a Gaussian measure is more than just a bounded
operator, but is also trace class, as shown in the following proposition [110, Proposition
3.15]. Recall that a bounded linear operator A defined on a separable Hilbert spaceH with
orthonormal bases {ek}k∈N is trace class if Tr(A) :=
∑
k(Aek, ek) <∞.
Proposition 2.1.3. A Gaussian measure µ on a separable Hilbert space H has covariance
operator Cµ : H 7→ H which is trace class and satisfies∫
H
‖x‖2µ(dx) = Tr(Cµ).
Conversely, for every positive trace-class symmetric operator onH, there exists a Gaussian
measure µ onH such that Cµ = K.
Given h ∈ X , define the map Th on X by Th(x) = x+h. The following Cameron-
Martin theorem [44, 110] characterises precisely when a centred Gaussian measure µ (in a
Hilbert space) is equivalent or singular to its shift T ∗hµ.
Theorem 2.1.4 (Cameron-Martin). Let µ = N(0, Cµ) be a centred Gaussian measure on
a Hilbert space H. Then the measure T ∗hµ is absolutely continuous with respect to µ if
and only if h ∈ Hµ := {x ∈ H : ‖C−
1
2
µ x‖ < ∞}. Moreover, in the latter case, its
Radon-Nikodym derivative is given by
dT ∗hµ
dµ
(x) = exp
(
〈C−
1
2
µ h,C
− 1
2
µ x〉 − ‖C−
1
2
µ h‖2
)
.
The space Hµ in the above theorem is usually referred to as the Cameron-Martin
space (or reproducing kernel Hilbert space) associated to the measure µ. It can be shown (by
e.g. [21, Proposition 2.4.6]) that the Cameron-Martin spaceHµ is compactly embedded into
its underlying Hilbert spaceH. Moreover, the Cameron-Martin spaceHµ is a “small” set in
H since as shown in [110, Proposition 3.42] it holds that µ(Hµ) = 0. This demonstrates the
fact that measures on infinite dimensional spaces are more likely to be mutually singular.
Example 2.1.5 (Brownian Bridge). Let Bt be a one dimensional Brownian bridge process
on (0, 1), that is a Brownian motion Wt subject to the condition that W (1) = 0. More
precisely,
Bt = (Wt|W1 = 0), t ∈ [0, 1]
with B0 = 0. The law of {Bt : t ∈ [0, 1]} can be viewed as the centred Gaussian measure
µ0 = N(0, Cµ) on the Hilbert space H = L2(0, 1) where the covariance operator C =
(− d2
dx2
)−1 with Dirichlet boundary condition. Let µ = N(m,C) be another Gaussian
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measure with m ∈ H. It follows from Theorem 2.1.4 that µ and µ0 are equivalent if and
only if m ∈ Hµ = H10 (0, 1). Moreover, the Radon-Nikodym derivative is given by
dµ
dµ0
(x) = exp
(〈m,x〉H1 − |m|2H1) .
2.2 Probability Metrics
In this section, we introduce some probability metrics on the space of probability mea-
sures and then discuss some of their important properties and relationships. These metrics
quantify the distance between probability measures and will be useful in discussing the
well-posedness of Bayesian inverse problems as well as the approximation of probability
measures.
Suppose that we are given two probability measures µ and µ′ on a measurable space
(X,F ). Then the total variation distance is given as follows.
Definition 2.2.1. The total variation distance between probability measures µ and µ′ is
dTV(µ, µ
′) = sup
A∈F
|µ(A)− µ′(A)|.
The total variation distance has an equivalent formulation
dTV(µ, µ
′) =
1
2
∫
X
∣∣∣∣dµdν − dµ′dν
∣∣∣∣ dν,
where ν is a common reference measure with respect to which both µ and µ′ are absolutely
continuous.
Definition 2.2.2. The Hellinger distance between probability measures µ and µ′ is
dHell(µ, µ
′) =
1
2
∫
X
(√
dµ
dν
−
√
dµ′
dν
)2
dν
 12 .
It follows from the definitions that 0 ≤ d(µ, µ′) ≤ 1 where d stands for dTV or
dHell. Moreover, the total variation distance and the Hellinger distance are related through
the following inequality. The proof can be found in [61, Lemma 6.12].
Lemma 2.2.3. Given two probability measures µ and µ′. Then
1√
2
dTV(µ, µ
′) ≤ dHell(µ, µ′) ≤ 1√
2
dTV(µ, µ
′)
1
2 .
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Finally, we introduce the Kullback-Leibler divergence as another measure of the
closeness of probability distributions. In Chapter 3 and Chapter 5, the KL-divergence will
be used as the cost functional in the variational problems arising from Gaussian approxi-
mations for probability measures.
Definition 2.2.4. The Kullback-Leibler divergence between probability measures µ′ and µ,
with µ′ absolutely continuous with respect to µ, is
DKL(µ
′||µ) = Eµ
[
dµ′
dµ
log
(
dµ′
dµ
)
dµ
]
=
∫
X
dµ′
dµ
log
(
dµ′
dµ
)
dµ.
If µ′ is not absolutely continuous with respect to µ, then the divergence is set to be
+∞. It is important to note that the KL-divergence is not a metric since both symmetry and
triangle inequality are violated. Nevertheless, the divergence possesses several advantages
over previously defined probability metrics in practice. First, in many cases the logarithmic
structure of the KL-divergence enables us to calculate the divergence explicitly (see Chapter
5). Second, as shown in the following lemma (cf. [61]), the KL-divergence provides an
upper bound for both the total variation distance and the Hellinger distance.
Lemma 2.2.5. Let µ and µ′ are two equivalent probability measures. Then it holds that
dTV(µ, µ
′) ≤
√
DKL(µ||µ′), dHell(µ, µ′) ≤
√
1
2
DKL(µ||µ′). (2.1)
The first inequality of above is also known as Pinsker’s inequality [60].
2.3 Onsager-Machlup Functional and MAP Estimator
In this section we recall the definitions of the Onsager-Machlup functional and the maximum
a posterior estimator of a probability measure on an infinite dimensional space. Let µ be a
probability measure defined on a Banach space X . For z ∈ X , denote by Bδ(z) the open
ball of radius δ centred at z.
Definition 2.3.1. If there exists a functional I , defined on E ⊂ X , such that for z1, z2 ∈ E,
lim
δ↓0
µ(Bδ(z2))
µ(Bδ(z1))
= I(z1)− I(z2),
then I is called the Onsager-Machlup functional of µ.
Definition 2.3.2. For a fixed δ > 0, let zδ = arg maxz∈X µ(Bδ(z)). Then a point z ∈ X
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is called the MAP estimator of the measure µ if
lim
δ↓0
µ(Bδ(z))
µ(Bδ(zδ))
= 1.
The MAP estimator is not unique in general and it is interpreted as a “most likely”
point of a probability measure in the sense of maximising the small ball probabilities. In
many applications, the measure of interest, µ, has a density with respect a reference measure
µ0:
dµ
dµ0
(u) ∝ exp(−Ψ(u))du. (2.2)
Here µ0 is a Gaussian measureN(m,C) onX with the Cameron-Martin space (E, 〈·, ·〉E).
In this case, the existence of the MAP estimator is guaranteed under some assumptions [63]
on the potential function Ψ.
Assumption 2.3.3. The function Ψ : X 7→ R satisfies the following properties.
(i) For every ε > 0, there is an M ∈ R such that for all u ∈ X ,
Ψ(u) ≥M − ε‖u‖2X .
(ii) Ψ is locally bounded from above, i.e. for every r > 0, there exists K = K(r) > 0 such
that, for all u ∈ X with ‖u‖X < r, we have Ψ(u) ≤ K.
(iii) Ψ is locally Lipschitz continuous, i.e. for every r > 0, there exists L = L(r) > 0 such
that, for all u1, u2 ∈ X with max(‖u1‖X , ‖u2‖X) < r, we have
|Ψ(u1)−Ψ(u2)| ≤ L‖u1 − u2‖X .
Theorem 2.3.4. Let µ be the measure defined by (2.2) with Ψ satisfying Assumption 2.3.3.
Then
(i) The Onsager-Machlup functional of µ is given by
I(u) :=
Ψ(u) + 12‖u−m‖2E if u−m ∈ E, and+∞ otherwise .
(ii) The MAP estimator of µ is given by the minimiser of I defined as above.
Proof. See Theorem 3.2 and Theorem 3.5 of [63].
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2.4 Γ-convergence
The notion of Γ-convergence, since its first introduction by De Giorgi [107], has become a
predominant notion in calculus of variations and partial differential equations for the study
of the convergence of functionals. Typical applications of the Γ-convergence include the
gradient theory of phase transition [25], homogenisation theory [27] and the free continuity
problems arising in image analysis [11]. For a detailed treatment of the general theory of Γ-
convergence, we refer the reader to the books of Braides [25] and Dal Maso [164]. In this
thesis, Γ-convergence will be used as a natural framework to characterise the asymptotic
convergence of probability measures.
We first recall the following definition of Γ-convergence.
Definition 2.4.1. LetX be a metric space andEε : X → R a family of functionals indexed
by ε > 0. Then Eε Γ-converges to E : X → R as ε→ 0 if the following conditions hold:
(i) (liminf inequality) for every u ∈ X , and for every sequence uε ∈ X such that
uε → u, it holds that E(u) ≤ lim infε↓0Eε(uε);
(ii) (limsup inequality) for every u ∈ X there exists a recovery sequence {uε} such
that uε → u and E(u) ≥ lim supε↓0Eε(uε).
We say a sequence of functionals {Eε} is compact if lim supε↓0Eε(uε) < ∞ im-
plies that there exists a subsequence {uεj} such that uεj → u ∈ X .
Proposition 2.4.2. [164, Proposition 6.8] If Eε
Γ→ E in X , then E is lower-semi continu-
ous on X .
As a consequence of Proposition 2.4.2, the Γ-limit has a minimiser if the minimising
sequence admits a compact subsequence. Moreover, the following proposition shows that
the Γ-convergence is stable with respect to continuous perturbation (cf. [164, Proposition
6.21]).
Proposition 2.4.3. If Eε
Γ→ E, then for any continuous functional G, G+ Eε Γ→ G+ E.
The following fundamental theorem of Γ-convergence states that
Γ− convergence + compactness =⇒ convergence of minima.
This property makes Γ-convergence particularly appealing in characterising the limiting
behaviour of minimisers of variational problems. We remark that the compactness property
in Definition 2.4.1 is also called equi-coerciveness in the literature; see e.g. [25, 164].
Theorem 2.4.4 (Convergence of minima). Suppose that lim supε↓0Eε(uε) < ∞. Let uε
be a minimiser of Eε. If {Eε} is compact and Γ-converges to E, then there exists a subse-
quence uεj such that uεj → u where u is a minimiser of E.
24
Proof. We refer the proof of this proposition to [164, Chapter 7] and [26, Chapter 2].
To give a concrete example of Γ-convergence, we consider identifying the Γ-limit of
the Ginzburg-Landau energy functional. To that end, let V be a double-well potential taking
{±1} as its minimisers. For example V (u) := 14(1−u2)2. We define the Ginzburg-Landau
energy functional Eε associated to V by
Eε(u) :=
∫ 1
−1
ε
2
|u′(x)|2 + 1
ε
V (u(x)) dx (2.3)
with u ∈ H1(−1, 1) and ε > 0. The Ginzburg-Landau model arises in the gradient theory
of phase transitions in material sciences; see the celebrated work by Van der Waals [66] and
Cahn-Hilliard [39]. In a material, for example a fluid, a configuration of the system may be
described by a function u which approximately takes constant values in different regions
(representing different phases), like±1 in the above model, and smoothly transits from one
phase to the other. The parameter ε describes the width of the transition layer. In Van der
Waals’s theory, the stable configurations of fluid are characterised by the function uε which
minimises the energy functional Eε. Physically in the equilibrium the interface separating
two phases should minimise the surface area; this is justified via the asymptotic analysis of
Eε in the limit ε→ 0. The follow lemma proves the Γ-convergence of Eε.
Lemma 2.4.5. Let Eε be a functional defined in (2.3). Then Eε Γ-converges to the perime-
ter functional
E(u) :=
c0#S(u) if u ∈ BV ((−1, 1); {−1, 1})+∞ otherwise in L1(−1, 1)
with respect to L1-topology. Here S(u) denotes the jump set of a binary function u over
(−1, 1) and the constant c0 represents the minimal cost for each jump that is given by
c0 :=
∫ 1
−1
√
2V (u)du.
The proof of Lemma 2.4.5 is firstly due to Modica-Mortola [171] (see also [170]).
Since then Modica-Mortola’s result had been generalised to the vector valued cases in [214]
and [96]. Later Baldo [12] extended their results further allowing both vector density func-
tion and multiple (more than two) phases.
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Chapter 3
Gaussian Approximations for
Probability Measures on Rd
3.1 Introduction
In this paper, we study the “best” approximation of a general finite dimensional probability
measure, which could be non-Gaussian, from a set of simple probability measures, such
as a single Gaussian measure or a Gaussian mixture family. We define “best” to mean
the measure within the simple class which minimizes the Kullback-Leibler divergence be-
tween itself and the target measure. This type of approximation is central to many ideas,
especially including the so-called “variational inference” [227], that are widely used in ma-
chine learning [19]. Yet such approximation has not been the subject of any substantial
systematic underpinning theory. The purpose of this paper is to develop such a theory in
the concrete finite dimensional setting in two ways: (i) by establishing the existence of best
approximations; (ii) by studying their asymptotic properties in a measure concentration
limit of interest. The abstract theory is then applied to study frequentist consistency [65] of
Bayesian inverse problems.
3.1.1 Background and Overview
The idea of approximation for probability measures with respect to Kullback-Leibler di-
vergence has been applied in a number of areas; see for example [138, 159, 161, 205].
Despite the wide usage of Kullback-Leibler approximation, systematic theoretical study
has only been initiated recently. In [187], the measure approximation problem is studied
from the calculus of variations point of view, and the existence of minimisers is estab-
lished therein. The companion paper [190] proposed numerical algorithms for implement-
ing Kullback-Leibler minimisation in practice. In [159], Gaussian approximation is used as
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a new approach for identifying the most likely path between equilibrium states in molecu-
lar dynamics; furthermore, the asymptotic behaviour of the Gaussian approximation in the
small temperature limit is analysed via Γ-convergence. Here our interest is to develop the
ideas in [159] in the context of a general class of measure approximation problems in finite
dimensions.
To be concrete we consider approximation of a family of probability measures
{µε}ε>0 on Rd with Lebesgue density of the form
µε(dx) =
1
Zµ,ε
exp
(
−1
ε
V ε1 (x)− V2(x)
)
dx. (3.1)
Here Zµ,ε is the normalisation constant. A typical example of a measure µε with this form
is a posterior measure in Bayesian inverse problems. For instance, consider the inverse
problem of identifying x from a sequence of noisy observations {yj}j∈N where
yj = G(x) + ηj ,
and where the ηj denote describe the random noise terms. This may model a statistical
measurement with an increasing number of observations or with vanishing noise. In the
Bayesian approach to this inverse problem, if we take a prior with density proportional to
exp(−V2(x)), then the posterior measure is given by (3.1) with the function ε−1V ε1 , up
to an additive constant, coinciding with the negative log-likelihood. The parameter ε is
associated with the number of observations or the noise level of the statistical experiment.
Our study of Gaussian approximation to the measures µε in (3.1) is partially mo-
tivated by the famous Bernstein-von Mises (BvM) theorem [65] in asymptotic statistics.
Roughly speaking, the BvM theorem states that under mild conditions on the prior, the
posterior distribution of a Bayesian procedure converges to a Gaussian distribution centred
at any consistent estimator (for instance the maximum likelihood estimator) in the limit of
large data (or, relatedly, small noise [33]). The BvM theorem is of great importance in
Bayesian statistics for at least two reasons. First, it gives a quantitative description of how
the posterior contracts to the underlying truth. Second, it implies that the Bayesian credible
sets are asymptotically equivalent to frequentist confidence intervals and hence the esti-
mation of the latter can be realised by making use of the computational power of Markov
Chain Monte Carlo algorithms. We interpret the BvM phenomenon in the abstract theoreti-
cal framework of best Gaussian approximations with respect to a Kullback-Leibler measure
of divergence.
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3.1.2 Main Contributions
The main contributions of this chapter are twofold:
• We use the calculus of variations to give a framework to the problem of finding
the best Gaussian (mixture) approximation of a given measure, with respect to a
Kullback-Leibler divergence;
• We study the resulting calculus of variations problem in the small noise (or large data)
limits, thereby making new links to, and ways to think about, the classical Bernstein-
von Mises theory of asymptotic normality.
We describe these contributions in more detail. First we introduce a theoretical
framework of calculus of variations to analyse the measure approximation problem. Given
a measure µε defined by (3.1), we find a measure νε from a set of simple measures, Gaus-
sians or mixtures of finitely many Gaussians, which minimises the Kullback-Leibler diver-
gence DKL(ν||µε). We characterise the limiting behaviour of the best approximation νε as
well as the limiting behaviour of the Kullback-Leibler divergence as ε ↓ 0 using the frame-
work of Γ-convergence. In particular, if µε is a multimodal distribution and νε is the best
approximation from within the class of Gaussian mixtures, then the limit of the minimised
KL-divergence DKL(νε||µε) can characterised explicitly as the sum of two contributions: a
local term which consists of a weighted sum of the KL-divergences between the Gaussian
approximations, as well as the Gaussian measure whose covariance is determined by the
Hessian of V2 at its minimisers; and a global term which measures how well the weights
approximate the mass distribution between the modes; see Theorem 3.4.2.
We then adopt the abstract measure approximation theory to understanding the pos-
terior consistency of finite dimensional Bayesian inverse problems. In particular, we give
an alternative (and more analytical) proof of the Bernstein-von Mises theorem, see Theo-
rem 3.5.4 and Corollary 3.5.5. We highlight the fact that our BvM result improves classical
BvM results for parametric statistical models in two aspects. Firstly, the convergence of
posterior in the total variation distance is improved to convergence in the KL-divergence,
under certain regularity assumptions on the forward map. Secondly, our BvM result allows
the posterior distribution to be multimodal, in which case the posterior approaches a mixture
of Gaussian distributions rather than a single Gaussian distribution in the limit of infinite
data. These improvements come at a cost, and we need to make stronger assumptions than
those made in classical BvM theory.
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3.1.3 Structure
The rest of the chapter is organised as follows. In Section 3.2.1 and Section 3.2.2 we spell
out the assumptions made and the notation used. In Section 3.3 and Section 3.4 we study
the problem of approximation of the measure µε by, respectively, a single Gaussian measure
and a Gaussian mixture. In particular, the small ε asymptotics of the Gaussians (or Gaussian
mixtures) are captured by using the framework of Γ-convergence. In Section 3.5, the theory
which we have developed is applied to understand the posterior consistency for Bayesian
inverse problems, and connections to the BvM theory. Finally, we finish in Section 5.5 with
several conclusion remarks.
3.2 Set-Up
3.2.1 Assumptions
Throughout the chapter, we make the following assumptions on the potential functions V ε1
and V2 which define the target measure of interest.
Assumption 3.2.1.
(A-1) For any ε > 0, V ε1 and V2 are non-negative functions in the space C
4(Rd) and
C2(Rd) respectively. Moreover, there exist constants ε0 > 0 and MV > 0 such that, when
ε < ε0,
|∂αxV ε1 (x)| ∨
∣∣∣∂βxV2(x)∣∣∣ ≤MV e|x|2
for any |α| ≤ 4, |β| ≤ 2 and all x ∈ Rd.
(A-2) There exists n > 0 such that when ε  1, the set of minimisers of V ε1 is E ε =
{x1ε, x2ε, · · · , xnε } and V ε1 (xiε) = 0, i = 1, · · · , n.
(A-3) There exists V1 such that V ε1 → V1 pointwise. The limit V1 has n distinct global
minimisers which are given by
E = {x1, x2, · · · , xn}.
For each i = 1, . . . , n the Hessian D2V1(xi) is positive definite.
(A-4) The convergence xiε → xi holds.
(A-5) There exist constants c0, c1 > 0 and ε0 > 0 such that when ε < ε0,
V ε1 (x) ≥ −c0 + c1|x|2, x ∈ Rd.
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Remark 3.2.2. Conditions (A-2)-(A-4) mean that for sufficiently small ε > 0, the function
V ε1 behaves like a quadratic function in the neighbourhood of the minimisers x
i
ε and of x
i.
Consequently, the measure µε is asymptotically normal in the local neighbourhood of xiε.
In particular, in conjunction with Condition (A-5) this implies that there exists δ > 0 and
Cδ > 0 such that ∀ 0 ≤ η < δ,
dist(x,E ) ≥ η =⇒ lim inf
ε↓0
V ε1 (x) ≥ Cδ|η|2. (3.2)
Remark 3.2.3. The local boundedness of V ε1 in C4(Rd) (Assumption (A-1)) together with
the pointwise convergence of V ε1 to V1 (Assumption (A-3)) implies the much stronger locally
uniform convergence of derivatives up to order 3. Furthermore, (A-4) then implies that
V ε1 (x
i
ε)→ V1(xi) and D2V ε1 (xiε)→ D2V1(xi).
3.2.2 Notation
Throughout the chapter, C and C˜ will be generic constants which are independent of the
quantities of interest, and may change from line to line. Let S≥(R, d) and S>(R, d) be the
set of all d × d real matrices which are positive semi-definite or positive definite, respec-
tively. Denote byN(m,Σ) a Gaussian measure with meanm and covariance matrix Σ. We
use |A| to denote the Frobenius norm of the d × d matrix A, namely |A| =
√
Tr(ATA).
We denote by λmin(A) the smallest eigenvalue of A. We let B(x, r) denote a ball in Rd
with centre x and radius r. Given a random variable η, we use Eη and Pη when computing
the expectation and the probability under the law of η respectively.
3.3 Approximation by Single Gaussian Measures
Let A be the set of Gaussian measures on Rd, given by
A = {N(m,Σ) : m ∈ Rd,Σ ∈ S≥(R, d)}.
The set A is closed with respect to weak convergence of probability measures. Consider
the variational problem
inf
ν∈A
DKL(ν||µε). (3.3)
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Given ν = N(m,Σ) ∈ A, the Kullback-Leibler divergence DKL(ν||µε) can be calculated
explicitly as
DKL(ν||µε) = Eν log
(
dν
dµε
)
=
1
ε
EνV ε1 (x) + EνV2(x)− log
√
(2pi)d det Σ− d
2
+ logZµ,ε.
(3.4)
If Σ is non-invertible then DKL(ν||µε) = +∞. The term −d2 comes from the expectation
Eν 12(x−m)TΣ(x−m) and is independent of Σ. The term − log
√
(2pi)d det Σ prevents
the measure ν from being too close to a Dirac measure. The following theorem shows that
the problem (3.3) has a solution.
Theorem 3.3.1. Consider the measure µε given by (3.1). For any ε > 0, there exists at
least one probability measure νε ∈ A solving the problem (3.3).
Proof. We first show that the infimum of (3.3) is finite. In fact, consider ν∗ = N(0, 14Id).
Under the Assumption 5.2.1 (A-1) we have that
Eν
∗
V ε1 (x) ∨ Eν
∗
V2(x) ≤ MV√
(2pi × 14)d
∫
Rd
e−
4
2
|x|2+|x|2dx <∞.
Note that the integral in the last expression is finite due to −42 + 1 < 0. Hence we know
from (3.4) that infν∈ADKL(ν||µε) < ∞. Then the existence of minimisers follows from
the fact that the Kullback-Leibler divergence has compact sub-level sets and the closedness
of A with respect to weak convergence of probability measures; see e.g. [187, Corollary
2.2].
We aim to understand the asymptotic behaviour of the minimisers νε of the problem
(3.3) as ε ↓ 0. Due to the factor 1ε in front of V ε1 in the definition of µε, (3.1), we expect the
typical size of fluctuations around the minimisers to be of order
√
ε and we reflect that in our
choice of scaling. More precisely, for m ∈ Rd, Σ ∈ S≥(R, d) we define νε = N(m, εΣ)
and set
Fε(m,Σ) := DKL(νε||µε). (3.5)
Understanding the asymptotic behaviour of minimisers νε in the small ε limit may be
achieved by understanding Γ-convergence of the functional Fε.
To that end, we define weights
βi =
(
detD2V1(x
i)
)− 1
2 · e−V2(xi), i = 1, · · · , n,
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and the counting probability measure on {1, . . . , n} given by
β :=
1∑n
j=1 β
j
(β1, · · · , βn).
Intuitively, as ε ↓ 0, we expect the measure µε to concentrate on the set {xi} with weights
on each xi given by β; this intuition is reflected in the asymptotic behaviour of the normal-
isation constant Zµ,ε, as we now show. By definition,
Zµ,ε =
∫
Rd
exp
(
−1
ε
V ε1 (x)− V2(x)
)
dx.
The following lemma follows from the Laplace approximation for integrals (see e.g. [134])
and Assumption 5.2.1 (A-4).
Lemma 3.3.2. Let V ε1 and V2 satisfy Assumption 5.2.1. Then as ε ↓ 0,
Zµ,ε =
√
(2piε)d ·
(
n∑
i=1
βi
)
· (1 + o(1)) . (3.6)
Recall from (3.5) that Fε(m,Σ) = DKL(νε||µε) with the specific scaling νε =
N(m, εΣ). In view of the expression (3.4) for the Kullback-Leibler divergence, it follows
from Lemma (3.3.2) that
Fε(m,Σ) =
1
ε
EνεV ε1 (x)+EνεV2(x)−
d
2
− 1
2
log (det Σ)+log
(
n∑
i=1
βi
)
+o(1). (3.7)
Armed with this analysis of the normalisation constant we may now prove the fol-
lowing theorem which identifies the Γ-limit of Fε. To this end we define
F0(m,Σ) := V2(m) +
1
2
Tr
(
D2V1(m) ·Σ
)− d
2
− 1
2
log det Σ + log
(
n∑
i=1
βi
)
.
Theorem 3.3.3. The Γ-limit of Fε is
F (m,Σ) :=
F0(m,Σ) if m ∈ E and Σ ∈ S>(R, d),∞ otherwise. (3.8)
The following corollary follows directly from the Γ-convergence of Fε.
Corollary 3.3.4. Let {(mε,Σε)} be a family of minimisers of {Fε}. Then there exists
a subsequence {εk} such that (mεk ,Σεk) → (m,Σ) and Fεk(mεk ,Σεk) → F (m,Σ).
Moreover, (m,Σ) is a minimiser of F .
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Before we give the proof of Theorem 3.3.3, let us first discuss the limit functional F
as well as its minimisation. We assume that m = xi0 for some i0 ∈ {1, . . . , n} and rewrite
the definition of F0(xi0 ,Σ), by adding and subtracting
log(βi0) = −V2(xi0)− 1
2
log
((
detD2V1(x
i0)
))
and cancelling the terms involving V2(xi0) as
F0(x
i0 ,Σ) =
1
2
Tr
(
D2V1(x
i0) ·Σ)− d
2
− 1
2
log det(D2V1(x
i0) ·Σ)
+ log
(
n∑
i=1
βi
)
− log (βi0) . (3.9)
Now it is interesting to see that the first line of (3.9) gives the Kullback-Leibler diver-
gence DKL
(
N(xi0 ,Σ) || N(xi0 , (D2V1(xi0))−1)
)
. The second line of (3.9) is equal to the
Kullback-Leibler divergence DKL(ei0 || β), for ei0 := (0, · · · ,1, · · · ,0). In conclusion,
F0(x
i,Σ) = DKL
(
N(xi,Σ) || N(xi, (D2V1(xi))−1)
)
+DKL(e
i || β), (3.10)
in other words, in the limit ε ↓ 0, the Kullback-Leibler divergence between the best Gaus-
sian measure νε and the measure µε consists of two parts: the first part is the relative entropy
between the Gaussian measure with rescaled covariance Σ and the Gaussian measure with
covariance determined by (D2V1(xi))−1; the second part is the relative entropy between
the Dirac mass supported at xi and a weighted sum of Dirac masses, with weights β, at the
{xj}nj=1. Clearly, to minimise F0(m,Σ), on the one hand, we need to choose m = xi and
Σ = (D2V1(x
i))−1 for some i ∈ 1, · · · , n; for this choice the first term on the right side
of (3.9) vanishes. In order to minimise the second term we need to choose the minimum xi
with maximal weight βi. In particular, the following corollary holds.
Corollary 3.3.5. The minimum of F0 is zero when n = 1, but it is strictly positive when
n > 1.
Corollary 3.3.5 reflects the fact that, in the limit ε ↓ 0, a single Gaussian measure
is not the best choice for approximating a non-Gaussian measure with multiple modes; this
motivates our study of Gaussian mixtures in Section 3.4.
The proofs of Theorem 3.3.3 and Corollary 3.3.4 are provided after establishing a
sequence of lemmas. The following lemma shows that the sequence of functionals {Fε}
is compact (recall Definition 2.4.1). It is well known that the Kullback-Leibler divergence
(with respect to a fixed reference µ) has compact sub-level sets with respect to weak con-
vergence of probability measures. Here we prove a stronger statement, which is specific to
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the family of reference measures µε, namely a uniform bound from above and below for
the rescaled covariances, i.e. we prove a bound from above and below for Σε if we control
Fε(mε,Σε).
Lemma 3.3.6. Let {(mε,Σε)} ⊂ Rd × S≥(R, d) be such that lim supε↓0 Fε(mε,Σε) <
∞. Then
0 < lim inf
ε↓0
λmin(Σε) < lim sup
ε↓0
Tr(Σε) <∞ (3.11)
and dist(mε,E ) ↓ 0 as ε ↓ 0. In particular, there exist common subsequences {mk}k∈N of
{mε}, {Σk}k∈N of {Σε} such that mk → xi0 with 1 ≤ i0 ≤ n and Σk → Σ ∈ S>(R, d).
Proof. Let M := lim supε↓0 Fε(mε,Σε) < ∞. Since mε and Σε are defined in finite
dimensional spaces, we only need to show that both sequences are uniformly bounded. The
proof consists of the following steps.
Step 1. We first prove the following rough bound for Tr(Σε): there exists positive
constants C1, C2 such that when ε 1,
C1 ≤ Tr(Σε) ≤ C2
ε
. (3.12)
In fact, from the formula (3.7) and the assumption that V ε1 and V2 are non-negative, we can
get that when ε 1
log(det Σε) ≥ 2(CV −M − 1) (3.13)
where the constant
CV := −d
2
+ log
(
n∑
i=1
βi
)
.
Then the lower bound of (3.12) follows from (3.13) and the arithmetic-geometric mean
inequality
det A ≤
(
1
d
Tr(A)
)d
(3.14)
which holds for any positive definite A. In addition, using the condition (A-5) for the
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potential V ε1 , we obtain from (3.7) that when ε 1,
M ≥ Fε(mε,Aε)
≥ EνεV2(x) + c1
ε
Eνε |x|2 − c0
ε
− 1
2
log (det Σε) + CV − 1
= EνεV2(x) + c1Tr(Σε) +
c1|mε|2
ε
− c0
ε
− 1
2
log (det Σε) + CV − 1
≥ c1Tr(Σε)− c0
ε
− 1
2
log
((
1
d
Tr(Σε)
)d)
+ CV − 1
= c1Tr(Σε)− c0
ε
− d
2
log(Tr(Σε)) +
d log d
2
+ CV − 1,
(3.15)
where we have used the inequality (3.14) and the assumption that V2 is non-negative. Drop-
ping the non-negative terms on the right hand side we rewrite this expression as an estimate
on Tr(Σε):
c1Tr(Σε)− d
2
log(Tr(Σε)) ≤M + c0
ε
+ 1,
and conclude that there exists C2 > 0 such that Tr(Σε) ≤ C2/ε by observing that for
x 1 we have c1x− d2 log x ≥ c12 x.
Step 2. In this step we show that for ε  1 the mass of νε concentrates near the
minimisers. More precisely, we claim that there exist constants R1, R2 > 0, such that for
every ε 1 there exists an index i0 ∈ {1, 2, · · · , n} such that
νε
(
B
(
xi0 ,
√
ε(R1 +R2 log (det Σε))
))
≥ 1
2n
. (3.16)
On the one hand, from the expression (3.7) and the assumption that
lim sup
ε↓0
Fε(mε,Σε) ≤M
we know that there exist C3, C4 > 0 such that when ε 1
EνεV ε1 (x) ≤ ε (C3 + C4 log (det Σε)) . (3.17)
On the other hand, it follows from (3.2) that for η  1
EνεV ε1 (x) ≥ Eνε
[
V ε1 (x)I(∪ni=1B(xi,η))c(x)
]
≥ Cδη2νε(∪ni=1B(xi, η))c,
(3.18)
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which combined with (3.17) leads to
νε(∪ni=1B(xi, η))c) ≤ ε
(C3 + C4 log (det Σε))
Cδη2
. (3.19)
Now we choose η = ηε :=
√
2ε(C3 + C4 log(det Σε))/Cδ (by the rough bound (3.12)
this ηε tends to zero as ε → 0, which permits to apply (3.2)). This implies (3.16) with
R1 =
2C3
Cδ
and R2 = 2C4Cδ , by passing to the complement and observing that
sup
i∈{1,...,n}
νε(B(xi, ηε)) ≥ 1
n
νε
(∪i∈{1,...,n}B(xi, ηε)) .
Step 3. We prove the bound (3.11). As in the previous step we set
ηε =
√
ε(R1 +R2 log(det Σε)).
It follows from (3.16) that
1
2n
≤ νε(B(xi0 , ηε))
=
1√
(2piε)d det Σε
∫
B(xi0 ,ηε)
exp
(
− 1
2ε
〈x−mε,Σ−1ε (x−mε)〉
)
dx
≤ 1√
(2piε)d det Σε
|B(xi0 , ηε)|
≤ C 1√
εd det Σε
ηdε ≤ C
√
(R1 +R2 log(det Σε))d
det Σε
.
(3.20)
This implies that lim supε↓0 det Σε < C for some C > 0. In order to get a lower bound on
individual eigenvalues Λ(i)ε of Σε, we rewrite the same integral in a slightly different way.
We use the change of coordinates y = P
T
ε (x−mε)√
ε
, where Pε is orthogonal and diagonalises
Σε and observe that under this transformation B(xi, ηε) is mapped into B(x
i−m√
ε
, ηεε ) ⊆
{y : |yj − (x
i−m)√
ε
| ≤ ηε√
ε
for j = 1, . . . , n}. This yields
1
2n
≤ 1√
(2pi)d det Σε
∫
{|yj− (x
i−m)√
ε
|≤ ηε√
ε
}
exp
(
−1
2
〈yi, (Λ(i)ε )−1yi〉
)
dy
≤ 1√
(2pi)d det Σε
(
2ηε√
ε
)d−1 ∫
R
exp
(
− |yi|
2
2Λ
(i)
ε
)
dyi
=
√
Λ
(i)
ε
(2pi)d det Σε
(R1 +R2 log(det Σε))
d−1
2
(3.21)
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for any i ∈ {1, 2, · · · , d}. Together with the uniform boundedness of det Σε this implies
that Λ(i)ε > C ′ for some C ′ > 0. Finally,
Tr(Σε) =
d∑
i=1
Λ(i)ε =
d∑
i=1
det(Σε)∏d
j=1,j 6=i Λ
(j)
ε
≤ dC
(C ′)d−1
<∞. (3.22)
This proves (3.11).
Step 4. We show that dist(mε,E ) ↓ 0 as ε ↓ 0. On the one hand, by the upper
bound on the variance in (3.11) and standard Gaussian concentration, we see that there
exists a constant c > 0, such that for ε  1 we have νε(B(mε,
√
εc)) ≥ 34 . On the other
hand, we had already seen in (3.19) that for η = ηε we have
νε(∪ni=1B(xi, ηε))c) ≤
1
2
,
and hence B(mε,
√
εc) must intersect at least one of the B(xi, ηε). This yields for this
particular index i
|xi −mε| ≤ ηε +
√
εc,
and establishes the claim.
Lemma 3.3.7. Let {(mε,Σε)} be a sequence such that lim supε↓0 |mε| =: C1 <∞ and
0 < c2 := lim inf
ε↓0
λmin(Σε) < lim sup
ε↓0
Tr(Σε) =: C2 <∞.
Then as ε ↓ 0,
Fε(mε,Σε) =
V ε1 (mε)
ε
+ V2(mε) +
1
2
Tr(D2V ε1 (mε) ·Σε)−
1
2
log
(
(2piε)d det Σε
)
− d
2
+ logZµ,ε + rε
(3.23)
where |rε| ≤ Cε with C = C(C1, c2, C2,MV ) (Recall that MV is the constant defined in
Assumption 5.2.1 (A-1)).
Proof. The lemma follows directly from the expression (3.4) and Taylor expansion. Indeed,
we first expand V2 near mε up to the first order and then take expectation to get
EνεV2(x) = V2(mε) + EνεRε(x)
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with the residual
Rε(x) =
∑
|α|=2
(x−mε)α
α!
∫ 1
0
∂αV2 (ξx+ (1− ξ)mε) (1− ξ)2dξ.
Thanks to the condition (A-1), one can obtain the bound
EνεRε(x) ≤
∑
|α|=2
1
α!
max
ξ∈[0,1]
{
Eνε
[|x−mε|2∂αV2 (ξx+ (1− ξ)mε)]}
≤ MV√
(2piε)d det Σε
max
ξ∈[0,1]
{∫
Rd
|x|2e(|x|+|mε|)2 · e− 12εxTΣ−1ε xdx
}
≤ MV√
(2piε)d det Σε
e2|mε|
2
∫
Rd
|x|2e− 12εxT (Σ−1ε −4ε·Id)xdx
=
MV ε√
det Σε
e2|mε|
2 · det(Σ−1ε − 4ε · Id)−1
≤ Cε,
(3.24)
when ε 1. Note that in the last inequality we have used the assumption that all eigenval-
ues of Σε are bounded from above which ensures that for ε  1 the matrix Σ−1ε − 4ε · Id
is positive definite. Hence
EνεV2(x) = V2(mε) + r1,ε
with r1,ε ≤ Cε as ε ↓ 0. Similarly, one can take the fourth order Taylor expansion for V ε1
near mε and then take expectation to obtain that
EνεV ε1 (x) =
V ε1 (mε)
ε
+
1
2
Tr
(
D2V ε1 (mε) ·Σε
)
+ r2,ε
with r2,ε ≤ Cε. Then (3.23) follows directly by inserting the above equations into the
expression (3.4).
The following corollary is a direct consequence of Lemma 3.3.2, Lemma 3.3.6 and
Lemma 3.3.7, providing an asymptotic formula for Fε(mε,Σε) as ε ↓ 0.
Corollary 3.3.8. Let {(mε,Σε)} ⊂ Rd×S≥(R, d) be such that lim supε↓0 Fε(mε,Σε) <
∞. Then for ε 1
Fε(mε,Σε) =
V ε1 (mε)
ε
+ V2(mε) +
1
2
Tr(D2V (mε) ·Σε)− 1
2
log (det Σε)
− d
2
+
n∑
i=1
βi + o(1).
(3.25)
38
Remark 3.3.9. We do not have a bound on the convergence rate for the residual expression
(3.25), because Lemma 3.3.2 does not provide a convergence rate on the Zµ,ε. This is
because we do not impose any rate of convergence for the convergence of the xiε to x
i.
The bound |rε| ≤ Cε in Lemma 3.3.7 will be used to prove the rate of convergence for
the posterior measures that arise from Bayesian inverse problems; see Theorem 3.5.4 in
Section 3.5, and its proof.
Proof of Theorem 3.3.3. We first prove the liminf inequality. Let (mε,Σε) be such that
mε → m and Σε → Σ. We want to show that F (m,Σ) ≤ lim infε↓0 Fε(mε,Σε). We
may assume that lim infε↓0 Fε(mε,Σε) < ∞ since otherwise there is nothing to prove.
By Lemma 3.3.6 this implies that m ∈ E and that Σ is positive definite. Then the liminf
inequality follows from (3.25) and the fact that V ε1 ≥ 0.
Next we show the limsup inequality is true. Given m ∈ E ,Σ ∈ S>(R, d), we want
to find a recovery sequence (mk,Σk) such that (mk,Σk)→ (m,Σ) and lim supk Fεk(mk,Σk) ≤
F (m,Σ). In fact, we set Σk = Σ. Moreover, by Assumption 5.2.1 (A-4), we can choose
{mk} to be one of the zeros of V εk1 so that V εk1 (mk) = 0 and mk → m ∈ E . This implies
that V2(mk)→ V2(m). Then the limsup inequality follows from (3.25).
Proof of Corollary 3.3.4. First we show lim supε↓0 Fε(mε,Σε) <∞. In fact, let m˜ε = x1ε
and Σ˜ε = D2V ε1 (x
1
ε). It follows from (3.25) that lim supε↓0 Fε(m˜ε, Σ˜ε) <∞. According
to Theorem 2.4.4, the convergence of minima and minimisers is a direct consequence of
Lemma 3.3.6 and Theorem 3.3.3.
3.4 Approximation by Gaussian Mixtures
In the previous section we demonstrated the approximation of the target measure (3.1) by
a Gaussian. Corollary 3.3.5 shows that, when the measure has only one mode, this ap-
proximation is perfect in the limit ε → 0: the limit KL-divergence tends to zero since
both entropies in (3.10) tend to zero. However when multiple modes exist, and persist
in the small ε limit, the single Gaussian is inadequate because the relative entropy term
DKL(e
i||β) can not be small even though the relative entropy between Gaussians tends to
zero. In this section we consider the approximation of the target measure µε by Gaussian
mixtures in order to overcome this issue. We show that in the case of n minimisers of V1,
the approximation with a mixture of n Gaussians is again perfect as ε → 0. The Gaussian
mixture model is widely used in the pattern recognition and machine learning community;
see the relevant discussion in [19, Chapter 9].
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Let ∆n be the standard n-simplex, i.e.,
∆n =
{
α = (α1, α2, · · · , αn) ∈ Rn : αi ≥ 0 and
n∑
i=1
αi = 1
}
.
For ξ ∈ (0, 1), we define ∆nξ = {α = (α1, α2, · · · , αn) ∈ Rn : αi ≥ ξ}.
Recall thatA is the set of Gaussian measures and define the set of Gaussian mixtures
Mn =
{
ν =
n∑
i=1
αiνi : νi ∈ A, α = (α1, α2, · · · , αn) ∈ ∆n
}
. (3.26)
Also, for a fixed ξ = (ξ1, ξ2) ∈ (0, 1)× (0,∞) we define the set
Mξn =
{
ν =
n∑
i=1
αiνi : νi = N(mi,Σi) ∈ A with min
i 6=j
|mi −mj | ≥ ξ2,
α = (α1, α2, · · · , αn) ∈ ∆nξ1
}
.
(3.27)
The setMn is the set of all convex combinations of n Gaussians taken from A and the set
Mξn can be seen as an “effective” version ofMn, in which each Gaussian component plays
an active role, and no two Gaussians share a common centre.
Consider the problem of minimising DKL(ν||µε) withinMn orMξn. Since the sets
Mn and Mξn are both closed with respect to weak convergence, we have the following
existence result whose proof is similar to Theorem 3.3.1 and is omitted.
Theorem 3.4.1. Consider the measure µε given by (3.1) with fixed ε > 0, and the problem
of minimising the functional
ν 7→ DKL(ν||µε) (3.28)
from the setMn, or from the setMξn with some fixed ξ = (ξ1, ξ2) ∈ (0, 1) × (0,∞). In
both cases, there exists at least one minimiser to the functional (3.28).
Now we continue to investigate the asymptotic behaviour of the Kullback-Leibler
approximations based on Gaussian mixtures. To that end, we again parametrise a measure
ν in the setMn orMξn by the weights α = (α1, α2, · · · , αn) as well as the n means as
well as the n covariances matrices. Similar to the previous section we need to chose the
right scaling in our Gaussian mixtures to reflect the typical size of fluctuations of µε. Thus
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for m = (m1,m2, · · · ,mn) and Σ = (Σ1,Σ2, · · · ,Σn), we set
νε =
n∑
i=1
αiN(mi, εΣi). (3.29)
We can view DKL(νε||µε) as a functional of (α,m,Σ) and study the Γ-convergence of the
resulting functional. For that purpose, we need to restrict our attention to finding the best
Gaussian mixtures withinMξn for some ξ ∈ (0, 1)×(0,∞). The reasons are the following.
First, we require individual Gaussian measures νi to be active (i.e. αi > ξ1 > 0) because
DKL(νε, µε), as a family of functionals of (α,m,Σ) indexed by ε, is not compact if we
allow some of theαi to vanish. In fact, ifαiε = 0 for some i ∈ 1, 2, · · · , n, thenDKL(νε||µε)
is independent of miε and Σ
i
ε. In particular, if |miε|∧ |Σiε| → ∞ while |mjε|∨ |Σjε| <∞ for
all the j’s such that j 6= i, then it still holds that lim supε↓0DKL(νε||µε) < ∞. Second, it
makes more sense to assume that the individual Gaussian means stay apart from each other
(i.e. mini 6=j |mi −mj | ≥ ξ2 > 0) since we primarily want to locate different modes of the
target measure. Moreover, it seems impossible to identify a sensible Γ-limit without such
an assumption; see Remark 3.4.7.
Recall that the measure ν has the form (3.29). Let ξ = (ξ1, ξ2) ∈ (0, 1) × (0,∞)
be fixed. In view of these considerations it is useful to define
Sξ = {(α,m) ∈ ∆nξ1 ×Rnd : mini 6=j |m
i −mj | ≥ ξ2}.
We define the functional
Gε(α,m,Σ) :=
DKL(ν||µε) if (α,m) ∈ Sξ,+∞ otherwise. (3.30)
By the definition of the Kullback-Leibler divergence, if (α,m) ∈ Sξ, then
Gε(α,m,Σ) =
∫
ρ(x) log ρ(x)dx+
1
ε
EνV ε1 (x) + EνV2(x) + logZµ,ε (3.31)
where ρ is the probability density function (p.d.f) of ν.
Recall the Γ-limit F defined in (3.8). Then we have the following Γ-convergence
result.
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Theorem 3.4.2. The Γ-limit of Gε is
G(α,m,Σ) :=

∑n
i=1 α
iDKL
(
N(mi,Σi) || N(mi, (D2V1(mi))−1)
)
+DKL(α || β) if (α,m) ∈ Sξ and mi ∈ E
+∞ otherwise.
(3.32)
Remark 3.4.3. The right hand side of G consists of two parts: the first part is a weighted
relative entropy which measures the discrepancy between two Gaussians, and the second
part is the relative entropy between sums of Dirac masses at {xj}nj=1 with weights α and
β respectively. This has the same spirit as the entropy splitting used in [166, Lemma 2.4].
Before we prove Theorem 3.4.2, we consider the minimisation of the limit func-
tional G. First let ξ1, ξ2 be such that
ξ1 > 0, 0 < ξ2 ≤ min
i 6=j
|xi − xj |, (3.33)
where {xi}ni=1 are the minimisers of V1. To minimise G, without loss of generality, we
may choose mi = mi := xi. Then the weighted relative entropy in the first term in the
definition (3.32) of G vanishes if we set Σi = Σi := D2V1(xi)−1. The relative entropy
of the weights also vanishes if we choose the weight α = α := β. To summarise, the
minimiser (α,m,Σ) of G is given by
mi = xi, Σ
i
= D2V1(x
i)−1, αi = βi, (3.34)
andG(α,m,Σ) = 0. The following corollary is a direct consequence of the Γ-convergence
of Gε.
Corollary 3.4.4. Let {(αε,mε,Σε)} be a family of minimisers of {Gε}. Then there exists a
subsequence {εk} such that (αεk ,mεk ,Σεk)→ (α,m,Σ) and thatGεk(αεk ,mεk ,Σεk)→
G(α,m,Σ). Moreover, (α,m,Σ) is a minimiser of G and G(α,m,Σ) = 0.
For a non-Gaussian measure µε with multiple modes, i.e., n > 1 in the Assumption
5.2.1, we have seen in Corollary 3.3.5 that the Kullback-Leibler divergence between µε and
the best Gaussian measure selected from A remains positive as ε ↓ 0. However, this gap
is filled by using Gaussian mixtures, namely, with νε being chosen as the best Gaussian
mixture, the Kullback-Leibler divergence DKL(νε||µε) ↓ 0 as ε ↓ 0.
Similarly to the proof of Theorem 3.3.3, Theorem 3.4.2 follows directly from Corol-
lary 3.4.8 below, whose proof requires several lemmas. We start by showing the compact-
ness of {Gε}.
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Lemma 3.4.5. Let Gε be defined by (3.30). Fix ξ = (ξ1, ξ2) satisfying the condition (3.33).
Let {(αε,mε,Σε)} be a sequence in Sξ × S≥(R, d) such that
lim sup
ε↓0
Gε(αε,mε,Σε) <∞.
Then
lim inf
ε↓0
min
i
λmin(Σ
i
ε) > 0, lim sup
ε↓0
max
i
Tr(Σiε) <∞ (3.35)
and dist(miε,E ) ↓ 0 as ε ↓ 0. In particular, for any i, there exists j = j(i) ∈ {1, 2, · · · , n}
and a subsequence {mik}k∈N of {miε} such that mk → xj as k →∞.
Proof. We writeM = lim supε↓0Gε(αε,mε,Σε) and νε =
∑n
i=1 α
i
εν
i
ε with ν
i
ε = N(m
i
ε, εΣ
i
ε).
Then we get
DKL(νε||µε) =
n∑
j=1
αjε Eν
j
ε log
(∑
i
αiε
dνiε
dµε
)
≥
n∑
j=1
αjε Eν
j
ε log
(
αjε
dνjε
dµε
)
=
n∑
j=1
αjε log(α
j
ε) +
n∑
j=1
αjε Eν
j
ε log
(
dνjε
dµε
)
=
n∑
j=1
αjε log(α
j
ε) +
n∑
j=1
αjεDKL(ν
j
ε ||µε)
where the inequality follows simply from the monotonicity of the logarithmic function. As
each of term DKL(ν
j
ε ||µε) is non-negative, this implies the bound
DKL(ν
j
ε ||µε) ≤
1
αjε
(
M − n min
α∈[0,1]
α logα
)
.
Using the lower bound αjε > ξ1 which holds by assumption we get a uniform upper bound
on DKL(ν
j
ε ||µε) which in turn permits to invoke Lemma 3.3.6.
Lemma 3.4.6. Let {(αε,mε,Σε)} be a sequence in Sξ × S≥(R, d) with ξ = (ξ1, ξ2)
satisfying (3.33) and such that
c1 ≤ lim inf
ε↓0
min
i
λmin(Σ
i
ε) < lim sup
ε↓0
max
i
|miε| ∨ Tr(Σiε) ≤ C1 <∞.
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Then
Gε(αε,mε,Σε)
=
n∑
i=1
αiε
(
V ε1 (m
i
ε)
ε
+ V2(m
i
ε) +
1
2
Tr(D2V ε1 (m
i
ε) ·Σiε)−
1
2
log
(
det Σiε
))
+
n∑
i=1
αiε logα
i
ε −
d
2
+ logZµ,ε + rε.
(3.36)
where rε ≤ Cε with C = C(c1, C1,MV , ξ2).
Proof. By assumption, we know from (3.31) that
Gε(αε,mε,Σε) =
∫
ρε(x) log ρε(x)dx+
1
ε
EνεV ε1 (x) + EνεV2(x) + logZµ,ε
where ρε =
∑n
i=1 α
i
ερ
i
ε is the probability density of the measure νε. First of all, applying
the same Taylor expansion arguments used to obtain (3.23), one can deduce that
1
ε
EνεV ε1 (x) + EνεV2(x)
=
n∑
i=1
αiε
(
V ε1 (m
i
ε)
ε
+
1
2
Tr
(∇2V ε1 (miε) ·Σiε)+ V2(miε))+ r1,ε (3.37)
with r1,ε ≤ Cε and C = C(C1, c1,MV ). Next, we claim that the entropy of ρε can be
rewritten as∫
ρε(x) log ρε(x)dx =
n∑
i=1
αiε
(∫
ρiε(x) log ρ
i
ε(x)dx+ logα
i
ε
)
+ r2,ε (3.38)
where r2,ε ≤ e−Cε when ε 1 with the constant C = C(C1, c2, ξ2). By definition,
∫
ρε(x) log ρε(x)dx =
n∑
i=1
αiε
∫
ρiε(x) log
 n∑
j=1
αjερ
j
ε(x)
 dx,
so it suffices to show that for each i ∈ {1, . . . , n} we have
∫
ρiε(x) log
 n∑
j=1
αjερ
j
ε(x)
 dx = ∫ ρiε(x) log ρiε(x)dx+ logαiε + r2,ε (3.39)
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with r2,ε ≤ e−Cε . Indeed, the monotonicity of the logarithmic function yields
∫
ρiε(x) log
 n∑
j=1
αjερ
j
ε(x)
 dx ≥ ∫ ρiε(x) log ρiε(x)dx+ logαiε. (3.40)
In order to show the matching lower bound we first recall that the means miε of the ν
i
ε are
well separated by assumption, minj 6=i |miε −mjε| > ξ2. Let δ  ξ2 to be fixed below and
set Biδ = B(m
i
ε, δ). Then we write∫
ρiε log
( n∑
j=1
αjερ
j
ε
)
=
∫
ρiε log
(
αiερ
i
ε
)
+
∫
Biδ
ρiε
(
log
( n∑
j=1
αjερ
j
ε
)
− log
(
αiερ
i
ε
))
+
∫
(Biδ)
c
ρiε
(
log
( n∑
j=1
αjερ
j
ε
)
− log
(
αiερ
i
ε
))
=:
(∫
ρiε log ρ
i
ε + logα
i
ε
)
+ E1ε + E
2
ε .
(3.41)
We first show that the error term E2ε is exponentially small. To that end, we first
drop the exponential term in the Gaussian density to obtain the crude bound
log
( n∑
j=1
αjερ
j
ε
)
≤ log
( n∑
j=1
αjε
1√
(2piε)d det Σjε
)
≤ d
2
log ε−1 + C. (3.42)
where in the second inequality we use the fact that det Σiε is bounded away from zero,
which has been established in (3.35). Moreover, by definition we have
− log
(
αiερ
i
ε
)
≤ d
2
log ε−1 + C +
|x−miε|2
ε
. (3.43)
Plugging bounds (3.42) and (3.43) in and using Gaussian concentration as well as the lower
bound on λmin established in Lemma 3.4.5
E2ε ≤
∫
(Biδ)
c
ρiε(x)
(d
2
log ε−1 + C +
|x−miε|2
ε
)
dx ≤ C( log ε−1 + ε−1)e−Cδε (3.44)
when ε 1. Next, we want to bound E1ε . Notice that mjε → mj for j = 1, · · · , n, hence if
x ∈ Biδ and if δ < ξ1, then |x−mjε| > ξ1−δ for any j 6= i when ε 1. As a consequence,
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∫
Biδ
n∑
j=1,j 6=i
αjερ
j
ε ≤ Cε−
d
2 e−
C(ξ1−δ)2
ε . (3.45)
This together with the elementary inequality
log(x+ y) = log(x) +
∫ x+y
x
1
t
dt ≤ log x+ y
x
for any x, y > 0 implies
E1ε =
∫
Biδ
ρiε
(
log
(
αiερ
i
ε +
n∑
j=1,j 6=i
αjερ
j
ε
)
− log
(
αiερ
i
ε
))
≤
∫
Biδ
∑n
j=1,j 6=i α
j
ερ
j
ε
αiε
≤ Cδdε− d2 e−C(ξ1−δ)
2
ε ,
(3.46)
where we used that αiε is bounded below from zero. Hence (3.39) follows directly from
(3.40)-(3.46).
Finally, (3.36) follows from combining (3.37), (3.38) and the identity∫
ρiε(x) log ρ
i
ε(x)dx = −
1
2
log
(
(2piε)d det Σiε
)
− d
2
.
Remark 3.4.7. The assumption that minj 6=i |miε −mjε| > ξ2 > 0 is the crucial condition
that allows us to express the entropy of the Gaussian mixture in terms of the mixture of en-
tropies of individual Gaussian (i.e. the equation (3.38)), leading to the asymptotic formula
(3.36). Neither formula (3.38) nor (3.23) is likely to be true without such an assumption
since the cross entropy terms are not negligible.
The following corollary immediately follows from Lemma 3.4.6 by plugging in
the Laplace approximation of the normalisation constant Zµ,ε given in Lemma 3.3.2 and
rearranging the terms.
Corollary 3.4.8. Suppose that {(αε,mε,Σε)} satisfy the same assumption as in Lemma
46
3.4.5. If lim supε↓0Gε(αε,mε,Σε) <∞, then
Gε(αε,mε,Σε)
=
n∑
i=1
αiε
(
V ε1 (m
i
ε)
ε
+ V2(m
i
ε)−
d
2
+
1
2
Tr(D2V ε1 (m
i
ε) ·Σiε)
)
+
n∑
i=1
αiε
(
logαiε −
1
2
log
(
det Σiε
)
+ log
( n∑
j=1
βj
))
+ o(1).
(3.47)
Remark 3.4.9. Similarly to the discussion in Remark 3.3.9, the residual in (3.47) is here
demonstrated to be of order o(1), but the quantitative bound that |rε| ≤ Cε in (3.36) can
be used to extract a rate of convergence. This can be used to study the limiting behaviour
of posterior measures arising from Bayesian inverse problems when multiple modes are
present; see the next section.
3.5 Applications in Bayesian Inverse Problems
Consider the inverse problem of recovering x ∈ Rd from the noisy data y ∈ Rd, where y
and x are linked through the equation
y = G(x) + η. (3.48)
Here G is called the forward operator which maps from Rd into itself, η ∈ Rd represents
the observational noise. We take a Bayesian approach to solving the inverse problem. The
main idea is to first model our knowledge about x with a prior probability distribution,
leading to a joint distribution on (x, y) once the probabilistic structure on η is defined. We
then update the prior based on the observed data y; specifically we obtain the posterior
distribution µy which is the conditional distribution of x given y, and is the solution to
the Bayesian inverse problem. From this posterior measure one can extract information
about the unknown quantity of interest. We remark that since G is non-linear in general,
the posterior is generally not Gaussian even when the noise and prior are both assumed to
be Gaussian. A systematic treatment of the Bayesian approach to inverse problems may be
found in [215].
In Bayesian statistics there is considerable interest in the study of the asymptotic
performance of posterior measures from a frequentist perspective; this is often formalised
as the posterior consistency. To define this precisely, consider a sequence of observations
{yj}j∈N, generated from the truth x† via
yj = G(x
†) + ηj , (3.49)
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where {ηj}j∈N is a sequence of random noises. This may model a statistical experiment
with increasing amounts of data or with vanishing noise. In either case, posterior con-
sistency refers to concentration of the posterior distribution around the truth as the data
quality increases. For parametric statistical models, Doob’s consistency theorem [65, The-
orem 10.10] guarantees posterior consistency under the identifiability assumption about
the forward model. For nonparametric models, in which the parameters of interest lie in
infinite dimensional spaces, the corresponding posterior consistency is a much more chal-
lenging problem. Schwartz’s theorem [13, 208] provides one of the main theoretical tools to
prove posterior consistency in infinite dimensional space, which replaces identifiability by
a stronger assumption on testability. The posterior contraction rate, quantifying the speed
that the posterior contracts to the truth, has been determined in various Bayesian statistical
models (see [46, 103, 210]). In the context of the Bayesian inverse problem, the poste-
rior consistency problem has mostly been studied to date for linear inverse problems with
Gaussian priors [2, 140]. The recent paper [224] studied posterior consistency for a specific
nonlinear Bayesian inverse problem, using the stability estimate of the underlying inverse
problem together with posterior consistency results for the Bayesian regression problem.
In this section, our main interest is not in the consistency of posterior distribution,
but in characterising in detail its asymptotic behaviour. We will consider two limit processes
in (3.49): the small noise limit and the large data limit. In the former case, we assume that
the noise ηi = 1√iη where η is distributed according to the standard normal N(0, Id),
and we consider the data yN given by the most accurate observation, i.e. yN = yN .
In the later case, the sequence {ηi}i∈N is assumed to be independent identically distributed
according to the standard normal and we accumulate the observations so that the data yN =
{y1, y2, · · · , yN}. In addition, assume that the prior distribution is µ0 which has the density
µ0(dx) =
1
Z0
e−V0(x)dx
with the normalisation constant Z0 > 0. Since the data and the posterior are fully deter-
mined by the noise η with η = η or η = {ηi}i∈N, we denote the posterior by µηN to indicate
the dependence. By using Bayes’ formula, we calculate the posterior distribution for both
limiting cases below.
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• Small noise limit
µηN (dx) =
1
ZηN,1
exp
(
−N
2
|yn −G(x)|2
)
µ0(dx)
=
1
ZηN,1
exp
(
−N
2
∣∣∣∣G(x†)−G(x) + 1√N η
∣∣∣∣2
)
µ0(dx).
(3.50)
• Large data limit
µηN (dx) =
1
ZηN,2
exp
(
−1
2
N∑
i=1
|yi −G(x)|2
)
µ0(dx)
=
1
ZηN,2
exp
(
−1
2
N∑
i=1
∣∣∣G(x†)−G(x) + ηi∣∣∣2)µ0(dx).
(3.51)
In both cases, we are interested in the limiting behaviour of the posterior distribution
µηN as N → ∞. For doing so, we assume the forward operator G satisfies one of the
following assumptions.
Assumption 3.5.1. (i) G ∈ C4(Rd; Rd) and G(x) = G(x†) implies x = x†. Moreover, G
is a C1-diffeomorphism in the neighbourhood of x†.
(ii) G ∈ C4(Rd; Rd) and the zero set of the equation G(x) = G(x†) is {x†i}ni=1.
Moreover x†1 = x
† and G is a C1-diffeomorphism in the neighbourhood of x†i .
The following model problem gives a concrete example where these assumptions
are satisfied.
Model Problem
Consider the following one dimensional elliptic problem
− u′′(x) + exp(q(x))u(x) = f(x), x ∈ (0, 1),
u(0) = u(1) = 0.
(3.52)
Here we assume that q, f ∈ L∞(0, 1) and that f is positive on (0, 1). The inverse problem
of interest is to find q from the knowledge of the solution u. We restrict ourselves to a finite
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dimensional version of (3.52), which comes from the finite difference discretisation
− uk+1 − 2uk + uk−1
h2
+ eqkuk = fk, k = 1, 2, · · · ,M,
u0 = uM+1 = 0.
(3.53)
Here uk, fk and qk are approximations to u(xk), f(xk) and q(xk)) with xk = k/M, k =
1, · · · ,M and h = 1/(M + 1). The corresponding finite dimensional inverse problem
becomes finding the vector q = {qk}Mk=1 from the solution vector u = {uk}Mk=1 given the
right side f = {fk}Mk=1. For ease of notation, let us denote by A the matrix representation
of the one dimensional discrete Laplacian, i.e. Aii = 2/h2 for i = 1, 2, · · · ,M and Aij =
−1/h2 when |i − j| = 1. Let Q be the diagonal matrix with Qii = eqi , i = 1, 2, · · · ,M .
With these notations, we can write the forward map G as
G : q ∈ RM → u ∈ RM u = G(q) = (A+Q)−1f .
Note that both A and Q are positive definite so that (A+Q) is invertible. We now discuss
this forward map, and variants on it, in relation to Assumption 3.5.1.
First consider Assumption 3.5.1 (i). First, G is smooth in q since Q depends
smoothly on q. In particular, for any fixed q ∈ RM with corresponding solution vector
u, a direct calculation shows that the derivative matrix DqG of the forward map G is given
by
DqG = (A+Q)−1UQ.
Here U is a diagonal matrix with the diagonal vector u. Due to our assumption that fk
are positive, it follows from the (discrete) maximum principle that the uk are also positive,
which in turn implies that U is invertible. Consequently, the matrix DqG is invertible and
DqG
−1 = Q−1U−1(A+Q).
According to the inverse function theorem, the map G : RM → RM is invertible at every
q ∈ RM and its inverse G−1(u) is smooth in u. Therefore Assumption 3.5.1 (i) is fulfilled
for any x† = q† ∈ RM . The problem (3.52) can be modified slightly so that Assumption
3.5.1 (ii) is satisfied. In fact, consider the problem (3.52) with the coefficient exp(q) re-
placed by q2. Then Assumption 3.5.1 (ii) is satisfied for any x† = q† without zero entries.
More specifically, the resulting forward map in this case is still smooth, but the equation
G(q) = G(q†) has n = 2M solutions {q†i}2
M
i=1 corresponding to the fact that q is only
determined up to a sign in each entry. Moreover, if q† has no zero entry, G−1 is smooth
near each of q†i .
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We divide our exposition below according to whether the noise is fixed or is con-
sidered as a random variable. For a fixed realisation of noise η = η, by applying the
theory developed in the previous section, we show the asymptotic normality for µηN in the
small noise limit. Furthermore, we obtain a Bernstein-Von Mises type theorem for µηN with
respect to both limit processes, small noise and large data.
3.5.1 Asymptotic Normality
In this subsection, we assume that the data is generated from the truth x† and a single
realisation of the Gaussian noise η†, i.e.
y = G(x†) +
1√
N
η†.
Then the resulting posterior distribution µηN has a density of the form
µηN (dx) =
1
ZηN
exp
(
−N
2
|y −G(x)|2 − V0(x)
)
dx
=
1
ZηN
exp
(
−N
2
|G(x†)−G(x) + 1√
N
η†|2 − V0(x)
)
dx
(3.54)
where ZηN is the normalisation constant. Notice that µ
η
N has the same form as the measure
defined in (3.1) with ε = 1N , V
ε
1 (x) = V
N
1 (x) :=
1
2 |G(x†)−G(x) + 1√N η†|2 and V2(x) =
V0(x).
Suppose that V0 ∈ C2(Rd; R) and that G satisfies one of the assumptions in As-
sumption (3.5.1). Then the potentials V ε1 and V2 satisfy Assumption 5.2.1. In particular,
we have V ε1 (x) → V1(x) := 12 |G(x†) − G(x)|2 for any x ∈ Rd and that D2V1(x†i ) =
DG(x†i )
TDG(x†i ). Recall the set of Gaussian measuresA and the set of Gaussian mixtures
Mn andMξn (defined in (3.26) and (3.27)). Again, we set ξ = (ξ1, ξ2) such that ξ1 ∈ (0, 1)
and mini 6=j |xi− xj | ≥ ξ2 > 0. The following theorem concerning the asymptotic normal-
ity of µηN is a direct consequence of Corollary 3.3.4 and Corollary 3.4.4.
Theorem 3.5.2.
(i) Let V0 ∈ C2(Rd; R) and G satisfy Assumption 3.5.1 (i). Given any N ∈ N, let νN =
N(mN ,
1
NΣN ) ∈ A be a minimiser of the functional ν 7→ DKL(ν||µηN ) within A. Then
DKL(νN ||µηN ) ↓ 0 as N →∞. Moreover, mN → x† and ΣN →
(
DG(x†)TDG(x†)
)−1.
(ii) Let V0 ∈ C2(Rd; R) and G satisfy Assumption 3.5.1 (ii). Given any N ∈ N, let νN ∈
Mξn be a minimiser of the functional ν 7→ DKL(ν||µηN ) withinMξn. Let νN =
∑n
i=1 α
i
Nν
i
N
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with νiN = N(m
i
N ,
1
NΣ
i
N ). Then it holds that as N →∞
miN → x†i ,ΣiN →
(
DG(x†i )
TDG(x†i )
)−1
and αiN →
[
detDG(x†i )
]−1 · e−V0(x†i )∑n
j=1
[
detDG(x†j)
]−1 · e−V0(x†j) .
Theorem 3.5.2 (i) states that the measure µηN is asymptotically Gaussian when cer-
tain uniqueness and stability properties hold in the inverse problem. Moreover, in this case,
the asymptotic Gaussian distribution is fully determined by the truth and the forward map,
and is independent of the prior. In the case where the uniqueness fails, but the data only
corresponds to a finite number of unknowns, Theorem 3.5.2 (ii) demonstrates that the mea-
sure µηN is asymptotically a Gaussian mixture, with each Gaussian mode independent of the
prior. However, prior beliefs affect the proportions of the individual Gaussian components
within the mixture; more precisely, the un-normalised weights of each Gaussian mode are
proportional to the values of the prior evaluated at the corresponding unknowns.
Remark 3.5.3. In general, when {ηi}i∈N is a sequence of fixed realisations of the normal
distribution, Theorem 3.5.2 does not hold for the measure µηN defined in (3.51) in the large
data case. However, we will show that DKL(νN ||µηN ) will converge to zero in some average
sense; see Theorem 3.5.4.
3.5.2 A Bernstein-Von Mises Type Result
The asymptotic Gaussian phenomenon in Theorem 3.5.2 is very much in the same spirit
as the celebrated Bernstein-Von Mises (BvM) theorem [65]. This theorem asserts that for
a certain class of regular priors, the posterior distribution converges to a Gaussian distri-
bution, independently of the prior, as the sample size tends to infinity. Let us state the
Bernstein-Von Mises theorem more precisely in the i.i.d case. Consider observing a set of
i.i.d samples XN := {X1, X2, · · · , XN}, whereXi is drawn from distribution Pθ, indexed
by an unknown parameter θ ∈ Θ. Let PNθ be the law of XN . Let Π be the prior distribution
on θ and denote by Π(·|XN ) the resulting posterior distribution. The Bernstein-Von Mises
Theorem is concerned with the behaviour of the posterior Π(·|XN ) under the frequentist
assumption that Xi is drawn from some true model Pθ0 . A standard finite-dimensional
BvM result (see e.g. [65, Theorem 10.1]) states that, under certain conditions on the prior
Π and the model Pθ, as N →∞
dTV
(
Π(θ|XN ), N
(
θˆN ,
1
N
I−1θ0
))
PNθ0−−→ 0 (3.55)
52
where θˆN is an efficient estimator for θ, Iθ is the Fisher information matrix of Pθ and dTV
represents the total variation distance. As an important consequence of the BvM result,
Bayesian credible sets are asymptotically equivalent to frequentist confidence intervals.
Moreover, it has been proved that the optimal rate of convergence in the Bernstein-Von
Mises theorem is O(1/
√
N); see, for instance, [43, 121]. This means that for any δ > 0,
there exists M = M(δ) > 0 such that
PNθ0
(
XN : dTV
(
Π(θ|XN ), N
(
θˆN ,
1
N
I−1θ0
))
≥M 1√
N
)
≤ δ. (3.56)
Unfortunately, BvM results like (3.55) and (3.56) do not fully generalise to infinite dimen-
sional spaces, see counterexamples in [97]. Regarding the asymptotic frequentist properties
of posterior distributions in nonparametric models, various positive results have been ob-
tained recently, see e.g. [46, 47, 103, 140, 145, 210]. For the convergence rate in the
nonparametric case, we refer to [46, 103, 210].
In the remainder of the section, we prove a Bernstein-Von Mises type result for the
posterior distribution µηN defined by (3.50) and (3.51). If we view the observational noise
η and ηi appearing in the data as random variables, then the posterior measures appearing
become random probability measures. Furthermore, exploiting the randomness of the ηi,
we claim that the posterior distribution in the large date case can be rewritten in the form of
the small noise case. Indeed, by completing the square, we can write the expression (3.51)
as
µηN (dx) =
1
Z
η
N,2
exp
(
−N
2
|G(x†)−G(x) + 1
N
N∑
i=1
ηi|2
)
dx. (3.57)
Observe that L
(
1
N
∑N
i=1 ηi
)
= L( 1√
N
η) = N(0, 1N Id) due to the normality assumptions
on η and ηi. As a consequence it makes no difference which formulation is chosen when
one is concerned with the statistical dependence of µηN on the law of η. For this reason, we
will only prove the Bernstein-Von Mises result for µηN given directly in the form (3.50).
For notational simplicity, we write the noise level
√
ε in place of 1√
N
and consider
random observations {yε}, generated from a truth x† and normal noise η, i.e.
yε = G(x
†) +
√
εη.
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Given the same prior defined as before, we obtain the posterior distribution
µηε(dx) =
1
Zηµ,ε
exp
(
− 1
2ε
|yε −G(x)|2 − V0(x)
)
dx
=
1
Zηµ,ε
exp
(
− 1
2ε
|G(x†)−G(x) +√εη|2 − V0(x)
)
dx.
For any fixed η, let νηε be the best Gaussian measure which minimises the Kullback-Leibler
divergence DKL(ν||µηε) over A. For ease of calculations, from now on we only consider
the rate of convergence under Assumption 3.5.1 (i); the other case can be dealt with in the
same manner, see Remark 3.5.8. The main result is as follows.
Theorem 3.5.4. There exists C > 0 such that
EηDKL(νηε ||µηε) ≤ Cε (3.58)
as ε ↓ 0.
With the help of Pinsker’s inequality (2.1) as well as the Markov inequality, one can
derive the following BvM-type result from Theorem 3.5.4.
Corollary 3.5.5. For any δ > 0, there exists a constant M = M(δ) > 0 such that
Pη
(
η : dTV(µ
η
ε , ν
η
ε ) ≥M
√
ε
) ≤ δ. (3.59)
Remark 3.5.6.
(i) Because of the statistical equivalence of posterior measures in the limit of large data
size and small noise, the posterior measure µηN in the large data case (given by (3.51))
has the same convergence rate as (3.59), namely, for any δ > 0, there exists a constant
M = M(δ) > 0 such that
Pη
(
η : dTV(µ
η
N , ν
η
N ) ≥M/
√
N
)
≤ δ (3.60)
as N → ∞. This recovers the optimal rate of convergence for the posterior as proved for
statistical models, see (3.56).
(ii) For a fixed realisation of the noise η, we have shown in Theorem 3.5.2 (i) thatDKL(νN ||µηN ) ↓
0 as N → ∞. In fact, by following the proof of the Laplace method, one can prove that
DKL(νN ||µηN ) = O(1/
√
N). However, we obtain the linear convergence rate in (3.58)
(with ε replacing 1/N ) by utilising the symmetric cancellations in the evaluation of Gaus-
sian integrals.
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To prove Theorem 3.5.4, we start with an averaging estimate for the logarithm of
the normalisation constant Zηµ,ε.
Lemma 3.5.7.
Eη logZηµ,ε ≤
d
2
log(2piε)− V0(x†) + log detDG(x†) + rε (3.61)
where rε ≤ Cε for some C > 0 independent of ε.
Proof. Take a constant γ ∈ (0, 12). We write Eη logZηµ,ε as the sum
Eη logZηµ,ε = Eη
(
logZηµ,ε1|η|≤ε−γ
)
+ Eη
(
logZηµ,ε1|η|≥ε−γ
)
=: I1 + I2.
We first find an upper bound for I2. By definition,
Zηµ,ε =
∫
Rd
exp
(
− 1
2ε
|G(x†)−G(x) +√εη|2 − V0(x)
)
dx
≤
∫
Rd
e−V0(x)dx = Z0.
It follows that
I2 ≤ logZ0 · P η(η : |η| ≥ ε−γ) ≤ logZ0 · e−ε−2γ .
For I1, we need to estimate Z
η
µ,ε under the assumption that |η| ≤ ε−γ . Thanks to the
condition (i) on G, when ε  1 there exists a unique m†ε,η such that G(m†ε,η) = G(x†) +√
εη. Moreover, denoting by H the inverse of G in the neighbourhood of G(x†), we get
from Taylor expansion that
m†ε,η = x
† +DH(G(x†))
√
εη + ε
∑
|α|=2
∂αH(ξG(x
†) + (1− ξ)√εη)ηα (3.62)
with some ξ ∈ (0, 1). Thanks to the smoothness assumption on G, the function H is dif-
ferentiable up to the fourth order and hence the coefficients in the summation are uniformly
bounded. Moreover, noting that DH(G(x†)) = DG(x†)−1, we obtain
m†ε,η = x
† +DG(x†)−1
√
εη + εRε(η) (3.63)
where lim supε↓0 |Rε(η)| ≤ C|η|2 for some positive C which is independent of ε and η.
Next, according to the proof of Lemma 3.3.2, given any sufficiently small δ > 0, we can
write Zηµ,ε = I
δ,η
ε + J
δ,η
ε where |Jδ,ηε | ≤ Ce−Cε with some C > 0 independent of η and
Iδ,ηε =
∫
Bδ,ηε
exp
(
− 1
2ε
|G(x†)−G(x) +√εη|2 − V0(x)
)
dx
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with Bδ,ηε := B(m
†
ε,η, δ). Now we seek bounds for I
δ,η
ε . Thanks to Assumption 3.5.1
(i) and the fact that m†ε,η → x†, G is a C1-diffeomorphism in the neighbourhood of
m†ε,η. Therefore there exist positive constants δ1 < δ2 depending only on δ such that
B
(
G(m†ε,η), δ1
)
⊂ G(Bδ,ηε ) ⊂ B
(
G(m†ε,η), δ2
)
. After applying the transformation
x 7→ H(x) in evaluation of the integral Iδ,ηε , we get
I˜δ1,ηε ≤ Iδ,ηi,ε ≤ I˜δ2,ηε
where
I˜δ,ηε :=
∫
B(0,δ)
exp
(
− 1
2ε
|y|2 − V0 ◦H(y +G(m†ε,η))
)
det(DH(y +G(m†ε,η))dy.
In order to estimate I˜δ,ηε , in B(0, δ) with some small δ we define two auxiliary functions by
setting
fε,η(·) := exp(−V0 ◦H(·+G(m†ε,η))) det(DH(·+G(m†ε,η))
and
L(·) := exp(−V0 ◦H(G(·))) det(DH(G(·)) = exp(−V0(·))/ det(DG(·)).
It is worthy to note that within the ball B(0, δ), all derivatives up to second order of fε,η as
well as of L can be bounded uniformly with respect to sufficiently small ε and η such that
|η| ≤ ε−γ . Taking the equation (3.63) into account, we can expand L near m† to get that
fε,η(0) = L(m
†
ε,η)
= L(x†) +∇L(x†)T (m†ε,η − x†) +
1
2
(m†ε,η − x†)T∇2L(θx† + (1− θ)m†ε,η)(m†ε,η − x†)
=
exp(−V0(x†))
det(DG(x†))
+ ε
1
2∇L(x†)TDG(x†)−1η + r1,ε,η
(3.64)
with some θ ∈ (0, 1) and the residual |r1,ε,η| ≤ Cε|η|2 for some C > 0. Moreover, for any
y ∈ B(0, δ),
fε,η(y) = fε,η(0) +∇fε,η(0)T y + 1
2
yT∇2fε,η(ξy)y (3.65)
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for some ξ = ξ(y) ∈ (0, 1). Then it follows from (3.64) and (3.65) that
I˜δ,ηε =
∫
B(0,δ)
exp(− 1
2ε
|y|2)fε,η(y)dy
= ε
d
2
∫
B(0,ε−
1
2 δ)
exp(−1
2
|y|2)fε,η(ε 12 y)dy
= ε
d
2
(
fε,η(0)
∫
B(0,ε−
1
2 δ)
exp(−1
2
|y|2)dy + ε
2
∫
B(0,ε−
1
2 δ)
exp(−1
2
|y|2)yT∇2fε,η(ξy)ydy
)
= (2piε)
d
2
(
exp(−V0(x†))
det(DG(x†))
+∇L(x†)TDG(x†)−1√εη + r2,ε,η
)
(3.66)
with |r2,ε,η| ≤ Cε|η|2. Notice that the linear term in the expansion (3.65) vanishes from
the second line to the third line because the region of integration is symmetric with respect
to the origin; the final equality holds because we have counted the exponentially decaying
Gaussian integral outside of the ball B(0, ε−
1
2 δ) in the residual r2,ε,η. Hence we obtain that
for |η| ≤ ε−γ and ε small enough
Iδε,η = (2piε)
d
2
(
exp(−V0(x†))
det(DG(x†))
+ ε
1
2∇L(x†)TDG(x†)−1η + r2,ε,η
)
with |r2,ε,η| ≤ Cε|η|2. As a result, Zηµ,ε satisfies the same bound as above. Then by using
the Taylor expansion of the log function, one obtains that
logZηµ,ε = log
(
(2piε)
d
2 exp(−V0(x†))
det(DG(x†))
)
+ ε
1
2 pT η + r3,ε,η
where p is vector depending only on L,G, V0 and x† and |r3,ε,η| ≤ Cε|η|2. This implies
that when ε is sufficiently small,
I1 = Eη
(
logZηµ,ε1|η|≤ε−γ
)
=
d
2
log(2piε)− V0(x†) + log detDG(x†) + rε.
with |rε| ≤ Cε. Again the first order term ε 12 pT η vanishes because of the symmetry of the
integration region; the bound |rε| ≤ Cε follows from the bound for r3,ε,η and the Gaussian
tail bound. This completes the proof.
Proof of Theorem 3.5.4. We prove the theorem by constructing a family of Gaussian mea-
sures {νηε} such that
EηDKL(νηε ||µηε) ≤ Cε (3.67)
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for some C > 0. Then the theorem is proved by the optimality of νε,η. Recall that m
†
ε,η is
defined by (3.62). Fixing γ ∈ (0, 12), we define νηε = N(mε,η,Σε,η) with mε,η defined by
mε,η =
m
†
ε,η if |η| ≤ ε−γ ,
x† otherwise
and that Σε,η =
(
DG(mε,η)
TDG(mε,η)
)−1. Clearly, when ε is small enough, mε,η admits
an expansion similar to (3.62). As a consequence, there exist positive constants C1, c2, C2
which are independent of η, such that lim supε↓0 |mε,η| ≤ C1 and c2 ≤ lim infε↓0 λmin(Σε,η) <
lim supε↓0 Tr(Σε) ≤ C2 hold for all η. With the above choice for (mε,η,Σε,η), an appli-
cation of Lemma 3.3.7 with V ε1 (x) =
1
2 |G(x†)−G(x) +
√
εη|2 and V2(x) = V0(x) yields
that
DKL(ν
η
ε ||µηε) = V0(mε,η)−
d
2
log(2piε) + log detDG(mε,η) + logZ
η
µ,ε + rε (3.68)
where rε ≤ Cε with C = C(C1, c2, C2,MV ). By the definition of mε,η and the expansion
(3.62), it follows from the Taylor expansion for the function x 7→ V0(x)+ 12 log detDG(x)
that when |η| ≤ ε−γ and ε is small enough,
V0(mε,η) + log detDG(mε,η) = V0(x
†) + log detDG(x†) +
√
εqT η + r˜ε,η (3.69)
with some q ∈ Rd and |r˜ε,η| ≤ Cε for some C > 0. Then the estimate (3.67) follows, by
taking the expectation of (3.68) and using the equation (3.69) and Lemma 3.3.7.
Remark 3.5.8. Theorem 3.5.4 proves the rate of convergence with the assumption that
G satisfies Assumption 3.5.1 (i). However, the convergence rate remains the same when
Assumption 3.5.1 (ii) is fulfilled, and when the best Gaussian measure is replaced by the
best Gaussian mixture.
3.5.3 Comparison with Classical BvM Results
We would like to make comparisons between our BvM result for Bayesian inverse problems
and classical finite dimensional BvM results for general statistical models [104, 121].
• Assumption. In the classical framework of Bayesian inferences, the posterior con-
verges to a Gaussian in the total variation distance (with optimal rate) under the typ-
ical assumption that the likelihood function is C3 and that the Fisher information
matrix is non-degenerate; see e.g. [104, Theorem 1.4.2] and [121, Section 4]. The
asymptotic covariance of the limiting Gaussian is given by the inverse of the Fisher
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information matrix. In the Bayesian inverse problem setting, we improve the conver-
gence to the stronger sense of KL-divergence, but at the expense of requiring higher
differentiability (C4) on the forward map G. Moreover, the matrix product DGTDG
takes the place of the Fisher information matrix in the asymptotic covariance, where
DG is invertible because of Assumption 3.5.1.
• Multimodal Distribution. The proposed KL-approximation framework allows us to
prove the convergence of a multimodal probability measure to a mixture of Gaussian
measures. The limiting KL-discrepancy between the target measure and the Gaus-
sian approximation is characterised explicitly as a sum of two relative entropies, see
Theorem 3.4.2. In addition, in this case the prior does not disappear in the limit and
its influence on the posterior is reflected in the weighted coefficients in the Gaus-
sian mixture. To the best of our knowledge, such results have not been stated in the
statistical literature.
• Proof. Both our proof and classical proofs for the finite dimensional BvM theo-
rems are essentially based on the local Taylor expansion of the posterior around the
truth. But the proofs are carried out in different ways. Classical BvM results in
the TV-distance are usually proved by first expanding the posterior density around
the maximum likelihood estimator (MLE), which requires tracking the normalisation
constant, and then applying the local asymptotic normality of MLE and Le Cam’s
contiguity arguments to obtain the convergence of the posterior. Our proof, instead,
takes advantage of the special formulation of the KL-divergence, i.e. the separation
of the normalisation constant from the log density, thereby reducing the convergence
proof to establishing precise estimates on the normalisation constant (see Lemma
3.5.7).
3.6 Conclusions
We have studied a methodology widely used in applications, yet little analysed, namely
the approximation of a given target measure by a Gaussian, or by a Gaussian mixture. We
have employed relative entropy as a measure of goodness of fit. Our theoretical frame-
work demonstrates the existence of minimisers of the variational problem, and studies their
asymptotic form in a relevant small parameter limit where the measure concentrates; the
small parameter limit is studied by use of tools from Γ-convergence. In the case of a target
with asymptotically unimodal distribution the Γ-limit demonstrates perfect reconstruction
by the approximate single Gaussian method in the measure concentration limit; and in the
case of multiple modes it quantifies the errors resulting from using a single mode fit. Fur-
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thermore the Gaussian mixture is shown to overcome the limitations of a single mode fit, in
the case of target measure with multiple modes. These ideas are exemplified in the analysis
of a Bayesian inverse problem in the small noise or large data set limits, and connections
made to the Bernstein-von Mises theory from asymptotic statistics.
The BvM theorem established in this chapter is essentially still parametric. A nat-
ural interesting future direction would be to study infinite-dimensional statistical models
[106]. In particular it would be interesting to apply our measure approximation approach
from Γ-convergence to understand the BvM phenomenon of infinite dimensional non-linear
Bayesian inverse problems. In our finite dimensional setting, the inverse problem of interest
is essentially well-posed since we assume that both G and DG are invertible, so the only
ill-posedness comes from the lack of uniqueness. However, for infinite dimensional in-
verse problems, the degree of ill-posedness (mild/severe) has a big influence on the precise
statement of the BvM theorem. Understanding of this issue requires delicate quantitative
stability estimates for the underlying inverse problem. The recent paper [158] proved a
BvM result for high dimensional non-linear inverse problems where dimension of the un-
known parameter increases with the decreasing noise level. However, it remains an open
problem whether the BvM theorem holds for genuinely infinite dimensional non-linear in-
verse problems. We will address this problem in future work.
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Chapter 4
Bayesian Approach to Bar Code
Denoising
4.1 Introduction
4.1.1 Background
Barcodes are everywhere in our daily life and are used for in identification for almost all
business areas. For example, in supermarkets, most grocery items carry a simple barcode
known as the Universal Product Code (UPC). One can check out by simply scanning the
UPCs in front of a laser scanner at an automatic machine. In the UPC-A symbology, a (one
dimensional) barcode consists of a series of of black bars and white spaces above a sequence
of 12 numerical digits. There is one-to-one correspondence between these digits and the
sequence of black bars and white spaces, and both uniquely determine a barcode. Figure
4.1 presents a typical example of UPC-A barcode. For a detailed description of various
barcode symbologies, we refer the interested reader to [183]. In practice, depending on
how a barcode is scanned, the barcode signal can be noisy and blurred due to distance,
vibrations, etc. Thus a natural question arises: how to reconstruct the original barcode from
a noisy signal?
A one dimensional barcode is modelled as a binary function u : [−1, 1] → {±1}.
The signal recoded by a scanner is usually modelled as
f = Gσ ∗ u+ n (4.1)
where ∗ denotes the convolution operator on [−1, 1], Gσ is a centred Gaussian kernel of
variance σ
Gσ(x) =
1√
2piσ
e−
x2
2σ2 .
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Figure 4.1: An example of UPC-A barcode [131].
More precisely,
Gσ ∗ u(x) =
∫ 1
−1
Gσ(x− y)u(y)dy.
The function n represents the random noise. Figure 4.2 provides examples of clean and
noisy signals. The Gaussian convolution models the process of blurring. The matter in
question becomes an inverse problem of recovering the unknown u given the data f . The
mathematical formulation of above barcode inverse problem was firstly set up by Esedoglu
[88], where he established the uniqueness of solutions of the inverse problem in the ab-
sence of noise. He also analysed a series of minimisation problems based on total varia-
tion regularisation and proposed a phase field based numerical algorithm for solving the
minimisation problem. The barcode problem can be viewed as a special signal/image pro-
cessing problem where the signal/image in question is piecewise constant. Hence many
image restoration methods can in principle be applied to the barcode problem. Below we
briefly review some important previous work on image reconstruction with emphasis on
their applications in barcode problems. Generally speaking, most methods discussed in the
literature can be classified into two categories: variational and Bayesian.
Total Variation regularisation. The total variation (TV) regularisation method was
firstly proposed by Rudin, Osher and Fatemi (ROF) [202] for solving image denoising prob-
lems. In the ROF model, the standard Tikhonov regulariser, involving the L2-norm of the
gradient, is replaced by the TV-norm, that is the L1-norm of the gradient. This simple re-
placements leads to a remarkable improvement in image enhancement, since the TV-based
regularisation does not impose strong smoothness constraints and thereby promotes high
contrast edges. In the last two decades, TV-based methods have produced enormous impact
in modern image processing [40, 49, 50] and a broad range of areas of applied mathematics
including compressive sensing [193, 203] and sparse representation [51, 206, 212]. In the
context of barcode reconstruction, Esedoglu firstly proposed a blind deconvolution method-
ology based on the TV-regularisation and considered the minimisation problem of the form
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Figure 4.2: Top left: original barcode signal. Top right: clean binary signal. Bottom left:
observed signal with additive noise only. Bottom right: observed signal with blurring and
additive noise.
inf
u∈BV ((−1,1);{−1,1})
‖u‖TV + λ‖Gσ ∗ u− f‖L2 . (4.2)
where total variation semi-norm ‖u‖TV =
∫ |∇u| and λ is a weighted constant. The ex-
istence of the minimisers of the problem (4.2) and other relevant minimisation problems
is established in [88]. Recently, the same variational problem (with σ known a priori) is
analysed by Choksi et. al. in [53] and [54] where the authors present sufficient conditions
such that the variational problem has a unique minimiser and is given by the original bar
code signal.
Phase Field Approach. The phase field method, also known as the diffuse interface
method, is usually used as an approximation technique to TV-regularisation and is amenable
to numerical computations; see [29, 37, 64]. The idea is to relax the problem (4.2) by
replacing the total variational semi-norm by the Ginzburg-Landau functional defined in
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(2.3). This leads to the variational problem
inf
u∈H1
∫
ε
2
|∇u(x)|2 + 1
ε
V (u(x))dx+ λ‖Gσ ∗ u− f‖L2 . (4.3)
with V a double well potential taking minimisers {±1} and ε > 0. Since the functional
of (4.3) is smooth functional in u, the minimisation can be implemented by many numer-
ical algorithms, for example the gradient descent method. The parameter ε controls the
thickness of a diffuse interface separating two constant phases {u = ±1}. It can be shown
by the standard Γ-convergence theory that a minimiser of (4.3) converges to a minimiser
of (4.2) as ε ↓ 0. Esedoglu and Santosa [89] even derived explicit error bounds for the
phase field approximation under some conditions on the blurring width σ, the noise level
and the parameter ε. The paper [29] introduced and analysed a convergent iterative scheme
for solving the phase field based models for binary recovery.
Beside the approaches discussed above, the Mumford-Shah [174] regularisation and
level set methods [37, 179] are another two important methods that have been commonly
used in image processing and geometry inversion. We refer to [37, 123, 150, 151, 204, 218,
223] for more details.
Bayesian Approach. The application of Bayesian inference in image restoration
has a long history; see early work in [122, 175]. The monograph [230] provides an excel-
lent survey of Bayesian image analysis from a mathematical perspective. In the context of
the restoration of blocky images, Calvetti and Somersalo [41, 42] proposed a unified hi-
erarchical Bayesian framework for the purpose of edge-preserving, and they showed how
to obtain classical regularisation methods, including the TV-regularisation, from the MAP
estimators by careful choices of hyperpriors. However, the models considered in their pa-
pers are in discretised form and thus finite dimensional. Helin and Lassas [118] adopted a
Bayesian approach for linear inverse problems based on hierarchical Gaussian models and
they showed convergence of the MAP estimator to the minimiser of the Mumford-Shah
functional as the discretisation parameter tends to infinity. In the recent unpublished note
[86], the authors put forward a Bayesian method for recovering piecewise constant signals.
With a particular choice of a noise-level-dependent non-Gaussian prior, they show that the
resulting MAP estimation is connected to the phase field approach, which in addition is
linked to the TV-regularisation in the limit of vanishing noise.
4.1.2 Barcode Problem with Pointwise Observations
In this chapter, we focus our attention on the Bayesian inverse problem of denoising an
unblurred barcode signal from a finite number of noisy observations. More precisely, we
consider the inverse problem of recovering a function u : [−1, 1] → {±1} given noisy
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observations f := {fi}Ni=1 at sampled locations {xi}Ni=1 ⊂ (−1, 1), where
fi = u(xi) +
√
εηi. (4.4)
Here the noise {ηi}Ni=1 is an independent sequence of Gaussian random variables with each
ηi ∼ N(0, σi) for some σi > 0. Note that the observed data in (4.4) is finite dimensional,
which can be casted into the model (4.1), but only in the extreme case where the convolution
kernel becomes a sum of finite number of Diracs. The inverse problem is now under-
determined since it has infinite many solutions even when the data is unpolluted by noise
(ε = 0).
4.1.3 Purpose
The main purpose of this chapter is to examine the denoising performance of the Bayesian
method introduced in [86] for the barcode problem above. More specifically, by choosing a
non-Gaussian prior via tilting a Gaussian random field prior with a Ginzburg-Landau type
penalty, we obtain a posterior distribution whose MAP estimator is linked to the phase-
field formulation to binary reconstruction. Given a specific set of observed data, which is
generated from a fixed realisation of noise, we aim to study the limiting behaviour of the
posterior conditioning on this specific data. In particular, we identify the Γ-limit of the
MAP estimator in the small noise regime and in a simple setting of observations we show
that the posterior is concentrated on a set of binary profiles that is determined by the Γ-limit.
4.1.4 Organization
The rest of this chapter is organized as follows. In section 4.2, we present a Bayesian formu-
lation of the inverse problem of barcode denoising. In particular, we define a non-Gaussian
prior measure, compute the resulting posterior measure and define the MAP estimator asso-
ciated to the posterior. Section 4.3.2 is concerned with the Γ-limit of the MAP estimator in
the small noise limit. In Section 4.4, we discuss the concentration property of the posterior
measure in a simple situation where the data only consists of two measurements. Finally,
Section 4.5 is devoted to the proofs of the concentration results.
4.2 Bayesian Formulation of Barcode Denoising
We adopt the Bayesian approach proposed in [86] to the inverse problem of barcode de-
noising. The key idea is to find the posterior distribution of the unknown function u on the
space C([−1, 1]) of continuous functions (rather than the space of binary functions), given
an appropriate prior and the observed data y.
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4.2.1 Prior
We define a prior on C([−1, 1]) by tilting a Gaussian bridge measure with an exponential
functional which encodes the binary structure of a barcode signal. To be more precise, let
µ˜0 be the measure of a Brownian bridge staring from -1 at x = −1 and hitting 1 at x = 1.
It is clear that µ˜0 is the Gaussian measure on L2(−1, 1) with mean
m0(x) := x
and covariance operator (−∆)−1 where the inverse is taken with respect to Laplacian with
homogeneous Dirichlet boundary condition. Namely µ˜0 = N(m0, (−∆)−1). Note that a
random function u drawn from µ˜0 satisfies the boundary condition u(±1) = ±1 almost
surely.
Let V be the double-well potential
V (u) =
1
4
(1− u2)2.
We define the prior measure µ˜ε via the Radon-Nikodym derivative
µ˜ε(du) ∝ exp
(
− 1
ε2
∫ 1
−1
V (u(x))dx
)
µ˜0(du). (4.5)
Since µ˜ε is absolutely continuous with respect to µ˜0, it inherits the almost sure properties
of µ˜0: First a random function u drawn from µ˜ε is continuous (even Ho¨lder continuous)
on [−1, 1]; second, u satisfies the boundary conditions u(±1) = ±1. In addition, the prior
measure µ˜ε produces functions which are close to piecewise constants ±1 when ε is small;
the parameter ε controls the interface width of a transition between −1 and +1. We re-
mark that such width parameter can in principle be chosen differently from the parameter ε
which indicates the noise level, but we keep the width parameter identical to ε for the pur-
pose of simplifying the limiting process, because our focus is on the asymptotic denoising
performance of the Bayesian approach in limits of both small width and vanishing noise.
Observe that the measure µ˜ε is closely linked to the Ginzburg-Landau energy func-
tional. Indeed, according to Feynman’s heuristic interpretation of quantum mechanics [94],
the bridge measure µ˜0 can be viewed as a Gibbs measure with respect to the kinetic energy,
i.e.
µ˜0(du) ∝ exp
(
−1
2
∫ 1
−1
|u′(x)|2dx
)
du.
Feynman’s picture is not rigorous since there is no Lebesgue measure du in infinite dimen-
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sions. However, this implies that informally the measure µ˜ε can be interpreted as
µ˜ε(du) ∝ exp
(
−1
ε
∫ 1
−1
ε
2
|u′(x)|2 + 1
ε
V (u(x))dx
)
du
∝ exp
(
−1
ε
Eε(u)
)
du
(4.6)
where Eε is the Ginzburg-Laudau energy functional defined as (2.3).
4.2.2 Posterior
Recall that the data of the inverse problem is f := {fi}Ni=1 where
fi = u(xi) +
√
εηi, i = 1, 2, · · · , N. (4.7)
The noise ηi ∼ N(0, σi) with σi > 0. For the sake of notational convenience, we denote
λi = 1/(2σi). This gives rise to the likelihood — the condition distribution of f |u, which
is a Gaussian distribution on RN with the Lebesgue density
ρ(f) =
1
Zρ,ε
exp
(
−1
ε
Φf (u)
)
.
Here Φf (u) is the data-misfit functional defined by
Φf (u) =
N∑
i=1
λi(u(xi)− fi)2.
It follows from the Bayes’s rule [215] that the posterior measure is given by
ν˜ε,f (du) =
1
Zε,f
exp
(
−1
ε
Φf (u)
)
µ˜ε(du). (4.8)
Note that the pointwise evaluations of u in Φf (u) is well-defined since drawing from µ˜ε
gives continuous functions. In view of the informal interpretation of the measure µ˜ε (see
(4.6)), the posterior measure ν˜ε,f can be formally written in the form
ν˜ε,f (du) ∝ exp
(
−1
ε
Fε(u)
)
du. (4.9)
where the functional Fε is defined by
Fε,f (u) := Eε(u) + Φf (u). (4.10)
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4.2.3 Scope of the Study
We are interested in the asymptotic behaviour of the posterior measure ν˜ε,f in the limit
ε ↓ 0. Ideally, from the Bayesian consistency perspective (see (1.2)), one would expect to
first view the posterior measure ν˜ε,f as a random measure (since f is random), and then
make statistical statements about the convergence property of the posterior. However, it
is not clear to us how to rigorously characterise the stochastic convergence of posterior.
Instead, we focus our attention on the study of the asymptotics of ν˜ε,f conditioning on a
fixed realisation of f . Indeed, to simplify the analysis further, we only consider the data
f = {fi}ni=1 with fi ∈ {±1}. For this specific (and deterministic) choice of f , we are able
to characterise explicitly the asymptotic behaviour of the measure ν˜ε,f as ε ↓ 0. Extending
the theory to other deterministic observations or allowing random observations is beyond
the scope of this chapter.
Since we only treat the specific observed data f , hereafter for the sake of simplicity
of notation, we write the posterior, the data-misfit and the functional Fε,f as ν˜ε,Φ(u) and
Fε respectively, suppressing their dependence on f . We would like to investigate the deter-
ministic concentration property of the measure ν˜ε. In particular, we address the following
questions:
• Does the measure ν˜ε concentrate on some limiting set or manifold as ε ↓ 0 and how
to identify it?
• How can we describe the measure concentration phenomenon precisely?
Regarding the first question, the limiting manifold can be guessed from the for-
mulation of ν˜ε. In fact, in view of (4.9), when ε is small enough, the measure ν˜ε should
formally concentrate around the minimisers of Fε (or equivalently the MAP estimator of
ν˜ε, see Proposition 4.3.1), whose limits thereby constitute the limiting manifold. We shall
identify the limiting manifold with the help of the Γ-convergence of Fε in the next section.
Then in Section 4.4, we characterise the concentration of ν˜ε around the limiting manifold
more precisely in terms of large deviation inequalities.
4.3 MAP Estimator and its Γ-limit
4.3.1 MAP Estimator
The posterior measure ν˜ε is the solution to the Bayesian inverse problem which contains the
updated knowledge about the unknown function u given the data f . The full probabilistic in-
formation of the posterior measure can in principle be retrieved through sampling methods,
such as the MCMC methods, but these sampling methods may be prohibitively expensive in
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practical computations. The variational approach based on MAP estimator provides a com-
putationally attractive alternative to the sampling approach, leading to a notion of “most
likely” function with respect to the posterior measure. The following proposition links the
MAP estimator of ν˜ε to the minimiser of Fε.
Proposition 4.3.1. For any fixed ε > 0, the MAP estimator of ν˜ε exists and is given by the
minimiser of the functional Fε defined (4.10) subject to u ∈ H1±(−1, 1).
Proof. We want to exploit Theorem 2.3.4. First we write the measure µ˜ε in the form of
(2.2). In fact, in view of (4.5) we have
dν˜ε
dµ˜0
(u) ∝ exp(−Ψ(u))
with
Ψ(u) =
∫ 1
−1
1
ε2
V (u(x))dx+
1
ε
Φ(u).
In addition, it is easy to check that the functional Ψ(u) : X = C([−1, 1]) 7→ R satisfies
Assumption 2.3.3. Recall that µ˜0 = N(m0, (−∆)−1) with m0(x) = x, which has the
Cameron-Martin space E = H10 (−1, 1). Then it follows from Theorem 2.3.4 that the MAP
estimator ν˜ε is given by the minimiser of
Ψf (u) +
1
2
|u−m0|2H1(−1,1)
subject to
u−m0 ∈ H10 (−1, 1). (4.11)
It is clear that the condition (4.11) is equivalent to u ∈ H1±(−1, 1). Moreover,
|u−m0|2H1(−1,1) = |u|2H1(−1,1) + |m0|2H1(−1,1) − 2〈u′,m′0〉H1 = |u|2H1(−1,1) − 2,
where the second equality follows from the boundary condition u(±1) = ±1. Therefore
by the definition of Ψ(u) and Eε(u), we can write
Ψ(u) +
1
2
|u−m0|2H1(−1,1) = Ψ(u) +
1
2
|u|2H1(−1,1) − 1
=
1
ε
(Eε(u) + Φ(u))− 1.
Finally since multiplying or subtracting a functional by a constant does not affect a minimi-
sation process, it follows that the MAP estimator of ν˜ε is also identical to the minimiser of
Fε. The proof is complete.
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Remark 4.3.2. MAP estimator of the posterior ν˜ε is not unique. In fact, the Γ-limit of Fε
has infinitely many minimisers; see e.g. equation (4.29).
4.3.2 Γ-limit
Recall that the functional
Fε(u) = Eε(u) + Φ(u)
=
∫ 1
−1
ε
2
|u′(x)|2 + 1
ε
V (u(x))d x+
N∑
i=1
λi(u(xi)− fi)2.
Remember also that we assumed fi ∈ {−1, 1} for all 1 ≤ i ≤ N . This assumption is
essential for proving both the Γ-convergence result of the current section and the measure
concentration results in the next section. At first glance, one may guess from the additive
structure of Fε and Proposition 2.4.3 that the Γ-limit of Fε is the sum of Γ-limit of Eε
(with boundary constraint) and Φ. However, this naive guess turns out to be wrong. This
is because the functional Φ(u) involves pointwise evaluations of u, and hence is not a
continuous functional on L1(−1, 1) which is the space where the Γ-convergence of Eε
takes place. In fact, we shall see that the discontinuity of Φ leads to a different extra cost in
the Γ-limit; see Theorem 4.3.5.
Although our Γ-convergence result of the functional Fε does not follow directly
from that of Eε, their proofs rely substantially on the same trick by Modica-Mortola [171].
Since this trick plays a crucial role in many subsequent proofs, we briefly review it now.
The Modica-Mortola trick uses the simple arithmetic inequality a2 + b2 ≥ 2ab to obtain an
estimate for the minimal energy cost:
lim inf
ε→0
inf
u
{
Eε(u) | u(±1) = ±1
}
= lim inf
ε→0
inf
u
{∫ 1
−1
ε
2
|u′(x)|2 + 1
ε
V (u(x))dx | u(±1) = ±1
}
= inf
u
{∫ ∞
−∞
1
2
|u′(x)|2 + V (u(x))dx | u(±∞) = ±1
}
≥ inf
u
{∫ ∞
−∞
|
√
2V (u(x))u′(x)|dx | u(±∞) = ±1
}
=
∫ 1
−1
√
2V (u(x))dx =: c0.
(4.12)
Furthermore, the minimal energy cost is achieved when the inequality of above becomes
equality, i.e.
|u′(x)| = |
√
2V (u(x))|.
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With the choice V = 14(1− u2)2 and the boundary constraint u(±∞) = ±1, there exists a
strictly increasing function such that
u′(x) =
√
2V (u(x)).
In fact, by adding the intermediate condition u(0) = 0, one obtains that u(x) = tanh(x/
√
2).
It is important to notice that the minimiser u converges to ±1 exponentially as x→ ±∞.
To identify the Γ-limit of Fε, we first prove a lower bound for the local energy
associated to Fε in the simple case that the data consists of a single observation only. To
be more precise, let I = (s, t) be a subinterval on (−1, 1) and let r ∈ (s, t) be a fixed
intermediate point. Fix also constants λ > 0 and f ∈ {−1, 1}. We define the localised
energy functional
F ε,λ(u) :=
∫ t
s
ε
2
|u′(x)|2 + 1
ε
V (u(x))dx+ λ(u(r)− f)2. (4.13)
It is clear that the unique global minimiser of F ε,λ(u) is the constant profile u ≡ f , since
we assumed that f ∈ {−1, 1}. However, the situation is different if we minimise Fε subject
to the boundary constraint u(s) = u(t) = −f . In fact, under such conditions, the Ginzburg-
Landau energy favours the profile u ≡ −f while the energy of the data-fidelity part pushes
the profile to be close to u ≡ f . The next lemma demonstrates that the competition between
these two energy terms (weighted by the constant λ) leads to a non-constant optimal profile
which incurs strictly less energy cost than the constant profiles.
Lemma 4.3.3. Let F ε,λ(u) by given by (4.13) with λ > 0, f ∈ {−1, 1} and V (u) =
1
4(1− u2)2. Then it holds that
lim inf
ε→0
inf
u
{F ε,λ(u) | u(s) = u(t) = −f} = ρλ := min
h∈R
ρ(h) (4.14)
where
ρ(h) = 2
∫ 1
1−h
√
2V (u)du+ λ(2− h)2, h ∈ R. (4.15)
In particular, the minima ρλ is attained at h∗ =
√
2λ ∧ 2.
Proof. We only consider the case that f = −1 since the opposite case can be treated
similarly. In this case, the energy cost of the constant function u ≡ 1 is 4λ. We look for a
non-constant optimal profile which incurs lower energy cost. Obviously the value u(r) is
the key parameter to be tuned to achieve that and we set u(r) = 1− h. Firstly observe that
it is impossible to obtain a lower energy cost than 4λ when h ≤ 0. In fact, for h ≥ 0 or
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equivalently u(r) ≤ 1, F ε,λ(u) ≥ λ(2− h)2 ≥ 4λ.
Next we consider the case that 0 < h < 2. We first claim that
inf
u
{∫ t
s
ε
2
|u′(x)|2 + 1
ε
V (u(x))dx | u(s) = u(t) = 1 and u(r) = 1− h
}
= 2
∫ 1
1−h
√
2V (u)du+ o(1)ε↓0
when ε sufficiently small. In fact, first by the elementary arithmetic inequality, we have
inf
u
{∫ t
s
ε
2
|u′(x)|2 + 1
ε
V (u(x))dx | u(s) = u(t) = 1 and u(r) = 1− h
}
≥ 2
∫ 1
1−h
√
2V (u)du.
Then we build a test function uε to match the lower bound. For doing this, similar to the
Modica-Mortola trick we construct vε solving the problem
v′ε(x) = sign(x− r) ·
√
2V (vε(x))/ε on (s, t) and vε(r) = 1− h.
The above differential equation has an explicit solution
vε(x) =
2−h
h exp (2|x− r|/ε)− 1
2−h
h exp (2|x− r|/ε) + 1
,
from which one can see that vε is exponentially close to 1 at the end points s and t when
ε  1; see Figure 4.3. Then we build uε by setting it to be vε on [s + δ, t − δ] for some
small δ and by linearly interpolating from its value at s + δ to 1 at s and from its value at
t − δ to 1 at t respectively. Thanks to the exponential convergence of uε to 1 near s and t,
the energy on (s, s+ δ) and (t− δ, t) is o(1)ε↓0. It follows that
inf
u
{∫ t
s
ε
2
|u′(x)|2 + 1
ε
V (u(x))dx | u(s) = u(t) = 1 and u(r) = 1− h
}
≤
∫ t
s
ε
2
|u′ε(x)|2 +
1
ε
V (uε(x))dx
=
∫ uε(s+δ)
1−h
√
2V (u)du+
∫ uε(t−δ)
1−h
√
2V (u)du+
∫
(s,s+δ)∪(t−δ,t)
ε
2
|u′ε(x)|2 +
1
ε
V (uε(x))dx
= 2
∫ 1
1−h
√
2V (u)du+ o(1)ε↓0,
where in the last equality we have again used the exponential convergence of uε to 1 near s
and t.
72
Figure 4.3: The optimal profile uε.
Taking account of the extra cost from the data-misfit, that is λ(2 − h)2, we obtain
that
inf
u
{
F ε,λ(u) | u(s) = u(t) = 1 and u(r) = 1− h
} ≤ ρ(h) + o(1)ε↓0.
Now we proceed further by optimizing ρ(h). With V (u) = 14(1− u2)2,
ρ(h) = 2
∫ 1
1−h
√
2V (u)du+ λ(2− h)2 =
√
2
3
(3h2 − h3) + λ(2− h)2, h ∈ (0, 2).
Taking the derivative of above, one obtains
ρ′(h) = −
√
2(h− 2)(h−
√
2λ).
Consequently, (i) if 0 < λ <
√
2 then ρ decreases in (0,
√
2λ) and increases in (
√
2λ, 2)
so that the optimal value of h is given by h∗ =
√
2λ and ρ(h∗) < min(4λ, 2c0); (ii) if
λ ≥ √2 then ρ is a decreasing function in (0, 2) and hence the minimiser h∗ = 2 which
gives ρ(h∗) = 2c0.
Finally, when h ≥ 2, it is easy to see from Modica-Mortola trick that the energy
cost is larger than 2c0.
In conclusion, we have obtained that
inf
u
{
F ε,λ(u) | u(s) = u(t) = 1
} ≤ ρ(h∗) + o(ε).
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The proof is complete by letting ε→ 0.
Remark 4.3.4. We emphasise that both the minimum value ρλ and the minimiser h∗ depend
on the weight λ.
Now we are ready to prove the Γ-convergence result of Fε. To state the main result,
we need a bit of notation. Recall the set of observational points {xn}Nn=1 and the data
f = {fn}Nn=1. Given a function u ∈ BV ((−1, 1); {−1, 1}), we denote by S(u) the jump
set of u. We define the set Bn ⊂ BV ((−1, 1); {−1, 1}) associated to an observational
point xn by
Bn = {u ∈ BV ((−1, 1); {−1, 1}) | xn /∈ S(u) and u(xn) = −fn}.
Observe that a function u ∈ Bn has no jump at xn and takes opposite sign to the measure-
ment fn at xn. Define the one-sided limits u(t±) = lims↓0 u(t± s).
The following theorem identifies the Γ-limit of Fε.
Theorem 4.3.5. The Γ-limit of Fε with respect to L1(−1, 1) is
F (u) =

c0#S(u) + c0
1+u((−1)+)
2 + c0
1−u(1−)
2
+
∑N
n=1 ρλn1Bn(u) u ∈ BV ((−1, 1); {−1, 1})
+∞ otherwise .
(4.16)
Remark 4.3.6. The Γ-limit above consists of three parts: The first part (the first term)
gives the energy cost caused by the internal jumps of u; the second part (the second and
the third term) is responsible for the energy costs coming from the boundary constraints
uε(±1) = ±1, which increases by c0 for each violation of boundary condition since u
takes values in {1,−1}; the third part (the last term) accounts for the extra cost induced by
the data-misfit.
Proof. We first prove the lower bound inequality, i.e. if uε → u in L1(−1, 1) with uε ∈
H1±(−1, 1) and u ∈ L1(−1, 1), thenF (u) ≤ lim infε Fε(uε). Assume that lim infε Fε(uε) <
∞ otherwise there is nothing to prove. Let {Fεk} be a subsequence of {Fε} such that
limk→∞ Fεk(uεk) = lim infε Fε(uε) < ∞. Then it also holds that limk→∞Eεk(uεk) <
∞. In addition, we have that u ∈ BV ((−1, 1); {−1; 1}) because of the compactness of Eε
(see Lemma 6.2 in [25]). Since uεk → u in L1(−1, 1), by extracting a further subsequence,
without being relabelled, we can assume that uεk → u a.e.
To proceed, we need to introduce a few more notations. Recall the observational
points {xi}Ni=1 and let the jump set of u be give by S(u) = {yj}Jj=1 with J = #S(u).
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Given an interval I ⊂ (−1, 1), we denote by Eε(u; I) the energy Eε(u) restricted on I .
Similarly, we define
Fε(u; I) = Eε(u; I) +
N∑
n=1
λn(u(xn)− fn)21{xn∈I}
Let #S(u; I) represent the number of jumps of u on I .
Let −1 = z0 < z1 < · · · < zM−1 < zM = 1 be a partition of (−1, 1) such that the
leftmost and rightmost subintervals contain no xi or yj and that each interval subinterval
(zi, zi+1), i = 0, · · · ,M − 1 does not contain xi or yj . By definition u is continuous at zi.
It is also clear that M ≤ J + N + 2 and the inequality holds whenever one of the jumps
coincides with one of measurement points, namely xi0 = yj0 for some i0 and j0. Denote
by J the index set of the subintervals containing only one jump of u without measurement
points, by I the index set of the subintervals containing one jump which coincides with
some measurement point, and byM the index set of the subintervals containing only one
measurement without jumps. Then we have
(−1, 1) = (z0, z1)
⋃( ⋃
i∈J∪I∪M
(zi, zi+1)
)⋃
(zM−1, zM ).
Moreover, it is trivial that
#J + #I = #S(u) = J and #I + #M = N. (4.17)
Now we calculate the lower bound of the localised energy of Fεk(uεk) on a fixed subinterval
(zi, zi+1). Without loss of generality, we assume that as k →∞,
uεk(zi)→ u(zi) for all i = 1, · · · ,M − 1. (4.18)
We start by considering the energy on the leftmost subinterval (z0, z1). Since it contains
no jumps of u or measurements, Fεk(uεk ; (z0, z1)) = Eεk(uεk ; (z0, z1)). If u ≡ −1 on
(z0, z1), then it is clear that limk→∞ Fεk(uεk ; (z0, z1)) = 0 since uεk → u = −1 a.e. on
(z0, z1). On the contrary, if u ≡ 1, then due to the boundary condition uεk(z0) = −1 and
the assumption that uεk → u a.e., we can obtain by the trick of Modica-Mortola that
lim
k→∞
Fεk(uεk ; (z0, z1)) = lim
k→∞
Eεk(uεk ; (z0, z1)) ≥ c0.
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In summary, we have
lim
k→∞
Fεk(uεk ; (z0, z1)) ≥ c0
1 + u((−1)+)
2
. (4.19)
Similarly on the rightmost subinterval, it holds that
lim
k→∞
Fεk(uεk ; (zM−1, zM )) ≥ c0
1− u(1−)
2
. (4.20)
Next we consider a subinterval (zi, zi+1) with i ∈ J ∪ I, in which u has only one
jump. By the assumption (4.18) we know that uεk exhibits a transition layer between −1
and 1 on (zi, zi+1). As a consequence,
lim
k→∞
Fεk(uεk ; (zi, zi+1)) ≥ lim
k→∞
Eεk(uεk ; (zi, zi+1)) ≥ c0#S(u; (zi, zi+1)) = c0 (4.21)
On the interval (zi, zi+1) with i ∈ M, u has no jumps and hence we pay zero cost
for the Ginzburg-Landau component in Fεk . However, there is a measurement, denoted by
fni , at some point xni ∈ (zi, zi+1), which may incur an energy cost for the data-misfit.
In fact, if u ≡ fni on (zi, zi+1), then we do not pay extra cost for the data-misfit, but if
u ≡ −fni on (zi, zi+1), or equivalently u ∈ Bni , then it follows from Lemma 4.3.3 that we
pay at least ρλ for the total energy. Therefore, for i ∈M, we have obtained that
lim
k→∞
Fεk(uεk ; (zi, zi+1)) ≥ ρλi1Bni (u). (4.22)
Finally, by summing over the subintervals, we get from (4.19)-(4.22) that
lim
k→∞
Fεk(uεk) = lim
k→∞
∑
i
Fεk(uεk ; (zi, zi+1))
≥
∑
i∈J∪I
c0#S(u; (zi, zi+1)) + c0
1 + u((−1)+)
2
+ c0
1− u(1−)
2
+
∑
i∈M
ρλi1Bni (u)
= c0#S(u) + c0
1 + u((−1)+)
2
+ c0
1− u(1−)
2
+
N∑
n=1
ρλn1Bn(u)
where in the last equality we have used (4.17) and the fact that Bni = ∅ if i /∈ M. This
proves the desired lower bound inequality.
For the upper bound inequality, it suffices to prove the following: given a function
u ∈ BV ((−1, 1); {−1, 1}) and any fixed small constant η > 0, there exists a recovery
sequence uε → u in L1(−1, 1) such that lim supε Fε(uε) ≤ F (u) + η. Let ∪M−1i=0 (zi, zi+1)
be the same partition as used in proving the lower bound inequality. Remember that u is
continuous at internal partition points. This allows us to construct the recovery sequence by
76
first defining it piecewisely in subintervals and then gluing the individual pieces together.
First on the leftmost or the rightmost subinterval, by the same arguments used for the lower
bound inequality one can construct a recovery sequence {uε}, which are either flat or “tanh-
like”, such that
lim sup
ε
Fε(uε; (z0, z1)) ≤ c0 1 + u((−1)
+)
2
+ η (4.23)
and that
lim sup
ε
Fε(uε; (zM−1, zM )) ≤ c0 1 + u(1
−)
2
+ η. (4.24)
Next consider a subinterval (zi, zi+1) with i ∈ J . On such an interval, since there
is no measurement and u has one jump, one can use the Modica-Mortola trick to obtain a
“tanh-like” function uε satisfying
Fε(uε; (zi, zi+1)) = Eε(uε; (zi, zi+1)) ≤ c0 + η/M (4.25)
for ε small enough.
Furthermore, for (zi, zi+1) with i ∈ I, we divide our discussion into two cases
according to the value of u at the jump point xni : (i) u fits with the data on the left of
xni , i.e. u(x
−
ni) = fni , u(x
+
ni) = −fni ; (ii) u fits with the data on the right of xni , i.e.
u(x−ni) = −fni , u(x+ni) = fni . In both cases, one can define a recovery sequence uε on
(zi, zi+1) by shifting the sequence obtained by Modica-Mortola’s method to the left or right
of xni by a distance of order O(ε). See the illustration in Figure 4.3.2. By doing so, we
have uε → u in L1(−1, 1) and that uε(xni)→ fni . As a result,
Fε(uε; (zi, zi+1)) = Eε(uε; (zi, zi+1)) + λni(u(xni)− fni)2 ≤ c0 + η/M (4.26)
for ε small enough.
Finally, consider the interval (zi, zi+1) with i ∈ M, in which the data fni is mea-
sured at xni . If u ≡ fni a.e. on (zi, zi+1), then choosing uε ≡ fni gives zero total energy
cost. On the contrary, if u ≡ −fni so that u ∈ Bni , then we can choose a recovery sequence
uε similar to the test function defined in Lemma 4.3.3 so that
Fε(uε; (zi, zi+1)) ≤ ρλi + o(1)ε↓0.
In conclusion, we have
Fε(uε; (zi, zi+1)) ≤ ρλi1Bni (u) + η/M. (4.27)
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Figure 4.4: uε and u on (zi, zi+1) with i ∈ I.
Now we obtain a global recovery sequence uε by simply concatenating the sequence in in-
dividual subintervals. Moreover, it follows from the estimates (4.23)-(4.27) and the equality
(4.17) that
lim sup
ε→0
Fε(uε) = lim sup
ε→0
M−1∑
i=0
Fε(uε; (zi, zi+1))
≤ c0#S(u) +
N∑
n=1
ρλn1Bn(u) + η ≤ F (u) + η.
The proof is now complete.
4.4 Concentration of ν˜ε
In this section, we study the concentration phenomenon of the posterior measure ν˜ε defined
by (4.8). Again we emphasise that this concentration property is deterministic since ν˜ε is a
conditional posterior measure given the special observation f with fi ∈ {±1}. The intuitive
discussion in the end of Section 4.2 already suggests that the measure ν˜ε should concentrate
on the set of the minimisers of the Γ-limit F . Our aim of this section is to make this more
precise. For doing this, we will restrict our attention to the case where the minimisers of F
can be determined explicitly. In fact, although the minimisation of F is taken only over the
space of binary functions, the structure of a minimiser inM can still be quite complicated;
in particular, the number of jumps of the minimiser is only determined implicitly by the
parameters λn, xn, fn. Therefore, for simplicity, we shall focus on a simple situation where
the data is composed of only two observations f± at x± ∈ (−1, 1) with x− < x+:
f± = u(x±) +
√
εη±
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with η± distributed according to the same Gaussian distribution N(0, σ). Moreover, to
simplify our analysis further, we also assume that f± ∈ {−1, 1}. Under these assumptions,
the posterior measure is
ν˜ε(du) =
1
Zε
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) (4.28)
where Zε is the normalisation constant and
Φ(u) = λ
(
(u(x−)− f−)2 + (u(x+)− f+)2
)
with λ = 1/(2σ). From Feynman’s interpretation of µ˜ε (cf. equation (4.6)), we have
informally
ν˜ε(du) ∝ exp
(
−1
ε
Fε(u)
)
du
with Fε(u) = Eε(u) + Φ(u).
According to Theorem 4.3.5, the Γ-limit of Fε is given by
F (u) =

c0#S(u) + c0
1+u((−1)+)
2 + c0
1−u(1−)
2
+ρλ
(
1B−(u) + 1B+(u)) if u ∈ BV ((−1, 1); {−1, 1}
)
,
+∞ otherwise,
where B± = {u ∈ BV ((−1, 1); {−1, 1})} | x± /∈ S(u) and u(x±) = −f±}. According
to the choices of f±, we identify the set of the minimisers of F explicitly in two different
cases:
• Case (I): f− = −1 and f+ = 1. The set of minimisers of F is
M+− :=
{−1[−1,ξ) + 1[ξ,1] | ξ ∈ [x−, x+]} . (4.29)
In fact, it is not hard to see that the first three terms of F are minimised when u ∈
M∪ {±1[−1,1]} where
M := {−1[−1,ξ) + 1[ξ,1] | ξ ∈ [−1, 1]} (4.30)
and the resulting minimum value is c0. Additionally, the final term vanishes if u ∈
M+− but induces a cost of ρλ when u ∈M∪ {±1[−1,1]} \M+−.
• Case (II): f− = 1 and f+ = −1. In this case, the minimum of F depends crucially
on the value of λ. If λ is small, then the measured data has less influence on the
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energy and hence leads to optimal profiles with a single transition, which only match
the boundary constraints. However, if λ is large, then the data becomes informative
enough so that the optimal profiles could exhibit three transitions fitting perfectly
with the data. To characterise this more precisely, let us define the set
M :=
{
− 1[−1,ξ1) + 1[ξ1,ξ2) − 1[ξ2,ξ3) + 1[ξ3,1] | ξ1 ∈ [−1, x−],
ξ2 ∈ [x−, x+) and ξ3 ∈ [x+, 1]
}
.
Then one can show by direct calculations that the set of minimiser of F is
Mλ :=

M\M+− 0 < λ <
√
2,
(M\M+−) ∪M λ =
√
2,
M λ > √2.
(4.31)
We now state our main results in the following theorems that show that the posterior
ν˜ε concentrates around the L2-neighbourhood of the optimal manifolds M+− and Mλ in
case (I) and case (II) respectively.
Theorem 4.4.1. Let the data be given as in Case (I). There exists δ0 > 0 such that when
δ ≤ δ0 the following holds: There exists ε0 > 0 and C(δ) > 0 such that when ε ≤ ε0
ν˜ε
(
distL2(−1,1)
(
u,M+−
) ≥ δ) ≤ exp(−C(δ)
ε
)
.
Theorem 4.4.2. Let the data be given as in Case (II). There exists δ0 > 0 such that when
δ ≤ δ0 the following holds: There exits ε0 > 0 and C(δ) > 0 such that when ε ≤ ε0
ν˜ε
(
distL2(−1,1) (u,Mλ) ≥ δ
) ≤ exp(−C(δ)
ε
)
.
Remark 4.4.3. We shall see from the proofs of above theorems that the constant C(δ) ∼
O(δ2) when δ  1.
In our proofs, we will rarely deal with the posterior measure ν˜ε itself, but will mostly
work with its rescaled counterpart. More specifically, let us introduce the scaling operator
Tε : L
2(−1, 1)→ L2(−ε−1, ε−1) (Tεu)(·) = u(ε·).
This allows us to define a series of push-forward measures: νε = T ∗ε ν˜ε, µε = T ∗ε µ˜ε and
µ0ε = T
∗
ε µ0. By the definition (4.5), the measure µε is absolutely continuous with respect
80
to the Gaussian measure µ0ε with the Radon-Nikodym derivative
dµε
dµ0ε
(u) ∝ exp
(
−1
ε
∫ ε−1
−ε−1
V (u(x))dx
)
where µ0ε is the distribution of a Brownian bridge process on [−ε−1, ε−1] connecting ±1
with variance ε. In Feynman’s picture the measure µε can be interpreted as
µε(du) ∝ exp
(
−1
ε
∫ ε−1
−ε−1
(1
2
|u′(x)|2 + V (u(x))
)
dx
)
du. (4.32)
Furthermore, according to (4.28) the measure νε is given by
νε(du) =
1
Zε
exp
(
−1
ε
Φε(u)
)
µε(du),
where the functional Φε is defined by
Φε(u) = λ
(
(u(x−/ε)− f−)2 + u(x+/ε)− f+)2
)
. (4.33)
It is important to observe that the normalisation constant Zε above is unchanged in the
scaling transformation.
In [229], a similar concentration result to ours was proved for the measure µε de-
fined in (4.32), whereas the system size considered there is of order O(ε−γ) with γ <
2/3. In particular, it is shown that the measure concentrates around the minimisers of the
Ginzburg-Landau energy functional on the whole line, i.e.∫ ∞
−∞
1
2
|u′(x)|2 + V (u(x))d x
subject to the boundary conditions u(±∞) = ±1. Moreover, on the original interval
[−1, 1], the sequence of measures µ˜ε converges to a limit µ˜ which concentrates on the
setM defined in (4.30). Recently, Otto et al. [180] studied the measure µε in the context of
system sizes that grow exponentially with respect to the inverse noise up to certain critical
exponential size determined by the minimum energy cost c0. They mainly focus on the
competition between the energy and the entropic effect on the measure that emerges due
to the large system size. One of their main results is that the probability of finding 2n + 1
transitions scales like L2nε exp(−2nc0ε ) where Lε represents the system size. As a conse-
quence, it is most likely that the system exhibits only one transition layer. Furthermore, it
is also shown in [180] that the location of the single transition layer is uniform distributed
when the system size grows at least logarithmically with respect to inverse noise. The key
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idea of proving these results [180] is to decompose the measure of interest, which is de-
fined on a growing interval, into a collection of conditional measures that are defined on
order-one subintervals on which the large deviation principle applies. Additional important
ingredients such as Markov properties and reflection arguments help to assemble the large
deviation estimates on the subintervals into the ultimate estimate on the whole interval. We
shall adopt the similar arguments to prove our main concentration results in the next section.
4.5 Proofs of Concentration Results
Since our concentration results for the posterior measure µ˜ε are based on some preliminary
results about the measures µε established in [180], we first recall these results in the next
subsection. The proofs of Theorem 4.4.1 and Theorem 4.4.2 are then given in Section 4.5.2
and Section 4.5.3 respectively.
4.5.1 Preliminaries
Definition 4.5.1 (Up/down transition layers). Given a subinterval (x−, x+) on the real line,
we say that u has an up transition layer on (x−, x+) if
u(x±) = ±1 and |u(x)| < 1 for all x ∈ (x−, x+).
We say that u has a down transition layer on (x−, x+) if the same condition holds with
signs reversed, and that u has a transition layer if it has an up or down transition layer.
Definition 4.5.2 (γ− transition layers). Fix γ ∈ (0, 1/2) and suppose x− < x+. We say
that u has a γ− up transition layer on (x−, x+) if
u(x±) = ±(1− γ) and |u(x)| < 1− γ for all x ∈ (x−, x+).
We say that u has a γ− down transition layer on (x−, x+) if the same condition holds with
signs reversed, and that u has a γ− transition layer if it has a γ− up or a γ− down transition
layer.
Recall from (4.12) that the minimum Ginzburg-Landau energy cost of one transition
layer is
c0 =
∫ 1
−1
√
2V (u)du.
The following theorem provides an upper bound for the probability of the occurrence of
multiple γ− transition layers.
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Theorem 4.5.3. [180, Theorem 1.5] For every n ∈ N, any η > 0 sufficiently small and
some sufficiently small γ > 0, there exists ε0 > 0 such that for ε ≤ ε0, one has the upper
bound
µε
(
u has (2n+ 1) γ− transition layers
)
. ε−2n exp
(
−2nc0 − η
ε
)
. (4.34)
Theorem 4.5.3 implies that there is a high probability for the system to have only
one transition layer. In addition, the next theorem shows that the layer location is uniformly
distributed.
Theorem 4.5.4. [180, Theorem 1.9] Let dε > 0 be such that
| log ε|  dε ≤ ε−1.
Then for any x such that [x− dε, x+ dε] ⊂ [−ε−1, ε−1], we have
1
εdε
µε (there is an up layer contained in [x− dε, x+ dε]) ≈ 1. (4.35)
The proofs of above theorems are based on a sequence of deterministic and proba-
bilistic lemmas. We recall some of these lemmas below since they will also be important
ingredients in the proof of our main results. To state the lemmas, we need a few nota-
tions. Let u be a random function distributed according to µε. We denote by µ
u−,u+
ε,(x−,x+)
the law of paths u on (x−, x+) conditioned on the boundary conditions u(x±) = u±. Let
Eµε,u−,u+(x−,x+) be the corresponding expectation under the measure µ
u−,u+
ε,(x−,x+). Given a function
u ∈ H1(x−, x+), we define
E(x−,x+)(u) :=
∫ x+
x−
(
1
2
(∂xu)
2 + V (u(x))
)
dx.
Let Abc be the set of continuous paths u on [x−, x+] that satisfy u(x±) = u±. For any
subset A ⊂ Abc, we define the energy difference ∆E(A) by
∆E(A) := inf
u∈A
E(x−,x+)(u)− inf
u∈Abc
E(x−,x+)(u). (4.36)
We denote by Iu±x± the minimal kinetic energy, that is the Gaussian part of the energy of the
linear interpolation based on the nodes x± and data u±:
Iu±x± =
(u+ − u−)2
2(x+ − x−) .
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We also define the δ-neighbourhood of a set A by
B(A, δ) = {u | ∃v ∈ A such that ‖v − u‖∞ ≤ δ}.
The following two lemmas provide uniform large deviation estimates for the conditional
measure µu−,u+ε,(x−,x+), which will be used repeatedly in our proofs.
Lemma 4.5.5. [180, Proposition 3.4] Fix constants 1 < M,R < ∞ and 0 < `− <
`+ < ∞. For any x± ∈ R with x+ − x− ∈ [`−, `+] and any u± ∈ [−M,M ], let A be a
measurable subset ofC([x−, x+]) consisting of paths u that satisfy the boundary conditions
u(x±) = u±. Additionally, assume that
inf
u∈A
E(x−,x+)(u)− Iu±x± ≤ R. (4.37)
Then for any δ, γ > 0 there exists an ε0 such that for all ε ≤ ε0 we have
µ
u−,u+
ε,(x−,x+)(A) ≤ exp
(
−1
ε
(∆E(B(A, δ))− γ)
)
,
where ∆E is defined in (4.36). This ε0 depends on M,R, `±, δ, and γ but not on the
particular choice of x±, u±. It only depends on the set A through the choice of R in
condition (4.37).
Lemma 4.5.6. [180, Proposition 3.5] Fix constants M and 0 < `− < `+ < ∞. Suppose
that ` = x+ − x− ∈ [`−, `+] and u± ∈ [−M,M ]. Assume that there exists an energy
minimiser
u∗ = argminu∈AE(x−,x+)(u)
satisfying u∗ ∈ [−M,M ]. Then, for any δ, γ > 0 small enough, there exists an ε0 such that
for all ε ≤ ε0 we have
µ
u−,u+
ε,(x−,x+)(A) ≥ exp
(
−1
ε
(∆E(A) + γ)
)
,
where ∆E is defined in (4.36). This ε0 depends on M,R, `±, δ, and γ but not on the
particular choice of x±, u±.
We also recall a two-sided strong Markov property from [180] for the measure
µ
u−,u+
ε,(x−,x+). This Markov property will play an important role in the proof of Theorem 4.4.2.
To make it precise, suppose that [xˆ−, xˆ+] ⊂ [x−, x+]. Given a fixed path u ∈ C([x−, x+]),
we say u is distributed according to µuε,(xˆ−,xˆ+) if it coincides with u outside of [x−, x+]
almost surely and is distributed according to µu(xˆ−),u(xˆ+)ε,(x−,x+) on [xˆ−, xˆ+]. Given left and right
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stopping points χ±, we define the σ-algebra F[x−,χ−] of events that occur to the left of χ−
and the σ-algebra F[χ+,x+] of events that occur to the right of χ+ by
Fx−,χ− := {A ∈ Fx−,x+ : ∀x A ∩ {χ− ≤ x} ∈ Fx−,x},
Fχ+,x+ := {A ∈ Fx−,x+ : ∀x A ∩ {χ+ ≥ x} ∈ Fx,x+}.
The strong Makov property is stated in the following lemma.
Lemma 4.5.7. [180, Lemma 3.3] Suppose that χ− and χ+ are left and right stopping
points with χ− < χ+ almost surely. Suppose that Φ : C([x−, x+]) → R is measurable
and bounded. Then for any u± ∈ R, we have
Eµε,u−,u+(x−,x+) (Φ | F[x−,χ−],Fχ+,x+) = E
µε,u
χ−,χ+(Φ).
The next two lemmas state that two particular events are very unlikely to happen
under the measure µε: the event that the transition exhibits an extremely large excursion,
and the event that the transition takes place over an extremely long sub-interval.
Lemma 4.5.8. [180, Lemma 4.1] There exists M1 ∈ (0,∞), C ∈ (0,∞) (depending only
on V ) such that the following holds. For any M ≥M1, there exists ε0 > 0 such that for all
ε ≤ ε0 and any x0 in (−ε−1, ε−1) there holds
µε (|u(x0)| ≥M) ≤ exp
(
−M
εC
)
.
Lemma 4.5.9 (Long transitions). [180, Lemma 2.3] There exists C < ∞ (depending only
on V ) such that, for any M ∈ (0,∞) and any small γ ∈ (0, 1/2), there exit `∗ and ε0 with
the following property: for any ` ≥ `∗ and any ε ≤ ε0, there holds
µ
u−,u+
ε,(−2`,2`) (|u(x)| < 1− γ on all of [−`, `] and u(±2`) = u±) ≤ exp
(
−γ
2`
Cε
)
for all u± ∈ [−M,M ].
4.5.2 Proof of Theorem 4.4.1
For any δ > 0, we define the event
Aδ := {u : distL2(−1,1)(u,M+−) ≥ δ} .
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By (4.28), the probability of this event under the measure ν˜ε is
ν˜ε(Aδ) = 1
Zε
∫
Aδ
exp
(
−1
ε
Φ(u)
)
µ˜ε(du). (4.38)
We prove Theorem 4.4.1 by establishing a lower bound for the normalisation constant Zε
(cf. Theorem 4.5.11) and an upper bound for the integral in (4.38) (cf. Theorem 4.5.13). To
that end, it is crucial to understand the order of smallness of the following small parameters:
δ, η, γ and ε. Remember that γ comes from γ-transition layers introduced in Definition
4.5.2. The small parameter η will appear in the estimate on the normalisation constant Zε;
see e.g. Theorem 4.5.11. The rule is as follows: given a small positive δ, we first choose η
and γ such that
γ  η  δ. (4.39)
Then the parameter ε is chosen to be small enough according to the previous three parame-
ters.
Now we divide the interval [−ε−1, ε−1] into 2Nε subintervals with Nε := b 1ε`c
where ` is a sufficiently large constant (but is still of order one), which is to be specified
later. Denote by
x±k :=
±k`, k = 0, · · · , (Nε − 1),±ε−1, k = ±Nε (4.40)
the endpoints of subintervals. Without loss of generality, we can assume that x±/ε belong
to the set of endpoints and that x−/ε = xk− , x+/ε = xk+ . Consider the overlapping
intervals
Ik := [xk−1, xk+1] for k = −(Nε − 1), · · · , (Nε − 1).
Note that x±Nε is separated from x±(Nε−1) by up to length 2`, while the rest of the points
are separated by length `.
We use Y to denote a generic sub-interval of (−ε−1, ε−1) which may vary from
occasion to occasion. For a small ε and a large `, we denote by xk1 = k1` and xk2 = k2`
two endpoints to the left and to the right of Y respectively with distance ` from Y . For this
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Y and a large constant M > 0, we define the following sets
A1 := {u : ∃k ∈ {−(Nε − 1), · · · , (Nε − 1) : |u(xk)| ≥M}},
JY := {u ∈ Ac1 : u has one γ− up layer of length ≤ 2` in Y },
J −Y,3 := {u ∈ JY : there exists x ≤ (k1 − 1)` with u(x) ≥ 1− γ},
J +Y,3 := {u ∈ JY : there exists x ≤ (k2 + 1)` with u(x) ≤ −1 + γ},
JY,3 = J −Y,3 ∪ J +Y,3.
(4.41)
We remark that J −Y,3 (or J +Y,3) is an empty set if xk1 < −1 (or xk2 > 1). We use the
subscript “3” to indicate that every path in J ±Y,3 contains at least three γ-transition layers.
The following lemma (cf. [180, Lemma 5.4]) states that the probability of having extra
layers is exponentially smaller than the probability of having only a single transition layer.
Lemma 4.5.10. Fix any sufficiently small η > 0 and large M > 0. For any γ > 0
sufficiently small and ` <∞ sufficiently large, there exists ε0 such that for ε ≤ ε0 we have
µε(JY,3) . exp
(
−2c0 − η
ε
)
. (4.42)
Now we are ready to prove a lower bound on the normalisation constant Zε. For
doing so, we set Y = (x−/(2ε) + 4`, x+/(2ε)− 4`) and assume that Y ⊂ (x−/ε, x+/ε).
We also denote
ϕ±1(u) :=
∣∣∣∣∫ ±1
u
√
2V (s)ds
∣∣∣∣ . (4.43)
Theorem 4.5.11. For any small η > 0, there exists ε0 > 0 such that when ε ≤ ε0,
Zε & exp
(
−η
ε
)
. (4.44)
Proof. For any η > 0, we have that
Zε =
∫
exp
(
−1
ε
Φ(u)
)
µ˜ε(du)
=
∫
exp
(
−1
ε
Φε(u)
)
µε(du)
≥ exp
(
−2λη
2
ε
)
µε
(
u ∈ JY \ JY,3 : |u(xk±)∓ 1| ≤ η
)
.
(4.45)
Then the theorem is proved if we can show that there exists a constant C˜ > 0 such that for
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all ε ≤ ε0
µε
(
u ∈ JY \ JY,3 : |u(xk±)∓ 1| ≤ η
) ≥ C˜. (4.46)
Now we prove (4.46) in two steps.
Step 1. We claim that when ε  1, µε(JY \ JY,3) ≥ C˜ for some positive C˜. In
fact, it follows from Lemma 4.5.8, Theorem 4.5.4 and the definition of Y that
µε(JY ) = µε{u has one γ− up layer of length ≤ 2` in Y } − µε(A1)
≥ x+ − x−
4
− exp
(
− M
εC
)
.
This together with Lemma 4.5.10 implies that
µε(JY \ JY,3) ≥ x+ − x−
4
− exp
(
− M
εC
)
− exp
(
− 2c0 − η
ε
)
≥ x+ − x−
8
,
when ε 1.
Step 2. The following estimates holds: There exists a constant C(η) > 0 such that
when ε 1,
µε
(
u ∈ JY \ JY,3 : |u(xk+)− 1| ≥ η
) ≤ exp(−C(η)
ε
)
, (4.47)
and
µε
(
u ∈ JY \ JY,3 : |u(xk−) + 1| ≥ η
) ≤ exp(−C(η)
ε
)
. (4.48)
Here we only give the proof of (4.47) since (4.48) can be dealt with in the same manner.
First by the definition of JY and JY,3, it is easy to see the following inclusion holds:
{u ∈ JY \ JY,3 : |u(xk+)− 1| ≥ η} ⊂ {u : |u(xk+−2)| ≤M, |u(xk++2)| ≤M,
u(x) ≥ −1 + γ for all x ∈ [xk+−1, xx++1], |u(xk+)− 1| ≥ η}.
Consequently, we have
µε
(
u ∈ JY \ JY,3 : |u(xk−) + 1| ≥ η
) ≤ ∫ M
−M
∫ M
−M
ν(k+−2,k++2)(du−, du+)
× µu−,u+ε,(xk+−2,xk++2)
(
{u : |u(xk+±2)| ≤M,
u(x) ≥ −1 + γ for all x ∈ [xk+−1, xx++1], |u(xk+)− 1| ≥ η},
) (4.49)
where ν(k+−2,k++2) represents the marginal distribution of the pair (u(k+−2), u(k+ +2)).
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Now we look for an upper bound for the probability inside the integral above. To do so,
for u(xk+±2) = u± with |u±| ≤ M , we define the events Au−,u+k+ and B
u−,u+
k+
, both only
depending on the segments of a path u in the neighbourhood of x+:
Au−,u+k+ := {u : |u(xk+−2)| ≤M, |u(xk++2)| ≤M,
u(x) ≥ −1 + γ when x ∈ [xk+−1, xk++1], |u(xk+)− 1| ≥ η},
Bu−,u+k+ := B(A
u−,u+
k+
, γ/2) = {u : |u(xk+−2)| ≤M + γ/2, |u(xk++2)| ≤M + γ/2,
u(x) ≥ −1 + γ/2 when x ∈ [xk+−1, xk++1], |u(xk+)− 1| ≥ η − γ/2}.
Then it follows from the uniform large deviation upper bound in Lemma 4.5.6 that for any
γ′ small enough, there exists ε0 such that when ε < ε0,
µε(Au−,u+k+ ) ≤ exp
(
−1
ε
(∆E(Bu−,u+k+ )) + γ′
)
. (4.50)
Finally, by applying Lemma 4.5.12 to bounding the energy difference above, we see that the
desired bound (4.47) follows from (4.49) and (4.50), after relabelling the small constants in
the exponential. Moreover, when η is small, the constant C(η) in (4.47) has the same order
of smallness as cη defined in (4.51) and is like O(η2). Therefore after relabelling the small
variable η the estimate (4.44) follows from the two steps above.
Lemma 4.5.12. There existsC <∞ such that for anyM sufficiently large and γ > 0 small
enough, there exists `∗ satisfying the following property. Consider u defined on (−2`, 2`)
with ` ≥ `∗ and boundary conditions u± ∈ [−M,M ]. Define sets
A := {u : u(±2`) = u±, u ≥ −1 + 2γ on [−`, `]},
A˜ := {u : u(±2`) = u±, u ≥ −1 + γ/2 on [−`, `], |u(0)− 1| ≥ η − γ/2}.
Then it holds that
inf
u∈A˜
E(−2`,2`)(u)− inf
u∈A
E(−2`,2`)(u) ≥ cη − Cγ,
where
cη := 2 min
{∫ 1
1−η
√
2V (u)du,
∫ 1+η
1
√
2V (u)du
}
. (4.51)
Proof. We follow the same lines as in the proof of [180, Lemma 6.6]. First we look for a
lower bound for infu∈A˜E(−2`,2`)(u). In fact, for u ∈ A˜, either there exists x1 ∈ (−`, 0)
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and x2 ∈ (0, `) such that
|u(xi)− 1| ≤ γ/2, i = 1, 2,
or |u(x)− 1| > γ/2 on an interval of length larger than `. In the latter case, one has
E(−2`,2`)(u) & `γ2. (4.52)
In the former case, we may assume that u(x1) = u(x2) = 1− γ and u(0) = 1− η. We can
apply the Modica-Mortola trick to build a profile u connecting the following pairs: (a) u−
and u(x1), (b) u(x1) and u(0), (c) u(0) and u(x2), (d) u(x2) and u+. Moreover, it is not
hard to see that
inf
u∈A˜
E(−2`,2`)(u) ≥ ϕ1(u−) + ϕ1(u+) + cη − Cγ. (4.53)
Since the right side of (4.52) is larger than the right side of (4.53) for ` large enough, the
bound (4.53) is the effective lower bound we need.
On the other hand, for u ∈ A, the minimum of the energy is bounded from above
by the energy over some test function u satisfying u(±2`) = u± and u(0) = 1. As a result,
inf
u∈A
E(−2`,2`)(u) ≤ ϕ1(u−) + ϕ1(u+) + o(1)`→∞.
When ` is large enough one has
inf
u∈A
E(−2`,2`)(u) ≤ ϕ1(u−) + ϕ1(u+) + γ. (4.54)
Therefore the lemma is proved by combining (4.53) with (4.54).
Now we move forward to proving an upper bound for the integral in (4.38). For
doing this, we need to introduce some more notations. Given a partition {xk}, k = −Nε +
1, · · · , Nε − 1 of [−ε−1, ε−1], we naturally obtain a partition {x˜k} of [−1, 1] by defining
x˜k = εxk and then we set I˜k = [x˜k−1, x˜k+1]. Likewise, given an interval Y˜ ⊂ (−1, 1),
we denote by x˜k1 and x˜k2 two endpoints to the left and to the right of Y˜ respectively with
distance at most ε` from Y˜ . Furthermore, one can define similar sets of paths on (−1, 1) as
(4.41), which will be denoted by A˜1, J˜Y˜ , J˜ −Y˜ ,3, J˜
−
Y˜ ,3
, J˜Y˜ ,3 respectively.
Theorem 4.5.13. There exists δ0 > 0 such that for every δ ≤ δ0 the following holds: there
exist constants C(δ) > 0 and ε0 > 0 such that C(δ) ∼ O(δ2) and that when ε ≤ ε0, we
have ∫
Aδ
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤ exp
(
−C(δ)
ε
)
. (4.55)
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Proof. With small ε and large `, define Y˜ = (x− − 4ε`, x+ + 4ε`) and Y = (x−/ε −
4`, x+/ε+ 4`). We also define
Y˜− = (−1, x− − 2ε`), Y˜+ = (x+ + 2ε`, 1),
Y− = (−1/ε, x−/ε− 2`), Y+ = (x+/ε+ 2`, 1/ε).
We decompose all continuous paths on [−1, 1] with Dirichlet boundary conditions u(±1) =
±1 into the union of A˜1 and the following sets:
KY˜ := {u ∈ A˜c1 : u has exactly one γ− up transition layer ≤ 2ε` on Y˜ },
KY˜− := {u ∈ A˜c1 : u has exactly one γ− up transition layer ≤ 2ε` on Y˜−},
KY˜+ := {u ∈ A˜c1 : u has exactly one γ− up transition layer ≤ 2ε` on Y˜+},
K3 := {u ∈ A˜c1 : u has one long γ− up transition layer or
more than one γ− up transition layer on (−1, 1)}.
(4.56)
It is obvious that∫
Aδ
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤
∫
Aδ∩A˜1
exp
(
−1
ε
Φ(u)
)
µ˜ε(du)
+
∫
Aδ∩KY˜−
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) +
∫
Aδ∩KY˜
exp
(
−1
ε
Φ(u)
)
µ˜ε(du)
+
∫
Aδ∩KY˜+
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) +
∫
Aδ∩K3
exp
(
−1
ε
Φ(u)
)
µ˜ε(du).
(4.57)
By Lemma 4.5.8, the first term on the right can be bounded as follows∫
Aδ∩A˜1
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤ µ˜ε(Aδ ∩ A˜1) ≤ µε(A1) ≤ exp
(
−M
εC
)
(4.58)
with some large M > 0 and C > 0. Moreover, it follows from Theorem 4.5.3 and Lemma
4.5.9 that∫
Aδ∩K3
exp
(
−1
ε
Φ(u)
)
µ˜ε(du)
≤ µε
(
u has one long transition layer or three γ− up transition layers
)
. exp
(
−3c0 − η
ε
)
+ exp
(
−`γ
2
ε
)
. exp
(
−3c0 − η
ε
) (4.59)
with η > 0 being a constant sufficiently small. The last inequality follows since the second
term on the right of above is of higher order smallness when ` large enough. Now we find
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an upper bound for the second term on the right hand side of (4.57). By the definition of
the sets in (4.56), one sees that JY− \ JY−,3 = Tε(KY˜−). Then from the definition of Φε
given by (4.33), we have∫
Aδ∩KY˜−
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤
∫
KY˜−
exp
(
−1
ε
Φ(u)
)
µ˜ε(du)
=
∫
JY−\JY−,3
exp
(
−1
ε
Φε(u)
)
µε(du)
=
∫
(JY−\JY−,3)∩{u:|u(xk− )+1|≥1/2}
exp
(
−1
ε
Φε(u)
)
µε(du)
+
∫
(JY−\JY−,3)∩{u:|u(xk− )+1|≤1/2}
exp
(
−1
ε
Φε(u)
)
µε(du)
≤ exp
(
− λ
4ε
)
+ µε
(
(JY− \ JY−,3) ∩ {u : |u(xk−) + 1| ≤ 1/2}
)
.
(4.60)
Additionally, using the same techniques in the proof of (4.47) we can bound the second
term on the right hand side of above as
µε
(
(JY− \ JY−,3) ∩ {u : |u(xk−) + 1| ≤ 1/2}
) ≤ exp(−ϕ1(−1/2)− η
ε
)
for a small η > 0. This implies that∫
Aδ∩KY˜−
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤ exp
(
− λ
4ε
)
+ exp
(
−ϕ1(−1/2)− η
ε
)
.
The fourth term on the right side of (4.57) can be bound in the same manner, namely∫
Aδ∩KY˜+
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤ exp
(
− λ
4ε
)
+ exp
(
−ϕ−1(1/2)− η
ε
)
.
It remains to bound the third term on the right side of (4.57), for which we claim that there
exists C(δ) > 0 such that C(δ) ∼ O(δ2) and that∫
Aδ∩KY˜
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤ exp
(
−C(δ)
ε
)
. (4.61)
Indeed, the set KY˜ can written in the form
KY˜ =
k++4⋃
k=k−−4
KI˜k :=
k++4⋃
k=k−−4
{u ∈ A˜c1 : u has exactly one γ− transition layer on I˜k}.
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Consequently,
∫
Aδ∩KY˜
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤
k++4∑
k=k−−4
µ˜ε
(
Aδ ∩ KI˜k
)
. (4.62)
For any fixed k, we denote by ξk the middle point of the interval I˜k. Then from the definition
of Aδ, it is easy to see the following inclusion
Aδ ∩ KI˜k ⊂ {u ∈ KI˜k : ‖u−mξk‖L2(−1,1) ≥ δ}, (4.63)
where mξk ∈ M+− with M+− defined by (4.29). Furthermore, we define the index set
Ik := {j ∈ −Nε, · · · , Nε : |j− k′| ≤ 4 with k′ ∈ {k, k−, k+}}. Then using the inequality
‖u‖L2(a,b) ≤
√
b− a‖u‖L∞(a,b) we have the inclusion{
u ∈ KI˜k : ‖u−mξk‖L2(−1,1) ≥ δ
}
⊂
⋃
j∈Ik
{
u ∈ KI˜k : ‖u−mξk‖L2(I˜j) ≥ δ/48
}⋃
⋃
j /∈Ik
{
u ∈ KI˜k : ‖u−mξk‖L∞(I˜j) ≥
δ
2
√
2
}
.
(4.64)
For any j ∈ Ik, we claim that there exists a constant C > 0 such that when ε 1 it holds
that
µ˜ε
({
u ∈ KI˜k : ‖u−mξk‖L2(I˜j) ≥ δ/48
})
≤ exp
(
− C
ε3/2
)
. (4.65)
In fact, noticing from the fact that ‖mξk‖L∞ = 1, one can obtain from the same elementary
norm inequality above that
µ˜ε
({
u ∈ KI˜k : ‖u−mξk‖L2(I˜j) ≥ δ/48
})
≤ µ˜ε
({
u ∈ KI˜k : ‖u‖L∞(I˜j) ≥
δ
48
√
2ε`
− 1
})
= µε
({
u ∈ KIk : ‖u‖L∞(Ij) ≥
δ
48
√
2ε`
− 1
})
.
(4.66)
Next, by the definition of the setKIk (see (4.56)), we know that any path inKIk takes values
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in [−M,M ] at the nodes {xk}. As a consequence, we have that
µε
({
u ∈ KIk : ‖u‖L∞(Ij) ≥
δ
48
√
2ε`
− 1
})
≤ µε
{
|u(xj±1)| ≤M : there exists x∗j ∈ Ij such that |u(x∗j )| ≥
δ
48
√
2ε`
− 1
}
≤
∫ M
−M
∫ M
−M
ν(j−1,j+1)(du−, du+)
× µu−,u+ε,(xj−1,xj+1)
({
u : there exists x∗j ∈ Ij such that |u(x∗j )| ≥
δ
48
√
2ε`
− 1
})
(4.67)
where as before ν(j−1,j+1)(du−, du+) denotes the marginal distribution of the pair (u(xj−1), u(xj+1)).
Moreover, according to Lemma 4.5.6, for all |u±| ≤ M , the probability inside the above
integral can be bounded as follows when ε 1:
µ
u−,u+
ε,(xj−1,xj+1)
({
u : there exists x∗j ∈ Ij such that |u(x∗j )| ≥
δ
48
√
2ε`
− 1
})
≤ exp
(
−1
ε
(∆E(B)− 1)
)
where the energy difference ∆E is defined by (4.36) and the event B is given by
B :=
{
u(xj±1) = u± : there exists x∗j ∈ Ij such that |u(x∗j )| ≥
δ
48
√
2ε`
− 2
}
.
Then by using the Mordica-Motola trick and taking into account of the boundary constraint
|u(xj±1)| = |u±| ≤M , we can obtain the following bound for the energy difference: there
exists C > 0 such that when ε 1,
∆(E(B)) ≥ inf
u∈B
E(xj−1,xj+1)(u)− inf
u∈Bbc
E(xj−1,xj+1)(u)
≥
∫ δ/(48√2ε`)−2
M
√
2V (u)du− CM
≥ C
ε3/2
.
Note that in the second line above the constant CM denotes an upper bound for the infimum
infu∈Bbc E(xj−1,xj+1)(u), which can be obtained for example by choosing u to be the linear
interpolation
u(x) =
x− xj−1
xj+1 − xj−1u+ +
xj+1 − x
xj+1 − xj−1u−.
We also used that V (u) = 14(1 − u2)2 in the last inequality. Therefore combining the
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estimates above leads to (4.65).
In the case that j /∈ Ik we claim that there exists C(δ) > 0 such that
µ˜ε
({
u ∈ KI˜k : ‖u−mξk‖L∞(I˜j) ≥
δ
2
√
2
}) ≤ exp(−C(δ)
ε
)
(4.68)
for ε small enough. We only prove the bound (4.68) for j /∈ Ik and j > k as the other case
can be treated analogously. Noting that mξk = 1 on Ij when j > k, and from the definition
of KY and JY we have
µ˜ε
({
u ∈ KI˜k : ‖u−mξk‖L∞(I˜j) ≥
δ
2
√
2
})
= µε
({
u ∈ JIk \ JIk,3 : ‖u− 1‖L∞(Ij) ≥
δ
2
√
2
})
= µε
({
u ∈ JIk \ JIk,3 : ∃x∗j ∈ Ij such that |u(x∗j )− 1| ≥
δ
2
√
2
})
.
(4.69)
In addition, by using the same arguments used to obtain (4.47), we can conclude that
µε
({
u ∈ JIk \ JIk,3 : ∃x∗j ∈ Ij such that |u(x∗j )− 1| ≥
δ
2
√
2
}) ≤ exp(−C(δ)
ε
)
(4.70)
for some C(δ) ∼ O(δ2). This proves (4.68). Consequently the bound (4.61) follows from
(4.62)-(4.64), (4.65), (4.68) and the fact that |Nε| . 1ε . In view of the established estimates
for each term on the right side of (4.57), there exists δ0 > 0 such that for every δ ≤ δ0 the
third term on the right side of (4.57) dominates the rest since C(δ) ∼ O(δ2). The proof is
now complete.
4.5.3 Proof of Theorem 4.4.2
In this section we consider the data given as in Case (II), i.e. f± = ∓1. Remember that in
this case the data-fidelity is
Φ(u) = λ
(
(u(x−)− 1)2 + (u(x+) + 1)2
)
.
We aim to prove that the measure ν˜ε is concentrated around the setMλ defined by (4.31).
Similar to what we did in last section, we redefine the event of interest
Aδ := {u : distL2(−1,1)(u,Mλ) ≥ δ} . (4.71)
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Then the probability of this event is
ν˜ε(Aδ) = 1
Zε
∫
Aδ
exp
(
−1
ε
Φ(u)
)
µ˜ε(du). (4.72)
with
Zε =
∫
exp
(
−1
ε
Φ(u)
)
µ˜ε(du). (4.73)
We prove Theorem 4.4.2 by showing a lower bound on the normalisation constant Zε (cf.
Theorem 4.5.14) and an upper bound on the above integral (cf. Theorem 4.5.16).
We first seek a lower bound for Zε. As before, assume that we have the same
partition {xk} on (−ε−1, ε−1) (cf. (4.40)) and {x˜k} on (−1, 1) with x˜k = εxk. The main
idea for obtaining a lower bound on Zε is to restrict the integral (4.73) over a set of paths
which almost attain the lowest energy cost. For any λ > 0, recall that ρλ is the lowest
energy cost defined in Lemma 4.3.3.
Theorem 4.5.14. For any small η > 0, there exists ε0 > 0 such that for ε ≤ ε0,
Zε & exp
(
−ρλ + η
ε
)
. (4.74)
Proof. Let Y = (−1/(2ε), x−/(2ε)) and define sets as in (4.41). For h > 0, small η > 0,
large M > 0 and sufficiently small γ > 0, by restricting the integral over the paths passing
the neighbourhood of 1 and 1− h at xk− and xk+ respectively, we have from the definition
of Φ that
Zε =
∫
exp
(
−1
ε
Φ(u)
)
µ˜ε(du)
=
∫
exp
(
−1
ε
Φε(u)
)
µε(du)
≥ exp
(
−λ(η
2 + (2− h+ γ)2)
ε
)
× µε
(
u ∈ JY \ JY,3 : |u(xk−)− 1| ≤ η and |u(xk+)− (1− h)| ≤ γ
)
.
(4.75)
We claim that there exist a constant C > 0 such that for sufficiently small γ′ > 0 there
exists ε0 > 0 such that when ε, ε0
µε
(
u ∈ JY \ JY,3 : |u(xk−)− 1| ≤ η and |u(xk+)− (1− h)| ≤ γ
)
≥ C exp
(
−ch + γ
′
ε
)
,
(4.76)
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where ch defined by (4.51). This would directly imply the desired estimate (4.74). In fact,
combining (4.76) together with (4.75) yields
Zε ≥ C exp
(
−(λη
2 + λ(2− h)2 + ch) +O(γ + γ′)
ε
)
= C exp
(
−ρ(h) + λη
2 +O(γ + γ′)
ε
)
& exp
(
−ρλ + η
ε
)
,
(4.77)
where ρ is defined in (4.15) and the last inequality follows by choosing h = h∗ :=
arg minhρ(h) and by relabelling the small quantity (λη
2 +O(γ + γ′)) with η.
Now we prove (4.76). First one can argue analogously to Step 1 in the proof of
Theorem 4.5.11 to obtain that when ε 1,
µε (u ∈ JY \ JY,3) ≥ x− + 1
8
. (4.78)
Next we can write
µε
(
u ∈ JY \ JY,3 : |u(xk−)− 1| ≤ η and |u(xk+)− (1− h)| ≤ γ
)
=
µε
(
u ∈ JY \ JY,3 : |u(xk+)− (1− h)| ≤ γ
)−
µε
(
u ∈ JY \ JY,3 : |u(xk−)− 1| ≥ η and |u(xk+)− (1− h)| ≤ γ
)
.
(4.79)
We now bound the two terms on the right side of above individually. In fact, by using the
same arguments used to prove (4.47), we can bound the second term as follows: there exists
C(η) > 0 such that
µε
(
u ∈ JY \ JY,3 : |u(xk−)− 1| ≥ η and |u(xk+)− (1− h)| ≤ γ
)
≤ exp
(
−C(η) + ch + γ
′
ε
)
.
(4.80)
For the first term, we claim that for any sufficiently small γ′ > 0,
µε
(
u ∈ JY \ JY,3 : |u(xk+)− (1− h)| ≤ γ
) ≥ exp(−ch + γ′
ε
)
µε (JY \ JY,3) .
(4.81)
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Assuming the validity of above bound, the (4.76) follows directly from (4.78) since
µε
(
u ∈ JY \ JY,3 : |u(xk−)− 1| ≤ η and |u(xk+)− (1− h)| ≤ γ
)
≥ x− + 1
8
exp
(
−ch + γ
′
ε
)
− exp
(
−C(η) + ch + γ
′
ε
)
≥ x− + 1
16
exp
(
−ch + γ
′
ε
) (4.82)
when ε 1.
Now it remains to prove (4.81). For this we need to exploit the double-sided strong
Markov property of the measure µε stated in Lemma 4.5.7. To be more specific, we first
define the following sets
A	k1 := {u : |u(xj)| ≤M for j ≤ k1 − 1}, u ≤ (1− γ) on [−1/ε, xk1−1]},
A	k+ := {u : |u(xj)| ≤M for k1 − 1 ≤ j ≤ k+ − 2,
u has one γ− up transition layer of length 2` in Y, u ≥ (−1 + γ) on [xk2+1, xk+−2]},
A⊕k+ := {u : |u(xj)| ≤M for j ≥ k+ + 2, u ≥ (−1 + γ) on [xk++2, 1/ε]},
Ak+ := {u : |u(xj)| ≤M for k+ − 2 ≤ j ≤ k+ + 2, u ≥ −1 + γ on [xk+−2, xk++2]},
Ah,k+ := {u ∈ Ak+ : |u(xk+)− (1− h)| ≥ γ}.
(4.83)
Then by definition, we have{
u ∈ JY \ JY,3 : |u(xk+)− (1− h)| ≤ γ
}
= A	k1 ∩ A⊕k+ ∩ A	k+ ∩ Ah,k+ ,
JY \ JY,3 = A	k1 ∩ A⊕k+ ∩ A	k+ ∩ Ak+ .
Furthermore, it follows from the strong Markov property that
µε
(
u ∈ JY \ JY,3 : |u(xk+)− (1− h)| ≤ γ
)
= µε
(
A	k1 ∩ A⊕k+ ∩ A	k+ ∩ Ah,k+
)
=
µε
(
A	k1 ∩ A⊕k+ ∩ A	k+ ∩ Ah,k+
)
µε
(
A	k1 ∩ A⊕k+ ∩ A	k+ ∩ Ak+
) · µε (A	k1 ∩ A⊕k+ ∩ A	k+ ∩ Ah,k+)
≥ inf
u−,u+∈[−M,M ]
Eµε,u−,u+(xk+−2,xk++2)(1Ah,k+
(u))
Eµε,u−,u+(xk+−2,xk++2)(1Ak+
(u))
µε (JY \ JY,3) .
(4.84)
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Therefore to prove (4.81) it is sufficient to show
inf
u±∈[−M,M ]
Eµε,u−,u+(xk+−2,xk++2)(1Ah,k+
(u))
Eµε,u−,u+(xk+−2,xk++2)(1Ak+
(u))
≥ exp
(
−ch + γ
′
ε
)
. (4.85)
On the one hand, the numerator in the above ratio can be bounded from below by using the
uniform large deviation lower bound established in Lemma 4.5.5. To see this, we define the
set
A := {u : |u(xj)| ≤M − γ for j = k+ − 2, · · · , k+ + 2,
|u(xk+)− (1− h)| ≥ 2γ, u ≥ −1 + 2γ on [xk+−1, xk++1]
}
.
Observe that Ah,k+ = B(A, γ). Then for any small γ′ > 0 and for any ε small enough, we
have from Lemma 4.5.5 that
µ
u−,u+
ε,(xk+−2,xk++2)
(Ah,k+) ≥ exp
(
−1
ε
(∆E(A) + γ′/2)
)
. (4.86)
On the other hand, to obtain an upper bound for the denominator on the left side of (4.85),
we apply the large deviation bound in Lemma 4.5.6. In fact, if we define
A˜ := {u : |u(xk+)| ≤M + γ/2, for j = k+ − 2, · · · , k+ + 2,
u ≥ −1 + γ/2 on [xk+−1, xk++1]},
then A˜ = B(Ak+ , γ/2). According to Lemma 4.5.6, is holds that
µ
u−,u+
ε,(xk+−2,xk++2)
(Ak+) ≤ exp
(
−1
ε
(∆E(A˜)− γ′/2)
)
. (4.87)
As a consequence,
µ
u−,u+
ε,(xk+−2,xk++2)
(Aη,k+)
µ
u−,u+
ε,(xk+−2,xk++2)
(Ak+)
≥ exp
(
−1
ε
( inf
u∈A
E(u)− inf
u∈A˜
E(u) + γ′)
)
. (4.88)
Finally, (4.85) follows directly from (4.88) and Lemma 4.5.15. Hence the proof is complete.
Lemma 4.5.15. There existsC <∞ such that for anyM sufficiently large and γ > 0 small
enough, there exists `∗ satisfying the following property. Consider u defined on (−2`, 2`)
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with ` ≥ `∗ and with boundary conditions u± ∈ [−M,M ]. Define sets
A := {u : |u(x)| ≤M − γ for x = −2`, `, · · · , 2`, |u(0)− (1− h)| ≤ 2γ,
u ≥ −1 + 2γ on [−`, `]},
A˜ := {u : |u(x)| ≤M + γ/2 for x = −2`, `, · · · , 2`, u ≥ −1 + γ/2 on [−`, `]}.
Then it holds that
inf
u∈A
E(−2`,2`)(u)− inf
u∈A˜
E(−2`,2`)(u) ≤ ch + Cγ.
Proof. We first prove an upper bound for E(−2`,2`)(u) for u ∈ A. Let u ∈ A be such a
profile satisfying the following additional properties
u(±2`) = u±, u(0) = 1− h and u(±`) = 1− γ.
Then it is not hard to see from the trick of Modica-Mortola that
inf
u∈A
E(−2`,2`)(u) ≤ E(−2`,2`)(u) ≤ ϕ1(u−) + ϕ1(u+) + ch + Cγ. (4.89)
Furthermore, if u ∈ A˜, then either u ≤ 1 − γ/2 over an interval of length ` or there exist
x1 ∈ (−`, 0) and x2 ∈ (0, `) such that u(xi) ≥ 1 − γ/2, i = 1, 2. In the former case we
have
E(−2`,2`)(u) ≥ `γ2,
while in the later case
E(−2`,2`)(u) ≥ ϕ1(u−) + ϕ1(u+) + Cγ. (4.90)
Therefore when ` is large enough we could assume that we are in the later case. Conse-
quently, the lemma is proved by (4.89) and (4.90).
We continue to bound the integral in (4.72).
Theorem 4.5.16. Fix a λ > 0. There exists δ0 > 0 such that for every δ ≤ δ0 the following
holds: There exit C(δ) > 0 and ε0 > 0 such that C(δ) ∼ O(δ2) and that for ε ≤ ε0 we
have ∫
Aδ
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤ exp
(
−C(δ) + ρλ
ε
)
. (4.91)
Proof. We only consider the case where 0 < λ < 2 since the other cases can be treated
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in the same way (see Remark 4.5.17). The idea of the proof is similar to that of Theorem
4.5.13. For ` > 0 and ε > 0, we define the following intervals
Y˜− = (−1, x− − 4ε`), Y˜+ = (x+ + 4ε`, 1), Y˜ = (x− + 2ε`, x+ − 2ε`)
Y− = (−1/ε, x−/ε− 4`), Y+ = (x+/ε+ 4`, 1/ε), Y = (x−/ε+ 2`, x+/ε− 2`).
One can first decompose all continuous paths on [−1, 1] with Dirichlet boundary conditions
u(±1) = ±1 into the union of A˜1 and the sets KY˜− ,KY˜ ,KY˜+ ,K3 defined in (4.56). Thus
(4.57) still holds. Remember that Φ(u) = λ((u(x−) − 1)2 + (u(x+) − 1)2). For paths
belonging to A˜1 and K˜3, we have the same bounds as (4.58) and (4.59). In addition, if
0 < λ < 2, then we claim that for small η > 0,∫
Aδ∩KY˜
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤ exp
(
−2ρλ − η
ε
)
(4.92)
for ε small enough. To see this, let {Br(hj)}Nrj=1 be a collection of open balls of radius
r covering [−M,M ] where the centres hj ∈ [−M,M ] and Nr = O(1/r). Notice that
JY \ JJ,3 = Tε(KY˜ ), so we have∫
Aδ∩KY˜
exp
(
−1
ε
Φ(u)
)
µ˜ε(du)
≤
Nr∑
j=1
Nr∑
k=1
∫
{u∈JY \JY,3:|u(xk− )−hj |≤r,|u(xk+ )−hk|≤r}
exp
(
−1
ε
Φε(u)
)
µε(du).
(4.93)
For fixed j and k, using the same trick (based on the strong Markov property) as in the
proof of (4.81), one can obtain the following estimate: for any small r > 0, there exists
C > 0 such that when ε small enough,∫
{u∈JY \JY,3:|u(xk− )−hj |≤r,|u(xk+ )−hk|≤r}
exp
(
−1
ε
Φε(u)
)
µε(du)
≤ exp
(
−ρ(1− hj) + ρ(1− hk)− Cr
ε
)
≤ exp
(
−2ρλ − Cr
ε
)
.
(4.94)
Here the function ρ(·) is defined by (4.15) and we used the fact that ρλ = minh ρ(h) in the
last inequality. Therefore, it holds that∫
Aδ∩KY˜
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) .
1
r2
exp
(
−2ρλ − Cr
ε
)
≤ exp
(
−2ρλ − η
ε
)
(4.95)
with appropriate small η such that η > r > 0. In addition, we assert that there exists
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C(δ) > 0 such that C(δ) ∼ O(δ2) and∫
Aδ∩KY˜±
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤ exp
(
−C(δ) + ρλ
ε
)
. (4.96)
We only prove this forKY˜− as the other one follows analogously. To do this, we decompose
KY˜− into
KY˜− :=
k−+4⋃
k=−Nε
KI˜k :=
k−+4⋃
k=−Nε
{u ∈ A˜c1 : u has exactly one γ− transition layer on I˜k}.
It follows that
∫
Aδ∩KY˜−
exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤
k−+4∑
k=−Nε
∫
Aδ∩KI˜k
exp
(
−1
ε
Φ(u)
)
µ˜ε(du). (4.97)
For any fixed k, the inclusion (4.63) still holds, namely
Aδ ∩ KI˜k ⊂ {u ∈ KI˜k : ‖u−mξk‖L2(−1,1) ≥ δ},
where ξk ∈ I˜k and mξ ∈ Mλ with Mλ defined by (4.31). Moreover, if we redefine the
index set Ik := {j ∈ −Nε, · · · , Nε : |j − k′| ≤ 8 with k′ ∈ {k, k−, k+}}, then{
u ∈ KI˜k : ‖u−mξk‖L2(−1,1) ≥ δ
}
⊂
⋃
j∈Ik
{
u ∈ KI˜k : ‖u−mξk‖L2(I˜j) ≥ δ/96
}⋃
⋃
j /∈Ik
{
u ∈ KI˜k : ‖u−mξk‖L∞(I˜j) ≥
δ
2
√
2
}
.
(4.98)
For j ∈ Ik, as an analogue to (4.65) we have that when ε is small enough,∫
Aδ∩
{
u∈KI˜k :‖u−mξk‖L2(I˜j)≥δ/96
} exp
(
−1
ε
Φ(u)
)
µ˜ε(du)
≤ µ˜ε
({
u ∈ KI˜k : ‖u−mξk‖L2(I˜j) ≥ δ/96
})
. exp
(
− 1
ε3/2
)
.
(4.99)
As for j /∈ Ik, one can argue in the same way as in the proof of (4.68) that for ε
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small enough
∫
Aδ∩
{
u∈KI˜k :‖u−mξk‖L∞(I˜j)≥
δ
2
√
2
} exp
(
−1
ε
Φ(u)
)
µ˜ε(du) ≤ exp
(
−C(δ) + ρλ
ε
)
(4.100)
with C(δ) ∼ O(δ2). Therefore the desired estimate (4.91) follows from (4.99)-(4.100) and
(4.92) since C(δ) can be chosen smaller than ρλ when δ is small.
Remark 4.5.17. In the case that λ > 2, we still have (4.91). In fact, one can first neglect
the integral on the left of (4.91) over profiles with either one or more than three transition
layers as it is higher order exponentially small. Then for profiles exhibiting three transition
layers, the integral over the intersection of Aδ and the profiles with three transition layers
which fit with the data dominates the rest. Finally the result corresponding to λ = 2 follows
directly from those in previous two cases.
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Chapter 5
Gaussian Approximations for
Transition Paths
5.1 Introduction
Determining the behaviour of transition paths of complex molecular dynamics is essential
for understanding many problems in physics, chemistry and biology. Direct simulation of
these systems can be prohibitively expensive, mainly due to the fact that the dynamical
systems can exhibit the phenomenon of metastability, which involves disparate time scales:
the transition between metastable states is logarithmic in the inverse temperature, whilst the
fluctuations within the metastable states have durations which are exponential in the inverse
temperature. In many systems the interest is focused on the transition between metastable
states and not the local fluctuations within them. This chapter addresses the problem of
characterising the most likely transition paths of molecular models of chemical reactions.
We focus on the Brownian dynamics model from molecular dynamics which takes
the form of a gradient flow in a potential, subject to small additive thermal noise:
dx(t) = −∇V (x(t))dt+
√
2εdW (t); (5.1)
we study the equation subject to the end-point conditions
x(0) = x−, x(T ) = x+. (5.2)
Here V : Rd → R is the potential function, W is a standard Brownian motion in Rd and
ε > 0 is a small parameter related to the temperature of the thermal system. The Brow-
nian dynamics model is widely used in the study of molecular dynamics [148]. It is also
referred to as the overdamped Langevin equation, and can be derived from the second or-
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der Langevin dynamics model, which has the form of damped-driven Newtonian dynamics
with potential energy V , by taking a large friction or a small mass limit; see [184, Chapter
7, Exercise 8] and [148] for explicit derivations.
Mathematically we understand the process x(t), t ∈ [0, T ] satisfying (5.1), (5.2) to
be the initial value problem of (5.1) starting from x(0) = x−, subject to the conditioning
x(T ) = x+ [112]. We propose to study the sample path of this conditioned process as a
model for the temporal evolution of molecules making a transition between two atomistic
configurations x±. In this chapter, we will assume that x± are critical points of V ; indeed
most interest focuses on the case where both endpoints are chosen to be local minima of V .
When the temperature ε is small and when the end-point condition on x(T ) is re-
moved, typical realisations of (5.1) exhibit fluctuations around the local minima of V for
long stretches of time (exponential in ε−1) while the occasional rapid transitions between
different minima occur on a much shorter time scale which is only logarithmic in ε−1.
The difference between these time scales makes it difficult to sample transition paths when
ε is small. As an alternative to direct sampling, several notions of “most likely transi-
tion paths” have been proposed; of particular interest here are the Freidlin-Wentzell and
Onsager-Machlup theories.
In the zero temperature limit ε → 0, the behaviour of transition paths can be pre-
dicted with overwhelming probability using Freidlin-Wentzell theory [98]. For any fixed
T , the solution process {x(t), t ∈ [0, T ]} to (5.1), (5.2) satisfies a large deviation principle
with rate (or action) functional given by
ST (ϕ) :=
1
4
∫ T
0
|ϕ′(t) +∇V (ϕ(t))|2dt (5.3)
with ϕ ∈ H1±(0, T ; Rd) := {x ∈ H1(0, T ; Rd) : x(0) = x−, x(T ) = x+}. Loosely
speaking the large deviation principle states that for any small δ > 0, the probability that
the solution x lies in a tube of width δ around a given path ϕ is approximately given by
P{x : sup
t∈[0,T ]
|x(t)− ϕ(t)| ≤ δ} ≈ exp(−ε−1ST (ϕ)) (5.4)
for ε small enough. Here P denotes the law of the process defined in (5.1), (5.2). The large
deviation principle thus characterises the exponential tail of the distribution of the transition
paths; but what is of most interest to us is that it leads to a natural variational definition of
the most likely path: the minimiser of the rate functional ST can be interpreted as most
likely path in the sense that the probability of a trajectory in a small neighbourhood of this
minimiser is exponentially larger in ε−1 than the probability of hitting neighbourhoods of
any other paths.
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In view of the boundary conditions (5.2), one can rewrite the functional ST as
ST (ϕ) :=
1
4
∫ T
0
|ϕ′(t) +∇V (ϕ(t))|2dt
=
1
4
∫ T
0
|ϕ′(t)|2 + |∇V (ϕ(t))|2dt+ 1
2
∫ T
0
ϕ′(t) · ∇V (ϕ(t))dt
=
1
4
∫ T
0
|ϕ′(t)|2 + |∇V (ϕ(t))|2dt+ 1
2
((V (x+)− V (x−)) .
(5.5)
The last term in this expression only depends on the boundary conditions and not on the
specific choice of ϕ. Hence minimising ST (ϕ) is equivalent to minimising the following
Freidlin-Wentzell functional
ST (ϕ) :=
1
4
∫ T
0
|ϕ′(t)|2 + |∇V (ϕ(t))|2dt (5.6)
over H1±(0, T ; Rd), and from now on we refer to the minimisation of this functional as
the Freidlin-Wentzell approach. The Freidlin-Wentzell viewpoint has been enormously in-
fluential in the study of chemical reactions. For example the elastic band method [135]
and the string method [80, 82] are numerical methods for finding minimal energy paths
based on minimisation of the action functional (5.3). See the review article [220] for recent
development of transition path theory.
At finite temperature ε > 0, optimal transition paths can be defined as minimisers
of the Onsager-Machlup functional [78]. This functional is defined by maximising small
ball probabilities for paths x(·) solving (5.1), (5.2). To be more precise, we denote by P0
the law of the Brownian bridge on [0, T ] connecting x− and x+, corresponding to vanishing
drift (V = 0) in (5.1), (5.2), which depends on ε. Then under certain conditions on V (see
(ii) of Remark 5.2.2), the measure P is absolutely continuous with respect to P0 and the
Radon-Nikodym density is given by
dP
dP0
(x) =
1
Z
exp
(
− 1
2ε
∫ T
0
Ψε(x(t))dt
)
(5.7)
where
Ψε(x) :=
1
2
|∇V (x)|2 − ε∆V (x). (5.8)
Equation (5.7) follows from Girsanov formula and Itoˆ’s formula, see [189, Section 2]. We
106
define the Onsager-Machlup functional Iε over the space H1±(0, T ; Rd) by
Iε(x) :=
1
2
∫ T
0
(
1
2
|x′(t)|2 + Ψε(x(t))
)
dt = ST (x)− ε
2
∫ T
0
∆V (x(t))dt. (5.9)
In [78] it was shown that for any x1, x2 ∈ H1±(0, T ; Rd)
lim
δ→0
P(Bδ(x1))
P(Bδ(x2))
= exp
(
1
ε
(Iε(x2)− Iε(x1))
)
where Br(x) denotes a ball in C([0, T ]; Rd) with centre x and radius r. Hence for any
fixed x2, the above ratio of the small ball probability, as a function of x1, is maximised at
minimisers of Iε. In this sense minimisers of Iε are analogous to Maximum A Posterior
(MAP) estimators which arise for the posterior distribution P in Bayesian inverse problems;
see [63].
The Onsager-Machlup functional (5.9) differs from the Freidlin-Wentzell functional
only by the integral of the Itoˆ correction term ε∆V . This difference arises because of the
order in which the limits ε→ 0 and δ → 0 are taken: in Freidlin-Wentzell theory the radius
of the ball δ is fixed and limit ε→ 0 is studied while in Onsager-Machlup theory ε is fixed
and limit δ → 0 is studied. For fixed T > 0, it is clear that Iε(ϕ) → ST (ϕ) as ε → 0.
Hence for fixed time scale T the Onsager-Machlup theory agrees with the Freidlin-Wentzell
theory in the low temperature limit. However, this picture can be different for large T , more
precisely when T → ∞ as ε → 0. In fact, as demonstrated in [188], it is possible that
when T  1, the MAP transition path spends a vast amount of time at a saddle point of V
rather than at minima; moreover, for two paths with the same energy barrier, the one passing
through steeper confining walls is always preferred to the other since a larger value of ∆V
gives rise to a lower value of Iε. The discussion about the order of limits gives a clue as to
why this apparent contradiction occurs: by studying the limit δ → 0 in Onsager-Machlup
theory, for fixed temperature ε, we remove entropic effects.
Both minimising the Onsager-Machlup functional (5.9) or finding MAP estimators
are attempts to capture key properties of the distribution P by identifying a single most
likely path. This can be viewed as approximating the measure P by a Dirac measure in
a well-chosen point. The key idea in this chapter is to find better approximations to ν by
working in a larger class of measures than Diracs. We will study the best Gaussian approx-
imations with respect to Kullback-Leibler divergence. The mean of an optimal Gaussian
should capture the concentration of the target measure while its fluctuation characteristics
are described by the covariance of the Gaussian. Furthermore the fluctuations can cap-
ture entropic effects. Thus by using the Gaussian approximation we aim to overcome the
shortcomings of the Onsager-Machlup approach. The idea of finding Gaussian approxima-
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tions for non-Gaussian measures by means of the Kullback-Leibler divergence is not new.
For example, in the community of machine learning [194], Gaussian processes have been
widely used together with Bayesian inference for regression and prediction. Similar ideas
have also been used to study models in ocean-atmosphere science [161] and computational
quantum mechanics [14]. Recently, the problem of minimising the Kullback-Leibler di-
vergence between non-Gaussian measures and certain Gaussian classes was studied from
the calculus of variation point of view [187] and numerical algorithms for Kullback-Leibler
minimisation were discussed in [190].
The present chapter builds on the theory developed in [187] and extends it to tran-
sition path theory. More specifically, the set of Gaussian measures for approximations is
parameterised by a pair of functions (m,A), where m represents the mean and A (defined
in (5.18)) is used to define the covariance operator for the underlying Gaussian measure.
For a fixed temperature ε, the Kullback-Leibler divergence is expressed as a functional Fε
depending on (m,A) and existence of minimisers is shown in this framework. Then the
asymptotic behaviour of the best Gaussian approximations in the low temperature limit is
studied in terms of the Γ-convergence of the functionals {Fε}. The limiting functional (see
(5.57)) is identified as the sum of two parts. The first part, depending only on m, is iden-
tical to the Γ-limit of the rescaled Freidlin-Wentzell action functional, implying that for
ε → 0 the most likely transition paths defined as the best Gaussian mean m coincide with
large deviation paths. The second part takes entropic effects into account and expresses the
penalty for the fluctuations in terms of A; it vanishes if A = D2V (m(t)) but this choice of
A is only admissible if the Hessian D2V (m) is positive definite. A strictly positive penalty
occurs when D2V (m(t)) has a negative eigenvalue. Therefore minimising the limiting
functional amounts to selecting those optimal paths m among the large deviation paths that
do not spend time in saddles or local maximisers. We stress that although at finite noise
intensity ε > 0 there is no explicit characterisation of our most likely transition paths, it is
possible to approximately determine them numerically, as demonstrated in [190], see also
Section 5.5.
This chapter is organised as follows. In the next section we introduce a time-
rescaling of the governing Langevin equation, in terms of ε, in which the undesirable effects
of the Onsager-Machlup minimisation are manifest; we also introduce some notation used
throughout this chapter. Furthermore, assumptions on the potential V are discussed. In
Section 5.3, we define the subset of Gaussian measures over which Kullback-Leibler min-
imisation is conducted; the existence of minimisers to the variational problem is established
at the end of this section. Then in Section 5.4, we study the low temperature limit of the
Gaussian approximation using Γ-convergence. The main Γ-convergence result is given in
Theorem 5.4.5. Section 5.5 discusses some important consequences of the Γ-convergence
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result, with emphasis on the link with theories of Freidlin-Wentzell and Onsager-Machlup.
The proofs of Theorem 5.4.5 and some related results are presented in Section 5.6.
5.2 Set-up and Notation
5.2.1 Set-up
As discussed in the previous section, the key issue which motivates our work is the dif-
ference in behaviour between minimisers of the Freidlin-Wentzell action and the Onsager-
Machlup functional. This difference is manifest when T  1 and is most cleanly described
by considering the time scale T = ε−1. The Γ-limit of the Onsager-Machlup functional
(5.9) is studied, as ε→ 0, under this time-rescaling, in [189]; the limit exhibits the undesir-
able effects described in the preceding section. Our objective is to characterise the Γ-limit
for the variational problems arising from best Gaussian approximation with respect to the
Kullback-Leibler divergence.
Applying the time scaling t 7→ ε−1t to the equation (5.1) and noticing the boundary
conditions (5.2), yields
dx(t) = −ε−1∇V (x(t))dt+
√
2dW (t),
x(0) = x−, x(1) = x+.
(5.10)
The transformed SDE has an order one noise but a strong drift; it will be our object of study
throughout the remainder of this chapter. For technical reasons, we make the following
assumptions on the potential V .
Assumptions 5.2.1. The potential V appearing in (5.10) satisfies:
(A-1) V ∈ C5(Rd);
(A-2) The set of critical points
E := {x ∈ Rd,∇V (x) = 0} (5.11)
is finite and the Hessian D2V (x) is non-degenerate for any x ∈ E .
(A-3) Coercivity condition:
∃R > 0 such that inf
|x|>R
|∇V (x)| > 0; (5.12)
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(A-4) Growth condition:
∃C1, C2 > 0 and α ∈ [0, 2) such that for all x ∈ Rd and 1 ≤ i, j, k ≤ d,
lim sup
ε→0
max
(∣∣ ∂3
∂xi∂xj∂xk
Ψε(x)
∣∣, |Ψε(x)|) ≤ C1eC2|x|α ; (5.13)
(A-5) V (x)→∞ when |x| → ∞ and there exits R > 0 such that
2∆V (x) ≤ |∇V (x)|2 for |x| ≥ R; (5.14)
(A-6) Monotonicity condition:
∃R > 0 such that |∇V (x1)| ≥ |∇V (x2)| if |x1| ≥ |x2| ≥ R. (5.15)
Remark 5.2.2. (i) Conditions (A-2)-(A-3) are typical assumptions for proving Γ-convergence
results for Ginzburg-Landau and related functionals [96, 149]. The smoothness con-
dition (A-1) is needed because our analysis involves a Taylor expansion of order
three for Ψε. Furthermore, we will use conditions (A-4)-(A-6) to analyse the Γ-
convergence problem in this Chapter. These assumptions will be employed to simplify
the expectation term in the Kullback-Leibler divergence (see the expression (5.41)).
(ii) The condition (A-5) is a Lyapunov type condition which guarantees that at small
temperature (ε ≤ 1) the solution to the SDE in (5.10) does not explode in finite time.
The probability measure determined by this process is absolutely continuous with
respect to the reference measure of the Brownian bridge. See [201, Chapter 2] for
more discussions about the absence of explosion. Moreover, by the definition of Ψε,
(A-5) implies that for any δ ∈ R there exists a constant C > 0 depending only R and
δ such that
|∇V (x)|2 − εδ∆V (x) ≥ −Cε for any x ∈ Rd. (5.16)
Such lower bound will be used to prove the compactness of the functionals of interest
(see Proposition 5.4.4).
(iii) These conditions are not independent. For instance, the coercivity condition (A-3)
can be deduced from the monotonicity condition (A-6) when V (x) is non-constant
for large |x|. Hence particularly (A-5) and (A-6) imply (A-3).
(iv) The set of functions satisfying conditions (A-1)-(A-7) is not empty: they are fulfilled by
all polynomials. Therefore many classical potentials, such as the Ginzburg-Landau
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double-well potential V (x) = 14x
2(1− x)2 are included.
For ε > 0 we denote by µε the law of the above bridge process x defined in (5.10)
and µ0 the law of the corresponding bridge for vanishing drift (V = 0) in (5.10). Then, by
identical arguments to those yielding (5.7), µε is absolutely continuous with respect to µ0
and the Radon-Nikodym density is given by
dµε
dµ0
(x) =
1
Zµ,ε
exp
(
− 1
2ε2
∫ 1
0
Ψε(x(t))dt
)
(5.17)
where Ψε is given by (5.8) and Zµ,ε is the normalisation constant. Note that the extra factor
1
ε with respect to (5.7) is due to the time rescaling.
5.2.2 Notation
Throughout the chapter, we use C (or occasionally C1 and C2) to denote a generic positive
constant which may change from one expression to the next and is independent of the
temperature and any quantity of interest. We write A . B if A ≤ CB. Given an interval
I ⊂ R, let Lp(I) and Wm,p(I) with m ∈ N, 1 ≤ p ≤ ∞ be the standard Lebesgue and
Sobolev spaces of scalar functions respectively. Let Hm(I) = Wm,2(I). For s ∈ [0, 1],
we set Hs0(I) to be the closure of C
∞
0 (I) in H
s(I) and equip it with the topology induced
by Hs(I). Define its dual space H−s(I) := (Hs0(I))′. For s > 1/2, a function of Hs0(I)
has zero boundary conditions. Thanks to the Poincare´ inequality, the H1-semi-norm is an
equivalent norm on H10 (I). In the case that I = (0, 1), we simplify the notations by setting
Hs0 = H
s
0(0, 1) and H
−s = H−s(0, 1).
We write scalar and vector variables in regular face whereas matrix-valued vari-
ables, function spaces for vectors and matrices are written in boldface. Denote by S(d,R)
the set of all real symmetric d × d matrices and by Id the identity matrix of size d. Let
Lp(0, 1; Rd) and Lp(0, 1;S(d,R)) be the spaces of vector-valued and symmetric matrix-
valued functions with entries inLp(0, 1) respectively. Similarly one can defineH1(0, 1; Rd),
Hs0(0, 1; R
d) and H1(0, 1;S(d,R)). For simplicity, we use the same notation Lp(0, 1) (re-
spectively H1(0, 1)) to denoteLp(0, 1;S(d,R)) andLp(0, 1; Rd)(respectivelyH1(0, 1;S(d,R))
and H1(0, 1; Rd)). For any A = (Aij) ∈ Lp(0, 1;S(d,R)) with 1 ≤ p ≤ ∞, we define its
norm
‖A‖Lp(0,1) :=
 d∑
i=1
d∑
j=1
‖Aij‖2Lp(0,1)
 12 .
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For A = (Aij) ∈ H1(0, 1;S(d,R)), the norm is defined by
‖A‖H1(0,1) :=
 d∑
i=1
d∑
j=1
‖Aij‖2H1(0,1)
 12 .
We also define H1±(0, 1) := H1±(0, 1; Rd) := {x ∈ H1(0, 1;Rd) : x(0) = x−, x(1) =
x+}. Denote by BV(I) the set of Rd-valued functions of bounded variations on an interval
I ⊂ R.
For matrices A,B ∈ S(d,R) we write A ≥ B when A − B is positive semi-
definite. The trace of a matrix A is denoted by Tr(A). Denote by AT the transpose of A
and by |A|F the Frobenius norm of A. Given A ∈ S(d,R) with the diagonalised form
A = PTΛP, we define the matrix matrix |A| := PT |Λ|P. For matrices A = (Aij) and
B = (Bij), we write
A : B = Tr(ABT ) =
d∑
i=1
d∑
j=1
AijBij .
Define the matrix-valued operator ∂2t := ∂
2
t · Id. For a > 0, we define
L1a(0, 1) := L
1
a(0, 1;S(d,R)) =
{
A ∈ L1(0, 1;S(d,R)) : A(t) ≥ a · Id a.e. on (0, 1)
}
and
H1a(0, 1) := H
1
a(0, 1;S(d,R)) =
{
A ∈ H1(0, 1;S(d,R)) : A(t) ≥ a · Id a.e. on (0, 1)
}
.
We write An ⇀ A in L1(0, 1) when An converges to A weakly in L1(0, 1). Let H10(0, 1) =
H10 (0, 1; R
d). Define Hs0 =
d︷ ︸︸ ︷
Hs0 × · · · ×Hs0 and let H−s be the dual. In addition, we
define product spaces H := H1±(0, 1) × H1(0, 1),Ha := H1±(0, 1) × H1a(0, 1),X :=
L1(0, 1)× L1(0, 1) and Xa := L1(0, 1)× L1a(0, 1).
For a vector field v = (v1, v2, · · · , vd), let ∇v = (∂ivj)i,j=1,2,··· ,d be its gradient,
which is a second order tensor (or matrix). Given a potential V : Rd → R, denote by D2V
the Hessian of V . Given a second order tensor T = (Tij)i,j=1,2,··· ,d, we denote by ∇T
its gradient, which is a rank 3 tensor with (∇T)ijk = ∂Tij∂xk . In particular, we use D3V to
denote the gradient of the Hessian D2V .
Finally we write ν  µwhen the measure ν is absolutely continuous with respect to
µ and write ν ⊥ µ when they are singular. Throughout the chapter, we denote by N(m,Σ)
the Gaussian measure on L2(0, 1) with mean m and covariance operator Σ. Moreover, the
Gaussian measures considered in this chapter will always have the property that, almost
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surely, draws from the measure are continuous functions on [0, 1] and thus that point-wise
evaluation is well-defined. Given h ∈ L2(0, 1), define the translation map Th by setting
Thx = x+h for any x ∈ L2(0, 1). Denote by T ∗h µ the push-forward measure of a measure
µ on L2(0, 1) under the map Th.
5.3 Kullback-Leibler minimisation
5.3.1 Parametrisation of Gaussian Measures
In this subsection, we describe the parametrisation of the Gaussian measures that we use in
our Kullback-Leibler minimisation. To motivate our choice of parametrisation we consider
the SDE (5.10). This equation has order-one noise, but with a strong gradient-form drift
which will, most of the time, constrain the sample path to the neighbourhood of critical
points of V . The size of the neighbourhood will be defined by small fluctuations whose
size scales with ε
1
2 . To capture this behaviour we seek an approximation to (5.10) of the
form x = m + z, where m is a path connecting x± in unit time and where z describes
the small fluctuations. We aim to find m from an appropriate class of functions, and z as
time-inhomogenous Ornstein-Uhlenbeck process
dz(t) = −ε−1A(t)z(t)dt+
√
2dW (t),
z(0) = z(1) = 0.
(5.18)
The time-dependent functions (m,A) become our unknowns. For subsequent discussions,
we require m ∈ H1±(0, 1). For A we assume that A ∈ H1(0, 1), i.e. A ∈ H1(0, 1; Rd×d)
and A(t) is symmetric for any t ∈ (0, 1). The symmetry property will simplify the calcu-
lation of the change of measures below, and will also be helpful in estimating the Green’s
functions used to show the Γ-convergence in Section 5.4.
Let νε be the distribution of the process z defined by (5.18) and let µ0 be the
corresponding Brownian bridge (with A = 0). The lemma below shows that νε is a
centred Gaussian with the covariance operator given by the inverse Schro¨dinger operator
Σε := 2(−∂2t + Bε)−1 with Bε = ε−2A2 − ε−1A′. Here A′ denotes the time-derivative
of the matrix A and 2(−∂2t +Bε)−1 is the inverse of the Schro¨dinger operator 12(−∂2t +Bε)
with Dirichlet boundary condition. Let Mε(t; s) be the fundamental matrix satisfying
d
dt
Mε(t, s) = −ε−1A(t)Mε(t, s), Mε(s, s) = Id. (5.19)
Lemma 5.3.1. Let A ∈ H1(0, 1). Then the Radon-Nikodym density of νε with respect to
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µ0 is given by
dνε
dµ0
(z) =
1
Zν,ε
exp
(
−1
4
∫ 1
0
z(t)TBε(t)z(t)dt
)
(5.20)
where Bε = ε−2A2 − ε−1A′ and the normalisation constant
Zν,ε = exp
(
− 1
2ε
∫ 1
0
Tr(A(t))dt
)
·
(∫ 1
0
Mε(t)M
T
ε (t)dt
)−1/2
, (5.21)
where Mε(t) = Mε(1, t). It follows that νε = N(0, 2(−∂2t + Bε)−1).
Proof. Let z be the unconditioned Ornstein-Uhlenbeck process that satisfies
dz(t) = −ε−1A(t)z(t)dt+
√
2dW (t), z(0) = 0. (5.22)
Denote by ν˜ε the law of z(t), t ∈ [0, 1] solving (5.22) and by µ˜0 the law of the process√
2W (t). It follows from Girsanov’s theorem that
dν˜ε
dµ˜0
(z) = exp
(
− 1
2ε
∫ 1
0
A(t)z(t) · dz(t)− 1
4ε2
∫ 1
0
|A(t)z(t)|2dt
)
. (5.23)
Simplifying the exponent on the right side of the above by Itoˆ’s formula gives
dν˜ε
dµ˜0
(z) = exp
(
−1
4
∫ 1
0
z(t)TBε(t)z(t)dt+
1
2ε
∫ 1
0
Tr(A(t))dt− 1
4ε
z(1)TA(1)z(1)
)
.
(5.24)
After conditioning on z(1) = 0 and using [112, Lemma 5.3], (5.20) follows from (5.24). We
now calculate the normalisation constant Zν,ε. Let ρ1 be the density of the distribution of
z(1) under the measure ν˜ε. Let µ˜y be law of the conditioned process (
√
2W (t)|√2W (1) =
y). From (5.24), one can see that for any bounded measurable function f : Rd → R,
Eρ1 [f(z(1))] = Eν˜ε [f(z(1))]
= Eµ˜0
[
exp
(
−1
4
∫ 1
0
z(t)TBε(t)z(t)dt
)
× exp
(
1
2ε
∫ 1
0
Tr(A(t))dt− 1
4ε
z(1)TA(1)z(1)
)
f(z(1))
]
=
1
(4pi)d/2
∫
Rd
exp
(
1
2ε
∫ 1
0
Tr(A(t))dt− 1
4ε
yTA(1)y − 1
4
|y|2
)
f(y)
× Eµ˜y
[
exp
(
−1
4
∫ 1
0
z(t)TBε(t)z(t)dt
)]
dy,
(5.25)
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where we have used the fact that z(1) ∼ N(0, 2 · Id) when z is distributed according to µ˜0.
Then we can read from (5.25) that
ρ1(0) = Eµ0
[
exp
(
− 1
4
∫ 1
0
z(t)TBε(t)z(t) dt
)]
exp
( 1
2ε
∫ 1
0
Tr(A(t)) dt
) 1
(4pi)d/2
.
(5.26)
On the other hand, we know from Appendix 5.7.2 that the solution z(t) of (5.22)
can be represented as
z(t) =
√
2
∫ t
0
Mε(t, s)dW (s),
where Mε is the fundamental matrix (see Definition 5.7.3). In particular, by Itoˆ’s isometry
the random variable z(1) is a centred Gaussian with covariance
E[z(1)z(1)T ] = 2
∫ 1
0
Mε(t)Mε(t)
Tdt,
where Mε(t) = Mε(1, t). Therefore we obtain an alternative expression for ρ1, namely
ρ1(0) =
1
(4pi)d/2
[
det
(∫ 1
0
Mε(t)Mε(t)
T dt
)]− 12
. (5.27)
Comparing the expressions (5.26) and (5.27) yields (5.21). Finally, by the same arguments
used in the proof of [187, Lemma C.1], one can see that νε = N(0, 2(−∂2t + Bε)−1).
We remark that the covariance operator Σε = 2(−∂2t + Bε)−1 is bounded from
L2(0, 1) to H2(0, 1) and is trace-class on L2(0, 1); see Lemma 5.7.11 and Remark 5.7.12.
The sample paths z are almost surely continuous and the covariances are given by
Eνε [z(t)z(s)T ] = 2Gε(t, s), t, s ∈ [0, 1]. (5.28)
Here Gε(t, s) is the Green’s tensor (fundamental matrix) of the elliptic operator (−∂2t+Bε)
under Dirichlet boundary conditions, i.e. for any s ∈ (0, 1),(−∂2t + ε−2A2(·)− ε−1A′(·))Gε(·, s) = δ(· − s) · Id,
Gε(0, s) = Gε(1, s) = 0.
(5.29)
With a description of the centred fluctuation process z in hand we now move on to
discuss the non-centred process x = m + z, whose law is denoted by νε. It is clear that
νε = N(m,Σε). Because of (5.18), νε can also be viewed as the law of the following
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conditioned Ornstein-Uhlenbeck process
dx(t) =
(
m′(t)− ε−1A(t)(x(t)−m(t))) dt+√2dW (t),
x(0) = x−, x(1) = x+.
(5.30)
Hence the Gaussian measure νε is parametrised by the pair of functions (m,A). To con-
clude, recalling the space Ha = H1±(0, 1) × H1a(0, 1), we define the family of Gaussian
measures as
A =
{
N
(
m, 2(−∂2t + Bε)−1
)
: (m,A) ∈ H
}
(5.31)
where Bε = ε−2A2 − ε−1A′. For a > 0, we denote by Aa the set of Gaussian measures
defined in the same way as (5.31) but withH replaced byHa.
5.3.2 Calculations of Kullback-Leibler Divergence
To quantify the closeness of probability measures, we use the Kullback-Leibler divergence,
or relative entropy. Given two probability measures ν and µ, with ν absolutely continuous
with respect to µ, the Kullback-Leibler divergence of ν and µ is
DKL(ν||µ) = Eν log
(
dν
dµ
)
where Eν denotes the expectation taken with respect to the measure ν; if ν is not abso-
lutely continuous with respect to µ, then the Kullback-Leibler divergence is defined as +∞.
Sometimes it is convenient to evaluate the Kullback-Leibler divergence through a reference
measure µ0. If the measures µ, ν and µ0 are mutually equivalent, then the Kullback-Leibler
divergence can be expressed as
DKL(ν||µ) = Eν log
(
dν
dµ0
)
− Eν log
(
dµ
dµ0
)
. (5.32)
In this section, we calculate the Kullback-Leibler divergence between the non-Gaussian
measure µε (defined by (5.17)) and the parametrised Gaussian measure νε = N(m,Σε).
Recall that νε is the law of the time-inhomogeneous Ornstein-Uhlenbeck process (5.18).
Recall also that µ0 is the law of the Brownian bridge process corresponding to vanishing
drift in the SDE (5.10). It is clear that µ0 = N(m0, 2(−∂2t )−1) with m0(t) = x−(1− t) +
x+t. In order to evaluate the above Kullback-Leibler divergence by using (5.32), we need
to calculate the Radon-Nikodym derivative dνε/dµ0.
Lemma 5.3.2. Let m ∈ H1±(0, 1) and A ∈ H1(0, 1). Then the Radon-Nikodym density of
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νε with respect to µ0 is given by
dνε
dµ0
(x) =
1
Zν,ε
exp (−Φν,ε(x)) (5.33)
where
Φν,ε(x) =
1
4
∫ 1
0
(x(t)−m(t))TBε(t)(x(t)−m(t))dt
− 1
2
∫ 1
0
m′(t) · dx(t) + 1
4
∫ 1
0
|m′(t)|2dt.
(5.34)
and the normalisation constant
Zν,ε = exp
( |x1 − x0|2
4
)
·exp
(
− 1
2ε
∫ 1
0
Tr(A(t))dt
)
·
(∫ 1
0
Mε(t)M
T
ε (t)dt
)−1/2
,
(5.35)
where Mε(t) = Mε(1, t).
Proof. First by definitions of νε and µ0, we know that νε = T ∗mνε and µ0 = T ∗m0µ0. Then
we have
dνε
dµ0
(x) =
dT ∗mνε
dT ∗m0µ0
(x) =
dT ∗mνε
dT ∗mµ0
(x) · dT
∗
mµ0
dT ∗m0µ0
(x). (5.36)
Observe that for any Borel set A ⊂ L2(0, 1),
T ∗mνε(A) = νε(A−m) = Eµ0
[
dνε
dµ0
(x)1A−m(x)
]
= ET
#
m µ0
[
dνε
dµ0
(x−m)1A(x)
]
.
This together with Lemma 5.3.1 implies that
dT ∗mνε
dT ∗mµ0
(x) =
dνε
dµ0
(x−m).
=
1
Zν,ε
exp
(
−1
4
∫ 1
0
(x(t)−m(t))TBε(t)(x(t)−m(t))dt
)
.
(5.37)
Since m ∈ H1±(0, 1), m −m0 ∈ H10(0, 1) and hence T ∗mµ0  T ∗m0µ0. Furthermore, by
the Cameron-Martin formula [21] we have
dT ∗mµ0
dT ∗m0µ0
(x) = exp
(1
2
∫ 1
0
(
m′(t)−m′0(t)
) · d(x(t)−m(t))
− 1
4
∫ 1
0
|m′(t)−m′0(t)|2dt
)
.
(5.38)
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Recall that m0(t) = x−(1 − t) + x+t. Using the fact that x(0) = x−, x(1) = x+ when
x is distributed according to T ∗mµ0 (or T ∗m0µ0), we can simplify the exponent of above as
follows:
1
2
∫ 1
0
(
m′(t)−m′0(t)
) · d(x(t)−m0(t))− 1
4
∫ 1
0
|m′(t)−m′0(t)|2dt
=
1
2
∫ 1
0
m′(t) · dx(t)− 1
4
∫ 1
0
|m′(t)|2dt− 1
2
∫ 1
0
m′0(t) · d
(
x(t)−m0(t)
)
− 1
4
∫ 1
0
|m′0(t)|2dt
=
1
2
∫ 1
0
m′(t) · dx(t)− 1
4
∫ 1
0
|m′(t)|2dt− |x+ − x−|
2
4
.
(5.39)
Hence one can obtain (5.33) from (5.36)-(5.39) where the normalisation constant
Zν,ε = Zν,ε · exp
( |x+ − x−|2
4
)
.
This together with (5.21) implies (5.35).
According to the definition of µε (given by (5.17)), Lemma 5.3.2 and the expression
(5.32) for the Kullback-Leibler divergence we obtain that
DKL(νε||µε) = D˜KL(νε||µε)− |x1 − x0|
2
4
+ log(Zµ,ε), (5.40)
where
D˜KL(νε||µε) = 1
2ε2
Eνε
∫ 1
0
Ψε(z(t) +m(t))dt+
1
4
∫ 1
0
|m′(t)|2dt
− 1
4
Eνε
[∫ 1
0
z(t)TBε(t)z(t)dt
]
+
1
2ε
∫ 1
0
Tr(A(t))dt
+
1
2
log
(
det
(∫ 1
0
Mε(t)Mε(t)
Tdt
))
.
(5.41)
Here νε = N(0, 2(−∂2t + Bε)−1) and Mε(t) = Mε(1, t) with Mε defined by (5.19). The
form of D˜KL(νε||µε) is interesting: the first two terms comprise a “fattened” version of
the Onsager-Machlup functions (5.9), where the fattening is characterised by the entropic
fluctuations of the process z. The remaining terms penalise those entropic contributions.
This characterisation will be particularly clear in the small noise limit – see the discussion
in Section 5.5.
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5.3.3 Variational Problem
Recall the set of Gaussian measures
A =
{
N(m, 2(−∂2t + Bε)−1) : (m,A) ∈ H
}
where Bε = ε−2A2−ε−1A′ and that the setAa is defined in the same way withH replaced
by Ha for some a > 0. Given the measure µε defined by (5.17), i.e. the law of transition
paths, we aim to find optimal Gaussian measures νε fromA orAa minimising the Kullback-
Leibler divergence DKL(νε||µε). To that end, first in view of (5.40), the constants |x1−x0|
2
4
and log(Zµ,ε) can be neglected in the minimisation process since they do not depend on the
choice of νε. Hence we are only concerned with minimising the modified Kullback-Leibler
divergence D˜KL(νε||µε). Furthermore, instead of minimising D˜KL(νε||µε), we consider the
variational problem
inf
ν∈A
(
εD˜KL(νε||µε) + εγ‖A‖2H1(0,1)
)
, (5.42)
where γ > 0 and A is given by (5.31). We will also study the minimisation problem over
the set Aa. The reasons why the problem (5.42) is of interest to us are the following. First,
multiplying D˜KL(νε||µε) by ε does not change the minimisers. Yet after this scaling the
m-dependent terms of D˜KL(νε||µε) (the first two terms on the right hand side of (5.41))
and the A-dependent terms (middle line of (5.41)) are well-balanced since they are all
order one quantities with respect to ε. Moreover, the regularisation term εγ‖A‖2H1(0,1) is
necessary because the matrix Bε, along any infimising sequence for εD˜KL(νε||µε), will
only converge weakly and the minimiser may not be attained in A. This issue is illustrated
in [187, Example 3.8 and Example 3.9] and a similar regularisation is used there.
Remark 5.3.3. The normalisation constant Zµ,ε in (5.40) is dropped in our minimisation
problem. This is one of the advantages of quantifying measure approximations by means of
the Kullback-Leibler divergence. However, understanding the asymptotic behaviour of Zµ,ε
in the limit ε→ 0 is quite important, even though this is difficult. In particular, it allows us
to study the asymptotic behaviour of the scaled Kullback-Leibler divergence εDKL(νε||µε),
whereby quantitative information on the quality of the Gaussian approximation in the small
temperature limit can be extracted. In the next section we study behaviour of the minimisers
of the functional defined in (5.42) in the limit ε → 0; we postpone study of εDKL(νε||µε),
which requires analysis of Zµ,ε in the limit ε→ 0, to future work.
Remark 5.3.4. We choose the small weight εγ with some γ > 0 in front of the regularisation
term with the aim of weakening the contribution from the regularisation so that it disappears
in the limit ε → 0. For the study of the Γ-limit of Fε, we will consider γ ∈ (0, 12); see
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Theorem 5.4.5 in the next section.
Remark 5.3.5. The Kullback-Leibler divergence is not symmetric in its arguments. We do
not study D˜KL(µε||νε) because minimisation of this functional over the class of Gaussian
measures leads simply to moment matching and this is not appropriate for problems with
multiple minimisers, see [19, Section 10.7].
The following theorem establishes the existence of minimisers for the problem
(5.42).
Theorem 5.3.6. Given the measure µε defined by (5.17) with fixed ε > 0. There exists at
least one measure ν ∈ A (or Aa) minimising the functional
ν 7→ εD˜KL(ν||µε) + εγ‖A‖2H1(0,1) (5.43)
over A (or Aa).
Proof. We only prove the theorem for the case where the minimising problem is defined
over Aa since the other case can be treated in the same manner. First we show that the
infimum of (5.43) over Aa is finite for any fixed ε > 0. In fact, consider A∗ = a · Id with
a > 0 and m∗ being any fixed function in H1±(0, 1). Then we show that F (m∗,A∗) is
finite. For this, by the formula (5.41), we only need to show that
Eνε
∫ 1
0
Ψε(z(t) +m
∗(t))dt <∞.
Since A∗ = a · Id, from (5.28) one can see that z(t) ∼ N(0, 2Gε(t, t)) under the measure
νε. In addition, it follows from (5.71) that |Gε(t, t)|F ≤ Cε a.e. on (0, 1) for some C > 0.
Then from the growth condition (A-4) on Ψε and the fact that m∗ ∈ L∞(0, 1),
Eνε
∫ 1
0
Ψε(z(t) +m
∗(t))dt
=
∫ 1
0
∫
Rd
1√
(4pi)ddet(Gε(t, t))
e−
1
4
xTGε(t,t)−1xΨε(x+m
∗(t))dxdt
=
∫ 1
0
∫
Rd
1
(4pi)d/2
e−
1
4
|x|2Ψε
(
(Gε(t, t)
1/2)x+m∗(t)
)
dxdt
≤ C1exp
(
‖m∗‖αL∞(0,1)
)∫
Rd
e−
1
2
|x|2+C2εα|x|αdx <∞
since α ∈ [0, 2).
Next, we prove that the minimiser exists. By examining the proof of [187, The-
orem 3.10], one can see that the theorem is proved if the following statement is valid: if
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a sequence {An} ⊂ H1a(0, 1) satisfies supn ‖An‖H1(0,1) < ∞, then the sequence {Bn}
with Bn = ε−2A2n − ε−1A′n, viewed as multiplication operators, contains a subsequence
that converges to B = ε−2A2 − ε−1A′ in L(Hβ,H−β) for some A ∈ H1a(0, 1) and
some β ∈ (0, 1). Hence we only need to show that the latter statement is true. In fact, if
supn ‖An‖H1(0,1) < ∞, then there exists a subsequence {Ank} and some A ∈ H1(0, 1)
such that Ank ⇀ A in H
1(0, 1). By Rellich’s compact embedding theorem, Ank → A in
L2(0, 1) and passing to a further subsequence we may assume that Ank → A a.e. on [0, 1].
This implies that A is symmetric and A ≥ a · Id a.e. and hence A ∈ H1a(0, 1). In addition,
it is clear that Bnk ⇀ B in L
2(0, 1). According to Lemma 5.7.9, for any α, β > 0 such
that β > max(α, α/2 + 1/4), a matrix-valued function in H−α(0, 1) can be viewed as a
multiplication operator in L(Hβ,H−β). Thanks to the compact embedding from L2(0, 1)
to H−α(0, 1), we obtain Bnk → B in L(Hβ,H−β). The proof is complete.
Remark 5.3.7. minimisers of (5.43) are not unique in general. The uniqueness issue is
outside the scope of this chapter; see more discussions about uniqueness of minimising the
Kullback-Leibler divergence in [187, Section 3.4].
5.4 Low Temperature Limit
In this section, we aim to understand the low temperature limit of the best Gaussian ap-
proximations discussed in the previous section. This will be done by investigating the
Γ-convergence (see Definition 2.4.1) of some energy functional. In fact, consider the fol-
lowing family of functionals:
Fε(m,A) :=
εD˜KL(νε||µε) + εγ‖A‖2H1(0,1), if (m,A) ∈ H,∞, otherwise in X (5.44)
on the space X = L1(0, 1)× L1(0, 1). Then minimising (5.43) over A is equivalent to the
following problem
inf
(m,A)∈X
Fε(m,A). (5.45)
In order to study the Γ-limit of Fε, we equip the space X with a product topology such
that the convergence (mε,Aε) → (m,A) in X means that mε → m in L1(0, 1) and
that Aε ⇀ A in L1(0, 1). The reason for choosing the weak topology for A is that the
functional Fε is coercive under such topology only, see Proposition 5.4.4. Now before we
proceed to discussing the Γ-convergence of Fε, we first state a useful Γ-convergence result
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for the classical Ginzburg-Landau functional
Eε(m) :=
 ε4
∫ 1
0 |m′(t)|2dt+ 14ε
∫ 1
0 |∇V (m(t))|2dt if m ∈ H1±(0, 1),
∞, otherwise in L1(0, 1).
(5.46)
Notice that in the above definition, anym such thatEε(m) is finite should satisfy the Dirich-
let boundary conditions m(0) = x− and m(1) = x+. We also remark that after performing
the scaling transformation t 7→ ε−1t, the functionalEε coincides with the Freidlin-Wentzell
functional ST (defined in (5.6)) with T = ε−1. Indeed, by rewriting m˜(·) = m(ε−1·), one
sees that Eε(m) = ST (m˜).
To define the Γ-limit of Eε, we now introduce some additional notations. Recall
that E defined in (5.11) is the set of critical points of V. For each pair x−, x+ ∈ E , we
define the set of transition paths
X(x−, x+) := {m ∈ BV(R) | lim
t→±∞m(t) = x± and m
′ ∈ L2(R)},
the cost functional
JT (m) = 1
4
∫ T
−T
(
|m′(t)|2 + |∇V (m(t))|2
)
dt, (5.47)
and set J (m) := J∞(m). The minimal transition cost from x− to x+ is then defined as
Φ(x−, x+) := inf{J (m) |m ∈ X(x−, x+)}.
It is worth noting that the function Φ(x−, x+) is closely related to the so-called quasi-
potential, which plays an important role in large deviation theory. In fact, suppose that
x−, x+ ∈ E and that V satisfies Assumption (5.2.1). Then according to [96, Lemma 3.2],
the function Φ(x−, x+) has the following equivalent form:
Φ(x−, x+)
= inf
T,m
{
JT (m) : T > 0,m ∈ H1(−T, T ) and m(−T ) = x−,m(T ) = x+
}
.
(5.48)
This definition shows that Φ(x−, x+) coincides with the quasi-potential between x− and
x+ (as defined in [98, Chapter 4]) up to the additive constant −12(V (x+)− V (x−)).
We also remark that the equivalent formulation (5.48) provides an important ingre-
dient for proving the Γ-convergence of Eε; see e.g. [25, 96]. Given x± ∈ E , if either x−
or x+ is a local minimum or maximum of potential V and if V satisfies (A-1)-(A-3) of As-
sumption 5.2.1, it was shown in [189, Lemma 2.1] that the infimum Φ(x−, x+) is attained
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by the heteroclinic orbits m∗ of the Hamiltonian system
m′′∗(t)−D2V (m∗)∇V (m∗) = 0, lim
t→±∞m(t) = x±.
In this case,
Φ(x−, x+) =
1
2
|V (x+)− V (x−)|. (5.49)
Denote by BV(0, 1;E ) the set of functions in BV(0, 1) taking values in E a.e. on
[0, 1]. For any u ∈ BV(0, 1;E ), let J(u) be the set of jump points of u on (0, 1), and let
u(t±) the left and right sided limits of u at time t ∈ [0, 1]. The following lemma, concerning
the compactness of Eε, will be very useful in identifying its Γ-limit. Its proof can be found
in [149, Theorem 1.2].
Lemma 5.4.1. Assume that the potential V satisfies (A-1)-(A-3). Let εn → 0 and let
{mn} ⊂ H1±(0, 1) be such that
lim sup
n→∞
Eεn(mn) <∞.
Then there exists a subsequence {mnk} of {mn} and anm ∈ BV(0, 1;E ) such thatmnk →
m in L1(0, 1) as k →∞.
We remark that we incorporate the boundary conditionsmn(0) = x−,mn(1) = x+
in the statement of the lemma since mn ∈ H1±(0, 1). The following Proposition identifies
the Γ-limit ofEε with respect to L1-topology; this is based upon Lemma 5.4.1 and the stan-
dard Modica-Mortola type arguments (see [12, 171, 189]). The proof is given in Appendix
5.7.4. The same Γ-convergence result was claimed in [189], but the proof there was actually
carried out with respect to the topology in the space of functions of bounded variations.
Proposition 5.4.2. Assume that V satisfies the conditions (A-1)-(A-3), the Γ-limit of Eε is
E(m) :=

Φ(x−,m(0+)) +
∑
τ∈J(m) Φ(m(τ
−),m(τ+))
+Φ(m(1−), x+) if m ∈ BV(0, 1;E ),
+∞ otherwise in L1(0, 1).
(5.50)
5.4.1 Main Results
This subsection presents the main results about the Γ-convergence of the functional Fε; the
proofs will be presented in the next section. Roughly speaking, our arguments indicate that
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the Γ-limit of Fε on X should be
F (m,A) := E(m) +
1
4
∫ 1
0
(
D2V (m(t))− |A(t)|)2 : |A−1(t)|dt (5.51)
where E(m) is defined by (5.50). Recall that A : B = Tr(ABT ) and that |A| = PT |Λ|P
with A = PTΛP. However, for technical reasons, we are only able to prove the claim
under the condition that the matrix A is positive definite; see Remark 5.4.8. To make this
clear, let us first redefine Fε to be
Fε(m,A) :=
εD˜KL(νε||µε) + εγ‖A‖2H1(0,1), if (m,A) ∈ Ha,∞, otherwise in Xa (5.52)
with some a > 0. Then we can show that Fε as defined in (5.52) Γ-converges to F defined
by (5.51) on the space Xa for any a > 0; see Theorem 5.4.5. Recall that Xa = L1(0, 1) ×
L1a(0, 1) and that convergence of (mn,An) in Xa means that the mn converge strongly in
L1(0, 1) and the An converge weakly in L1a(0, 1).
By the definition of Fε (by (5.52)) and the expression (5.40) for D˜KL(νε||µε), we
can write
Fε(m,A) = F
(1)
ε (m,A) + F
(2)
ε (A) + ε
γ‖A‖2H1(0,1) (5.53)
for (m,A) ∈ Ha where
F (1)ε (m,A) :=
ε
4
∫ 1
0
|m′(t)|2dt+ 1
2ε
Eνε
[∫ 1
0
Ψε(z(t) +m(t))dt
]
,
F (2)ε (A) := −
ε
4
Eνε
[∫ 1
0
z(t)TBε(t)z(t)dt
]
+
1
2
∫ 1
0
Tr(A(t))dt
+
ε
2
log
(
det
(∫ 1
0
Mε(t)Mε(t)
Tdt
))
,
(5.54)
where Ψε is given by (5.8) and Mε is defined by (5.19). To identify the Γ-limit of Fε, we
need to study the liminf or limsup of the sequence {Fε(mε,Aε)} with mε ∈ H1±(0, 1) and
Aε ∈ H1a(0, 1). This is non-trivial in our case, mainly because the functional Fε depends
on m and A in an implicit manner through the two expectation terms. Therefore in the first
step we shall simplify Fε. The following proposition examines the limiting behaviour of
the functional Fε from which a simplified and more explicit expression is obtained.
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Proposition 5.4.3. Let (mε,Aε) ∈ Ha. Assume that for some γ ∈ (0, 12),
lim sup
ε→0
εγ‖Aε‖2H1(0,1) <∞ and lim sup
ε→0
‖mε‖L∞(0,1) <∞.
Then for ε > 0 small enough we have
Fε(mε,Aε) = Eε(mε) +
1
4
∫ 1
0
(
D2V (mε(t))−Aε(t)
)2
: A−1ε (t)dt
+
∫ 1
0
(
D3V (mε(t)) · ∇V (mε(t))
)
: A−1ε (t)dt+ ε
γ‖Aε‖2H1(0,1) +O(ε
1
2 ).
(5.55)
The proof of Proposition 5.4.3 requires several technical lemmas and is referred to
Section 5.6.3. The basic idea for proving Proposition 5.4.3 is as follows. First one can
express the expectation term in F (2)ε (Aε) in terms of the Dirichlet Green’s tensor of some
Schro¨dinger operator (see (5.59)). A careful asymptotic analysis of this Green’s tensor
implies that
F (2)ε (Aε) ≈
1
4
∫ 1
0
Tr(Aε(t))dt, (5.56)
see Corollary 5.6.2 for the precise statement. For the expectation term in F (1)ε (mε,Aε),
we approximate Ψε(X) by its second order Taylor expansion around the mean mε. The
zero order term of the expansion is Ψε(mε) = 12 |∇V (mε)|2 − ε∆V (mε). Then Eε(mε)
is obtained by combining the term ε4
∫ 1
0 |m′(t)|2dt in F
(1)
ε (mε, Aε) with the integral over
1
4ε |∇V (mε)|2. Additionally, the Itoˆ correction term −ε∆V (mε), which is the other zero
order term of the Taylor expansion, can be combined with one of the second order terms of
the expansion and (5.56) to complete the full quadratic term in (5.55).
As a consequence of Proposition 5.4.3, we get the following compactness result for
the functional Fε.
Proposition 5.4.4. Let εn → 0 and let {(mn,An)} be a sequence inHa such that
lim sup
n
Fεn(mn,An) <∞.
Then there exists a subsequence {(mnk ,Ank)} of {(mn,An)} such that mnk → m in
L1(0, 1) and Ank ⇀ A in L
1(0, 1) with m ∈ BV(0, 1;E ) and A ∈ L1a(0, 1).
This compactness result is slightly weaker than the usual compactness property
relevant to Γ-convergence (see e.g. the conclusion in Lemma 5.4.1), because only weak
convergence is obtained for the variable A. Building upon the Γ-convergence result of
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Eε, Proposition 5.4.3 and Proposition 5.4.4, the following main theorem establishes the
Γ-convergence of Fε.
Theorem 5.4.5. Suppose that V satisfies the assumptions (A-1)-(A-6). Let γ ∈ (0, 12) in
(5.53). Then the Γ-limit of Fε defined by (5.52) on Xa is
F (m,A) = E(m) +
1
4
∫ 1
0
(D2V (m(t))−A(t))2 : A−1(t)dt, (5.57)
where E(m) is defined by (5.50).
Γ-convergence of Fε implies convergence of minima.
Corollary 5.4.6. Let (mε,Aε) ∈ Ha be minimises of Fε. Then up to extracting a subse-
quence, mε → m in L1(0, 1) and Aε ⇀ A in L1(0, 1) for some m ∈ BV(0, 1;E ) and
A ∈ L1a(0, 1). Furthermore, the limit (m,A) is a minimiser of F on Xa.
Remark 5.4.7. In general convergence of minima requires both (strong) compactness and
Γ-convergence; see e.g. [25]. In our case we only have weak compactness with respect to
Aε for Fε; see Proposition 5.4.4. However, such weak convergence of Aε suffices to pass to
the limit because the leading order term of the functional Fε(mε,Aε) is convex with respect
to Aε. See the analysis of the functional (5.98) in the next section.
Remark 5.4.8. Theorem 5.4.5 shows the Γ-convergence of Fε to F (given by (5.57)) under
the assumption that A is bounded away from zero, i.e. A(·) ≥ a · Id for some a > 0. How-
ever, this assumption is unlikely to be sharp. In fact, under the weaker positivity assumption
that |A(·)| ≥ a · Id, one can at least prove the liminf part of the Γ-convergence of Fε to
F defined in (5.51). This is mainly because the leading order of the Green’s function Gε
(defined by (5.29)) depends only on |A|; see (5.109) of Lemma (5.7.2). Although the posi-
tivity assumption is essential in our arguments for proving Theorem (5.4.5), we conjecture
that the Γ-convergence result is still valid without any positivity assumption. This is to be
investigated in future work.
5.5 Conclusion
The Freidlin-Wentzell theory gives a quantitative description of the tail of the distribution
of transition paths based on the theory of large deviations. It thereby leads to a natural vari-
ational definition of most likely paths in the low temperature limit, namely the minimisers
of the large deviation rate functional. However, this approach exhibits some weaknesses.
In particular the large deviation theory of Freidlin-Wentzell makes asymptotic statements
in the limit where the noise intensity goes to zero. In practical applications the noise level
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may not be small enough for these asymptotics to be valid. Furthermore, the large devia-
tion rate functional does not exclude the possibility of the path spending large stretches of
time near local maxima or saddles of the potential V . The Onsager-Machlup theory offers
an alternative variational definition of most likely paths at finite temperature in terms of
MAP estimators, but as shown in [188] minimisers of the Onsager-Machlup functional may
be unphysical at small temperatures because the methodology fails to account for entropic
effects; this can lead to transition paths which choose to make transitions through narrow
energy barriers rather than (entropically favourable) wider ones with the same height, or
to transition paths which (like Freidlin-Wentzell paths, although for different reasons) can
spend long times at a saddle point.
We have developed an approach to the problem of identifying the most likely transi-
tion path which (like the Onsager-Machlup approach) is well-defined at finite non-vanishing
temperature and yet which also recovers the correct limiting behaviour in the small temper-
ature limit (minimisers of the Freidlin-Wentzell least action principle). Furthermore, our
approach is based on finding the best Gaussian approximation with respect to Kullback-
Leibler divergence, and hence captures not only the most likely path, but also the fluctua-
tions around it. In the small temperature limit this gives the appealing interpretation that the
fluctuations are defined by an OU process found from linearising the Brownian dynamics
model at the minimiser of the Freidlin-Wentzell action. It is thus important to recognise
that our work leads to useful characterisations of transition paths in the Brownian dynamics
model, both at finite ε and in the limit ε → 0. In this chapter we have concentrated exclu-
sively on the ε→ 0 limit. However we now make some remarks that have bearing on both
of these parameters regimes.
5.5.1 Computational Methods (Fixed ε)
Even though there is no explicit analytic characterisation for our notion of most likely path
at finite temperature, it is possible to calculate it numerically. In fact, for a fixed finite tem-
perature ε, finding the best Gaussian approximation requires minimising the functional Fε,
which involves the Kullback-Leibler divergence. In [190], a variant of the Robbins-Monro
algorithm has been introduced to find best Gaussian approximations with respect to the
Kullback-Leibler divergence; the numerical results in that paper demonstrate the feasibility
of the minimisation, and also demonstrate that the resulting Gaussian approximation can be
used to construct improved MCMC algorithms for transition paths sampling.
An important aspect of any gradient descent method to minimise an objective func-
tion is the initialisation. When the temperature ε is small but finite, the analysis in this
chapter also suggests a good initialisation. Proposition 5.4.3 gives an approximate formula
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for the functional Fε:
Fε = F ε(mε,Aε) + o(1),
where
F ε(m,A) := Eε(m) +
1
4
∫ 1
0
(D2V (m(t))−A(t))2 : A−1(t)dt.
As a consequence, a minimiser of F ε provides a good approximation for the minimiser
of Fε. Approximate minimisation of the former, to obtain a good initialisation, can be
carried out by make several alternations of the following two steps: first, freeze A and
minimise F ε(m,A) as a functional of m – this can be implemented via many minimum
action algorithms (see e.g. [81, 108, 120]); second, with a good approximation for m being
frozen, update A to be the minimiser of∫ 1
0
(D2V (m(t))−A(t))2 : A−1(t)dt,
which gives A(t) = |D2V (m(t))| (see Lemma 5.7.15).
5.5.2 Interpretation of Small ε Analysis
The discussion about initialising the numerical minimisation for small ε also helps to ex-
plain our earlier assertions about the desirable structure of our minimisers when ε is small.
Our main result, Theorem 5.4.5, shows that in the small temperature limit, the KL-minimisation
improves on the predictions obtained by minimising the large deviation rate functional; the
Γ-limit of the functional Fε given in (5.51) consists of two parts whose minimisation decou-
ples in the limit ε = 0. The first part E is closely linked with large deviation theory since
it is the Γ-limit of the scaled Freidlin-Wentzell functional Eε (Recall that Eε arises from
the Freidlin-Wentzell functional ST , defined in (5.3), by scaling T = ε−1 and removing
the constant 12(V (x+)− V (x−))). The second part keeps track of the Ornstein-Uhlenbeck
fluctuations around the optimal path and thereby captures entropic effects. Given a path
m it can be minimised by choosing A(t) = |D2V (m(t))|. In particular, for this choice
(D2V (m(t))− |A(t)|)2 : |A−1(t)| is equal to zero if D2V (m(t)) is positive definite (cor-
responding to m(t) being a local minimiser of V ) and strictly positive if D2V (m(t)) has
a negative eigenvalue (corresponding to m(t) being a saddle point or a local maximum).
Therefore, the Γ-limit F can be minimised explicitly as follows: first find a minimiser of
E which amounts to selecting the sequence of critical points connecting x− and x+ that
minimises the transition cost (defined by (5.47)). As shown in Section 5.4 the minimal
transition cost equals to the Freidlin-Wentzell quasi-potential up to a constant and in simple
cases it is given by (5.49). Then in order to minimise also the entropic part, select among
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the paths which follow this sequence, those that spend no time in saddles or local max-
imisers. This also shows that the unphysical minimisers of the Onsager-Machlup approach
(discussed in the introduction section) are removed in our approach.
5.6 Proofs of Main Results
5.6.1 Asymptotics of F (2)ε (Aε)
Let Gε(t, s) be the Green’s tensor (fundamental matrix) of the elliptic operator (−∂2t +Bε)
under Dirichlet boundary conditions, i.e. for any s ∈ (0, 1),(−∂2t + ε−2A2ε(·)− ε−1A′ε(·))Gε(·, s) = δ(· − s) · Id,
Gε(0, s) = Gε(1, s) = 0.
(5.58)
Then by the definition of covariance operator, the expectation term in F (2)ε (Aε) can be
calculated in terms of the Green’s tensor Gε. More precisely,
−ε
4
Eνε
[∫ 1
0
z(t)TBε(t)z(t)dt
]
= −ε
2
∫ 1
0
Bε(t) : Gε(t, t)dt. (5.59)
To simplify F (2)ε we need the asymptotic estimates of Gε for small ε, which we show in the
following.
5.6.1.1 Asymptotic Estimates of The Green’s Tensor
For fixed s ∈ (0, 1), the Green’s tensor Gε(·, s) solves the linear elliptic PDE system (5.58)
with variable coefficient. We want to approximate Gε by a simple Green’s tensor, for which
an explicit asymptotic formula is available. To do this, for any s ∈ (0, 1), we define Gε(·, s)
such that(−∂2t + ε−2A2ε(s))Gε(·, s) = δ(· − s) · Id,
Gε(0, s) = Gε(1, s) = 0.
(5.60)
According to Lemma 5.7.2, when ε is small
Gε(t, t) =
ε
2
(A−1ε (t) + Rε(t)) (5.61)
with |Rε(t)| ≤ C
(
e−
2at
ε + e−
2a(1−t)
ε
)
. Remember that a is the constant for which we have
Aε(t) ≥ a · Id a.e. by assumption. Furthermore, the difference R˜ε(t, s) = Gε(t, s) −
Gε(t, s) admits the following bound for small ε.
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Lemma 5.6.1. Let γ ∈ (0, 12) in (5.52). Let {Aε} ⊂ H1a(0, 1) such that
lim sup
ε→0
εγ‖Aε‖2H1a(0,1) <∞.
Then for ε sufficiently small we have that
sup
s∈(0,1)
‖R˜ε(·, s)‖L∞(0,1) . ε
3
2
−γ , (5.62)
and that
sup
s∈(0,1)
‖R˜ε(·, s)‖L2(0,1) . ε2−γ . (5.63)
Proof. According to (5.58) and (5.60), R˜ε satisfies(−∂2t + ε−2A2ε(t)− ε−1A′ε(t)) R˜ε(t, s) = Fε(t, s),
R˜ε(0, s) = R˜ε(1, s) = 0,
with
Fε(t, s) :=
(
ε−2(A2ε(s)−A2ε(t)) + ε−1A′ε(t)
)
Gε(t, s).
Let R˜iε, G
i
ε, F
i
ε be the i-th column of the matrices R˜ε,Gε,Fε respectively.(−∂2t + ε−2A2ε(t)− ε−1A′ε(t)) R˜iε(t, s) = F iε(t, s),
R˜iε(0, s) = R˜
i
ε(1, s) = 0.
(5.64)
We only need to prove estimates (5.62) and (5.63) for each column R˜iε, i = 1, · · · , d. To this
end, we first bound the L1-norm of the right hand side F iε . In fact, by Morrey’s inequality
(see e.g. [90, Chapter 5]), it holds that
|Aε(t)−Aε(s)|F . ‖A′ε‖L2(0,1) · |t− s|
1
2
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for any t, s ∈ [0, 1]. This together with (5.108) implies that
‖F iε(·, s)‖L1(0,1)
≤ 2ε−2‖Aε‖L∞(0,1)
∫ 1
0
|(Aε(s)−Aε(t))Giε(t, s)|dt+ ε−1
∫ 1
0
|A′ε(t)Giε(t, s)|dt
. ε−1‖Aε‖L∞(0,1) · ‖A′ε‖L2(0,1) ·
∫ 1
0
|t− s| 12 e−a|t−s|ε dt
+ ‖A′ε‖L2(0,1) · ‖e−
a|·−s|
ε ‖L2(0,1)
. ε 12
(‖Aε‖L∞(0,1) + 1) ‖A′ε‖L2(0,1)
. ε 12
(‖Aε‖H1(0,1) + 1) ‖Aε‖H1(0,1) . ε 12−γ ,
(5.65)
where we have used the Sobolev embedding H1(0, 1) ↪→ L∞(0, 1) and the assumption that
εγ‖Aε‖2H1(0,1) <∞ in the last two inequalities. Now taking the dot product of the equation
(5.64) and R˜iε(·, s) and integrating over (0, 1), one obtains that
|R˜iε(·, s)|2H1(0,1) +
a2
ε2
‖R˜iε(·, s)‖2L2(0,1) ≤ ε−1
∫ 1
0
|(R˜iε(t, s))TA′ε(t)R˜iε(t, s)|dt
+
∫ 1
0
|Fε(t, s) · R˜iε(t, s)|dt.
(5.66)
We claim that the first term on the right side can be neglected when ε is small. In fact, using
the Sobolev embedding H
1
4 (0, 1) ↪→ L4(0, 1) and the interpolation inequality of Lemma
(5.7.7), we obtain that
ε−1
∫ 1
0
|(R˜iε(t, s))TA′ε(t)R˜iε(t, s)|dt ≤ ε−1‖A′ε‖L2(0,1)‖R˜iε(·, s)‖2L4(0,1)
≤ Cε−1‖A′ε‖L2(0,1)‖R˜iε(·, s)‖2
H
1
4 (0,1)
≤ Cε−1‖A′ε‖L2(0,1)‖R˜iε(·, s)‖
1
2
H1(0,1)
|R˜iε(·, s)‖
3
2
L2(0,1)
≤ Cε−1− γ2 ‖R˜iε(·, s)‖
1
2
H1(0,1)
‖R˜iε(·, s)‖
3
2
L2(0,1)
≤ 1
2
‖R˜iε(·, s)‖2H1(0,1) + Cε−
4
3
(1+ γ
2
)‖R˜iε(·, s)‖2L2(0,1),
where we have used again the assumption that εγ‖Aε‖2H1(0,1) < ∞ in the penultimate in-
equality and Young’s inequality and equivalence of norm on H10(0, 1) in the last inequality.
Hence for γ ∈ (0, 12) and ε sufficiently small, the first term on the right side of (5.66) can
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be absorbed by the left hand side. This implies that
|R˜iε(·, s)|2H1(0,1) +
a2
ε2
‖R˜iε(·, s)‖2L2(0,1) .
∫ 1
0
|Fε(t, s) · R˜iε(t, s)|dt
≤ ‖Fε(·, s)‖L1(0,1)‖R˜iε(·, s)‖L∞(0,1).
(5.67)
In addition, according to Lemma 5.7.8,
a
ε
‖R˜iε(·, s)‖2L∞(0,1) ≤
2a
ε
|R˜iε(·, s)|H1(0,1)‖R˜iε(·, s)‖L2(0,1)
≤ |R˜iε(·, s)|2H1(0,1) +
a2
ε2
‖R˜iε(·, s)‖2L2(0,1)
. ‖Fε(·, s)‖L1(0,1)‖R˜iε(·, s)‖L∞(0,1).
Therefore we have
‖R˜iε(·, s)‖L∞(0,1) . ε‖Fε(·, s)‖L1(0,1). (5.68)
This together with (5.65) yields the estimate (5.62). Finally, the estimate (5.63) follows
from (5.67), (5.68) and (5.65).
As a consequence of Lemma 5.6.1,
Gε(t, t) =
ε
2
A−1ε (t) + εRε(t) + R˜ε(t, t) (5.69)
where
|Rε(t)|F ≤ C(e− 2atε + e−
2a(1−t)
ε ) (5.70)
and R˜ε satisfies the estimates in Lemma 5.6.1. In particular, we have
|Gε(t, t)|F ≤ Cε for any t ∈ (0, 1). (5.71)
Furthermore, we obtain an asymptotic formula for the expectation term in F (2)ε (Aε).
Corollary 5.6.2. Let γ ∈ (0, 12). Let {Aε} ⊂ H1a(0, 1) such that
lim sup
ε→0
εγ‖Aε‖2H1a(0,1) <∞.
Then for ε small enough we have
−ε
4
Eνε
[∫ 1
0
z(t)TBε(t)z(t)dt
]
= −1
4
∫ 1
0
Tr(Aε(t))dt+O(ε1−2γ). (5.72)
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Proof. Inserting (5.69) into the equation (5.59) and noting that Bε = ε−2A2ε − ε−1A′ε, we
get
− ε
4
Eνε
[∫ 1
0
z(t)TBε(t)z(t)dt
]
= −1
4
∫ 1
0
Tr(Aε(t))dt
+
ε
4
∫ 1
0
Tr(A′ε(t)A
−1
ε (t))dt−
1
2ε
∫ 1
0
Tr
((
A2ε(t)− εA′ε(t)
) (
εRε(t) + R˜ε(t, t)
))
dt.
(5.73)
Now we bound the last three terms on the right hand side. First, using the trace inequality
Tr(CD) . |C|F |D|F , (5.74)
which holds for any matrices C,D, we obtain that∣∣∣∣ε4
∫ 1
0
Tr(A′ε(t)A
−1
ε (t))dt
∣∣∣∣ . ε ∫ 1
0
|A′ε(t)|F |A−1ε (t)|Fdt . ε1−
γ
2 . (5.75)
In the second inequality we used the assumption that Aε ≥ a · Id so that Tr(A−1ε ) ≤ d/a
and hence |A−1ε (t)|F . 1. Next, applying Cauchy-Schwarz inequality to the last two terms
on the right of (5.73) and using the assumptions on Aε, the inequality (5.70) and Lemma
(5.6.1), we have∣∣∣∣ 12ε
∫ 1
0
Tr
((
A2ε(t)− εA′ε(t)
) (
εRε(t) + R˜ε(t, t)
))
dt
∣∣∣∣
. ε−1‖Aε‖2L∞(0,1)
(
ε‖Rε‖L1(0,1) +
∫ 1
0
|R˜ε(t, t)|dt
)
+ ‖A′ε‖L2(0,1)
(
ε‖Rε‖L2(0,1) +
(∫ 1
0
|R˜ε(t, t)|2dt
) 1
2
)
. ε−1−γ(ε2 + ε2−γ) + ε−
γ
2 (ε
3
2 + ε2−γ) . ε1−2γ ,
(5.76)
where we have also used the assumption that γ ∈ (0, 12). This finishes the proof.
We proceed to proving bounds for the logarithmic term appearing in F (2)ε (Aε).
Lemma 5.6.3. Let γ ∈ (0, 12). Let {Aε} ⊂ H1a(0, 1) such that
lim sup
ε→0
εγ‖Aε‖2H1(0,1) <∞.
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Then when ε is small enough
Cε log ε ≤ ε
2
log
(
det
(∫ 1
0
Mε(t)Mε(t)
Tdt
))
≤ 0. (5.77)
Proof. We first prove the non-positiveness. Since Mε(t) = Mε(1, t) where the fundamen-
tal matrix Mε satisfies (5.19) with A replaced by Aε. Then the i-th column of Mε, denoted
by M iε, satisfies
∂tM
i
ε(t, s) = −ε−1Aε(t)M iε(t, s), M iε(s, s) = ei,
where ei is the unit basis vector of Rd in the i-th direction. Taking the dot product of the
above equation with M iε(t, s) and then integrating from s to t implies that
|M iε(t, s)|2 = −
2
ε
∫ t
s
M iε(r, s)
TAε(r)M
i
ε(r, s)dr ≤ −
2a
ε
∫ t
s
|M iε(r, s)|2dr.
Consequently, |M iε(t, s)| ≤ e−
a(t−s)
ε for any 0 ≤ s ≤ t ≤ 1. Hence each entry of Mε(t)
can be bounded from above by e−
a(1−t)
ε . As a result, for sufficiently small ε, we have
det
(∫ 1
0
Mε(t)Mε(t)
Tdt
)
≤ Cε < 1.
The upper bound of (5.77) thus follows. On the other hand, applying the determinant in-
equality (5.116) to the matrix function Mε(t)Mε(t)T and the equality (5.114) yields
ε
2
log
(
det
(∫ 1
0
Mε(t)Mε(t)
Tdt
))
≥ εd
2
log
(∫ 1
0
det
(
Mε(t)
) 2
d dt
)
=
εd
2
log
(∫ 1
0
exp
(
− 2
εd
∫ 1
t
Tr(Aε(s))ds
)
dt
)
.
(5.78)
Moreover, from the assumption that εγ‖Aε‖2H1(0,1) < ∞ and the fact that H1(0, 1) is
embedded into L∞(0, 1), we obtain that∫ 1
t
Tr(Aε(s))ds ≤ (1− t)‖Aε‖L∞(0,1) ≤ Cε−
γ
2 (1− t).
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Combining this with (5.78) gives
ε
2
log
(
det
(∫ 1
0
Mε(t)Mε(t)
Tdt
))
≥ εd
2
log
(∫ 1
0
exp
(
− 2C
ε1+
γ
2 d
(1− t)
)
dt
)
=
εd
2
log
(
ε1+
γ
2 d
2C
(
1− e−
2C
ε
1+
γ
2 d
))
≥ Cε log ε
(5.79)
for sufficiently small ε. This completes the proof.
Recall that the definition of F (2)ε in (5.54). Then the following proposition, contain-
ing the asymptotic expression for F (2)ε (Aε), is a direct consequence of Corollary 5.6.2 and
Lemma (5.6.3).
Proposition 5.6.4. Let {Aε} ⊂ H1a(0, 1) such that lim supε→0 εγ‖Aε‖2H1(0,1) < ∞ with
γ ∈ (0, 12). Then it holds that
F (2)ε (Aε) =
1
4
∫ 1
0
Tr(Aε(t))dt+O(ε1−γ), (5.80)
when ε is small enough.
5.6.2 Asymptotics of F (1)ε (mε,Aε)
In this subsection, we seek an asymptotic expression for F (1)ε (mε,Aε) when it is uniformly
bounded with respect to ε. We start by showing that the boundedness of F (1)ε (mε,Aε)
implies the boundedness of ‖mε‖L∞(0,1).
Lemma 5.6.5. Assume that (mε,Aε) ∈ H and that lim supε→0 F (1)ε (mε,Aε) <∞. Then
we have lim supε→0 ‖mε‖L∞(0,1) <∞.
Proof. Recalling that Ψε(x) = 12 |∇V (x)|2 − ε∆V (x) and that νε = N(mε,Σε), we can
rewrite F (1)ε (mε,Aε) as
F (1)ε (mε,Aε) =
ε
4
∫ 1
0
|m′(t)|2dt+ 1
2ε
Eνε
[∫ 1
0
Ψε(z(t) +mε(t))dt
]
= F (3)ε (mε,Aε) + F
(4)
ε (mε,Aε)
where
F (3)ε (mε,Aε) :=
ε
4
∫ 1
0
|m′ε(t)|2dt+
1
8ε
∫ 1
0
Eνε
[|∇V (z(t) +mε(t))|2] dt
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and
F (4)ε (mε,Aε) :=
1
8ε
∫ 1
0
Eνε
[|∇V (z(t) +mε(t))|2 − 4ε∆V (z(t) +mε(t))] dt
=
1
8ε
∫ 1
0
Eνε
[|∇V (x(t))|2 − 4ε∆V (x(t))] dt.
First, from (5.16) of Remark 5.2.2 we can obtain immediately that
lim inf
ε→0
F (4)ε (mε,Aε) > −∞.
This together with the assumption that lim supε→0 F
(1)
ε (mε,Aε) <∞ implies
lim sup
ε→0
F (3)ε (mε,Aε) <∞.
We now show that this implies the uniformly boundedness of ‖mε‖L∞(0,1).
We prove a lower bound for F (3)ε (mε,Aε). Given any R > 0, define TRε := {t ∈
(0, 1) : |mε(t)| > R} which is an open set on (0, 1). By restricting the second integral and
expectation over a smaller set, we have
F (3)ε (mε,Aε) ≥
ε
4
∫ 1
0
|m′ε(t)|2dt+
1
8ε
∫
TRε
Eνε
[
|∇V (mε(t) + z(t))|21{|z(t)|≤ε1/4}
]
dt.
(5.81)
Consider (t, ω) such that |mε(t)| > R and |z(t, ω)| ≤ ε 14 . If ε > 0 is small enough to
satisfy ε
1
4 < R/2, then
|mε(t) + z(t, ω)| ≥ |mε(t)| − |z(t, ω)| ≥ |mε(t)|/2.
Combining this with the monotonicity condition (A-6) yields that
1
8ε
∫
TRε
Eνε
[
|∇V (mε(t) + z(t))|21{|z(t)|≤ε 14 }
]
dt
≥ 1
8ε
∫
TRε
|∇V (mε(t)/2)|2νε
(
{|z(t)| ≤ ε 14 }
)
dt ≥ 1
16ε
∫
TRε
|∇V (mε(t)/2)|2dt
(5.82)
when ε > 0 is small enough. We have used the fact that νε
(
{|z(t)| ≤ ε 14 }
)
≥ 1/2 for
any t ∈ (0, 1) and small ε. This is because z(t) is a centred Gaussian random variable with
covariance 2Gε(t, t) (see (5.28)). In addition, we know from (5.71) that |Gε(t, t)|F ≤ Cε
for any t ∈ (0, 1) and hence νε
(
{|z(t)| ≤ ε 14 }
)
→ 1 when ε→ 0. Let m˜ε = mε/2. From
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(5.81), (5.82) and the uniform boundedness of F (3)ε (mε,Aε) we obtain
lim sup
ε→0
ε
∫
TRε
|m˜′ε(t)|2dt+
1
16ε
∫
TRε
|∇V (m˜ε(t))|2dt <∞.
Then application of the elementary inequality 2ab ≤ a2 + b2 yields
lim sup
ε→0
∫
TRε
|m˜′ε(t)||∇V (m˜ε(t))|dt <∞.
Choosing a sufficiently large R and by the coercivity condition (A-3), we have
lim sup
ε→0
∫
TRε
|m˜′ε(t)| <∞. (5.83)
Now we conclude the uniform boundedness of ‖mε‖L∞(0,1) by applying the same argument
used for proving Theorem 1.2 in [149]. Specifically, since mε is continuous on (0, 1), TRε
is open on (0, 1) and we can write TRε = ∪∞i=1(aiε, biε). Suppose that TRε is empty, then
|mε(t)| ≤ R for all t ∈ (0, 1). Otherwise, consider m˜ε(t) with t ∈ (aiε, biε). Obviously at
least one of the end points of the subinterval, say aiε is not an endpoint of (0, 1). Then we
should have |mε(aiε)| = R and hence |m˜ε(aiε)| = 2R. Thus we get from the fundamental
theorem of calculus that
lim sup
ε→0
sup
t∈(aiε,biε)
|m˜ε(t)| ≤ lim sup
ε→0
(
|m˜ε(aiε)|+ sup
t∈(aiε,biε)
∣∣∣ ∫ t
aiε
m˜ε(s)ds
∣∣∣)
≤ 2R+ lim sup
ε→0
∫
TRε
|m˜′ε(t)| <∞
where the last inequality follows from (5.83). Therefore lim supε→0 ‖mε‖L∞(0,1) < ∞.
Next, the expectation term of F (1)ε (mε,Aε) can be simplified under the condition
that ‖mε‖L∞(0,1) is uniformly bounded.
Lemma 5.6.6. Let (mε,Aε) ∈ H. Assume that lim supε→0 εγ‖Aε‖2H1(0,1) < ∞ with
γ ∈ (0, 12) and that lim supε→0 ‖mε‖L∞(0,1) <∞. Then for ε > 0 small enough we have
F (1)ε (mε,Aε) = Eε(mε)−
1
2
∫ 1
0
∆V (mε(t))dt
+
1
4
∫ 1
0
(
D2V (mε(t))
2 +D3V (mε(t)) · ∇V (mε(t))
)
: A−1ε (t)dt+O(ε
1
2 ).
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Proof. Remember that
F (1)ε (mε,Aε) =
ε
4
∫ 1
0
|m′(t)|2dt+ 1
2ε
Eνε
[∫ 1
0
Ψε(mε(t) + zε(t))dt
]
.
To evaluate the expectation term of F (1)ε (mε,Aε), we use the following multi-variable
Taylor’s formula for Ψε:
Ψε(x(t)) = Ψε(mε(t)) +∇Ψε(mε(t)) · zε(t) + 1
2
zε(t)
TD2Ψε(mε(t))zε(t) + rε(t),
where the reminder term rε is given in integral form by
rε(t) =
∑
|α|=3
zαε (t)
α!
∫ 1
0
∂αΨε(mε(t) + ξzε(t))(1− ξ)3dξ.
Here α = (α1, α2, · · · , αd) is a multi-index and we use the notational convention xα =
xα11 x
α2
2 · · ·xαdd and ∂αf = ∂α11 ∂α22 · · · ∂αdd f . Then using again the fact that zε(t) ∼
N(0, 2Gε(t, t)), we obtain that
1
2ε
Eνε
[∫ 1
0
Ψε(mε(t) + zε(t))dt
]
=
1
2ε
∫ 1
0
Ψε(mε(t))dt+
1
2ε
∫ 1
0
D2Ψε(mε(t)) : Gε(t, t)dt+
1
2ε
∫ 1
0
Eνε [rε(t)] dt.
(5.84)
Recalling that Ψε(x) = 12 |∇V (x)|2 − ε∆V (x), we have
D2Ψε(x) = (D
2V (x))2 +D3V (x) · ∇V (x)− εD2(∆V (x)).
From this equation, the expression (5.69) for Gε(t, t) and the uniform boundedness of
‖mε‖L∞(0,1), the second term on the right side of (5.84) becomes
1
2ε
∫ 1
0
D2Ψε(mε(t)) : Gε(t, t)dt
=
1
4
∫ 1
0
((
D2V (mε(t))
)2
+D3V (mε(t)) · ∇V (mε(t))
)
: A−1ε (t)dt+O(ε).
(5.85)
Next we claim that the integral of the last term on the right hand side of (5.84) is of order
O(ε 32 ). Indeed, from the assumption (5.13) and the fact that zε(t) = N(0, 2Gε(t, t)) with
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Gε(t, t) satisfying the estimate (5.71), we have
Eνε [rε(t)] ≤
∑
|α|=3
1
α!
max
ξ∈[0,1]
{
Eνε
[|zε(t)|3∂αΨε(mε(t) + ξzε(t))]}
≤ C1√
(4pi)d det(2Gε(t, t))
max
ξ∈[0,1]
{∫
Rd
|x|3eC2|mε(t)+ξx|α · e− 14xTGε(t,t)−1xdx
}
≤ C1√
(4pi)d det(Gε(t, t))
e
2C2‖mε‖2L∞(0,1)
∫
Rd
e2C2|x|
α |x|3e− 14xTGε(t,t)−1xdx
≤ C2√
(4pi)d
|Gε(t, t)|
3
2
F · e2C2‖mε‖
2
L∞(0,1) ·
∫
Rd
|x|3e− |x|
2
4 dx ≤ Cε 32 .
(5.86)
when ε is small enough. Notice that in last two inequalities of above we used the fact that
α ∈ [0, 2) and that |Gε(t, t)|F ≤ Cε so that e2C2|x|α can be absorbed by e 14xTGε(t,t)−1x for
large x. Then the desired result follows from (5.84), (5.85) and (5.86).
5.6.3 Proof of Main Results
Proof of Proposition 5.4.3. The proposition follows directly from the definition ofFε, Propo-
sition 5.6.4, Lemma 5.6.6 and the following equalities
− 2∆V + (D2V )2 : A−1 + Tr(A)
= −2Tr(D2V ) + Tr ((D2V )2A−1)+ Tr (A2A−1)
= −Tr ((AD2VA−1)− Tr (A−1D2VA)+ Tr ((D2V )2A−1)+ Tr (A2A−1)
= (D2V −A)2 : A−1,
(5.87)
which are valid for any V ∈ C2(Rd) and any positive definite matrix A.
The following lemma shows that ε log(Zµ,ε) is bounded from above.
Lemma 5.6.7. There exists C > 0 depending only on the potential V such that the follow-
ing holds:
lim sup
ε→0
ε log (Zµ,ε) ≤ C. (5.88)
Proof. Recall that
Zµ,ε = Eµ0
[
exp
(
− 1
2ε2
∫ 1
0
|∇V (x(t))|2 − ε∆V (x(t))dt
)]
.
From (5.16) of Remark 5.2.2,
Zµ,ε ≤ exp
(
C
ε
)
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with some C > 0. This proves (5.88).
Proof of Proposition 5.4.4. Assume that lim supn Fεn(mn,An) <∞. Since the Kullback-
Leibler divergenceDKL(νεn ||µεn) is always non-negative, it follows from (5.40) and Lemma
5.6.7 that
lim inf
n→∞ εnD˜KL(νεn ||µεn) ≥ −C (5.89)
for some C > 0. This together with the assumption that lim supn Fεn(mn,An) < ∞
implies that lim supn ε
γ
n‖An‖2H1(0,1) < ∞. Then from Proposition 5.6.4 and noting that
A(·)− a · Id ≥ 0, we obtain
lim sup
n
F (2)εn (An) ≥ lim sup
n
1
4
∫ 1
0
Tr(An(t))dt ≥ da
4
.
Hence we have lim supn F
(1)
εn (mn,An) <∞. Then Lemma 5.6.5 implies that
lim sup
n
‖mn‖L∞(0,1) <∞.
Hence as a consequence of Lemma 5.6.6,
Fεn(mn,An) = Eεn(mn) +
1
4
∫ 1
0
(
D2V (mn(t))−An(t)
)2
: A−1n (t)dt
+
∫ 1
0
(D3V (mn(t)) · ∇V (mn(t))) : A−1n (t)dt+ εγn‖An‖2H1(0,1) +O(ε
1
2
n ).
(5.90)
The second term on the right side of above is nonnegative. In addition, owing to the trace
inequality (5.74) and the fact that An ≥ a · Id,
lim sup
n
∣∣∣∣14
∫ 1
0
D3V (mn(t)) · ∇V (mn(t)) : A−1n (t)dt
∣∣∣∣
≤ lim sup
n
∫ 1
0
∣∣∣(D3V (mn(t)) · ∇V (mn(t)))2∣∣∣
F
∣∣A−1n (t)∣∣F dt <∞.
(5.91)
This implies from (5.90) that lim supnEεn(mn) < ∞. By the compactness result of
Lemma 5.4.1, there exists m ∈ BV(0, 1;E ) and a subsequence mnk such that mnk → m
in L1(0, 1). Moreover, we know from the above reasoning that
lim sup
n
1
4
∫ 1
0
(
D2V (mn(t))−An(t)
)2
: A−1n (t)dt <∞ (5.92)
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from which we can conclude that supn ‖An‖L1(0,1) <∞. Indeed,
∫ 1
0
(
D2V (mn(t))−An(t)
)2
: A−1n (t)dt
=
∫ 1
0
Tr
((
D2V (mn(t))
)2
A−1n (t)
)
dt− 2
∫ 1
0
Tr
(
D2V (mn(t))
)
dt+
∫ 1
0
Tr(An(t))dt.
(5.93)
The first term on the right of above is non-negative. The second term is clearly bounded
since ‖mn‖L∞(0,1) is uniformly bounded. Hence supn ‖An‖L1(0,1) < ∞ follows from
(5.92), (5.93) and the inequality |A|F ≤ Tr(A) which holds for any positive definite matrix
A.
The proof of Γ-limit of Fε is presented in what follows.
Proof of Theorem 5.4.5. We start by proving the liminf inequality, i.e.
F (m,A) ≤ lim inf
ε→0
Fε(mε,Aε)
for any sequence {(mε,Aε)} such that (mε,Aε)→ (m,A) inX , or equivalentlymε → m
and Aε ⇀ A in L1(0, 1). We may assume that lim infε→0 Fε(mε,Aε) < ∞ since other-
wise there is noting to prove. Then by the same argument used in the proof of Proposition
5.4.4, one can get lim supε→0 εγ‖Aε‖2H1(0,1) < ∞. Let {εk} be a sequence such that
εk → 0 as k → ∞ and limk→∞ Fεk(mεk ,Aεk) = lim infε→0 Fε(mε,Aε) < ∞. Since
Aεk ≥ a · Id a.e., it follows from Aεk ⇀ A and Mazur’s lemma (Lemma 5.7.16) that the
limit A ≥ a · Id a.e. According to Proposition 5.6.4 and Aεk ⇀ A in L1(0, 1), it holds that
lim
k→∞
F (2)εk (Aεk) =
1
4
∫ 1
0
Tr(A(t))dt ≥ da
4
.
Then it follows that limk→∞ F
(1)
εk (mεk ,Aεk) < ∞. From Lemma 5.6.5 we obtain that
‖mεk‖L∞(0,1) is uniformly bounded. Hence as a consequence of Lemma 5.6.6,
F (1)εk (mεk ,Aεk) = Eε(mεk)−
1
2
∫ 1
0
∆V (mεk(t))dt
+
1
4
∫ 1
0
(
D2V (mεk(t))
2 +D3V (mεk(t)) · ∇V (mεk(t))
)
: A−1εk (t)dt+O(ε
1
2
k ).
In addition, it follows from the uniform boundedness of ‖mεk‖L∞(0,1) and Aεk ⇀ A in
141
L1(0, 1) that
lim sup
k→∞
{∣∣∣− 1
2
∫ 1
0
∆V (mεk(t))dt
+
1
4
∫ 1
0
(
D2V (mεk(t))
2 +D3V (mεk(t)) · ∇V (mεk(t))
)
: A−1εk (t)dt
∣∣∣} <∞.
This in turn implies that lim supk→∞Eεk(mεk) <∞. By the compactness result in Lemma
5.4.1, we have m ∈ BV((0, 1);E ). Furthermore, by passing to a subsequence, we may
assume further that mεk → m a.e. on [0, 1]. Since m takes value in E a.e. on [0, 1], we use
the definition of D3V and the dominated convergence theorem to conclude that∫ 1
0
(
D3V (mεk(t)) · ∇V (mεk(t))
)
: A−1εk (t)dt→ 0. (5.94)
In fact, similar to (5.91), we have∫ 1
0
∣∣∣(D3V (mεk(t)) · ∇V (mεk(t))) : A−1εk (t)∣∣∣dt <∞.
In addition, since∇V (mεk(t))→ 0 a.e. on [0, 1] and Aεk ≥ a · Id, we have∣∣∣(D3V (mεk(t)) · ∇V (mεk(t))) : A−1εk (t)∣∣∣
≤
∣∣∣D3V (mεk(t)) · ∇V (mεk(t))∣∣∣
F
∣∣∣A−1εk (t)∣∣∣F → 0 (5.95)
a.e. on [0, 1]. This proves (5.94). Now we claim that∫ 1
0
(
D2V (m(t))−A(t))2 : A−1(t)dt
≤ lim inf
k→∞
∫ 1
0
(
D2V (mεk(t))−Aεk(t)
)2
: A−1εk (t)dt
(5.96)
when mεk → m in L1(0, 1) with m(·) ∈ E a.e. and Aεk ⇀ A in L1(0, 1). In fact, the
weak convergence Aεk ⇀ A in L
1(0, 1) directly implies that∫ 1
0
A2εk(t) : A
−1
εk
(t)−A2(t) : A−1(t)dt =
∫ 1
0
Tr(Aεk(t)−A(t))dt→ 0.
In addition, thanks to the uniform boundedness of ‖mεk‖L∞(0,1) and the strong convergence
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mεk → m in L1(0, 1), we obtain from the dominated convergence that∫ 1
0
(
D2V (mεk(t)Aεk(t) + Aεk(t)D
2V (mεk(t))
)
: A−1εk (t)dt
−
∫ 1
0
(
D2V (m(t)A(t) + A(t)D2V (m(t))
)
: A−1(t)dt
= 2
∫ 1
0
Tr(D2V (mεk(t)−D2V (m(t)))dt→ 0.
Therefore to prove (5.96), we need to check∫ 1
0
D2(m(t))2 : A−1(t)dt ≤ lim inf
k→∞
∫ 1
0
D2V (mεk(t))
2 : A−1εk (t)dt.
From the equality∫ 1
0
D2V (mεk(t))
2 : A−1εk (t)dt =
∫ 1
0
D2V (m(t))2 : A−1εk (t)dt
+
∫ 1
0
(
D2V (mεk(t))
2 −D2V (m(t))2
)
: A−1εk (t)dt,
the assumption that mεk → m in L1(0, 1) and that A−1εk ≥ a · Id, it suffices to show∫ 1
0
D2(m(t))2 : A−1(t)dt ≤ lim inf
k→∞
∫ 1
0
D2V (m(t))2 : A−1εk (t)dt =: θ. (5.97)
To that end, let B(·) := D2V (m(·))2. Noting that m(·) ∈ E a.e, we know from (A-2) of
Assumptions (5.2.1) that B(·) is positive definite a.e. Define the functional
M (A) =
∫ 1
0
B(t) : A−1(t)dt (5.98)
over the set L1a(0, 1). Then (5.97) becomes
M (A) ≤ lim inf
k→∞
M (Ak). (5.99)
Note that L1a(0, 1) is a convex subset of the space L
1(0, 1). We first claim that the functional
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M is convex on L1a(0, 1). In fact, for any A1,A2 ∈ L1a(0, 1), α ∈ (0, 1),
M (αA1 + (1− α)A2) =
∫ 1
0
Tr
(
B(t)
(
αA1(t) + (1− α)A2(t)
)−1)
dt
=
∫ 1
0
Tr
(
αA1(t)B
−1(t) + (1− α)A2(t)B−1(t)
)−1
dt
≤ α
∫ 1
0
Tr
(
A1(t)B
−1(t)
)−1
dt+ (1− α)
∫ 1
0
Tr
(
A2(t)B
−1(t)
)−1
dt
= αM (A1) + (1− α)M (A2),
where we used the trace inequality Tr((C + D)−1) ≤ Tr(C−1) + Tr(D−1) for positive
definite matrices C,D. Now we prove (5.99) by employing the convexity of M . First by
passing a subsequence (without relabelling), we may assume that M (Ak) converges to θ.
According to Mazur’s Lemma 5.7.16, there exists a convex combination of {Ak}, defined
by
Aj =
N(j)∑
k=j
αj,kAk, αj,k ∈ [0, 1],
N(j)∑
k=j
αj,k = 1,
such that Aj → A strongly in L1(0, 1). Note that we applied Mazur’s Lemma 5.7.16 to the
sequence {Ak}k≥j at step j. SinceM is convex, we obtain
M (Aj) =M
N(j)∑
k=j
αj,kAk
 ≤ N(j)∑
k=j
αj,kM (Ak).
Letting j →∞, since k ≥ j in the sum andM (Ak)→ θ, we have
lim inf
j→∞
M (Aj) ≤ θ = lim inf
k→∞
M (Ak). (5.100)
In addition, it holds that
M (Aj)→M (A). (5.101)
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Indeed, since m ∈ BV(0, 1;E ) and Aj → A in L1(0, 1),
∣∣M (A−Aj) ∣∣ = ∣∣∣ ∫ 1
0
Tr
(
D2V (m(t))
(
A−1(t)−A−1j (t)
))
dt
∣∣∣
≤
∫ 1
0
∣∣∣Tr(D2V (m(t))A−1(t)(Aj(t)−A(t))A−1j (t))∣∣∣dt
.
∫ 1
0
∣∣∣D2V (m(t))A−1(t)(Aj(t)−A(t))A−1j (t)∣∣∣
F
dt
.
∫ 1
0
|D2V (m(t))|F |A−1(t)|F |Aj(t)−A(t)|F |A−1j (t)|Fdt
. ‖Aj(t)−A(t)‖L1(0,1) → 0.
Therefore (5.99) follows from (5.100) and (5.101) and thereby proves (5.96).
Taking account of the fact that Eε Γ-converges to E, we obtain from Proposition
5.4.3, (5.94) and (5.96) that
lim inf
ε→0
Fε(mε,Aε) = lim
k→∞
Fεk(mεk ,Aεk)
≥ E(m) + 1
4
∫ 1
0
(
D2V (m(t))−A(t))2 : A−1(t)dt = F (m,A).
Next we prove the limsup inequality, i.e. for a subsequence εk → 0, we want to
find a pair of recovering sequence (mk,Ak) converging to (m,A) such that
lim sup
k→∞
Fεk(mk,Ak) ≤ F (m,A).
It suffices to deal with the case where F (m,A) < ∞ and hence m(t) ∈ E . Otherwise
the limsup inequality is automatically satisfied. First thanks to the Γ-convergence of Eε to
E, one automatically obtains a recovering sequence mk ∈ H1±(0, 1) such that mk → m in
L1(0, 1), lim supk ‖mk‖L∞(0,1) < ∞ and lim supk→∞Eε(mk) ≤ E(m). We construct a
recovering sequence Ak ∈ H1a(0, 1) explicitly by using convolution approximation. Specif-
ically fixing any α < γ/3, we define
Ak := K˜εαkA (5.102)
where K˜ε is the convolution operator defined in (5.126). It is proved in Lemma 5.7.14 that
Ak ∈ H1a(0, 1) and Ak → A in L1(0, 1). Moreover, by replacing ε with εα in the bound
proved in Lemma 5.7.14, we have
εγk‖Ak‖2H1(0,1) . εγ−3αk → 0. (5.103)
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With the above choices for mk and Ak, we get from Proposition 5.4.3 that
lim sup
k→∞
Fεk(mk,Ak)
= lim sup
k→∞
{
Eεk(mk,Ak)
+
1
4
∫ 1
0
(
D2V (mk(t))−Ak(t)
)2
: A−1k (t)dt
+
∫ 1
0
(
D3V (mk(t)) · ∇V (mk(t))
)
: A−1k (t)dt+ ε
γ
k‖Ak‖2H1(0,1)
}
≤ E(m) + 1
4
∫ 1
0
(
D2V (mk(t))−Ak(t)
)2
: A−1k (t)dt
= F (m,A).
To pass to the inequality we have used the dominated convergence theorem and (5.94) for
the third term on the left hand side as well as (5.103) for the fourth term on the left hand
side. The proof is now complete.
Proof of Corollary 5.4.6. Let (mε,Aε) ∈ H be a minimiser of Fε. We first argue that
lim supε Fε(mε,Aε) < ∞. In fact, for any fixed m ∈ BV(0, 1;E ) and A ∈ L1a(0, 1), we
know from the proof of the limsup inequality of Theorem 5.4.5 that there exists a recovering
sequence (m˜ε, A˜ε) such that lim supε Fε(m˜ε, A˜ε) < ∞. Since (mε,Aε) minimises Fε,
we have
lim sup
ε→0
Fε(mε,Aε) ≤ lim sup
ε→0
Fε(m˜ε, A˜ε) <∞.
Then by Proposition 5.4.4, there exists a subsequence εk and the corresponding {(mk,Ak)} ⊂
H such thatmk → m in L1(0, 1) and Ak ⇀ A in L1(0, 1) with somem ∈ BV(0, 1;E ) and
A ∈ L1a(0, 1). We now show that (m,A) minimises F . In fact, given any m˜ ∈ BV(0, 1;E )
and A˜ ∈ L1a(0, 1), thanks to the Γ-convergence of Fε to F , one can find a recovering se-
quence (m˜k, A˜k) ∈ H such that
lim sup
k
Fεk(m˜k, A˜k) ≤ F (m˜, A˜).
Since (mk,Ak) minimises Fεk , we have Fεk(mk,Ak) ≤ Fεk(m˜k, A˜k). Then using the
liminf inequality part of the Γ-convergence of Fε to F , we obtain
F (m,A) ≤ lim inf
k→∞
Fεk(mk,Ak) ≤ lim sup
k→∞
Fεk(m˜k, A˜k) ≤ F (m˜, A˜).
Since m˜, A˜ is arbitrary, (m,A) is a minimiser of F .
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5.7 Appendix
5.7.1 Estimates on The Constant Coefficient Green’s Functions
Assume that function |λ(t)| ≥ a almost everywhere in [0, 1] with some a > 0. For any
s ∈ (0, 1), let Gλε be the solution to the equation(−∂2t + ε−2λ2(s))Gλε (t, s) = δ(t− s), t ∈ (0, 1),
G
λ
ε (0, s) = G
λ
ε (1, s) = 0,
(5.104)
where δ is the Dirac function. The solution Gλε is given explicitly as follows
G
λ
ε (t, s) =
ε
|λ(s)| sinh(|λ(s)|/ε) ×
sinh(|λ(s)|s/ε) sinh(|λ(s)|(1− t)/ε) s ≤ t;sinh(|λ(s)|t/ε) sinh(|λ(s)|(1− s)/ε) s ≥ t.
Notice that Gλε (t, s) is not a standard Green’s function as it is not symmetric with respect
to permutation of its arguments. According to the definition of sinh, a few elementary
calculations yield the following estimates.
Lemma 5.7.1. Let |λ(t)| ≥ a a.e. on (0, 1) for a fixed a > 0. Then for sufficiently small
ε > 0, the solution Gλε to the equation (5.104) satisfies the following.
(i) There exists C = C(a) > 0 such that
0 ≤ Gλε (t, s) ≤ Cεe−
a
ε
|s−t| (5.105)
for any t, s ∈ [0, 1].
(ii) There exists C = C(a) > 0 such that
G
λ
ε (t, t) =
ε
2
(
1
|λ(t)| +R(t)
)
, t ∈ [0, 1]
with
|R(t)| ≤ C
(
e−
2at
ε + e−
2a(1−t)
ε
)
. (5.106)
Considering the Green’s tensor Gε(t, s) that solves the matrix equation
(−∂2t + ε−2A(s))Gε(·, s) = δ(· − s) · Id,
Gε(0, s) = Gε(1, s) = 0,
(5.107)
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with A ∈ H1(0, 1) and |A| ≥ a a.e. on (0, 1), we have the following similar estimates.
Lemma 5.7.2. Let A ∈ H1(0, 1) and |A| ≥ a a.e. on (0, 1). For sufficiently small ε > 0,
the solution Gε to the equation (5.107) satisfies the following.
(i) there exists C = C(a) > 0 such that
|Gε(t, s)| ≤ Cεe−aε |s−t| (5.108)
for any t, s ∈ [0, 1].
(ii) there exists C = C(a) > 0 such that
Gε(t, t) =
ε
2
(|A−1(t)|+ R(t)) (5.109)
with
|R(t)| ≤ C
(
e−
2at
ε + e−
2a(1−t)
ε
)
. (5.110)
Proof. Since A(s) is symmetric for any s ∈ (0, 1) (by the definition of H1(0, 1)), there
exists an orthogonal matrix P(s) such that A(s) = P−1(s)Λ(s)P(s) where Λ(s) =
diag(λ1(s), · · · , λd(s)). Moreover, by assumption we have |λi(s)| ≥ a a.e. on (0, 1) for
any i = 1, · · · , d. Therefore, the problem (5.107) can be diagonalised so that one obtains
Gε(t, s) = P
−1(s) · diag(Gλ1ε (t, s), · · · , Gλdε (t, s)) ·P(s), (5.111)
where Gλiε (·, s) solves (5.104) with λ replaced by λi. Then (5.108) follows directly from
(5.111) and equation (5.105), and (5.109) can be deduced from (5.111) and (5.106).
5.7.2 Fundamental Matrix of Linear Systems
Given f : R→ Rd and A : R→ Rd×d, consider the following linear differential equation
dxε(t) = −ε−1A(t)xε(t)dt+ f(t)dt, xε(t0) = 0. (5.112)
The solution to (5.112) can be found via the variation of constants method provided its
fundamental matrix is determined.
Definition 5.7.3 (Fundamental matrix). The fundamental matrix Mε(t, t0) is the solution
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matrix that solves the problem
d
dt
Mε(t, t0) = −ε−1A(t)Mε(t, t0), Mε(t0, t0) = Id. (5.113)
Suppose that A and f are both continuous, then the solution to the ODE (5.112)
can be written in the form
xε(t) =
∫ t
t0
Mε(t, s)f(s)ds.
We comment that the above formula is still valid when f(s)ds is replaced by dW (s), in
which case the integral is understood as Itoˆ’s stochastic integration. In the case that d = 1
or if A does not depend on t, we have Mε(t, s) = exp
( − ε−1 ∫ ts A(r)dr). In general,
there is no closed form expression for the fundamental matrix Mε and hence the solution
to (5.112) has no explicit formula. Nevertheless, Mε has some nice properties which are
useful to study the asymptotic behaviour of the solution to (5.112) when ε→ 0.
Lemma 5.7.4. Let Mε be the fundamental matrix defined by (5.113). Then we have
(i) For all t, t0, t1 ∈ R, Mε(t, t0) = Mε(t, t1)Mε(t1, t0).
(ii) For all t, t0 ∈ R, Mε(t, t0) is non-singular and M−1ε (t, t0) = Mε(t0, t).
(iii) For all t, t0 ∈ R,
det(Mε(t, t0)) = exp
(
− ε−1
∫ t
t0
Tr(A(s))ds
)
. (5.114)
Proof. The proof can be found in [28, Chapter 6].
We finish this appendix with two useful inequalities about the determinants of sym-
metric positive definite matrices.
Lemma 5.7.5. If A,B are real symmetric positive definite matrices of size d, then
(det(A + B))
1
d ≥ (det(A)) 1d + (det(B)) 1d . (5.115)
A proof of this lemma can be found in [163, Page 115]. It shows that the function
A 7→ det(A) 1d is concave. As a consequence, we have the following corollary.
Corollary 5.7.6. Suppose that A ∈ C([0, 1]; Rd×d) is a matrix-valued function and that
A(t) is symmetric positive definite for any t ∈ [0, 1]. Then we have
[
det
(∫ 1
0
A(t)dt
)] 1
d
≥
∫ 1
0
det(A(t))
1
ddt. (5.116)
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Proof. Define ti = i/N with i = 0, 1, · · · , N . Since A is continuous on [0, 1], it holds that
[
det
(∫ 1
0
A(t)dt
)] 1
d
= lim
N→∞
[
det
(
1
N
N∑
i=1
A(ti)
)] 1
d
= lim
N→∞
1
N
[
det
(
N∑
i=1
A(ti)
)] 1
d
≥ lim
N→∞
1
N
N∑
i=1
det(A(ti))
1
d =
∫ 1
0
det(A(t))
1
ddt.
We have used (5.115) in the inequality.
5.7.3 Useful Inequalities and Lemmas
Lemma 5.7.7 (Interpolation inequality). Let u ∈ H10 (0, 1). Then
‖u‖Hs . ‖u‖sH1‖u‖1−sL2 (5.117)
for any s ∈ [0, 1].
Proof. See [110, Corollary 6.11] for the proof.
Lemma 5.7.8. Let u ∈ H10 (0, 1). Then ‖u‖2L∞ ≤ 2‖u‖L2 |u|H1 .
Proof. It suffices to prove the inequality when u ∈ C∞0 (0, 1). For any t ∈ (0, 1), it follows
from the fundamental theorem of calculus and Cauchy-Schwarz inequality that
u2(t) = 2
∫ t
0
u(s)u′(s)ds ≤ 2‖u‖L2 |u|H1 . (5.118)
The lemma then follows by taking the supremum over t.
Lemma 5.7.9. Let α, β ∈ (0, 1) be such that β > max(α, α/2 + 1/4). Then any matrix-
valued function B ∈ H−α(0, 1) can be viewed as a bounded multiplication operator from
Hβ0 to H
−β . Furthermore we have
‖B‖L(Hβ0 ,H−β) . ‖B‖H−α(0,1). (5.119)
Proof. It suffices to consider the proof in the scalar case. Let B ∈ H−α and ϕ ∈ Hβ0 .
Assume that β > α, then one can define the multiplication Bϕ as a distribution in the sense
that for any ψ ∈ C∞0 (0, 1),
〈Bϕ,ψ〉 = 〈B,ϕψ〉.
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Moreover, if β − α/2 > 1/4, we have
|〈Bϕ,ψ〉| = |〈B,ϕψ〉| ≤ ‖B‖H−α‖ϕψ‖Hα . ‖B‖H−α‖ϕ‖Hβ‖ψ‖Hβ
where the last estimate follows from the following Lemma. Therefore the desired estimate
(5.119) holds.
Lemma 5.7.10. Let α, β and γ be positive exponents such that min(α, β) > γ and α+β >
γ + 1/2. Then, if ϕ ∈ Hα and ψ ∈ Hβ , the product ϕψ belongs to Hγ and ‖ϕψ‖Hγ .
‖ϕ‖Hα‖ψ‖Hβ .
Proof. The proof can be found in [110, Theorem 6.18].
Lemma 5.7.11. Let A ∈ H1(0, 1) and let f ∈ L2(0, 1). Set B = A2−A′. Then there exits
a unique solution u ∈ H10 (0, 1) solving the problem
(−∂2t +B)u = f on (0, 1),
u(0) = u(1) = 0.
(5.120)
Moreover, it holds that
‖u‖H2(0,1) ≤ C‖f‖L2(0,1), (5.121)
and (−∂2t +B)−1 is a trace-class operator on L2(0, 1).
Proof. Let G0(s, t) be the Dirichlet Green’s function of −∂2t on (0, 1). In fact, G0(s, t) =
s(1 − t) ∧ t(1 − s) for all s, t ∈ [0, 1]. From Green’s first identity, it is easy to observe
that a solution u ∈ H10 (0, 1) solving (5.120) is a solution u ∈ L2(0, 1) that solves the
Lippmann-Schwinger integral equation
u(t) +
∫ 1
0
G0(t, s)B(s)u(s)ds =
∫ 1
0
G0(t, s)f(s)ds (5.122)
and vice versa. Now we apply the Fredholm alternative theorem to prove the existence and
uniqueness of solution to (5.122). First the operator
(T u)(t) := (−∂2t )−1(Bu)(t) =
∫ 1
0
G0(t, s)B(s)u(s)ds
is compact from L2(0, 1) to itself. There are several ways to prove this, but the simplest ar-
gument is perhaps the observation that T is bounded from L2(0, 1) to W 1,∞(0, 1). Indeed,
since G0(t, ·) ∈ W 1,∞(0, 1) for any t ∈ [0, 1], we can apply Cauchy-Schwarz inequality
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twice to get
‖T u‖W 1,∞(0,1) ≤ sup
t∈[0,1]
‖G0(t, ·)‖W 1,∞(0,1)‖Bu‖L1(0,1)
≤ sup
t∈[0,1]
‖G0(t, ·)‖W 1,∞(0,1)‖B‖L2(0,1)‖u‖L2(0,1).
(5.123)
Then the compactness of T follows from the compact embedding W 1,∞(0, 1) ↪→ L2(0, 1).
We are left to show the uniqueness of (5.122) or equivalently (5.120). To see this, setting
f = 0, we multiply the equation (5.120) by u, integrate, use Green’s first identity and get
0 =
∫ 1
0
u′(t)2dt+
∫ 1
0
(A2(t)−A′(t))u2(t)dt
=
∫ 1
0
u′(t)2dt+
∫ 1
0
A2(t)u2(t)dt+ 2
∫ 1
0
A(t)u(t)u′(t)dt
=
∫ 1
0
(u′(t) +A(t)u(t))2dt.
Therefore we should have u′(t) = −A(t)u(t). The only solution to this equation with
the Dirichlet boundary conditions is zero. Hence by the Fredholm alternative theorem,
the integral equation (5.122) has a unique solution in L2(0, 1). Then the estimate (5.121)
follows from (5.123), (5.122) and estimate that ‖Rf‖H2(0,1) ≤ C‖f‖L2(0,1) where
(Rf)(t) =
∫ 1
0
G0(t, s)f(s)ds.
Finally observe that
(−∂2t +B)−1 =
(
I + (−∂2t )−1B
)−1
(−∂2t )−1 =
(
I + T )−1(−∂2t )−1.
Then it follows from the fact that (−∂2t )−1 is a trace-class operator on L2(0, 1) and the
boundedness of (I + T )−1 that (−∂2t +B)−1 is trace-class.
Remark 5.7.12. Lemma 5.7.11 can be easily extended to the matrix-valued case. More
precisely, assume that A ∈ H1(0, 1) and A(t) is a symmetric matrix for any t ∈ [0, 1]. Let
B = A2 −A′. Then the inverse of the matrix-valued Schro¨dinger operator (−∂2t + B)−1
is bounded from L2(0, 1) to H2(0, 1) and is a trace-class operator on L2(0, 1).
The next lemma discusses some properties of approximation by convolution.
Lemma 5.7.13. Let K ∈ C∞0 (R) such that K ≥ 0 and
∫
RK = 1. Denote by Kε(·) =
ε−1K(x/ε). Suppose that f ∈ L1(R) and define Kεf = Kε ∗ f . Then Kεf ∈ L1(R) ∩
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C∞(R). Moreover, we have
Kεf → f in L1(R) (5.124)
and
‖Kεf‖H1(R) ≤ Cε−
3
2 ‖f‖L1(R). (5.125)
Proof. The property (5.124), often termed as the approximation of identity in Ł1(R), has
been proved in many books, e.g. [38]. We now show that Kεf ∈ H1(R) and that (5.125)
is valid. This can be seen from the observation that
‖Kεf‖2H1(R) = ‖Kεf‖2L2(R) + ‖K′εf‖2L2(R)
= ‖ε−1K(·/ε) ∗ f‖2L2(R) + ε−2‖ε−1K ′(·/ε) ∗ f‖2L2(R)
≤ ε−1‖K‖2L2(R)‖f‖2L1(R) + ε−3‖K ′‖2L2(R)‖f‖2L1(R) ≤ Cε−3‖f‖2L1(R).
Note that we have used Young’s inequalities in the penultimate inequality.
We continue to adapt Lemma (5.7.13) to matrix functions defined on a bounded
domain. For this purpose, we define two useful operators. Given a function f ∈ L1(0, 1),
we define its extension
Ef(x) :=
f(x) if x ∈ (0, 1),0 otherwise .
Conversely, for a function g ∈ L1(R), we define the restriction Rf := f |(0,1). Likewise,
we can define the convolution, extension or restriction of a matrix function through entry-
wise operations. The following lemma concerns the convolution approximation of matrix-
valued functions.
Lemma 5.7.14. Let A ∈ L1a(0, 1). Define
K˜εA := R (Kε (E(A− a · Id)) + a · Id) . (5.126)
Then K˜εA ∈ H1a(0, 1). Moreover, K˜εA→ A in L1(0, 1) and ‖K˜εA‖H1(0,1) ≤ Cε−
3
2 with
the constant C depending on A and a.
Proof. First it follows from Lemma (5.7.13) that K˜εA ∈ H1(0, 1). To show K˜εA ∈
H1a(0, 1), it suffices to show Kε (E(A− a · Id)) is positive semi-definite. Indeed, for any
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fixed x ∈ Rd,
xTKε
(E(A− a · Id))x = Kε (E(xT (A− a · Id)x))
= Kε(·) ∗ E
(
xT (A(·)− a · Id)x
) ≥ 0,
where we have used the assumption that A(·)−a ·Id is positive semi-definite a.e. on (0, 1).
Next from Lemma (5.7.13) and the fact that E(A− a · Id) ∈ L1(R), we have
‖K˜εA−A‖L1(0,1) = ‖R
(Kε (E(A− a · Id))− E(A− a · Id)) ‖L1(0,1)
≤ ‖Kε
(E(A− a · Id))− E(A− a · Id)‖L1(R) → 0.
By similar arguments one can show that ‖K˜εA‖H1(0,1) ≤ Cε−
3
2 .
The next lemma characterises explicitly for the minimiser of the second component
(as a functional of A) of the functional F defined in (5.51). Recall the notation |A| of a
matrix A defined in Section 5.2.2.
Lemma 5.7.15. Let B be a fixed symmetric matrix. Let A be a minimiser of the functional
G(A) := (B−A)2 : A−1
over all positive matrices. Then it holds that A = |B|. With this choice of A, G(A) =
2(Tr(|B|)− Tr(B)).
Proof. The lemma follows from the fact that the functional G can be rewritten as
G(A) = Tr(B2A−1) + Tr(A)− 2Tr(B)
= Tr(B2A−1) + Tr(A)− 2Tr(|B|) + 2Tr(|B|)− 2Tr(B)
= Tr
(
(|B| −A)2A−1)+ 2Tr(|B|)− 2Tr(B)
= (|B| −A)2 : A−1 + 2Tr(|B|)− 2Tr(B).
Finally the following Mazur’s Lemma is useful to obtain a strong convergent sub-
sequence from a weakly convergent sequence. The proof can be found in [30, Corollary
3.8].
Lemma 5.7.16. (Mazur’s lemma) LetX be a Banach space and let {un}n∈N be a sequence
in X that converges weakly to u ∈ X . Then there exists a sequence {uj}j∈N defined by the
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convex combination of {un}n∈N, namely
uj =
N(j)∑
n=1
αj,nun, αj,n ∈ [0, 1],
N(j)∑
n=1
αj,n = 1, (5.127)
such that uj converges to u strongly in X .
5.7.4 Proof of Proposition 5.4.2
We first show the liminf inequality. Suppose that {mε} ⊂ H1±(0, 1) and that mε →
m in L1(0, 1), we want to prove that E(m) ≤ lim infε→0Eε(mε). We may assume that
lim infε→0Eε(mε) < ∞ since otherwise there is nothing to prove. Let {εn} and {mn} ⊂
H1±(0, 1) be subsequences such that εn → 0 and that
lim
n→∞Eεn(mn) = lim infε→0
Eε(mε) <∞.
By Lemma 5.4.1, m ∈ BV(0, 1;E ) and one can extract a further subsequence (without
relabelling) such that mn(t) → m(t) a.e. t ∈ (0, 1). It is sufficient to deal with the case
where m only has a single jump at τ ∈ (0, 1), i.e.
m(t) =
m(τ−), if t ∈ (0, τ),m(τ+), if t ∈ [τ, 1). (5.128)
Let 0 < t1 < τ < t2 < 1 and mn(t1) → m(t1) = m(τ−),mn(t2) → m(t2) = m(τ+).
Define m˜n = mn(ε−1n (t− (t1 + t2)/2)). Then it follows from the equality (5.48) that
lim
n→∞
1
4
∫ t2
t1
εn
∣∣m′n(t)∣∣2 + 1εn ∣∣∇V (mn(t))∣∣2dt
= lim
n→∞
1
4
∫ t2−t1
2εn
t1−t2
2εn
|m˜′n(t)|2 + |∇V (m˜n(t))|2dt
≥ inf
T,m
{1
4
∫ T
−T
|m′(t)|2 + |∇V (m(t))|2dt : T > 0,m ∈ H1(−T, T ) and
m(−T ) = x−,m(T ) = x+
}
= Φ(m(τ−),m(τ+)).
Similarly, taking into account that mn satisfies the end point conditions, one can obtain
lim
n→∞
1
4
∫ t1
0
εn
∣∣m′n(t)∣∣2 + 1εn ∣∣∇V (mn(t))∣∣2dt ≥ Φ(x−,m(0+))
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and
lim
n→∞
1
4
∫ 1
t2
εn
∣∣m′n(t)∣∣2 + 1εn ∣∣∇V (mn(t))∣∣2dt ≥ Φ(m(1−), x+).
Therefore the liminf inequality E(m) ≤ lim infε→0Eε(mε) follows.
Now we prove the limsup inequality, and again it suffices to consider m defined by
(5.128). According to the equation (5.48), for any small η > 0, there exists T > 0 and
mi ∈ H1(−T, T ), i = 1, 2, 3 such that
m1(−T ) = x−,m1(T ) = m(0+) and JT (m1) ≤ Φ(x−,m(0+)) + η/3,
m2(−T ) = m(τ−),m2(T ) = m(τ+) and JT (m2) ≤ Φ(m(τ−),m(τ+)) + η/3,
m3(−T ) = m(1−),m3(T ) = x+ and JT (m3) ≤ Φ(m(1−), x+) + η/3.
Then for ε > 0 small enough, we define the recovery sequence
mε(t) =

m1
(−T + ε−1t) if t ∈ (0, 2εT ),
m(0+) if t ∈ (2εT, τ − εT ),
m2
(
ε−1(t− τ)) if t ∈ (τ − εT, τ + εT ),
m(1−) if t ∈ (τ + εT, 1− 2εT ),
m3
(
ε−1(t− 1) + T ) if t ∈ (1− 2εT, 1).
It is clear that mε ∈ H1±(0, 1) and mε → m in L1(0, 1) as ε→ 0. Furthermore, we have
lim sup
ε→0
Eε(mε)
= lim sup
ε→0
{
1
4
∫ 1
0
ε|m′ε(t)|2 +
1
ε
|∇V (mε(t))|2dt
}
= lim sup
ε→0
{1
4
∫ 2εT
0
ε|m′ε(t)|2 +
1
ε
|∇V (mε(t))|2dt
+
1
4
∫ τ+εT
τ−εT
ε|m′ε(t)|2 +
1
ε
|∇V (mε(t))|2dt+ 1
4
∫ 1
1−2εT
ε|m′ε(t)|2 +
1
ε
|∇V (mε(t))|2dt
}
≤ Φ(x−,m(0+)) + Φ(m(τ−),m(τ+)) + Φ(m(1−), x+) + η.
Since η is arbitrary, the limsup inequality follows.
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Chapter 6
A Bayesian Level Set Method for
Geometric Inverse Problems
6.1 Introduction
Geometric inverse problems, in which the interfaces between different domains are the pri-
mary unknown quantities, are ubiquitous in applications including medical imaging prob-
lems such as EIT [23] and subsurface flow [8]; they also have an intrinsically interesting
mathematical structure [129]. In many such applications the data is sparse, so that the prob-
lem is severely under-determined, and noisy. For both these reasons the Bayesian approach
to the inverse problem is attractive as the probabilistic formulation allows for regularisa-
tion of the under-determined, and often ill-posed, inversion via the introduction of priors,
and simultaneously deals with the presence of noise in the observations [136, 215]. The
level set method has been a highly successful methodology for the solution of classical,
non-statistical, inverse problems for interfaces since the seminal paper of Santosa [204];
see for example [5, 10, 35–37, 55, 70, 71, 128, 150, 151, 218, 223, 228] and for related
Bayesian level set approaches see [154, 155, 186, 231]. For interface problems, the phase
field approach[37, 64] is sometimes used as an alternative to the level set method; in this
approach the recovered interfaces between different phases are smeared out. Also, recently
the Bayesian framework of [215] is adopted for the solution of inverse shape reconstruction
in acoustic scattering problems [34].
In this chapter we marry the level set approach with the Bayesian approach to ge-
ometric inverse problems. This leads to two significant advances: firstly it leads to a well-
posed inverse problem in which the posterior distribution is Lipschitz with respect to the
observed data, in the Hellinger metric – there is no analogous well-posedness theory for
classical level set inversion; and secondly it leads to computationally expedient algorithms
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in which the interfaces are updated implicitly via the Markov chain Monte Carlo (MCMC)
methodology applied to the level set function – no explicit velocity field is required for the
level set interface. We highlight that the recent paper [228] demonstrates the potential for
working with regularised data misfit minimisation in terms of a level set function, but is
non-Bayesian in its treatment of the problem, using instead simulated annealing within an
optimisation framework. On the other hand the paper [231] adopts a Bayesian approach and
employs the level set method, but requires a velocity field for propagation of the interface
and does not have the conceptual and implementational simplicity, as well as the underly-
ing theoretical basis, of the method introduced here. The papers [154, 155, 186], whilst
motivated by the Bayesian approach, use the ensemble Kalman filter and are therefore not
strictly Bayesian – the method does not deliver a provably reliable approximation of the
posterior distribution except for linear Gaussian inverse problems.
The key idea which underpins our work is this. Both the theory and computational
practice of the level set method for geometric inverse problems is potentially hampered by
the fact that the mapping from the space of the level set function to the physical parameter
space is discontinuous. This discontinuity occurs when the level set function is flat at the
critical levels, and in particular where the desired level set has non-zero Lebesgue mea-
sure. This is dealt with in various ad hoc ways in the applied literature. The beauty of the
Bayesian approach is that, with the right choice of prior in level set space, these discontinu-
ities have probability zero. As a result a well-posedness theory (the posterior is Lipschitz
in the data) follows automatically, and computational algorithms such as MCMC may be
formulated in level set space. We thus have practical algorithms which are simultaneously
founded on a sound theoretical bedrock.
In Section 6.2 we aim to build up a mathematical framework for Bayesian level
set inversion. To do this, we first set up the inverse problem of interest in Section 6.2.1
where the unknown is an interface. To describe the geometry of the interface, a level set
map is introduced in Section 6.2.2, whereby the inverse problem is reformulated in terms
of a level set function which is thresholded to define the interfaces. Section 6.2.3 concerns
the Bayesian approach to the inverse problem. Under certain assumptions on the nega-
tive log-likelihood function, it is shown that the posterior distribution exists and is stable
with respect to perturbation of data; see the statements in Theorem 6.2.3. Since the well-
posedness of the Bayesian inverse problem relies mostly on the almost sure continuity of
the level set map, we discuss this issue thoroughly in Section 6.2.4. To be specific, we
provide a complete characterisation for the discontinuity set of the level set map (in Propo-
sition 6.2.6) and demonstrate the existence of Gaussian priors for which this discontinuity
set is a probability zero event (in Proposition 6.2.8). In Section 6.3 we describe two ex-
amples – inverse gravimetry and permeability determination in groundwater flow – which
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can be shown to satisfy the theoretical framework of the preceding section and hence for
which there is a well-posed inverse problem for the level set function. Section 6.4 con-
tains numerical experiments for both of these examples, demonstrating the potential of the
methodology, and also highlighting important questions for future research. We conclude in
Section 6.5, and then the two appendices contain various technical details and proofs which
have been deferred in order to maintain the flow of ideas in the main body of the article.
6.2 Bayesian Level Set Inversion
6.2.1 The Inverse Problem
This chapter is concerned with inverse problems of the following type: recover function
κ ∈ X := Lq(D; R), D a bounded open set in R2, from a finite set of noisily observed
linear functionals {Oj}Jj=1 of p ∈ V , for some Banach space V , where p = G(κ) for
nonlinear operator G ∈ C(X,V ). Typically, for us, κ will represent input data for a partial
differential equation (PDE), p the solution of the PDE and G the solution operator mapping
the input κ to the solution p. Collecting the linear functionals into a single operator O :
V → RJ and assuming additive noise η ∈ RJ we obtain the inverse problem of finding κ
from y where
y = (O ◦G)(κ) + η. (6.1)
Since the composite mappingO◦G is continuous fromX to RJ , identifying κ in the above
under-determined inverse problem is well-adapted to both the classical [87] and Bayesian
[61] approaches to regularised inversion. However interest is in geometric inverse problems
using the level set formulation. For such problems, the mapping from the level set function
to the data is discontinuous. Classical regularisation methods have problems in this situa-
tion; Example 6.2.1 below is an example of such a difficulty. However, we will demonstrate
that formulating the inverse problem from the Bayesian point of view alleviates these issues
and leads to a well-posed inverse problem.
6.2.2 Level Set Parameterisation
Assume that the physical parameter κ of the inverse problem is known a priori to have the
form
κ(x) =
n∑
i=1
κi1Di(x). (6.2)
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Here 1D denotes the indicator function of subset D ⊂ R2, {Di}ni=1 are subsets of D
such that ∪ni=1Di = D and Di ∩ Dj = ∅, and the {κi}ni=1 are known positive constants.
Generalisation to the κi being unknown constants, or unknown smooth functions on each
domainDi, are possible but will not be considered explicitly in this chapter. Our focus is on
the geometry of the interfaces implied by the Di. In this setting the Di become the primary
unknowns and the level set method is natural. Given integer n fix the constants ci ∈ R for
i = 0, · · · , n with −∞ = c0 < c1 < · · · < cn =∞ and consider a real-valued continuous
level set function u : D → R. We can then define the Di by
Di = {x ∈ D | ci−1 ≤ u(x) < ci}. (6.3)
It follows that Di ∩ Dj = ∅ for i, j ≥ 1, i 6= j. For later use define the i-th level set
D0i = Di ∩ Di+1 = {x ∈ D | u(x) = ci}. Let U = C(D; R) and, given the positive
constants {κi}ni=1, we define the level set map F : U → X by
(Fu)(x)→ κ(x) =
n∑
i=1
κi 1Di(x). (6.4)
We may now define G = O ◦ G ◦ F : U → RJ and reformulate the inverse problem in
terms of the level set function u: find u from y where
y = G(u) + η. (6.5)
However, because F : U → X , and hence G : U → RJ , is discontinuous, the classical
regularisation theory for this form of inverse problem is problematic; this can be seen from
the following example.
Example 6.2.1. Consider the inverse problem (6.5) where the level set map is given by the
binary cut-off, i.e.
(Fu)(x) = 1u≥0(x). (6.6)
Classical regularisation methods seek the solution to the following minimisation problem:
inf
u∈E
I(u) := inf
u∈E
|y − G(u)|2 + ‖u‖pE , (6.7)
where E is some Banach space and p ≥ 1. For instance, E could be a Sobolev space and
p = 2 (Tikhonov-Phillips regularisation) or the space of functions of bounded variations
and p = 1 (total variation regularisation). In the case of a Gaussian prior and an appro-
priate Sobolev norm, this variational problem will correspond to a maximum a posteriori
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(MAP) estimator [136] and the analysis to follow shows a drawback of the MAP estimator
in the context of level set thresholding.
Due to the discontinuity of F , we now show that the only possible minimiser of (6.7)
is zero. In fact, suppose that 0 6= u ∈ E is a minimiser of I . We define uε = εu. Clearly uε
and u have the same zero level set when ε > 0. Then if 0 < ε < 1,
|y − G(u)|2 = |y − G(uε)|2 and ‖uε‖E = ε‖u‖E , (6.8)
which implies that I(uε) < I(u) and hence contradicts with the assumption that u is a
minimiser. From (6.6), we see that the upper level set of the zero function is the whole
domain, which does not provide any information about the geometry.
Whilst the current state of the art for Bayesian regularisation assumes continuity of
G for inverse problems of the form (6.5), we will demonstrate that the Bayesian setting can
be generalised to level set inversion. This will be achieved by a careful understanding of
the discontinuity set for F , and an understanding of probability measures for which this set
is a measure zero event.
6.2.3 Well-Posed Bayesian Inverse Problem
We now formulate the Bayesian approach to finding u from y given by (6.5). All quantities
are treated as random variables and we seek to find the posterior probability distribution
on u given y, given a prior probability distribution on u and an independent probabilistic
specification of the noise η. Let U denote a separable Banach space and define a complete
probability space (U,Σ, µ0) for the unknown u. Here Σ and µ0 are the sigma algebra and
prior probability measure, respectively. (In our applications U will be the space C(D; R)
but we state our main theorem in more generality). Assume that the noise η is a random
draw from the centred Gaussian Q0 := N(0,Γ). Allowing for non-Gaussian η is also pos-
sible, as is dependence between η and u; however we elect to keep the presentation simple.
We may now define the joint random variable (u, y) ∈ U ×RJ . The posterior probability
distribution µy on the random variable u|y describes our probabilistic knowledge about u
on the basis of the measurements y given by (6.5) and the prior information µ0 on u. In
the case where the map G is continuous, one can apply an infinite dimensional version of
Bayes’ theorem [215] to show that the posterior µy exists and has the density with respect
to the prior of the form
dµy
dµ0
(u) =
1
Z
exp(−Φ(u; y)),
where Z is the normalisation constant. To extend the theory to allowing discontinuous G,
we now state a set of assumptions for the potential Φ, under which the posterior distribution
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is well-defined via its density with respect to the prior distribution, and is Lipschitz in the
Hellinger metric, with respect to data y. These assumptions will be verified for the level set
formulation of interest to us.
Assumptions 6.2.2. The function Φ : U × RJ → R and probability measure µ0 on the
measure space (U,Σ) satisfy the following properties:
1. for every r > 0 there is a K = K(r) such that, for all u ∈ U and all y ∈ RJ with
|y|Γ < r,
0 ≤ Φ(u; y) ≤ K;
2. for any fixed y ∈ RJ , Φ(·; y) : U → R, is continuous µ0-almost surely on the
complete probability space (U,Σ, µ0);
3. for y1, y2 ∈ RJ with max{|y1|Γ, |y2|Γ} < r, there exists a C = C(r) such that, for
all u ∈ U ,
|Φ(u; y1)− Φ(u; y2)| ≤ C|y1 − y2|Γ.
For our Bayesian level set inverse problem with finite observations and noise η ∼
Q0, the function Φ : U ×RJ → R+ has the least squares form
Φ(u; y) =
1
2
|y − G(u)|2Γ (6.9)
with | · |Γ := |Γ− 12 · | and G = O ◦G ◦ F. Clearly Φ defined in (6.9) satisfies the first and
the last item of Assumption 6.2.2. We will show in the next section that for some model
problems, the second item of Assumption 6.2.2 will also be fulfilled by Φ in (6.9).
Recall that the Hellinger distance between µ and µ′ is defined as
dHell(µ, µ
′) =
1
2
∫
U
(√
dµ
dν
−
√
dµ′
dν
)2
dν
 12
for any measure ν with respect to which µ and µ′ are absolutely continuous. The Hellinger
distance is, however, independent of which reference measure ν is chosen. We have the
following:
Theorem 6.2.3. Assume that the least squares function Φ : U ×RJ → R given by (6.9)
and the probability measure µ0 on the measure space (U,Σ) satisfy Assumptions 6.2.2.
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Then µy  µ0 with Radon-Nikodym derivative
dµy
dµ0
=
1
Z
exp(−Φ(u; y)) (6.10)
where, for y almost surely,
Z :=
∫
U
exp(−Φ(u; y))µ0(du) > 0.
Furthermore µy is locally Lipschitz with respect to y, in the Hellinger distance: for all y, y′
with max{|y|Γ, |y′|Γ} < r, there exists a C = C(r) > 0 such that
dHell(µ
y, µy
′
) ≤ C|y − y′|Γ.
This implies that, for all f ∈ L2µ0(U ;S) for separable Banach space S,
‖Eµyf(u)− Eµy
′
f(u)‖S ≤ C|y − y′|. (6.11)
Remarks 6.2.4. • The interpretation of this result is very natural, linking the Bayesian
picture with least squares minimisation: the posterior measure is large on sets where
the least squares function is small, and vice-versa, all measured relative to the prior
µ0.
• The key technical advance in this theorem over existing theories overviewed in [61] is
that Φ(·; y) is only continuous µ0−almost surely; existing theories typically use that
Φ(·; y) is continuous everywhere on U and that µ0(U) = 1; these existing theories
cannot be used in the level set inverse problem, because of discontinuities in the
level set map. Once the technical Lemma 6.6.1 has been established, which uses
µ0−almost sure continuity to establish measurability, the proof of the theorem is a
straightforward application of existing theory; we therefore defer it to Appendix 1.
• Stability estimates about the distance of level sets can be obtained by choosing f
carefully in (6.11). Indeed, consider f : U 7→ L1(D) given by
f(u)(x) := 1Di(x) (6.12)
where Di is defined in terms of u as in (6.3). Obviously f ∈ L2µ0(U ;L1(D)) since
the indicator function is uniformly bounded. Then one can read from (6.11) that the
L1-norm of mean indicator function of the set Di under the posterior measure is
Lipschitz continuous with respect to the data. Note that this does not give exactly the
symmetric difference of the two mean level sets since indicator functions are averaged
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first. However, it does reflect stability of geometric reconstructions in an averaged
sense.
• What needs to be done to apply this theorem in our level set context is to identify
the sets of discontinuity for the map G, and hence Φ(·; y), and then construct prior
measures µ0 for which these sets have measure zero. We study these questions in
general terms in the next two subsections, and then, in the next section, demonstrate
two test model PDE inverse problems where the general theory applies.
• The consequences of this result are wide-ranging, and we name the two primary ones:
firstly we may apply the mesh-independent MCMC methods overviewed in [57] to
sample the posterior distribution efficiently; and secondly the well-posedness gives
desirable robustness which may be used to estimate the effect of other perturbations,
such as approximating G by a numerical method, on the posterior distribution [61].
6.2.4 Discontinuity Sets of F
We return to the specific setting of the level set inverse problem where U = C(D; R).
Consider the level set map F : U → Lq(D; R) with 1 ≤ q ≤ ∞. First we note that it is not
suitable to discuss the continuity of F by choosing L∞(D,R) as the range space, simply
because F could be discontinuous at very nice functions. We illustrate this point by means
of the following elementary example.
Example 6.2.5. Let U = C([−1, 1]; R) and define the level set map F : U 7→ L∞(−1, 1)
by setting F (u)(x) = 1{u≥0}(x). Consider the linear function u(x) = x and a sequence
un(x) = u(x) + 1/n for n ∈ N. Clearly un → u in C([−1, 1]; R). However, it is easy to
see that ‖F (un)− F (u)‖L∞(−1,1) = 1 9 0.
However as a mapping F : U → Lq(D; R) for q <∞ the situation is much better.
Denoting by m(A) the Lebesgue measure of a set A ⊂ R2, we have the following.
Proposition 6.2.6. For u ∈ C(D) and 1 ≤ q <∞, the level set map F : C(D)→ Lq(D)
is continuous at u if and only if m(D0i ) = 0 for all i = 1, · · · , n− 1.
Remark 6.2.7. The fact that the continuity of level set map is related to the Lebesgue
measure of the corresponding level sets has been observed already, see e.g. [99, Section
2.2]. However, we are not aware of any formal proof in the literature. Therefore we provide
the complete proof below.
Proof of Proposition 6.2.6. “⇐=.” Let {uε} denote any approximating family of level set
functions with limit u as ε → 0 in C(D; R) : ‖uε − u‖C(D) < ε → 0. Let Di,ε, D0i,ε be
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the sets defined in (6.3) associated with the approximating level set function uε and define
κ = F (u) by (6.4) and, similarly, κε := F (uε). Let m(A) denote the Lebesgue measure of
the set A.
Suppose that m(D0i ) = 0, i = 1, · · · , n− 1. Let {uε} be the above approximating
functions. We shall prove ‖κε − κ‖Lq(D) → 0. In fact, we can write
κε(x)− κ(x) =
∑n
i=1
∑n
j=1(κi − κj)1Di,ε∩Dj (x)
=
∑n
i,j=1,i 6=j(κi − κj)1Di,ε∩Dj (x).
By the definition of uε, for any x ∈ D
u(x)− ε < uε(x) < u(x) + ε (6.13)
Thus for |j − i| > 1 and ε sufficiently small, Di,ε ∩Dj = ∅. For the case that |i− j| = 1,
from (6.13), it is easy to verify that as ε→ 0,
Di,ε ∩Di+1 ⊂ D˜i,ε := {x ∈ D | ci ≤ u(x) < ci + ε} → D0i , i = 1, · · · , n− 1,
Di,ε ∩Di−1 ⊂ D̂i−1,ε := {x ∈ D | ci−1 − ε < u(x) < ci−1} → ∅, i = 2, · · ·n.
(6.14)
By this and the assumption that m(D0i ) = 0, we have that m(Di,ε ∩ Dj) → 0 if i 6= j.
Furthermore, the Lebesgue’s dominated convergence theorem yields
‖κε − κ‖qLq(D) =
n∑
i,j=1,i 6=j
∫
Di,ε∩Dj
|κi − κj |q dx→ 0
as ε→ 0. Therefore, F is continuous at u.
“=⇒.” We prove this by contradiction. Suppose that there exists i∗ such that
m(D0i∗) 6= 0. We define uε := u− ε, then it is clear that ‖uε − u‖C(D) → 0 as ε→ 0. By
the same argument used in proving the sufficiency,
‖κε − κ‖qLq(D) =
n−1∑
i=1
∫
D˜i,ε∪D̂i,ε
|κi+1 − κi|q dx
→
n−1∑
i=1
∫
D0i
|κi+1 − κi|q dx >
∫
D0
i∗
|κi∗+1 − κi∗ |q dx > 0
where we have used m(D0i∗) 6= 0 in the last inequality. However, this contradicts with the
assumption that F is continuous at u.
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For the inverse gravimetry problem considered in the next section the space X is
naturallyL2(D; R) and we will be able to directly use the preceding proposition to establish
the almost sure continuity of F and hence G. For the groundwater flow inverse problem the
space X is naturally L∞(D; R) and we will not be able to use the proposition in this
space to establish the almost sure continuity of F . However, we employ recent Lipschitz
continuity results [22] for G on Lq(D; R), q < ∞ to establish the almost sure continuity
of G.
6.2.5 Prior Gaussian Measures
Let D denote a bounded open subset of R2. For our applications we will use the following
two constructions of Gaussian prior measures µ0 which are Gaussian N(0, Ci), i = 1, 2 on
Hilbert function spaceHi, i = 1, 2.
• N(0, C1) on
H1 := {u : D → R | u ∈ L2(D; R)),
∫
D
u(x) dx = 0},
where
C1 = A−α with α > 1 and A := −∆ (6.15)
with domain
D(A) := {u : D → R | u ∈ H2(D; R),∇u·ν = 0 on ∂D and
∫
D
u(x) dx = 0}.
Here ν denotes the outward normal.
• N(0, C2) onH2 := L2(D; R) with C2 : H2 → H2 being the integral operator
C2φ(x) =
∫
D
c(x, y)φ(y) dy with c(x, y) = exp
(
−|x− y|
2
L2
)
. (6.16)
In fact, in the inverse model arising from groundwater flow studied in [125, 126], the Gaus-
sian measure N(0, C1) was taken as the prior measure for the logarithm of the permeability.
On the other hand the Gaussian measure N(0, C2) is widely used to model the earth’s sub-
surface [177] as draws from this measure generate smooth random functions in which the
parameter L sets the spatial correlation length. For both of these measures it is known that,
under suitable conditions on the domain D, draws are almost surely in C(D; R); see [61,
Theorems 2.16 and Theorem 2.18] for more details.
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Since α > 1 in (6.15), the Gaussian random function with measure µ0 defined in
either case above has the property that, for U := C(D; R), µ0(U) = 1. Since U is a
separable Banach space µ0 can be redefined as a Gaussian measure on U . Furthermore it is
possible to define the appropriate σ-algebra Σ in such a way that (U,Σ, µ0) is a complete
probability space; for details see Appendix 2. We have the following, which is a subset of
what is proved in Proposition 6.6.3.
Proposition 6.2.8. Consider a random function u drawn from one of the Gaussian proba-
bility measures µ0 onU given above. Thenm(D0i ) = 0, µ0-almost surely, for i = 1, · · · , n.
This, combined with Proposition 6.2.6, is the key to making a rigorous well-posed
formulation of Bayesian level set inversion. Together the results show that priors may be
constructed for which the problematic discontinuities in the level set map are probability
zero events. In the next section we demonstrate how the theory may be applied, by consid-
ering two examples.
6.3 Examples
6.3.1 Test Model 1 (Inverse Potential Problem)
Let D ⊂ R2 be a bounded open set with Lipschitz boundary. Consider the PDE
∆p = κ in D, p = 0 on ∂D. (6.17)
If κ ∈ X := L2(D) it follows that there is a unique solution p ∈ H10 (D). Furthermore
∆p ∈ L2(D), so that the Neumann trace can be defined in V := H− 12 (∂D) by the follow-
ing Green’s formula:〈∂p
∂ν
, ϕ
〉
∂D
=
∫
D
∆pϕ dx+
∫
D
∇p∇ϕ dx
for ϕ ∈ H1(D). Here ν is the unit outward normal vector on ∂D and 〈·, ·〉∂D denotes the
dual pairing on the boundary. We can then define the bounded linear map G : X → V by
G(κ) = ∂p∂ν .
Now assume that the source term κ has the form
κ(x) = 1D1(x)
for some D1 ⊆ D. The inverse potential problem is to reconstruct the support D1 from
measurements of the Neumann data of p on ∂D. In the case where the Neumann data is
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measured everywhere on the boundary ∂D, and where the domainD1 is assumed to be star-
shaped with respect to its centre of gravity, the inverse problem has a unique solution; see
[129, 130] for details of this theory and see [37, 119] for discussion of numerical methods
for this inverse problem. We will study the underdetermined case where a finite set of
bounded linear functionals Oj : V → R are measured, noisily, on ∂D:
yj = Oj
(∂p
∂ν
)
+ ηj . (6.18)
Concatenating we have y = (O ◦G)(κ) + η. Representing the boundary of D1 as the zero
level set of a function u ∈ U := C(D; R) we write the inverse problem in the form (6.5):
y = (O ◦G ◦ F )(u) + η. (6.19)
Since multiplicity and uncertainty of solutions are then natural, we will adopt a Bayesian
approach.
Notice that the level set map F : U → X is bounded: for all u ∈ U we have
‖F (u)‖X ≤ Vol(D) :=
∫
D dx. Since G : X → V and O : V → RJ are bounded
linear maps it follows that G = O ◦ G ◦ F : U → RJ is bounded: we have constant
C+ ∈ R+ such that, for all u ∈ U , |G(u)| ≤ C+. From this fact Assumptions 6.2.2(1)
and (3) follow automatically. Since both G : X → V and O : V → RJ are bounded, and
hence continuous, linear maps, the discontinuity set of G is determined by the discontinuity
set of F : U → X. By Proposition 6.2.6 this is precisely the set of functions for which
the measure of the level set {u(x) = 0} is zero. By Proposition 6.2.8 this occurs with
probability zero for both of the Gaussian priors specified there and hence Assumptions
6.2.2(2) holds with these priors. Thus Theorem 6.2.3 applies and we have a well-posed
Bayesian inverse problem for the level set function.
6.3.2 Test Model 2 (Discontinuity Detection in Groundwater Flow)
Consider the single-phase Darcy-flow model given by
−∇ · (κ∇p) = f in D, p = 0 on ∂D. (6.20)
HereD is a bounded Lipschitz domain in R2, κ the real-valued isotropic permeability func-
tion and p the fluid pressure. The right hand side f accounts for the source of groundwater
recharge. Let V = H10 (D; R), X = L
∞(D; R) and V ∗ denote the dual space of V . If
f ∈ V ∗ and X+ := {κ ∈ X : essinfx∈Dκ(x) ≥ κmin > 0} then G : X+ 7→ V defined by
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G(κ) = p is Lipschitz continuous and
‖G(κ)‖V = ‖p‖V ≤ ‖f‖V ∗/κmin. (6.21)
We consider the practically useful situation in which the permeability function κ is
modelled as piecewise constant on different regions {Di}ni=1 whose union compriseD; this
is a natural way to characterise heterogeneous subsurface structure in a physically mean-
ingful way. We thus have
κ(x) =
n∑
i=1
κi1Di(x)
where {Di}ni=1 are subsets of D such that ∪ni=1Di = D and Di ∩Dj = ∅, and where the
{κi}ni=1 are positive constants. We let κmin = mini κi.
Unique reconstruction of the permeability in some situations is possible if the pres-
sure p is measured everywhere [4, 196]. The inverse problem of interest to us is to locate
the discontinuity set of the permeability from a finite set of measurements of the pressure p.
Such problems have also been studied in the literature. For instance, the paper [218] consid-
ers the problem by using multiple level set methods in the framework of optimisation; and
in [127], the authors adopt a Bayesian approach to reconstruct the permeability function
characterised by layered or channelized structures whose geometry can be parameterised
finite dimensionally. As we consider a finite set of noisy measurements of the pressure p,
in V ∗, and the problem is underdetermined and uncertain, the Bayesian approach is again
natural. We make the significant extension of [127] to consider arbitrary interfaces, requir-
ing infinite dimensional parameterisation: we introduce a level set parameterisation of the
domains Di, as in (6.3) and (6.4).
Let O : V → RJ denote the collection of J linear functionals on V which are our
measurements. Because of the estimate (6.21) it is straightforward to see that G = O◦G◦F
is bounded as a mapping from U into RJ and hence that Assumptions 6.2.2(1) and (3) hold;
it remains to establish (2). To that end, from now on we need slightly higher regularity on
f . In particular, we assume that, for some q > 2, f ∈ W−1(Lq(D)). Here the space
W−1(Lq(D)) := (W 1,q
∗
0 (D))
∗ ⊂ V ∗ for q∗ and q conjugate: 1/q + 1/q∗ = 1. It is shown
in [22] that there exits q0 > 2 such that the solution of (6.20) satisfies
‖∇p‖Lq(D) ≤ C‖f‖W−1(Lq(D))
for some C <∞ provided 2 ≤ q < q0. We assume that such a q is chosen. It then follows
thatG is Lipschitz continuous from Lr to V where r := 2q/(q−2) ∈ [2,∞). To be precise,
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let pi be the solution to the problem (6.20) with κi, i = 1, 2. Then the following is proved
in [22]: for any q ≥ 2,
‖p1 − p2‖V ≤ 1
κmin
‖∇p1‖Lq(D)‖κ1 − κ2‖Lr(D)
provided∇p1 ∈ Lq(D).
Hence G : Lr(D) → V is Lipschitz under our assumption that f ∈ W−1(Lq(D))
for some q ∈ (2,∞). By viewing F : U → Lr(D), it follows from Proposition (6.2.6) and
Proposition (6.2.8) that Assumptions (6.2.2) (2) holds with both Gaussian priors defined in
Section 6.2.5. As a consequence Theorem 6.2.3 also applies in the groundwater flow model.
6.4 Numerical Experiments
Application of the theory developed in Section 6.2.3 ensures that, for the choices of Gaus-
sian priors discussed in Section 6.2.5, the posterior measure on the level set is well defined
and thus suitable for numerical interrogation. In this section we display numerical experi-
ments where we characterise the posterior measure by means of sampling with MCMC. In
concrete we apply the preconditioned Crank-Nicolson MCMC (pCN-MCMC) method ex-
plained in [57]. We start by defining this algorithm. Assume that we have a prior Gaussian
measure N(0, C) on the level set function u and a posterior measure µy given by (6.10).
Define
a(u, v) = min{1, exp(Φ(u)− Φ(v))}
and generate {u(k)}k≥0 as follows:
Algorithm 6.4.1 (pCN-MCMC).
Set k = 0 and pick u(0) ∈ X .
1. Propose v(k) =
√
(1− β2)u(k) + βξ(k), ξ(k) ∼ N(0, C).
2. Set u(k+1) = v(k) with probability a(u(k), v(k)), independently of (u(k), ξ(k)).
3. Set u(k+1) = u(k) otherwise.
4. k → k + 1 and return to 1. .
Then the resulting Markov chain is reversible with respect to µy and, provided it is
ergodic, satisfies
1
K
K∑
k=0
ϕ
(
u(k)
)→ Eµyϕ(u)
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for any test function ϕ with suitable regularity. Furthermore a central limit theorem deter-
mines the fluctuations around the limit, which are asymptotically of size K−
1
2 .
6.4.1 Aim of The Experiments
By means of the MCMC method described above we explore the Bayesian posterior of the
level set function that we use to parametrise unknown geometry (or discontinuous model
parameters) in the geometric inverse problems discussed in Section 6.3. The first experi-
ment of this section concerns the inverse potential problem defined in Section 6.3.1. The
second and third experiments are concerned with the estimation of geologic facies for the
groundwater flow model discussed in Section 6.3.2. The main objective of these experi-
ments is to display the capabilities of the level set Bayesian framework to provide an esti-
mate, along with a measure of its uncertainty, of unknown discontinuous model parameters
in these test models. We recall that for the inverse potential problem the aim is to estimate
the support D1 of the indicator function κ(x) = 1D1(x), that defines the source term of
the PDE (6.17), given data/observations from the solution of this PDE. Similarly, given
data/observations from the solution of the Darcy flow model (6.20), we wish to estimate the
interface between geologic facies {Di}ni=1 corresponding to regions of different structural
geology and which leads to a discontinuous permeability κ(x) =
∑n
i=1 κi1Di(x) in the
flow model (6.20). In both test models, we introduce the level set function merely as an
artefact to parametrise the unknown geometry (i.e. Di = {x ∈ D | ci−1 ≤ u(x) < ci}),
or equivalently, the resulting discontinuous field κ(x). The Bayesian framework applied to
this level-set parametrisation then provides us with a posterior measure µy on the level set
function u. The push-forward of µy under the level set map F (6.4) results in a distribu-
tion on the discontinuous field of interest κ. This push-forward of the level set posterior
F ∗µy := µy ◦ F−1 comprises the statistical solution of the inverse problem which may, in
turn, be used for practical applications.
A secondary aim of the experiments is to explore the role of the choice of prior on
the posterior. Because the prior is placed on the level set function, and not on the model
parameters of direct interest, this is a non-trivial question. To be concrete, the posterior
depends on the Gaussian prior that we put on the level set. While the prior may incorporate
our a priori knowledge concerning the regularity and the spatial correlation of the unknown
geometry (or alternatively, the regions of discontinuities in the fields of interest) it is clear
that such selection of the prior on the level set may have a strong effect on the resulting
posterior µy and the corresponding push-forward F ∗µy. One of the key aspects of the
subsequent numerical study is to understand the role of the selection of the prior on the
level set functions in terms of the quality and efficiency of the solution to the Bayesian
inverse problem as expressed via the push-forward of the posterior F ∗µy.
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6.4.2 Implementational Aspects
For the numerical examples of this section we consider synthetic experiments. The PDEs
that define the forward models of Section 6.3 (i.e. expressions (6.17) and (6.20)) are solved
numerically, on the unit-square, with cell-centred finite differences [7]. In order to avoid
inverse crimes [136], for the generation of synthetic data we use a much finer grid (size
specified below) than the one of size 80× 80 used for the inversion via the MCMC method
displayed in Algorithm 6.4.1.
Algorithm 6.4.1 requires, in step (i), sampling of the prior. This is accomplished
by parameterising the level set function in terms of the Karhunen-Loe`ve (KL) expansion
associated to the prior covariance operator C (See Appendix 2, equation (6.24)). For the
purpose of numerics, the infinite series of the KL expansion is truncated; theoretical results
concerning the effect of this finite dimensional approximation on the posterior can be found
in [58]. Upon discretisation, the number of eigenvectors of C equals the dimensions of the
discretised physical domain of the model problems (i.e. N = 6400 in expression (6.25)).
Once the eigen-decomposition of C has been conducted, then sampling from the prior can
be done simply by sampling an i.i.d set of random variables {ξk} with ξ1 ∼ N(0, 1) and
using it in (6.25). During the burn-in period (which here is taken to comprise 104 iterations)
of the MCMC method, we find it advantageous to freeze the higher KL modes and conduct
the sampling only for the lower modes. After the aforementioned burn-in, the sampling is
then carried out on the full set of KL modes represented on the given computational mesh.
This freezing of modes during the burn-in enables the MCMC method to quickly reach an
“optimal” state where the samples of the level set function provide fields κ(x) that are close
to the truth. However, once this optimal state has been reached, it is essential to conduct
the sampling on the full spectrum of KL modes to ensure that the MCMC chain mixes
and properly represents the posterior uncertainty. More precisely, if only the lowest modes
are retained for the full chain, the MCMC may collapse into the optimal state but without
mixing. Thus, while the lowest KL modes determine the main geometric structure of the
underlying discontinuous field, the highest modes are essential for the proper mixing and
thus the proper and efficient characterisation of the posterior.
6.4.3 Inverse Potential Problem
In this experiment we generate synthetic data by solving (6.17), on a fine grid of size
240 × 240 with the “true” indicator function κ† = 1
D†1
displayed in Figure 6.1 (top). The
observation operator O = (O1, . . . ,O64) is defined in terms of 64 mollified Dirac deltas
{Oj}64j=1 centred at the measurement locations display as white squares along the bound-
ary of the domain in Figure 6.1 (top). Each coordinate of the data is computed by means
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of (6.19) with p from the solution of the PDE with the aforementioned true source term
and by adding Gaussian noise ηj with standard deviation of 10% of the size of the noise-
free measurements (i.e. of Oj( ∂p∂ν )). We reiterate that, in order to avoid inverse crimes
[136], we use a coarser grid of size 80 × 80 for the inversion via the MCMC method (Al-
gorithm 6.4.1). The parametrisation of D1 in terms of the level set function is given by
D1 = {x ∈ D |u(x) < 0} (i.e. by simply choosing c0 = −∞ and c1 = 0 in (6.3)).
For this example we consider a prior covariance C of the form presented in (6.16)
for some choices of L in the correlation function. We construct C directly from this corre-
lation function and then we conduct the eigen-decomposition needed for the KL expansion
and thus for sampling the prior. In Figure 6.2 we display samples from the prior N(0, C) on
the level set function u (first, third and fifth rows) and the corresponding indicator function
κ = 1D1 (second, fourth and sixth rows) for (from left to right) L = 0.1, 0.15, 0.2, 0.3, 0.4.
Different values of L in (6.16) clearly result in substantial differences in the spatial corre-
lation of the zero level set associated to the samples of the level set function. The spatial
correlation of the zero level set function, under the prior, has significant effect on 1D1 which
we use as the right-hand side (RHS) in problem (6.17) and whose solution, via expression
(6.19), determines the likelihood (6.9). It then comes as no surprise that the posterior mea-
sure on the level set is also strong;y dependent on the choice of the prior via the parameter
L. We explore this effect in the following paragraphs.
In Figure 6.3 we present the numerical results from different MCMC chains com-
puted with different priors corresponding to the aforementioned choices of L. The MCMC
mean of the level set function is displayed in the top row of Figure 6.3 for the choices (from
left to right) L = 0.1, 0.15, 0.2, 0.3, 0.4. We reiterate that although the MCMC method
provides the characterisation of the posterior of the level set function, our primary aim is
to identify the field κ(x) = 1D1(x) that determines the RHS of (6.17) by means of con-
ditioning the prior N(0, C) to noisy data from (6.19). A straightforward estimate of such
field can be obtained by mapping, via the level set map (6.4), the posterior mean level set
function denoted by u into the corresponding field F (u(x)) = κ(x) = 1D1(x) where
D1 = {x ∈ D |u(x) < 0}. We display κ(x) = 1D1(x) in the top-middle row of Figure 6.3
along with the plot of the true field κ† = 1
D†1
(right column) for comparison.
As mentioned earlier, we are additionally interested in the push-forward of the pos-
terior measure of the level set function u under the level set map (i.e. (F ∗µy)(du)). We
characterise F ∗µy by mapping under F our MCMC samples from µy. In Figure 6.3 we
present the mean (bottom-middle) and the variance (bottom) of F ∗µy. Figure 6.4 shows
some posterior (MCMC) samples u of the level set function (first, third and fifth rows) and
the corresponding level set map F (u) = 1D1 with D1 = {x ∈ D |u(x) < 0} associated
to these posterior samples (second, fourth and sixth rows).
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The push-forward of the posterior measure under the level set map (i.e. F ∗µy) thus
provides a probabilistic description of the inverse problem of identifying the true κ† =
1
D†1
. We can see from Figure 6.3 that, for some choices of L, the mean of F ∗µy provides
reasonable estimates of the truth. However, the main advantage of the Bayesian approach
proposed here is that a measure of the uncertainty of such estimate is also obtained from
F ∗µy. The variance (Figure 6.3 bottom), for example, is a measure of the uncertainty in the
location of the interface between the two regions D and D \D1.
The results displayed in Figure 6.3 show the strong effect that the selection of the
prior has on the posterior measure µy and the corresponding push-forward measure F ∗µy.
In particular, there seems to be a critical value L = 0.2 above of which the corresponding
posterior mean on F ∗µy provides a reasonable identification of the true 1
D†1
with relatively
small variance. This critical value seems to be related to the size and the shape of the in-
clusions that determines the true region D†1 (Figure 6.1 (top)). It is intuitive that posterior
samples that result from very small spatial correlation cannot easily characterise these in-
clusions accurately unless the data is overwhelmingly informative. The lack of a proper
characterisation of the geometry from priors associated with small L is also reflected with
larger variance around the interface. It is then clear that the capability of the proposed level
set Bayesian framework to properly identify a shape D†1 (or alternatively its indicator func-
tion 1
D†1
) depends on properly incorporating, via the prior measure, a priori information on
the regularity and spatial correlation of the unknown geometry of D†1.
Since the selection of the prior has such a clear effect on the posterior, it comes as
no surprise that it also affects the efficiency of the MCMC method as we now discuss. In
the bottom-right panel of Figure 6.1 we show the autocorrelation function (ACF, see [31])
of the first KL mode of the level set function from different MCMC chains with different
priors corresponding to our different choices of correlation length L in (6.16). The tunable
parameters in the pCN-MCMC method are fixed for these experiments. We recall from
Figure 6.3 that larger values of L result in a mean level set whose corresponding indica-
tor function better captures the spatial structures form the truth and with smaller variance
around the interface. However, the larger the value of L the slower the decay of the ACF.
From these ACF plots, we note that even for the apparent optimal value of L = 0.3, our
MCMC method produces samples that are highly correlated and thus very long chains may
be needed in order to produce a reasonable number of uncorrelated samples needed for
statistical analysis. For this particular choice of L = 0.3 we have conducted 50 multiple
MCMC chains of length 106 (after burn-in period) initialised from random samples from
the prior. In Figure 6.1 (bottom-left) we show the potential scale reduction factor (PSRF,
see [32] for a defintion) computed from MCMC samples of the level set function (red-
solid line) and the corresponding samples under F (i.e. the 1D1’s) (blue-dotted line) which
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corresponds to the RHS of (6.17). We observe that the PSRF goes below 1.1 after (often
taken as an approximate indication of convergence [32]); thus the Gelman-Rubin diagnos-
tic [32] based on the PSRF is passed for this selection of L. The generation of multiple
independent MCMC chains that are statistically consistent opens up the possibility of using
high-performance computing to enhance our capabilities of properly exploring the poste-
rior. While we use a relatively small number of chains as a proof-of-concept, the MCMC
chains are fully independent and so the computational cost of running multiple chains scales
with the number of available processors.
The 5 × 107 samples that we obtained from the 50 MCMC chains are combined
to provide a full characterisation of the posterior µy on the level set and the corresponding
push-forward F ∗µy (i.e. The 1D1’s computed from D1 with posterior samples u). We
reemphasise that our aim is the statistical identification of 1D1† . Therefore, in order to
obtain a quantity from the true 1
D†1
against to which compare the computed push-forward
of the level set posterior, we consider the Discrete Cosine Transform (DCT) of the true field
1D. Other representations/expansions of the true field could be considered for the sake
of assessing the uncertainty of our estimates with respect to the truth. In Figure 6.5 we
show the prior and posterior densities of the first DCT coefficients of 1D1 where D1 =
{x ∈ D |u(x) < 0} with u from our MCMC samples (the vertical dotted line corresponds
to the DCT coefficient of the true 1
D†1
). We can observe how the push forward posterior
are concentrated around the true values. It is then clear how the data provide a strong
conditioning on the first DCT coefficients of the discontinuous field that we aim at obtaining
with our Bayesian level set approach.
While the main objective of our Bayesian methodology is to characterise the poste-
rior, it is relevant to assess the accuracy of this methodology at approximating the truth κ†.
To this end we define the following L1-relative error:
EL1(ξ) ≡
‖ξ − κ†‖L1(D)
‖κ†‖L1(D)
. (6.22)
In Figure 6.6 (left) we plot EL1(F (un)) which corresponds to the relative error with respect
to the truth κ†, at the nth MCMC iteration, of the MCMC sample mean un under the map
F . Figure 6.6 (middle) displays EL1(κn), i.e. the error of the sample mean of the push-
forward samples under F (i.e. the mean of the samples κn = F (un)). Finally, in Figure
6.6 (right) we show EL1(F (un)), the error of the push-forward under F of the nth MCMC
sample. We can clearly appreciate that the most accurate results corresponds to L = 0.3
and L = 0.4 which are, in turn, the cases with less uncertainty in terms of the variance (see
Figure 6.3 bottom row). The larger size of the errors in the rightmost panel is a reflection
of the uncertainty in the reconstruction, and the posterior variance in the estimates.
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Figure 6.1: Inverse Potential. Top: True source term κ† = 1
D†1
of eq. (6.17). Bottom-
left: PSRF from multiple chains with L = 0.3 in (6.16). The PSRF is computed from
level-set samples (solid red line) as well as the corresponding κ = 1D1 (blue dotted line).
Bottom-right: ACF of first KL mode of the level set function from single-chain MCMC
with different choices of L.
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Figure 6.2: Inverse Potential. Samples from the prior on the level set function u (first, third
and fifth rows) for (from left to right) L = 0.1, 0.15, 0.2, 0.3, 0.4. Corresponding 1D1 with
D1 = {x ∈ D |u(x) < 0} (second, fourth and sixth rows) associated to each of these
samples from the level set function.
177
Figure 6.3: Inverse Potential. MCMC results for (from left to right) L =
0.1, 0.15, 0.2, 0.3, 0.4 in the eq. (6.16). Top: Posterior mean level set function u (com-
puted via MCMC). Top-middle: Plot of 1D1 with D1 = {x ∈ D |u(x) < 0} (the truth
1
D†1
is presented in the right column). Bottom-middle: Mean of 1D1 where D1 = {x ∈
D |u(x) < 0} and u’s are the posterior MCMC samples (the truth is presented in the right
column). Bottom: Variance of 1D1 where D1 = {x ∈ D |u(x) < 0} and u’s are the
posterior MCMC samples
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Figure 6.4: Inverse Potential. Samples from the posterior on the level set u (first, third and
fifth rows) for (from left to right) L = 0.1, 0.15, 0.2, 0.3, 0.4. Corresponding 1D1 where
D1 = {x ∈ D |u(x) < 0} (second, fourth and sixth rows) associated to each of these
samples from the level set function.
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Figure 6.5: Inverse Potential. Densities of the prior and posterior of various DCT coeffi-
cients of the 1D1 where D1 = {x ∈ D |u(x) < 0} obtained from MCMC samples on the
level set u for L = 0.3 (vertical dotted line indicates the truth).
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Figure 6.6: Inverse Potential. L1(D) relative errors with respect to the truth for different
choices of L. Left: EL1(F (un)). Middle: EL1(κn). Right: EL1(F (un))
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6.4.4 Structural Geology: Channel Model
In this section we consider the inverse problem discussed in Section 6.3.2. We consider
the Darcy model (6.20) but with a more realistic set of boundary conditions that consist of
a mixed Neumann and Dirichlet conditions. For the concrete set of boundary conditions
as well as the right-hand-side we use for the present example we refer the reader to [125,
Section 4]. This flow model, initially used in the seminal paper of [45], has been used
as a benchmark for inverse problems in [113, 124, 125]. While the mathematical analysis
of subsection is 6.3.2 conducted on a model with Dirichlet boundary conditions, in order
to streamline the presentation, the corresponding extension to the case of mixed boundary
conditions can be carried out with similar techniques.
We recall that the aim is to estimate the interface between regions Di of different
structural geology which result in a discontinuous permeability κ of the form (6.2). In or-
der to generate synthetic data, we consider a true κ†(x) =
∑3
i=1 κi1D†i
with prescribed
(known) values of κ1 = 7, κ2 = 50 and κ3 = 500. This permeability, whose plot is
displayed in Figure 6.7 (top), is used in (6.20) to generate synthetic data collected from
interior measurement locations (white squares in Figure 6.7). The estimation of κ is con-
ducted given observations of the solution of the Darcy model (6.20). To be concrete, the
observation operator O = (O1, . . . ,O25) is defined in terms of 25 mollified Dirac deltas
{Oj}25j=1 centred at the aforementioned measurement locations and acting on the solution
p of the Darcy flow model. For the generation of synthetic data we use a grid of 160× 160
which, in order to avoid inverse crimes [136], is finer than the one used for the inversion
(80 × 80). As before, observations are corrupted with Gaussian noise proportional to the
size of the noise-free observations (Oj(p) in this case).
For the estimation of κ with the proposed Bayesian framework we assume that
knowledge of three nested regions is available with the permeability values {κi}3i=1 that
we use to define the true κ†. Again, we are interested in the realistic case where the rock
types of the formation are known from geologic data but the location of the interface be-
tween these rocks is uncertain. In other words, the unknowns are the geologic facies Di
that we parametrise in terms of a level set function, i.e. Di = {x ∈ D |ci−1 ≤ u(x) < ci}
with c0 = −∞, c1 = 0, c2 = 1, c3 = ∞. Similar to the previous example, we use a
prior of the form (6.16) for the level set function. In Figure 6.8 we display samples from
the prior on the level set function (first, third and fifth rows) and the corresponding perme-
ability mapping under the level set map (6.4) F (u)(x) = κ(x) =
∑3
i=1 κi1Di (second,
fourth and sixth rows) for (from left to right) L = 0.2, 0.3, 0.35, 0.4, 0.5. As before, we
note that the spatial correlation of the covariance function has a significant effect on the
spatial correlation of the interface between the regions that define the interface between
the geologic facies (alternatively, the discontinuities of κ). Longer values of L provide
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κ’s that seem more visually consistent with the truth. The results from Figure 6.9 show
MCMC results from experiments with different priors corresponding to the aforementioned
choices of L. The posterior mean level set function u is displayed in the top row of Fig-
ure 6.9. The corresponding mapping under the level set function κ ≡ ∑3i=1 κi1Di (with
Di = {x ∈ D |ci−1 ≤ u(x) < ci}) is shown in the top-middle.
Similar to our discussion of the preceding subsection, for the present example we
are interested in the push-forward of the posterior µy under the level set map F . More
precisely, F ∗µy provides a probability description of the solution to the inverse problem
of finding the permeability given observations from the Darcy flow model. In Figure 6.9
we present the mean (bottom-middle) and the variance (bottom) of F (µy) characterised
by posterior samples on the level set function mapped under F . In other words, these
are the mean and variance from the κ’s obtained from the MCMC samples of the level /
set function. As in the previous example, there is a critical value of L = 0.3 below of
which the posterior estimates cannot accurately identify the main spatial features of κ†.
Figure 6.10 shows posterior samples of the level set function (first, third and fifth rows)
and the corresponding κ (second, fourth and sixth rows). The posterior samples, for values
of L above the critical value L = 0.3, capture the main spatial features from the truth.
There is, however, substantial uncertainty in the location of the interfaces. Our results
offer evidence that this uncertainty can be properly captured with our level set Bayesian
framework. Statistical measures of F ∗µy (i.e. the posterior permeability measure on κ) is
essential in practice. The proper quantification of the uncertainty in the unknown geologic
facies is vital for the proper assessment of the environmental impact in applications such as
CO2 capture and storage, nuclear waste disposal and enhanced oil recovery.
In Figure 6.7 (bottom-right) we show the ACF of the first KL mode of level set func-
tion from different MCMC chains corresponding to different priors defined by the choices
of L indicated previously. In contrast to the previous example, here we cannot appreciate
substantial differences in the efficiency of the chain with respect to the selected values of
L. However, we note that ACF exhibits a slow decay and thus long chains and/or multiple
chains are need to properly explore the posterior. For the choice of L = 0.4 we consider
50 multiple MCMC chains. Our MCMC chains pass the Gelman-Rubin test [32] as we
can note from Figure 6.7 (bottom-left) where we show the PSRF computed from MCMC
samples of the level set function u (red-solid line) and the corresponding mapping, under
the level set map, into the permeabilities κ (blue-dotted line). As indicated earlier, we may
potentially increase the number of multiple chains and thus the number of uncorrelated
samples form the posterior.
Figure 6.11 shows the prior and posterior densities of the first DCT coefficients on
the κ obtained from the MCMC samples of the level set function (the vertical dotted line
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corresponds to the DCT coefficient of the truth κ†). For some of these modes we clearly
see that the posterior is concentrated around the truth. However, for the mode ξ4,4 we note
that the posterior is quite close to the prior indicating that the data have not informed this
mode in any significant way.
Finally, in Figure 6.12 we display relative errors EL1(F (un)) (left), EL1(κn) (mid-
dle) and EL1(F (un)) (right) with EL1 as defined in (6.22). Accurate approximations are
found for L = 0.3, 0.35, 0.4. As in Figure 6.6, the larger size of the errors in the rightmost
panel is a reflection of the uncertainty in the reconstruction, and the posterior variance in
the estimates.
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Figure 6.7: Identification of structural geology (channel model). Top: True κ in eq. (6.20).
Bottom-left: PSRF from multiple chains with L = 0.4 in (6.15). Bottom-right: ACF of first
KL mode of the level set function from single-chain MCMC with different choices of L.
6.4.5 Structural Geology: Layer Model
In this experiment we consider the groundwater model (6.20) with the same domain and
measurement configurations from the preceding subsection. However, for this case we
define the true permeability κ† displayed in Figure 6.13 (top). The permeability values
are as before. The generation of synthetic data is conducted as described in the preceding
subsection. For this example we consider the Gaussian prior on the level set defined by
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Figure 6.8: Identification of structural geology (channel model). Samples from the prior on
the level set (first, third and fifth rows) for (from left to right) L = 0.2, 0.3, 0.35, 0.4, 0.5.
push-forward onto κ (second, fourth and sixth rows) associated to each of these samples
from the level set function.
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Figure 6.9: Identification of structural geology (channel model). MCMC results for (from
left to right) L = 0.2, 0.3, 0.35, 0.4, 0.5 in the eq. (6.15). Top: MCMC mean of the level set
function. Top-middle: κ associated to the mean of the level set function (true κ is displayed
in the last column). Bottom-middle: Mean of the κ. Bottom: Variance of κ
186
Figure 6.10: Identification of structural geology (channel model). Samples from the
posterior on the level set (first, third and fifth rows) for (from left to right) L =
0.2, 0.3, 0.35, 0.4, 0.5. log(κ) (second, fourth and sixth rows) associated to each of these
samples from the level set function.
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Figure 6.11: Identification of structural geology (channel model). Densities of the prior and
posterior of some DCT coefficients of the κ’s obtained from MCMC samples on the level
set for L = 0.4 (vertical dotted line indicates the truth).
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Figure 6.12: Identification of structural geology (channel model). L1(D) relative errors
with respect to the truth for different choices of L. Left: EL1(F (un)). Middle: EL1(κn).
Right: EL1(F (un))
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(6.15). Since for this case the operator C is diagonalisable by cosine functions, we use
the fast Fourier transform to sample from the corresponding Gaussian measure N(0, C)
required by the pCN-MCMC algorithm.
The tunable parameter α in the covariance operator (6.15) determines the regularity
of the corresponding samples of the Gaussian prior (see for example [215]). Indeed, in
Figure 6.14 we show samples from the prior on the level set function (first, third and fifth
rows) and the corresponding κ (second, fourth and sixth rows) for (from left to right) α =
1.5, 2.0, 2.5, 3.0, 3.5. Indeed, changes in α have a dramatic effect on the regularity of the
interface between the different regions. We therefore expect strong effect on the resulting
posterior on the level set and thus on the permeability.
In Figure 6.15 we display numerical results from MCMC chains with different pri-
ors corresponding to (from left to right) α = 1.5, 2.0, 2.5, 3.0, 3.5. In Figure 6.15 we
present the MCMC mean of the level set function.The corresponding κ is shown in the top-
middle of Figure 6.15. In this figure we additionally display the mean (bottom-middle) and
the variance (bottom) of the κ’s obtained from the MCMC samples of the level set function.
Above a critical value α = 2.5 we obtain a reasonable identification of the layer perme-
ability with a small uncertainty (quantified by the variance). Figure 6.16 shows posterior
(MCMC) samples of the level set function (first, third and fifth rows) and the corresponding
κ (second, fourth and sixth rows) for the aforementioned choices of α.
Figure 6.13 (bottom-right) shows the ACF of the first KL mode of level set function
from MCMC experiments with different priors with α’s as before. The efficiency of the
MCMC chain does not seem to vary significantly for the values above the critical value of
α. However, as in the previous examples a slow decay in the ACF is obtained. An experi-
ment using 50 multiple MCMC chains initialized randomly from the prior reveals that the
Gelman-Rubin diagnostic test [32] is passed for α = 2.5 as we can observe from Figure
6.13 (bottom-left) where we the display PSRF from MCMC samples of the level set func-
tion (red-solid line) and the corresponding mapping into the κ (blue-dotted line). In Figure
6.17 we show the prior and posterior densities of the DCT coefficients on the κ obtained
from the MCMC samples of the level set function (the vertical dotted line corresponds to the
truth DCT coefficient). We see clearly that the DCT coefficients are substantially informed
by the data although the spread around the truth confirms the variability in the location of
the interface between the layers that we can ascertain from the posterior samples (see Figure
6.16).
In Figure 6.18 we present the relative errors with respect to the truth EL1(F (un))
(left), EL1(κn) (middle) and EL1(F (un)) (right). We note that α = 3.5 provides the most
accurate approximation of the truth. As in Figure 6.6, the larger size of the errors in the
rightmost panel is a reflection of the uncertainty in the reconstruction, and the posterior
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variance in the estimates.
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Figure 6.13: Identification of structural geology (layer model). Top: True κ in eq. (6.20).
Bottom-left: PSRF from multiple chains with α = 2.5 in (6.16). Bottom-right: ACF of first
KL mode of the level set function from single-chain single-chain MCMC with different
choices of α.
6.5 Conclusions
The primary contributions of this chapter are:
• We have formulated inverse problems for interfaces, within the Bayesian framework,
using a level set approach.
• This framework leads to a well-posedness of the level set approach, something that
is hard to obtain in the context of classical regularisation techniques for level set
inversion of interfaces.
• The framework also leads to the use of state-of-the-art function-space MCMC meth-
ods for sampling of the posterior distribution on the level set function. An explicit
motion law for the interfaces is not needed: the MCMC accept-reject mechanism
implicitly moves them.
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Figure 6.14: Identification of structural geology (layer model). Samples from the prior on
the level set (first, third and fifth rows) for (from left to right) α = 1.5, 2.0, 2.5, 3.0, 3.5 in
(6.16). κ (second, fourth and sixth rows) associated to each of these samples from the level
set function.
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Figure 6.15: Identification of structural geology (layer model). MCMC results for (from
left to right) α = 1.5, 2.0, 2.5, 3.0, 3.5 in the eq. (6.16). Top: MCMC mean of the level set
function. Top-middle: κ associated to the mean of the level set function (true κ is displayed
in the last column). Bottom-middle: Mean of the κ. Bottom: Variance of κ
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Figure 6.16: Identification of structural geology (layer model). Samples from the posterior
on the level set (first, third and fifth rows) for (from left to right) α = 1.5, 2.0, 2.5, 3.0, 3.5
in the eq. (6.16). κ (second, fourth and sixth rows) associated to each of these samples from
the level set function.
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Figure 6.17: Identification of structural geology (layer model). Densities of the prior and
posterior of some DCT coefficients of the κ’s obtained from MCMC samples on the level
set for L = 0.4 (vertical dotted line indicates the truth).
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Figure 6.18: Identification of structural geology (layer model). L1(D) relative errors with
respect to the truth for different choices of α in (6.16). Left: EL1(F (un)). Middle: EL1(κn).
Right: EL1(F (un))
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• We have studied two examples: inverse source reconstruction and an inverse con-
ductivity problem. In both cases we have demonstrated that, with appropriate choice
of priors, the abstract theory applies. We have also highlighted the behavior of the
algorithms when applied to these problems.
• The fact that no explicit level set equation is required helps to reduce potential issues
arising in level set inversion, such as reinitialisation. In most computational level
set approaches [37], the motion of the interface by means of the standard level set
equation often produces level set functions that are quite flat. For the mean curvature
flow problem, such flattening phenomena was observed early in the history of level
set evolution in [91] where the surface evolution starts from a “figure eight” shaped
initial surface; in addition it has been shown to happen even if the initial surface
is smooth [6]. This causes stagnation as the interface then moves slowly. Ad-hoc
approaches, such as redistancing/reinitialising the level set function with a signed
distance function, are then employed to restore the motion of the interface. In the
proposed computational framework, not only does the MCMC accept-reject mecha-
nism induce the motion of the interface, but it does so in a way that avoids creating
flat level set functions underlying the permeability. Indeed, we note that the posterior
samples of the level set function inherit the same properties from the ones of the prior.
In particular, the probability of obtaining a level set function which takes any given
value on a set of positive measure is zero under the posterior, as it is under the prior.
This fact promotes very desirable, and automatic, algorithmic robustness.
Natural directions for future research include the following:
• The numerical results for the two examples that we consider demonstrate the sen-
sitive dependence of the posterior distribution on the length-scale parameter of our
Gaussian priors. It would be natural to study automatic selection techniques for this
parameter, including hierarchical Bayesian modelling.
• We have assumed that the values of κi on each unknown domain Di are both known
and constant. It would be interesting, and possible, to relax either or both of these as-
sumptions, as was done in the finite geometric parameterisations considered in [127].
• The numerical results also indicate that initialisation of the MCMC method for the
level set function can have significant impact on the performance of the inversion
technique; it would be interesting to study this issue more systematically.
• The level set formulation we use here, with a single level set function and possibly
multiple level set values ci has been used for modelling island dynamics [167] where
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a nested structure is assumed for the regions {Di}ni=1 see Figure 6.19(a). However,
we comment that there exist objects with non-nested regions, such as those depicted
in Figure 6.19(b)-6.19(c), which can not be represented by a single level set function.
It would be of interest to extend this work to the consideration of vector-valued level
set functions. In the case of binary obstacles, it is enough to represent the shape via
a single level set function (cf. [204]). However, in the case of n-ary obstacles or
even more complex geometric objects, the representation is more complicated; see
the review papers [70, 71, 218] for more details.
(a) Nested regions (b) Non-nested regions-I (c) Non-nested regions-II
Figure 6.19: Nested regions and non-nested regions
• The Bayesian framework could be potentially combined with other parametrisations
of unknown geometries. For example, the pluri Gaussian approach has been used
with EnKF in [153] to identify geologic facies.
6.6 Appendix
6.6.1 Appendix 1
Proof of Theorem 6.2.3. Notice that the random variable y|u is distributed according to the
measure Qu, which is the translate of Q0 by G(u), satisfying Qu  Q0 with Radon-
Nikodym derivative
dQu
dQ0
(y) ∝ exp
(
−Φ(u; y)
)
,
where Φ : U × RJ → R is the least squares function given in (6.9). Thus for the given
data y, Φ(u; y) is up to a constant, the negative log likelihood. We denote by ν0 the product
measure
ν0(du, dy) = µ0(du)Q0(dy). (6.23)
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Suppose that Φ(·, ·) is ν0 measurable, then the random variable (u, y) ∈ U×Y is distributed
according to ν(du, dy) with
dν
dν0
(u, y) ∝ exp
(
−Φ(u; y)
)
.
From Assumptions 6.2.2(2) and the continuity of Φ(u; y) with respect to y, we know
that Φ(·; ·) : U × Y → R is continuous ν0−almost surely. Then it follows from Lemma
6.6.1 below that Φ(·; ·) is ν0-measurable. On the other hand, by Assumptions 6.2.2(1), for
|y|Γ ≤ r, we obtain the upper and lower bound for Z,
0 < exp(−K(r, κmin)) ≤ Z =
∫
U
exp(−Φ(u; y))µ0(du) ≤ 1.
Thus the measure is normalisable and applying the Bayes’ Theorem 3.4 from [61] yields
the existence of µy.
Let Z = Z(y) and Z ′ = Z(y′) be the normalisation constants for µy and µy′ , i.e.
Z =
∫
U
exp(−Φ(u; y))µ0(du), Z ′ =
∫
U
exp(−Φ(u; y′))µ0(du).
We have seen above that
1 ≥ Z,Z ′ ≥ exp(−K(r, κmin)) > 0.
From Assumptions 6.2.2(3),
|Z − Z ′| ≤
∫
| exp(−Φ(u; y))− exp(−Φ(u; y′))|µ0( du)
≤
∫
|Φ(u; y)− Φ(u; y′)|µ0( du) ≤ C(r)|y − y′|Γ
Thus, by the definition of Hellinger distance, we have
2dHell(µ
y, µy
′
)2 =
∫ (
Z−1/2 exp
(− 1
2
Φ(u; y)
)− (Z ′)−1/2 exp (− 1
2
Φ(u; y′)
))2
µ0( du).
≤ I1 + I2,
where
I1 =
2
Z
∫ (
exp
(− 1
2
Φ(u; y)
)− exp (− 1
2
Φ(u; y′)
))2
µ0( du)
I2 = 2|Z−1/2 − (Z ′)−1/2|2
∫
exp(−Φ(u; y′))µ0( du)
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Applying (1) and (2) in Assumptions 6.2.2 again yields
Z
2
I1 ≤ C(r)|y − y′|2Γ
and
I2 ≤ C(r)|Z−1/2 − (Z ′)−1/2|2 ≤ C(r)(Z−3 ∨ (Z ′)−3)|Z − Z ′|2 ≤ C(r)|y − y′|2Γ.
Therefore the proof that the measure is Lipschitz is completed by combining the preceding
estimates. The final statement follows as in [215], after noting that f ∈ L2µ0(U ;S) implies
that f ∈ L2µy(U ;S), since Φ(·; y) ≥ 0.
Lemma 6.6.1. Let U be a separable Banach space and (U,Σ, µ) be a complete probability
space with σ-algebra Σ. If a functional F : U → R is continuous µ-almost surely, i.e.
µ(M) = 1 where M denotes the set of the continuity points of F , then F is Σ-measurable.
Proof. By the definition of measurability, it suffices to show that for any c > 0
S := {u ∈ U | F(u) > c} ∈ Σ.
One can write S as S = (S ∩M) ∪ (S \M). Since F is continuous µ-almost surely, M is
measurable and µ(M) = 1. It follows from the completeness of the measure µ that S \M
is measurable and µ(S \M) = 0. Now we claim that S ∩M is also measurable. Denote
Bδ(u) ⊂ U to be the ball of radius δ centred at u ∈ U . For each v ∈ S ∩M , as F is
continuous at v, there exists δv > 0 such that if v′ ∈ Bδv(v), then F(v′) > c. Therefore
S ∩M can be written as
S ∩M = M
⋂ ⋃
v∈S∩M
Bδv (v)
that is the intersection of the measurable set M with the open set
⋃
v∈S∩M Bδv (v). So
S ∩M is measurable. Then it follows that F is Σ-measurable.
6.6.2 Appendix 2
Recall the Gaussian measure µ0 = N(0, C) on the function space H where C = Ci,H =
Hi, i = 1, 2 given in Section 6.2.5. These measures can be constructed as Gaussian random
fields.
Let (Ω,F ,P) be a complete probability space, i.e. if A ∈ F with P(A) = 0, then
P(B) = 0 for B ⊂ A. A random field on D is a measurable mapping u : D × Ω → R.
Thus, for any x ∈ D, u(x; ·) is a random variable in R; whilst for any ω ∈ Ω, u(·;ω) :
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D → R is a vector field. Denote by (RN,B(RN),P) the probability space of i.i.d standard
Gaussian sequences equipped with product σ-algebra and product measure. In this chapter,
we consider (Ω,F ,P) as the completion of (RN,B(RN),P) in which case the σ-algebra
F consists of all sets of the type A ∪ B, where A ∈ B(RN) and B ⊂ N ∈ B(RN) with
P(N) = 0. Let ω = {ξk}∞k=1 ∈ Ω = RN be an i.i.d sequence with ξ1 ∼ N(0, 1), and
consider the random function u ∈ H defined via the Karhunen-Loe´ve expansion
u(x;ω) = T (ω) :=
∞∑
k=1
√
λkξkφk(x), (6.24)
where {λk, φk}∞k=1 is the eigensystem of C. By the theory of Karhunen-Loe´ve expansions
[21], the law of the random function u is identical to µ0. Recalling that α > 1, the eigenval-
ues {λk} of C1 decay like k−α in two dimensions; whilst the eigenvalues of C2 will decay
exponentially. Moreover, we assume further that φk ∈ U and that supk ‖φk‖∞ <∞ which
holds in simple geometries. Due to the decaying properties of the eigenvalues of C, the
truncated sum
TN (ω) =
N∑
k=1
√
λkξkφk (6.25)
admits a limit T in L2P(Ω;H). By the Kolmogorov Continuity Theorem [61], T is in
fact Ho¨lder continuous P−almost surely; in particular, T ∈ U P-almost surely. Then by
Theorem 3.1.2 in [1], we have TN → T in the uniform norm of U , P-almost surely. Since
for any N ∈ , TN : (Ω,F ) → (U,B(U)) is continuous and thus measurable, we know
from the completeness of (Ω,F ,P) that the limit T is also measurable from (Ω,F ) to
(U,B(U)) (see p30 in [213]). The measurability of T enables us to define a new measure
on (U,B(U)) which we still denote by µ0 by the following:
µ0(A) = P(T −1(A)) = P ({ω ∈ Ω | u(·;ω) ∈ A}) for A ∈ B(U). (6.26)
Thus µ0 is indeed the push-forward measure of P through T . By definition, it is not hard
to verify that µ0 is the Gaussian measure N(0, C) on (U,B(U)). In addition, suppose that
B ⊂ N ∈ B(U) with µ0(N) = 0; if we still define µ0(B) according to (6.26), then
µ0(B) = P(T −1(B)) = 0 by the fact that T −1(B) ⊂ T −1(N) and the completeness
of (Ω,F ,P). Denote by Σ the smallest σ algebra containing B(U) and all sets of zero
measure under µ0 so that any set E ∈ Σ is of the form E = A ∪B, where A ∈ B(U) and
B ⊂ N ∈ B(U) with µ0(N) = 0. Then (U,Σ, µ0) is complete.
We comment that although a Gaussian measure is usually defined as a Borel mea-
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sure in the literature (see e.g. [21]), it is more convenient to work with a complete Gaussian
measure in this chapter; in particular, the completeness of µ0 is employed to show the mea-
surability of the observational map in level set based inverse problems.
Considering a Gaussian random function u(·;ω) with ω ∈ Ω, for any level constant
c ∈ R, we define the random level set
D0c = D
0
c (u(·;ω)) = D0c (ω) := {x | u(x;ω) = c}. (6.27)
Recall that the measure space (U,Σ, µ0) is the push-forward of (Ω,F ,P) under T . We
define the functionalMc : U → R by
Mcu = m({x | u(x) = c})
and the compositionRc :=Mc ◦ T , as illustrated in the following commutative diagram:
(Ω,F ,P) (U,Σ, µ0)
(R,B(R))
T
Rc=Mc◦T Mc
Lemma 6.6.2. For any c ∈ R, Mc is Σ-measurable and Rc is F -measurable so that
m(D0c ) is a random variable on both (U,Σ, µ0) and (Ω,F ,P).
Proof. To proveMc is Σ-measurable, we only need to check the setAt := {u ∈ U |Mcu ≥
t} ∈ Σ for any t ∈ R. SinceMc is a non-negative map, for t ≤ 0, it is obvious thatAt = U
and hence measurable. Now we claim that At is closed in U for t > 0. To that end, let
{un}∞n=1 be a sequence of functions in At such that ‖un − u‖U → 0 for some u ∈ U
as n → ∞. We prove that u ∈ At. Since ‖un − u‖U → 0, there exists a subsequence
which is still denoted by un such that ‖un − u‖U < 1/n. By the definition of At, un ∈ At
means that m({x ∈ D | un(x) = c}) ≥ t for all n. Moreover, from the construction of
un, {x ∈ D | un(x) = c} ⊂ Bn := {x ∈ D | |u(x) − c| < 1/n}, which implies that
m(Bn) ≥ t. Noting that
{x ∈ D | u(x) = c} = ∩∞n=1Bn
and that Bn is decreasing, we can conclude that m({x ∈ D | u(x) = 0}) ≥ t, i.e. u ∈ At.
So At is closed for t > 0. Then it follows from the measurability of T that Rc is F -
measurable. Therefore m(D0c ) is a random variable on both (U,Σ, µ0) and (Ω,F ,P).
The following theorem demonstrates that m(D0c ) vanishes almost surely on both
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measure spaces above.
Proposition 6.6.3. Consider a random function u drawn from one of the Gaussian proba-
bility measures µ0 on (U,Σ) given in Section 6.2.5. For c ∈ R, the random level set D0c of
u is defined by (6.27). Then
(i) m(D0c ) = 0,P-almost surely;
(ii) m(D0c ) = 0, µ0-almost surely.
Proof. (i) For any fixed x ∈ D, since the point evaluation u(x) acts as a bounded lin-
ear functional on U , u(x; ·) is a real valued Gaussian random variable, which implies
P({ω | u(x, ω) = c}) = 0. Moreover, noting that the random field u : D × Ω → R
is a measurable map, if we view m(D0c ) as a random variable on Ω, then
E[m(D0c )] =
∫
Ω
m
(
D0c (ω)
)
dP(ω) =
∫
Ω
∫
Rd
1{x |u(x;ω)=c} dx dP(ω)
=
∫
Ω
∫
Rd
1{(x, ω) |u(x;ω)=c} dx dP(ω)
Fubini
=
∫
Rd
∫
Ω
1{(x, ω) |u(x;ω)=c} dP(ω) dx
=
∫
Rd
∫
Ω
1{ω |u(x;ω)=c} dP(ω) dx =
∫
Rd
P({ω |u(x;ω) = c}) dx = 0.
Noting that m(D0c ) ≥ 0, we obtain m(D0c ) = 0,P-almost surely.
(ii) Recall that At = {u ∈ U | Mcu ≥ t} defined in Lemma 6.6.2 is closed in U
for any t > 0. Thus the set A := {u ∈ U | m({x | u(x) = c}) = 0} = (∪∞k=1A1/k)c =
∩∞k=1Ac1/k is a Borel set of U and measurable. Since µ0 is the push-forward measure of P
under T ,
µ0(A) = P(T −1(A)) = P({ω |m(D0c (ω)) = 0}) = 1,
where the last equality follows from (i).
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