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More than Moore ist die Philosophie der Mikroelektronik und Mikrosystemtechnik,
die gezwungen ist, durch 3D- und heterogene Systemintegration ihrer Bauteile dem
drängenden Wunsch nach mehr Leistung und Funktionalität bei gleichzeitiger Kos-
tenreduktion Rechnung zu tragen (IRTS, 2011). Das Zusammenführen verschiedenster
Werkstoffe durch Kombinationen verschiedenster Technologien zu einem System in
Package (SiP) birgt offensichtliche Risiken hinsichtlich der Zuverlässigkeit. Das unter-
schiedliche thermomechanische Verhalten der Werkstoffe führt während der Herstel-
lung zum Eintrag von Eigenspannungen. Man beobachtet Versagenserscheinungen, wie
Delamination, Lotermüdung, Drahtbondversagen, Rissbildung, Versagen von Through
Silicon Vias (TSVs), die ursächlich mit dem Auftreten von Eigenspannungen in Zu-
sammenhang stehen (Wunderle u. a., 2006; Wunderle und Michel, 2009; De Wolf u. a.,
2011; Olmen u. a., 2011). Daher liegt ein besonderer Fokus der Hersteller auf der Er-
langung von Wissen über Art, Größe und Entstehung der Eigenspannungen.
Es gibt derzeit ein reges Interesse an TSVs als 3D-Kontaktierung, da dort das größte
Potenzial an Leistungszuwächsen erwartet wird (IRTS, 2011). Allerdings sind Rissbil-
dung im Silizium, Pump-out-Effekte bei Kupfer-Vias sowie Reißen oder Delamination
der Via-Metallisierung bisher ungelöste Zuverlässigkeitsprobleme der Hersteller. Vor
diesem Hintergrund beschäftigt sich diese Arbeit mit der Bestimmung lokaler Eigen-
spannungen 3D-integrierter Kontaktstrukturen in Silizium am Beispiel von Wolfram
gefüllten TSVs.
Unterstützt von der Industrie, werden große Anstrengungen unternommen, die
Zuverlässigkeitsprobleme zu lösen. Daher sind zahlreiche Gruppen auf dem Gebiet
der TSV-Eigenspannungsbestimmung tätig. Einige nutzen die Raman-Spektrosko-
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pie (RS) (Ryu u. a., 2012b; De Wolf u. a., 2012; Saettler u. a., 2013). Oft werden
nur Raman-Peakverschiebungen angegeben. Eine genaue Spannungsbestimmung ist
schwierig und erfordert eine Reihe von Annahmen über die Spannungszustände. Die
Röntgenographische Spannungsanalyse (RSA) wurde von Budiman u. a. (2012) mit
der Scanning X-Ray Microdiffraction-Technik durchgeführt. Diese Technik basiert auf
Rückstreu-Laue-Aufnahmen und erreicht einen hohen Automatisierungsgrad (Tamura
u. a., 2003). Das Verfahren wird auch von anderen Gruppen genutzt (Okoro u. a., 2013;
Tengfei Jiang u. a., 2013). Nakatsuka u. a. (2011) verwenden hingegen einen Scan im
reziproken Raum (2ϑ − ω). Zur Nutzung der Röntgenbeugung existieren derzeit nur
wenige Beamlines an Synchrotronquellen, die eine ausreichend hohe laterale Auflö-
sung liefern. Die Spannungsbestimmung an TSVs mit Electron Back Scatter Diffraction
(EBSD) wurde z. B. von Malta u. a. (2011) veröffentlicht. Von Lee u. a. (2011, 2012a,b)
wurde eine Reihe von Nano-Indentation-Messungen veröffentlicht. Alle Gruppen ver-
gleichen, bewerten und interpretieren ihre Ergebnisse mit der Finite Elemente Methode
(FEM).
Die Ergebnisse lassen auf örtlich eng begrenzte Eigenspannungen schließen, die im
Si innerhalb weniger Mikrometer Abstand vom TSV mit starkem Gradienten abfallen.
Um in einem 3D-Package Spannungen an TSVs bestimmen zu können, sollte das ideale
Verfahren daher eine hohe Ortsauflösung und große Sensitivität haben, zerstörungs-
und kontaktfrei unter verborgenen Schichten messen können und von der Industrie
standardmäßig einsetzbar sein. Dieses ideale Verfahren gibt es derzeit nicht. Demzu-
folge wird zur TSV-Eigenspannung eine Vielzahl an Methoden angewandt. Die Rönt-
genbeugung bietet als einzige Methode die Möglichkeit, prinzipiell zerstörungs- und
kontaktfrei in einem Package Eigenspannungen zu bestimmen. Alle anderen Methoden
müssen an einem Querschliff durchgeführt werden, was zu Änderungen des Spannungs-
zustandes führt. Die Röntgenbeugung liefert eine der höchsten Dehnungsauflösungen
aller Verfahren und ermöglicht die Bestimmung des kompletten Spannungstensors.
Darüber hinaus werden heute an Synchrotron-Beamlines laterale Auflösungen im Sub-
mikrometerbereich erzielt. Die Eindringtiefe der Röntgenstrahlung bei Beugung am
Si-Einkristall in Bragg-Geometrie beträgt wenige Mikrometer. Damit erfüllt sie alle
technischen Verfahrenskriterien und wurde in dieser Arbeit als zentrale Methode zur
lokalen Eigenspannungsbestimmung ausgewählt. Die Messungen wurden an der Be-
amline P08 des PETRA III-Rings am DESY durchgeführt. Daneben wurde die RS als
einfach im Labormaßstab durchzuführendes Verfahren genutzt. Zur Bewertung und
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Interpretation der Ergebnisse wurden FE-Simulationen verwendet.
In der Arbeit wurden lokale und globale Eigenspannungen und Dehnungen bestimmt
sowie eine Fehlerbetrachtung und -abschätzung für die RSA durchgeführt. Die Ergeb-
nisse aus RSA und RS wurden mit FE-Simulationen verglichen. Dabei konnte die
hohe Präzision der RSA demonstriert werden. Der Vergleich der Dehnungsverläufe
von RSA und FE-Simulation zeigte gute bis zufriedenstellende Übereinstimmung bei
Vernachlässigung der steilen Gradienten am TSV. Zur Abschätzung großer Gradien-
ten, wurde eine Profilanalyse am Beispiel des (6 8 -2)-Reflex durchgeführt. Es konnte
mit RSA und RS gezeigt werden, dass eine Vernachlässigung der intrinsischen W-
Schichtspannungen in der FE-Simulation wahrscheinlich zu einer Unterschätzung des
Spannungsgradienten direkt am W-Si-Interface führt. Damit konnten erstmals die Er-
gebnisse von Koseski u. a. (2011) auch mit der RSA bestätigt werden. Die außerhalb des
TSV-Einflussbereiches (Abstand > 10 µm) im Topchip herrschende Zugspannung ist
so groß, dass spannungsempfindliche Front-End-Strukturen zwischen den TSVs nicht
eingesetzt werden können (Ryu u. a., 2012a).
Ein wichtiger Meilenstein in dieser Arbeit ist die Programmierung einer universellen
Beugungs- und Durchstrahlungssimulation, die auf dem Prinzip des Ray-Tracing ba-
siert. Sie berücksichtigt optional alle Elektronen-Photonen-Wechselwirkungen im Ener-
giebereich von 1 bis 500 keV einschließlich der dynamischen Beugung. Bauteile werden
als Körper dargestellt, die durch Flächen zweiter Ordnung begrenzt sind. Damit lassen
sich komplexe Mikrosysteme modellieren und daran Beugungs- und Durchstrahlungs-
experimente simulieren, um Effekte zu studieren oder Strahlzeit vorzubereiten. Die








In der Mikroelektronik gibt es zahlreiche Triebkräfte, die zur Einführung neuer Tech-
nologien und Werkstoffe führen. Solche Triebkräfte sind im Einzelnen (Garrou u. a.,
2008):






Die konventionelle Integration von Front-End - und Back-End -Strukturen als System
on a Chip (SoC) konnte sich in den letzten fünf Jahrzehnten durch fortwährende tech-
nologische Evolution außerordentlich erfolgreich als Motor der Halbleiteranwendun-
gen darstellen. Im letzten Jahrzehnt war der 2D-Integrationsprozess durch eine starke
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Annäherung an physikalische Grenzen gekennzeichnet, die eine Befriedigung der Er-
wartungen aus der Halbleiterindustrie in Zukunft immer unwahrscheinlicher werden
lässt. Die 3D-Integration gilt als Schlüsseltechnologie, um diese Erwartungen weiter-
hin zu erfüllen. Sie basiert auf der grundlegenden Idee, durch Stapeln von vertikal
kontaktierten SoC, die Leistungsfähigkeit mikroelektronischer Systeme umfassend zu
verbessern. Desweiteren werden insbesondere in der Mikrosystemetechnik Sensoren,
Aktoren oder SoC in SiP miteinander integriert. Diese heterogene Systemintergation
ermöglicht enorme Funktionalitäts- und Leistungssprünge.
Elektrische Leistungsfähigkeit
Signalgeschwindigkeit Die Geschwindigkeit der Signalübertragung in elektroni-
schen Bauelementen wird entscheidend von zwei Größen, der Schaltzeit eines Transis-
tors (Gate Delay) und der Signallaufzeit zwischen den Transistoren (RC-Delay RC,
R: Leiterbahnwiderstand, C: Kapazität des inter layer dilectric (ILD)) bestimmt. Für
das RC-Delay lässt sich folgender Zusammenhang schreiben (Bohr, 1995):
RC = 2ρε
(
4L2/P 2 + L2/T 2
)
, (2.1)
wobei ρ den spezifischen elektrischen Widerstand der Leiterbahn und ε die Permit-
tivtät des ILD darstellen sowie L, P und T Ausrücke für Länge, Pitch bzw. Dicke
der Leiterbahn sind. Die Verkleinerung der Schaltkreise reduziert immer das Gate
Delay und bei größeren Strukturbreiten auch das RC-Delay. Auf diese Weise erhält
man schnellere Bauelemente und größere Transistordichten (Moore, 1965). Sinken die
Strukturbreiten jedoch in den Bereich unter 0,3 µm beginnt das RC-Delay zu steigen
und dominiert gegenüber der Abnahme des Gate Delays. Ursache für den starken An-
stieg beim RC-Delay ist der wachsende elektrische Widerstand R der Leiterbahnen
infolge der Abnahme des Leiterquerschnitts sowie die Erhöhung der Kapazität C in-
folge der Abstandsreduktion benachbarter Leiterbahnen. Dies führt zur Begrenzung
der Signalverarbeitungsgeschwindigkeit für klassische, in der Chipebene integrierte,
Bauteile (Bohr, 1995). Seit Ende der 1990er Jahre wird zur Kompensation des stei-
genden elektrischen Widerstandes das Al-Leitermaterial zunehmend durch Cu ersetzt,
welches eine größere spezifische elektrische Leitfähigkeit besitzt. Das Problem der star-
ken Diffusion von Cu in ILD-Materialien konnte mit Diffusionsbarrieren gelöst werden.
Da deren Dicke aber konstant bleibt und nicht mit der Strukturbreite skaliert, steigt
das effektive R mit jedem weiteren Technologieknoten sogar überproportional. Eine
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weitere Möglichkeit zur Reduktion des RC-Delays bietet sich in der Reduktion der
Kapazität. Hierbei wird versucht, die Permittivitätszahl r des ILD zu reduzieren. Ty-
pische Werte für häufig genutztes SiO2 liegen bei 4. Ziel sind effektive Werte εr,eff
(ILD + Ätzstopps) um 2 oder darunter (low-k-materials) (IRTS, 2011). Dafür ist die
Integration poröser Dielektrika nötig. In der IRTS von 2001 wurde die Erstproduktion
von ICs mit εr,eff = 2.1 um 2010 bis 2011 erwartet (IRTS, 2001). Wegen Problemen
bzgl. der Integration solcher ILD gibt es seit 2007 allerdings massive Verzögerungen
bei der Reduktion des ILD-εr,eff . Aufgrund der geringen mechanischen Stabilität und
der schlechten Adhäsionseigenschaften poröser ILD treten schon während des che-
misch-mechanischen Polierens Beschädigungen und Delamination auf. Die IRTS sieht
in ihrer Ausgabe von 2011 die Erstproduktion von ILD mit εr,eff = 2.1 etwa 2025
(IRTS, 2011).
Abbildung 2.1: Vergleich der Kontaktierung in 2D- und 3D-Architektur.
Einen anderen Ausweg bietet das Stapeln von Si-Chips mit vertikalen Leiterbah-
nen in TSVs (Trough-Silicon-Vias). Abbildung 2.1 zeigt die Unterschiede zwischen 2D-
und 3D-Kontaktierung für ein System, bestehend aus drei Komponenten auf separa-
ten Chips. In der ebenen Architektur müssen teilweise lange Leiterbahnen realisiert
werden. Die vertikalen TSV-Kontaktierungen sind in abgedünnten Chips nur etwa 20–
50µm lang. Daher lässt sich die Länge der Leiterbahnen und damit der Widerstand R
in 3D-Architektur merklich reduzieren, was zu schnelleren Bauelementen führt (Put-
taswamy und Loh, 2007).
Speicherlatenz Die wachsenden Geschwindigkeitsunterschiede zwischen Prozessor
und Speicher führten zur Enwicklung von Cache-Systemen, mit L0-, L1- und L2-
Caches. Werden solche Architekturen planar integriert, lassen sich lange Signallaufzei-
ten prinzipiell nicht vermeiden. Nutzt man zusätzliche die vertikale Integration über
TSVs, lassen sich perfomante Multi-Level-Cache-Systeme besser integrieren. Dies wird
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umso wichtiger bei Mulit-Core-Prozessorsystemen. Es konnte gezeigt werden, dass sich
durch 3D-Neuaufteilung eines Intel Core 2 Prozessors beispielsweise die Latenzen zwi-
schen 32 und 52% senken lassen, was zu einem Leistungszuwachs von durchschnitt-
lich 47% führt (Puttaswamy und Loh, 2007). Ähnliches wird beim Stapeln einzelner
Speicher-Chips erreicht. Die Signalwege werden auf diese Weise drastisch verkürzt, was
zu schnelleren Speicherbausteinen führt (Abb. 2.1).
Energieverbrauch
In derzeit produzierten Prozessorchips wird durchschnittlich etwa die Hälfte der Ener-
gie in den Leiterbahnen verbraucht (Garrou u. a., 2008). Durch eine Verringerung der
Leiterbahnlänge durch 3D-Integration wird demnach spürbar weniger Energie zum
Betrieb der Bauteile benötigt. Es konnte durch Joyner und Meindl (2002) gezeigt wer-
den, dass der Energieverbrauch in den Leiterbahnen eines Chipstapels um etwa mit√
n (n: Chipanzahl im 3D-Stapel) skaliert. Im Rahmen der von Puttaswamy und Loh
(2007) durchgeführten 3D-Neuaufteilung des Intel Core 2 Prozessors mit 4 gestapelten
Chips, wurde eine Reduzierung des durchschnittlichen Energiebedarfs von etwa 20%
ermittelt.
Abbildung 2.2: Zerstörungsfreie Analyse von 3D SiP an verborgenen Strukturen mit




Die Kombination verschiedenster Materialien in SiPs führt zwangsweise zu neuen und
in ihren Eigenschaften unbekannten Materialkombinationen. Thermische Fehlpassung,
Diffusion oder Phasenbildung lassen bereits während der Herstellung Eigenspannun-
gen entstehen, die entweder während der Fertigung oder der späteren Anwendung zum
Versagen führen. Es ist daher nötig, SiPs auch hinsichtlich der Zuverlässigkeit und
Testbarkeit zu entwickeln. Es müssen Lebensdauertests durchgeführt werden, um die
Physik des Versagens sowie die Fehlermechanismen zu verstehen. Dafür ist Wissen über
die Werkstoffe und deren Eigenschaften in Packages nötig und muss gegebenenfalls in
Experimenten erworben werden. Abbildung 2.2 zeigt ein 3D SiP. Die experimentelle
Herausforderung besteht in der zerstörungsfreien Analyse verdeckter Strukturen. In
diesem Zusammenhang ist die Entwicklung von Tests nötig, die schnell, kostengünstig
und zerstörungsfrei Informationen von verborgenen Strukturen gewinnen. Diese kön-
nen mit integrierten aktiven und passiven Analysestrukturen gelingen oder mit Me-
thoden, die Ferndetektion ermöglichen (IR-Detektor, SAM-Kopf, Röntgendetektor).
Die Erkenntnisse zur Zuverlässigkeit haben Einfluss auf das Design der SiPs.
Formfaktor
Die im Abschnitt Speicher-Latenz angesprochene 3D-Integration ermöglicht nicht nur
schnellere Speicher, sondern erhöht auch die Speicherzellendichte im Volumen. Dies
ist bezüglich der fortschreitenden Miniaturisierung von Computern und anderen elek-
tronischen Geräten eine der wichtigsten Forderungen entsprechender Märkte. Ähnli-
che Forderungen gelten auch für Mikroprozessoren. Die enorme Erhöhung der Bau-
teildichte durch 3D-Integration führt allerdings auch zur Entstehung einer höheren
Abwärmedichte. Abwärme lässt sich in Chipstapeln schlechter ableiten, als bei pla-
narer Architektur, was in dessen Folge zu Hot-Spots in der 3D-Architektur führen
kann. Nach der 3D-Neuaufteilung des Intel Core 2 Prozessors stellen Puttaswamy und
Loh (2007) an Hot-Spots Temperaturanstiege von bis zu 17 ◦C fest. Da die Hot-Spots
Ausgangspunkt für Zuverlässigkeitsprobleme sind, muss bereits in der Design-Phase
gezielt solchen thermischen Problemen z. B. mit thermischem Underfill oder Interlayer
Cooling entgegengewirkt werden (Brunschwiler u. a., 2010).
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Kosten
Die 3D-Integration erfordert eine Reihe zusätzlicher Prozessschritte (z. B. TSV-Her-
stellung), welche die Produktion gegenüber der planaren Technologie entsprechend ver-
teuern. Außerdem kann es nötig sein zusätzliche Entwärmungsstrukturen in das Design
zu implementieren. In den letzten Jahren wurden eine Reihe von kostengünstigen Al-
ternativen zu Standard-3D-Prozessen entwickelt (Abschnitt 2.1.2). Ziel ist neben der
Reduktion unnötiger Kosten auch die Integration von 3D-Prozessen in die verschie-
denen spezifischen Fertigungsabläufe bei betreffenden Herstellern. Einzelne Bauele-
mente können durch Kombination kostengünstiger Prozesse und Materialien zu SiPs
integriert werden (More than Moore). Man erhält auf diese Weise kostengünstige
3D-Systeme.
Funktionalität
Bei Mikroprozessoren und Speicherbausteinen basiert die Funktionalität in erster Linie
auf ihrer Signalverarbeitungsgeschwindigkeit, dem Energieverbrauch sowie dem Form-
faktor. Bemerkungen dazu wurden entsprechend in den vorangegangenen Absätzen
gemacht.
In der heterogenen 3D-Integration lässt sich durch Kombination separat prozes-
sierter Mikrosystemkomponenten (z. B. Senoren oder Aktoren) eine fast unbegrenz-
te Funktionsvielfalt erzielen. Beispielsweise werden Mobiltelefone und Digitalkameras
in Zukunft verstärkt rückseitenbelichtete CMOS-Bildsensoren der zweiten Generation
nutzen. Sony hat kürzlich die erste eigene Version solcher Sensoren vorgestellt, bei der
die Pixeleinheit und die Schaltkreise auf separaten Chips prozessiert werden (Sony,
2012). Dies ermöglicht eine angepasste Prozessierung beider Einheiten, wodurch Bild-
qualität, Signalverarbeitungsgeschwindigkeit und implementierte Funktionalität stei-
gen. Gleichzeitig werden kompaktere Chipmaße und ein geringerer Stromverbrauch
erzielt.
2.1.2 Technologie zur 3D-Integration






• Wafer- oder Chip-Bonden.
Werden die TSVs vor dem Bonden integriert, so spricht man von Vias First-Prozessen.
Werden sie hingegen nach dem Bonden eingebracht, wird die Bezeichnung Vias Last
genutzt.
TSV-Herstellung







Abbildung 2.3: Prozessschritte zu TSV-Herstellung: (a) FEOL mit Poly-Si TSVs und
(b) BEOL mit W- oder Cu-TSVs (nach Garrou und Bower (2008b)).
Werden die TSVs während der FEOL-Prozesse (FEOL: front end of line) gefertigt,
spricht man von FEOL-TSVs (Abb. 2.3a). Wegen sich weiter anschließender FEOL-
Prozesse, kann als Leitermaterial ausschließlich dotiertes Poly-Si verwendet werden,
was sich nachteilig auf den elektrischen Widerstand der TSVs auswirkt. Werden TSVs
während der BEOL-Prozesse (BEOL: back end of line) gefertigt, so bezeichnet man sie
als BEOL-TSVs (Abb. 2.3b). Als Leitermaterialien wird W oder Cu eingesetzt (Garrou
und Bower, 2008b).
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Via-Strukturierung Das wichtigste Verfahren zur Erzeugung der Via-Löcher ist
das DRIE (Deep Reactive Ion Etching), bekannt auch unter dem Namen Bosch-
Prozess (Laermer und Schilp, 1996b,a). Ein Ätzschritt besteht aus dem Trockenät-
zen mit SF6, anschließender Passivierung mit C4F8 und darauffolgendem Aufbrechen
der Passivierung am Lochgrund durch Ionenbombardement auf das polarisierte Sub-
strat. Die Strukturierung in die Tiefe erfolgt durch fortlaufende Wiederholung des
Ätzschritts. Zur Maskierung können neben den gängigen Oxid- oder Nitridschichten
auch Fotolacke genutzt werden (Roozeboom u. a., 2008).
Abbildung 2.4: Bosch-Prozess
Neben dem DRIE gibt es alternativ die Möglichkeit, Via-Löcher durch Laserbohren
(Laser drilling) herzustellen oder nass-chemisch zu ätzen. Das Laserbohren wird in
der Regel als Ablationsverfahren angewandt und ist gegenüber DRIE kostengünstiger
und flexibler. (Sekiguchi u. a., 2006). Nachteilig sind dagegen der geringere Durch-
satz, der erhöhte Wärmeeintrag, die Kontamination mit Si-Schmelzrückständen (De-
bris) sowie eine Begrenzung des minimalen Lochdurchmessers auf etwa 10 µm (Lo und
Chang, 2008). Durch nass-chemisches Ätzen in einem photoelektrochemischen Ätzbad
mit wässriger HF lassen sich in n-Si TSV-Arrays mit großen Aspektverhältnis herstel-
len (Lehmann und Föll, 1990; Lehmann, 1993). In der Praxis wirkt sich nachteilig aus,
dass hier TSV-Durchmesser und Abstände abhängig vom Dotierungsgrad des Si sind
und daher nur begrenzte TSV-Layouts erlauben.
Via-Isolierung Die Via-Isolierung kann entweder mit anorganischen oder organi-
schen Dielektrika durchgeführt werden. Für anorganische Dielektrika wird SiO2 ge-
nutzt. Gut isolierende und winkeltreue thermische Oxide, die bei Prozesstemperatu-
ren zwischen 700 – 1150 ◦C abgeschieden werden, eignen sich nur für FEOL-Prozesse
(Schumicki und Seegebrecht, 1991; Wolf und Tauber, 1999). Derzeitige Technologi-
en zur 3D-Integration formen TSVs häufig im BEOL-Block, wo bereits vorhande-
ne Metallisierungen eine Prozesstemperatur von maximal 400 ◦C erlauben (Wieland,
2008). Daher sind CVD-basierte SiO2-Beschichtungsverfahren, wie sub-atmospheric
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CVD ozone-Tetraethylorthosilikat (SACVD O3-TEOS) oder plasma-enhanced TEOS
(PETEOS) häufiger anzutreffen (Graßl und Ramm, 1995; Klumpp u. a., 2010). Typi-
sche Schichtdicken liegen zwischen 150–300 nm und sind abhängig von der erreichbaren
Durchschlagsfeldstärke.
Organische Dielektrika können bei Raumtemperatur oder niedrigen Temperaturen
prozessiert werden, sodass sich diese Materialien besonders für TSV-last-Technologien
eignen und sehr geringe Eigenspannungen aufweisen. Darüber hinaus zeichnen sie sich
gegenüber SiO2-Schichten durch eine geringe Wasseraufnahme und niedrige Prozess-
kosten aus. Zu berücksichtigen ist die z. T. geringe Widerstandsfähigkeit gegenüber
hohen Prozesstemperaturen. Die Durchschlagsfeldstärken liegen im Bereich der TEOS-
CVD-Oxide und die Permittivitätszahlen typischerweise zwischen 2 und 3 (Tada u. a.,
2004; Shariff u. a., 2007). Wichtige Vertreter sind Parylen, dass bei Raumtemperatur
abgeschieden wird (You u. a., 1993; Dolbier Jr. und Beach, 2003), plasmapolymerisier-
tes Benzocyclobuten (BCB) (Kawahara u. a., 2003) und durch Sprühverfahren aufge-
brachte Fotolacke (Wimplinger, 2006; Shariff u. a., 2007). Eine weitere Möglichkeit der
Verwendung organischer Dielektrika stellt das Laserbohren dar (Sekiguchi u. a., 2006;
Yuan u. a., 2008). Hier werden gebohrte Vias eines gedünnten Wafers mit einem Harz
laminiert und dadurch gefüllt. Anschließend wird das Harz mit einem Laser zu einem
isolierten Via aufgebohrt.
Via-Metallisierung Zur vertikalen elektrischen Kontaktierung gestapelter Chips,
müssen die isolierten TSVs mit leitfähigen Materialien beschichtet (große Abmes-
sungen) oder gefüllt (kleine Abmessungen) werden. Insbesondere bei kleinen TSV-
Abmessungen geschieht dies heutzutage durch die metallischen Leiterwerkstoffe Cu
oder W. Nur noch selten wird dotiertes Poly-Silizium genutzt.
Für W als Füllmaterial sind ausschließlich CVD-Prozesse geeignet. Da CVD-W
auf SiO2 sehr schlecht haftet und aufwächst, wird eine dünne Schicht (Adhesion/Seed
Layer oder Liner) zur Verbesserung der Haftung und Keimbildung von W benötigt,
die gleichzeitig als Diffussionsbarriere wirkt. Dafür wird fast ausschließlich 20–30 nm
dickes TiN aus einem MOCVD-Prozess verwendet. Bei anschließender W-CVD wer-
den Temperaturen bis zu 430 ◦C erreicht. Dies bewirkt unter anderem, dass aufgrund
extrem hoher Eigenspannungen bei Raumtemperatur W-Schichtdicken auf etwa 1 µm
begrenzt sind. Probleme mit Delamination und dem Wafer-Handling infolge eines sehr
großen Wafer-Bow sind häufig Resultat der großen W-Schichtspannungen (Klumpp
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u. a., 2008). Die TSV-Abmessungen des Durchmessers bzw. die Länge der kurzen Seite
bei rechteckigen Querschnitten sind bei vollständiger Via-Füllung auf etwa 3µm be-
schränkt. Überschüssiges, über die TSV-Öffnung herausragendes, W wird durch einen
CMP-Prozess (CMP: Chemisch-Mechanisches Polieren) abgetragen.
(a) (b)
Abbildung 2.5: Querschnitt durchW-gefülltes TSV inkl. Kontaktpads: (a) schematisch,
(b) Lichtmikroskopaufnahme.
Wird Cu als Füllmaterial verwendet, bietet sich neben CVD-Prozessen für größere
TSV-Abmessungen auch die Möglichkeit der elektrolytischen Abscheidung (ECD, elec-
trochemical deposition). Als Diffusionsbarriere wird ein TiN oder TiW ähnlich dem
Liner für W-Metallisierung verwendet. Als Haftschicht für CVD-Cu wird zusätzlich ein
Ti-reiches TiN aus einem PECVD-Prozess oder PVD-Prozess benötigt (Klumpp u. a.,
2008). Die Beschichtungstemperaturen liegen zwischen 160 und 200 ◦C. Ein vollständi-
ges Füllen der Vias mit CVD-Cu wird für TSV-Abmessungen über ∼5µm zunehmend
unwirtschaftlich. Für größere Querschnitte bevorzugt man deswegen ECD-Cu mit ei-
nem mindestens 120 nm dicken Seed-Layer aus aus MOCVD-Cu (Wolf u. a., 2008;
Ritzdorf u. a., 2008). Im ECD-Prozess können Vias mit Aspektverhältnissen (Tiefe zu
Breite) bis etwa 10 : 1 vollständig gefüllt werden. Das Cu-Füllmaterial ist zunächst po-
rös und neigt bei thermischer Belastung infolge plastischer Verformung zum pump-out.
Daher wird nach dem Füllprozess eine Glühung um 400 ◦C für 5–10min durchgeführt
um die Porigkeit und späteres pump-out zu reduzieren. Anschließend wird überschüs-
siges Cu durch einen CMP-Prozess abgetragen.
Waferabdünnen und Vereinzeln
Um gestapelte Chips über TSVs vertikal zu kontaktieren, ist es nötig, die TSVs auf bei-
den Seiten der Chipfläche freizustellen. Da die TSVs eine begrenzte Tiefe zwischen 20
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und 60µm aufweisen, müssen die Wafer auf der Rückseite der TSVs entsprechend abge-
dünnt werden. Dies wird zu nächst mit Grob- und Feinschleifschritten erreicht. Dabei
werden beim Grobschleifen Beschädigungen in Form von polykristallinen Decklagen
und Mikrorissen sowie Eigenspannungen erzeugt, was zu stark verminderter Bruchfes-
tigkeit führt. Durch Feinschleifprozesse kann die Zone der Störung vermindert und die
Bruchfestigkeit erhöht werden. Anschließendes Plasmaätzen oder CMP der Rückseite
entfernt die Störschichten fast vollständig, jedoch sind weiterhin Mikrorisse zu finden
(Kröninger, 2008).
Die Vereinzelung geschieht mit diamantbesetzten Sägen oder durch Laser Ablati-
on. Beim Sägen entstehen Chipping genannte Defekte an der Sägekante ähnlich dem
Grobschleifen. Problematisch für die Bruchfestigkeit sind Mikrorisse. Das insbesonde-
re bei dünnen Wafern interessante Vereinzeln durch Laser Ablation birgt die Gefahr
eines hohen Wärmeeintrags und die Kontamination mit Debris. Der hohe Wärmeein-
trag verursacht im Allgemeinen Zugspannungen innerhalb einer Zone von wenigen µm
um die Trennfläche herum. Die Chipfläche kann mit Schutzfilmen von Debris sauber
gehalten werden. Allerdings sind die Trennflächen weiterhin kontaminiert, was dort zu
sehr rauen Oberflächen führt.
Wafer- oder Chip-Bonden
Es gibt zwei Möglichkeiten, um Chip-Stapel zu Bonden. Eine ist das Bonden von
Wafer auf Wafer (Wafer-Bonden, W2W: Wafer-to-Wafer), eine andere das Bonden
einzelner Chips auf Wafer (Chip-Bonden, D2W: Die-to-Wafer). Letztere Methode hat
den Vorteil, das die Chips im Stapel unterschiedliche Größen haben können und nur
funktionsfähige Chips gebondet werden. Nachteilig ist allerdings der geringere Durch-
satz und die schlechtere Ausrichtung der Bondpartner. Man unterscheidet F2F- und
B2F-Bonden (F2F: Face-to-Face, B2F: Back-to-Face). F2F-Bonden ist nur zwischen
zwei Chips möglich, die restlichen Chips im Stapel müssen B2F gebondet werden.
Abbildung 2.7 zeigt eine Übersicht der Vielzahl an Bondtechniken für die 3D-
Integration. Die in dieser Arbeit getesteten Aufbauten wurden mit dem Cu-Sn-SLID-
Verfahren (SLID: Solid Liquid Interdiffusion) gebondet. Es ist ein Vertreter der Lot-
bond-Verfahren und basiert auf der Bildung einer hochschmelzenden IMP (IMP: in-
termetallische Phase) durch Interdiffusion eines festen Metalls und der Flüssigphase
eines niedrigschmelzenden Metalls (Bernstein und Bartholomew, 1966).
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Abbildung 2.6: Prozessschritte B2F-Bond




Solid Liquid Interdiffusion Bonden
Abbildung 2.9: Binäres Zustandsdiagramm Cu-Sn zur Cu3Sn-Bildung (ε-Phase). Im
ersten Prozessschritt wird zunächst Cu6Sn5 gebildet (η′-Phase). Nach mehrmaligen
Anlassen erfolgt die Cu3Sn-Bildung durch weitere Diffusion. Die hochschmelzende ε-
Phase entsteht.
Abbildung 2.8 gibt einen Überblick über die Prozessschritte des Cu-Sn-SLID-Bon-
dens. Ausgangspunkt ist ein Schichtaufbau Cu-Sn-Cu. Wird dieser Schichtaufbau über
die Schmelztemperatur des Sn erwärmt (240 bis 300 ◦C), diffundiert das höherschmel-
zende Cu in die flüssige Sn-Phase und bildet die feste IMP Cu6Sn5. Ziel ist die vollstän-
dige Umwandlung von Cu6Sn5 in die thermisch stabilere IMP Cu3Sn, welche sich durch
Diffusion nach mehreren Aufheizzyklen bildet (Klumpp, 2008). Ein Vorteil dieses Ver-
fahrens ist, dass die hochschmelzenden IMPs bei nachfolgenden Bondprozessen nicht
weich werden oder gar aufschmelzen. Ein Nachteil ist das Schrumpfen der Bondver-
bindung bei der Bildung von IMPs. Das erfordert einerseits das Bonden unter Druck,
um beispielsweise den Wafer-Bow auszugleichen. Andererseits können schon gerin-
ge Höhenunterschiede der Waferoberfläche zu Spalten in der Bondverbindung führen
(Klumpp, 2008).
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2.2 Eigenspannungen
2.2.1 Eigenspannung in Werkstoffen
Elastizitätstheorie
Befindet sich ein Werkstoff im spannungsfreien Zustand, so haben zwei darin befind-
liche Punkte den spannungsfreien Abstand d0 zueinander. Ändert sich dieser Abstand








die Dehnung der beiden Punkte. In einem Werkstoff wird der lokale Spannungszustand
durch den Spannungstensor σ und der lokale elastische Verzerrungszustand durch den
Deformationstensor  ausgedrückt:
σ = (σij) ,  = (kl) mit i, j, k, l = 1..3. (2.3)
Beide Tensoren sind symmetrisch und besitzen daher maximal sechs unabhängige
Komponenten. Die Diagonalkomponenten beziehen sich auf Normalspannungen und
elastische Dehnungen entlang der Achsen eines kartesischen Koordinatensystems, wäh-
rend die Komponenten mit gemischten Indizes Schubspannungen (Tangetialspannun-
gen τ) und Scherungen (halbe Scherwinkel γ) darstellen. Unter der Annahme linear-
elastischen Verhaltens eines Materials sind Spannungs- und Deformationstensor im
verallgemeinerten Hookeschen Gesetz durch den Elastizitätstensor c miteinander ver-
knüpft:
σ = c · ,
σij = cijkl · kl.
(2.4)
Es gilt außerdem die Umkehrung
 = s · σ,
ij = sijkl · σkl
(2.5)
mit dem Tensor der elastischen Konstanten s = c−1. Es ist c ein Tensor 4. Stufe, dessen
Komponenten die spezifischen elastischen Moduln enthält. In einem Material bedingen
mechanische Spannungen und elastische Dehnungen einander. Die Symmetrie von ,
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σ und c wird genutzt, um die Tensoren in die oft leichter handhabbare Voigtschen
Notation umzuschreiben. Dabei werden die Indexpaare ij durch Voigtsche Indizes m
ersetzt (ij → m):
11→ 1 12→ 6 13→ 5
21→ 6 22→ 2 23→ 4
31→ 5 32→ 4 33→ 3
Für den Deformationstensor gilt die zusätzliche Vereinbarung
m =
ij für i = j2ij für i 6= j , (2.6)
Somit lassen sich Spannungs- und Deformationstensor als Vektoren schreiben und die
Gleichungen (2.4) und (2.5) lauten in Voigtscher Notation:
σm = cmn · n (2.7)
und
m = smn · σn. (2.8)
Spannungs- und Deformationsvektor sind mit der Elastizitätsmatrix nachVoigt (cmn)
verknüpft. Es gilt weiterhin (smn) = (cmn)−1. Die 36 Komponenten von (cmn) enthalten
die gleiche Information wie die 81 Komponenten von (cijkl). Da in allen Materialien
(cmn) symmetrisch ist, können maximal 21 Komponenten der elastischen Moduln un-
abhängig voneinander sein (trikliner Einkristall). Mit zunehmender Kristallsymmetrie




c11 c12 c12 0 0 0
c11 c12 0 0 0






Trotz des Vorteils ihrer Kompaktheit haben die Matrizen der Voigtschen Notation
den Nachteil, dass auf sie keine Tensoralgebra angewandt werden kann. Für Rotationen
ist dann immer die Tensornotation zu nutzen.
19
KAPITEL 2. GRUNDLAGEN: 3D-INTEGRATION VON TSVS UND EIGENSPANNUNG
In isotropen oder quasiisotropen Werkstoffen findet man nur zwei unabhängige Mo-
duln. In diesem Fall vereinfacht sich Gleichung (2.4) zu zwei skalaren Beziehungen:
σ = E ·  und τ = G · γ.
Die linke Gleichung gilt für einachsige und reine Druck- oder Zugbeanspruchung und
enthält den Elastizitätsmodul E. Die rechte Gleichung gilt für reine Scherung in ei-
ner Richtung und enthält den Schubmodul G. Die elastischen Moduln cmn oder die
elastischen Konstanten smn sind tabelliert.
Eigenspannungsbegriff
Eigenspannungen sind mechanische Spannungen, die in einem Material frei von äuße-
ren Kräften, Momenten und Temperaturgradienten vorhanden sind. Die korrespondie-
renden Kräfte und Momente im Werkstoffinneren sind dabei im Gleichgewicht. Eigen-
spannungen werden klassisch entsprechend des betrachteten Volumens in drei Arten
unterschieden. Eigenspannungen I. Art sind über makroskopische Abstände hinweg







In Abbildung 2.10 stellt σI den Mittelwert der lokalen Spannungen σy(x) des Line-
Scans dar. Als Eigenspannungen II. Art bezeichnet man die über typische Korngrößen







In Abbildung 2.10 bezieht sich σII auf die jeweiligen Körner, die vom Line-Scan ge-
schnitten werden. Eigenspannungen III. Art beschreiben die lokalen Spannungsabwei-
chungen von σI + σII .
σIII(x) = σ(x)− σI − σII
Es kann zweckmäßiger sein, die Eigenspannungen nach der Art ihrer Entstehung
in intrinsische oder extrinsische/thermische Eigenspannung einzuteilen (Noyan u. a.,
1995; Guisbiers u. a., 2007; Klumpp u. a., 2008). Intrinsische Eigenspannungen entste-
hen bei der Bildung des Festkörpers. In Kristallen umfassen sie auch die Spannungen
20
2.2. EIGENSPANNUNGEN
Abbildung 2.10: Schematische Darstellung der lokalen Spannung σy(x) und der Eigen-
spannungen I., II. und III. Art (oben). Aufgetragen ist y-Komponente des Spannungs-
tensors aus einem Line-Scan über das Gefüge eines einphasigen Polykristalls entlang
der x-Achse (unten).
aus der defektbedingten elastischen Gitterverzerrung. Extrinsische oder thermische Ei-
genspannungen entstehen bei Materialverbunden aufgrund unterschiedlicher Ausdeh-
nungskoeffizienten (CTE, coefficent of thermal expansion). Sie sind im Zusammenhang
mit Dünnschichtsystemen besonderes relevant, da dünne Schichten häufig deutlich über
Raumtemperatur abgeschieden werden und deshalb bei Raumtemperatur mehr oder
weniger große extrinsische Eigenspannungen aufweisen.
2.2.2 Eigenspannungen aus 3D-Integrationsprozess
Mit dem Ziel der Kostensenkung und des Maßschneiderns von Eigenschaften finden
in der Siliziummikrotechnik heutzutage praktisch alle Werkstoffgruppen – Halblei-
ter, Metalle, Polymere, Gläser und Keramiken – Anwendung. Das führt zwangsläufig
zu heterogenen Interfaces, welche während des Herstellungsprozesses hinsichtlich der
Bildung von Eigenspannungen besonders gefährdet sind. Einerseits können diese Ei-
genspannungen Auswirkungen auf die Funktion von spannungsempfindlichen Struk-
turen haben (z. B. Veränderung der Ladungsträgermobilität in CMOS-Strukturen).
Andererseits addieren sich Lastspannungen während der Herstellung und der späte-
ren Nutzung zu den Eigenspannungen. Dies kann zu unmittelbarem Versagen durch
21
KAPITEL 2. GRUNDLAGEN: 3D-INTEGRATION VON TSVS UND EIGENSPANNUNG
Rissbildung oder Delamination führen oder zur Einschränkung der Lebensdauer durch
ausgeprägte spannungsinduzierte Ermüdungserscheinungen. Zur Gewährleistung der
Funktion über die angestrebte Lebensdauer, ist es daher notwendig Kenntnis über die
Eigenspannungen an kritischen Stellen in 3D-Systemen zu haben. Kritische Stellen
sind solche, an denen Werkstoffe große intrinsische Eigenspannungen aufweisen, wo
prozessbedingt große extrinsische Eigenspannungen entstehen können oder wo span-
nungsempfindliche Front-End -Strukturen in der Nähe eigenspannungsbehafteter Zo-
nen platziert werden sollen (Keep-out Zone).
Tabelle 2.1: CTE, E-Modul und Fließspannung σF wichtiger Materialien zur 3D-Inte-
gration (Raffo, 1969; Davis, 1992; Ramm u. a., 2008; Garrou und Bower, 2008a). Alle
Werte bei Raumtemperatur.





Parylen‐F 36 2,6 52
Parylen‐C 35 (50)** 3,2 45‐55
Parylen‐N 69 2,4 45
CVD‐W 4,4 420 1600 (560..2000)*
CVD/EPD‐Cu 16,5..16,6 90 180 (35..250)*
Cu3Sn 18 100 480*





Isolierschichten aus CVD-SiO2 haben einen CTE um 0,5 ppm/K verglichen mit 2,8 des
Si (Tab. 2.1). Aus diesem Unterschied rühren typische Eigenspannungen in SiO2-Fil-
men von 400–500MPa Druck bei thermischen Oxiden und 100–200MPa Zug (SACVD
O3-TEOS) oder Druck (PETEOS) in TEOS-CVD-Oxiden her (Wieland, 2008). Mit
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FEM-Simulationen (FEM: Finite-Elemente-Methoden) konnten Wunderle u. a. (2006)
und Ramm u. a. (2008) zeigen, dass niedrige Prozesstemperaturen sich generell güns-
tig auf die plastische Verformung des oberen Via-Kontaktpads aus AlSiCu auswirken.
Isolierungen aus Parylenen zeigen zwar einen sehr Großen CTE-Unterschied zum Si,
werden aber bei Raumtemperatur abgeschieden und weisen dann etwa 20MPa Druck-
spannung auf. Nachfolgende thermische Prozessschritte können zu extrinsischen Span-
nungen im Bereich der Fließspannung σF führen (Garrou und Bower, 2008a).
Metallisieren mit W Bei der W-CVD werden Temperaturen von maximal 430 ◦C
erreicht, wodurch wegen der hohen Fließspannung σF (Tab. 2.1) praktische keine plas-
tische Verformung in W-TSVs beobachtet wird. Daher addieren sich bereits ab etwa
1µm Schichtdicke intrinsische und extrinsische Zugspannungen zu 1GPa (Klumpp,
2008).
Metallisieren mit Cu Die Glühbehandlung um 400 ◦C zur Verbesserung der Haft-
festigkeit des Cu erzeugt extrinsische Spannungen bei Raumtemperatur. Cu hat eine
relativ niedrige Fließgrenze (Tab. 2.1) und verformt sich daher bei zu hohem Span-
nungseintrag plastisch. Als Folge trägt jeder thermische Prozess oder Zyklus zu dem
Phänomen des Cu-Pumping oder Cu-Extrusion bei (Garrou, 2009; Okoro u. a., 2010;
De Wolf u. a., 2011).
Die Eigenspannungen der W- oder Cu-gefüllten TSVs ragen in das einkristalline Si
hinein und schaffen dort eine Keep-out-Zone, innerhalb welcher keine spannungsemp-
findlichen Front-End-Strukturen platziert werden sollten. Die Keep-out-Zone markiert
den Bereich, in dem sich Ladungsträgermobilität um mehr als 5% ändert. Dies ent-
spricht im Si etwa einer Dehnung von 10−4. (Ryu u. a., 2012a)
BEOL-Prozesse
Alle thermischen BEOL-Prozesse führen in Interfaces mit CTE-Unterschieden zu ex-
trinsischen Spannungen bei Raumtemperatur. Da BEOL-Schichten typischerweise Zug-
spannungen verursachen, führt ein anschließendes Abdünnen des Wafers zu dessen Ver-
wölbung. Es ist daher günstig Schichtanzahl, Prozesstemperaturen, CTE-Unterschiede
sowie die Topologie (CMP) gering zu halten (Kröninger, 2008).
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Abbildung 2.11: Typische Radialspannung im Si an einem Cu-TSV mit 10µm Durch-
messer und markierte Keep-out-Zone.
Abdünnen und Vereinzeln der Wafer
Grob- und Feinschleifverfahren tragen intrinsische Eigenspannungen rückseitig in den
abgedünnten Wafer ein. Bis zu einer Waferdicke von etwa 50µm ist deren Einfluss
auf die elektrischen Eigenschaften integrierter Strukturen beherrschbar (Kröninger,
2008). Kritischer ist die während des Abdünnens entstehende Verwölbung des Wafers
durch Spannungsrelaxation aktiver Schichten auf der Vorderseite und durch die Bear-
beitungsschicht auf der Rückseite. Die Verwölbung lässt sich durch Ätzprozesse und
CMP stark reduzieren.
Bondprozesse
Alle thermischen Bondprozesse führen in Interfaces mit CTE-Unterschieden bei Raum-
temperatur zu mehr oder weniger ausgeprägten extrinsischen Spannungen. Beim Cu-
Sn-SLID-Bonden werden Temperaturen von etwa 300 ◦C erreicht. Zusätzlich erfährt
die Bondverbindung bei Phasenumwandlung vom Metall zum IMP eine Schrumpfung.
In der Bondverbindung sind demnach Spannungsgradienten zu erwarten.
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2.3 Methoden zur lokalen
Eigenspannungsbestimmung
Der mechanische Spannungszustand eines Werkstoffs ist nicht messbar. Er kann aber
aus messbaren Eigenschaften, welche über ein Modell mit mechanischen Spannungen
in Zusammenhang stehen, berechnet werden. Für die lokale Eigenspannungsbestim-
mung können einfache und kostengünstige Methoden, wie Wafer-Bow- oder Oberflä-
chenwellen-Messungen (Surface Acoustic Wave: SAW) nicht angewandt werden, da
deren laterale Auflösung nicht ausreichend ist. Tabelle 2.2 gibt einen Überblick über
alternative, lokale Messverfahren, die in den nächsten Abschnitten erläutert werden
sollen.
Tabelle 2.2: Überblick über ausgewählte Methoden zur Eigenspannungsbestimmung in
Mikro/Nano-Systemen. ∆σ: laterale Auflösung, ∆σ: Spannungsauflösung.







RSA (PETRA III, P08) 2..10 5..25 x x (σij)
RSA (Labor) 30..100 10..50 x x (σij)
EBSD 0.1 100 (x) (σij)
Spannungssensor (Chip) 120..150 1..10 (x) (x) σx, σy
FEM < 0,1* ** x x (σij)
RAMAN-Spektroskopie 0.5 20..50 x σx, σy
fibDAC 0,2..0,5 10..100 σx, σy
* Kontinuumsbedingung muss erfüllt sein 
** Fehlerfortplanzung aus Parameterfehlern
2.3.1 Röntgenographische Spannungsanalyse
Prinzip
Eine wichtige Methode zur Bestimmung von Eigenspannungen in Kristallen ist die RSA
(RSA: Röntgenographische Spannungsanalyse)1. Sie nutzt als messbare Eigenschaft die
1Zu den Grundlagen der Beugung am Kristallgitter s. Abschnitt 3.1.4 auf Seite 41
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Bragg-Winkel einer Netzebenenschar, welche über die Bragg-Gleichung (3.21) und
das verallgemeinerte Hooksche Gesetz (2.4) mit den mechanischen Spannungen ver-
knüpft sind.2 Aus dem totalen Differenzial der Bragg-Gleichung unter der Annahme
einer konstanten Röntgenwellenlänge (∆λ = 0) und der Gleichung (2.2) lässt sich ei-





= −∆ϑ cotϑ0. (2.10)
Die Abhängigkeit des Bragg-Winkels ϑ vom Netzebenabstand d ist schematisch
in Abbildung 2.12 dargestellt. Die Messrichtung r gibt die Dehnungsrichtung an, die
parallel zum Netzebenenabstand und reziprokem Gittervektor h der gemessenen Netz-
ebene (hkl) verläuft.
(a) (b)
Abbildung 2.12: Abhängigkeit des Bragg-Winkels ϑ vom Netzebenabstand d: (a)
spannungsfreier Zustand und (b) Zustand bei einachsiger Zugbeanspruchung (Druck
in Messrichtung r) durch Querkontraktion.
Misst man den Bragg-Winkel ϑ für eine Netzebene (hkl) in einem Kristall, erhält
man den zugehörigen Netzebenabstand aus der Bragg-Gleichung. Bei Kenntnis des
dehnungsfreien Netzebenabstands d0 erhält man aus Gleichung (2.10) Werte für die
Dehnung  dieser Ebene im Kristall. Diese Dehnung ist die Projektion des Deformati-
onstensors  auf die Messrichtung r an einer Messstelle x im Werkstoff:
(r,x) = ri · rj · ij(x). (2.11)
Sechs (r,x) für verschiedene r an einer Stelle x liefern sechs Gleichungen entspre-
chend (2.11). Theoretisch lässt sich somit der vollständige Deformationstensor (x)
2Diese Arbeit beschränkt sich auf den Fall der winkeldispersiven Beugung.
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Abbildung 2.13: Schema zur schrittweisen Berechnung des Dehungs- und Spannungs-
tensors mit der RSA.
berechnen. Allerdings variieren die durchstrahlten Kristallvolumina, über welche d
gemittelt wird, abhängig von r. Ist die Anzahl (r,x) gering, ist daher die Fehleranfäl-
ligkeit der Messungen sehr hoch. Es sind daher immer möglichst viele Messungen in
verschiedenen Richtungen anzustreben. Insbesondere das Mapping größerer Proben-
bereiche kann daher sehr zeitaufwendig sein, sodass immer ein Kompromiss zwischen
Messgenauigkeit und Messzeit gefunden werden muss.
Der Spannungstensor σ(x) kann mithilfe des verallgemeinerten Hookschen Geset-
zes (2.4) aus (x) berechnet werden. Dazu müssen die elastischen Moduln des Kristalls
bekannt sein.
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Dehnungsfreier Gitterparameter und Elastische Konstanten des Si
Soll die Genauigkeit der ermittelten mechanischen Spannungen im Si etwa 10MPa
betragen, so müssen Dehnungen (d − d0)/d0 zwischen 10−3 und 10−4 Å registriert
werden. Das erfordert die Kenntnis des dehnungsfreien Netzebenabstandes d0 mit ei-
ner Genauigkeit von 10−5 Å. Die in der Mikrotechnologie verwendeten Si-Einkristalle
erreichen eine sehr hohe strukturelle Perfektion und sind daher außerordentlich gut
charakterisiert3. Der zur Berechnung von d0 benötigte Gitterparameter a zeigt im Si
neben seiner Temperaturabhängigkeit (CTE 2,8 ppm/K) auch Änderungen zwischen
10−7 bis 10−4 Å in Abhängigkeit von Art und Konzentration des Dotanden sowie dem
Sauserstoffgehalt (Celotti u. a., 1974; Kucytowski und Wokulska, 2005). Für Span-
nungsmessungen mit genannter Genauigkeit reicht es aus, die Temperatur mit einer
Gewissheit von wenigenK zu berücksichtigen. Korrekturen hinsichtlich des Dotanden
oder des Sauerstoffs sind nur bei hohen Konzentrationen notwendig.
Bezüglich der elastische Konstanten berichten Csavinszky und Einspruch (1963) so-
wie Hall (1967) über schwache Abhängigkeiten von der Temperatur und der Dotierung.
Da die elastischen Konstanten die Spannung und Dehnung linear verknüpfen, können
kleine Fehler der Konstanten vernachlässigt werden.
Proben- und Kristallkoordinatensystem
Falls das Probenkoordinatensystem (Kennzeichnung mit einfach gestrichenen Symbo-
len) in welchem r gemessen wird, nicht entlang des Kristallkoordinatensystems aus-
gerichtet ist, muss vor Anwendung des verallgemeinerten Hookschen Gesetzes der
Elastizitätstensor c in das Probenkoordinatensystem gedreht werden:
c′ijkl = aim · ajn · ako · alp · cmnop. (2.12)
Eine andere Möglichkeit besteht in der Drehung von ′(x) in das Kristallkoordina-
tensystem und nach erfolgter Berechnung von σ(x) entsprechendes Zurückdrehen auf
σ′(x):
ij = aki · alj · ′kl
σ′ij = aik · ajl · σkl
(2.13)
3Diamantgitter mit Gitterparameter a = 5, 43105Å unter Standardbedingungen (Windisch und
Becker, 1990).
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In den Gleichungen (2.12) und (2.13) ist (aij) eine Rotationsmatrix, welche die Koor-
dinatentransformation vom Kristallkoordinatensystem ins Probenkoordinatensystem
enthält.
2.3.2 Weitere Methoden zur Spannungsbestimmung
Raman-Spektroskopie
Bei der Spannungsbestimmung mittels Raman-Spektroskopie wird die inelastische
Wechselwirkung zwischen Photonen und Phononen genutzt. Zur Anregung wird häu-
fig Laserlicht verwendet. Im spannungsfreien Zustand erhält man gestreutes Licht mit
einer Frequenzdifferenz ω0 (Raman-Linie) zum anregenden Licht, die charakteristisch
für den untersuchten Werkstoff ist. Steht der Werkstoff unter Spannung, so ändert
sich die Schwingung angeregter Gitterbausteine. Infolgedessen beobachtet man eine
Verschiebung der Linie um ∆ω = ω−ω0. Im spannungsbehafteten Silizium Einkristall
erhält im allgemeinen Fall drei Einzellinien, die mit drei Phononen verknüpft sind. Die




pε11 + q(ε22 + ε33) 2rε12 2rε13
2rε12 pε22 + q(ε11 + ε33) 2rε23
2rε13 2rε23 pε33 + q(ε11 + ε22)
 (2.14)
Es sind εij die Komponenten des Dehnungstensors und p, q und r die unabhängigen
Komponenten des Tensors der Kraftkonstanten im kubischen System. Die Eigenwerte
λ sind mit der sekulären Gleichung
det(M− λE) = 0 (2.15)









|e0 ·Rj · es|2. (2.17)
Es ist e0 die Polarisationsrichtung der einfallende Lichtwelle und es die Polarisations-
richtung des Analysators. Rj ist der Raman-Tensor. Für die Diamantgitterstruktur
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mit den Polarisationsvektoren xi als Einheitsvektoren entlang Achsenrichtungen i und
d als wählbarer Koeffizient.
EBSD-Spannungsbestimmung
Mit der Röntgenbeugung unmittelbar verwandt ist die Elektronenbeugung im EBSD-
Verfahren (Electron Back Scatter Diffraction, EBSD). Dabei werden Elektronen am
Kristallgitter gebeugt (Schwartz, 2009). Allerdings ist die Wellenlänge der im Raster-
elektronenmikroskop (REM) genutzten Elektronen typischerweise etwa eine Größen-
ordnung geringer als jene der Röntgenstrahlung, was zu deutlich kleineren Bragg-
Winkeln führt. Die erreichbare Dehnungsauflösung ist dadurch entsprechend Glei-
chung (2.2) geringer als bei der RSA. Die Kikuchi-Patterns genannten Diffrakto-
gramme liefern bei Kenntnis des dehnungsfreien Referenzpatterns Informationen über
Dehnung und Rotation des Kristalls oder Kristallits (Wilkinson u. a., 2006). Die Be-
stimmung der Dehnungen geschieht durch Kreuzkorrelation zwischen Referenzpattern
und dem Pattern der Messstelle. Die EBSD-Messungen selbst sind zwar zerstörungs-
frei, allerdings muss die Oberfläche für ein intensives und rauscharmes Signal elastisch
gestreuter Elektronen präpariert werden sowie frei von Stör- und Deckschichten sein.
Vorteil ist die hohe laterale Auflösung (Tab. 2.2) und die weitgehende Automatisierung
der Messung und Auswertung. Nachteilig ist die geringe Spannungsauflösung, die erfor-
derliche Probenpräparation und die Beschränkung des Verfahrens auf frei zugängliche
Kristalloberflächen.
Si-Spannungs-Sensoren
Die Si-Spannungs-Sensoren beruhen zumeist auf dem piezoresistiven Effekt, also der
Abhängigkeit der Ladungsträgerbeweglichkeit vom mechanischen Spannungszustand.
Man beobachtet aufgrund dieses Effekts im Si eine anisotrope Abhängigkeit des spe-
zifischen elektrischen Widerstands von der mechanischen Spannung (Bittle u. a., 1991;
Suhling und Jaeger, 2001). Angewendet werden solche Sensoren häufig zur Bewer-
tung des Spannungseintrags in den Si-Chip beim Packaging (Kittel u. a., 2008). Vor-
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teil der Spannungs-Sensoren ist ihre hohe Empfindlichkeit gepaart mit der Möglich-
keit einer relativ einfachen und schnellen Auswertung der Messergebnisse (Schindler-
Saefkow u. a., 2010). Nachteil ist die begrenzte Auflösung, sowie die Tatsache, dass die
Sensor-Elektronik auf dem zu messenden Objekt selbst integriert sein muss. Die MOS-
Elektronik der Spannungs-Sensoren ist sehr stark temperaturabhängig und erfordert
eine sorgfältige Kalibrierung.
Finite Elemente Methoden
FEM (FEM: Finite Elemente Methoden) sind ein häufig angewandter, weil kostengüns-
tiger und sehr flexibler Weg, um Eigenspannungen in Mikro/Nano-Systemen zu be-
stimmen. Dafür ist die Simulation aller spannungerelevanten Herstellungsprozesse des
Mikro/Nano-Systems nötig. Für alle genutzten Werkstoffe müssen Modelle über deren
mechanisches Verhalten während der Prozesse sowie die dafür benötigten Werkstoff-
und Prozessparameter vorliegen. Vorteile der FEM sind die Anwendbarkeit auf prak-
tisch alle Werkstoffe deren Kombinationen, solange diese als Kontinuum angesehen
werden können und die entsprechenden elastischen Konstanten zur Verfügung stehen.
Vorteil sind der Zugang zu Informationen über das gesamte System bei gleichzei-
tig sehr guter Ortsauflösung, die Virtualisierung und die niedrigen Kosten. Nachtei-
lig sind große Anzahl an benötigten Prozess- und Materialparametern, insbesondere
bei Berücksichtigung plastischer und zeitabhängiger Verformungen. Dies führt durch
Fehlerfortpflanzung naturgemäß zu mehr oder weniger großen Unsicherheiten bei der
ermittelten Spannung. Voraussetzung für genaue Ergebnisse sind daher die sichere
Kenntnis über technologische Abläufe im Herstellungsprozess und der dabei im Werk-
stoff wirkenden Mechanismen.
fibDAC
Die fibDAC-Methode (Focused Iion Beam, FIB; Deformation Analysis by Correlation:
DAC) basiert auf dem Prinzip der Bohrlochmethode. Mit dem FIB wird ein graben-
förmiges Volumen (Trench) an der Probenoberfläche herausgeschnitten und das durch
Spannungsfreisetzung an den Schnittufern entstehende Verzerrungsfeld über Korrelati-
onsmethoden analysiert. Die vor dem FIB-Schnitt in der Oberflächenebene herrschen-
de Spannung wird durch Vergleich mit einer FEM-Simulation oder einer analytischen
Lösung für das mechanische Problem bestimmt (Vogel u. a., 2010). Mit fibDAC kön-
nen Analysen mit lateraler Auflösung im Submikrometerbereich durchgeführt werden
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(Tab. 2.2). Die gewonnene Information beschränkt sich auf den ebenen Spannungszu-
stand nahe der Oberflächen. Das Verfahren ist zwar nicht zerstörungsfrei, die Beschä-






Röntgen-Beugungstechniken nutzen üblicherweise Photonen mit Energien EP zwi-
schen 5 und 30 keV. Bei speziellen ED-XRD Anwendungen kann sich der Energiebe-
reich auch bis 100 keV oder etwas darüber hinaus erstrecken (Kromm u. a., 2011). Die
dabei in Festkörpern auftretenden Wechselwirkungen beschränken sich auf photoelek-
trische Absorption, sowie Rayleigh- und Compton-Streuung. Ein Überblick über
die Stärke der Interaktion gibt eine Darstellungen der integralen Wechselquerschnitte
für Silizium und Gold in Diagramm 3.1.
Die photoelektrische Absorption ist der dominierende Wechselwirkungsmechanis-
mus bei niedrigen Photonenenergien EP , wobei die Wechselwirkung mit der Ordnungs-
zahl Z zunimmt. Da die photoelektrische Absorption keine Richtungsabhängigkeit der
Sekundärstrahlung bewirkt, wird sie für die Simulation (Abschnitt 4) nur im Rahmen
des Schwächungsgesetzes (3.68) berücksichtigt.
Verglichen mit der elektrischen Wechselwirkung, ist die magnetische selbst in ferro-
und ferrimagnetischen Materialien sehr schwach. Abgesehen von resonanter Streuung
in der Nachbarschaft von Absorptionskanten, sind die Änderungen in den relativen
Intensitäten infolge magnetischer Interaktion in der Größenordnung von 10−3 bis 10−4
(Brunel und de Bergevin, 1981). Bei der Betrachtung der Wechselwirkung von elek-
tromagnetischen Wellen (EMW) und Materie werden deshalb magnetische Effekte in
dieser Arbeit vernachlässigt.
Weisen die zu untersuchenden Materialien kristalline Bestandteile auf, so kommt
33
KAPITEL 3. THEORIE DER RÖNTGENBEUGUNG
Abbildung 3.1: Vergleich der linearen Schwächungskoeffizienten für Silizium und Gold
im Energiebereich von 1 bis 100 keV. (Berger u. a., 2010)
es bei der Rayleigh-Streuung zu Interferenzerscheinungen, die als Beugungseffekte
sichtbar werden.
3.1.1 Elektromagnetische Wellen
Das elektromagnetische Feld besteht aus dem elektrischen Feld E und der dazu senk-
rechten magnetischen Flussdichte B. Wechselwirkt es mit Materie, müssen weitere
Größen berücksichtigt werden: Die elektrische Flussdichte D, das Magnetfeld H so-
wie die elektrische Stromdichte j. In einem Kontinuum beschreiben die Maxwell-
Gleichungen (Maxwell, 1865) den zeitlichen und räumlichen Zusammenhang dieser
Vektorgrößen:






∇ ·D = ρ, (3.1c)
∇ ·B = 0. (3.1d)
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Hierbei ist ρ die lokale Ladungsträgerkonzentration. Die Reaktion eines Mediums auf
ein elektrisches oder magnetisches Feld wird in den Materialgleichungen der Elek-
trodynamik beschrieben. Sie verknüpfen die beiden Felder mit der entsprechenden
Flussdichte über die Permittivität ε bzw. die magnetische Permeabilität µ:
D = εE = ε0E+P = ε0(1 + χ)E, (3.2a)
B = µH. (3.2b)
Hierbei ist ε0 die elektrische Feldkonstante, χ die elektrische Suszeptibilität und P die
elektrische Polarisation.
Wellenausbreitung im Vakuum
Die Wellengleichung des elektrischen Feldes im Vakuum lässt sich herleiten, wenn man
die Gleichungen (3.2) in (3.1) einsetzt und anschließend H eliminiert. Im Vakuum sind
ρ und j gleich Null, ε und µ gleich der elektrischen und magnetischen Feldkonstante
ε0 bzw. µ0 sowie ∇ · E = 0. Es ergibt sich die Wellengleichung (Jackson, 2006)





mit der Lichtgeschwindigkeit c und dem Laplace-Operator ∆. Die einfachste Lösung
ist die ebene elektrische Welle im Vakuum1
E = Eo exp [2pii(νt− k · r)]. (3.4)
Für ein Photon mit Wellenvektor k gelten zwischen Wellenzahl k, Wellenlänge λ,
der Frequenz ν und der Lichtgeschwindigkeit c die in der Kristallographie üblichen
Beziehungen |k| = k = λ−1 und k = ν/c.
Thomson-Streuung
Die Thomson-Streuung gilt als das grundlegende Modell für die Streuung von EMW
an Elektronen. Alle derartigen Streuprozesse werden mit der Thomson-Streuung so-
wohl qualitativ als auch quantitativ in Beziehung gesetzt. Wird ein freies, nicht rela-
tivistisches Elektron von einer sinusförmigen EMW E (mit ko ‖ zur z- und Eo ‖ zur
y-Achse wie in Abb. 3.2) angeregt, so verhält es sich wie ein mit der Wellenfrequenz ν
1In der Kristallographie ist die Wahl eines negativen Exponenten im Phasenfaktor üblich.
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in y-Richtung schwingender Hertzscher Dipol. Die dabei auf das Elektron wirkende
elektrische Feldkraft ist nach der klassischen Elektrodynamik gegeben durch:
F = −eEo exp(2piiνt). (3.5)










mit dem ein periodisches Dipolmoment
p = po exp(2piiνt) = −ey
verknüpft ist. Bei diesem elastischen Prozess nimmt das Elektron die Energie der
ebenen Welle auf und strahlt sie wieder ab. Der zeitlich gemittelte Energiefluss des
Dipols entspricht dem zeitlich gemittelten Poynting-Vektor 〈S〉 (Poynting, 1884) für









Es ist Re(x) der Realteil von x und H∗ der komplex konjugierte Vektor zu H. In
Gleichung (3.7) wurden die kartesischen Koordinaten (x, y, z) zu Standard-Kugelko-
ordinaten (r, ϕ, θ) transformiert. Der Dipol (das schwingende Elektron) befindet sich
im Koordinatenursprung (Abb. 3.2). 〈S〉 verläuft radial vom Ursprung aus. Der Win-
kel zwischen Eo und dem Vektor einer gestreuten Welle s wird durch β angeben. Die
Streuung ist bezüglich der z-Achse radialsymmetrisch.
Die Bewertung der Richtungsabhängigkeit von Streuprozessen kann am differenzi-
ellen Streuquerschnitt erfolgen. Er ist definiert als Streuleistung in ein Raumwinkel-
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Das freie Elektron wird für die Wechselwirkung mit EMW als räumliche Ausdehnung
einer negativen Elementarladung mit dem klassischen Elektronenradius re und der
Ruhemasse me beschrieben. Aus Gleichung (3.8) geht hervor, dass beim Streuprozess
nur die zur Streurichtung s senkrecht stehenden Komponenten von Eo wirksam sind.
Abbildung 3.2: Thomson-Streuung einer polarisierten EMW.
Zur Behandlung beliebig linear polarisierter Wellen wird Eo in die Komponenten
Eσo und Epio zerlegt, die senkrecht bzw. parallel zur Streuebene ko×s liegen (Abb. 3.2).
Für Eσo ist dann sin β = 1, während für Epio die Beziehung sin β = cos θ gilt. In Fall
der Beugung am Kristallgitter entspricht der Streuwinkel θ dem doppelten Bragg-
Winkel 2ϑ. Streuprozesse werden im allgemeinen Fall für die σ- und pi-Komponenten
jeder Welle getrennt behandelt. Dazu ist es hilfreich den Polarisationskoeffizienten C
und den Polarisationsfaktor2 Pc einführen:
C =
Cσ = 1 für σ-PolarisationCpi = cos θ = cos 2ϑ für pi-Polarisation (3.9)
Die Streuleistungen beider Wellenanteile verhalten sich additiv:
Pc = aσCσ
2 + apiCpi
2 = aσ + (1− aσ) cos2 θ (3.10)
2Die Bezeichnungen Polarisationskoeffizient C und Polarisationsfaktor Pc sind der Literatur ent-
lehnt. Obwohl namentlich verwandt, besteht der wichtige Unterschied darin, das C die Feldamplitude
und Pc die Streuleistung skaliert. Der Nutzen von C wird später bei der Formulierung der Dynami-
schen Beugungstheorie in Abschnitt 3.1.5 deutlich.
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Die jeweilige Anteil der σ- und pi-Komponente an der Streuleistung wird durch aσ
bzw. api = 1− aσ ausgedrückt. Im Fall unpolarisierter Strahlung ist aσ = 0, 5. Für den
allgemeinen Fall lässt sich Gleichung (3.8) umschreiben zu:
dσT
dΩ
= r2e Pc. (3.11)
Der Gesamtstreuquerschnitt ergibt sich durch Integration des differenziellen Streu-











Die Thomson-Streuquerschnitte, und damit die Richtungsverteilung dieser Streuung,
sind unabhängig von der Frequenz der EMW.
3.1.2 Atomarer Formfaktor
Der atomare Formfaktor f ist die resonante Streuamplitude für EMW auf Grund der
Ladungsdichte in einem Atom, wobei der Anteil durch die Elektronen stark überwiegt
(Chantler, 2000). Es ist definiert:
f(EP , q, Z) = f0(q, Z) + f
′(EP , q, Z) + if ′′(EP , q, Z). (3.14)
Der atomare Formfaktor besteht aus einem Streufaktor f0 und dem komplexen an-
omalen Streufaktor mit dem Realteil f ′ sowie dem Imaginärteil f ′′.
Streufaktor
Der Streufaktor f0 hängt allein von der Anzahl der Elektronen im Atom (Z) sowie
dem Impulsübertrag
q = 4pi sin(θ/2)/λ (3.15)
mit λ = 1/|ko| ab. Er ist die Fourier-Transformierte der Ladungsträgerdichte des
Atoms. Mit Hilfe der Quantenmechanik lässt sich unter der Annahme einer sphärischen
Symmetrie eines freien Atoms für seine Z Elektronen der Streufaktor in der Form
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herleiten (Nelms und Oppenheimer, 1955). Man nutzt zur Berechnung Elektronen-
dichtefunktion ρn(r) Näherungen basierend auf den Modellen von Thomas-Fermi
(Thomas, 1927; Fermi, 1928) oder Hartree-Fock (Hartree, 1928; Fock, 1930). Die
Streufaktoren nach Thomas-Fermi sind von Hubbell u. a. (1975) sowie Hubbell und
Øverbø (1979) in der Form f0 = F (x = q/4pi, Z) tabellarisiert. Streufaktoren nach
Hartree-Fock wurden von Cromer und Waber (1974) tabellarisiert.
Anomaler Streufaktor
Die Berechnungen des Streufaktors berücksichtigen weder Resonanzerscheinungen noch
Absorption von Strahlung an gebundenen Elektronen im Atom. Im Bereich der Rönt-
gen-Strahlung sind beide Effekte in der Nähe von Absorptionskanten besonders stark
ausgeprägt und können im klassischen Modell des gedämpften, harmonischen Oszil-
lators berücksichtigt werden. Die harmonische Oszillatorgleichung (3.6) erweitert sich








Der anomale Streufaktor, auch anomale Dispersion oder Dispersionskorrektur ge-
nannt, steht mit diesem Modell im Zusammenhang. Während der Realteil f ′ die Kor-
rektur durch Resonanzen resultierend aus Resonanzfrequenz ν0 angibt, beschreibt der
Imaginärteil f ′′ die Korrektur durch die Absorption resultierend aus dem Dämpfungs-
koeffizienten α. Alle Berechnungen beschränken sich auf isolierte, sphärische Atome.
Formulierungen für den anomalen Streufaktor lieferten James (1948) sowie Parratt
und Hempstead (1954) basierend auf der klassischen Elektrodynamik. Später konnten
Cromer und Liberman (1970) auf Grundlage der Arbeiten von (Akhiezer und Be-
restetskii, 1965) Beziehungen mit Hilfe der relativistischen Dipolnäherung angeben.
An den Absorptionskanten mittlerer und schwerer Elemente liefert der relativistische
Ansatz im Allgemeinen eine bessere Übereinstimmung mit dem Experiment als klassi-
sche Betrachtungen (Cromer und Liberman, 1970; Pratt u. a., 1994; Chantler, 2000).
Nach dem Vergleich experimenteller Ergebnisse wird angenommen, dass die anoma-
len Streufaktoren keine oder nur eine sehr schwache Streuwinkelabhängigkeit haben
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(Arndt u. a., 2006). Anomale Streufaktoren sind u. a. als f ′(EP , Z) und f ′′(EP , Z) ta-
bellarisiert (z. B. von Cullen u. a. 1997) und basieren zumeist auf der relativistischen
Formulierung von Cromer und Liberman.
3.1.3 Rayleigh- und Compton-Streuung
Rayleigh-Streuung
Die Rayleigh-Streuung ist ein elastischer und kohärenter3 Streumechanismus, dessen
Stärke mit sinkender Photonenenergie EP und steigender Ordnungszahl Z zunimmt
(Diagr. 3.1). Die Streuung wird beschrieben an einem isolierten Atom, basierend auf
der Wechselwirkung mit dessen gebunden Elektronen. Die Gesamtstreuleistung des
Atoms wird relativ zur Thomson-Streuleistung angegeben und das Verhältnis durch
das Quadrat des atomaren Formfaktors f aus Gleichung (3.14) ausgedrückt. Für den












2(q, Z) d(cos θ) (3.17)
erhält man wegen der Winkelabhängigkeit von f(q, Z) im Allgemeinen durch nu-
merische Integration.
Compton-Streuung
Ist die Photonenenergie EP größer als die Bindungsenergie der Elektronen im Atom
oder Ion, so beobachtet man verstärkt unelastische und inkohärente Compton-Streu-
ung. Ein Teil von EP wird dabei von den Elektronen aufgenommen. Dirac (1926)
und Gordon (1926) entwickelten erstmals mit Hilfe der relativistischen Quantenme-
chanik Gleichungen zur Bestimmung eines Wechselwirkungsquerschnitts für ein freies
Elektron. Diese konnten Klein und Nishina (1929) verfeinern und veröffentlichten den
3Inkohärente Anteile durch Summierung der komplexen Rayleigh-Amplitude benachbarter Ato-
me mit zufälliger relativer Phase werden hier vernachlässigt.
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Hier ist α Energie des Photons in Einheiten der Elektronenrestmasse und α′ die
Energie des gestreuten Photons. Die Thomson-Streuung (3.11) stellt den Sonderfall
von Gleichung (3.18) für α′ → α dar. Die Beschreibung der Compton-Streuung einer
EMW an einem isolierten Atom basiert auf der Wechselwirkung mit dessen gebun-
den Elektronen. Der Compton-Streuquerschnitt wird relativ zum Klein-Nishina-








Die von Impulsübertrag und Anzahl der Elektronen im Atom abhängige inkohärente
Streufunktion S steht im Zusammenhang mit dem Streufaktor f 20 (q, Z). Daher sind
die in Abschnitt 3.1.2 zur Berechnung von f0 angegebenen Modelle auch relevant
zur Bestimmung von S. Details zum Formalismus finden sich in Hubbell u. a. (1975).
Die Streufunktionen wurden als S(x = q/4pi, Z) z. B. von Cullen u. a. (1997) tabellari-





dσKNS(q, Z) d(cos θ) (3.19)
im Normalfall durch numerische Integration.
3.1.4 Beugung am Kristallgitter
Wenn in Kristallen Röntgen-Strahlung kohärent gestreut wird, beobachtet man bei
Erfüllung bestimmter Beugungsbedingungen eine starke Reflexion des Primärstrahls
an Netzebenen dieser Kristalle. Man nennt man diesen Vorgang Röntgen-Beugung.
Summiert man in diesem Fall die kohärente Rayleigh-Streuamplitude von N Atomen
der Elementarzelle (EZ) phasenabhängig, so führt die periodische Anordnung der EZ
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zu konstruktiver Interferenz. Als Folge ist die Intensität der gestreuten Strahlung sehr
stark richtungsabhängig.
Reziproker Raum
Beschreibungen der Beugung gelingen anschaulich im reziproken Raum. Die rezipro-
ken Basisgittervektoren a∗j werden aus den Basisgittervektoren ai des Punktgitters
im direkten Raum (realer Raum) berechnet. Es ist in der Kristallographie definiert
(Shmueli, 2006)
a∗1 = (a2 × a3)/V, a∗2 = (a3 × a1)/V, a∗3 = (a1 × a2)/V (3.20)
mit dem Volumen der EZ
V = a1 · (a2 × a3).
In Abbildung 3.3 sind die Beziehungen zwischem direkten und reziprokem Gitter am
Abbildung 3.3: Elementarzellen eines direkten (blau) und seines dazugehörigen rezi-
proken (rot) Gitters in der Ebene.
Beispiel ebenen Elementarzelle gezeigt. Allgemein gilt für einen reziproken Gittervek-
tor:






mit hm ∈ Z. Sind die Komponenten hm teilerfremd, entsprechen sie den Millerschen
Indices (hkl).
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Beugungsbedingung
Abbildung 3.4 zeigt die Orientierung der Wellenvektoren am Beispiel der Bragg-
Reflexion. Im direkten Raum (Abb. 3.4a) fällt ebene Welle mit ko auf eine Netze-
benenschar mit Abstand d. Ist der Weg ABC ein ganzzahliges Vielfachfaches der
Wellenlänge λ, kommt es zur konstruktiven Interferenz der an den einzelnen Atomen
gestreuten Wellen und man beobachtet eine reflektierte ebene Welle mit Vektor kh.
Ein- und Ausfallswinkel sind gleich groß und werden als Bragg-Winkel ϑ bezeichnet.
(a) (b)
Abbildung 3.4: Bragg-Reflexion im Schnitt der Beugungsebene ko×kh. (a): Direkter
Raum. (b): Reziproker Raum.
Es gilt die Bragg-Gleichung (Bragg und Bragg, 1913):
2d · sinϑ = nλ (3.21a)
2dh · sinϑ = λ (3.21b)
mit der Beugungsordnung n ∈ N+. Die untere Form behandelt die Beugungsordnung
implizit und stellt die in der Kristallographie gebräuchliche Form mit dh = d/n dar.
Entsprechend werden auch dieMillerschen Indices zu n ·(hkl) erweitert und von nun
an so in dieser Arbeit verwendet. Der Betrag eines reziproken Gittervektors r∗ ent-
spricht damit dem reziproken Abstand 1/dh der Netzebenenschar auf der er senkrecht
steht (vgl. Abb. 3.3). Die Bragg-Gleichung drückt die Bedingung für konstruktive
Interferenz aus. Ist diese Bedingung nicht erfüllt, wird keine Reflexion von ko beo-
bachtet.
Für die gleiche Situation im reziproken Raum (Abb. 3.4b) betrachtet man den
Vektor der einfallenden, ebenen Welle ko, der im Ursprung des reziproken Gitters
O startet und im Laue-Punkt La endet. Die Ewald-Kugel um La hat den Radius
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|ko| = 1/λ und schneidet somit O. H bezeichnet einen reziproken Gitterpunkt, der
im Falle konstruktiver Interferenz ebenfalls auf der Ewald-Kugel liegt und mit O den
Streuvektor h = OH bildet, den reziproken Gittervektor der Netzebene (hkl). Es gilt
in dieser Arbeit die Konvention, dass alle Wellenvektoren mit Index o im Punkt O,
sowie alle Vektoren mit Index h im Punkt H starten. Im Fall der Bragg-Reflexion
enden die Vektoren ko und kh gemeinsam in La. Beide erfüllen dann zusammen mit
h die Bragg-Bedingung:
kh = ko − h. (3.22)
Die Gleichungen (3.21b) und (3.22) sind äquivalent.
Bestimmung des Bragg-Winkels
Der Bragg-Winkel ϑ kann mit verschiedenen Methoden bestimmt werden. Eine einfa-
che Möglichkeit besteht in einem 2ϑ-Scan. Dafür wird der Detektor in kleinen Schritten
∆ϑ bewegt. Man registriert die Intensität über ϑ und erhält in Beugungsstellung ein In-
tensitätsmaximum als Beugungspeak. Der Schwerpunkt des Beugungspeaks entspricht
dem Bragg-Winkel. Eine andere Möglichkeit besteht in einem Rocking-Scan, in dem
Quelle und Detektor im Winkel 2ϑ zu einander stehen. Um deren gemeinsame Dreh-
achse wird ein Kristall um kleine Winkel ∆ω durch die Reflexionstellung hindurch
gedreht. Die Intensität in Abhängigkeit von ω liefert die sogenannte Rockingkurve.
Der Schwerpunkt der Kurve liegt bei ωo. Für die Aufnahme einer zweiten Rocking-
kurve wird die Stellung von Detektor und Quelle vertauscht und man erhält für den
Schwerpunkt ein ωh. Für den Bragg-Winkel gilt 2ϑ = ωo + ωh.
Struktur- und Gitterfaktor
In Idealkristallen ist die Elektronendichte ρ(r) eine dreifach periodische Funktion der
Raumkoordinaten r. Die Verteilung der Elektronen im Kristall lässt sich als Faltung
der Elektronendichte ρEZ einer Elementarzelle EZ mit einem leeren Punktgitter for-
mulieren (Coppens, 2006). Ist F(x) die Fourier-Transformierte von x, so folgt aus
dem Faltungstheorem die Streuamplitude eines Kristalls A = F(ρ) bezüglich eines
Streuvektors h. Die Fourier-Transformation gibt:
A(h) = F(ρEZ) · F(g(x)) = Fh ·Gh. (3.23)
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Der Faktor Fh = F(ρEZ) ist als Strukturfaktor4 und Gh = F(g(x)) als Gitterfak-
tor Gh definiert (Coppens, 2006; Spieß u. a., 2008). Man erhält aus der Fourier-
Transformation von ρEZ über das Volumen der Elementarzelle V (eine Periode) die
Strukturfaktoren Fh. In der Elementarzelle lässt sich ρEZ als Superposition von j iso-
lierten Atomen mit der Elektronendichte ρj an der Position rj annähern. Mit dem
atomaren Formfaktor fj als Fourier-Transformierte von ρj folgt über alle Atome in




fj exp(−2piih · rj). (3.24)
Der Strukturfaktor beschreibt die Streuamplitude einer EZ im Kristall bezüglich einer
Netzebenenschar h und damit die Stärke deren Reflexion unter der Bragg-Bedingung.
Zur Berücksichtigung thermischer Schwingungen können die Summanden mit dem
Debye-Waller-Faktor exp(−Wj) korrigiert werden, wobei Wj den thermalen Para-
meter angibt (Chantler, 2000). Aus der Definition von fj in Gleichung (3.14) folgt,
dass in Fh anomale Dispersion Berücksichtigung findet. Üblicherweise werden Real-
und Imaginärteil getrennt behandelt:
Fh(fj) = Frh(f0, f
′) + iFih(if ′′). (3.25)






exp(−2pii umam · r∗), (3.26)
wobei m über die drei Raumrichtungen läuft, r∗ einen reziproken Vektor mit den
Komponenten hm ∈ R darstellt und um über die Anzahl Elementarzellen Nm in den
Richtungen am läuft. Man beobachtet starke, eng begrenzte Maxima, wenn alle drei
Faktoren gleichzeitig maximal werden. Dies ist der Fall, wenn die Laue-Gleichungen
am · r∗ = hm (hm ∈ Z) erfüllt sind. Die Maxima befinden sich daher bei r∗ = h und
man erhält in diesem Fall:
Gh = N1N2N3 (3.27)
4Bezüglich der Nomenklatur wird in der älteren Literatur z. T. strikt zwischen Strukturamplitude
Fh und Strukturkfaktor |Fh|2 unterschieden. Da diese Trennung heute nicht mehr üblich ist, wird in
dieser Arbeit der Begriff Strukturfaktor synonym für die Streuamplitude verwendet und der physi-
kalische Inhalt mit dem korrekten Formelzeichen unterschieden. Dies gilt analog für den Gitterfaktor
Gh.
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Da die Strukturfaktoren Fh jeweils mit den Maxima des Gitterfaktors Gh extrem ver-
stärkt werden, genügt es bei der Bildung der Strukturfaktoren in Gleichung (3.24) die
Gittervektoren h = (hkl) zu berücksichtigen. Aus dem gleichen Grund ist die Definiti-
on des Strukturfaktors Fh auch für endlich ausgedehnte Kristalle mit einer hinreichend
großen Anzahl von EZ anwendbar. Mit abnehmender EZ-Zahl, wächst die Größe des
reziproken Gitterpunktes (hkl) allerdings stark an, d. h. die Amplitudenmaxima sinken
und sind weniger eng begrenzt. Zur Bewertung der Intensität eines Beugungsreflexes
muss dann immer seine integrale Intensität über der Ausdehnung des reziproken Git-
terpunktes berücksichtigt werden.
Beugung an Polykristallen - Kinematische Beugungstheorie
Allgemein lässt sich aus den vorherigen Abschnitten die Reflektivität einer Netzebe-
nenschar h in Kristallen folgende Beziehung aufstellen:
RK = I/I0 ∝ r2e · |Fh|2 · Pc. (3.28)
I0 und I sind Intensitäten der einfallenden bzw. reflektierten Welle und Pc der Pola-
risationsfaktor (3.10). Für kleine Kristallvolumen mit einem ausreichend großem Nm
gilt die Gleichung (3.23) und der Proportionalitätsfaktor ist bei exakter Erfüllung der
Laue-Bedingungen G2h = N21N22N23 . Wegen der Kristallbegrenzungen erhält man je-
doch als reziproke Gitterpunkte keine Punkte im mathematischen Sinn, sondern räum-
lich ausgedehnte Gebilde. Für Aussagen zur Intensität eines Beugungsreflexes ist es
daher nötig, die integrale Reflektivität über den gesamte Ausdehnung des reziproken
Gitterpunktes zu bestimmen, was zu weiteren Faktoren in Beziehung (3.28) führt. Mit
wachsendem Kristallvolumen tritt außerdem eine Schwächung der Primärstrahlung
durch Extinktion (Mehrfachstreuung) und photoelektrische Absorption auf. Insbeson-
dere die Extinktion ist in großen, perfekten Einkristallen so stark, dass in Beziehung
(3.28) Extinktionsfaktoren zu Korrektur berücksichtigt werden müssen. Die genaue
Beschreibung der Beugung an großen, perfekten Einkristallen und der damit verbun-
den Effekte wie Extinktion, gestattet nur die dynamische Beugungstheorie (Abschnitt
3.1.5). Liegen Mosaik- oder Polykristalle vor, lässt sich jedoch wegen der geringen
Größe kohärent streuender Bereiche, die Extinktion meist vernachlässigen. Gegebe-
nenfalls müssen aber Absorptionsfaktoren berücksichtigt werden. In diesem Abschnitt
soll ein Wechselwirkungsquerschnitt für die Beugung an Polykristallen unter Nutzung
der kinematischen Beugungstheorie eingeführt werden.
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Bei einem kleinen Kristallit, dessen Volumen Vkr die Primärstrahlung vollständig
durchflutet, wird dessen Gesamtreflektivität durch Integration der Streuleistung P (ϑ)
über den Winkelbereich der reziproken Gitterpunktausdehnung bestimmt. Man erhält
als Ergebnis der Integration (James, 1948):
RK =
∫
P (ϑ)dϑ = Q · Vkr. (3.29)





Es ist n die Anzahl der Elementarzellen pro Einheitsvolumen und ϑ0 der exakte
Bragg-Winkel nach der kinematischen Theorie. Die Kenntnis der genauen Form von
P (ϑ) ist für die weitere Betrachtung ohne Belang.
Abbildung 3.5: Beugung an einem kleinen Polykristall in Punkt M . Zu jedem mögli-
chen Beugungskegel (rot) gehört ein Kegel mit Netzebennormalen h (blau) in Reflexi-
onsstellung.
Da in Gleichung (3.29) das gesamte Kristallitvolumen Vkr zur Reflexion beiträgt, ist
sie die Grundgleichung zur Beschreibung der Reflexion an Kristallpulvern oder allge-
mein an statistischen Polykristallen mit ausreichend hoher durchstrahlter Kornanzahl.
Eine zufällige Verteilung der Kornorientierung sichert im Polykristall immer, dass ein
gewisser Teil der Körner in Reflexionstellung zum Primärstrahl steht. Dieser Sachver-
halt ist in Abbildung 3.5 dargestellt. Bei Beugung an einem Polykristall im Punkt M
beobachtet man sekundärstrahlseitig Beugungskegel (Debye-Scherrer-Kegel) mit
dem Öffnungswinkel 2ϑ (rot) und der Kegelachse in Primärstrahlrichtung ko. Die
Netzebenen, welche durch Reflexion zu diesem Beugungskegel beitragen, bilden mit
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ihren Streuvektoren ihrerseits einen Kegel mit dem Öffnungswinkel pi/2 − ϑ (blau).
Die Wahrscheinlichkeit, dass ein Streuvektor zwischen zwei Kegeln mit dem Öffnungs-
winkel pi/2 − ϑ0 und pi/2 − ϑ0 − dϑ zu finden ist (brauner Streifen), soll W sein. W
entspricht der Schnittfläche zwischen beiden Kegeln mit der Polkugel, bezogen auf die
Oberfläche der Polkugel. Man findet W = 1
2
cosϑdϑ. Somit liegen in einem statisti-
schen Polykristall von x durchstrahlten Kristalliten die Streuvektoren von xW Kris-
talliten in dem fraglichen Bereich und tragen zur Intensität in einem Beugungskegel
bezüglich h bei. Aus Gleichung (3.29) folgt für einen Kristallit mit mittlerem Volumen
〈Vkr〉 eine mittlere Streuleistung 〈P (θ)〉. Im Polykristall ergibt sich für x durchstrahlte
Kristallite mit Volumen 〈Vkr〉 die Streuleistung xW 〈P (θ)〉. Durch Integration dieses
Ausdrucks über ϑ erhält man die integrale Reflektivität einer Menge von h bezüglich






〈P (ϑ)〉dϑ = 1
2
cosϑ0 ·Q · VK,poly. (3.31)
Da bei der Integration nur für Winkel ϑ in der engen Umgebung von ϑ0 merkliche
Beiträge zur Reflexion geliefert werden, kann cosϑ als konstant betrachet und gleich
cosϑ0 gesetzt werden (James, 1948). Es ist außerdem VK,poly = x〈Vkr〉 das durch-
strahlte Volumen des Polykristalls. Für den integralen Wechselwirkungsquerschnitt
der Bragg-Laue-Beugung am statistischen Polykristall σBL,poly ist RK,poly auf ein
Atom zu beziehen. Gleichzeitig sind alle Beugungskegel, d. h. alle Netzebenen h, wel-
che die Bragg-Gleichung erfüllen, zu berücksichtigen, da sie den Primärstrahl schwä-
chen. Nach Normierung und Anwendung der Gleichungen (3.21) und (3.30) erhält man








Es ist Nj die Anzahl der Atome in der Elementarzelle mit Volumen VEZ . Die Sum-
mation erfolgt über alle an der Reflexion beteiligten Netzebenen. Kristallographisch
gleichwertige Ebenen können implizit über die Häufigkeit mh summiert werden. Da
in Gleichung (3.32) die Absorption vernachlässigt wird, ist σBL,poly proportional dem
Beugungsanteil eines statistischen Polykristalls am linearen Schwächungskoeffizienten.
3.1.5 Dynamische Beugungstheorie
Nach dem dynamischen Beugungsmodell bilden sich in Kristallen unter Beugungsbe-
dingungen mehrere Wellenfelder zwischen Primärstrahlung und gebeugter Strahlung
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aus, welche miteinander wechselwirken. Grundlage ist die Mehrfachreflexion der Se-
kundärstrahlung an Netzebenen (vgl. Abb. 3.4). Damit können Effekte wie Extinktion
(Ewald, 1916, 1917) und anomale Absorption, letztere sichtbar im Borrmann-Effekt
(Borrmann, 1941; Borrman, 1950) und Super-Borrmann-Effekt (Borrman und Hart-
wig, 1965) beschrieben werden. Insbesondere in größeren Einkristallen sind solche Ef-
fekte derart stark ausgeprägt, dass nur eine Beschreibung mit der dynamischen Beu-
gungstheorie Ergebnisse liefert, die mit dem Experiment befriedigend übereinstimmen.
Erste Formulierungen zur dynamischen Beugung an Kristallen wurden bereits von Dar-
win (1914) und umfangreicher von Ewald (1913, 1916, 1917) veröffentlicht. Seitdem
haben Ewald selbst (1921; 1925; 1937) sowie unter anderem Laue (1931, 1960), Kato
(1961b,a), Takagi (1962, 1969) und Taupin (1964) die Theorie grundlegend erweitert.
Sie bildet heute das Fundament zur Analytik von Defekten im Einkristall sowie zur
Untersuchung der Charakterisika von Röntgenoptiken, die auf Bragg-Reflexion be-
ruhen.
In dieser Arbeit werden für die Wellenvektoren folgende Konventionen verwendet.
Im Vakuum oder Luft verlaufende Wellen erhalten kleine Vektorzeichen und im Kristall
verlaufende große. Es bezeichnen k(a)o und k(d)o Wellenvektoren für auf den Kristall
einfallende bzw. den Kristall verlassende gebrochene Strahlung. Die Bezeichnung Ko
wird für eine im Kristall laufende, gebrochene Welle genutzt. Analog dazu sind die
Vektoren k(a)h , k
(d)
h undKh für die gebeugte Strahlung definiert. Für für Wellenvektoren
außerhalb des Kristalls gilt k = |k(a)| = |k(d)|.
Elektrische Suszeptibilität
Trifft Röntgen-Strahlung auf ein Medium mit kontinuierlicher Elektronenverteilung,
so schwingen die Elektronen wie in Abschnitt 3.1.1 beschrieben. Die Elektronenpola-





wobei z die Auslenkung der dort schwingenden Elektronen ist. Nach der Material-
gleichung (3.2a) lässt sich die Suszeptibilität χ durch die Polarisierung ausdrücken.
Berücksichtigt man die anomale Dispersion, so ist y Lösung der harmonischen, ge-
dämpften Bewegungsgleichung (3.1.2), und man erhält:
χ(r) =
ρ(r)e2
ε0(4pi2me(ν20 − ν2)− 2piiνα)
(3.34)
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Analog zum atomaren Formfaktor (3.14) ist es möglich, χ nach der Dispersionsart in
drei Teile zu gliedern. Man behandelt allerdings nur Real- und Imaginärteil getrennt:
χ = χrn + χra + iχi = χr + iχi. (3.35)
Für Röntgen-Strahlung abseits der Absorptionskanten (ν0  ν, α klein) kann man
näherungsweise schreiben:








χh exp(2piih · r) (3.37)






Zur Berücksichtigung anomaler Dispersion, kann man für χr und χi Gleichungen anolog










Sind an der Grenzfläche von Medium 1 zu Medium 2 die Bedingungen j = 0 und ρ = 0
erfüllt, gelten beim Grenzflächendurchtritt von E und D folgende Randbedingungen:
ET1 − ET2 = 0,
DN1 −DN2 = 0.
(3.40)
Die Indizes T und N bezeichnen die Tangential- bzw. Normalkomonenten der jeweili-
gen Felder. Analog folgt aus dem Gesetz nach Snell-Descartes die Randbedingung
für einen Wellenvektor k:
kT1 − kT2 = 0. (3.41)
Beim Übergang einer Welle k(a)o = OM vom Vakuum (oder Luft) in einen Kris-
tall wird an der Grenzfläche die Welle Ko = OP durch Refraktion erzeugt. Für die
Differenz beider Wellenvektoren folgt aus Gleichung (3.41)
Ko − k(a)o = MP = MP · nˆin (3.42)
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mit nˆin als Einheitsnormalenvektor der Kristalloberfläche Richtung Innenseite zeigend.
MP wird als Anpassung bezeichnet (Laue, 1960). Tritt Ko aus dem Kristall aus, gilt
analog für die neu entstehende Welle k(d)o = OM1
Ko − k(d)o = M1P = M1P · nˆout (3.43)
mit nˆout als nach außen zeigender Einheitsnormalenvektor der Kristalloberfläche. Ab-
seits der Bragg-Bedingung gilt für die Refraktion die bekannte Beziehung
K = nk = (1− χo/2)k.
mit n als Brechungsindex (Authier, 2004).
Grundgleichungen
Zur Formulierung einer Wellengleichung in Kristallen, werden Wechselwirkungen der
Röntgenstrahlung mit Atomkernen sowie solche magnetischer Natur vernachlässigt. Es
wird angenommen, dass im Innerem des Materials j = 0, ρ = 0 und damit ∇ ·D = 0
gilt. Die Gleichung (3.2a) verknüpft D mit E über χ. Im Fall der Röntgenstrahlung ist
|χ| ≈ 10−7..10−5. Somit gilt mit sehr kleinem Fehler E = (1 − χ)D/ε0. Für Einfalls-
winkel oberhalb des kritischen Winkels für Totalreflexion, kann weiterhin angenommen
werden, dass sowohl Normal- als auch Tangentialkomponenten von D über Grenzflä-
chen hinweg stetig verlaufen. Gleichung (3.40) erweitert sich dann um
DT1 −DT2 = 0. (3.44)
Durch Beseitigung von E, H und B in den Maxwell-Gleichungen (3.1) erhält man:
∆ ·D+∇×∇× χD+ 4pi2k2D = 0 (3.45)
Diese Gleichung und deren Herleitung findet sich bei Laue (1931, 1960). Im Kristall
gilt ∇·D = 0 und ∇·E 6= 0: Das heißt, ein Wellenvektor Kh bildet mit der Amplitude
Dh eine Transversalwelle. Damit hat die D-bezogene Schreibweise in (3.45) Vorteile
gegenüber der E-bezogenen hinsichtlich der Behandlung von polarisierten Wellenfel-
dern im Kristall. Gleichwohl lassen sich in der Literatur E-bezogene Schreibweisen
finden (z. B. Batterman und Cole 1964).
Gleichung (3.45) ist eine harmonische partielle Differenzialgleichung 2. Ordnung
und Floquet (1883) konnte zeigen, dass Lösungen dieses Gleichungstyps in der Form:
D = exp(−2piiKo · r)
∑
h
Dh exp(2piih · r) (3.46)
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geschrieben werden können. Die als Bloch-Welle bekannte Gleichung gab Ewald
(1917) in der E-bezogenen Schreibweise an und nannte die physikalische Erscheinung
Wellenfeld. Mit Hilfe der Bragg-Bedingung (3.22) lässt sich das Wellenfeld als Sum-




Dh exp(−2piiKh · r) (3.47)
Setzt man die Gleichungen (3.37) und (3.47) in die Wellengleichung (3.45) ein, so








Für alle reziproken Gittervektoren h wird die Summe über alle reziproken Gittervek-
toren h′ gebildet und Dh′[h] stellt Projektion von Dh′ auf die Ebene senkrecht zu
Kh dar. Die Grundgleichungen bilden ein unendlich großes System homogener linea-
rer Gleichungen. Besondere Bedeutung hat in Gleichung (3.48) der Resonanzfehler
1/(K2h − k2). Ewald (1913) erkannte, dass im Fall der elastischen Streuung der Reso-
nanzfehler sehr groß wird (Kh ≈ k) und nur dann wesentliche Beiträge zur Amplitude
Dh liefert. Es sind daher auch nur h′ zu berücksichtigen, die mit reziproken Gitterpunk-
ten auf der Ewald-Kugel verknüpft sind und damit die Beugungsbedingung erfüllen.
Infolgedessen lässt sich für viele Beugungsfälle die Anzahl der Gleichungen auf zwei
bis vier reduzieren.
Dispersionsfläche im Zwei-Strahl-Fall
Die Arbeit beschränkt sich auf die Behandlung des Zwei-Strahl-Falls. Hierbei liegen
nur der Ursprung des reziproken Gitters O und ein weiterer reziproker Gitterpunkt H
auf der Ewald-Kugel. Somit erhält man aus (3.48) die Fundamentalgleichungen:
Do(K
2
o − k2) = K2o (χoDo[o] + χh¯Dh[o])
Dh(K
2
h − k2) = K2h(χhDo[h] + χoDh[h])
(3.49)
Die Gleichungen gelten für beide Polarisationsarten, die wechselseitige Projektion
und damit die Lösung des Gleichungssystems muss aber für beide Polarisationsar-
ten getrennt durchgeführt werden. Für Transversalwellen ist Do[o] = Do und Dh[h] =
Dh. Mit der Definition (3.9) des Polarisationskoeffizienten C erhält man für die σ-
Polarisation (C = Cσ = 1)Do[h] = CDo undDh[o] = CDh sowie für die pi-Polarisation
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(C = Cpi = sin 2ϑ) Do[h] = DoCDˆh und Dh[o] = DhCDˆo. Ersetzt man in Glei-
chung (3.49) auf der rechten Seite mit einem kleinen Fehler jeweils K2o und K2h durch
k2 und substituiert
Xo =








reduzieren sich die Fundamentalgleichungen zu:
2XoDo − kCχh¯Dh = 0,
−kCχhDo + 2XhDh = 0.
(3.51)






Gleichung (3.52) beschreibt für jeden der beiden Polarisationszustände separat eine
Dispersionsfläche vierter Ordnung. Der Schnitt zwischen Dispersionsläche und Beu-
gungsebene ist schematisch in (Abb. 3.6a) dargestellt. Innerhalb eines perfekten Ein-
kristalls existieren nur Wellenfelder, deren konstituierende Wellen mit ihren Vektoren
auf der Dispersionsfläche enden. Die Fläche besteht aus zwei Kugeln um O und H mit
dem Radius nk, die sich schneiden, aber in der Nähe des eigentlichen Schnittkreises
entarten, sodass die Dispersionsfläche dort unter Ausbildung eines speziellen Über-
gangsbereiches in eine innere und eine äußere Schale zerfällt. Die Dispersionsfläche
ist rotationssymmetrisch bezüglich der OH-Achse. Die Durchstoßpunkte des gedach-
ten Schnittkreises bilden die Mittelpunkte der zwei Ewald-Kugeln im Kristall. Sie
werden Lorenzpunkte Lo und L′o genannt und korrespondieren jeweils mit h bzw. h.
Der für die Beugung an h interessante Übergangsbereich in direkter Nachbarschaft
zu Lo wurde in (Abb. 3.6b) stark vergrößert dargestellt. Da in dem kleinen Ausschnitt
die Krümmung der beiden Kugeln um O und H sehr klein ist, werden sie durch die
Tangenten To und Th angenähert. Unter der Annahme, dass keine Beugungsgeometrien
mit Ein- oder Ausstrahlwinkeln im Bereich der Totalreflexion oder Bragg-Winkel
nahe pi/2 genutzt werden, führt man diese Tangentennäherung auch in der klassischen
dynamischen Theorie durch. Man setzt:
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(a)
(b)
Abbildung 3.6: Schnitt durch die Dispersionsfläche (durchgezogene fette Linie) sowie
durch die Einstrahl- und Reflexionskugel (gestrichelt) in der Beugungsebene (sche-
matisch, reziproker Raum). (a) Überlick. (b) Vergrößerter Bereich um Lorenzpunkt
Lo.
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In diesem Fall stellt die Dispersionsgleichung (3.52) eine Hyperbelgleichung dar. Die
Tangenten To und Th bilden die Asymptoten der mit zwei Hyperbelästen (I, II) ange-
näherten Dispersionsfläche. Die Äste werden mit dem Index j = {1; 2} gekennzeichnet.
Xoj und Xhj geben den Abstand der Hyperbeläste zu To bzw. Th an.
Von außen auf den Kristall einfallende Wellen k(a)o = OM enden mit ihren Vek-
toren auf dem Einstrahlkreis (Abb. 3.6). Die Abweichung vom Bragg-Winkel der
kinematischen Theorie (ϑ0 : M = La) ist
∆ϑ = ϑ− ϑ0 = LaM
k
. (3.54)
Für die weitere Berechnung wichtiger Parameter ist es nützlich ∆ϑ als Abweichungs-
parameter η (Authier, 2004) auszudrücken:
η =
∆ϑ sin(2ϑ0) + χo(1− γ)/2
|C| √|γ|χhχh¯ (3.55)
Dafür werden folgende Geometrieparameter benötigt (kh = ko − h):
γo = kˆo · nˆin,
γh = kˆh · nˆin,
γ = γh/γ0.
(3.56)
Man unterscheidet zwei Fälle:
Laue-Fall (Transmission): γh > 0, (3.57a)
Bragg-Fall (Reflexion): γh < 0. (3.57b)
(a) (b)
Abbildung 3.7: Beugungsgeometrien im Laue-Fall (a) und Bragg-Fall (b).
Der Laue-Fall ist in Abbildung 3.6 dargestellt. Die Welle mit k(a)o erfährt Bre-
chung entsprechend Gleichung (3.42). Lässt man nin durch M laufen, so man erhält
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die Anpassungen MPj mit den Anregungspunkten Pj als Schnittpunkte zwischen nin
und der Dispersionsfläche (Abb. 3.6b). Im Laue-Fall liegen beide Anregungspunkte
auf verschiedenen Hyperbelästen. Zu jedem Pj gehört ein Wellenfeld (3.46) im Kristall
bestehend aus einer gebrochenen Welle mit Koj = OPj und einer reflektieren Welle
mit Khj = HPj. In jedem Wellenfeld ist in jedem Punkt des Kristalls das Amplitu-








Zusammen mit den Randbedingungen (3.40) und (3.44) für das D-Feld können die
Amplituden innerhalb und außerhalb des Kristalls berechnet werden.
Für jedes Wellenfeld kann mit dem zeitlich und räumlich gemittelten Poynting-
Vektor die Ausbreitungsrichtung und Intensität beschrieben werden (Authier, 2004):









Im Laue-Fall werden zwei Wellenfelder mit den Poynting-Vektoren S1 und S2 ange-
regt (Abb. 3.6b). Poynting-Vektoren stehen immer senkrecht auf der Disperionsfläche
(Kato, 1958) und zeigen im Laue-Fall beide ins Kristallinnere (Abb. 3.7a). Da sich
beide Koj sowie beide Khj jeweils geringfügig von einander unterscheiden entstehen







Im Bragg-Fall hingegen liegen entweder beide Anregungspunkte P xj auf einem Hy-
perbelast j mit x = {′; ′′} oder sie sind imaginär5. Im Fall reeller Schnittpunkte werden
zwei Wellenfelder mit S′j und S′′j angeregt. Eines zeigt nach innen und das andere nach
außen. Das nach außen zeigende Wellenfeld muss an einer Grenzfläche erzeugt werden.
Im Falle großer Kristalle oder sehr fein ausgeblendeter Primärstrahlung, beobachtet
man daher nur das nach innen zeigende Wellenfeld (Abb. 3.7b). Die Brechung der ein-
fallenden und reflektierten Strahlung hat im Bragg-Fall eine geringfügige Änderung
des Bragg-Winkels ϑ0 zur Folge. Dessen Korrektur ist für Primärstrahlung
∆ϑBo = −χo(1− γ)
2 sin(2ϑ0)
(3.61)
5Gilt für eine reelle Dispersionsfläche. Auf einer komplexen Dispersionsfläche hat dieser Schnitt-
punkt einen kleinen Realanteil.
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und für reflektierte Strahlung







Abbildung 3.8: Reflektivität im Bragg-Fall. Berechnete Reflektivitäten der gebroche-
nen und gebeugten (Rockingkurve) Wellen. Die Reflektivität der gebrochenen Welle
wurde als Durchstrahlung auf der Rückseite eines planparallelen Kristalls mit Dicke
t=50µm registriert. Reflex: Si (0 0 4), symmetrisch; Anregung: Cu-Kα
.
Liegt M so, dass imaginäre Anregungspunkte entstehen, beobachtet man eine sehr
starke Reflexion. Die konstruktive Interferenz ist maximal und der Poynting-Vektor
verläuft parallel zu den Netzebenen. Im Fall sehr schwach absorbierender Kristalle
und symmetrischer Beugungsgeometrie (γ = |1|) dringt nur sehr wenig Energie in
den Kristall ein und die Reflexion ist maximal. Die Tiefe, in der die Intensität der
einfallenden Welle auf 1/e abgesunken ist, wird als Extinktionslänge (Extinktionstiefe)
bezeichnet und ist gleich Λ0 aus Gleichung (3.60).
In Diagramm 3.8 sind die Reflektivitäten für Reflexion (Rockingkurve) und Bre-
chung an der (0 0 4)-Ebene eines 50 µm dicken Si-Kristalls aufgetragen. Zu erkennen ist
die Verschiebung des Schwerpunkts der Rockingkurve zu größeren Bragg-Winkeln.
Die Reflektivtät der Rockingkurve erreicht fast 1. Außerhalb des Reflexionbereiches
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beobachtet man nur Durchstrahlung und diffuse Reflexion. Für positive ∆ϑ = ϑ− ϑ0
liegen die Anregungspunkte auf Hyperbelast II, deren Wellenfelder eine größere effek-
tive Absorption erfahren als jene von Hyperbelast I bei ∆ϑ < 0.


















Mit Xk = −kχo/2 werden Anpassungen für die Wellenvektoren im Kristall am





Wellen die den Kristall verlassen, enden mit ihren Vektoren entweder auf dem Ein-
strahlkreis (Refraktion, Brechung) oder dem Reflexionskreis (Beugung). Die Endpunk-
te Mj bzw. Nj (Abb. 3.6b) werden durch Anwendung der Randbedingungen für den
Kristallaustritt der Wellen bestimmt. Mit dem nach außen zeigenden Normalenvek-
tor auf die Kristalloberfläche nˆout müssen dazu die Geometrieparameter (3.56) am












Analytische und numerische Modelle
Für die Implementation des Simulationskerns können prinzipiell analytische und nu-
merische Modelle genutzt werden. Bei der analytischen Methode, werden abhängig
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von Geometrie und Werkstoff der Probe sowie den Eigenschaften des Primärstrahls
die Eigenschaften des Sekundärstrahls als Funktion (Operator) ermittelt. Der Opera-
tor beschreibt die Wechselwirkung der gesamten Primärstrahlung mit der gesamten
Probe. Mit wachsender Komplexität der Probe oder des Primärstrahls, wächst da-
mit im Allgemeinen auch die Komplexität des Operators. Häufig kann dann entweder
kein Operator mehr analytisch angegeben werden oder aber dessen Bestimmung ist
so aufwendig und speziell, dass dessen Implementation in einer universellen Simula-
tion ausscheidet. Die Komplexität wird daher nach dem Prinzip Teile und herrsche
reduziert. So werden heterogene Proben im Modell üblicherweise in einzelne Zellen
mit gleicher thermodynamischer Phase aufgeteilt und entsprechende, phasenabhängige
analytische Operatoren an den Zellgrenzflächen bzw. innerhalb der Zellen angewandt.
Sind die Zellflächen gekrümmt oder sollen Strahlprofile berücksichtigt werden, so wird
die Strahlquelle in einzelne Strahlbündel zu zerlegt. Jedes dieser Strahlbündel wird
auf seinem Weg durch die Zellen des Probenmodells verfolgt (Ray Tracing). Der Ope-
rator beschreibt dann nur noch die Wechselwirkung eines Strahlbündels mit einem
lokalen einphasigen Probenvolumen und kann in den meisten Fällen relativ einfach
und allgemeingültig bestimmt werden. Aus den Ergebnissen der Verfolgung einzelner
Strahlbündel wird anschließend das Gesamtergebnis der Simulation numerisch rekon-
struiert.
Strahlungsquellen
Für die Modellierung der statistischen Intensitäts- und Energieverteilung von Strah-
lungsquellen kommen Monte CarloVerfahren zu Einsatz. Dazu wird für jeden Strahl-
parameter (z. B. Ort, Strahlrichtung, Wellenlänge und Polarisation) die inverse kumu-
lative Verteilungsfunktion bestimmt, aus der mit Hilfe gleich verteilter Zufallszahlen
bei ausreichend großer Wiederholung die entsprechende Intensitäts- und Energiever-
teilung abgebildet wird. Nach diesem Prinzip arbeiten Programme zur Simulation von
Synchrotronquellen: Das SHADOW -Modul SOURCE (Sanchez del Rio u. a., 2011)
oder XOP (Sanchez del Rio und Dejus, 2004), die beide am ESRF entwickelt und
genutzt werden, sowie eine Reihe weiterer Codes wie WAVE am BESSY (Scheer)
oder URGENT (Walker und Diviacco, 1992) am ELETTRA.
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Ray Tracing an Synchrotronoptiken
Die im Synchrotron erzeugte Strahlung wird in der Beamline durch eine Reihe von Op-
tiken (Linsen, Blenden, Spiegel, Gitter, Kapillaren usw. ) gezielt transformiert, um die
in Experimenten gewünschten Strahleigenschaften einzustellen. Die zur Evaluierung
solcher Optiken entwickelten Simulationen nutzen durchweg das Ray Tracing-Modell.
Sie basieren auf der Beschreibung der Wechselwirkung von Photonen mit Ober- oder
Grenzflächen (Reflexion, Refraktion, Beugung). Auf diese Weise lassen sich komple-
xe Optiken zusammensetzen und deren Verhalten studieren. Am ESRF wird bspw.
das TRACE -Modul der SHADOW -Software genutzt (Sanchez del Rio u. a., 2011) am
BESSY RAY (Schäfers, 2008). Eine Strahlverfolgung innerhalb der Materie solcher
Objekte findet nicht statt.
3.2.2 Spezielle Durchstrahlungssimulationen
Ein anderer Ansatz wird von Programmen zur Simulation von Strahlungs- und Parti-
keltransport in Materie genutzt. Solche Softwarepakete wie MCNP6 (X-5 Monte Carlo
Team, 2003; Goorley u. a., 2012), GEANT4 (Agostinelli u. a., 2003; Allison u. a., 2006)
oder FLUKA (Ferrari u. a., 2005) finden unter Anderem auch im Bereich der bildge-
benden Radiographie-Verfahren Anwendung. In einer entsprechenden Simulation wird
der Strahl auch innerhalb des Materials verfolgt, um Streustrahlung zu berücksichti-
gen. Die Röntgenstrahlung unterliegt dabei allgemein mehreren Wechselwirkungen, die
zugleich jeweils eine räumliche Verteilung der Sekundärstrahlung aufweisen. Die Ab-
bildung der räumlichen Streuintensitäten relativ zu den Wechselwirkungen geschieht
über die Anwendung der entsprechenden differenziellen und integralen Wechselwir-
kungsquerschnitte.
Für Photonenenergien EP unterhalb 500 keV wird angenommen, dass sich deren
Gesamtwechselwirkungsquerschnitt σtot als Summe folgender integraler Wirkungsquer-
schnitte schreiben lässt (Chantler, 2000):
σtot = σPE + σcoh + σC . (3.66)
Der Querschnitt für photoelektrische Absorption σPE ist dominant für kleine EP , bei
großen EP dominiert die inkohärente Compton-Streuung σC . Der kohärente Streu-
querschnitt σcoh ist vom Ordnungsgrad des wechselwirkenden Materials und von EP
abhängig. In amorphen Phasen sowie in höherenergetisch bestrahlten Kristallen nutzt
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man das Modell der Rayleigh-Streuung (σcoh = σR). Mit abnehmender Photonener-
gie EP < 100 keV beobachtet man bei Kristallen zunehmend stärkere Beugungsreflexe.
Um deren starker Richtungsabhängigkeit Rechnung zu tragen, ist in Polykristallen die
entsprechende Bragg-Laue-Beugung zu berücksichtigen (σcoh = σBL,poly). In perfek-
ten Einkristallen wendet man hingegen dynamische Theorien an.
Der lineare Schwächungskoeffizient µ folgt allgemein direkt aus dem Wechselwir-
kungsquerschnitt:
µ = σ · ρ
u · Ar . (3.67)
Es sind ρ, u undAr die Dichte, die atomare Masseneinheit bzw. die relative Atommasse.
Dringt ein Photon in Material ein, so geht man davon aus, dass es sich geradlinig im
Material fortbewegt und nach bestimmten Wegstrecken entsprechend der Wechselwir-
kungsquerschnitte einer Reihe von Interaktionen unterliegt, bis es das Material wieder
verlässt oder vollständig in diesem absorbiert ist (X-5 Monte Carlo Team, 2003). In
der Simulation werden daher:
1. Ort der nächsten Wechselwirkung,
2. Art der nächsten Wechselwirkung und
3. die neuen Parameter des Photons (z. B. Wellenvektor k)
innerhalb einer Iterationsschleife bestimmt. Dazu kommen Monte Carlo-Verfahren
zum Einsatz. Die fortlaufende Iteration für ein Photon liefert einen seiner möglichen
Wege durch das Material mit relativer Intensität. Für einen genügend große Anzahl
von Photonen erhält man das Durchstrahlungsbild.
In homogenen Materialien gilt für den Intensitätsverlust von Strahlung entlang einer
Wegstrecke d das Lambert-Beer-Gesetz:
I
I0
= exp(−µ · d). (3.68)
Es beschreibt I/I0 den Anteil transmittierter und 1 − I/I0 den Anteil absorbierter
Strahlung. Ersetzt man letzteren durch gleichverteilte Zufallszahlen ζ im Intervall
[0, 1), erhält man aus Gleichung (3.68) die Verteilung der freien Wegstrecken und
damit die Orte der nächsten Wechselwirkung
d = − ln(ζ)
µ
. (3.69)
Die Wahrscheinlichkeit für eine bestimmte Wechselwirkung i an diesem Ort, folgt
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Die Summe der Wahrscheinlichkeiten von k Wechselwirkungen liegt im Intervall
(0 . . .
∑k
i=1 Pi . . . 1]. Für die statistische Auswahl genügen daher Zufallszahlen ζ in die-






Die Strahlrichtung nach der i-Streuung wird mit Hilfe der kumulativen Wahrschein-
lichkeitsdichte bestimmt. Ist dσi/dΩ unabhängig vom Winkel ϕ in Ω, so lässt sich die











Mit einer gleichverteilten Zufallszahl ζ = Pi,θ resultiert ein entsprechender Streuwinkel
aus der Umstellung nach cos θ. Dazu wird Gleichung (3.71) mit den Parametern EP
und ζ als cos θ-Matrix (Lookup-Tabelle) gesamplet (X-5 Monte Carlo Team, 2003).







Meist erfolgen Beugungsexperimente an einfachen und ausreichend großen Proben, wo
das Beugungsignal beeinflussende Effekte, wie Abschattung, Spannungsgradienten, In-
homogenitäten, Faltungen des Signals minimiert sind. Da Spannungsuntersuchungen
aber möglichst an realen Bauteilen erfolgen sollen, können die Effekte nicht vermieden
werden. Sind die Proben klein und sehr fein heterogen strukturiert, muss damit gerech-
net werden, dass sich eine Vielzahl dieser Effekte überlagern und die Interpretation
des Beugungssignals erschweren. Mit zunehmender Komplexität der zu untersuchenden
Systeme wächst diese Problematik. Generell werden Beugungspeaks von Einkristallen
wegen der intensitätsstarken und schmalen Peaks weniger stark beeinflusst als jene von
Polykristallen. Allerdings sind für die lokalen Spannungsbestimmungen in Einkristal-
len auch die diffusen Beugungsanteile in den Peakausläufern von großem Interesse
(Abschnitt 7.1.3). Daher sind auch bei der Spannungsbestimmung in Einkristallen die
genannten Effekte problematisch.
Die strukturell bedingte Beeinflussung des Beugungssignals unterliegt dabei aber
einer gewissen Systematik. Es ist daher möglich bestimmte Effekte in Experimenten
zu identifizieren. In der Regel werden solche Experimente wegen der Anforderungen
an Strahlquelle und Apparatur an Synchrotron-Beamlines durchgeführt. Begrenzte
Strahlzeiten und die enorme Datenmenge erschweren aber oft genaue Analysen vor
Ort. Gezielte Experimente an den Beamlines ermöglichen schnellere Analysen. Sie sind
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aber erst nach Kenntnis über Art und Auswirkung der angesprochenen Effekte möglich.
Die Erlangung dieser Erkenntnisse abseits der Beamline war Motivation für die Erstel-
lung der Simulation XSIM. Sie soll die Beugung an heterogenen 3D-Mikrosystemen
simulieren und damit das Studium von lokalen, das Beugungssignal beeinflussenden,
Effekten ermöglichen. Wegen des komplexen 3D-Aufbaus wird praktisch jede Beugung
mit einer Durchstrahlung der angrenzenden Materialien kombiniert.
Die XSA wird sich nur dann als schnelle Standardmethode zu Eigenspannungsbestim-
mung in 3D-Mikrosystemen etablieren können, wenn die dafür nötige Röntgenbeu-
gungstechnik Labormaßstab erreicht. Für solche Techniken können Simulationen pa-
rametrische Abschätzungen liefern sowie das allgemeine Verständnis schulen. Aus den
erwähnten Anwendungsgebieten heraus erwachst die Notwendigkeit einer möglichst
universellen Röntgenbeugungs- und Durchstrahlungssimulation.
4.2 Wechselwirkungen




Die möglichen Wechselwirkungen zwischen Photonen unter 500 keV und Materie
sind Abbildung 4.1 hierarchisch dargestellt (Details in Abschnitt 3.1). Von den Wech-
selwirkungen zeigt nur die Beugung eine starke Richtungsabhängigkeit. Die Absorp-
tion bzw. die mit ihr verbundene Fluoreszenz ist ungerichtet und wird daher in der
Simulation durch das Lambert-Beer-Gesetz (3.68) mit dem entsprechenden Schwä-
chungskoeffizienten berücksichtigt. Rayleigh- und Compton-Streuung können op-
tional voll berechnet werden. Wegen ihrer geringen Richtungsabhängigkeit und des ge-
ringen Wechselwirkungsquerschnitts der Compton-Streuung, ist es oft ausreichend,
beide Streuungen nur durch das Lambert-Beer-Gesetz zu berücksichtigen.
Abbildung 4.2: Typische Wechselwirkung zwischen Röntgenstrahlung und Materie in
SiPs.
In SiPs sind alle Werkstoffklassen vertreten. Amorphe und teilkristalline Werkstof-
fe (Gläser bzw. Polymere), polykristalline Werkstoffe (Metalle und Keramiken) sowie
Einkristalle (Halbleiter) zeigen typische Wechselwirkungen, die in Abbildung 4.2 ange-
geben sind. In amorphen Werkstoffen wird die schwach richtungsabhängige Rayleigh-
Streuung nur in Fällen mit schwacher Beugung (hohe Photonenenergien) voll berech-
net.
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4.3 Strahlverfolgung
Abbildung 4.3: Prinzip der Strahlverfolgung nach der Streutheorie (oben) und nach
der dynamischen Theorie an Einkristallen (unten).
Für die Software wurde das Modell der Strahlverfolgung (Ray Tracing) genutzt.
Es findet bei praktisch allen Softwarepaketen zur Simulation von Beamlines Anwen-
dung (Abschnitt 3.2.1). Für die Photonen bzw. Photonenpakete gelten dabei folgende
Annahmen:
• Die Photonen wechselwirken nicht miteinander.
• Ein Photon ist statistischer Repräsentant einer großen Zahl von Photonen.




Das Prinzip der Strahlverfolgung ist in Abbildung 4.3 dargestellt. In Polykristallen und
amorphen Materialien werden Photonen nach dem Prinzip der Durchstrahlungssimula-
tion verfolgt (Abschnitt 3.2.2). Dieses Verfahren findet insbesondere zur Beschreibung
der kinematischen Beugung in Polykristallen Anwendung. Bei Rayleigh- und Comp-
ton-Streuung wird diese zeitaufwendige Strahlverfolgung nur in Sonderfällen genutzt.
Strahlverfolgung nach dynamischer Beugungstheorie
In Einkristallen bietet sich die Möglichkeit der Stahlverfolgung entsprechend der dy-
namischen Beugungstheorie zu nutzen. Orte der Wechselwirkung (im Sinne der Strahl-
richtung) sind Grenzflächen. Aus den Reflexions- und Transmissionsintensitäten lassen
sich die statistischen Verteilungen berechnen.
Der im Abschnitt der dynamischen Beugungstheorie definierte Laue- und Bragg-
Fall (3.57) lässt sich allgemein erweitern. Für fein im direkten Raum ausgeblendete
Strahlung definiert man Laue-Fälle für Ein- und Ausfall.
(a) (b)
Abbildung 4.4: Laue-Fälle an der Kristallfläche; (a) Laue-Einfall; (b) Laue-Ausfall.













































Analog definiert man Bragg-Fälle für Ein- und Ausfall.
(a) (b) (c)
Abbildung 4.5: Bragg-Fälle an der Kristallfläche; (a) Bragg-Einfall; (b) Bragg-
Ausfall, Typ I; (c) Bragg-Ausfall, Typ II.







h = Dh = ξhDo
(4.1)
Bragg-Ausfall, Typ 1 (Ko verlässt Kristall):
D(d)o = Do′ exp
[−2pii (Ko′ −K(d)o ) · r]
Dh′′ = −Dh′ exp [−2pii (Kh′ −Kh′′) · r]
Do′′ = Dh′′/ξh′′
Bragg-Ausfall, Typ 2 (Kh verlässt Kristall):
D
(d)












Abbildung 4.6: Schematischer Aufbau der Simulation.
4.4 Struktureller Aufbau
Die Simulation XSIM ist modular strukturiert. Sie besteht aus drei großen Bausteinen,
dem Preprozessor, dem Prozessor als Simulationskern und dem Postprozessor Abbil-
dung 4.6. Die beiden ersten Module umfassen das eigentliche Programm XSIM, welches
in Standard C++ geschrieben wurde und damit plattformunabhängig kompilierbar ist.
Die Ein- und Ausgabe der Daten geschieht über Textdateien. Nach dem Programm-
start liest der Preprozessor elementabhängige Wechselwirkungsquerschnitte und Atom-
formfaktoren aus einer Datenbank (Cullen, 2002), Informationen über den zu nutzen-
den Versuchsaufbau mit Objekten, Quellen und Detektoren sowie Kommandos zur
Steuerung des virtuellen Diffraktometers. Alle Daten werden in Objektstrukturen ge-
laden und für den Prozessor aufbereitet.
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Abbildung 4.7: Schematischer Aufbau der Simulationskerns.
Der Prozessor übernimmt die Aufgabe der Strahlverfolgung von der Quelle durch
die virtuellen Objektes bis das Photon den Detektor erreicht oder sich außerhalb des
Simulationsbereiches befindet. Die dabei gesammelten Detektordaten und Wechselwir-
kungsereignisse werden anschließend in Ausgabedateien geschrieben.
Für den Postprozess existieren verschiedene Matlab-Skripte zur Aufbereitung und
Weiterverarbeitung und Darstellung der Simulationsergebnisse.
4.4.1 Aufbau des Simualtionskerns
Der Simulationskern besteht aus den virtuellen Strukturen für die Strahlungsquellen,
den zu untersuchenden Objekten und den Detektoren. Sie sind sequenziell durch Rou-




Die implementierten Strahlungsquellen liefern ebene oder sphärische Wellen beliebiger
Polarisierung, die im direkten Raum mit Linien-, Rechteck- oder Ellipsenfokus aus-
geblendet werden können. Sie bestehen aus einer Anzahl an Strahlbündeln und diese
ihrerseits aus einer Anzahl identischer Photonenpakete. Die Photonen haben eine Po-
sition, Wellenvektor, Polarisation, Amplitude und Phase. Der diskrete Querschnitt
eines Photonenpaketes ergibt sich aus dem Strahlquerschnitt bezogen auf die Anzahl
der Strahlbündel. Es besteht die Möglichkeit eine beliebigen Menge an Photonen bzw.
Photonenpaketen aus externen Dateien einzulesen. Das Angebot an Strahlungsquel-
len ist damit beliebig erweiterbar. Strahlungsquellen können innerhalb von Objekten
liegen um beispielsweise Kossel-Techniken simulieren zu können (Inside-Quellen).
Es werden keine optischen Elemente von Beamlines simuliert. Dafür gibt es exzellen-
te Ray-Tracing-Programme, wie SHADOW oder WAVE (Abschnitt 3.2.1). Da deren
Ergebnisse aus einer Menge Photonen mit Position, Richtung, Wellenlänge, Polarisa-
tion und Amplitude bestehen, können die Ausgabedaten dieser Programme prinzipiell
von der Software XSIM eingelesen und als Strahlungsquelle genutzt werden. Hierfür
sind eventuell Formatanpassungen in Dateien zu tätigen oder entsprechende Import-
routinen zu ändern.
Objektrepräsentation
Die Proben, Bauteile oder sonstigen Strukturen, welche mit Photonen interagieren,
werden in XSIM als virtuelle dreidimensionale Objekte repräsentiert. Solche Objekte
bestehen aus Zellen beliebiger thermodynamischer Phasen. Deren Begrenzung wird
durch eine Kombination von Flächen 2. Ordnung gebildet. Die Kombination von meh-
reren Zellen ermöglicht den Aufbau komplexer Objekte bis hin zu virtuellen SiPs.
Detektoren
Die implementierten Detektoren sind Zähler, die optional ortssensitiv und energiedi-
spersiv sein können oder das Photonpaket mit seinen kompletten Eigenschaften re-
gistrieren. Detektoren bestehen aus einer Detektorfläche 2. Ordnung. Genauso wie
Strahlungsquellen können auch Detektoren innerhalb von Objekten platziert werden
(Inside-Detektor).
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Abbildung 4.8: Objektrepräsentation: Zellen bestehen aus Phasen und werden durch
Kombinationen von Flächen 2. Ordnung begrenzt. Durch Kombination von Zellen
entstehen komplexe Objekte. Obiges Beispiel: Vier Zellen aus drei unterschiedlichen
Phasen bilden einen einfachen Körper. Zelle 3 stellt einen polykristallinen Einschluss
in Einkristall dar (z. B. ein gefülltes TSV).
4.5 Verifizierung der Simulation XSIM
Zur Verifizierung wurden mehrere Tests zur Durchstrahlung und Beugung am Si-Ein-
kristall durchgeführt und mit theoretischen und experimentellen Werten aus der Li-
teratur verglichen. Der einfachste Test ist die Durchstrahlung eines nicht in Bragg-
Stellung zum Primärstrahl stehenden, 525 µm dicken Si-Wafers (Abb. 4.9). In die-
sem Fall beobachtet man für den elastischen Anteil thermisch diffuse Streuung am
Si. Diese Wechselwirkung wird derzeit von der Simulation XSIM nicht unterstützt.
Wahlweise kann diese ignoriert oder stattdessen durch die Rayleigh-Wechselwirkung
ersetzt werden. Diese ist bezügliche des linearen Schwächungskoeffizienten etwa eine
Größenordnung stärker. Ihr Anteil an der Gesamtschwächung ist aber trotzdem so
gering, dass nur kleine Fehler entstehen (Creagh und Hubbell, 1987). Für den Test
wurde Rayleigh-Streuung genutzt und zusammen mit der Compton-Streuung voll-
ständig berechnet. Die Ergebnisse für die Berechnung mit 500000 Photonen sind für
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Abbildung 4.9: Durchstrahlung eines 525 µm dicken Si-Wafers, der sich nicht in
Bragg-Stellung befindet. Links: Die vom Detektor registrierten Photonen, verlas-
sen die Rückseite des Wafers. Rechts: Vergrößerter Ausschnitt der Anregungsbirne
(Zschenderlein und Wunderle, 2010).
die Energien der Kα-Linien von Cu und Mo in Tabelle 4.1 dargestellt. Ein Vergleich
mit der Literatur liefert gute bis sehr gute Übereinstimmung. Steht der Detektor zu
nahe an der Probe, registriert er Streustrahlung, die allerdings nur geringe Intensität
hat, da sie durch den längeren Weg in der Probe stark geschwächt ist. Der Detektors
sollte daher möglichst weit vom Streuzentrum entfernt stehen. Einen Blick auf das
Steuzentrum liefert die rechte Seite von Abbildung 4.9.
Abbildung 4.10: Vergleich der Rockingkurve aus analytischer Berechnung und Ray-
Tracing-Simulation ((0 0 4)-Reflex, 50 µm Si, Zschenderlein u. a. (2012)).
Zur Überprüfung der dynamischen Beugung wurde eine Rockingkurve für den Si-
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Tabelle 4.1: Ergebnisse des Durchstrahlungstests für 50 000 Photonen. (Zschenderlein
und Wunderle, 2010) Vergleich mit Literaturwerten von Creagh und Hubbell (1987).
Detektor- Registrierte
abstand /mm Photonen Simulation Literatur
25 4059 26,8 143,4
100 323 17,4 151,7
250 72 20,1 148,9
25 25841 22966 14,8
100 23002 22808 15,0










(0 0 4)-Reflex aufgenommen und mit der analytischen Berechnung nach Authier (2004)
in Abbildung 4.10 verglichen. Die Berechnungen wurden für die Energie der Cu-Kα-
Strahlung und einem 50 µm dicken Si-Wafer durchgeführt. Die grüne Kurve stellt die
analytische Berechnung dar, die roten Messpunkte die Resultate der Strahlverfolgung.
Pro Messpunkt wurden 1000 Photonen verfolgt. Sowohl die Peaklage als auch Inten-
sität stimmen sehr gut überein.
4.6 Derzeitiger Stand der Simulation
Die Simulation hat gezeigt, dass sie die grundlegenden Verteilungen der Wechselwir-
kungen gut abbildet. Dennoch war sie mit Abschluss dieser Arbeit noch in einem
Entwicklungsstadium, das es noch nicht ermöglichte, die Software zur umfangreichen
Unterstützung bei der Auswertung der Messergebnisse einzusetzen. Der Autor ist aber
überzeugt, dass mit der Fertigstellung der Software wertvolle Erkenntnisse z. B. hin-
sichtlich der Abschattungseffekte beim W-TSVs, der Signalfaltung oder des Einflusses





Die Versuche wurden an Querschliffen von Doppelchip-Systemen (Abb. 5.1) durchge-
führt, die sowohl für die RSA als auch für die Raman-Spektroskopie genutzt und für
die FEM-Simulationen modelliert wurden.
Abbildung 5.1: Doppelchip im Querschliff (Lichtmikroskop). Top-Chip und Bottom-
Chip sind über eine Cu-Sn-SLID-Verbindung Abschnitt 2.1 gebondet (Chip-to-Wafer).
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Das Layout des Systems ist schematisch in (Abb. 5.2) dargestellt. Es besteht aus
einem dünnen Top-Chip mit W-TSVs und Kontaktstrukturen sowie einem dicken Bot-
tom-Chip. Beide sind mit Cu-Sn-SLID-Verbindungen aus einen Chip-to-Wafer-Prozes-
ses zusammengefügt.
Abbildung 5.2: Doppelchip-Layout.
5.2 FEM-Simulation des globalen Aufbaus
Einige der Doppel-Chip-Systeme wurden nach dem Querschliff auf einem Al-Sockel
befestigt, um die Probe gut leitfähig für die Begutachtung im REM zu montieren
(Abb. 5.3). Zur Untersuchung, ob der gewählte Aufbau zur Befestigung des Quer-
schliffs am Al-Sockel zu unerwartet hohen Einträgen von Spannungen führt, wurde
dieser zunächst einer FE-Simulation unterzogen. Das FE-Modell ist in Abbildung 5.4
links dargestellt. Die genutzten Materialparameter sind in Tabelle 5.1 aufgeführt. Alle
mechanischen Modelle waren linear-elastisch. Das Ergebnis der Simulation ist in Ab-
bildung 5.4 rechts zu sehen. Die Spannungen im relevanten Mittenbereich schwanken
zwischen 5 und 18MPa. Es wird daher nur ein geringer Einfluss des Aufbaus auf den
Spannungszustand der Probe erwartet.
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Abbildung 5.3: Aufbau über Al-Sockel. Der Doppelchip im Querschliff wurde mit
Wachs und Vitralit am Sockel bzw. Glas befestigt.
Abbildung 5.4: FEM-Simulation zum Sockel-Aufbau. FE-Modell, Prozessparameter
und Ergebnisse.
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Tabelle 5.1: Zur FEM-Simulation des globalen Aufbaus genutzte Materialparameter
CTE, E-Modul und Poissonzahl ν. (Raffo, 1969; Davis, 1992; Ramm u. a., 2008; Garrou
und Bower, 2008a).
Material CTE  (ppm/K) E (GPa) Poissonzahl ν
Si 2,8 168 0,3
Al 24 68 0,35
Wachs 30 1 0,3
SiO2 0,5 72 0,3
Vitralit 75 3 0,3
5.3 FEM-Simulation an TSV und SLID-Verbindung
Eine zweite FEM-Simulation wurde zur Untersuchung des lokalen Spannungszustandes
am TSV und der SLID-Verbindung durchgeführt. In den Abbildung 5.5 sind das FE-
Modell und die simulierten Prozesstemperaturen dargestellt. An Werkstoffen sind nur
Si, W und Cu und die intermetallische Phase (IMP) Cu3Sn berücksichtigt worden. Ih-
re Werkstoffkenndaten sowie das benutzte Modell der mechanischen Verformung sind
in Tabelle 5.2 aufgeführt. Für Cu wurde die plastische Verformung einbezogen. Der
Volumenschrumpf während der IMP-Bildung von Cu3Sn wurde vernachlässigt.
Tabelle 5.2: CTE, E-Modul bzw. elast. Konstanten sij und Fließspannung σF und me-
chanische Modellierung in der FEM-Simulation verwendeter Werkstoffe. (Raffo, 1969;




s12: -2,14 anisotop elastisch
s44: 12,56
CVD-W 4,4 E: 420 0,28 elastisch
CVD/EPD-Cu 16,6 E: 90 0,36 200 elastisch-plastisch
Cu3Sn 18 E: 100 0,3 480 elastisch
Poissonzahl ν Mech. Modell
Si 2,8
Material CTE  (ppm/K) σF (MPa)
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Abbildung 5.5: FEM-Modell und genutzte Prozessparameter.
Das FEM-Modell ist ein Viertel-Modell mit periodischen Randbedingungen. Zur
Darstellung des Spannungszustandes am Querschliff, können die Knoten nach der Pro-
zesssimulation in z-Richtung relaxieren. Die Richtungsindices geben die Orientierung
des Si-Kristalls an. Aus den Resultaten können zwei wesentliche Erkenntnisse gezogen
werden. Zum einen werden die Eigenspannungen in größerem Abstand zum TSV von
der Wechselwirkung mit der SLID-Verbindung dominiert. Ersichtlich ist dies an der
ersten Hauptnormalspannung in Abbildung 5.6. Dafür sind in erster Linie die großen
resultierenden thermischen Dehnungen infolge des CTE-Unterschieds zwischen Si und
Cu sowie Cu3Sn verantwortlich (Tab. 5.2).
Zum anderen wird die Spannung im Abstand weniger µm vom TSV von der Wech-
selwirkung mit der W-Metallisierung bestimmt. In den Abbildungen 5.7 bis 5.9 sind
dazu die Verläufe der Spannungskomponenten für verschiedenen Tiefen gezeigt.
Im großen Abstand zum TSV dominiert σxx das Spannungsfeld. Die σiz-Komponen-
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Abbildung 5.6: σ1 nach Querschnittsrelaxation der x-y-Ebene.
ten sind dort wegen der Oberflächennähe fast Null. In unmittelbarer Nachbarschaft
zum TSV zeigen sich starke Spannungsgradienten bei allen Normalspannungen sowie
der Komponente σxz. Durch die hohe Beschichtungstemperatur (400 ◦C) und die ther-
mische Fehlpassung zwischen W und Si, werden bei Raumtemperatur Zugspannungen
im W erzeugt. Da W beim Abkühlen stärker schrumpft als Si, übt es über das Inter-
face in x-Richtung Zug auf das Si aus und σxx ist für W und Si positiv. Direkt an
der Oberfläche (t = 0) bildet sich ein starker Gradient von etwa 100MPa mit einem
Stressmaximum von fast 120MPa aus. Mit zunehmender Tiefe sinkt dieser Gradient.
Das Stressmaximum liegt näher am Interface und erreicht höhere Werte (130MPa).
In einer Tiefe von 10 µm ist praktisch kein Einfluss der nur 5µm tief reichenden Vias
zu erkennen.
Über 20µm lateraler Entfernung vom TSV weichen die Spannungen der verschiede-
nen Tiefen nur gering voneinander ab (±5MPa). Da Cu und Cu3Sn beim Abkühlen von
SLID-Prozesstemperatur stärker als Si schrumpfen erwartet man im Bereich der SLID-
Verbinung (<40µm) für σxx relative Druckspannungen. Zwischen den Verbindungen
(>40µm) wird das Si entsprechend gedehnt. Man erwartet dort für σxx relative Zug-
spannungen. Dieser Verlauf ist prinzipiell Abbildung 5.7 erkennbar, allerdings ist er
von einer globalen Zugspannung überlagert.
Die vertikale Spannung σyy (Abb. 5.7) zeigt am TSV im Si eine leichte Druckspan-
nung, erzeugt durch die Wirkung des unter Zug stehenden W auf das Interface. Mit
wachsender Tiefe nimmt der Gradient am Interface ab. Für größere x-Werte wächst
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Abbildung 5.7: Spannungen σxx und σyy im Si (Top-Chip) bei 10µm Abstand zur
SLID-Verbindung und für verschiedene Tiefen t unterhalb der Oberfläche (x-y-Ebene).
Abbildung 5.8: Spannungen σzz und σxy im Si (Top-Chip) bei bei 10µm Abstand zur
SLID-Verbindung und für verschiedene Tiefen t unterhalb der Oberfläche (x-y-Ebene).
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die Druckspannung infolge der Querkontraktion durch die große Zugspannung in x-
Richtung. Die Schubspannung σxy ist am TSV Null. Die Umverteilung der Spannung
σyy in der Nähe der SLID-Kante (x ≈ 40µm) korrespondiert mit den Änderungen in
σxy.
Abbildung 5.9: Spannungen σxy und σyz im Si (Top-Chip) bei bei 10 µm Abstand zur
SLID-Verbindung und für verschiedene Tiefen t unterhalb der Oberfläche (x-y-Ebene).
Die Spannungen σzz (Diagr. 5.8) sowie σxz und σyz (Diagr. 5.9) sind wegen der
Oberflächennähe spannungsarm. Mit zunehmender Tiefe wächst der Einfluss des SLID-
Bonds und man beobachtet bei σzz und σyz eine leichte Druckspannung. Direkt am
TSV entstehen an der Oberfläche bei der querschnittsbedingten Spannungsrelaxation
unterschiedlich starke Verschiebungen zwischen W und Si. Die Folge ist eine Zugspan-
nung in einer gekrümmten Oberfläche. Damit entstehen direkt am TSV-Interface große
positive Scherspannungen σxz.
5.4 Bewertung
Die Spannungen im betrachten Bereich liegen zwischen -20MPa und 150MPa. Direkt
am TSV entwickeln sich Spanungsgradienten von einigen 10MPa pro Mikrometer. Bei
Cu-TSVs mit 5 und 20µm Durchmesser wurden maximale Spannungen von Span-
nungen von zwischen 90 und 200MPa bestimmt (Budiman u. a., 2012; De Wolf u. a.,
2012). Für W-TSVs mit vergleichbaren Abmessungen erhielten Koseski u. a. (2011)
und Dao u. a. (2010) Spannunggradienten zwischen 70 und 120MPa innerhalb weniger
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Mikrometer. Von Koseski wurden betragsmäßige Spannnugsänderungen bis 300MPa
veröffentlicht, welche intrinsische Spannungen aus dem W-CVD-Beschichtungsprozess
enthalten. Diese wurden in den FEM-Rechnungen dieser Arbeit nicht berücksichtigt.
Die starken Gradienten direkt am W-Si-Interface birgen eine Delaminationsgefahr.
Spannungskonzentrationen durch geometrische Kerben (z. B. Scallops aus dem DRIE-
Prozess) oder metallurgische Kerben (z. B. SiO2-Einschlüsse im Si) begünstigen die
Rissbildung und -ausbreitung im W oder Si. Die Gradienten sind außerhalb des Ein-
flussbereiches des TSVs (Abstand > 10 µm) gering. Die Spannung wird dann von der
σxx-Komponente mit etwa 150MPa Zugspannung dominiert. Diese Spannung hat einen
starken Einfluss auf die Ladungsträgermobilität. Für die korrekte Funktionsweise von







Die Arbeit hat ihren Ursprung in Versuchen zur Eigenspannungsbestimmung in ke-
ramischen Schichten mit energiedispersiver Röntgentechnik (Zschenderlein u. a., 2006;
Zschenderlein, 2007). Zur Verbesserung des Signal-Untergrund-Verhältnisses wurden
diesbezüglich auch Röntgenoptiken auf der Basis von mikrostrukturiertem Si gefertigt
(Zschenderlein u. a., 2007a,b). Es zeigte sich, dass Untersuchungen mit einer latera-
len Auflösung unter 100 µm bei gleichzeitiger Spannungsauflösung unter 100MPa im
Labormaßstab damals nicht erreichbar waren.
6.2 Hochauflösende Röntgenbeugung
6.2.1 Beamline P08 des PETRA III-Rings
Die Messungen wurden am DESY an der Beamline P08 des PETRA III-Rings durch-
geführt. Die HR-XRD-Beamline (High-Resolution-XRD) wurde ausführlich in Seeck
u. a. (2012) beschrieben. Die Optiken der Beamline sind in Abbildung 6.1 dargestellt.
Zur Monochromatisierung der Röntgenstrahlung wird ein Double-Crystal-Monochro-
mator (DCM) aus zwei Si-(1 1 1)-Kristallen sowie einem Large Offset Monochromator
(LOM) aus zwei Si-(5 1 1)-Kristallen genutzt.
Eine Zeichnung des Experimentierplatzes zeigt Abbildung 6.2. Das Diffraktome-
ter D1 ist ein (6+2)-Kreis-Diffractometer der Fa. Kohzu Precision, Kawasaki, Japan
(Abb. 6.3a). Die Hauptachsen erreichen eine Präzision von 2 · 10−5 Grad. Die Sphere
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Abbildung 6.1: Skizze der Beamline P08 am PETRA III-Ring des DESY mit DCM,
LOM, Strahlmonitoren B1-B4 und Compound Refractive Lenses (CRL) L1 und L2
(Seeck u. a., 2012).
Abbildung 6.2: Zeichnung des Experimentierplatz der Beamline P08 am PETRA III-
Ring des DESY (Seeck u. a., 2012).
of Confusion, der Bereich, in welchen die Diffraktometerachsen bei Drehung um den
euzentrischen Punkt wandern beträgt maximal 15 µm (Abb. 6.3b).
Die Beamline wurde im Micro Mode betrieben (Tab. 6.1). Im diesem Modus erhält
man einen schmalen Linienfokus mit nominal 30 µm x 2µm Strahlquerschnitt. Die
Halbwertsbreite einer Rockingkurve liegt im Bereich von 1/1000 °. Die Divergenz liegt
im Bereich von 1/100 °. Die Breite der Rockingkurve wird damit von der Divergenz
bestimmt. Bei Si-Wafern werden Fehlorientierungen im Bereich von 1/10 ° angegeben.
Die-to-Wafer-Bonding-Prozesse sind teilweise noch ungenauer. In einem Chip-Stapel
ist daher zu erwarten, dass die Fehlorientierung der Chip-Kristalle deutlich größer als
die Divergenz ist. Unter Vernachlässigung sehr hoch indizierter Netzebenen ist anzu-
nehmen, dass in Chip-Stapeln generell nur ein Chip-Kristall die Beugungsbedingung
erfüllt und im reziproken Raum die Reflexe der einzelnen Chip-Kristalle nicht zusam-
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(a) Diffraktometer mit Motoren (b) Sphere of Confusion
Abbildung 6.3: (6+2)-Kreis Diffraktometer und dessen Sphere of Comfusion (Seeck
u. a., 2012).
Tabelle 6.1: Nominiale Strahlparamter der Beamline P08 im MicroMode (DESY, Be-
amline P08)
Strahlquerschnitt Divergenz
(hor × ver) (hor × ver)
4·10
11
 cts/sec 30 × 2 µm
2






menfallen. Bei Kenntnis der Dicke der einzelner Chips mit einer Genauigkeit weniger
Mikrometer, lassen die Peaks einzelnen Chip-Kristallen zuordnen.
An der Beamline wurde ein Mythen-Liniendetektor genutzt (Tab. 6.2). Die De-
tektorlinie verlief tangential zum TT-Kreis (Abb. 6.3a), um den 2ϑ-Raum mit einer
Aufnahme zu erfassen. Zum leichteren Auffinden der Si-Peaks wurde zusätzlich ein
Cyberstar -Zählrohr verwandt.
6.2.2 Beugungsmessung
Für die Beugungsmessung wurden Querschliffe des Doppelchip-Systems gemäß Abbil-
dung 5.1 genutzt. Dadurch lässt sich der Ort der Messstelle optisch kontrollierten und
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an den Proben können andere Verfahren zur Eigenspannungsbestimmung vergleichend
durchgeführt werden. Einen prinzipiellen Überblick über die genutzte Bragg-Geome-
trie verschafft Abbildung 6.4. Dazugehörige wichtige Winkel sind in Abbildung 6.4
dargestellt.
Abbildung 6.4: Prinzip der Beugung in Bragg-Geometrie am Querschliff des Doppel-
chip-Systems mit W-TSVs
x- und y-Scans
Zur Bestimmung der ortsabhängigen Spannungen wurden Linienscans in x- und y-
Richtung durchgeführt (Abb. 6.6). Der x-Scan liegt in der Chipebene und umfasst
vier TSVs. Der y-Scan verläuft quer dazu über die Dicke des Topchips. Beide Scans
dienen der Bestimmung von TSV-Postionen und Kanten des Chips.
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Abbildung 6.5: Wichtige Winkel für die genutzte Beugungsgeometrie. Der Winkel ϕ
dreht in die negative Richtung.
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Abbildung 6.6: Definition von x-Scan und y-Scan und Nummern der TSVs.
6.2.3 Justierung und Kalibrierung
Bestimmung der Winkelauflösung des Linien-Detektors
Der Winkelabstand zwischen zwei Kanälen wurde durch Auswertung eines Beugungs-
signals in den relativen Stellungen 2ϑ = ±1◦ bestimmt und beträgt −1, 67 ·10−3 Grad.
Bestimmung der Photonenergie EP
Die Energie wurde anhand der Beugungspeaklage des symmetrischen (111)-Reflexes an
einem (111)-Si-Analysatorkristall bestimmt. Mit der Annahme eines spannungsfreien
Kristalls, ergibt sich aus der Gleichung (3.21) EP=17,483 keV. Der Fehler wurde mit
±5 eV unter Berücksichtigung der Winkelauflösung des Liniendetektors abgeschätzt.
Einfluss der Strahlung auf die Probentemperatur
Die Ergebnisse einer Thermochip-Messung bei EP=17,483 keV und einer Intensität
von etwa 1011 cts zeigten keine Änderung der Temperatur im Chip. Es ist daher keine
Probenerwärmung durch die Synchrotronstrahlung zu erwarten.
Strahlprofil
Zur Bestimmung des horizontalen und vertikalen Strahlprofils wurden die Transmis-
sionskurven bei Hindurchlaufen eines vertikal bzw. horizontal liegenden Au-Drahtes
mit einem Durchmesser von 5µm aufgenommen und jeweils durch ein Gauss-Profil
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T (x) angenähert. Daraus lässt sich die Absorptionskurve A(x) = Max(T )−T (x), mit
Max(T ) dem Maximalwert von T , bestimmen. Das theoretische Absorptionsprofil des
Drahtes W (x) wurde mit dem Lambert-Beer-Gesetz (3.68) bestimmt:
W (x) = 1− I(x)/I0 = exp[−µ(EP ) · d(x)]
Die lineare Schwächungskoeffizient µ beträgt bei 17,483 keV für Gold 2143 cm−1 (Ber-
ger u. a., 2010). Der Durchstrahlungsweg d entspricht der Sehnenlänge des Drahtquer-
schnitts an der Stelle x. Die Entfaltung des Signals A(x) mit der Antwort W (x) gibt
eine Gauss-Kurve für das horizontale und vertikale Strahlprofil. Die Halbwertsbreiten
betragen horizontal 17,83 µm und vertikal 4,29 µm.
Gemessene Reflexe
Tabelle 6.3: Vermessene Reflexe (hkl). Es ist (r) die Dehnung am Mittelpunkt zwi-
schen 3. und 4. Mess-TSV, |h| die Länge des reziproken Gittervektors, ψ und −ϕ die
Polarkoordinaten der Oberflächennormalen, ϑB der korrigierte Bragg-Winkel, dpvo
und dpvh die auf die Probenoberfläche projizierte Strahlhöhe in Einfalls- bzw. Ausfall-
richtungen und tEXT die Extinktionstiefe.
In Tabelle 6.3 sind die für die Auswertung vermessen Reflexe aufgeführt. Üblicher-
weise wählt man für je zwei senkrecht stehende Zonenachsen je eine Serie von Reflexen.
Die Auswahl erfolgte hier auch mit Blick auf eine möglichst kleinen projizierten Spot,
um die laterale Auflösung möglichst hoch zu halten. Wegen des Brechungseffekts, ver-
schieben sich die Beugungswinkel inBragg-Geometrie. Die dynamische Theorie liefert
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2ϑB = 2ϑ0 + ∆ϑBo + ∆ϑBh (6.1)
mit ∆ϑ0 als exakten Bragg-Winkel entsprechend der kinematischen Theorie sowie
den Verschiebungen ∆ϑBo und ∆ϑBh aus den Gleichungen (3.61) bzw. (3.62).
Abbildung 6.7: Gemessene Richtungen (stereographische Projektion)
Bestimmung der Peakverschiebung
Zur Bestimmung der Peakverschiebung waren die Beugungspeakpositionen der gemes-
sen Reflexe zu bestimmen. Symmetrische Peaks können dabei automatisiert über eine
Gauss-Funktion gefittet und die Position des Maximums bestimmt werden. Dies er-





7.1.1 Grundlegende Erkenntnisse aus Intensitätsprofilen
Die Intensitätsprofile (Abb. 7.1) wurden durch Linien-Scans entlang der Koordinaten-
achsen x oder y gewonnen (x-Scan, y-Scan in Abb. 6.6) und geben die im Detektor
registrierte integrale Intensität in Abhängigkeit der Probenposition wieder. Intensi-
tätsänderungen bei Verschiebung der Probe im Linien-Scan können im wesentlichen
vier Ursachen haben:
1. Die Intensität verringert sich, wenn Teile des projizierten Röntgenflecks nicht
mehr auf Si treffen, etwa an TSVs oder weil der Probenfleck sukzessive von der
Probe herunter wandert.
2. Die mit einer mechanischen Biegung verbundene Rotation des Si-Gitters kann
dazu führen, dass sich der Einstrahlwinkel ω ändert, sodass während des Scans
ein Teil der Rockingkurve abgefahren oder der Reflexionsbereich verlassen wird.
3. Sind Teile des Si-Einkristalls elastisch stark verspannt, verringert sich die kon-
struktive Interferenz, was zu einer Intensitätsänderung der gebeugten Strahlung
führt.
4. Infolge der materialographischen Präparation des Querschnliffs, weißt die Ober-
fläche mit der Struktur in Beziehung stehende Unebenheiten auf und ist global
ballig. Da spannungsbedingte Kristallrotationen mit diesem Unebenheiten nicht
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direkt korrellieren, ändert sich dort der Winkel ψ (Abb. 6.5) zwischen den Nor-
malen der beugenden Netzebene und der Oberfläche, was zu kleinen Änderungen
in der Asymmetrie des Reflexes und dadurch zu kleinen Intensitätsänderungen
führt.
Abbildung 7.1: Wiederholgenauigkeit des Probentischs: Integrale Intensität des Si-
(440)-Reflexes zweier aufeinanderfolgender x-Scans.
In Abbildung 7.1 sind beispielhaft die Intensitätsprofile aus zwei identischen, direkt
aufeinanderfolgenden Scans des (440)-Reflexes dargestellt. Betrachtet man zunächst
nur die blaue Kurve, so sind sich wiederholende, inverse Peaks zu erkennen, deren
Periode mit 115µm dem TSV-Abstand entspricht. An den Stellen der inversen Peaks
sind TSVs zu erwarten und das dort fehlende Silizium führt zum Intensitätsabfall
(Punkt 1 der oben genannten Liste). Zusätzlich absorbiert das Wolfram als TSV-
Matallisierung Röntgenstrahlung primär- und sekundärstrahlseitig und schattet so die
TSV-Flanken ab. Im Vergleich zu den 3 µm dicken TSVs, sind die inversen Peaks
deutlich breiter, was insbesondere mit der Faltung durch das Strahlprofil zu erklären
ist. Des weiteren erkennt man global einen Intensitätsgradienten. Mögliche Ursachen




Die grüne Kurve stellt einen Wiederholungsscan dar, mit dem die Wiederholgenau-
igkeit und die damit verbundenen Spiel- und Hystereseeigenschaften des Probentisches
getestet werden. Beiden Kurven wurden unmittelbar nacheinander mit identischen
Kommandos aufgerufen. Man erkennt, dass die Minima der blauen und grünen Kurve
bezüglich der x-Werte nicht zusammenfallen. Zu Beginn des Scans hinkt die grüne
Kurve etwa 12µm hinterher. Dieser Offset wird während des Scans immer kleiner und
ab etwa 300µm laufen beide Scans synchron. Überdies fällt die etwas geringe Intensi-
tät des zweiten Scans auf. Dieser Unterschied erstreckt sich ebenfalls über Länge von
etwa 300 µm, danach beobachtet man gleiche Intensität. Bei x-Scans ist daher darauf
zu achten, dass möglichst große Vorlaufwege gewählt werden.
Peakverschiebung durch Kristallrotation
Abbildung 7.2: Beugungspeakverschiebung durch Kristallrotation.
Eine Änderung der Intensität eines Scans kann durch Rotation des Kristallgitters
bedingt sein (Punkt 2 im orherigen Abschnitt). Solch eine Rotation hat auch Einfluss
auf die Peakposition eine Beugungsreflexes (Abb. 7.2). Die Strahlung von Beamli-
nes wird mit Einkristallpaaren monochromatisiert. Durch die Ausgangsdivergenz der
Strahlung und der endlichen Breite einer Rocking-Kurve, wird immer ein Energiespek-
trum reflektiert, das im monochomatisiertem Strahl vorhanden ist. Das Profil kann in
sogenanntenDuMond-Diagrammen dargestellt werden (DuMond, 1937). Dieses Profil
wird auf Bragg-Reflexionen der Experimente projiziert. Ändert sich der Einfallswin-
kel ω durch Kristallrotation von Zustand 1 zu Zustand 2 oder 3, so ändert sich der
Einfallswinkel der Primärstrahlung. Es gelangt Strahlung etwas kleinerer Wellenlän-
ge (2) oder etwas größerer Wellenlänge (3) zur Beugung (Abbildung 7.2, Bildmitte).
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Durch die unterschiedlichen Beugungswinkel kommt es zu Peakverschiebung.
Generell lassen sich solche Gitterrotationen durch Aufnahme des reziproken Gitter-
punktes in einer hochauflösenden Reciprocal Space Map (HR-RSM) bestimmen und
isolieren. An symmetrischen Reflexen, z. B. (2 2 0), besteht auch die Möglichkeit aus-
geprägte Rotationen rechts und links vom TSV durch Aufnahme von 2ϑ-Scans zu
identifizieren. Eine Krümmung verzerrt das Profil eines Beugungspeaks asymmetrisch.
Da die Krümmungen rechts und links von TSV jeweils entgegengesetzt sind, müssen
auch die Verzerrungen in gleichem Abstand zum TSV entgegengesetzt sein. Solche
Verzerrungspaare wurden nicht gefunden.
Bestimmung der TSV-Positionen
Die Positionen der TSVs wurden aus den Intensitätsscans in den Minima bestimmt.
Zur Kontrolle wurden die Perioden der Minima sowie die Breite und Höhe der Beu-
gungspeaks überprüft. Als Folge der Sphere of Confusion (Abb. 6.3b) unterscheiden
sich die genauen x- und y-Koordinaten für verschiedene Netzebenen um einige Mikro-
meter.
7.1.2 Untersuchung der globalen Eigenspannungen
Die globalen Eigenspannungen bilden die Hintergrundspannung, die durch den globa-
len Aufbau des Doppelchip-Systems dominiert wird. Sie entsprechen den Eigenspan-
nungen I. Art. Die Bestimmung erfolgt durch die Röntgenographische Spannungs-
analyse gemäß Schema 7.4 und Abschnitt 2.3.1 auf Seite 25. Aus der Gleichung zur
Projektion des Dehnungstensors ij (2.11) lässt sich






3 + 212r1r2 + 213r1r3 + 223r2r3. (7.1)
ableiten. Mit mindestens sechs Gleichungen aus sechs linear unabhängigen Rich-
tungen r lässt sich der Dehnungstensor bestimmen. Die Genauigkeit für dessen in-
plane-Komponenten (i, j ∈ 1, 2) steigt, wenn Messrichtungen mit möglichst großer
in-plane-Komponente genutzt werden. Das erfordert die Vermessung von stark asym-
metrischen Reflexen, wodurch der projizierte Strahlquerschnitt eine große Probenfläche
überstreicht. Damit besteht ein Zielkonflikt zur geforderten hohen Lokalität des Mess-
verfahrens, was möglichst kleine Spotgrößen erfordert. Bei den gewählten Reflexen
wurde auf kleine Spotgrößen geachtet, was naturgemäß zu relativ großen Ungenauig-
keiten bei der Eigenspannungsbestimmung I. Art führt.
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Abbildung 7.3: Netzebenenormalen der gemessenen Richtungen in stereographischer
Projektion um den (2 2 0)-Pol.
Die globalen Eigenspannungen müssen in Bereichen bestimmt werden, in denen der
lokale Einfluss von TSV- oder SLID-Strukturen möglichst gering ist. Es wurden daher
Probenstellen exakt zwischen zwei TSVs untersucht, konkret die Mitte zwischen dem
drittem und viertem TSV (Abb. 6.6). Diese Stelle befindet sich in einem x-Scan im
letzten Wegdrittel. Dies ermöglicht einen langen Vorlauf, wodurch die angesprochenen
Spiel- und Hystereseeffekte des Tisches minimiert werden.
Konsistenzprüfung
Für die 9 Reflexe Tabelle 7.1 wurden die entsprechenden Peakverschiebungen ϑ− ϑB
bestimmt. Es ist zunächst zu klären, ob die Verschiebungen mechanischen Spannungen
zugeordnet werden können. Von den 9 Reflexen wurden dafür alle Kombinationen aus
6 linear unabhängigen Richtungen gebildet und jeweils der Dehnungstensor bezüglich
des Probenkoordinatensystems bestimmt (Abb. 7.5). Von 84 möglichen Kombinatio-
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Abbildung 7.4: Schema zur Bestimmung des Dehnungstensors.
nen bleiben durch lineare Abhängigkeiten der Messrichtungen 2, 5 und 8 (Diagr. ??
und Tab. 7.1) noch 73 übrig. Die zugehörigen Dehnungen im Hauptachsensystem und
deren Drehwinkel α und Drehachse rα wurden anschließend verglichen. Im Idealfall
liefern alle Reflex-Kombinationen das gleiche Ergebnis. Für den vorliegenden Satz an
gemessenen Reflexen erwartet man jedoch einen Mittelwert mit einem relativ großen
Fehler. Der gemittelte Dehnungstensor enthält die arithmetischen gemittelten Kom-













(ij,k − ij)2. (7.3)
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Tabelle 7.1: Reflexe (hkl) mit Dehnungen (r,xI) im Mittelpunkt zwischem 3. und 4.
Mess-TSV. Die Messrichtungen sind in Probenkoordinaten (x, y, z) angegeben. Es sind
außerdem: ϑB - korrigierter Bragg-Winkel; tEXT - Extinktionstiefe.
x y z
1 2 2 0 0,00 0,00 1,00 21,280 1,1 2,25E‐04
2 3 5 ‐1 0,24 ‐0,17 0,96 45,436 4,1 4,42E‐05
3 4 8 0 0,32 0,00 0,95 71,445 12,1 1,02E‐03
4 5 5 ‐1 0,00 ‐0,14 0,99 55,573 9,8 9,85E‐06
5 5 7 ‐1 0,16 ‐0,12 0,98 68,849 17,3 2,02E‐04
6 6 8 ‐2 0,14 ‐0,20 0,97 83,472 20,1 1,64E‐04
7 7 5 ‐3 ‐0,16 ‐0,33 0,93 72,984 17,1 6,05E‐05
8 5 3 1 ‐0,24 0,17 0,96 45,436 4,1 3,36E‐04
9 3 7 ‐1 0,37 ‐0,13 0,92 60,198 8,0 3,23E‐04
tEXT/µm ϵ(r, xI)Idx‐Nr. h k l
Messrichtung r
2ϑB/°
Abbildung 7.5: Bestimmung des Dehnungstensors. Der mittlere Dehnungstensor eij
ergibt sich aus der Mittelung seiner Komponenten.
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Der gemittelte Dehnungstensor ′ zeigt bei den in-plane-Komponenten relativ hohe
Werte um 10−4 bis 10−3. Dabei dominieren die Scherkomponenten. Die out-of-plane-
Komponenten sind betragsmäßig zwischen einer und zwei Größenordnungen geringer.
Der Spannungszustand ähnelt daher einem oberflächenparallelen, zweiachsigen Span-
nungszustand. Dies bestätigt auch das Ergebnis der Hauptachsentransformation. Die
Rotationsachse rα hat einen kleinen Winkel zur z-Achse (8,1 ◦). Der Drehwinkel α be-
trägt etwa 40 ◦. Die Hauptachsen I und II liegen also fast in der Oberfläche und ihre
Dehnungen sind im Mittel etwa 6 · 103 bzw. -2 · 10−3. Die Hauptachse III steht fast
senkrecht zur Oberfläche und ihre Dehnung ist sehr klein (10−4).
Abbildung 7.6: Dehnungen I und II der Hauptachsen I und II für berechnungsrele-
vante Reflexkombinationen (Auswahlkriterien s. Text).
100
7.1. RÖNTGENOGRAPHISCHE SPANNUNGSANALYSE
Der berechnete Standardfehlertensor zeigt sehr hohe Werte zwischen 2 · 10−3 bis
6 · 10−2. Das liegt zum Teil, daran, dass es eine Reihe von Reflex-Kombinationen gibt,
die betragsmäßige Dehnungen von über 10−2 in den Hauptachsen liefern, was von
Spannungen von über 1,3GPa entspricht. Prinzipiell sind derartig hohe Spannungen
in annähernd perfekten Si-Einkristallen möglich (Petersen, 1982), allerdings sind im
Testaufbau in solch großem Abstand zu den TSVs, praktisch keine Quellen für der-
art hohe Spannungen erkennbar. Diese Aussage wird auch von den FEM-Analysen
zum Aufbau unterstützt (Abschnitt 5.2). Die dort sichtbaren Spannungen belaufen
sich auf wenige 10MPa. Durch die üblichen messbedingten Fehler eng benachbarter
Messrichtungen, ist es aber möglich, dass bei der Komponentenbildung des Tensors
solch große Dehnungen infolge der Fehlerfortpflanzung als Artefakt entstehen. Es wird
daher die Annahme gemacht, dass Reflexkombinationen existieren, die derartige Ar-
tefakte produzieren. Als Artefakt werden betragsmäßige Hauptachsendehnungen ab
10−2 angesehen.
Abbildung 7.7: Drehachsen rα und Drehwinkel α für berechnungsrelevante Reflexkom-
binationen (Auswahlkriterien s. Text). Die Pole der Drehachsen sind in stereographi-
scher Projektion um den (220)-Pol dargestellt.
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Nach der Entfernung aller artefaktbehafteten Kombinationen bleiben 23 Kombi-
nationen übrig. Weitere 3 Kombinationen wurden entfernt, weil ihre Drehachsen ins
Hauptachsensystem über 30 ◦ von der mittleren Drehachse dieser 23 Kombinationen
abwichen. Die verbleibenden 20 Kombinationen bilden die Menge, mit welcher der me-
chanische Spannungszustand berechnet wurde. Die Hauptachsendehnungen I und II
dieser Auswahl sind in (Abb. 7.6) dargestellt. Die Dehnungen in Hauptachsenrichtung
III sind bei allen Kombinationen in Wert und Streuung sehr klein und deswegen nicht
dargestellt. Die korrespondierenden Drehachsen rα und Drehwinkel α sind in Abbil-
dung 7.7 gezeigt. Bei den Drehwinkeln gibt es eine gewisse Streuung zwischen -90 ◦ und
-130 ◦. Die Transformationen für die Gruppe mit Drehwinkel um 45 ◦ entsprechen auf-
grund der Tensorsymmetrie einer -135 ◦-Drehung bei gleichbleibender Drehachse. Die


























Nach der Hauptachsentransformation erhält man als Hauptdehnungen für RSA und
FEM:
P,RSA = (7, 1E-3 -2, 2E-3 -6, 9E-5)
P,FEM = (8, 7E-4 -3, 1E-4 1, 4E-5)
Beide Ergebnisse liefern praktisch einen ebenen Spannungszustand, da III deutlich
unter 10−4 liegt. Die Ergebnisse der RSA sind im Mittel knapp eine Größenordnung
höher. Abbildung 7.8 gibt einen Überblick über die Lage der Hauptachsen I und II. Die
Hauptachsen der FEM fallen mit den Koordinatenachsen zusammen, die gleichzeitig
Symmetrieachsen der FE-Modells sind (vgl. Abb. 5.5). Die Ausrichtung der Haupt-
achsen ist demnach inherent vorgeben. Die RSA liefert eine andere Ausrichtung. In
Achsenrichtungen x und y sind demnach maximale Scherungen zu finden. Auffällig ist,
dass die Lage der Hauptachsen unabhängig davon ist, ob alle oder nur plausible Reflex-
kombinationen als Grundlage dienen. In diesem Zusammenhang ist in Abbildung 7.8
außerdem zu sehen, dass es ein Versatz zwischen Top-Chip und Bottom-Chip gibt.
Bezüglich der x-Achse gibt es im Top-Chip einen Verlauf von relativer Druckspannung
am TSV zu relativer Zugspannung am maximalen Abstand zum TSV (Abb. 5.7), der
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Abbildung 7.8: Darstellung der Lage der Hauptachsen eI und eII , ermittelt aus der
RSA und der FEM. Die Halbachsenlängen der Ellipsen sind nicht maßstabsgetreu.
in ähnlicher Form auch im Bottom-Chip existiert, da der Verlauf durch die SLID-Ver-
bindung dominiert wird. Bei Anwesenheit eines Versatzes beider Chips gibt es damit
auch einen Versatz der Spannung, die mit Scherung in der SLID-Verbinung einher-
geht. In diesem Zusammenhang ist zu klären, in welchem Umfang das Cu überhaupt
Scherungen zwischen Si oder Cu3Sn übertragen kann und ob der Volumenschrumpf
bei der Bildung von Cu3Sn im Falle von Versatz für die Simulation relevant sein kann.
Beide Fragen lassen sich zum jetzigen Zeitpunkt aus den vorliegenden Daten nicht
beantworten. Die Höhe der Dehnungen aus der RSA sind angesichts des großen Stan-
dardfehlers schwierig zu interpretieren. Abgesehen vom Reflex (4 8 0) (Nr. 3) sind die
bestimmten Netzebenendehnungen sehr klein, was vermuten lässt, dass der Top-Chip
sehr spannungsarm ist. Andererseits ist ist dieser Reflex auch nicht vollständig bei
Plausibilitätsüberprüfung herausgefiltert worden. Für genauere Aussagen empfiehlt es
sich eine größere Anzahl stark asymmetrischer Reflexe zu vermessen.
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7.1.3 Untersuchung der lokalen Eigenspannungen
Vergleich der Kurven von RSA und FEM
Die Ergebnisse der lokalen Eigenspannungsbestimmung sollen mit den Ergebnissen
der FEM-Simulation verglichen werden. Eine Diskussionen der FEM-simulierten Span-
nungverläufe findet sich im Abschnitt 5.3 auf Seite 78.
Der Vergleich soll exemplarisch an den Reflexen (2 2 0), (6 8 -2) und (7 5 -3) durch-
geführt werden. Dabei wurde jeweils das dritte Via im Scan ausgewertet (Abb. 6.6),
um einen langen Vorlaufweg zu haben und damit den Einfluss der Spiel- und Hyste-
reseeffekte des Tisches zu minimieren. Zur Korrektur von Offsets aus globalen Eigen-
spannungen wurden die Messwerte der RSA so verschoben, dass an der Position der
maximalen TSV-Entfernung (x = −0, 575 mm), die Dehnung von RSA-Kurve und der
flacher liegenden, blauen FEM-Kurve übereinstimmen.
Abbildung 7.9: Auf die Ebene (2 2 0) projizierte Dehnungen ε220. Vergleich zwischen
RSA und FEM für einen x-Scan mit y = 10µm Abstand zu SLID-Bond. Es gilt z = -t.
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(2 2 0)-Reflex Die Netzebene für den (2 2 0)-Reflex liegt in der Oberfläche des (110)-
Querschnitts und die Messrichtung liegt in der strukturellen Spiegelebene x = 0 (TSV-
Mitte, Tab. 7.1, Abb. 7.3). Daher sind sowohl Beugungsgeometrie als auch der erwar-
tete Dehnungsverlauf symmetrisch. Die auf die x-Richtung projizierte Spotgröße ist
mit 23,2 µm durch den flachen Einstrahlwinkel recht groß, so dass eine starke Faltung
des Messsignals zu berücksichtigen ist. Die Extinktionstiefe tEX beträgt 1,1 µm. Für
den FEM-Vergleich in Diagramm 7.9 sind daher die simulierten Verläufe eines x-Scans
direkt an der Oberfläche und in einer Tiefe t von 2 µm angegeben.
Vernachlässigt man für beide FEM-Verläufe die starken Gradienten, so findet man
ein ∆ von etwa 10−4. Die Werte der RSA überstreichen einen etwas kleineren Bereich
von etwa 6 · 10−5, was hinsichtlich des gefalteten Signals plausibel ist. Dieser Bereich
entspricht bei Vernachlässigung von Scherung etwa einer Spannung von 10MPa. Die
starken Gradienten am TSV können mit der RSA nicht aufgelöst werden. Die sinkende
Dehnung in Richtung TSV korrespondiert gut mit den FEM-Verläufen. Die relative
Stauchung lässt sich mit der stärkeren Schrumpfung von Cu und Cu3Sn nach der
SLID-Formierung begründen. Dem RSA-Verlauf fehlt das in etwa 30 µm Entfernung
vom TSV sichtbare Maximum bzw. der Abfall der Dehnungen bei großen Entfernungen
zum TSV.
(6 8 -2)-Reflex Für den Reflex (6 8 -2) liegt die Messrichtung nicht in einer Sym-
metrieachse oder -ebenen. Damit sind asymmetrische Dehnungsverläufe bezüglich der
TSV-Position zu erwarten, was in den FEM-Ergebnissen von Diagramm 7.10 sichtbar
ist. Die in x-Richtung projizierte Spotgröße beträgt etwa 14,5µm und tEX 20,1µm. Für
die FEM-Simulationen wurden daher Tiefen von 10µm bzw. 20 µm gewählt. In diesen
Tiefen ist der Einfluss des W im TSV gering. Daher sind starke Gradienten dort nicht
zu erwarten. Die FEM-Verläufe unterscheiden sich beide stark und kreuzen sich an
den SLID-Kanten (x = |40µm|). Da über die Extinktionstiefe hinweg gemittelt wird,
erwartet man einen RSA-Verlauf innerhalb der Korridore, die beide FEM-Kurven in
verschiedenen Abschnitten vorgeben. Dies ist für die Messwertkurve gut erfüllt. Die
Tendenz der abnehmender Dehnung bei Annäherung zum TSV ist ebenfalls sichtbar.
Die dabei durchstreifte Dehnungsbereich ist wegen der großen Mittelung geringer als
beim (2 2 0)-Reflex und entspricht ohne Scherung einer Spannung von etwa 6MPa.
(7 5 -3)-Reflex Der (7 5 -3)- Reflex in Diagramm 7.11 hat mit 17,1 µm eine etwas
geringe Extinktionstiefe als der (6 8 -2)-Reflex. Die projizierte Spotgröße ist daher mit
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Abbildung 7.10: Auf die Ebene (6 8 -2) projizierte Dehnungen ε68−2. Vergleich zwischen
RSA und FEM für einen x-Scan mit y = 10µm Abstand zu SLID-Bond. Es gilt z = -t.
16,4µm etwas größer. Für den Vergleich wurden ebenfalls die in 10 und 20 µm Tie-
fe liegenden FEM-Verläufe dargestellt. Beide ähnlich jenen der (6 8 -2)-Messung. Die
Kurve der RSA zeigt allerdings deutlich mehr Profil, das mit jenem der FEM-Simula-
tion in 10µm Tiefe sehr gut übereinstimmt. Bei der Mittlung des Messsignals haben
die weniger tief liegenden Schichten einen größeren Anteil am Gesamtsignal als beim
(6 8 -2)-Reflex. Insofern ist ausgeprägte Krümmung plausibel. Damit verbunden ist der
vom Messsignal überstrichene Dehnungsbereich ∆ε etwa 5 · 10−5. Dies entspricht bei
Vernachlässigung der Scherung knapp 9MPa Spannung.
Qualitative Profilanalyse
Durch die Projektion des Strahlquerschnitts auf die Oberfläche entsteht durch Fal-
tung ein mehr oder weniger stark geglättetes Messsignal. Im Zuge dessen umfassen
Beugungspeaks Informationen aus einem relativ großflächigen Probenbereich (einige
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Abbildung 7.11: Auf die Ebene (7 5 -3) projizierte Dehnungen ε75−3. Vergleich zwischen
RSA und FEM für x-Scan mit y = 10µm Abstand zu SLID-Bond. Es gilt z = -t.
10µm Radius). Da sich Spannungsgradienten in einem kleineren Probenbereich entwi-
ckeln (vgl. Abb. 7.9), schlagen sie sich in breiteren oder asymmetrischen Peaks nieder.
Geringe Spannungsänderungen finden sich in Peakverbreitungen, größere Änderun-
gen in den Ausläufern des Beugungspeaks, im sogenannten diffusen Beugungsanteil.
Eine typische Situation ist in Diagramm 7.12 am Beispiel des (6 8 -2)-Reflexes abge-
bildet. Die drei mit logarithmisch skalierter Intensität abgebildeten Peaks befinden
sich in unterschiedlichen Abständen zum TSV. Der intensitätsstärkste und schmalste
Peak hat den größten Abstand zum TSV und das durchstrahlte Volumen ist ver-
gleichsweise arm an Spannungsgradienten. In 15 µm Entfernung zum TSV sinkt die
Maximalintensität der Peaks und ihre Halbwertsbreite wächst. Offenbar sind geringe
Spannungsunterschiede im durchstrahlten Probenbereich vorhanden. Die daraus resul-
tierende Peakverschiebung wird von automatischen Peak-Fit-Algorithmen abgebildet.
In unmittelbarer Nachbarschaft zum TSV beobachtet man einen stark asymmetri-
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Abbildung 7.12: Vergleich der Beugungskurven für verschiedene TSV-Abstände am
Beispiel des (6 8 -2)-Reflex. Die Peakform gibt Hinweise auf lokale Spannungen durch
Peakverbreiterung bzw. ausgeprägte Anteile diffuser Streuung.
schen und flachen Peak. Unterschiede zu den anderem Peaks zeigen sich insbesondere
im diffusen Beugungsanteil zu größeren Bragg-Winkeln ϑ. Die kontinuierliche Inten-
sitätserhöhung erstreckt sich bis zu einem Winkelabstand von 0,05 ◦. Das entspricht
einer relativen Dehnung ε = −∆ϑ cotϑ0 von etwa 10−3 und ist bei Vernachlässigung
von Scherung mit einer relativen Spannung von etwa -170MPa gleichzusetzen. Die-
se Spannung ist in der Peakverschiebung nicht wiederzufinden, da die Intensitäten
im diffusen Bereich zwischen 2 und 3 Größenordnungen geringer sind und in einer
Schwerpunktberechnung des Peaks nur unwesentliche Anteile bilden. Das bedeutet,
dass der in Diagramm 7.10 dargestellte Spannungsverlauf in der Nähe des TSVs einen
in x-Richtung eng begrenzten Gradientenpeak nicht wiedergibt. Durch Verringerung
des Primärstrahlquerschnitts sowie durch Aufnahme von reziproken Gitterpunkten als
HR-RSM können diese diffusen Beugungsbereiche kontrastreicher hervortreten bzw.




In allen drei dargestellten Diagrammen 7.9 bis 7.11 ist der Einfluss des W-TSVs und
der SLID-Verbindung auf die Netzebenendehnung sichtbar. Die ermittelten Dehnungs-
änderungen liegen im Bereich von einigen 10−5, was bei Vernachlässigung der Scherung
betragsmäßig einer Spannungen zwischen 5 und 10MPa entspricht. Damit zeigt sich
die außerordentlich hohe Präzision des 2ϑ-Scan-Verfahrens in Kombination mit der
RSA. Im Fall kleiner Gradienten werden die Verläufe der FEM-Simulation zufrieden-
stellend bestätigt. Starke Spannungsgradienten, die sich in wenigen µm Abstand um
das TSV entwickeln, können nicht über die Peaklage-Bestimmung registriert werden.
Die korrespondierenden Intensitäten aus diesen Bereichen sind infolge des recht großen
bestrahlten Volumens nur im diffusen Beugungsanteil zu finden. In diesem Fall muss
eine Profilanalyse durchgeführt werden. Deren Ergebnisse deuten daraufhin, dass la-
teral eng begrenzte Spannungsgradienten in TSV-Nähe existieren. Für den (6 8 -2)-
Reflex konnten maximal -170MPa nachgewiesen werden, was angesichts der starken
Out-of-Plane-Komponente und im Vergleich mit den FEM-Ergebnissen überraschend
groß ist. Koseski u. a. (2011) konnte zeigen, dass bei Berücksichtigung der intrinsischen
Spannungen aus demW-CVD-Beschichtungsprozess derart große Druckspannungen im
Silizium entstehen können. Es wird erwartet, dass das Aufspüren solcher Gradienten
mit einem kleineren Primärstrahldurchmesser durch weniger starke Faltung eindeuti-
ger wird. Durch die Aufnahme einer HR-RSM können zusätzliche Richtungsinforma-
tionen über die Gradienten gewonnen sowie der Einfluss eventueller Gitterrotationen
bestimmt werden. Dabei stellt sich die Frage, ob das Verfahren der Scanning X-Ray
Microdiffraction (Tamura u. a., 2003) die bessere Alternative darstellt, da die Aufnah-
me einer HR-RSM aufgrund des zusätzlichen ω-Scans enorm zeitaufwendig ist.
In Abständen von mehr als 10 µm von TSV dominiert der Einfluss der SLID-
Verbindung. Die Herstellung einer SLID-Verbindung ist mit Dynamik von Temperatur,
Volumen und damit Druck verbunden (Abschnitt 2.1.2 auf Seite 17). Druck- und Tem-
peraturgradienten verursachen Gradienten bezüglich der Diffusionsgeschwindigkeit. Es
ist daher schwierig, die IMP-Bildung gleichmäßig und gleichzeitig über den gesamten
Wafer hinweg stattfinden zu lassen. Dadurch können sich Spannungen entwickeln, die
in der FEM-Simulation schwer darstellbar sind.
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7.2 Raman-Spektroskopie
Die Raman-Spektroskopie (RS) wurde für einen methodischen Vergleich mit der RSA
durchgeführt durchgeführt. Für die RS wurde der gleiche Linien-Scan (x-Scan) an
der gleichen Stelle durchgeführt (Abb. 7.13). Die benutzten Parameter sind in Tabel-
le 7.2 angegeben. Die Eindringtiefe der genutzten UV-Laserstrahlung beträgt nur etwa
20 nm, sodass das Messsignal praktisch nur von der Oberfläche stammt.






Ø 2μm FWHM Plasmalinie
Anregung
20 nm
Abbildung 7.13: Schematische Darstellung des mit RS durchgeführten Linienscans.
Die Auswertung der Messdaten erfolgte nach dem Schema 7.15 durch Vergleich
mit FE-Ergebnissen aus Abschnitt 5.3. Sie vereinfacht sich stark, wenn ein ebener
Spannungszustand vorliegt. Diagramm 7.14 zeigt die Komponenten des in der FE-
Simulation ermittelten Spannungstensors direkt an der Oberfläche des Querschnitts.
Ist der Abstand vom TSV größer als 1 µm, dominiert σxx. Die Komponenten σiz sind
dann praktisch Null. Unter der Voraussetzung, dass dieser Spannungszustand jenem in




Abbildung 7.14: Mit der FEM-Simulation berechnete Spannungskomponenten σij (vgl.
Abb. 5.7 bis 5.9).








und mit Hilfe des Hookeschen Gesetzes 2.5 die Eigenwerte der Matrix
M =

pεxx + q(εyy + εzz) 2rεxy 2rεxz
2rεxy pεyy + q(εxx + εzz) 2rεyz
2rεxz 2rεyz pεzz + q(εxx + εyy)
 (7.4)
ermittelt. Mann erhält die Raman-Shifts für Kristallrichtungen entlang der Achsen-
richtungen x, y und z des Probensystems:
TOx: ∆ωx = [(1, 46475 · σxx − 0, 644292 · σyy) /352, 196] cm−1
TOy: ∆ωy = [(−0, 322146 · σxx − 0, 16357 · σyy) /176, 098] cm−1
LOz: ∆ωz = [(0, 493317 · σxx − 0, 644292 · σyy) /352, 196] cm−1.
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Abbildung 7.15: Schema zur Auswertung von Raman-messungen und Vergleich mit
FEM-Simulation. Mit freundlicher Genehmigung von D. Vogel, Fraunhofer ENAS
Chemnitz.
Wechselwirkungen mit longitudinal schwingenden Phononen LOz werden wegen Glei-
chung (2.17) nicht beobachtet. Die beiden anderen Verschiebungen aus transversalen
Schwingungen (TOx und TOy) lassen sich als Verläufe über den Scanweg auftragen
und mit den gemessenen Raman-Shifts vergleichen (Diagr. 7.16). Die Werte der Ra-
man-Spektroskopie wurden mit Messdaten einer spannungsfreien Si-Probe korrigiert.
Die Shifts der Messwerte sind kleiner als jene der FE-Berechnungen. Alle drei darge-
stellten Verschiebungen zeigen jedoch qualitativ die gleiche Krümmung. Die Verschie-
bung reduziert sich am TSV. Unter der Annahme eines uniaxialen Spannungszustands
herrscht ein Zugspannungsfeld in x-Richtung, welches sich am TSV stark reduziert.
Die Verschiebung aus der Raman-Messung lieferte große Shifts. Im Fall des uniaxia-
len Spannungszustandes (σ ≈ −500∆ω MPa) ergeben sich Spannungsänderungen von
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Abbildung 7.16: Vergleich der Raman-Shifts aus Messung und FEM-Simulation. Die
gemessen Werte wurden mit Messdaten einer spannungsfreien Si-Probe korrigiert. Mit
freundlicher Genehmigung von D. Vogel, Fraunhofer ENAS Chemnitz.
über 400MPa. Raman-Untersuchungen an W-TSVs von Koseski u. a. (2011) zeigen
ähnlich große Shifts. Die FE-Simulation in dieser Arbeit (Abschnitt 5) vernachlässigen







Ziel dieser Arbeit war die zerstörungsfreie Eigenspannungsbestimmung in Silizium von
3D-integrierten Mikrosystemen am Beispiel Wolfram gefüllter TSVs. Dafür wurden die
Verfahren der röntgenographischen Spannungsanalyse und der Raman-Spektroskopie
genutzt. Interpretiert und verglichen wurden die Ergebnisse mit FE-Simulationen. Als
Proben standen Querschliffe eines Doppelchip-Systems zur Verfügung, in denen der
obere Chip Wolfram-TSVs enthielt. Beide Chips wurden mit dem Kupfer-Zinn-SLID-
Verfahen gebondet.
In Experimenten und Simulation konnte der Einfluss von Wolfram-TSVs auf die
Netz-ebenendehnung im Silizium nachgewiesen werden. Die FE-Simulationen zeigen
Spannungen zwischen -20MPa und 150MPa, wenn intrinsische Schichteigenspannun-
gen des Wolframs vernachlässigt werden. Direkt am TSV entwickeln sich Spannungs-
gradienten von einigen 10MPa pro Mikrometer. Dies steht in guter Übereinstimmung
zur Literatur (Dao u. a., 2010), die Spannungsgradienten zwischen 70 und 120MPa
innerhalb weniger Mikrometer angibt, wenn intrinsische Spannungen der Wolfram-
Beschichtung vernachlässigt werden.
Für die röntgenographische Spannungsanalyse wurden Röntgenbeugungsmessungen
am PETRA III-Ring des DESY durchgeführt. Dafür wurde der 2ϑ-Raum in Linien-
scans untersucht und Beugungsdiagramme aufgenommen. Die ermittelten Dehnungs-
änderungen liegen im Bereich von einigen 10−5, was betragsmäßig Spannungen zwi-
schen 5 und 10MPa entspricht. Im Fall kleiner Gradienten werden die Verläufe der FE-
Simulation zufriedenstellend bestätigt. Starke Spannungsgradienten, die sich in weni-
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gen Mikrometern Abstand um das TSV entwickeln, können nur über eine Profilanalyse
des Beugungspeaks bestimmt werden. Aus den Ergebnissen lässt sich schließen, dass
lateral eng begrenzte Spannungsgradienten in TSV-Nähe existieren. Für den (6 8 -2)-
Reflex konnten maximal -170MPa nachgewiesen werden. Das ist deutlich größer als die
FE-Ergebnisse vorhersagen. Koseski u. a. (2011) konnte zeigen, dass bei Berücksichti-
gung der intrinsischen Spannungen aus dem Wolfram-CVD-Beschichtungsprozess im
Silizium Druckspannungen in dieser Größenordnung entstehen können. In Entfernun-
gen über 10 µm Abstand vom TSV werden die mechanischen Spannungen der SLID-
Verbindung dominiert.
Für die Raman-Spektroskopie wurde in Linienscans die Raman-Verschiebung in
Nachbarschaft der TSVs untersucht und mit FE-Simulationen verglichen. Dazu wur-
den aus den Spannungskommponenten der FE-Simulation die theoretischen Shifts
berechnet. Die Verläufe der Raman-Verschiebungen stimmen qualitativ gut über-
ein. Die Verschiebungen der Messwerte sind größer als jene der FE-Berechnungen.
Unter der Annahme eines uniaxialen Spannungszustands herrscht ein Zugspannungs-
feld in x-Richtung, welches sich am TSV stark reduziert. Die Verschiebung aus der
Raman-Messung liefert für diesem Fall (σ ≈ −500∆ω MPa) Spannungsänderungen
von über 400MPa innerhalb weniger Mikrometer um das TSV. Raman-Untersuchun-
gen an Wolfram-TSVs von Koseski u. a. (2011) zeigen ähnlich große Shifts. Die FE-
Simulationen in dieser Arbeit vernachlässigen mögliche intrinsische Spannungen aus
dem CVD-Prozess, was nach Koseski in einer geringeren Gesamtspannung resultiert.
Des weiteren wurde eine universelle Röntgenbeugung- und Durchstrahlungssimula-
tion XSIM entwickelt, die das Ray-Tracing-Modell nutzt und neben kinematischer und
dynamischer Beugung auch optional Rayleigh- und Compton-Streuung berücksichtigt.
Die Simulation XSIM konnte mit analytischen Methoden erfolgreich verifiziert werden.
Sowohl die Ergebnisse der Röntgenographischen Spannungsanalyse als auch die der
Raman-Spektroskopie lassen darauf schließen, dass die Spannungsgradienten im Sili-
zium in unmittelbarer Nähe zum TSV höher sind als von der FE-Simulation vorher-
gesagt. Damit konnten die Ergebnisse von Koseski u. a. (2011) erstmals auch mit der
Röntgenographischen Spannungsanalyse bestätigt werden. Die Vernachlässigung der
intrinsischen Schichtspannung des Wolframs in FE-Simulationen führt zu einer Unter-
schätzung der Spannungsgradienten direkt am Wolfram-Silizium-Interface. Wolfram
liegt vor allem wegen des geringen CTE-Unterschieds zum Silizium im Interesse eini-
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ger Hersteller. Die Ergebnisse bestätigen aber, dass die intrinsische Spannung in der
Wolfram-Schicht einen ebenso großen Anteil an der Gesamteigenspannung im Silizium
haben kann. Die starken Gradienten direkt am Wolfram-Silizium-Interface birgen ei-
ne hohe Delaminationsgefahr. Spannungskonzentrationen durch geometrische Kerben
(z. B. Scallops aus dem Trockenätz-Prozess) oder metallurgische Kerben (z. B. Silizi-
umdioxid-Einschlüsse im Silizium) begünstigen die Rissbildung und -ausbreitung im
Wolfram oder Silizium. Die Gradienten sind außerhalb des Einflussbereiches des TSVs
(Abstand > 10 µm) gering. Die Spannung wird dann von der σxx-Komponente mit etwa
150MPa Zugspannung dominiert. Diese Spannung hat einen starken Einfluss auf die
Ladungsträgermobilität. Für die korrekte Funktionsweise von Front-End-Structuren
sind Spannungen unter 20MPa nötig (Ryu u. a., 2012a).
Ausblick
Diese Arbeit hinterlässt ein Reihe konkret formulierbarer offener Fragestellungen:
1. Wie stark sind die Rotationen des Silizium-Gitters an den Wolfram-TSVs. Wie
groß ist der Einfluss auf die Peakverschiebung?
2. Lassen sich die Linienscans automatisiert entfalten?
3. Kann die Röntgenographische Spannungsanalyse lokal vollständig zerstörungs-
frei in Chip-Stapeln angewendet werden? Welche strukturell bedingten Effekte
werden dabei beobachtet? In wie weit können diese mit Beugungssimulationen
studiert werden?
4. Kann die Raman-Spektroskopie den ebenen Spannungstensor liefern?
5. Kann die Röntgenographische Spannungsanalyse zur zerstörungsfreien lokalen
Eigenspannungsbestimmung technisch im Labormaßstab durchgeführt werden?
Welchen Beitrag können bei der technischen Umsetzung Beugungssimulationen
liefern?
Die im Zusammenhang mit dieser Arbeit wichtigste Frage ist die des Einflusses der
Gitterrotation auf die Beugungspeakverschiebung. Zu deren Beantwortung ist die Auf-
nahme von hochauflösenden Reciprocal Space Maps nötig. Die vielleicht bedeutsamste
Frage für Hersteller von 3D-SiPs und Wissenschaftler auf dem Gebiet der komplett
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zerstörungsfreien Eigenspannungsbestimmung ist die Frage, ob sich die Röntgenogra-




Zerstörungsfreie Eigenspannungsbestimmung für die
Zuverlässigkeitsbewertung 3D-integrierter Kontaktstrukturen
in Silizium
1. Lokale Eigenspannungen 3D-integrierter Kontaktstrukturen in Silizium können
mit der Röntgenographischen Spannungsanalyse zerstörungsfrei bestimmt wer-
den.
2. Die Vernachlässigung der intrinsischen Schichtspannung des Wolframs, führt
zur Unterschätzung der Spannungsgradienten amWolfram-Silizium-Interface des
TSVs.
3. Experimentell mit der Röntgenographischen Spannungsanalyse bestimmte orts-
abhängige Dehnungsverläufe stimmen mit Finite Elemente Simulationen bezüg-
lich kleiner Gradienten gut bis befriedigend überein.
4. Spannungsgradienten lassen sich im diffusen Anteil eines Beugungspeaks quan-
titativ bestimmen.
5. An Wolfram gefüllten Through Silicon Vias treten im Silizium Spannungsunter-
schiede von bis zu 170MPa innerhalb weniger Mikrometer auf.
6. Die Präzision der Röntgenographischen Dehnungsbestimmung aus 2ϑ-Scans ist
besser als 10−5.
7. Die Genauigkeit der Röntgenographischen Dehnungsbestimmung aus 2ϑ-Scans
liegt für Out-of-Plane-Komponenten im Bereich von 10−5.
8. Für das Verfahren des 2ϑ-Scans führt der Wunsch nach hoher Genauigkeit bei
gleichzeitig hoher Ortsauflösung zu einem Zielkonflikt. Dieser lässt sich vermei-
den, in dem der Strahlquerschnitt reduziert wird.
9. Experimentell mit der Raman-Spektroskopie bestimmte ortsabhängigeRaman-
Verschiebungen stimmen qualitativ mit Finite Elemente Simulationen überein.
10. Der Spannungseinfluss des SLID-Bonds führt zu höheren Zugspannungen im
Topchip als von der Finite Elemente Simulation vorhergesagt. Die Zugspan-
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