In this demo we present a recommender benchmark framework that serves as an infrastructure for comparing and examining the performance and feasibility of different recommender algorithms on various datasets with a variety of measures. The extendable infrastructure aims to provide easy plugging of novel recommendation-algorithms, datasets and compare their performance using visual tools and metrics with other algorithms in the benchmark. It also aims at generating a WEKA-type workbench [1] for the recommender systems field to enable usage and application of common recommender systems (RS) algorithms for research and practice. The demo movie is available at : http://www.youtube.com/watch?v=fsDITf6s0WY
INTRODUCTION
Providing quality recommendations for various domains and datasets is challenging many academic studies and commercial applications that aim at suggesting the user the most suited items for her needs, context and preferences. An application designer who wishes to add a recommendation engine to an application should choose from a large variety of available algorithms or examine the feasibility and performance of a newly developed algorithm for the application at hand.
SYSTEM DESCRIPTION
Our benchmark may serve two goals: 1. a decision support tool for selection the best suitable recommender engine for a certain problem and data. The framework provides a recommendationsystem administrators the tools for evaluating multiple recommenders with different datasets, metrics, and benchmarkpolicies to assist with her decision; 2. An infrastructure to perform research related to RS. The benchmark currently includes several RS techniques, numerous datasets and evaluation metrics, so that algorithms can be evaluated and compared with any suit able datasets and metrics. We also enable easy plug-in of new algorithms. At the moment the benchmark includes for example: collaborative filtering SVD, Ensemble of CF, Community-based recommender and cross-domain algorithms. As a test-case for the feasibility and ease of plugging new algorithms and datasets, a class of graduate students from BGU University implemented and plugged 10 new algorithms and numerous datasets and performed evaluation comparing the algorithms, among the algorithms that they plugged in are clustering-based recommender, ontologybased, transfer learning for cross-domain and others. The framework maintains the following features: 1. Support of a variety of RS techniques ( e.g., CF, Social, etc.) 2. Support of a variety of evaluation measures 3. Support of off-line and on-line evaluations protocols 4. Including built-in statistical procedures and reporting tools 5. Easy to plug new algorithms, datasets and measures using API 6. User-friendly When using the benchmark (Figure 1 ), the user can choose the datasets; the algorithms; evaluators and metrics. Then, the user can explore the benchmark results using several views to deduce conclusions. He can also obtain analysis of the datasets and manipulate its features (e.g., sparsity).
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SYSTEM ARCHITECTURE
The benchmark framework architecture (Figure 2 ) follows the multi-tier paradigm. To allow maximum flexibility, recommendation algorithms and dataset are implemented as plugins to the framework. These plug-ins can be added and removed to and from the framework in runtime which allows development and integration with no dependency of the framework itself. Another key feature is the complete decoupling of the recommendation algorithms plug-ins and the dataset plug-ins implementation. An algorithm can use the dataset as input as long as the data contained in this dataset is appropriate to the algorithm (for example, community-based recommendation algorithm needs community data). The framework contains four core components:
1.
The recommendations framework -contains the APIs' for recommender algorithms and data-sets. 2.
The benchmark framework -contains the APIs' for benchmarking as well as the notions of Evaluators and Metrics. 3.
The plug-in manager -contains the APIs' for wrapping recommenders and data-sets as plug-ins.
4.
Recommenders and data-sets plug-ins -are developed separately from the framework and are following the plug-in APIs'. They are plugged-in to the system using the plug-in manager. Recommender and dataset plug-ins are completely decoupled. The benchmark framework allows using a recommender with a dataset according to the used recommendation method and the content type of the data in the dataset. For example: collaborative filtering recommenders can be benchmarked only with datasets that contain rating data.
RELATED WORK
Two related framework should be mentioned, the WEKA [1] framework for machine learning is a well established workbench for data mining tasks such as clustering and classification. Although many recommender systems algorithms are based on machine learning methods, WEKA is not suitable for evaluating RS algorithms as it does not support basic RS algorithms such as CF and not the basic data models such as rating matrices. Mahout[2] is a machine learning library that includes collaborative filtering and SVD algorithms for recommendations. It is a library of scalable modules and is currently limited to the above mentioned algorithms. Its library modules are to be used when implementing recommender systems for production. Our benchmark is aimedb at a much earlier stage of selecting a suitable recommender system for the problem at hand comparing candidate methods rather than the actual construction of the system. 
