A new artificial fish swarm algorithm (AFSA) for solving the multiple knapsack problem (MKP) is introduced in this paper. In the proposed AFSA, artificial fish (AF) individuals are only allowed to search the region near constraint boundaries of the problem to be solved. For this purpose, several behaviors to be performed by AF individuals, including escaping behavior, randomly moving behavior, preying behavior and following behavior, were specially designed. Exhaustive experiments were implemented in order to investigate the proposed AFSA's performance. The results demonstrated the proposed AFSA has the ability of finding highquality solutions with very fast speed, as compared with some other versions of AFSA based on different constraint-handling methods. This study is also meaningful for solving other constrained problems. key words: artificial fish swarm algorithm, multiple knapsack problem, constraint boundary, search region
Introduction
The multiple knapsack problem (MKP), a generalization of the 0-1 knapsack problem, is a classical and fundamental problem in combinatorial optimization. Applications of MKP appear in many domains, such as multiprocessor scheduling [1] , continuous-call double auctions [2] , and vehicle/container loading [3] . Owing to its great value for both applications and theoretical research, MKP has attracted a large number of researchers. They have proposed not only various algorithms for solving MKP but also several new variations of the original MKP for new applications [4] , [5] . In this paper, we focus on the original MKP.
According to MKP's 0-1 linear programming (LP) model [6] , an instance of MKP with m knapsacks and n items has 2 mn candidate solutions. Among the 2 mn candidate solutions, most of them are infeasible while the feasible region of the solution space is overly non-convex. That makes MKP very difficult to solve. When solving it by the exhaust algorithm, the algorithmic complexity will reach O(2 mn ) in the worst-case scenario, where O(2 mn ) is not a polynomial time complexity. As m and n increase, the problem's solution space accordingly further expands. In this case, it would take exhaust algorithm several years, even decades, to obtain the exact optimal solution, even if on the fastest computer. The exhaust algorithm was thus not suitable to solve large-scale instances of MKP. Dynamic programming approaches also require strictly exponential time consumption. Therefore, during the last three decades, several branch-andbound algorithms for solving MKP were proposed to reduce the search space for improving the searching efficiency [6] , [9] , [10] . Reference [6] proposed a complicated branch-andbound-based algorithm, which may eventually guarantee to return the exact optimal solution for a large scale MKP instance. However, the time consumption required for a single run to terminate may still be excessive for more difficult instances. Also, because it was specifically designed for problems where the quotient n/m is relatively large, it is badly suited for problems where n/m is less. Conversely, the algorithms in Refs. [9] and [10] are suited only for problems with many knapsacks and few items, but inappropriate for problems where n/m is relatively large. In fact, MKP is NPhard in the strong sense [7] , [8] . Thus, for MKP, no exact algorithm with polynomial time exists, unless P = NP. Unlike the above-mentioned exact algorithms, approximation algorithms belong to another train of thought for solving MKP. These approximation algorithms can guide the search by adopting a special heuristic rule. Several approximation algorithms have been proposed; see, e.g., the algorithms in Refs. [11] and [12] , both of which adopt greedy rule, because it is very close to people's real-life optimization experience. Generally speaking, owing to the guidance from the adopted heuristic, approximation algorithms could usually return a superior solution within a very short time. However, they almost never return the exact optimal solution, and sometimes even return an inferior one, since the adopted heuristic rule will not always be reasonable for each instance of MKP.
It is obvious that exact algorithms always suffer from exponential time consumption with large scale instances of MKP, while approximation algorithms have no bound on how poorly they may perform. For this reason, in recent years, researchers have looked to population-based intelligence algorithms because of their numerous advantages, including global optimization capability, quick convergence, good robustness, and easy implementation. So far, numerous population-based intelligence algorithms for solving MKP have been reported, e.g. genetic algorithm (GA) [13] - [15] , ant colony optimization (ACO) [16] , and artificial fish swarm algorithm (AFSA) [17] . These algorithms cannot only obtain a much better solution than the approximation algorithms, but they also consume far less time than the exact algorithms. Especially the AFSA presented in Ref. [17] , it even far outperformed GA. As a matter of fact, AFSA had been successfully used to solve many complicated problems Copyright c 2014 The Institute of Electronics, Information and Communication Engineers and demonstrated far better performance than either GA or particle swarm optimization (PSO) [23] - [26] . For this reason, we propose a new AFSA for solving MKP in this paper.
The remaining part of this paper is organized as follows. In Sect. 2, we briefly review AFSA and the mathematical model of MKP. In Sect. 3, the related works on various representation schemes and constraint-handling methods are reviewed and discussed. After that, we present a novel idea of utilizing constraint to guide search in Sect. 4. Based on this idea, a new AFSA for solving MKP is detailed in Sect. 5. In Sect. 6, exhaustive experiments are implemented to investigate the performance of the proposed AFSA. A discussion is given in Sect. 7 and our study is concluded in Sect. 8.
Brief Review to AFSA and Mathematical Model of MKP

Brief Review to AFSA
AFSA is a new optimization technique based on swarm intelligence. The original AFSA was put forward by Li et al. in the year 2002 [22] . Because it has not been long since AFSA was put forward, AFSA has not yet attracted wide attention. So we thought to provide a brief review to AFSA would be helpful to understand AFSA's optimization mechanism.
Inspired by the activities of fish schools in water area, AFSA considers a number of candidate solutions of the problem to be solved as the artificial fish (AF) individuals. AF individuals are the agents who search for the optimal solution to the problem to be solved by exploring the solution space. They explore the solution space by performing various behaviors, e.g. following, gathering, preying, and randomly moving etc. For this purpose, AF individuals are abstracted into an open self-organization model including various search patterns. Figure 1 demonstrated a diagram of an AF individual. Its current position in solution space is denoted as X, and its fitness is expressed as fitness(X). As we see, an AF individual has two attributes, a Visuallimit and a Step-limit. By performing various behaviors, i.e. various search patterns, it can freely move toward any position (i.e. candidate solution) within its Step-limit. And it can also see the other AF individuals who get into its Visuallimit. In fact, Step and Visual are two important parameters of AFSA. In the original AFSA, Step and Visual are measured in Euclidean distance [22] , but for combinatorial optimization problems like MKP, they are usually measured in Hamming distance [17] , [25] , [26] .
The commonly accepted description of AFSA for solving combinatorial optimization problems includes four behaviors the pseudocode of which is given below.
(1) Randomly moving behavior generate a position X' within the Visual-limit of X; X = X';
(2) Preying behavior where PopSize represents the total number of AF individuals searching in the solution space and δ is referred to as congestion degree. (4) Gathering behavior Suppose X c represents the centre of p partners of X. The method to computing X c had been detailed in Ref. [29] . We thus do not repeat it.
As previously mentioned, AF model is an open selforganization model such that any needed search pattern can be added into it so long as the added search pattern really helps to solve problem or to improve AFSA's performance, e.g. avoiding behavior [26] , leaping behavior [30] , communication behavior [31] , etc. On the other hand, Li pointed out that AFSA could also be moderately simplified according to the property of the problem to be solved in his doctor thesis [29] . For instance, gathering behavior was removed in Ref. [26] , and Ref. [23] did not adopt randomly moving behavior [23] . Besides, when AF individuals explore the solution space, each of them would consciously choose one or more appropriate behaviors to perform according to its current conditions or circumstances. That means AF model also includes a predefined behavioral strategy. Generally, we can relatively freely define a behavioral strategy according to the property of the problem to be solved. Huang et al. proved AFSA's global convergence and clarified that, so long as a variant AFSA maintains the essential features of the original AFSA, it possesses global convergence [27] . Obviously, AFSA provides a very flexible optimization framework for users.
Mathematical Model of MKP
We assume n items, each having an associated profit p j and a weight w j , and m knapsacks of distinct capacities c i , i = 1, . . . , m. The task of MKP is to determine how to select m disjoined subsets of items such that subset i fits into capacity c i , the total profit of the selected items is maximized, and the total weight assigned to each knapsack does not exceed its capacity. Each item is either assigned to one of the knapsacks or rejected. The mathematical model of MKP can be formally defined as the 0-1 LP problem [6] :
x i j ∈ {0, 1}, i = 1, . . . , m; j = 1, . . . , n where x i j = 1 if the item j is assigned to knapsack i, and x i j = 0 otherwise. It is usual to assume that the associated profit p j , the weight w j , and the capacity c i are positive integers, and in order to avoid trivial cases we require that,
Related Works
One key to using AFSA to successfully solve MKP is to employ a compact representation scheme to encode AF individuals. Another key is to employ an appropriate way to handle constraints, because MKP is an overly constrained problem. This section was to review the related works on the two aspects so far.
Representation Schemes
(1) Multi-value coding scheme As we have introduced in Sect. 1, MKP's candidate solution space of contains 2 mn candidate solutions, where n represents the number of items and m represents the number of knapsacks. It is absolutely a huge solution space for any algorithm. And yet, a kind of representation scheme employed in Refs. [14] , [15] , [17] could compress the solution space such that the search region could be greatly reduced. This representation scheme marks each item with the serial number of the knapsack into which the item is packed. As an example, consider an instance with 6 items and 3 knapsacks. A candidate solution such as (0, 2, 1, 0, 3, 2) shows that item 1 and item 4 are not packed into any knapsack, item 2 and item 6 are packed into knapsack 2, item 3 is packed into knapsack 1, and item 5 is packed into knapsack 3. In this case, the constraint from the non-equality (3) no longer exists. More importantly, the number of the candidate solutions become (m + 1) n , which is far less than 2 mn .
n Obviously, the above-mentioned scheme can compress the solution space of the problem to be solved. It is indeed compact and highly efficient. 
From the perspective of genotype, it is different from the previous representation. However, without considering the order of items in each knapsack, this representation is actually the same as the previous one on phenotype. This is the ambiguity caused by this representation scheme. Due to the ambiguity, each candidate solution actually has so many different genotypes that the solution space tremendously expanded. Because of this, the problem would become more difficult to solve. Moreover, since this kind of representation is of indefinite length, they are troublesome to operate.
Constraint-Handling Methods
(1) Penalty-based method So far, the penalty-based method has become the most commonly used constraint-handling method for solving constrained optimization problems [18] , [19] . Its general principle is to convert the constrained problem to an unconstrained one. More specifically, it relaxes the problem's constraints by adding a term to the objective function that consists of a penalty parameter and a measure of violation of the constraints. The measure of violation is nonzero when the constraints are violated and is zero otherwise. Although this is an easy constraint-handling method, how to determine an appropriate value for the penalty parameter is difficult. Since the obtained solution's quality very much relies on the value of the penalty parameter, predefining an inappropriate value for the penalty parameter, either too small or too large, would result in inferior quality of the obtained solution. Especially, too small value for the penalty parameter would even make algorithm return an infeasible solution. This is because an infeasible solution near the constraint boundary may even be superior to the real optimal one when they are evaluated by the penalty-based objective function with a too small penalty parameter. (2) Infeasible solution rejection-based method This method is also a popular option in many evolutionary techniques. In this method, infeasible solution's fitness is directly set to 0. Obviously, this method can be considered as a special case of the penalty-based method. So it is also called as "death penalty" method. Although it is very easy to implement, it performs bad for problems where the ratio between the sizes of feasible region and search region is small and an initial population consists of infeasible individuals only. (3) Repair method The repair method is another class of commonly used constraint-handling methods [15] , [20] , [21] . Unlike the penalty-based method tolerating infeasible candidate solutions, the repair method, just as its name implies, repairs them instead. In general, repairing infeasible candidate solutions always requires priori knowledge on the characteristics of the problem to be solved. Taking the GA for solving MKP presented in Ref. [15] as an example, vaccine extracted from superior chromosomes were used to vaccinate lethal chromosomes, where the lethal chromosomes were the infeasible candidate solutions to be repaired and the extracted vaccine was actually the required priori knowledge. But sometimes priori knowledge cannot be obtained at all. We still took the GA in Ref. [15] as an example. For those overly constrained instances of MKP, the population would likely consist of infeasible chromosomes only. In this case, no feasible chromosome could be used to extract vaccine, i.e. the priori knowledge. This is an unavoidable flaw of the repair method. (4) Feasible-solution-guaranteed method The feasible-solution-guaranteed method is much different from either the penalty-based method or the repair method. Its general principle is to restrict algorithm to search within the feasible region of the problem to be solved. This means that infeasible candidate solutions would not be generated during the optimization process. An AFSA for solving MKP presented in Ref. [17] employed such a method. Based on a specially designed heuristic rule, AF's behaviors were redesigned in order to restrict AF individuals' activities within the feasible region. As a result, no matter how AF individuals move, they would never get into the infeasible region of the problem to be solved. However, the specially designed heuristic rule was too complicated. That made the AFSA's time consumption became serious.
Discussion on Related Works
We had respectively reviewed the related works on various representation schemes and constraint-handling methods. For one thing, according to the above review, we thought the representation scheme employed in Refs. [14] , [15] , [17] was superior to the one employed in Ref. [13] . Therefore, we also employ the former scheme to represent AF individuals in our proposed AFSA. For another thing, the reviewed constraint-handling methods severally have various shortcomings. So we would employ none of them in our proposed AFSA. Thus, how to handle constraints became a pendent issue.
Besides, we found these reviewed constraint-handling methods only focused on how to handle constraints, but ignored the utilization of constraints. As a matter of fact, constraints could be utilized to guide search, because optimal solution is always strongly associated to constraints. In view of this, we propose a new constraint-handling strategy that utilizes constraints to guide search in Sect. 4 and to propose a new AFSA based on the mentioned strategy in Sect. 5.
Novel Utilization of Constraint Boundary
Symbiotic Relationship between Optimal Solution and Constraint Boundary
As a matter of experiences, the optimal solution for a constrained optimization problem is usually located near the constraint boundary, as shown in Fig. 2 (a) . This could be explained easily. Suppose that the optimal solution is not located near the constraint boundary, but far from that in deep interior of the feasible region. In this case, the optimal solution would not become infeasible even if the constraint boundary contracted inward more or less. In other word, the constraint has no effect at all. This is obviously contrary to the fact that MKP is an overly constrained problem. On the other hand, if the optimal solution is located near the constraint boundary, it would become infeasible after the constraint boundary contracted inward and another candidate solution could thus become the new optimal solution, as what we see from Fig. 2 (b) . Please notice that the new optimal solution was actually not superior to the original one before the constraint boundary contracted. This is in accord with the experience that stricter constraint results in poorer solution. Besides, the new optimal solution is also located near the contracted constraint boundary. This exactly confirms our experience that, optimal solution and constraint boundary are usually symbiotic. 
Allowed Search Region and Related Definitions
Actually, not only the optimal solution, but the most suboptimal solutions are also located near constraint boundary. Namely, the region near constraint boundary is the promising region. Thus, our proposal is to make AF individuals only search the feasible region near constraint boundary, i.e. the red shaded region in Fig. 2 (a) , instead of the entire solution space. We thought this would help to greatly improve the search efficiency. Figure 2 (a) is only a simple and abstract sketch map, while the real case of MKP is far more complicated because MKP has many constraints rather than one. For a problem with n items and m knapsacks, it has n decision variables and m constraints. Since we were to employ the same representation scheme as Refs. [14] , [15] , [17] , any candidate solution can be represented as a vector X = (x 1 , x 2 , . . . , x j , . . . , x n ), where x j ∈ {0, 1, 2, . . . , m}. In this case, the problem's solution space is a hypercube of n dimensions and its feasible region is a closure space surrounded by m hyperplanes, where the hyperplane is generalized constraint boundary. For ease of description, we were to still use the expression of "constraint boundary" hereinafter.
Definition 1
If a feasible solution X f = (x 1 , x 2 , . . . , x n ) would become infeasible to problem's k th constraint when we assign k to x j , where k ∈ {1, 2, . . . , m} and x j = 0, the X f is located near problem's k th constraint boundary and the dimension j was referred to as a gap on the k th constraint boundary for X f .
Definition 2
The allowed search region for AF individuals can be defined as a set, which consists of feasible solutions that are located near one or more constraint boundaries of the problem to be solved. And Def. 1 could be used as a criterion for judging whether a feasible solution is located near one or more constraint boundaries.
4.3 How to Make AF Individuals Only Search within Allowed Search Region
As we proposed in Sect. 4.2, the allowed search region for AF individuals is supposed to be the feasible region near one or more constraint boundaries. In AFSA, each AF individual moves to a new spot in solution space by finishing behavioral strategy for once. Thus, to make AF individuals only search in the allowed search region is to insure the new spot where they moved to is still located in the feasible region near one or more constraint boundaries. Consider the two listed operations as below: (1) Operation on feasible X Assign k to x j , where k ∈ {1, 2, . . . , m} and x j = 0; (2) Operation on infeasible X Assign 0 to x j , where x j = k and k ∈ {1, 2, . . . , m}.
Firstly, suppose the current AF individual X is feasible and is located near the k th constraint boundary. According to Def. 1, X must have one or more gaps on the k th constraint boundary, where the gaps can be represented by a set G. Under this assumption, we were to investigate the impact of performing the operation (1) on X. In case that X did not become infeasible after performing the operation (1), X's dimension j must not be a gap, i.e. the dimension j G. In other words, none of G was changed. Thus, although X has moved to a new spot, it is still located near the k th constraint boundary according to Def. 1. On the other hand, in case that X became infeasible after performing the operation (1), X's dimension j must be a gap on the k th constraint boundary, i.e. the dimension j ∈ G. Namely, X actually got into the infeasible region by swimming through the gap. Respecting the fact that X had been infeasible, we were to further investigate the impact of performing the operation (2) on X. As an inverse operation to the operation (1), the operation (2) could definitely be performed on the same dimension to make X get back into the allowed search region by swimming through the same gap on the k th constraint boundary again. Besides, as a matter of fact, X may also swim through the other gaps to get back into the allowed search region. That is to say, to perform the operation (2) on one or more other dimensions of X may also make it become feasible, where one of the dimensions must obviously be a gap on the k th constraint boundary. According to Def. 1, the new spot that X arrived at would be still located near the k th constraint boundary.
According to the previous analysis, to perform the operation (1) on feasible AF individual X or to further perform the operation (2) on X in case that it became infeasible resulted by performing the operation (1), would make X move and arrive at a new spot that is still located in the allowed search region. In AFSA, the performed behavioral strategy by each AF individual contains various behaviors, while the behaviors are essentially the process of implementing a series of operations, including the operation (1) and the operation (2), on the vectors that represent candidate solutions. Thus, as long as the behavioral strategy performed by AF individuals obeys the rules as below, the AF individuals would always search within the allowed search region. Figure 3 is a brief demonstration about how an AF individual moves according to the behavioral strategy based on the forenamed rules. As shown in this figure, the AF individual may directly move from spot X1 to spot X2 by performing the operation (1) only, where either X1 or X2 is feasible spot near the k th constraint boundary. It may also move from spot X1 to an intermediate spot X3 in manner of swimming through the gap1 by performing the operation (1) and then further move from X3 to X4 in manner of swimming through gap2 by performing the operation (2) . Although the intermediate spot X3 is out of the allowed search region, the finally arrived spot X4 is still located near the k th constraint boundary. In a word, after a series of operations, including operation (1) and (2), the moved AF individual can always be located near the constraint boundary.
Our Proposed AFSA for Solving MKP
For ease of description, our proposed AFSA is referred to as ASR-AFSA, where ASR means "allowed search region". We designed the related behaviors and a behavioral strategy of reflecting the mentioned rules in Sect. 4.3 for ASR-AFSA. This section describes them in detail.
Description of Behaviors
(1) Escaping behavior Escaping is behavior in which an infeasible AF individual escapes away from infeasible region and stops moving so long as it reaches the feasible region. For describing escaping behavior, we suppose that the current AF individual X was infeasible and was to perform escaping behavior.
Firstly, all the overloaded knapsacks resulted in X being infeasible are needed to be determined. For an overloaded knapsack k, repeatedly take out the item whose value of p/w is the least among all the items inside knapsack k until knapsack k is no longer overloaded, where the operation of taking out an item j from knapsack k can be implemented by assigning 0 to the j th dimension of X, i.e. the operation (2) mentioned in Sect. 4 
To perform randomly moving behavior, the value of r should firstly be determined as r = min{Step, q}, where
Step is a parameter of our proposed ASR-AFSA and q denotes the number of X's dimensions whose values are 0. After that, randomly select r dimensions whose values are 0 from X. Then respectively assign an random integer rnd to each selected dimension, where rnd obeys the uniform distribution between 1 and m, i.e. rnd ∼ U (1, m) . If AF individual X did not become infeasible, leave it unchanged. Otherwise, it is allowed to perform escaping behavior for one time. Namely, escaping behavior is a default behavior of randomly moving behavior in case that AF individual X became infeasible. (3) Preying behavior Suppose that feasible AF individual X is located near one or more constraint boundaries. Preying is behavior in which X looks for a better spot X' within its Step-limit and then moves to X'.
When preying, AF individual X chooses a spot X' at random within its Step-limit, i.e. Hamming-distance(X, X') ≤ Step. If the chosen X' is superior to the current spot X, i.e. fitness(X') > fitness(X), replace X by X'. That implies AF individual X moved to the new spot X' and preying behavior is finished. On the other hand, if fitness(X') ≤ fitness(X), AF individual X was allowed to go on choosing other spots at random within its Step-limit until it tried no less than try Number times, where try Number is a predefined parameter of our proposed ASR-AFSA. In case that AF individual X could always not obtain a better spot after try Number times of tries, preying behavior fails and AF individual X was allowed to perform randomly moving behavior for one time.
It should be pointed out that the implementation of trying spots at random does not have to be specially designed. Each tried spot within X's Step-limit could be obtained by making AF individual X simulate to perform randomly moving behavior for once. (4) Following behavior In order to describe following behavior, we have to firstly introduce the concept of partners. When AF individuals move, some of them may form partnerships with each other. For the current AF individual X, any other AF individual among the AF population who appears within X's Visuallimit is referred to as a partner of X, denoted as X p . Namely, Hamming-distance(X, X p ) ≤ Visual. Among all partners of X, the most superior one is denoted as X sp . On the base of the concept of partners, following can be described as behavior in which AF individual X swims toward its most superior partner X sp .
Suppose that feasible AF individual X is located near one or more constraint boundaries and has p partners, where p 0 and X sp is the most superior one among the p partners. Given a parameter δ called congestion degree, if fitness(X sp ) > fitness(X) and PopSize × δ > p, AF individual X was allowed to move r steps toward X sp , where r = min{Step, q} as defined in randomly moving behavior. To implement that X moves r steps toward X sp , firstly we need to randomly pick out X's r dimensions of 0-value. Then assign each picked dimension with the value of the corresponding dimension to it of X sp . On the other hand, if fitness(X sp ) ≤ fitness(X) or PopSize × δ ≤ p, AF individual X performs preying behavior instead.
Exceptionally, if AF individual X has no partner at all, it is allowed to perform preying behavior. Besides, it must be pointed out that, escaping behavior is also a default behavior of following behavior in case that AF individual X became infeasible.
Behavioral Strategy
The behaviors performed by AF individuals were various search patterns. AFSA's optimization mechanism was based on them. However, AFSA was not an intelligent central dispatcher that controls each AF individual what and how to behave. As a matter of fact, each AF individual only needs to behave according to a simple predefined behavioral strategy and then swarm intelligence emerges. Nevertheless, in our proposed ASR-AFSA, the behavioral strategy is also supposed to reflect the rules we mentioned in Sect. 4.3.
Actually, the employed behavioral strategy in our proposed ASR-AFSA had been implied by the nested relationship among various behaviors as the descriptions in Sect. 5.1. We used a flowchart to demonstrate it more clearly, as shown in Fig. 4 . For one thing, this behavioral strategy well keeps balance among the various behaviors, i.e. following, preying, randomly moving and escaping. For another thing, according to the descriptions in Sect. 5.1, following, preying and randomly moving are implemented by performing the operation (1), while escaping behavior is implemented by performing the operation (2) . It is obvious that our employed behavioral strategy reflects the rules mentioned in Sect. 4.3.
Initializing AF Individuals
Usually, AF individuals are initialized at random. That can- not guarantee their initial distribution being within the allowed search region. However, in our proposal, AF individuals are supposed to be initialized near the problem's constraint boundaries. Thus, a specific method of initializing an AF individual was to be introduced below.
Assign a random integer rnd to each dimension of the AF individual to be generated, where rnd ∼ U (1, m) . Namely, all the items are packed into knapsacks. Obviously, this AF individual must be infeasible. In this case, we only need to make this AF individual perform escaping behavior for one time to finally finish the generating procedure.
Generating in this way, AF individuals must be feasible and located near the problem's constraint boundaries, i.e. the allowed search region. Since the region near problem's constraint boundaries is usually the promising region, to generate AF individuals in this way makes the generated AF individuals be probably very superior from the beginning even if they have not started to search yet.
Algorithm Steps
Section 5.1 described various behaviors to be performed by AF individuals. Section 5.2 demonstrated how the behav-iors were organized together via the employed behavioral strategy. Section 5.3 introduced a method of initializing AF individuals. In this section, how to structure our proposed ASR-AFSA was to be introduced.
In ASR-AFSA, an AF specimen was set to hold the most superior AF individual during each once iteration. It played a role as the elitist chromosome in GA. During each once iteration, each AF individual firstly performs the various behaviors according to the behavioral strategy demonstrated as Fig. 4 . Then its fitness was evaluated, where the value of its fitness is the total profit of the items packed into knapsacks. After that, the AF specimen should be replaced by it in case that it is superior to the AF specimen. When all the AF individuals among the AF population finished the forenamed procedure for one time, once iteration finished. Finally, output the AF specimen as the obtained solution when all the iterations finished.
The aforesaid framework can also be described as the undermentioned pseudocode. It must be pointed out that, step (2) employed the maximum iteration number, i.e. MaxIteration, to be the terminate condition. Actually, runtime can also be used as a terminate condition according to the application scenarios.
Simulation
We implemented our proposed ASR-AFSA in C++. All the simulation experiments in this section were tested on a computer with an Intel Core i7-3520M 2.90 GHz CPU and 7.73 GB of RAM. The operating system running on this computer was Windows 7 sp1 (x64).
Comparison with AFSAs Based on Other ConstraintHandling Methods
This section is to verify how well our proposed ASR-AFSA could perform. In Sect. 3.2, we had reviewed several commonly used constraint-handling methods when solving constrained problems by population-based intelligence algorithms. ASR-AFSA is obviously based on a far different constraint-handling strategy from them. In order to compare with our proposed ASR-AFSA, we implemented various versions of AFSA based on those reviewed constrainthandling methods in C++, including a penalty-based AFSA (P-AFSA), a death penalty-based AFSA (DP-AFSA), a vaccine-based AFSA (V-AFSA) and a feasible-solutionguaranteed AFSA (FSG-AFSA) [17] . We also randomly generated 108 instances of MKP to test all above-mentioned versions of AFSA. These instances respectively belong to three different types, i.e. uncorrelated data instances, weakly correlated data instances and strongly correlated data instances. And each type is for different ranges R = 100, 1000 and 10000.
(1) Uncorrelated data instances: p j and w j are randomly distributed in [10, R] . Since all the tested algorithms are essentially AFSA, they certainly have several common parameters. These parameters were tuned as below: PopSize = 20, Visual = 20, Step = 10, try Number = 100, δ = 0.4.
Besides, the FSG-AFSA has no the parameter
Step and the P-AFSA has an extra parameter PF, i.e. penalty factor, which was set as 10.
Exceptionally, as we had reviewed in Sect. 3.2, either the death penalty-based method or the vaccine-based method works badly in case that the initialized population consists of infeasible individuals only. In consideration of this, to prevent all the initialized AF individuals from being infeasible, we specially initialized AF individuals by assigning 0 to AF representation's dimensions in probability 0.95 for DP-AFSA and V-AFSA.
We ran each algorithm 10 times for each generated instance and demonstrated the average value of the 10 obtained solution's total profit at the corresponding cell in Table 1 or Table 2 , where each run was allowed to last 5.0 seconds for instances of m = 5 and 7.0 seconds for instances of m = 50. The reason why we did not use a predefined maximum iteration number but an allowed runtime(s) to be the terminate condition is that, the time complexities of these AFSAs to be compared are so different from each other that their time consumptions are accordingly far different even if Table 1 Results of instances with m = 5; n = 200, 500, 1000. Each run of each tested algorithm lasts 5.0 seconds. they were allowed to run with same iterations. Therefore, the only purpose of using the allowed runtime to be the terminate condition was to make the comparison be fair.
In Table 1 and Table 2 , the best result for each instance is in bold print, while the symbol "-----" appeared in a number of cells means that the corresponding algorithm always returned infeasible solutions within its 10 runs. According to the results shown in Table 1 and Table 2 , it is not hard to find that, our proposed ASR-AFSA demonstrated a remarkable performance, which is far better than that of the compared versions of AFSA. For 104 ones among all 108 generated instances, the average value of the total profits obtained by 10 runs of our proposed ASR-AFSA is the largest. Only for 4 instances, our proposed ASR-AFSA did not perform as well as FSG-AFSA, but it still performed far better than the other three compared AFSAs, i.e. P-AFSA, DP-AFSA and V-AFSA.
Besides, it is worth mentioning that, either DP-AFSA or V-AFSA cannot return a feasible solution within the allowed runtime for a large number of instances with stricter constraints. This phenomenon exactly coincides with what we had reviewed in Sect. 3.2 that both the death penaltybased method and the repair method are not suitable to solve problems with stricter constraints. Actually, the same case also occurred on P-AFSA, but not as serious as that on DP-AFSA or V-AFSA. This may be resulted by the inappropriate setting of PF.
Investigation on Iterative Curves
This section was to further investigate the performances of those AFSAs compared in Sect. 6.1 from the perspective of iterative curves. In this investigation, a far larger scale instance with 2000 items and 100 knapsacks was generated to test the related AFSAs. The profit and the weight associated with each item were respectively random integers from the intervals [1000, 9999] and [100, 999]. The capacity associated with each knapsack was a random integer from the interval [1000, 9999] . Each algorithm to be compared was run 10 times, and each run was allowed to last 600.0 seconds. As for the parameters, the same option as that in Sect. 6.1 was employed. For each algorithm to be compared, we depicted Table 2 Results of instances with m = 50; n = 200, 500, 1000. Each run of each tested algorithm lasts 7.0 seconds. its average iterative curve with respect to CPU-time(s) of its 10 runs in Fig. 5. (1) According to the final converged fitness values in Fig. 5 , our proposed ASR-AFSA is obviously more capable of obtaining as superior solutions as possible. The final fitness value that either FSG-AFSA's curve or P-AFSA's curve achieved is relatively lower, comparing with that achieved by ASR-AFSA's curve. As for the V-AFSA and the DP-AFSA, their performances were far worse. This should be due to the invalidity of the constraint-handling methods on which they are based. We took V-AFSA as an example to explain. During V-AFSA's run, the generated infeasible solutions should have been repaired according to the extracted vaccine. However, due to the 100 knapsacks of the used MKP instance in this investigation, the solution space is overly constrained such that few feasible solutions could be generated during the iterations. The needed vaccine may thus not be extracted at the most of iterations. In this case, V-AFSA actually had become nearly the same to DP-AFSA and its performance became far worse. Also, this exactly explains why V-AFSA has a similar performance to DP-AFSA in this investigation. (2) Our proposed ASR-AFSA also demonstrated a remarkable performance on convergence speed. It obviously converged far faster than the other compared algorithms. According to Fig. 5 , the average iterative curve of ASR-AFSA quickly approached the final converged fitness value in 10 seconds and finally achieved the final converged fitness value when the runtime reached about 30 seconds, while the other compared algorithms' average iterative curves can always not achieve as high fitness value as that ASR-AFSA achieved even if they spent 600.0 seconds. Namely, our proposed ASR-AFSA is far more efficient. (3) Apart from the forenamed (1) and (2), we can also see that the starting points of the depicted curves are far different from each other. This phenomenon seems to be strange but actually not. As a matter of fact, that is mainly because the compared algorithms severally require different methods of initializing AF individuals, in consideration of the far different constraint-handling methods on which they are based. The explanation was detailed as below. a) Our proposed ASR-AFSA requires generating AF individuals within the region near constraint boundaries. As we emphasized before, this region is usually the promising region. Therefore, to initialize AF individuals with the region near constraint boundaries makes the starting point of ASR-AFSA's curve be far higher than that of the other compared AFSAs' curves, even as almost high as the fitness value that FSG-AFSA achieved after running for about 10 2 seconds, where FSG-AFSA actually performed the secondly best among all the compared AFSAs. In other words, ASR-AFSA actually had already won from the beginning. b) In case of FSG-AFSA, AF individuals were always initialized within the feasible region, but not necessarily within the promising region. That is the reason why the starting point of FSG-AFSA's curve is not as high as that of ASR-AFSA's curve. c) In case of P-AFSA, AF individuals were randomly initialized. Since the solution space of the MKP instance in this investigation is overly constrained, all the initialized AF individuals were infeasible. Because of the effect of penalty factor, their fitness values were thus relatively reduced as the punishment. d) In case of either DP-AFSA or V-AFSA, AF individuals were initialized in manner of assigning 0 to AF representation's dimensions in probability 0.95 or higher probability, in consideration of their inherent flaw that we had mentioned in Sect. 3.2. In this case, since few items were assigned into knapsacks, the fitness values of the initialized AF individuals were thus very low. That explains why the starting point of either DP-AFSA's curve or V-AFSA's curve must be the lowest. And not only that, although we had tried to prevent all the initialized AF individuals from being infeasible in manner of assigning few items, we actually still failed. According to Fig. 5 , the curve of either DP-AFSA or V-AFSA started from the fitness value of 0. That implies all the initialized AF individuals were unavoidably infeasible. That also implies that the performances of DP-AFSA and V-AFSA were also unavoidably poor.
In order to avoid the influences from the different initializing methods and to more purely compare the related algorithms' optimization abilities, we tested them again but initialized AF individuals in the same way of assigning 0 to all dimensions of AF representation, i.e. assigning no item into knapsacks. The corresponding curves had been depicted in Fig. 6 . It is not hard to see that, the compared algorithms performed similarly to the case of Fig. 5 . Our proposed ASR-AFSA still converged the best and the fastest.
Influences from Parameters
Our proposed ASR-AFSA possesses several important parameters, including PopSize, Visual, Step, try Number and δ. Good performance usually depends on reasonably tuned parameters. This section was to investigate the influences from these parameters on ASR-AFSA's performance. In this investigation, we used the generated instance in Sect. 6.2 to test ASR-AFSA with different combinations of parameters. For each combination, ASR-AFSA was run 10 times, and the average iterative curve with respect to CPU-time(s) of the 10 runs was to be depicted.
(1) PopSize -We respectively set the parameter PopSize as 10, 20, 50 and 100. The other parameters were set the same as in Sect. 6.1. The average iterative curves corresponding to the given values of PopSize were depicted in Fig. 7 . It is not hard to see that, a large sized population can be unhelpful. This phenomenon coincides with the viewpoint of Ref. [28] . According to our experiences, ASR-AFSA performs well so long as PopSize can be set as a value from 20 to 60. (2) Visual -This parameter denotes the limit of AF's scope. Since an AF individual could see the other AF individuals located within its Visual-limit only, Visual should not be set as too small value. On the other hand, an AF individual with too large Visual-limit may see too many partners such that it feels its scope is overly crowded. In this case, it would no longer prefer to perform following behavior. Nevertheless, according to Fig. 8 , ASR-AFSA performed almost the same abilities with far different values of Visual. Obviously, Visual can be set relatively freely. A suggested range for setting Visual is from 10 to 0.5n, where n denotes the number of items and n > 20. Exceptionally, for those very small scale problems, e.g. n ≤ 20, Visual can be set as n directly. (3) Step -An AF individual moves within its Step-limit by performing various behaviors. To set too short Step would result in the AF individual moving slowly, while to set too large Step would make AF individuals not implement search of finer grit. According to our experiences, Step is supposed to be set as a value from 5 to 1 · Visual. Figure 9 shows that ASR-AFSA is actually not sensitive to Step. (4) try Number -This parameter denotes the upper bound of the times that an AF individual tries new positions at random within its Visual-limit. A large value of try Number allows an AF individual to more fully explore its neighborhood within its Visual-limit, as compared with a smaller value of try Number. Nevertheless, large try Number makes each iteration of ASR-AFSA become more time-consuming, while ASR-AFSA with smaller try Number may go more iterations for the same run time. That makes ASR-AFSA be ac- tually not sensitive to try Number, from the perspective of average iterative curves with respect to CPU-time(s). Figure 10 confirms that, far different values of try Number would not exert obvious influences on ASR-AFSA's convergence. Thus, try Number can be set as values from wide range. (5) δ -In our proposed ASR-AFSA, the meaning of δ is actually not the same as that in the conventional AFSA. That is why we set far different value of δ for our proposed ASR-AFSA in the simulation, as compared with the value of δ for the conventional AFSA [29] . According to Fig. 11 , the proposed ASR-AFSA is also obviously not sensitive to δ. Namely, δ can be set relatively freely and it is supposed to be set from 0.3 to 0.8 for most instances of MKP.
As we had investigated and simply discussed, the influences from different values of the parameters on ASR-AFSA's performance were not obvious. Generally speaking, our proposed ASR-AFSA is not sensitive to its parameters. For this reason, we can relatively freely set the values of its parameters in relatively wide ranges according to either optimization experiences or the properties of the problem to be solved.
Discussion
Analysis of ASR-AFSA's Advantages
Our proposed ASR-AFSA demonstrated remarkable performance in solving MKP. It far outperformed the other com-pared AFSAs on the aspect of either converged fitness value or convergence speed. We analyze the advantages of our proposed ASR-AFSA from two aspects as below.
(1) To analyze from the perspective of search strategy, our proposed ASR-AFSA makes AF individuals only search the solution region near constraint boundaries. This is a highefficiency search strategy, because the allowed search region is a promising region. We utilized the symbiotic relationship between superior solutions and constraint boundaries to guide AF individuals where to search and how to search. This way, the odds of AF individuals finding superior solutions is thus very high. (2) To analyze from the perspective of the implemented operations, no meaningless operation was employed in our proposed ASR-AFSA. For instance, the operation, assigning k to x j where k ∈ {1, 2, . . . , m} and x j 0, is such a meaningless operation. This operation means item j was removed from knapsack x j and then was packed into another knapsack k. Obviously, this operation would not help to improve the total profit of the solution but brings the risk of knapsack k becoming overloaded. That is why we thought this kind of operations were meaningless. Since we did not adopt them in our proposed ASR-AFSA at all, the search was thus high-efficiency.
Owing to the two above mentioned reasons, our proposed ASR-AFSA possesses excellent ability of finding high-quality solutions with very fast speed.
Wider Implications of Our Proposed ASR-AFSA
As the title of this article indicates, our research aims to propose a new AFSA (i.e. ASR-AFSA) to solve MKP better and faster. However, our study also has much wider implications for solving many other constrained optimization problems.
For one thing, a number of real-world combinatorial optimization problems can be summed up as the MKP, such as multiprocessor scheduling [1] , continuouscall double auctions [2] , and vehicle/container loading [3] , etc. Therefore, they can also be well solved by our proposed ASR-AFSA directly.
For another thing, a major innovation of our proposed ASR-AFSA is to make AF individuals only search the feasible region near constraint boundaries. For any of the constrained problems, the symbiotic relationship between its superior solutions and constraint boundaries also exists. Therefore, as a search strategy, to only search the feasible region near constraint boundaries has universal applicability. Since the feasible region near constraint boundaries is the promising region, an AFSA for solving any other constrained problem can be high-efficiency if it follows the aforesaid search strategy. Merely, the concrete implementations of its various behaviors need to be redesigned reasonably in order to adapt the new problem.
Conclusion
In this study, we presented a new AFSA for solving MKP, i.e. ASR-AFSA, which makes AF individuals only search the region near constraint boundaries. For implementing this algorithm, we firstly defined two operations in Sect. 4.3 and clarified how to make AF individuals only search the region near constraint boundaries. Then, we designed several behaviors to be performed by AF individuals, including escaping, randomly moving, preying and following. AF individuals could explore the region near constraint boundaries by performing the designed behaviors according to the behavioral strategy we proposed in Sect. 5.2. For investigating the proposed ASR-AFSA's performance, we generated 108 instances to test it. Several other versions of AFSA for solving MKP based on various constraint-handling methods were also tested as a comparison. Not only that, we also investigated them from the perspective of average iterative curve. The exhaustive test results indicate that our proposed ASR-AFSA has far more excellent ability of finding highquality solutions with far faster speed, as compared with the other AFSAs. Moreover, we clarified ASR-AFSA is not sensitive to its parameters by exhaustive simulations and the ranges for setting its parameters were suggested according to our optimization experiences. Since the proposed core idea of making AF individuals only search the region near constraint boundaries has universal applicability, this study has much wider implications and is meaningful for solving other constrained optimization problems.
