The paper proposes a digital image watermarking scheme that selects regions for data embedding based on information measure. Two valued kernels of Hadamard transformation cause smaller image information change during embedding compared to other transform domains such as DCT (discrete cosine transform), DFT (discrete Fourier transform), Fourier-Mellin and wavelet-based embedding. Moreover, the usage of Hadamard transform as signal decomposition tool offers advantages in terms of simpler implementation, low computation cost and high resiliency at low quality compression considering both JPEG and JPEG 2000 framework. Compression resiliency is further improved using adaptive negative modulation. These facts are validated comparing the performance with some other existing watermarking schemes as well as DCT domain implementation of the proposed scheme.
Introduction
Rapid growth of World Wide Web (WWW) has made possible for the owners of the digital medias to distribute their works on their web pages or in other public places. Anyone having access to those forums can copy those information as perfect duplicate of the originals due to the very nature of the digital media [1] . The question is, how does someone can claim the ownership of his/her creation in digital media when multiple persons can have the exact copies? One way to protect this ownership right is to embed additional information invisibly before the digital media is made available to the public. This embedded information is popularly known as digital watermark and it can provide, for example, information about the media, the author, copyright or licence, etc. [2, 3] .
Watermarking in digital images should possess data imperceptibility and robustness to several unintentional as well as deliberate attacks. To achieve robustness, data should be embedded in the regions that contain some important characteristics information of the cover image [4] . This is based on the basic assumption that so long as the important characteristics of the different regions in the cover image are not drastically changed, hidden data can be extracted faithfully. Some of the major characteristics of a gray level image are edge, texture and high gray level curvature points, etc. [5] . Robustness is further improved if watermark information is embedded in the suitable transform coefficients of the image characteristics.
Several digital image watermarking schemes using discrete Fourier transform (DFT) [6] , Fourier-Mellin [7] , discrete cosine transform (DCT) [8, 9] , and wavelet transformations [9, 10] have already been reported in the literature. Among them, DCT and wavelet transforms become popular as the most common image compression techniques e.g. JPEG and JPEG 2000 are either based on DCT or wavelet.
However, it is found in the digital watermarking literature that most of the DCT domain embedding methods are very much robust to JPEG but are not similarly robust against JPEG 2000. The reverse is true for wavelet-based watermarking methods which are very much robust to JPEG 2000 compression operation but are not similarly robust against JPEG. So the choice of the proper decomposition tool is an important aspect to design a robust data hiding scheme when no knowledge about the compression scheme is available in advance. Ramkumar et al. [11] reported that Hadamard and Hartley transforms, due to the small values of the standard deviation for the processing noise, provide higher resiliency at low quality compression compared to DCT and wavelet transforms.
Discrete Hadamard transform (DHT) and its variants are used extensively to develop watermarking algorithms for multimedia signals. Li et al. [12] propose block-based DHT method where watermark information is inserted into Hadamard coefficients using quantization. The subblocks for watermark embedding are selected pseudo-randomly to increase security. Ho et al. [13] propose image-in-image watermarking method where DHT coefficients of gray scale watermark image modulate the DHT coefficients of the cover image. Image characteristics such as edges and textures are used to determine the watermark strength factor. Gilani et al. [14] propose multiresolution watermarking where image is first decomposed by means of single level Haar transform and Hadamard transform is then applied to the lowest frequency (LL) band only. Appropriate middle frequency coefficients are then selected through zigzag scanning and are used to embed watermark.
Multiresolution Hadamard transform is also used by Falkowski and Lim [15] where image is decomposed into a pyramid structure with various bands such as the low-low, low-high, high-high frequency band, etc. The lowest frequency band (LFB) is then segmented into (8 × 8) blocks and the two-dimensional CHT (complex Hadamard transform) is applied next. The phase components of the selected coefficients are altered to convey the watermark information. Watermark recovery process requires both the original image and the watermark. Almost similar type of phase watermarking for the multimedia signals is proposed in [16] with two-level inverse difference pyramid decomposition where the coefficients are obtained with CHT. The algorithm claims that the two-level pyramid decomposition permits the insertion of different watermarks in every level.
The major drawback of DHT as well as other unitary transforms lies in their lack of space-frequency localization which is important to design robust and imperceptible watermarking. Majority of the above DHT-based watermarking, except the CHT and multiresolution-based methods, do not consider this issue while embedding watermark information. But the inherent advantage of low computation cost for DHT is comparatively increased in the latter methods. In general, DHT domain watermarking methods [12, 13] utilize the benefits such as low computation cost, robust watermark due to sequency effect which packs energy of the cover in the low and the middle frequency coefficients, and wide length of useful middle frequency bands with low processing noise which provides compression resilient watermarking at low quality. There is other benefit such as smaller change in image information due to watermarking, is also offered by Hadamard transform compared to DCT, DFT and DWT. To the best of our knowledge, this attribute of Hadamard transform has not been investigated in watermarking applications. This paper discusses this issue along with robust watermark design. In our method, space-frequency aspect in data hiding is considered by selecting the embedding regions based on the spatial image features. Watermark information is then casted into the transform coefficients of these regions.
The watermarking algorithm developed in this work focuses on the selection of the blocks and the coefficients to embed watermark information so that data imperceptibility is well preserved. At the same time, the watermarking scheme should also be compliant to robustness against various image processing operations including compression operation at low quality factor for both JPEG and JPEG 2000. We compare imperceptibility performance of the proposed method with [12, 13, 15, 16] as well as Cox [8] and Podilchuk [9] method. Similarly robustness performance of the proposed method is compared with the method proposed by Calagna et al. [17] as well as other Hadamard transformedbased watermarking methods [12] [13] [14] [15] [16] . Robustness against varieties of signal processing operations is served by embedding the same watermark signal in the low informative and the medium-informative blocks selected on the basis of spatial uncertainty and average edge information measure. The change in the values representing the Structural SIMilarity index (SSIM) [18] are used to quantify embedding distortion that matches with the perceived visual quality of the watermarked images.
The paper is organized as follows: Sections 2 and 3 describe image information measure and its use for the selection of the blocks as well as the coefficients for data embedding, respectively. Sections 4 and 5 present watermark embedding and decoding process, respectively. Performance evaluation is discussed in Section 6 while conclusion is made in Section 7.
Image information for data hiding
In this section, we highlight the usefulness of the average information (entropy) followed by suitable mathematical forms in order to select embedding regions that satisfy imperceptibility and robustness requirements of watermarking. When an image is perceived by human visual system (HVS), perceptual information is extracted not from the single pixel alone but from a group of pixels in its neighborhood. Moreover, in most of the natural images, a strong two dimensional (2D) spatial correlation exists among the neighboring pixels which results in structural information of the image. One of the good measures of this spatial correlation of neighboring pixels is the average information (entropy). There are varieties of image processing applications such as segmentation, coding and compression where average information or entropy has been used extensively. Pal and Pal developed [19] new definition of entropy to achieve optimal solution of object background segmentation for gray scale image. In steganography, the security of the hidden data is measured using relative entropy distance between the cover and the watermarked data [20] . Data hiding capacity is primarily determined by the entropy of the cover [11, 21] .
The above applications suggest that entropy of image/subimage may be used as an important image characteristics to design robust and imperceptible watermarking. If there is a noticeable change in spatial correlation of the neighboring pixels during data manipulation, image visual quality is likely to be degraded. To include the correlation among the neighboring signal points, Watson models [22] contrast masking in term of entropy. Maity et al. propose spatial domain [23] and low cost transform domain [24] watermarking using average information or entropy as image characteristics.
The widely used mathematical form to calculate entropy is shown in Eq. (1) due to Shannon, which is a global measure with respect to the image/subimage. According to Shannon's definition, the entropy of an n-elements set is
where p i is the probability of occurrence of the event "i" with 0 p i 1 and [25] . The value depends solely on the probability distribution of the pixel intensities but does not consider the co-occurrence of the pixel values. That is why this measure does not always capture the actual pictorial information of the image/subimage.
Three binary images are shown in Fig. 1 where the entropy value is same for all but the pictorial information content (measure of uncertainty) is decreasing in order from Fig. 1(a) to (c). This figure reveals that subimage with a particular entropy value in a real image a may represent a smooth as well as noisy or edgy region. It is well known that edge is an important image characteristic which carries major information about any natural image. So along with the average information value, the average edge information of the image block is also considered to be important for selection of the embedding regions. It is desirable that the minimum number of edge points of the cover image should be modified during the watermark embedding. Moreover, the edges (the high spatial frequency points) are getting modified to a greater extent during lossy compression which means that the edge points are relatively unstable site for watermark embedding.
The very basic assumption of Shannon's entropy measure is to consider the signal as a long sequence of symbols. The entropy of the sequence solely depends on the relative occurrence of the symbols irrespective of their position of occurrence. It has been shown in [19] that an exponential form of entropy function can capture 2D spatial correlation of images in a better way compared to conventional Shannon's entropy. The modified form of entropy for an image block is defined in [19] as
where u i = (1 − p i ) is the ignorance or uncertainty of the pixel value.
To calculate the average edge information i.e. edge entropy of the block, first the edge map is calculated using the conventional gradient operator. The edginess or the strength of edge of a pixel automatically considers the effect of neighborhood pixel values, so the measure of edge entropy of subimage is dependent on the relative occurrence of these edge strength irrespective of their position. This says that Shannon's form of entropy can be applied to calculate the average edge information of each block using the edge map.
Blocks and coefficients selection for embedding
The cover image is partitioned into ( p × p) nonoverlapping block where p = 2 n , and n = 1, 2, 3 . . .. If the size of the cover image is (N × N ), the total N 2 / p 2 number of blocks are obtained from the cover image, and in general p>N . The value of p depends on the size of the watermark. The edge entropy or average edge information of each block is calculated from edge map using Eq. (1). The average gray information (visual) is calculated using Eq. (2) . The average information due to gray level and edge entropy value of each block are added, the total values obtained are sorted in ascending order of magnitude and stored as linear chain. Fig. 2 shows the relative position of the different informative blocks. Let the size of the watermark symbol is (M × M), then two sets of M 2 blocks located at the top (shown on the left) and the bottom end (shown on the right) are termed here as the low and the high-informative blocks, respectively. The other M 2 blocks corresponding to the entropy values positioned between
the chain is termed here as the medium-informative blocks. If watermark information is embedded in the different transform coefficients of the high-informative blocks, perceptual distortion will be less but at the same time the embedded information is fragile against lossy compression and other signal processing operations. On the other hand, watermark information embedded in the low-informative blocks may be perceived but offers high robustness against smoothing filtering. In order to make the scheme resilient against various possible signal processing operations, watermark information is embedded redundantly both in the low and the medium-informative blocks. However, appropriate transform coefficients for different blocks should be selected so that imperceptibility and robustness requirement can be satisfied properly.
It is to be noted that in bit-replacement method for watermark embedding, the pixel values remain unchanged, or increased or decreased based on the match/mismatch characteristics between the watermark bits and the bit plane of the cover. Let us see the effect of additive watermarking to the change in average gray level information and the average edge information of the image block when watermark information is embedded both in the zeroth order (H 0,0 ) Hadamard coefficient and the other higher order (H u,v ) coefficient, respectively. The inverse Hadamard transform [26] of an (N × N ) (where N = 2 n ) image function f (x, y) can be written as follows: 
The change in pixel values f (x, y), due to watermark embedding, can be obtained by subtracting Eq. (3) from Eq. (4), and for x, y = 0, 1, 2 ...
can be written as follows:
In (5), w is independent of x and y as the exponent of (−1) is 0 for b i (0)=0. This means that if w amount of watermark information is added in the zeroth order Hadamard coefficient of an image block, all the pixel values within the block in the watermarked image are increased by w. As a result both the average information and the average edge information remain unchanged before and after watermark embedding. This fact is validated through the results obtained by performing simulations on images. Table 1 represents simulation results for the test image fishing boat shown in Fig. 3(a) . The data against the first column of the table indicates the location of the respective block through the co-ordinates of the top leftmost point of the block.
On the other hand, if watermark information is embedded in the zeroth order Hadamard coefficient of the mediuminformative block, image distortion may be perceived as blocking effect due to the relatively high information content of the neighboring blocks. The relative high information content likes to mean here the information content of the block which is higher than that of low-informative neighboring block. In natural images, a particular type of block is expected to have similar type of neighboring blocks. It is logical to think that a medium-informative block is expected to have neighboring blocks with comparatively higher information content compared to the low information blocks. Watermark information embedded in the zeroth order Hadamard coefficient causes change in all pixel values of the block by the same amount and in the same direction. As a result, data embedding in a block may be perceived if the other neighboring blocks is not selected as embedding region. To solve the problem, watermark information is embedded in the higher order coefficient of the block. It can be shown mathematically that for additive watermarking in any higher order Hadamard coefficient, half of the pixel values of a block are increased and the values for the remaining pixels are decreased. However, the amount of change is the same in both the cases. We rewrite Eq. (4) for data embedding in H j,k where j, k 0:
where x, y = 0, 1, 2 ... (N − 1). The change in the pixel values, due to watermark embedding, can be obtained by subtracting Eq. (3) from (6) and is expressed as follows:
where the exponent of (−1) is 0 for half of the cases and 1 for the remaining cases according to the property of Hadamard kernel. So the pixel values are increased or decreased by w, respectively, and the above relation is true for any u =l, v =k where l, k 0. If watermark information is embedded in the coefficient u=l, v=k where l, k 0 for other transformation, say DCT, the change in pixel values can be written similar to Eq. (7) as follows:
Eq. (8) shows that the amount of changes are different for different pixels and the value of change also depends on the choice of the particular coefficient to be used for embedding i.e. u and v values. If we calculate the average information or entropy of the change in pixel values, Hadamard domain embedding causes small change (as change in the pixel values within a block are of two types + w i or − w i leading to less amount of uncertainty) compared to DCT domain embedding (as change in pixel values are of different possible types leading to more uncertainty). The result is also true for other popular transforms such as DFT, Fourier-Mellin, and wavelet, etc. So the results in Eqs. (7) and (8) It is to be noted that the results obtained in (5), (7) and (8) are valid for any value of w and the value should not be fixed for the entire image i.e. for all the subimages chosen for watermarking. The value w must be adaptive based on the local characteristics of image. For example, if watermark information is embedded in the smooth region, the embedding strength i.e. w value would be small but the same may be chosen high if the embedding region corresponds to texture or edge. One simple way of implementation is to consider the mean gray values of the image blocks. Watermark information is embedded adaptively by choosing the different bit planes of these mean gray values. The other advantages of the DHT domain embedding methods are shorter processing time due to real valued kernel and the usage of the same algorithm for the forward and the inverse transformation (identical and orthogonal nature of kernels [26] , and ease of hardware implementation due to binary valued kernel) [27] [28] [29] .
Proposed watermarking technique
We propose here the watermarking method for the cover image which is a gray-scale image of size (N × N ) and the watermark is a binary image of size (M × M). However, the method can also be extended to color image. The color image is first transformed from RGB into luminance/chrominance color space such as Y C b C r where the symbols R, G, B, Y, C b and C r denote the red, the green, the blue, the luminance, the chrominance-blue and the chrominance-red, respectively. The image is then partitioned into different nonoverlapping blocks in Y channel. The blocks for watermark embedding are selected based on the average information and the average edge information as discussed in Section 3. Watermark information is then embedded according to the different steps as stated below. The computational cost of the watermarking method for the color image is exactly the same as required for gray scale image except the extra computational cost of transformation from RGB to Y C b C r . However, as mentioned earlier, we propose here the method for the gray scale image and the different steps for watermark embedding are described as follows:
Step I: Spatial dispersion of watermark image. The binary watermark image is spatially dispersed (L 1 ) using a M 2 -bit cryptic key (k 1 ) generated by a linear feedback shift register (LFSR) [30] .
Step II: Watermark embedding in low-informative blocks and formation of secret image S 1 . Fast Hadamard transformation is applied on each low-and medium-informative is expressed by a 7 a 6 a 5 a 4 a 3 a 2 a 1 a 0 . A suitable lower order bit (preferably any one of a 3 a 2 a 1 ) of H 0,0,b , is replaced by one binary pixel from spatially dispersed watermark symbol L 1 . The choice of bit plane depends on the average brightness and the contrast of the pixel values in a block. The third or fourth LSB (least significant bit) plane is selected preferably in order to make a good compromise between the robustness and imperceptibility. Watermark embedding in the higher order bit plane may cause greater visual distortion but robustness performance is also improved. Moreover, the selection of higher bit plane offers flexibility to implement adaptive negative modulation (as described later in step IV) in order to achieve higher robustness against compression operation. The higher bit plane may be chosen for data embedding provided the mean gray value of the block is either less than T 1 or greater than T 2 , where T 1 and T 2 are certain prespecified threshold values with T 1 should preferably be close to '0' (minimum) and T 2 close to '255' (maximum). We have done experiment over a large number of images. As a rule of thumb, for mean gray value of the block less than 50, 100 and 150, LSB planes fourth, third and second one can be selected for embedding, respectively. The fractional part of H 0,0,b is now appended with the modified H 0,0,b value for each such block.
A three-level intermediate image map S 1 of size (N / p × N / p) is constructed where each block of the cover image is mapped as a point in the intermediate image. A 2-bit code is required to represent the three levels, the low-, mediuminformative, and the remaining blocks. This image is used to identify the type of the blocks in the possibly distorted watermarked image during extraction of watermark.
Step III: Watermark embedding in medium-informative blocks and formation of secret image S 2 . The same watermark bits are also embedded in the medium-informative image blocks. For each block, the higher order coefficient with the highest magnitude (ignoring its sign) i.e. max (H u,v,b ) H 0,0,b is selected. The basic assumption of embedding watermark information in the highest valued non-zero order Hadamard coefficient is that the embedded coefficient is most likely to survive after quantization operation of lossy compression. The integer part of the coefficient is denoted by H u,v,b and a suitable lower order bit of H u,v,b is replaced by one bit of the spatially dispersed watermark symbol L 1 . The bit plane for watermark embedding is selected in the similar method as described in step II. The fractional part of max (H u,v,b ) is now appended with the modified H u,v,b value for each such block.
The secret image S 2 of size (M × M) is formed, where each pixel value of the image represents the positional information of the desired highest Hadamard coefficient within the medium-informative block. The secret image S 2 is a p 2 level gray tone image and the size of the image is (M × M) which is equal to the size of the binary watermark image. The first pixel value of this image represents the positional information of the coefficient in first medium-informative block of secret image S 1 , the second pixel value of secret image S 2 for the coefficient of second medium-informative block of secret image S 1 and so on.
Step IV: Robustness against compression using adaptive negative modulation. To increase the robustness efficiency of the proposed scheme against lossy compression, an attack adaptive negative modulation is used (after watermark embedding) only for medium-informative blocks. The negative modulation refers to the change in the value of the embedded coefficients in the direction opposite to that of the expected coefficient values obtained after lossy compression. This adaptive modulation enables to retain the watermark information after a certain extent of quantization operation during compression. The implementation of negative modulation is accomplished assuming that the watermarked image is going to undergo a particular type of compression operation, say JPEG i.e. the particular compression operation is assumed to be known a priori. Although this negative modulation improves robustness against such compression operation significantly, however, its performance against other type of compression, say JPEG 2000, is also increased as both types of compression operations are identical in nature. The benefit of compression resiliency is achieved at the cost of computation for implementation of compression operation. However, computation cost for further manipulation needed to complete the negative modulation is not high. The implementation of negative modulation process is described as follows.
Let us assume that the desired Hadamard coefficient H u,v,b of a medium-informative block after watermark embedding becomes H The negative modulation helps to improve the visual quality of the watermark symbol extracted from the compressed watermarked image at the cost of marginal visual degradation of the watermarked image. Watermark information is embedded in LSB plane of the coefficient and negative modulation is implemented by manipulating other bit planes. Simulation results done over large number of images show that this visual distortion is of the order of (∼ 1.0 dB) and could hardly be perceived by HVS. This negative modulation is termed as "compression like attack adaptive negative modulation".
Step V: Formation of watermarked image. Block-based fast inverse Hadamard transformation is applied next on the set of blocks obtained after watermark embedding. These sets of blocks and non-watermarked blocks of the cover image are then placed in the proper positions of the cover image, and the watermarked image is obtained.
Extraction of watermark
The extraction of watermark symbol requires the cryptic key k 1 , the secret images S 1 and S 2 . It is already shown in Section 3 that additive watermarking in zeroth order Hadamard coefficient does not change average edge information as well as average gray information (visual) of a block. It is also shown that watermark embedding in the higher order coefficients except the zeroth order, causes the change in average edge information as well as average gray information comparatively much smaller in case of DHT domain embedding than that of DCT domain embedding.
It is expected that the average information and the average edge information of the watermarked image blocks will change after various common or deliberate signal processing operations. This may be treated as de-synchronization in watermark extraction process. So it is important not only to identify the blocks in the watermarked images after attacks that contain watermarks but also to distinguish them as the low-and the medium-informative blocks. The watermarked image blocks after signal processing operations can be identified using the secret images S 1 and S 2 . Secret image S 1 provides information about the low-and the medium-informative blocks while the secret image S 2 provides the positions of the highest coefficients in each medium-informative blocks. This information is used for watermark extraction from the watermarked image under various external attacks and solves the de-synchronization problem in watermark extraction process.
Step I: Selection of watermarked image blocks. The distorted watermarked image is now partitioned into nonoverlapping block of size ( p × p) pixels. The positions of the low-and the medium-informative blocks of the distorted watermarked image are identified using the secret image S 1 .
Step II: Watermark extraction from low-and mediuminformative blocks. Block-based Hadamard transform is then applied for all the low-and the medium-informative blocks. From each low-informative block, one watermark pixel is extracted from the proper bit after the bit plane representation of the integer part of the zeroth order Hadamard coefficient. Similarly, the watermark symbol can also be extracted from the medium-informative blocks. One watermark pixel is extracted from the proper bit position of each of the desired Hadamard coefficient i.e. the largest Hadamard coefficient. The bit planes for extraction of watermark information can be selected based on the thumb rule as discussed in step II of Section 4.
Step III: Spatial dispersion of the extracted watermark. The spatially dispersed watermark symbol thus obtained from each region is rearranged using the key k 1 . The watermark symbols, extracted from the two different regions, preserve different visual recognizability based on the nature and depth of external attacks/signal processing operations.
A quantitative estimation of the extracted image W (x, y) quality may be expressed as normalized cross-correlation (NCC) [31] where
which is the cross-correlation normalized by the watermark energy to give the maximum value of NCC as unity. The symbol W (x, y) indicates the original binary watermark image.
Performance evaluation
The proposed watermark embedding methodology is based on the combination of the selection of the embedding regions using image information measure and adaptive negative modulation to enhance resiliency against lossy compression. The watermark is a binary image of size (16 × 16) and the cover image is a gray-scale image of size (256 × 256), 8 bits/pixel. The proposed algorithm requires approximately 6 seconds for watermark embedding and approximately 4 seconds for extraction in DHT domain while 9 seconds for embedding and 7 seconds for decoding in DCT domain using Visual C/C + + platform running on a Pentium III 400 MHz PC system. The runtime breakdown process of the proposed watermark embedding method shows that spatial dispersion of watermark, region selection based on average information and edge information of blocks followed by sorting process takes approximately 3 seconds, DHT decomposition and watermark embedding in two regions consumes 1 second, adaptive negative modulation and the formation of the watermarked image through inverse DHT takes 2 seconds. Similarly, the runtime breakdown of watermark decoding process shows that selection of watermark embedding blocks (without the use of S 1 and S 2 ) from the cover image takes 3 seconds and the watermark extraction process through DHT decomposition takes 1 second. It is to be noted that if we use secret images S 1 and S 2 to find the embedded regions, watermark extraction process takes very less time.
We study the performance of the proposed watermarking method over large number of benchmark images [32, 33] . Fig. 3(a) (fishing boat) shows an original test image and Fig. 3(c) and (d) show the watermarked images for DHT and DCT domain embedding, respectively, using logo/hidden symbol 'M' of Fig. 3(b) . The rectangular boxes shown in Fig. 3(c) and (d) indicate the areas where the visually distinguishable distortions occur. The embedding regions are same in both cases determined on the basis of proposed image information measure. Visual distortion shown in Fig. 3(c) is very low and could hardly be perceived while there are noticeable distortions in few places in Fig. 3(d) , possibly due to the contribution of entropy masking resulted from higher change in entropy due to DCT domain embedding. This subjective visual qualities of the watermarked images are also supported by the objective measures. The PSNR and MSSIM values between the watermarked image and the original image are 39.62 dB and 0.9872 for DHT domain embedding and 35.24 dB and 0.9546 for DCT domain embedding.
We compare the perceptual transparency results of our algorithm with several other DHT domain watermarking methods [12, 13, 15, 16] as well as other two popular watermarking methods [9] (Podilchuck algorithm of DCT domain implementation) and [8] (Cox algorithm). The simulation results are shown in Table 2 for few cover images, although the experiment has been carried out over large number of benchmark images [32, 33] . Fig. 4(a)-(d) show four other test images, the results of which are shown in Table 2 . Simulation results show that the proposed method always offers better data imperceptibility compared to other watermarking methods. When boat image is used as test image, PSNR values are 34.34 dB for [15] , 34.23 dB for [16] , 35.76 dB for [13] , 34.32 dB for [12] , 31.23 dB for [8] , 35.45 dB for [9] and 39.62 dB for the proposed scheme. Similar objective quality differences (∼ 39.5 dB) are also found when the values are averaged for large number of test images using the proposed method. Moreover, alteration in structural information due to data embedding occurs least for the proposed method compared to the other methods. While comparing the perceptual invisibility of the hidden data, differences in visual quality become apparent for the proposed method with respect to other DHT domain watermarking methods as the latter methods do not consider image characteristics while selecting the embedding regions. Visual quality of the watermarked images are relatively good for [9, 13] . This is because the work in [13] uses edge and texture characteristics to calculate embedding strength while [9] uses characteristics of HVS. The selection of DHT as signal decomposition also offers benefits of low loss in image information due to watermark embedding. Table 3 for the test image fishing boat. Robustness of the proposed watermarking method has been tested against various common image degradations as well as attacks available in checkmark package [34] . Typical image processing operations performed over the watermarked images include mean, median and Wiener filtering, image cropping, rescaling, sharpening, noise addition, histogram equalization, change in aspect ratio, image rotation and low quality JPEG and JPEG 2000 compression. Although it is difficult to correlate the recognizability of the watermark pattern with NCC values, the experiment results suggest that NCC value (∼ 0.65) can be considered as threshold of recognizability for the watermark image shown in Fig. 3(b) . Robustness performance of the proposed method varies with or without the usage of secret images S 1 and S 2 during watermark decoding. We report here robustness performance using secret images S 1 and S 2 Table 3 . Change in average information and average edge information for some image blocks before and after DHT and DCT domain embedding in higher order coefficient.
Coordinates blocks
Avg. info. in DHT, Prop.
Avg. info. in DHT, Li [12] Avg. edge info. in DCT, Cox [8] Edge info. in DCT, Podilchuk [9] (0, 56) and the performance is little inferior when the secret images are not used. It is to be noted that we embed a visually recognizable binary watermark image rather than embedding a single bit watermark. Thus the extracted/decoded watermark for the proposed method is recognized by the visual quality unlike the correlation-based detection principle of single bit watermark where a particular threshold value indicates whether the watermarked image contains a particular watermark or not. Although the embedding capacity of the proposed method is suffered as the same watermark symbol is embedded in two different types of blocks redundantly in order to achieve robustness against diverse types of signal processing operations, still the capacity is reasonably good. We report here robustness performance for the proposed method with a embedding capacity of 256 bits for a cover image of size (256 × 256) by embedding a single watermark bit in a block of size (8 × 8) . This embedding capacity can further be increased using the unwatermarked regions between the low-and the medium-information blocks and also by reducing the size of the embedding block. We can embed more 128 watermark bits using the unwatermarked regions between the low-and the medium-informative blocks and PSNR and MSSIM values for the test image fishing boat become 38.23 dB and 0.9792, respectively. The payload capacity can be increased 4 times i.e. 1024 watermark bits can be embedded redundantly in the same cover image by reducing the size of embedding block from (8 × 8) to (4 × 4). However, imperceptibility of hidden data is affected now and PSNR and MSSIM values go down to 36.53 dB and 0.9634, respectively, for the test image fishing boat. This loss in visual quality is also accompanied by the decrease in robustness performance of the hidden data i.e. degradation in visual recognizability of the extracted watermark under various signal processing operations. So the further payload improvement depends on the characteristics and the content of the cover image and with a reasonably good trade-off between visual distortion and robustness. Fig. 6(a)-(t) show the watermarked images after various signal processing operations along with the corresponding extracted watermarks. In all cases, the extracted watermarks are visually recognizable and thus indicates that the proposed method is robust against such types of signal manipulation. Experimental results show that data embedding in the mid-informative blocks offer robustness against dynamic range change of the gray values, noise addition, image sharpening, lossy compression operations while data embedding in the low-informative blocks are resilient against various types of smoothing filtering operations. The detection overhead of the present scheme is lower compared to that of [13] since our watermark extraction process needs only the watermark embedding positions but the latter method requires the watermark embedding positions as well as the embedding strength factor corresponding to each embedding position.
Robustness of the proposed algorithm against different attacks available in the checkmark package [34] is shown in Table 4 . While comparing the robustness performance for possible attacks of checkmark with [8, 12, 13, 17] , simulation results show that the proposed watermarking method offers higher degree of robustness compared to the other methods. Simulation results also show that when the extracted watermarks for the present method maintain visual recognizability even after higher degree of signal distortions, watermarking method in [17] fails to identify the proper watermark due to the low correlation values. Poor robustness of the latter method is due to the significant residual correlation between the watermark and the distortions that largely affects the selection of threshold value. Fig. 7(a)-(d) show the efficiency of the adaptive negative modulation against lossy compression operations. PSNR values for the compressed watermark images (quality factor 20) shown in Fig. 7 (a) (without negative modulation) and in Fig. 7 (c) (with negative modulation) are 18.25 and 17.30 dB, respectively. NCC values for the extracted watermarks are 0.71 and 0.88, respectively. Results indicate that although negative modulation causes visual distortions of the watermarked images marginally but at the same time robustness performance of the embedded watermark is significantly increased. Fig. 8(a)-(b) show graphically the robustness performance of the proposed algorithm against JPEG and JPEG 2000 compression operations using Hadamard, and DCT transform. In the low-informative block, due to embedding in zeroth order DHT coefficients, all the pixel values are changed by same amount and in the same direction. Embedded watermark information are lost more after quantization operation of lossy compression. The loss of embedded watermark information is comparatively less in case of data embedding in the mid-informative block as watermark information are embedded in the highest coefficient other than the mean coefficient. Experiment results support that the selection of Hadamard transform as signal decomposition tool shows better performance at low quality compression compared to DCT, when both type of compression operations are taken into consideration. The graphical results also show that robustness performance is further improved using adaptive negative modulation during data embedding in the mid-informative blocks. We implement negative modulation for JPEG compression and as a matter of fact better performance improvement is achieved for JPEG compression compared to JPEG 2000. However, Fig. 8(b) shows that adaptive negative modulation based on JPEG also improves robustness performance against JPEG 2000 compression operation. Similar results are also found when Hadamard domain implementation is compared with wavelet domain implementation of the algorithm.
We also compare the robustness performance of the proposed method against JPEG and JPEG 2000 compression operations with [12, 16, 17] methods. Simulation results show that proposed method always offers better robustness performance compared to other algorithms considering both JPEG and JPEG 2000 compression operations. The watermarking method reported in [17] claims higher robustness against compression operation even at quality factor 10, but robustness performance against JPEG 2000 compression operation is not reported. Fig. 9 (a) and (b) show that the proposed technique can perform better for high compression i.e. low quality image in comparison to the existing techniques [12, 16, 17] . It is also shown that the performance of the proposed technique is also comparable to other methods when low compressed high quality images are taken into consideration.
Conclusions
The present paper describes a robust block-based digital image watermarking scheme with minimum distortion of the cover image and the algorithm requires low computation cost. The use of both modified entropy model and the conventional Shannon's entropy help to select watermark embedding region for a good compromise between robustness and quality of the watermarked image. As expected, when data are embedded in the medium-informative blocks better resiliency is achieved against the operations like image sharpening, noise addition, dynamic range change of the gray level and compression operation, etc. On the other hand, when data are embedded in the low-informative blocks, better resiliency against smoothing filtering is observed. Adaptive negative modulation further enhances the resiliency against lossy compression. The work is in progress to improve further the robustness efficiency and hardware implementation of the proposed algorithm. 
