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A significant percentage of computational time in compositional simulations is 
spent performing flash calculations to determine the equilibrium compositions of 
hydrocarbon phases in situ.  Flash calculations must be done at each time step for each 
grid block; thus billions of such calculations are possible.  It would be very important to 
reduce the computational time of flash calculations significantly so that more grid blocks 
or components may be used. 
In this dissertation, three different methods are developed that yield fast, robust 
and accurate phase behavior calculations useful for compositional simulation and other 
applications.  The first approach is to express the mixing rule in equations-of-state 
(EOS) so that a flash calculation is at most a function of six variables, often referred to as 
reduced parameters, regardless of the number of pseudocomponents.  This is done 
without sacrificing accuracy and with improved robustness compared with the 
conventional method.  This approach is extended for flash calculations with three or 
 vii
more phases.  The reduced method is also derived for use in stability analysis, yielding 
significant speedup. 
The second approach improves flash calculations when K-values are assumed 
constant. We developed a new continuous objective function with improved linearity and 
specified a small window in which the equilibrium compositions must lie.  The 
calculation speed and robustness of the constant K-value flash are significantly improved.  
This new approach replaces the Rachford-Rice procedure that is embedded in the 
conventional flash calculations. 
In the last approach, a limited compositional model for ternary systems is 
developed using a novel transformation method.  In this method, all tie lines in ternary 
systems are first transformed to a new compositional space where all tie lines are made 
parallel.  The binodal curves in the transformed space are regressed with any accurate 
function.  Equilibrium phase behavior calculations are then done in this transformed 
space non-iteratively.  The compositions in the transformed space are translated back to 
the actual compositional space.  The new method is very fast and robust because no 
iteration is required and thus always converges even at the critical point because it is a 
direct method. 
The implementation of some of these approaches into compositional simulators, 
for example UTCOMP or GPAS, shows that they are faster than conventional flash 
calculations, without sacrificing simulation accuracy.  For example, the implementation 
of the transformation method into UTCOMP shows that the new method is more than ten 
times faster than conventional flash calculations. 
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Chapter 1: Introduction 
Enhanced oil recovery (EOR) processes will be very important to lessen the gap 
between oil supply and demand.  Many EOR processes, such as gas injection, result in 
complex interactions of flow with phase behavior.  This is mainly because reservoirs are 
operated at conditions where miscibility is developed between the injection gas and the 
reservoir fluid.  Depending on production pressure and gas composition, there are two 
different miscibility mechanisms: first-contact miscibility (FCM) and multi-contact 
miscibility (MCM).  For FCM, the reservoir hydrocarbon is miscible with the injection 
gas in any proportion so that a piston-like or quasi-piston-like displacement occurs.  
First contact miscible displacements often require very high pressures that are usually not 
obtainable.  For MCM, miscibility is developed in situ by repeated contacts between the 
injection gas and the reservoir fluid.  Compositional changes are the important driving 
force for enhanced recovery, and distinguish gas injection from immiscible water floods. 
Reservoir simulation is often performed to evaluate the oil reservoirs and 
production strategies, and to give valuable insights into the displacement mechanisms.  
Despite simplicity and speed, black oil models are typically too simple to accurately 
account for the compositional changes that occur in gas flooding simulations.  Since 
most EOR processes are compositional in nature, we need compositional simulations to 
model them. 
In compositional simulation, we need to solve for the following at each time step 
for each grid block: (1) When the injection solvent contacts with the reservoir fluid, does 
the mixture split into multiple phases or not?  (2) If the overall composition is not stable, 
how many phases will form?  (3) For each phase, what are the equilibrium 
compositions?  (4) What are the phase saturations and densities?  Equations-of-state 
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(EOS) are used to test the stability of a single-phase mixture and also to determine 
equilibrium compositions by flash calculations if Np>1.  The first two questions are 
answered with stability analysis calculations, and the remaining with phase-split 
calculations. 
A significant disadvantage of fully compositional simulations, however, is that 
they are much more computationally intensive than black-oil simulations.  Thus there is 
a great need for faster and more robust compositional simulators.  The primary reason 
for the increased computational time is the result of solving iterative flash calculations in 
each time step for each grid block.  For example, for an IMPEC (implicit pressure 
explicit compositions) type simulation with grid blocks of 200 × 200 × 25 and 2000 time 
steps, about two billion flash calculations are performed.  A linear solver to update 
reservoir pressure for the same case would be done 2000 times.  In general, flash 
calculations using cubic EOS can occupy a significant percentage of total computational 
time in IMPEC compositional simulations (Stenby and Wang, 1993; Chang, 1990). 
Repeated flash calculations with cubic EOS are also needed in other problems 
such as multi-phase flow in pipelines (Lityak and Wang, 1998) and determination of 
minimum miscible pressure (MMP) or minimum miscible enrichment (MME) by an 
analytical method (Jessen et al., 1998; Yuan and Johns, 2005). 
There are a few standard methods used to reduce computation time in flash 
calculation.  The first is to use fewer pseudocomponents.  However, this approach 
results in less accuracy and requires significantly more tuning (Hong, 1982; Liu 2001; 
Egwuenu et al. 2005).  This is especially true in MCM displacements, in which 
miscibility is developed by a combined condensing/vaporizing (CV) drive process (Zick, 
1986; Johns et al., 1992; Johns et al. 1993; Johns and Orr, 1996).  Fluid characterization 
for these models can be improved by tuning to the analytical MME or MMP (Egwuenu et 
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al. 2005), but those models still require significant computational time even with fewer 
pseudocomponents. 
Another way to decrease computation time is to reduce the number of grid blocks.  
With coarser grids, however, numerical dispersion is unrealistically large, which will 
result in poor prediction from simulation (Solano et al. 2001).  Ideally, fine grids should 
be used that can better match the level of dispersion found at field scale. 
In this dissertation, we focus on three different approaches for rapid calculations: 
(1) phase-split calculations and stability analysis using EOS models; (2) constant K-value 
models, and (3) simplified phase behavior models for limited compositional simulation. 
 
1.1 TWO-PHASE SPLIT CALCULATIONS USING EQUATIONS-OF-STATE 
In compositional simulation, we often assume that the reservoir fluid and injection 
gas are at thermodynamic equilibrium in each grid block at each time step.  Equilibrium 
compositions depend on reservoir temperature, pressure and overall composition given 
by mass balance equations (governing equations in IMPEC type reservoir simulators).  
Two distinct methods are used to calculate equilibrium compositions.  The first is to 
minimize Gibbs free energy of the mixture, because Gibbs free energy should be a 
minimum when the mixture is at equilibrium (Heidemann, 1974; Gautam and Seider, 
1979; Trangenstein, 1985).  The other uses the equality of fugacity for each component 
at different phases and solves these nonlinear fugacity equations to find equilibrium 
compositions (Michelsen, 1982a, 1982b).  In conventional flash calculations, there are 
CN  primary variables, for example equilibrium K-values for each pseudocomponent, 
where CN  is the number of pseudocomponents.  As a result, the speed of flash 
calculations usually decreases quadratically as a function of CN . 
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More recently, reduced methods are of growing interest, because they can 
significantly decrease the number of primary variables for flash calculations, and thus 
greatly save computation time.  In these methods, we can write excess Gibbs energy and 
fugacities in terms of a few groups that are called reduced parameters or reduced 
variables. 
 For example, when all binary interaction parameters (BIPs) are zero, the speed of 
phase-split calculations can be significantly improved by finding three reduced 
parameters using the standard van der Waals mixing rules (Michelsen, 1986).  The 
number of primary variables is therefore independent of the number of 
pseudocomponents.  The assumption of all zero BIPs is not realistic, however, when 
CO2, nitrogen or other non-hydrocarbon components are injected or present. 
Jensen and Fredenslud (1987) extended Michelsen’s approach (1986) by using 
two more reduced parameters when only one column of the BIP matrix is non-zero.  For 
example, when CO2 is injected, they obtained five reduced parameters.  All other BIPs 
between the remaining components, however, must be zero, which again limits its 
usefulness.  Their method quickly becomes cumbersome when there are many 
pseudocomponnets with non-zero BIPs.  For an CN -component system, if there are m 
columns or rows in the BIP matrix that have non-zero elements, the total number of 
reduced parameters is 2 3m + .  When m is large, the number of reduced parameters can 
be a large value, and thus no or little improvement in speed compared with the 
conventional method. 
Recently, a different diagonalization method for the BIP matrix is proposed using 
linear transformation techniques (Nichita, 2006).  This model solves a set of linear 
functions for the BIP matrix.  Although this method maintains the diagonal BIP 
elements, it provides no further reduction compared with the model developed by Jensen 
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and Fredenslund (1987).  We still need 2 3m +  reduced variables for m components 
that have non-zero BIPs with other components (Jensen and Fredenslund, 1987; Nichita 
and Minescu, 2004; Nichita, 2006). 
Hendricks (1988) used an eigenvalue analysis method to identify the dominant 
BIPs in phase-split calculations.   The binary interaction parameter matrix is 
recalculated by setting all small eigenvalues to be zero, using some predetermined 
criterion (that are often uncertain).  Hendricks and van Bergen (1992) later applied this 
procedure using Newton-Raphson (NR) iteration.   Although this method is faster than 
conventional flash calculations, zeroing of eigenvalues can lead to non-physical BIPs in 
that the diagonal elements of the BIP matrix have small nonzero values.  In addition, 
their method is only an approximation at its best to the original phase behavior 
characterization.  Pan and Firoozabadi (2001) formulated phase-split calculations using 
the same reduced parameters of Hendricks (1988) with a general cubic EOS (Coats, 
1985). 
The comparison of the BIP modeling methods (Michelsen, 1986; Jensen and 
Fredenslund, 1987; Nichita, 2006) and the dominant eigenvalue decomposition methods 
(Hendricks, 1988; Pan and Firoozabadi, 2001; Nichita et al. 2004) from the previous 
research indicates that: (1) both approaches significantly reduce the number of primary 
variables.  Dominant eigenvalue decomposition methods require the elimination of small 
eigenvalues to achieve this objective, while BIP modeling methods require a strong 
interrelationship in BIP elements.  (2) Dominant eigenvalue decomposition is only an 
approximation at its best, and may often lead to non-zero diagonal BIPs.  (3) If BIPs are 
required to change frequently as reservoir pressure and temperature change, determining 
the dominant eigenvalue is required for each grid block in each time step.  As a result, 
this method can be very computationally intensive.  (4) BIP modeling method may 
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provide easier and systematically accurate regression than dealing with individual BIP 
elements.  The regression process is empirical subject to experience, but a strong 
interrelationship, although still ambiguous, may be an appropriate approach accounting 
for the physical forces between hydrocarbon molecules. 
The global minimization method for flash calculations can also be applied in both 
actual compositional space (Nagarayan et al., 1991; Bullard and Biegler, 1993, Han and 
Rangaiah 1997) and reduced space (Pan and Firoozabadi, 1998; Firoozabadi, 1999; 
Nichita et al., 2002).  These methods are of great value and some reservoir simulators 
use these methods (only available in actual compositional space) over direct solution 
methods.  For simplicity and better speed, however, we only consider direct solution 
methods to calculate equilibrium compositions in this dissertation.  In addition, the 
purpose of this dissertation is not to examine the difference by using various iterative 
methods, but to propose a practical EOS model for compositional simulators.  This new 
EOS model can be optimized by applying different iterative techniques, which may be a 
topic of future research. 
 
1.2 STABILITY ANALYSIS CALCULATIONS USING REDUCED METHOD 
Stability analysis is very important in reservoir simulations because slow phase-
split calculations that are unnecessary can be eliminated.  In addition, stability analysis 
can often provide a better initial guess for phase-split calculations.  Stability analysis 
should be done for each grid block at each time step.  As a result, phase-split 
calculations are performed only when (1) stability analysis shows that the mixture of the 
reservoir fluid and injection gas is unstable; or (2) the grid block has multiple phases in 
the previous time step (Voskov and Tchelepi, 2007). 
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Similar to phase-split calculations, there are two different approaches for stability 
analysis.  The first approach focuses on finding the minimum of the tangent plane 
distance (TPD) function and the second focuses on finding the stationary points of TPD 
and then evaluates the TPD values at those stationary points.  The tasks are similar in 
both approaches.  In the first approach, we need to find the global minimum rather than 
local minima.  In the second approach, we need to locate all the stationary points. 
Baker et al. (1982) examined the Gibbs free energy surface and the tangent plane 
to that surface at calculated equilibrium compositions.  When the Gibbs free energy 
surface is always above the tangent plane, tangent points are the correct equilibrium 
solutions.  When Gibbs free energy surface is below the tangent plane at any 
composition, the equilibrium solution is incorrect, although that solution satisfies both 
mass balance and equal-fugacity constraints. 
Further based on this Gibbs free energy analysis, Michelsen (1982a) formulated 
phase stability analysis by calculating the distance between Gibbs free energy surface and 
the tangent plane, called the tangent plane distance (TPD).  Stability analysis is to locate 
the minimum of the TPD at all compositions.  He further suggested that the check of 
positivity at stationary points is sufficient.  In addition, Michelsen (1982a) suggested 
that it is sufficient to determine the stationary points by the initial guesses using a 
composition made up of either the most or least volatile components.  This approach is 
widely used in stability analysis calculations owing to its simplicity. 
Hua et al. (1996) found all stationary points of the TPD by an interval 
Newton/Bisection method.  However, their approach requires significant calculations 
because the actual compositional space is divided into many small sub-domains and 
Newton/Bisection calculations are then applied in each of them.   This approach is very 
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expensive in reservoir simulations because billions of these stability analysis calculations 
are executed. 
Rasmussen et al (2006) identified a problematic region for stability analysis 
calculations, which is located close to the two-phase boundary.  In this region, a slight 
overshooting of the Newton step may force convergence to the trivial solution where 
i iy z=  rather than to the correct solution. 
All the methods above used compositions of the trial phase as primary variables.  
That is, an CN -component system requires CN  primary variables.  As a result, stability 
analysis calculations are still relatively very slow. 
Some researchers have extended stability analysis calculations in reduced space 
by the dominant eigenvalue decomposition of the BIP matrix using Lagrange multipliers 
(Firoozabadi and Pan, 2002) or direct solution methods (Nichita et al. 2004; Hoteit and 
Firoozabadi, 2006).  In addition, Hoteit and Firoozabadi (2006) also identified the trivial 
solution problem mentioned by Rasmussen et al. (2006) in reduced space.  Nevertheless, 
they showed that the reduced method is much faster with a speedup ratio that depends on 
the number of pseudocomponents.  This is mainly because the reduced method uses 
significantly less primary variables and thus a much smaller Jacobian matrix (in direct 
solution approach) or Hessian matrix (in minimization approach). 
The global minimization method, although not a topic in this dissertation, has 
attracted some interest as well to be used both in actual compositional space (McDonald 
and Floudas, 1995; Sun and Seider, 1995; Hua et al., 1996; Hua et al., 1998; Harding and 
Floudas, 2000) and in reduced space (Firoozabadi and Pan, 2002; Nichita et al., 2002; 
Nichita et al. 2006).  Stability analysis calculations that are currently performed in 
reduced space employ the same reduced variables using the dominant eigenvalue 
decomposition method as described by Hendricks and van Bergen (1992).  Firoozabadi 
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and Pan (2002) also observed that the TPD surface is smoother in the reduced space than 
in compositional space.  Because of the same concern we have in phase-split calculation, 
we only focus on direct solution methods in this study. 
 
1.3 PHASE-SPLIT CALCULATIONS USING REDUCED METHOD FOR THREE 
OR MORE PHASES. 
Phase-split calculations for three or more phases have important applications as 
well.  For example, CO2 injection can result in the formation of three hydrocarbon 
phases — two oleic phases and one gaseous phase — under realistic reservoir 
temperatures and pressures.  
Conventional phase-split calculations can be extended to three or more phases.  
However, for an CN -component system with PN  phases, the conventional method 
requires iterations on ( )1P CN N−  primary variables, i.e., the K-values of each 
component in each phase (expect those in the reference phase).  As a result, phase-split 
calculations are much slower than that in the two-phase region.  This is mainly because 
of the significantly increased size of the Jacobian matrix. 
We can also extend the reduced method to phase-split calculations in three or 
more phases, similar to that in two-phase flash calculations.  Since the number of 
primary variables is greatly lowered compared with conventional flash calculations, the 
speedup could be much more than two-phase flash calculation.  
Nichita et al. (2005) used the same reduced parameters as described by Hendricks 
and van Bergen (1992) for phase-split calculations in three or more phases.  They 
showed that, similar to that in two-phase flash calculations, both computation speed and 
robustness are significantly increased compared with the conventional phase-split 
method.   
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1.4 FLASH CALCULATIONS WITH CONSTANT K-VALUES 
Flash calculations with constant K-values play an important role as well in 
reservoir simulations in that: (1) in each of the conventional flash step 5, we need to use 
this iterative routine to update K-values; (2) for grid blocks where pressure is much lower 
than MMP, constant K-values is a good approximation for the phase behavior.  Constant 
K-value flash calculations are much faster than EOS flash calculations.  Even though 
this flash calculation is easier to formulate than EOS flash calculations, there are potential 
problems that can lead to the wrong solutions. 
Rachford and Rice (1952) derived a simple objective function assuming constant 
K-values to calculate phase compositions for two equilibrium phases.  They used an 
iterative bisection method where phase molar fraction, either the liquid phase or the vapor 
phase, is constrained to lie in the range from 0.0 to 1.0.  Equilibrium phase compositions 
are then calculated by mass balance equation from the converged phase saturation and 
overall compositions.  The objective function of Rachford and Rice (1952), however, 
has many poles and roots and is often very nonlinear.  As a result, the convergence to 
the correct root by bisection method can be very slow.  Further, when the overall 
composition lies outside the two-phase zone, the correct root is not between 0.0 and 1.0.   
Li and Nghiem (1982) extended the Rachford-Rice method (1952) to negative 
flash calculations, where the overall composition can be outside two-phase zone, but 
within the region of tie-line extensions.  They also improved the speed of convergence 
by using Newton-Raphson (NR) iterations.  There is no guarantee with their method, 
however, that NR will converge to the correct root because of the multiplicity of poles 
and roots.   
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Whitson and Michelsen (1989) made a significant improvement in the robustness 
of negative flash calculation by specifying a range or window in which the correct root of 
the phase molar fraction should lie.  Furthermore, they showed that there are no poles 
within that range.  Because of the nonlinearity of the Rachford-Rice (1952) objective 
function, however, their improvement still suffers from many of the same disadvantages 
as the original Rachford-Rice method (1952). 
Several authors (Von Rossenberg, 1963, 1977; Warren and Adewumi, 1993; 
Monroy-Loperena and Vargas-Villamil, 2001) derived a new objective function by 
multiplying the Rachford-Rice (1952) function by its denominators (poles).  This 
approach makes the new objective function more continuous than the Rachford-Rice 
objective function (1952).  However, this objective function is much more 
computationally intensive and nonlinear than the original Rachford-Rice (1952) function.  
Thus, this approach offered no significant advantages over the Rachford-Rice (1952) 
function with the Whitson and Michelsen (1989) window.       
Leibovici and Neoschil (1992) continued this approach.  They multiplied the 
Rachford-Rice objective function (1952) by the denominators of poles corresponding to 
the lightest and heaviest components, instead of all the pseudocomponents.  They gave a 
smaller window for phase mole fraction than that of Whitson and Michelsen (1989) and 
showed some improvement in average computational time for the flash calculations 
considered.  Their method, however, still has problems with the nonlinearity of the 
objective function, especially when the lightest and heaviest components are present in 
small amounts and the overall composition is close to either the bubble-point or dew-
point curves.  Their method also suffers from increased computational cost per iteration 
and in most cases of practical interest will not be faster than Rachford-Rice (1952).  
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Last, their method cannot be extended to equilibrium calculations with more than two 
phases (Leibovici and Neoschil, 1995), and is therefore not a general approach. 
Wang and Orr (1997, 1998) used the same Rachford-Rice (1952) objective 
function, but iterated on the liquid equilibrium phase composition of the lightest 
component ( 1x ) instead of vapor phase molar fraction.  Their goal was primarily to 
improve the convergence for overall compositions outside of positive composition space 
where at least one overall composition is negative.  For practical flash calculations, 
however, their method is similar to that of Rachford-Rice (1952).  In addition, this 
approach suffers from a trivial solution at 1 0x = . 
 
1.5 LIMITED COMPOSITIONAL RESERVOIR SIMULATION 
Comparison of EOS compositional simulators and black-oil models indicates that 
the difference in computational time of a simulation largely depends on phase behavior 
calculations.  In EOS compositional simulators, equilibrium phase compositions are 
calculated iteratively by solving equal-fugacity equations.  In black-oil models, phase 
behavior calculations are much faster using some simple relationships, for example, 
solubility as a function of the pressure. 
There are many simulation projects that black-oil models are inappropriate to use 
even though they are faster than compositional models.  For example, in CO2 
sequestration in an oil reservoir, the phase behavior is often considerably much more 
complicated than that used in black-oil models.  However, the reservoir itself may 
require so many grid blocks and time steps that prohibit the use of expensive EOS 
compositional simulators.  Even if we can lump the reservoir fluids using only a few 
pseudocomponents or use reduced methods, flash calculations are still iterative, and thus 
fully compositional simulation is still slow.  It is obvious that an accurate non-iterative 
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phase behavior model is very desirable.  One approach is to use simplified phase 
behavior models for a limited number of pseudocomponents, but where the key 
compositional effect such as vaporization are retained. 
Limited compositional reservoir simulators (LCRS) could be used to fill the gap 
between EOS compositional and black-oil models.  There are some three- or four-
components LCRS available, and the major difference among them is usually the phase 
behavior calculations.  The required flash calculations for each grid block must be: (1) 
very efficient in that no fugacity calculations should be used to determine equilibrium 
compositions; (2) very fast in that no or only a few iterations are needed in flash 
calculations; (3) unique in that only the correct solution(s) can be determined for any 
given overall composition, and no tie line can intersect in the multi-phase region; and (4) 
reasonably accurate in that the intersection of tie lines and binodal curves (bubble point 
and dew point curves) can represent experimental data or EOS flash calculation results. 
There are two different pieces of information required to calculate equilibrium 
phase compositions.  One is for the shape of the binodal curves and the other is for the 
slope of the tie line passing through the specified overall composition.  In LCRS, both 
information is significantly simplified, so that direct solution is possible.   
One common practice is compositionally independent K-values, which are the 
ratio of equilibrium vapor compositions to liquid compositions.  This type of flash 
calculation is outlined in section (1.4), and in more detail in Chapter 4 for a newly 
developed model.  In this type of model, the binodal curves are straight lines (or plains), 
and the tie lines are defined by these K-values (Fig. (1.3)).  However, we still need 
iterations for equilibrium computations using this model, although the calculation is 
much faster compared with EOS compositional model because only one primary variable 
is used for the two-phase flash calculations.  Flash calculations with compositionally 
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independent K-values are sometimes good approximations when reservoir pressure is 
significantly lower than MMP (and thus it is immiscible flood or when the composition 
path avoids the critical region.), for example, for the case of ternary systems as shown in 
Fig. (1.1).  However, when reservoir pressure is greater than the MMP during gas 
flooding, it is impossible for these K-values to be compositionally independent.  For 
example, it is very inaccurate if we assume constant K-values for the ternary system 
shown in Fig. (1.2).   
Similar approaches include solubility models that can only simulate partial 
miscible floods.  In solubility models, solvent solubility in the oleic phase is calculated 
using a similar way of calculating the solution gas-oil ratio in black-oil models.  
However, solubility is no longer defined under miscible flooding conditions.  In 
reservoir simulation, if the pressure is less than the MMP, we often use these models; and 
when the pressure is higher than MMP, we could use Todd-Longstaff mixing rule (1972) 
or other approaches to correct for miscibility.  
Phase behavior for a ternary diagram could also be simplified by assuming the 
dew-point and bubble-point curves are straight lines. For example, a phase envelope with 
this assumption is shown in Fig (1.4).  There are several major drawbacks of this model: 
(1) no critical point can exist. (2) For a single phase composition close to the critical 
point, this model mistakenly treats it as two phases, and thus may yield inaccurate results; 
and more importantly (3) no tie-line information is given, and thus intensive iterations are 
still required. 
An alternative approach to model a miscible flood is described by Tang and Zick 
(1986) for ternary systems.  In their model, tie lines are assumed to converge to a 
common point, known as the pivot composition, which is taken to be the dead oil 
pseudocomponent.  Binodal curves are assumed to be piecewise linear to the critical 
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point as is shown in Fig. (1.5).  This model is relatively inaccurate because the pivot 
point assumption is usually invalid for most miscible floods.  Further, if we use multiple 
linear segments, the pressure dependence of these connecting points requires significant 
computation time. 
 
1.6 HAND’S METHOD 
Another simple representation of binodal curves and tie lines are made by Hand 
(1930).  He found that certain ratios of equilibrium compositions in a ternary system are 
sometimes straight lines on a log-log scale (see Fig. (1.6)).  His method to determine 
equilibrium compositions generally requires an iterative approach.  For some cases, 
iterations are not required for example in surfactant flooding, when (1) the critical point 
is at one of the apexes; and (2) the binodal curves are symmetric.  With these 
assumptions, the new phase envelope can be solved directly by a quadratic solver.  This 
simplified phase behavior is shown in Fig. (1.7).   
Hand’s model (1930) requires that two components are fully immiscible with 
each other such that the tie line at the bottom extends to both apexes.  However, in gas 
floods even the most and least volatile components have some mutual solubility.  This 
limitation, however, can be lifted by altering the apexes of the ternary diagram to the 
solubility limits on the base tie line (Welch, 1982).  Direct solution also requires that all 
tie lines converge to one of the apexes, which may be accurate enough for some 
surfactant cases, but not in gas floods.  In addition, for a simple ternary gas flooding, it 
has been shown that the straight-line assumption in Hand’s plot (1930) is largely 
inaccurate.  For example, for a ternary system composed of C1, nC4 and nC10 at 2000 
psia and 150oF, bubble point and dew point curves are shown in Fig. (1.8).  If we 
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implement Hand’s method (1930) on this ternary system, it does not accurately predict 
the equilibrium compositions as shown in Fig. (1.9). 
In the same paper, Hand (1930) gave another approach to simplify phase 
behavior.  This approach assumes equilibrium compositions for the intermediate 
components are same at fixed temperature and pressure for both phases.  This 
assumption essentially implies that all tie lines in compositional space have the same 
slope, i.e., are parallel.  However, this approach is typically invalid for gas flooding or 
surfactant flooding cases of practical interest.  In this dissertation, we extend this idea 
from Hand (1930), however, to model accurately real phase behavior data. 
 
1.7 OBJECTIVES AND OUTLINE OF DISSERTATION 
The objective of this research is to develop simple, fast, robust and accurate flash 
calculation models that can be applied for compositional simulation.  Chapter 2 
describes EOS compositional phase-split calculations based on our new reduced method.  
We develop a new BIP model that lead to a maximum of six reduced parameters even 
when all BIP elements are non-zero.  Our research shows that this model is very 
accurate compared with other reduced methods.  This new model is also significantly 
faster than conventional phase-split calculations.  We also formulate phase-split 
calculations in three or more phases using the same BIP model.  In Chapter 3, stability 
analysis calculations for EOS compositional simulators based on the same reduced model 
are described using a direct Newton-Raphson method.  The stability analysis is also 
much faster and more robust compared with conventional stability analysis.  In Chapter 
4, a new phase flash calculation with constant K-values is outlined.  This new objective 
function is faster and more robust than Rachford-Rice (1952), which is currently used in 
most simulators.  In Chapter 5, we develop a simplified phase behavior model for 
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ternary systems using a new transformation method.  As a result, flash calculations are 
non-iterative and can account for different reservoir pressures.  Simulation results show 
that this model is very accurate compared with EOS models.  Last, we draw some 

























Fig. 1.2   Ternary diagram with a critical point.  K-values along different tie lines 















Fig. 1.3    Constant K-value approximation for the ternary system shown in Fig. 
(1.1).  The original tie lines and binodal curves are shown in grey, and 










Fig. 1.4   Simplified ternary diagram for Fig. (1.2).    The critical point is replaced 
by a limiting tie-line, and the binodal curves are straight lines.  The 
















Fig. 1.5   Phase behavior model of Tang and Zick (1985).  In this model, all tie 
lines go to the pivot composition (the dead oil pseudocomponent).  The 
original phase envelope is shown in grey, and Tang and Zick’s binodal 
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Fig. 1.6   Ternary diagram described by Hand’s simplification (1930).  The 
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Fig. 1.7   Ternary diagram described by Hand’s model that requires no iterations.  
The critical point is at the apex where all tie lines intersect.  The ratios of 









Fig. 1.8   Ternary diagram for C1-nC4 –nC10 at 2000 psia and 150oF. The critical 







Fig. 1.9   Hand’s plot for the ternary diagram in Fig. (1.8) after Welch modification 
(1982).  The data clearly do not have constant slope as required by 
Hand’s plot (1930). 
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Chapter 2:  Phase Split Calculations with Reduced Method  
In this research, we extend Michelsen’s approach (1986) for fluid 
characterizations when all the BIPs are nonzero without resorting to an eigenvalue 
approximation.  The speed and robustness of Michelsen’s approach (1986) is retained in 
our new method.  Further, this model allows the temperature and pressure dependence 
without any additional calculations.  The new model reduces to Michelsen’s (1986) or 
Jensen and Fredenslund’s (1987) models with proper simplification of the BIP matrix.  
We also extended the new method for the reduced phase-split calculations to three or 
more phases, giving the required objective functions and derivatives for the Jacobian 
matrix. 
 
2.1 CONVENTIONAL TWO-PHASE SPLIT CALCULATIONS  
For an equilibrium phase-split calculation, the pressure, temperature, and overall 
mole fractions are specified and the amounts of the phases and their compositions at 
equilibrium are calculated.  An expression for the fugacities of each component in each 
phase is needed to calculate the phase equilibrium.  At equilibrium, 
 
ˆ ˆ ,           1,...,L Vi i Cf f i N= =   (2.1) 
 
where îf  is the fugacity of a component, L and V are noted for liquid and vapor phases 
respectively, and CN  is the number of components.  For a vapor-liquid equilibrium, 
Eqs. (2.1) can be rewritten in terms of the component fugacity coefficients îφ  as, 
 
ˆ ˆ     1,  . . . , L Vi i i i Cx P y P i Nφ φ= =  (2.2) 
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where P is the reservoir pressure, ix is the liquid equilibrium phase composition, and iy  
is the vapor equilibrium phase composition.   
The general procedure for a two-phase flash calculation is as follows: 
Step 1: Perform a stability analysis. Michelsen’s method (1982a) is often used to 
determine when a phase is stable based on minimizing the Gibbs free energy.   Stability 
analysis could also be performed in reduced space (Pan and Firoozabadi, 2001; 
Firoozabadi and Pan, 2002; Hoteit and Firoozabadi, 2006).  If the phase is found not 
stable, a phase-split calculation is performed.   The method also gives an excellent 
initial guess of the K-values (or reduced parameters) for any subsequent flash calculation.   
Step 2: Make an initial guess of the K-values, where /i i iK y x= .  The phase-
split calculation will converge rapidly when the guess of the K-values is near the 
equilibrium solution.  If the guess is not good, the procedure may not converge at all.  
Most EOS programs use some empirical correlation such as the Wilson equation (1969) 
to estimate the phase mole fractions based on K-values.  One can also use other 
correlations (Varotsis, 1989) or the results from the stability analysis (Michelsen, 1982a) 
from step 1. 
Step 3: Calculate ix  and iy  using the Rachford-Rice procedure (1952).  Once 
the K-values for each component are specified, the Rachford-Rice procedure (1952) is 
used to estimate the phase mole fractions by determining the liquid mole fraction L.  The 
procedure is based on solving a nonlinear equation by Newton-Raphson iteration, where 
convergence is achieved once the updated value of L is within a relative tolerance of say 
10-8 as is used here. 
Step 4: Calculate the cubic EOS parameters (e.g. ma  and mb ). This step is very 
straightforward and depends on the selected EOS and its associated mixing rules.  The 
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critical temperatures, pressures, and acentric factors for each component are needed to 
calculate the EOS parameters. 
For example, the general cubic EOS (Coats, 1985) is given by 
 
( ) ( )1 2
RT aP





where R is the gas constant, T is the reservoir temperature, V  is the molar volume, a is 
the attraction parameter, b is the repulsion parameter and 1 2and δ δ  are EOS dependent 
constants.  The EOS constants for the van der Waals (1873) EOS are 1 2 0δ δ= = , for 
Redlich-Kwong EOS (Redlich and Kwong, 1949; Soave, 1972; Turek et al., 1984) 
1 21,   0δ δ= = ,  and for Peng-Robinson (1977, 1978) EOS, 1 21 2,   1 2δ δ= + = − . 
With the conventional mixing rules, we have:  
  












where ( )1ij ij i ja k a a= − .  The parameters ia  and ib  are the EOS parameters for 
component i as a pure fluid and ijk  is the BIP between component i and j.  The pure 
component parameters depend on the reservoir temperature, critical temperatures and 
pressures, and the acentric factors.  In dimensionless form, Eq. (2.4) can be expressed 
as: 
 










    (2.5) 
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where ( )2/i iA a P RT= , /i iB b P RT=  and ( )1ij ij i jA k A A= − .  
Step 5: Solve the cubic EOS for the phase molar volumes V . This step requires 
determining the roots of the cubic EOS for each phase using a cubic solver.  The middle 
root for each phase is discarded because that root leads to an unstable phase.  The 
correct roots are chosen so that they minimize the total Gibbs energy of that phase. 
Step 6: Calculate the component fugacities of each component in each phase per 
Eqs. (2.1). The selected cubic EOS is used to determine an expression for the fugacity of 
a component in a phase. 
Step 7: Check to see if equilibrium has been reached.  In this research, we use a 
relative tolerance in the fugacities of 10-10 for each component.  
Step 8: Update the K-values if the criteria of Step 7 have not been satisfied.  This 
step is very important. It affects both the rate of convergence and whether the iteration 
converges at all.  One procedure that works well is successive substitution where the 
new K-values are determined from the old ones by the ratio of the fugacity coefficients.  
Once the new K-values are determined, steps 3 – 7 are repeated until convergence in step 
7 is achieved.  Convergence by successive substitutions, however, can be very slow near 
the critical region and other methods may be required.  In this research we use Newton-
Raphson iteration to update the K-values since it is very fast, and those results can be 
compared directly with the results from our proposed rapid flash calculation method.    
The flow chart for conventional two-phase flash calculations is shown in Fig 
(2.1). The major difficulties in conventional phase-split calculations are caused by (1) the 
use of CN  non-linear fugacity functions; (2) the presence of the Rachford-Rice 
procedure (1952) explicitly within the main fugacity convergence loop; and (3) non-
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linear Rachford-Rice (1952) iterations, which have multiple roots and may not converge 
at all.  
 
2.2 REDUCED TWO-PHASE SPLIT CALCULATIONS 
In this research, we propose a new phase-split calculation based on six reduced 
parameters.  The new approach uses exactly the same EOS (Redlich and Kwong, 1949; 
Soave, 1972; Peng and Robinson, 1977; Coats, 1985) and mixing rules.  The key to the 
proposed rapid flash calculation procedure is to decompose the BIPs into two parts using 
the following simple quadratic expression: 
 
( )2ij i j i jk h h g g= −  (2.6) 
 
where ih  and ig  are parameters for component i that are tuned to match PVT data.  
Substitution of this specific form for the binary interaction parameters given by Eqs. (2.6) 
into the mixing rule for the attraction parameter in Eqs. (2.5) gives, 
 
( )21m i j i j i j i j
i j
A x x h h g g A A⎡ ⎤⎢ ⎥
⎣ ⎦
= − −∑∑  (2.7) 
 
where ix  is the composition of a phase, either liquid or vapor.  All other equations in 
the EOS model remain the same.   
The use of Eqs. (2.6) guarantees that the BIP matrix remains symmetric and that 
all the BIPs between the same components are zero, i.e. the diagonal elements of the BIP 
matrix are zero.  Further, the new formula for the BIPs contains 2 1CN −  independent 
variables, which is likely sufficient to match the PVT behavior of most complex 
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   . (2.8) 
 
Recognizing that i and j are interchangeable yields the desired result, 
 
2 2
22 2m i i i i i i i i i i i i i
i i i i
A x A x A h g x A h g x A g
⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠
= + −∑ ∑ ∑ ∑  (2.9) 
 
By doing so, we are able to define the reduced parameters in an analogous way as 
was done by Michelsen (1986).  The attraction and repulsion parameters in Eqs. (2.5) for 
a single-phase mixture become,    
 
2 2





















i i i i
i







x A h g















  . (2.11) 
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  . (2.12) 
 
The reduced parameters can then be written as: 
 
6







   . (2.13) 
 
The sixth reduced parameter for the liquid phase, the liquid mole fraction, is the 
result of the mass balance for a two-phase mixture where the overall molar composition 
is given by:   
 
( )1i i iz L y Lx= − +    . (2.14) 
 




                       for 1,...,
i
i i









  . (2.15) 
 
When all the BIPs are zero ( 0ih =  or 0ig = ), Eqs. (2.9) reduce to the same three 
reduced parameters as given by Michelsen (1986).  When there exist only the BIPs 
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between a single component and the other components, Eqs. (2.9) simplify to the same 
five reduced parameters given in Jensen and Fredenslund (1987).  
Once all these reduced parameters are determined, one can evaluate EOS 
parameters of  and m mA B  immediately by Eq. (2.10).   In addition, we can show that 
all parameters needed in flash calculations can be expressed in terms of these reduced 
parameters, regardless the number of pseudocomponents.  Thus, the equilibrium flash 
calculation can be reduced in terms of these six reduced parameters instead of NC 
variables, for example K-values in the conventional method. 
 
2.3 DERIVATION FOR PHASE-SPLIT CALCULATIONS IN REDUCED SPACE 
In the conventional method, we use the difference in the fugacity of each 
component as our objective function, and the equilibrium ratios iK  as the primary 
variables.  That is: 
 
( ) ( )
1 2 ...
    for 1,...,
CN
V L
i i i C
K K K K
e f K f K i N
⎡ ⎤= ⎣ ⎦
= − =
  . (2.16) 
 
However, this approach would require evaluation of a Jacobian matrix with size 
C CN N× .  We can use reduced parameters as the primary variables as discussed earlier to 
decrease the calculation time.  To estimate the reduced parameters, we can perform a 
























    (2.17) 
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where the residuals, ie , should be below a specified tolerance at the completion of the 
NR iterations.  In this research, a relative tolerance in fugacity of 10-10 is used.  Once 
the reduced parameters for a given phase are determined at the end of each NR iteration, 
the reduced parameters for the other phase are found by a simple material balance.  That 
is, the mass balance equations of Eqs. (2.14) can be multiplied by the appropriate 
parameters and summed to yield for each reduced parameter k   
 
( )1 1, ,5Z V Lk k kL L kΘ = − Θ + Θ = …   . (2.18) 
 


















Θ ΘΘ = =
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Θ = −
   . (2.19) 
 
When we choose the reduced parameters of the liquid phase as primary variables, 
the Jacobian matrix can be calculated as: 
 
( )
                             for 1,...,5
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where ijδ  is the Kronecker delta function.  Further, the derivative of composition with 
respect to reduced parameters can be obtained from Eqs. (2.15) as: 
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k k k k jk
j k
z K L Kx
L K L
δ⎡ ⎤− + − ∂ ∂Θ∂ ⎣ ⎦= −
∂Θ + −⎡ ⎤⎣ ⎦
   . (2.21) 
 
The derivative of K-values respect to reduced parameters can be expressed using 
the chain rule as: 
 
ln ln ln lnL V L V Vk i i i i m
k k V
mj j j j m j
K K Kφ φ φ φ
⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂Θ
= − = −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂Θ ∂Θ ∂Θ ∂Θ ∂Θ ∂Θ⎝ ⎠ ⎝ ⎠
∑  . (2.22) 
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⎧− − = ≠
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Θ −Θ⎪ = =∂Θ ⎪= −⎨∂Θ ⎪
− = =⎪
⎪⎩
   . (2.23) 
 
The derivatives ln /L Li jφ∂ ∂Θ  and ln /
V V
i jφ∂ ∂Θ  share the exactly same formula, 
except that they are using values of reduced parameters for a different phase.  From now 
on, we only derive the formula for the liquid phase reduced parameters.  For the partial 
derivative of the fugacity coefficients with respect to the first five liquid-phase reduced 
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∑
    . (2.25) 
 
The derivative of the Z-factor with respect to each reduced parameter can be 
calculated if we re-write Eq. (2.3) in Z-factor form: 
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   . (2.27) 
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   . (2.29) 
 
The partial derivatives of /m iA∂ ∂Θ  and /m iB∂ ∂Θ  are given in Eqs. (2.25). 
Because fugacity coefficients are only functions of the first five reduced variables, 
6ln / 0iφ∂ ∂Θ = . 
Both the liquid and vapor reduced parameters are used to calculate the component 
fugacity coefficients at each iteration.  The cubic EOS is first solved for the molar 
volume of each phase as is done in the conventional method, except that the mixing 
parameters for each phase are calculated with Eqs. (2.10).   The K-values for each 
component can then be calculated from Eqs. (2.2), where ˆ ˆL Vi i iK φ φ= .  Last, eqs. (2.15) 
are used to solve directly for the equilibrium phase compositions.   
When the number of pseudocomponents is less than six, some reduced parameters 
are dependent on each other.  In those cases, the number of the reduced variables to 
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determine is chosen equal to the number of the components.  However, 6 LΘ =  must 
always be selected. 
 
2.4 RAPID PHASE-SPLIT CALCULATIONS FOR THREE OR MORE PHASES 
Similar to rapid flash calculations for two phases, the number of primary variables 
in phase-split calculations for three or more phases can be greatly reduced as well, 
speeding up the three-phase calculations.  In the conventional flash calculations, there 
are several differences compared with the two-phase flash calculations in that: (1) The 
equal-fugacity condition is extended to multiple phases as: 
 
ˆ ˆ ,      1,  . . . , ;      1,  . . . , 1j refi i PCf f i N j N= = = −    . (2.30) 
 
where ref stands for the reference phase.  The primary variables for the conventional 
case are the K-values for each phase, which are defined as the ratio of the equilibrium 
composition of component i in phase j and that in the reference phase: /j j refi i iK x x= .  
Thus, there are ( )1P CN N−  primary variables, and the Jacobian matrix is of size 
( )1P CN N−  by ( )1P CN N− .  (2) Rachford-Rice (1952) iterations are also more 
complex and time-consuming.  Assuming the phase fraction of each phase is jα , and 









































∑   . (2.31) 
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As a result, the Rachford-Rice objective functions for three or more phases are:  
 



























  . (2.32) 
 
Finding the correct roots in Eqs. (2.32) can be very difficult.  









































































   , (2.33) 
 
except that there are now ( )6 1PN −  objective functions. 
The partial derivatives used in the Jacobian matrix for the phase-split calculation 
with three or more phases are almost the same as those in the two-phase split calculations 
except for two items.  First, the partial derivative of the compositions is different:  
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A second difference lies in the partial derivatives of the reduced parameters with 
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   . (2.35) 
 
The other partial derivatives are exactly the same as those in two-phase flash 
calculation.  We can directly use all derivatives to construct the Jacobian matrix.   
 
2.5 EXAMPLE TWO-PHASE SPLIT CALCULATIONS. 
This section presents several example calculations for synthetic and real fluid 
characterizations using the new rapid flash method.  The results are compared with 







2.5.1 Improvement in Speed Using Oil A.   
Consider first the computational time required for flash calculations for seven-
component synthetic oil A at 480 oF where the overall composition is near and far from 
the critical point.  The pressure for the overall composition near the critical locus is 1040 
psia, while the pressure is decreased to 300 psia to a less volatile oil (further from a 
critical points).    Table (2.1) gives the EOS input parameters for oil A including the 
BIPs that result from the specified ih  and ig .  The BIPs for the diagonal elements are 
always zero based on Eqs. (2.6).   
To ensure a fair comparison, we use the same initial guesses of the equilibrium 
phase compositions for both the conventional and rapid flash calculations.  The initial 
guesses for both methods were obtained by conventional flash calculations until the 
component fugacities are converged to within a relative error of 10-4.  The computational 
times reported, therefore, are the times to perform the remaining iterations so that all 
component fugacities are converged to within a relative error of 10-12.  Both methods use 
Newton-Raphson iterations to achieve convergence.  The flash calculations are 
computed with a Pentium 4 CPU at 2.66 GHz and 512 MB RAM. 
Figures (2.3) and (2.4) show the comparison of computational time required for 
convergence for both the reduced and conventional methods based on the number of 
pseudocomponents.  Additional pseudocomponents are obtained by splitting the heavy 
fraction (that is equivalent of nC10 here) for the case of interest as many components as 
are needed, where the resulting components have the same EOS properties as nC10.  As 
is shown, the computational time with the new method is about 1.3 to 25 times faster than 
the conventional method depending on the number of components.  The speedup 
increases greatly as the number of components are increased.  The computational time 
with the rapid flash method increases modestly with the number of components.  That is, 
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the computational time with the new method at 50 components is about as fast as the 
computation time with the conventional method at 12 components.  Both methods slow 
down for flash calculations near the critical region (see Fig. (2.4)) because the Jacobian 
matrix is singular there.   The speedup with the new method, however, is greater when 
the overall composition is nearer the critical locus.  The speedup with the reduced 
method is good even through the reduced method takes one more iteration.  One goal of 
future research should be to reduce the number of iterations. 
 
2.5.2 Fluid Characterization.   
Equations-of-state are used to predict the compositions and volumetric behavior 
when oil and gas mix in the reservoir.  These EOS fluid characterizations must be tuned 
to match the PVT behavior of the original reservoir fluid.  The process of tuning an EOS 
involves: (1) selection of the pseudocomponents; (2) determination of EOS properties for 
the pseudocomponents; and (3) adjustment of pseudocomponent EOS properties by 
regression to the PVT data.   
Fluid characterizations that result from the lumping and tuning process are 
dependent on the method used and the experimental PVT data available (Egwuenu et al., 
2005).  Often the tuning process involves iteration and subjectivity about which 
parameters to regress and the number of pseudocomponents to use.  There are no 
established norms in the industry and therefore there is no unique way to perform such 
characterization, while accepting that only very few of the methods are self-consistent 
and honor boundary conditions.  The usual approach is to first lump the original fluid 
analysis, which may be as many as 30 components, to as few as 12 to 15 components.  
The 12- to 15-component EOS model is typically tuned to match the available PVT data, 
and can be lumped into fewer pseudocomponents as needed.   
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The parameters to tune to match a set of PVT data are more of an art than an exact 
science.  The best method is to match the PVT data by adjusting as few parameters as 
possible.  Adjusting too many parameters could result in poor PVT predictions away 
from the range of the measured PVT data.  Typically, the parameters associated with the 
heaviest pseudocomponents are adjusted more because these components have properties 
with the largest measurement uncertainties.   
The new rapid flash method contains the same adjustable parameters as the 
conventional method, except that the BIPs are constrained by a maximum of 2 1CN −  
fitting parameters, that is, ih  and ig  thru Eqs. (2.5).  In practice, however, we would 
never require or want to adjust all these 2 1CN −  parameters.  All other tuning 
parameters, for example critical temperature and pressure are obtained in the exactly 
same way as in the conventional method.  Further, the use of Eqs. (2.5) in the tuning 
process is advantageous because it simplifies the adjustment process in that when one 
parameter, such as ih  is adjusted, the entire column or row of BIPs are adjusted.     
This should help to avoid poor predictions away from the range of the PVT data fitted by 
reducing the uncertainty about how to adjust the BIPs. 
There are two possible ways to tune the new model to PVT data.  The first 
method is to fit the new model to the PVT data by using Eqs. (2.5) directly.  This is 
preferred because it should give the best fit possible to actual data.  Tuning can be done 
by including Eqs. (2.5) directly into a nonlinear regression model.  Another possibility is 
to use an existing tuning program that uses the conventional flash calculation and 
perform the tuning process as before, but adjusting the BIPs by hand.  Eqs. (2.5) simply 
restricts the BIPs that can be entered into the existing code based on the values of ih  and 
ig .  The BIPs can be manually adjusted by inputting the parameters ih  and ig  into a 
spreadsheet that calculates the BIPs until a good match to the PVT data is obtained.     
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The second method is to decompose the BIPs from the conventional flash 
characterization into the ih  and ig  parameters in Eqs. (2.5).   Although this is not 
preferred, it could save a significant amount of effort in fluid characterization, and at the 
least could result in an initial fluid characterization for subsequent tuning.   For mixtures 
with many components, the conversion process is likely only approximate in that the 
BIPs from the conventional EOS characterization cannot be matched exactly.  In those 
cases, the values for ih  and ig  are determined by a best fit to the original BIP matrix.  
One could also use these values as initial estimates for additional tuning to the PVT data.  
In this research, the best fit is obtained by minimizing the sum of the square of the errors 
between the original BIPs and the BIPs calculated from Eqs. (2.5).   We did not use 
weighting factors, although one could use the overall compositions of the oil and gas as 
weighting factors.  We give two examples of the conversion process below for two real 
fluid characterizations. 
 
2.5.2.1 Example Gas Condensate B.  
Consider first the conventional fluid characterization of a twelve-component gas 
condensate reported by Jutila et al. (2001) at reservoir temperature of 275oF.  We 
generated standard PVT data based on their characterization using PVTSIM, a 
commercial software package (Calsep, 2005).  We also determined the values for ih  
and ig  that gave a reasonable fit to their original BIPs into Table (2.2).  There are many 
ways to do the nonlinear regression of the BIP matrix.  To generate the zero BIPs on the 
nondiagonal elements of the BIP matrix, the values for those components must have the 
same ih .  Thus, in this example, there are sixteen unknowns of ih  and ig  in the 
regression when we took this into account.  We did not explore all of the possible 
solutions (or use of weighting factors) from nonlinear regression, because the new BIPs 
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shown in Table (2.2) were sufficient to represent the phase behavior for the gas 
condensate.  Further, we made no adjustments in the critical properties or acentric 
factors for any component.  
Figure (2.5) shows the phase envelope for gas condensate B using the new model 
based on Eqs. (2.5), the conventional EOS model, and the model with zero BIPs from 
Micheleson.  As shown, the new model is able to match the saturation pressures well as 
a function of temperature.  Figures (2.6) and (2.7) demonstrate that the new model is 
also able to reproduce accurately the solution gas-oil ratios and formation volume factors.  
As expected, Michelsen’s model with zero BIPs is not adequate.   
 
2.5.2.2 Example Oil C.   
Next, we consider a fifteen-component oil described by Hearn and Whitson 
(1989).  We repeated the same steps as described for oil B and obtained a sufficient 
match to the original BIPs using Eqs. (2.5).  Table (2.3) gives the values for ih  and ig  
used for the rapid flash calculations.  Figures (2.8) – (2.10) show that the new method is 
able to reproduce well the saturation pressures, solution gas-oil ratios, and formation 
volume factors.  
 
2.5.2.3 Example Oil D.   
Last, we consider a seven-component synthetic oil to demonstrate that in some 
cases the BIPs from the conventional method can be exactly matched. In this case, there 
are only one column of the BIPs as shown in Table (2.4).   Table (2.4) gives the values 
for ih  and ig  required to exactly match the BIPs for the rapid flash calculations.  
Because only one column has nonzero BIPs, the reduced parameters for these flash 
calculations are the same as those in Jenson and Fredenslund (1989). 
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2.5.3 Improvement in Convergence.   
We performed a variety of flash calculations with oils A and C to test 
convergence of the new method as compared with the conventional method.  The flash 
calculations were performed for 52 random overall compositions, temperatures, and 
pressures.   Of those flashes, the rapid flash converged to the trivial solution (the overall 
compositions) for 8 cases.  All 8 cases are single phase mixture as confirmed by stability 
analysis.  Thus the reduced method always converges when two phases were present.  
The conventional method, however, failed to converge or converged to the trivial solution 
in these 8 cases, but also for addition 8 cases that are in two-phase region.  While this is 
not an absolute test of robustness, this indicates that the rapid flash method is likely more 
robust than the conventional method, as has been discussed in more theoretical detail by 
Pan and Firoozabadi (2003).   
 
2.6 CONCLUSIONS 
We developed a practical new method that can significantly increase the 
calculation speed of flash calculations.  For the cases studied, the new rapid flash 
method is about 30% faster than conventional flash calculations when seven components 
are used and about 25 times faster when 50 components are used. Computational times 
with the new method only increase modestly with the number of components.  The new 
method can also accurately characterize complex phase behavior and is more robust in 
the near critical region than conventional flash calculations.  Compositional simulations 
with the new reduced phase-split calculation method could include many more 
pseudocomponents than currently used, thereby increasing phase behavior accuracy.  
Alternatively, compositional simulations could be made with significantly more grid 
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blocks for the same number of components, thereby decreasing numerical dispersion in 










 TC (oF) PC  (psia) ω  zi  (mol%) 
CO2 87.89 1069.87 0.225 5.0 
C1 -116.59 667.20 0.008 10.0 
C2 90.05 708.35 0.098 12.0 
C3 205.97 615.76 0.152 12.0 
nC4 305.69 551.10 0.193 15.0 
nC5 385.61 489.38 0.251 17.0 
nC10 652.01 305.68 0.490 29.0 









 CO2 C1 nC10 ih  ig  
CO2 0.000   1.00 1.170
C1 0.144 0.000  0.30 0.250
C2 0.120 0.002 0.040 0.00 0.103
C3 0.120 0.002 0.040 0.00 0.103
nC4 0.120 0.002 0.040 0.00 0.103
nC5 0.120 0.002 0.040 0.00 0.103
nC10 0.114 0.071 0.000 2.00 0.098










 ih  ig  N2 CO2 C1 zi  (mol%) 
N2 0.761 1.544    0.57 
CO2 0.665 1.322 0.019   1.65 
C1 0.895 1.598 0.045 0.112  81.35 
C2 1.028 0.458 0.051 0.080 0.013 6.86 
C3 1.056 0.526 0.071 0.106 0.022 2.80 
nC4 1.062 0.516 0.073 0.108 0.023 1.49 
nC5 1.062 0.516 0.073 0.108 0.023 0.77 
nC6 1.062 0.516 0.073 0.108 0.023 0.54 
PS1 1.262 0.259 0.101 0.122 0.056 1.09 
PS2 1.414 0.164 0.108 0.122 0.071 1.58 
PS3 1.719 0.085 0.121 0.125 0.092 1.00 
PS4 2.387 0.033 0.136 0.130 0.118 0.30 
Table 2.3   Values for ih  and ig  for gas condensate B (Jutila et al., 2001) at 275
oF 
that give a sufficient fit to the original BIPs.  The new BIPs calculated with 









 ih  ig  N2 CO2 C1 zi  (mol%) 
N2 2.761 0.329    0.70 
CO2 0.376 0.013 0.024   0.60 
C1 3.159 0.917 0.048 0.003  33.40 
C2 3.225 0.843 0.060 0.013 0.004 5.00 
C3 3.275 1.029 0.094 0.013 0.004 5.50 
iC4 3.278 1.029 0.090 0.013 0.004 2.10 
nC4 3.278 1.029 0.090 0.014 0.004 3.90 
iC5 3.282 1.042 0.093 0.017 0.004 2.00 
nC5 3.290 1.068 0.098 0.017 0.004 2.80 
C6 3.290 1.068 0.098 0.023 0.004 4.40 
C7+(1) 3.313 1.032 0.103 0.024 0.023 9.60 
C7+ (2) 3.321 1.021 0.105 0.027 0.028 9.90 
C7+ (3) 3.331 1.006 0.107 0.030 0.036 8.70 
C7+ (4) 3.341 0.992 0.109 0.031 0.045 6.80 
C7+ (5) 3.345 1.021 0.115 0.003 0.054 4.60 
Table 2.4  Values for ih  and ig  for oil C (Hearn and Whitson, 1989) that give a good 
fit to the original BIPs.  The new BIPs calculated with Eqs. (2.5) are shown.  









 zi (mol%) MW TC (oF) PC (psia) ω  
CO2 6.1 44.01 87.93 1070.6 0.231 
C1 30.2 16.04 -116.7 667.8 0.012 
nC4 16.4 58.12 305.6 550.7 0.193 
C7+(1) 10.2 107.0 566.5 410.3 0.320 
C7+ (2) 9.5 140.0 680.2 350.6 0.410 
C7+ (3) 12.3 201.0 850.4 275.4 0.560 
C7+ (4) 15.3 305.2 1002.0 205.1 0.783 









 CO2 ih  ig  
CO2 0.0000 1 1.0000
C1 0.0973 0 0.0973
nC4 0.1474 0 0.1474
C7+(1) 0.1377 0 0.1377
C7+ (2) 0.1377 0 0.1377
C7+ (3) 0.1377 0 0.1377
C7+ (4) 0.1377 0 0.1377
Table 2.6   Input binary interaction parameters for oil D. Values are given for ih  and 
ig  that give an exact fit to the original BIPs associated with CO2.   All 
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Fig 2.5    Comparison of calculated phase envelopes for gas condensate B (Jutila et 
al., 2001) to that generated by PVTSIM (Calsep, 2005).   The new rapid 

































Fig 2.6   Comparison of calculated solution gas-oil ratios for gas condensate B 
(Jutila et al., 2001) at 275oF to that generated by PVTSIM (Calsep, 2005).  

































Fig 2.7    Comparison of calculated formation volume factors for gas condensate B 
(Jutila et al., 2001) at 275oF to that generated by PVTSIM (Calsep, 2005).  





































Fig 2.8    Comparison of calculated phase envelopes for oil C (Hearn and Whitson, 
1995) to that generated by PVTSIM (Calsep, 2005).   The 
characterization with the new rapid flash method accurately reproduces 






























Fig 2.9   Comparison of calculated solution gas-oil ratios for oil C (Hearn and 
Whitson, 1995) at 212oF to that generated by PVTSIM (Calsep, 2005).  

































Fig 2.10  Comparison of calculated formation volume factors for oil C (Hearn and 
Whitson, 1995) at 212oF to that generated by PVTSIM (Calsep, 2005).  





Chapter 3:  Stability Analysis in Reduced Space 
In this chapter, stability analysis is done on a single-phase mixture to determine 
whether it forms multiple phases or not at a specified temperature and pressure.  The 
stability analysis calculation is an integral part of the flash calculations.  The stability 
analysis calculations can be performed for three or more phases simultaneously.  
However, this approach may require significant calculations, because the Jacobian matrix 
is much larger than that in the two-phase stability analysis calculations.  In addition, 
two-phase stability tests can be used consequently in this case.  For example, for a three-
phase stability analysis, a two-phase flash calculation is first performed, then the phase 
stability analysis is applied on each of the pseudo-equilibrium compositions to check 
whether each of them is stable or not.  It is also important to note that, besides the trivial 
solution of i ix z= , one may converge to the trivial pseudo-equilibrium compositions 
where i ix y= .  A third solution must be found to confirm that the overall composition is 
unstable and will form three phases.  A three-phase flash calculation is then carried out.  
The above procedure is repeated until each phase mixture is stable. 
Conventional stability analysis is slow mainly because there are many primary 
variables, and the Jacobian matrix is of size C CN N× .  In addition, stability analysis 
calculations are needed in many grid blocks at a given time.  There is a great need for a 
much faster and more robust stability analysis calculations. 
In this research, we extend the reduced parameters using the proposed BIP model 
for an arbitrary number of components and non-zero BIPs matrix.  In doing so, the 





3.1 CONVENTIONAL STABILITY ANALYSIS CALCULATIONS 
The objective of stability analysis calculations is to find all stationary points of 
the tangent plane distance (TPD) function.  In addition, the values of the TPD at these 
stationary points need to be evaluated.  Consider an CN -component mixture with 
overall composition of iz  at given reservoir temperature T and pressure P.  For a trial 
phase composition iy , the TPD can be expressed in dimensionless form as: 
 















TPD y y y z RT
y y y y
z z z z
μ μ
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∑
  . (3.1) 
 
where iμ  is the chemical potential for component i.  
At the stationary points, the partial derivative of the TPD function with respect to 
iy  is zero.  This condition for stationary points can be calculated combined with Gibbs-
Duhem equation using the following: 
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Equations (3.2) can be re-written as: 
 
( ) ( ) ( ) ( )C CN Ni i y zy z k
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Equations (3.3) show that the constant is independent of the component index i.  
The chemical potential iμ  is further written in terms of fugacity coefficients and 
compositions using ( ) ( )/ ln lni i iy RT y yμ φ= + .  Noting ( ) ( )/i iz RT d zμ = , Eqs. 
(3.3) can be written as:  
 
( ) ( ) ( ) ( )ln lnC CN N i i i
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= = + −   . (3.4) 
 
A new set of primary variables are defined: ki iY y e
−= .  These new variables are 
substituted into Eqs (3.4), yielding: 
 
( ) ( ) 1 2ln ln 0,      ... Ci i i i Ne Y Y d z Y Y Y Yφ ⎡ ⎤= + − = = ⎣ ⎦   . (3.5) 
 
We solve Eqs. (3.5) using Newton-Raphson method with the Jacobian matrix:  
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The derivative ln /i kyφ∂ ∂  is the same as that in conventional phase-split 
calculations described in Chapter 2.  The remaining partial derivatives can be calculated 

























When the overall composition is stable, the TPD function must be non-negative at 
all stationary points iy .  In other words, 0k ≥  is required for all solutions of the above 
CN  non-linear equations (see Eqs. (3.5)).  From 
k
i iY y e
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= = ≤∑ ∑   only if 0k ≥ .  (3.8) 
 




       trivial solution
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≤∑ , the overall composition is stable, and 
the mixture will maintain a single phase; otherwise that phase must split in two phases.  
However, it would be costly to calculate all these roots without knowing a priori how 
many roots exist.  Michelsen (1982a) suggested that it is often efficient enough to only 
test the initial guesses using compositions made up of either purely the most or the least 
volatile component in the mixture rather than test all the possible initial guesses.  This 
approach is much easier and faster, and in most cases yields satisfactory results.  
Nevertheless, stability analysis calculations using the conventional approach require 





3.2 STABILITY ANALYSIS CALCULATIONS IN REDUCED SPACE 
Stability analysis can also be performed in reduced space where the number of the 
primary variables required to iterate on is much less.  As a result, stability analysis 
calculations in reduced space have significant speedup compared with the conventional 
method.  Further, the determination of stationary points of the TPD is more robust in 
reduced space since the global minimum of the TPD in theory should be easier to find. 
As shown in the phase split calculation (see Chapter 2), the fugacity coefficients 
are only functions of the reduced parameters, so that: 
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Hoteit and Firoozabadi (2006) derived the objective function for the reduced 
method using dominant eigenvalue decomposition (Hendriks, 1988). From the definition 
of reduced parameters in Chapter 2, we have: 
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Substitution of Eqs (3.10) into Eqs (3.13), denoting ( )( )exp id z  as ( )iD z , 
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The derivatives of the fugacity coefficients with respect to the reduced parameters 
are exactly the same as that in Chapter 2 for the phase-split calculations.  In addition, 
each of the reduced parameters must fall into a hyperspace bounded by min maxi i iq q≤ Θ ≤ , 
where min max and i iq q  are the smallest and largest values of the reduced parameter for all 
pure components.  The procedure for stability analysis is as follows: 
1. Evaluate the reduced parameters for the overall composition, and calculate 
the fugacity coefficients of the overall composition.  Calculate the values 
of ( )i i iD z zφ= , which are constant throughout the stability analysis; 
2. Make an initial guess of the reduced parameters Θ  for the trial phase.  A 
possible approach is to use Θ  that come from either the most or least 
volatile components, and use both initial guesses to initialize the NR 




uses the initial guesses of j ji i i
i
q K zΘ =∑  and /j ji i i
i
q z KΘ =∑ , where 
the K-values come from Wilson correlations (1969).  This dissertation 
uses the latter approach; 
3. Calculate cubic EOS parameters (e.g. ma  and mb ). This step is very 
straightforward and depends on the selected EOS and its associated 
mixing rules.  The cubic EOS for Z-factors is then solved for the trial 
phase. This step requires determining the roots of the cubic EOS for each 
phase using a cubic solver.  The correct root is the one that gives the 
lowest Gibbs energy; 
4. Calculate the fugacities of each component in the trial phase. The selected 
cubic EOS is used to determine an expression for the fugacity; 
5. Check to see if convergence criteria are met.  In this research, a tolerance 
of the objective function in Eqs. (3.14) of 10-10 is used; 
6. Update the reduced parameters by Newton-Raphson iteration (for faster 
convergence) if the criteria of Step 5 have not been satisfied; 
7. Evaluate iY  by substitution of the converged solution of reduced 
variables into Eqs. (3.10); 









≤∑ , the other initial guess is used and steps 3-7 repeated.  If 









the phase-split calculations (see Chapter 2) can be performed immediately 




3.3 EXAMPLE CALCULATIONS 
This section presents several example stability calculations with various fluid 
characterizations using the new reduced method to examine the efficiency of stability 
analysis calculations.  The results are compared with the conventional method that 
iterates on iY .  This section shows the advantages of the reduced method over the 
conventional method especially in speed. 
 
3.3.1 IMPROVED SPEED 
The most important advantages using reduced parameters over the conventional 
methods are significantly improved speed.  We uses different oils at various 
temperatures and pressures to show: (1) how fast the stability analysis calculations are 
when the reduced method is compared with the conventional method; and (2) how fast 
the stability analysis calculations are compared with the phase-split calculations of the 
reduced method. 
 
3.3.1.1 STABILITY ANALYSIS FOR OIL A FAR FROM CRITICAL POINT 
First, we examine the synthetic seven-component oil A described in Section 
(2.5.1) at 260oF and 300 psia.  The computation time required for the stability analysis in 
the conventional method is determined.  With the same initial guess of the trial phase 
compositions, the stability analysis calculations are performed in reduced space using the 
procedure outlined earlier.  Even though the objective functions are different in these 
two methods, the final converged compositions are within an absolute tolerance of 10-10 




Figure (3.1) compares the computation time required for convergence for both 
methods with a different number of pseudocomponents.  Additional pseudocomponents 
are obtained by the same method detailed earlier (see Section (2.5.1)) that splits the least 
volatile component to a desired number of pseudocomponents.  For the case studied, the 
computational time with the new method is about 1.9 times faster at seven components, 
and 23 times faster at thirty-five components than the conventional method.  It is also 
shown that the stability analysis calculation using thirty-five components has a similar 
speed as that with ten components in the conventional method.  Figure (3.2) shows the 
comparison of computation time per NR step.  Stability analysis calculations using the 
reduced parameters are even faster per NR step, because less primary variables are 
required compared with the conventional stability analysis. 
In addition, compared with Fig. (2.3), Fig. (3.1) also shows that the speedup in the 
stability analysis calculations is greater than that in the split calculation.  This is mainly 
because: (1) the number of primary variables in the conventional method is the same in 
both subroutines ( CN ); however, in the reduced method, the stability analysis requires 
five primary variables while the phase-spit calculation requires six; (2) the stability 
analysis in reduced space requires fewer iterations than phase-spit calculations in this 
study, which increases speedup.  
The speedup in stability analysis calculations increases significantly with the 
number of components, as expected.  The computation time for the reduced method 
approximately increases linearly only with the number of pseducomponents, whereas the 
conventional method increases on the order of 2.7.  The following may explain why the 
reduced method is almost linearly dependent on the number of pseudocomponents while 




1. In the reduced method, a five by five Jacobian matrix is used regardless of 
the number of pseudocomponents.  The difference in computation time is 
mainly controlled by the evaluation of the objective functions and the 
Jacobian matrix.  The evaluation is almost linearly correlated to the 
number of pseudocomponents; 
2. In the conventional method, the speed of Gaussian elimination depends on 
approximately the third power of the number of pseudocomponents, the 
evaluation of Jacobian matrix approximately the second power, and the 
evaluation of the objective function is approximately linearly correlated to 
the number of pseducomponents.  Normally, the Jacobian evaluation 
takes the largest portion of the computation time, followed by Gaussian 
elimination.  The evaluation of the objective function is the least 
expensive.  Therefore, in the conventional method, the computation time 
increases between the second and third power as a function of the number 
of pseudocomponents. 
 
3.3.1.2 STABILITY ANALYSIS FOR OIL A NEAR CRITICAL POINT 
Oil A is again examined at 485oF and 1044 psia to illustrate the calculation near 
the critical points.  The speed of the reduced method is compared with that of the 
conventional method.   The total CPU time is plotted in Figs. (3.5) and (3.6). 
Both reduced and conventional methods slow down stability analysis calculations 
near the critical point.   The reduced method is over two times faster than the 
conventional method when seven components are used, compared to approximately 1.9 




That is, the reduced method has a larger speedup near the critical point than far from the 
critical point. 
 
3.3.1.3 SPEED COMPARISON FOR STABILITY ANALYSIS AND PHASE-SPLIT 
CALCULATIONS 
It is also of interest to compare the total computation time of stability analysis and 
phase-split calculations, to determine that whether stability analysis should be used or 
not.  Many simulators apply stability analysis calculations before using phase-split 
calculations.  This is to avoid the slow phase split calculations when the phase in the 
grid block in the previous time step is stable.  This section compares the computation 
time of both stability analysis and phase-split calculations using the reduced method. 
For the same oil A, the comparison of both calculations using the reduced method 
is shown in Fig. (3.3).  In this figure, we did not use successive substitution in the phase-
split calculations, which is different from the procedure in Chapter 2.  Figure (3.3) 
indicates a mixed result.  The stability analysis calculation is faster than the phase split 
calculation using the reduced method, by a factor approximately 2.5.  This is mainly 
because the number of iterations required for the stability analysis calculation (three NR 
iterations) is significantly less than that for the phase-split calculations (seven NR 
iterations).  In each NR step, the stability analysis calculation is only moderately faster 
than the phase-split calculation, as shown in Fig. (3.4).  The reduction in speedup is 
mainly because the Jacobian matrix is smaller (six compared with five).  Similar results 
were seen by Hoteit and Firoozabadi (2006).   
The fact that stability analysis is substantially faster than phase-split calculations 
should be examined for more fluids.  In the example calculations, the non-trivial 




calculations will slow down if a second initial guess is required.  When both initial 
guesses are required, the CPU time for the phase-spit calculations is approximately 50% 
more than that for the stability analysis calculations.  This is still a substantial savings of 
time if most of the grid blocks are in single phase.  When a gas flood is operated at a low 
pressure, most grid blocks have two phases where the application of stability analysis 
may have little advantage. 
 
3.3.2 IMPROVED ROBUSTNESS OF REDUCED METHOD 
Previous research has shown that robustness in stability analysis is improved in 
reduced space mainly because of a smoother Gibbs free energy surface in the reduced 
space (Firoozabadi and Pan, 2002).  In this research, we did not found a case where the 
conventional method failed to converge.  This is because in stability analysis, there is 
always at least one solution, that is the trivial solution of i iy z= .  In addition, because 
the Rachford-Rice or a similar method is not used in the stability analysis, there is no 
convergence problem owing to the iterative RR procedure.  However, we did find that 
stability analysis in reduced space is relatively faster compared with the conventional 
method, especially when the overall composition is near a critical point.  We compare 
the speedup in Figs. (3.1) and (3.5), and find out that the speedup in Fig. (3.5) is 
significantly greater than that in Fig. (3.1).  This is mainly because the conventional 
method is relatively slower to converge.  Because of the improved smoothness in 
reduced space, there is not much of a difference in convergence in both cases.  
Nevertheless, the reduced method converges significantly faster than the conventional 
method even when the overall composition is near critical.  With fewer primary 





In this chapter, the reduced method was implemented to perform stability analysis 
calculations for two phases.  Calculations based on direct solution of the tangent plane 
distance function were formulated.  The example cases studied reveal the advantages of 
the new method over the conventional method as the following: 
1. The number of primary variables in the direct solution of the TPD function 
is significantly reduced from NC to a maximum of five, depending on 
binary interaction parameters; 
2. The computation speed is significantly enhanced compared to the 
conventional method without sacrificing accuracy.  The conventional 
method requires approximately 1.9 times the computation time than for 
the reduced method at seven components, and 23 times at 35 components; 
3. The robustness of the rapid calculations is also slightly improved for 
compositions near the critical locus; 
4. Compared to phase-split calculations in reduced space, stability analysis 
calculations in reduced space are faster by approximately 3 times 
independent of the number of components.  However, if most of the grid 
blocks are two phases at the previous time step, it may not be efficient to 
apply the stability analysis calculations at all.  Negative flash calculations 















































Fig. 3.1   Comparison of the total computation time for both the reduced method and 
the conventional method in stability analysis as a function of the number of 
pseudocomponents for oil A.  For seven components, the speedup from 
the conventional method is approximately 1.9 and for 35 components, the 












































Fig. 3.2   Comparison of the computation time for stability analysis per NR iteration 
for oil A that is far from a critical point.  Both the reduced and the 
conventional methods are tested.  As shown, the reduced method is 































Fig. 3.3   Comparison of the total computation time for stability analysis and phase-
split calculations using the reduced method for oil A.  The stability 
analysis is approximately three times faster.  In this case, the oil is far 































Fig. 3.4   Comparison of the computation time per iteration for stability analysis and 
phase-split calculations using the reduced method for oil A.  The stability 
analysis in reduced space is moderately faster than the phase-split 
calculation in reduced space.  In this case, the oil is far from a critical 













































Fig. 3.5   Comparison of the total computation time for oil A near a critical point.  
Both the reduced and the conventional methods are used.  The reduced 
















































Fig. 3.6   Comparison of the computation time for stability analysis per NR iteration 
for oil A near a critical point.  The reduced method is significantly faster 
and requires fewer iterations (Okuno, 2007). 
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Chapter 4:  Two-Phase Flash Calculations with Constant K-values 
Rachford-Rice (1952) iterations are widely used in equations-of-state (EOS) flash 
calculations to determine phase equilibrium compositions with constant equilibrium 
ratios (K-values).  The method, however, can be slow to converge and in some cases 
may not converge at all.   
In this chapter, we derive a new objective function in terms of one of the 
equilibrium liquid phase mole fractions.  The new method also specifies a small window 
in which the physical roots must lie.  The new objective function is continuous and 
nearly linear in this predetermined window.  We first summarize conventional Rachford-
Rice (1952) calculations, and then derive the new objective function and window.  
Several example calculations are performed and the results are compared with the 
Rachford-Rice (1952), Wang and Orr (1997, 1998), and Leibovici and Neoschil (1992) 
methods.  The Peng-Robinson (1977, 1978) EOS is also used to demonstrate that the 
function can converge very near the critical region. 
 
4.1 RACHFORD-RICE FLASH CALCULATIONS 
Rachford-Rice (1952) iterations are typically used to determine the phase 
compositions and amounts as outlined in step 3 in Section (2.1).  The objective function 
for this method is easily derived from the definition of K-values for two-phase 
equilibrium: 
 
        1,...,i i i Cy K x i N= =  .  (4.1) 
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where iy  and  ix  are equilibrium compositions of the vapor and liquid phase 
respectively, iK  are the constant equilibrium ratios and CN  is the number of 
components.  Furthermore, a mass balance on a given component gives,  
 
        1,...,i i i Cz Lx Vy i N= + =     (4.2) 
 
where L is the molar fraction of the liquid phase, V is the molar fraction of the vapor 
phase, and iz  is the overall composition of the mixture.  The phase compositions and 
amounts must sum to 1.0.  Substitution of Eqs. (4.1) into Eqs. (4.2) together 
with 1L V+ =  gives, 
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The Rachford-Rice (1952) objective function is then defined by,  
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The roots of Eq. (4.4) in terms of the vapor molar fraction are often solved by 
Newton-Raphson method.  Convergence is achieved once the updated value of V 
satisfies a relative tolerance of say 10-8.  Once V is determined, the equilibrium phase 
compositions are calculated from Eqs. (4.3) and (4.1).   
Unfortunately, there are 1CN +  roots for V given by Eqs. (4.3) and the function 
can be highly nonlinear owing to CN  poles at 1/(1 )iV K= − .  Rachford and Rice 
(1952) initially constrained the value of V to lie within the range or window from [0, 1], 
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but this requires that the overall composition lies within the two-phase region of the 
current set of K-values.   Whitson and Michelsen (1989) improved the robustness for 
overall compositions outside the two-phase region (negative flash calculations) by 
showing that the correct root of V can be defined from the poles corresponding to the 
largest and smallest volatile components, that is, within the window 
11/(1 ) 1/(1 )CNK V K− < < − .  Even with this improvement, the Rachford-Rice (1952) 
function still suffers from the disadvantages described previously, and may not always 
converge for some special cases.    
 
4.2 DERIVATION OF NEW METHOD 
Similar to the approach of Whitson and Michelsen (1989), the derivation of our 
new objective function and window requires that the components are ordered based on K-
values. We assume that 1 1 CNK K> > .  
The objective function is determined by transforming the original compositions so 
that equilibrium phase compositions of the intermediate components in the transformed 
compositional space are equal.  For a ternary system this directly implies that all tie lines 
are parallel, including the limiting tie lines at critical points.  Such a transform reduces 
the nonlinearity of the objective function.  
The transform follows closely the procedure described by Hand (1930) for ternary 
diagrams, although he used transformation parameters independent of composition.  We 
extend that approach here to a multicomponent system by introducing a set of 
transformation parameters, in which each one is a function of composition.  The 
transformed intermediate compositions are given by  
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where iα  is the transformation parameter.  From Eq. (4.5),  iα  can be evaluated by 
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From Eqs (4.5) and (4.6), one can also show that for the liquid phase: 
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Equations (4.7) can also be derived directly from Eqs. (4.3) by solving for V, but 
with loss of physical meaning.  In addition to Eqs. (4.7), the phase compositions must 
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In addition, the derivative for NR iteration is given by: 
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The correct root(s) from the new objective function must lie within a small 
window.  This window is developed by limiting all phase and overall compositions to be 
positive in Eqs. (4.7).  The simplest expression for the window (although not the 


















    .  (4.13) 
 
The derivation of Eq. (4.13) along with a more complex, but even smaller window 
for 1x  can be found from Eqs (4.16) and (4.18) in Section (4.2.1).  Because of its 
 89
simplicity, we only use Eq. (4.13) in the calculations made in this research.  When at 
least one composition is negative, a new window is derived in Appendix. 
The new objective function of Eq. (4.12) always converges to a physical root no 
matter the overall composition.  The new method has significant advantages over the 
Rachford-Rice (1952; Whitson and Michelsen, 1989) or similar variations (Wang and 
Orr, 1997, 1998).  First, 1 0x =  is not a trivial root of the new objective function as it is 
for Wang and Orr (1997, 1998).  Second, when multiple tie lines exist that go through 
the same composition, the new function can find all tie lines or physical roots from the 
negative flash.  Third, the root(s) must lie within a very small window as defined by Eq. 
(4.13).  Fourth, the function is often linear and continuous within that window.  There 
are never poles within the window, as proved in Section (4.2.2).  Fifth, the function is 
always positive at the lower limit of the window and negative at the upper limit so that 
bisection methods can be easily used if required (see Section (4.2.3.)). Last, the new 
objective function is properly scaled to reduce truncation error compared with that of 
Rachford-Rice (1952). These features can significantly reduce the number of iterations 
for convergence compared with Rachford-Rice (1952) and are discussed in the next 
section.    
 
4.2.1 Initial Guess for Phase Mole Composition 
A good initial guess for the equilibrium liquid phase mole fraction is important 
for convergence.  In the derivations that follow we assume that all overall compositions 
are positive.   
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z x ≥ .  Thus, after rearrangement of Eq. (4.15), we obtain the left-hand 
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To determine a maximum limit, we recognize that for all components 
Ci i iN
K x K x≥ .  Summation of this expression yields after some rearrangement:  
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A more complex, but smaller window can be found recognizing that all 
equilibrium liquid phase compositions must be positive so that  
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Substitution of Eqs. (4.7) into Eqs. (4.16) and (4.18) gives,    
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. (4.21)  
 
This smaller window compared with Eq. (4.13) can decrease the number of 
iterations slightly, especially when the number of components is greater than 10.   For 
example, when 12CN =  the smaller window is approximately 15% faster in 
computational time than when using the window given by Eq. (4.13).  Equation (4.20) is 
identical to that used by Lebovici and Neoshil (1992), but the maximum limit given by 
Eq. (4.21) is new to this research. 
The window given by Eqs. (4.20) and (4.21) can also be used to determine if a 
physical root exists.  If 1max1min 0x x= =  then no physical root exists.  For reservoir 
simulation, however, this problem will not arise, but it might in other applications such as 




4.2.2 Continuity of New Method 
The objective function contains no poles within the window of Eq. (4.13).  The 
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Equation (4.23) shows that when 1 0z ≠ , all poles are to the left (towards negative 
1x ) of the window given by Eq. (4.13).  Thus, the objective function will be continuous 
in the window. When 1 0z =  the pole coincides with 1minx  and there is a discontinuity 
in the objective function at 1minx . As explained in Section (4.2.3) that discontinuity can 
be easily handled by selecting another variable to iterate on.    
 
4.2.3 Finding All Possible Roots 
More than one physical root is possible when one or more components are not 
present, for example at the apex or the base of a ternary diagram.  It may also be 
possible with the new method that no root exists within the window when the lightest 
component is not present in the overall composition and 0V > .  For some applications 
such as MMP/MME estimation (Jessen et al., 1998; Yuan and Johns, 2005), we want to 
find all tie lines that extend through the overall composition.  An easy method to find all 
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tie lines is first to make the flash calculation with all CN  components.  The flash is then 
repeated, but the number of components is reduced one by one by eliminating the missing 
component(s) from the objective function.  This would continue until all components 
have K-values less than 1.0.  Each flash will yield another tie-line solution.   
A more formal way of writing this is to recognize that the selection of the 
component to calculate the liquid phase mole fraction is arbitrary.  Thus, we can write 
Eq. (4.12) in a more general form as: 
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where jK  is the selected component to use as the iteration variable and 1jK >  and 
1refK < .  Typically, CNrefK K= and j iK K= .  
The case when no root exists within the window can be identified prior to 























−∑   .   (4.25) 
 
Equation (4.25) is derived by finding when the objective function given by Eq. 
(4.12) is negative at (0 )F + .  For such cases there is a discontinuity at 1 0x = . 
Another possible complication for the new method and the Rachford-Rice (1952) 
is when the overall composition of the primary variable is very small, that is, 91 10z
−< .  
In such cases many iterations are often required to obtain convergence because of the 
nonlinearity that occurs near the root. This problem is more likely to occur with 
Rachford-Rice.  For the new method, we can eliminate this problem by changing the 
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primary variable to the next lightest component.  Based on experience we recommend to 
do this when 121 1/ 10z K
−≤ .  The variable to iterate with should be chosen so that 
12/ 10i iz K −≥  when 1iK >  or 1210i iz K −≥  for 1iK < . 
 
4.3 EXAMPLE CALCULATIONS 
This section presents several example calculations using the new method.  The 
robustness and speed with the new objective function are compared with that obtained 
with the iterative methods of Rachford-Rice (1952; Whitson and Michelsen, 1989), Wang 
and Orr (1997, 1998), and Leibovici and Neoschil (1992).  To ensure a proper 
comparison, the convergence criteria for each method is always 10-8 for the relative error 
in V.  For methods that iterate on 1x , we translated the value of 1x  to V so that the 
criteria for all methods were exactly the same.   
 
4.3.1 Improved Robustness and Linearity of New Method.  
We first consider a ternary system with constant K-values, where 1 5.0K = , 
2 2.0K =  and 3 0.5K = .  Figure (4.1) shows the phase behavior for this set of K-values 
along with the overall compositions at points A, B, C, and D, all of which lie on the same 
tie line or its extension.  We then examine convergence for phase behavior with K-
values near 1.0 and also with a cubic EOS (Peng and Robinson, 1977, 1978).     
 
4.3.1.1 Point A  
This composition lies near the center of the two-phase region in Fig. (4.1).  
Figure (4.2) shows the Rachford-Rice (1952) objective function for this tie line along 
with the correct root (solution) that lies within the window given by Whitson and 
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Michelsen (1989).  Figure (4.3) also shows a comparison of the objective functions of 
Wang and Orr (1997, 1998) and our new function plotted against the same parameter 1x .  
The window based on Eq. (4.13) is also shown in Fig. (4.3). 
Because point A lies within the two-phase region all methods can converge to the 
same root.  Wang and Orr’s method (1997, 1998), which does not specify a window 
other than 10.0 1.0x≤ ≤ , could converge, however, to the trivial solution at 1 0x =  
depending on the initial guess.   That trivial solution does not exist in our proposed 
objective function.  The new function is also more linear than either Rachford-Rice 
(1952) or Wang and Orr (1997, 1998) so that fewer iterations are required for 
convergence.  As shown in Fig. (4.4), the number of iterations using the new function is 
largely independent of the initial guess within the window of Eq. (4.13).   For example, 
for an initial guess of V of about 2.0, Rachford-Rice (1952; Whitson and Michelsen, 
1989) takes 12 iterations to converge compared with only 5 iterations for the new 
function.  Both methods require about 4 iterations when the initial guess is closer to the 
actual root, although with the new function there is a small region very near the correct 
root of 1x where three iterations are required compared with four in Rachford-Rice 
(1952).  For the same initial guess, the number of iterations with the new function will 
always be less than or equal to the number of iterations with Rachford-Rice (1952).  
 
4.3.1.2 Point B 
Composition B is in the single phase region and lies on the same tie-line extension 
as A, but unlike A does not contain component 1.  Thus, there is a second tie-line that 
extends though A along the base (2-3 axis) of the ternary diagram.  Ideally, a negative 
flash at this composition could yield the root corresponding to either tie line.    
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Point B is problematic for both Rachford-Rice (1952) and Wang and Orr (1997, 
1998).  The Wang and Orr objective function (1997, 1998) cannot be calculated because 
1z  is zero there and a divide by zero error occurs.  The Rachford-Rice (1952) function 
(see Fig. (4.5)) does have the root corresponding to the tie line in the base of the ternary 
diagram, but this root is outside of the Whitson-Michelsen window (1989).  Thus, the 
Rachford-Rice (1952) root is not bounded correctly and convergence is not guaranteed.   
The window for the new function (see Fig. (4.6)), however, contains the correct 
root for the tie line that passes through point A.  Furthermore, Section (4.2.3) describes 
an easy way to locate the second tie line in the base of the ternary diagram.  Thus, both 
tie lines can be found with the new function with few iterations.  The new function can 
also converge even when the overall composition is on any one of the three apexes of the 
ternary diagram. 
 
4.3.1.3 Point C.   
This overall composition is in the vapor region, but also lies on the tie-line 
extension through point A.  Thus, like B this is a negative flash.  Figure (4.7) gives the 
Rachford-Rice function (1952), whereas Fig. (4.8) compares the Wang and Orr function 
(1997, 1998) with our new function.  Similar to point A, all methods converge to the 
correct solution, although the number of iterations with Rachford-Rice (1952) is similar 
to that shown previously in Fig. (4.4).  Also, as for point A, the Wang and Orr function 
(1997, 1998) can converge to the trivial root depending on the initial guess. 
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4.3.1.4 Point D.  
Composition D lies exactly on the 1-2 axis of the ternary diagram.  This point is 
again problematic for Rachford-Rice (1952) as the correct root corresponding to the tie-
line extension through point A is not present (see Fig. (4.9)).  The root shown in Fig. 
(4.9) for Rachford-Rice (1952) corresponds to a tie line that is nonphysical, that is, one or 
more of the equilibrium phase compositions are negative.  Wang and Orr’s objective 
function (1997, 1998) also cannot converge to the correct root as only the trivial solution 
( 1 0x = ) is present (see Fig. (4.10)). The new method, however, has the correct root and 
will converge in a few iterations. 
 
4.3.1.5 Point E - Near Critical   
The new method also converges well for points very near the critical locus where 
all K-values are within numerical precision of 1.0.  For example, Figure (4.11) shows the 
tiny two-phase region for K-values of 1 1 2K ε= + , 2 1K ε= + and 3 1K ε= −  with 
910ε −= .  In that plot the bubble-point curve and dew-point curve nearly coincide with 
each other.   
All methods converge to the correct root; although the Wang and Orr method 
could mistakenly converge to the trivial root at 1 0x = (see Figs. (4.12) and (4.13)). 
Similar to convergence at point A, the new function requires fewer iterations for 
convergence than Rachford-Rice (1952).  
For very small values of ε , the Rachford-Rice method (1952) can also suffer 
from truncation error owing to addition or subtraction of a large number from a small 
one.  The new function, which is better scaled, preserves all sixteen digit accuracy if 
double precision is used, whereas Rachford-Rice (1952) has thirteen digit accuracy.  The 
scaling issue is apparent by considering the values of the objective functions.  For 
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example, for an initial guess at the midpoint of Whitson-Michelsen window (1989), the 
value of the Rachford-Rice objective function (1952) is 102.35 10−− × , and its derivative 
is 181.59 10−− × , much small than the value of the objective function.  The value of the 
new objective function at the midpoint of Eq. (4.13) is 0.076, and its derivative is -3.76.   
 
4.3.1.6 Use of New Method with Equations of State   
Michelsen (1993) showed that successive substitution for updating K-values is 
guaranteed to converge, although very slowly near critical points (convergence could be a 
trivial solution, however).  Figure (4.14) shows a three-component phase behavior 
predicted using the Peng-Robinson (1977, 1978) EOS and our new function.  
Convergence in the flash calculations is always achieved as the critical point is 
approached to within the tolerance used for component fugacities.  The advantages of 
the new function are twofold: (1) the number of iterations are generally reduced 
decreasing the time for the flash calculations near the critical point; and (2) convergence 
is slightly more accurate near the critical point than when Rachford-Rice (1952) is used.  
 
4.3.2 Improved Speed of New Method.  
There are two ways to examine the speedup of the new method compared with 
Rachford-Rice (1952; Whitson and Michelsen, 1989) and Leibovici and Neoschil (1992).  
The first approach is to perform compositional simulations and compare the average 
processor time. That approach is useful because it incorporates prior values as the initial 
guess for the next time step, but simulation may not cover all possible combinations of K-
values and overall compositions.  Another approach is to randomly vary the 
compositions and K-values within a realistic range to estimate the average overall 
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speedup.  We have followed both approaches here to illustrate the improved overall 
performance of the new method.  Wang and Orr’s method (1997, 1998) is not tested 
here as those results are similar to Rachford-Rice (1952; Whitson and Michelsen, 1989) 
and could mistakenly converge to a trivial solution. 
 
4.3.2.1 Average Performance Based on Random K-values 
We conducted a total of 120 million different flash calculations for each of the 
three methods.  That is, for each method, we randomly generated 20 million sets of K-
values and overall compositions for six multicomponent systems with 3, 5, 7, 10, 12, and 
15 components.  The random K-values were obtained using a linear distribution of 1ln K  
between 0.0 and 8.0.  We then randomly generated values for ln
CN
K  between -16.0 
and 0.0 and assigned linearly distributed values for all other K-values between 1ln K  and 
ln
CN
K .  For overall compositions, we generated random values evenly distributed over 
the entire composition space.    
The flash calculations were conducted with an initial guess at the midpoint of 
each window as specified by each method.  For Rachford-Rice (1952), we used the 
Whitson and Michelsen window (1989), but for the new method the window defined by 
Eq. (4.13).  The window for Leibovici-Neoschil (1992) is that described in their paper, 
which is smaller than the window of Rachford-Rice.  A relative tolerance of 10-8 in 
terms of V is used for all methods.  Bisection is done instead of NR when the next 
iteration value estimated from NR is outside the window.   For such cases, the next 
guess of V (or 1x ) is taken to be the midpoint of the current guess and the value at the 
proper limit of the window.  After one step(s) of bisection NR iterations continue until 
convergence.   
 100
There is one exception to the use of bisection for our new function and that of 
Leibovici-Neoschil (1992).  This exception is needed because the objective functions in 
rare cases can have a maximum for our function and a minimum for Leibovici-Neoschil 
(1992) within the window.  We easily circumvent this problem by examining the 
derivative at the first NR iteration. When the derivative of the objective function is 
positive for our method, we use the average of the current guess of the primary variable 
and the maximum limit from the window as the new value for 1x .    
The average CPU time of one flash calculation is in sμ  and the number of 
iterations as a function of the number of components are shown in Figs. (4.15) and (4.16) 
respectively.   As shown, the new method is significantly faster than the other methods.  
For example, the average speedup with the new method compared with Rachford-Rice 
(1952) is 25% for three components and 40% with fifteen components.  Thus, speedup is 
greater as the number of components increases.  The increase in speedup occurs because 
the number of iterations required with the new method increases only slightly with an 
increase in components. 
The Leibovici-Neoschil method (1992) is slightly slower than Rachford-Rice 
(1952; Whitson and Michelsen, 1989) until the number of components is greater than 7, 
but is always significantly slower than our new method.  This is true even though the 
Leibovici-Neoschil (1992) requires about the same number of iterations as our new 
method (see Fig. (4.16)).   
The new method is much faster than Leibovici-Neoschil (1992) per iteration (see 
Fig. (4.17)).  Rachford-Rice (1952) is the fastest method per iteration, but requires many 
more iterations to achieve convergence.   
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4.3.2.2 Six-Component Example   
We illustrate with a six-component example to show why the Rachford-Rice 
(1952; Whitson and Michelsen, 1989) requires more iterations compared with our new 
method.  Leibovici and Neoschil (1992) point out that the Rachford-Rice function 
(1952) becomes highly nonlinear and slow to converge when the K-value of the heaviest 
component and its overall composition are small, especially for fluids with many 
components.  This is also true they state when the lightest component has a very large K-
value, but small composition.  These conditions are more likely to exist when the fluid 
contains many components where the lightest and heaviest components will typically 
have smaller compositions.  The Rachford-Rice function (1952) is also generally more 
nonlinear because the number of poles increases with the number of components.  
We demonstrate here, however, why convergence with the Rachford-Rice 
function (1952) is also slow even when 
CN
K  is not small.  As shown in Table (4.1), the 
K-values of all components in this example are near 1.0 including the heaviest 
component.  For this case, the Rachford-Rice function (1952) is highly nonlinear and the 
root is close to a pole (see Fig. (4.18)).  Thus, the Rachford-Rice method (1952) with an 
initial guess at the midpoint of the Whitson-Michelsen window (1989) takes 12 iterations 
to converge to the correct solution compared with 4 iterations with our new method.  
Our new objective function is not near a pole and is nearly linear in the window (see Fig. 
(4.19)).   
Figures (4.20) and (4.21) also demonstrate that convergence with Rachford-Rice 
(1952; Whitson and Michelsen, 1989) is slow even when the lightest component has a 
large composition (see Table (4.2)).  For this case the Rachford-Rice method (1952) 
takes eighteen iterations to converge compared with six with our function.  This is true 
even though a pole is near the lower limit for 1x  given by Eq. (4.13).  
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We conclude that if 1 1/z K  and/or C CN Nz K  are small, Rachford-Rice (1952; 
Whitson and Michelsen, 1989) will require many iterations unless the initial guess is very 
close to the correct root. Our new method, however, can handle these difficult cases 
because of improved linearity.  However, as pointed out in Section (4.2.3), the new 
method will require more iterations when 1 1/x K  is extremely small.  For that case, this 
problem can be circumvented by changing the primary variable to a different component.  
 
4.3.3 Implementation in a Compositional Simulator 
We also implemented the new objective function in GPAS, a fully implicit 
compositional simulator (Okuno, 2007). Some example simulations are performed, and 
the result is listed in Table (4.3).  The number of iterations is moderately reduced by 
approximately 5% for all the cases studied.  This is mainly because in the simulations 
the values of the previous time step are used as the initial guess.  Thus, the initial 
guesses during simulation are typically nearer the correct solution than those in batch 
mode.  As shown in Fig. (4.4), when the initial guess is better, the difference of the 
number of iterations between the two methods is small.  Nevertheless, the new method 
still requires less number of iterations in all cases as expected.  We would expect the 
time savings to be greater when an IMPEC simulator is used. 
 
4.4 CONCLUSION 
We developed a new rapid and robust objective function that replaces Rachford-
Rice (1952) in conventional flash calculations.  The main conclusions are 
1. The new objective always converges to double precision accuracy no 
matter the overall compositions and K-values.   The function is properly 
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scaled near critical points; 
2. The root corresponding to the physical tie line must lie within a small 
window as specified by Eq. (4.13); 
3. The new objective function is continuous within the window and is often 
nearly linear; 
4. Because of improved linearity, the new method is significantly faster than 
Rachford-Rice (1952) and always requires an equal or fewer number of 
iterations when starting at the same initial guess.  On average, speed up 
compared with Rachford-Rice (1952) is 25% for three-component fluids 
and 40% for fifteen-component fluids based on random K-values; 
5. The new method is easily incorporated into flash calculations using any 
cubic EOS (Coats, 1985); 
6. Simulation results showed that the new method requires less number of 
iterations compared with the conventional Rachford-Rice method.  











 K-values Compositions 
1 1.00003 0.770 
2 1.00002 0.200 
3 1.00001 0.010 
4 0.99999 0.010 
5 0.99998 0.005 
6 0.99997 0.005 
 
Table 4.1  K-values and overall compositions for a six-component fluid that is near a 









 K-values Compositions 
1 161.59 0.44 
2 6.90 0.55 
3 0.15 3.88E-3 
4 1.28E-3 2.99E-3 
5 5.86E-6 2.36E-3 
6 2.32E-8 1.95E-3 
 
Table 4.2.  K-values and overall compositions for a six-component fluid far from a 








Grid Blocks # NC Total # of Iteration in RR Total # of Iteration in LJ 
7 by 7 by 3 6 104,318 97,920 
18 by 18 by 3 6 731,321 698,898 
18 by 18 by 3 4 593,370 571,067 
14 by 14 by 1 12 257,791 244,406 
Table 4.3  Comparison of the number of iterations by the Rachford-Rice method (1952) 
















Fig. 4.1   Ternary diagram with K1 =5.0 , K2 =2.0 , and K3 =0.5 .  The four 



















Fig. 4.2   Rachford-Rice function (1952) for point A in Fig. (4.1).  The red vertical 
lines are the limits of the window given by Whitson and Michelsen.(1989)  
The correct root within that window is shown by the solid dot.   There 






















Fig. 4.3   Objective functions for point A based on our new method and that given 
by Wang and Orr. (1997, 1998)   The correct root lies within the window 
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Fig. 4.4   Comparison of the number of iterations for convergence as a function of 
the initial guess for both Rachford-Rice (1952) and the new function in 
Eq. (4.12). The values of V shown for the new function lie in the window 


















Fig. 4.5   Rachford-Rice function (1952) for point B in Fig. (4.1).  The root shown 
is for the tie line at the base of the ternary diagram, but it does not lie 





















Fig. 4.6   Objective function for point B based on our new method.  The function 
by Wang and Orr (1997, 1998) cannot be plotted because z1 is 0.0. Our 
function, however, gives the correct root for the tie line through point A.  


















Fig. 4.7   Rachford-Rice (1952) function for point C in Fig. (4.1).  The root shown 
lies within the Whitson-Michelsen window (1989).  The solution is 






















Fig. 4.8   Objective functions for point C based on our new method and that given 
by Wang and Orr (1997, 1998).   The correct root lies within the window 




















Fig. 4.9   Rachford-Rice (1952) function for point D in Fig. (4.1).  There is no root 
within the Whitson-Michelsen (1989) window.  Outside the window, 
there is a root, but it is nonphysical, i.e. one equilibrium phase 


























Fig. 4.10  Objective functions for point D based on our new method and that given 
by Wang and Orr (1997, 1998).   The correct root lies just within the 
window given by Eq. (4.13), while only the trivial root exists for Wang 














Fig. 4.11 Ternary phase behavior with K1 =1.0+2ε, K2 =1.0+ε, and K3 =1-ε and 
ε=10-9.  The two phase region shown is very small and appears as a line 



















Fig. 4.12  Rachford-Rice (1952) function for point E in Fig. (4.11).  The correct 



























Fig. 4.13  Objective functions for point E based on our new method and that given 
by Wang and Orr (1997, 1998).   The correct root lies within the window 
given by Eq. (4.13).   Wang and Orr’s method (1997, 1998) could 











Fig. 4.14  Ternary diagram at 1015 psia and 440 oF for C1-C6-C10 system.  Flash 
calculations with Peng-Robinson EOS (1977, 1978) converge to overall 





























Fig. 4.15  Comparison of the average CPU time for one flash calculation as a 
function of the number of components in the fluid.  The new method is 
significantly faster than both Rachford-Rice (1952; Whitson and 





























Fig. 4.16  Comparison of the average number of iterations required for convergence 
for each method as a function of the number of components.  Leibovici-


































Fig. 4.17  Comparison of the average CPU time per iteration for each method as a 
function of the number of components.  The new method is much faster 
than Leibovici-Neoschil (1992), but slower than Rachford-Rice (1952; 


















Fig. 4.18  Rachford-Rice (1952) function for the K-values and overall composition 
given in Table (4.1). The function is highly nonlinear and the root lies just 
within the Whitson-Michelsen (1989) window (red vertical lines) near the 




























Fig. 4.19  Objective functions for the fluid given by Table (4.1) based on our new 
method and that given by Wang and Orr (1997, 1998).   The correct root 
lies just within the window given by Eq. (4.13).   Wang and Orr’s 


















Fig.4.20 Rachford-Rice (1952) function for fluid given by Table (4.2).  
Convergence for V requires 18 iterations from an initial guess of 0.5.  
Convergence is difficult because the function is nonlinear and the root is 




















Fig. 4.21  The objective function for the new method based on the fluid in Table 
(4.2).  Convergence is achieved in 6 iterations even though the root is 
near a pole.  The pole is just outside the window given by Eq. (4.13).   
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Chapter 5:  Phase Behavior for Limited Compositional Simulators  
Another approach to speed up compositional simulation is to implement non-
iterative flash calculations.  Such an approach designed to be nearly as fast as black-oil 
models while achieving improved accuracy in modeling miscible floods.  As a result, 
more grid blocks could be used than in standard compositional models at the expense of 
modeling many components.  This approach also has potential use in modeling chemical 
floods.  
In this chapter, a new phase behavior model for ternary systems is developed, and 
then applied to several gas and surfactant flooding examples to illustrate its accuracy and 
efficiency.  Equation-of-state calculations are used only to generate the required 
parameters for the limited compositional model.  This approach is implemented in 
UTCOMP and the results are compared to standard compositional simulation.  
 
5.1 SIMPLIFIED PHASE BEHAVIOR MODEL 
In this section, a simplified phase behavior model is presented using 
transformation factors.  First, we demonstrate the use of transformation factors for a 
single composition.  This transformation is then applied to tie lines in a ternary system, 
such that all tie lines become parallel on ternary diagrams.  Last, the non-iterative flash 
calculation procedure is outlined using several simplified functions that describe the 
proposed transformation factors. 
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5.1.1 Transforming a Composition 
For a given composition zi in a ternary system, the following transformation using 
a constant α  can be made (Hand, 1930).  First, we multiply iz  by a constant factor, 
which we name the transformation factor α .  Thus, 
 
1 1 2 2 3 3,  ,  Z z Z z Z zα= = =    . 
  
We then normalize the resulting composition so that it sums to 1.0.  That is, the 

































  . (5.1) 
 
There is one-to-one correspondent between *Z  and z for a given transformation 
factor α .  Thus, the inverse is unique and the corresponding actual compositions are 

























= − +⎡ ⎤⎣ ⎦
= − +⎡ ⎤⎣ ⎦
  . (5.2) 
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The physical meaning of the transformation space is to stretch or shorten one of 
the apex’s of the ternary diagram. 
 
5.1.2 Transforming a Tie Line 
The above transformation for an overall composition yields no simplification in 
phase behavior.  However, the same idea is applicable to a tie line.  Given a tie line 
with equilibrium compositions of ix  and iy  in a ternary system, the same 
transformation factor is used for all the compositions along that tie line.  The value of 
the transformation factor is determined so that the tie line is parallel to one of the axis of 
the ternary diagram, in this case the 1-3 axes.  The objective of this transformation is to 
simplify the phase behavior in such a way that flash calculations of the equilibrium 
compositions would require no iteration.  As shown before, the idea came from Hand 
(1930), but he assumed that all tie lines were parallel in real compositional space so that 
only one value of α  is needed.  In this research, however, the transformation factors 
are dependent on compositions (each tie line has a different value of α ) so that real 
phase behavior can be modeled.   
One practical way to achieve non-iterative flash calculations is to make tie lines 
parallel in transformed space by applying different transformation factor to each tie line.  
For a ternary system, the transformed intermediate composition should be the same along 
the same tie line, that is, 
 
( ) ( )
* * *2 2
2 2 2
1 11 1 1 1
x yX Y Z
x yα α
= = = =
− + − +
  . (5.3) 
 










  . (5.4) 
 
The transformation factor is related to the tie-line slope through K-values and 
binodal curves through 1x .  The combination of a proper value for the transformation 
factors and good models for the binodal curves in transformed space can yield 
equilibrium compositions without iterations.  This process is described in the following 
section. 
 
5.1.3 Flash Calculations Using Transformation Factors 
In this section, the approach for non-iterative flash calculations is outlined.  We 
assume that the values of the transformation factors are evaluated so that all tie lines are 
parallel to the 1-3 ternary base.  For an arbitrary overall composition iz  with a 











  . (5.5) 
 
To do flash calculations, the binodal curves in the transformed space are modeled 
using any arbitrary functions ( )* * *1 1 2X X X=  and ( )* * *1 1 2Y Y Y= .  There is no restrictions 
on the type of functions used, the functions could be a polynomial of any degree.  Once 
the functions are specified we can solve for *1X  and 
*
1Y .  From Eqs. (5.2), equilibrium 























= − +⎡ ⎤⎣ ⎦
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= − +⎡ ⎤⎣ ⎦
= − −
  . (5.7) 
 
The equilibrium compositions are exact if the transformation factors are 
calculated accurately and the binodal curves are modeled exactly.  In practice, the 
binodal curves and the transformation factors are not modeled exactly, leading to a small 
error in the calculated equilibrium compositions. Examining the definition of the 











− + − +
    (5.8) 
 
which shows a relationship between α  and *2X .  In addition, the critical point in 
transformed space is always at the maximum of the transformed intermediate 
composition on the α  vs. *2X  plot.  Experimental data or cubic EOS are first used to 
calculate the transformation factor of a tie line using Eq. (5.4).  The transformed 
intermediate compositions are then calculated using Eq. (5.8). We describe that 
relationship using simple functions as follows.   
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5.1.3.1 Linear Model for Transformation Factors 
The simplest model that can be used to model the α  and *2X  relationship is the 
linear model, 
 
( )*2 1X A B α= + −   , (5.9) 
 
where A and B are determined by regression of the data to the linear function of Eq. 
(5.9).  From Eq. (5.5), where * *2 2X Z= , the following must be met:   
 











  . (5.10) 
 
Re-arrangement of Eq. (5.10) gives a quadratic function: 
 
( ) ( )[ ] ( )2 1 1 21 1 0Bz Az B A zα α− + − + + − =   , (5.11) 
 
which yields the following two possible solutions: 
 





Az B Az B Bz A z
Bz
α
− + ± + − −
= +   . (5.12) 
 
There are two solutions of Eq. (5.12) either real or imaginary.  Only the real 
solutions are considered.  As mentioned earlier, the critical point in transformed space is 
always at the maximum of the transformed intermediate composition on the α  vs. *2X  
plot.  Thus, the transformation factors must be within a pre-determined range from that 
of the critical tie line to the base tie line (the tie line that lies on the 1-3 axis).  The 
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transformation factor for the base tie line is determined in the limit as the base tie line is 
approached.  The transformation factor for the critical tie line can be evaluated when the 
slopes of the binodal curves at the critical point are specified.   The range in which the 
correct solution of α  must lie is temperature and pressure dependent.  The calculated 
real solutions for α  using Eq. (5.12) are then compared with the pre-determined range.  
There are several possibilities: 
1. Only one real solution is within that range.  The overall composition is 
along a tie line or its extension.  If this is the case, the equilibrium 
compositions in the transformed space can be non-iteratively calculated 
using the procedure outlined earlier; 
2. Both real solutions are within that range.  This case indicates that the 
overall composition is on two tie lines, and thus in the single phase region.  
This is because two tie lines cannot intersect in the two-phase region.  
Both tie lines are found using the different α ’s; 
3. None of the solutions are within the appropriate range, or there are no real 
solutions to Eq. (5.11).  This means that the overall composition is 
beyond the critical point in the single-phase region and outside the region 
of tie-line extensions. 
 
5.1.3.2 Quadratic Model 
Quadratic models can be used to improve the accuracy of the fit to the α  and 
*
2X  relationship.  That is: 
 
( ) ( )2*2 1 1X A B Cα α= + − + −   , (5.13) 
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where A, B and C are determined using the same procedure in Section (5.1.3.1).  A 
cubic equation results in terms of α : 
 
( ) ( )( ) ( )( ) ( )3 21 1 1 21 1 1 0CZ C BZ B AZ A Zα α α− + + − + + − + − =   . (5.14) 
 
A cubic solver is needed for the solution of Eq. (5.14).  There are three solutions 
of α  possible, and only real roots are considered.  The approach to determine the 
correct α  used here is slightly different from that in Section (5.1.3.1).  There are 
several possibilities: 
1. Only one real solution is within the range of maximum and minimum of 
α .  The overall composition is along a tie line or its extension.  As a 
result, the equilibrium compositions in the transformed space are non-
iteratively calculated using the procedure outlined earlier; 
2. There are two or three real roots.  This case indicates that the overall 
composition is on the extensions of two tie lines, and thus in the single 
phase region.  This is because two tie lines cannot intersect in the two-
phase region.  Both tie lines are found using the different α ’s; 
3. None of the solutions are within the appropriate range.  This means 
that the overall composition is beyond the critical point in the single-
phase region and outside the region of tie-line extensions. 
 
 
5.1.3.3 Reverse Cubic Function 
A four-parameter function can also be used to model the *2X  and α  relationship 
if more accuracy is desired: 
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( ) ( ) ( )2 3*2 1/ 1 1 1X A B C Dα α α⎡ ⎤= + − + − + −⎣ ⎦   . (5.15) 
 
Equation (5.15) results in the following cubic equation, 
 
( ) ( ) ( )( ) ( )3 22 2 2 1 21 1 1 1 0DZ CZ BZ Z AZα α α− + − + − − + − =   . (5.16) 
 
A cubic solver is again required to determine the solution to Eq. (5.16).  A 
similar approach to determine the correct α  is used here as in Section (5.1.3.2) 
 
5.1.4 Reference Component in Transformation Method 
In the above derivation, we apply transformation factors to the most volatile 
component.  However, we can also apply the same method using the least volatile 
component.  We assume that in both cases, the *2X  and α  relationship can be 
accurately modeled.  Even though the transformation factors for a particular tie line has 
a different value using either the most or the least volatile components as reference, the 
calculated equilibrium compositions are exactly the same regardless of the reference 
component used. 
 
5.1.5 Calculation Procedure 
The calculation procedure using the transformation method is as the following: 
1. Calculate equilibrium compositions using EOS or obtain from 
experimental data.  Calculate transformation factor using Eq.(5.4), and 
the transformed intermediate composition by Eq. (5.3) for each tie line; 
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2. Regress transformation factors and transformed intermediate 
compositions using one of the functions in Section (5.1.3) or some 
other simple equations.  Extrapolate the transformation factor at the 
base tie-line and evaluate that at the critical tie-line; 
3. Evaluate the coefficients of the equilibrium compositions for the 
binodal curves in the transformed space as functions of pressure and 
temperature if needed.  Any accurate function is workable; 
4. Solve the polynomial equations in step 2, and obtain the correct one 
based on the analysis in Section (5.1.3) when multiple solutions exist; 
5. Calculate the equilibrium compositions on the binodal curves in the 
transformed space using the functions in step 3; 
6. Translate the equilibrium compositions back into the conventional 
space using Eqs.(5.6) and (5.7). 
 
5.2 STABILITY ANALYSIS IN TRANSFORMATION MODEL 
In EOS flash calculations, we use stability analysis to find whether a phase-split 
calculation is needed or not.  Stability analysis calculations are iterative as well.  In this 
new method, we do not need to perform a stability analysis by finding the stationary 
points of the TPD function.  We can determine whether the overall composition is stable 
or not using the transformation method.  The overall composition is in the two-phase 
region, only when (1) one real solution for the transformation factor in that range; and (2) 
the overall composition lies between the equilibrium compositions in transformed space.  
In any other cases, the overall composition is stable and in the single-phase region.  
Thus, the transformation method effectively eliminates the stability analysis calculations. 
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5.3 EXAMPLE FLASH CALCULATIONS 
We illustrate the new method first for a ternary synthetic oil.  A surfactant 
flooding example is then presented using the transformation method.  Phase behavior 
calculations at different pressures are carried out.  We also demonstrate the use of the 
method when very little experimental data is available, i.e., only two tie lines are 
available.  The transformation method is also applied to a partial miscible case where 
there is no critical point.  The transformation method is last implemented in UTCOMP 
to illustrate the accuracy and speed for a ternary case with varying pressures. 
 
5.3.1 A C2-nC4-nC10 Ternary Synthetic Oil  
Consider first a synthetic oil of C2-nC4-nC10 at 498.03 K and 6.125 MPa.  Figure 
(5.1) gives the ternary diagram using the Peng-Robinson EOS (1978) for this oil.  Table 
(5.1) lists the critical properties for the Peng-Robinson EOS (1978).  All the BIPs are 
zero.  The tie lines and binodal curves are shown in Fig. (5.2) after the transformation 
method is applied to the C2 component.  The transformation causes all tie lines to be 
parallel to the base tie line (where nC4 composition is zero) as shown in Fig. (5.2).  The 
critical point occurs at the maximum value of nC4 in the transformed space.  The *2X  
and α  relationship is illustrated in Fig. (5.3), and then regressed using a quadratic 
function.  Table (5.2) compares some calculated equilibrium compositions by Peng-
Robinson EOS (1978) with those by the new transformation method.  For a given 
overall composition, the *2X  value as a function of the transformation factor is shown in 
Fig. (5.4) where the solid line is from the fitted quadratic curve and the dash line uses Eq. 
(5.2).  The transformation factor at that overall composition can thus be calculated by 
finding the root when we equate both functions.  Figure (5.5) shows that the equilibrium 
compositions by the new method are very accurate.  The maximum relative error in 
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calculated equilibrium compositions of this simple method compared to Peng-Robinson 
EOS (1978) is less than 4%, with an average error less than 0.5%. 
The transformation method could also be expressed based on the nC10 component. 
The transformed binodal curves are shown in Fig. (5.6), and the *2X  and α  relationship 
in Fig. (5.7).    The flash calculations are still reasonably accurate as is shown in Fig. 
(5.8).  The average relative error of the transformation method is less than 1% with the 
maximum less than 5%.  The accuracy is increased slightly when C2 is used because in 
this example the dew point curve is less accurately modeled than the bubble point curve 
in the transformed space. 
The new method is remarkably faster than conventional flash calculations with 
three components.  The equilibrium calculation for one overall composition requires 
approximately 50 micro-second in the conventional EOS method, but less that 0.5 micro-
second in the transformation method.  This is approximately 100 times improvement in 
speed using the new method.  Although not shown here, it is likely that the speedup will 
increase significantly if more components were modeled.  Also, because no iterations 
are used in the transformation method, convergence is always achieved in flash 
calculations.  For the cases studied, the speed and robustness is substantially enhanced 
without significant sacrifice of accuracy. 
  
5.3.2 Surfactant Flooding 
This model can also be applied to surfactant flooding to replace the iterative 
Hand’s model (1930).  For example, at a particular salinity the equilibrium compositions 
for the excess and microemulsion phases is shown in Fig. (5.9)  The calculated α  and 
transformed compositions are given in Fig. (5.10).  For this case, the *2X  and α  
relationship can be accurately expressed using a reverse quadratic function: 
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( ) ( )2* 1/ 0.0611 1 7.7161 1 32.511surfC α α⎡ ⎤= − + − −⎣ ⎦   . (5.17) 
 
This problem can be accurately solved using the non-iterative method.  
Compared with the original experimental data, this approach gives very accurate results 
without iteration as is illustrated in Fig. (5.11). 
We also compare our new transformation method to Hand’s plot.  Hand’s plot 
for this case is shown in Fig. (5.12).  This figure clearly indicates that Hand’s 
approximation (1930) is reasonable (this is not always the case).  However, in Hand’s 
model, the bubble-point curve and dew-point curve must lie on the same line while in this 
example they fall on slightly different lines.  Calculations using Hand’s method are 
complex and take significant time, mainly due to required iterations.  Figure (5.13) 
compares the computation result for the phase compositions using Hand’s method (1930) 
and that from the original experimental data.  Comparison of Figs. (5.13) and (5.11) 
shows that Hand’s method (1930) is less accurate than the transformation method.  It is 
also approximately 10 times slower than the proposed transformation method. 
 
5.3.3 Phase Behavior at Multiple Pressures 
In reservoir simulations, the reservoir pressure can vary spatially and with time.  
Temperature is assumed constant.  Thus the constants in the transformation method must 
be pressure dependent to account for the change in phase behavior with pressures.  In 
this example, a ternary system composed of C1, nC4 and nC10 are examined at different 
pressures.  The binodal curves are shown in Fig. (5.14) at pressures of 2000, 2500, 3000, 
3500 and 4000 psia.  The temperature is constant at 150oF.  The tie lines are not plotted 
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in this figure; however, they are used to calculate the corresponding transformation 
factors.   
At each pressure, the transformation is applied, and the required coefficients as 
functions of pressure are calculated using regression. The transformation factors and the 
intermediate composition are illustrated in Fig. (5.15).  The figure clearly demonstrates 
that the critical tie line always has the largest transformed intermediate composition.  
The base tie line always has zero nC4 composition.  In addition, the transformed nC4 
composition at the critical tie line decreases as pressure increases.  That satisfies the 
same feature in the phase envelope curves in Fig. (5.14), where at the critical points the 
intermediate composition decreases with an increasing pressure.  All the coefficients are 
regressed using the following quadratic equations for this ternary system at 150oF: 
 





-2.686 10    4.337 10   -  58.66
-1.116 10    1.467 10   -  24.24
-1.607 10    3.020 10   -  34.97








= − + − +
= × + ×
= × + ×
= × + ×
  . (5.18) 
 
It is also important to locate the highest and lowest values of the transformation 
factor to determine how many phases are present.  The end points of the transformation 








1 -1.461 10    1.412 10   -  1.206







− = × + ×
− = × + ×
 . (5.19) 
 
All information needed to calculate the transformation factor and the transformed 
intermediate composition is now known.  In the next step, the binodal curves are 
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transformed to the new compositional space.  The transformed bubble-point curve is 
plotted in Fig. (5.17) ( *10nC  as a function of 
*
4nC ), and dew-point curve in Fig. (5.18) 
( *1C  as a function of 
*
4nC ).  One can interpolate the binodal curves accurately or use 
any other appropriate functions to model them.  In this example, a quadratic function is 
used to model the binodal curves. 
The calculated equilibrium compositions using the transformation procedure are 
compared with the calculations using Peng-Robinson EOS (1977, 1978) at a pressure of 
3000 psia.  The only difference from the example of Section (5.2.1) is that all required 
coefficients are now pressure-dependent functions instead of constant values.  Figure 
(5.19) shows that the transformation method accurately captures both the binodal curves 
and the tie lines at this pressure.  More important, the new method requires less than 0.5 
micro-second in computational time, while the Peng-Robinson EOS (1977, 1978) 
requires 150 times more time. 
 
5.3.4 Flash Calculations with Limited Data 
The transformation method can be applied reasonably well as long as at least two 
tie lines are available.  In this research, we use the method when only the base and 
critical tie lines are available.  Linear interpolation of α  is then used since there is no 
information on tie lines in between. 
In this example, we use the same ternary system as in Fig. (5.14) with this 
simplification. The transformation factor relationship is re-plotted to show their linear 
dependence in the transformation space in Fig. (5.20).  The dependence of the 
coefficients on the pressure is still non-linear and can be interpolated accurately using the 







-7.207 10    7.493 10   -  3.420








= × − ×
= × − ×
  . (5.20) 
 
The minimum and maximum of the transformation factors are unchanged as in 
Eqs. (5.20).  In addition, the binodal curves are straight lines in the transformed space 
rather in the actual compositional space.  Figure (5.21) shows for the bubble point curve 
and Fig. (5.22) for the dew point curve from the base tie line to the critical tie line.  The 
simplified transformation method is then implemented to calculate the equilibrium 
compositions at 3000 psia.  The result is compared with the original equilibrium 
compositions by Peng-Robinson (1977, 1978) EOS in Fig. (5.23). Figure (5.23) 
demonstrates the accuracy of this simplified model that is based on only these two tie 
lines.  Although speedup is slightly greater using this approach, the benefit is minimal.   
 
5.3.5 Implementation with Real Fluid Experimental Data 
This section compares the results of the transformation method to experimental 
results.  Table (5.4) shows an experimental data of equilibrium compositions of nC4-
CO2-nC10 system (Metcalfe and Yarborough, 1978).  In this example, we use the method 
in Section (5.3.4) that only two tie lines are used at each pressure of 1000 and 1400 psia.  
The four tie lines used to initialize the calculation is highlighted in grey in Table (5.4).  
In addition, we assume that the simplified linear correlation exists for *2X  and α  
relationship for the four tie lines.  The values of transformation factor and intermediate 
composition are shown in Fig. (5.24).  The maximum and minimum of the 
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transformation factors are assumed linearly dependent on reservoir pressure.  The 
binodal curves (Fig. (5.25)) are straight lines in transformed space.   
Figure (5.26) compares the equilibrium compositions by the transformed method 
with the experimental data at pressures of 1000 and 1400 psia.  In Fig. (5.27), the 
equilibrium compositions at 1500 psia are calculated and compared with the experimental 
data.  The compositions calculated are less accurate than that in Fig. (5.26), but can be 
improved by using a non-linear equation to estimate the maximum and minimum of α , 
given that more experimental data are used.  Errors also result because the experimental 
data often have noise compared with EOS calculations.  However, it is still reasonably 
accurate considering that only four tie lines in total are used (two tie lines each at the 
pressures of 1000 and 1400 psia).  
 
5.3.6 Flash Calculations with Constant K-values 
The new method can also be implemented to calculate the equilibrium 
compositions when K-values are constant.  Compared with constant K-value flash 
calculations in Chapter 4 which are iterative, the new method is non-iterative.  Because 
K-values are constant, only two tie lines are required to exactly model this example. 
In this example, the following K-values are used: 1 5.0K = , 1 2.0K =  and 
3 0.5K = .  The phase behavior is illustrated in Fig. (4.1).  The 
*
2X  and α  relationship 
is plotted in Fig. (5.29), and can be exactly expressed as: 
 
( )*2 0.75 / 1 0.25C α= − − +   . (5.21) 
 
















  . (5.22) 
 
The binodal curves are straight lines in compositional space when the K-values 
are constant.  This is also true in transformed space.  The determined binodal curves 
from the simplified transformation method, compared with that from constant K-value 
flash calculations is illustrated in Fig. (5.29), which shows an exact match.  The new 
method, however, is approximately 10 times faster than the constant K-value flash 
calculations and is robust because no iterations are required. 
 
5.3.7 Simulation Comparison 
We also implemented the new transformation method into UTCOMP, an IMPEC 
reservoir simulator using the same ternary system as in Section (5.3.3).  The reservoir is 
100 ft by 25 ft by 25 ft, with constant porosity of 16% and homogeneous permeability of 
25 mD.  The injection and initial fluid compositions are listed in Table (5.5).  The 
reservoir temperature is constant at 150oF and the initial reservoir pressure is 3000 psia.  
The injection well BHP is fixed at 4000 pisa and the production well pressure at 2000 
psia.  The 1-D simulations used a constant time step of 0.005 days.  Phase densities are 
still calculated using the EOS while phase viscosities are calculated using the Lohrenz-
Bray-Clark correlation (1964).  The phase densities and viscosities, however, could be 
regressed in transformation space. 
Figures (5.30) – (5.32) show the nC10 component recovery, average reservoir 
pressure and compositions at the production well as a function of simulation time using 
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standard flash calculations and the transformation method.  The new method is nearly 
identical to standard compositional simulations.   
The pressure profiles at 20 and 40 days (corresponding to approximately 0.15 and 
0.33 pore volume injected) are shown in Figs. (5.33) and (5.34).  The overall 
composition profiles at these time steps are also plotted in Figs. (5.35) and (5.36).  All 
figures showed that the new transformation method has similar accuracy as using 
standard UTCOMP simulations. 
We also tested the speed for a varying number of grid blocks using a 1.3 GHz 
CPU with 1.5G RAM.    The CPU time used for flash calculations alone (including 
stability analysis) is shown in Fig. (5.39) for 10, 20 and 40 grid blocks in the x-direction.  
The CPU time required for the entire simulation, flash calculations and density 
calculations is given in Table (5.6).  The total CPU time for the simulation using the new 
transformation method is approximately twice faster than the standard method, mainly 
because the flash calculation in this example is about 50% of total simulation time.  The 
new transformation method is approximately 10 to 11 times faster than standard 
UTCOMP in the flash calculations (including stability analysis and density calculation).  
This is much less than the speedup in the batch calculations, mainly because: (1) densities 
are calculated from Z-factors using EOS; and (2) standard flash calculations in the 
simulation uses the values from the previous time step.  The computation time for the 
equilibrium compositions using the transformation method is approximately 50 times 
faster than EOS flash calculations.  If phase densities and viscosities are regressed in the 




In this chapter, a new non-iterative transformation method is developed to 
calculate the equilibrium compositions for ternary systems.  The new method is much 
faster than EOS flash calculations because the transformation method is non-iterative.  
The new method is robust since there is no iteration and will always converge.  This 
method is also very accurate when compared to an EOS model.  Moreover, stability 
analysis calculations are eliminated because the direct solution determines whether one or 
two phases are present. 
Simulation results confirm the speed and accuracy of this new model.  The flash 
calculation is approximately six to ten times faster than the conventional method.  The 
accuracy of the simulation is nearly perfect and is more realistic than if a black-oil model 









 TC (oF) PC  (psia) ω  
C2 90.05 708.35 0.098 
nC4 305.69 551.10 0.193 
nC10 652.01 305.68 0.490 
 







Bubble Point Curve Dew Point Curve  
C2 nC4 nC10 C2 nC4 nC10 
EOS 38.59 4.84 56.57 80.53 5.58 13.90 
TM 38.57 4.84 56.58 80.51 5.58 13.92 
EOS 36.78 9.69 53.54 74.86 11.14 13.99 
TM 36.74 9.68 35.70 74.92 11.15 13.93 
EOS 34.96 14.52 50.51 69.22 16.68 14.10 
TM 34.96 14.52 50.52 69.33 16.69 13.98 
EOS 33.14 19.37 47.50 63.60 22.18 14.22 
TM 33.16 19.37 47.48 63.73 22.19 14.08 
EOS 31.30 24.21 44.49 58.03 27.61 14.36 
TM 31.33 24.21 44.46 58.14 27.63 14.23 
EOS 29.46 29.07 41.47 52.52 32.96 14.53 
TM 29.47 29.06 41.47 52.59 32.97 14.44 
EOS 27.62 33.93 38.45 47.08 38.19 14.73 
TM 27.59 33.93 38.48 47.07 38.19 14.73 
EOS 25.79 38.82 35.39 41.72 43.28 15.00 
TM 25.73 38.81 35.46 41.63 43.24 15.12 
EOS 23.98 43.75 32.28 36.46 48.17 15.34 
TM 23.93 43.75 32.32 36.27 48.10 15.63 
EOS 22.20 48.80 29.00 31.30 52.80 15.90 
TM 22.26 48.79 28.95 31.02 52.68 16.31 
EOS 20.63 53.94 25.43 26.10 57.00 16.80 
TM 20.79 54.04 25.17 25.88 56.90 17.21 
EOS 20.03 58.68 21.29 21.50 59.60 18.90 
TM 19.83 58.54 21.63 21.87 59.94 18.20 
Table 5.2  Comparison of the phase envelope in Fig. (5.1) by Peng-Robinson EOS 
(1977, 1978) with the new method.  With the transformation method, the 
relatively difference is usually less than 1% of the EOS equilibrium 









 TC (oF) PC  (psia) ω  
C1 -116.59 667.20 0.008 
nC4 305.69 551.10 0.193 
nC10 652.01 305.68 0.490 









Bubble Point Curve Dew Point Curve  
CO2 nC4 nC10 C2 nC4 nC10 
47.87 18.41 33.73 94.54 5.23 0.23 
48.37 10.46 41.17 97.06 2.77 0.17 
47.94 26.44 25.62 91.97 7.58 0.18 
1000 
psia 
49.21 37.24 13.56 87.23 12.60 0.94 
68.02 8.29 23.69 96.75 2.89 0.37 
68.52 12.80 18.68 94.87 4.39 0.75 
67.87 13.97 18.16 94.14 5.30 0.57 
70.96 17.90 11.14 90.61 8.71 0.68 
1400 
psia 
76.28 20.30 3.42 86.06 12.97 0.97 
60.90 9.27 29.83 96.91 2.80 0.29 
60.23 15.93 23.84 94.34 5.28 0.38 
62.31 21.91 15.78 91.58 8.06 0.37 
65.20 27.45 7.35 87.47 12.08 0.45 
1250 
psia 
67.27 29.43 3.30 84.69 14.97 0.34 
71.41 7.22 21.37 96.18 3.13 0.69 
73.16 10.57 16.28 94.78 4.45 0.78 
73.25 12.42 14.33 93.06 6.00 0.95 
76.30 13.94 9.76 91.73 7.29 0.99 
1500 
psia 
79.92 15.10 4.98 89.04 9.94 1.02 
Table 5.4  Experimental data used in the transformation method in section (5.3.5).  
Four tie lines (in grey) are used to initialize the calculation.  All other 









Injection Gas Composition Initial Oil Composition 
C1 nC4 nC10 C1 nC4 nC10 
0.95 0.05 0.0 0.0 0.6 0.4 
Table 5.5  Initial oil composition and injection gas composition in the UTCOMP 








CPU Time in second 
by UTCOMP 
CPU Time in second 
Using TM 
Speedup # of 
Grid 
Blocks 
Total Flash Total Flash Comp. Total Flash Comp.
10 21.69 9.22 12.31 0.93 0.23 1.76 9.9 40.1 
20 33.08 17.02 16.78 1.51 0.38 1.97 11.3 44.8 
40 57.20 31.58 28.12 2.85 0.62 2.03 11.1 50.9 
Table 5.6  Comparison of CPU time using standard UTCOMP with the transformation 
method.  The simulation using the transformation method is much faster.  














Fig. 5.1   Ternary diagram for C2-nC4-nC10 system at 498.03 K and 6.125 MPa.  The 












Fig. 5.2   Ternary diagram for C2-nC4-nC10 system in the transformed space at 
498.03 K and 6.125 MPa.  The transformation factor is applied to the C2 
component.  In the transformed space, all tie lines are parallel, and the 






















Fig. 5.3   Transformation factors for C2-nC4-nC10 ternary system in Fig. (5.1).  A 





















Fig. 5.4   Transformation factors for C2-nC4-nC10 ternary system in Fig. (5.1).  The 
solid line uses the quadratic function, the dash line is that from Eq. (5.2) 
for an overall composition.  The triangle is the correct transformation 












Fig. 5.5   Comparison of the equilibrium compositions for C2-nC4-nC10 system at 
498.03 K and 6.125 MPa.  The calculated values are in black, and the 











Fig. 5.6   Ternary diagram in the transformed space for C2-nC4-nC10 system.  The 
transformation factor is applied to the nC10 component.  The critical point 





















Fig. 5.7   Transformed nC4 composition as a function of the transformation factor for 
the ternary system in Fig. (5.6).  The transformation factors are applied to 













Fig. 5.8   Equilibrium compositions computed by the transformation method when 
the transformation factors are applied to nC10 component.  The original 
data (gray) are from the Peng-Robinson EOS (1977, 1978).  The non-












Fig. 5.9   Ternary diagram for a brine-oil-surfactant ternary system with co-surfactant 
injected (Pope, et al. 1982).  The tie lines are in dash lines and the original 






















Fig. 5.10  Transformation factors for a surfactant system (see Fig. (5.9)).  The 











Fig. 5.11  Comparison of the non-iterative transformation method (diamonds with tie 
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Fig. 5.13 Comparison of Hand’s method (diamonds with tie lines) and the 
experimental data (triangles).  Hand’s method is less accurate than the 



















Fig. 5.14  Ternary diagram for C1- nC4 - nC10 system at different pressures from 2000 
psia to 4000 psia at 150oF.  The critical points at each pressure are shown 






























Fig. 5.15  Transformed nC4 composition as a function of transformation factor for the 
ternary diagram in Fig. (5.14) at different pressures.  The critical point is 





















Fig. 5.16  The minimum transformation factor (the critical tie line) and the maximum 
(the base tie line) as a function of pressure.  The calculated transformation 









Fig. 5.17  Bubble-point curves in the transformed space at different pressures for the 










Fig. 5.18  Dew-point curves in the transformed space at different pressures for the 







Fig. 5.19  Equilibrium compositions calculated using the transformation method at 
pressure of 3000 psia and 150oF.  The transformation method is accurate.  
The original data from the PR EOS (1977, 1978) is shown in grey and the 






























Fig. 5.20  Transformed nC4 composition as a function of the transformation factor for 
the ternary system in Fig. (5.14) at different pressures.  We linearly 
interpolate the relationship at each pressure from the base tie line to the 

































Fig. 5.21  Bubble point curves in the transformed space using linear interpolation for 































Fig. 5.22  Dew point curves using linear interpolation in the transformed space for the 







Fig. 5.23  Equilibrium compositions calculated using the transformation method at 
3000 psia and 150oF.  We linearly interpolate the phase behavior from the 
limiting tie line to the base tie line on the 1-3 axis.  The transformation 



















Fig. 5.24  Transformed nC4 composition as a function of transformation factor for the 
CO2-nC4-C10 ternary system (Metcalfe and Yarborough, 1979) at 1000 psia 




















Fig. 5.25 Binodal curves in the transformed space at pressures of 1000 psia 
(diamonds) and 1400 psia (triangles).  Linear interpolation is used for the 




















Fig. 5.26  Equilibrium compositions calculated at 1000 psia (diamonds) and 1400 
psia (triangles) using the transformation method.  The experimental data is 
shown in dots and the calculated equilibrium compositions are in curves.  




















Fig. 5.27  Equilibrium compositions calculated at 1250 psia (diamonds) and 1500 
psia (triangles) using the transformation method.  The experimental data is 
shown in dots and the calculated equilibrium compositions are in curves.  



















Fig. 5.28  Transformed intermediate composition as function of the transformation 
factor for a ternary system with constant K-values of 1 5.0K = , 1 2.0K =  











Fig. 5.29  Calculated equilibrium compositions using the transformed method for the 
ternary system with constant K-value in Fig. (4.1).  Triangles are from 
the Rachford-Rice method (1952), and the lines are from the 




































Fig. 5.30  Comparison of the C10 recovery using the standard EOS model (triangles) 
and the transformation method (lines) at different numbers of grid blocks.  
The numbers of grid blocks are 10, 20 and 40, respectively, from the top.  










































Fig. 5.31  Comparison of the average reservoir pressure in psia using the standard 
EOS model (triangles) and the transformation method (lines).  The 
number of grid blocks are 10, 20 and 40, respectively, from the top.  The 






































Fig. 5.32  Comparison of the compositions measured at the production well using the 
standard EOS model (triangles) and the transformation method (curves).  
The nC4 compositions are the solid lines, nC10 are the dash lines and C1 are 











































Fig. 5.33  Comparison of pressure profile at 20 days using 10 (top), 20 (middle) and 
40 (bottom) grid blocks.  The standard UTCOMP results are in triangles 
and the transformation method results are in curves.  The non-iterative 










































Fig. 5.34  Comparison of the pressure profile at 40 days using 10 (top), 20 (middle) 
and 40 (bottom) grid blocks.  The standard UTCOMP results are in 
triangles and the transformation method results are in curves.  The non-







































Fig. 5.35  Comparison of the overall composition profile at 20 days using 10 (top), 20 
(middle) and 40 (bottom) grid blocks.  The standard UTCOMP results are 
in triangles.  The results using the transformation methods are: nC4 in 






































Fig. 5.36  Comparison of the overall composition profile at 40 days using 10 (top), 20 
(middle) and 40 (bottom) grid blocks.  The standard UTCOMP results are 
in triangles.  The results using the transformation methods are: nC4 in 
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Fig. 5.37  CPU time used for the flash calculations in simulation using the standard 
UTCOMP method and the transformation method.  The new method is 
approximately 10 times faster than the conventional flash calculation. 
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Chapter 6: Conclusions and Future Work 
In this work, several practical phase behavior models have been developed for 
flash calculations using EOS, constant K-values, and non-iterative transformation factors.  
The implementation of these different models and their impacts on speed, accuracy and 
robustness were examined.  Compared with conventional models, all these new 
approaches show significantly improved speed and robustness.   
 
6.1 KEY CONCLUSIONS 
6.1.1 EOS-Based Reduced Method 
1 A new, rapid, accurate, simple and robust model is developed to perform 
flash calculations with arbitrary non-zero binary interaction parameters 
(BIPs).  The new model requires a maximum of six reduced variables in 
phase-split calculations, and five in stability analysis calculations 
regardless of the number of components; 
2 In flash calculations, the new method significantly improves the speed by 
a factor of 1.3 for seven-component systems, and approximately 14 for 
thirty-five component systems compared with the conventional method.  
In stability analysis calculations, the new method also improves the speed 
by a factor of 1.9 for seven-component systems and 24 for thirty-five 
component systems; 
3 In flash calculations, the new method has improved robustness close to the 
critical point; 
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4 In flash calculations, the reduced method will yield the exact solution 
compared with conventional method when the same BIPs are used.  
Significant improvement in speed and robustness without sacrificing 
accuracy are the major advantages of this new method; 
5 The new method is also shown to be easily applied to three-phase flash 
calculations. 
  
6.1.2 Constant K-value Flash Calculations 
1 A simple, fast and accurate objective function is developed to replace 
Rachford-Rice and similar approaches.   
2 The correct solution lies within a predetermined window, the range of 
which is derived in this dissertation; 
3 The new objective function is continuous and almost linear in the solution 
window.  Because of improved linearity, the new method is significantly 
faster than Rachford-Rice, and often requires less iterations.  Based on 
batch calculations, the research shows that the new method needs 
approximately 25% less time for three-component fluids, and 40% less for 
fifteen-component fluids; 
4 The new objective function is scaled near the critical point so that neither 
the objective function nor its derivative change significantly when K-
values approach 1.0;  
5 Simulations in GPAS show that this new objective function requires 
approximately 5% fewer iterations than the Rachford-Rice procedure; 
6 The robustness is also improved that the new objective function can 
always converge to a correct tie line regardless the overall composition. 
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6.1.3 Transformation Method for Limited Compositional Simulators 
1 A simple, accurate, non-iterative, rapid and robust transformation method 
is developed for ternary systems for limited compositional simulators; 
2 The new method is over 100 times faster than conventional EOS flash 
calculations, and approximately 10 times faster than flash calculations 
with constant K-values.  No iterations are used in calculating equilibrium 
compositions.  As a result this method is very fast and robust even at the 
critical point. 
3 An investigation window is proposed to guarantee the uniqueness of the 
solution.  This window is also used in phase stability test; 
4 The new method can model both partial miscible and full miscible 
flooding processes using pressure- and temperature-dependent 
transformation factors and binodal curve functions.  The new model is 
much more accurate compared with Hand’s model, and almost exact as 
EOS flash calculations; 
5 Because the method is direct, the new method always gives an accurate 
solution when the overall composition is on a tie line or tie-line extension; 
6 Even with simplified transformation model by linear interpolation between 
base tie line and critical tie line, the new method is practically accurate; 
7 Reservoir simulations confirm that this model is much faster than 
conventional EOS models without sacrificing accuracy.  For example, 
simulation shows that the new method is approximately 10 times faster 
than the conventional flash calculations in UTCOMP for a ternary system; 
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8 The new method could be used to simulate miscible gas injection that 
requires complicated phase behavior with a few pseudocomponents and 
requires a large number of grid blocks.  Some accuracy will be lost, 
however, by using only three pseudocomponents. 
 
6.2 FUTURE RESEARCH 
Additional research that could be addressed are: 
1 Implementation of the new reduced method into an IMPEC and fully 
implicit reservoir simulator is of practical interest to illustrate the 
efficiency and accuracy of this new model; 
2 Implementation of the new reduced method for three or more phases is of 
growing importance; 
3 Optimization of the iterative techniques in reduced method is also 
important, so that the number of iterations could further be reduced; 
4 Expansion of the non-iterative transformation method to at least four 
pseudocomponents would greatly improve its accuracy in compositional 
reservoir simulations. 
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Appendix: Flash Calculations with Negative Compositions 
When we calculate MMP or MME, it may require flash calculations with constant 
K-values where at least one component has a negative overall composition.  In this case, 
there may be multiple tie lines passing through that overall composition and in 
MMP/MME calculations it is important to locate all of them. The conventional method 
using Rachford-Rice (1952) has convergence problems for these cases because the 
correct solutions are not within the Whitson-Michelsen window (1989). 
We can extend the new objective function in Chapter 4 to this case to guarantee 
convergence.  A similar investigation window can also be derived within which all 
correct solutions must lie.  Let us assume that the K-values of the overall composition 
are sorted from the lightest component (with the largest K-value) to the heaviest 
component (with the smallest K-value), that is 1 1... 1 ... Cj j NK K K K+> > > > > > . 
The same objective function as Eq. (4.12) applies in this case.  However, the 
investigation window of Eq. (4.13) is different.  From Eq. (4.7), we have for each 
component in the equilibrium liquid phase 
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Further, we want 0 1ix≤ ≤  for each equilibrium composition.  As a result,  
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When the overall composition for component i is positive,  
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From Eq. (A.3), the primary variable 1x  must fall into the following window, 
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Similarly, when the overall composition for component i is negative, the primary 
variable 1x  must lie within 
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The final window of the primary variable 1x  are obtained from Eqs (A.4) 
through (A.5) together with 10 1x≤ ≤  by 
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All the correct solutions fall into the above window.  The objective function is 
continuous in the window of Eq. (A.7), however, the function is no longer necessary 
positive at the lower limit of the window or negative at the upper limit. 
We present several example flash calculations where at least one composition is 
negative.  We considered the overall compositions that are along the same tie-line 
extension as those in Fig. (4.1).  The overall compositions studied are point A (-0.171, 
0.020, 1.151) and point B (1.322, 0.500, -0.822).  We examined the objective functions 
and the investigation window for each overall composition using different methods. 
Point A has two valid tie lines that pass through it.  Figure (A.2) shows the 
Rachford-Rice (1952) objective function with the Whitson-Michelsen window (1989).  
Both roots corresponding to the different tie lines are not within the Whitson-Michelsen 
window.  Figure (A.3) compared the Wang and Orr function (1997, 1998) and our new 
function.  As is shown, the two different roots lie within the window of Eq. (A.7).  The 
Wang and Orr function has a trivial solution at 1 0x = . 
Point B has only one tie line that passes through it.  Figure (A.4) shows the 
Rachford-Rice (1952) objective function with the Whitson-Michelsen window (1989).  
The correct solution is not in that window.  Figure (A.5) compared the Wang and Orr 
function (1997, 1998) and our new method.  As is shown, the two different roots lie 
within the window in Eq. (A.7).  Wang and Orr method also has the trivial solution of 
1 0x = . 
In both examples, the correct solutions lie within the window defined by Eq. 














Fig. A.1    Ternary diagram with K1 =5.0 , K2 =2.0 , and K3 =0.5 .  The two 
compositions shown lie on the same tie-line extension as that 

















Fig. A.2    Rachford-Rice function (1952) for point A in Fig. (A.1).  The 
vertical lines are the limits of the Whitson-Michelsen window 
(1989).  There are two roots (solid dots) corresponding to 




















Fig. A.3    Objective functions for point A in Fig. (A.1) based on the new 
objective method and that given by Wang and Orr (1997, 1998).  
The two correct roots (the solid dots) lie within the window 

















Fig. A.4    Rachford-Rice function (1952) for point B in Fig. (A.1).  The 
vertical lines are the limits of the Whitson-Michelsen window 





















Fig. A.5    Objective functions for point B in Fig. (A.1) based on the new 
objective method and that given by Wang and Orr (1997, 1998).  
The correct root (the solid dot) lies within the window given by 




a   attraction parameter for EOS, 3 /psia ft lbm mol⋅ −  
A  attraction parameter for EOS, dim. 
b  repulsion parameter for EOS, 3 /ft lb mol−   
B  repulsion parameter for EOS, dim. 
C  transformed composition, dim. 
d  dimensionless chemical potential, dim. 
D  dimensionless chemical potential, dim. 
e  error or objective function 
F  objective function 
f̂      component fugacities, psia 
g  binary interaction parameter for new model, see Eqs. (2.5), dim. 
h  binary interaction parameter for new model, see Eqs. (2.5), dim. 
J  Jacobian matrix, dim. 
k  binary interaction parameter, dim. 
K  K-value, dim. 
L  liquid mole fraction, dim. 
NC  number of components 
NP  number of phases 
MW  molecular weight, dim 
P  reservoir pressure, psia 
q  reduced variable for pure components, dim. 
R  gas constant, 3 /psia ft lb mol R⋅ − ⋅  
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T  temperature, oF 
V   molar volume, 3 /ft lb mol−  
V  vapor mole fraction, dim. 
x  liquid phase molar composition, dim. 
*X   transformed liquid phase molar comopsition, dim. 
y  vapor phase molar composition, dim. 
y   composition at the stationary point, dim. 
Y  modified primary variable in stability analysis 
*Y   transformed vapor phase molar comopsition, dim. 
Y   modified stationary points in stability analysis 
z  overall composition, dim. 
*Z   transformed overall molar comopsition, dim. 
α   transformation parameter,dim. 
δ   Kronecker delta function 
1δ   EOS parameter, see Eq. (2.3) 
2δ   EOS parameter, see Eq. (2.3) 
j
iφ   component fugacity coefficient, dim. 
Θ  reduced parameters, various dimensions 
ω  acentric factor, dim. 
μ   chemical potential, J/mol 
 
Superscripts and Subscripts 
*  transformed composition 
i,j  species index 
k,l  index for reduced parameters 
c  critical properties 
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D  dimensionless quantity 
j,l  phase index 
L  liquid phase 
m  mixture property 
max  upper boundary of the investigation range 
min  lower boundary of the investigation range 
ref  reference component 
T  total property of multi-phase mixture 
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