Multidimensional classification analysis is performed on burst triggers generated by event trigger generating algorithms such as the kleineWelle algorithm in LIGO's fifth science run data. The analysis is meant to extract more information from the structures present in the data in higher dimensions and also aid in vetoing non-gravitational wave signals by grouping triggers with similar characteristics. The parameters used in the analysis include time-frequency information as well as shape attributes of the triggers. The method is demonstrated on data from one of the LIGO environmental channels.
Introduction
The three LIGO [1] detectors started taking data from 4 November 2005. This is the fifth science run (called S5) for LIGO and the data taking is expected to run for over a year [2] . The GEO detector [3] will also operate in science mode intermittently through the duration of S5. The data collected from this run are analysed to search for astrophysical sources categorized into four main groups-burst sources, pulsars, inspiral sources and stochastic background [4] . While there exist faithful models for the last three sources named above, the burst sources do not yet have reliable realistic models, and are typically searched for non-parametrically in the time-frequency domain.
Data from the LIGO detectors are also found to be non-stationary [5] [6] [7] . A number of software tools including event trigger generators (ETGs) such as kleineWelle [8] , Q-scan [9] and DMT (data monitoring tool) [10] monitors such as BurstMon [28] and NoiseFloorMon [5] are employed to look at the glitches as well as temporal variations in the noise floor. These tools look at different aspects of the glitches observed in the data and serve different purposes in the analysis. The kleineWelle algorithm detects bursts in the gravitational-wave channel as well as several important auxiliary channels that are expected to have an impact on the gravitational-wave channel. This makes possible inter-channel correlation and comparison studies that are essential to find efficient vetoes.
In addition to producing an output data stream that is sensitive to the presence of gravitational waves, the LIGO detectors also produce a number of auxiliary data streams that reflect the state of the detector and its physical environment. The presence of events in these auxiliary channels can be used to identify instances of anomalous detector behaviour. Such periods are then excluded from the final analysis, vetoing any potential false events that are observed at the same time in the gravitational-wave channel.
In this paper, the method of multidimensional classification is demonstrated on kleineWelle trigger data from a sample environmental channel. Initially, a visualization technique is used, followed by hierarchical classification schemes. The subsections are arranged in a logical manner, starting with a description of the kleineWelle algorithm and the triggers it generates from the data, followed by an explanation of the classification schemes, results applied to an example environmental channel and a discussion how these results can be of potential use to LIGO veto analysis.
kleineWelle event trigger generator
'kleineWelle' is a computational method that finds transients in a time series by applying dyadic Haar wavelet transforms to look for excess energy regions in timescale decompositions [8] . Wavelet transforms are described in detail in many textbooks. For a quick reference, one can see [13] . The kleineWelle algorithm works on whitened data that are also cleaned of lines. These pre-processed data are then passed to the dyadic wavelet transform and then a threshold is applied on the energy of individual pixels. This step identifies the statistical outliers. The nearby pixels are also clustered on the time-frequency plane and the significance is determined from their known distribution. kleineWelle now runs as a DMT monitor. The output trigger parameters are start and stop times, normalized energy weighted central time and scale, unnormalized and normalized energies, number of pixels in the cluster and their significance. The list of triggers is archived in a database accessible to the collaboration.
Why multidimensional classification of kleineWelle triggers is relevant to glitch/veto analysis?
As mentioned above, the kleineWelle pipeline generates the burst triggers or events at a high rate from several channels. There is a wealth of information in these multi-parameter data that need to be analysed in order to look for scientifically relevant structures embedded in them. Several veto analysis efforts are underway, catering to different questions relevant to the ongoing astrophysical searches. However, a multivariate classification based study of the glitches has not been done. Often complex data do not reveal embedded structures in simple one or two dimensions. It has been seen in the field of astrophysics [15, 27] that multivariate classification methods can bring out more information than univariate ones. Thus, it is interesting to see if such an analysis, applied here for the first time to LIGO data, can potentially lead to the construction of powerful vetoes. 
Analysis pipeline
LIGO data from the fourth science run (S4) from an environmental (accelerometer) channel from the Hanford 4k interferometer (H0:PEM-BSC2 ACCX) have been used to demonstrate the results of this analysis. The full pipeline is shown in figure 1 .
The database from the kleineWelle pipeline feeds into the starting point of the multidimensional classification pipeline. The parameters used from the database are the trigger duration and the central frequency of the wavelet scale. We also augment the reported kleineWelle parameters by a number of derived parameters. We define the signal-to-noise ratio (SNR) as (E total − n pix ) −1/2 , where E total is the total energy (normalized by the noise variance) and n pix is the number of pixels in the cluster in the time-frequency plane. We have also folded in the shape of the triggers as one of the attributes in the classification space. The shape information is introduced in terms of 15 highest wavelet coefficients. These coefficients preserve information about the shape of the waveform of the signal in question. The choice is ad hoc, but has later been verified as an adequate representation of the waveforms. Thus, the final analysis is performed in an 18-dimensional space. The way this is achieved is by taking about a second of raw time series data each way around the trigger, band passing it with about 10 Hz each way around the central frequency (approximated from the central scale), cleaning it of any lines present in the band and finally calculating the wavelet coefficients. In this particular case, Haar wavelets in Matlab's [30] DWT function are used. An additional cut has been applied to retain triggers with SNR greater than or equal to 4.
In the new database, each trigger is now represented by 18 numbers and represents a point in the 18-dimensional space. This is now subjected to multidimensional visualization and hierarchical classification algorithms as described in the previous section. The former is to get a preliminary idea about the possible structures present in the data and the latter is a more rigorous analysis aimed towards determining the actual classes present in the data and studying the properties of the members in each class that set them apart in the multidimensional data space.
Description of analysis methods and results obtained
The analysis methods applied to the present study are (i) multidimensional visualization and (ii) hierarchical classification. [25, 26] is a very powerful method of classification. Data visualization tools can help researchers recover hidden patterns and relationships among variables. However, simultaneous viewing of more than three variables remains a challenge. From the standpoint of human perception, the potentially extreme multidimensionality of multivariate data presents serious difficulties due to cognitive limitations and is what many call the 'curse of dimensionality' [22] [23] [24] . Details of this method and algorithms involved will be described in section 6.
Multidimensional visualization

Method. Data visualization in higher dimensions
A dissimilarity matrix A is defined as a matrix whose elements A ij represent the degree of dissimilarity between each pair of objects i, j. A has a graphical interpretation considering that the degree of dissimilarity can be defined as a 'distance'. The geometric interpretation of A can be drawn from the fact that each object can be represented as a point in the rdimensional space such that the distance between i and j can be approximated by A ij . The process of creating these parameters is called multidimensional scaling (MDS). Dissimilarity information (DI) is very common in mathematics, statistics and biology. Software in this area typically casts higher dimensional data into dissimilarity matrices and creates graphical views of the dissimilarity information.
Results.
The results of the analysis are presented in two parts-first the histograms of the physical parameters used, namely the trigger duration, SNR and frequency, and then the results of the multidimensional visualization in an 18-dimensional parameter space. Figure 2 shows the histograms of the SNR, trigger duration and frequency of the triggers. The figures are plotted on a logarithmic scale.
For this particular dataset, the histograms show bimodality which is most prominent in the SNR and duration histograms, but not so in the frequency histogram. This seems to indicate that there may be two categories of triggers in the dataset used for this study as far as the trigger durations or the SNRs are concerned. One group of triggers has durations ranging between 0.001 and 0.03 s and the other seems to have a range from 0.03 to 0.4 s. In the case of SNR, two peaks are visible-one indicating triggers with SNR < 7 and the other with SNR > 7, extending up to values of SNR above 50, signifying very loud events. The histograms however cannot give us information as to how the two groups noted in each of the cases may be related. Figure 3 shows the same three quantities in a three-dimensional space and viewed as a projection on a two-dimensional plane. The two figures show different axes orientations and are snapshots from a dynamic plot. In these figures, presence of two classes is evident-a larger class with cohesive structure and a second smaller one with more scattered triggers. This is true even when the axes are differently oriented, showing that the classes thus seen are not just a function of a particular orientation, but rather a true set of triggers that form a group in the three-dimensional space. The figure on the right even shows the possibility of a third class that is much smaller than the other two. The members of the cohesive group form a tight cluster while the members of the other group are seen to be scattered in the three-dimensional space indicating more variability in the properties of its members. The next investigation is to see the classes in the 18-dimensional space. Figures 4(a) and (b) show this case. The triggers in the 18-dimensional space are projected onto the two-dimensional plane. In Ggobi, the projection graph layout is done by using the 'neato' layout algorithm [29] where the graph is modelled as a set of objects connected by springs and an iterative method is used to find the lowest energy configuration. More details of this method can be found in [32] . The two classes are seen as in the previous case. However, the third class is not so obvious in this case. In fact, it is only the big cohesive group of triggers that be described as truly forming a class, as apparent from this dynamic visual aid. The other group appears to have a very large scatter and thus confirms the indication obtained in the three-dimensional study that there is a large variability in the properties of the members belonging to this class. In the following section, a more rigorous mathematical approach is applied to decipher more information about these classes.
Hierarchical classification
Since the multidimensional visualization methods indicate the presence of two or more clusters, we proceed towards performing a hierarchical classification study to establish and vindicate the results that the preliminary visualization study has indicated.
Method.
Hierarchical clustering is a procedure that points out if the data have different classes of objects present in them. In our case, this analysis is meant to indicate if the triggers from a particular channel all have the same characteristics or there are several distinct groups present in it.
Hierarchical clustering [15] [16] [17] [18] [19] is a procedure based on successive merging of proximate pairs of clusters of objects [15] . It starts with N clusters of one member (N being the number of data objects, in this case, triggers) and produces a 'clustering tree' or 'dendrogram' in A 'cohesive' group is seen (marked in yellow/light grey) and a 'scattered' group is seen (marked in red/darker grey). The members of the cohesive group form a tight cluster while the members of the other group are seen to be scattered in the three-dimensional space indicating more variability in the properties of its members.
successive stages, ending with one cluster of N members [15] . There are well-established statistical measures that indicate which stage of the hierarchical tree is significant, or in other words, how many clusters are scientifically relevant. There are usually four steps to the method. These are the following. (i) Choice of variables: the variables that go towards being classified should be chosen appropriately and transformations may be applied to them if appropriate. In the present study, the variables such as the trigger duration and the central frequency of the wavelet scale are chosen directly from the kleineWelle trigger database. Variables such as the SNR are derived from the E total and n pix . (ii) The 'distance' or metric calculation: the metric or 'distance' measure needs to be computed. This quantity indicates how to define how 'near' or 'far' the triggers are from one another in the multidimensional parameter space. There are several ways of calculating this distance and examples are abundant in the statistical literature. Our choice of distance calculation (described in detail in the following section) is motivated by the nature of the problem, i.e. triggers appearing from different physical and instrumental sources and showing up in the main channel with various shapes. (iii) Merging procedure: a cluster 'merger' procedure needs to be defined at the end. This step is perhaps the most crucial in the formation of the clusters. It involves algorithms that decide how The dendrogram consists of many 'U'-shaped lines connecting objects in a hierarchical tree. The height of each 'U' (the y-axis) denotes the distance between two objects being connected. The x-axis gives the number of the triggers belonging to a given branch in that particular level of hierarchy. In this figure, the dendrogram shows two very distinct clusters indicated by the two top branches. A third one can also been seen diversifying from the branch on the left, but its statistical significance is much weaker.
'close' a pair of clusters is before proceeding towards merging them into the same group. The merging procedure adopted in the present study is described in detail in the following section. (iv) Validation of the classification, i.e. significance of separate existence of each of the postulated subpopulations, is done by multivariate analysis of variance (MANOVA) [14] . Popular test statistics used in performing the MANOVA are Wilks' lambda [20] , Mahalonobis D 2 statistics [21] , etc.
Choice of distance and merger algorithms and results.
This section describes the methodological choices made in the hierarchical clustering procedure. The criteria used in this study have been calculation of distance between pairs of objects based on one minus the sample correlation. Sample correlation is defined as the ratio of the sample covariance to the product of the sample standard deviations between the points. This particular choice was made keeping in mind that the trigger waveforms may have random phases to begin with and thus any other choice e.g. simple Euclidean distance might have not have been able to cluster triggers having same shape but different phases.
The linkage function connecting these points has been based on the largest distance between the objects in the groups. This is known as the 'complete' linkage in the statistical literature. In mathematical notation, the distance between clusters J and K is given by [33, 34] where x J and x K indicate unweighted means, W K = nK i=1 |x i − µ| 2 and n K is the number of members in the kth cluster. µ is the sample mean. Figure 5 shows a dendrogram showing the classes in the data. A dendrogram is a plot of the hierarchical cluster tree. A dendrogram consists of many 'U'-shaped lines connecting objects in a hierarchical tree. The height of each 'U' denotes the distance between two objects being connected. In this figure, the dendrogram shows two very distinct clusters indicated by the two top branches. A third one can also been seen diversifying from the branch on the left, but its statistical significance is much weaker. The procedure that decides how the statistical significance of a cluster is determined is described below.
The cluster structure is evaluated by using the squared correlation coefficient [15, 18] which measures how readily the data fits into the classification structure given by the analysis. In other words, this quantity tells us how many classes should be reported as statistically significant. The squared correlation coefficient R 2 is defined as
and gives a measure of the fraction of the total variance accounted for by a partition into g clusters [15, 18] .
5.2.3.
Results. The present analysis gives a value R 2 = 0.49 for the presence of two clusters. This emphasizes that two distinct types of triggers are present in the database generated by the kleineWelle algorithm from the H0:PEM-BSC2 ACCX accelerometer channel that is used to demonstrate the method in the present study. In addition, the MANOVA performed on the data confirms the presence of two groups in the data with a probability p < 10 −6 . This result indicates that between the two hypotheses (a) the trigger population under study forms a uniform population and (b) the trigger population under study does not form a uniform population, but rather has distinct classes, we can reject the former with a probability p < 10 −6 . Figures 6 and 7 show the time series and spectrogram of individual example triggers from each group. Figure 6 shows one trigger from the so-called cohesive group as seen in figures 4(a) and (b). As can be seen in this figure, the trigger does not show up significantly in the time series, nor does it stand out in the spectrogram. This seems to be characteristic of all the triggers that fell into the cohesive group. Figure 7 shows a trigger that comes from the so-called scatter group as seen in figures 4(a) and (b). In contrast to what we have seen in figure 6 , the triggers in this group belonged to those with high values of SNR and also longer in duration. They can be seen distinctly in the time series and have a clear presence in the spectrogram as well.
Inference
The study clearly shows the presence of two classes of events in the 18-dimensional space. This is the beginning of an ongoing project that aims at analysis of triggers in the multidimensional space where shape of the triggers forms an important measure. The figures shown here are only for illustration of the method using data from an environmental channel (H0:PEM-BSC2 ACCX accelerometer channel). Since the environmental channels pick up certain particular types of signals for which they are designed, we do not perhaps see more elaborate structures in the results presented here. However, when we look at the triggers from the gravitational-wave channel, we expect to see many different classes corresponding to different types of triggers coming from a wide variety of sources. This feature makes it a potentially good veto mechanism. The final analysis pipeline will perform classification on all important auxiliary channels to identify the shapes and properties of each such class and correlate them to those found in the gravitational-wave channel. This will lead to tracking down the sources of the triggers and vetoing them out. Once the full pipeline is in operation, the veto mechanism will also be quantified by making simulation studies showing false alarm and false dismissal probabilities using simulated burst triggers. Apart from this application, tracing back the trigger sources will also result in an effective detector characterization and instrument debugging. The study is being performed on the main gravitational-wave channel as well as on several auxiliary and environmental channels. This work is in progress and a web page based reporting is under construction that will analyse the triggers on a daily basis in a semi-automated way to be reported to the working groups on a regular basis.
