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Abstract
Calculating the dipolar fields in LLG simulations account for the majority of the runtime as
these computations scale with system size faster than the other interactions. Eﬃcient paralleliza-
tion of the dipolar field is essential for a parallel LLG solution. This article presents a method
to dynamically generate a parallel strategy and examines the benefits in speedup over standard
parallelization.
1. Introduction
The Fast Fourier Transform (FFT) is a key aspect in eﬃcient calculation of the dipolar con-
tribution to the eﬀective field in the Landau-Lifshitz-Gilbert (LLG) equation. It is responsible for
the reduction of runtime from O(N2) to O(N log(N)) in micromagnetic simulations. Calculating
the dipolar fields in a parallel environment can be readily implemented using conventional par-
allelization techniques such as coarse or fine grain parallelism. These techniques, while parallel,
are rarely optimal because they can not take into account the variable computing environments
present in high performance computers. Also significant diﬀerences in runtime scaling between
the dipolar interaction and all other interactions means that an optimal solution at one problem
size may not apply to another.
In the following sections we identify which aspects of the dipolar calculation pose problems
when generating parallel code. We will also present a method to generate an optimal parallel
strategy that implicitly takes into account computing hardware, other users, system size and the
scalability of the algorithms used.
2. The Dipolar Interaction
The dipolar interaction is a weak, long-range field that is always present between magnetic
moments[1] and can stabilize order at finite temperates[2]. While the magnitude of the dipolar
field is much smaller than the exchange interaction, it is essential for the proper treatment of thin
film magnetic systems.
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Figure 1: Schematic of Dipolar Field Calculation
In systems with discrete lattice sites, the dipolar field at site i is defined as
Hdi = g
∑′
j
σ j
r3i j
− 3 ri j( σ j· ri j)
r5i j
, (1)
with σ j denoting the magnetic moment at site j, ri j as the displacement between sites i and j
and the prime on the summation to exclude the case of i = j. If we define our overall lattice as
a single lattice infinitely replicated via periodic boundary conditions then we can factor out the
magnetic moments
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with interaction matrix Γαβ as
Γαβ =
∑
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′ δαβ
|Ri j|3
− 3R
αRβ
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, (3)
which is a summation over replicated lattices R. The Fourier transform of Equation (1) can now
be written as
Hα(q) = Γαβ(q)σβ(q) (4)
which is an order N convolution in frequency space.
The computations required to calculate the real space components of the dipolar fields from a
single layer of magnetic moments may be succinctly described Figure (1). This figure depicts the
decomposition of the magnetic moments into Cartesian components and the Fast Fourier Trans-
form to frequency space. The convolution with the precomputed, Fourier transformed interaction
matrices Γαβ resulting in dipolar fields is shown in the centre. The resulting fields must then be
transformed back into real space. This figure highlights the fact that we are not performing a
single FFT per iteration but a group of FFTs. This is what we need to eﬃciently parallelize in
order to achieve an eﬃcient calculation of the dipolar fields. While the two highlighted groups
are separate, we assert that the optimal strategy to deal with one may be reused to evaluate the
other.
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3. Group Parallelization
Our goal is to generate a parallelization strategy that will eﬃciently execute a group of tasks,
in this case FFTs. Some proposed solutions utilize coarse grained parallelism in which the exe-
cution of each task is assigned to a separate processor[3]. Other solutions require the complete
parallelization of each individual task and the execution of separate tasks in sequence. This is
the standard fine grain approach. Coarse grain parallelism requires the processor count to equal
the number of tasks, and this imposes an unrealistic constraint. Fine grain performs best when
there is zero parallel overhead, also unrealistic. Both of these methods make assumptions about
the underlying computing environment and calculation size which are continually varying which
are fundamental flaws.
Modern high performance Symmetric Multi-Processor (SMP) machines, such as the SGI Al-
tix 350, have a variable topology in terms of interprocessor communication (IPC) times. Two
processors on a single node can communicate faster than processors on diﬀerent nodes. Commu-
nication times between nodes can also vary depending on the connection method; some machines
use a single, flat, high-speed back plate while others may employ an hypercube configuration. A
hard-coded parallel solution, either coarse or fine, may work well on one computer but not on
another.
While coding for a specific machine may be feasible, coding for a specific set of processors
on a given machine is generally not. Most large SMP machines are shared resources that are
continually in use by other researchers. This presents a variable best-case topology in terms of
IPC times. To overcome this we have developed, tested and implemented a strategy that most
eﬀectively uses the available processors of a given machine in order to evaluate a group of tasks.
This strategy is divided into two parts. First we select a set of processors that are most idle and
topologically closest. This selection allows the set of processes to execute in a least restricted
manner while communicating quickly. Second, we devise a plan which implicitly takes into
account the current system load, underlying hardware, system size and algorithmic eﬃciency.
We approach the problem in the following way.
1. Before starting the simulation, we determine the time taken for 1 to N processors to per-
form a single task, in this case an FFT, and we denote this time as t(n).
2. We consider dividing the available N processors into P pipes where ni denotes the number
of processors assigned to evaluate the set of tasks in the ith pipe, i ∈ {1 . . . P}.
3. For each distribution {ni}, we consider the diﬀerent ways we can allocate the T tasks across
the P pipes. Denoting Ti as the number of tasks assigned to the ith pipe, each pipe can then
be characterized by S i = {ni,Ti} and the set of pipes S = {S i}.
4. We then define the time taken to complete pipe i as
t(S i) = t(ni)Ti, (5)
and
t(S) = max(t(S i)), (6)
which represents the total time for all the pipes to complete all the tasks assigned to them
using the allocated processors. The tasks in each pipe are performed sequentially while
individual pipes are executed in parallel.
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Figure 2: Comparison of Speedup for a 128x128 LLG simulation
5. The optimal number of pipes, distribution of tasks and processors is then determined by
the set {S i} that minimizes t(S) subject to the constraint
P∑
i=1
ni ≤ N
P∑
i=1
Ti = T. (7)
The fine and coarse grained schemes, are obviously included in the set of possible solutions.
The fine grained scheme coresponds to the set
S = {{N,T }}, (8)
while the coarse grained scheme coresponds to the solution
S = {{1, 1} {1, 1}, . . . , {1, 1}}, |S| = N. (9)
Our strategy dynamically distributes the T tasks across N processors at the start of each simu-
lation to minimize the overall time required to evaluate the group of tasks in parallel. We refer
to this strategy as hybrid parallelization since it mixes both coarse and fine grain parallelism to
achieve an optimal solution of the group evaluation of tasks in parallel.
4. Speedup
A sample comparison of the speedup attained via the fine grain and hybrid parallelism, in
the context of a full LLG simulation run on the SGI Altix 350, is presented in Figure 2. This
shows that the hybrid method finds and selects fine grain parallelism for the cases of a single
processor and two processors. It then selects more eﬃcient plans for the cases of three and more
processor. These curves are representative of both larger and smaller lattice sizes. Fine grain
parallelism is appropriate for some small number of processors but is unable to scale as overhead
inevitably begins to dominate and thus reduces speedup. Hybrid parallelism shifts from fine grain
66 J. Mercer / Physics Procedia 7 (2010) 63–67
Jason Mercer / Physics Procedia 00 (2010) 1–5 5
toward coarse grain as processors are added. In some cases the optimal solution may not utilize
all available processors. This corresponds to a pipe being assigned zero tasks and a non-zero
number of processors. This situation will occur if the addition of a processor to the working set
introduces more overhead than productivity.
5. Conclusion
We have introduced a new method of parallelism that we applied to the group calculation of
FFTs. These FFTs were then used to eﬃciently calculate the dipolar interaction for an LLG sim-
ulation. The method itself considers all parallel solutions between pure coarse and fine grained
parallelism and selects the most appropriate for the current computing environment and algorith-
mic eﬃciency. This method can yield significant improvement in speedup when scaling to more
processors when compared to the fine grain method. The same is clearly true when comparing
to coarse grained parallelism since it is considered as a possible solution when an optimal plan
is constructed. Since the set of solutions considered by the hybrid parallelization strategy in-
clude both coarse and fine grain, it guarantees performance results equal to or better than these
traditional parallelization strategies.
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