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1. Introduction
The collective radiation phenomenon has been an interesting subject since the pioneering work of Dicke [3] in 1954.
In that classic paper, Dicke considered two types of collective radiation phenomena: superradiance and subradiance in a
collection of two-level atoms when all atoms are conﬁned inside a volume much smaller than radiation wavelength. Dicke
introduced the notion of superradiance when discussing the formation of a short-lived state in a radiant gas of N identical
two-level atoms. When the gas is conﬁned to a volume with a size smaller than the wave length of the radiation, the
atoms are coherently coupled through the common radiation ﬁeld. By considering the entire collection of atoms as a single
quantum-mechanical system, Dicke found that under certain conditions the individual atoms cooperate to emit radiation at
a rate which is much greater than their incoherent emission rate. A system which exhibits cooperative effects of this nature
is said to be superradiant.
Superradiance is very useful as one of the methods for producing coherent emission without coherent pumping. This
is especially important in X-ray or γ -ray where there are no effective mirrors which limits the use of ordinary stimulated
emission process. Besides, with the recent advances of quantum informatics, decoherence free subspace has been proposed
to be one of the strategies to combat the effects of decoherence in quantum computation and quantum communication.
Decoherence-free subspace (DFS) is a special set of quantum states which is insensitive to some particular noise. These
subspaces prevent destructive environmental interactions by isolating quantum information. They are important in quantum
computing, where coherent-control of quantum systems is the desired goal. Since quantum computers cannot be isolated
from their environment and information can be lost, the study of DFSs is important for the implementation of quantum
computers into the real world. A collective system of many two-level particles is one of the ideal candidates to realize
decoherence free subspace. An ensemble of N two-level atoms with one excitation also plays an important role in quantum
memory and quantum networking [2].
Recent quantum optical computations and experiments study the problem in which a single photon is stored in a gas
and then retrieved at a later time (see [10–12]). In [23] the correlated spontaneous emission from N atoms in free-space
is studied. In very recent work of Svidzinsky et al. [24] the problem of single photon spontaneous emission is discussed
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quantum N atom problem is analogous to the radiation of a system of N harmonic oscillators. The mathematical motivation
of our work is to ﬁnd a complete set of eigenfunctions of the superradiance integral equation omitting the contribution of
virtual photons. This turns out to be a problem of solving the integral equation∫
V
sin(k0|r− r′|)
k0|r− r′| β
(
r′
)
dr′ = λβ(r), (1.1)
where r, r′ ∈ V ⊂ R3 and the integral is taken over the volume V of a sphere of radius R . Our work will focus on several
concepts and results involving the solution of the above integral equation.
A similar problem to (1.1) in one dimension is in literature since the pioneering work by Slepian, Landau and Pollak (cf.
[17–22]) in communication theory. Let f ∈ L2(−∞,∞) be given. The theory of the Fourier integral transform gives
F (ω) =
∞∫
−∞
f (t)e−iωt dt, and f (t) = 1
2π
∞∫
−∞
F (ω)eiωt dω.
Deﬁne Ω = 2πW where W is a positive real number. The bandlimited version of f is deﬁned by
B f (t) = 1
2π
Ω∫
−Ω
F (ω)eiωt dω,
and the timelimited version of f is deﬁned by
Df (t) =
{
f (t), |t| T /2,
0, |t| > T /2.
The problem considered by Slepian, Landau and Pollak (cf. [17–21]) was to maximize μ for μ = ‖BD f ‖2∞/‖ f ‖2∞ , for f ∈
L2(−∞,∞). This reduces to a problem of solving the integral equation
λ f (t) =
T /2∫
−T /2
sinΩ(t − s)
π(t − s) f (s)ds, (1.2)
where |t| T /2. The maximum μ equals the largest eigenvalue λ0 of (1.2). Finding the eigenfunction of a ﬁnite convolution
integral operator is not easy, even if one is satisﬁed with quite good numerical approximations. Of all the strategies one
can dream of to solve this problem, none sounds so appealing as that of ﬁnding a second-order differential operator with
simple spectrum which will commute with the given integral operator and thus will have the same eigenfunctions as the
integral operator. This is exactly what Slepian, Landau and Pollak did in their work. The prolate spheroidal wave function
pops up as a solution of the related differential equation and thus solves (1.1).
Slepian [20] has found that a similar situation holds in higher-dimensional Euclidean space Rn . Slepian [21] also showed
that a similar situation holds for the case of the integers or the circle. Grünbaum [7] proved a similar result for the group
of roots of unity. Grünbaum et al. [6] gave many analogous commutation results with the real line replaced by either a
non-Abelian group or a symmetric space. Their work includes topological groups, the rotational group SO(n), the sphere S2,
real two-dimensional projective space, higher-dimensional spheres, hyperbolic Minkowski space, etc. The analysis depends
on special functions and the theory of Group Representations [26]. Grünbaum [8] also gave an account of commutator
of convolution integral operator that contains differential operator of fourth order. Simons et al. [15,16] gave an analogue
of Slepian’s time-frequency concentration problem on the surface of the unit sphere to determine an orthogonal family
of strictly bandlimited functions that are optimally concentrated within a closed region of the sphere. They posed and
solved the spherical spatio-spectral concentration problem for a geographical region of arbitrary shape. Remarkably there is
also a differential operator that commutes with the relevant integral operator which was extremely helpful in solving the
eigenvalue problem. The solution for this problem is useful in a variety of geophysical, planetary, cosmological and other
applications.
Motivated by all these works we will approach the three-dimensional superradiance problem by ﬁnding a differential
operator that commutes with the related integral operator. We will ﬁnd the eigenfunctions of the differential operator and
derive many properties of such commuting operators which will enable us to ﬁnd the solution for (1.1).
In [23] the correlated spontaneous emission from N atoms in free-space is studied. In that paper the authors considered
the following problem. Consider a system of two-level (a and b) atoms (at time t = 0) one of which is in excited state a
and all other atoms are in the ground state b. The energy difference between levels a and b is Ea − Eb = h¯ω. Atoms are
located at positions r j ( j = 1,2, . . . ,N). At t > 0 the initial state starts to decay by emitting a photon. The problem we
consider is to ﬁnd how the state decays with time. As observed in [23], the Hamiltonian for this system can be given by
764 I. SenGupta / J. Math. Anal. Appl. 375 (2011) 762–776Hˆint =∑k∑Nj=1 gk[σˆ jaˆ†kE1(t) + σˆ †j aˆkE2(t)], where, E1(t) = exp(i(νk − ω)t − ik · r j), E2(t) = exp(−i(νk − ω)t + ik · r j), σˆ j is
the lowering operator for atom j, aˆk is the photon operator, νk = ck is the frequency of the photon with wave vector k, gk =
atom–photon coupling constant for k mode = ω dabh¯
√
h¯

0νkV ph
, dab is the electric-dipole transition matrix element between
levels a and b, and Vph is the photon volume. Svidzinsky and Chang [23] looked for a solution of the Schrödinger equation as
a linear combination of Fock states Ψ =∑Nj=1 β j(t)|b1b2 . . .a j . . .bN0〉 +∑k γk(t)|b1b2 . . .bN1k〉, where, |b1b2 . . .a j . . .bN0〉
are states corresponding to zero number of photons and one atom j is in the excited state a and |b1b2 . . .bN1k〉 are states in
which there is one photon and all N atoms are in ground state b. Substitution of this Ψ in Schrödinger equation ih¯ ∂Ψ
∂t = HˆΨ
gives β j(t) and γk(t) satisfy
β˙ j(t) = −i
∑
k
gkγk exp
(−i(νk − ω)t + ik · r j), (1.3)
γ˙k(t) = −i
N∑
j=1
gkβ j(t)exp
(
i(νk − ω)t − ik · r j
)
. (1.4)
Integration of (1.4) over time gives
γk(t) = γk(0) − i
t∫
0
dt′
N∑
j=1
exp
(
i(νk − ω)t′ − ik · r j
)
gkβ j
(
t′
)
. (1.5)
Assuming no photon at t = 0 and substituting (1.5) into (1.3) gives
β˙ j(t) = −
∑
k
N∑
l=1
t∫
0
dt′ g2kβl
(
t′
)
exp
[
i(νk − ω)
(
t′ − t)+ ik · (r j − rl)]. (1.6)
Therefore
β˙ j(t) = −γ
N∑
l=1
f jlβl(t), (1.7)
where f jl = sin(k0|r j−rl |)(k0|r j−rl |) , k0 = ωc , and γ is the single atom spontaneous decay rate given by γ =
V phk
2
0
πc g
2
k0
. Now (1.7) can be
written in the following matrix form
B˙ = −γ F B, (1.8)
where
B =
⎡
⎢⎢⎢⎣
β1(t)
β2(t)
...
βN(t)
⎤
⎥⎥⎥⎦ , F =
⎡
⎢⎢⎢⎣
1 f12 . . . f1N
f21 1 . . . f2N
...
...
. . .
...
fN1 fN2 . . . 1
⎤
⎥⎥⎥⎦ .
The matrix F is symmetric because f jl = flj . Let |λi〉 be eigenvectors of F and λi (i = 1,2, . . . ,N) are the corresponding
eigenvalues. Then a general solution of the Schrödinger equation can be expressed as a superposition of eigenstates Ψ =
C1e−γ λ1t |λ1〉+ C2e−γ λ2t |λ2〉+ · · · + CNe−γ λNt |λN 〉+∑k γk(t)|b1b2 . . .bN1k〉, where C1,C2, . . . ,CN are constants determined
by the initial conditions.
Dense atomic cloud. In [23] eigenvalues and eigenvectors for dense spherically symmetric atomic cloud are obtained. The
equation is given by
⎛
⎜⎜⎜⎝
1 f12 . . . f1N
f21 1 . . . f2N
...
...
. . .
...
fN1 fN2 . . . 1
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
β1(t)
β2(t)
...
βN(t)
⎞
⎟⎟⎟⎠= λn
⎛
⎜⎜⎜⎝
β1(t)
β2(t)
...
βN(t)
⎞
⎟⎟⎟⎠ .
This can be written in a more compact form as follows
∑N
m=1
sin(k0|r j−rm|)
k0|r j−rm | βm = λnβ j . For a dense cloud with uniform atom
density N/V (V is the volume of the cloud) the sum is replaced by an integral and β j is treated as a continuous function.
Then
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V
∫
dr′ sin(k0|r− r
′|)
k0|r− r′| β
(
r′
)= λnβ(r). (1.9)
It is well known (see [4]) that a set of solution for (1.9) is given by βnm(r) = jn(k0r)Ynm(θ,φ) with λn = 3N2 [ j2n(k0R) −
jn−1(k0R) jn+1(k0R)], where jn(z) =
√
π
2z Jn+ 12 (z), and Ynm(θ,φ) =
√
(2n+1)(n−m)!
4π(n+m)! P
m
n (cos θ)e
imφ are spherical functions,
Pmn (cos θ) are associated Legendre polynomials.
When z  1, jn(z) ≈ zn(2n+1)!! and therefore λn ≈ 3N(2n+3)[(2n+1)!!]2 (k0R)2n . Thus if k0R  1 only one eigenvalue with n = 0
is large and approximately equal to N (Dicke superradiance [3]) while eigenvalues with n > 0 are suppressed by a fac-
tor (k0R)2n . Those states are trapped. But this set of eigenfunction is NOT complete! Our goal is to ﬁnd a complete set of solution
for (1.9). For simplicity we will take R = 1.
In Section 2 we will consider (1.9) and ﬁnd a commuting differential operator. Solutions of the related eigenvalue problem
is obtained in that section. In Section 3, we will approximate those eigenvalues by continued fraction method. In Section 4,
we will prove the completeness of eigenfunctions of the eigenvalue problem described in Section 2. Numerical results will
be given in Section 5. A short conclusion will be given in Section 6.
2. Superradiance problem in three dimensions
The main objective is to ﬁnd a complete set of eigenfunctions for the problem
αψ(x) =
∫
B(0,1)
sin(c|x− y|)
c|x− y| ψ(y)dy, x,y ∈ B(0,1), (2.1)
where B(0,1) denotes the unit ball in R3. As mentioned in Section 2 the idea here is to ﬁnd a differential operator which
commutes with the given integral operator and then to solve the eigenvalue problem for that operator.
2.1. Finding the operator
Lemma 1.∫
Ω
sin(c|x− y|)
c|x− y| Yks(η)dΩ(η) = 4π jk(cr) jk
(
cr′
)
Yks(ξ),
where x = (r, θ,φ) and y = (r′, θ ′, φ′) are in R3 , ξ = (θ,φ) and η = (θ ′, φ′) and where Ω is the surface of the unit sphere in three
dimensions and jN (cr) =
√
π
2cr J N+ 12 (cr).
Proof. We use the expansion of sin(c|x−y|)c|x−y| from [1]. Then
∫
Ω
sin(c|x− y|)
c|x− y| Yks(η)dΩ(η) =
∫
Ω
4π
∞∑
n=0
n∑
m=−n
jn(cr) jn
(
cr′
)
Ynm(ξ)Y
∗
nm(η)Yks(η)dΩ(η)
= 4π
∞∑
n=0
n∑
m=−n
jn(cr) jn
(
cr′
)
Ynm(ξ)
∫
Ω
Y ∗nm(η)Yks(η)dΩ(η)
= 4π
∞∑
n=0
n∑
m=−n
jn(cr) jn
(
cr′
)
Ynm(ξ)δnkδms
= 4π jk(cr) jk
(
cr′
)
Yks(ξ). 
Next, we shall solve for x,y ∈ B(0,1) the eigenvalue problem:
αψ(x) =
∫
B(0,1)
sin(c|x− y|)
c|x− y| ψ(y)dy. (2.2)
Let h(N,1) = 2N + 1, N = 0,1,2, . . . , and YNl(ξ), l = 1,2, . . . ,h(N,1), be a complete set of orthonormal surface (here the
same as spherical) harmonics of degree N . Then we can write
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∞∑
N=0
h(N,1)∑
l=1
RNl
(
r′
)
YNl(η), (2.3)
where RNl(r′) are to be determined. Hence (2.2) becomes
α
∞∑
N=0
h(N,1)∑
l=1
RNl(r)YNl(ξ) =
∞∑
N=0
h(N,1)∑
l=1
∫
B(0,1)
sin(c|x− y|)
c|x− y| RNl
(
r′
)
YNl(η)dy
=
∞∑
N=0
h(N,1)∑
l=1
1∫
0
r′2 dr′
∫
Ω
sin(c|x− y|)
c|x− y| RNl
(
r′
)
YNl(η)dΩ(η)
=
∞∑
N=0
h(N,1)∑
l=1
1∫
0
r′2 dr′ 4π jN
(
cr′
)
jN(cr)RNl
(
r′
)
YNl(ξ),
where in the last step we used Lemma 1. So, it is suﬃcient to solve
αNlRNl(r) =
1∫
0
r′2 dr′ 4π jN
(
cr′
)
jN(cr)RNl
(
r′
)
from which it is seen that RNl(r) and αNl are independent of l. The last equation can be written as
αNlRNl(r) =
1∫
0
r′2 dr′4π
√
π
2cr′
√
π
2cr
JN+ 12
(
cr′
)
J N+ 12 (cr)RNl
(
r′
)
,
i.e.,
βNlRNl(r) =
1∫
0
r′2 c√
rr′
J N+ 12
(
cr′
)
J N+ 12 (cr)RNl
(
r′
)
dr′, (2.4)
where βNl = c2αNl2π2 . Let
φNl(r) = rRNl(r). (2.5)
Then (2.4) becomes
βNlφNl(r) =
1∫
0
J N+ 12
(
cr′
)
J N+ 12 (cr)c
√
rr′φNl
(
r′
)
dr′. (2.6)
So the eigenfunctions and eigenvalues of (2.2) are
ψ(x) = ψN,l,k(r, ξ) = RNk(r)YNl(ξ) (2.7)
and
αNk = 2π
2βNk
c2
, (2.8)
where N,k = 0,1,2, . . . and l = 1,2, . . . ,h(N,1) and βNk and RNk(r) are given by (2.4). Denote the kernel of (2.6) by
ker(r, r′) = c JN+ 12 (cr
′) J N+ 12 (cr)
√
r′r. Denote KN (x) = J N(x)√x. Therefore
ker
(
r, r′
)= KN+ 12 (cr)KN+ 12
(
cr′
)
. (2.9)
It is easy to prove the following lemma.
Lemma 2.With KN (r) = J N (r)√r, d2dr2 (KN (cr)) = −(c2 +
1
4−N2
r2
)KN (cr) and 2rc
K ′N (cr)
KN (cr)
= 1+ 2rc J ′N (cr)J N (cr) .
Now we will proceed to prove a theorem which will be very useful for our work.
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Suppose that
Lx := d
dx
(
p(x)
d
dx
)
+ q(x)
is a differential operator with p(1) = 0, and K is an integral operator such that
K g =
1∫
0
ker(x, y)g(y)dy
for g ∈ Λ. Suppose p(x) is twice differentiable. Also, suppose ker(x, y) is twice differentiable with respect to x and y. Assume that
ker(x, y) = ker(y, x) and ker(0, y) = ker(x,0) = 0. Then the necessary and suﬃcient condition for two operators L and K to commute
on the functions in Λ is
Lx ker(x, y) = L y ker(x, y).
Proof. We have for g ∈ Λ
Lx[K g] = Lx
1∫
0
ker(x, y)g(y)dy =
1∫
0
g(y)
{
Lx ker(x, y)
}
dy. (2.10)
On the other hand
K [Lxg] =
1∫
0
ker(x, y)
{
L y g(y)
}
dy =
1∫
0
ker(x, y)
[
∂
∂ y
(
p(y)
∂
∂ y
)
+ q(y)
]
g(y)dy
=
1∫
0
ker(x, y)
∂
∂ y
(
p(y)
∂ g
∂ y
)
dy +
1∫
0
ker(x, y)q(y)g(y)dy
=
1∫
0
ker(x, y)
∂
∂ y
(
p(y)
∂ g
∂ y
)
dy +
1∫
0
ker(x, y)q(y)g(y)dy
=
[
ker(x, y)p(y)
∂ g
∂ y
]y=1
y=0
−
1∫
0
∂ ker(x, y)
∂ y
p(y)
dg
dy
dy +
1∫
0
ker(x, y)q(y)g(y)dy.
But the ﬁrst term drops as ker(x,0) = 0 and p(1) = 0. Therefore
K [Lxg] = −
1∫
0
[
∂ ker(x, y)
∂ y
p(y)
]
dg
dy
dy +
1∫
0
ker(x, y)q(y)g(y)dy
= −
[
∂ ker(x, y)
∂ y
p(y)g(y)
]y=1
y=0
+
1∫
0
∂
∂ y
(
p(y)
∂ ker(x, y)
∂ y
)
g(y)dy +
1∫
0
ker(x, y)q(y)g(y).
Again, the ﬁrst term drops as p(1) = 0 and for the class of functions we are considering we have g(0) = 0. Hence
K [Lxg] =
1∫
0
[
∂
∂ y
(
p(y)
∂ ker(x, y)
∂ y
)
+ q(y)ker(x, y)
]
g(y)dy.
That is,
K [Lxg] =
1∫
0
g(y)
{
L y ker(x, y)
}
dy. (2.11)
Now (2.10) and (2.11) give
768 I. SenGupta / J. Math. Anal. Appl. 375 (2011) 762–776LxK g − K Lxg =
1∫
0
g(y)
[
Lx ker(x, y) − L y ker(x, y)
]
dy, (2.12)
for all g ∈ Λ. Hence the necessary and suﬃcient condition for two operators L and K to commute is
Lx ker(x, y) = L y ker(x, y).
The theorem is proved. 
With ker(r, r′) given in (2.9) we want to ﬁnd a self-adjoint differential operator Mr such that
Mr ker
(
r, r′
)= Mr′ ker(r, r′).
Let Mr = ddr (p(r) ddr ) + q(r). Then
Mr ker
(
r, r′
)= p′(r) d
dr
(
KN+ 12 (cr)
)
KN+ 12
(
cr′
)
+ p(r) d
2
dr2
(
KN+ 12 (cr)
)
KN+ 12
(
cr′
)+ q(r)KN+ 12 (cr)KN+ 12
(
cr′
)
. (2.13)
By Lemma 2
Mr ker
(
r, r′
)= p′(r) d
dr
(
KN+ 12 (cr)
)
KN+ 12
(
cr′
)
+
(
−p(r)
(
c2 +
1
4 − (N + 12 )2
r2
)
+ q(r)
)
KN+ 12 (cr)KN+ 12
(
cr′
)
. (2.14)
Now, let q(r) = q1(r) + q2(r). Choose p(r) = 1 − r2, q1(r) = −p′(r)
d
dr ( J N+ 12
(cr))
J
N+ 12
(cr) = −cp′(r)
J ′
N+ 12
(cr)
J
N+ 12
(cr) and q2(r) = (
1
4−(N+ 12 )2
r2
−
c2r2). Then (2.14) gives (by using Lemma 2)
Mr ker
(
r, r′
)=
(
−1− c2 + 1
4
−
(
N + 1
2
)2)
KN+ 12 (cr)KN+ 12
(
cr′
)
.
Similarly,
Mr′ ker
(
r, r′
)=
(
−1− c2 + 1
4
−
(
N + 1
2
)2)
KN+ 12 (cr)KN+ 12
(
cr′
)
.
Therefore
MK = KM. (2.15)
Notation. For an operator L, deﬁne D(L) = domain of L = {φ ∈ L2(0,1) | Lφ ∈ L2(0,1),φ(0) = 0, limr→1 |φ(r)| < ∞}. For
short we speak the boundary conditions φ(0) = 0, φ(1) = limr→1 |φ(r)| < ∞ of B1, B2 respectively.
We state a lemma which will be useful for our work. Proof of this lemma may be found in [14].
Lemma 4. Consider self-adjoint operators L and K such that LK f = K Lf , for all f ∈ D(L). Assume for L with boundary conditions B1
and B2 the eigenspace corresponding to each eigenvalue is one-dimensional. Also, assume that the set of all eigenfunctions of L with
B1 and B2 is a complete system in L2(0,1). Then the set of the eigenfunctions of L is a subset of the set of eigenfunctions of K , and
hence there exists a complete set of eigenfunctions of K in L2(0,1). Moreover, if the eigenspace corresponding to each eigenvalue of K
is one-dimensional then the eigenfunctions of L and K are identical.
Lemma 5. The eigenspace for any eigenvalue of
Mφ = −χφ, φ(0) = 0, (2.16)
is one-dimensional.
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a unique solution for (2.16) satisfying the initial conditions φ(0) = c1 and φ′(0) = c2. That is, a solution is speciﬁed by two
arbitrary constants c1 and c2. Hence the space of all solutions of (2.16) is at most 2-dimensional. For our problem φ(0) = 0,
gives c1 = 0. Hence the eigenspace for any eigenvalue χ in (2.16) is 1-dimensional. 
Theorem 6. The solutions of
d
dr
((
1− r2)dφ(r)
dr
)
+
( 1
4 − (N + 12 )2
r2
− c2r2
)
φ(r) + 2rc
J ′
N+ 12
(cr)
J N+ 12 (cr)
φ(r) = −χφ(r), (2.17)
with φ(0) = 0, are the solutions of (2.6).
Proof. The proof follows directly from (2.15), Lemmas 4 and 5. 
Solutions of (2.17) give φNl(r) and then we can ﬁnd RNl(r) from (2.5) and hence we obtain ψ of (2.3). Thus we solve (2.2).
For notational convenience we will now consider the problem
d
dr
((
1− r2)dφ(r)
dr
)
+
( 1
4 − N2
r2
− c2r2
)
φ(r) + 2rc J
′
N(cr)
J N(cr)
φ(r) = −χφ(r), with φ(0) = 0. (2.18)
Remark 7. r = 0 is a regular singular point for (2.18) (also of (2.17)).
Remark 8. Since r is bounded, limc→0 2cr
J ′N (cr)
J N (cr)
= limc→0 2r
N c
N+ 12 rN−
1
2
2NΓ (N+1)
(cr)
N+ 12
2NΓ (N+1)
= 2N .
2.2. Solution of the eigenvalue problem for three dimensions
Eigenvalues and eigenfunctions of (2.18)
Case I. Consider the case c = 0 in (2.18). Then (2.18) becomes
d
dr
((
1− r2)dφ(r)
dr
)
+
( 1
4 − N2
r2
)
φ(r) + (2N + χ)φ(r) = 0. (2.19)
Let χ˜ = 2N + χ . Then (2.19) takes the form
d
dr
((
1− r2)dφ(r)
dr
)
+
( 1
4 − N2
r2
+ χ˜
)
φ(r) = 0. (2.20)
Substituting φ(r) = ∑∞j=0 a2 jrα+2 j into (2.20) we get α = 12 ± N . If N = 0, the negative sign leads to solutions having
a singularity at r = 0. If N = 0, a second solution can be found, but it has a logarithmic singularity at r = 0. Therefore
α = 12 + N . The coeﬃcients are given by the recurrence relation
a2 j+2 = a2 j (α + 2 j)(α + 2 j + 1) − χ˜
(α + 2 j + 2)(α + 2 j + 1) + 14 − N2
.
Substituting the value of α we have
a2 j+2 = a2 j (N + 2 j +
1
2 )(N + 2 j + 32 ) − χ˜
4( j + 1)(N + j + 1) . (2.21)
For large j,
a2 j+2
a2 j
→ 1, so unless the series terminates, this solution becomes unbounded as r → 1. Choosing χ˜ to terminate
the series at rα+2l , we have
χ˜ = χ˜N,l(0) =
(
N + 2l + 1
2
)(
N + 2l + 3
2
)
, (2.22)
where l = 0,1,2, . . . and the series solution [i.e., eigenfunctions of (2.20)] becomes (choosing a0 = 1):
φ(r) = rN+ 12 RN,l(r), RN,l(r) = F
(−l, l + N + 1,N + 1, r2),
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2
2! + · · · is the usual Gaussian hypergeometric function. By (2.22) we get the eigen-
values for (2.18) with c = 0 are given by
χ = χN,l(0) =
(
N + 2l + 1
2
)(
N + 2l + 3
2
)
− 2N, l = 0,1,2, . . . . (2.23)
Case II. We consider (2.18) with arbitrary values of c. We consider a series solution of (2.18) of the form
φ(r) =
∞∑
j=0
a jr
α+ j, (2.24)
where the index α and the coeﬃcients a j ’s are to be determined.
Write
2rc
J ′N (cr)
J N (cr)
=
∞∑
j=0
b jr
j, (2.25)
where b j ’s are Taylor coeﬃcients of the expansion. We can ﬁnd
b2k+1 = 0, (2.26)
k = 0,1,2, . . . , and
b0 = 2N,
b2 = −4
N + 1
(
c
2
)2
,
b4 = −8
2!(N + 1)2(N + 2)
(
c
2
)4
,
b6 = −48
3!(N + 1)3(N + 2)(N + 3)
(
c
2
)6
,
b8 = 2(−240N − 528)
4!(N + 1)4(N + 2)2(N + 3)(N + 4)
(
c
2
)8
, etc.
In general,
b2k = 2k!g(N,2k − 1)
(
c
2
)2k
, (2.27)
where g(N,2k − 1) is a function of N of order (2k − 1) and k = 0,1,2, . . . . Then it can be found that
α = 1
2
+ N, (2.28)
a2k+1 = 0, k = 0,1,2, . . . , (2.29)
and
(2m + 2)(2N + 2m + 2)a2m+2
= a2m
[(
N + 2m + 1
2
)(
N + 2m + 3
2
)
− χ − 2N
]
+ c2
(
N + 2
N + 1
)
a2m−2
− (b4a2m−4 + b6a2m−6 + · · · + b2m−4a4 + b2m−2a2 + b2ma0), m = 0,1,2, . . . . (2.30)
Let
χ ′ = χ + 2N. (2.31)
Then we have the equation
A · X= −χ ′X, (2.32)
where
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⎛
⎜⎜⎜⎜⎜⎝
a0
a2
a4
a6
...
⎞
⎟⎟⎟⎟⎟⎠
, A=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f1 g1 0 0 0 0 . . .
−b′ f2 g2 0 0 0 . . .
b4 −b′ f3 g3 0 0 . . .
b6 b4 −b′ f4 g4 0 . . .
b8 b6 b4 −b′ f5 g5 . . .
b10 b8 b6 b4 −b′ f6 . . .
...
...
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
f j = −
(
N + 4 j − 3
2
)(
N + 4 j − 1
2
)
, g j = 4 j(N + j), b′ = c2
(
N + 2
N + 1
)
, j = 1,2, . . . .
We ﬁnd b j ’s from (2.26)–(2.27). Eigenvalues −χ ′ of (2.32) should give bounded φ(r) as r → 1, i.e., |∑∞j=0 a2 j | < ∞.
3. Approximation of eigenvalues
We will now approximate eigenvalues −χ ′ of (2.32) for large N and small c so that |b4|  1. In that case (2.32) approx-
imately yields
−b′a2 j−2 +
(
f j + χ ′
)
a2 j + g ja2 j+2 = 0, (3.1)
i.e.,
−c2
(
N + 2
N + 1
)
a2 j−2 −
((
N + 4 j − 3
2
)(
N + 4 j − 1
2
)
− χ ′
)
a2 j + 4 j(N + j)a2 j+2 = 0 (3.2)
with the notation a−2 = 0, where j = 0,1,2, . . . .
This recursion formula for the expansion coeﬃcients constitutes a linear homogeneous difference equation of the second
order. A second-order difference equation corresponds to a differential equation of second order, so that there are two
non-trivial independent solutions. Examination of (3.2) reveals in fact that as r approaches inﬁnity, either
a2 j
a2 j−2 increases as
4 j2
c2
( N+1N+2 ), or goes to zero as − c
2
4 j2
( N+2N+1 ). Of these two solutions the former leads to a divergent series. Hence we choose
the latter. The condition that the limit of
a2 j
a2 j−2 be zero as j becomes inﬁnity enables us to obtain a transcendental equation
in χ ′ . We will develop this idea now.
Suppose
N j = 1
c2
(
N + 1
N + 2
)
a2 j
a2 j−2
, j = 1,2, . . . . (3.3)
Since we want a convergent series therefore we must have N j → 0 as j → ∞. Suppose γ j = (N + 4 j−32 )(N + 4 j−12 ) and
β j = 4c2( N+2N+1 ) j(N + j). With this (3.1) becomes
N j+1 = β j
(
γ j − χ ′
)− β j
N j
(3.4)
and reciprocally
N j = β j
β j(γ j − χ ′) − N j+1 , j = 1,2, . . . , (3.5)
and
N1 = 1
c2
(
N + 2
N + 1
)
a2
a0
= 1
c2
(
N + 2
N + 1
)
(N + 12 )(N + 32 ) − χ ′
4(N + 1) .
By iteration of (3.5) we get from the condition that lim j→∞ N j = 0, the convergent inﬁnite continued fraction
N j+1 = β j+1
β j+1(γ j+1 − χ ′) − β j+2
β j+2(γ j+2−χ ′)− β j+3β j+3(γ j+3−χ ′)−···
. (3.6)
On the other hand, by iteration of (3.4) we obtain, from the condition that a2 j = 0 for j < 0, the ﬁnite continued fraction
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β j−1(γ j−1 − χ ′) − β j−1β j−2(γ j−2−χ ′)−···
(3.7)
where the last partial denominator is β1(γ1 −χ ′). Equating two continued fractions of (3.6) and (3.7) we obtain a transcen-
dental equation, the roots of which gives the required χ ′ . That is we have
χ ′ = γ j − 1
β j−1(γ j−1 − χ ′) − β j−1β j−2(γ j−2−χ ′)−···
−
(
β j+1
β j
)
1
β j+1(γ j+1 − χ ′) − β j+2
β j+2(γ j+2−χ ′)− β j+3β j+3(γ j+3−χ ′)−···
. (3.8)
Once we ﬁnd χ ′ from (3.8) we can solve the system of Eqs. (2.32) to get the coeﬃcients a2 j , j = 0,1,2, . . . . Hence we can
approximate the solution of (2.18) for arbitrary values of c by
φ(r) = k
∞∑
j=0
a2 jr
N+ 12+2 j
(k is a constant and we can set k = 1 for simplicity), where the coeﬃcients a2 j ’s are as described above. Also, once we ﬁnd
χ ′ from (2.32) we can compute the eigenvalues χ of (2.18) from the relation (2.31).
4. Completeness of eigenfunctions
Let us reconsider the equation
d
dr
((
1− r2)dφ(r)
dr
)
+
( 1
4 − (N + 12 )2
r2
− c2r2
)
φ(r) + 2rc
J ′
N+ 12
(cr)
J N+ 12 (cr)
φ(r) = −χφ(r). (4.1)
We consider the eigenfunctions of (4.1) with B1(φ) and B2(φ). That is,
φ(0) = 0 (4.2)
and
lim
r→1
∣∣φ(r)∣∣< ∞. (4.3)
Remark 9. We observe the boundary conditions given by (4.2) and (4.3) are self-adjoint with respect to the differential
operator given by LHS of (4.1).
Lemma 10. All the eigenvalues of the singular Sturm–Liouville problem (4.1) with boundary conditions (4.2) and (4.3) are real, and
the eigenfunctions corresponding to distinct eigenvalues are orthogonal in L2(0,1).
Proof. Since the boundary conditions are self-adjoint, the proof goes in the same way as in a regular Sturm–Liouville
problem (cf. [5]). 
We will now transform (4.1) into Liouville’s normal form. We rewrite (4.1) as
d
dr
((
1− r2)dφ(r)
dr
)
+
(
χ +
1
4 − (N + 12 )2
r2
− c2r2 + 2rc
J ′
N+ 12
(cr)
J N+ 12 (cr)
)
φ(r) = 0 (4.4)
where r ∈ [0,1]. Let r = sin x and φ = y√sec x. Then x ∈ [0,π/2] and (4.4) becomes:
d2 y
dx2
+
(
χ +
(
1
4
−
(
N + 1
2
)2)
csc2x− c2 sin2 x+ 2c sin x
J ′
N+ 12
(c sin x)
J N+ 12 (c sin x)
− 1
4
tan2 x+ 1
2
sec2x
)
y = 0
which is equivalent to
d2 y
2
+ (χ − q(x))y = 0 (4.5)
dx
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q(x) = −
((
1
4
−
(
N + 1
2
)2)
csc2x− c2 sin2 x+ 2c sin x
J ′
N+ 12
(c sin x)
J N+ 12 (c sin x)
+ 1
4
tan2 x+ 1
2
)
, x ∈ [0,π/2]. (4.6)
Remark 11. Singularities of (4.1) at r = 0 and r = 1 are the same as the singularities of (4.5) at x = 0 and x = π/2 respec-
tively.
The endpoints can be classiﬁed as regular (R), limit-circle (LC), limit-point (LP), oscillatory (O), non-oscillatory (NO), limit-
circle-oscillatory (LCO) and limit-circle-non-oscillatory (LCNO). We follow [27] for the endpoint classiﬁcation of singularities.
Lemma 12. For (4.1) the endpoint r = 1 [or, for (4.5) the endpoint x = π/2] is of LC type. (More precisely it is of LCNO type.)
Proof. Since limx→ π2 −(x − π2 )2 tan2 x = 1 and tan2 x 1(x− π2 )2 near x =
π
2 −, therefore |q(x)| 14 (x − π2 )−2 + A, near x = π2
(from left side) for some constant A. Thus it follows from [13] (or, [25, Section 5.25, p. 127]) that for (4.5) the endpoint
x = π2 (consequently the endpoint r = 1 for (4.1)) is of LC type. Also, with χ = c2 + (N + 1)(N + 2) − 2N − 1, a solution
of (4.1) is φ(r) = r jN(r) = 1c
√
π
2 KN+ 12 (cr), while the second independent solution will also be non-oscillatory. Hence r = 1
is of LCNO type for χ = c2 + (N + 1)(N + 2) − 2N − 1. Since LCNO classiﬁcation is independent of χ , we obtain that for
any χ , the endpoint r = 1 of (4.1) is LCNO. The same is true for the endpoint x = π/2 of (4.5). This proves the lemma. 
Lemma 13. For (4.1)when N  1 the endpoint r = 0 [or, for (4.5) the endpoint x = 0] is of LP type. For (4.1)when N = 0 the endpoint
r = 0 [or, for (4.5) the endpoint x = 0] is of a regular type.
Proof. From (4.6) we have
q(x) = −
((
1
4
−
(
N + 1
2
)2)
csc2x− c2 sin2 x+ 2c sin x
J ′
N+ 12
(c sin x)
J N+ 12 (c sin x)
+ 1
4
tan2 x+ 1
2
)
, x ∈ [0,π/2].
When N = 0 there is no singularity of q(x) at x = 0 and so the endpoint is regular. When N  1 if x near 0 and positive
then sin x x gives 1
x2
 csc2x. Thus
1
x2
−
(
1
4
−
(
N + 1
2
)2) 1
x2
−
(
1
4
−
(
N + 1
2
)2)
csc2x.
Hence we can choose constant A so that for suﬃciently small x, q(x)  34 x−2 + A. So by [25, Section 5.25, p. 127], we
conclude x = 0 is a limit point for (4.5). That is, when N  1, r = 0 is of LP type for (4.1). 
Lemma 14. (See [9].) Given any Sturm–Liouville Problem (SLP) with endpoints which are either regular or LCNO there exists a regular
SLP which has exactly the same spectrum as in this singular problem. Furthermore, the eigenfunctions of the given singular problem
{yn: n ∈ N} are related to the eigenfunctions {zn: n ∈ N} of the corresponding regular problem by the equation yn(t) = v(t)zn(t),
t ∈ (a,b), n ∈ N, for some function v in the maximal domain of the singular problem which satisﬁes v(t) > 0 for t ∈ (a,b).
Corollary 15. For a singular SLP with endpoints which are either regular or LCNO the spectrum is discrete.
We write x ∈ [0,π/2] = I1 ∪ I2 where I1 = {x ∈ [0,π/4]} and I2 = {x ∈ [π/4,π/2]} [or, we write r ∈ [0,1] = I1 ∪ I2
where I1 = {r ∈ [0,1/2]} and I2 = {r ∈ [1/2,1]}]. Let θ1(x,χ), θ2(x,χ) be solutions of (4.5) such that θ1(π/4) = 0,
θ ′1(π/4) = −1, θ2(π/4) = 1, θ ′2(π/4) = 0. There are functions m1(χ) and m2(χ) such that for non-real χ , ξ1(x,χ) =
θ2(x,χ) + m1(χ)θ1(x,χ) ∈ L2(0,π/4), and ξ2(x,χ) = θ2(x,χ) + m2(χ)θ1(x,χ) ∈ L2(π/4,π/2). Then the Wronskian:
W (ξ1, ξ2) = m1(χ) − m2(χ), where m1 and m2 are known as Weyl–Titchmarsh functions and they are meromorphic if and
only if the corresponding spectrum is discrete.
Lemma 16.m1(χ) and m2(χ) are meromorphic functions.
Proof. We use Lemma 13 for (4.5) on I1. Therefore we have either only singularity at x = 0 of LP type (for N  1) or no
singularity at x = 0 (for N = 0).
The spectrum is clearly discrete for N = 0, and in that case m1(χ) is meromorphic.
For N  1 we have for some suitable constant A, q(x) 34 x−2 + A − 14 x−2 + A. Hence by [25, Section 5.25 p. 127], the
spectrum is discrete for N  1. Thus m1(χ) is meromorphic.
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For (4.5) on I2 we have the only singularity at x = π2 is of LCNO type (by Lemma 12). Now on I2 for (4.5) applying
Lemma 14 (and the corollary for Lemma 14) we have (since the endpoint x = π4 is regular) the spectrum is discrete. So,
m2(χ) is meromorphic. 
Let
G(x, y,χ) =
⎧⎨
⎩
ξ2(x,χ)ξ1(y,χ)
m2(χ)−m1(χ) y  x,
ξ1(x,χ)ξ2(y,χ)
m2(χ)−m1(χ) y > x,
and Φ(x,χ) = −
π
2∫
0
G(x, y,χ) f (y)dy,
where f is the arbitrary function to be expanded. We know from [25] that the expansion of f will reduce to a series if
both m1(χ) and m2(χ) are meromorphic functions. In the present case by Lemma 16 we have both m1(χ) and m2(χ)
meromorphic functions. So, any function f ∈ L2(0,π/2) can be expanded in a series of eigenfunctions of (4.5). Also, by
Lemma 10 the eigenfunctions are orthogonal (since Liouville’s reduction transforms orthogonal functions to orthogonal
functions). So we have the following theorem.
Theorem 17. Eigenfunctions of (4.1), with φ(0) = 0 and limr→1 |φ(r)| < ∞ form a complete orthogonal set in L2(0,1). Alternatively,
with the boundary conditions in y that corresponds to the above boundary conditions in φ , eigenfunctions of (4.5) form a complete
orthogonal set in L2(0,π/2).
5. Numerical results
We will consider the case for N = 10 and c = 0.5. Eigenvalues −χ ′ can be approximated from (3.8) and given by (with
N replaced by (N + 1 ) in (2.32)–(3.3) of our previous work):2
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−χ2 = −182.218606730622e+000
−χ3 = −240.198559950980e+000
−χ4 = −306.185016923963e+000
−χ5 = −380.175438302939e+000
−χ6 = −462.168414139272e+000
−χ7 = −552.163110205855e+000
−χ8 = −650.159007151745e+000
−χ9 = −756.155767878764e+000
−χ10 = −870.153165820800e+000
Corresponding approximated ﬁrst 10 eigenvectors (v1 through v10) are given in Fig. 1. Graphs in the ﬁrst row (left to right)
are of v1, v2, v3 and v4 respectively. Graphs in the second row (left to right) are of v5, v6, v7 and v8 respectively. Graphs
in the third row (left to right) are of v9 and v10.
6. Concluding remarks
In our work we have found a complete set of eigenfunctions for the superradiance problem in three dimensions. The
commutating differential operator obtained for the radial part for three-dimensional problem is signiﬁcant as this can be
generalized easily for the higher dimensions. We have shown this in a subsequent paper [14]. Besides, in our problem we
considered the integral over the unit ball. This can be generalized to any ball in three dimensions without much diﬃcul-
ties.
The eigenfunctions appeared as solutions of the differential equation have many interesting properties. They are com-
plete in L2(0,1) and with the increasing eigenvalue the number of zeros in (0,1) for the corresponding eigenfunction also
increases. The difference between the number of zeros in (0,1) of any two successive eigenfunction is exactly 1. Other prop-
erties of the solution worth further investigation. Finally, it will be useful to consider the three-dimensional problem over
different domains. The domains can be disconnected set, topological groups, etc. Even the domain may be non-symmetric.
It will be a challenging problem to extend our results for such generalized domains.
References
[1] M. Abramowitz, I.A. Stegun, Handbook of Mathematical Functions: With Formulas, Graphs, and Mathematical Tables, Dover Publications, New York,
1965.
[2] T. Chanelire, D.N. Matsukevich, S.D. Jenkins, S.-Y. Lan, T.A.B. Kennedy, A. Kuzmich, Storage and retrieval of single photons transmitted between remote
quantum memories, Nature 438 (2005) 833–836.
[3] R.H. Dicke, Coherence in spontaneous radiation process, Phys. Rev. 93 (1) (1954) 99–110.
[4] V. Ernst, Coherent emission of a photon by many atoms, Z. Phys. 218 (1969) 111–128.
[5] G.B. Folland, Fourier Analysis and Its Applications, 1st edition, Wadsworth & Brooks/Cole Advanced Books & Software, California, 1992.
[6] F.A. Grünbaum, L. Longh, M. Perlstadt, Differential operators commuting with ﬁnite convolution integral operators: Some non-abelian examples, SIAM
J. Appl. Math. 42 (5) (1982) 941–955.
[7] F.A. Grünbaum, Eigenvectors of a Toeplitz matrix: discrete version of prolate spheroidal wave functions, SIAM J. Alg. Disc. Meth. 2 (1981) 136–141.
[8] F.A. Grünbaum, Differential operators commuting with convolution integral operators, J. Math. Anal. Appl. 91 (1983) 80–93.
[9] H.D. Niessen, A. Zettl, Singular Sturm-Liouville problems: the Friedrichs extension and comparison of eigenvalues, Proc. Lond. Math. Soc. 64 (1992)
545–578.
[10] M.O. Scully, E.S. Fry, C.H.R. Ooi, K. Wódkiewicz, Directed spontaneous emission from an extended ensemble of N atoms: Timing is everything, Phys.
Rev. Lett. 96 (2006) 010501.
[11] M.O. Scully, Correlated spontaneous emission on the Volga, Laser Phys. 17 (5) (2007) 635–846.
[12] M.O. Scully, A. Svidzinsky, The effects of the N atom collective Lamb shift on single photon superradiance, Phys. Lett. A 373 (2009) 1283–1286.
[13] D.B. Sears, On the solutions of a linear second order differential equation which are of integrable square, J. Lond. Math. Soc. 24 (1949) 207–215.
[14] I. SenGupta, Differential operator related to the generalized superradiance integral equation, J. Math. Anal. Appl. 369 (2010) 101–111.
[15] F.J. Simons, F.A. Dahlen, M.A. Wieczorek, Spatiospectral concentration on a sphere, SIAM Rev. 48 (3) (2006) 504–536.
[16] F.J. Simons, F.A. Dahlen, Spherical Slepian functions and the polar gap in geodesy, Geophys. J. Int. 166 (2006) 1039–1061.
[17] D. Slepian, H.O. Pollak, Prolate spheroidal wave functions, Fourier analysis and uncertainty – I, Bell Syst. Tech. J. 40 (1961) 43–64.
[18] H.J. Landau, H.O. Pollak, Prolate spheroidal wave functions, Fourier analysis and uncertainty – II, Bell Syst. Tech. J. 41 (1961) 65–84.
[19] H.J. Landau, H.O. Pollak, Prolate spheroidal wave functions, Fourier analysis and uncertainty – III, Bell Syst. Tech. J. 41 (1962) 1295–1336.
[20] D. Slepian, Prolate spheroidal wave functions, Fourier analysis and uncertainty – IV: Extensions to many dimensions. Generalized prolate spheroidal
functions, Bell Syst. Tech. J. 43 (1964) 3009–3058.
[21] D. Slepian, Prolate spheroidal wave functions, Fourier analysis and uncertainty – V, Bell Syst. Tech. J. 57 (1978) 1371–1430.
[22] D. Slepian, Some comments on Fourier analysis, uncertainty and modeling, SIAM Rev. 25 (3) (1983) 379–393.
[23] A. Svidzinsky, J.-T. Chang, Cooperative spontaneous emission as a many-body eigenvalue problem, Phys. Rev. A 77 (2008) 043833-1–043833-4.
776 I. SenGupta / J. Math. Anal. Appl. 375 (2011) 762–776[24] A. Svidzinsky, J.-T. Chang, M.O. Scully, Cooperative spontaneous emission of N atoms: Many-body eigenstates, the effect of virtual Lamb shift processes,
and analogy with radiation of N classical oscillators, Phys. Rev. A 81 (2010) 053821-1–053821-15.
[25] E.C. Titchmarsh, Eigenfunction Expansions Associated with Second-Order Differential Equations, Part I, 2nd edition, Clarendon Press, Oxford, United
Kingdom, 1962.
[26] N.Ja. Vilenkin, Special Functions and the Theory of Group Representations, American Mathematical Society, Providence, RI, USA, 1968.
[27] A. Zettl, Sturm–Liouville Theory, Mathematical Surveys and Monographs, vol. 121, American Mathematical Society, Providence, RI, USA, 2005.
