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PROOF MINING AND EFFECTIVE BOUNDS IN
DIFFERENTIAL POLYNOMIAL RINGS
WILLIAM SIMMONS AND HENRY TOWSNER
Abstract. Using the functional interpretation from proof theory, we
analyze nonconstructive proofs of several central theorems about poly-
nomial and differential polynomial rings. We extract effective bounds,
some of which are new to the literature, from the resulting proofs. In the
process we discuss the constructive content of Noetherian rings and the
Nullstellensatz in both the classical and differential settings. Sufficient
background is given to understand the proof-theoretic and differential-
algebraic framework of the main results.
1. Introduction
This paper is concerned with proofs of finitary statements which pass
through an ultraproduct construction as an intermediate step. The basic
idea is illustrated by the following theorem:
Theorem ([62], Theorem 2.5). For every n and d, there is a bound b so that
whenever K is a field and Λ is a finite set of generators in K[X1, . . . ,Xn]
with total degree bounded by d, the following implication holds: if either
f ∈ (Λ) or g ∈ (Λ) for all fg ∈ (Λ) such that fg has total degree ≤ b, then
(Λ) is prime.
Their proof proceeds as follows: suppose this were false for some n and d.
That is, for each b, there exists some field kb and some Λb in kb[X1, . . . ,Xn]
with total degree bounded by d satisfying the assumption but with (Λb) not
prime. They take an ultraproduct K =
∏
U kb and Λ =
∏
U Λb and then
work in the ring K[X1, . . . ,Xn] to obtain a contradiction. Details on the
ultraproduct construction can be found, for instance, in [30], but this will not
concern us here, since our interest is on how to eliminate—“unwind”—the
use of ultraproducts.
The disadvantage to such a proof is that it appears to be non-constructive—
one assumes, towards a contradiction, that the Λb exist for all b, but this
does not directly tell us how large the bound b actually is. By eliminat-
ing the ultraproduct construction from these proofs, we will obtain explicit
calculations of these bounds.
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1.1. Unwinding Ultraproduct Proofs. The essential technique comes
from proof theory: one views a proof of a property σ in an ultraproduct as
a sequence of statements
σ1, . . . , σn, σ
where each step follows from the earlier ones. In order to obtain a direct
proof, we replace each step “σi is true in the ultraproduct” with some related
fact “σ′i is true in every field”. For most of the results we are interested in, the
conclusion σ is the same as σ′, which is, of course, the point. The difficulty
is that, for intermediate statements, this may not be true: sometimes σi is
true in an ultraproduct, but not true in arbitrary fields. In this case we
need to replace σi with some different formula σ
′
i.
It turns out that the right translation is a tool called the monotone
functional interpretation [32]. The functional (or “Dialectica”) interpreta-
tion was introduced by Gödel [17]; the monotone variant was developed by
Kohlenbach to make it easier to apply to ordinary mathematical proofs. (See
also [2, 16,31,60,61] for more background on the functional interpretation.)
The functional interpretation tells us to look at the syntactic form of the
statement σ in (a suitable language of) first-order logic. Our main conclu-
sions, like Theorem 2.5 of [62], turn out to be equivalent to statements where
the relevant quantifiers have a ∀∃ pattern—what are called Π2 statements.
(As we will discuss below, it requires some care to see this since not all the
quantifiers “count” towards this patten. In many cases, including Theorem
2.5 of [62], this equivalence is not obvious.) Relatedly, the functional inter-
pretation is essentially the identity on Π2 statements, as we would expect.
Intermediate steps, however, may be more complicated. For example, the
proofs below will use Hilbert’s Basis Theorem, which may be stated as:
For every n and every increasing sequence of ideals I1 ⊆ I2 ⊆
· · · ⊆ Ii ⊆ · · · in K[X1, . . . ,Xn], there is an m so that for all
m′ > m, Im = Im′ .
Specifically, the proofs we are interested in use the fact that Hilbert’s Basis
Theorem holds in an ultraproduct. In order to obtain a quantitative proof
of our main theorem, we need to translate Hilbert’s Basis Theorem into a
quantitative fact that holds in every field.
For our purposes, we will take the Ii to be finitely generated. Carefully
formalizing this in the right language leads to a Π3 statement:
∀{Di}∀{Λi} ∃m ∀m′ · · ·
where each Di is a natural number and each Λi is a finite set of polynomials
of degree ≤ Di1. The functional interpretation tells us to replace this with
a function bound [27]:
1Technically, first-order logic cannot include the outer quantifier over the {Di}, {Λi},
but a standard trick is to add symbols to the language which will represent these sequences,
and this is equivalent to allowing a single universal quantifier on the outside of the formula,
which is precisely what we need here.
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For every n, every function D, and every function F, there
is an M so that whenever (Λ1) ⊆ (Λ2) ⊆ · · · is an increasing
sequence of finitely-generated ideals in K[X1, . . . ,Xn] where
each polynomial in Λi has total degree ≤ D(i), there is an
m ≤M so that ΛF(m) ⊆ (Λm).
The conclusion is weaker: we no longer ask for an Im = (Λm) which is the
ultimate union of the sequence of ideals, but instead ask for a long interval
on which the sequence seems to have stabilized. In return, we obtain that
the bound is uniform—it does not depend on the field K or the particular
polynomials Λi, only on bounds on the total degree of the Λi—and can be
computed from n, D, and F.
(The functional interpretation of Π3 statements always have roughly this
form, characterized by the appearance of a function like F. Tao introduced
the termmetastability to describe this property in the context of convergence
of sequences [57]. Such statements also naturally occur from the use of
Kreisel’s no-counterexample interpretation [36,37].)
When Hilbert’s Basis Theorem appears as an intermediate statement in a
proof of a Π2 statement, we never need the full quantitative version. Instead,
there is always a single choice of the function F which suffices to complete
that proof; what the specific function F needed to complete the proof is
must be extracted from the remainder of the proof. (For the applications in
this paper, we only need the case where F(i) = i+ 1, and we will compute
explicit bounds in this case below.)
What the functional interpretation guarantees is that any application
of Hilbert’s Basis Theorem as an intermediate step in the proof of a Π2
statement can actually be replaced by the version with a function bound for
the right choice of F: in other words, a proof of a Π2 statement never needs
to use an Im which is truly maximal; it always suffices to choose Im so that
IF(m) ⊆ Im for some big enough function F(m).
1.2. Insights from unwound proofs. The functional interpretation is a
formal technique whose properties are established by rigorous theorems (
[31] presents many of the main technical results). Such theorems establish
critical properties of the functional interpretation such as modularity: rather
than transforming an entire proof at once, one can refine large steps into
sublemmas whose interpretations are more tractable [60].
Importantly, though, the reader need not be familiar with the details in
order to understand the output of the method, which can be expressed as
constructive arguments in standard mathematical language. Even for the
practitioner, the functional interpretation can be used as a heuristic for con-
verting unformalized nonconstructive proofs into algorithmic ones without
having to go through a formal language [16], [60]. Accordingly, through-
out the paper we keep the machinery of the functional interpretation in the
background while retaining the product: explicit procedures for computing
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desired objects and quantitative bounds on the complexity of those proce-
dures.
A great virtue of the functional interpretation is that it is systematic
and applies in many situations. Proofs often have a “hidden combinatorial
core” [31] that the functional interpretation can identify. (For instance, the
intricate combinatorics in Szemerédi’s proof of his regularity lemma [56]
automatically emerge from the functional interpretation [18,58].)
In this paper, we aim to use the perspective provided by the functional
interpretation to analyze ultraproduct proofs of the Nullstellensatz and re-
lated results found in [62] and [25]. Our systematic use of tactics suggested
by the functional interpretation gives an alternate route to effective versions
of these important theorems.
1.3. Plan of the paper. We briefly review the Nullstellensatz and differ-
ential Nullstellensatz prior to outlining our path in the rest of the paper.
A standard form of Hilbert’s Nullstellensatz states that for an algebraically
closed field K, given an ideal I ⊆ K[X1, . . . ,Xn], the radical ideal
√
I con-
sists of all polynomials over K that vanish on the common zero locus V(I)
of I. This is a nonconstructive statement, owing to the existential nature of
the definition of radical ideals, and the usual proofs are also ineffective.
The “effective Nullstellensatz” is the problem of finding uniform bounds
on radical ideal membership valid for all fields and only depending on the
number of algebraic unknowns and degrees of the generators. Brownawell,
Kollár, Dubé, and subsequent authors have employed analytic, algebraic,
and combinatorial techniques to show that single exponential bounds suf-
fice [6, 10, 34]. In contrast, van den Dries and Schmidt justify their focus
on nonstandard methods by observing that “by concentrating on existence
proofs for bounds, rather than on their construction, it is possible to gain a
lot of efficiency of exposition” [62]. We do not explicitly state their results
and arguments, but we cite the corresponding nonconstructive analogues.
Our unwindings of their proofs show that van den Dries and Schmidt’s ul-
traproduct strategy is not only elegant, but also (implicitly) preserves much
more effective content than one might suppose.
Our other basic source for nonstandard proofs is [25] by Harrison-Trainor,
Klys, and Moosa, who adapt the techniques of van den Dries and Schmidt
to the more complicated differential case. Differential fields enrich the field
structure by adding commuting derivations (additive endomorphisms obey-
ing the usual product rule for derivatives). Ritt [49] and Raudenbush [47,48]
enunciated differential-algebraic versions of the basis theorem and Nullstel-
lensatz, the latter of which Cohn [8] and Seidenberg [53] approached from an
algorithmic angle (without giving explicit bounds). The effective differential
Nullstellensatz consists of giving bounds on radical differential ideal mem-
bership or, equivalently, consistency of systems of polynomial differential
equations.
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Recently there has been considerable interest in analyzing the effective
content of the differential Nullstellensatz [9,20,22,24,38], with the methods
employed coming from algebra and model theory [13,41,46]. Other construc-
tive problems in differential algebra and differential algebraic geometry have
also gained attention [5, 14,15,21,23,28,39].
In the rest of the section, we preview the technical part of the paper. We
list our main results and indicate how they should be understood. Because
our results require stating a series of explicit functions bounding various
properties, we include an index to where the definitions of these functions
can be found and, where appropriate, where bounds on their rate of growth
are proven:
Table 1. Table of Notations and Bounds
Function Definition Calculated Bounds
dn Notation 2.4 (p. 9)
e Notation 2.9 (p. 9)
ζn Notation 2.17 (p. 12)
pn Notation 2.19 (p. 14) Lemma 7.7 (p. 41)
m Notation 4.5 (p. 18) Lemma 7.10 (p. 42)
m∗ Notation 4.5 (p. 18) Lemma 7.10 (p. 43)
g Notation 5.14 (p. 24)
uF Notation 5.18 (p. 25) Lemma 7.12 (p. 43)
u+
F
Notation 5.20 (p. 26) Lemma 7.12 (p. 43)
f Notation 5.26 (p. 27) Lemma 7.13 (p. 43)
hn,m Notation 5.30 (p. 29) Lemma 7.18 (p. 45)
isatn,m Notation 5.33 (p. 30) Lemma 7.19 (p. 46)
icoheren,m Notation 5.39 (p. 31) Lemma 7.20 (p. 46)
zk Notation 5.44 (p. 33) Lemma 7.14 (p. 44)
icharn,m Notation 5.47 (p. 34) Lemma 7.21 (p. 47)
k Theorem 6.2 (p. 37) Lemma 7.22 (p. 47)
jn,m Notation 6.3 (p. 37) Lemma 7.27 (p. 49)
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Our goal in Section 2 is to unwind the existence proof of a bound on
prime ideals given by Theorem 2.5 of [62]. The main ingredients are finitary
counterparts of prime ideals and vector space bases, as well as bounds on flat
extensions of polynomial rings (Theorem 2.5 and Lemma 2.6). The result
2.20, which has a form typical of others in the paper, is
Theorem. Let n, d be given. If Λ ⊆ K[X[n]]≤d is such that (Λ) is prime up
to pn(d) then (Λ) is prime.
The subscript denotes a bound on the degree of the polynomials in ques-
tion (see Definition 2.2). “Primality up to some value” (Definition 2.13) is
a “local” - in particular, easily seen to be computable - notion of primality
suggested by the functional interpretation. The symbol pn represents a cer-
tain recursively-defined bounding function (Notation 2.19) on the degree of
possible counterexamples to primality of an ideal I ⊆ K[X1, . . . ,Xn], where
K is an arbitrary field. Such a bound is implicit in the sense that we must
analyze the recursive definition in order to establish the growth rate of pn
in comparison to some well-known benchmark. See Section 7 for such an
analysis.
Our actual bounds tend to be rough, and it is not surprising that in many
cases carefully optimized arguments (e.g.,Theorem 3.4 of [24]) give tighter
bounds. The functional interpretation’s output is dependent on its input and
so cannot improve on the implicit constructive content of a given ineffective
proof. It is nonetheless meaningful to expose that content, especially since
general classes of bounds are often of most intrinsic interest. Like the bounds
obtained in [20,24,38,41], our main bounds are non-primitive recursive. This
indicates either an actual complexity barrier or the need for fundamentally
new ideas that can qualitatively lower the bounds beyond what any existing
proofs provide.
In Section 3, we will give a short introduction to the version of the func-
tional interpretation being used to produce these quantitative versions, using
the results of Section 2 as examples.
Section 4 deals with the underlying complexity of Noetherianity and its
consequences. Using a bound on Dickson’s Lemma from the literature (The-
orem 4.7) as a shortcut, we unwind proofs of Hilbert’s Basis Theorem and
the Nullstellensatz (Theorems 4.9 and 4.10):
Theorem. Suppose (Λ1) ⊆ (Λ2) ⊆ · · · ⊆ K[X[n]] with Λi ⊆ K[X[n]]≤D(i).
Then there is a j ≤ m∗(D, n) such that (Λj+1) ⊆ (Λj).
(Here D denotes a given nondecreasing function from N to N and m∗ is the
aforementioned bound on Dickson’s Lemma.)
Theorem (Based on [62], Cor 2.7(ii)). For any n, d there ism = m∗(i 7→ pin(d), n)
so that if Λ ⊆ K[X[n]]≤d and fk ∈ (Λ) (for any k) then f =
∑
i ciri where
each r2
m
i ∈ (Λ).
The use of Noetherianity is the key factor driving our bounds, as well as
those found in other papers that examine the complexity of the differential
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Nullstellensatz. Morally, many of the bounds we extract are non-primitive
recursive because the original nonconstructive proof invokes Noetherianity.
(Moreno Socías proved non-primitive recursiveness of bounds on Hilbert’s
Basis Theorem in [41]. Also, Simpson has shown in the sense of reverse
mathematics that proving Hilbert’s Basis Theorem is equivalent to prov-
ing that Ackermann’s function–well known to not be primitive recursive–is
a total function [54].) The resulting bounds, as shown in Section 7, are
far larger than the doubly-exponential bounds from the slick proof of the
effective Nullstellensatz in 4.11 which does not appeal to Noetherianity.
Section 5 is the longest of the paper and establishes many of our basic
effective results on differential polynomial rings. Our treatment is largely
self-contained, but additional details on differential algebra are found in,
e.g., [7, 29, 33, 40, 55]. After describing the framework we establish bounds
relating differential ideals and algebraic ideals (for example, bounds on the
complexity of coherent sets and Rosenfeld’s lemma, Proposition 5.40 and
Lemma 5.45). The basic ingredient for these bounds is a quantitative version
of the theorem that there are no infinite descending chains of autoreduced
sets (Theorem 5.31).
Our efforts in this section culminate in several new bounds. In [14], Fre-
itag, Li, and Scanlon remark that “producing explicit equations for differ-
ential Chow varieties in specific cases would require effectivizing Theorem
6.1” of [25], which is precisely the content of Theorem 5.48 and its corollary
5.49:
Theorem. Suppose Λ ⊆ K{X[n]}≤b and let P be a minimal prime ∆-ideal
containing Λ. Then P has a characteristic set Σ ⊆ K{X[n]}≤ichar(b).
(In the differential setting, subscripts now indicate bounds on order as well
as degree; see Definition 5.2.) Moreover, Corollary 5.50 and Lemma 7.21
give an explicit bound, not on primality of differential ideals (which is open
and equivalent to the well-known Ritt problem [19]), but on the weaker
Theorem 5.4 of [25] that bounds only one factor:
Theorem. Let Λ ⊆ K{X[n]}≤b be given with 1 6∈ [Λ]. If either f ∈ [Λ] or
g ∈ [Λ] for all f, g ∈ K{X[n]} with fg ∈ [Λ] and f ∈ K{X[n]}≤ichar(b), then
[Λ] is prime.
Section 6 is concerned with bounds on what we call “Ritt-Noetherianity”,
the Noetherianity of radical differential ideals. The finitary version 6.4 of
the Ritt-Raudenbush basis theorem is new:
Theorem. Let i0,Λ,Λ0 ⊆ Λ1 ⊆ · · · ,D,F, d be given such that:
• Λ ⊆ K{X[n]}≤d is autoreduced, and
• Λi ⊆ K{X[n]}≤D(i) for all i.
Then there is an i ∈ [i0, j(i0,D,F, d,Λ)] so that ΛF(i) ⊆ {Λ ∪ Λi}.
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We analyze the corresponding explicit bounds in 7.27. Using our finitary
basis theorem, it is possible to unwind the proof of the differential Nullstel-
lensatz found in [25] (Corollary 4.5/Theorem 6.3), but we do not include
the details here; see the discussion at the beginning of Section 6.
With the unwinding work behind us, in Section 7 we show how to interpret
the bounds produced by the functional interpretation in preceding sections.
For most of our results we analyze the functions’ growth rates and find
their place in the Grzegorczyk hierarchy of fast-growing functions [43]. For
instance, the bound pn on primality in Section 2 lies in the second stage of
the fast-growing hierarchy. To minimize disruption, we place in Appendix
A the results on ordinal arithmetic needed to justify the calculations in this
section.
2. Explicit Bounds for Testing Primality
In [62], van den Dries and Schmidt prove a number of results about ul-
traproducts of polynomial rings K[X], and derive the existence of uniform
bounds independent of K. Since these results are used extensively in [25],
in this section we obtain effective versions using the methods described in
the previous section.
We have two purposes: to demonstrate, in the simpler algebraic setting,
the methods we will later use in the differential setting, and to produce
actual explicit bounds we will need later. In some cases, effective proofs have
been given by other means (often before [62]), and these bounds are often
substantially more efficient than those given by unwinding the ultraproduct
arguments. When this happens, we will sometimes simply cite the known
bounds; at other times, unwinding the ultraproduct proof illustrates a useful
technique, so we will also describe the less efficient proof.
Throughout this section we are concerned with an arbitrary field K and
its polynomial extension K[X1, . . . ,Xn].
Notation 2.1. We abbreviate K[X1, . . . ,Xn] by K[X[n]]. More generally,
we abbreviate K[Xi,Xi+1, . . . ,Xj ] by K[X[i,j]].
We prefer this to the more common abbreviations K[ ~X ] or even K[X]
because we wish to be explicit about the number of variables.
2.1. Internal Flatness and Faithful Flatness.
Definition 2.2. We write K[X[n]]≤d for the set of polynomials in K[X[n]]
of total degree at most d.
We say K[X[n]] is internally flat bounded by D if for every b, when-
ever f1, . . . , fk ∈ K[X[n]]≤b are coefficients of a homogeneous linear equa-
tion
∑
i fiyi = 0 and g1, . . . , gk ∈ K[X[n]] is a solution, there exist hij ∈
K[X[n]]≤D(b) and cj ∈ K[X[n]] so that
∑
i fihij = 0 for each j and
∑
j cjhij =
gi for each i.
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Internal flatness states that every solution to
∑
i fiyi = 0 is a linear com-
bination of solutions of bounded degree. The name “internal flatness” refers
to the fact when K =
∏
Ki is an ultraproduct, K[X[n]]int =
∏
Ki[X[n]] is a
flat extension of K[X[n]] if and only if there is some D so that most Ki[X[n]]
are internally flat bounded by D.
Remark 2.3. Although we will not need this notion, we can define internal
flatness for any graded ring R = ⊕iRi with R≤i = ⊕|j|≤iRj : R is internally
flat bounded by D,S if for every k, b, whenever f1, . . . , fk ∈ R≤b are coeffi-
cients of a homogeneous linear equation
∑
i fiyi = 0 and g1, . . . , gk ∈ R are
a solution, there exist hij ∈ R≤D(k,b) with 1 ≤ j ≤ S(k, b) and cj ∈ R so
that
∑
i fihij = 0 for each j and
∑
j cjhij = gi for each i.
The bounds k,S are unnecessary for polynomial rings because K[X[n]]≤d
is finite dimensional with dimension bounded in n, d.
Notation 2.4. We write dn(b) = (2b)
2n .
Theorem 2.5 ([1, 52]). K[X[n]] is internally flat bounded by dn.
More generally, given a system of m homogeneous equations with coef-
ficients in K[X[n]]≤b, the space of solutions is generated by solutions in
K[X[n]]≤dn(mb).
We also expect an analog of faithful flatness. It is standard that a flat
extension is faithfully flat exactly when the extension does not create so-
lutions to any unsolvable inhomogeneous linear equations with coefficients
from the base ring. Then “internal faithful flatness” just says that if an inho-
mogeneous equation is solvable, the size of the solution should be bounded
in the degrees of the cofficients. This is the same as giving bounds on ideal
membership.
Lemma 2.6 ([26]). For any n and any fi ∈ K[X[n]]≤b, if
∑
i≤k figi = h
where h has degree b then there are g′1, . . . , g
′
k ∈ K[X[n]]≤dn(b) such that∑
i≤k fig
′
i = h.
2.2. Bounds on Primality. Working in the ultraproduct setting withK =∏
U Ki and K[X[n]]int =
∏
U (Ki[X[n]]), van den Dries and Schmidt [62] show
Theorem 2.7. If I is an ideal in K[X[n]] then I is prime iff IK[X[n]]int is
prime in K[X[n]]int.
The standard analog of this is
Theorem 2.8. There is a function pn(b) so that for any Λ ⊆ K[X[n]]≤b with
(Λ) not prime, there are f, g ∈ K[X[n]]≤pn(b) so that fg ∈ (Λ) but f, g 6∈ (Λ).
In [51] Schmidt-Göttsch shows that pn(b) has the form b
β(n) for some β.
Here we extract bounds with a worse dependence on b directly from the
simpler proof given in [62].
Notation 2.9. e(n, b) = 2(b+dn−1(b))
n−1+1b+ b+ dn−1(b).
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Lemma 2.10. Suppose φ : K(X1)→ L is a field extension and λ1, . . . , λk ∈
K[X[n]]≤b. Writing φ for the map φ : K(X1)[X[2,n]]→ L[X[2,n]] as well, any
solution in L to
∑
i φ(λi)yi = 0 is a linear combination of images under φ
of solutions from K[X[n]]≤e(n,b).
Proof. By internal flatness, solutions to
∑
i φ(λi)yi are linear combinations of
solutions from L[X[2,n]]≤dn−1(b). LetM1, . . . list the ≤ (b+dn−1(b))n−1 mono-
mials of degree ≤ b+ dn−1(b) in X[2,n]; then we may rewrite
∑
i φ(λi)yi = 0
as ∑
i
φ(
∑
j
fi,jMj)(
∑
j′
yi,j′Mj′) = 0
where fi,j ∈ K[X1]≤b. So we may expand this into a system of ≤ (b +
dn−1(b))
n−1 equations of the form∑
i
∑
j
φ(fi,j)yi,j0−j =
∑
k
φ(gk,j)xk = 0.
The solutions to a single equation
∑
i φ(gk,j0)xk = 0 are generated by the
solutions of the form (φ(gk,j0), . . . ,−φ(g1,j0), . . .) (because L is a field); by
substituting x1 =
∑
k zkφ(gk,j0) and xk = −zkφ(g1,j0), we obtain a system
of equations with one fewer equation and coefficients in φ(K[X1]≤2b).
Repeating this, we eventually reduce to a single equation whose solutions
are generated by the image of solutions from K[X[1]]≤2(b+dn−1(b))n−1 b. Undo-
ing the sequence of substitutions, we see that the original xi are generated by
the images of solutions from K[X[1]]≤2(b+dn−1(b))n−1+1b, and so the yi are gen-
erated by the images of solutions from K[X[2,n]]≤2(b+dn−1(b))n−1+1b+b+dn−1(b)
.

Lemma 2.11 (Based on [62], Lemma 2.3). For any n, b and Λ ⊆ K[X[n]]≤b,
if f ∈ K[X1] has degree > e(n, b) and is irreducible then for any g ∈ K[X[n]]
such that fg ∈ (Λ), also g ∈ (Λ).
Proof. Let λ1, . . . enumerate Λ. Suppose fg =
∑
i aiλi. Since f is irreducible,
L = K[X1]/(f) is a field; let φ : K → L be the natural embedding. We have
a solution
∑
i φ(ai)φ(λi) = 0 in L[X2, . . . ,Xn]. By the previous lemma, the
solutions are generated by the images of solutions from K[X[n]]≤e(n,b).
Since f has degree > e(n, b), we also have ai =
∑
j cjaij + fqi. Therefore
fg =
∑
i
aiλi
=
∑
i
(
∑
j
cjaij + fqi)λi
=
∑
j
cj
∑
i
aijλi + f
∑
i
λiqi
= f
∑
i
λiqi
and therefore g =
∑
i λiqi ∈ (Λ). 
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Lemma 2.12 (Based on [62], Corollary 2.4). For any n, b and any Λ ⊆
K[X[n]]≤b, one of the following holds:
• there is an f ∈ K[X1]≤e(n−1,k) and a g so deg(g) ≤ e(n, b)+dn−1(b)+
b, fg ∈ (Λ), but g 6∈ (Λ), or
• whenever f ∈ K[X1] and fg ∈ (Λ), g ∈ (Λ).
Proof. Suppose there is some f ∈ K[X1] and some g so that fg ∈ (Λ) but
g 6∈ (Λ). We may choose f with minimal degree such that this happens.
Then f is irreducible—if f = f0f1 then f0(f1g) ∈ (Λ), so either f1g 6∈ (Λ)
(so f0 is a witness of smaller degree) or f1g ∈ (Λ) (so f1 is a witness of
smaller degree). By the previous lemma, f ∈ K[X1]≤e(n,b).
We have fg =
∑
i aiλi. Let L = K[X1]/(f) and let φ : K[X1]→ L be the
natural embedding, so
∑
i φ(ai)φ(λi) = 0, and so by internal flatness, φ(ai) =∑
j cjaij where aij ∈ L[X[2,n]]≤dn−1(b). We may assume aij = φ(a′ij) with
a′ij ∈ K[X[n]]≤e(n,b)+dn−1(b). We have ai =
∑
j cjaij +fqi and
∑
i λiaij = fq
′
j.
Since deg(λiaij) ≤ e(n, b) + dn−1(b) + b, also deg(q′j) ≤ e(n, b) + dn−1(b) + b.
There must be some j so q′j 6∈ (Λ), and therefore f, q′j is the witness to
the first case. Otherwise, towards a contradiction, each q′j =
∑
i λiq
′
ji, and
therefore
fg =
∑
i
aiλi
=
∑
i
(
∑
j
cjaij + fqi)λi
=
∑
j
cj
∑
i
aijλi +
∑
i
fqiλk,i
=
∑
j
cjfq
′
j +
∑
i
fqiλi
= f
∑
j
cj
∑
i
λiq
′
ji + f
∑
i
qiλi
= f
∑
i
λi(
∑
j
cjq
′
ji + qi),
and therefore g =
∑
i λi(
∑
j cjq
′
ji + qi) so g ∈ (Λ), giving the needed contra-
diction. 
Definition 2.13. We say an ideal I ⊆ K[X[n]] is prime up to b if whenever
fg ∈ (Λ) with f, g ∈ K[X[n]]≤b, either f ∈ (Λ) or g ∈ (Λ).
[62] shows that if I ⊆ K(X)[Y[n]] is a prime ideal then the ideal it gener-
ates is prime inK(X)int[Y[n]]. In our setting, this amounts to comparing two
different gradings on K(X)[Y[n]]: we could assign X
i
∏
j Y
kj
j either the grade
|i|+∑j kj or the grade ∑j kj . We wish to show that sufficient primality in
the first grading implies primality in the second grading.
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Notation 2.14. We write K(X)[Y[n]]≤Y r for those elements of K(X)[Y[n]]
whose total degree in the Y variables is at most r. We write K(X)[Y[n]]≤X,Y r
for those elements of K(X)[Y[n]] whose total degree in X, 1/X, Y[n] is at most
r.
The proof in the ultraproduct involves using the fact thatKint(X) is freely
generated over K(X). Therefore, given fg =
∑
i aiλi where the ai come from
(Kint(X))[Y[n]], we can view the ai as coming from K(X,Z[m])[Y[n]] where
the Z[m] are a basis for some subspace large enough to contain the ai.
In the finitary world, the analog of the basis Z[m] is a “local basis”: a
collection of elements Z1, . . . , Zm such that, on the one hand, each ai is
algebraic in Z[m] using “small” coefficients (in the sense of the grading), but
there are no algebraic dependencies among the Z[m] even using much larger
coefficients.
Definition 2.15. We write K(X)≤d for K[X, 1/X]≤d. Let S be a set of
elements in K(X) and let F : N→ N. An F-local basis for S is a set Z and
a bound w such that:
• S ⊆ K(X,Z)≤w,
• if z ∈ Z then z 6∈ K(X,Z \ {z})≤F(w).
Lemma 2.16. For any S ⊆ K(X,S) and any F, letting F′(x) = xF(x),
there is an F-local basis Z,w such that Z ⊆ S and w ≤ (F′)|S|(1).
Proof. Set S0 = S and w0 = 1. Given Si, wi, if this is an F-local basis for S,
we are done. Otherwise, define Si+1, wi+1 as follows: chose z ∈ Si so that
z ∈ K(X,Si \{s})≤F(wi) and set Si+1 = Si \{z} and wi+1 = wiF(wi). Then
for each s ∈ S, since s ∈ K(X,Si)≤wi , also s ∈ K(X,Si+1)≤wiF(wi).
Since Si+1 ( Si, this process stops in at most |S| steps. 
Notation 2.17.
• ζ0(n, d) =
(n+dn(d)
n
)
, the number of monomials of degree ≤ dn(d) in
n variables,
• ζ1(n, d, b) = (
(b+n
n
)
+ 2)ζ0(n, d),
• ζ2(n, d, b) = (ζ1(n, d, b) + 1)2ζ1(n,d,b)−1.
This leads to the following crucial result. We show that sufficient primality
in the sense of ≤X,Y implies primality in the sense of ≤Y . This is a weak
form of the result we are attempting to prove: we begin with an ideal which
is prime only for f, g with total degree in both X and Y bounded, and we
obtain primality for f, g with Y -degree bounded, but arbitrary X-degree.
Lemma 2.18. Let n, b ≤ d be given. Then whenever Λ ⊆ K(X)[Y[n]]≤X,Y b
so that (Λ) is prime up to ζ1(n, d, b)ζ2(n, d, b) in the sense of ≤X,Y , also (Λ)
is prime in K(X)[Y[n]] up to d in the sense of ≤Y .
Proof. Let d and Λ ⊆ K(X)[Y[n]]≤X,Y b be given so that (Λ) is prime up to
ζ1(n, d, b)ζ2(n, d, b) in the sense of ≤X,Y .
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Let f, g ∈ K(X)[Y[n]]≤Y d be given with fg ∈ (Λ). This implies that
fg =
∑
i aiλi and, by Lemma 2.6, we may assume the ai ∈ K(X)[Y[n]]≤Y dn(d).
Note that we may assume |Λ| ≤ (b+n
n
)
, the dimension of K(X)[Y[n]]≤Y b as a
vector space over K(X).
We enumerate the monomials in Y[n] appearing in the ai asM0, . . . ,Mj , . . ..
There are at most ζ0(n, d) such monomials. We may write ai =
∑
j aijMj ,
f =
∑
j ujMj , and gj =
∑
j vjMj where aij, uj , vj are elements of K(X).
Let S0 = {aij}i,j ∪ {uj , vj}j . Note that |S0| ≤ ζ1(n, d, b). Let F be the
function given by F(x) = xζ1(n, d, b)+1. By Lemma 2.16 there is an S ⊆ S0
and a w ≤ ζ2(n, d, b) so that S,w is an F-local basis for S0.
We have
(
∑
j
ujMj)(
∑
j
vjMj) = fg =
∑
i
∑
j
aijMjλi.
Writing each ui, vi, aij as an element of K(X,S)≤w—that is, as a rational
polynomial involving X,S where the degrees of the top and bottom add to
at most w—we may multiply through to clear denominators. So we have
(
∑
j
u′jMj)(
∑
j
v′jMj) =
∑
i
∑
j
a′ijMjλi
where the u′, v′, a′ij are polynomials inX,S with degrees bounded by wζ1(n, d, b).
We will now rearrange our sums to focus on monomials from S. Write
M∗0 , . . . ,M
∗
j , . . . for the monomials in S arranged so that M
∗
0 = 1 and
M∗i M
∗
j =M
∗
ij . We then write
(
∑
j
u′′jM
∗
j )(
∑
j
v′′jM
∗
j ) =
∑
j
(
∑
i
a′′ijλi)M
∗
j
where the u′′j , v
′′
j , a
′′
ij are elements of K[X,Y[n]] with X degree bounded by
wζ1(n, d, b) and Y[n] degree bounded by dn(d). By our choice of pseudobasis,
we can separate this out by monomial: for each j,∑
i
a′′ijλi =
∑
k0+k1=j
u′′k0v
′′
k1
.
We follow the standard argument to solve this monomial by monomial,
keeping track of bounds along the way. We show by induction on J that
there are k0, k1 with k0 + k1 = J so that for each j < k0, u
′′
j =
∑
i bijλi and
for each j < k1, v
′′
j =
∑
i cijλi.
Suppose we have chosen such k0, k1. Then∑
i
a′′iJλi =
∑
j≤J
u′′j v
′′
J−j = u
′′
k0
v′′k1 +
∑
j<k0
u′′j v
′′
J−j +
∑
j<k1
u′′J−jv
′′
j ,
so
u′′k0v
′′
k1
=
∑
i
(a′′iJ +
∑
j<k0
v′′J−jbij +
∑
j<k1
u′′J−jcij)λi.
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Since Λ is prime up to wζ1(n, d, b) in the sense of ≤X,Y , we have either
u′′k0 =
∑
i bik0λi (and we replace k0 with k0 + 1) or v
′′
k1
=
∑
i cik1λi (and we
replace k1 with k1 + 1).
We may continue until either k0 =
(wζ1(n,d)+w
w
)
or k1 =
(wζ1(n,d)+w
w
)
. Sup-
pose the first case happens (the second is symmetric); then we have
f =
∑
j
u′′jM
∗
j =
∑
j
∑
i
bijλiM
∗
j =
∑
i
(
∑
j
bijM
∗
j )λi,
and therefore f =
∑
i biλi. 
We now arrive at the main result of this section: showing that we can
“upgrade” from internal primality up to a certain point to actual primality.
Notation 2.19.
• p1(d) = d,
• υ(n, d) = ζ1(n− 1, pn−1(d), d)ζ2(n− 1, pn−1(d), d),
• ρ(n, d) = max{2(υ(n,d)+n
n
)
υ(n, d), e(n − 1, d)},
• pn(d) = ρ(n, d).
Theorem 2.20 (Based on [62], Theorem 2.5). Let n, d be given. If Λ ⊆
K[X[n]]≤d is such that (Λ) is prime up to pn(d) then (Λ) is prime.
Proof. By induction on n. When n = 1 this is straightforward: (Λ) is
principal iff there is a single element of Λ generating the ideal.
So suppose n > 1. First, suppose that for each i there is an hi ∈
K[Xi]≤ρ(n,d) with hi ∈ (Λ). Then K[X[n]]/(Λ) is a field extension of K
where each Xi is algebraic of degree ≤ ρ(n, d). In particular, any element f
of K[X[n]] may be written f = f0+f
′ where f ′ ∈ (Λ) and f0 has total degree
≤ ρ(n, d)n. So if fg ∈ (Λ) then we have fg = (f0 + f ′)(g0 + g′) = f0g0 + c
with c ∈ (Λ). Therefore f0g0 ∈ (Λ) and since f0g0 has degree ≤ 2ρ(n, d)n,
the assumption applies, and either f0 ∈ (Λ) or g0 ∈ (Λ). Therefore either
f = f0 + f
′ ∈ (Λ) or g = g0 + g′ ∈ (Λ).
So suppose this does not hold: for some i ≤ n, K[Xi]≤ρ(n,d) ∩ (Λ) = ∅.
We will apply the inductive hypothesis to the ring K(Xi)[X[1,i−1],X[i+1,n]].
By rearranging the variables, it suffices to assume i = 1.
Claim 2.20.1: For every u ∈ K[X1], if fu ∈ (Λ) then f ∈ (Λ).
Proof. We apply Lemma 2.12. It suffices to rule out the first case: suppose
there were an f ∈ K[X1]e(n−1,d) and a g ∈ K[X[n]]≤e(n−1,d)+dn−1(d)+d so that
fg ∈ (Λ) but g 6∈ (Λ). Since, by assumption, f 6∈ (Λ), this violates the
primality of (Λ) up to e(n− 1, d) + dn−1(d) + d. ⊣
Claim 2.20.2: (Λ) is prime in K(X1)[X[2,n]] up to υ(n, d) in X[1,n]-
degree.
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Proof. Suppose fg ∈ (Λ) with f, g ∈ K(X1)[X[2,n]]≤υ(n,d), so fg =
∑
i aiλi.
Clearing denominators, f ′g′h =
∑
i a
′
iλi where h ∈ K[X1]≤2(υ(n,d)+nn )υ(n,d)
and f ′, g′ ∈ K[X[n]]≤υ(n,d).
Since K[X1]≤2(υ(n,d)+nn )
∩ (Λ) = ∅, we have h 6∈ (Λ). By primality of (Λ)
up to 2υ(n, d), f ′g′ ∈ (Λ), and so, without loss of generality, f ′ ∈ (Λ). Then
f = f ′/h′ for some h′ ∈ K[X1], and since f ′ =∑i biλi, also f =∑i(bi/h′)λi,
and therefore f ∈ (Λ). ⊣
Claim 2.20.3: (Λ) is prime in K(X1)[X[2,n]].
Proof. Since (Λ) is prime up to υ(n, d) inK(X1)[X2, . . . ,Xn] inX[1,n]-degree,
by Theorem 2.18, also (Λ) is prime up to pn−1(d) in K(X1)[X[2,n]] in X[2,n]-
degree. By the inductive hypothesis applied to K(X1)[X[2,n]], we have that
(Λ) is prime in K(X1)[X[2,n]]. ⊣
We can now complete the proof: suppose fg ∈ (Λ) in K[X[n]] (with
deg(fg) arbitrary). Then certainly fg ∈ (Λ) in K(X1)[X[2,n]], so without
loss of generality, f =
∑
i biλi with the bi ∈ K(X1)[X[2,n]]. Clearing denom-
inators again, fu =
∑
i b
′
iλi with the b
′
i ∈ K[X[n]] and u ∈ K[X1]. Applying
the first claim above, we must have f ∈ (Λ), completing the proof. 
3. A Version of the Functional Interpretation
The results in the previous section and the remainder of the paper are
produced by applying a syntactic translation—a version of the functional
interpretation—to the original proofs. Several versions of the functional in-
terpretation have been developed for nonstandard analysis [4, 11, 42]. The
specific version we use is detailed in [59]. The results in this paper are not
obtained by an entirely mechanical application of that translation. As is
typical in proof mining, a certain amount of “hand optimization” was nec-
essary, as was some care in choosing the right formulations and right proofs
to make the application of the functional interpretation more manageable.
While the full generality of the interpretation would extend this paper
unreasonably, we can now outline some of the main ideas. This discussion is
purely motivation, and is not needed to follow the proofs in the remainder
of the paper.
Fields and differential fields are given by first-order theories in the lan-
guage of rings or differential rings (the language with symbols for 0, 1, +,
· and, in the differential case, finitely many derivatives δ1, . . . , δm). How-
ever the statements we are interested in—for instance, the theorems in the
previous section—can not be expressed in this language.
One natural way to express these statements is by allowing quantifiers
over natural numbers as well. For example, consider “internal flatness”—
the fact that the ring K[X[n]]int is flat over K[X[n]]. If we have already
fixed K[X[n]]int and polynomials f1, . . . , fk ∈ K[X[n]], and a degree d, the
statement
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every solution to
∑
i fiyi = 0 is a linear combination of solu-
tions of degree ≤ d
is expressed by a first-order formula (with parameters for the elements of
K). To get the general statement of flatness, we need to quantify over the
degree d and over the degree of the polynomials f1, . . . , fk and the number
of variables—the flatness of K[X[n]]int is expressed by
∀Nn ∀Nb ∀f1, . . . , fk ∈ K[X[n]]≤b ∃Nd every solution to
∑
i
fiyi = 0 is a linear
combination of solutions of degree ≤ d.
Taken literally, we might expect that we need to quantify over the number
of polynomials as well, but the dimension of the space of polynomials is
bounded already by b and n. (This is a small example of the sort of hand
optimization one can do to simplify the work needed.) Strictly speaking,
these quantifiers should be understood as countable conjunctions, not simply
quantifiers, because the specific first-order formula depends on the values b
and d.
This is an example of what we mean by a Π2 sentence for the purposes
of this paper: the natural number quantifers follow the pattern ∀∃. The
“matrix”—the purely first-order part on the inside of the sentence—has no
computational content (this is similar to the role of purely internal formu-
las in [4]), so we only count the numeric quantifiers when considering the
sentence’s complexity.
Given that a sentence of this kind—a sentence built from first-order for-
mulas using conjunctions and disjunctions—holds in every ultraproduct of
rings, our interpretation translates it to some fact which holds in every ring.
(There is an equivalent, more purely syntactic version of this claim, which
does not refer to ultraproducts. We could work in a suitable theory of non-
standard arithmetic, with quantifiers over the standard natural numbers as
in [4] taking the place of our countable conjunctions and disjunctions. The
original ultraproduct proofs could be formalized in such a theory, and a suit-
able metatheory would show that it is possible to obtain a purely standard
proof of the same conclusion.)
With Π2 statements, the interpretation is quite direct: it tells us that in
this case we can shift all the numeric quantifiers to the outside, as in
∀Nn ∀Nb ∃Nd ∀f1, . . . , fk ∈ K[X[n]]≤b every solution to
∑
i
fiyi = 0 is a linear
combination of solutions of degree ≤ d
and then obtain a bound on d as a function of b and n. That is, there is a
function D so that for every ring K,
∀Nn ∀Nb ∀f1, . . . , fk ∈ K[X[n]]≤b every solution to
∑
i
fiyi = 0 is a linear
combination of solutions of degree ≤ D(b).
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This is what we called internal flatness bounded byD in the previous section.
Slightly more precisely, if we write ϕ(n, b, d) for the formula expressing
for any polynomials f1, . . . , fk of degree ≤ b, every solution
to
∑
i fiyi = 0 is a linear combination of solutions of degree
≤ d,
there is a theorem (for instance, a suitable formulation of the transfer the-
orem of nonstandard analysis) which tells us that an ultraproduct
∏
U Ki
satisfies ∀Nn∀Nb∃Nd φ(n, b, d) if and only if, for each n and b, there is a d so
that
{i | Ki  φ(n, b, d)} ∈ U .
The power of the functional interpretation is giving a version of this equiv-
alence for more complicated statements. For instance, suppose we know that∏
U
Ki  ∀Nx∃Ny∀Nz ψ(x, y, z)
where, for all natural numbers x, y, z, ψ(x, y, z) is a first-order formula. Then
a theorem tells us that, for every x and every function Z : N → N, there is
a y so that
{i | Ki  φ(x, y, Z(y))} ∈ U .
The form of these bounds becomes progressively more complicated as
the alternations of countable conjunctions and disjunctions becomes more
complicated. In particular, as the statements become more complicated,
one can no longer find exact values with sufficient uniformity to get the
equivalence we need; instead, one finds only bounds on the values. For
instance, the actual formulation, as given in [59], says that∏
U
Ki  ∀Nx∃Ny∀Nz ψ(x, y, z)
is equivalent to saying that, for every x and every Z : N → N, there is a Y
so that
{i | ∃y ≤ Y Ki  φ(x, y, Z(y))} ∈ U .
Since Y is a finite natural number, this is equivalent to the version in the
previous paragraph. However the correct inductive definition of the inter-
pretation requires working with the bound Y rather than the exact value y,
and for more complicated sentences, working with the bounded version is
unavoidable.
4. Hilbert’s Basis Theorem, Noetherianity, and the
Nullstellensatz
For some results we will need an effective version of Hilbert’s Basis Theorem—
that is, of the Noetherianity of K[X[n]]. Such theorems are given without
bounds in several places in the literature, such as Hertz [27] and Perdry and
Schuster [45]. Moreno Socías proved that bounds on the length of ascend-
ing chains of polynomial ideals are non-primitive recursive in the number of
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indeterminates (Cor. 7.5, [41]). As a warm-up for the differential case, we
use our methods to obtain an effective basis theorem and Nullstellensatz.
To give bounds on Hilbert’s Basis Theorem, we use a function given by
Figueira et al [12] to bound witnesses to Dickson’s Lemma. (León Sánchez
and Ovchinnikov give related bounds in [38].) For the remainder of the
discussion we fix an arbitrary monotonically increasing function D : N→ N.
Notation 4.1. Consider a nonempty finite setX with elements from Nn1, . . . ,Nnr .
Let τX (or simply τ when X is understood) be the multiset containing one
copy of ni for every element of X belonging to N
ni .
Given any multiset τ containing a natural number k > 0, we denote
by τ〈k,i,D〉 the multiset obtained by removing one copy of k from τ and
introducing k · (D(i) − 1) new copies of k − 1. This operation introduces 0
into the multiset if k = 1. If τ contains 0, define τ〈0,i,D〉 to be the result of
removing one copy of 0 from τ .
Example 4.2. Suppose X = {(1, 2, 3), (4, 5, 6), (1, 2)}. Then τ is the multi-
set {3, 3, 2} and τ〈3,i,D〉 is the multiset {3, 2, . . . , 2} containing 3·(D(i)−1)+1
copies of 2. The multiset τ〈2,i,D〉 is {3, 3, 1, . . . , 1} and contains 2 · (D(i)− 1)
copies of 1.
We can compare multisets lexicographically:
Proposition 4.3. The collection of finite multisets on N is well ordered by
the relation ≤multi defined as follows:
σ ≤multi τ if and only if σ = τ or τ contains strictly more copies of k
than does σ, where k is the greatest value such that τ and σ contain different
numbers of copies of k.
Example 4.4.
• {1, 1, 1, 1, 1} ≤multi {2}
• {3, 1, 0} ≤multi {3, 2}
Note that τ〈k,i,D〉 <multi τ , whence the following recursive definition
makes sense:
Notation 4.5. We define mτ,D(i) by:
• m∅,D(i) = 0.
• mτ,D(i) = 1 + mτ〈min τ,i,D〉,D(i + 1), where τ 6= ∅ and min τ is the
least element of the multiset τ .
For future convenience, denote the expression m{n},D+1(0) + 1 by m
∗(D, n).
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Example 4.6. Let D(i) = i+ 2.
m{2},D(0) = 1 +m{1,1},D(1)
= 2 +m{1,0,0},D(2)
= 3 +m{1,0},D(3)
= 4 +m{1},D(4)
= 5 +m{0,0,0,0,0},D(5)
= 6 +m{0,0,0,0},D(6)
...
= 10.
When ~a = (a1, . . . , an) ∈ Nn, we write |~a| to represent maxi≤n{ai} (the
infinity norm). We write (a1, . . . , an)  (b1, . . . , bn) if for each i ≤ n, ai ≤
bi. The bound we need concerns sequences ~a1, ~a2, . . . such that for each i,
|~ai| ≤ D(i).
Theorem 4.7 (See [12], Lemma V.I). Let ~a1, ~a2, . . . , be a sequence in N
n
such that for each i, |~ai| ≤ D(i). There exist i < j ≤ m∗(D, n) such that
~ai  ~aj .
Remark 4.8. The existence of bounds follows from Dickson’s Lemma, which
implies that there are no infinite bad sequences such that ~ai 6 ~aj for all i < j
(equivalently, (Nn,) is a well-quasiordering) [12].
We now give an effective version of Hilbert’s Basis Theorem.
Theorem 4.9. Suppose (Λ1) ⊆ (Λ2) ⊆ · · · ⊆ K[X[n]] with Λi ⊆ K[X[n]]≤D(i).
Then there is a j ≤ m∗(D, n) such that (Λj+1) ⊆ (Λj).
Proof. We associate the monomial Xa11 · · ·Xann with the tuple ~a. We place
a linear ordering on Nn, and so also on monomials, by saying ~a <~b if either∑
1≤k≤n ak <
∑
1≤k≤n bk or both
∑
1≤k≤n ak =
∑
1≤k≤n bk and, taking l least
so al 6= bl, al < bl. (The linear ordering < should not be confused with the
partial ordering .)
We define a sequence of elements of K[X[n]] as follows. Suppose we have
defined fi for i < j so that fi ∈ K[X[n]]≤D(i). We reduce each element of
Λj by f1, . . . , fj−1. That is, if f ∈ Λj and f contains monomials divided by
the leading monomial (i.e., greatest with respect to <) of f1, divide f by f1;
the remainder r1 is a reduction of f with respect to f1.
The total degree deg(r1) = deg(f−α·f1) for some α such that deg(α·f1) ≤
deg(f), so r1 ∈ K[X[n]]≤D(j). Reduce r1 with respect to f2, the resulting
remainder with respect to f3, and so on. Since Λj ⊆ K[X[n]]≤D(j), it follows
that the reductions are contained in K[X[n]]≤D(j). If all elements reduce to
0, we are done. Otherwise, we take fj to be the reduction with the greatest
leading monomial.
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Let ~a1, . . . ,~aj , . . . be the leading monomials of f1, . . . , fj, . . .. If i < j,
then ~ai 6 ~aj because fj is reduced with respect to fi and hence ~ai does not
divide ~aj. Note that if the sum of the entries of ~aj is bounded by D(j), then
|~a| ≤ D(j) so by 4.7 this process must terminate at some j ≤ m∗(D, n). 
The final result from [62] we need is Corollary 2.7(ii). We include the
following proof, which is the unwinding of the proof in [62].
Theorem 4.10 (Based on [62], Cor 2.7(ii)). For any n, d there is m =
m∗(i 7→ pin(d), n) so that if Λ ⊆ K[X[n]]≤d and fk ∈ (Λ) (for any k) then
f =
∑
i ciri where each r
2m
i ∈ (Λ).
Proof. We will produce a tree of finitely generated ideals as follows. When
σ is a node of this tree, we write Γσ for the finite set of generators. We will
inductively maintain that:
• Γσ ⊆ K[X[n]]≤p|σ|n (d), and• if σ ⊑ τ then Γσ ⊆ Γτ .
We begin by setting Γ〈〉 = Λ. Given Γσ, we check whether f ∈ (Γσ); if so, σ
is a leaf. If not, since fk ∈ (Γσ), (Γσ) is not prime, so we find gh ∈ (Γσ) with
g, h 6∈ (Γσ) and deg(g),deg(h) ≤ pn(p|σ|n (d)). We define Γσ⌢〈0〉 = Γσ ∪ {g}
and Γσ⌢〈1〉 = Γσ ∪ {h}. Inductively we see that Γσ ⊆ K[X[n]]≤p|σ|n (d).
The previous theorem ensures that each branch has length ≤ m∗(i 7→
pin(d), n), so the tree has at most 2
m∗(i7→pin(d),n) leaves. Takem = m∗(i 7→ pin(d), n).
Note that the ideal corresponding to each leaf contains f , so for each σ we
have f =
∑
i ci,σγi,σ. Fix some leaf σ0, and consider the system of equa-
tions of the form
∑
i γi,σ0yi,σ0 −
∑
j γj,σyj,σ = 0. This is a system of at
most 2m equations whose coefficients have degree at most pmn (d). The {ci,σ}
give a solution, and so by Lemma 2.5, there are solutions c′i,j,σ such that
ci,σ =
∑
j djc
′
i,j,σ and the c
′
i,j,σ have degree at most dn(p
m
n (d)2
m).
Let fj =
∑
i γi,σ0c
′
i,j,σ0
. Note that, since for each j, j′ and σ,
∑
i c
′
i,j,σ0
γi,σ0−∑
i′ c
′
i′,j′,σγi′,σ = 0, also fj =
∑
i′ c
′
i′,j′,σγi′,σ, so fj ∈ (Γσ) for each leaf σ. We
now show inductively that if |σ| = i then f2m−ij ∈ (Γσ). For leaves this
is immediate. If f2
m−i
j ∈ (Γσ⌢〈0〉) ∩ (Γσ⌢〈1〉), recall that there are g, h so
Γσ⌢〈0〉 = Γσ ∪ {g} and Γσ⌢〈1〉 = Γσ ∪ {h}, so f2m−ij =
∑
i γi,σui + gu =∑
i γi,σvi + hv, so
f2·2
m−i
j = (
∑
i
γi,σui + gu)(
∑
i
γi,σvi + hv) =
∑
i
γi,σu
′
i + ghuv,
so f2
m−(i−1)
j ∈ (Γσ).
In particular, f2
m
j ∈ (Γ). Since f =
∑
i ci,σ0γi,σ0 =
∑
i
∑
j djc
′
i,j,σ0
γi,σ0 =∑
j djfj, we have shown the claim. 
In fact, these bounds are embarrassingly poor compared to those given
by a different method.
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Theorem 4.11. Suppose Λ ⊆ K[X[n]]≤d and fk ∈ (Λ) with deg(f) ≤ d.
Then f dn+1(d+1) ∈ (Λ).
Proof. We use the Rabinowitsch trick: since fk ∈ (Λ), by the Nullstellensatz
we have 1 =
∑
i giλi + g(1 − Y f) for some λi ∈ Λ and gi, g ∈ K[X[n], Y ].
By Lemma 2.6, we may assume that the gi have degree ≤ dn+1(d + 1).
Therefore, substituting 1/f for Y and multiplying both sides by f dn+1(d+1)
to clear denominators, we get f dn+1(d+1) =
∑
i g
′
iλi. 
Note, however, that the proof-mined result is a little more uniform: unlike
in 4.11, there is no restriction on the degree of f in 4.10.
5. Bounds in Differential Polynomial Rings
5.1. Rankings and Faithful Flatness. We now turn to the differential
case. Henceforth we fix a field K of characteristic 0 equipped with a set ∆ =
{δ1, . . . , δm} of commuting partial derivations (i.e., additive homomorphisms
satisfying the usual product rule). We write Θ = {δk11 · · · δkmm | k1, . . . , km ≥
0} for the set of ∆-operators; for convenience we will also refer to these as
derivations. By the term “derivative” we mean an expression like θXi; i.e., a
differential indeterminate Xi to which a derivation θ ∈ Θ has been applied.
The order of θXi (or θ, if we only care about the derivation) is
∑m
j=1 kj .
Definition 5.1. A ranking < on a set of derivatives is a well-ordering such
that for all derivatives u, v and nontrivial θ ∈ Θ:
(1) If u < v, then θu < θv and
(2) u < θu.
Throughout our discussion, we assume a fixed ranking of order-type ω, so
we can associate a derivative θXi to a natural number o(θXi). In order to
give concrete bounds, we further assume an orderly ranking on derivatives:
δk11 · · · δkmm Xr < δl11 · · · δlmm Xs if and only if
∑
i ki <
∑
i li or
∑
i ki =
∑
i li
and k1 = l1, k2 = l2, . . . , ki < li for some 1 ≤ i ≤ m or all these quantities
are the same and r < s. This allows us to equate the differential polynomial
ring K{X[n]} in n differential indeterminates with the algebraic polynomial
ring K[Z1, . . .] in countably many indeterminates, where Zo(θXi) is associ-
ated with θXi. We write o(f) for o(θXi), where θXi is the highest-ranking
derivative in f .
There are two natural gradings we might consider: either treating the
degree of polynomials and the number of algebraic indeterminates separately,
or combining these into a single grading.
Definition 5.2. We write K[Z[b]] = K[Z1, . . . , Zb].
K{X[n]}≤b is K[Z[b]]≤b.
K{X[n]}≤b,d is K[Z[b]]≤d.
Remark 5.3. Order and ranking are related but not equal. The ranking
can be significantly greater because the number of derivatives of a given
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order grows with the order. For example, using our chosen orderly ranking,
if n = 1,m = 2, then δ2X1 is the second-least derivative in the ranking but
δ1δ2X1 is the fifth-least even though the order only increased by 1. There are(N+m−1
m−1
) · n derivatives of order N in K{X[n]},∆ = {δ1, . . . , δm}. It follows
that the ranking of a derivative of order N is at most
(N+m−1
m−1
) · n · (N + 1).
Definition 5.4. The leader of a differential polynomial f ∈ K{X[n]} \K is
the greatest derivative (in the ranking) appearing in f . The initial If of f
is the coefficient of the highest-degree term in the leader of f , considering f
as a univariate polynomial in the leader. The separant Sf of f is the initial
of any proper derivative θf of f (equivalently, the formal partial derivative
in the usual calculus sense with respect to the leader.) The rank of f is the
ordered pair (µf , deg(µf )) consisting of the leader µf of f and the highest
degree in which it appears in f ; ranks are compared lexicographically.
See [55] for further discussion and examples of rankings, leaders, and
related notions.
We first show a version of internal flatness for K{X[n]}.
Lemma 5.5 (Based on [25], 4.1, flatness). Whenever f1, . . . , fk ∈ K{X[n]}≤b
and
∑
i gifi = 0, there exist hij ∈ K{X[n]}≤b,db(b) and cj ∈ K{X[n]} so that∑
i hijfi = 0 for each j and
∑
j cjhij = gi for each i.
Proof. Consider an equation
∑
i≤l fiYi = 0 with the fi in K{X[n]}≤b and
suppose
∑
i figi = 0. We may write the solutions gi as polynomials in those
variables Zk with k > b, with coefficients inK[Z[b]]: gi =
∑
j gijWj. SinceWj
is transcendental over K[Z[b]],
∑
i figi = 0 implies that, for each j,
∑
i figij =
0. Internal flatness of K[Z[b]] says that the gij must be linear combinations
of solutions in K[Z[b]]≤db(b). The space of such solutions is finite dimensional,
say ~u1, . . . , ~ur where each ~ul = 〈ul0, . . . , ulk〉 with
∑
i fiuli = 0. So for each i
and j, the gij must be a linear combination of such solutions, gij =
∑
l cjluli.
Then gi =
∑
j
∑
l cjluliWj =
∑
l(
∑
j cjlWj)uli. So, setting c
′
l =
∑
j cjlWj , we
have gi =
∑
l c
′
luli. 
Lemma 5.6 (Based on [25], 4.1, faithful flatness). For any n and any
fi, h ∈ K{X[n]}≤b, if
∑
i≤k figi = h then there are g
′
i ∈ K{X[n]}≤b,db(b)
such that
∑
i≤k fig
′
i = h.
Proof. Suppose
∑
i figi = h where fi, h ∈ K{X[n]}≤b = K[Z[b]]≤b. Then we
may write each gi as a sum of monomials, and have gi = g
+
i + g
−
i where g
+
i
consists only of those monomials in Z[b] and g
−
i contains all monomials with
at least one term outside of Z[b]. Then
∑
i fig
−
i = 0, so
∑
i fig
+
i = h. By
Lemma 2.6, there are g′i ∈ K[Z[b]]≤db(b) = K{X[n]}≤b,db(b) so that
∑
i fig
′
i =
h. 
5.2. Stratified Ideals and Autoreduced Sets.
Notation 5.7. If Λ ⊆ K{X[n]} \K is finite, we write HΛ for
∏
λ∈Λ IλSλ.
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Notation 5.8. Given Λ ⊆ K{X[n]}, we denote by (Λ), [Λ], and {Λ}, respec-
tively, the ideal, differential ideal (i.e., closed under derivation), and perfect
ideal (radical ideal generated by [Λ]; it is automatically differential in our
case) generated in K{X[n]} by Λ.
Notation 5.9. We frequently work with the following saturation ideals:
(Λ) :H∞Λ = {g | ∃n HnΛg ∈ (Λ)}
and
[Λ] :H∞Λ = {g | ∃n HnΛg ∈ [Λ]}.
Because the ideals (Λ) :H∞Λ and [Λ] :H
∞
Λ need not be finitely generated,
we need a more nuanced way to work with them if we want effective bounds.
Definition 5.10. A stratified ideal 〈Λk〉k in K{X[n]} is an increasing se-
quence (Λ1) ⊆ (Λ2) ⊆ · · · ⊆ K{X[n]} so that, for each k, Λk ⊆ K{X[n]}≤k.
We identify a stratified ideal 〈Λk〉k with the ideal (
⋃
k Λk). Note that
there is no assumption that K{X[n]}≤k ∩ (
⋃
k Λk) = (Λk)—new elements of
K{X[n]}≤k might appear in Λk′ with k′ much larger than k.2
We pick canonical stratifications associated with the ideals (Λ) :H∞Λ and
[Λ] :H∞Λ .
Notation 5.11. We write
ΛH(k) = {g ∈ K{X[n]}≤k | HkΛg ∈ (Λ)},
Λ[k] = {θλ | λ ∈ Λ and o(θλ) ≤ o(λ) + k},
and
ΛH[k] = {g ∈ K{X[n]}≤k | HkΛg ∈ (Λ[k])}.
Before discussing primality of stratified ideals, we introduce the important
topic of autoreduced sets.
Definition 5.12. A differential polynomial f ∈ K{X[n]} is partially reduced
with respect to g ∈ K{X[n]} \K if f has no proper derivative of the leader
µg of g. f is reduced with respect to g if f is partially reduced with respect
to g and additionally the degree of µg in f is strictly less than the degree
of µg in g. f is reduced with respect to a subset S ⊆ K{X[n]} \K if f is
reduced with respect to every element of S, and S is autoreduced if every
element of S is reduced with respect to every other element of S.
If a finite set Λ ⊆ K{X[n]}≤b = K[Z[b]]≤b is autoreduced, one may
check that
(2b
b
)
is an upper bound on the number of distinct monomials
in Z1, . . . , Zb and hence on the cardinality of Λ. In particular, this implies
that HΛ ∈ K{X[n]}≤b,2b(2bb ).
Given f ∈ K{X[x]}, we can find a closely related remainder f˜ that is
reduced with respect to Λ; the process of obtaining f˜ is called pseudodivision.
2Formally, we are representing membership in these ideals as an existential property.
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The exact remainder obtained from reduction depends on the sequence of
elements from Λ, but we can still find effective bounds on the complexity
regardless of the choices made during pseudodivision.
Example 5.13. Choose a ranking in which z > δ1x > δ2y. Let g1 =
δ2y(δ1x)
2+xδ1x, g2 = δ2yδ
2
1x+x, and f = z+xδ
2
1x+Tf (where the trailing
terms Tf have lower rank). We illustrate a single step of pseudodivision of
f with respect to g1 and g2, respectively:
• f contains a proper derivative of the leader of g1, so we differentiate
g1 to obtain
δ1g1 = (2δ2yδ1x+ x)δ
2
1x+ (δ1δ2y + 1)(δ1x)
2.
Multiply f by Sg1 and subtract a suitable multiple of δ1g1. The
remainder r1 after one step is
Sg1f − x · δ1g1 = Sg1(z + Tf )− x · (δ1δ2y + 1)(δ1x)2.
• f contains the leader of g2 but no proper derivatives thereof, so to
pseudodivide f by g2 we simply multiply f by Ig2 and divide to
obtain
Ig2f − x · g2 = Ig2(z + Tf )− x2.
Note that the actual leader z of f never came into play; we only eliminated
terms that prevented f from being reduced with respect to g1 or g2. Also,
if we were reducing f with respect to the set {g1, g2}, we would instead
continue reducing r1 with respect to g1 until the remainder r was reduced
with respect to g1. We would then reduce r with respect to g2. See [55] for
further explanation of reduction algorithms.
Notation 5.14. g(b, d) = d(1 + b)d.
Lemma 5.15 (Based on [33], I(9), Proposition 1). Let Λ ⊆ K{X[n]}≤b be
autoreduced and let f ∈ K{X[n]}≤d. Then there exist f˜ ∈ K{X[n]}≤d,g(b,d)
reduced with respect to Λ and kλ, lλ ≤ g(b, d) for each λ ∈ Λ such that
∏
λ∈Λ
Ikλλ S
lλ
λ

 f − f˜ ∈ (Λ[d]).
Proof. Pseudodivide repeatedly to reduce the highest-ranking derivative in
the current remainder that is not reduced with respect to Λ. This rank
decreases at each step (either by reducing order or degree), so the process
terminates with a remainder f˜ that is reduced with respect to Λ. Repeated
multiplication by initials and separants throughout this process yields the
form
(∏
λ∈Λ I
kλ
λ S
lλ
λ
)
f − f˜ ∈ (Λ[d]) for some kλ, lλ.
Recursively define B(i) as follows:
• B(0) = d,
• B(i + 1) = B(i)(1 + b).
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We claim that B(i) is an upper bound on the degree of the remainder
after reducing i-many times the highest-ranking derivative not reduced with
respect to Λ.
By hypothesis, d = B(0) bounds the degree of f , so we start out cor-
rectly. For the inductive step, suppose that the remainder after reducing
i-many derivatives with respect to Λ belongs to K{X}≤d,B(i). The number
of division steps required for the next-highest-ranking derivative is at most
the current degree in that derivative, hence it is bounded by B(i). Each
multiplication by an initial or separant increases the degree by at most b.
The degree after reducing the i + 1-st derivative is consequently bounded
by (current bound) + b ·(maximal number of divisions) = B(i) + b ·B(i) =
B(i)(1+b) = B(i+1). Pseudodivision cannot increase the order, so the new
remainder belongs to K{X}≤d,B(i+1). Thus the final bound on the degree
of f˜ is B(d) = d(1 + b)d = g(b, d).
To find a bound on kλ, lλ we add up the total number of division steps
required to reduce each derivative. Again we see that g(b, d) is an upper
bound: d+ d(1 + b) + · · · + d(1 + b)d−1 = d
(
(1+b)d−1
b
)
≤ g(b, d).

5.3. Local Primality. The right notion of primality for stratified ideals is
a “local primality” notion which tells us not only that when fg ∈ (⋃k Λk)
that either f ∈ (⋃k Λk) or g ∈ (⋃k Λk), but incorporates a bound F, so that
fg ∈ (Λk) implies that either f ∈ (ΛF(k)) or g ∈ (ΛF(k)).
Definition 5.16. Let 〈Λk〉k be a stratified ideal. We say 〈Λk〉k is F-prime up
to b if for each k ≤ b, whenever fg ∈ (Λk), either f ∈ (ΛF(k)) or g ∈ (ΛF(k)).
We also need the bounded version of primality, analogous to the notion
of “prime up to d”.
Definition 5.17. Let 〈Λk〉k be a stratified ideal. We say 〈Λk〉k is boundedly
F-prime up to b if for each k ≤ b, whenever fg ∈ (Λk) ∩K{X[n]}≤k, either
f ∈ (ΛF(k)) or g ∈ (ΛF(k)).
We always assume that the function F is monotone—that is, a ≤ b implies
F(a) ≤ F(b).
Notation 5.18. Given F, let Fd(b) = F(pd(b)). Set uF(x) = F
m∗(i7→Fix(x),x)
x (x).
Lemma 5.19 (Based on [25], 4.1a). If Λ ⊆ K{X[n]}≤b is such that 〈ΛH(k)〉
is boundedly F-prime up to pd(uF(d)), then 〈ΛH(k)〉 is uF-prime up to d.
Proof. To show uF-primality up to d, we must show the statement for each
d′ ≤ d, but without loss of generality (because F is monotone) it suffices to
show that whenever fg ∈ (ΛH(d)), either f ∈ (ΛH(uF(d))) or g ∈ (ΛH(uF(d))).
Consider Λ∗(k) = Λ
H
(k)∩K{X[n]}≤d,k. Observe that 〈Λ∗(k)〉 is also boundedly
Fd-prime up to pd(uF(d)): if fg ∈ (Λ∗(k)) ∩ K{X[n]}≤d,k ⊆ (ΛH(k)) for k ≤
pd(uF(d)) then, a fortiori, f ∈ (ΛH(F(k))) ∩K{X[n]}≤d,k, so f ∈ (Λ∗(F(k))).
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Consider the sequence of ideals (Λ∗(d)) ⊆ (Λ∗(Fd(d))) ⊆ (Λ∗(F2d(d))) ⊆ · · · .
By Theorem 4.9, there is some i ≤ m∗(i 7→ Fid(d), d) so that (Λ∗(Fi+1
d
(d))
) ⊆
(Λ∗
(Fi
d
(d))
). Let k = Fi(d) ≤ uF(d), so d ≤ k ≤ uF(d) and Λ∗(Fd(k)) ⊆ (Λ∗(k)).
In particular, since pd(k) ≤ pd(uF(d)), if fg ∈ (Λ∗(k)) ∩K{X[n]}≤d,pd(k) then
either f or g belongs to (Λ∗(F(pd(k)))) = (Λ
∗
(Fd(k))
) ⊆ (Λ∗(k)), so (Λ∗(k)) is prime
up to pd(k). By Theorem 2.20, (Λ
∗
(k)) is prime.
Now suppose fg ∈ (ΛH(d)) ⊆ (ΛH(k)). Then fg ∈ K[Z[m]] for some m. Let
M0, . . . ,Mj , . . . enumerate the monomials over the variables Z[d+1,m]. We
may write fg =
∑
i,j ui,jγiMj with γi ∈ ΛH(d) ⊆ Λ∗(k), f =
∑
j bjMj and
g =
∑
j cjMj. Then for each j,∑
j0+j1=j
bj0cj1 =
∑
i
ui,jγi.
We resolve this monomial by monomial. We show by induction on J that
there are k0, k1 with k0+ k1 = J so that for each j < k0, bj ∈ (Λ∗(k)) and for
each j < k1, cj ∈ (Λ∗(k)). When J = 0, this is immediate. Suppose the claim
holds for J ; we have
bk0ck1 =
∑
i
ui,Jγi −
∑
j0<k0
bj0cJ−j0 −
∑
j1<k1
bJ−j1cj1,
and therefore bk0ck1 ∈ (Λ∗(k)). Since this is a prime ideal, we have either
bk0 ∈ (Λ∗(k)), in which case we increment k0, or similarly with ck1 .
When J is large enough, we see that we must have either bj ∈ (Λ∗(k)) for
all j or cj ∈ (Λ∗(k)) for all j, so we have either f ∈ (Λ∗(k)) ⊆ (ΛH(k)) ⊆ (ΛH(uF(d)))
or g ∈ (Λ∗(k)) ⊆ (ΛH(uF(d))). 
Notation 5.20. u+
F
(b) = max{uF(b), db+1(2b
(2b
b
)
+ 1)}.
Lemma 5.21 (Based on [25], 4.2b). If Λ ⊆ K{X[n]}≤b, |Λ| ≤
(2b
b
)
, and
〈ΛH(k)〉 is boundedly F-prime up to pb(uF(b)), then (Λ) :H∞Λ ⊆ (ΛH(u+
F
(b))
).
Proof. Suppose HNΛ g ∈ (Λ) for some N . Then certainly HNΛ g ∈ (ΛH(b)) since
Λ ⊆ ΛH(b). Since 〈ΛH(k)〉 is boundedly F-prime up to pb(uF(b)), by Lemma
5.19 it is uF-prime up to b and either H
N
Λ ∈ (ΛH(uF(b))) or g ∈ (ΛH(uF(b))); in
the latter case we are done.
SupposeHNΛ ∈ (ΛH(uF(b))), so also H
N+uF(b)
Λ ∈ (Λ). Then by Theorem 4.11,
already H
db+1(2b(2bb )+1)
Λ ∈ (Λ). But this implies that 1 ∈ (ΛH(db+1(2b(2bb )+1))),
so also g ∈ (ΛH
(db+1(2b(2bb )+1))
). 
Later we will need a slight refinement of these notions, where we restrict
to the subring of K{X[n]} containing only those indeterminates that are
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not proper derivatives of the leaders of Λ (that is, those elements partially
reduced with respect to Λ).
Definition 5.22. K{X[n] ↾ Λ} is the ring K[ZS ] where S is the (possibly
infinite) set of indices of indeterminates which are not proper derivatives of
any µλ with λ ∈ Λ. We write K{X[n] ↾ Λ}≤b for K{X[n] ↾ Λ} ∩K{X[n]}≤b.
We say 〈Λk〉k is pr(Λ)-F-prime up to b if for each k ≤ b, whenever fg ∈
(Λk) ∩K{X[n] ↾ Λ}, either f ∈ (ΛF(k)) or g ∈ (ΛF(k)).
We say 〈Λk〉k is boundedly pr(Λ)-F-prime up to b if for each k ≤ b, when-
ever fg ∈ (Λk) ∩K{X[n] ↾ Λ}≤k, either f ∈ (ΛF(k)) or g ∈ (ΛF(k)).
Inspection of the proofs of the previous two lemmas gives:
Lemma 5.23. If Λ ⊆ K{X[n]}≤b is such that 〈ΛH(k)〉 is boundedly pr(Λ)-F-
prime up to pd(uF(d)), then 〈ΛH(k)〉 is pr(Λ)-uF-prime up to d.
Lemma 5.24. If Λ ⊆ K{X[n]}≤b, |Λ| ≤
(2b
b
)
, and 〈ΛH(k)〉 is boundedly pr(Λ)-
F-prime up to pb(uF(b)), then (Λ) :H
∞
Λ ∩K{X[n] ↾ Λ} ⊆ (ΛH(u+
F
(b))
).
Then we get:
Lemma 5.25. If Λ ⊆ K{X[n]}≤b is autoreduced and 〈ΛH(k)〉 is boundedly
pr(Λ)-F-prime up to pb(uF(b)), then (Λ) :H
∞
Λ ⊆ (ΛH(u+
F
(b))
).
Proof. Given g ∈ (Λ) :H∞Λ , we have g ∈ K{X[n] ↾ Λ}[ZT ] for some finite
set of additional indeterminates ZT , each a derivative of some leader in Λ.
Then we may write g =
∑
i giMi with the gi ∈ K{X[n] ↾ Λ}. The ZT do not
appear in Λ (by autoreducedness of Λ), so by Lemma 5.24 and induction on
the number of ZT appearing in g we must have each gi ∈ (Λ) :H∞Λ ∩K{X[n] ↾
Λ} ⊆ (ΛH
(u+
F
(b))
). This proves g ∈ (ΛH
(u+
F
(b))
). 
Notation 5.26.
• N = d
u+
F
(b)(u
+
F
(b)) + u+
F
(b).
• f(F, b) = du+
F
(b)(
(N+b
b
) · u+
F
(b)) +N .
Lemma 5.27 (Based on [25], 4.2c). Suppose Λ ⊆ K{X[n]}≤b is autoreduced
and 〈ΛH(k)〉 is boundedly pr(Λ)-F-prime up to pb(uF(b)). Suppose there is a
g ∈ (Λ) :H∞Λ which is non-zero and reduced with respect to Λ. Then there is
an f ∈ (ΛH
(u+
F
(b))
) ∩ K{X[n]}≤u+
F
(b),f(F,b) which is non-zero and reduced with
respect to Λ.
Proof. Suppose g ∈ (Λ) :H∞Λ is non-zero and reduced with respect to Λ.
Then by Lemma 5.25, g ∈ (ΛH
(u+
F
(b))
). Let T[t] list the variables appearing as
leaders in Λ (so t ≤ b) and let Y[y] list all variables appearing in g which
are not derivatives of the variables T[t]. Since g is reduced relative to Λ,
g ∈ K[T[t], Y[y]]. Without loss of generality we may assume that t + y ≤
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u+
F
(b) and that ΛH
(u+
F
(b))
⊆ K[T[t], Y[y]]. We then have g =
∑
i ciγi for some
γi ∈ ΛH(u+
F
(b))
and ci ∈ K[T[t], Y[y]].
Consider the field L = K(Y[y]). Then g ∈ L[T[t]]≤b (since its degree in the
leading variables of Λ is bounded by the degrees of Λ). By Lemma 2.6, we
also have g =
∑
i c
′
iγi where c
′
i ∈ L[T[t]]≤d
u
+
F
(b)
(u+
F
(b)). Clearing denominators,
we have f = hg =
∑
i hiγi where the hi ∈ K[T[t], Y[y]] have the same T[t]-
degree as the c′i. Note that f is still non-zero and reduced with respect to
Λ.
We expand this into a system of equations with one equation for each
monomial from T[t]. There are at most
(N+t
t
)
-many equations because there
are t-many variables and the T[t]-degree of the system is bounded by N ,
the sum of the T[t]-degrees of hi and γi. By Theorem 2.5, the system has
solutions h′i with Y[y]-degree at most du+
F
(b)(
(N+t
t
) · u+
F
(b)) such that f ′ =∑
i h
′
iγi is non-zero in the same monomials f is. Further, since f
′ is zero in
all monomials f is, f ′ is still reduced with respect to Λ. By using the fact
that t ≤ b and adding the total degrees of h′i and γi, we obtain the final
bound on f ′. 
5.4. Chains of Autoreduced Sets and Coherent Sets. The deriva-
tives in K{X[n]} are well-quasiordered: that is, given any infinite sequence
u1, u2, . . . , un, . . ., there must be some i < j and some derivation θ so that
θui = uj .
Definition 5.28. A bad leader sequence is a sequence of derivatives 〈u1, . . . , um〉
so that u1 < u2 < · · · < um and if i < j then there is no θ with θui = uj.
It is an easy consequence of Dickson’s Lemma that there are no infinite
bad leader sequences; in particular, we can speak of the “tree of bad leader
sequences”, and carry out proofs by induction on this tree.
There is a standard ordering associated with autoreduced sets:
Definition 5.29. Let Λ ⊆ K{X[n]}\K be autoreduced. List Λ = {f1, . . . , fr}
in order of ascending rank. We write Γ(Λ) for the sequence 〈(µf1 , b1), . . . , (µfr , br)〉
where µfi is the leader of fi and bi is the degree of µfi in fi—that is, (µfi , bi)
is the rank of fi.
Given such a sequence γ = 〈(µ1, b1), . . . , (µr, br)〉, we write γµ = 〈µ1, . . . , µr〉
and γb = 〈b1, . . . , br〉.
Given two sequences γ1 = 〈(µf1 , b1), . . . , (µfr , br)〉 and γ2 = 〈(µg1 , b′1), . . . , (µgs , b′s)〉,
we say γ1 has lower rank than γ2 if either:
(1) there is an i ≤ min{r, s} so that for all j < i, (µfj , bj) = (µgj , b′j),
but (µfi , bi) < (µgi , b
′
i), or
(2) s > r and for all j ≤ r, (µfj , bj) = (µgj , b′j).
By abuse of notation, we often say Λ1 has lower rank than Λ2 when Γ(Λ1)
has lower rank than Γ(Λ2).
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Rank forms a well-order on the sequences Γ(Λ); we now obtain explicit
bounds on the length of decreasing sequences in this ordering.
The idea is that we suppose we have a long sequence Γ(Λ0), . . . ,Γ(Λd) all
beginning with the same initial sequence γ. In the worst case, where this
sequence is as long as possible, Γ(Λ0) = γ and for all i > 0, Γ(Λi) must
properly extend γ—that is, each Γ(Λi) must begin with some γ
⌢〈(ui, ki)〉.
We break the interval [1, d] into subsequences based on ui, and then further
subsequences based on ki.
We first write down hypothetical worst case bounds: we inductively bound
each subinterval, and then add these all up to bound the whole interval.
Notation 5.30. We define a bound hn,m(D, γ) by recursion on γµ, taking
Di0(i) = D(i0 + i). We usually drop n,m when they are clear from context.
We define:
• when γµ is maximal, h(D, γ) = 1,
• when γµ is not maximal, we define two helper sequences, wu for
u ∈ [−1,D(1)] and vu,k for u ∈ [−1,D(1)], k ∈ [0,D(wu)]:
– wD(1) = 1,
– if γ⌢µ 〈u〉 is not a bad leader sequence then wu−1 = wu,
– if γ⌢µ 〈u〉 is a bad leader sequence then
∗ vu,D(wu) = wu,
∗ vu,k−1 = vu,k + h(Dvu,k , γ⌢〈(u, k)〉),
∗ wu−1 = vu,0,
and set h(D, γ) = w−1.
We set h(D) = h(D, 〈〉).
Roughly speaking, the gap vu,k−1 − vu,k is a bound on how long the
subinterval of i so that Γ(Λi) begins with γ
⌢〈(u, k)〉 could be.
Lemma 5.31. Let a monotonic function D : N → N be given and let
γ = 〈(µ1, b1), . . . , (µr, br)〉. Suppose that for each i, Λi is an autoreduced set
in K{X[n]}≤D(i) so that Γ(Λi) begins with γ. Then there is an i < h(D, γ)
such that Γ(Λi+1) does not have lower rank than Γ(Λi).
Proof. We proceed by induction on γµ. When γµ is maximal, 1 suffices: if
Γ(Λ0) and Γ(Λ1) both begin with γ then both must be equal to γ (because
γµ is a maximal bad leader sequence), so they have the same rank.
Suppose γµ is not maximal, so that other than Λ0, we may assume each
Γ(Λi) is a proper extension of γ. That is, each Γ(Λi) begins γ
⌢〈(u, b)〉 for
some u ≤ D(1). For each (u, b), take wˆu to be least so that Γ(Λwˆu) begins
with γ⌢〈(u′, b′)〉 for some u′ ≤ u and take vˆu,b to be least so that Γ(Λvˆu,b)
begins with γ⌢〈(u, b′)〉 for some b′ ≤ b.
To prove that our bounds work, we compare the actual gaps vˆu,k−1− vˆu,k
to our bounds vu,k−1− vu,k. The idea is there must be some first interval in
which the actual interval is at least as long as our bound, and the inductive
hypothesis will guarantee that we find our witness in this interval.
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Taking vˆu,−1 = wˆu−1, we look for the smallest (u, b) so that vˆu,b−1− vˆu,b >
vu,b−1− vu,b. Note that we must have vˆu,b ≤ vu,b (otherwise this would have
happened for a smaller (u, b)). Then for every i ∈ [vˆu,b, vˆu,b−1 − 1], Γ(Λi)
begins with γ⌢〈(u, b)〉, so we may apply the inductive hypothesis with Dvˆu,b
and obtain the desired witness. 
In particular, when γ is the empty sequence,
Corollary 5.32. Let a monotonic function D : N → N be given. Suppose
that for each i, Λi is an autoreduced set in K{X[n]}≤D(i). Then there is an
i < h(D) such that Γ(Λi+1) does not have lower rank than Γ(Λi).
This bound is relevant for several important operations. Our first applica-
tion takes as input a finite set and outputs an autoreduced set that is closely
related to the original.
Notation 5.33. Dsatb,n,m is the function defined inductively by:
• Dsatb,n,m(0) = b,
• Dsatb,n,m(i+ 1) = g(Dsatb,n,m(i), b).
We set isatn,m(b) = D
sat
b,n,m(hn,m(D
sat
b,n,m)).
Here n is the number of indeterminates andm is the number of derivations;
when n,m are fixed, we simply write isat(b).
Proposition 5.34. Let Λ ⊆ K{X[n]}≤b be finite. Then there exists an
autoreduced set Λ′ ⊆ [Λ]∩K{X[n]}≤b,isat(b) such that Λ ⊆ [Λ′] :H∞Λ′ . Further,
if Λ∗ is an autoreduced subset of Λ then Λ′ has rank less than or equal to
that of Λ∗.
Proof. Consider the following procedure: Let Λ0 be an autoreduced subset
of Λ having minimal rank. We are done if Λ ⊆ [Λ0] :H∞Λ0 . Otherwise, there
exists f ∈ Λ whose remainder f˜ with respect to Λ0 is non-zero. Let Λ1
be an autoreduced subset of Λ0 ∪ {f˜} ⊆ Λ having minimal rank. Repeat
the process to recursively define a sequence Λ0,Λ1,Λ2, . . . of autoreduced
subsets of Λ. By Corollary 5.32 it suffices to verify that Λi+1 < Λi as
autoreduced sets and that Λi ⊆ K{X[n]}≤b,Dsat
b
(i).
Let f˜ be the remainder used in defining Λi+1 from Λi. Note that elements
of Λi of lower rank than f˜ are reduced with respect to f˜ . Since f˜ is reduced
with respect to Λi, the set {elements of Λi having rank lower than that of f˜}∪
{f˜} is an autoreduced subset of Λi∪{f˜} having strictly lower rank than that
of Λi.
Lastly, note that Λ0 ⊆ K{X[n]}≤b,b = K{X[n]}≤b,Dsat
b
(0). Assume Λi ⊆
K{X[n]}≤b,Dsat
b
(i). By Lemma 5.15, pseudodividing an element of Λ ⊆
K{X[n]}≤b with respect to Λi gives a remainder belonging to g(Dsatb (i), b) =
Dsatb (i+ 1). 
Notation 5.35. Let v be a derivative and let Λ ⊆ K{X[n]} be a finite set.
We write Λ[<v] for the set {θλ | λ ∈ Λ, θ ∈ Θ, and µθλ < v}.
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Notation 5.36. Consider f, g ∈ K{X[n]} \ K and θg, θf derivations such
that θgf and θfg have the same leader v. We define the ∆-S-polynomial of
f and g with respect to v, denoted ∆(f, g, v), to be Sgθgf − Sfθfg. If v is
the least such derivative, we simply write ∆(f, g).
The following property is key:
Definition 5.37. An autoreduced set Λ ⊆ K{X[n]}\K is coherent if for all
f, g ∈ Λ with derivatives that share a common leader v we have ∆(f, g, v) ∈
(Λ[<v]) : H
∞
Λ .
To have coherence it suffices for the least such leader to satisfy this con-
dition. In practice, it is convenient to work with a slightly stronger notion.
This costs us nothing, since the standard construction of a coherent set
actually gives the stronger property.
Definition 5.38. An autoreduced set Λ ⊆ K{X[n]}\K is reduction-coherent
if for all f, g ∈ Λ with derivatives that share a common leader v, the ∆-S-
polynomial ∆(f, g, v) reduces to 0 with respect to Λ.
It is easy to check that any reduction-coherent set is coherent. See [33,55]
for further details and generalizations.
Using essentially the same strategy as in 5.34, we give effective bounds on
coherent sets. See [35][5.5.12] for the algorithm (but without the bound).
Notation 5.39. Dcohereb is the function defined inductively by:
• Dcohereb,n,m (0) = b,
• Dcohereb,n,m (i+ 1) = g(Dcohereb,n,m (i),
(2Dcohere
b,n,m
(i)+m−1
m−1
) · n · (Dcohereb,n,m (i) + 1)).
We set icoheren,m (b) = D
cohere
b,n,m (hn,m(D
cohere
b,n,m )).
Again we usually omit n,m.
Proposition 5.40. Let Λ0 ⊆ K{X[n]}≤b be an autoreduced set. Then there
exists a reduction-coherent set Λ ⊆ [Λ0] ∩K{X[n]}≤icohere(b).
Proof. Given an autoreduced set Λ0, form the ∆-S-polynomials correspond-
ing to pairs of elements of Λ0. Pseudodivide each ∆-S-polynomial by Λ0 and
let R0 be the set of remainders. If R0 = {0}, then Λ0 is already reduction-
coherent. If not, select an autoreduced subset Λ1 of Λ0∪R0 having minimal
rank and repeat the process.
The output is automatically reduction-coherent if the procedure termi-
nates. Termination follows from Corollary 5.32 because Λi+1 < Λi as au-
toreduced sets using the same argument as before: given p ∈ Ri, the set
{elements of Λi having rank lower than that of p} ∪ {p} is an autoreduced
subset of Λi ∪Ri having strictly lower rank than that of Λi.
We claim that the intermediate sets are bounded by Dcohereb . Suppose
Λi ⊆ K{X[n]}≤Dcohere
b
(i). Then the degree and order of a ∆-S-polynomial of
two elements of Λi are both at most 2D
cohere
b (i). The ranking grows more,
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though, because there are
(2Dcohere
b
(i)+m−1
m−1
)·n derivatives of order 2Dcohereb (i).
Hence doubling the order of a derivative in K{X[n]}≤Dcohere
b
(i) cannot place
the result beyond K{X[n]}
≤(2D
cohere
b
(i)+m−1
m−1
)·n·(Dcohereb (i)+1)
.
By Lemma 5.15, pseudodividing an element bounded by
(2Dcohere
b
(i)+m−1
m−1
) ·
n·(Dcohereb (i)+1) with respect to Λi gives a remainder bounded by g(Dcohereb (i),(2Dcohere
b
(i)+m−1
m−1
)·n·(Dcohereb (i)+1)) = Dcohereb (i+1). Hence the algorithm ter-
minates by step h(Dcohereb ) and the output is bounded byD
cohere
b (h(D
cohere
b )) =
icohere(b). 
An easy extension of this argument gives:
Proposition 5.41. Let Λ0 ⊆ K{X[n]}≤b be an autoreduced set. Then there
exists a reduction-coherent set Λ ⊆ [Λ0] ∩K{X[n]}≤icohere(b) such that Λ0 ⊆
[Λ] :H∞Λ .
Proof. As in the previous proof, we form a sequence of autoreduced sets
Λ0,Λ1, . . . of decreasing rank. If Λi is not reduction-coherent then we choose
Λi+1 as in the previous lemma.
If Λi is reduction-coherent, we ask whether there is any f ∈ Λ0 so that
the remainder f˜ with respect to Λi is non-zero. If so, we take Λi+1 to be a
minimal rank autoreduced subset of Λi ∪ {f˜}.
This must still terminate within h(Dcohereb ) steps with some Λ which is
reduction-coherent and whenever f ∈ Λ0, the remainder f˜ with respect to
Λ is 0. Therefore by the definition of the remainder, HkΛf ∈ [Λ] for some k
and f ∈ [Λ] :H∞Λ . 
Lemma 5.42 (Based on [25], 4.4(1)). Suppose Λ ⊆ K{X[n]}≤b is coher-
ent and autoreduced and 〈ΛH(k)〉 is F-prime up to pb(uF(b)). Suppose g ∈
[Λ] :H∞Λ ∩K{X[n]}≤d. Then g ∈ (ΛH[g(b,d)+u+
F
(b)]
).
Proof. Let g˜ be the remainder of g with respect to Λ, so also g˜ ∈ [Λ] :H∞Λ .
By [33] III(8), Lemma 5, also g˜ ∈ (Λ) :H∞Λ , and then by Lemma 5.21,
g˜ ∈ (ΛH
u+
F
(b)
), so H
u+
F
(b)
Λ g˜ ∈ (Λ) ⊆ (Λ[d]). Since Hg(b,d)Λ g − g˜ ∈ (Λ[d]) as well
by Lemma 5.15, we have H
g(b,d)+u+
F
(b)
Λ g ∈ (Λ[d]), so g ∈ (ΛH[g(b,d)+u+
F
(b)]
). 
Lemma 5.43 (Based on [25], 4.4(2)). Suppose Λ ⊆ K{X[n]}≤b \ K is
autoreduced and [Λ] :H∞Λ contains no non-zero elements of degree ≤ b re-
duced with respect to Λ, that P is any prime ∆-ideal, and that there is some
g ∈ [Λ] :H∞Λ \P . Then there is an h ∈ K{X[n]}≤b so that h ∈ [Λ] :H∞Λ △P .
Proof. If Λ 6⊆ P , this is immediate, so assume Λ ⊆ P . Since g ∈ [Λ] :H∞Λ ,
also HdΛg ∈ P for some d. Since P is prime, either g ∈ P or Iλ or Sλ belongs
to P for some λ ∈ Λ. Since we have ruled out g ∈ P , we have Iλ ∈ P or
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Sλ ∈ P . But both Iλ and Sλ have degree ≤ b and are reduced with respect
to Λ, so they do not belong to [Λ] :H∞Λ .

Notation 5.44.
• z0(d, b) = d,
• zk+1(d, b) = zk(db+d((g(b+ d− 1,max{b+ d− 1, 2b}) + d+1)
(2b
b
)
2b+
d) + g(b+ d− 1,max{b+ d− 1, 2b}) + d+ 1, b).
Lemma 5.45 (Based on [33], III.8, Lemma 5). Suppose Λ ⊆ K{X[n]}≤b
is autoreduced and reduction-coherent. Then if g ∈ (ΛH[d]) ∩ K{X[n]}≤d is
partially reduced with respect to Λ, g ∈ (ΛH
(zb+d(d,b)))
).
Proof. We may write
HdΛg =
∑
j≤r
cj(θjλj) +
∑
i
diλi
where θjλj ∈ K{X[n]}≤b+d. Let m be the least upper bound on indices l
such that Zl is the leader of some proper derivative θjλj appearing in the
sum. We will show by induction on m that g ∈ (ΛH(zm(d,b))). When m = 0
(that is, there are no cjθjλj terms), this is immediate.
So suppose the claim holds for values less than m and there is some j
with µθjλj = Zm and Zm is the largest leader; we write
HdΛg =
∑
j<q
cj(θjλj) +
∑
q≤j<r
cj(θjλj) +
∑
i
diλi
where µθjλj = Zkj so kj < m if j < q and kj = m if q ≤ j < r.
We multiply both sides by Sλq , so
SλqH
d
Λg =
∑
j<q
c′j(θjλj) +
∑
i
d′iλi +
∑
q≤j<r
cj(Sλqθjλj − Sλjθqλq) +
∑
q≤j<r
cjSλjθqλq.
By assumption, the remainder of S with respect to Λ[d−1] is 0. Since
S ∈ K{X[n]}≤b+d−1,2b and Λ[d−1] ⊆ K{X[n]}≤b+d−1,b, by 5.15 we have
H
g(b+d−1,max{b+d−1,2b})
Λ S ∈ (Λ[d−1]). It follows that
H
g(b+d−1,max{b+d−1,2b})+d+1
Λ g =
∑
j<q′
c′′j (θjλj) +
∑
i
d′′i λi + c
∗(θqλq).
By internal faithful flatness, we may assume c′′j , d
′′
i , c
∗ have degree at most
D = db+d((g(b + d − 1,max{b + d − 1, 2b}) + d + 1)
(2b
b
)
2b + d). Since g
is partially reduced with respect to Λ, in particular Zm = µθqλq does not
appear on the left side of the equation. We have θqλq = SλqZm+h where h
has lower rank than Zm, so we may replace Zm with − hSλq . The degree of
Zm is at most D, so we multiply by H
D
Λ to clear denominators, giving
H
D+g(b+d−1,max{b+d−1,2b})+d+1
Λ g =
∑
j<q′
c′′′j (θjλj) +
∑
i
d′′′i λi.
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The claim now follows by the inductive hypothesis since each µθjλj = Zl
with l < m. 
5.5. Characteristic Sets.
Definition 5.46. Let I ⊆ K{X[n]} be a ∆-ideal. An autoreduced subset Σ
of I having minimal rank is a characteristic set of I.
We use Rosenfeld’s lemma and effective bounds on reduction-coherent
sets to find effective bounds on characteristic sets.
Notation 5.47. Dcharb is the function defined inductively by:
• Fcharc (k) = zc+g(c,k)(g(c, k), c),
• Dcharb,n,m(0) = b,
•
Dcharb,n,m(i+ 1) = max{g(Dcharb,n,m(i),
(
2Dcharb,n,m(i) +m− 1
m− 1
)
· n · (Dcharb,n,m(i) + 1)),
p
u+
Fchar
Dchar
b,n,m
(i)
(Dchar
b,n,m
(i))(uFchar
Dchar
b,n,m
(i)
(u+
Fchar
Dchar
b,n,m
(i)
(Dcharb,n,m(i)))),
f(Fchar
D
char
b,n,m
(i),D
char
b,n,m(i))}.
We set icharn,m(b) = D
char
b,n,m(hn,m(D
char
b,n,m)).
Once again, we usually omit n,m.
Theorem 5.48 (Based on [25], Lemma 5.6/Theorem 6.1). Let Λ ⊆ K{X[n]}≤b.
Let P be a proper ∆-ideal containing Λ such that whenever fg ∈ P with
f ∈ K{X[n]}≤ichar(b), either f ∈ P or g ∈ P . Then P contains a set
Σ ⊆ K{X[n]}≤ichar(b) which is the characteristic set of a prime ideal con-
taining Λ where HΣ 6∈ P .
Proof. We construct a series of autoreduced sets so that Λi+1 has lower rank
than Λi. Take Λ0 ⊆ K{X[n]}≤b to be some minimal rank autoreduced subset
of Λ. Given Λi ⊆ K{X[n]}≤Dchar
b
(i) ∩ P , we proceed as follows.
First, if Λi is not reduction-coherent, we proceed as in Proposition 5.40:
take Λi+1 to be a minimal rank autoreduced subset of Λi∪R whereR consists
of the ∆-S-polynomials of pairs from Λi. As in Proposition 5.40, we have
Λi+1 ⊆ K{X[n]}
≤g(Dchar
b
(i),(2D
char
b
(i)+m−1
m−1
)·n·(Dcharb (i)+1))
.
If Λi is reduction-coherent but Λ 6⊆ (Λi) :H∞Λi , pick f ∈ Λ as in Proposition
5.41 so that the remainder f˜ with respect to Λi is non-zero and let Λi+1 be
a minimal rank autoreduced subset of Λi ∪ {f˜}. By 5.15 we have Λi+1 ⊆
K{X[n]}≤Dchar
b
(i),g(Dchar
b
(i),b) ⊆ K{X[n]}≤g(Dchar
b
(i),(2D
char
b
(i)+m−1
m−1
)·n·(Dcharb (i)+1))
.
If neither of the previous cases holds and HΛi ∈ P , pick some u ∈ {If , Sf |
f ∈ Λi} ∩ P and take a minimal rank autoreduced subset Λi+1 of Λi ∪ {u}.
Then Λi+1 ⊆ K{X[n]}≤Dchar
b
(i).
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Let C = u+
F
char
Dchar
b,n,m
(i)
(Dcharb,n,m(i)). If 〈(Λi)H(d)〉d is not boundedly pr(Λi)-
Fchar
D
char
b
(i)
-prime up to pC(uFchar
Dchar
b,n,m
(i)
(C)) then there is some k ≤ pC(uFchar
Dchar
b,n,m
(i)
(C))
and some fg ∈ ((Λi)H(k)) ∩K{X[n] ↾ Λi}≤k so that f, g 6∈ ((Λi)H(Fchar
Dchar
b
(i)
(k))
).
Then HkΛifg ∈ P . Since HΛi 6∈ P , we may assume f ∈ P . Let f˜ be the
remainder of f with respect to Λi, so there are l0, l1 ≤ g(Dcharb (i), k) so that
I l0ΛiS
l1
Λi
f − f˜ ∈ ((Λi)[k]).
Suppose f˜ = 0; then H
g(Dchar
b
(i),k)
Λi
f ∈ ((Λi)[k]), so f ∈ ((Λi)H[g(Dchar
b
(i),k)]
).
But then by Lemma 5.45, f ∈ ((Λi)H
(z
D
char
b
(i)+g(Dchar
b
(i),k)
(g(Dchar
b
(i),k),Dchar
b
(i)))
) =
((Λi)
H
(Fchar
Dchar
b
(i)
(k))
). But this contradicts the assumption that fg witnessed the
failure of bounded F char
D
char
b
(i)
-primality. So f˜ 6= 0. Since f˜ ∈ P , let Λi+1 be a
minimal rank autoreduced subset of Λi ∪ {f˜}.
Suppose none of the cases above hold, and there is a g ∈ (Λi) :H∞Λi which
is non-zero and reduced with respect to Λi+1. Then by Lemma 5.27 there
is an f ∈ (ΛH
(u+
Fchar
Dchar
b
(i)
(Dchar
b
(i)))
)∩K{X[n]}≤u+
Fchar
Dchar
b
(i)
(Dchar
b
(i)),f(Fchar
Dchar
b
(i)
,Dchar
b
(i))
which is non-zero and reduced with respect to Λi+1. Then we may take Λi+1
to be a minimal rank autoreduced subset of Λi ∪ {f}.
By Lemma 5.32, there is an i < h(Dcharb ) so that none of these cases
occurs: Λi is reduction-coherent, HΛi 6∈ P , 〈(Λi)H(d)〉d is boundedly pr(Λi)-
Fchar
D
char
b
(i)
-prime up to pC(uFchar
Dchar
b,n,m
(i)
(C)), and there is no g ∈ (Λi) :H∞Λi
which is non-zero and reduced with respect to Λi. It follows from Lemma
5.23 that 〈(Λi)H(d)〉d is pr(Λi)-uFchar
Dchar
b
(i)
-prime up to C. Lemma 5.25 implies
(Λi) :H
∞
Λi
⊆ ((Λi)H(C)), whence (Λi) :H∞Λi is prime. As a consequence of
Rosenfeld’s lemma (p. 399 [50]), Λi is the characteristic set of the prime
∆-ideal [Λi] :H
∞
Λi
. Since Λ ⊆ [Λi] :H∞Λi , we are done. 
Corollary 5.49. Suppose Λ ⊆ K{X[n]}≤b and let P be a minimal prime
∆-ideal containing Λ. Then P has a characteristic set Σ ⊆ K{X[n]}≤ichar(b).
Proof. P contains some Σ which is the characteristic set of a prime ideal
[Σ] :H∞Σ containing Λ with HΣ 6∈ P . Suppose f ∈ [Σ] :H∞Σ , so HkΣf ∈ [Σ] ⊆
P for some k. Since P is prime andHΣ 6∈ P , we have f ∈ P , so [Σ] :H∞Σ ⊆ P .
By minimality of P , we must have [Σ] :H∞Σ = P . 
Corollary 5.50 (Based on [25], Proposition 5.3/Theorem 5.4). Let Λ ⊆
K{X[n]}≤b be given with 1 6∈ [Λ]. If either f ∈ [Λ] or g ∈ [Λ] for all
f, g ∈ K{X[n]} with fg ∈ [Λ] and f ∈ K{X[n]}≤ichar(b), then [Λ] is prime.
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Proof. We apply the theorem to obtain a characteristic set Σ ⊆ [Λ] ∩
K{X[n]}≤ichar(b) with HΣ 6∈ [Λ]. Since Λ ⊆ [Σ] :H∞Σ , we also have [Λ] ⊆
[Σ] :H∞Σ . It remains to show the reverse containment. If g ∈ [Σ] :H∞Σ then
for some N ∈ N we have HNΣ g ∈ [Σ] ⊆ [Λ]. Let N be least so that HNΣ g ∈ [Λ].
If N > 0 then either HΣ ∈ [Λ] or g ∈ [Λ] (because the factors of HΣ are
bounded by ichar(b)). But in the former case HΣ ∈ [Λ] ⊆ [Σ] :H∞Σ . Therefore
g ∈ [Λ]. 
Remark 5.51. Proposition 5.3 of [25] states this for a radical ideal, but their
argument similarly applies to a differential ideal with minor modifications.
6. Ritt-Noetherianity
In this section we give an effective version of Ritt-Noetherianity. There
are two approaches we might take, depending on the question of whether
we treat membership in a radical differential ideal as decidable—that is,
given h ∈ K{X[n]}≤d and Λ ⊆ K{X[n]}≤b, whether there is some bound k
depending on n, b, d so that h ∈ {Λ} iff hk ∈ (Λ[k]).
Of course, there is such a bound, given first in [20] with refinements
in [13, 22, 24, 38]. But [25] uses Ritt-Noetherianity to prove the existence
of such a bound, so one might choose to avoid existing bounds and use the
functional interpretation to obtain an explicit version of the bound from [25].
The resulting version of Ritt-Noetherianity, however, is rather unwieldy (as
the functional interpretation of a Π4 statement, it requires the use of higher-
order functions on functions), and the bounds one gets are much worse than
those in the literature.
Therefore in the work below, we use the bounds from [20] on testing
membership in radical differential ideals. This makes Ritt-Noetherianity a
Π3 statement, directly analogous to the effective version of Noetherianity
discussed in Section 4. This will have roughly the form
For any functions D,F there is a boundM so that whenever
Λi ⊆ K{X[n]}≤D(i) for all i, there is an m ≤ M so that
ΛF(m) ⊆ {Λm}.
Along the way, we will need to inductively prove cases of similar but weaker
statements (roughly speaking, we will replace the conclusion with ΛF(m) ⊆
{Λm ∪ {u}} for various choices of u). Once we prove several of these, we
will need to arrange for their conjunction to hold uniformly—that is, once
we can find m1 so that ΛF(m1) ⊆ {Λm1 ∪ {u1}} and m2 so that ΛF(m2) ⊆
{Λm2 ∪{u2}}, we will need to find a single m so that ΛF(m) ⊆ {Λm∪{u1}}∩
{Λm ∪ {u2}}.
Lemma 6.1 (Knitting Lemma). Let J be a finite set. Suppose that for each
j ∈ J , any function F, and any d, there is a k ∈ [d,Gj(F, d)] so that for all
i ∈ [k,F(k)], the statement φj(i) holds. Then there is a functional GJ so
that for any d and any F, there is a k ∈ [d,GJ (F, d)] so that, for each j ∈ J
and each i ∈ [k,F(k)], φj(i) holds.
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The existence of such a lemma is guaranteed by the proof of correctness of
the functional interpretation. We began with statements ∀x∃y∀zφj(x, y, z),
and it follows that ∀x∃Y ∀j ∈ J∃yj ≤ Y ∀zφj(x, yj , z). The functional inter-
pretation promises that if the latter follows from the former then bounds on
the functional interpretation of the latter must be derivable from bounds on
the functional interpretation of the former. The knitting lemma is simply
the statement that the functional interpretation works in one specific case.3
Proof. By induction on |J |. When |J | = 1, this is trivial—G{j} is simply Gj .
So suppose |J | > 1 and pick some j0 ∈ J . The inductive hypothesis gives us
a function GJ\{j0}.
For any d′, define Fd
′
(d) = F(max{d, d′}). Let G(d′) = F(Gj0(Fd
′
, d′)).
Let GJ (F, d) = GJ\{j0}(G, d).
For any d, there is a d′ ∈ [d,GJ\{j0}(G, d)] so that for all i ∈ [d′,G(d′)]
and all j ∈ J \ {j0}, φj(i) holds. There is also a k ∈ [d′,Gj0(Fd
′
, d′)] so that,
for all i ∈ [k,Fd′(k)] = [k,F(k)], φj0(i) holds. Since k ≤ Gj0(Fd
′
, d′), also
F(k) ≤ F(Gj0(Fd
′
, d′)) = G(d′), so [k,F(k)] ⊆ [d′,G(d′)], so k is the desired
witness. 
Theorem 6.2 ([20]). There is a function k so that whenever Λ ⊆ K{X[n]}≤b
and h ∈ K{X[n]}≤b ∩ {Λ}, also h ∈
√(
Λ[k(n,b)]
)
.
Notation 6.3. We define jn,m(i0,D,F, d,Λ) by recursion on the rank of Λ.
Suppose jn,m(i0,D,F, d,Λ
′) has been defined for all Λ′ with rank less than
the rank of Λ. Let J consist of all finitely many (ranks of) autoreduced sets
Λ∗ ⊆ K{X[n]}≤d having rank less than Λ; for each Λ∗ ∈ J and each D,
we have functionals GΛ∗,D(F, i) = jn,m(i,D,F, d,Λ
∗), so by the Knitting
Lemma, we have a functional GJ,D.
Then we define jn,m(i0,D,F, d,Λ) to be the maximum of:
jn,m(F(GJ,D(F, i0)),D,F, g(d, β),Λ∗)
where β =
(α+m−1
m−1
) · n · (α + 1), α = D(F(GJ,D(F, i0))) + 2(2dd )k(n,max{d,
D(F(GJ,D(F, i0)))}), and where Λ∗ ranges over autoreduced sets inK{X[n]}≤g(d,β)
with lower rank than Λ.
Again, we usually omit n,m and we assume that functionsD,F are mono-
tonically increasing.
Theorem 6.4 (Based on [40], Theorem 1.16, p. 47). Let i0,Λ,Λ0 ⊆ Λ1 ⊆
· · · ,D,F, d be given such that:
3Specifically, the case in question is essentially BΣ2—bounded collection for Σ2 formula.
Since BΣ2 is a consequence of IΣ2, induction for Σ2 formulas, we expect to obtain an
interpretation using Gödel’s primitive recursive functional of type 1, which appears in the
form of the map taking D, d′ to Fd
′
below. A similar analysis of BΣ2 due to Oliva [44],
also presented on page 213 of [31], highlights the logical aspects more clearly, but is less
useful for computing the bounds we ultimately want. This lemma can also be compared
to Lemma 6.2 of [3], which deals with essentially the same issue.
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• Λ ⊆ K{X[n]}≤d is autoreduced, and
• Λi ⊆ K{X[n]}≤D(i) for all i.
Then there is an i ∈ [i0, j(i0,D,F, d,Λ)] so that ΛF(i) ⊆ {Λ ∪ Λi}.
Proof. We proceed by induction on the rank of Λ. We assume that whenever
Λ′ is an autoreduced set so that Λ′ has lower rank than Λ, the claim holds
of Λ′.
The functional GJ,D is as above.
Claim 6.4.1: There is an i ∈ [i0,GJ,D(F, i0)] so that for every u ∈
{Iλ, Sλ | λ ∈ Λ}, ΛF(i) ⊆ {Λ ∪ {u} ∪ Λi}.
Proof. If u ∈ K, the claim is trivially true. Otherwise, there is an autore-
duced set Λ∗ ⊆ [Λ ∪ {u}] ∩ K{X[n]}≤d so that the rank of Λ∗ is strictly
less than the rank of Λ. (This is because u is nonzero and reduced with
respect to Λ; we may let Λ∗ be the set consisting of u and all elements of Λ
having smaller rank than u. See the proof of Proposition 5.34.) Necessarily
Λ∗ ⊆ {Λ ∪ {u}}≤d.
In particular, Λ∗ ∈ J , so ΛF(i) ⊆ {Λ∗ ∪ Λi} ⊆ {Λ ∪ {u} ∪ Λi}. ⊣
For each h ∈ ΛF(i) and each derivation θ such that the order ord(θ) ≤
2
(2d
d
)
k(n,max{d,D(F(i))}), consider the remainder h˜ of θh with respect
to Λ. Suppose that for some h, θ, the remainder h˜ 6= 0. Note that h˜ is
nonzero, belongs to [Λ ∪ {h}], and is reduced with respect to Λ. Let αi be
D(F(i))+2
(2d
d
)
k(n,max{d,D(F(i))}), which bounds the order of θh. By the
conversion in Remark 5.3 (to convert bounds on order to bounds on ranking),
a derivative of at most order αi has ranking at most βi :=
(αi+m−1
m−1
)·n·(αi+1).
By the bound on remainders from 5.15 and the reasoning used to prove the
claim above, there is an autoreduced set Λ∗ ⊆ [Λ∪{h}]∩K{X[n]}≤g(d,βi) of
lower rank than Λ.
Now the inductive hypothesis applies and we find an i′ ∈ [F(i), j(F(i),D,F,
g(d, β),Λ∗)] so that ΛF(i′) ⊆ {Λ∗ ∪ Λi′} ⊆ {Λ ∪ {h} ∪ Λi′}. Since F(i) ≤ i′,
we have h ∈ ΛF(i) ⊆ Λi′ and i′ is the desired witness.
In the remaining case, for each h ∈ ΛF(i) and each derivation θ such that
ord(θ) ≤ 2(2d
d
)
k(n,max{d,D(F(i))}), the remainder with respect to Λ is 0.
Claim 6.4.2: For every h ∈ ΛF(i) and all sets of derivations {θu}u∈{Iλ,Sλ|λ∈Λ},
θ′ with
∑
u ord(θu) + ord(θ
′) ≤ 2(2d
d
)
k(n,max{d,D(F(i))}), we have
(
∏
u
θuu)(θ
′h) ∈ {Λ ∪ Λi}.
Proof. By induction on
∑
u ord(θu). When
∑
u ord(θu) = 0, we have
∏
u θuu =∏
u u = HΛ. Since the reduction of θ
′h with respect to Λ is 0, we have
HmΛ (θ
′h) ∈ [Λ] ⊆ {Λ ∪ Λi}. Since this is a radical ideal, also HΛ(θ′h) ∈
{Λ ∪ Λi}.
EFFECTIVE BOUNDS IN DIFFERENTIAL POLYNOMIAL RINGS 39
Otherwise, take some u0 with ord(θu0) > 0, so θu0 = δθ
′
u0
. For u 6= u0,
take θ′u = θu. Note that
δ((
∏
u
θ′uu)(θ
′h)) =
∑
u
((δθ′uu)
∏
u′ 6=u
θ′u′u
′)(θ′h) + (
∏
u
θ′uu)(δθ
′h).
Since (
∏
u θ
′
uu)(θ
′h) and (
∏
u θ
′
uu)(δθ
′h) are both in {Λ ∪ Λi}, also∑
u
((δθ′uu)
∏
u′ 6=u
θ′u′u
′)(θ′h) ∈ {Λ ∪ Λi}.
Multiply this by
∏
u θuu, so
∑
u(((δθ
′
uu)θuu)
∏
u′ 6=u θ
′
u′u
′θu′u
′)(θ′h) ∈ {Λ ∪
Λi}. Any term in this sum where u 6= u0 now has the form γ(∏u θ′uu)(θ′h)
and therefore belongs to {Λ ∪ Λi}. Therefore the remaining term,
(((δθ′u0u0)θu0u0)
∏
u′ 6=u0
θ′u′u
′θu′u
′)(θ′h) =
∏
u
(θuu)
2(θ′h) ∈ {Λ ∪ Λi}.
Since the ideal is radical, also (
∏
u θuu)(θ
′h) ∈ {Λ ∪ Λi} as desired. ⊣
Consider some h ∈ ΛF(i). Then for each u ∈ {Iλ, Sλ | λ ∈ Λ} we have
h ∈ {Λ ∪ Λi ∪ {u}}, so for each u there is some m so
hm =
∑
i
γi,uδi,u
where each δi,u has the form θi,uµi,u where ord(θi,u) ≤ k(n,max{d,D(F(i)))
and µi,u ∈ Λ∪Λi ∪ {u}. There are at most 2|Λ| ≤ 2
(2d
d
)
elements u, whence
the sum of the orders of the θi,u is at most 2
(2d
d
)
k(n,max{d,D(F(i))}).
Suppose we multiply these all together, hm
′
=
∏
u
∑
i γi,uδi,u, and so also
hm
′+1 = h
∏
u
∑
i
γi,uδi,u.
Expanding the product, each term has the form h
∏
u γiu,uδiu,u. Consider
some such term. If there is some u with µiu,u ∈ Λ∪Λi then h
∏
u γiu,uδiu,u =
γθiu,uµiu,u ∈ {Λ ∪ Λi}.
For each term h
∏
u γiu,uδiu,u with every µiu,u = u, we have
h
∏
u
γiu,uδiu,u = γ(
∏
u
θiu,uu)h.
But we have shown in the second claim that (
∏
u θiu,uu)h ∈ {Λ ∪ Λi}.
Therefore hm
′+1 is a sum of terms belonging to {Λ ∪ Λi}, so we have
h ∈ {Λ ∪ Λi}. 
7. Making Bounds Explicit
7.1. Ordinal Length Iteration of Functions. We need the concept of
ordinal length iterations of a function. We first recall some basic theory of
ordinals below ǫ0 (which more than suffices for our purposes—the largest
ordinals we will need are in the vicinity of ωω
ωω
).
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Definition 7.1. Any ordinal α < ǫ0 has a unique Cantor normal form given
by a finite set I of ordinals below ǫ0 and, for each β ∈ I, a positive natural
number cβ, so that α =
∑
β∈I ω
βcβ.
When α = 0, we have I = ∅. We sometimes think of this representation as
being given recursively: α =
∑
β∈I ω
βcβ, and each β can further be expressed
in Cantor normal form. Note that each cβ must be strictly positive (when
cβ = 0, should omit β from I).
Definition 7.2. When α =
∑
β∈I ω
βcβ > 0 (so I is non-empty), we write
maxα and minα for max I and min I, respectively.
When min I > 0, we call α a limit ordinal. When min I = 0, we call α a
successor ordinal.
When min I = 0, we have α = α′ + ω0c0 = α
′ + c0 where α
′ is a limit
ordinal.
Definition 7.3. For any α =
∑
β∈I ω
βcβ > 0 and any x ∈ N, we define
α[x] < α recursively by α− 1 if minα = 0 and
α[x] =
∑
β∈I\{minα}
ωβcβ + ω
minα(cminα − 1) + ω(minα)[x]x
otherwise.
When α is a successor, α[x] is always α − 1. When α = γ + ωn, α[x] =
γ + ωn−1x. When α = γ + ωω, α[x] = γ + ωxx, and so on. α[x] is the
canonical sequence of approximations to α; in particular, when α is a limit,
limx α[x] = α.
Definition 7.4. If α =
∑
β ω
βcβ, we define the coordinate bound |α| ∈ N
recursively by |α| = max{cβ , |β|}.
|α| is the upper bound on the coefficients that appear anywhere in the
Cantor normal form of α.
Definition 7.5. Let g be a function. We define:
• g0(b) = b,
• gα(b) = gα[b](g(b)).
In particular, it is helpful to introduce a canonical list of functions to
serve as benchmarks for our bounds.
Definition 7.6. Let G(b) = b+ 1.
Then Gω(b) = 2b, Gω2(b) ≥ 2bb, Gω3(b) is essentially a tower of exponents
of height b, Gωω is roughly the unary Ackermann function.
This is similar to the fast-growing functions [43], sometimes called the
Grzegorczyk hierarchy. We have chosen a slower indexing because it matches
our applications: roughly speaking, Gωα is the α-th function in the fast-
growing hierarchy.
We will need various properties about the behavior of these iterations
which are included in Appendix A.
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7.2. Some Bounds on Order of Magnitude.
Lemma 7.7. For each n and d ≥ n, pn(d) ≤ Gω28n(d).
Proof. By induction on n. Clearly p1(d) = d = G0(d).
Suppose the claim holds for n. Note that for d ≥ n,
e(n, d) = 2(d+dn−1(d))
n−1+1d+ d+ dn−1(d)
= 2(d+(2d)
2n−1 )n−1+1d+ d+ (2d)2
n−1
≤ Gω22+ω(d).
Then for d ≥ n,
ζ1(n, pn(d), d) = (
(
d+ n
n
)
+ 2)ζ0(n, pn(d))
= (
(
d+ n
n
)
+ 2)
(
n+ dn(pn(d))
n
)
= (
(
d+ n
n
)
+ 2)
(
n+ (2pn(d)
2n)
n
)
< (
(d+ n)(n+ (2pn(d)
2n))e2
n
)n + 2(
(n + (2pn(d)
2n))e2
n
)n
≤ ((d+ n+ 2)(n + (2pn(d)2n))e2)n
≤ ((d+ n+ 2)(n + (2Gω28n(d)2n))e2)n
≤ ((d+ n+ 2)(n + (2Gω2(Gω28n(d)))e2)n
≤ ((d+ n+ 2)Gω2+ω·4+n(Gω28n(d)))n
≤ Gω22(Gω28n(d)).
and
ζ2(n, pn(d), d) = (ζ1(n, pn(d), d) + 1)
2ζ1(n,pn(d),d)−1
≤ Gω2·3(Gω2·2(Gω28n(d)))
≤ Gω2·5(Gω28n(d)).
We therefore have
ν(n+ 1, d) = ζ1(n, pn(d), d)ζ2(n, pn(d), d)
≤ Gω2·2(Gω28n(d))Gω2 ·5(Gω28n(d))
≤ (Gω2·5(Gω28n(d)))2
≤ Gω2·6(Gω28n(d))
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and
pn+1(d) = max{2
(
ν(n+ 1, d) + n+ 1
n+ 1
)
ν(n+ 1, d), e(n, d)}
≤ max{2((ν(n + 1, d) + n+ 1)e
n+ 1
)n+1ν(n+ 1, d),Gω22+ω(d)}
≤ Gω2·7+ω4+n+1(Gω28n(d))Gω2·6(Gω28n(d))
≤ Gω2·8(Gω28n(d))
= Gω28(n+1)(d).

To get bounds on m, we first need the following observation:
Lemma 7.8. Suppose τ = τ0 ∪ τ1 and for every a ∈ τ0 and b ∈ τ1, a ≤ b.
Then
mτ,D(i) = mτ0,D(i) +mτ1,D(i+mτ0,D(i)).
Proof. We proceed by induction on τ0. When τ0 = ∅, this is immediate
from the definition. Suppose the claim holds for all τˆ0 <multi τ
0. Then
mτ,D(i) = 1 +mτ〈min τ,i,D〉,D(i+ 1)
= 1 +mτ0
〈min τ,i,D〉
∪τ1,D(i+ 1)
= 1 +mτ0
〈min τ,i,D〉
,D(i+ 1) +mτ1,D(i+ 1 +mτ0
〈min τ,i,D〉
,D(i+ 1))
= mτ0,D(i) +mτ1,D(i+mτ0,D(i))
as needed. 
Definition 7.9. If τ is a multiset with max τ = n and, for each i ≤ n with
0 < i, ci copies of i, then
o(τ) =
∑
0<i≤n
ωi−1ci + 2|τ |.
Lemma 7.10. For any τ and any monotone D so that D(b) ≥ 2b, whenever
b ≥ |τ | we have
mτ,D(b) ≤ Do(τ)(b).
Proof. We proceed by induction on max τ .
When max τ = 0, mτ,D(b) = r, so mτ,D(b) ≤ D0(b) once b ≥ r = |max τ |.
Suppose the claim holds for values less than n and proceed by side induc-
tion on the number of copies of n in τ . Suppose we are given τ and n ∈ τ is
maximal so τ = τ0 ∪ {n}. Then, letting σb be the multiset with D(b) copies
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of n− 1,
mτ,D(b) = mτ0,D(b) +m{n},D(b+mτ0,D(b))
= mτ0,D(b) +mσb+m
τ0,D
(b),D(b+ 1 +mτ0,D(b))
≤ Do(τ0)(b) +Dωn−2(b+Do(τ
0)(b))(b+ 1 +Do(τ
0)(b))
≤ Do(τ0)(b) +Dωn−1(b+Do(τ0)(b))
≤ Do(τ0)(b) +Dωn−1+o(τ0)+1(b)
≤ Dωn−1+o(τ0)+2(b)
= Do(τ)(b).

Corollary 7.11. If D(b) ≥ max{2b, b + 1} then m∗(D, n) ≤ Dωn−1+1(0).
Recall that Fx(b) = F(px(b)).
Lemma 7.12. If F(b) ≥ 2b for all b then uF(b) ≤ Fωb+ω+1b (b).
Proof. Let Dc(i) = F
i
c(c). By induction on α, we claim that D
α
c (i) ≤
Fω×α+ic (c). When α = 0, D
0
c(0) = 0 ≤ F0c(0). When α > 0,
Dαc (i) = D
α[i]
c (Dc(i)) = D
α[i]
c (F
i
c(c)) ≤ Fω×(α[i])c (Fic(c)) ≤ Fω×α+ic (c).
So we have m∗(i 7→ Fix(x), x) = m∗(Dx, x) ≤ Dω
x−1+1
x (0) ≤ Fω
x+1
x (x).
Therefore
uF(x) ≤ FF
ωx+1
x (x)
x (x) ≤ Fωx(Fω
x+1
x (x)) ≤ Fω
x+ω+1
x (x).

Note that, under the same assumptions, Fω
b+ω+1(b) is much larger than
db+1(2b
(2b
b
)
+ 1), so the same bound holds for u+
F
.
Lemma 7.13. If F(b) ≥ 2b for all b then f(F, b) ≤ Fωb+ω26+ω+8b (b).
Proof. We have
N = du+
F
(b)(u
+
F
(b)) + u+
F
(b)
≤ (2Fωb+ω+1b (b))2
F
ωb+ω+1
b
(b)
+ Fω
b+ω+1
b (b)
≤ Fω22b (Fω
b+ω+2
b (b)) + F
ωb+ω+1
b (b)
≤ Fωb+ω22+ω+3b (b).
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Then
f(F, b) = d
u+
F
(b)(
(
N + b
b
)
· u+
F
(b)) +N
≤ d
u+
F
(b)(F
ωb+ω24+ω+6
b (b)) + F
ωb+ω22+ω+3
b (b)
≤ Fωb+ω26+ω+7b (b) + Fω
b+ω22+ω+3
b (b)
≤ Fωb+ω26+ω+8b (b).

Lemma 7.14. zk(d, b) ≤ Gω24k+ω6k+3k(max{b, d}).
Proof. Observe that g(b + d − 1,max{b + d − 1, 2b}) ≤ g(2max{b, d}) ≤
Gω2+ω+1(max{b, d}) and so
db+d(g(b+ d− 1,max{b+ d− 1, 2b}) + d+ 1) ≤ Gω23+ω3+2(max{b, d}).
We now proceed by induction on k. When k = 0, z0(d, b) = d ≤ F0(d).
Suppose the claim holds for k. Then
zk+1(d, b) ≤ zk(Gω24+ω4+2(max{b, d}) + Gω2+ω+1(max{b, d}) + d+ 1, b)
≤ zk(Gω24+ω6+3(max{b, d}), b)
≤ Gω24k+ω6k+3k(max{b, d}, b).

7.3. Bounds on Lemma 5.31 and its Consequences. We first need an
assignment of ordinals to bad leader sequences.
Definition 7.15. A bad Dickson sequence in Nn is a sequence 〈~a1, . . . ,~am〉
of elements Nn so that when i < j, ~ai 6 ~aj.
Lemma 7.16 ( [54]). There is an assignment of ordinals o(〈~a1, . . . ,~am〉) ≤
ωn to bad Dickson sequences so that o(〈〉) = ωn, o(〈~a1, . . . ,~am,~am+1〉) <
o(〈~a1, . . . ,~am〉), and |o(〈~a1, . . . ,~am〉)| ≤ mkn.
Lemma 7.17. With m derivatives and n differential indeterminates, there
is an assignment of ordinals o(〈u1, . . . , uk〉) ≤ ωm ·n to bad leader sequences
so that o(〈〉) = ωm · n, o(〈u1, . . . , uk, uk+1〉) < o(〈u1, . . . , uk〉), and if each
ui ∈ K{X[n]}≤d then |o(〈u1, . . . , uk〉)| ≤ nkdm.
Proof. Given u1, . . . , uk, each uj = δ
k1,j
1 · · · δkm,jm Xij . For each j, let ~kj =
〈k1,j , . . . , km,j〉. For each i, consider the subsequence j1, . . . , jdi with ij = i;
then 〈~kj1 , . . . , ~kjdi 〉 is a bad Dickson sequence with ordinal αi =
∑
j≤m ω
j ·ci,j .
Taking o(〈u1, . . . , uk〉) =
∑
j≤m ω
j · (∑i ci,j) gives the desired bound. 
The quantity
∑
j≤m ω
j · (∑i ci,j) is an instance of the “natural” or “com-
mutative” sum for ordinals.
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Lemma 7.18. Let g be a fixed monotonic function with g(b) ≥ 2b for all b.
For each c, let Dc be the function Dc(i) = g
c+i(b).
Then for any γ with o(γµ) = α and any b ≥ max{|γ|, n,m + 2},
hn,m(Dc, γ) ≤ gωα2+ω+c+2(b).
In particular,
hn,m(D) ≤ gωω
m·2n+ω+2(b).
Proof. By induction on o(γµ). When o(γµ) = 0, so γ is maximal, hn,m(Dc, γ) =
1 ≤ b = g0(b).
Suppose o(γµ) = α and for all γ
′ with o(γ′µ) < α, the claim holds. Let
d = Dc(1) = g
c+1(b) and b′ = gω(d) ≥ n(|γ|+1)dm. Let β = α[b′]. For each
u ∈ [−1, d], we will show that
wu ≤ gωβ2+1(d−u)+ω(d−u)+(d−u)(b′).
When u = b′, this is immediate.
Let δu = ω
β2+1(d− u) + ω(d− u) + (d− u), and suppose we have shown
that wu ≤ gδu(b′). Then Dc(wu) = gwu+c(b) ≤ gwu(b′). Let cu = Dc(wu).
We will show that for each k ∈ [0, cu],
vu,k ≤ gωβ2(cu−k)+ω2(cu−k)+2(cu−k)(gδu(b′)).
When k = cu, this is immediate.
Suppose the claim holds for k. Then we have
vu,k−1 = vu,k + hn,m(Dvu,k , γ
⌢〈(u, k)〉)
≤ vu,k + gωo(γµ
⌢〈u〉)2+ω+vu,k+2(b)
≤ vu,k + gωβ2+ω+vu,k+2(b)
= vu,k + g
ωβ2+ω+gω
β2(cu−k)+ω2(cu−k)+2(cu−k)(gδu (b′))+2(b)
≤ vu,k + gωβ2+ω2(gωβ2(cu−k)+ω2(cu−k)+2(cu−k)+1(gδu(b′)))
≤ gωβ2(cu−k)+ω2(cu−k)+2(cu−k)(gδu(b′)) + gωβ2(cu−(k+1))+ω2(cu−(k+1))+2(cu−k)+1(gδu(b′))
≤ 2gωβ2(cu−(k+1))+ω2(cu−(k+1))+2(cu−k)+1(gδu(b′)))
≤ gωβ2(cu−(k+1))+ω2(cu−(k+1))+2(cu−(k+1))(gδu(b′))).
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In particular, vu,0 ≤ gωβ2cu+ω2cu+2cu(gδu(b′))). Therefore
wu−1 = vu,0
≤ gωβ2cu+ω2cu+2cu(gδu(b′))
≤ gωβ2+1+1(gω2(gδu(b′)))
= gω
β2+1+1(gω(gω
β2+1(d−u)+ω(d−u)+(d−u)(b′)))
≤ gωβ2+1(d−(u+1))+ω(d−(u+1))+(d−(u+1)) (b′).
Therefore
hn,m(Dc, γ) = w−1
≤ gωβ2+1(d+1)+ω(d+1)+d+1(b′)
≤ gωβ2+2+1(b′)
≤ gωα2+1(b′)
≤ gωα2+ω+c+2(b).

Lemma 7.19.
isatn,m(b) ≤ Gω
ωm2n+22+ωω
m2n+ω26+3(b).
Proof. Let g∗(d) = g(d, d) = d(1 + d)
d ≤ Gω22+1(d). Then the function
b 7→ Dsatb (i) is bounded by gi∗(b), and therefore
hn,m(D
sat
b ) ≤ gω
ωm·2n+ω+2
∗ (b)
≤ (Gω22+1)ωω
m·2n+ω+2(b)
≤ Gωω
m2n+22+ωω
m2n+ω24+2(b).
Then
isatn,m(b) ≤ g∗(Gω
ωm2n+22+ωω
m2n+ω24+2(b)) ≤ Gωω
m2n+22+ωω
m2n+ω26+3(b).

Lemma 7.20. When b ≥ max{m,n},
icoheren,m (b) ≤ Gω
ωm2n+22+ωω
m2n+1+ωω
m2n+ω26+ω2+3(b).
Proof. We use the same reasoning as in the previous lemma, but with the
function
g∗(b) = g(b,
(
2b+m− 1
m− 1
)
n(b+ 1))
≤ Gω22+ω+1(b),
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so
icoheren,m (b) ≤ Gω
ωm2n+22+ωω
m2n+1+ωω
m2n+ω26+ω2+3(b).

Lemma 7.21. When b ≥ max{3,m, n},
icharn,m(b) ≤ Gω
ωm2n+ω+ωω
m2n+1+ωω+1+ωω2+ω2+ω2(b).
Proof. Observe that
Fcharc (k) = z
c+g(c,k)(g(c, k), c)
≤ Gω24(c+g(c,k))+ω6(c+g(c,k))+3(c+g(c,k))(max{c, g(c, k)})
≤ Gω3(6(c+ g(c, k)))
≤ Gω3+ω22+ω+1(max{c, k}).
Also
u
F
char
b
(b) ≤ (Gω3+ω22+ω+1)ωb+ω+1(b)
≤ Gωb+3+ωb+22+ωb+1+ωb+ω4+ω33+ω23+ω2+1(b)
≤ Gωω+ω(b)
and similarly u+
F
char
b
(b) ≤ Gωω+ω(b).
This time we use the function
g∗(b) = max{g(b,
(
2b+m− 1
m− 1
)
n(b+ 1)), p
u+
Fchar
b
(b)(uFcharb
(b)), f(Fcharb , b)}
≤ Gωω+ω(b)
so
icharn,m(b) ≤ Gω
ωm2n+ω+ωω
m2n+1+ωω+1+ωω2+ω2+ω2(b).

7.4. Bounds on Ritt-Noetherianity.
Lemma 7.22 ([20]). When d ≥ n, k(n, d) ≤ Gωn+8+ω22(d).
(The extra factor of ω22 more than covers the roughly factorial differnce
between the order of terms used in [20] and the ranking we use here.)
Lemma 7.23. Suppose that Gj(F, d) ≤ Fα(d). Then GJ(F, d) ≤ Fα|J|+1(d).
Proof. By induction on |J |, we show that GJ(F, d) ≤ F(α+1)⊗n(d) where (α+
1)⊗n is iterated commutative multiplication, as described in the appendix.
The conclusion follows since (α+ 1)⊗n ≤ αn+1.
When |J | = 1, this is immediate. Observe that G(d′) ≤ Fα+1(d′), so
GJ(F, d) = GJ\{j0}(G, d) ≤ G(α+1)
⊗(|J|−1)
(d) ≤ F(α+1)⊗|J|(d). 
We assign an explicit ordinal o(Λ) to autoreduced sets so that when Λ′
has lower rank than Λ, o(Λ′) < o(Λ).
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Lemma 7.24. With m derivatives and n differential indeterminates, there
is an assignment of ordinals o(Λ) ≤ ωωm·n to autoreduced sets so that o(〈〉) =
ωω
m·n and if Λ′ has lower rank than Λ then o(Λ′) < o(Λ).
Proof. Let Γ(Λ) = 〈(µ1, b1), . . . , (µr, br)〉. Set
o(Λ) =
∑
i≤r
ωo(〈µ1,...,µi〉)bi + ω
o(〈µ1,...,µr〉).
If Λ′ has lower rank than Λ, so Γ(Λ′) = 〈(µ′1, b′1), . . . , (µ′r′ , b′r′)〉 then either
there is some i ≤ min{r, r′} so that∑j<i ωo(〈µ1,...,µj〉)bj =∑j<i ωo(〈µ′1,...,µ′j〉)b′j
but ωo(〈µ1,...,µi〉)bi > ω
o(〈µ′1,...,µ
′
i〉)b′i, and therefore ω
o(〈µ1,...,µi〉)bi >
∑
j≥i ω
o(〈µ′1,...,µ
′
j〉)b′j+
ωo(〈µ
′
1,...,µ
′
r〉), or r′ > r and we have ωo(〈µ1,...,µr〉) >
∑
j>r ω
o(〈µ′1,...,µ
′
j〉)b′j +
ωo(〈µ
′
1,...,µ
′
r〉). 
Definition 7.25. Let Λ be autoreduced and let Γ(Λ) = 〈(µ1, b1), . . . , (µr, br)〉.
Set
Lemma 7.26. Assume F(i) ≥ i + 1 for all i and F,D are monotonic.
Without loss of generality, let F(i) ≥ D(i) for all i.
Then jn,m(i0,D,F, d,Λ) ≤ Fωω
o(Λ)
2+ωn+82(max{d, n, i0}).
Proof. Write o(Λ) for the ordinal rank of Λ. We proceed by induction on
o(Λ). When o(Λ) = 0, jn,m(i0,D,F, d,Λ) = i0.
Suppose o(Λ) = γ and the claim holds for all Λ∗ with o(Λ∗) < γ. Let
b = n(d+n)n ≤ n(d)n+1 when d ≥ n, so when Λ∗ ⊆ K{X[n]}≤d, |o(Λ∗)| ≤ b.
Then
GJ,D(F, i0) ≤ F(ωω
γ[b]
2+ωn+82)2
((
d
n)
n )
(i0)
≤ F(ωω
γ[b]
)ω(max{2(d+n)n , i0})
≤ Fωω
γ[b]+1
+ω2(max{d+ n, i0})
≤ Fωω
γ[b]+1
+ω2+ω(max{d, n, i0}).
Therefore
D(F(GJ,D(F, i0))) ≤ Fωω
γ[b]+1
+ω22+ω+2(max{d, n, i0}),
so
k(n,D(F(GJ,D(F, i0)))) ≤ Fωω
γ[b]+1
+ωn+8+ω23+ω+2(max{d, n, i0}),
D(F(GJ,D(F, i0)))+2
(
2d
d
)
k(n,D(F(GJ,D(F, i0)))) ≤ Fωω
γ[b]+1
+ωn+8+ω24+ω4+2(max{d, n, i0}),
and, taking α to be the quantity in the previous line,(
α+m− 1
m− 1
)
· n · (α+ 1) ≤ Fωω
γ[b]+1
+ωn+8+ω26+ω5+2(max{d, n, i0}).
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Taking β to be the quantity in the previous line, we have
g(d, β) ≤ Fωω
γ[b]+1
+ωn+8+ω27+ω5+2(max{d, n, i0}).
We may bound this last quantity by b = Fω
ωγ[b]+1+ωn+82(max{d, n, i0}).
Now let b′′ = n(g(d, β))n+1, so when Λ∗ ⊆ K{X[n]}≤g(d,β), |o(Λ∗)| ≤ b′′.
Then
jn,m(i0,D,F, d,Λ) ≤ Fωωγ[b
′′]
2 + ωω
γ[b]+1
+ ωn+82(max{d, n, i0})
≤ Fωω
γ
2+ωn+82(max{d, n, i0}).

Corollary 7.27. Assume F(i) ≥ i + 1 for all i and F,D are monotonic.
Without loss of generality, let F(i) ≥ D(i) for all i. Then jn,m(i0,D,F, d,Λ) ≤
Fω
ωω
ωmn
2+ωn+82(max{d, n, i0}).
Appendix A. Ordinal Iterations
The next several lemmas show identities relating ordinal arithmetic to
function iteration. Throughout this section we assume that g is monotonic
and g(b) ≥ b+ 1 for all b and we consider b ≥ 1.
Lemma A.1. Let α and β be ordinals with min β ≤ maxα. Then
gα+β(b) = gα(gβ(b)).
Proof. By induction on β. When β = 0, this is trivial.
gα+β(b) = g(α+β)[b](g(b)) = gα+(β[b])(g(b)) = gα(gβ[b](g(b))) = gα(gβ(b))
using the inductive hypothesis since β[b] < β. 
The main difficulty when dealing with ordinal iterations is that they are
not strictly monotonic: we do not, in general, have α < β implies gα(b) ≤
gβ(b) (consider the case where b is much smaller than n: we may have
gn(b) > gω(b)).
When considering the effect of α on the size of gα(b), both the size of α
and the size of its coefficients matter.
We next establish some lemmas showing some cases when we can obtain
monotonicity. First, note that when max β ≤ minα we have
gα(b) ≤ gα(gβ(b)) = gα+β(b).
Lemma A.2. gω
α
(b) > gα(b).
Proof. By induction on α. When α = 0,
gω
0
(b) = g(b) ≥ b+ 1 > b = g0(b).
When α > 0,
gω
α
(b) = gω
α[b]b(g(b)) ≥ gωα[b](g(b)) > gα[b](g(b)) = gα(b).

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Lemma A.3. gω
αc(b) ≥ gc(b).
Proof. By induction on α. When α = 0 the two sides are identical. When
α > 0 we have
gω
αc(b) = gω
α
(gω
α
(· · · (gωα(b)) · · · ))
> gα(gα(· · · (gα(b)) · · · ))
≥ gωmaxα(gωmaxα(· · · (gωmaxα(b)) · · · ))
= gω
maxαc(b)
≥ gc(b).

Lemma A.4. For any ǫ > δ and any d ≥ gδ(b), ǫ[d] ≥ δ.
Proof. We proceed by induction on δ. When δ = 0, this is trivial.
Write ǫ = ǫ′ + ωγ where γ = min ǫ. If γ ≤ max δ then since ǫ > δ, we
must have ǫ′ ≥ δ, so ǫ[d] = ǫ′ + ωγ [d] ≥ ǫ′ ≥ δ.
So suppose γ > max δ. If ǫ′ 6= 0 then ǫ′ ≥ ωγ > δ and we are done, so
assume ǫ′ = 0 and therefore ǫ = ωγ . We have ǫ[d] = ωγ[d]d.
By the inductive hypothesis, since γ > max δ and d ≥ gδ(b) ≥ gωmax δ (b) ≥
gmax δ(b), we also have δ[d] ≥ max δ. If δ[d] > max δ then ǫ[d] > δ.
So suppose δ[d] = max δ. Then
d ≥ gδ(b) ≥ gωmax δcmax δ (b) ≥ gcmax δ(b) > cmax δ.
So ǫ[d] = ωγ[d]d ≥ ωmax δ(cmax δ + 1) > δ. 
Lemma A.5. Let α =
∑
γ∈I ω
γcγ . Let β, δ ∈ I with δ < β, and let c′β =
cβ − 1, c′δ = cδ + 1, and c′γ = cγ if γ 6∈ {β, δ}. Let α′ =
∑
γ∈I ω
γc′γ . Then
gα
′
(b) ≤ gα(b).
Proof. It suffices to consider the case where I ∩ (β, δ) = ∅, since we get the
general case by applying this case several times. So we have
α = α+ + ωγ + ωδ + α−
where min(α+) ≥ γ and δ ≥ max(α−). Since
gα(b) = gα
+
(gω
γ+ωδ (gα
−
(b)))
and
gα
′
(b) = gα
+
(gω
δ2(gα
−
(b)))
it suffices to show that when γ > δ,
gω
γ+ωδ(b) ≥ gωδ2(b).
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We show this by induction on γ:
gω
γ+ωδ(b) = gω
γ
(gω
δ
(b))
= gω
γ[gω
δ
(b)]
g((gω
δ
(b)))
≥ gωγ[g
ωδ (b)]+ωδ(b)
≥ gωδ2(b).

Lemma A.6. If d ≤ d′ then gα[d](b) ≤ gα[d′](b).
Proof. By induction on α. Write α = α′ + ωminα. We have gα[d](b) =
gα
′
(gω
minα[d](b)) and gα[d
′](b) = gα
′
(gω
minα[d](b)), so it suffices to show that
gω
β [d](b) ≤ gωβ [d′](b).
If β = 0 then ωβ[d] = 0 = ωβ[d′] and the claim is immediate. Otherwise
gω
β [d](b) = gω
β[d]d(b)
≤ gωβ[d]d′(b)
≤ gωβ[d
′]d′(b)
= gω
β [d′](b).

Lemma A.7. Suppose α, β, γ are ordinals with max β ≤ minα and max γ ≤
min β. Suppose g(b) is monotonic and g(b) ≥ b+ 1 for all b. Then
gβ(gα+γ(b)) ≤ gα+β+γ(b).
Proof. Since gβ(gα+γ(b)) = gβ(gα(gγ(b))) and gα+β+γ(b) = gα+β(gγ(b)), by
replacing b with gγ(b), we may assume γ = 0.
We first proceed by induction on β. Write β = β′ + ωδ where δ = min β.
If β′ > 0 then we have
gβ(gα(b)) = gβ
′+ωδ(gα(b))
= gβ
′
(gω
δ
(gα(b)))
≤ gβ′(gα(gωδ (b)))
≤ gα+β′+ωδ(b)
= gα+β(b)
using the inductive hypothesis twice.
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So we assume β = ωδ and proceed by induction on α. Writing α = α′+ωǫ
where ǫ = minα; if α′ 6= 0, we have
gβ(gα(b)) = gβ(gα
′
(gω
ǫ
(b)))
≤ gα′+β(gωǫ(b))
= gα
′
(gβ(gω
ǫ
(b)))
≤ gα′(gωǫ+β(b))
= gα+β(b)
using the inductive hypothesis twice. So we may reduce to the case where
α = ωǫ.
If ǫ = δ then this follows from work above, so we may assume ǫ > δ.
Therefore ωǫ[gβ(b)] ≥ β, which must mean that ǫ[gβ(b)] ≥ δ. Then we have:
gβ(gω
ǫ
(b)) = gβ(gω
ǫ [b](g(b)))
= gβ(gω
ǫ[b]b(g(b)))
≤ gβ(gωǫ[g
β (b)]b(g(b)))
≤ gβ(gωǫ[g
β (b)](b+1)(b))
≤ gωǫ[g
β (b)](b+1)(gβ(b))
≤ gωǫ[g
β (b)](gβ(b))(g(gβ(b)))
= gω
ǫ
(gβ(b))
= gω
ǫ+β(b).

Definition A.8. Let α =
∑
γ∈I ω
γcγ and β =
∑
δ∈J ω
δdδ. Then α#β =∑
γ∈I∪J ω
γ(cγ + dγ) (where cγ = 0 for γ 6∈ I and dγ = 0 for γ 6∈ J).
Let α =
∑
γ∈I ω
γcγ and β =
∑
δ∈J ω
δdδ. Then α⊗β =
∑
γ∈I,δ∈J ω
γ#δcγcδ.
These are the “natural” or “commutative” addition and multiplication on
ordinals. Our work above shows
Lemma A.9. gα(gβ(b)) ≤ gα#β(b).
Lemma A.10. (gα)β(b) ≤ gα⊗β(b).
Proof. By induction on β. When β = 0 this is immediate. Otherwise,
(gα)β(b) = (gα)β[b](g(b))
≤ (gα⊗(β[b]))(g(b))
≤ (g(α⊗β)[b])(g(b))
= gα⊗β(b).

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Lemma A.11. If |β| < b and β < α then β ≤ α[b].
Proof. By main induction on β and side induction α. When α = α′+1, this
is immediate from the inductive hypothesis.
Suppose α = α′ + ωγ , so α[b] = α′ + ωγ[b]b. If γ ≤ max β then α′ ≥ β
so α[b] ≥ β as well. So suppose γ > max β. Then by the main inductive
hypothesis, γ[b] ≥ max β, and since |β| < b, β < ωmax βb ≤ ωγ[b]b ≤ α[b]. 
Lemma A.12. If α > β and |β| < b then gβ(b) ≤ gα(b).
Proof. Let β, g, b be fixed and proceed by induction on α. If α = β this
is trivial, and if α = α′ + 1 this follows immediately from the inductive
hypothesis and the monotonicity of g.
If α is a limit ordinal then gα(b) = gα[b](g(b)) ≥ gβ(b) by the inductive
hypothesis and the fact that α[b] ≥ β. 
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