We provide sufficient and necessary conditions for the coefficients of a q-polynomial f over F q n which ensure that the number of distinct roots of f in F q n equals the degree of f . We say that these polynomials have maximum kernel. As an application we study in detail q-polynomials of degree q n−2 over F q n which have maximum kernel and for n ≤ 6 we list all q-polynomials with maximum kernel. We also obtain information on the splitting field of an arbitrary qpolynomial. Analogous results are proved for q s -polynomials as well, where gcd(s, n) = 1.
Introduction
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the algebraic closure of F q n . Then for every F q n ≤ L ≤ K, f defines an F qlinear transformation of L, when L is viewed as an F q -vector space. If L is a finite field of size q m then the polynomials of L n,q considered modulo (x q m −x) form an F q -subalgebra of the F q -linear transformations of L. Once this field L is fixed, we can define the kernel of f as the kernel of the corresponding F q -linear transformation of L, which is the same as the set of roots of f in L; and the rank of f as the rank of the corresponding F q -linear transformation of L. Note that the kernel and the rank of f depend on this field L and from now on we will consider the case L = F q n . In this case L n,q considered modulo (x q n − x) is isomorphic to the F q -algebra of F q -linear transformations of the n-dimensional F q -vector space F q n . The elements of this factor algebra are represented byL n,q := { n−1 i=0 a i x q i : a i ∈ F q n }. For f ∈L n,q if deg f = q k then we call k the q-degree of f . It is clear that in this case the kernel of f has dimension at most k and the rank of f is at least n − k. Let U = u 1 , u 2 , . . . , u k Fq be a k-dimensional F q -subspace of F q n . It is well known that, up to a scalar factor, there is a unique q-polynomial of q-degree k, which has kernel U. We can get such a polynomial as the determinant of the matrix 
. . .
The aim of this paper is to study the other direction, i.e. when a given f ∈L n,q with q-degree k has kernel of dimension k. If this happens then we say that f is a q-polynomial with maximum kernel.
, with σ = q s for some s with gcd(s, n) = 1, then we say that f (x) is a σ-polynomial (or q spolynomial) with σ-degree (or q s -degree) k. Regarding σ-polynomials the following is known.
Theorem 5] Let L be a cyclic extension of a field F of degree n, and suppose that σ generates the Galois group of L over F. Let k be an integer satisfying 1 ≤ k < n, and let a 0 , a 1 , . . . , a k be elements of L, not all zero. Then the F-linear transformation defined as
has kernel with dimension at most k in L.
Similarly to the s = 1 case we will say that a σ-polynomial is of maximum kernel if the dimension of its kernel equals its σ-degree.
Our main result provides sufficient and necessary conditions on the coefficients of a σ-polynomial with maximum kernel.
with σ = q s , gcd(s, n) = 1 and a 0 , . . . , a k ∈ F q n . Then f (x) is of maximum kernel if and only if the matrix
where A q i is the matrix obtained from A by applying to each of its entries the automorphism x → x q i and I k is the identity matrix of order k.
An immediate consequence of this result gives information on the splitting field of an arbitrary σ-polynomial, cf. Theorem 3.1.
In Section 2.1 we study in details the σ-polynomials of σ-degree n − 2 for each n. For n ≤ 6 we also provide a list of all σ-polynomials with maximum kernel cf. Sections 2.2, 2.3 and 2.4.
Main Result
We will need the following lemma about the fixed points of a semilinear map. It is probably a well-known result, but we couldn't find a reference for the k = n case and hence we present here a proof.
Proof. If k = n then it is [3, Main Theorem]. Suppose k < n and let A denote the k × k matrix with entries in F q n representing the linear part of τ , and let σ denote the Frobenius automorphism x ∈ F q n → x q s ∈ F q n , with gcd(s, n) = 1. Then τ is defined by the following rule τ :
Embed V in W = F n q n in a way that V has equations x k = x k+1 = . . . = x n−1 = 0, and letτ be the F q n -semilinear map of W defined as τ :
where O i,j is the i × j zero matrix and I i is the identity matrix of order i. Thenτ has order n,τ | V = τ and, by [ 
The lattice of F q -subspaces defined by the non-zero vectors of Fix(τ ) form a canonical subgeometry isomorphic to PG(n − 1, q) in PG(W,
Now we are able to prove our main result:
. It can be seen that the matrix (1) represents the F q n -linear part of the F q n -semilinear map σ :
w.r.t. the basis B. Since gcd(s, n) = 1, σ has order n and hence the assertion follows. Viceversa, let τ be defined as follows
where A is as in (1) with the property AA q s · · · A q s(n−1) = I k . Then τ has order n and, by Lemma 2.1, it fixes a k-dimensional F q -subspace S of F k q n . Let now β be the F q n -semilinear map
Then β has order n and Fix β = F k q , since gcd(s, n) = 1. Let s 0 , . . . , s k−1 be an F q -basis of S and let e 0 = (1, 0, . . . , 0), . . . ,
and also
for each i ∈ {1, . . . , n − 1}. Also, by (2) τ (e 0 ) = e 1 , τ (e 1 ) = τ 2 (e 0 ) = e 2 , . . .
So, we get that
and applying φ it follows that
By (3) the previous equation becomes
Put u = φ(e 0 ), then
This implies that u 0 , u 1 , . . . , u k−1 are elements of ker f , where u = (u 0 , . . . , u k−1 ), and they are F q -independent since B = (u, . . . , u q s(k−1) ) = (φ(e 0 ), . . . , φ(e k−1 )) is an ordered F q n -basis of F k q n . This completes the proof. As a corollary we get the second part of [4, Theorem 10], see also [9, Lemma 3] for the case s = 1 and [8] for the case when q is a prime. Indeed, by evaluating the determinants in AA q s · · · A q s(n−1) = I k we obtain the following corollary. Here and later in the paper for x ∈ F q n and for a subfield F q m of F q n we will denote by N q n /q m (x) the norm of x over F q m , that is, x 1+q m +...+q n−m , and by Tr q n /q m (x) we will denote the trace of x over F q m , that is,
If n is clear from the context and m = 1 then we will simply write N(x) and Tr(x).
Corollary 2.3. Let A be a matrix as in Theorem 1.2. The condition
Proof. The only if part is trivial, we prove the if part by induction on 0
Then by taking q s -th powers of each entry we get
q n as in Theorem 1.2 and the semilinear map τ defined in (2) .
Note that
. .
Hence, if
i.e. the polynomials Q j,i (a 0 , a 1 , . . . , a k−1 ) for 0 ≤ j ≤ k − 1 can be defined by the following recursive relations for 0 ≤ i ≤ k − 1:
and by the following relations for i ≥ k:
When a 0 , a 1 , . . . , a k−1 are clear from the context, we will denote Q j,i (a 0 , a 1 , . . . , a k−1 ) by Q j,i . Now, we are able to prove the following.
, where gcd(s, n) = 1, has dimension k if and only if
Proof. Relations (5) can be written as follows
. . . Again from Theorem 2.4 we can deduce the following.
, with gcd(s, n) = 1 and 1 ≤ k ≤ n − 1, admits q k roots if and only if k | n and N q n /q k (a 0 ) = 1.
When the q
s -degree equals n − 2
In this section we investigate q s -polynomials
with gcd(s, n) = 1. By Theorem 2.4, dim ker f (x) = n − 2 if and only if a 0 , a 1 , . . . , a n−3 satisfy the following system of equations n−3 =: g 1 (a 0 , a n−3 ), a j = −a q 2s j−2 a 0 − a q 2s n−3 a q s j−1 a 0 =: g j (a 0 , a n−3 ), for 2 ≤ j ≤ n − 3. (7) So, dim ker f (x) = n − 2 if and only if a 0 and a n−3 satisfy the equations a 0 (g n−4 (a 0 , a n−3 ) q 2s + a q 2s +q s n−3 ) = 1, a n−3 = g n−3 (a 0 , a n−3 ), and a j = g j (a 0 , a n−3 ) for j ∈ {1, . . . , n − 4}. Theorem 2.7. Suppose that f (x) = a 0 x + a 1 x q + · · · + a n−3 x q n−3 − x q n−2 has maximum kernel. Then for t ≥ 2 with gcd(t − 1, n) = 1 the coefficients a t−2 and a n−t are non-zero and a n−2t+1 a
Also, with s = n − t + 1 it holds that − a n−t (−a 
In particular, for t ≥ 2 with gcd(t − 1, n) = 1 we get
and N(a n−2t+1
where n − 2t + 1 and 2t − 3 are considered modulo n.
Proof. Let t ≥ 2 with (t − 1, n) = 1 and consider the polynomial F (x) = f (x q t ), that is,
Clearly dim ker F = dim ker f = n − 2. By renaming the coefficients F (x) can be written as
Since F (x) has maximum kernel, by the second equation of (7) we get α 0 = 0, α n−2 = 0 and the following relation
The coefficient α j of F (x) equals the coefficient a i of f (x) with i ≡ n − t + j(1 − t) (mod n), in particular
and by (12), we get that a t−2 and a n−t are nonzero, and a n−2t+1 a
2t−3 , which gives (8) . The first equation of (7) gives
Then (13) and α n−4 = a 3t−4 imply −a n−t (−a
, which gives (9) . By Corollary 2.2 with s = n − t + 1 we obtain
and taking (13) into account we get N(a n−t ) = (−1) n N(a t−2 ).
Then (8) and the previous relation yield N(a n−2t+1 ) = (−1) n N(a 2t−3 ).
Proposition 2.8. Let f (x) be a q s -polynomial with q s -degree n − 2 and with maximum kernel. If the coefficient of x q s is zero, then n is even and f (x) = α Tr q n /q 2 (βx) for some α, β ∈ F * q n .
Proof. We may assume f (x) = a 0 x + a 1 x q s + · · · + a n−3 x q s(n−3) − x q s(n−2) with a 1 = 0. By the second equation of (7), it follows that a n−3 = 0. By the third equation of (7), we get that a j = 0 for every odd integer j ∈ {3, . . . , n − 3}. If j is even then we have
If n − 3 is even, then this gives us a contradiction with j = n − 3. It follows that n−3 is odd and hence n is even. By N(a 0 ) = (−1) n , there exists λ ∈ F * q n such that a 0 = −λ 1−q s(n−2) . So, by (14) we get a j = λ q js −q s(n−2) , and hence
In the next sections we list all the q s -polynomials of F q n with maximum kernel for n ≤ 6. By Corollaries 2.5 and 2.6 the n ≤ 3 case can be easily described hence we will consider only the n ∈ {4, 5, 6} cases. Proposition 2.9. If f (x) ∈L n,q is a q s -polynomial with maximum kernel, thenf (x) is a q n−s -polynomial with maximum kernel.
This will allow us to consider only the s ≤ n/2 case.
The n = 4 case
In this section we determine the linearized polynomials over F q 4 with maximum kernel. Without loss of generality, we can suppose that the leading coefficient of the polynomial is −1.
Because of Proposition 2.9, we can assume s = 1. Corollaries 2.5 and 2.6 cover the cases when the q-degree of f is 1 or 3 so from now on we suppose f (x) = a 0 x + a 1 x q − x q 2 . If a 1 = 0 then we can use again Corollary 2.6 and we get a 0 x − x q 2 , with N q 4 /q 2 (a 0 ) = 1. Suppose a 1 = 0. By Equation (7), we get the conditions a 0 (a
This system can be rewritten as Σ : a
which is equivalent to
Indeed, consider the system
Denote by S(Σ), S(Σ ′ ) and S(Σ * ) the set of solutions of Σ, Σ ′ and Σ * , respectively. Clearly,
Here we list the q-polynomials of L 4,q with maximum kernel, up to a non-zero scalar in F * q 4 . Applying the adjoint operation we can obtain the list of q 3 -polynomials over F q 4 with maximum kernel. In the following table the q-degree will be denoted by k.
Linearized polynomials of
F q 4 with maximum kernel k polynomial form conditions 3 Tr(λx) λ ∈ F * q 4 2 a 0 x − x q 2 N q 4 /q 2 (a 0 ) = 1 2 a 0 x + a 1 x q − x q 2 N q 4 /q (a 0 ) = 1 a q+1 1 = a q 2 +q+1 0 − a q 0 1 a 0 x − x q N q 4 /q (a 0 ) = 1
The n = 5 case
In this section we determine the linearized polynomials over F q 5 with maximum kernel. Without loss of generality, we can suppose that the leading coefficient of the polynomial is −1. Because of Proposition 2.9, we can assume s ∈ {1, 2}. Corollaries 2.5 and 2.6 cover the cases when the q s -degree of f is 1 or 4. First we suppose that f has q s -degree 3, i.e.
From (7), the previous q s -polynomial has maximum kernel if and only if a 0 , a 1 and a 2 satisfy the following conditions: Suppose now that the q s -degree is 2, i.e.
By Theorem 2. Here we list the q s -polynomials, s ∈ {1, 2} of L 5,q with maximum kernel, up to a non-zero scalar in F * q 5 . Applying the adjoint operation we can obtain the list of q t -polynomials, t ∈ {3, 4}, over F q 5 with maximum kernel. As before, the q s -degree is denoted by k.
Linearized polynomials of F q 5 with maximum kernel k s polynomial form conditions
The n = 6 case
In this section we determine the linearized polynomials over F q 6 with maximum kernel. Without loss of generality, we can suppose that the leading coefficient of the polynomial is −1. Because of Proposition 2.9, we can assume s = 1. Corollaries 2.5 and 2.6 cover the cases when the q-degree of f is 1 or 5. As before, denote by k the q s -degree of f .
We first consider the case k = 2, i.e. f (x) = a 0 x + a 1 x q s − x q 2s . By Theorem 2.4, f (x) has maximum kernel if and only if the coefficients satisfy ). Note that a 1 = 0 if and only if a 2 = 0 and in this case we get the trace over F q 3 .
Finally, let k = 4. Then the polynomial f (x) = a 0 x + a 1 x q s + a 2 x q 2s + a 3 x q 3s − x q 4s has maximum kernel if and only if the coefficients satisfy
Here we list the q-polynomials of L 6,q with maximum kernel, up to a nonzero scalar in F * q 6 . Applying the adjoint operation we can obtain the list of q 5 -polynomials over F q 6 with maximum kernel.
Linearized polynomials of F q 6 with maximum kernel k polynomial form conditions 5
Tr
N q 6 /q 2 (a 0 ) = 1 1 a 0 x − x q N q 6 /q (a 0 ) = 1
Application
As an application of Theorem 1.2 we are able to prove the following result on the splitting field of q-polynomials.
Theorem 3.1. Let f (x) = a 0 x + a 1 x q + · · · + a k−1 x q k−1 − x q k ∈ F q n [x] with a 0 = 0 and let A be defined as in (1) . Then the splitting field of f (x) is F q nm where m is the (multiplicative) order of the matrix B := AA q · · · A q n−1 .
Proof. The derivative of f (x) is non-zero and hence f (x) has q k distinct roots in some algebraic extension of F q n . Suppose that F q nm is the splitting field of f (x) and let t denote the order of B. Then the kernel of the F q -linear F q nm → F q nm map defined as x → f (x) has dimension k over F q and hence by Theorem 1.2 we have
Since the coefficients of A are in F q n , this is equivalent to B m = I k and hence t | m. On the other hand
and hence again by Theorem 1.2 the kernel of the F q -linear F q nt → F q nt map defined as x → f (x) has dimension k over F q . It follows that F q nm is a subfield of F q nt from which m | t.
A further application of Theorem 1.2 is the following.
Theorem 3.2. Let n, m, s and t be positive integers such that gcd(s, nm) = gcd(t, nm) = 1 and s ≡ t (mod m). Let f (x) = a 0 x + a 1 x q s + · · · + a k−1 x q s(k−1) − x q sk and g(x) = a 0 x + a 1 x q t + · · · + a k−1 x q t(k−1) − x q tk , where a 0 , a 1 , . . . , a k−1 ∈ F q m . The kernel of f (x) considered as a linear transformation of F q nm has dimension k if and only if the kernel of g(x) considered as a linear transformation of F q nm has dimension k.
Proof. Denote by A the matrix associated with f (x) as in (1) . By hypothesis, A ∈ F k×k q m and it is the same as the matrix associated with g(x). By Theorem 1.2 the kernel of f (x), considered as a linear transformation of F q nm , has dimension k if and only if , considered as a linear transformation of F q nm , has dimension k.
