Abstract-in this paper, we discuss a cost transformation based routing mechanism. The idea is to transform any traffic engineering (TE) routing problem to a known (e.g. shortest path routing) problem, such that a solution to the known problem is a sub-optimal solution to the original. Instead of relying on human to "guess" the best transformation function for each practical problem; we developed a numerical search mechanism to automatically discover the function. So far, we have tested this mechanism on four routing problems-among them are some classic constraint-routing problems and an emerging dual-path routing problem-and the results are comparable or better than those from some well-known heuristics. More importantly, these example applications showcase how routing solutions are achieved with minimum human intervention.
INTRODUCTION
The objective of traffic engineering (TE) is "to put the traffic where the bandwidth is [1] ;" thus, one of the core components of TE is to address a routing problem. Typical TE routing problems include balancing traffic load, protecting communications from failures, enforcing management and security policies, ensuring quality of service, and so on [2, 3] .
In practice, not only some of the individual problems are extremely difficult to solve, but also they are combined in multiconstraint multiobjective routing problems. Conventional wisdom tells us to develop a new algorithm for each new problem, but we find the prescription nearly unrealistic. In this paper, we focus on developing a generalized, unified and foundational academic basis for practical TE routing, which is also of practical utility.
Ideally, we want an automated routing mechanism that takes a problem specification and produces the solution path(s) with the minimum human intervention. To achieve the goal, we developed a cost transformation based routing mechanism, which will transform potentially any TE routing problem to a known problem (e.g. shortest path routing), such that a solution to the known problem is a sub-optimal one to the original. The key to our approach is a numerical transformation function, which can be discovered automatically by a numerical search process.
This cost transformation based routing mechanism is heuristic in nature, and it can be viewed as a complementary to achievements in routing algorithm study.
AN AUTOMATIC COST TRANSFORMATION MECHANISM
Shortest path routing algorithms compute the best path based on the cost of each link. To take advantage of this type of algorithms, our definition of TE problem transformation is to convert the real link state(s) on each link into a link virtual cost (LVC). The mapping relation from the real link state(s) to a LVC is referred to as a link cost transformation function. Different transformation functions may be used for computing different paths; however, the same function is used for all links during a single computation.
Cost transformation has been used with the shortest path routing algorithm previously in solving certain routing problems. For example, the inverse of the link residual capacity was used as the link weight to compute paths in order to avoid congested links [4] . However, we have NOT seen any serious attempt to generalize this approach to arbitrary TE problems. At present, one must use a trial and error approach to find such a transformation for each TE problem.
In contrast to the existing approaches, we used a numerical transformation function rather than analytical ones. In this context, a numerical function is a function that is characterized entirely by the values of a set of parameters. For example, a one dimensional function lvc=f(x) can be used to transform one link state x to the LVC, and the simplest numerical expression of this function is the discrete samples on its curve. Numerical transformation function can be of various formats, and the tradeoffs among them will be discussed in the section 4. In this study, we select the linear combination of polynomials. If there are n states associated with each link, say x 1 , x 2 , … and x n , then the transformation function is written as: lvc=f 1 (x 1 )+f 2 (x 2 )+…+f n (x n ), where f i (x)=(α i +β i ·x+γ i ·x 2 +δ i ·c 3 +…) and i∈{1, 2, … n}. The coefficients in the transformation are the numerical parameters to be decided.
By using numerical transformation functions, we make it feasible to devise a search mechanism that can automatically search through a large number of options, and discover the best fit for a specific TE routing problem. Before going into the details of search mechanism, we must do a reality check, because the search process can be computationally intensive. The following description in the IETF RFC 3272 [2] gives us a guideline on the amount of time that can be spent on a TE computation: "The control dimension of Internet traffic engineering responds at multiple levels of temporal resolution to network events… [and] routing control functions operate at intermediate levels of temporal resolution, ranging from milliseconds to days." Although this does give us some relief (no real-time requirements), reducing the computational complexity should still be assigned a high priority.
The overall functional diagram of our TE routing mechanism is depicted in the Figure 1 . The goal is to find a "good" numerical transformation function, and a feedback refining process is used to expedite the convergence. Every time a new transformation function is generated, the actual route must be computed and evaluated. If the result is "good", then the "features" of the transformation function is likely to be reflected in the next transformation function. In order to evaluate the resulting path(s), an objective function, as well as all routing constraints, must be defined in terms of the known network parameters and given prior to the start of the search. There are many possible ways to implement the search process described above, including the simulated annealing [5] based approach that will be shown in the next section.
APPLICATION TO TE ROUTING PROBLEMS
In this section, we will apply our cost-transformation based TE routing mechanism to the following four problems:
• computing the most-available path, • computing the delay-constrained least-cost path, • computing the availability-constrained least-cost path and, • computing the availability-constrained least-cost working and backup paths pair.
Review of the related work can be found in each subsection. Figure 1 . Functional diagram of our TE routing mechanism.
Computing the Most Available Path
Connection availability is one of the critical concerns in optical backbone networks [6] [7] [8] . The availability of a link/path is defined as the percentage of time that the link/path is in service. The same concept is also used to represent other network statistics, (e.g., the probability that a link can accommodate a new connection when imprecise link state information is used [9] ). In this section, we discuss how to compute the most-available path in a network.
The following common notations will be used throughout this paper. A network can be modeled as a graph G(V, E), where V is the set of nodes and E is the set of links. Let P sd be a path from node s to node d, and A sd , D sd , C sd , and VC sd be the availability, delay, cost, and virtual cost of the path, respectively. We denote a link as e ij , where i and j are the two end nodes of the link, and let a ij , d ij , c ij , and lvc ij denote the availability, delay, cost, and LVC of the link, respectively.
The availability of a path is the probability that all links are available simultaneously, so it is equal to the product of link availabilities (Equation (1)). The classic solution to the most-available path problem [9] is to take the negative logarithm of both sides of Equation (1) (see Equation (2)). The availability values are between 0 and 1, so the negative logarithms of these values are positive numbers. If we denote -log(R sd ) as VC sd , and -log(a ij ) as lvc ij , then it is easy to see that the most available path is equivalent to the least virtual cost path, which can be computed by any shortest-path algorithm.
Assuming that the negative-logarithm transformation (Equation (2)) is unknown, our objective is to automatically discover a transformation function that will lead to suboptimal paths. In Figure 2 , we first show the negativelogarithm function as the upper solid curve (denoted asLog(x)). In the figure, the x-axis is the link availability and the y-axis is the LVC. As mentioned before, we chose to use a polynomial with flexible coefficients to emulate the negativelogarithm curve. Just for comparison purpose, we also conducted a polynomial curve fitting. The 3 rd order curve fitting result (denoted as the Poly.(-Log(x)) in Figure 2 ) looks very good when the link availability is in the range of [10%, 100%]; but, later, we will show that its performance does NOT match up with the performance of the transformation function from our approach.
The actual transformation function search process (depicted in Figure 1 ) is implemented with adaptive simulated annealing (ASA) [10] . The process randomly generates the coefficients of the polynomial transformation function, and uses the shortest path algorithm to find the least VCsd path. The availability of a newly generated path is compared with that of the best path so far. If the new availability is higher, then the ASA keeps the set of coefficients as the "seed" for generating the next set; otherwise, the ASA may accept the new coefficients according to a computed probability. The probability for accepting a "bad" transformation function reduces as the search time passes by. The search will stop if the result quality does not improve over a period of time, or the number of iterations reached a limit. In our current implementation, we give a very stringent limit of 1000 times to the ASA iteration, in order to restrict the computational time.
A (n-1) th order polynomial has n coefficients; therefore, the transformation function is represented by n numbers. However, if we directly give all n coefficients to our automatic search mechanism, it converges extremely slowly in this problem. The reason is that not all transformation functions are independent. For example lvc=f(a) and lvc=k⋅f(a), where the k is a positive value, are the same transformation, since multiplying k to all link lvcs will not change routing behavior. Unfortunately, we do not have a solution to automatically detect this problem, so we allow some minimum human intervention through the use of initial conditions. The initial condition to be used here is: one of the coefficients will have a fixed value (say ±1). Sometimes, more initial conditions (optional) are deliberately added since they are easy to see and can help to reduce the search space. For example, a link with an availability of 1 should have a LVC value of 0 in this problem, because this link can be used in any connection without causing degradation in path availability. Combining the above discussions, our transformation function is written as the Equation (3). Initial conditions are not the only means of reducing the search complexity. To avoid confusion with the main topic of our TE routing mechanism, we will defer the discussion on further improvements to the transformation function to section 4.
The higher the transformation function order, the better quality result we may get, but the larger the search space. Currently, we use the 5 th order as the upper limit for any transformation function. When applying our routing mechanism to a new problem, we will always invoke a function to try all different orders from the lowest possible value to five. Usually there is a best order for each problem, and it can be learned once you try the problem for several times.
We tested the performance of our TE routing mechanism for computing the most-available path. The experiment is conducted on a randomly-generated 100-node network with an average nodal degree of 8 (using the RouterBarabasiAlbert model provided in the BRITE [11] network topology generator). All coefficients are real numbers in the range [-100, 100]. The availability of each link is a uniformlydistributed random number between 0.1 and 1. We used the freely-available ASA implementation [10] with all the default settings except the iteration limit is set to 1000. Experiments suggest the 3 rd order polynomial as the best transformation function for this problem, and the average ASA iteration is only about 200. As a result, the average time for computing each path is about 200 times shortest path computation time. Regardless of the differences in random topologies and link availabilities, our transformation search process consistently converges to very similar results. A typical transformation resulting from the process is the "discovered transformation function 1" in Figure 2 .
The discovered transformation curve appears to be very different from the desired transformation function, especially when compared to the curve-fitting result in Figure 2 . It was not until the actual routing results confirmed that the "discovered transformation function 1" did perform better (see Figure 3 ) when we started to investigate in more detail why this was so. In fact, links with higher availability have much higher opportunity to be used by the most-available path. Therefore, the accuracy of the curve at the high-availability region is more important. When the availability value is higher than 0.45, the discovered curve has almost the same trend as (but slightly above) the desired curve, but the purely-fitted curve crisscrosses the desired curve multiple times, and it does not correlate to the desired curve as well as the one discovered by our TE routing mechanism.
The Figure 3 was obtained by taking all 4 transformation functions (the discovered transformation function 2 will be explained in section 4) in Figure 2 , and applying them to compute the most-available paths in randomly generated networks of different sizes. In the figure, the x-axis is the network size and the y-axis is the average connection availability. 
Delay-Constrained Least-Cost Path
QoS routing is driven by real-time applications such as voice-over-IP and multimedia streaming. These applications usually require performance guarantees, such as bounded delay and/or jitter. Here, we will solve the delay-constrained least-cost (DCLC) routing problem, which attempts to find a path between a node pair s and d such that D sd is smaller than or equal to a given value, and C sd is as small as possible.
The DCLC problem belongs to a class of well-studied NP-complete problems, known as the path-constrained pathoptimization routing (PCPO). Classic PCPO solutions include:
Hassin's two ε-optimal approximation algorithm [12], Widyono's extended Bellman-Ford algorithm [13] , Lagrange relaxation (LR) based aggregated cost algorithm [14, 15] , nonlinear cost function based algorithm [16, 17] , and so on.
The LR approach uses the shortest-path algorithm to find the path with minimum (α·D sd +β·C sd ), where both α and β are positive values. Hopefully, when the α and β values are selected appropriately, the resulting path will be the optimal one. The solution space is depicted in Figure 4(a) , where the area shaded with strip pattern is the feasible region, and the black dots are actual paths. For any given α and β values, searching for a path with minimum (α·D sd +β·C sd ) is equivalent to searching through the straight lines that 1) have the same slope (-α/β), 2) intersect with one or more dots, and 3) selecting the one that is the closest to the origin. The true optimal solution is the dot with the lowest C sd value in the shaded area, but it may not have the minimum (α·D sd +β·C sd ) for a given α and β combination. When the situation illustrated in Figure 4 (a) occurs, regardless of what the α and β values are, at least one of the two dots on the dashed line will have a lower value of (α·D sd +β·C sd ) than the optimal one.
To overcome the limitation of LR approach, a heuristic multi-constrained optimal path (H_MCOP) method [17] tries to minimize the quantity ((α·D sd ) λ +(β·C sd ) λ ). This converts the straight link to a curve (Figure 4(b) ) that can reach any solution if λ is sufficiently large. However, the cost function of H_MCOP is non-linear, so the shortest-path algorithm cannot be applied directly; instead, heuristic routing algorithms must be used.
According to our standard definition, the LVC in this problem should be a linear combination of two polynomials of link delay and cost: lvc ij =f d (d ij )+f c (c ij ). The ASA-based searching scheme tries to find the coefficients of the polynomials such that the least virtual cost path (found by the shortest path algorithm) has the lowest cost and satisfies the delay bound. During the search, paths that exceed the delay constraint are given infinitely high cost, so they are never accepted (although different implementation may be possible).
Coincidently, the rational of our approach shares some similarity to both the LR and the H_MCOP. The objective function of the shortest-path computation is Equation (4) (4) Different from both the LR and the H_MCOP approaches where a VC sd value corresponds to a contour line, in our approach, each VC sd value corresponds to an area in the D sd -C sd plane. As an example, we illustrate the shape of the area under the simplified transformation functions:
and f c (c ij )=β·c ij . In this case, when VC sd and C sd are both given, we can calculate the D sd value to be in the range from (
, where C 0 =(VC sd -β/α·C sd ), and N is the hop distance of the path. The resulting area is shown by the solid shade in Figure 4 (c). The following items are worth noting: 1) the shape of the area may change if the polynomial transformation is different; and 2) although all dots with the same VC sd must be in the same area, not all dots in the area must have the same VC sd .
Similar to the LR approach, the shortest-path algorithm can be used directly in our approach to find the path at each step. Similar to the H_MCOP, the "bent" shape has the potential to cover any optimal solution and rule out any theoretical "blind zone". Unfortunately, areas corresponding to different VC sd 's may overlap with each other in our approach. Therefore, a dot belonging to a lower virtual-cost area may still be more costly than another one in the higher virtual-cost area.
Same as before, our program start with the 1 st order for both f d (d ij ) and f c (c ij ) (which is exactly the LR algorithm), and alternately increase their orders. It turned out that a 1 st order f c (c ij ) and a 2 nd order f d (d ij ), shown in Equation (5), are sufficient to deliver better results than the LR algorithm, and further increasing the order will not generate much differences. The optional initial condition is used to reduce the number of coefficients in Equation (5) 
D c
The optimal solution may be found if λ is large enough (c) Illustration of our mechanism Figure 4 . A pictorial illustration of the differences among LR, H_MCOP, and our mechanism. We tested the performance of our unified routing mechanism in terms of computing the DCLC path by comparing it with both the LR algorithm and the optimal solution obtained by the extended Bellman-Ford algorithm (EBF) [13] . The experiment is to measure the average cost of the delay-constrained paths returned by each method. Between any node pair, the average delay of the least-cost path and the least-delay path is used as the delay constraint, so that the constraint can always be satisfied. The results are shown in Figure 5 . As before, the experiments are conducted on randomly-generated 100-node networks (using the RouterBarabasiAlbert model provided in the BRITE network topology generator). Both the cost and the delay of a link are randomly-generated numbers in the range (0, 100]. We change the average node degree (the average number of links connecting to a node) from 4 to 20, in order to see how the performance varies under different connectivity densities. For each value of the average node degree, thirty random topologies are used to reduce the random error. In Figure 5 , the x-axis is the average node degree and the y-axis is the average cost of the DCLC paths.
Much to our satisfaction, our approach outperformed the LR algorithm. The ASA-based search mechanism converges after about 205 iterations, and the average program running time for finding a path ranges from a fraction of a millisecond (average node degree 4) to several milliseconds (average node degree 20) on a 2GHz Pentium machine. The time consumption comes mainly from the repeated shortest path computation.
Availability-Constrained Least-Cost Path
The availability-constrained least-cost (ACLC) path problem is a simple combination of the previous two problems. Recall that a 3 rd order polynomial is needed to transform the availability to a summative variable (something similar to delay), and a 2 nd order polynomial is used to transform the delay in DCLC problem, so we first expected that a 6 th order polynomial would be necessary for this problem. The automated transformation function search procedure, however, tells us that the 3 rd order polynomial shown in Equation (6) is sufficiently good for the ACLC problem.
In Figure 6 , we compare the average costs of the ACLC paths returned by different routing methods. In the experiment, link availability is a random value in the range [0.1, 1]. Negative-logarithm transformation is used to covert the availability values to a "virtual delay" in both the LR and the optimal methods. The computational time for solving the DCLC and the ACLC problems are about the same with our approach.
ACLC Link-Disjoint Paths
We have discussed the importance of connection availability in backbone networks. Sometimes, one path may not be enough to satisfy a high availability requirement no matter how it is routed, so a redundant path may be needed to protect the working path [18] . In this section, we discuss how to compute a pair of link-disjoint paths that can satisfy a given availability requirement, while keeping their cost as low as possible (referred to as the ACLC link-disjoint paths).
We have not seen many studies on the constrained multipath routing problems (sometime, even the problem definition is unclear, for example, is the delay of a path pair defined as the average delay, or the maximum delay?) Fortunately, there is a polynomial-time algorithm to find the least-cost linkdisjoint path pair between two nodes [19] (referred to as the Suurballe's algorithm). Assuming that all links in the network are bidirectional, the algorithm works as the follows: 
a a a c lvc (6) Naturally, we want to understand if we can convert the availability to some value, so that we can, at least, find the most-available path pair with the above algorithm. The total availability of the two paths is shown in Equation (7), where A 1 sd and A 2 sd are the availabilities of the two paths, respectively [6] . Unfortunately, we are not aware of any analytical function that can convert this total availability to the summation of the transformed link availabilities. Since we do not know how to compute the most-available path pair, it is hard to mimic the LR or H_MCOP schemes in developing the ACLC link-disjoint path algorithm for this problem.
Existing studies on the ACLC link-disjoint path problem only offer rather simple heuristics [20, 21] . In [20] , the authors computed the k-shortest paths, and picked from them a pair that satisfies the requirement. In [21] , we reported two heuristics that are both based on the single-path ACLC algorithm. The first approach contains three steps: 1) compute the shortest path, 2) find the minimum availability requirement for the second path using Equation (7), and 3) use the ACLC algorithm to compute the second path (link disjoint with the first one). In the second approach, we simply replace the first path with the most-available path. Performance of the first approach is denoted as "LC+ACLC" in Figure 7 , and that of the second approach is denoted as "MA+ACLC". Results show that MA+ACLC produces path pairs of higher availability, but also significantly higher cost.
Each algorithm is evaluated by the combination of two measurements: the average connection success rate, and the average connection cost. Unlike the single-path ACLC problem, we cannot compute the most-available path pair, so we have to rely on the combination of the two measurements. Same as before, the experiments are conducted on randomlygenerated network topologies with the average node degree four. The availability and cost of each link are both uniformlydistributed random number in the range of [0.95, 1) and (0, 1], respectively.
We hoped to use the cost-transformation mechanism to produce connections with success rate as high as MA+ACLC, and cost as low as LC+ACLC. For comparison purpose, we also explored two further improvements to the routing algorithm in [21] : 1) to incorporate Suurballe's "pathmerging" method to minimize the total cost; and 2) to give an appropriate availability constraint to the first path as well.
In theory, the first idea (path merging) cannot be used on reliability-constraint path pair, since the overall availability of the merged paths may go down and violate the constraint. Interestingly, after computing hundreds of thousands of path pairs on 100-node random topologies, we never found a single instance that the path merging actually caused the violation of the availability constraint. The reasons are the following:
• The chance that we will need to trim the paths (they share some common links) is very small (about 2% when the link costs are random numbers and 0% when all links are of equal cost).
• The chance that the availability will decrease after path merging is also small (about 20%).
• The actual availability of an ACLC path is usually above the constraint, and it is more than enough to compensate for the loss of availability due to path merging.
In order to avoid the "extreme" options (i.e. the least-cost or most-available paths) as the first path, we computed additional results where the first path is also an ACLC under the constraint of x% least-cost path availability plus y% mostavailable path availability (denoted as the 0.x/0.y+ACLC in Figure 7 ). Unfortunately, the "good" constraint, which can produce a high success rate and low cost, does not exist. In general, both the connection success rate and the cost rise along with the first path availability.
The breakthrough happened when we applied our proposed TE mechanism. The implementation is surprisingly simple. Most parts, including the transformation function of Equation (6) , are identical to the single-path ACLC solution. The only differences are: 1) using the Suurballe's algorithm instead of the shortest-path algorithm; and 2) in addition to minimizing the total virtual cost of the paths, also compute the total availability of the path pair using Equation (7) . If the total availability is below the constraint, then we explicitly set the virtual cost of the paths to infinity. The result of our approach is given in Figure 8 (denoted as the Unified TE). The connection success rate clearly exceeds our expectation by surpassing the MA+ACLC result. The cost is kept low when the availability requirement is relatively low. Although the cost rises higher than the MA+ACLC when the availability requirement is high, it is considered inevitable in order to maintain a high success rate.
On average, the ASA-based transformation function search mechanism converges in 250 iterations. Since two paths are computed at a time, the ACLC link-disjoint computation consumes a little more than twice as much time as single path ACLC computation.
DISCUSSION
By far, the most time-consuming part in our research is not to apply our approach and solve TE routing problems, but to search for the best format of the transformation functions. The polynomial representation we have been using is flexible and inexpensive (since its number of coefficients is limited, the search is fast). However, each coefficient is meaningless individually (unless all coefficients are given together), so it is hard to incorporate human insights into a transformation function. Although this fits our design objective of minimizing human intervention; but for someone who likes to twist the system, something else may be needed.
The following example shows the importance of a "good" transformation-function. Recall from Section 3.1 that there was another discovered transformation function (denoted as the discovered transformation function 2 in both Figure 2 and Figure 3 ), and it clearly outperformed the one we have discussed. This is how it was found: the problem was to maximize the average path availability, and the transformation function was a 2 nd order version of the Equation (3), which has two parameters α and β. If we actually plot the objective function value over the entire solution space, then the resulting surface is shown in Figure 9 . There is a high-rising ridge on the surface, and the very summit of the ridge is where we want to be. We learned through experiments that the ASA-based search scheme can quickly find a point on the ridge; but once it hits the point, it becomes extremely slow in climbing the slope along the ridge. ASA assumes different coefficients to be independent of each other, so changes to the α and β in Equation (3) are not coordinated. In our problem, any change that is not in parallel with the ridge is discouraged, because it will lead to a sharp decrease in the objective value. Without changing the way ASA works, our alternative solution was to use Equation (8) , which can shrink the ridge into a point. (8) We tried two other candidate transformation function formats before settling on the polynomial-based transformation function. The first one was an array of value pairs, which represents the evenly-sampled points on a singlevariable transformation function. The motivation was to make the feedback mechanism easy to understand; however, there are too many parameters in the function representation, and we could not get the search scheme to converge fast enough. The second candidate we tried was the Fourier series. The Fourier series has some very attractive characteristics: 1) it can emulate any function with any precision, 2) its coefficients have clear meanings, and 3) it can emulate functions with sharp turns, such as the step function. After experiments, we found that the Fourier series also required too many coefficients, and the resulting transformation functions were too wavy to predict good routing results for our problems.
CONCLUSION
In this paper, we discussed a cost transformation based routing mechanism. We developed a numerical transformation function, which can be automatically discovered by a simulated annealing based process. We then applied this mechanism to four routing problems, and showed that the performance of this new mechanism is comparable or better than some of the existing well-known heuristics. Especially, this TE routing mechanism successfully produced the best results to our knowledge to the availability-constraint leastcost link-disjoint paths problem. For all the problems we have tried, the automatic transformation function search mechanism converges within couple hundreds of iterations, which lead to a millisecond-level computation time for computing a path.
