Let (X, B, µ, T ) be an ergodic dynamical system on a non-atomic finite measure space. Consider the maximal function R
Introduction
The bilinear Hardy-Littlewood maximal function was introduced by Alberto Calderón in the 1960's. It is defined for f, g measurable functions as
f (x + s)g(x + 2s)ds.
Our purpose is to prove that M * is not always a.e finite when the functions f and g are in L
1 .
Theorem 1. There exist functions f, g both in L 1 for which the bilinear Hardy-Littlewood maximal function
f (x + s)g(x + 2s)ds is not a.e. finite.
To prove this theorem we use Ergodic Theory. The Ergodic Theory version of the bilinear Hardy-Littlewood maximal function is defined for f, g ≥ 0 as M(f, g)(x) = sup
where T is an ergodic measure preserving transformation of a non-atomic probability measure space, f ∈ L p , and g ∈ L q . They are called Furstenberg averages. They appear in H. Furstenberg's paper in 1977 [4] .
A transference argument shows that the class of functions in L p × L q , for which M * and M are a.e. finite is the same. For f, g ≥ 0 we have
2N + 1 , the tail of the averages M(f, g)(x). We consider the maximal function R * (f, g)(x) = sup n f (T n x)g(T 2n (x)) n .
In [1] we showed that for all p, q ≥ 1 such that
into L r as soon as 0 < r < 1/2. This implies that R * (f, g) is finite almost everywhere and f (T n x)g(T 2n x) n → 0 for a.e. x as n → ∞. In this paper we show that for p = q = 1, R * (f, g)(x) is not finite almost everywhere for all f and g. 
is not finite a.e.
The example of the identity map shows that Theorem 2 is false without the ergodicity assumption.
Theorem 2 gives us three conclusions. First it solves an open problem in Ergodic Theory. Indeed, a deep result of J. Bourgain, [2] , showed that the Furstenberg averages converge a.e. as soon as the Hölderian duality is respected, (i.e. 1 p + 1 q ≤ 1). Theorem 2 shows that these averages do not converge for all pairs of (L 1 , L 1 ) functions as the tail of these averages does not converge a.e. to zero for some functions f, g ∈ L 1 . This is the content of the following result Theorem 3. Given an ergodic measure preserving transformation T, on a nonatomic probabilty measure space, we can find functions f, g ∈ L 1 for which the Furstenberg averages
do not converge a.e.
Secondly, by transference the unboundedness of M(f, g)(x) implies the same result for the bilinear Hardy Littlewood maximal function in (L 1 × L 1 ) and gives a proof of Theorem 1.
A third consequence of Theorem 2 is that 1/2 is an optimal bound for R * .
In view of all these three consequences we just need to focus on proving Theorem 2.
Let us fix some notation. Given φ : R → R, periodic by p we put
Given a Lebesgue measurable set A, periodic by p we put
For a function φ : R → R, we will denote by spt (φ) the set of those x's for which φ(x) = 0. This notation differs slightly from the support of a function. The functions for which we will apply it will be constant on intervals of the form [k, k + 1), k ∈ Z and hence spt φ differs only by some endpoints of these intervals from the set which is usually considered to be the support of a function.
Main Results
We want to prove Theorem 2. To this end we introduce the following definition.
Suppose that P ⊂ N is an infinite set,
We will define the functions φ i , ψ k : R → R so that if ∆ is any of these functions then ∆(x) = ∆(⌊x⌋).
We fix the parameters ρ, ǫ and M. Definition 1. An α−P −s-family with ψ-interval [α, ω] consists of an integer n s and of non-negative functions φ i , i = 1, ..., n s , ψ k , k = α, ..., ω which are periodic by p s ∈ P, p s ≥ ω and
Note that in this definition α is predetermined but ω is not. The number ω depends on α and on other objects of our construction like the functions φ and ψ.
The next lemma shows that the notion of α − P − s-family is "generic" among infinite sets P of positive integers in the following sense: if we can find one α − P ′ − s-family then for any other infinite subset P we will be able to find an α − P − s-family. This lemma allows us to restrict the proof of the existence of such families to infinite set of integers consisting only of powers of two. To define φ i , ψ k periodic by p s it is sufficient to define them on [0, p s ) and then extend their definition onto R by periodicity. If
.., n s and k = α, ..., ω. Since in (1-3) concerning λ and there are strict inequalities it is not difficult to see that (1-3) hold for φ i and ψ k if p s is sufficiently large. For example, we show that (3) and (5) hold. We have
From this and
it follows (5) and adding these inequalities for k = α to ω we obtain (3) when p s is sufficiently large.
The next simple "independence lemma" will be useful later.
with the following properties: a) They are "periodic within" [t2 n + θ 1 , (t + 1)2 n − θ 2 ) by π 1 and π 2 , respectively. This means that for
They consist of integer intervals. This means that x ∈ X i iff ⌊x⌋ ∈ X i for i = 1, 2. Then for relatively prime π 1 and π 2 we have
Since the sets X 1 and X 2 consist of integer intervals λ(X i ) = #X i , (i = 1, 2) and λ(X 1 ∩ X 2 ) = #(X 1 ∩ X 2 ). Suppose i ∈ {1, 2} and
Then
does not depend on the choice of k as long as (9) is satisfied. If n → ∞ with π 1 , π 2 , θ 1 and θ 2 fixed then
Therefore, if 2 n is much larger than π 1 , π 2 , θ 1 and θ 2 then
Suppose
Since π 1 and π 2 are relatively prime
If n → ∞ with π 1 , π 2 , θ 1 and θ 2 fixed then
By using (10) we have
and after multiplying by 2 n this implies (8).
Theorem 2 is a consequence of Theorem 6. The proof is quite long. Therefore we have divided it into two steps and several substeps (14 SUBSTEPS). STEP 1 contains six substeps that correspond to the first induction step for s = 1. In STEP 2 we finish the induction argument on s. In Section 2.15 we show how this result allows us to derive a proof of Theorem 2. We recall that the parameters Theorem 6. Suppose that P ⊂ N is an infinite set. Then for every α, s ∈ N there exists an α − P − s-family.
Proof. We do mathematical induction on s. By Lemma 4 we can suppose that P consists of powers of 2.
2.1 STEP 1: The s = 1 case SUBSTEP 1a: Interval supports
First we show that for any possible choice of α, P,
, and M ∈ N, M ≥ 2, one can find α − P − 1-families.
We will select later a suitably large n 1 and for i < n 1 we set φ i (x) = 0 for all x ∈ R. To define φ n 1 and the functions ψ k , k = α, ..., ω one could come up with a somewhat simpler definition but to help the reading of the more technical later steps of our induction we introduce already at the first step some of the features used later.
We choose integers 0
Outside its support φ n 1 will vanish, so by giving its interval support at different levels we can define it. We zoom in during this definition. (This is similar to the procedure of defining the triadic Cantor set as the intersection of closed sets at level k consisting of 2 k many intervals of length 3 −k . Though in our construction we will use only finitely many steps of zooming in.) We set ispt k M (φ n 1 ) = R.
belongs to ispt k j−1 (φ n 1 ) if and only if t is even.
(See Figure 1 .) This implies
and
It will be useful to keep in mind for further reference that t − 1, which corresponds to the left endpoint of a support interval is odd.
SUBSTEP 1b: Definitions of
We will define φ n 1 so that it will be periodic by 2
From (13) and (14) used with j = 1 it follows that
Set k
We will choose ψ k ′ 1 so that it is constant on intervals of the form [n, n + 1) for all n ∈ Z, it is periodic by 2
provided
. Inequality (19) can be achieved if 2 n 1 is sufficiently large. Suppose j ≥ 2 and we can also suppose that
We will choose n 1 so that
Our constants will be selected by induction in the following order:
given in Section 2.3, we emphasize that in (26) the value of the fraction does not depend on n 1 . While we make assumptions about n 1 at (19), (22), (24) and (43).
The function
At the s = 1 case one nonzero
These periods can be different primes. We suppose that if
this means that ψ k ′ j is "periodic" by π(t) within [(t − 1)2 n 1 + 1, t2 n 1 + 1). We will choose ψ k ′ j so that it is constant on intervals of the form [n, n + 1) for all n ∈ N, it is periodic by 2
. Inequality (24) can be achieved if 2 n 1 is sufficiently large. We need to say something about the points where
Since
A few words about our general plan. We will be interested in certain
, the exact assumption about these intervals will be given in (29). In these intervals [t 0 2 n 1 , (t 0 +1)2 n 1 ) we consider sets X t 0 satisfying (48). These sets are unions of the subsets X t 0 ,t 1 see (46). For the sets X t 0 ,t 1 we have (40). For fixed t 0 but different t 1 's the sets X t 0 ,t 1 are sufficiently independent, so we have (43). Based on this we can obtain a lower estimate of the measure of X t 0 see (44), (45) and (47).
SUBSTEP 1c: The auxiliary sets
We can suppose that k j ≫ k ′ j = k j−1 + 10 is so large that for most points
We remark that our construction implies that in (26) the choice of k j does not depend on the choice of n 1 , which means that one can choose a K j,0 such that for all k j ≥ K j,0 we have (26) for any n 1 . Denote by X(1/2, 3/4, j) the set of those x for which there exists t ∈ Z such that
We split X(1/2, 3/4, j) into two subsets depending on the parity of t. If (27) holds and t is even then x ∈ X(1/2, 3/4, j, e), while for odd t's x ∈ X(1/2, 3/4, j, o). Suppose x, y ∈ X(1/2, 3/4, j), x < y, x ∈ X(1/2, 3/4, j, e), y ∈ X(1/2, 3/4, j, o), and l = ⌊y⌋ − ⌊x⌋ > 0. Then, as the reader can verify, ⌊x⌋ ∈ X(1/2, 3/4, j, e), y
2.4 SUBSTEP 1d: Estimate of the measure of those points where (25) holds in one 2 n 1 grid interval, definition of the sets
We want to obtain an estimate of the measure of those x's for which (25) holds. By (29) there exists t
Then φ n 1 (y) = 2 n 1 and by (15) there exists
Moreover, l = t 1 2 n 1 − ⌊x⌋ and y
By the definition of X ′ (j, n 1 + k ′ j ) the points y ′ = x + l, and x + 2l belong to I * * j (x), that is, x, y ′ = x + l, and x + 2l belong to the same component of ispt k j (φ n 1 ). Moreover, by (28),
. We introduce the notation
for the interval containing y ∈ X(1/2, 3/4, j). Then y ′ ∈ I * * j−1,1/2,3/4 (y) holds as well. On Figure 2 , I * * j−1,1/2,3/4 (y) is the tiny interval containing y, its length is marked by a short line segment above y. Keep in mind that we supposed that j ≥ 2. By our construction if
This implies that there exist exactly
We denote the set of these t 1 's by T 1 (I * ). We still assume that t 0 satisfies (29). By (12) in the interval [t 0 2 n 1 + 2
Denote the set of the corresponding t * 's by T * (t 0 ). Finally, denote by T 1 (t 0 ) the set of those t 1 which belong to a T 1 (I * ) with I * of the form in (34) and t * ∈ T * (t 0 ). Then by (36)
Next suppose t 1 ∈ T 1 (t 0
We have φ n 1 (x + l x,t 1 ) = 2 n 1 and
). This means that
(39) holds and
2.5 SUBSTEP 1e: "Periodicity and independence" of the sets
From (24) it follows that 1 + ρ 2 ǫ2
Figure 3: Sets X t 0,t 1 and
In (43) below it will be useful to keep in mind that the "density" of
)/2 n 1 and (42) holds for t ′ 1 as well. By (21), (38) and (41) for t 1 , t ′ 1 ∈ T 1 (t 0 ), t 1 = t ′ 1 the "periods" of X t 0 ,t 1 and X t 0 ,t ′ 1 are relatively prime, see Figure 3 . By Lemma 5 if n 1 is sufficiently large these sets are independent in the sense that
Hence, using (37) and (43) we infer
This, (37), and (42) imply that λ(
This means that in each interval I(t 0 ) = [t 0 2 n 1 , (t 0 + 1)2 n 1 ) satisfying (29) we could find a set
such that
and for x ∈ X t 0 , ∃l ≤ 2
2.6 SUBSTEP 1f: Conclusion of the s = 1 case
Denote by I(j) the union of all intervals in ispt k j (φ n 1 ) \ ispt k j−1 (φ n 1 ) which satisfy (29). Using (13), (14), (26) and (27) we obtain
Denote by X (j) the set of those x ∈ ispt k j (φ n 1 ) \ ispt k j−1 (φ n 1 ) for which there exists l such that (48) holds. Then (47) and (49) imply that
The sets X (j) ⊂ ispt k j (φ n 1 )\ispt k j−1 (φ n 1 ) and
are disjoint when j = j ′ and hence using (50) for j = 2, ..., M one can see that (1) holds with s = 1. We set ω = k 2.7 STEP 2: The general step of the induction SUBSTEP 2a: usage of the functions from step s − 1 of the induction
Next we turn to the general step of our induction. Suppose that for any possible choice of α, P, ρ, 0 < ǫ < ǫ 0 , and M one can find α − P − (s − 1)-families. In case in (1), λ{.} > ǫ holds for an α − P − (s − 1)-family then one can define an α − P − s-family by choosing an almost arbitrary φ n s−1 +1 = φ ns so that (2) holds. So we can assume that we work with α − P − (s − 1)-families for which in (1), λ{.} ≤ ǫ holds. We define φ ns analogously to φ n 1 .
The interval supports are defined by
We set ispt k M (φ ns ) = R.
belongs to ispt k j−1 (φ ns ) if and only if t is even.
This implies
It will be useful to keep in mind for further reference that t − 1, which corresponds to the left endpoint of the support intervals is odd.
We will define φ ns so that it will be periodic by 2
From (53) and (54) used with j = 1 it follows that
We need more assumptions about
Recall that P consists of powers of 2 and hence p 1,s−1 is also a power of 2. As we remarked earlier we can suppose that for this family in (1), λ{.} ≤ ǫ holds. We denote the functions corresponding to this family by φ 1,1 , ..., φ 1,n 1,s−1 , ψ 1,α 1 , ..., ψ 1,ω 1 . For other parameters belonging to this family we adopt a similar subscript notation. We choose k 1 so that k 1 ≫ p 1,s−1 ≥ ω 1 . If x ∈ ispt k 1 (φ ns ) then we set φ i (x) = φ 1,i (x) for i = 1, ..., n 1,s−1 and ψ k (x) = ψ 1,k (x) for k = α 1 , ..., ω 1 , moreover, for other k's we set ψ k (x) = 0 and for i = n 1,s−1 + 1, ..., n s − 1 we set φ i (x) = 0. If k 1 is sufficiently larger than p 1,s−1 then the length of the components of ispt k 1 (φ ns ) will be a multiple of p 1,s−1 and hence (2) and (3) will stay valid "relative to" ispt k 1 (φ ns ). By this we mean the following:
Suppose j ≥ 2 and k j−1 is defined. Let α j = k j−1 + 10 and choose an α j − P − (s − 1)-family with ψ-interval [α j , ω j ]. Again, as we remarked earlier we can suppose that for this family λ{.} ≤ ǫ holds in (1) . Denote the corresponding functions by φ j,1 , ..., φ j,n j,s−1 , ψ j,α j , ..., ψ j,ω j periodic by p j,s−1 . We will choose k j ≫ p j,s−1 ≥ ω j .
We repeat the above steps for j = 2, ..., M and obtain
The ψ-interval of our α−P −s-family will be defined by α = α 1 and ω = ω M .
In the end we choose n s so large that
Similarly to the s = 1 case our parameters are chosen in the order α = α 1 ,
.., k M , and then we choose some new parameters, the π(t, j)'s and finally we fix a large n s . At the j'th step we have a k j−1 which determines α j = k j−1 + 10. The α j − P − (s − 1) family provides ω j and p j,s−1 . If we have the value of p j,s−1 then we choose k j so that (83) holds. We emphasize again that, similarly to (26), (83) does not depend on the choice of n s . Since P consists of powers of 2 all p j,s−1 are powers of 2. To each j = 1, ..., M and each interval of the form [(t−1)2 ns , t2 ns ), (t ∈ Z) we assign a set P(t, j) consisting of infinitely many odd numbers such that if π(t, j) ∈ P(t, j) then
On the other hand,
We have already defined for x ∈ ispt k 1 (φ ns ) the values φ i (x) for i = 1, ..., n s and ψ k (x) for all k.
We also want to define these functions when x ∈ ispt k 1 (φ ns ), that is, there exists a j ≥ 2 such that x ∈ ispt k j (φ ns ) \ ispt k j−1 (φ ns ).
Suppose j ≥ 2. For any t ∈ Z from P(t, j) choose and fix a number π(t, j) such that by Lemma 4 applied to the α j − P − (s − 1)-family with ψ-interval [α j , ω j ] we can select an α j − P(t, j) − (s − 1)-family with ψ-interval [α j , ω j ] periodic by π(t, j). Denote the corresponding functions by φ t,j,1 , ..., φ t,j,n j,s−1 , ψ t,j,α j , ..., ψ t,j,ω j . By (64) we can suppose that
and ψ t,j,k = ψ t ′ ,j,k for k = α j , ..., ω j .
We also have (62). By (63) and (65)
for any choice of t and t ′ .
Based on (5) we can suppose that the π(t, j)'s are chosen so large that
By using ρǫ < ω j k=α j ψ j,k < ǫ and (68) we can obtain for large π(t, j)'s ρǫ <
Similarly, based on (4) we can suppose that the π(t, j)'s are chosen so large that
By using (s − 1)
and (70) we can obtain for large π(t, j)'s
We suppose that
(this means that n s should be sufficiently large).
2.8 SUBSTEP 2b: Definitions of φ i , i = 1, ..., n j,s−1 and
Set φ i (x) = φ t,j,i (x) for i = 1, ..., n j,s−1 , and (74)
We also put φ i (x) = 0 for n j,s−1 < i < n s .
See Figure 4 . It is also clear that by the definition of interval supports we have φ ns (x) = 0 for any By the periodicity assumptions about our corresponding s − 1 families we have
If n s is sufficiently large then by our induction step about α j − P(t, j) − (s − 1)-families we have
By choosing n s sufficiently large and keeping in mind (75), (76) we have a version of (70) and (71) with respect to ispt
2.9 SUBSTEP 2c: Definitions related to φ n s , the sets X ′ (j, n s + ω j ), X(1/2, 3/4, j), X(1/2, 3/4, j, e) and X(1/2, 3/4, j, o)
We need to say something about the set of those x's where
We split the above set of x's into subsets of those x's where
Since φ ns (x + l) = 2 ns if x + l ∈ spt (φ ns ) and ψ k ′ (x + 2l) = 2 k ′ if x + 2l ∈ spt (ψ k ′ ) we need to consider l ≤ 2 ns+k ′ . More words about our general plan. We will be interested in certain intervals [t 0 2 ns , (t 0 +1)2 ns ) ⊂ ispt k j (φ ns )\ispt k j−1 (φ ns ), the exact assumption about these intervals will be given in (86). In these intervals [t 0 2 ns , (t 0 +1)2 ns ) we consider the sets X ′ t 0 satisfying (120). By (117) these sets will be the unions of the auxiliary sets X ′ t 0 ,k ′ defined in (114) via the sets X t 0 ,t 1 ,k ′ and X t 0 ,s−1 . For the sets X t 0 ,t 1 ,k ′ with α j ≤ k ′ ≤ ω j we have (101). For fixed t 0 and t 1 by (100) there can be at most one k ′ for which an X t 0 ,t 1 ,k ′ is defined. For fixed t 0 but different t 1 's and k ′ 's the sets X t 0 ,t 1 ,k ′ are sufficiently independent, so we have (106) and (107). It is a new feature that we also need to consider the sets X t 0 ,s−1 defined in (109). These sets take care of points coming from the (s − 1)-families of earlier steps of the induction. They will also be sufficiently independent of the sets X t 0 ,t 1 ,k ′ , see (112) and then (113-118). Hence, in (119) we obtain our lower estimate of the measure of the sets X ′ t 0 . By (121) these sets are disjoint from X t 0 ,s−1 . Now we return to the details of the proof of Theorem 6. One can assume similarly to the one family case the following: Suppose that k j ≫ ω j ≥ k ′ is so large that for most points of x ∈ ispt k j (φ ns ) \ ispt k j−1 (φ ns ) we have [x − 2 ns , x + 2 · 2 ns+ω j + 2 ns ) ⊂ ispt k j (φ ns ). We denote the set of these x's by
Similarly to (26) this estimate does not depend on the choice of n s . Denote by X(1/2, 3/4, j) the set of those x for which there exists t ∈ Z such that
)2 ns+k j−1 ). We split X(1/2, 3/4, j) into two subsets depending on the parity of t. If t is even then x ∈ X(1/2, 3/4, j, e) and if t is odd then x ∈ X(1/2, 3/4, j, o). Suppose x, y ∈ X(1/2, 3/4, j), x < y, x ∈ X(1/2, 3/4, j, e), y ∈ X(1/2, 3/4, j, o) and 0 < l = ⌊y⌋ − ⌊x⌋. Then, as the reader can verify, ⌊x⌋ ∈ X(1/2, 3/4, j, e), ⌊y⌋ ∈ X(1/2, 3/4, j, o), y
, and
)2 ns+k j−1 ) with t even it follows that
2.10 SUBSTEP 2d: Estimate of the measure of those points where (82) holds in one 2 n s grid interval, definition of the sets
By (85) used with x = t 0 2 ns we have
We want to obtain an estimate of the measure of those x's for which (82) and hence (81) holds for a suitable l. By (86) there exists t
By (89), φ ns (y) = 2 ns and by (55)
Moreover, l = t 1 2 ns − ⌊x⌋ and y ′ = x + l ∈ [t 1 2 ns , t 1 2 ns + 1) as well, which implies φ ns (x + l) = φ ns (y ′ ) = 2 ns . Denote by
the component of ispt k j (φ ns ) containing x. By the definition of X ′ (j, n s + ω j ), y ′ = x + l and x + 2l are in I * * j (x), that is, x, y ′ = x + l, and x + 2l belong to the same component of ispt k j (φ ns ). Moreover, by (84), y ′ = x + l ∈ ispt k j−1 (φ ns ) and x + 2l ∈ ispt k j (φ ns ) \ ispt k j−1 (φ ns ). We introduce the notation
for the interval containing y ∈ X(1/2, 3/4, j). Then y ′ ∈ I * * j−1,1/2,3/4 (y) holds as well. Recall that we still suppose j ≥ 2. By our construction, see Section 2.1 and the second paragraph of 2.7 we have
This implies that there exist
We denote the set of these t 1 's by T 1 (I * ). In the interval [t 0 2 ns +2 ns+k ′ −1 , t 0 2 ns + 2 ns+k ′ ) there exist 2 k ′ −k j−1 −2 many I * 's satisfying (92). Denote the set of the corresponding t * 's by T * (t 0 , k ′ ). Finally, denote by T 1 (t 0 , k ′ ) the set of those t 1 which belong to a T 1 (I * ) with I * of the form in (92) and t * ∈ T * (t 0 , k ′ ). Then
Next, suppose t 1 ∈ T 1 (t 0 , k ′ ) is fixed. Then, from y ∈ [t 1 2 ns , t 1 2 ns + 1) it follows that φ ns (y) = 2 ns . For x ∈ [t 0 2 ns , (t 0 + 1)2 ns ) set
with a suitable I * . This implies
We have φ ns (x + l x,t 1 ) = 2 ns and φ ns (x + l x,t 1 )ψ k ′ (x + 2l x,t 1 ) l x,t 1 ≥ 1
holds if x + 2l x,t 1 ∈ spt (ψ k ′ ). Denote by X t 0 ,t 1 ,k ′ the set of those x ∈ [t 0 2 ns , (t 0 + 1)2 ns ) for which x + 2l x,t 1 ∈ spt (ψ k ′ ). By (97) for fixed t 0 , t 1 there can be at most one k ′ for which t 1 ∈ T 1 (t 0 , k ′ Figure 5 : The set X t 0 ,t 1 ,k ′ Dividing (98) by 2 ns and rearranging we obtain that for t 1 ∈ T 1 (t 0 , k ′ )
since t 1 and t 0 are integers recalling (60) and (82) we have
2.11 SUBSTEP 2e: "Periodicity and independence" of the sets X t 0 ,t 1 ,k ′
Observe that if x ∈ [t 0 2 ns , (t 0 + 1)2 ns ) then ⌊x⌋ ∈ [t 0 2 ns , (t 0 + 1)2 ns − 1] and by (96), x + 2l x,t 1 ∈ [(2t 1 − t 0 − 1)2 ns + 1, (2t 1 − t 0 )2 ns + 1), moreover by (77) in this interval ψ k ′ is "periodic" by π(2t 1 − t 0 , j).
This implies that if x, x + π(2t 1 − t 0 , j) ∈ [t 0 2 ns , (t 0 + 1)2 ns ) then (104) x ∈ X t 0 ,t 1 ,k ′ iff x + π(2t 1 − t 0 , j) ∈ X t 0 ,t 1 ,k ′ .
The "periodic density" of the measure of the support of ψ 2t 1 , k ′′ ) ∈ K(t 0 , t 1 , k ′ ) then the "periods" of X t 0 ,t 1 ,k ′ and X t 0 ,t ′ 1 ,k ′′ are relatively prime and these sets are "independent" in the sense that, using (105) and Lemma 5 for large n s as well, we have
Using (69), (95), (100) and (106) we obtain
2.12 SUBSTEP 2f: Estimates of the measure of points where the maximal operator is large for the (s−1)-functions, the sets X t 0 ,s−1
We recall that by (84), (86) and (87) [t 0 2 ns , (t 0 + 1)2 ns + 1) ⊂ ispt k j (φ ns ) \ ispt k j−1 (φ ns ).
By (73), (74) and (75) on [t 0 2 ns + 1, (t 0 + 1)2 ns + 1) the functions (108) φ i , ψ k , i = 1, ..., n j,s−1 , k = α j , ..., ω j are the restrictions of an α j − P(t 0 + 1, j) − (s − 1) − family periodic by π(t 0 + 1, j).
