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1Abstract
Exploiting Smoothness in Statistical Learning, Sequential Prediction, and Stochastic
Optimization
by
MehrdadMahdavi
In the last several years, the intimate connection between convex optimization and learning
problems, in both statistical and sequential frameworks, has shifted the focus of algorithmic
machine learning to examine this interplay. In particular, on one hand, this intertwinement
brings forward new challenges in reassessment of the performance of learning algorithms in-
cluding generalization and regret bounds under the assumptions imposed by convexity such as
analytical properties of loss functions (e.g., Lipschitzness, strong convexity, and smoothness).
On the other hand, emergence of datasets of an unprecedented size, demands the development
of novel andmore efficient optimization algorithms to tackle large-scale learning problems.
The overarching goal of this thesis is to reassess the smoothness of loss functions in statisti-
cal learning, sequential prediction/online learning, and stochastic optimization and explicate
its consequences. In particular we examine how leveraging smoothness of loss function could
be beneficial or detrimental in these settings in terms of sample complexity, statistical consis-
tency, regret analysis, and convergence rate.
In the statistical learning framework,we investigate the sample complexity of learning prob-
lems when the loss function is smooth and strongly convex and the learner is provided with
the target risk as a prior knowledge. We establish that under these assumptions, by exploiting
the smoothness of loss function, we are able to improve the sample complexity of learning ex-
ponentially. Furthermore, the proof of our results is constructive and is rooted in a properly
designed stochastic optimization algorithmwhich could be of significant practical importance.
We also investigate the smoothness from the viewpoint of statistical consistency and show
that in sharp contrast to optimization and generalization where the smoothness is favorable
because of its computational and theoretical virtues, the smoothness of surrogate loss function
might deteriorate the binary excess risk. Motivated by this negative result, we provide a unified
analysis of three types of errors including optimization error, generalization bound, and the
error in translating convex excess risk into a binary excess risk, and underline the conditions
that smoothnessmight be preferred.
We then turn to elaborate the importance of smoothness in sequential prediction/online
learning. We introduce a newmeasure to assess the performance of online learning algorithms
which is referred to as gradual variation. The gradual variation is measured by the sum of
the distances between every two consecutive loss functions and is more suitable for gradually
evolving environments such as stock prediction. Under smoothness assumption, we devise
2novel algorithms for online convex optimizationwith regret bounded by gradual variation. The
proposed algorithms can take advantage of benign sequences and at the same time protect
against the adversarial sequences of loss functions.
Finally, we investigate how to exploit the smoothness of loss function in convex optimiza-
tion. Unlike the optimization methods based on full gradients, the smoothness assumption
was not exploited bymost of the existing stochastic optimizationmethods. We propose a novel
optimization paradigm that is referred to as mixed optimization which interpolates between
stochastic and full gradient methods and is able to exploit the smoothness of loss functions to
obtain faster convergence rates in stochastic optimization, and conditionnumber independent
accesses of full gradients in deterministic optimization. The key underlying insight of mixed
optimization is to utilize infrequent full gradients of the objective function to progressively re-
duce the variance of the stochastic gradients. These results show an intricate interplay between
stochastic and deterministic convex optimization to take advantages of their individual merits.
We also propose efficient projection-free optimization algorithms to tackle the computa-
tional challenge arising from the projection steps which are required at each iteration of most
existing gradient based optimization methods to ensure the feasibility of intermediate solu-
tions. In stochastic optimization setting, by introducing and leveraging smoothness, we de-
velop novel methods which only require one projection at the final iteration. In online learning
setting, we consider online convex optimizationwith soft constraints where the constraints are
allowed to be satisfied on long term. We show that by compromising on the learner’s regret, one
can devise efficient online learning algorithms with sub-linear bound on both the regret and
the violation of the constraints
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INTRODUCTION
In machine learning the goal is to learn from labeled examples in order to predict the labels of
unseen examples. That is, given a training set, we aim to learn a hypothesis, or a classifier that
assigns labels to samples that have never been observed by the algorithm. Efficiently finding
a hypothesis based on the training set which minimizes some measure of performance is the
main focus of machine learning.
In order to study the learning problem in a mathematical framework, it is necessary to de-
fine the framework in which the algorithm is to function. Basically there are two frameworks
that have gained significant popularity within the last two decades: the statistical learning
framework and the sequential prediction or online learning framework. In both settingsmath-
ematicical optimization theory plays an important role by providing a unified framework to
investigate the computational issues of learning algorithms. Additionally, tools from convex
optimization underline the analysis in algorithmic machine learning that targets most of the
practical learning algorithms in both frameworks.
This chapter is devoted to an overview of these three broad topics of statistical learning,
sequential prediction/online learning, and convex optimization, aiming to develop a general
correspondence between the first two and convex optimization. In particular by characteriz-
ing sample complexity, statistical consistency, regret analysis, and convergence rate in terms
of the properties of loss functions such as Lipschitzness, strong convexity, and smoothness, we
elaborate the importance of smoothness 1 and explicate its consequences. Here we move to-
wards the definitions in a fairly non-technical manner and the formal definitions will be given
in Chapter 2.
1The precise definition will be given later. We say that a continuously differentiable function f : Rd 7→ R is
β-smooth if its gradient is Lipschitz with constant β, i.e., ‖∇ f (w)−∇ f (w′)‖≤β‖w−w′‖.
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Classical Statistical Learning
Webegin by stating the basic problemof binary classification in the standard passive supervised
learning setting (also called batch learning). In binary classification, the learning algorithm is
given a set of labeled examples S =
(
(x1, y1), · · · , (xn , yn)
)
drawn independent and identically
distributed (i.i.d.) from a fixed but unknown distribution D over the space Ξ =X ×Y , where
X is the instance space and Y is the label (target) space. The goal, with the help of provided
labeled examples, is to output a hypothesis or classifier h from a predefined hypothesis class
H = {h : X 7→ Y } that does well on unseen examples coming from the same distribution. In
other words, we would like to find a hypothesis to generalize well from the training set to the
entire domain of examples.
Tomeasure the performance of a classifier h ∈H on unseen samples, we utilize a loss func-
tion ℓ : H ×Ξ 7→ R+. The mostly used loss function in binary classification problem with in-
stance space defined as Ξ=Rd × {−1,+1} is the 0-1 loss ℓ(h, (x, y))= I[h(x) 6= y], where I[·] is the
indicator function. The risk of a particular classifier h ∈H is the probability that the classifier
does not predict the correct label on a random data point generated by the underlying distri-
bution D, i.e., LD(h) = P(x,y)∼D [h(x) 6= y] = E(x,y)∼D [ℓ(h, (x, y))]. This performance measure is
also called generalization error or true risk in statistical learning community. An equivalent way
to express the generalization bound is the sample complexity analysis. Roughly speaking, the
sample complexity of an algorithm is the number of exampleswhich is sufficient to ensure that,
with probability at least 1−δ (w.r.t. the random choice of S ), the algorithm picks a hypothesis
with an error that is at most ǫ from the optimal one. The difference between the risk of a partic-
ular classifier h and of the optimal classifier h∗ = argminh∈H LD(h) is called the excess risk of
h, i.e., E(h)=LD(h)−LD(h∗).
Since the underlying distribution D is unknown to the learner, it is impossible for learner
to directly minimize the generalization error or true risk. Therefore, one has to resort to using
the training data in S to estimate the probabilities of error for the classifiers in H . This alter-
native approach is known as the Empirical Risk Minimization (ERM) method and aims to pick
a hypothesis which has small error on the training set, i.e., empirical risk. The performance
of the empirical risk minimization has been throughly investigated and well understood using
tools from empirical process theory. It is a well stablished fact that a problem is learnable with
ERM method if and if only if the empirical error for all hypothesis in H converges uniformly
to the true risk. Furthermore, the uniform convergence holds if the complexity of hypothesis
class H satisfies some combinatorial characteristics. This is one of the main achievements of
statical learning theory to characterize, and establish necessary and sufficient conditions for
the learnability of learning problems using the ERM rule.
While the ERMmethod is theoretically appealing, from a practical point of view one would
like to consider problems that are efficiently learnable which is referred to as computational
complexity of learning algorithm. This issue becomesmore important by noting the fact that in
many cases ERM approach suffers from substantial problems such as computational require-
ments in minimizing 0-1 loss over training set. Indeed, solving the ERM problem for 0-1 loss
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function is known to be an NP-hard problem. Consequently, it is natural to consider loss func-
tions that act as surrogates for the non-convex 0-1 loss, and lead to practical algorithms. Of
course, such a surrogate loss must be reasonably related to the original binary loss function
since otherwise this approach fails. For classification problem, good surrogate loss functions
have been recently identified, and the relationship between the excess classification risk and
the excess risk of these surrogate loss functions has been exactly described.
An important family of learning problems that can be learnt efficiently are called Convex
Learning Problems. In general, a convex learning problem is a setting in which the surro-
gate loss function and the hypothesis space H are both convex. This setting encompasses an
enormous variety of well-know practical learning algorithms such as regression, support vector
machines (SVMs), boosting, and logistic regression, where these algorithmsdiffer in the type of
the convex loss function being used as the surrogate of the 0-1 loss.
Interestingly, for convex learning problems the ERM rule, of minimizing the empirical con-
vex loss over a convex domainH ,becomes a convex optimization problem,making an intimate
connection betweenmachine learning andmathematical optimization. Learnability in this set-
ting departs from the learnability via ERMmethod and strongly depends on the characteristics
of convex domain such as boundedness and the analytical properties (curvature) of loss func-
tion such as Lipschitzness, smoothness (i.e, differentiable with Lipschitz gradients), and strong
convexity (i.e., at any point one can find a convex quadratic lower bound for the function). Be-
yond learnability, the sample complexity of learning algorithms can also be characterized in
terms of the analytical properties of loss function. Therefore, smoothness and strong convexity
of convex surrogate loss function play a crucial role in characterizing learnability and analysis
of sample complexity of convex learning problems.
Smoothness and sample complexity
While the main focus of statistical learning theory was on understanding learnability and sam-
ple complexity by investigating the complexity of hypothesis class in terms of known combina-
torial measures under uniform convergence property, recent advances in online learning and
optimization theory opened a new trend in understanding the generalization ability of learn-
ing algorithms in terms of the characteristics of loss functions being used in convex learning
problems. In particular, a staggering number of results have focused on strong convexity of
loss function and obtained better generalization bounds which are referred to as fast rates. In
terms of smoothness of loss function, recently it has shown that under this assumption, it is
possible to obtain optimistic rates (in the sense that smooth losses yield better generalization
bounds when the problem is easier) which are more appealing than the case the convex surro-
gate loss is Lipschitz continuous. This motivates us to take a step forward in this direction and
investigate the smoothness of loss functions in more depth.
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Smoothness and binary excess risk
As noted above, the convex surrogates of the 0-1 loss are highlypreferred because of the compu-
tational and theoretical virtues that convexity brings in. Since the choice of convex surrogates
could significantly affect the binary excess risk, the relation between risk bounds in terms of
binary 0-1 loss and it is corresponding convex surrogate has been the focus of learning com-
munity over the last decade. It was delivered that the binary excessive risk can be upper bound
by the convex excessive risk through a transform function that only depends on the surrogate
convex loss.
Although a great deal of work has been devoted to understanding the relation between bi-
nary excess risk and convex excess risk, there remain a variety of open problems. In particular,
this transformation is well understood under mild conditions such as convexity and it is un-
clear how other properties of convex surrogates such as smoothness may affect this relation.
This becomes more critical if we consider smooth surrogates as witnessed by the fact that the
smoothness is further beneficial both computationally- by attaining an optimal convergence
rate for optimization error, and in a statistical sense- by providing an improved optimistic rate
for generalization bound. Given these positive news of using smooth convex surrogates, an
open research question is how the smoothness of a convex surrogate will affect the binary ex-
cess risk. Sowe are thrived to investigate the impact of the smoothness of a convex loss function
on transforming the excess risk in terms of the convex surrogate loss into the binary excess risk.
Sequential Prediction/Game Theoretic Learning
An alternative paradigm to analyze the learning problems is the sequential or online learning
that can be phrased as a repeated two-player gamebetween the learner and the adversary,mak-
ing an intimate connection between learning and adversarial game theory.
In sequential prediction/online learning framework, the learner is faced with a sequence
of samples appearing at discrete time intervals and is required to make predictions sequen-
tially. In contrast to statistical setting, in which, the data source is typically assumed to be i.i.d.
with an unknown distribution, in the online framework we relax or eliminate any stochastic as-
sumptions imposed on the samples and they might be chosen adversarially. As a result, online
learning framework is better suited for adversarial and interactive learning tasks such as spam
email detection and stock market prediction where decisions of the learner could negatively
affect future instances the learner receives.
By dropping the statistical assumptions on the observed sequence, it is not immediately
clear how the prediction problem can be made meaningful and which goals are reasonable.
One popular possibility is to measure the performance of the learner by the loss he/she has
accumulated during the learning process and compare it to the loss of best fixed solution. The
cumulative loss suffered on a sequence of rounds is the sum of instantaneous losses suffered
on each one of the rounds in the sequence. In particular, the goal becomes tominimize the gap
between the cumulative loss of the online learner and the loss of a strategy that selects the best
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action fixed in hindsight. This performance gap is called the regret. The analysis of regretmainly
focuses on investigating how the regret depends on the length of the time horizon the game
proceeds. We note that the best fixed action is chosen form a comparator class of predictors
against which the learner will be compared and can only be computed in full knowledge of the
sequence of loss functions.
Regret analysis stands in stark contrast to the statistical framework in which the learner
is evaluated based on his/her accuracy after seeing all training examples, making the online
learning setting inherently harder. The theoretical utility of online learning has long been ap-
preciated. More recently, it has become the mainstay of optimization, where it serves as com-
putational platform from which a variety of large-scale learning problems can be solved. The
analogous of statistical learnability in online setting is referred to as Hannan consistency. A
hypothesis class is learnable in online setting, i.e., Hannan consistent, if for any sequence of
samples, there exists an algorithmwhich attains sub-linear regret in terms of number of rounds
the interaction proceeds. Interestingly, unlike statistical learning theory, the analysis of online
learning is mostly algorithmic where efficient algorithms are proposed to solve the learning
problem and its performance is analyzed to guarantee the Hannan consistency.
Recently tools from convex optimization made it possible to capture many online learning
problems under a generic problem template, and in many circumstances obtain improved re-
gret bounds. This unified framework, which is referred to as Online Convex Optimization,
assumes that the learner is forced to make decisions from a convex set and the adversary is
supposed to play convex functions. Additionally, it has been demonstrated that the curvature
of convex loss functions played by the adversary such as strong convexity gives a great advan-
tage to the player to attain better regret bounds. Surprisingly, tools from online optimization
also provided insights to get better convergence rates or more efficient algorithms for some
stochastic and deterministic convex optimization problems.
Smoothness and regret bounds
Unlike strong convexity, the smoothness of loss functions is not a desirable property in online
setting as it yields the same regret bounds as the loss functions being Lipschitz continuous.
However, there are scenarios that the smoothness of the sequence of loss functions played by
the adversary becomes important. One such scenario is the online learning from loss func-
tions that might have some patterns and not being fully adversarial. For example, the weather
condition or the stock price at one moment may have some correlation with the next and their
difference is usually small, while abrupt changes only occur sporadically. Therefore devising
online convex optimization algorithmswhich can take into account the gradual behavior of the
environment and at the same time protect against the worst case sequences would be more
desireable. In terms of regret analysis, this translates to having algorithmswith regret bounded
in terms of variation of loss functions instead of time horizon that is mainmeasure in the stan-
dard setting of sequential prediction. In these evolving settings, the smoothnessof loss function
becomes critical. More importantly, no gradual variation bound is achievable if the loss func-
tions are no longer smooth. This necessitates the need to develop online methods that exploit
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the smoothness assumption in the learning process or in the analysis to obtain improved regret
bounds in terms of variation of the sequence of loss functions and underlines our motivation
in this thesis.
Convex Optimization and Learning
In the problemof convex optimization,we are interested inminimizing a given convex function
f : Rd 7→ R form a predefined family of convex functions F over a convex set W ⊆ Rd . The
goal is to find an approximate solution with an accuracy ǫ, i.e., finding a ŵ ∈ W where f (ŵ)−
minw∈W f (w) ≤ ǫ. A typical optimization algorithm initially chooses a point from the feasible
convex set w0 ∈ W and iteratively updates these points based on some information about the
function at hand until it achieves the desired accuracy.
To capture the efficiency of an optimization procedure, we follow the black-box model of
optimization 2. In thismodel we assume that there exists an oracle which provides information
about the query points such as function value, gradient, and second gradient (i.e, Hessian). The
number of queries issued to an oracle to find a solution with a predefined level of accuracy is
called oracle complexity when it is stated in terms of desired accuracy ǫ or equivalently conver-
gence rate when it is stated in terms of the number of queries.
As already mentioned, learning problems under both statistical and online learning frame-
works can be directly formulated as optimization problems. In statistical setting and especially
convex learning problems, the learning algorithm corresponds to the optimization algorithm
that solves the minimization problem of picking a hypothesis from the set of hypotheses that
minimizes empirical loss over training sample. Similarly, in the online convex optimization, the
online learner iteratively chooses decisions from a closed, bounded and non-empty convex set
and encounters convex cost functions.
Formulating and investigating both statistical and online learning problems in the context
of convex optimizationmakes an intimate connection between learning andmathematical op-
timization. Therefore, the study of fast iterativemethods for approximately solving convex pro-
gramming problems is a central focus of research in convex optimization, with important ap-
plications in machine learning, and many other areas of computer science. The usefulness of
convex optimization in the development of various learning algorithms is well established in
the past several years. Additionally, challenges exist in machine learning applications demand
the development of new optimization algorithms.
In optimization for supervised machine learning and in particular the empirical risk min-
imization paradigm with convex surrogates and gradient information, there exist two regimes
in which popular algorithms tend to operate: deterministic (also known as batch optimization
or full gradient method) regime in which whole training data are used to compute the gradi-
ent at each iteration and stochastic regime which samples a fixed number of training samples
2As indicated by Yurii Nesterov in his seminal book [120], in general, optimization problems are unsolvable
and we need to relax the goal to make it reachable.
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per iteration, typically a single training sample, to compute the gradient at each iteration. Al-
though stochastic optimization methods suffer from the low convergence rate in comparison
to batch methods, the lightweight computation per iteration makes them attractive for many
large-scale learning problems. Hence, with the increasing amount of data that is available for
training, stochastic convex optimization has emerged as the most scalable approach for large-
scale machine learning which is known to yield moderately accurate solutions in a relatively
short time.
We emphasize that the role of convex optimization goes beyond computational issues and
it also provides tools to characterize the learnability in convex learning problems via efficient
stochastic optimization algorithms for learning these problems.
Analogous to both statistical and online learning frameworks, the curvature of function to
be optimized, significantly affects the convergence rate of optimization methods. Perhaps the
most extensively studied are strong convexity and smoothness of function.
Smoothness and convergence rate
Exploiting smoothness of loss function, in particular in stochastic optimization, to obtain bet-
ter convergence rate has been one the main research challenges in recent years. Despite enor-
mous advances in exploiting smoothness in deterministic optimization, it has not been utilized
in stochastic optimization. In particular, stochastic optimization of smooth loss functions ex-
hibits the same convergence rate as stochastic optimization under Lipschitzness assumption
of function. Therefore, this thesis is motivated by the need of developing stochastic optimiza-
tion algorithmswith better convergence rates under smoothness assumption. The key question
is whether or not smoothness property of loss functions could be leveraged to develop much
faster stochastic optimizationmethods.
Smoothness and projection-free optimization
At the core ofmany iterative constrained optimization algorithms in both online and stochastic
convex optimization is a projection step to ensure the feasibility of solutions for intermediate
iterations. This is a serious deficiency, since in many applications the projection onto the con-
strained domain might be computationally expensive and sometimes as hard as solving the
original optimization problem. It is therefore of considerable interest to devise optimization
methods which do not require projection steps or need a bounded number of projection op-
erations. At it will became clear later in this thesis, by smoothing a strongly convex objective
function, we are able to reduce the number of projections into a single projection at the end
of the optimization process. In contrast to the other parts of the thesis where we assume and
exploit the smoothness, this is the only result that injects and leverages the smoothness to gain
from themerits of smoothness to be able to devise more efficient algorithms.
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Main Contributions
In this section we shall elaborate on the main problems considered in this thesis and our key
contributions to address these problems. A common theme in all of the algorithms is that they
exploit the smoothness of loss function for more efficient methods.
Part II: Statistical Learning
• Logarithmic sample complexity for learning from smooth and strongly convex losses
with target risk. The first problem we consider in this thesis has a statistical nature. In
particular, we consider learning in passive setting but with a slight modification. We as-
sume that the target expected loss, also referred to as target risk, is provided in advance
for learner as prior knowledge. Unlikemost studies in the learning theory that only incor-
porate the prior knowledge into the generalizationbounds, we are able to explicitly utilize
the target risk in the learning process.
Our analysis reveals a surprising result on the sample complexity of learning: by exploit-
ing the target risk in the learning algorithm, we show that when the loss function is both
smooth and strongly convex, the sample complexity reduces toO
(
log
(1
ǫ
))
, an exponential
improvement compared to the sample complexityO
(1
ǫ
)
for learningwith strongly convex
loss functions.
Unlike the previous works on sample complexity, the proof of our result is construc-
tive and is based on a computationally efficient stochastic optimization algorithmwhich
makes it practically interesting. The proposed ClippedSGD algorithm uses knowledge
of the target risk to appropriately clip gradients obtained from a stochastic oracle. The
clipping is beneficial because it reduces the variance in stochastic gradients andmakes it
possible to reduce the sample complexity. This happens under the assumption that the
loss function is smooth and strongly convex.
• Statistical consistency of smoothed hinge loss. The second problem we address in sta-
tistical learning setting is to investigate the relation between the excess risk that can be
achieved by minimizing the empirical binary risk and the excess risk of smooth convex
surrogates.
As mentioned earlier, convex surrogates of the 0-1 loss are highly preferred because of
the computational and theoretical virtues that convexity brings in. This is of more im-
portance if we consider smooth surrogates as witnessed by the fact that the smoothness
is further beneficial both computationally- by attaining an optimal convergence rate for
optimization, and in a statistical sense- by providing an improved optimistic rate for gen-
eralization bound. However, we investigate the smoothness property from the viewpoint
of statistical consistency and showhow it affects the binary excess risk for smoothedhinge
loss. In particular, we intend to answer the following fundamental questions:
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"How does the smoothness of surrogate convex loss affect the binary excess risk?
Considering the advantages of smooth losses in terms of optimization and gener-
alization, is it beneficial or detrimental in terms of statistical consistency? Under
what conditions on these three types of errors it is better to use smooth losses?"
We show that in contrast to optimizationand generalizationerrors that favor the choice of
smooth surrogate loss, the smoothness of loss functionmay deteriorate the binary excess
risk. Motivated by this negative result, we provide a unified analysis that integrates opti-
mization error, generalization bound, and the error in translating convex excess risk into
a binary excess risk when examining the impact of smoothness on the binary excess risk.
We show that under favorable conditions appropriate choice of smooth convex surrogate
loss will result in a binary excess risk that is better than O(1/
p
n) which is unimprovable
for general non-smooth Lipschitz losses.
Part III: Sequential Prediction/Online Learning
• Regret bounded by gradual variation for smooth online convex optimization. As our
third problem, we study the online convex optimization problem under the assumption
that even the loss functions are arbitrary, but there is a hidden pattern that can be ex-
ploited in learning process. Therefore, an interesting question that inspires our work in
the analysis of online learning algorithms is the following:
"Can we have online algorithms that can take advantage of benign sequences
and at the same time protect against the adversarial sequences?"
To answer this question, we introduce the gradual variation, measured by the sum of
the distances between every two consecutive loss functions, to asses the performance of
online learning algorithms in gradually evolving environments such as stock prediction.
We propose two novel algorithms, an Improved Follow the Regularized Leader (IFTRL)
algorithm and an Online Mirror Prox (OMP) method, that achieve a regret bound which
only scales as the square root of the gradual variation for the linear and general smooth
convex loss functions.
To establish the main results, we discuss a lower bound for online gradient descent, and
a necessary condition on the smoothness of the cost functions for obtaining a gradual
variation bound. For the closely related problem of prediction with expert advice, we
show that an online algorithm modified from the multiplicative update algorithm can
also achieve a similar regret bound for a different measure of deviation. Finally, for loss
functions which are strongly convex in applications such as portfoliomanagement prob-
lem, we show a regret which is only logarithmic in terms of the gradual variation.
The gradual variation- in addition to its intrinsic interest as an extension of regret
analysis- has several specific consequences. First, since gradual variation lower bounds
the regret bound, devising algorithm with small gradual variation is also guarantees to
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achieve small regret. Second, algorithms with small gradual variation are specifically de-
signed to attain small variation, therefore they can capture the correlation between loss
functions if it exist and boost the performance.
• Gradual variation for composite online convex optimization. As an impossibility result
for obtaining gradual variation for convex losses, we show that for non-smooth func-
tions when the only information presented to the learner is the first order information
about the cost functions, it is impossible to obtain a regret bounded by gradual varia-
tion. However, we show that a gradual variation bound is achievable for a special class
of non-smooth functions that is composed of a smooth component and a non-smooth
component.
We consider two categories for the non-smooth component. In the first category, we as-
sume that the non-smooth component is a fixed function and is relatively easy such that
the composite gradient mapping can be solved without too much computational over-
head compared to gradient mapping. In the second category, we assume that the non-
smooth component can be written as an explicit maximization structure. In general, we
consider a time-varying non-smooth component, present a primal-dual prox method,
and prove a min-max regret bound by gradual variation. When the non-smooth compo-
nents are equal across all trials, the usual regret is bounded by themin-max bound plus a
variation in the non-smooth component.
Part IV: Stochastic Optimization
• Improved convergence rate for stochastic optimization of smooth losses.We then turn
to exploiting smoothness in stochastic optimization. Recently stochastic optimization
methods have experienced a renaissance in the design of fast algorithms for large-scale
learningproblems. Unlike the optimizationmethodsbased on full gradients, the smooth-
ness assumption was not exploited by most of stochastic optimization methods. More
importantly, for general Lipschitz continuous convex functions, simple stochastic opti-
mizationmethods such as stochastic gradient descent exhibit the same convergence rate
as that for the smooth functions, implying that smoothness of the loss function is essen-
tially not very useful and can not be exploited in stochastic optimization. Therefore, by
noting this significant gap between the convergence rate of optimizationof smooth func-
tions in stochastic and deterministic optimization, the natural question arises is:
"Can smoothness property of function be exploited to speed up the convergence
rate of stochastic optimization of smooth functions?".
We will provide an affirmative answer to this question. In particular, we propose a novel
optimization paradigmwhich interpolates between stochastic and full gradient methods
and is able to exploit the smoothness of loss functions in optimization process to obtain
faster rates. The results show an intricate interplay between stochastic and deterministic
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convex optimization. The MixedGrad algorithm we propose fits in the mixed optimiza-
tion paradigm and is an alternation of deterministic and stochastic gradient steps, with
different of frequencies for each type of steps. We show that it attains anO(1/T ) conver-
gence rate for smooth losses.
• Condition number independent accesses of full gradient oracle for smooth and
strongly convex optimization. The optimal iteration complexity of the gradient based
algorithm for smooth and strongly convex objectives isO(
p
κ log1/ǫ), where κ is the con-
ditional number (the ratio of strong convexity to smoothness parameters). Despite its
linear convergence rate in terms of target accuracy ǫ, in the case that the optimization
problem is ill-conditioned, we need to evaluate a larger number of full gradients, which
could be computationally expensive. Therefore, a natural question is:
"Canwemanage the dependency on the condition number and devise optimiza-
tion methods independent of condition number in accessing the full gradient
oracle?"
We show that in the mixed optimization regime introduced in this thesis, we may also
leverage the smoothness assumption of loss functions to devise algorithmswith iteration
complexities that are independent of condition number in accessing the full gradient or-
acle. We utilize the idea of mixed optimization in progressively reducing the variance
of stochastic gradients to optimize smooth and strongly convex functions, and propose
the Epoch Mixed Gradient Descent (EMGD) algorithm that is independent of condition
number in accessing the full gradients. Similar to the MixedGrad algorithm, a distinctive
step in EMGD is the mixed gradient descent, where we use a combination of the full gra-
dient and the stochastic gradient to update the intermediate solutions. By performing a
fixed number of mixed gradient descents, we are able to improve the sub-optimality of
the solution by a constant factor, and thus achieve a linear convergence rate. Theoretical
analysis shows that EMGD is able to find an ǫ-optimal solution by computingO(log1/ǫ)
full gradients andO(κ2 log1/ǫ) stochastic gradients.
We also provide experimental evidence complementing our theoretical results for classi-
fication problem on fewmedium-sized data sets.
• Efficient projection-free online and stochastic convex optimization. Another problem
we address in this thesis is efficient projection-free optimization methods for stochastic
and online convex optimization. Our motivation stems from the observation that most
of the gradient-based optimization algorithms require a projection onto the convex set
W from which the decisions are made. While the projection is straightforward for simple
shapes (e.g., Euclidean ball), for arbitrary complex sets this is the main computational
bottleneck andmay be inefficient in practice. For instance, for many applications in ma-
chine learning such as metric learning, the convex domain is the positive semidefinite
cone for which is the projection step requires a full eigendecomposition. For many other
problems, the projection step is itself an offline optimization problem and might be as
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hard as solving the original optimization problem. This observation immediately leads to
the following question that inspires our work:
"To what extent it is possible to reduce the number of expensive projection steps
in online and stochastic optimization? Can we trade expensive projection steps
off for other types of light computational operations?".
We consider this problem in two settings: stochastic optimization and online convex opti-
mization. In stochastic setting, we develop novel stochastic optimization algorithms that
do not need intermediate projections. Instead, only one projection at the last iteration is
needed to obtain a feasible solution in the given domain. Our theoretical analysis shows
that with a high probability, the proposed algorithms achieve an O(1/
p
T ) convergence
rate for general convex optimization, and anO(lnT /T ) rate for strongly convex optimiza-
tion under mild conditions about the domain and the objective function. The key insight
which underlines the proposed projection-free algorithm for strongly convex functions
is smoothing the objective function. This is in contrast to other problems in this thesis
where we try to leverage the smoothness of objective, while here we introduce smooth-
ness to gain from its computational virtues in alleviating the projection steps.
In online setting,we consider an alternative online convex optimization problem. Instead
of requiring that decisions belong to a constrained convex domain for all rounds, we only
require that the constraints, which define the convex set, be satisfied in the long run. By
turning the problem into an online convex-concave optimization problem, we propose
an efficient algorithm which achieves an O(
p
T ) regret bound and an O(T 3/4) bound for
the violation of constraints. Then we modify the algorithm in order to guarantee that
the constraints are satisfied in the long run. This gain is achieved at the price of getting
O(T 3/4) regret bound. We also prove an impossibility result which shows that simple ideas
such as augmenting the objective function with penalized constraints fail to solve the
problem and results in a linear bound O(T ) for either the regret or the violation of the
constraints.
Thesis Overview
The remainder of this thesis is organized as follows. Chapter 2 lays out the foundation for the
rest of the thesis. In particular, we provide a survey of some of the background material from
statistical learning, sequential prediction/online learning theory, and as well as convex opti-
mization. It will become clear in this chapter that there exist deep connections between these
three areas.
Part II of the thesis focuses on the statistical learning, investigating the sample complex-
ity of learning when the target risk is known to the learner and the consistency of smoothed
hinge loss. In Chapter 3 we focus on statistical learning with target risk under the assumption
that the loss function is smooth and strongly convex. Chapter 4 investigates the consistency of
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smoothed hinge loss and provides negative and positive results on transforming its excess risk
to a binary excess risk.
Part III of the thesis is on sequential prediction/online learning and introduces the gradual
variation measure to asses the performance of online convex optimization algorithms in grad-
ually evolving environments. Chapter 5 discusses the necessity of smoothness to obtain regret
bounds in terms of gradual variation, followed by two efficient algorithms to obtain gradual
variation bounds for smooth online convex optimization problems. The adaption to other set-
tings such as expert advice problem and strongly convex loss functions are also discussed. The
extension of results to special composite loss functions with a smooth component is discussed
in Chapter 6.
Part IV of the thesis is devoted to devising efficient stochastic optimization algorithms by
leveraging the smoothness of loss functions. We propose the mixed optimization paradigm for
stochastic optimization in Chapter 7 and extend to smooth and strongly convex losses in Chap-
ter 8. The stochastic optimizationmethods with bounded projections and online optimization
with soft constraints are elaborated in Chapter 9.
Finally, Part V summarizes rather standard things on convex analysis and concentration in-
equalities that are used in the proof of results in the thesis and is mainly for reference. In order
to facilitate independent reading of various chapters, some of the definitions from convex anal-
ysis are even repeated several times.
Bibliographic Notes
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Chapter 3 is based on a work published in Conference on Learning Theory (COLT)[101] and the
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content of Chapter 9 is mostly compiled from [105], [103], and [104] which are published at
NIPS and Journal of Machine Learning Research (JMLR).
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PRELIMINARIES
The goal of this chapter is to give a gentle and formal overview of the material related to the
work has been done in this thesis. In particular, we will discuss key concepts and questions in
statistical learning, online learning, and convex optimization and will highlight the role of an-
alytical properties of loss functions such as Lipschitzness, strong convexity, and smoothness in
all these settings. The exposition given here is necessarily very brief and the detailed discussion
will be provided in the relevant chapters.
2.1 Statistical Learning
2.1.1 Statistical LearningModel
In a typical supervised statistical learning problem (also known as passive learning or batch
learning), we are given an instance space X , and a space Y of labels or target values. Each
element in the data domainX represents an object to be classified, e.g., the content of an email
in spam detection application or the features of an image in vision applications. The target
space Y can be either discrete Y = {−1,+1}, as in the case of classification, or continuousY =
R, as in the case of regression. Tomodel learning problems in statistical or probabilistic setting,
we assume that the product space Ξ≡X ×Y is endowed with a probability measure D which
is unknown to the learner. However, it is possible to sample an arbitrary number of pairs S =(
(x1, y1), (x2, y2), · · · , (xn , yn)
)
∈ Ξn according to the underlying distribution D. We term this set
of examples the training set, or the training sample. The existence of distributionD is necessary
to ensure that the already collected samples S have something in common with the new and
unseen data.
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A hypothesis or classifierh :X 7→Y is a function that assigns labelsh(x)∈Y to any instance
x ∈ X such that the assigned label is a good approximation of the possible response y to an
arbitrary instance x generated according to the distributionD. In other words, the hypothesish
captures the functional relationship between the input instances and the output, which in turn
makes it possible to predict the output value for future input instances.
In light of no free lunch theorem [147], learning is impossible unless we make assumptions
regarding the nature of the problem at hand. Therefore, when approaching a particular learn-
ing problem, it is desirable to take into account some prior knowledge wemight have about our
problem. In this regard, we assume that the learning algorithm is confined to a predetermined
set of candidate hypothesesH = {X 7→Y } to which we wish to compare the result of our learn-
ing algorithm. In a specific learning context, the hypothesis class can represent our beliefs on
the true nature of the classification rule for the problem. For example the hypothesis class for
binary classification might be a subset of a vector space with bounded norm which represents
the linear classifiers, i.e., H = {x 7→ sign(〈w,x〉+b), w ∈Rd , b ∈R, ‖w‖ ≤R}.
In order to measure the performance of a learning algorithm, we usually use a loss func-
tion ℓ : H ×Ξ 7→ R+. The instantaneous loss incurred by a learning algorithm on instance
z = (x, y) ∈ Ξ for picking hypothesis h ∈ H is given by ℓ(h,z). For example, in binary classifi-
cation problems, Ξ =X × {−1,1}, H is a set of functions h :X 7→ {−1,1}, and the loss function
is the binary or 0-1 loss defined as ℓ0−1(h(x), y) = I[h(x) 6= y], where I[·] is the indicator func-
tion that takes value 1 if its argument is true and 0 otherwise. In regression or real classifica-
tion problems, where the goal is to predict real valued labels Y = R, the common loss func-
tion used to evaluate the performance of a regressor h on sample z = (x, y) is the squared loss
ℓ(h,z)= (h(x)− y)2.
A classifier is constructed on the basis of then independent and identically distributed (i.i.d)
samples S =
(
(x1, y1), (x2, y2), · · · , (xn , yn)
)
from Ξ. The ultimate goal of a typical learning algo-
rithm is to use as few samples as possible, and as little computation as possible, to pick a clas-
sifier h ∈H that is competitive with respect to the best hypothesis from H with respect to the
expected risk or generalization error defined as:
LD(h)= Ez∼D [ℓ(h,z)],
where E[·] denotes the expectationwith respect to the (unknown) probability distributionD un-
derlying our samples and ℓ(h, (x, y)) is the binary loss I[h(x) 6= y] for classification and squared
loss (h(x)− y)2 for regression problem. For binary classification the generalization error of a
hypotheses h :X 7→ {−1,+1} is simply the probability that it predicts the wrong label on a ran-
domly drawn instance from Ξ, i.e., LD(h)=P(x,y)∼D [h(x) 6= y].
The difference between the risk of a particular classifier h and of the optimal classifier h∗ =
argminh∈H LD(h) is called the excess risk of h, i.e.,
E(h)=LD(h)−LD(h∗).
In designing any typical solution to a supervised machine learning problem, there are few
key questions that must be considered. The first of these concerns approximation that charac-
terizes how rich the solution spaceH is to approximate the true underlyingmodel. The second
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fundamental issue concerns estimation that characterizes how well the obtained solution per-
forms in making future predictions on unseen data and howmuch training samples suffices to
find the solution. The third key question concerns the computational efficiency that character-
izes how efficiently can we make use of the training data to choose an accurate hypothesis.
The basic model to analyze learning algorithms in computational learning theory is the
Probably Approximately Correct (PAC)model proposed by the pioneeringwork of Valiant [143].
It applies to learning binary valued functions and uses the 0-1 loss under realizability assump-
tion, i.e., the algorithm gets samples that are consistent with a hypothesis in a fixed class H ,
∃ h∗ ∈H ;P(x,y)∼D[h∗(x)= y]= 1. In PAC model we bound the loss of the algorithmwith a high
probability over the randomdraw of samples. A decision-theoretic extension of the PAC frame-
work which is known as agnostic learning is introduced by [86] that generalizes the PACmodel
to general loss functions and without assuming realizability assumption as defined below:
Definition 2.1 (Agnostic PAC Learnability). A hypothesis class H is agnostic PAC learnable with
respect to Ξ and a loss function ℓ :H ×Ξ→ R+, if there exists a function mH : (0,1)2→N and a
learning algorithm A with the following property: for every ǫ,δ ∈ (0,1) and for any distribution
D over the domainΞ, when running the algorithmA onm ≥mH (ǫ,δ) i.i.d. examples generated
by D, the algorithm returns h ∈H such that, with probability of at least 1−δ,
LD(h)≤ min
h′∈H
LD(h
′)+ǫ.
If further A runs in poly(1/ǫ,1/δ,n), then H is said to be efficiently agnostic PAC-learnable.
The goal of the PAC framework is to understand how large a data set needs to be in order
to give good generalization. It also provides bounds for the computational cost of learning.
In agnostic PAC learnability there are two fundamental questions that need to be addressed
carefully: these are computational efficiency and sample complexity.
The computational aspect of learningmeasures the amount of computation required to im-
plement a learning algorithm. The sample complexity of an algorithm is the number of exam-
ples which is sufficient to ensure that, with probability at least 1−δ (w.r.t. the random choice
of S ), the algorithm picks a hypothesis with an error that is at most ǫ from the optimal one.
We note that while computational complexity concerns the efficiency of learning, the sample
complexity is a statistical measure and concerns the difficulty of learning from the hypothesis
H with respect to the underlying distributionD. An equivalentway to present the sample com-
plexity is to give a generalization bound. It states that with probability at least 1−δ, to attain a
riskLD(h) which departs from the optimal riskminh′∈H LD(h′) by atmost ǫ, is upper bounded
by some quantity that depends on the sample size n and δ.
Sample complexity of passive learning is well established and goes back to early works in
the learning theory where the lower bounds Ω
(1
ǫ (log
1
ǫ + log 1δ)
)
and Ω
(
1
ǫ2
(log 1ǫ + log 1δ)
)
were
obtained in classic PAC and general agnostic PAC settings, respectively [51, 26, 7]. It worth
emphasizing that the PAC framework is a distribution-free model and we are interested in
sample-complexity guarantees that hold regardless of the distributionD from which examples
are drawn.
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2.1.2 Empirical RiskMinimization
Since in the probabilistic setting, we assume that there is an underlying probability distribution
D over the sample space X ×Y which captures the relationship between the samples given to
the algorithm during training and the new instances it will receive in the future; the training
examplesmust be ‘representative’ in someway of the examples to be seen in the future. Clearly,
learning is hopeless if there is no correlation between past and present rounds.
Note however that the distribution D is not known to the learner; the learner sees the dis-
tribution only through the training examples S = (z1,z2, · · · ,zn) ∈ Ξn , and based on these ex-
amples, must learn to predict well on new instances from the same distribution. Therefore, we
cannot compute the generalization error directly andmachine learning aims to find estimators
based on the observed data samples S .
A simple and well-known learning approach is the empirical risk minimization (ERM)
method. Basically, the idea of ERM is to replace the unknown true risk
LD =P(x,y)∼D [h(x) 6= y],
by its empirical counterpart rooted in the training set S and minimize this empirical risk as
defined below:
LS (h)=
1
n
∣∣∣{i : i ∈ [n] and h(xi ) 6= yi }∣∣∣.
The empirical error LS (h) of any hypothesis h ∈H is its average error over the training sam-
ples inS , while the generalization errorLD(h) is its expected error based on a random sample
realized by the distributionD. We note that the empirical error is a useful quantity, since it can
easily be determined from the training data and it provides a simple estimate of the true error.
The empirical loss over the training data provides an estimatewhose loss is close to the optimal
loss if the class H is sufficiently large so that the loss of the best function in H is close to the
optimal loss and is small enough so that finding the best candidate in H based on the data is
computationally feasible. In this regard, generalization error bounds give an upper bound on
the difference between the true and empirical error of functions in a given class, which holds
with high probability with respect to the sampling of the training set.
Then, our task becomes to evaluate the expected risk relying on the empirical error. Hav-
ing this quantity bounded, a learning algorithm may choose the hypothesis that is the most
accurate on the sample, and is guaranteed that its loss on the distribution will also be low. The
statistical learning theory is concerned with characterizing learnability and providing bounds
on the deviations of this estimate from the expected error. One of its main achievements is a
complete characterizationof the necessary and sufficient conditions for generalization of ERM,
and for its consistency.
A fundamental answer, formally proven for supervised classification and regression, is that
learnability is equivalent to uniform convergence, and that if a problem is learnable, it is learn-
able via empirical risk minimization.
Definition2.2 (UniformConvergence). Ahypothesis classH has the uniform convergence prop-
erty with respect to Ξ and the loss function ℓ :H ×Ξ 7→ R+, if for any probability distribution D
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overΞ, there exists a functionmH : (0,1)
2 7→N such that for any sampleS of sizemH (ǫ,δ)drawn
i.i.d based on D, with probability at least 1−δ, ∀h ∈H it holds:∣∣LS (h)−LD(h)∣∣≤ ǫ.
Hence, the crucial step towards proving learnability is to obtain a result on the uniform
convergence of sample errors to true errors. Uniform convergence of empirical quantities to
their mean provides ways to bound the gap between the expected risk and the empirical risk
by the complexity of the hypothesis set. Hence, the complexity of the hypothesis class H is the
critical factor in determining the distribution-free sample-complexity of a supervised learning
problem. Several complexitymeasures for hypothesis classes have been proposed,each provid-
ing a different type of guarantee including the Vapnik-Chervonenkis (VC) dimension [145] and
the Rademacher complexity [15, 90]. Themain virtue of the Vapnik-Chervonenkis theorem and
Rademacher complexity is that they convert the problem of uniform deviations of empirical
averages into a combinatorial and data dependent problems, respectively.
We note that uniform convergence arguments is not the only possible way to characterize
learnability. Since the first results of Vapnik and Chervonenkis on uniform laws of large num-
bers for classes of binary valued functions, there has been a considerable amount of work aim-
ing at obtaining generalizations and refinements of these bounds. These techniques include
sample compression [54], algorithmic stability [32], and PAC-Bayesian analysis [111] which also
have been shown for characterizing learnability and proving generalization bounds. We will
also discuss the stochastic optimizationmachinery [132] to characterize learnability in general
settings later in this chapter.
2.1.3 Surrogate Loss Functions and Statistical Consistency
Although ERM approach has a lot of theoretical merits, since we should seek to minimize the
training error based on 0-1 loss, it typically is a combinatorial problem, leading to NP-hard
optimization problem which is not computationally realizable.
A common practice to circumvent this difficulty is to revert to minimize a surrogate loss
function, i.e., to replace the indicator function by a surrogate function and find the minimizer
with respect to this surrogate function. Obviously, the surrogate loss needs to be computation-
ally easy to optimize, while close in some sense to the 0-1 loss. In particular, if the surrogate
function is assumed to be convex, it allows the optimization to be performed efficiently with
only modest computational resources. Examples of such surrogate loss functions for 0-1 loss
include logistic loss ℓlog(h, (x, y)) = log(1+ exp(−yh(x))) in logistic regression [60], hinge loss
ℓhinge(h, (x, y))=max(0,1− yh(x)) in support vector machines (SVMs) [42] and exponential loss
ℓexp(h, (x, y)) = exp(−yh(x)) in boosting (e.g., AdaBoost [57]). When the hypothesis class H
consists of functions that are linear in a parameter vector w, i.e., linear classifiers, these loss
functions are depicted in Figure 2.1.
Having defined the surrogate loss functions, then the task is tominimize the relaxed empir-
ical loss in terms of the surrogate losses. However, in practice, the ubiquitous approach to find
CHAPTER 2. PRELIMINARIES 20
0-1 loss
Hinge loss
Logistic loss
Exponential loss
y〈w,x〉
ℓ(w, (x, y))
Figure 2.1: Illustrations of the 0-1 loss function, and three surrogate convex loss functions:
hinge loss, logistic loss, and exponential loss as scalar functions of y〈w,x〉.
the solution is the regularized empirical riskminimizationwhich adds a regularization function
R(h) to the objective and solves
hS ∈ argmin
h∈H
{
LS (h)+R(h)≡
1
n
n∑
i=1
ℓ(h,zi )+R(h)
}
. (2.1)
The goal of introducing regularizer is to prevent over-fitting. Of course, given some training
data, it is always possible to build a function that fits exactly the data. But, in the presence of
noise, this may lead to a poor performance on unseen instances. An immediate consequence
of adding the regularization term is to favor simpler classifiers to increase its generalization
capability. Some of the commonly used regularizers in the literature are R(h) = ‖h‖22, and
R(h) = ‖h‖1. We note that solving the optimization problem in (2.1) is a convex optimiza-
tion problem for which efficient algorithms exist to find a near optimal solution in a reasonable
amount of time.
Although the idea of replacing the non-convex 0-1 loss function with convex surrogate loss
functions seems appealing and resolves the efficiency issue of the ERMmethod, but it has sta-
tistical consequences that must be balanced against the computational virtues of convexity.
The question then is how well does minimizing such a convex surrogate perform relative to
minimizing the actual classification error. Statistical consistency concerns this issue. Consis-
tency requires convergence of the empirical risk to the expected risk for the minimizer of the
empirical risk together with convergence of the expected risk to the minimum risk achievable
by functions in H [14]. An important line of research in statistical learning theory focused on
relating the convex excess risk to the binary excess risk. It is known that under mild conditions,
the classifier learned by minimizing the empirical loss of convex surrogate is consistent to the
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Bayes classifier [155, 100, 79, 96, 140, 14]. For instance, it was shown in [14] that the necessary
and sufficient condition for a convex loss ℓ(·) to be consistent with the binary loss is that ℓ(·)
is differentiable at origin and ℓ′(0)< 0. It was further established in the same work that the bi-
nary excessive risk can be upper bound by the convex excess risk through a ψ-transform that
depends on the surrogate convex loss ℓ(·). A detailed elaboration of this issue will be given in
Chapter 4 where we examine the statistical consistentency of smooth convex surrogates.
2.1.4 Convex Learning Problems
Wenow turnour attention to convex learning problemswhereΞ be an arbitrarymeasurable set,
H be a closed, convex subset of a vector space, and the loss function ℓ(h,z) be convex w.r.t. its
first argument. This family of learning encompasses a rich body of existing learning methods
for which efficient algorithms exists such as support vector machines, boosting and logistic
regression. Convex learning problemsmakes an important family of learning problems,mainly
because most of what we can learn efficiently falls into this family.
Before diving into formal definition, we need to familiarize ourselves with the following def-
initions about convex analysis [28, 120] which will come in handy throughout this dissertation
(for standard definitions about convex analysis see Appendix A).
Definition 2.3 (Convexity). A set W in a vector space is convex if for any two vectors w,w′ ∈ W ,
the line segment connecting two points is contained inW as well. In other fords, for any λ ∈ [0,1],
we have that λw+ (1−λ)w′ ∈W . A function f :W 7→ R is said to be convex if W is convex and for
everyw,w′ ∈W and α ∈ [0,1],
f (λw+ (1−λ)w′)≤λ f (w)+ (1−λ) f (w′).
A continuously differentiable function is convex if f (w) ≥ f (w′)+〈∇ f (w′),w−w′〉 for all w,w′ ∈
W . If f is non-smooth then this inequality holds for any sub-gradient g ∈ ∂ f (w′).
The formal definition of convex learning problems is given below.
Definition 2.4 (Convex Learning Problem). A learning problem with hypothesis space H , in-
stance space Ξ = X ×Y , and the loss function ℓ : Ξ×H 7→ R+ is said to be convex if the hy-
pothesis class H is a parametrized convex set H = {hw : x 7→ 〈w,x〉 :w ∈ Rd ,‖w‖ ≤ R} and for all
z= (x, y) ∈Ξ, the loss function ℓ(·,z) is a non-negative convex function.
In the remainder of thesis, when it is clear from the context, we will represent the hypothesis
class with W and simply use vectorw to represent hw, rather than working with hypothesis hw.
We note that for convex learning problems, the ERM rule becomes a convex optimization
problem which can be efficiently solved. This stands in sharp contrast to non-convex loss
functions such as 0-1 loss for which solving the ERM rule is computationally cumbersome
and known to be NP-hard. Obviously, this efficiency comes at a price and not every convex
learning problem is guaranteed to be learnable and convexity by itself is not sufficient for
learnability. This requires to imposemore assumptions on the setting to ensure the learnability
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of the problem. In particular, it can been shown that if the hypothesis space W is bounded and
the loss function is Lipschtiz or smooth as formally defined below, then the convex learning
problem is learnable [132, 129].
Definition 2.5 (Lipschitzness). A function f : W 7→ R is ρ-Lipschtiz over the set W if for every
w,w′ ∈W we have that | f (w)− f (w′)| ≤ ρ||w−w′||.
Definition 2.6 (Smoothness). A differentiable loss function f :W 7→R is said to beβ-smoothwith
respect to a norm ‖ ·‖, if it holds that
f (w)≤ f (w′)+〈∇ f (w′),w−w′〉+ β
2
‖w−w′‖2, ∀w,w′ ∈W . (2.2)
We note that smoothness also follows if the gradient of the loss function is β-Lipschtiz, i.e.,
‖∇ f (w)−∇ f (w′)‖ ≤β‖w−w′‖. Smooth functions arise, for instance, in logistic and least-squares
regression, and in general for learning linear predictors where the loss function has a Lipschitz
continuous gradient.
There has been an upsurge of interest over the last decade in finding tight upper bounds
on the sample complexity of convex learning problems by utilizing prior knowledge on the cur-
vature of the loss function, that led to stronger generalization bounds in agnostic PAC setting.
In [94] fast rates obtained for squared loss, exploiting the strong convexity of this loss func-
tion, which only holds under pseudo-dimensionality assumption. With the recent develop-
ment in online strongly convex optimization [67], fast rates approaching O(1ǫ log
1
δ) for convex
Lipschitz strongly convex loss functions has been obtained in [82, 139, 81] and for exponen-
tially concave loss functions in [102]. For smooth non-negative loss functions, [137] improved
the sample complexity to optimistic rates for non-parametric learning using the notion of local
Rademacher complexity [13].
2.2 Sequential Prediction/Online Learning
The statisticalmodel discussed above, first assumes the existence of a stochasticmodel for gen-
erating instances according to the underlying distribution D, and then samples a training set
S =
(
(x1, y1), (x2, y2), · · · , (xn , yn)
)
and investigates the ERM strategy to find a hypothesis h ∈H
which generalizes well on unseen instances. Although, this model is valid for cases for which
a tractable statistical model reasonably describes the underlying process, but it may be unreal-
istic in practical problems where the process is hard to model from a statistical viewpoint and
may even react to the learners’s decisions, e.g., applications such as portfolio management,
computational finance, and whether prediction.
Sequential prediction/online learning (also known as universal prediction of individual se-
quences) is a strand of learning theory avoiding making any stochastic assumptions about the
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way the observations are generated and the goal is to develop prediction methods that are ro-
bust in the sense that they work well even in the worst case. For instance, in the problem of
online portfolio management [18], an online investor wants to distribute her wealth on a set
of available financial instruments without any assumption on themarket outcome in advance.
Obviously in applications of this kind, the main challenge is that the learner can not make any
statistical assumption about the process generating the instances and the data are continu-
ously evolving or adversarially changing. Online learning or sequential prediction is an elegant
paradigm to capture these problems that alleviates the statistical assumption usually made in
statistical setting and was introduced in the seminal works of Hannan [64] and Blackwell [23]
in the 1950’s in repeated game playing and the work of Littlestone [97] in the 1990’s in learning
theory (see e.g., [37] and [128] for through discussion).
2.2.1 Mistake BoundModel and Regret Analysis
The problem of sequential prediction may be cast as a repeated game between a decision
maker- also called the forecaster- and an environment- also called adversary. In this model,
learning proceeds in T consecutive rounds, as we see examples one by one. At the beginning
of round t , the learning algorithm A has the hypothesis ht ∈ H and the adversary picks an
instance zt = (xt , yt ). The adversary at round t can select the instance zt ∈ Ξ in an adversar-
ial worst case fashion based on previous instances z1, . . . ,zt−1 and based on previous hypothe-
ses h1, . . . ,ht−1 selected by the learner. Then, the learner receives the instance xt and predicts
ht (xt ). At the end of the round, the true label yt is revealed to the learner and A makes a mis-
take if ht (xt ) 6= yt . Unlike statistical setting, here the prediction task is sequential: the outcomes
are only revealed one after another; at time t , the learner guesses the next outcome yt before it
is revealed. The algorithm then updates its hypothesis, if necessary, to ht+1 and this continues
till time T .
The sequential prediction model discussed above, which is reminiscent of the framework
of competitive analysis [27], is known asmistake bound model and was introduced to learning
community in [97]. In this model the goal of the learner is to sequentially deduce information
from previous rounds so as to improve its predictions on future rounds. When the algorithm
is conservative (or lazy), meaning that the algorithm only changes its hypothesis when it
makes a mistake is called mistake driven. We note that many seemingly unrelated problems
fit in the framework of the abstract sequential decision problem including online prediction
problems in the experts model [36], Perceptron like classification algorithms [25], Winnow
algorithm [97], and learning in repeated game playing [58]- to name a few. Here we list few
sequential prediction problems to better illustrate the setting.
Example 1: Online classification and regression. As an illustrative example let us consider
the online binary classification problem where at each round t the learner receives an instance
xt ∈X as input and is required to predict a label yˆt ∈Y = {−1,+1} for the input instance. Then,
the learner receives the correct label yt ∈ Y and suffers the 0-1 loss: I[yt 6= yˆt ]. As another
example, let us consider online regression problems where at each round t a feature vector
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xt ∈ Rd is given to the online learner, and a value yt ∈ R has to be estimated using linear
predictors with bounded norm, i.e, H = {x 7→ w,x :w ∈ Rd : ‖w‖ ≤ R}, that the learner predicts
〈w,xt 〉. The loss function at round t for a predictorw is ℓt (w)= (yt −〈wt ,xt 〉)2.
Example 2: Predictionwith expert advice. Every day themanager of a company should decide
to produce one of the K different products without knowing the market demand in advance.
At the end of the day, he/she will be informed the gain achieved by selling the product but
nothing about the potential income from other products. The goal of the manager is to maxi-
mize the income of company over a sequence of many periods. This is a problem of repeated
decision-making which is called learning from expert advice where the objective functions to
be optimized are unknown and revealed (perhaps only partially) in an online manner. In the
general prediction with expert advice game a learner competes against K ∈N experts in a game
consisting of T rounds. Each round t , each expert reveals a prediction from Y = {0,1}. The
learner form its own prediction by sampling an expert from ht =wt ∈H ≡∆K , where ∆K is the
set of probabilities over K experts (i.e., simplex). The true outcome yt is then revealed and the
learner and all of the experts receive a penalty depending on how well their prediction fits with
the revealed outcome. The aim of the learner in this game is to incur a cumulative loss over all
rounds that is not much worse than the best expert.
One naturalmeasure of the quality of learning inmistake boundmodel of sequential setting
is the number of worst casemistakes the learnermakes. In particular, under the realizability as-
sumption (i.e. where there exists a hypothesis inH which performsperfectly on the sequence),
the learner’s goal becomes to have a bounded number of mistakes which is known as mistake
bound. The optimal mistake bound for a hypothesis class H is the minimummistake bound
over all learning algorithmsA on the worst case sequence of examples:
Mistake(A ,H ,Ξ,T )= min
h1,h2,··· ,hT ∈H
max
x1,x2,··· ,xT ∈X
T∑
t=1
I[ht (xt ) 6= h(xt )], (2.3)
where h1,h2, · · · ,hT ∈H is the sequence of hypothesis generated byA .
We say that a hypothesis class H is learnable in the online learning model if there exists
an online learning algorithm A with a finite worst case mistake bound, no matter how long
the sequence of examples T is. We note that the mistake bound model, in comparison to PAC
model, is strong in the sense that it does not depend on any assumption about the instances. It
is also remarkable that despite the inherent differences between PAC andmistakebound frame-
works, mistake bounds have corresponding risk bounds that are not worse, and sometimes bet-
ter, than those obtainablewith a direct statistical approach. In particular, by a simple reduction,
it is straightforward to show that if an algorithm A learns a hypothesis class H in the mistake
boundmodel, then A also learnsH in the probably approximately correct model.
We note that due to impossibility theorem by Cover [44], any online predictor that makes
deterministic predictions is doomed to achieve a sub-linear regret universally for all sequences.
To circumvent this obstacle, two typical solutions have been examined which are randomiza-
tion and convexification. In the former we allow the learner to make randomized predictions,
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making the algorithmunpredictable against the adversary, and in the latter we replace the non-
convex 0-1 loss with a cover surrogate loss function (see e.g., [24] and [128]).
Similar to statistical learning, we can also generalize online setting to the agnostic (a.k.a.
non-realizable) setting where there is no classifier in H which performs perfectly on the se-
quence. In this case an adversary canmake the cumulative loss of our online learning algorithm
arbitrarily large. To overcome this deficiency, the performance of the forecaster is compared to
some notion of "how well it could have performed". In particular, the performance of the on-
line learner is compared to that of the best single decision for the sequence, in hindsight, chosen
from the hypothesis in H . This brings us to the objective which is commonly known as regret
which is formally defined by:
Regret(A ,H ,Ξ,T )=
T∑
t=1
ℓ(ht , (xt , yt ))−min
h∈H
T∑
t=1
ℓ(h, (xt , yt )) (2.4)
where ℓ(h, (x, y)) is the loss function to measure the discrepancy between the prediction h(x)
and the corresponding observed element, e.g., 0-1 loss function I[h(x) 6= y] for binary classifica-
tion.
Regret measures the difference between the cumulative loss of the learner’s strategy and
the minimum possible loss had the sequence of loss functions been known in advance and
the learner could choose the best fixed action in hindsight. In particular, we are interested in
rates of increase of Regret(A ,H ,Ξ,T ) in terms of T . When this is sub-linear in the number of
rounds, that is, o(T ), we call the solution Hannan consistent [37], implying that the learner’s
average per-round loss approaches the average per-round loss of the best fixed action in
hindsight. It is noticeable that the performance bound must hold for any sequence of loss
functions, and in particular if the sequence is chosen adversarially.
Online learnability. In the online setting, the analogous of PAC learnability was addressed
by Littlestone [97] who described a combinatorial characterization of hypothesis classes that
are learnable in mistake bound model under realizability assumption. The extension of these
results to agnostic online setting was addressed in [20]. Recall that, in the PAC model, VC-
dimension of hypothesis class H characterizes learnability of H if we ignore computational
considerations. Moroever, VC-dimension characterizes learnability in the agnostic PAC model
as well. In online setting what is known as Littlestone’s dimension plays the same rule. Re-
cently, notion of Sequential Rademacher complexity has been introduced to characterizing on-
line learnability which plays the similar role as the Rademacher complexity in statistical learn-
ing theory [125].
2.2.2 Online Convex Optimization and Regret Bounds
The online convex optimization (OCO) framework generalizes many known online learning
problems in the realm of sequential prediction and repeated game playing. Among these are
online classification and sequential portfolio optimization. The unified setting of OCO was in-
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troduced in [62] and the exact term was used before in [157]. Since the introduction of OCO,
there have been a dizzying number of extensions and variants that is the focus of this section.
Assume we are given a fixed convex set W and some set of convex functions F on W . In
OCO, a decision maker is iteratively required to choose a decision wt ∈ W . After making the
decision wt at round t , a convex loss function ft ∈F is chosen by adversary and the decision
maker incurs loss ft (wt ). The loss function is chosen completely arbitrarily and even in an
adversarial manner given the current and past decisions of the decision maker. Online linear
optimization is a special case of OCO in which the set F is the set of linear functions, i.e., F =
{w 7→ 〈f,w〉 : f ∈ Rd }. The goal of online convex optimization is to come up with a sequence of
solutions w1, . . . ,wT that minimizes the regret, which is defined as the difference in the cost of
the sequence of decisions accumulated up to the trial T made by the learner and the cost of the
best fixed decision in hindsight, i.e.
Regret(A ,W ,F ,T )=
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w).
Based on the type of feedback revealed to learner by adversary at the end of each iteration, we
distinguish two types of OCO problem. In the full information OCO, after suffering the loss,
the decision maker gets full knowledge of the function ft (·). In the partial information setting
(also bandit OCO), the decision maker only learns the value ft (wt ) and does not gain any other
knowledge about ft (·).
We also distinguish between oblivious and adapive adversaries. In the oblivious or non-
adaptive model, adversary is assumed to know our algorithm, and can pick the worst possible
sequence of cost functions for it. However this sequence must be fixed in advance before game
starts; during the game, adversary receives no feedback about our chosen decisions. In the
more powerful adaptive model, the adversary is assumed to know not only our algorithm, but
also the history of the game up to the current round. In other words, at the end of each round t ,
our decisionwt is revealed to adversary, and the next cost function ft (·) may depend arbitrarily
onw1, · · · ,wt .
The design of algorithms for regret minimization in OCO setting recently has been influ-
enced by tools from the convex optimization. It has long been known that special kinds of loss
functions permit tighter regret bounds than other loss functions. Twomost important family of
loss functions that has been considered are convex Lipschtiz and strongly convex functions.
Before presenting the known results on regret bounds for different families of loss functions,
we will first need the definition of strong convexity as:
Definition 2.7 (Strong Convexity). A loss function f :W 7→ R is said to be α-strongly convex w.r.t
a norm ‖ · ‖, if there exists a constant α > 0 (often called the modulus of strong convexity) such
that, for any λ ∈ [0,1] and for allw,w′ ∈W , it holds that
f (λw+ (1−λ)w′)≤α f (w)+ (1−λ) f (w′)− 1
2
λ(1−λ)α‖w−w′‖2.
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If f (w) is twice differentiable, then an equivalent definition of strong convexity is ∇2 f (w)º
αI which indicates that the smallest eigenvalue of the Hessian of f (w) is uniformly lower
bounded by α everywhere. When f (w) is differentiable, the strong convexity is equivalent to
f (w)≥ f (w′)+〈∇ f (w′),w−w′〉+ α
2
‖w−w′‖2, ∀w,w′ ∈W .
Henceforth, we shall review few algorithms for OCO and state their regret bounds under
different assumptions on the curvature of the sequence of the adversarial loss functions.
2.2.2.1 Online Gradient Descent
We start with the first, perhaps the simplest online convex optimization algorithm, which nev-
ertheless captures the spirit of the idea behind the most of existing methods. This algorithm
applies to the most general setting of online convex optimization and is referred to as Online
Gradient Descent (OGD). The OGD method is rooted in the standard gradient descent algo-
rithm and was introduced to the online setting by Zinkevich [157].
The OGD method starts with an arbitrary decision w1 ∈ W , and iteratively modifies it ac-
cording to the cost functions that are encountered so far as follows:
Online Gradient Descent (OGD)
Input: convex set W , step size η> 0
Initialize: w1 ∈W
for t = 1,2, . . . ,T
Playwt+1 =ΠW
(
wt −η∇ ft (wt )
)
Receive loss function ft+1(·) and incur ft+1(wt+1)
end for
HereΠW (·) denotes the orthogonal projection onto the convex set W .
The OGD algorithm is straightforward to implement, and updates take timeO(d) given the
gradient. However, the projection step might be computationally cumbersome for complex
domainsW . The following theorem states that the regret bound for OGDmethodwhen applied
to convex Lipschitz functions is on the order ofO(
p
T ) which has been proven to be tight up to
constant factors [1].
Theorem2.8. Let f1, f2, . . . , fT be an arbitrary sequence of convex, differentiable functions defined
over the convex set W ⊆ Rd . Let G =maxt∈[T ] ||∇ ft (w)|| and R =maxw,w′∈W ||w−w′||. Then OGD
with step size ηt = RGpt achieves the following guarantee for anyw ∈W , for all T ≥ 1.
T∑
t=1
ft (wt )−
T∑
t=1
ft (w)≤
‖w−w1‖2
2η
+ η
2
T∑
t=1
‖∇ ft (wt )‖2 =O(RG
p
T ) (2.5)
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In fact it is possible to show that OGD can attain a logarithmic regret O(logT ) for strongly
convex functions by appropriately tuning the step sizes as stated below.
Theorem 2.9. Let f1, f2, . . . , fT : W → R be an arbitrary sequence of α-strongly convex functions.
Under the same conditions as Theorem2.8 with step size ηt = 1αt , the OGD algorithm achieves the
following regret:
T∑
t=1
ft (wt )−
T∑
t=1
ft (w)≤G2
T∑
t=1
1
αt
≤ G
2
2α
(1+ logT )=O(logT ) (2.6)
Remark 2.10. In the above algorithm, the updating rule for OGD uses the gradients of the loss
functions ∇ ft (w) at each iteration to update the solution. In fact it is not required to assume
that the loss functions are differentiable and it suffices to assume that the loss functions only
have a sub-gradient everywhere in the domainW , making the algorithm suitable for non-smooth
settings. In particular for any gt ∈ ∂ ft (wt )where ∂ ft (wt ) is the set of sub-gradient at pointwt , the
algorithm is able to achieve the same regret bounds in both cases.
2.2.2.2 Follow The Perturbed Leader
The first efficient algorithm for the general online linear optimization problems is due to Han-
nan [64], and was subsequently rediscovered and clarified in [85]. The Follow The Perturbed
Leader (FTPL) algorithm assumes that there is an oracle that can efficiently solve the offline
optimization problem. Having access to such an oracle, the FTPL selects the decision that ap-
pears to be the best so far, but for a version of actual cost vectors which have been perturbed by
the addition of some noise. The addition of random noise to the observed cost functions has
the effect of slowing down the algorithm so that instead of tracking small fluctuations in cost
functions, it has the tendency to stick to the same decision unless there is a compelling reason
to switch to another decision.
Although the FTPL algorithmworks in a similar setting as OGD, but there is a crucial differ-
ence between themwhichmakes FTPLmore suitable for online combinatorial learning. In par-
ticular, the decision set W does not need to be convex as long as the offline optimization prob-
lem can be solved efficiently. This is a significant advantage of the FTPL approach, which can
be utilized to tackle more general problems with discrete decision spaces. The FTPL method
for online decision making relies on a linear optimization procedure M over the set W that
computes M (f)= argminw∈W 〈f,w〉 for all f ∈ Rd . Then, FTPL chooses wt by first drawing a per-
turbationµt ∈ [0, 1η ]d uniformly at random, and computingwt+1 = M
(∑t
τ=1 fτ+µt
)
.
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Adversary Linearization FTRL
ft (w) ft =∇ ft (wt )
wt+1 ∈Wwt+1 ∈W
Figure 2.2: The reduction of general online convex optimization problem to online optimization
with linear functions.
Follow The Perturbed Leader (FTPL)
Input: a general domainW , step size η> 0, offline linear oracle M over W
Initialize: w1 ∈ argminw∈W M (0)
for t = 1,2, . . . ,T
Draw µt ∈ [0, 1η ]d uniformly at random
Playwt+1 = M
(∑t
τ=1 fτ+µt
)
Receive loss vector ft+1 ∈Rd and incur 〈ft+1,wt+1〉
end for
The regret of FTPL algorithm is stated in the following theorem.
Theorem2.11 (Regret Bound for FTPL). Let f1, . . . , fT be an arbitrary sequence of linear loss func-
tions from unit ball and let w1, . . . ,wT be the sequence of decisions generated by the FTPL con-
strained to a general setW . Then for anyw ∈W , the FTPL algorithm with parameter η=
p
R/GT
satisfies:
E
[
T∑
t=1
〈ft ,wt 〉
]
−
T∑
t=1
〈ft ,w〉 ≤ 2
p
RGT ,
wheremaxw |〈ft ,w〉| ≤G , t ∈ [T ] is an upper bound on the magnitude of the rewards, and R is an
upper bound on the ℓ1 diameter of W , i.e., R ≥maxw,w′∈W ‖w−w′‖1.
2.2.2.3 Follow The Regularized Leader
Anaturalmodification of the basic FTPL algorithmor fictitious play in game theory is the Follow
The Regularized Leader (FTRL) algorithm, inwhichweminimize the loss on all past rounds plus
a regularization term. Regularization is an alternative to perturbation to stabilize decisions dur-
ing the prediction. Naturally, different regularization functions will yield different algorithms
for different applications.
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In FTRL we assume that the loss functions are linear ft (w)= 〈ft ,w〉, ft ∈ Rd and the general-
ization to convex loss functions can be accomplished by linearization strategy. This reductions
is shown in Figure 2.2. Themain idea behind linearization trick is that if an algorithmA is able
to achieve good regret against linear loss functions, then A can be used to achieve good regret
against sequences of convex loss functions as well. To see this, we note that from the definition
of convexity, i.e, ft (w) ≥ ft (wt )+〈∇ ft (wt ),w−wt 〉, we can feed the learner A with linear loss
functions f ′t (w) = 〈∇ ft (wt ),w〉 and then guarantee that ft (wt )− ft (w) ≤ 〈ft ,wt −w〉. Therefore,
any bound on the regret of linear loss functions directly translate to a regret bound for convex
losses.
The FTRL algorithm at each round t solves an offline optimization problem based based on
the sum of loss functions up to time t −1 and a regularization function. Let R(w) be a strongly
convex differentiable function. The detailed steps of FTRL are as follows [3]:
Follow the Regularized Leader (FTRL)
Input: convex set W , step size η> 0, regularizationR(w)
Initialize: w1 ∈ argminw∈W R(w)
for t = 1,2, . . . ,T
Playwt+1 = argminw∈W
[∑t
s=1 〈fs ,w〉+R(w)
]
Receive loss function ft+1(·) and incur ft+1(wt+1)
Set ft+1 =∇ ft+1(wt+1)
end for
It is noticeable that what FTRL implements at each iteration is the regularized empirical
risk minimization over the previous trials as we saw in the statistical learning. In online setting,
the regularizer has the role of forcing the consecutive solutions is to stay closer to each other,
similar role role the perturbation plays in FTPL algorithm. Furthermore, different choices of
the regularizer lead to different algorithms. For instance, in the simplest case if we let R(w) =
1
2 ||w||2, then the FTRL behaves same as OGD algorithm.
It is not hard to prove a simple boundon the regret of the FTRL algorithm for a given strongly
convex regularization functionR(w) and the learning rate η.
Theorem 2.12 (Regret Bound for FTRL). Let f1, f2, . . . , fT ∈ Rd be an arbitrary sequence of linear
loss functions over convex setW ⊆Rd . LetR :K 7→R be a 1-strongly convex function with respect
to a norm ‖ · ‖. Let R =maxw∈W R(w)−R(w1) and maxt∈[T ] ‖ft‖∗ ≤ G. Then for any w ∈W by
setting η=
√
R
G2T
the regret of FTRL is bounded by:
T∑
t=1
〈ft ,wt 〉−
T∑
t=1
〈ft ,w〉 ≤
R(w)−R(w1)
η
+η
T∑
t=1
‖ft‖2∗ =O(G
p
RT ) (2.7)
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2.2.2.4 Online Mirror Descent
Another algorithm for OCO problem is the online version of celebrated proximal point algo-
rithm in offline convex optimization. As mentioned before, the implicit goal of regularization
used in the FTRL algorithm is to control by howmuch the consecutive solutions differ fromeach
other. The proximal point algorithm is designed with the explicit goal of keeping wt+1 as close
as possible to wt . The closeness of two solutions are measured by the Bregman divergence in-
duced by a strongly convex Legendre functionΦ(·) defined over convex domainK . A Legendre
function is a strictly convex functions with continuous partial derivatives and gradient blow-
ing up at the boundary of its domain (see Appendix A for detailed discussion). We assume that
W ∩K 6= ;. Online proximal point method solves an optimization problem which expresses
the tradeoff between the distance from the old solution and the loss suffered by by the current
convex function as:
wt+1 = arg min
w∈W ∩K
[
ηt ft (w)+BΦ(w,wt )
]
, (2.8)
where BΦ(w,wt ) is the Bregman divergence induced by Φ(·) (Definition A.17). When the loss
functions are linear, i.e., ft (w) = 〈ft ,w〉 for some ft ∈ Rd , or one replaces the objective ft (w)
in (2.8) with its linearized term, i.e., ft (w) ≈ ft (wt ) + 〈w−wt ,∇ ft (wt )〉, the proximal point
method becomes the OnlineMirror Descent (OMD) algorithm as detailed below:
OnlineMirror Descent (OMD)
Input: convex sets W , step size η> 0, Legendre functionΦ :K 7→R
Initialize: w1 ∈ argminw∈K Φ(w)
for t = 1,2, . . . ,T
Playwt+1 = argminw∈W ∩K
[
ηt 〈w−wt ,∇ ft (wt )〉+BΦ(w,wt )
]
Receive loss function ft+1(·) and incur ft+1(wt+1)
end for
Theorem 2.13 (Regret Bound for OMD). Let f1, f2, . . . , fT be an arbitrary sequence of convex,
differentiable functions defined over the convex set W ⊆ Rd . Let G =maxt ||∇ ft (wt )||∗ and R =
maxw,w′∈W ||w−w′||. Let Φ : K 7→ R be a Legendre function which is 1-strongly convex w.r.t the
norm ‖ ·‖ and W ∩K 6= ;. Then the regret of the OMD can be bounded by
T∑
t=1
ft (wt )−
T∑
t=1
ft (w)≤
BΦ(w,w1)
η
+ η
2
T∑
t=1
‖∇ ft (wt )‖2∗ =O(RG
p
T ), (2.9)
where ‖ ·‖∗ is the dual norm to ‖ ·‖.
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We note that many classical online learning algorithms can be viewed as variants of OMD,
generally either with the Euclidean geometry such as Perceptron algorithm and OGD, or in the
simplex geometry, using an entropic distance generating function such as Winnow [97] and
Online Exponentiated Gradient algorithm [89].
2.2.2.5 Online Newton Step
As mentioned in the analysis of OGD algorithm, it attains a logarithmic regret O(logT ) if the
sequence of loss functions which have bounded gradient and are strongly convex. Another
case in which we can obtain logarithmic regret is the case of exp-concave loss functions (i.e.,
the function exp(−α f (w)) is concave for some α). Exp-concavity is weaker condition than the
bounded gradient and strong convexity. OnlineNewton Step (ONS) [67] is the adaption of New-
ton method for convex optimization to online setting and is able to achieve logarithmic regret
when learned on exp-concave functions which makes is more general than OGD.
Online Newton Step (ONS)
Input: convex sets W , step size η> 0
Initialize: w1 ∈ argminw∈K Φ(w)
for t = 1,2, . . . ,T
Playwt+1 =ΠAtW
(
wt −ηtA−1t [∇ ft (wt )]
)
where At−1 =
∑t−1
s=1∇ fs(ws)∇ fs(ws)⊤
Receive loss function ft+1(·) and incur ft+1(wt+1)
end for
HereΠA
W
(·) is the projection induced by the amatrixA, i.e.,ΠA
W
(w)=minz∈W (z−w)⊤A(z−w).
We note that compared to the provisos algorithms which only exploit first-order information
about the loss functions, the analysis of ONSmethod is based on second order information, i.e.
the second derivatives of the loss functions, whereas the implementation of ONS relies only on
first-order information.
The following result shows that the ONS method achieves a logarithmic regret for exp-
concave functions which is stronger result than the performance of OGD for strongly convex
losses.
Theorem 2.14 (Regret Bound for ONS). Let f1, f2, . . . , fT be an arbitrary sequence of α-exp-
concave functions defined over the convex set W ⊆ Rd with G = maxt ||∇ ft (wt )||. Let R =
maxw,w′∈W ||w−w′||. Then the ONS algorithm achieves the following regret bound for anyw ∈W :
T∑
t=1
ft (wt )−
T∑
t=1
ft (w)≤
( 1
α
+GR
)
d logT =O(d logT ) (2.10)
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We note that also this result seems interesting, but for some of the functions of interest
such as logistic loss the exp-cancavity parameterα could be exponentially large in d [112]. The
exponential dependence on the diameter of the feasible set can make this bound worse than
theO(
p
T ) bound obtained by OGD.
2.2.3 Variational Regret Bounds
Most previous works, including those discussed above, considered the most general setting in
which the loss functions could be arbitrary andpossibly chosen in an adversarialway. However,
the environments around us may not always be adversarial, and the loss functions may have
some patternswhich can be considered to achieve a smaller regret. Consequently, it is objected
that requiring an algorithm to have a small regret for all sequences leads to results that are too
loose to be practically interesting. As a result, the bounds obtained for worst case scenarios
become pessimistic for these regular sequences. Therefore, it would be desirable to develop
algorithms that yield tighter bounds formore regular sequences,while still providing protection
against worst case sequences. To this end, we need to replace the number of rounds appeared
in the regret bound with some other notion of performance. In particular, this new measure
should depend on variation in the sequence of costs functions emitted to the learner. Having
such an algorithm guarantees that if the cost sequence has low variation, the algorithm would
be able to perform better.
One work along this direction is that of [68]. For the online linear optimization problem, in
which each loss function is linear ft (w) = 〈ft ,w〉 and can be seen as a vector, they considered
the case in which the loss functions have a small variation, defined as
Variation(A ,W ,F ,T )=
T∑
t=1
‖ft −µ‖22,
where µ=∑Tt=1 ft/T is the average of the loss functions. For this, they showed that a regret
of O(
p
Variation) can be achieved, and they also have an analogous result for the prediction
with expert advice problem. According to this definition, a small Variation(A ,W ,F ,T ) means
thatmost of the loss functions center around some fixed loss functionµ. This seems tomodel a
stationary environment, in which all of the loss functions are produced according to some fixed
distribution.
The variation bound is defined in terms of total difference between individual linear cost
vectors to their mean. In Chapter 5 of this thesis, we introduce anothermeasure which is called
gradual variation. Gradual variation ismore general and applies to environmentswhichmaybe
evolving but is a somewhat gradual way. For example, the weather condition or the stock price
at one moment may have some correlation with the next and their difference is usually small,
while abrupt changes only occur sporadically. Formally, the gradual variation of a sequence of
loss functions is defined as:
GradualVarition(A ,W ,F ,T )=
T−1∑
t=1
max
w∈W
‖∇ ft+1(w)−∇ ft (w)‖22.
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Adversary Bandit OCO Full OCO
ft (wt ) gt
zt+1 ∈ (1−ξ)Wwt+1 ∈W
Figure 2.3: The reduction of bandit online convex optimization to online convex optimization
with full information. The full OCO needs to play from a shrinked domain (1−ξ)W to ensure
that the sampled points belong to the domain.
It is easy to verify that the gradual variation lower bounds the variation bound and hence al-
gorithms with regret bounded by gradual variation are more adaptive to regular patterns than
algorithmwith bounded variational regret bounds.
2.2.4 Bandit Online Convex Optimization
In bandit OCO, once the online learner commits to the decision wt at round t , he does not
have access to the function ft (·) chosen by adversary and instead receives the scalar loss ft (wt )
he suffers at point wt . In the optimization community, this problem usually known as zeroth-
order or derivative-free convex optimization as we only have access to function values to solve
the optimization problem [78, 135]. A simple approach for bandit OCO which was the main
dilemma in most existing works is to utilize a reduction to the full information OCO setting. To
do so, one needs to approximate the gradient of the loss functions at each iteration based on
the observed scalar loss and feed it to the full information algorithm. This reduction has been
illustrated in Figure 2.3.
A simple idea to estimate the gradients has been utilized in [53] and a modified gradient
descent approach for bandit OCO has been presented that attains O(T 3/4) regret bound. The
key idea of their algorithm is to compute the stochastic approximation of the gradient of cost
functions by single point evaluation of the cost functions. The main observation was that one
can estimate the gradient of a function f (w) by taking a random vector u from unit sphere
S= {x ∈Rd ;‖x‖ = 1} and scaling it by f (w+δu), i.e. gˆ= f (w+δu)u. Then E[gˆ] is proportional to
the gradient of a smoothed version of f (·) defined as fˆ (w)= Ev∈B[ f (w+δv)] for v random from
the unit ball B = {x ∈ Rd ;‖x‖ ≤ 1}. To ensure that the sampled query points belong the domain
W , the OGD is run over a shrinked domain (1−ξ)W where we further assume that rB⊆W ⊆RB.
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Expected Online Gradient Descent (EOGD)
Input: convex set W , step size η> 0, δ, r , and ξ
Initialize: z0 = 0
for t = 1,2, . . . ,T
Pick a random unit vector ut uniformly at random
Playwt = zt +δut and observe ft (wt )
Update zt+1 =Π(1−ξ)W
(
zt −η ft (wt )ut
)
end for
Theorem 2.15 (Regret Bound for EOGD). Let f1, f2, . . . , fT be a sequence of convex, differentiable
functions defined over the convex domain W ⊆ Rd where rB ⊆W ⊆ RB. Let g1, . . . ,gn are vector-
valued random variables with E[gt |wt ] = E[∇ ft (wt )] and ‖gt‖ ≤ G, for some G > 0. Then, for
η= R
G
p
n
, ξ= δ/r , and δ= T−1/4
√
RdGr
3(rG+C )
E
[ T∑
t=1
ft (wt )
]
−min
w∈W
T∑
t=1
ft (w)≤O(T 3/4)
This regret bound is later improved to O(T 2/3) [9] for online bandit linear optimization.
More recently, [45] proposed an inefficient algorithm for online bandit linear optimizationwith
the optimal regret boundO(pol y(d)
p
T ) based onmulti-armed bandit algorithm. The key dis-
advantage of [45] is that it is not computationally efficient. Abernethy, Hazan, and Rakhlin [2]
presented an efficient randomized algorithmwith an optimal regret boundO(pol y(d)
p
T ) that
exploits the properties of self-concordant barrier regularization.
For general online bandit convex optimization, [5] proposed optimal algorithms in a multi-
point bandit setting, in which multiple points can be queried for the cost values. With multi-
ple queries, they showed that the EOGD algorithm can give an O(
p
T ) expected regret bound.
The key idea of multiple point bandit online convex optimization, proposed in [5], is to ap-
proximate the gradient using two point function evaluations. More specifically, at each iter-
ation t we randomly choose a unit direction ut and measure the function values at points
wt +δut and w−δut , i.e. ℓt (wt +δut ) and ℓt (wt −δut ), where δ > 0 is a small perturbation
that is O(1/T ). Given two point function evaluation, we approximate the gradient ∇ ft (wt ) by
gt = d2δ
(
ft (wt +δut )− ft (wt −δut )
)
ut . The nice property of this sampling strategy is that the
norm of sampled gradient is no longer dependent on δ, i.e., ‖gt‖ ≤ dG , and yield the same
regret bound as OGD.
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2.2.5 From Regret to Risk Bounds
So far we have dealt with two different models for learning: statistical and sequential or online.
The online setting is in stark contrast to the statistical setting in few aspects. First, in statistical
learning or the batchmodel there is a strict division between the training phase and the testing
phase. In contrast, in the online model, training and testing occur together all at the same time
since every example acts both as a test of what was learned in the past and as a training example
for improving our predictions in the future. This requires that the online learner to be adaptive
to the environment.
A second key difference relates to the generation of examples. Statistical learning scenario
follows the key assumption that the distribution over data points is fixed over time, both for
training and test points, and samples are assumed to be drawn i.i.d. from an underlying distri-
bution D. Furthermore, the goal is to learn a hypothesis with a small expected loss or general-
ization error. In contrast, in online setting there is no notion of generalization and algorithms
aremeasured using amistake boundmodel and the notion of regret, which are based on worst-
case or adversarial assumption where the adversary deliberately trying to ruin the learnerÕs
performance.
Finally, we distinguish between the processing model of statistical and online learning set-
tings. Online algorithms process one sample at a time and can thus be significantly more effi-
cient both in time and space andmore practical than batch algorithms, when processing mod-
ern data sets of several million or billion points. hence, these algorithms are more suitable for
large scale learning. This stands in contrast to statistical learning algorithms such as ERM and
it would be tempting to switch to online learning algorithm.
Given the close relationshipbetween these two settings and clear advantage of online learn-
ing from computational viewpoint, a paramount question is "whether or not algorithms devel-
oped in the sequential setting can be used for statistical learning with guaranteed generalization
bound?". More precisely, can we devise algorithms that exhibits the desirable characteristics of
online learning but also has good generalization properties. Since a regret bound holds for all
sequences of training samples, it also holds for an i.i.d. sequence. What remains to be done is
to extract a single hypothesis out of the sequence produced by the sequential method, and to
convert the regret guarantee into a guarantee about generalization. Such a process has been
dubbed an Online-to-Batch Conversion and foreshadows a key achievement, which is any
online learning algorithmwith sub linear regret can be converted into a batch algorithm. Here
we introduce two methods to convert an online algorithm that attains low regret into a batch
learning algorithm that attains low risk. Such online-to-batch conversions are interesting both
from the practical and the theoretical perspectives [35, 47, 82].
Formally, let f1, f2, · · · , fT be an i.i.d sequence of loss functions, ft :W 7→R. In statistical set-
ting one can think of each loss function ft (w) as ft (w) = ℓ(w, (xt , yt )) for a fixed loss function
ℓ : W ×Ξ 7→ R+ and a random instance (xt , yt ) ∈ Ξ sampled following the underlying distribu-
tion D. We feed these loss functions to an online learning algorithm A and assume that the
online learner produces a sequence w1,w2, · · · ,wT ∈ W of hypothesis. The goal is to construct
a single hypothesis wˆ ∈ W with small generalization error. Here we consider two solutions for
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this problem: randomized conversion and averaging.
The simplest conversion scheme is to simply choose a randomhypothesis uniformly at ran-
dom from the sequence of hypothesis w1,w2, · · · ,wT . At the first glance this idea seems naive,
but it has few desirable properties. First, the average loss of the algorithm is an unbiased es-
timate of the expected risk of wˆ, i.e., E[ℓ(wˆ)] = (1/T )∑Tt=1 ft (wt ). Second, the conversion is
applicable regardless of any convexity assumption. Finally, in expectation, the excess loss of wˆ
is upper bounded by the average per-round regret of online learner, i.e.,
LD(wˆ)−min
w∈W
LD(w)≤
E
[
Regret(A ,W ,F ,T )
]
T
.
An alternative solution which is only applicable to learning from convex loss functions over
convex hypothesis spaces, is to output the average solution wˆ= (1/T )∑Tt=1wt . This conversion
is also enjoys the same properties as the randomized conversion with an additional important
feature. That is, we can able to show high-probability bounds on the excess risk provided that
loss functions are bounded.
2.3 Convex Optimization
A generic convex optimization problemmay be written as
min f (w) subject to w ∈W ,
where f : Rd 7→ R chosen from a specific family of functions F is a proper convex function,
and W ⊆ Rd is nonempty, compact, and convex set which is also called the constraint or fea-
sible set. We denote by w∗ the optimal solution to above problem and assume that it exists,
i.e., w∗ = argminw∈W f (w). Ideally, the goal of an optimization algorithm is to compute the
optimal solution, but almost always it is impossible to compute an exact w∗ in finite time.
hence, we turn to find an ǫ-approximate solution. A solution w ∈ W is an ǫ sun-optimal if
f (w)−minw′∈W f (w′)≤ ǫ.
For a given family F of convex functions over the feasible set W , our primary focus is to
determine the efficiency of an optimization procedure to produce sub-optimal solutions. To
analyze the efficiency of convex optimization algorithm one typically follows the oracle model
of optimization which lies in the heart of the complexity theory of convex optimization [118,
120].
2.3.1 Oracle Complexity of Optimization
A typical convex optimization procedure initially picks some point in the feasible convex set W
and iteratively updates these points based on some local information about the function it cal-
culates around these successive points. Themethod can decide which points to query at based
on the results of earlier queries, and tries to use as few queries as possible to achieve its task.
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Oracle Lipschitz Lipschitz & Strongly Convex Smooth Smooth & Strongly Convex
Deterministic ρ
ǫ2
ρ2
αǫ
βp
ǫ
p
κ log αǫ
Stochastic ρ
ǫ2
ρ2
α2ǫ
β
ǫ +
ρ
ǫ2
p
κ log
(
β
ǫ
)
+ 1αǫ
Table 2.1: Lower bound on the oracle complexity for stochastic/deterministic first-order opti-
mization methods. Here ρ, α, and β are the Lipschitzness, strong convexity, and smoothness
parameters, respectively. The parameter κ is the condition number of function and is defined
as κ=β/α.
The crucial question we are interested to answer about a specific optimization problem is the
number of queries the algorithmmakes to find an ǫ-accurate solution. The oracle complexity
is a general model to analyze the computational complexity of optimization algorithms.
In the oracle model, there is an oracle O and an information set I . The oracle O is simply
a function ψ :W 7→I that for any query point w ∈W returns an output from I . The informa-
tion set provided to the algorithms varies depending on the type of the oracle. In particular,
a zero-order oracle returns f (w) for a given query w ∈W , first-order oracle returns gradient
I = {∇ f (w)} (respectively a sub-gradient I = {g ∈ ∂ f (w)} if the function is not differentiable),
and a second-order oracle return theHessian at the queried point. We also distinguish between
noisy (or stochastic) and exact (or deterministic) oracle models. In the noisy oracle model, the
information returned by the oracle are corruptedwith zero-mean noisewith bounded variance.
The algorithm iteratively updates the solution based on the information accumulated in
previous iterations. In particular, in optimization with zero and first-order exact oracle model
which is the main focus of large scale optimization methods, an optimization method up-
dates the solution using wt = φt (w0, . . . ,wt−1,∇ f (w0), . . . ,∇ f (wt−1), f (w0), . . . , f (wt−1)) where
φt : ×∪ts=1 Is 7→ W is updating mechanism utilized by the optimization algorithm at iteration
t to determine the next query point wt . Roughly speaking, we measure complexity of an al-
gorithm by the number of queries that it makes to a prescribed oracle for computing the final
solution.
Given a positive integer T corresponding to the number of iterations, the minimax oracle
optimization error after T steps, over a set of functionsF , is defined as follows:
OracleComplexity(F ,W ,O ,T )= inf
ψ
sup
f ∈F
(
f (wT )− inf
w∈W
f (w)
)
.
In other words, the minimax oracle complexity is the best possible rate of convergence (as
a function of the number of queries) for the optimization error when one restricts to black-box
procedures in order to guarantee delivering an ǫ-accurate solution to any function f ∈F .
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A large body of literature is devoted to obtaining rates of convergence of specific pro-
cedures for various set of convex functions F of interest (essentially smooth/non-smooth,
and strongly convex/non-strongly convex) and different types of oracles (essentially noisy or
stochastic/deterministic or exact, zero order or derivative free, first order, and second order).
The oracle complexity of first-order deterministic and stochastic oracle models are summa-
rized in Table 2.1 for different family of loss functions elicited from [120] for deterministic and
from [4, 118] for stochastic optimization. The algorithms which attain these lower bounds will
be discussed later.
2.3.2 Deterministic Convex Optimization
Here we briefly review the optimization algorithms in the first-order oracle model which are
called gradient basedmethods for simplicity. More precisely, we assume that the only informa-
tion the optimization methods can learn about the particular problem instance is the values
and derivatives of these components ( f (w),∇ f (w)) at query pointsw ∈W . Recently, first-order
methods have experienced a renaissance in the design of fast algorithms for large-scale opti-
mization problems. This is due the fact that although higher order methods such as interior
point methods [117] have linear convergence rate, but this fast rate comes at the cost of more
expensive iterations, typically requiring the solution of a system of linear equations in the input
variables. Consequently, the cost of each iteration typically grows at least quadratically with
the problemdimension,making interior pointmethods impractical for very-large-scale convex
programs.
The convergence rate of gradient based methods usually depends on the properties of the
objective function to be optimized. When the objective function is strongly convex and smooth,
it is well known that gradient descent methods can achieve a geometric convergence rate [33].
When the objective function is smooth but not strongly convex, the optimal convergence rate
of a gradient descent method is O(1/T 2), and is achieved by the Nesterov’s methods [92]. For
the objective function which is strongly convex but not smooth, the convergence rate becomes
O(1/T ) [133]. For general non-smooth objective functions, the optimal rate of any first order
method is O(1/
p
T ). Although it is not improvable in general, recent studies are able to im-
prove this rate toO(1/T ) by exploring the special structure of the objective function [122, 121].
In addition, several methods are developed for composite optimization, where the objective
function is written as a sum of a smooth and a non-smooth function [93, 92, 95]. The proof of
coming results can be found in [120] and in the reference papers.
2.3.2.1 Gradient DescentMethod
Perhaps the simplest and most intuitive algorithm for deterministic optimization is gradient
decent (GD) method which which was proposed by Cauchy in 1846 [34] 1. To find a solution
1The original Cauchy’s algorithm uses the direction that descends most and the best step-size which conver-
gences slowly. Afterwards, a lot of researches have been done on how to choose the step-size for more efficient
algorithms [63, 16]
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within the domainW that optimizes the given objective function f (w), GD computes the gradi-
ent of f (w) by querying a first-order deterministic oracle, and updates the solution by moving
it in the opposite direction of the gradient. To ensure that the solution stays within the domain
W , GD has to project the updated solution back into the W at every iteration.
Projected Gradient Descent (GD)
Input: convex set W , η> 0, function f ∈F , first-order oracle O
Initialize: w1 ∈W
for t = 1,2, . . . ,T
Query the oracle O at pointwt to get∇ f (wt )
Updatewt+1 =ΠW
(
wt −η∇ f (wt )
)
end for
Theorem 2.16 (Convergence Rate of GD). Assume that f ∈F be a convex function defined over
the convex domain W ⊆ Rd . Let w∗ = argminw∈W f (w) be the optimal solution. Then, for the
convergence rate of GD algorithm
• if f be ρ-Lipschitz, by setting η= R
ρ
p
t
we have
f
(
1
T
T∑
t=1
wt
)
− f (w)≤ ρ‖w∗−w1‖p
T
.
• if f be β-smooth by setting η= 1
β
we have
f (wT )− f (w∗)≤
2β‖w∗−w1‖2
T
.
• if f be β-smooth andα-strongly convex, and κ= βα be the condition number of f , by setting
η= 2α+β we have
f (wT )− f (w∗)≤
β
2
‖w1−w∗‖2
(
κ−1
κ+1
)T
.
By comparing the rates obtained in Theorem 2.16 to the lower bounds in Table 2.1, one can
realize that the GD obtains the optimal bound only for Lipschitz functions. We also note that by
examining the bounds it turn out that the GD method is independent of the dimension of the
convex domain W as long as the Euclidean norm of solutions and gradients are independent
of the ambient dimension of convex domain W which makes it attractive for optimization in
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high dimension. The dependency on the condition number for smooth and strongly convex
functions makes the GD method inappropriate for learning problems as the condition num-
ber usually depends on the regularization parameter, leading to huge number of accesses to
full gradient oracle despite its linear convergences in terms of target accuracy ǫ. We will re-
solve this issue in Chapter 8. The computational bottleneck of the projected GD is often the
projection step which is a convex optimization problem by itself and might be expensive for
many domains. In Chapter 9 we propose efficient optimizationmethods which do not require
intermediate projection steps.
2.3.2.2 Accelerated Gradient DescentMethod
The convergence rate of GDmethod for optimization smooth loss functions isO(1/T ) which is
far away from the lower boundO(1/T 2) discussed before. Nesterov showed in 1983 that we can
improve the convergence rate of GDwithout using anythingmore than gradient information at
various points of the domain. Accelerated GD [119, 120, 122] bridges the gap between the lower
bound for smooth optimization and lower bound provided by oracle complexity with a simple
twist of GDmethod and is able to obtain the optimalO(1/T 2) convergence rate for minimizing
smooth functions.
Accelerated Gradient Descent (AGD)
Input: η> 0, function f ∈F , first-order oracle O
Initialize: w0 = z0 = 0, λ0 = 0
for t = 1,2, . . . ,T
Query the oracle O at pointwt to get∇ f (wt )
Set ηs = 12
(
1+
√
1+4η2t−1
)
, and γt = 1−ηtηt+1 .
Update zt+1 = zt − 1β∇ f (wt )
Updatewt+1 = (1−γt )zt+1+γtzt
end for
The following theorem shows that AGDachieves anO(1/T 2) convergence ratewhich is tight.
Theorem2.17 (ConvergenceRate of AGD). Let f ∈F be a convex andβ-smooth function andw∗
be the optimal solution. Then the accelerated gradient descent outputs a solution which satisfies:
f (zT )− f (w∗)≤
2β‖w1−w∗‖2
T 2
.
CHAPTER 2. PRELIMINARIES 42
2.3.2.3 Mirror DescentMethod
Mirror Descent (MD) is a first-order optimization procedure which generalizes the classic GD
method to non-Euclidean geometries by relying on a distance generating function specific to
the geometry. The original MD algorithm was developed to perform the gradient descent in
spaces where the gradient only makes sense in the dual space. In this cases, the MD first
maps the point wt into a dual space by mapping Φ, then performs the gradient update in the
dual space, and finally maps the resulting point back to the primal space. When the mapping
Φ(w)= 12‖w‖2 then the primal and dual spaces are same and theMDperforms a simple gradient
descent.
Mirror Descent (MD)
Input: η> 0, function f ∈F , first-order oracle O
Initialize: w0 = 0
for t = 1,2, . . . ,T
Query the oracle O at pointwt to get∇ f (wt )
Update ∇Φ(zt+1)=∇Φ(wt )−η∇ f (wt )
Updatewt+1 = argminw∈W ∩K BΦ(w,zt+1)
end for
Theorem 2.18 (Convergence Rate of MD). Let Φ be a mirror map. Assume also that Φ is α-
strongly convex on W ∩K with respect to ‖ ·‖. Let R = supw∈K ∩W Φ(w)−Φ(w1) and f be convex
and ρ-Lipschitz w.r.t. ‖ ·‖, then MD algorithm with η= ρ
R
√
2α
T
satisfies
f
( 1
T
T∑
t=1
wt
)
−min
w∈W
f (w)≤ ρR
√
2
αT
.
The MD algorithm can alternatively be expressed as nonlinear projected sub-gradient type
method, derived from a general distance generating function (Bregmen divergence in Defini-
tion ??) instead of the usual Euclidean squared distance as [17]:
wt+1 =min
w∈W
{
〈w,∇ f (wt )〉+
1
η
BΦ(w,wt )
}
. (2.11)
Remark 2.19. In terms of convergence rate, the MD obtains the same rate as GDmethod but MD
has advantage by exploiting the geometry of convex domain. More specifically, since MDmethod
adapts to the structure of domainW viamappingΦ, it has less dependency on the dimensionality
of the domain which could be appealing for large scale optimization problems. As an example,
it is easy to verify that for optimization over simplex, i.e., ∆ = {w ∈ Rd++ :
∑
i wi = 1} by using the
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negative entropy Φ(w) = ∑di=1 logwi as the mapping function, the dependency of MD to d is in
order of logd, while regular GD algorithm has a linear O(d) dependency.
2.3.2.4 Mirror Prox Method
In the black-box oracle model the algorithm has access to the values and gradients of function,
without knowing the structure of the objective function. But in many circumstances we never
meet a pure black box model and have some information about the structure of the underlying
function. Intestinally, the proper use of the structure of the problem can help to obtain bet-
ter convergence rate for specific family of loss functions [121, 122, 116]. In particular, in [116] it
been shown that for non-smoothLipschitz continuous functionswhich admit a smooth saddle-
point representation one can obtain a rate of convergence of orderO(1/T ) with a properly de-
signed gradient descent method, despite the fact that the original function is non-smooth and
can not be optimized with a convergence rate better then O(1/
p
T ) in black-box model. As an
example consider the function f to be optimized is of the form f (w) =max1≤i≤n fi (w) where
each individual functions fi (w), i ∈ [n] is convex, β-smooth and ρ-Lipschitz in some norm ‖ ·‖.
In this case the function f (w) is not smooth and the best convergence rate one can hope in the
black-box model isO(1/
p
T ).
Let Φ : K → R be a mirror map on W and let w1 ∈ argminw∈W ∩K Φ(w). The mirror prox
(extragradient in a specialized case) method is detailed below.
Extra Gradient Descent Method (EGD)
Input: η> 0, function f ∈F , first-order oracle O
Initialize: w1 = z1 = 0
for t = 1,2, . . . ,T
Query the oracle O at pointwt to get ∂ f (wt )
Update∇Φ(z′t+1)=∇Φ(wt )−η∂ f (wt )
Update zt+1 ∈ argminz∈W ∩K BΦ(z,z′t+1) and query the oracle to get ∂ f (zt+1)
Update∇Φ(w′t+1)=∇Φ(wt )−η∂ f (zt+1)
Updatewt+1 ∈ argminw∈W ∩K BΦ(w,w′t+1)
end for
The EGDmethod first makes a step of MD to go fromwt to zt+1, and then it makes a similar
step to obtain wt+1, starting again from wt but this time using the gradient of f evaluated at
zt+1. The following theorem exhibits the rate of convergence for EGD algorithm.
Theorem 2.20 (Convergence Rate of EGD). LetΦ be a α-strongly convex on K ∩W with respect
to ‖·‖. Let R = supw∈K ∩W Φ(w)−Φ(w1) and f be convex and β-smooth w.r.t. ‖·‖. Then EGDwith
η= αβ has a convergence rate as:
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f
( 1
T
T∑
t=1
zt
)
−min
w∈W
f (w)≤ βR
2
αT
.
2.3.2.5 Conditional Gradient DescentMethod
The main computational bottleneck of the gradient descent methods in solving constrained
optimization problems is the projection step which might be as hard as solving the original op-
timization problem (see Appendix A for few expensive projections). Surprisingly the projection
step can be avoided by replacing the expensive projection operation with other kinds of light
computational operations. One such an example is the Conditional Gradient Descent (CGD)
method which is also known as Frank-Wolf algorithm. The Frank-Wolfe method was originally
introduced by Frank andWolfe in 1950 [55], where they aimed to present an algorithm for min-
imizing a quadratic function over a polytope using only linear optimization steps over the fea-
sible set.
The CGD algorithm proceeds by iteratively solving a linear optimization problem to find a
direction pt inside the domainW that has themaximum correlation with the negative gradient
at the current solution, i.e., argmaxp∈W 〈p,−∇ f (wt )〉, and updating the solution as a linear com-
bination of the obtained direction and previous solution. This procedure guarantees that the
updated solutions remain inside the feasible domain W and does not require the projection of
updated solutions. More specifically, the CGDmethod replaces the projection stepwith a linear
optimization problemover the constrained domain which is more efficient as long as the linear
problem is easy to be solved.
Conditional Gradient Descent (CGD)
Input: convex set W , η> 0, a smooth convex function f ∈F
Initialize: w1 ∈W
for t = 1,2, . . . ,T
Find pt = argminp∈W 〈∇ f (wt ),p〉
Updatewt+1 = (1−ηt )wt +ηtpt
end for
The following result shows the convergence rate of CGD for smooth functions.
Theorem 2.21 (Convergence Rate of CGD). Assume that f ∈F be a β-smooth convex function
with respect to some norm ‖·‖ defined over the convex domainW . Let R = supw,w′ ‖w−w′‖. Then
by setting ηt = 2t+1 in CGDmethod, we have:
f (wT )− f (w∗)≤
2βR2
t +1
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In Chapter 9 we will show that by replacing the projection step with gradient computation
of constrain function, it is possible to devise efficient stochastic optimization methods which
only require a single projection at the final iteration.
2.3.3 Stochastic Convex Optimization
So far we assumed the the optimization algorithm has access to a noiseless oracle. It is more
realistic to consider noisy oracles, where one does not have access to exact objective function
or gradient values, but rather to their noisy estimates (usually zero mean and bounded vari-
ance). In particular, for a fixed closed convex subset W ⊂ Rd of Rd we consider the following
optimization problem:
min
w∈W
f (w) for f (w)= E[F (w,ξ)]=
∫
Ξ
F (w,ξ)dP (ξ), (2.12)
where we assume that the expected value function f (w) is continuous and convex on W . We
note if the function F (w,ξ) be convex on W , then it follows that f (w) is also convex and the
problembecomes a convex programming problem. Themain difficulty in solving the stochastic
optimization problem in (2.12) is that the multidimensional integral (expectation) cannot be
computed with a high accuracy [114], and in statistical learning problems we usually do not
know what the distribution P is. Therefore, there are two solutions to address this issue: these
are stochastic approximation (SA) and the sample average approximation (SAA) methods. The
main idea of SAA approach to solving stochastic programs is as follow. A sample ξ1,ξ2, · · · ,ξn
of n realizations of the random vector in objective is generated and the stochastic objective is
approximated estimated by the sample average function. Then, a deterministic optimization
algorithm is applied to solve the approximate function. We note that we can not perform a full
gradient descent on f (w) as we would need to know the underlying distribution to compute a
gradient of f (w).
In SA we assume that there is an stochastic oracle O , which, for a given point (w,ξ) ∈W ×Ξ
returns an unbiased estimates of subgradient of f (w). In other words, it returns g such that
E[g] ∈ ∂ f (w). Stochastic optimization methods allow the optimization method to take a step
which is only in expectation along the negative of the gradient. Based on this oracle, a simple
algorithm to optimize the objective is Stochastic Gradient Descent (SGD). SGD is in the same
spirit of GDbut it replaces the true gradientswith stochastic gradients in updating the solutions:
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Stochastic Gradient Descent (SGD)
Input: convex set W , η> 0, function f ∈F , stochastic first-order oracle O
Initialize: w0 = 0
for t = 1,2, . . . ,T
Query the stochastic oracle O at pointwt to get gt where E[gt ] ∈ ∂ f (wt )
Updatewt+1 =ΠW (wt −ηgt )
end for
Return: wˆ= 1
T
∑T
t=1wt
Under mild conditions as outlined below, one con show the SGD algorithm convergence to
the optimal solution with convergence rateO(1/
p
T ) with a high probability:
Eξt [gt ]=∇ f (w)
Eξt [exp(‖gt −∇ f (w)‖2∗/σ2)]≤ exp(1).
It is also straightforward to generalize the themirror descentmethod to stochastic setting by re-
placing the Euclidean distance in the update of SGDwith another Bregmandivergence adopted
to a specific domain.
By comparing SGD method for stochastic optimization and OGD method for regret mini-
mization, we note that both methods are closely related. Although both methods looks similar
algorithmically, but there are main conceptual differences between SGD and OGD. We note
that in stochastic optimization the goal is to generate a sequence of solutions which quickly
convergences to the minimum of a function defined as f (w)= E[F (w,ξ)], while is online learn-
ing the goal is to generate a sequence of solutions that accumulates a small loss during the
learning measured in terms of regret. In other words SGD provides an incremental solution
to a stochastic optimization problem and OGD provides a solution to adopt a sequence of ad-
versarially generated loss functions. We note that regret minimization algorithms equipped
with online to batch conversion schemas discussed before settle an efficient paradigm to solve
general optimization problems, but sometimes it seems essential to go beyond this barrier to
obtain optimal convergence rates in stochastic setting [71, 124].
Remark 2.22. It is remarkable that in stark contrast to deterministic optimization where the
smoothness of objective function makes a significant improvement in terms of convergence rate
(i.e., Theorem 2.16), in stochastic optimization the smoothness is not a desirable property as it
yields the same convergence rate as the Lipschitz functions. In particular, as it has been shown in
Appendix C, a tight analysis of stochastic mirror descent algorithm has an O(βR
2
T
+ σRp
T
) conver-
gence rate for smooth objective functions, which is dominated by the slow O(1/
p
T ) rate unless
the variance of stochastic gradients becomes zero σ = 0. As it will be discussed in Chapter 7, the
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mixed optimization paradigm we introduce in thesis is able to leverage the smoothness of objec-
tion function to attain an O(1/T ) rate by accessing the full gradient oracle logT times on top of
the O(T ) accesses of the stochastic gradient oracle.
2.3.4 Convex Optimization for Learning Problems
Formulating statistical learning tasks and in particular convex learning problems as a convex
optimization problem makes an intimate connection between learning and mathematical op-
timization. Therefore, optimization methods play a central role in solving machine learning
problems and challenges exist in machine learning applications demand the development of
new optimization algorithms.
To see this, consider the typical problem of the supervised learning consisting of a input
space Ξ = X ×Y and a suitable set of hypotheses W for prediction such as the set of linear
predictors, i.e., W = {x 7→ 〈w,x〉 : w ∈ Rd }. Then, the learner is provided with a training sample
S =
(
(x1, y1), (x2, y2), · · · , (xn , yn)
)
∈Ξn and is supposed to pick a hypothesisw ∈W which mini-
mizes appropriate empirical cost over the training sample based on a predefined surrogate loss
function ℓ : W ×Ξ 7→ R+. The last step of this learning process corresponds to an optimiza-
tion algorithm that solves the minimization problem of picking that hypothesis from the set of
hypotheses. As a result, convex optimization forms the backbone of many algorithms for sta-
tistical learning. This formulation includes support vector machine (SVM), support vector re-
gression (SVR), Lasso, logistic regression, and ridge regression among many others as detailed
below:
• Hinge loss (Support Vector Machine)):
n∑
i=1
max(0,1− yi 〈w,xi 〉).
• Logistic loss (Logistic Regression): min
w∈W
n∑
i=1
log(1+exp(−yi 〈w,xi 〉)).
• Least-squares loss (Regression): min
w∈W
n∑
i=1
(yi −〈w,xi 〉)2.
• Exponential loss (Boosting): min
w∈W
n∑
i=1
exp(−yi 〈w,xi 〉).
The domain W in above formulations, captures the constrains on the classifier w. Com-
monly considered examples are the bounded Euclidean ball W = {w ∈ Rd : ‖w‖2 ≤ R}, bounded
ℓ1 ball W = {w ∈ Rd : ‖w‖1 ≤ B} or the box W = {w ∈ Rd : ‖w‖∞ ≤ B}. We note that instead of
moving the constraint into the W , by leveraging on the theory of Lagrangian method in con-
strained optimization, one can simply move the constraint into the objective and solve the un-
constrained optimization problem, i.e., W =Rd .
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To fully understand the application of convex optimization methods to solving machine
learning problems, let us consider the following optimization problem:
min
w∈W
LS (w)=
1
n
n∑
i=1
ℓ(w, (xi , yi )) (2.13)
A preliminary approach for solving the optimization problem in (2.13) is the batch gradient
descent (GD) algorithm. It starts with some initial point, and iteratively updates the solution
using the equationwt+1 =ΠW (wt −η∇LS (wt )) where
∇LS (w)=
1
n
n∑
i=1
∂ℓ(w, (xi , yi ))xi .
The main shortcoming of GD method is its high cost in computing the full gradient ∇LS (wt ),
i.e., O(n) gradient computations,when the number of training examples is large. Stochastic gra-
dient descent (SGD) alleviates this limitationof GDby samplingone (or a small set of) examples
and computing a stochastic (sub)gradient at each iteration based on the sampled examples.
Since the computational cost of SGD per iteration is independent of the size of the data (i.e., n),
it is usually appealing for large-scale learning and optimization [29, 114, 133]. Despite of their
slow rate of convergence compared with the batch methods, stochastic optimization methods
have shown to be very effective for large scale and online learning problems, both theoreti-
cally [114, 93] and empirically [133]. We note although a large number of iterations is usually
needed to obtain a solution of desirable accuracy, the lightweight computation per iteration
makes SGD attractive for many large-scale learning problems.
2.3.5 From Stochastic Optimization to Convex Learning Theory
As mentioned earlier, most of existing learning algorithms follow the framework of empirical
riskminimizer or regularized ERM, which was developed to great extent by Vapnik and Chervo-
nenkis [145]. Essentially, ERMmethods use the empirical loss over S , i.e.,
LS (w)=
1
n
n∑
i=1
ℓ(w, (xi , yi )),
as a criterion to pick a hypothesis. From optimization viewpoint, the ERMmethods resembles
the widely used Sample Average Approximation (SAA) method in the optimization community
when the hypothesis space and the loss function are convex. If uniform convergence holds,
then the empirical risk minimizer is consistent, i.e., the population risk of the ERM converges
to the optimal population risk, and the problem is learnable using ERM.
A rather different paradigm for risk minimization is stochastic optimization. Recall that the
goal of learning is to approximatelyminimize the risk
LD(w)= E(x,y)∼D [ℓ(w, (x, y))]. (2.14)
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However, since the distributionD is unknown to the learner, we can not utilize standard gradi-
ent methods to directly minimize the expected loss in (2.14). This is because we are not able to
compute the gradient∇LD(w) at a particular query pointw. We note that this is different from
the application of SGD for solving the optimization problem in (2.13) because in (2.13) the ran-
domness is over the uniform sampling from the objective function which is known (essentially
we have a randomized optimizationmethod), while in (2.14) the randomness is imposed on the
instance spaceΞ through a distributionD which is unknown to the learner in advance.
In stochastic optimization all we need is not the exact gradient of objective function, but an
unbiased estimate of the true gradient ∇LD(w). Surprisingly, it turns out that the construction
of this unbiased estimate is extremely simple for risk minimization as follows. First, we sample
an instance z= (xi , yi ) ∈Ξ according to D and set the stochastic gradient to be
g= ∂ℓ(w, (xi , yi ))xi ,
which will be an unbiased estimate of true gradient, i.e., E[g]=∇LD(w).
The beauty of SGD for direct risk minimization is that it is efficient and it delivers the same
sample complexity as the ERM method. To motivate stochastic optimization as an alternative
to the ERMmethod, [131, 130] challenged the ERMmethod and showed that there is a real gap
between learnability and uniform convergence by investigating non-trivial problems where no
uniform convergence holds, but they are still learnable using SGD algorithm [114]. These re-
sults uncovered an important relationship between learnability and stability, and showed that
stability together with approximate empirical riskminimization, assures learnability [132]. Un-
like ERMmethod in which the learnability is characterized by attendant complexity of hypoth-
esis space, in SGD based learning, stability is a general notion to characterize learnability. In
particular, in learning setting under i.i.d. samples where uniform convergence is not necessary
for learnability, but where stability is both sufficient and necessary for learnability.
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PASSIVE LEARNING WITH TARGET RISK
The setup of this chapter will be in the classical statistical learning setting discussed in Chap-
ter 2, but with a slight modification. In particular, we assume that the target expected loss, also
referred to as target risk, is provided in advance for learner as prior knowledge. Unlike most
studies in the learning theory that only incorporate the prior knowledge into the generalization
bounds, we are able to explicitly utilize the target risk in the learning process. By leveraging on
the smoothness of loss function, our analysis reveals a surprising result on the sample complex-
ity of learning: by exploiting the target risk in the learning algorithm,we show thatwhen the loss
function is both smooth and strongly convex, the sample complexity reduces to O
(
log
(1
ǫ
))
, an
exponential improvement compared to the sample complexityO(1ǫ ) for learning with strongly
convex loss functions. Furthermore, our proof is constructive and is based on a computation-
ally efficient stochastic optimization algorithm, dubbed ClippedSGD, for such settings which
demonstrate that the proposed algorithm is practically useful.
The remainder of the chapter is organized as follows: Section 3.1motivates the problem and
setups the notation. Section 3.2 motivates the main intuition behind the proposed algorithm.
The proposed ClippedSGDalgorithmandmain result on its sample complexity are discussed in
Section 3.3. The proof of logarithmic sample complexity is given in Section 3.4 and the omitted
proofs are deferred to Section 3.5. Section 3.6 summarizes the chapter and Section 3.7 surveys
the related works.
3.1 Setup andMotivation
Recall that in the standard statistical or passive supervised learning setting, we consider an
input space Ξ≡X ×Y where X ⊆ Rd is the space for instances and Y is the set of labels, and
a hypothesis class H from which we choose a classifier. We assume that the domain space Ξ is
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endowed with an unknown probability measure D and measure the performance of a specific
hypothesis h by defining a nonnegative loss function ℓ :H ×Ξ→ R+. The risk of a hypothesis
h with respect to the underlying distributionD is defined as:
LD(h)= Ez∼D [ℓ(h,z)].
Given a sample S = (z1, · · · ,zn) = ((x1, y1), · · · , (xn , yn)) ∼ Ξn , the goal of a learning algorithm
is to pick a hypothesis h : X → Y from H in such a way that its risk LD(h) is close to the
minimumpossible risk of a hypothesis in H .
In the new settingwe consider for learning here,we assume that before the start of the learn-
ing process, the learner has inmind a target expected loss, also referred to as target risk, denoted
by ǫprior1, and tries to learn a classifier with the expected risk of O(ǫprior) by labeling a small
number of training examples. We further assume the target risk ǫprior is feasible, i.e., ǫprior ≥ ǫopt
where ǫopt =minh∈H LD(h). To address this problem, we develop an efficient algorithm, based
on stochastic optimization, for passive learning with target risk. The most surprising property
of the proposed algorithm is that when the loss function is both smooth and strongly convex,
it only needs O(d log(1/ǫprior)) labeled examples to find a classifier with the expected risk of
O(ǫprior), where d is the dimension of data. This is a significant improvement compared to the
sample complexity for empirical risk minimization. We note that the target risk assumption is
fully exploited by the learning algorithmand stands in contrast to all those assumptions such as
the nature of unknown distributionD, sparsity, and margin that usually enter into the general-
ization bounds and are often perceived as a rather crude way to incorporate such assumptions.
The key intuition behind the ClippedSGD algorithm is that by knowing target risk as prior
knowledge, the learner has better control over the variance in stochastic gradients, which con-
tributes mostly to the slow convergence in stochastic optimization and consequentially large
sample complexity in passive learning. The trick is to run the stochastic optimization in mul-
tiple stages with a fixed size and decrease the variance of stochastically perturbed gradients at
each iterationby a properly designedmechanism. Another crucial feature of the proposed algo-
rithm is to utilize the target risk ǫprior to gradually refine the hypothesis space as the algorithm
proceeds. Our algorithmdiffers significantly from standard stochastic optimization algorithms
and is able to achieve a geometric convergence rate with the knowledge of target risk ǫprior.
To analyze the sample complexity of ClippedSGD algorithm, we pursue the stochastic
optimization viewpoint for risk minimization detailed in Chapter 2. Precisely, we focus on the
convex learning problems for which we assume that the hypothesis class H is a parametrized
convex set H = {hw : x 7→ 〈w,x〉 : w ∈ Rd ,‖w‖ ≤ R} and for all z = (x, y) ∈ Ξ, the loss function
ℓ(·,z) is a non-negative convex function. Thus, in the remainder we simply use vector w to
represent hw, rather thanworking with hypothesis hw. We will assume throughout thatX ⊆Rd
is the unit ball so that ‖x‖ ≤ 1. Finally, the conditions under which we can get the desired result
on sample complexity depend on analytic properties of the loss function. In particular, we
assume that the loss function is strongly convex and smooth as defined in Chapter 2 and can
be found in Appendix A. We would like to emphasize that in our setting, we only need that the
1We use ǫprior instead of ǫ to emphasize the fact that this parameter is known to the learner in advance.
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expected loss function LD(w) be strongly convex, without having to assume strong convexity
for individual loss functions.
3.2 The Curse of Stochastic Oracle
We begin by discussing stochastic optimization for risk minimization, convex learnability, and
then themain intuition that motivates the proposed algorithm.
As mentioned earlier in Chapter 2, most existing learning algorithms follow the framework
of empirical risk minimizer (ERM) or regularized ERMmethods that use the empirical loss over
S , i.e., LS (w) = 1n
∑n
i=1ℓ(w,zi ), as a criterion to pick a hypothesis. In regularized ERM meth-
ods, the learner picks a hypothesis that jointly minimizesLS (w) and a regularization function
overw.
A rather different paradigm for risk minimization is stochastic optimization. Recall that the
goal of learning is to approximately minimize the risk LD(w) = Ez∼D [ℓ(w,z)]. However, since
the distribution D is unknown to the learner, we can not utilize standard gradient methods to
minimize the expected loss. Stochastic optimization methods circumvent this problem by al-
lowing the optimizationmethod to take a stepwhich is only in expectation along the negative of
the gradient. To directly solve minw∈H
[
LD(w) = Ez∼D [ℓ(w,z)]
]
, a typical stochastic optimiza-
tion algorithm initially picks some point in the feasible set H and iteratively updates these
points based on first order perturbed gradient information about the function at those points.
For instance, the widely used SGD algorithm starts with w0 = 0; at each iteration t , it queries
the stochastic oracle Os at wt to obtain a perturbed but unbiased gradient gt and updates the
current solution by
wt+1 =ΠH
(
wt −ηtgt
)
,
whereΠH (·) projects the solutionw into the domainH .
To capture the efficiency of optimization procedures in a general sense, one can use ora-
cle complexity of the algorithm which, roughly speaking, is the minimum number of calls to
any oracle needed by any method to achieve desired accuracy [120]. We note that the oracle
complexity corresponds to the sample complexity of learning from the stochastic optimization
viewpoint previously discussed. This viewpoint for learning theory has been taken by few very
recent works [131, 130] where the ERMmethod has been challenged and it has been shown that
there is a real gap between learnability and uniform convergence. This has been done by inves-
tigating non-trivial problems where no uniform convergence holds, but they are still learnable
using SGD algorithm. These results uncovered an important relationship between learnability
and stability, and showed that stability together with approximate empirical risk minimization,
assures learnability [132]. Unlike ERMmethod in which the learnability is characterized by at-
tendant complexity of hypothesis space, in SGD based learning, stability is a general notion to
characterize learnability. In particular, in learning setting under i.i.d. samples where uniform
convergence is not necessary for learnability, but where stability is both sufficient and neces-
sary for learnability.
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Tomotivate themain intuitionbehind the proposedmethod, we begin by stating the follow-
ing theoremwhich provides a lower bound on the sample complexity of stochastic optimization
algorithms that is taken from [118].
Theorem 3.1 (Lower Bound on Oracle Complexity). Suppose LD(w) = Ez∼D [ℓ(w,z)] is α-
strongly and β-smooth convex function defined over convex domain H . Let Os be a stochastic
oracle that for any point w ∈H returns an unbiased estimate g, i.e., E[g] = ∇LD(w), such that
E
[
‖g−∇LD(w)‖2
]
≤ σ2 holds. Then for any stochastic optimization algorithm A to find a so-
lution ŵ with ǫ accuracy respect to the optimal solution w∗, i.e., E [LD(ŵ)−LD(w∗)] ≤ ǫ, the
number of calls to Os is lower bounded by
O(1)
√β
α
log
(
β‖w0−w∗‖2
ǫ
)
+ σ
2
αǫ
 . (3.1)
The first term in (3.1) comes from deterministic oracle complexity and the second term is
due to noisy gradient information provided by stochastic oracle Os . As indicated in (3.1), the
slow convergence rate for stochastic optimization is due to the variance in stochastic gradients,
leading to at least O
(
σ2/ǫ
)
queries to be issued. We note that the idea of mini-batch [43, 49],
although it reduces the variance in stochastic gradients, does not reduce the oracle complexity.
We close this section by informally presenting why logarithmic sample complexity is, in
principle, possible, under the assumption that target risk is known to the learnerA . To this end,
consider the setting of Theorem 3.1 and assume that the learner A is given the prior accuracy
ǫprior and is asked to find an ǫprior-accurate solution. If it happens that the variance of stochas-
tic oracle Os has the same magnitude as ǫprior, i.e., E
[
‖g−∇LD(w)‖2
]
≤ ǫprior, then from (3.1)
it follows that the second term vanishes and the learner A needs to issue only O
(
log1/ǫprior
)
queries to find the solution. But, since there is no control on the stochastic oracle Os , except
that the variance of stochastic gradients are bounded, A needs a mechanism to manage the
variance of perturbed gradients at each iteration in order to alleviate the influence of noisy gra-
dients. One strategy is to replace the unbiased estimate of gradient with a biased one, which
unfortunatelymay yield loose bounds. To overcome this problem, we introduce a strategy that
shrinks the solution space with respect to the target risk ǫprior to control the damage caused by
biased estimates.
As an illustrative example to see how the knowledge of target risk is helpful, we consider a
simple one dimensional regression problem with loss function ℓ(w,x) = (wx −b)2 where b is
a random variable that can either be δ or 1 with Pr[b = δ] = 1−δ2. Here we choose δ to be a
very small value δ≪ 1. The loss function is non-negative, smooth, and strongly convex and is
appropriate for our setting. For this setting we have, ǫopt ≤ Eb[ℓ(0)]= δ2×1+ (1−δ2)×δ2 ≤ 2δ2
which can be arbitrarily small. For this example, the solution obtained by ERM with a small
number of training examples will be on order of δ and therefore its expected risk will be on the
order ofδ2. However, from the viewpoint of the learner, this expected risk isunknownunless the
learner could figure out Pr(b = 1)= δ2, which unfortunately requires an order of 1/δ2 samples.
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On the other hand, by having the target feasible risk as prior knowledge the learner is able to
find out Pr(b = 1) with a small number of samples.
3.3 The ClippedSGDAlgorithm
In this section we proceed to describe the proposed algorithm and state the main result on its
sample complexity.
3.3.1 The AlgorithmDescription
We now turn to describing our algorithm. Interestingly, our algorithm is quite dissimilar to the
classic stochastic optimization methods. It proceeds by running the algorithm online on fixed
chunks of examples, and using the intermediate hypotheses and target risk ǫprior to gradually
refine the hypothesis space. As mentioned above, we assume in our setting that the target ex-
pected risk ǫprior is provided to the learner a priori. We further assume the target risk ǫprior is
feasible for the solutionwithin the domainH , i.e., ǫprior ≥ ǫopt. The proposed algorithmexplic-
itly takes advantage of the knowledge of expected risk ǫprior to attain anO
(
log(1/ǫprior)
)
sample
complexity.
Throughout we shall consider linear predictors of form 〈w,x〉 and assume that the loss
function of interest ℓ(〈w,x〉, y) is β-smooth. It is straightforward to see that LD(w) =
E(x,y)∼D
[
ℓ(〈w,x〉, y)
]
is also β-smooth. In addition to the smoothness of the loss function, we
also assume that LD(w) to be α-strongly convex. We denote by w∗ the optimal solution that
minimizesLD(w), i.e., w∗ = argminw∈H LD(w), and denote its optimal value by ǫopt.
Let (xt , yt ), t = 1, . . . ,T be a sequence of i.i.d. training examples. The proposed algorithm
divides the T iterations into the m stages, where each stage consists of T1 training examples,
i.e., T =mT1. Let (xtk , y tk) be the t th training example received at stage k, and let η be the step
size used by all the stages. At the beginning of each stage k, we initialize the solutionw by the
average solution ŵk obtained from the last stage, i.e.,
ŵk =
1
T1
T1∑
t=1
wtk , (3.2)
wherewt
k
denotes the t th solution at stage k. Another feature of the proposed algorithm is a do-
main shrinking strategy that adjusts the domain as the algorithm proceeds using intermediate
hypotheses and target risk. We define the domainHk used at stage k as
Hk = {w ∈H : ‖w− ŵk‖ ≤∆k } , (3.3)
where ∆k is the domain size, whose value will be discussed later. Similar to the SGD method,
at each iteration of stage k, we receive a training example (xt
k
, y t
k
), and compute the gradient
gt
k
= ℓ′
(
〈wt
k
,xt
k
〉, yt
)
xt
k
. Instead of using the gradient directly, a clipped version of the gradi-
ent, denoted by vt
k
= clip
(
γk ,g
t
k
)
, will be used for updating the solution. More specifically, the
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Algorithm 1ClippedSGD Algorithm
1: Input:
• step size η
• stage size T1
• number of stagesm
• target expected risk ǫprior
• parameters ε ∈ (0,1) and τ ∈ (0,1) used for updating domain size ∆k
• parameter ξ≥ 1 used to clip the gradients
2: Initialize: ŵ1 = 0, ∆1 =R , and H1 =H
3: for k = 1, . . . ,m do
4: Setwt
k
= ŵk and γk = 2ξβ∆k
5: for t = 1, . . . ,T1 do
6: Receive training example (xt , yt )
7: Compute the gradient gt
k
and
8: Clip the gradient gt
k
to vt
k
using
[vtk ]i = sign
([
gtk
]
i
)
min
(
γk ,
∣∣[gtk]i ∣∣) , i = 1, . . . ,d
9: Update the solution bywt+1
k
=ΠHk
(
wt
k
−ηvt
k
)
10: end for
11: Update∆k using (3.6).
12: Compute the average solution ŵk+1 according to (3.2)
13: Shrink the domainHk+1 using the expression in (3.3).
14: end for
clipped vector vt
k
∈Rd is defined as
[vtk]i = clip
(
γk ,
[
gtk
]
i
)
= sign
([
gtk
]
i
)
min
(
γk ,
∣∣[gtk]i ∣∣) , i = 1, . . . ,d (3.4)
where γk = 2ξβ∆k with ξ≥ 1. Given the clipped gradient vtk , we follow the standard framework
of stochastic gradient descent, and update the solution by
wt+1k =ΠHk
(
wtk −ηvtk
)
. (3.5)
The purpose of introducing the clipped version of the gradient is to effectively control the vari-
ance in stochastic gradients, an important step toward achieving the geometric convergence
rate. At the end of each stage, we will update the domain size by explicitly exploiting the target
expected risk ǫprior as
∆k+1 =
√
ε∆2
k
+τǫprior , (3.6)
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where ε ∈ (0,1) and τ ∈ (0,1) are two parameters, both of which will be discussed later.
Algorithm 1 gives the detailed steps for the proposed method. The three important aspects
of Algorithm 1, all crucial to achieve a geometric convergence rate, are highlighted as follows:
• Each stage of the proposed algorithm is comprised of the same number of training exam-
ples. This is in contrast to the epoch gradient algorithm [71] which divides m iterations
into exponentially increasing epochs, and runs SGD with averaging on each epoch. Also,
in our case the learning rate is fixed for all iterations.
• The proposed algorithmuses a clipped gradient for updating the solution in order to bet-
ter control the variance in stochastic gradients; this stands in contrast to the SGDmethod,
which uses original gradients to update the solution.
• The proposed algorithm takes into account the targeted expected risk and intermediate
hypotheses when updating the domain size at each stage. The purpose of domain shrink-
ing is to reduce the damage caused by biased gradients that resulted from clipping oper-
ation.
3.3.2 Main Result on Sample Complexity
The main theoretical result on the performance of the ClippedSGD algorithm is given in the
following theorem.
Theorem 3.2 (Convergence Rate). Assume that the hypothesis space H is compact and the loss
function ℓ is α-strongly convex and β-smooth. Let T =mT1 be the size of the sample and ǫprior be
the target expected loss given to the learner in advance such that ǫopt ≤ ǫprior holds. Given ε ∈ (0,1)
and τ ∈ (0,1), set ξ, η, and T1 as
ξ= 4β
ατ
, T1 = 4max
{
ξ3βd +2ξβ
p
d
εα
ln
ms
δ
,
16ξ2β2
α2ε2
}
, η= 1
2ξβ
p
T1
,
where
s =
⌈
log2
ξβR2
ǫprior
⌉
. (3.7)
After running Algorithm 1 over m stages, we have, with a probability 1−δ,
LD(ŵm+1)≤
βR2
2
εm +
(
1+ τ
1−ε
)
ǫprior,
implying that only O(d log[1/ǫprior]) training examples are needed in order to achieve a risk of
O(ǫprior).
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We note that comparing to the bound in Theorem 3.1, for Algorithm 1 the level of error to
which the linear convergence holds is not determined by the noise level in stochastic gradients,
but by the target risk. In other words, the algorithm is able to tolerate the noise by knowing
the target risk as prior knowledge and achieves a linear convergence to the level of the target
risk even when the variance of stochastic gradients is much larger than the target risk. In ad-
dition, although the result given in Theorem 3.2 assumes a bounded domain with ‖w‖ ≤ R ,
however, this assumption can be lifted by effectively exploring the strong convexity of the loss
function and further assuming that the loss function is Lipschitz continuous with constant G ,
i.e., |LD(w1)−LD(w2)| ≤G‖w1−w2‖, ∀w1,w2 ∈H . More specifically, the fact that the LD(w)
is α-strongly convex with first order optimality condition, from Lemma A.14 for the optimal
solutionw∗ = argminw∈H LD(w), we have
LD(w)−LD (w∗)≥
α
2
‖w−w∗‖2, ∀w ∈H .
This inequality combined with Lipschitz continuous assumption implies that for any w ∈ H
the inequality ‖w−w∗‖ ≤ R∗ := 2G/α holds, and therefore we can simply set R = R∗. We also
note that this dependency can be resolved with a weaker assumption than Lipschitz continuity,
which only depends on the gradient of loss function at origin. To this end, we define |ℓ′(0, y)| =
G . Using the fact that LD(w) is α-strongly, it is easy to verify that
α
2 ‖w∗‖2−G‖w∗‖ ≤ 0, leading
to ‖w∗‖≤R∗ := 2αG and, therefore, we can simply set R =R∗.
We now use our analysis of Algorithm 1 to obtain a sample complexity analysis for learning
smooth strongly convex problems with a bounded hypothesis class. To make it easier to parse,
we only keep the dependency on themain parameters d ,α, β, T , and ǫprior and hide the depen-
dency on other constants in O (·) notation. Let ŵ denote the output of Algorithm 1. By setting
ε= 0.5 and letting c =O(τ) to be an arbitrary small number, Theorem 3.2 yields the following:
Corollary 3.3 (Sample Complexity). Under the same conditions as Theorem 3.2, by running Al-
gorithm 1 for minimizingLD(w)with a number of iterations (i.e., number of training examples)
T , if it holds that,
T ≥O
(
dκ4
(
log
1
ǫprior
loglog
1
ǫprior
+ log 1
δ
))
where κ=β/α denotes the condition number of the loss function and d is the dimension of data,
then with a probability 1−δ, ŵ attains a risk of O(ǫprior), i.e., LD(ŵ)≤ (1+c)ǫprior.
As an example of a concrete problem that may be put into the setting of the present work
is the regression problem with squared loss. It is easy to show that average square loss func-
tion is Lipschitz continuous with a Lipschitz constant β= λmax(X⊤X) which denotes the largest
eigenvalue of matrix X⊤Xwhere X ∈Rn×d is the datamatrix. The strong convexity is guaranteed
as long as the population data covariance matrix is not rank-deficient and its minimum eigen-
value is lower bounded by a constant α > 0. For this problem, the optimal minimax sample
complexity is known to beO(1ǫ ), but as it implies from Corollary 3.3, by the knowledge of target
risk ǫprior, it is possible to reduce the sample complexity toO
(
log(1/ǫprior)
)
.
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Remark 3.4. It is indeed remarkable that the sample complexity of Theorem 3.2 has κ4 =
(
β/α
)4
dependency on the condition number of the loss function, which is worse than the
√
β/α de-
pendency in the lower bound in (3.1). Also, the explicit dependency of sample complexity on
dimension d makes the proposed algorithm inappropriate for non-parametric settings.
3.4 Analysis of Sample Complexity
Now we turn to proving the main theorem. The proof will be given in a series of lemmas and
theorems where the proof of few are given in the Section 3.5. The proof makes use of the Bern-
stein inequality for martingales, idea of peeling process, self-bounding property of smooth loss
functions, standard analysis of stochastic optimization, and novel ideas to derive the claimed
sample complexity for the proposed algorithm.
The proof of Theorem3.2 is by induction andwe start with the key step given in the following
theorem.
Theorem3.5. Assume ǫprior ≥ ǫopt. For a fixed stage k, if ‖ŵk−w∗‖ ≤∆k , then, with a probability
1−δ, we have
‖ŵk+1−w∗‖2 ≤ a∆2k +bǫprior
where
a = 2
αT1
(
2ξβ
√
T1+
[
ξ3βd +2ξβ
p
d
]
ln
s
δ
)
, b = 8
αξ
(3.8)
and s is given in (3.7), provided that ξ≥ 16β/α and η= 1/(2ξβpT1) hold.
Taking this statement as given for the moment, we proceed with the proof of Theorem 3.2,
returning later to establish the claim stated in Theorem 3.5.
Proof of Theorem 3.2. By setting a and b in (3.8) in Theorem 3.5 as a ≤ ε and b ≤ 2τ/β, we have
ξ≥ 4β/(ατ) and
T1 ≤
2
αε
(
2ξβ
√
T1+
[
ξ3βd +2ξβ
p
d
]
ln
s
δ
)
implying that
T1 ≥ 4max
{
ξ3βd +2ξβ
p
d
εα
ln
s
δ
,
16ξ2β2
α2ε2
}
.
Thus, using Theorem 3.5 and the definition of ξ and T1, we have, with a probability 1−δ,
∆
2
k+1 ≤ ε∆2k +
2τ
β
ǫprior.
Afterm stages, with a probability 1−mδ, we have
∆
2
m+1 ≤ εm∆21+
2τ
β
ǫprior
m−1∑
i=0
εi ≤ εm∆21+
2τ
β(1−ε)ǫprior.
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By the β-smoothness of LD(w), it implies that
LD(ŵm+1)−LD (w∗)≤
β
2
‖ŵm+1−w∗‖2 ≤
β
2
εm∆21+
τ
1−εǫprior,
≤ βR
2
2
εm + τ
1−εǫprior,
where the last inequality follows from ∆1 ≤ R . The bound stated in the theorem follows the
assumption thatLD(w∗)= ǫopt ≤ ǫprior.
We now turn to proving Theorem 3.5. To bound ‖ŵk+1−w∗‖ in terms of ∆k , we start with
the standard analysis of online learning. In particular, from the strong convexity assumption of
LD(w) and updating rule (3.5) we have,
LD(w
t
k)−LD(w∗) ≤ 〈∇LD(wtk),wtk −w∗〉−
α
2
‖wtk −w∗‖2
= 〈vtk ,wtk −w∗〉+〈∇LD(wtk)−vtk ,wtk −w∗〉−
α
2
‖wt −w∗‖2
≤
‖wt
k
−w∗‖2−‖wt+1k −w∗‖2
2η
+ ηd
2
γ2k
+〈∇LD(wtk)−vtk ,wtk −w∗〉︸ ︷︷ ︸
,v t
k
−α
2
‖wt −w∗‖2, (3.9)
where the last step follows from ‖vt
k
‖ ≤ γk
p
d . By adding all the inequalities of (7.1) at stage k,
we have
T1∑
t=1
LD(w
t
k)−LD(w∗) ≤
‖ŵk −w∗‖2
2η
+ dη
2
γ2kT1+
T1∑
t=1
v tk −
α
2
T1∑
t=1
‖wt −w∗‖2
≤
∆
2
k
2η
+ dη
2
γ2kT1+Vk −
α
2
Wk , (3.10)
where Vk andWk are defined as Vk =
∑T1
t=1 v
t
k
andWk =
∑T1
t=1 ‖wtk −w∗‖2, respectively. In order
to boundVk , using the fact that∇LD(wtk)= Et [gtk ], we rewriteVk as
Vk =
T1∑
t=1
〈−vtk +Et [vtk ],wtk −w∗〉︸ ︷︷ ︸
,d t
k
+
T1∑
t=1
〈Et
[
gtk
]
−Et [vtk ],wtk −w∗〉︸ ︷︷ ︸
,e t
k
= Dk +Ek ,
where Dk =
∑T1
t=1d
t
k
and Ek =
∑T1
t=1 e
t
k
which represent the variance and bias of the clipped gra-
dient vt
k
, respectively. We now turn to separately upper bound each term.
The following lemma bounds the variance term Dk using the Bernstein inequality for mar-
tingale. Its proof can be found in Section 3.5.
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Lemma 3.6. For any L > 0 and µ> 0, we have
Pr
(
Wk ≤
ǫpriorT1
2µβ
)
+Pr
(
Dk ≤
1
L
Wk +
(
Lγ2kd +γk∆k
p
d
)
ln
s
δ
)
≥ 1−δ
where s is given by
s =
⌈
log2
8βµR2
ǫprior
⌉
.
The following lemma bounds Ek using the self-bounding property of smooth functions and
the proof is deferred to Section 3.5.2.
Lemma 3.7.
Ek ≤
4T1
ξ
ǫopt+
4β
ξ
Wk ≤
4T1
ξ
ǫprior+
4β
ξ
Wk .
Note that without the knowledge of ǫprior, we have to bound ǫopt byΩ(1), resulting in a very
loose bound for the bias term Ek . It is knowledge of the target expected risk ǫprior that allows us
to come up with a significantly more accurate bound for the bias term Ek , which consequen-
tially leads to a geometric convergence rate.
We now proceed to bound
∑T1
t=1LD(w
t
k
)−LD (w∗) using the two bounds in Lemma 3.6 and
3.7. To this end, based on the result obtained in Lemma 3.6, we consider two scenarios. In the
first scenario, we assume
Wk ≤
ǫpriorT1
2µβ
(3.11)
In this case, we have
T1∑
t=1
LD(w
t
k)−LD(w∗)≤
β
2
Wk ≤
ǫprior
2µ
T1. (3.12)
In the second scenario, we assume
Dk ≤
1
L
WT +
(
Lγ2kd +γk∆k
p
d
)
ln
s
δ
. (3.13)
In this case, by combining the bounds forDk and Ek and setting L = ξ4β , we have
Vk ≤
8β
ξ
Wk +
(
ξd
4β
γ2k +γk∆k
p
d
)
ln
s
δ
+ 4T1
ξ
ǫprior
= 8β
ξ
Wk +
(
ξ3βd +2ξβ
p
d
)
∆
2
k ln
s
δ
+ 4T1
ξ
ǫprior,
where the last equality follows from the fact γk = 2ξβ∆k . If we choose ξ such that 8βξ ≤ α2 or
ξ≥ 16βα > 1 holds, we get
Vk ≤
α
2
Wk +
(
ξ3βd +2ξβ
p
d
)
∆
2
k ln
s
δ
+ 4T1
ξ
ǫprior
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Substituting the above bound for Vk into the inequality of (3.10), we have
T1∑
t=1
LD(w
t
k)−LD (w∗)≤
∆
2
k
2η
+ η
2
γ2kT1+
(
ξ3βd +2ξβ
p
d
)
∆
2
k ln
s
δ
+ 4T1
ξ
ǫprior
By choosing η as η= ∆k
γk
p
T1
= 1
2ξβ
p
T1
, we have
LD(ŵk+1)−LD(w∗)≤
1
T1
(
2ξβ
√
T1+
[
ξ3βd +2ξβ
p
d
]
ln
s
δ
)
∆
2
k +
4
ξ
ǫprior. (3.14)
By combining the bounds in (3.12) and (3.14), under the assumption that at least one of the two
conditions in (3.11) and (3.13) is true, by setting µ=B/8, we have
LD(ŵk+1)−LD(w∗)≤
1
T1
(
2ξβ
√
T1+
[
ξ3βd +2ξβ
p
d
]
ln
s
δ
)
∆
2
k +
4
ξ
ǫprior,
implying
‖ŵk+1−w∗‖ ≤
2
αT1
(
2ξβ
√
T1+
[
ξ3βd +2ξβ
p
d
]
ln
s
δ
)
∆
2
k +
8
αξ
ǫprior.
We complete the proof by using Lemma 3.6, which states that the probability for either of the
two conditions hold is no less than 1−δ.
3.5 Proofs of Sample Complexity
3.5.1 Proof of Lemma 3.6
The proof is based on the Bernstein’s inequality for martingales which can be found in
Lemma B.8. Define martingale difference d t
k
=
〈
wt
k
−w∗,Et [vtk]−vtk
〉
and martingale Dk =∑T1
t=1d
t
k
. Let Σ2T denote the conditional variance as
Σ
2
T =
T1∑
t=1
Et
[
(d tk)
2] ≤ T1∑
t=1
Et
[∥∥Et [vtk]−vtk∥∥2]‖wtk −w∗‖2
≤
T∑
t=1
dγ2k‖wtk −w‖2 = dγ2kWk ,
which follows from the Cauchy’s Inequality and the definition of clipping.
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Define M =max
t
|d t
k
| ≤ 2
p
dγk∆k . To prove the inequality in Lemma 3.6, we follow the idea
of peeling process [91]. SinceWk ≤ 4R2T1, we have
Pr
(
Dk ≥ 2γk
√
Wkdρ+
p
2Mρ/3
)
= Pr
(
Dk ≥ 2γk
√
Wkdρ+
p
2Mρ/3,Wk ≤ 4R2T1
)
= Pr
(
Dk ≥ 2γk
√
Wkdρ+
p
2Mρ/3,Σ2T ≤ γ2kdWk ,Wk ≤ 4R2T1
)
≤ Pr
(
Dk ≥ 2γk
√
Wkdρ+
p
2Mρ/3,Σ2T ≤ γ2kdWk ,Wk ≤ ǫpriorT1/(2βµ)
)
+
s∑
i=1
Pr
(
Dk ≥ 2γk
√
Wkdρ+
p
2Mρ/3,Σ2T ≤ γ2kdWk ,
ǫprior2i−1T1
2βµ
<Wk ≤
ǫprior2iT1
2βµ
)
≤ Pr
(
Wk ≤
ǫpriorT1
2βµ
)
+
s∑
i=1
Pr
Dk ≥
√
ǫprior2i+1T1γ2kd
2βµ
ρ+
p
2
3
Mρ,Σ2T ≤
ǫprior2iT1γ2kd
2βµ

≤ Pr
(
Wk ≤
ǫpriorT1
2βµ
)
+ se−ρ,
where s is given by
s =
⌈
log2
8βµR2
ǫprior
⌉
.
The last step follows the Bernstein inequality for martingales. We complete the proof by setting
ρ = ln(s/δ) and using the fact that
2γk
√
Wkρd ≤
1
L
Wk +γ2kρdL.
3.5.2 Proof of Lemma 3.7
To bound Ek , we need the following two lemmas. The first lemma bounds the deviation of the
expected value of a clipped random variable from the original variable, in terms of its variance
(Lemma A.2 from [73]).
Lemma3.8. Let X be a random variable, let X˜ = clip(X,C) and assume that |E[X ]| ≤C/2 for some
C > 0. Then
|E[X˜ ]−E[X ]| ≤ 2
C
|Var[X]|
Another key observation used for bounding Ek is the fact that for any non-negative β-
smooth convex function, we have the following self-bounding property. We note that this self-
bounding property has been used in [137] to get better (optimistic) rates of convergence for
non-negative smooth losses.
Lemma 3.9. For any β-smooth non-negative function f :R→R, we have | f ′(w)| ≤
√
4β f (w)
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Proof. See Appendix A
Proof of Lemma 3.7. To apply the above lemmas, we write e t
k
as
e tk =
d∑
i=1
Et
[
ℓ′(〈wtk ,xtk〉, yt )[xtk ]i −clip
(
γk ,ℓ
′(〈wtk ,xtk〉, yt )[xtk ]i
)]
[wtk −w∗]i
In order to apply Lemma 3.8, we check if the following condition holds
γk ≥ 2
∣∣Et [ℓ′ (〈wtk ,xtk〉, yt ) [xtk ]i ]∣∣ (3.15)
Since ∣∣Et [ℓ′ (〈wtk ,xtk〉, yt ) [xtk]i ]∣∣
≤
∣∣Et [{ℓ′ (〈wtk ,xtk〉, yt )−ℓ′ (〈w∗,xtk〉, yt )} [xtk ]i ]∣∣+ ∣∣Et [ℓ′ (〈w∗,xtk〉, yt ) [xtk ]i ]∣∣
≤ β‖wtk −w∗‖ ≤β∆k
where the last inequality follows from Et
[
ℓ′
(
〈w∗,xtk〉, yt
)
[xt
k
]i
]
= 0 since w∗ is the minimizer of
LD(w), we thus have
γk = 2ξβ∆k ≥ 2β∆k ≥ 2
∣∣Et [ℓ′ (〈wtk ,xtk〉, yt ) [xtk ]i ]∣∣
where ξ≥ 1, implying that the condition in (3.15) holds. Thus, using Lemma 3.8, we have
e tk ≤
d∑
i=1
∣∣[wtk −w∗]i ∣∣ 1γk Et
[(
ℓ′(〈wtk ,xtk〉, yt )[xtk ]i
)2]
≤
2‖wt
k
−w∗‖∞
γk
Et
[(
ℓ′(〈wtk ,xtk〉, yt )
)2]
Using Lemma 3.9 to upper bound the right hand side, we further simplify the above bound for
e t
k
as
e tk ≤
8β‖wt
k
−w∗‖∞
γk
Et
[
ℓ
(
〈wtk ,xtk〉, yt
)]
=
8β‖wt
k
−w∗‖∞
γk
LD(w
t
k)
≤ 8β∆k
γk
LD(w
t
k)
= 4
ξ
LD(w
t
k)
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where the second inequality follows from ‖wt
k
−w∗‖∞ ≤ ‖wtk −w∗‖ ≤∆k . Therefore we obtain
Ek =
T1∑
t=1
e tk ≤
4
ξ
T1∑
t=1
LD(w
t
k) =
4
ξ
T1∑
t=1
LD(w∗)+
4
ξ
T1∑
t=1
LD(w
t
k)−LD(w∗)
≤ 4T1
ξ
LD(w∗)+
4β
ξ
T1∑
t=1
‖wtk −w∗‖2
= 4T1
ξ
LD(w∗)+
4β
ξ
Wk ,
where the second inequality follows from the smoothness assumption ofLD(w).
3.6 Summary
In this chapter, we have studied the sample complexity of passive learning when the target ex-
pected risk is given to the learner as prior knowledge. The crucial fact about target risk assump-
tion is that, it can be fully exploited by the learning algorithm and stands in contrast to most
common types of prior knowledges that usually enter into the generalization bounds and are
often perceived as a rather crude way to incorporate such assumptions. We showed that by ex-
plicitly employing the target risk ǫprior in a properly designed stochastic optimizationalgorithm,
it is possible to attain the given target risk ǫprior with a logarithmic sample complexity log
(
1
ǫprior
)
,
under the assumption that the loss function is both strongly convex and smooth.
There are various directions for future research. The current study is restricted to the para-
metric setting where the hypothesis space is of finite dimension. It would be interesting to see
how to achieve a logarithmic sample complexity in a non-parametric settingwhere hypotheses
lie in a functional space of infinite dimension. Evidently, it is impossible to extend the current
algorithm for the non-parametric setting; therefore additional analysis tools are needed to ad-
dress the challenge of infinite dimension arising from the non-parametric setting. It is also an
interesting problem to relate target risk assumptionwemade here to the low noisemargin con-
ditionwhich is oftenmade in active learning for binary classification since both settings appear
to share the same sample complexity. However it is currently unclear how to derive a connec-
tion between these two settings. We believe this issue is worthy of further exploration and leave
it as an open problem.
3.7 Bibliographic Notes
Sample complexity of passive learning is well established and goes back to early works in the
learning theory where the lower bounds Ω
(1
ǫ (log
1
ǫ + log 1δ)
)
and Ω
(
1
ǫ2
(
log 1ǫ + log 1δ
))
were ob-
tained in classic PAC and general agnostic PAC settings, respectively [51, 26, 7]. There has
been an upsurge of interest over the last decade in finding tight upper bounds on the sam-
ple complexity by utilizing prior knowledge on the analytical properties of the loss function,
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that led to stronger generalization bounds in agnostic PAC setting. In [94] fast rates obtained
for squared loss, exploiting the strong convexity of this loss function, which only holds under
pseudo-dimensionality assumption. With the recent development in online strongly convex
optimization [67], fast rates approaching O(1ǫ log
1
δ ) for convex Lipschitz strongly convex loss
functions has been obtained in [139, 81]. For smooth non-negative loss functions, [137] im-
proved the sample complexity to optimistic rates
O
(
1
ǫ
(
ǫopt+ǫ
ǫ
)(
log3
1
ǫ
+ log 1
δ
))
for non-parametric learning using the notion of local Rademacher complexity [13], where ǫopt
is the optimal risk.
The proposed ClippedSGD algorithm is related to the recent studies that examined the
learnability from the viewpoint of stochastic convex optimization. In [138, 132], the authors
presented learning problems that are learnable by stochastic convex optimization but not by
empirical risk minimization (ERM). Our work follows this line of research. The proposed algo-
rithm achieves the sample complexity ofO(d log(1/ǫprior)) by explicitly incorporating the target
expected risk ǫprior into the stochastic convex optimization algorithm. It is however difficult to
incorporate such knowledge into the framework of ERM. Furthermore, it is worth noting that
in [126, 138, 125, 20], the authors explored the connection between online optimization and
statistical learning in the opposite direction. This was done by exploring the complexity mea-
sures developed in statistical learning for the learnability of online learning. We note that our
work does not contradict the lower bound in [137] because a feasible target risk ǫprior is given
in our learning setup and is fully exploited by the proposed algorithm. Knowing that the tar-
get risk ǫprior is feasible makes it possible to improve the sample complexity from O (1/ǫprior)
to O (log(1/ǫprior)). We also note that although the logarithmic sample complexity is known for
active learning [65, 12], we are unaware of any existing passive learning algorithm that is able to
achieve a logarithmic sample complexity by incorporating any kind of prior knowledge.
The proposed algorithm is also closely related to the recent works that stated O(1/n) is the
optimal convergence rate for stochastic optimization when the objective function is strongly
convex [75, 71, 124]. In contrast, the proposed algorithm is able to achieve a geometric conver-
gence rate for a target optimization error. Similar to the previous argument, our result does not
contradict the lower bound given in [71] because of the knowledge of a feasible optimizationer-
ror. Moreover, in contrast to the multistage algorithm in [71] where the size of stages increases
exponentially, in our algorithm, the size of each stage is fixed to be a constant.
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STATISTICAL CONSISTENCY OF SMOOTHED
HINGE LOSS
In Chapter 2 we discussed that convex surrogates of the 0-1 loss are highly preferred because of
the computational and theoretical virtues that convexity brings in and most prominent prac-
tical methods studied in machine learning make significant use of convexity. This is of more
importance if we consider smooth surrogates as witnessed by the fact that the smoothness
is further beneficial both computationally- by attaining an optimal convergence rate for opti-
mization, and in a statistical sense- by providing an improved optimistic rate for generalization
bound.
This chapter concerns itself with the statistical consistency of smooth convex surrogates.
The statistical consistency finds general quantitative relationships between the excess risk er-
rors associated with convex and those associated with 0-1 loss. Consistency results provide
reassurance that optimizing a surrogate does not ultimately hinder the search for a function
that achieves the binary excess risk, and thus allow such a search to proceed within the scope
of computationally efficient algorithms. Statistical consistency of surrogates under conditions
such as convexity is a well studied problem in learning community and quantitative relation-
ships between binary risk and convex excess risk has been established. In this chapter we in-
vestigate the smoothness property from the viewpoint of statistical consistency and show how
it affects the binary excess risk. We show that in contrast to optimization and generalization
errors that favor the choice of smooth surrogate loss, the smoothness of loss function may de-
grade the binary excess risk. Motivated by this negative result, we provide a unified analysis that
integrates optimization error, generalization bound, and the error in translating convex excess
risk into a binary excess risk when examining the impact of smoothness on the binary excess
risk. We show that under favorable conditions appropriate choice of smooth convex loss will
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result in a binary excess risk that is better thanO(1/
p
n).
The reminder of this paper is organized as follows. In Section 4.1 we set up notation and
describe the setting. Section 4.2 briefly discusses the classification-calibrated convex surrogate
losses on which our analysis relies. We derive the ψ-transform for smoothed hinge loss and
elaborate its binary excess risk in Section 4.3. Section 4.4 provides a unified analysis of three
types of errors and derives conditions in terms of smoothness to obtain better rates for the
binary excess risk. The omitted proofs are included in Section 4.5. Section 4.6 concludes the
paper.
4.1 Motivation
Let S =
(
(x1, y1), (x2, y2), · · · , (xn , yn)
)
be a set of i.i.d. samples drawn from an unknown distri-
butionD over Ξ=X × {−1,+1}, where xi ∈X ⊆Rd is an instance and yi ∈ {−1,+1} is the binary
class assignment for xi . Let κ(·, ·) be an universal kernel and let Hκ be the Reproducing Ker-
nel Hilbert Space (RKHS) endowed with kernel κ(·, ·). According to [156], Hκ is a rich function
space whose closure includes all the smooth functions. We consider predictors from Hκ with
bounded norm to form themeasurable function class H = {h ∈Hκ : ‖h‖Hκ ≤B}.
For a function h :X 7→R, the risk of h is defined as:
LD(h)= E(x,y)∼D
[
I
[
yh(x)≤ 0
]]
=P
[
yh(x)≤ 0
]
.
Let h∗ be the optimal classifier that attains the minimum risk, i.e. h∗ =
argminh P
[
yh(x)≤ 0
]
. We assume h∗ ∈ Hκ with ‖h∗‖Hκ ≤ B . This boundedness condi-
tion is satisfied for any RKHS with a bounded kernel (i.e. supx∈X κ(x,x) ≤ B). Henceforth, let
L
∗
D
stand for the minimum achievable risk by the optimal classifier h∗, i.e., L ∗D = LD(h∗).
Define the binary excess risk for a prediction function h ∈H as
E(h)=LD(h)−L ∗D .
Our goal is to efficiently learn a prediction function h ∈ H from the training examples
in S that minimizes the binary excess risk E(h). Many studies of binary excess risk as-
sume that the optimal classifier h ∈ H is learned by minimizing the empirical binary risk,
minh∈H 1n
∑n
i=1 I[yih(xi )≤ 0], an approach that is usually referred to as Empirical Risk Mini-
mization (ERM) [144]. To understand the generalization performance of the classifier learned
by ERM, it is important to have upper bounds on the excess risk of the empiricalminimizer that
hold with a high probability and that take into account complexity measures of classification
functions. It is well known that, under certain conditions, direct empirical classification error
minimization is consistent [144] and achieves a fast convergence rate under low noise situa-
tions [108].
One shortcoming of the ERMbased approaches is that they need tominimize 0-1 loss, lead-
ing to non-convex optimization problems that are potentially NP-hard 1 [8, 74]. A common
1We note that several works [83, 84] provide efficient algorithms for direct 0-1 empirical error minimization
but under strong (unrealistic) assumptions on data distribution or label generation.
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practice to circumvent this difficulty is to replace the indicator function I[· ≤ 0] with some con-
vex lossφ(·) and find the optimal solutionbyminimizing the convex surrogate loss. Examples of
such surrogate loss functions for 0-1 loss include logit loss φlog(h; (x, y)) = log(1+exp(−yh(x)))
in logistic regression [60], hinge loss φHinge(h; (x, y)) =max(0,1− yh(x)) in support vector ma-
chine (SVM) [42] and exponential loss φexp(h; (x, y)) = exp(−yh(x)) in AdaBoost [57]. Given a
convex surrogate loss function φ : R 7→ R+ (e.g., hinge loss, exponential loss, or logistic loss) we
define the risk with respect to the convex loss φ (convex risk or φ-risk) as
L
φ
D
(h)= E(x,y)∼D [φ(yh(x))].
Similarly we define the optimal φ-risk asL
φ,∗
D
= infh∈H E(x,y)∼D [φ(yh(x))]. The excessφ-risk
or convex excess risk of a classifier h ∈H with respect to the convex surrogate lossφ(·) is defined
as
Eφ(h)=L φD (h)−L
φ,∗
D
.
An important line of research in statistical learning theory focused on relating the convex
excess risk Eφ(h) to the binary excess risk E(h) that will be elaborated in next section.
It is known that under mild conditions, the classifier learned by minimizing the empirical
loss of convex surrogate is consistent to the Bayes classifier [155, 100, 79, 96, 140, 14]. For
instance, it was shown in [14] that the necessary and sufficient condition for a convex loss φ(·)
to be consistent with the binary loss is that φ(·) is differentiable at origin and φ′(0) < 0. It was
further established in the same work that the binary excessive risk can be upper bound by the
convex excess risk through aψ-transform that depends on the surrogate convex loss φ(·).
Since the choice of convex surrogates could significantly affect the binary excess risk, in
this chapter, we will investigate the impact of the smoothness of a convex loss function on the
binary excess risk. This is motivated by the recent results that show the advantages of using
smooth convex surrogates in reducing the optimization complexity and the generalization error
bound. More specifically, [120, 142] show that a faster convergence rate (i.e., O(1/T 2)) can be
achieved by first order methods when the objective function to be optimized is convex and
smooth such as accelerated gradient descent method introduced in Chapter 2; in [137], the
authors show that a smooth convex loss will lead to a better optimistic generalization error
bound rooted in the self-bounding property of smooth losses (Lemma A.12). Given the positive
news of using smooth convex surrogates, an open research question is how the smoothness
of a convex surrogate will affect the binary excess risk. The answer to this question, as will be
revealed later, is negative: the smoother the convex loss, the poorer approximation will be for
the binary excess risk. Thus, the second contribution of this work is to integrate these results
for smooth convex losses, and examine the overall effect of replacing 0-1 loss with a smooth
convex loss when taking into account three sources of errors, i.e. the optimization error, the
generalization error, and the error in translating the convex excess risk into the binary risk. As
we will show, under favorable conditions, appropriate choice of smooth convex loss will result
a binary excess risk better thanO(1/
p
n).
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4.2 Classification Calibration and Surrogate Risk Bounds
Although it is computationally convenient to minimize the empirical risk based on a convex
surrogate, the ultimate goal of any classification method is to find a function h ∈Hκ that mini-
mizes the binary loss. Therefore, it is crucial to investigate the conditions which guarantee that
if the φ-risk of h gets close to the optimal L
φ,∗
D
, the binary risk of h will also approach the op-
timal binary risk L ∗
D
. This question has been an active trend in statistical learning theory over
the last decadewhere the necessary and sufficient conditions have been established for relating
the binary excess risk to a convex excess risk [155, 100, 79, 96, 140, 14].
In this chapter we follow the strategy introduced in [14] in order to relate the binary excess
risk to the excess φ-risk. Their methodology, through the notion of classification calibration,
allows us to find quantitative relationship between the excess risk associated with φ and the
excess risk associated with 0-1 loss. It is established in [14] that the binary excessive risk can be
bounded by the convex excess risk,based on the convex loss functionφ, through aψ-transform.
Definition 4.1. Given a loss function φ :R 7→ [0,∞), define the functionψ : [0,1] 7→ [0,∞) by
ψ˜(z)=H−
(
1+ z
2
)
−H
(
1+ z
2
)
where
H−(η)= inf
α:α(2η−1)≤0
(
ηφ(α)+ (1−η)φ(−α)
)
and H(η)= inf
α∈R
(
ηφ(α)+ (1−η)φ(−α)
)
.
The transform functionψ : [0,1] 7→ [0,∞) is defined to be the convex closure of ψ˜.
The following theorem from [14, Theorem 1] shows that the binary excess risk can be
bounded by the convex excess risk using transform function ψ : [0,1] 7→ [0,∞) that depends
on the surrogate convex loss function.
Theorem 4.2. For any non-negative loss function φ(·), any measurable function h ∈H , and any
probability distribution D on X ×Y , there is a nondecreasing functionψ : [0,1] 7→ [0,∞) that
ψ(LD(h)−L ∗D)≤L
φ
D
(h)−L φ,∗
D
(4.1)
holds. Here the minimization is taken over all measurable functions.
Definition 4.3. A convex loss φ is classification-calibrated if, for any η 6= 1/2,
H−(η)>H(η).
This condition is essentially an extension of [155, Theorem 2.1] and can be viewed as a form
of Fisher consistency that is appropriate for classification.
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It has been shown in [14] that the necessary and sufficient condition for a convex loss φ(z)
to be classification-calibrated is if it is differentiable at the origin and φ′(0)< 0. In particular, for
a certain convex function φ(·), theψ-transform can be computed by
ψ(z)= inf
αz≤0
(
1+ z
2
φ(α)+ 1− z
2
φ(−α)
)
− inf
α∈R
(
1+ z
2
φ(α)+ 1− z
2
φ(−α)
)
,
that can be further simplified as ψ(z) = φ(0)−H
(1+z
2
)
when φ is classification-calibrated. Ex-
amples of ψ-transform for the convex surrogate functions of known practical algorithmsmen-
tioned before are as follows: (i) for hinge loss φ(α) = max(0,1−α) , ψ(z) = |z|, (ii) for ex-
ponential loss φ(α) = e−α, ψ(z) = 1−
p
1− z2 ≥ z2/2, and (iii) for truncated quadratic loss
φ(α)= [max(0,1−α)]2, φ(z)= z2.
Remark 4.4. We note that the inequality in (4.1) provides insufficient guidance on choosing ap-
propriate loss function. A fewbrief comments are appropriate. First, it does notmeasure explicitly
how the choice of the convex surrogate φ(·) affects the excess risk L φ
D
(h)−L φ,∗
D
. Second, it does
not take into account the impact of loss function on optimization efficiency, an important issue
for practitioners when dealing with big data. It is thus unclear, from Theorem 4.2, how to choose
an appropriate loss function that could result in a small generalization error for the binary loss
when the computational time is limited. In this chapter, we address these limitations by exam-
ining a family of convex losses that are constructed by smoothing the hinge loss function using
different smoothing parameters. We study the binary excessive risk of the learned classification
function by taking into account errors in optimization, generalization, and translation of convex
excess risk into binary excess risk.
4.3 Binary Excess Risk for Smoothed Hinge Loss
As stated before, to efficiently learn a prediction function h ∈ H , we will replace the binary
loss with a smooth convex loss. Since hinge loss is one of the most popular loss functions used
in machine learning and is the loss of choice for classification problems in terms of the mar-
gin error [19], in this work, we will focus on the smoothed version of the hinge loss. Another
advantage of using the hinge loss is that its ψ-transform is a linear function. Compared with
the ψ-transforms of other popular convex loss functions (e.g. exponential loss and truncated
square loss) that are mostly quadratic, using the hinge loss as convex surrogate will lead to a
tighter bound for the binary excess risk.
The smoothed hinge loss considered in this chapter is defined as
φ(z;γ)= max
α∈[0,1]
α(1− z)+ 1
γ
R(α), (4.2)
whereR(α)=−α logα− (1−α) log(1−α) and γ> 0 is the smoothing parameter. It is straightfor-
ward to verify that the loss function in (4.2) can be simplified as
φ(z;γ)= 1
γ
log(1+exp(γ(1− z))).
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It is not immediately clear from Theorem 4.2 how the relationship between smooth convex ex-
cess risk Eφ(·) and binary excess risk is affected by the smoothness parameter γ. In addition, as
discussed in [14], whereas conditions such as convexity and smoothness have natural relation-
ship to optimization and generalization, it is not immediately obvious how properties such as
convexity and smoothness of convex surrogate relates to statistical consequences. In what fol-
lows, we show that, indeed smoothness of loss function has a negative statistical consequence
and can degrade the binary excess risk.
4.3.1 ψ-Transform for Smoothed Hinge Loss
The first step in our analysis is to derive theψ-transform for the loss function defined in (4.2) as
stated in the following theorem.
Theorem 4.5. Theψ-transform of smoothed hinge loss with smoothing parameter γ is given by
ψ(η;γ)=−1+η
2γ
log
(
1
1+eγ
[
1+eγ C1
1+η
])
− 1−η
2γ
log
(
1
1+eγ
[
1+eγ C2
1−η
])
where C1 and C2 are defined as C1 =−ηeγ+
√
η2e2γ+1−η2 and C2 = ηeγ+
√
η2e2γ+1−η2.
The ψ-transform given in Theorem 4.5 is too complicated to be useful. The theorem below
provides a simpler bound for theψ-transform in terms of the smoothness parameter γ.
Theorem 4.6. For η ∈ (−1,1), we have
ψ(η;γ)≥ |η|− 1
γ
log
1
|η| .
Remark 4.7. The bound obtained in Theorem 4.6 demonstrates that when γ approaches to in-
finity, the ψ-transform for smoothed hinge loss φ(η;γ) becomes |η|. According to [14], the ψ-
transform for the hinge loss isψ(η)= |η|. Therefore, this result is consistent with theψ-transform
for smoothed hinge loss, which is the limit of φ(z;γ) as γ approaches infinity.
4.3.2 Bounding E(h) based on Eφ(h)
Based on the transform functionψ(·;γ) that is computed for smoothed hinge loss with smooth-
ing parameter γ, we are now in the position to bound its corresponding binary excess riskE(h).
Our main result in this section is the following theorem that shows how binary excess risk can
be bounded by the excess φ-risk for smoothed hinge loss.
Theorem 4.8. Consider any measurable function h ∈H and the smoothed hinge loss φ(·) with
parameter γ defined in (4.2). Then, binary excess risk E(h) can be bounded by the smooth convex
excess risk Eφ(h) as
E(h)≤Eφ(h)+
Eφ(h)
1+γEφ(h)
log
1
Eφ(h)
.
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Proof. Using the result from Theorem 4.2, we have Eφ(h) ≥ψ(E(h);γ) and therefore an imme-
diate result from the ψ-transform for smoothed hinge loss that is obtained in Theorem 4.6 in-
dicates
E(h)+ 1
γ
logE(h)≤Eφ(h).
Define ∆=E(h)−Eφ(h). We have
∆+ 1
γ
log(∆+Eφ(h))=∆+
1
γ
logEφ(h)+
1
γ
log
(
1+ ∆
Eφ(h)
)
≤ 0.
Based on the log(1+ x) ≤ x inequality, the sufficient condition for the above inequality to hold
is to have
∆+ ∆
γEφ(h)
≤ 1
γ
log
1
Eφ(h)
and therefore
∆≤ γ
−1
1+ (γEφ(h))−1
log
1
Eφ(h)
= Eφ(h)
1+γEφ(h)
log
1
Eφ(h)
.
The final bound is obtained by substituting E(h)−Eφ(h) for ∆ in the left hand side of above
inequality.
As indicated by Theorem 4.8, the smaller the smoothing parameter γ, the poorer the ap-
proximation is in bounding the binary excess E(h) with smooth convex excess risk Eφ(h). On
the other hand, the smoothness of loss function has been proven to be beneficial in terms of
optimization error and generalization bound. The mixture of negative and positive results for
using smooth convex surrogatesmotivates us to develop an integrated bound for binary excess
risk that takes into account all types of errors. One of the main contributions of this work is
to show that under favorable conditions, with appropriate choice of smoothing parameter, the
smoothed hinge loss will result in a bound for the binary excess risk better thanO(1/
p
n).
4.4 A Unified Analysis
Using the smoothed hinge loss, we define the convex loss for a prediction function h ∈ H as
L
φ
D
(h) = E[φ(yh(x);γ)]. Let h∗γ be the optimal classifier that minimizes L φD (h). Similar to the
case of binary loss, we assume h∗γ ∈Hκ with ‖h∗γ‖ ≤B . The smooth convex excess risk for a given
prediction function h ∈H is then given by Eφ(h)=L φD (h)−L
φ
D
(h∗γ). Given the smooth convex
loss φ(z;γ) in (4.2), we find the optimal classifier by minimizing the empirical convex loss, i.e.
minh∈Hκ,‖h‖Hκ≤B L
φ
S
(h), where the empirical convex loss L
φ
S
(h) is given by
L
φ
S
(h)= 1
n
n∑
i=1
φ(yih(xi );γ). (4.3)
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Let ĥ be the solution learned from solving the empirical convex loss over training examples.
There are three sources of errors that affect bounding the binary excess risk E(ĥ). First, since ĥ
is obtainedby numerically solving an optimizationproblem, the error in estimating the optimal
solution,whichwe refer to as optimization error 2, will affectE(ĥ). Additionally, since the binary
excess risk can be bounded by a nonlinear transform of the convex excess risk, both the bound
for Eφ(ĥ) and the error in approximatingE(ĥ) with Eφ(ĥ) will affect the final estimation of E(ĥ).
We aim at investigating how the smoothing parameter γ affect all these three types of errors.
As it is investigated in Theorem 4.8, a smaller smoothing parameter γ will result in a poorer
approximation of E(ĥ). On the other hand, a smaller smoothing parameter γ will result in a
smaller estimation error and a smaller bound for Eφ(ĥ). Based on the understanding of how
smoothing parameter γ affects the three errors, we identify the choice of γ that results in the
best tradeoff between all three error and consequentially a binary excess risk E(ĥ) better than
O(1/
p
n).
To investigate how the smoothing parameter γ affects the binary excess riskE(ĥ), we intend
to unify three types of errors. The analysis is comprised of two components, i.e. bounding the
binary excess risk E(h) by a smooth convex excess risk Eφ(h) that has been established in The-
orem 4.8 and bounding Eφ(h) for a solution h that is suboptimal in minimizing the empirical
convex loss L
φ
S
(h) that is the focus of this section.
4.4.1 Bounding Smooth Excess Convex Risk Eφ(h)
We now turn to bounding the excess φ-risk Eφ(h) for the smoothed hinge loss. To bound Eφ(h)
we need to consider two types of errors: optimization error due to the approximate optimiza-
tion of the empiricalφ-risk, and the generalization error bound for the empirical riskminimizer.
After obtaining these two errors for smooth convex surrogates, we provide a unified bound on
the excess φ-risk Eφ(h) of empirical convex risk minimizer in terms of n.
We begin by bounding the error arising from solving the optimization problemnumerically.
One nice property of smoothed hinge loss function is that both its first order and second order
derivatives are bounded, i.e.
|φ′(z;γ)| =
∣∣∣∣ exp(γ(1− z)1+exp(γ(1− z))
∣∣∣∣≤ 1, φ′′(z;γ)= γ exp(γ(1− z))(1+exp(γ(1− z)))2 ≤ γ4 .
Due to the smoothness of φ(z;γ), we can apply the accelerated optimization algorithm [120,
142] to achieve an O(1/k2) convergence rate for the optimization, where k is the number of it-
erations the optimization algorithm proceeds (see e.g., accelerated gradient descent algorithm
in Subsection 2.3.2.2). More specifically, we will apply Algorithm 1 from [142] to solve the nu-
merical optimization problem in (4.3) over the convex domainH = {h ∈Hκ : ‖h‖Hκ ≤B} which
2We note that in literature the error in estimating the optimal solution for empirical minimization is usually
referred to as estimation error. We emphasize it as optimization error because different convex surrogates could
lead to very different iteration complexities and consequentially different optimization efficiency.
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results in the following updating rules at sth iteration:
gs = (1−θs)hs +θs fs
fs+1 = argmin
f ∈H
(
〈∇L φ
S
(gs), f − gs〉+
θs
2
‖ f − fs‖Hκ
)
hs+1 = (1−θs)hs +θs fs+1.
(4.4)
The following theorem that follows immediately from [142, Corollary 1] and the fact φ′′(z;γ) ≤
γ/4, bounds the optimization error for the optimization problem after k iterations.
Lemma 4.9. Let ĥ = hk+1 be the solution obtained by running accelerated gradient descent
method (i.e., updating rules in (4.4)) to solve the optimization problem in (4.3) after k iterations
with θ0 = 1 and θk = 2/(k+2) for k ≥ 1. We have
L
φ
S
(ĥ)≤ min
‖h‖Hκ≤B
L
φ
S
(h)+ γB
2
(k+2)2 .
We now turn to understanding the generalization error for the smooth convex loss. There
are many theoretical results giving upper bounds of the generalization error. However, a recent
result [137] has showed that it is possible to obtain optimistic rates for generalization bound of
smooth convex loss (in the sense that smooth losses yield better generalization bounds when
the problem is easier), which are more appealing than the generalization of simple Lipschitz
continuous losses. The following theorem from [137, Theorem 1] bounds the generalization er-
ror for any solutionh ∈H when the learninghas been performedby a smooth convex surrogate
φ(·).
Lemma 4.10. With a probability 1−δ, for any ‖h‖Hκ ≤B, we have
L
φ
D
(h)−L φ
S
(h) ≤ K1
(B +γB2)t
n
+
√
L
φ
S
(h)
(B +γB2)t
n

L
φ
D
(h)−L φ
S
(h) ≤ K2
(B +γB2)t
n
+
√
L
φ
D
(h)
(B +γB2)t
n
 .
where t = log(1/δ)+ log3n and K1 and K2 are universal constants.
The bound stated in this lemma is optimistic in the sense that it reduces to O˜(1/
p
n) when
the problem is difficult and be better when the problem is easier, approaching O˜(1/n) for lin-
early separable data, i.e., L
φ,∗
D
= 0 in the second inequality. These two lemmas essentially en-
able us to transform a bound on the optimization error and generalization bound into a bound
on the convex excess risk. In particular, by combining Lemma 4.9 with Lemma 4.10, we have
the following theorem that bounds the smooth convex excess risk Eφ(ĥ)=L φD (ĥ)−L
φ
D
(h∗
λ
) for
the empirical convex riskminimizer.
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Theorem 4.11. Let ĥ be the solution output from updating rules in (4.4) after k iterations. Then,
with a probability at least 1−δ, we have
Eφ(ĥ)≤
γB2
(k+2)2 +K
 (B +γB2)t
n
+
√
L
φ,∗
D
(B +γB2)t
n
+
√
γB2(B +γB2)t
(k+2)2n

where K is a universal constant, t = log(1/δ)+ log3n, and L φ,∗
D
=min‖h‖Hκ≤B L
φ
D
(h).
Since our overall interest is to understand how the smoothing parameter γ affects the con-
vergence rate of excess risk in terms of n, the number of training examples, it is better to
parametrize both the number of iterations k and smoothing parameter γ in n, and bound the
Eφ(ĥ) only in terms of n. This is given in the following corollary.
Corollary 4.12. Assume γ≥ 1 and B ≥ 1. Paramertize k and γ in terms of n as k +2= nα/2 and
γ= nβ. Then, with a probability at least 1−δ,
Eφ(ĥ)≤C (B , t )
(
nβ−α+nβ−1+nβ−(α+1)/2+ [L φ,∗
D
]1/2n(β−1)/2
)
(4.5)
where C (B , t ) is a constant depending on both B and t with t = log(1/δ)+ log3n.
The bound given in (4.5) depends on L
φ,∗
D
. We would like to further characterize L
φ,∗
D
in
terms of γ. First, we have
φ(z;γ) = max
α∈[0,1]
max(0,1− z)+ 1
γ
R(α)
≤ max
α∈[0,1]
max(0,1− z)+ 1
γ
log2=φHinge(z)+
log2
γ
,
where φHinge(z)=max(0,1− z) is the hinge loss. As a result, we have
L
φ,∗
D
≤LHinge,∗
D
+ log2
γ
where L
Hinge,∗
D
= min
‖h‖Hκ≤B
E(x,y)∼D
[
φHinge(yh(x))
]
is the optimal risk with respect to the hinge
loss. In general, we will assume
L
φ,∗
D
≤LHinge,∗
D
+ a
γ1+ξ
(4.6)
where a > 0 is a constant and ξ ≥ 0 characterizes how fast L φ,∗
D
will converge to L
Hinge,∗
D
with
increasing γ. To see why the assumption in (4.6) is sensible, consider the case when the opti-
mal classifier h∗Hinge = argmin‖h‖Hκ≤B L
Hinge
D
(h) can perfectly classify all the data points with
margin ǫ, in which we have
L
φ,∗
D
≤LHinge,∗
D
+O
(
e−ǫγ
γ
)
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which satisfy the condition in (4.6) with arbitrarily large ξ. It is easy to verify that the condition
(4.6) holds with ξ> 0 if h∗Hinge can perfectly classifyO(1−γ−1−ξ) percentage of data withmargin
ǫ.
Using the assumption in (4.6), we have the following result that characterizes the smooth
convex excess risk bound Eφ(ĥ) stated in terms of the parametersα, δ and L
Hinge,∗
D
.
Theorem 4.13. Assume α≥ 1/2. Set β as
β= min(1/2,α−1/2)
1+ξ .
With a probability 1−δ, we have
Eφ(ĥ)≤O(n−τ1 + [LHinge,∗D ]
1/2n−τ2)
where
τ1 =
1+2ξmin(1,α)
2(1+ξ) , τ2 =
1/2+ξ
2(1+ξ)
Proof. ReplacingL
φ,∗
D
in Corollary 4.12 with the expression in (4.6), we have, with a probability
1−δ,
Eφ(ĥ)≤C (R , t ,a)
(
nβ−α+nβ−1+nβ−(α+1)/2+ [LHinge,∗
D
]1/2n(β−1)/2+n−1/2−ξβ
)
We first consider the case when α> 1. In this case, we have
Eφ(ĥ)≤O
(
nβ−1+n−1/2−ξβ+ [LHinge,∗
D
]1/2n(β−1)/2
)
By choosing β−1=−1/2−ξβ, we have β= 1/21+ξ and
Eφ(ĥ)≤O(n−(1/2+ξ)/(1+ξ)+ [LHinge,∗D ]
1/2n−(1/2+ξ)/[2(1+ξ)]
In the second case, we have α ∈ [1/2,1]. Hence we have
Eφ(ĥ)≤O
(
nβ−α+ [LHinge,∗
D
]1/2n(β−1)/2+n−1/2−ξβ
)
By setting β−α=−1/2−ξβ, we have β= α−1/21+ξ and
Eφ(ĥ)≤O
(
n
− ξα+1/21+ξ + [LHinge,∗
D
]1/2n−(1/2+ξ)/[2(1+ξ)]
)
.
We complete the proof by combining the results for the two cases.
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4.4.2 Bounding Binary Excess Risk E(h)
We now combine the results from Theorem 4.8 and Corollary 4.12 to bound E(h).
Theorem 4.14. Assume α≥ 1/2. For a failure probability δ ∈ (0,1), define n0 as
n0 ≤K3(B ,δ)
(
1
L
Hinge,∗
D
)1/(2τ1−2τ2)
where K3(B ,δ) is a constant depending on B and δ, and τ1 and τ2 are defined in Theorem 4.13.
Set β as that in Theorem 4.13 if n ≤ n0 and 0, otherwise. Then, with a probability 1−δ, we have
Eφ ≤
{
K4(B ,δ)n−τ1 logn n ≤ n0
K5(B ,δ)n−1/2 logn n > n0
where K4(B ,δ) and K5(B ,δ) are constants depending on B and δ.
Theorem 4.14 follows from Theorem 4.8 and similar analysis for Theorem 4.13, from which
we have
E(ĥ)=LD(ĥ)−L ∗D ≤O
(
min
(
γ−1,L φ
D
(ĥ)−L φ,∗
D
)
logn
)
Remark 4.15. According to Theorem 4.14, when the number of training examples n is not too
large, for the binary excess risk of empirical minimizer we have, with a high probability,
E(ĥ)≤O(n−τ1 logn).
In the case when ξ > 0 and α > 1/2 (i.e. when the number of optimization iterations is larger
than
p
n and L
φ,∗
D
converges to L
Hinge,∗
D
faster than 1/γ), we have τ1 > 1/2, implying that using
a smooth convex loss will lead to a generalization error bound better than O(n−1/2) when the
number of training examples is limited. This implies that for smooth loss function to achieve a
binary excess error to the extent which is achievable by corresponding non-smooth loss we can
run the first order optimization method for a less number of iterations. This is because our result
examines the binary excess risk by taking into account the optimization complexity.
We also note 1/(2τ1−2τ2) is given by
1
2τ1−2τ2
= 1+ξ
1/2+ξmin(1,2α−1)
Whenα≤ 3/4, we have n0 ≥K3(B ,δ)[LHinge,∗D ]−2, which could be a large number whenL
Hinge,∗
D
is very small.
CHAPTER 4. STATISTICAL CONSISTENCY OF SMOOTHEDHINGE LOSS 79
4.5 Proofs of Statistical Consistency
4.5.1 Proof of Theorem 4.5
We first compute
z = argmin
z ′
1+η
2
φ(z ′;γ)+ 1−η
2
φ(−z ′;γ)
By setting the derivative to be zero, we have
1+η
1+exp(−γ(1− z)) =
1−η
1+exp(−γ(1+ z))
and therefore
(1+η)exp(−γz)− (1−η)exp(γz)+2ηexp(γ)= 0.
Solving the equation, we obtain
exp(−γz)= −ηexp(γ)+
√
η2exp(2γ)+ (1−η2)
1+η
and
exp(γz)= ηexp(γ)+
√
η2 exp(2γ)+ (1−η2)
1−η .
It is easy to verify that sgn(z)= sgn(η). This is because if η> 0, we have
exp(−γz)≤
√
1−η2
1+η =
√
1−η
1+η < 1
and therefore z > 0. On the other hand, when η< 0, we have
exp(γz)= 1+η
−ηexp(γ)+
√
η2 exp(2γ)+ (1−η2)
≤
√
1+η
1−η < 1,
and therefore z < 0. Using the solution for z, we computeφ(η) as
ψ(η;γ) = 1+η
2
φ(z;γ)+ 1−η
2
φ(z;γ)−min
z
1+η
2
φ(z;γ)+ 1−η
2
φ(z;γ)
= −1+η
2γ
log
1+exp(γ(1− z))
1+exp(γ) −
1−η
2γ
log
1+exp(γ(1+ z))
1+exp(γ) .
By defining constantsC1=−ηeγ+
√
η2e2γ+1−η2 andC2= ηeγ+
√
η2e2γ+1−η2, we can rewrite
the transform functionψ(η;γ) as
ψ(η;γ)=−1+η
2γ
log
(
1
1+eγ
[
1+eγ C1
1+η
])
− 1−η
2γ
log
(
1
1+eγ
[
1+eγ C2
1−η
])
.
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4.5.2 Proof of Theorem 4.6
Since the expression for ψ(η;γ) is symmetric in terms η, we will only consider the case when
η> 0. First, we have
C1e
γ
1+η =
1−η
η+
√
η2+ (1−η2)e−2γ
≤ 1−η
2η
.
Similarly, we have
C2e
γ
1−η =
eγ
1−η
(
ηeγ+
√
η2e2γ+1−η2
)
≤ 1+η
1−ηe
2γ
Thus, we have
ψ(η;γ) ≥ 1+η
2γ
log(1+eγ)− 1+η
2γ
log
(
1−η
2η
)
− 1−η
2γ
log
(
1+η
1−ηe
γ
)
≥ η− 1+η
2γ
log
(
1−η
2η
)
− 1−η
2γ
log
(
1+η
1−η
)
≥ η− 1
γ
log
(
1−η2
4η
+ 1+η
2
)
= η− 1
γ
log
(
1
4η
+ η
4
+ 1
2
)
where the last inequality follows from the concaveness of log(·) function. As a result when η ∈
(−1,1) we have
1
4η
+ η
4
+ 1
2
≤ 1
η
,
which completes the proof.
4.5.3 Proof of Theorem 4.11
Applying Lemmas 4.9 and 4.10 to the solution to the empirical convex riskminimizer ĥ, we have
L
φ
D
(ĥ)≤L φ
S
(ĥ)+K1
 (B +γB2)t
n
+
√
L
φ
S
(ĥ)
(B +γB2)t
n
 (4.7)
≤ L φ
S
(h∗γ)+
γB2
(k+2)2 +K1
(B +γB2)t
n
+
√
L
φ
S
(h∗γ)
(B +γB2)t
n
+
√
γB2(B +γB2)t
(k+2)2n

On the other hand, by the application of the Bernstein’s inequality [30], with probability at least
1−δwe have
L
φ
S
(h∗γ)−L
φ
D
(h∗γ)≤
4B log 1δ
n
+
√√√√√4E(x,y)∼D
[(
φ(yh∗γ(x);γ)−L φD (h∗γ)
)2]
log 1
δ
n
≤
4B log 1δ
n
+
√
8BL
φ
D
(h∗γ) log
1
δ
n
.
(4.8)
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We conclude the proof by plugging in (7.7) with (7.6), replacing the constants with a new uni-
versal constant K , and noting that t = log 1δ + log3n .
4.6 Summary
In this chapter we have investigated how the smoothness of loss function being used as the sur-
rogate of 0-1 loss function in empirical risk minimization affects the excess binary risk. While
the relation between convex excess risk and binary excess risk being provably established pre-
viously under weakest possible condition such as differentiability, it was not immediately obvi-
ous how smoothness of convex surrogate relates to statistical consequences. This chaptermade
first step towards understanding this affect. In particular, in contrast to optimization and gen-
eralization analysis that favor smooth surrogate losses, our results revealed that smoothness
degrades the binary excess risk. To investigate guarantees onwhich the smoothness would be a
desirable property, we proposed a unified analysis that integrates errors in optimization, gener-
alization, and translating convex excess risk into binary excess risk. Our result shows that under
favorable conditions and with appropriate choice of smoothness parameter, a smoothed hinge
loss can achieve a binary excess risk that is better thanO(1/
p
n).
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Part III
Sequential Prediction/Online Learning
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REGRET BOUNDED BY GRADUAL VARIATION
The focus so far in this thesis has been on statistical learningwhere we assumed that the learner
is provided with a pool of i.i.d training examples according to a fixed and unknown distribution
D from the instance spaceΞ=X ×Y and is asked to output a hypothesish ∈H which achieves
a good generalization performance. This statistical assumption permits the estimation of the
generalization error and the uniform convergence theory provides basic guarantees on the cor-
rectness of future predictions.
We turn now to the sequential prediction setting in which no statistical assumption is made
about the sequence of observations. In particular, we consider the online convex optimization
problem introduced in Chapter 2 where the ultimate goal is to devise efficient algorithms in
adversarial environments with sub-linear regret bounds in terms of the number of rounds the
game proceeds. We have seen a wide variety of algorithms such as Follow The Perturbed Leader
(FTPL) for linear and combinatorial online learning problems, and a simple Online Gradient
Descent (OGD), Follow The Regularized Leader (FTRL), and Online Mirror Descent (OMD) al-
gorithms for general convex functions which attain an O(
p
T ) and O(logT ) regret bounds for
Lipschitz continuous and strongly convex functions, respectively.
Most previous works, including those discussed above, considered the most general setting
in which the loss functions could be arbitrary and possibly chosen in an adversarial way. How-
ever, the environments around us may not always be fully adversarial, and the loss functions
may have some patterns which can be exploited for achieving a smaller regret. For example,
the weather condition or the stock price at one moment may have some correlation with the
next and their difference is usually small, while abrupt changes only occur sporadically. Conse-
quently, it is objected that requiring an algorithm to have a small regret for all sequences leads
to results that are too loose to be practically interesting, and the bounds obtained for worst
case scenarios become pessimistic for these regular sequences. Recently, it has been shown
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that the regret of the FTRL algorithm for online linear optimization can be bounded by the total
variation of the cost vectors rather than the number of rounds. This result is appealing for the
scenarios where the sequence of loss functions have a pattern and are not fully adversarial.
In this chapter we extend this result to general online convex optimization and introduce
a new measure referred to as gradual variation to capture the variation of consecutive convex
functions. We show that the total variation bound is not necessarily small when the cost func-
tions change slowly, and the gradual variation lower bounds the total variation. To establish the
main results, we discuss a lower bound on the performanceof the FTRL thatmaintains only one
sequence of solutions, and a necessary condition on smoothness of the cost functions for ob-
taining a gradual variation bound. We then present two novel algorithms, improved FTRL and
OnlineMirror Prox (OMP), that bound the regret by the gradual variation of cost functions. Un-
like previous approaches thatmaintain a single sequence of solutions, the proposed algorithms
maintain two sequences of solutions thatmakes it possible to achieve a gradual variation-based
regret bound for online convex optimization. We also extend the main results two-fold: (i)
we present a general method to obtain a gradual variation bound measured by general norms
rather than the ℓ2 norm and specialize it to three online learning settings, namely online lin-
ear optimization, prediction with expert advice, and online strictly convex optimization; (ii) we
develop a deterministic algorithm for online bandit optimization in multipoint bandit setting
based on the proposed OMP algorithm.
5.1 Variational Regret Bounds
Recall that in online convex optimization problem, at each trial t , the learner is asked to predict
the decision vector wt that belongs to a bounded closed convex set W ⊆ Rd ; it then receives a
cost function ft :W →R+ from a family of convex functionsF and incurs a cost of ft (wt ) for the
submitted solution. The goal of online convex optimization is to come up with a sequence of
solutionsw1, . . . ,wT ∈W thatminimizes the regret, which is defined as the difference in the cost
of the sequence of decisions accumulated up to the trial T made by the learner and the cost of
the best fixed decision in hindsight, i.e.
RegretT =
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w). (5.1)
The goal of online convex optimization is to design algorithms that predict, with a small re-
gret, the solutionwt at the t th trial given the (partial) knowledge about the past cost functions
f1, f2, · · · , ft−1 ∈F .
As alreadymentioned, generallymost previous studies of online convex optimizationbound
the regret in terms of the number of trials T . In particular for general convex Lipschitz con-
tinuous and strongly convex functions regret bounds of O(
p
T ) and O(logT ) have been estab-
lished, respectively, which are known to minimax optimal. However, it is expected that the
regret should be low in an unchanging environment or when the cost functions are somehow
correlated. Ideally, the tightest rate for the regret should dependon the variance of the sequence
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of cost functions rather than the number of rounds T . Consequently, the bounds obtained for
worst case scenarios in terms of number of iterations become pessimistic for these regular se-
quences and too loose to be practically interesting. Therefore, it is of great interest to derive a
variation-based regret bound for online convex optimization in an adversarial setting.
Recently [68] made a substantial progress in this route and proved a variation-based regret
bound for online linear optimization by tight analysis of FTRL algorithmwith an appropriately
chosen step size. A similar regret bound is shown in the same paper for prediction from ex-
pert advice by slightly modifying the multiplicative weights algorithm. In this chapter, we take
one step further and contribute to this research direction by developing algorithms for general
framework of online convex optimization with variation-based regret bounds.
When all the cost functions are linear, i.e., ft (w)= 〈ft ,w〉, where ft ∈ Rd is the cost vector in
trial t , online convex optimization becomes online linear optimization. Many decision prob-
lems can be cast into online linear optimization problem, such as prediction from expert ad-
vice [36], online shortest path problem [141]. The first variation-based regret bound for online
linear optimizationproblems in an adversarial setting has been shown in [68]. Hazan and Kale’s
algorithm for online linear optimization is based on the framework of FTRL. At each trial, the
decision vectorwt is given by solving the following optimization problem:
wt = argmin
w∈W
t−1∑
τ=1
〈fτ,w〉+
1
2η
‖w‖22, (5.2)
where ft is the cost vector received at trial t after predicting the decisionwt , and η is a step size.
They bound the regret by the variation of cost vectors defined as
VariationT =
T∑
t=1
‖ft −µ‖22, (5.3)
where µ = 1/T ∑Tt=1 ft . By assuming ‖ft‖2 ≤ 1,∀t and setting the value of η to η =
min(2/
p
VariationT ,1/6), they showed that the regret of FTRL can be bounded by
T∑
t=1
〈ft ,wt 〉−min
w∈W
T∑
t=1
〈ft ,w〉 ≤
{
15
p
VariationT if
p
VariationT ≥ 12
150 if
p
VariationT ≤ 12
. (5.4)
From (5.4), we can see that when the variation of the cost vectors is small (less than 12), the
regret is a constant, otherwise it is bounded by the variation O(
p
VariationT ). This result indi-
cates that online linear optimization in the adversarial setting is as efficient as in the stationary
stochastic setting.
5.2 Gradual Variation and Necessity of Smoothness
Here we introduce a newmeasure to characterize the efficiency of online learning algorithms in
evolving environments which is termed as gradual variation. The motivation of defining grad-
ual variation stems from two observations: one is practical and the other one is technical raised
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Algorithm 2 Linearalized Follow The Regularized Leader for OCO
1: Input: η> 0
2: Initialize: w1 = 0
3: for t = 1, . . . ,T do
4: Predictwt by
wt = argmin
w∈W
t−1∑
τ=1
〈fτ,w〉+
1
2η
‖w‖22
5: Receive cost function ft (·) and incur loss ft (wt )
6: Compute ft =∇ ft (wt )
7: end for
by the limitation of extending the results in [68] to general convex functions. From practical
point of view, we are interested in a more general scenario, in which the environment may be
evolving but in a somewhat gradual way. For example, the weather condition or the stock price
at one moment may have some correlation with the next and their difference is usually small,
while abrupt changes only occur sporadically.
In order to understand the limitation of extending the results in [68], let us apply the results
to general convex loss functions. This is an important problem in its own as online convex
optimization generalizes online linear optimization by replacing linear cost functionswith non-
linear convex cost functions and covers many other sequential decision making problems. For
instance, it has found applications in portfolio management [6] and online classification [87].
In online portfolio management problem, an investor wants to distribute his wealth over a set
of stocks without knowing the market output in advance. If we let wt denote the distribution
on the stocks and rt denote the price relative vector, i.e., rt [i ] denote the the ratio of the closing
price of stock i on day t to the closing price on day t − 1, then an interesting function is the
logarithmic growth ratio, i.e.
∑T
t=1 log(〈wt ,rt 〉), which is a concave function to be maximized.
Since the results in [68] were developed for linear loss functions, a straightforward ap-
proach is to use the first order approximation for convex loss functions, i.e., ft (w) ≃ ft (wt )+
〈∇ ft (wt ),w−wt 〉, and replace the linear loss vector with the gradient of the loss function ft (w)
at wt . The resulting algorithm is shown in Algorithm 2. Using the convexity of loss function
ft (w), we have
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤
T∑
t=1
〈ft ,wt 〉−min
w∈W
T∑
t=1
〈ft ,w〉. (5.5)
If we assume ‖∇ ft (w)‖2 ≤ 1,∀t ∈ [T ],∀w ∈ W , we can apply Hazan and Kale’s variation-based
bound in (5.4) to bound the regret in (5.5) by the variation of the cost functions as:
VariationT =
T∑
t=1
‖ft −µ‖22 =
T∑
t=1
∥∥∥∥∥∇ ft (wt )− 1T T∑τ=1∇ fτ(wτ)
∥∥∥∥∥
2
2
. (5.6)
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To better understand VariationT in (5.6), we rewrite it as
VariationT =
T∑
t=1
∥∥∥∥∥∇ ft (wt )− 1T T∑τ=1∇ fτ(wτ)
∥∥∥∥∥
2
2
= 1
2T
T∑
t ,τ=1
‖∇ ft (wt )−∇ fτ(wτ)‖2
≤ 1
T
T∑
t=1
T∑
τ=1
‖∇ ft (wt )−∇ ft (wτ)‖22+
1
T
T∑
t=1
T∑
τ=1
‖∇ ft (wτ)−∇ fτ(wτ)‖22
=Variation1T +Variation2T .
We see that the variation VariationT is bounded by two parts: Variation
1
T essentially measures
the smoothness of individual cost functions, while Variation2T measures the variation in the
gradients of cost functions. Let us consider an easy settingwhen all cost functions are identical.
In this case, Variation2T vanishes, and VariationT is equal to Variation
1
T /2, i.e.,
VariationT =
1
2T
T∑
t ,τ=1
‖∇ ft (wt )−∇ fτ(wτ)‖2
= 1
2T
T∑
t ,τ=1
‖∇ ft (wt )−∇ ft (wτ)‖2
=
Variation1T
2
.
As a result, the regret of the FTRL algorithm for online convex optimizationmay still be bounded
byO(
p
T ) regardless of the smoothness of the cost functions.
To address this challenge, we develop two novel algorithms for online convex optimization
that bound the regret by the variation of cost functions. In particular, we would like to bound
the regret of online convex optimization by the variation of cost functions defined as follows:
GradualVariationT =
T−1∑
t=1
max
w∈W
‖∇ ft+1(w)−∇ ft (w)‖22. (5.7)
Note that the variation in (5.7) is defined in terms of gradual difference between individual cost
function to its previous one, while the variation in (5.3) is defined in terms of total difference be-
tween individual cost vectors to their mean. Therefore we refer to the variation defined in (5.7)
as gradual variation, and to the variation defined in (5.3) as total variation. It is straightforward
to show that when ft (w)= 〈ft ,w〉, the gradual variation GradualVariationT is upper bounded by
the total variation VariationT defined with a constant factor:
T−1∑
t=1
‖ft+1− ft‖22 ≤
T−1∑
t=1
2‖ft+1−µ‖22+2‖ft −µ‖22 ≤ 4
T∑
t=1
‖ft −µ‖22.
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On the other hand, we can not bound the total variation by the gradual variation up to a
constant. This is verified by the following example. Let us assume that the adversary plays a
fixed function f for the first half of the iterations and another different function g for the second
half of the iterations, i.e., f1 = ·· · = fT /2 = f and fT /2+1 = ·· · = fT = g 6= f. Then, in this simple
scenario the total variation of the sequence of cost functions in (5.3) is given by
VariationT =
T∑
t=1
‖ft −µ‖22 =
T
2
∥∥∥∥f− f+g2
∥∥∥∥2
2
+ T
2
∥∥∥∥g− f+g2
∥∥∥∥2
2
=Ω(T ),
while the gradual variation defined in (5.7) is a constant given by
GradualVariationT =
T−1∑
t=1
‖ft+1− ft‖22 = ‖f−g‖22 =O(1).
Based on the above analysis, we claim that the regret bound by gradual variation is usu-
ally tighter than total variation. In particular, the following theorem shows a lower bound on
the performance of the FTRL in terms of gradual variation. Unlike the standard setting of on-
line learning where the FTLR achieves the optimal regret bound for Lipschitz continuous and
strongly convex losses, it is not capable of achieving regret bounded by gradual variation. The
result of this theorem motivates us to develop new algorithms for online convex optimization
to achieve a gradual variation bound of O(
√
GradualVariationT ). For the ease of exposition we
use GVT to denote the gradual variation after T iterations.
Theorem 5.1. The regret of FTRL is at leastΩ(min(GVT ,
p
T )).
Proof. Let f be any unit vector passing throughw1. Let s =
⌊
1/η
⌋
, so that if we use ft = f for every
t ≤ s, each such zt+1 = w1− tηf still remains in W and thus wt+1 = zt+1. Next, we analyze the
regret by considering the following three cases depending on the range of s.
Case I: s ≥
p
T .
First, when s ≥
p
T , we choose ft = f for t from 1 to ⌊s/2⌋ and ft = 0 for the remaining t . Clearly,
the best strategy of the offline algorithm is to play w = −f. On the other hand, since the learn-
ing rate η is too small, the strategy wt played by GD, for t ≤ ⌊s/2⌋, is far away from w, so that
〈ft ,wt −w〉 ≥ 1− tη≥ 1/2. Therefore, the regret is at least ⌊s/2⌋(1/2)=Ω(
p
T ).
Case II: 0< s <
p
T .
Second, when 0< s <
p
T , the learning rate is high enough so that FTRL may overreact to each
loss vector, and we make it pay by flipping the direction of loss vectors frequently. More pre-
cisely, we use the vector f for the first s rounds so that wt+1 = w1− tηf for any t ≤ s, but just
as ws+1 moves far enough in the direction of −f, we make it pay by switching the loss vector
to −f, which we continue to use for s rounds. Note that ws+1+r = ws+1−r but fs+1+r = −fs+1−r
for any r ≤ s, so ∑2st=1〈ft ,wt −w1〉 = 〈fs+1,ws+1−w1〉 ≥ Ω(1). As w2s+1 returns back to w1,
we can see the first 2s rounds as a period, which only contributes ‖2 f ‖22 = 4 to the devia-
tion. Then we repeat the period for τ times, where τ = ⌊GVT /4⌋ if there are enough rounds,
with ⌊T /(2s)⌋ ≥ ⌊GVT /4⌋, to use up the gradual variation GVT , and τ = ⌊T /(2s)⌋ otherwise.
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For any remaining round t , we simply choose ft = 0. As a result, the total regret is at least
Ω(1) ·τ=Ω(min{GVT /4,T /(2s)})=Ω(min{GVT ,
p
T }).
Case III: s = 0.
Finally, when s = 0, the learning rate is so high that we can easily make GD pay by flipping the
direction of the loss vector in each round. More precisely, by starting with f1 =−f, we can have
w2 on the boundary ofW , whichmeans that if we then alternatebetween f and−f, the strategies
FTRL plays will alternate between w3 and w2 which have a constant distance from each other.
Then following the analysis in the second case, one can show that the total regret is at least
Ω(min{GVT ,T }).
Assumption 5.2. In this study, we assume smooth cost functions with Lipschitz continuous gra-
dients, i.e., there exists a constant L > 0 such that
‖∇ ft (w)−∇ ft (w′)‖2 ≤ L‖w−w′‖2,∀w,w′ ∈W ,∀t . (5.8)
We would like to emphasize that our assumption about the smoothness of cost functions is
necessary to achieve the variation-based bound stated in this chapter. To see this, consider the
special case of f1(w)= ·· · = fT (w)= f (w). If we are able to achieve a regret bound which scales
as the square roof of the gradual variation, for any sequence of convex functions, then for the
special case where all the cost functions are identical, we have
T∑
t=1
f (wt )≤min
w∈W
T∑
t=1
f (w)+O(1),
implying that ŵT =
∑T
t=1wt/T approaches the optimal solution at the rate ofO(1/T ). This con-
tradicts the lower complexity bound (i.e., O(1/
p
T )) for any optimization method which only
uses first order information about the cost functions [118, Theorem 3.2.1] (see also Table 2.1).
This analysis indicates that the smoothness assumption is necessary to attain variation based
regret bound for general online convex optimization problem. We would like to emphasize the
fact that this contradiction holds when only the gradient information about the cost functions
is provided to the learner and the learnermay be able to achieve a variation-based bound using
second order information about the cost functions, which is not the focus of this chapter.
5.3 The Improved FTRL Algorithm
As mentioned earlier, the ultimate goal of this chapter is to have algorithms that can take ad-
vantage of benign sequences in gradually evolving environments and at the same time protect
against the adversarial sequences. However, the impossibility result we showed in the previ-
ous section and in particular Theorem 5.1, demonstrated that the existing algorithms such as
OGD and in general the family of follow the regularized leader algorithms fail to attain a regret
bounded by the gradual variation of the loss functions. Motivated by this negative result, we
now turn to proposing two algorithms for online convex optimization that are able to attain
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wt =wt−1−ηft−1
wˆt =wt −ηft−1
wt+1 =wt −ηft
−ηft−1
−ηft
−ηft−1
W
Figure 5.1: Illustration of themain idea behind the proposed improved FTRL and onlinemirror
prox methods to attain regret bounds in terms of gradual variation for linear loss functions.
The learner plays the decision wˆt instead of wt to suffer less regret when the consecutive loss
functions are gradually evolving.
regret bounds in terms of gradual variation. The first algorithm is an improved FTRL and the
second one is based on the mirror prox method introduced in Chapter 2. One common fea-
ture shared by the two algorithms is that both of them maintain two sequences of solutions:
decision vectors w1:T = (w1, · · · ,wT ) and searching vectors z1:T = (z1, · · · ,zT ) that facilitate the
updates of decision vectors. Both algorithms share almost the same regret bound except for a
constant factor.
All of our algorithms are based on the following idea, which we illustrate using the online
linear optimization problem as an example which is graphically depicted in Figure 5.1. For
general linear functions, the online gradient descent algorithm is known to achieve an opti-
mal regret, which plays in round t the point wt = ΠW
(
wt−1−ηft−1
)
. Now, if the loss func-
tions have a small deviation, ft−1 may be close to ft , so in round t , it may be a good idea
to play a point which moves further in the direction of −ft−1 as it may make its inner prod-
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Algorithm 3 Improved FTRL (IFTRL) Algorithm
1: Input: η ∈ (0,1]
2: Initialize:: z0 = 0 and f0(w)= 0
3: for t = 1, . . . ,T do
4: Predictwt by
wt = argmin
w∈W
{
〈w,∇ ft−1(zt−1〉)+
L
2η
‖w−zt−1‖22
}
5: Receive cost function ft (·) and incur loss ft (wt )
6: Update zt by
zt = argmin
w∈W
{
〈w,
t∑
τ=1
∇ fτ(zτ−1)〉+
L
2η
‖w‖22
}
7: end for
uct with ft (which is its loss with respect to ft ) smaller. In fact, it can be shown that if one
could play the point wt+1 = ΠW
(
wt −ηft
)
in round t , a very small regret could be achieved,
i.e.,
∑T
t=1 〈wt+1, ft 〉−minw∈W
∑T
t=1 〈w, ft 〉 ≤O(1), but in reality one does not have ft available be-
fore round t to compute wt+1. On the other hand, if ft−1 is a good estimate of ft , the point
wˆt =ΠW
(
wt −ηft−1
)
should be a good estimate of wt+1 too. The point wˆt can actually be com-
puted before round t since ft−1 is available, so our algorithm plays wˆt in round t . As it will be
clear later in this chapter, our algorithms for the prediction with expert advice problem and
the online convex optimization problem use the same idea to be able to achieve regret bounds
stated in terms of gradual variation of the sequence of losses.
To facilitate the discussion, besides the variation of cost functions defined in (5.7), we define
another variation, named extended gradual variation, as follows
EGVT,2(y1:T )=
T−1∑
t=0
‖∇ ft+1(yt )−∇ ft (yt )‖22 ≤ ‖∇ f1(y0)‖22+GVT , (5.9)
where f0(w) = 0, the sequence (y0, . . . ,yT ) is either (z0, . . . ,zT ) (as in the improved FTRL) or
(w0, . . . ,wT ) (as in the online mirror prox method) and the subscript 2 means the variation is
defined with respect to ℓ2 norm. When all cost functions are identical, GVT becomes zero and
the extended variation EGVT,2(y1:T ) is reduced to ‖∇ f1(y0)‖22, a constant independent from the
number of trials. In the sequel, we use the notation EGVT,2 for simplicity.
Our results show that for online convex optimization with L-smooth cost functions, the re-
grets of the proposed algorithms can be bounded as follows
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤O
(√
EGVT,2
)
+constant. (5.10)
We now turn to presenting our first algorithm, dubbed IFTRL, which is a simple modifica-
tion of the FTRL algorithm and show that its regret bounded by the gradual variation. The im-
proved FTRL algorithm for online convex optimization is presented in Algorithm3. Without loss
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of generality, we assume that the decision set W is contained in a unit ball B= {x ∈Rd : ‖x‖ ≤ 1},
i.e., W ⊆B, and 0 ∈W . Note that in step 6, the searching vectors zt are updated according to the
FTRL algorithm after receiving the cost function ft (w). To understand the updating procedure
for the decision vectorwt specified in step 4, we rewrite it as
wt = argmin
w∈W
{
ft−1(zt−1)+〈w−zt−1,∇ ft−1(zt−1)〉+
L
2η
‖w−zt−1‖22
}
. (5.11)
Notice that
ft (w)≤ ft (zt−1)+〈w−zt−1,∇ ft (zt−1)〉+
L
2
‖w−zt−1‖22
≤ ft (zt−1)+〈w−zt−1,∇ ft (zt−1)〉+
L
2η
‖w−zt−1‖22,
where the first inequality follows the smoothness condition in (5.8) and the second inequality
follows from the fact η≤ 1. The inequality (5.12) provides an upper bound for ft (w) and there-
fore can be used as an approximation of ft (w) for predicting wt . However, since ∇ ft (zt−1) is
unknown before the prediction, we use ∇ ft−1(zt−1) as a surrogate for ∇ ft (zt−1), leading to the
updating rule in (5.11). It is this approximation that leads to the variation bound. The following
theorem states the regret bound of Algorithm 3.
Theorem 5.3. Let f1, f2, . . . , fT be a sequence of convex functions with L-Lipschitz continuous
gradients. By setting η =min
{
1,L/
√
EGVT,2
}
, we have the following regret bound for the IFTRL
in Algorithm 3:
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤max
(
L,
√
EGVT,2
)
.
Remark 5.4. Comparing with the variation bound in (5.7) for the FTRL algorithm, the smooth-
ness parameter L plays the same role as Variation1T that accounts for the smoothness of cost func-
tions, and term EGVT,2 plays the same role as Variation
2
T that accounts for the variation in the
cost functions. Compared to the FTRL algorithm, the key advantage of the improved FTRL algo-
rithm is that the regret bound is reduced to a constant when the cost functions change only by a
constant number of times along the horizon. Of course, the extended variation EGVT,2 may not be
known apriori for setting the optimal η, we can apply the standard doubling trick [37] to obtain
a bound that holds uniformly over time and is a factor at most 8 from the bound obtained with
the optimal choice of η. The details are provided later in this chapter.
5.4 The OnlineMirror Prox Algorithm
The second algorithmwe present to attain regret bounds in terms of gradual variation is based
on the prox methodwe introduced in Chapter 2 for non-smooth convex optimization. We gen-
eralize the prox method for online convex optimization that shares the same order of regret
bound as the improved FTRL algorithm. The detailed steps of the Online Mirror Prox (OMP)
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Algorithm 4OnlineMirror Prox (OMP) Algorithm
1: Input: η> 0
2: Initialize:: z0 =w0 = 0 and f0(w)= 0
3: for t = 1, . . . ,T do
4: Predictwt by
wt = argmin
w∈W
{
〈w,∇ ft−1(wt−1)〉+
L
2η
‖w−zt−1‖22
}
5: Receive cost function ft (·) and incur loss ft (wt )
6: Update zt by
zt = argmin
w∈W
{
〈w,∇ ft (wt )〉+
L
2η
‖w−zt−1‖22
}
7: end for
method are shown in Algorithm 4, where we use an equivalent form of updates for wt and zt
in order to compare to Algorithm 3 . The OMP method is closely related to the prox method
in [116] by maintaining two sets of vectors w1:T and z1:T , where wt and zt are computed by
gradient mappings using∇ ft−1(wt−1), and ∇ ft (wt ), respectively, as
wt = argmin
w∈W
1
2
∥∥∥w− (zt−1− η
L
∇ ft−1(wt−1)
)∥∥∥2
2
zt = argmin
w∈W
1
2
∥∥∥w− (zt−1− η
L
∇ ft (wt )
)∥∥∥2
2
The OMP differs from the IFTRL algorithm: (i) in updating the searching points zt , Algo-
rithm 3 updates zt by the FTRL scheme using all the gradients of the cost functions at {zτ}
t−1
τ=1,
while OMP updates zt by a prox method using a single gradient ∇ ft (wt ), and (ii) in updating
the decision vector wt , OMP uses the gradient ∇ ft−1(wt−1) instead of ∇ ft−1(zt−1). The advan-
tage of OMP algorithm compared to the IFTRL algorithm is that it only requires to compute
one gradient ∇ ft (wt ) for each loss function; in contrast, the improved FTRL algorithm in Algo-
rithm 3 needs to compute the gradients of ft (w) at two searching points zt and zt−1. It is these
differences thatmake it easier to extend the OMP to a bandit setting, which will be discussed in
Section 5.7.
The following theorem states the regret bound of the online mirror prox method for online
convex optimization.
Theorem 5.5. Let f1, f2, . . . , fT be a sequence of convex functions with L-Lipschitz continuous
gradients. By setting η = (1/2)min
{
1/
p
2,L/
√
EGVT,2
}
, we have the following regret bound for
OMP in Algorithm 4
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤ 2max
(p
2L,
√
EGVT,2
)
.
We note that compared to Theorem 5.3, the regret bound in Theorem 5.5 is slightlyworse by
a factor of 2.
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Algorithm 5OnlineMirror Prox Method for General Norms
1: Input: η> 0,Φ(z)
2: Initialize:: z0 =w0 =minz∈W Φ(z) and f0(w)= 0
3: for t = 1, . . . ,T do
4: Predictwt by
wt = argmin
w∈W
{
〈w,∇ ft−1(wt−1)〉+
L
η
B(w,zt−1)
}
5: Receive cost function ft (·) and incur loss ft (wt )
6: Update zt by
zt = argmin
w∈W
{
〈w,∇ ft (wt )〉+
L
η
B(w,zt−1)
}
7: end for
5.4.1 OnlineMirror ProxMethod with General Norms
In this subsection, we first present a general OMPmethod to obtain a variation bound defined
in a general norm. Then we discuss three special cases: online linear optimization, prediction
with expert advice, and online strictly convex optimization. The omitted proofs in this subsec-
tion can be easily duplicated bymimicking the proof of Theorem 5.5, if necessary with the help
of previous analysis as mentioned in the appropriate text.
To adapt OMP to general norms other than the Euclidean norm, let ‖ · ‖ denote a general
norm, ‖·‖∗ denote its dual norm,Φ(z) be aα-strongly convex functionwith respect to the norm
‖ · ‖, and B(w,z) = Φ(w)−
(
Φ(z)+〈w−z,Φ′(z)〉
)
be the Bregman distance induced by function
Φ(w). Let f1, f2, · · · , fT be a sequence of smooth functions with Lipschitz continuous gradients
bounded by L with respect to norm ‖ ·‖, i.e.,
‖∇ ft (w)−∇ ft (w′)‖∗ ≤ L‖w−w′‖. (5.12)
Correspondingly, we define the extended gradual variation based on the general norm as fol-
lows:
EGVT =
T−1∑
t=0
‖∇ ft+1(wt )−∇ ft (wt )‖2∗. (5.13)
Algorithm5 gives the detailed steps for the general framework. We note that the key differences
from Algorithm 4 are: z0 is set to minz∈W Φ(z), and the Euclidean distances in steps 4 and 6 are
replaced by Bregman distances, i.e.,
wt = argmin
w∈W
{
〈w,∇ ft−1(wt−1)〉+
L
η
B(w,zt−1)
}
,
zt = argmin
w∈W
{
〈w,∇ ft (wt )〉+
L
η
B(w,zt−1)
}
.
(5.14)
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The following theorem states the variation-based regret bound for the general norm frame-
work, where R measure the size of W defined as
R =
√
2(max
w∈W
Φ(w)−min
w∈W
Φ(w)).
Theorem 5.6. Let f1, f2, · · · , fT be a sequence of convex functions whose gradients are L-smooth
continuous, Φ(z) be a α-strongly convex function, both with respect to norm ‖ · ‖, and EGVT be
defined in (5.13). By setting η = (1/2)min
{p
α/
p
2,LR/
p
EGVT
}
, we have the following regret
bound
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤ 2Rmax
(p
2LR/
p
α,
√
EGVT
)
.
In the following subsections we specialize the proposed general method to few specific on-
line learning settings.
5.4.2 Online Linear Optimization
Here we consider online linear optimization and present the algorithm and the gradual varia-
tion bound for this setting as a special case of proposed algorithm. In particular, we are inter-
ested in bounding the regret by the gradual variation
EGV
f
T,2 =
T−1∑
t=0
‖ft+1− ft‖22,
where ft , t = 1, . . . ,T are the linear cost vectors and f0 = 0. Since linear functions are smooth
functions that satisfy the inequality in (5.8) for any positive L > 0, therefore we can apply Al-
gorithm 4 to online linear optimization with any positive value for L 1. The regret bound of
Algorithm 4 for online linear optimization is presented in the following corollary.
Corollary 5.7. Let ft (w) = 〈ft ,w〉, t = 1, . . . ,T be a sequence of linear functions. By setting η =√
1/
(
2EGV
f
T,2
)
and L = 1 in Algorithm 4, then we have
T∑
t=1
f⊤t wt −min
w∈W
T∑
t=1
〈ft ,w〉 ≤
√
2EGV
f
T,2.
Remark 5.8. Note that the regret bound in Corollary 5.7 is stronger than the regret bound ob-
tained in [70] for online linear optimization due to the fact that the gradual variation is smaller
than the total variation.
1We simply set L = 1 for online linear optimization and prediction with expert advice.
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5.4.3 Prediction with Expert Advice
In the problem of prediction with expert advice, the decision vector w is a distribution overm
experts, i.e., w ∈ W = {w ∈ Rm+ :
∑m
i=1wi = 1}. Let ft ∈ Rm denote the costs for m experts in trial
t . Similar to [68], we would like to bound the regret of prediction from expert advice by the
gradual variation defined in infinite norm, i.e.,
EGV f
T,∞ =
T−1∑
t=0
‖ft+1− ft‖2∞.
Since it is a special online linear optimization problem, we can apply Algorithm 4 to obtain a
regret bound as in Corollary 5.7, i.e.,
T∑
t=1
f⊤t wt −min
w∈W
T∑
t=1
〈ft ,w〉 ≤
√
2EGV
f
T,2 ≤
√
2mEGV
f
T,∞.
However, the above regret bound scales badly with the number of experts. We can obtain a bet-
ter regret bound inO(
√
EGV
f
T,∞ lnm) by applying the general prox method in Algorithm 5 with
Φ(w)=∑mi=1wi lnwi and B(w,z)=∑mi=1wi ln(zi /wi ). The two updates in Algorithm 5 become
w it =
zit−1 exp([η/L] f
i
t−1)∑m
j=1 z
j
t−1 exp([η/L] f
j
t−1)
, i = 1, . . . ,m
zit =
zit−1 exp([η/L] f
i
t )∑m
j=1 z
j
t−1 exp([η/L] f
j
t )
, i = 1, . . . ,m.
(5.15)
The resulting regret bound is formally stated in the following Corollary.
Corollary 5.9. Let ft (w) = 〈ft ,w〉, t = 1, . . . ,T be a sequence of linear functions in prediction
with expert advice. By setting η =
√
(lnm)/EGV
f
T,∞, L = 1, Φ(w) =
∑m
i=1wi lnwi and B(w,z) =∑m
i=1wi ln(wi/zi ) in Algorithm 5, we have
T∑
t=1
〈ft ,wt 〉−min
w∈W
T∑
t=1
〈ft ,w〉 ≤
√
2EGV
f
T,∞ lnm.
By noting the definition of EGVfT,∞, the regret bound in Corollary 5.9 is
O
(√∑T−1
t=0 maxi | f it+1− f it | lnm
)
, which is similar to the regret bound obtained in [68]
for prediction with expert advice. However, the definitions of the variation are not ex-
actly the same. In [68], the authors bound the regret of prediction with expert advice by
O
(√
lnmmaxi
∑T
t=1 | f it −µit |2+ lnm
)
, where the variation is the maximum total variation over
all experts. To compare the two regret bounds, we first consider two extreme cases. When
the costs of all experts are the same, then the variation in Corollary 5.9 is a standard gradual
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variation, while the variation in [68] is a standard total variation. According to the previous
analysis, a gradual variation is smaller than a total variation, therefore the regret bound in
Corollary 5.9 is better than that in [68]. In another extreme case when the costs at all iterations
of each expert are the same, both regret bounds are constants. More generally, if we assume
the maximum total variation is small (say a constant), then
∑T−1
t=0 | f it+1 − f it | is also a constant
for any i ∈ [m]. By a trivial analysis ∑T−1t=0 maxi | f it+1 − f it | ≤mmaxi∑T−1t=0 | f it+1 − f it |, the regret
bound in Corollary 5.9 might be worse up to a factor
p
m than that in [68].
Remark 5.10. It was shown in [40], both the regret bounds in Corollary 5.7 and Corollary 5.9 are
optimal because they match the lower bounds for a special sequence of loss functions. In par-
ticular, for online linear optimization if all loss functions but the first Tk =
√
EGV
f
T,2 are all-0
functions, then the known lower boundΩ(
p
Tk)matches the upper bound in Corollary 5.7. Sim-
ilarly, for prediction from expert advice if all loss functions but the first T ′
k
=
√
EGV
f
T,∞ are all-0
functions, then the known lower bound Ω(
√
T ′
k
lnm) [37] matches the upper bound in Corol-
lary 5.9.
5.4.4 Online Strictly Convex Optimization
In this subsection, we present an algorithm to achieve a logarithmic variation bound for online
strictly convex optimization. In particular, we assume the cost functions ft (w) are not only
smooth but also strictly convex defined formally in the following.
Definition 5.11. For β> 0, a function f (w) :W →R is β-strictly convex if for anyw,z ∈W
f (w)≥ f (z)+∇〈 f (z),w−z〉+β(w−z)⊤∇ f (z)∇ f (z)⊤(w−z) (5.16)
It is known that such a defined strictly convex function include strongly convex function and
exponential concave function as special cases as long as the gradient of the function is bounded.
To see this, if f (w) is a β′-strongly convex functionwith a bounded gradient ‖∇ f (w)‖2 ≤G , then
f (w)≥ f (z)+〈∇ f (z),w−z〉+β′〈w−z,w−z〉
≥ f (z)+〈∇ f (z),w−z〉+ β
′
G2
(w−z)⊤∇ f (z)∇ f (z)⊤(w−z),
(5.17)
thus f (w) is a (β′/G2) strictly convex. Similarly if f (w) is exp-concave, i.e., there existsα> 0
such that h(w)= exp(−α f (w)) is concave, then f (w) is a β= 1/2min(1/(4GD),α) strictly convex
(c.f. Lemma 2 in [67]), where D is defined as the diameter of the domain. Therefore, in addi-
tion to smoothness and strict convexity we also assume all the cost functions have bounded
gradients, i.e., ‖∇ ft (w)‖2 ≤G .
We now turn to deriving a logarithmic gradual variation bound for online strictly convex
optimization. To this end, we need to change the Euclidean distance function in Algorithm 4
to a generalized Euclidean distance function. Specifically, at trial t , we let Ht = I+βG2I+
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β
∑t−1
τ=0∇ fτ(wτ)∇ fτ(wτ)⊤ and use the generalized Euclidean distance Bt (w,z) = 12‖w− z‖2Ht =
1
2(w−z)⊤Ht (w−z) in updatingwt and zt , i.e.,
wt = argmin
w∈W
{
〈w,∇ ft−1(wt−1)〉+
1
2
‖w−zt−1‖2Ht
}
zt = argmin
w∈W
{
〈w,∇ ft (wt )〉+
1
2
‖w−zt−1‖2Ht
}
,
(5.18)
To prove the regret bound, we can prove a similar inequality as in Lemma 5.16 by applying
Φ(w)= 1/2‖w‖2Ht , which is stated as follows
∇ ft (wt )⊤(wt −z)≤Bt (z,zt−1)−Bt (z,zt )
+‖∇ ft (wt )−∇ ft−1(wt−1)‖2H−1t −
1
2
[
‖wt −zt−1‖2Ht +‖wt −zt‖
2
Ht
]
.
Then by applying inequality in (5.16) for strictly convex functions, we obtain the following
ft (wt )− ft (z)≤Bt (w,zt−1)−Bt (w,zt )−β‖wt −z‖2Mt
+‖∇ ft (wt )−∇ ft−1(wt−1)‖2H−1t −
1
2
[
‖wt −zt−1‖2Ht +‖wt −zt‖
2
Ht
]
,
(5.19)
whereMt =∇ ft (wt )∇ ft (wt )⊤ andHt = I+βG2I+β
∑t−1
τ=0Mτ as defined above. The following
corollary shows that general OMPmethod attains a logarithmic gradual variation bound and its
proof is deferred to later.
Corollary 5.12. Let f1, f2, . . . , fT be a sequence of β-strictly convex and L-smooth functions with
gradients bounded by G. We assume 8dL2 ≥ 1, otherwise we can set L =p1/(8d). An algorithm
that adopts the updates in (5.18) has a regret bounded by
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤
1+βG2
2
+ 8d
β
lnmax(16dL2,βEGVT,2),
where EGVT,2 =
∑T−1
t=0 ‖∇ ft+1(wt )−∇ ft (wt )‖22 and d is the dimension ofw ∈W .
5.4.5 Gradual Variation Bounds which Hold Uniformly over Time
As mentioned in Remark 5.4, the algorithms presented in this chapter rely on the previous
knowledge of the gradual variation EGVT,2 to tune the learning rate η to obtain the optimal
bound. Here, we show that the Algorithm 3 can be used as a black-box to achieve the same re-
gret bound but without any prior knowledge of the EGVT,2. We note that the analysis here is not
specific to Algorithm3 and it is general enough to be adapted to other algorithms in the chapter
too.
The main idea is to run the algorithm in epochs with a fixed learning rate ηk =
η0/2k for kth epoch where η0 is a fixed constant and will be decided by analysis. We
denote the number of epochs by K and let bk denote the start of kth epoch. We
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note that bK+1 = T + 1. Within kth epoch, the algorithm ensures that the inequality
ηk
∑bk+1−1
t=bk ‖∇ ft+1(zt )−∇ ft (zt )‖
2
2 ≤ L2η−1k holds. To this end, the algorithmcomputes andmain-
tains the quantity
∑t
s=bk ‖∇ fs+1(zs)−∇ fs(zs)‖
2
2 and sets the beginning of new epoch to be bk+1 =
mint
∑t
s=bk ‖∇ fs+1(zs)−∇ fs(zs)‖
2
2 > L2η−1k , i.e., the first iteration for which the invariant is vio-
lated. We note that this decision can only be made after seeing the t th cost function. Therefor,
we burn the first iteration of each epoch which causes an extra regret of KL2 in the total regret.
From the analysis we have:
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤
K∑
k=1
[
bk+1−1∑
t=bk
ft (wt )−min
w∈W
bk+1−1∑
t=bk
ft (w)
]
≤
K∑
k=1
L
2ηk
+ ηk
2L
EGVbk :bk+1−1+KL2
≤
K∑
k=1
L
2ηk
+ L
2ηk
+K = 2L
K∑
k=1
η−1k +KL2
where the first inequality follows the analysis of algorithm for each epoch, the last inequality
follows the invariant maintained within each phase and the constant KL2 is due to burning
the first iteration of each epoch. We now try to upper bound the last term. We first note that∑K
k=1η
−1
k
=∑K−1
k=1 η
−1
0 2
k+η−10 2K = η−10 (2K−1)+η−10 2K ≤ η−10 2K+1. Furthermore, from bK , we know
that ηK−1
∑bK
t=bK−1 ‖∇ ft+1(zt )−∇ ft (zt )‖
2
2 ≥ L2η−1K−1 since the bK is the first iteration within epoch
K − 1 which violates the invariant. Also, from the monotonicity of gradual variation one can
obtain that ηK−1EGVT,2 ≥ ηK−1
∑bK
t=bK−1 ‖∇ ft+1(zt )−∇ ft (zt )‖
2
2 ≥ L2η−1K−1 which indicates η−1K−1 ≤√
EGVT,2/L. Putting these together, from (5.20) we obtain:
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤ 2L
2K+1
η0
+KL2 ≤ 8
√
EGVT,2+KL2. (5.20)
It remains to bound the number of epochs in terms of EGVT,2. A simple idea would be to set
K to be ⌊logEGVT,2⌋+1, since it is the maximum number of epochs that could exists. Alterna-
tively, we can also boundK in terms of
√
EGVT,2 which worsen the constant factor in the bound
but results in a bound similar to one obtained by setting optimal η.
5.5 Bandit OnlineMirror Prox with Gradual Variation Bounds
Online convex optimization becomes more challenging when the learner only receives partial
feedback about the cost functions. One common scenario of partial feedback is that the learner
only receives the cost ft (wt ) at the predicted point wt but without observing the entire cost
function ft (·). This setup is usually referred to as bandit setting, and the related online learning
problem is called online bandit convex optimization.
Recently Hazan et al [69] extended the FTRL algorithm to online bandit linear optimization
and obtained a variation-based regret bound in the form of O(pol y(d)
√
VariationT log(T )+
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pol y(d log(T ))), where VariationT is the total variation of the cost vectors. We continue this line
ofwork byproposing algorithms for general online bandit convex optimizationwith a variation-
based regret bound. We present a deterministic algorithm for online bandit convex optimiza-
tion by extending the OPM algorithm to a multi-point bandit setting, and prove the variation-
based regret bound, which is optimalwhen the variation is independent of the number of trials.
In our bandit setting , we assumewe are allowed to query d+1 points around the decision point
wt .
To develop a variation bound for online bandit convex optimization, we follow [5] by con-
sidering the multi-point bandit setting, where at each trial the player is allowed to query the
cost functions at multiple points. We propose a deterministic algorithm to compete against the
completely adaptive adversary that can choose the cost function ft (w) with the knowledge of
w1, · · · ,wt . To approximate the gradient ∇ ft (wt ), we query the cost function to obtain the cost
values at ft (wt ), and ft (wt +δei ), i = 1, · · · ,d , where ei is the i th standard base in Rd . Then we
compute the estimate of the gradient∇ ft (wt ) by
gt =
1
δ
d∑
i=1
(
ft (wt +δei )− ft (wt )
)
ei . (5.21)
It can be shown that [5], under the smoothness assumption in (5.8),
‖gt −∇ ft (wt )‖2 ≤
p
dLδ
2
. (5.22)
To prove the regret bound, besides the smoothness assumption of the cost functions, and
the boundness assumption about the domain W ⊆ B, we further assume that (i) there exists
r ≤ 1 such that rB ⊆W ⊆B, and (ii) the cost function themselves are Lipschitz continuous, i.e.,
there exists a constantG such that
| ft (w)− ft (w′)| ≤G‖w−w′‖2,∀w,w′ ∈W ,∀t . (5.23)
For our purpose, we define another gradual variation of cost functions by
EGVcT =
T−1∑
t=0
max
w∈W
| ft+1(w)− ft (w)|. (5.24)
Unlike the gradual variation defined in (5.9) that uses the gradient of the cost functions, the
gradual variation in (5.24) is defined according to the values of cost functions. The reason why
we bound the regret by the gradual variation defined in (5.24) by the values of the cost functions
rather than the one defined in (5.9) by the gradient of the cost functions is that in the bandit
setting, we only have point evaluations of the cost functions. The following theorem states the
regret bound for Algorithm 6.
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Algorithm 6Deterministic Online Bandit Convex Optimization
1: Input: η, α, δ> 0
2: Initialize:: z0 = 0 and f0(w)= 0
3: for t = 1, . . . ,T do
4: Computewt by
wt = argmin
w∈(1−α)W
{
〈w,gt−1〉+
G
2η
‖w−zt−1‖22
}
5: Observe ft (wt ), ft (wt +δei ), i = 1, · · · ,d
6: Update zt by
zt = argmin
w∈(1−α)W
{
〈w,gt 〉+
G
2η
‖w−zt−1‖22
}
7: end for
Theorem 5.13. Let ft (·), t = 1, . . . ,T be a sequence of G-Lipschitz continuous convex functions,
and their gradients are L-Lipschitz continuous. By setting δ =
√√√√√4dmax(p2G ,√EGVcT )
(
p
dL+G(1+1/r ))T
, η =
δ
4d
min
 1p2, G√EGVc
T
, and α= δ/r , we have the following regret bound for Algorithm 6
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤ 4
√
max
(p
2G ,
√
EGVc
T
)
d (dL+G/r )T. (5.25)
Remark 5.14. Similar to the regret bound in [5](Theorem 9), Algorithm 6 also gives the optimal
regret boundO(
p
T )when the variation is independent of the number of trials. Our regret bound
has a better dependence on d (i.e., d) compared with the regret bound in [5] (i.e., d2).
5.6 Proofs of Gradual Variation
5.6.1 Proof of Theorem 5.3
To prove Theorem 5.3, we first present the following lemma.
Lemma 5.15. Let f1, f2, . . . , fT be a sequence of convex functions with L-Lipschitz continuous
gradients. By running Algorithm 3 over T trials, we have
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T∑
t=1
ft (wt )≤min
w∈W
[
L
2η
‖w‖22+
T∑
t=1
ft (zt−1)+〈w−zt−1,∇ ft (zt−1)〉
]
+ η
2L
T−1∑
t=0
‖∇ ft+1(zt )−∇ ft (zt )‖22.
With this lemma, we can easily prove Theorem 5.3 by exploring the convexity of ft (w).
Proof of Theorem 5.3. By using ‖w‖2 ≤ 1,∀w ∈W ⊆B, and the convexity of ft (w), we have
min
w∈W
{
L
2η
‖w‖22+
T∑
t=1
ft (zt−1)+〈w−zt−1,∇ ft (zt−1)〉
}
≤ L
2η
+min
w∈W
T∑
t=1
ft (w).
Combining the above result with Lemma 5.15, we have
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤
L
2η
+ η
2L
EGVT,2.
By choosing η=min(1,L/√EGVT,2), we have the regret bound claimed in Theorem 5.3.
The Lemma5.15 is proved by induction. The key to the proof is that zt is the optimal solution
to the strongly convex minimization problem in Lemma 5.15, i.e.,
zt = argmin
w∈W
[
L
2η
‖w‖22+
t∑
τ=1
fτ(zτ−1)+〈w−zτ−1,∇ fτ(zτ−1)〉
]
Proof of Lemma 5.15. We prove the inequality by induction. When T = 1, we have w1 = z0 = 0
and
min
w∈W
[
L
2η
‖w‖22+ f1(z0)+〈w−z0,∇ f1(z0)〉
]
+ η
2L
‖∇ f1(z0)‖22
≥ f1(z0)+
η
2L
‖∇ f1(z0)‖22+minw
{
L
2η
‖w‖22+〈w−z0,∇ f1(z0)〉
}
= f1(z0)= f1(w1).
where the inequality follows that by relaxing the minimization domain w ∈W to the whole
space. We assume the inequality holds for t and aim to prove it for t +1. To this end, we define
ψt (w)=
[
L
2η
‖w‖22+
t∑
τ=1
fτ(zτ−1)+〈w−zτ−1,∇ fτ(zτ−1)〉
]
+ η
2L
t−1∑
τ=0
‖∇ fτ+1(zτ)−∇ fτ(zτ)‖22.
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According to the updating procedure for zt in step 6, we have zt = argminw∈W ψt (w). Define
φt =ψt (zt )=minw∈W ψt (w). Sinceψt (w) is a (L/η)-strongly convex function, we have
ψt+1(w)−ψt+1(zt )≥
L
2η
‖w−zt‖22+〈w−zt ,∇ψt+1(zt )〉
= L
2η
‖w−zt‖22+〈w−zt ,∇ψt (zt )+∇ ft+1(zt )〉.
Settingw= zt+1 = argminw∈W ψt+1(w) in the above inequality results in
ψt+1(zt+1)−ψt+1(zt )=φt+1− (φt + ft+1(zt )+
η
2L
‖∇ ft+1(zt )−∇ ft (zt )‖22)
≥ L
2η
‖zt+1−zt‖22+〈zt+1−zt ,∇ψt (zt )+∇ ft+1(zt )〉
≥ L
2η
‖zt+1−zt‖22+〈zt+1−zt ,∇ ft+1(zt )〉,
(5.26)
where the second inequality follows from the fact zt = argminw∈W ψt (w), and therefore (w−
zt )
⊤∇ψt (zt )≥ 0,∀w ∈W . Moving ft+1(zt ) in the above inequality to the right hand side, we have
φt+1−φt −
η
2L
‖∇ ft+1(zt )−∇ ft (zt )‖22
≥ L
2η
‖zt+1−zt‖22+〈zt+1−zt ,∇ ft+1(zt )〉+ ft+1(zt )
≥min
w∈W
{
L
2η
‖w−zt‖22+〈w−zt ,∇ ft+1(zt )〉+ ft+1(zt )
}
=min
w∈W

L
2η
‖w−zt‖22+〈w−zt ,∇ ft (zt )〉︸ ︷︷ ︸
ρ(w)
+ ft+1(zt )+〈w−zt ,∇ ft+1(zt )−∇ ft (zt )〉︸ ︷︷ ︸
r (w)
 .
(5.27)
To bound the right hand side, we note that wt+1 is the minimizer of ρ(w) by step 4 in Algo-
rithm 3, and ρ(w) is a L/η-strongly convex function, so we have
ρ(w)≥ ρ(wt+1)+〈w−wt+1,∇ρ(wt+1)〉︸ ︷︷ ︸
≥0
+ L
2η
‖w−wt+1‖22 ≥ ρ(wt+1)+
L
2η
‖w−wt+1‖22.
Then we have
ρ(w)+ ft+1(zt )+ r (w)≥ ρ(wt+1)+ ft+1(zt )+
L
2η
‖w−wt+1‖22+ r (w)
= L
2η
‖wt+1−zt‖22+〈wt+1−zt ,∇ ft (zt )〉︸ ︷︷ ︸
ρ(wt+1)
+ ft+1(zt )+
L
2η
‖w−wt+1‖22+ r (w)
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Plugging above inequality into the inequality in (5.27), we have
φt+1−φt −
η
2L
‖∇ ft+1(zt )−∇ ft (zt )‖22
≥ L
2η
‖wt+1−zt‖22+〈wt+1−zt ,∇ ft (zt )+ ft+1(zt )〉
+min
w∈W
{
L
2η
‖w−wt+1‖22+〈w−zt ,∇ ft+1(zt )−∇ ft (zt )〉
}
To continue the bounding, we proceed as follows
φt+1−φt −
η
2L
‖∇ ft+1(zt )−∇ ft (zt )‖22
≥ L
2η
‖wt+1−zt‖22+〈wt+1−zt ,∇ ft (zt )〉+ ft+1(zt )
+min
w∈W
{
L
2η
‖w−wt+1‖22+〈w−zt ,∇ ft+1(zt )−∇ ft (zt )〉
}
= L
2η
‖wt+1−zt‖22+〈wt+1−zt ,∇ ft+1(zt )〉+ ft+1(zt )
+min
w∈W
{
L
2η
‖w−wt+1‖22+〈w−wt+1,∇ ft+1(zt )−∇ ft (zt )〉
}
≥ L
2η
‖wt+1−zt‖22+〈wt+1−zt ,∇ ft+1(zt )〉+ ft+1(zt )
+min
w
{
L
2η
‖w−wt+1‖22+〈w−wt+1,∇ ft+1(zt )−∇ ft (zt )〉
}
= L
2η
‖wt+1−zt‖22+〈wt+1−zt ,∇ ft+1(zt )〉+ ft+1(zt )−
η
2L
‖∇ ft+1(zt )−∇ ft (zt )‖22
≥ ft+1(wt+1)−
η
2L
‖∇ ft+1(zt )−∇ ft (zt )‖22,
where the first equality follows by writing 〈wt+1−zt ,∇ ft (zt )〉 = 〈wt+1−zt ,∇ ft+1(zt )〉 −
〈wt+1−zt ,∇ ft+1(zt )−∇ ft (zt )〉 and combining with 〈w−zt ,∇ ft+1(zt )−∇ ft (zt )〉, and the last in-
equality follows from the smoothness conditionof ft+1(w). Since by inductionφt ≥
∑t
τ=1 fτ(wτ),
we have φt+1 ≥
∑t+1
τ=1 fτ(wτ).
5.6.2 Proof of Theorem 5.5
To prove Theorem 5.5, we need the following lemma, which is the Lemma 3.1 in [116] stated in
our notations.
Lemma 5.16 (Lemma 3.1 [116]). Let Φ(z) be a α-strongly convex function with respect to the
norm ‖·‖, whose dual norm is denoted by ‖·‖∗, and B(w,z)=Φ(w)− (Φ(z)+ (w−z)⊤Φ′(z)) be the
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Bregman distance induced by functionΦ(w). LetZ be a convex compact set, andU⊆Z be convex
and closed. Let z ∈Z, γ> 0, Consider the points,
w= argmin
u∈U
γu⊤ξ+B(u,z), (5.28)
z+ = argmin
u∈U
γu⊤ζ+B(u,z), (5.29)
then for any u ∈U, we have
γζ⊤(w−u)≤B(u,z)−B(u,z+)+
γ2
α
‖ξ−ζ‖2∗−
α
2
[
‖w−z‖2+‖w−z+‖2
]
.
In order not to have readers struggle with complex notations in [116] for the proof of
Lemma5.16, we present a detailedproof later in AppendixCwhich is an adaptionof the original
proof to our notations.
Theorem 5.5 can be proved by using the above lemma, because the updates ofwt ,zt can be
written equivalently as (5.28). The proof below starts from (5.16) and bounds the summation of
each term over t = 1, . . . ,T , respectively.
Proof of Theorem 5.5. First, we note that the two updates in step 4 and step 6 of Algorithm 4
fit in the Lemma 5.16 if we let U = Z = W , z = zt−1, w = wt , z+ = zt , and Φ(w) = 12‖w‖22, which
is 1-strongly convex function with respect to ‖ · ‖2. Then B(u,z) = 12‖u− z‖22. As a result, the
two updates for wt ,zt in Algorithm 4 are exactly the updates in (5.28) with z = zt−1,γ = η/L,
ξ = ∇ ft−1(zt−1), and ζ = ∇ ft (wt ). Replacing these into (5.16), we have the following inequality
for any u ∈W ,
η
L
〈wt −u,∇ ft (wt )〉 ≤
1
2
(
‖u−zt−1‖22−‖u−zt‖22
)
+ η
2
L2
‖∇ ft (wt )−∇ ft−1(wt−1)‖22−
1
2
(
‖wt −zt−1‖22+‖wt −zt‖22
) (5.30)
Then we have
η
L
( ft (wt )− ft (u))≤
η
L
(wt −u)⊤∇ ft (wt )≤
1
2
(
‖u−zt−1‖22−‖u−zt‖22
)
+ 2η
2
L2
‖∇ ft (wt−1)−∇ ft−1(wt−1)‖22+
2η2
L2
‖∇ ft (wt )−∇ ft (wt−1)‖22
− 1
2
(
‖wt −zt−1‖22+‖wt −zt‖22
)
≤ 1
2
(
‖u−zt−1‖22−‖u−zt‖22
)
+ 2η
2
L2
‖∇ ft (wt−1)−∇ ft−1(wt−1)‖22
+2η2‖wt −wt−1‖22−
1
2
(
‖wt −zt−1‖22+‖wt −zt‖22
)
,
(5.31)
where the first inequality follows the convexity of ft (w), and the third inequality follows the
smoothness of ft (w).
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By taking the summation over t = 1, · · · ,T with z∗ = argmin
u∈W
∑T
t=1 ft (u), and dividing both
sides by η/L, we have
T∑
t=1
ft (wt )−min
w∈W
∑
t=1
ft (w)≤
L
2η
+ 2η
L
T−1∑
t=0
‖∇ ft+1(wt )−∇ ft (wt )‖22
+
T∑
t=1
2η2‖wt −wt−1‖22−
T∑
t=1
1
2
(
‖wt −zt−1‖22+‖wt −zt‖22
)
︸ ︷︷ ︸
,BT
We can bound BT as follows:
BT =
1
2
T∑
t=1
‖wt −zt−1‖22+
1
2
T+1∑
t=2
‖wt−1−zt−1‖22
≥ 1
2
T∑
t=2
(
‖wt −zt−1‖22+‖wt−1−zt−1‖22
)
≥ 1
4
T∑
t=2
‖wt −wt−1‖22 =
1
4
T∑
t=1
‖wt −wt−1‖22
where the last equality follows thatw1 =w0. Plugging the above bound into (5.32), we have
T∑
t=1
ft (wt )−min
w∈W
∑
t=1
ft (w)≤
L
2η
+ 2η
L
T−1∑
t=0
‖∇ ft+1(wt )−∇ ft (wt )‖22
+
T∑
t=1
(
2η2− 1
4
)
‖wt −wt−1‖22
We complete the proof by plugging the value of η.
5.6.3 Proof of Corollary 5.12
We first have the key inequality in (5.19): for any z ∈W
ft (wt )− ft (z)≤Bt (z,zt−1)−Bt (z,zt )−β‖wt −z‖2Mt
+‖∇ ft (wt )−∇ ft−1(wt−1)‖2H−1t −
1
2
[
‖wt −zt−1‖2Ht +‖wt −zt‖
2
Ht
]
.
Taking summation over t = 1, . . . ,T , we have
T∑
t=1
ft (wt )−
T∑
t=1
ft (z)≤
T∑
t=1
(Bt (z,zt−1)−Bt (z,zt ))︸ ︷︷ ︸
,At
−
T∑
t=1
β‖wt −z‖2Mt︸ ︷︷ ︸
,Ct
+
T∑
t=1
‖∇ ft (wt )−∇ ft−1(wt−1)‖2H−1t︸ ︷︷ ︸
,St
−
T∑
t=1
1
2
[
‖wt −zt−1‖2Ht +‖wt −zt‖
2
Ht
]
︸ ︷︷ ︸
,Bt
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Next we bound each term individually. First,
T∑
t=1
At =B1(z,z0)−BT (z,zT )+
T−1∑
t=1
(Bt+1(z,zt )−Bt (z,zt )) (5.32)
Note that B1(z,z0) = 12 (1+βG2)‖z‖22 ≤ 12(1+βG2) for any z ∈ W , and Bt+1(z,zt )−Bt (w,zt ) =
β
2 ‖z−zt‖2Ht , therefore
T∑
t=1
At ≤
1
2
(1+βG2)+
T∑
t=1
β
2
‖z−zt‖2Ht (5.33)
Then
T∑
t=1
(At −Ct )≤
1
2
(1+βG2)+
T∑
t=1
[
β
2
‖z−zt‖2Mt −β‖wt −z‖
2
Mt
]
≤ 1
2
(1+βG2)+
T∑
t=1
[
β‖z−wt‖2Mt +β‖wt −zt‖
2
Mt
−β‖wt −z‖2Mt
]
≤ 1
2
(1+βG2)+
T∑
t=1
β‖wt −zt‖2Mt ≤
1
2
(1+βG2)+
T∑
t=1
‖wt −zt‖2Ht
(5.34)
Noting the updates in (5.18) and from inequality in (C.7) in the proof of Lemma 5.5 in Ap-
pendix C, we can get
‖wt −zt‖Ht ≤ ‖∇ ft (wt )−∇ ft−1(wt−1)‖H−1t
Next, we bound
∑T
t=1Bt .
T∑
t=1
Bt =
1
2
T−1∑
t=0
‖wt+1−zt‖2Ht+1 +
1
2
T∑
t=1
‖wt −zt‖2Ht
≥ 1
2
T−1∑
t=1
‖wt+1−zt‖2Ht +
1
2
T−1∑
t=1
‖wt −zt‖2Ht
≥ 1
4
T−1∑
t=1
‖wt+1−wt‖2Ht ≥
1
4
T−1∑
t=0
‖wt+1−wt‖22−
1
4
‖w1−w0‖22
≥ 1
4
T−1∑
t=0
‖wt+1−wt‖22,
(5.35)
where the last inequality follows thatw0 =w1 = 0. Therefore,
T∑
t=1
ft (wt )−
T∑
t=1
ft (z)≤
1
2
(1+βG2)+2
T∑
t=1
‖∇ ft (wt )−∇ ft−1(wt−1)‖H−1t
− 1
4
T−1∑
t=0
‖wt+1−wt‖22
(5.36)
To proceed, we need the following lemma.
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Lemma 5.17. We have
T∑
t=1
‖∇ ft (wt )−∇ ft−1(wt−1)‖H−1t ≤
4d
β
ln
(
1+ β
4
T∑
t=1
‖∇ ft (wt )−∇ ft−1(wt−1)‖22
)
(5.37)
Thus,
T∑
t=1
‖∇ ft (wt )−∇ ft−1(wt−1)‖H−1t ≤
4d
β
ln
(
1+ β
4
T∑
t=1
‖∇ ft (wt )−∇ ft−1(wt−1)‖22
)
≤ 4d
β
ln
(
1+ β
4
T∑
t=1
‖∇ ft (wt )−∇ ft (wt−1)+∇ ft (wt−1)−∇ ft−1(wt−1)‖22
)
≤ 4d
β
ln
(
1+ β
2
T∑
t=1
L2‖wt −wt−1‖22+
β
2
T∑
t=1
‖∇ ft (wt−1)−∇ ft−1(wt−1)‖22
)
≤ 4d
β
ln
(
1+ β
2
T−1∑
t=0
L2‖wt+1−wt‖22+
β
2
T−1∑
t=0
‖∇ ft+1(wt )−∇ ft (wt )‖22
)
≤ 4d
β
ln
(
1+ β
2
T−1∑
t=0
L2‖wt+1−wt‖22+
β
2
EGVT,2
)
(5.38)
Then,
T∑
t=1
ft (wt )−
T∑
t=1
ft (z)≤
1
2
(1+βG2)+ 8d
β
ln
(
1+ β
2
T−1∑
t=0
L2‖wt+1−wt‖22+
β
2
EGVT,2
)
− 1
4
T−1∑
t=0
‖wt+1−wt‖22
(5.39)
Without loss of generality we assume 8dL2 ≥ 1. Next, let us consider two cases. In the first
case, we assume βEGVT,2 ≤ 16dL2. Then
8d
β
ln
(
1+ β
2
T−1∑
t=0
L2‖wt+1−wt‖22+
β
2
EGVT,2
)
≤ 8d
β
ln
(
1+ β
2
T−1∑
t=0
L2‖wt+1−wt‖22+8dL2
)
≤ 8d
β
ln
(
β
2
T−1∑
t=0
L2‖wt+1−wt‖22+16dL2
)
= 8d
β
[
ln16dL2+ ln
( β
2
∑T−1
t=0 L
2‖wt+1−wt‖22
16dL2
+1
)]
≤ 8d
β
ln16dL2+ 8d
β
β
2
∑T−1
t=0 L
2‖wt+1−wt‖22
16dL2
= 8d
β
ln16dL2+
∑T−1
t=0 ‖wt+1−wt‖22
4
(5.40)
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where the last inequality follows ln(1+x)≤ x for x ≥ 0. Then we get
T∑
t=1
ft (wt )−
T∑
t=1
ft (z)≤
1
2
(1+βG2)+ 8d
β
ln16dL2 (5.41)
In the second case, we assume βEGVT,2 ≥ 16dL2 ≥ 2, then we have
8d
β
ln
(
1+ β
2
T−1∑
t=0
L2‖wt+1−wt‖22+
β
2
EGVT,2
)
≤ 8d
β
ln
(
β
2
T−1∑
t=0
L2‖wt+1−wt‖22+βEGVT,2
)
≤ 8d
β
[
ln(βEGVT,2)+ ln
( β
2
∑T−1
t=0 L
2‖wt+1−wt‖22
βEGVT,2
+1
)]
= 8d
β
ln(βEGVT,2)+
8d
β
β
2
∑T−1
t=0 L
2‖wt+1−wt‖22
βEGVT,2
= 8d
β
ln(βEGVT,2)+
4dL2
∑T−1
t=0 ‖wt+1−wt‖22
βEGVT,2
≤ 8d
β
ln(βEGVT,2)+
∑T−1
t=0 ‖wt+1−wt‖22
4
(5.42)
where the last inequality follows βEGVT,2 ≥ 16dL2. Then we get
T∑
t=1
ft (wt )−
T∑
t=1
ft (z)≤
1
2
(1+βG2)+ 8d
β
ln(βEGVT,2) (5.43)
Thus, we complete the proof by combining the two cases.
Next, we prove Lemma 5.17. We need the following lemma, which can be proved by using
Lemma 6 [67] and noting that |I+∑tτ=1uτu⊤τ | ≤ (1+∑Tt=1 ‖ut‖22)d , where | · | denotes the deter-
minant of a matrix.
Lemma 5.18. Let u1,u2, · · · ,uT ∈Rd be a sequence of vectors. Let Vt = I+
∑t
τ=1uτu
⊤
τ . Then,
T∑
t=1
u⊤t V
−1
t ut ≤ d ln
(
1+
T∑
t=1
‖ut‖22
)
(5.44)
To prove Lemma 5.17, we let vt = ∇ ft (wt ), t = 1, . . . ,T and v0 = 0. Then Ht = I+βG2I+
β
∑t−1
τ=0 vτv
⊤
τ . Note that we assume ‖∇ ft (w)‖2 ≤G , therefore
Ht ≥ I+β
t∑
τ=1
vτv
⊤
τ ≥ I+
β
2
t∑
τ=1
(vτv
⊤
τ +vτ−1v⊤τ−1)
≥ I+ β
4
t∑
τ=1
(vτ−vτ−1)(vτ−vτ−1)⊤ =Vt
(5.45)
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Let ut = (
√
β/2)(vt −vt−1), then Vt = I+
∑t
τ=1uτu
⊤
τ . By applying the above lemma, we have
β
4
T∑
t=1
(vt −vt−1)⊤V−1t (vt −vt−1)≤ d ln
(
1+ β
4
T∑
t=1
‖vt −vt−1‖22
)
(5.46)
Thus,
T∑
t=1
(vτ−vτ−1)⊤H−1t (vτ−vτ−1)≤
T∑
t=1
(vτ−vτ−1)⊤V−1t (vτ−vτ−1)
≤ 4d
β
ln
(
1+ β
4
T∑
t=1
‖vt −vt−1‖22
) (5.47)
5.6.4 Proof of Theorem 5.13
Let ht (w)= ft (w)+〈gt −∇ ft (wt ),w〉. It is easy seen that∇ht (wt )= gt . Followed by Lemma 5.16,
we have for any z ∈ (1−α)W ,
η
G
∇ht (wt )⊤(wt −z)≤
1
2
(
‖z−zt−1‖22−‖z−zt‖22
)
+ η
2
G2
‖gt −gt−1‖22
− 1
2
(
‖wt −zt−1‖22+‖wt −zt‖22
) (5.48)
Taking summation over t = 1, . . . ,T , we have,
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T∑
t=1
η
G
∇ht (wt )⊤(wt −z)≤
‖z−z0‖22
2
+
T∑
t=1
η2
G2
‖gt −gt−1‖22
−
T∑
t=1
1
2
(
‖wt −zt−1‖22+‖wt −zt‖22
)
≤ ‖z−z0‖
2
2
2
+
T∑
t=1
η2
G2
‖gt −gt−1‖22−
T∑
t=1
1
4
‖wt −wt−1‖22
≤ 1
2
+
T∑
t=1
η2
G2
‖gt −gt−1‖22−
T∑
t=1
1
4
‖wt −wt−1‖22
≤ 1
2
+
T∑
t=1
2η2
G2
‖gt −gt−1‖22+
T∑
t=1
2η2
G2
‖gt −gt−1‖22
−
T∑
t=1
1
4
‖wt −wt−1‖22
≤ 1
2
+ 2η
2
δ2G2
T∑
t=1
∥∥∥∥∥ d∑
i=1
( ft (wt +δei )− ft (wt−1+δei ))ei − ( ft (wt )− ft (wt−1))ei
∥∥∥∥∥
2
2
+ 2η
2
δ2G2
T∑
t=1
∥∥∥∥∥ d∑
i=1
( ft (wt−1+δei )− ft−1(wt−1+δei ))ei − ( ft (wt−1)− ft−1(wt−1))ei
∥∥∥∥∥
2
2
−
T∑
t=1
1
4
‖wt −wt−1‖22,
(5.49)
where the second inequality follows (5.32). Next, we bound themiddle two terms in right hand
side of the above inequality.
T∑
t=1
∥∥∥∥∥ d∑
i=1
( ft (wt +δei )− ft (wt−1+δei ))ei − ( ft (wt )− ft (wt−1))ei
∥∥∥∥∥
2
2
≤
T∑
t=1
2d
d∑
i=1
(
| ft (wt +δei )− ft (wt−1+δei )|2+| ft (wt )− ft (wt−1)|2
)
≤
T∑
t=1
4d2G2‖wt −wt−1‖22,
(5.50)
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and
T∑
t=1
∥∥∥∥∥ d∑
i=1
( ft (wt−1+δei )− ft−1(wt−1+δei ))ei − ( ft (wt−1)− ft−1(wt−1))ei
∥∥∥∥∥
2
2
≤
T∑
t=1
2d
d∑
i=1
(
| ft (wt−1+δei )− ft−1(wt−1+δei )|2+| ft (wt−1)− ft−1(wt−1)|2
)
≤
T∑
t=1
4d2max
w∈W
| ft (w)− ft−1(w)|2.
(5.51)
Then we have
T∑
t=1
η
G
∇ht (wt )⊤(wt −z)≤
1
2
+ 8d
2η2
δ2
T∑
t=1
‖wt −wt−1‖22+
8d2η2
δ2G2
T∑
t=1
max
w∈W
| ft (w)− ft−1(w)|2
−
T∑
t=1
1
4
‖wt −wt−1‖22
≤ 1
2
+ 8d
2η2
δ2G2
T∑
t=1
max
w∈W
| ft (w)− ft−1(w)|2
(5.52)
where the last inequality follows that η ≤ δ/(4
p
2d). Then by using the convexity of ht (w)
and dividing both sides by η/G , we have
T∑
t=1
ht (wt )−min
w∈W
ht ((1−α)w)≤
G
2η
+ 8ηd
2
Gδ2
EVARcT ≤
4d
δ
max
(p
2G ,
√
EVARc
T
)
(5.53)
Following the the proof of Theorem 8 in [5], we have
T∑
t=1
ft (wt )−
T∑
t=1
ft (w)≤
T∑
t=1
ht (wt )−
T∑
t=1
ht (w)+
T∑
t=1
ft (wt )−ht (wt )− ft (w)+ht (w)
≤
T∑
t=1
ht (wt )−
T∑
t=1
ht (w)+
T∑
t=1
〈gt −∇ ft (wt ),w−wt 〉
≤
T∑
t=1
ht (wt )−
T∑
t=1
ht (w)+
p
dLδT
(5.54)
where the last inequality follows from the following facts:
‖gt −∇ ft (wt )]‖2 ≤
p
dLδ
2
‖w−wt‖≤ 2
(5.55)
Then we have
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft ((1−α)w)≤
4d
δ
max
(p
2G ,
√
EVARc
T
)
+
p
dLδT (5.56)
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By the Lipschitz continuity of ft (w), we have
T∑
t=1
ft ((1−α)w)≤
T∑
t=1
ft (w)+GαT (5.57)
The we get
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤
4d
δ
max
(p
2G ,
√
EVARc
T
)
+δ
p
dLT +αGT (5.58)
Plugging the stated values of δ and α completes the proof.
5.7 Summary
In this chapter, we proposed two novel algorithms for online convex optimization that bound
the regret by the gradual variation of consecutive cost functions. The first algorithm is an
improvement of the FTRL algorithm, and the second algorithm is based on the mirror prox
method. Both algorithms maintain two sequence of solution points, a sequence of decision
points and a sequence of searching points, and share the same order of regret bound up to a
constant. The online mirror prox method only requires to keep tracking of a single gradient of
each cost function, while the improved FTRL algorithm needs to evaluate the gradient of each
cost function at two points andmaintain a sum of up-to-date gradients of the cost functions.
We note that a very recent work Chiang et al. [39] extends the prox method into a two-point
bandit setting and achieves a similar regret bound in expectation as that in the full setting, i.e.,
O
(
d2
√
EGVT,2 lnT
)
for smooth convex cost functions and O
(
d2 ln(EGVT,2+ lnT)
)
for smooth
and strongly convex cost functions, where EGVT,2 is the gradual variation defined on the gra-
dients of the cost functions. We would like to make a thought-provoking comparison between
our regret bound and their regret bound for online bandit convex optimization with smooth
cost functions. First, the gradual variation in our bandit setting is defined on the values of the
cost functions in contrast to that defined on the gradients of the cost functions. Second, we
query the cost function d times in contrast to 2 times in their algorithms, and as a tradeoff our
regret bound has a better dependence on the number of dimensions (i.e., O(d)) than that (i.e.,
O(d2)) of their regret bound. Third, our regret bound has an annoying factor of
p
T in compar-
ison with
p
lnT in theirs. Therefore, some open problems are how to achieve a lower order of
dependence on d than d2 in the two-point bandit setting, and how to remove the factor of
p
T
while keeping a small order of dependence on d in ourmulti-point bandit setting; and studying
the two different types of gradual variations for bandit settings is a future work as well.
5.8 Bibliographic Notes
As is well known, a wide range of literature deals with the online decision making problem and
there exist a number of regret-minimizing algorithms that have the optimal regret bound. The
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first distribution-free framework for sequential decision making was proposed by Hannan [64]
which was rediscovered in [85]. Blackwell in his seminal paper [23] generalized the Hannan’s
result and concerned the problem of playing a repeated gamewith a vector-valued payoff func-
tion and gave a precise necessary and sufficient condition for when a set is approachable. The
most well-known and successful work is probably the Hedge algorithm [57], which was a di-
rect generalization of Littlestone and Warmuth’s Weighted Majority (WM) algorithm [98]. An-
other algorithm for online decision making problem is the Vovk’s so-called aggregating strate-
gies [146]. Other recent studies include the improved theoretical bounds and the parameter-
free hedging algorithm [38] and adaptive Hedge [52] for decision-theoretic online learning. We
refer readers to the [37] for an in-depth discussion of this subject.
As we already discussed in Chapter 2, over the past decademany algorithmshave been pro-
posed for online convex optimization, especially for online linear optimization. As the first
seminal paper in online convex optimization, Zinkevich [157] proposed a gradient descent al-
gorithm with a regret bound of O(
p
T ). When cost functions are strongly convex, the regret
bound of the online gradient descent algorithm is reduced toO(logT ) with appropriately cho-
sen step size [67]. Another commonmethodology for online convex optimization, especially for
online linear optimization, is based on the framework of Follow the Leader (FTL). FTL chooses
wt by minimizing the cost incurred by wt in all previous trials. Since the naive FTL algorithm
fails to achieve sublinear regret in the worst case, many variants have been developed to fix the
problem, including Follow The Perturbed Leader (FTPL) [85], Follow The Regularized Leader
(FTRL) [3], and Follow The Approximate Leader (FTAL) [67]. Other methodologies for online
convex optimization introduce a potential function (or link function) tomap solutions between
the space of primal variables and the space of dual variables, and carry out primal-dual update
based on the potential function. The well-known Exponentiated Gradient (EG) algorithm [88]
orMultiplicativeWeights algorithm [98, 57] belong to this category. We note that these different
algorithms are closely related. For example, in online linear optimization, the potential-based
primal-dual algorithm is equivalent to FTRL algorithm.
115
C
H
A
P
T
E
R
6
GRADUAL VARIATION FOR COMPOSITE
LOSSES
This chapter continues our investigation and analysis of online learning methods which can
lead to better regret bounds in gradually evolving environments. The results we have obtained
inChapter 5 rely on the assumption that the cost functions are smooth. Additionally, we showed
that for general non-smooth functions when the only information presented to the learner is
the first order information about the cost functions, it is impossible to obtain a regret bounded
by gradual variation. However, in this chapter,we show that a gradual variation bound is achiev-
able for a special class of non-smooth functions that is composed of a smooth component and
a non-smooth component.
We consider two categories for the non-smooth component. In the first category, we as-
sume that the non-smooth component is a fixed function and is relatively easy such that the
composite gradient mapping can be solved without too much computational overhead com-
pared to gradient mapping. A common example that falls into this category is to consider a
non-smooth regularizer. For example, in addition to the basic domain W , one would enforce
the sparsity constraint on the decision vectorw, i.e., ‖w‖0 ≤ k < d , which is important in feature
selection. However, the sparsity constraint ‖w‖0 ≤ k is a non-convex function, and is usually
implemented by adding a ℓ1 regularizer λ‖w‖1 to the objective function, where λ > 0 is a reg-
ularization parameter. Therefore, at each iteration the cost function is given by ft (w)+λ‖w‖1.
To prove a regret bound by gradual variation for this type of non-smooth optimization, we first
present a simplified version of the general onlinemirror proxmethod from Chapter 5 and show
that it has the exactly same regret bound as stated in Chapter 5, and then extend the algorithm
to the non-smooth optimization with a fixed non-smooth component.
In the second category, we assume that the non-smooth component can bewritten as an ex-
CHAPTER 6. GRADUAL VARIATION FOR COMPOSITE LOSSES 116
plicit maximization structure. In general, we consider a time-varying non-smooth component,
present a primal-dual prox method, and prove a min-max regret bound by gradual variation.
When the non-smooth components are equal across all trials, the usual regret is bounded by
the min-max bound plus a variation in the non-smooth component. To see an application of
min-max regret bound, we consider the problem of online classification with hinge loss and
show that the number of mistakes can be bounded by a variation in sequential examples.
Before moving to the detailed analysis, it is worth mentioning that several pieces of works
have proposed algorithms for optimizing the two types of non-smooth functions as described
above to obtain an optimal convergence rate of O(1/T ) [121, 122]. Therefore, the existence of
a regret bound by gradual variation for these two types of non-smooth optimization does not
violate the contradictory argument in Section 5.3.
6.1 Composite Losses with a Fixed Non-smooth Component
6.1.1 A Simplified Online Mirror Prox Algorithm
In this subsection, we present a simplified version of online mirror prox (OMP) method algo-
rithm proposed in Chapter 5, which is the foundation for us to develop the algorithm for non-
smooth optimization.
The key trick is to replace the domain constraint w ∈W with a non-smooth function in the
objective. Let δW (w) denote the indicator function of the domain W , i.e.,
δW (w)=

0, w ∈W
∞, otherwise
Then the proximal gradient mapping for updatingw (step 4) in Algorihtm 5 is equivalent to
wt = argmin
w
〈w,∇ ft−1(wt−1)〉+
L
η
B(w,zt−1)+δW (w).
By the first order optimality condition, there exists a sub-gradient vt ∈ ∂δW (wt ) such that
∇ ft−1(wt−1)+
L
η
(∇Φ(wt )−∇Φ(zt−1))+vt = 0. (6.1)
Thus,wt is equal to
wt = argmin
w
〈w,∇ ft−1(wt−1)+vt 〉+
L
η
B(w,zt−1). (6.2)
Then we can change the update for zt to
zt = argmin
w
〈w,∇ ft (wt )+vt 〉+
L
η
B(w,zt−1). (6.3)
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Algorithm 7 A Simplified General OnlineMirror Prox Method
1: Input: η> 0,Φ(z)
2: Initialize:: z0 =w0 =minz∈W Φ(z) and f0(w)= 0
3: for t = 1, . . . ,T do
4: Predictwt by
wt = argmin
w∈W
{
〈w,∇ ft−1(wt−1)〉+
L
η
B(w,zt−1)
}
5: Receive cost function ft (·) and incur loss ft (wt )
6: Update zt by solving
∇Φ(zt )=∇Φ(wt )+
η
L
(∇ ft−1(wt−1)−∇ ft (wt )).
7: end for
The key ingredient of above update compared to step 6 in Algorithm 5 is that we explicitly
use the sub-gradient vt that satisfies the optimality condition forwt instead of solving a domain
constrained optimization problem. The advantage of updating zt by (6.3) is that we can easily
compute zt by the first order optimality condition, i.e.,
∇ ft (wt )+vt +
L
η
(∇Φ(zt )−∇Φ(zt−1))= 0. (6.4)
Note that Eq. (6.1) indicates vt = −∇ ft−1(wt−1) − ∇Φ(wt ) + ∇Φ(zt−1). By plugging this
into (6.4), we reach to the following simplified update for zt ,
∇Φ(zt )=∇Φ(wt )+
η
L
(∇ ft−1(wt−1)−∇ ft (wt )).
The simplified version of Algorithm 5 is presented in Algorithm 7.
Remark 6.1. Wemake three remarks for Algorithm 7. First, the searching point zt does not neces-
sarily belong to the domain W , which is usually not a problem given that the decision pointwt is
always in W . Nevertheless, the update can be followed by a projection step zt =minw∈W B(w,z′t )
to ensure the searching point also stay in the domain W , where we slightly abuse the notation z′t
in ∇Φ(z′t )=∇Φ(wt )+
η
L
(∇ ft−1(wt−1)−∇ ft (wt )).
Second, the update in step 6 can be implemented by [37, Chapter 11]:
zt =∇Φ∗(∇Φ(wt )+
η
L
(∇ ft−1(wt−1)−∇ ft (wt ))),
where Φ∗(·) is the Legendre-Fenchel conjugate of Φ(·) (see Appendix A for definition). For exam-
ple, whenΦ(w)= 1/2‖w‖22,Φ∗(w)= 1/2‖w‖22 and the update for the searching point is given by
zt =wt + (a˘η/L)(∇ ft−1(wt−1)−∇ ft (wt ));
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whenΦ(w)=∑i wi lnwi ,Φ∗(w)= log[∑i exp(wi )] and the update for the searching point can be
computed by
[zt ]i ∝ [wt ]i exp
(
η/L[∇ ft−1(wt−1)−∇ ft (wt )]
)
, s.t .
∑
i
[zt ]i = 1.
Third, the key inequality in (5.16) for proving the regret bound still hold for ζ= ∇ ft (wt )+vt ,
ξ=∇ ft−1(wt−1)+vt by noting the equivalence between the pairs (6.2, 6.3) and (5.28, 5.29), which
is given below:
η
L
〈∇ ft (wt )+vt ,wt −w〉 ≤B(w,zt−1)−B(w,zt )
+ γ
2
α
‖∇ ft (wt )−∇ ft−1(wt−1)‖2∗−
α
2
[‖wt −zt−1‖2+‖w−zt‖2],∀w ∈W ,
where vt ∈ ∂δW (wt ). As a result, we can apply the same analysis as in the proof of Theorem5.5
to obtain the same regret bound in Theorem 5.6 for Algorithm 7. Note that the above inequal-
ity remains valid even if we take a projection step after the update for z′t due to the generalized
pythagorean inequality B(w,zt )≤B(w,z′t ),∀w ∈W [37].
6.1.2 A Gradual Variation Bound for Online Non-Smooth Optimization
In spirit of Algorithm 7, we present an algorithm for online non-smooth optimization of func-
tions ft (w) = f̂t (w)+ g (w) with a regret bound by gradual variation EGVT =
∑T−1
t=0 ‖∇ ft+1(wt )−
∇ ft (wt )‖2∗. The trick is to solve the composite gradientmapping:
wt = argmin
w∈W
〈w,∇ ft−1(wt−1)〉+
L
η
B(w,zt−1)+ g (w)
and update zt by
∇Φ(zt )=∇Φ(wt )+
η
L
(∇ ft−1(wt−1)−∇ ft (wt )).
Algorithm 8 shows the detailed steps and Corollay 6.2 states the regret bound, which can be
proved similarly.
Corollary 6.2. Let ft (w)= f̂t (w)+g (w), t = 1, . . . ,T be a sequence of convex functions where f̂t (w)
are L-smooth continuousw.r.t ‖·‖ and g (w) is a non-smooth function,Φ(z) be aα-strongly convex
function w.r.t ‖ ·‖, and EGVT be defined in (5.13). By setting η= (1/2)min
{p
α/
p
2,LR/
p
EGVT
}
,
we have the following regret bound
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)≤ 2Rmax
(p
2LR/
p
α,
√
EGVT
)
.
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Algorithm 8OnlineMirror Prox Method with a Fixed Non-Smooth Component
1: Input: η> 0,Φ(z)
2: Initialization: z0 =w0 =minz∈W Φ(z) and f0(w)= 0
3: for t = 1, . . . ,T do
4: Predictwt by
wt = argmin
w∈W
{
〈w,∇ ft−1(wt−1)〉+
L
η
B(w,zt−1)+ g (w)
}
5: Receive cost function ft (·) and incur loss ft (wt )
6: Update zt by
z′t =∇Φ∗
(
∇Φ(wt )+
η
L
(∇ ft−1(wt−1)−∇ ft (wt ))
)
and zt =minw∈W B(w,z′t )
7: end for
6.2 Composite Losses with an Explicit Max Structure
In previous subsection,we assume the composite gradientmappingwith the non-smooth com-
ponent can be efficiently solved. Here, we replace this assumption with an explicit max struc-
ture of the non-smooth component.
In what follows, we present a primal-dual prox method for such non-smooth cost functions
and prove its regret bound. We consider a general setting, where the non-smooth functions
ft (w) has the following structure:
ft (w)= f̂t (w)+max
u∈Q
〈Atw,u〉− φ̂t (u), (6.5)
where f̂t (w) and φ̂t (u) are L1-smooth and L2-smooth functions, respectively, and At ∈Rm×d
is a matrix used to characterize the non-smooth component of ft (w) with−φ̂t (u) bymaximiza-
tion. Similarly, we define a dual cost function φt (u) as
φt (u)=−φ̂t (u)+min
x∈W
〈Atw,u〉+ f̂t (w). (6.6)
We refer tow as the primal variable and to u as the dual variable. To motivate the setup, let
us consider online classification with hinge loss ℓt (w)=max(0,1− yt〈w,xt 〉), where we slightly
abuse the notation (xt , yt ) to denote the attribute and label pair received at trial t . It is straight-
forward to see that ℓt (w) is a non-smooth function and can be cast into the form in (6.5) by
ℓt (w)= max
α∈[0,1]
α(1− ytx⊤t w)= max
α∈[0,1]
−αytx⊤t w+α.
To present the algorithm and analyze its regret bound, we introduce some notations. Let
Ft (w,u) = f̂t (w)+〈Atw,u〉− φ̂t (u), Φ1(w) be a α1-strongly convex function defined on the pri-
mal variable w w.r.t a norm ‖ · ‖p and Φ2(u) be a α2-strongly convex function defined on the
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dual variable uw.r.t a norm ‖ ·‖q . Correspondingly, let B1(w,z) and B2(u,v) denote the induced
Bregman distance, respectively. We assume the domains W , Q are bounded and matrices At
have a bounded norm, i.e.,
max
w∈W
‖w‖p ≤R1, max
u∈Q
‖u‖q ≤R2
max
w∈W
Φ1(w)−min
w∈W
Φ1(w)≤M1
max
u∈Q
Φ2(u)−min
u∈Q
Φ2(u)≤M2
‖At‖p,q = max‖w‖p≤1,‖u‖q≤1u
⊤Atw≤σ.
(6.7)
Let ‖·‖p,∗ and ‖·‖q,∗ denote the dual norms to ‖·‖p and ‖·‖q , respectively. To prove a variational
regret bound, we define a gradual variation as follows:
EGVT,p,q =
T−1∑
t=0
‖∇ f̂t+1(wt )−∇ f̂t (wt )‖2p,∗+ (R21 +R22)
T−1∑
t=0
‖At −At−1‖2p,q
+
T−1∑
t=0
‖∇φ̂t+1(ut )−∇φ̂t (ut )‖2q,∗.
Given above notations, Algorithm 9 shows the detailed steps and Theorem 6.3 states a min-
max bound.
Theorem 6.3. Let ft (w) = f̂t (w)+maxu∈Q〈Atw,u〉 − φ̂t (u), t = 1, . . . ,T be a sequence of non-
smooth functions. Assume f̂t (w), φ̂(u) are L = max(L1,L2)-smooth functions and the domain
W ,Q and At satisfy the boundness condition as in (6.7). Let Φ(w) be a α1-strongly convex
function w.r.t the norm ‖ · ‖p , Φ(u) be a α2-strongly convex function w.r.t. the norm ‖ · ‖q , and
α=min(α1,α2). By setting η=min
(p
M1+M2/(2
√
EGVT,p,q ),
p
α/(4
p
σ2+L2)
)
in Algorithm 9,
then we have
max
u∈Q
T∑
t=1
Ft (wt ,u)−min
w∈W
T∑
t=1
Ft (w,ut )
≤ 4
√
M1+M2max
2
√
(M1+M2)(σ2+L2)
α
,
√
EGVT,p,q
 .
To facilitate understanding, we break the proof into several lemmas. The following lemma
is by analogy with Lemma 5.16.
Lemma 6.4. Let θ =
(w
u
)
denote a single vector with a norm ‖θ‖ =
√
‖w‖2p +‖u‖2q and a dual
norm ‖θ‖∗ =
√
‖w‖2p∗+‖u‖2q∗. LetΦ(θ)=Φ1(w)+Φ2(u), B(θ,ζ)=B1(w,u)+B2(z,v). Then
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Algorithm 9OnlineMirror Prox Method with an Explicit Max Structure
1: Input: η> 0,Φ1(z),Φ2(v)
2: Initialization: z0 =w0 =minz∈W Φ1(z), v0 =u0 =minv∈QΦ2(v) and f̂0(w)= φ̂0(u)= 0
3: for t = 1, . . . ,T do
4: Update ut by
ut = argmax
u∈Q
{
〈u,At−1wt−1−∇φ̂t−1(ut−1)〉−
L2
η
B2(u,vt−1)
}
5: Predictwt by
wt = argmin
w∈W
{
〈w,∇ f̂t−1(wt−1)+At−1A⊤t−1ut−1〉+
L1
η
B1(w,zt−1)
}
6: Receive cost function ft (·) and incur loss ft (wt )
7: Update vt by
vt = argmax
u∈Q
{
〈u,Atwt −∇φ̂t (ut )〉−
L2
η
B2(u,vt−1)
}
8: Update zt by
zt = argmin
w∈W
{
〈w,∇ f̂t (wt )+A⊤t ut 〉+
L1
η
B1(w,zt−1)
}
9: end for
η
( ∇wFt (wt ,ut )
−∇uFt (wt ,ut )
)⊤ (wt −w
ut −u
)
≤B(θ,ζt−1)−B(θ,ζt )
+η2
(
‖∇wFt (wt ,ut )−∇wFt−1(wt−1,ut−1)‖2p,∗
)
+η2
(
‖∇uFt (wt ,ut )−∇uFt−1(wt−1,ut−1)‖2q,∗
)
− α
2
(
‖wt −zt‖2p +‖ut −vt‖2q +‖wt −zt−1‖2p +‖ut −vt−1‖2q
)
.
Proof. Theupdates of (wt ,ut ) in Algorithm9can be seen as applying the updates in Lemma5.16
with θt =
(
wt
ut
)
in place ofw, ζt =
(
zt
vt
)
in place of z+, ζt−1 =
(
zt−1
vt−1
)
in place of z. Note that Φ(θ)
is a α=min(α1,α2)-strongly convex function with respect to the norm ‖θ‖. Then applying the
results in Lemma 5.16 we can complete the proof.
Applying the convexity of Ft (w,u) in terms of w and the concavity of Ft (w,u) in terms of u
to the result in Lemma 6.4, we have
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η (Ft (wt ,u)−Ft (w,ut ))
≤B1(w,zt−1)−B1(w,zt )+B2(u,vt−1)−B2(u,vt )
+η2‖∇ f̂t (wt )−∇ f̂t−1(wt−1)+A⊤t ut −A⊤t−1ut−1‖2p,∗
+η2‖∇φ̂t (ut )−∇φ̂t−1(ut−1)+Atwt −At−1wt−1‖2q,∗
− α
2
(
‖wt −zt−1‖2p +‖wt −zt‖2p
)
− α
2
(
‖ut −vt−1‖2q +‖ut −vt‖2q
)
≤B1(w,zt−1)−B1(w,zt )+B2(u,vt−1)−B2(u,vt )
+2η2‖∇ f̂t (wt )−∇ f̂t−1(wt−1)‖2p,∗+2η2‖A⊤t ut −A⊤t−1ut−1‖2p,∗
+2η2‖∇φ̂t (ut )−∇φ̂t−1(ut−1)‖2q,∗+2η2‖Atwt −At−1wt−1‖2q,∗
− α
2
(
‖wt −zt−1‖2p +‖wt −zt‖2p
)
− α
2
(
‖ut −vt−1‖2q +‖ut −vt‖2q
)
(6.8)
The following lemma provides tools for proceeding the bound.
Lemma 6.5.
‖∇ f̂t (wt )−∇ f̂t−1(wt−1)‖2p,∗ ≤ 2‖∇ f̂t (wt )−∇ f̂t−1(wt )‖2p,∗+2L2‖wt −wt−1‖2p
‖∇φ̂t (ut )−∇φ̂t−1(ut−1)‖2q,∗ ≤ 2‖∇φ̂t (ut )−∇φ̂t−1(ut )‖2q,∗+2L2‖ut −ut−1‖2q
‖Atwt −At−1wt−1‖2q,∗ ≤ 2R21‖At −At−1‖2p,q +2σ2‖wt −wt−1‖2p
‖A⊤t ut − A⊤t−1ut−1‖2p,∗ ≤ 2R22‖At −At−1‖2p,q +2σ2‖ut −ut−1‖2q
Proof. We prove the first and the third inequalities. Another two inequalities can be proved
similarly.
‖∇ f̂t (wt )−∇ f̂t−1(wt−1)‖2p,∗
≤ 2‖∇ f̂t (wt )−∇ f̂t−1(wt )‖2p,∗+2‖∇ f̂t−1(wt )−∇ f̂t−1(wt−1)‖2p,∗
≤ 2‖∇ f̂t (wt )−∇ f̂t−1(wt )‖2p,∗+2L2‖wt −wt−1‖2p
where we use the smoothness of f̂t (w).
‖Atwt −At−1wt−1‖2q,∗ ≤ 2‖(At −At−1)wt‖2q,∗+2‖At−1(wt −wt−1)‖2p
≤ 2R21‖At −At−1‖2p,q +2σ2‖wt −wt−1‖2p
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Lemma 6.6. For anyw ∈W and u ∈Q, we have
η (Ft (wt ,u)−Ft (w,ut ))
≤B1(w,zt−1)−B1(w,zt )+B2(u,vt−1)−B2(u,vt )
+4η2
(
‖∇ f̂t (wt )−∇ f̂t−1(wt )‖2p,∗+‖∇φ̂t (ut )−∇φ̂t−1(ut )‖2q,∗
+ (R21 +R22)‖At −At−1‖2p,q
)
+4η2σ2‖wt −wt−1‖2p +4η2L2‖wt −wt−1‖2p −
α
2
(‖wt −zt‖2p +‖wt −zt−1‖2p )
+4η2σ2‖ut −ut−1‖2p +4η2L2‖ut −ut−1‖2q −
α
2
(‖ut −vt‖2q +‖ut −vt−1‖2q ).
Proof. The lemma can be proved by combining the results in Lemma 6.5 and the inequality
in (6.8).
η (Ft (wt ,u)−Ft (w,ut ))
≤B1(w,zt−1)−B1(w,zt )+B2(u,vt−1)−B2(u,vt )
+2η2‖∇ f̂t (wt )−∇ f̂t−1(wt−1)‖2p,∗+2η2‖A⊤t ut −A⊤t−1ut−1‖2p,∗
+2η2‖∇φ̂t (ut )−∇φ̂t−1(ut−1)‖2q,∗+2η2‖Atwt −At−1wt−1‖2q,∗
− α
2
(
‖wt −zt−1‖2p +‖wt −zt‖2p
)
− α
2
(
‖ut −vt−1‖2q +‖ut −vt‖2q
)
≤B1(w,zt−1)−B1(w,zt )+B2(u,vt−1)−B2(u,vt )
+4η2‖∇ f̂t (wt )−∇ f̂t−1(wt )‖2p,∗+4η2L2‖wt −wt−1‖2p +4η2σ2‖wt −wt−1‖2p
+4η2R21‖At −At−1‖2p,q +4η2R22‖At −At−1‖2p,q
+4η2‖∇φ̂t (ut )−∇φ̂t−1(ut )‖2q,∗+4η2L2‖ut −ut−1‖2q +4η2σ2‖ut −ut−1‖2q
− α
2
(
‖wt −zt−1‖2p +‖wt −zt‖2p
)
− α
2
(
‖ut −vt−1‖2q +‖ut −vt‖2q
)
≤B1(w,zt−1)−B1(w,zt )+B2(u,vt−1)−B2(u,vt )
+4η2
(
‖∇ f̂t (wt )−∇ f̂t−1(wt )‖2p,∗+‖∇φ̂t (ut )−∇φ̂t−1(ut )‖2q,∗
+ (R21+R22)‖At −At−1‖2p,q
)
+4η2σ2‖wt −wt−1‖2p +4η2L2‖wt −wt−1‖2p −
α
2
(‖wt −zt‖2p +‖wt −zt−1‖2p)
+4η2σ2‖ut −ut−1‖2p +4η2L2‖ut −ut−1‖2q −
α
2
(‖ut −vt‖2q +‖ut −vt−1‖2q).
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Proof of Theorem 6.3. Taking summation of the inequalities in Lemma 6.6 over t = 1, . . . ,T , ap-
plying the inequality in (5.32) twice and using η≤pα/(4
p
σ2+L2), we have
T∑
t=1
Ft (wt ,u)−
T∑
t=1
Ft (w,ut )≤ 4ηEGVT,p,q +
M1+M2
η
= 4
√
M1+M2max
2
√
(M1+M2)(σ2+L2)
α
,
√
EGVT,p,q
 .
We complete the proof by using w∗ = argminw∈W
∑T
t=1Ft (wt ,u) and u
∗ =
argmaxu∈Q
∑T
t=1Ft (w,ut ).
As an immediate result of Theorem 6.3, the following Corollary states a regret bound for
non-smooth optimization with a fixed non-smooth component that can be written as a max
structure, i.e., ft (w)= f̂t (w)+ [g (w)=maxu∈Q〈Aw,u〉− φ̂(u)].
Corollary 6.7. Let ft (w)= f̂t (w)+g (w), t = 1, . . . ,T be a sequence of non-smooth functions, where
g (w)=maxu∈Q〈Aw,u〉− φ̂(u), and the gradual variation EGVT be defined in (5.13) w.r.t the dual
norm ‖ · ‖p,∗. Assume f̂t (w) are L-smooth functions w.r.t ‖ · ‖, the domain W ,Q and A satisfy the
boundness condition as in (6.7). If we set η = min
(p
M1+M2/(2
p
EGVT ),
p
α/(4
p
σ2+L2)
)
in
Algorithm 9, then we have the following regret bound
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w)
≤ 4
√
M1+M2max
2
√
(M1+M2)(σ2+L2)
α
,
√
EGVT
+V(g ,w1:T ),
where ŵT =
∑T
t=1wt/T and V(g ,w1:T ) =
∑T
t=1 |g (wt )− g (ŵT )| measures the variation in the
non-smooth component.
Proof. In the case of fixed non-smooth component, the gradual variation defined in (6.8) re-
duces the one defined in (5.13) w.r.t the dual norm ‖ · ‖p,∗. By using the bound in (6.9) and
noting that ft (w)=maxu∈Q Ft (w,u)≥ Ft (w,ut ), we have
T∑
t=1
(
f̂t (wt )+〈Awt ,u〉− φ̂(u)
)
≤
T∑
t=1
ft (w)+
4
√
M1+M2max
2
√
(M1+M2)(σ2+L2)
α
,
√
EGVT
 .
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Therefore
T∑
t=1
(
f̂t (wt )+ g (ŵT )
)
≤
T∑
t=1
ft (w)+
4
√
M1+M2max
2
√
(M1+M2)(σ2+L2)
α
,
√
EGVT
 .
We complete the proof by complementing f̂t (wt ) with g (wt ) to obtain ft (wt ) and moving the
additional term
∑T
t=1(g (ŵT )− g (wt )) to the right hand side .
Remark 6.8. Note that the regret bound in Corollary 6.7 has an additional term V (g ,w1:T ) com-
pared to the regret bound in Corollary 6.2, which constitutes a tradeoff between the reduced com-
putational cost in solving a composite gradient mapping.
To see an application of Theorem 6.3 to an online non-smooth optimization with time-
varying non-smooth components, let us consider the example of online classification with
hinge loss. At each trial, upon receiving an example xt , we need to make a prediction based
on the current model wt , i.e., ŷt = 〈wt ,xt 〉, then we receive the true label of xt denoted by
yt ∈ {+1,−1}. The goal is to minimize the total number of mistakes across the time line MT =∑T
t=1 I[ŷt yt ≤ 0]. Here we are interested in a scenario that the data sequence (xt , yt ), t = 1, . . . ,T
has a small gradual variation in terms of ytxt . To obtain such a gradual variation basedmistake
bound, we can apply Algorithm 9. For the purpose of deriving the mistake bound, we need to
make a small change to Algorithm 9. At the beginning of each trial, we first make a prediction
ŷt = 〈wt ,xt 〉, and if wemake amistake I[ŷt yt ≤ 0] thewe proceed to update the auxiliary primal-
dual pair (w′t ,βt ) similar to (zt ,vt ) in Algorithm 9 and the primal-dual pair (wt+1,αt+1) similar
to (wt+1,ut+1) in Algorithm 9, which are given explicitly as follows:
βt =
∏
[0,1]
(
βt−1+η(1−w⊤t ytxt )
)
, w′t =
∏
‖w‖2≤R
(w′t−1+ηαt ytxt )
αt+1 =
∏
[0,1]
(
βt +η(1−w⊤t ytxt )
)
, wt+1 =
∏
‖w‖2≤R
(w′t +ηαt ytxt ).
Without loss of generality, we let (xt , yt ), t = 1, . . . ,MT denote the examples that are predicted
incorrectly. The functionFt (·, ·) is written as Ft (w,α)=α(1−yt〈w,xt 〉). Then for a total sequence
of T examples, we have the following bound by assuming ‖wt‖2 ≤ 1 and η≤ 1/2
p
2
MT∑
t=1
Ft (wt ,α)≤
MT∑
t=1
ℓ(ytw
⊤
t xt )+η
MT−1∑
t=0
(R2+1)‖yt+1xt+1− ytxt‖22+
R2+α2
2η
.
Since ytw⊤t xt is less than 0 for the incorrectly predicted examples, if we setα= 1 in the above
inequality, we have
MT ≤
MT∑
t=1
ℓ(ytw
⊤
t xt )+η
MT−1∑
t=0
(R2+1)‖yt+1xt+1− ytxt‖22+
R2+1
2η
≤
MT∑
t=1
ℓ(ytw
⊤
t xt )+
p
2(R2+1)max(2,
√
EGVT,2).
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which results in a gradual variational mistake bound, where
√
EVGT,2 measures the gradual
variation in the incorrectly predicted examples. To end the discussion, we note that one may
find applications of a small gradual variation of ytxt in time series classification. For instance, if
xt represent somemedical measurements of a person and yt indicates whether the person ob-
serves a disease, since the health conditions usually change slowly then it is expected that the
gradual variation of ytxt is small. Similarly, if xt are some sensor measurements of an equip-
ment and yt indicates whether the equipment fails or not, we would also observe a small grad-
ual variation of the sequence ytxt during a time period.
6.3 Summary
In this chapterwedeveloped a simplifiedonlinemirror proxmethodusing a composite gradient
mapping for non-smooth optimizationwith a fixed non-smooth component and a primal-dual
prox method for non-smooth optimization with the non-smooth component written as a max
structure. Despite the impossibility result in Chapter 5 which demonstrated that smoothness of
loss functions in necessary to obtain gradual variation bounds, we showed that a simplified ver-
sion of online mirror prix method is able to attain regret bounded by gradual variation for loss
functions with a smooth component and two types of mentioned non-smooth components.
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MIXED OPTIMIZATION FOR SMOOTH LOSSES
In this part of the thesis, we consider stochastic convex optimization problem and show that
leveraging the smoothness of functions allows us to devise stochastic optimization algorithms
that enjoy faster convergence rate.
The focus of this chapter is on stochastic smooth optimization. The motivation for exploit-
ing smoothness in stochastic optimization stems from the observation that the optimal con-
vergence rate for stochastic optimization of smooth functions is O(1/
p
T ), which is same as
stochastic optimization of Lipschitz continuous convex functions. This is in contrast to op-
timizing smooth functions using full gradients, which yields a convergence rate of O(1/T 2).
Therefore, it is of great interest to exploit smoothness in stochastic setting as well. In particular,
we are interested in designing an efficient algorithm that is in the same spirit of the stochastic
gradient descent method, but can effectively leverage the smoothness of the loss function to
achieve a significantly faster convergence rate.
We introduce a new setup for optimizing convex functions, termed asmixed optimization,
which allows to access both a stochastic oracle and a full gradient oracle to take advantages of
their individual merits. Our goal is to significantly improve the convergence rate of stochastic
optimization of smooth functions by having an additional small number of accesses to the full
gradient oracle. We show that, with an O(lnT ) calls to the full gradient oracle and an O(T )
calls to the stochastic oracle, the proposed mixed optimization algorithm is able to achieve an
optimization error of O(1/T ). The key insight underlying the mixed optimization paradigm is
that by infrequent use of full gradients at specific points we are able to progressively reduce the
variance of stochastic gradients which leads to faster convergence rates.
The rest of this chapter is organized as follows. In Section 7.1 wemotivate the problem. Sec-
tion 7.2 describes the MixedGrad algorithm, discusses the main intuition behind it, and states
the main result on its convergence rate. The proof of convergence rate is given in Section 7.3
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and the omitted proofs are deferred to Section 7.4. Section 7.5 concludes the chapter and dis-
cusses few open questions. Finally, Section 7.6 briefly reviews the literature on deterministic
and stochastic optimization.
7.1 Motivation
As it has been shown in Chapter 2, many practical machine learning algorithms follow the
framework of empirical risk minimization, which often can be cast into the following generic
optimization problem:
min
w∈W
F (w) := 1
n
n∑
i=1
fi (w), (7.1)
where n is the number of training examples, fi (w) encodes the loss function related to the i th
training example (xi , yi ), and W is a bounded convex domain that is introduced to regularize
the solution w ∈ W (i.e., the smaller the size of W , the stronger the regularization is). In this
chapter, we focus on the learning problems for which the loss function fi (w) is smooth. Ex-
amples of smooth loss functions include least square with fi (w) = (yi − 〈w,xi 〉)2 and logistic
regression with fi (w) = log
(
1+exp(−yi 〈w,xi 〉)
)
. Since the regularization is enforced through
the restricted domain W , we did not introduce a ℓ2 regularizer λ‖w‖2/2 into the optimization
problem and as a result, we do not assume the loss function to be strongly convex. We note that
a small ℓ2 regularizer does NOT improve the convergence rate of stochastic optimization. More
specifically, the convergence rate for stochastically optimizing a ℓ2 regularized loss function re-
mains as O(1/
p
T ) when λ =O(1/
p
T ) [71], a scenario that is often encountered in real-world
applications.
A preliminary approach for solving the optimization problem in (7.1) is the batch gradi-
ent descent (GD) algorithm [120]. It starts with some initial point, and iteratively updates the
solution using the equation wt+1 = ΠW (wt −η∇F (wt )), where ΠW (·) is the orthogonal projec-
tion onto the convex domain W . It has been shown that for smooth objective functions, the
convergence rate of standard GD isO(1/T ) [120], and can be improved toO(1/T 2) by an accel-
erated GD algorithm [119, 120, 122]. The main shortcoming of GD method is its high cost in
computing the full gradient ∇F (wt ) when the number of training examples is large, i.e., it re-
quires O(n) gradient computations per iteration. Stochastic gradient descent (SGD) alleviates
this limitation of GD by sampling one (or a small set of) examples and computing a stochastic
(sub)gradient at each iteration based on the sampled examples [29, 114, 133]. Since the com-
putational cost of SGD per iteration is independent of the size of the data (i.e., n), it is usually
appealing for large-scale learning and optimization.
While SGD enjoys a high computational efficiency per iteration, it suffers from a slow con-
vergence rate for optimizing smooth functions. It has been shown in [118] that the effect of
the stochastic noise cannot be decreased with a better rate thanO(1/
p
T ) which is significantly
worse than GD that uses the full gradients for updating the solutions and this limitation is also
valid when the target function is smooth. In addition for general Lipschitz continuous convex
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functions, SGD exhibits the same convergence rate as that for the smooth functions, imply-
ing that smoothness of the loss function is essentially not very useful and can not be exploited
in stochastic optimization. The slow convergence rate for stochastically optimizing smooth
loss functions is mostly due to the variance in stochastic gradients: unlike the full gradient
case where the norm of a gradient approaches to zero when the solution is approaching to
the optimal solution, in stochastic optimization, the norm of a stochastic gradient is constant
even when the solution is close to the optimal solution. It is the variance in stochastic gradi-
ents that makes the convergence rateO(1/
p
T ) unimprovable for stochastic smooth optimiza-
tion [118, 4].
In this chapter, we are interested in designing an efficient algorithm that is in the same spirit
of SGDbut can effectively leverage the smoothness of the loss function to achieve a significantly
faster convergence rate. To this end, we consider a new setup for optimization that allows us
to interplay between stochastic and deterministic gradient descent methods. In particular, we
assume that the optimization algorithmhas an access to two oracles:
• A stochastic oracle Os that returns the loss function fi (w) based on the sampled training
example (xi , yi ) 1, and
• A full gradient oracle O f that returns the gradient∇F (w) for any given solutionw ∈W .
We refer to this new setting asmixed optimization in order to distinguish it from both stochastic
and full gradient optimizationmodels. Obviously, the challenging issue in this regard is tomin-
imize the number of full gradients to be asminimumas possiblewhile having the samenumber
of stochastic gradient accesses. The key question we examined in this chapter is:
Is it possible to improve the convergence rate for stochastic optimization of smooth
functions by having a small number of calls to the full gradient oracle O f ?
In this chapter we give an affirmative answer to this question. In particular, we show that
with an additional O(lnT ) accesses to the full gradient oracle O f , the proposed algorithm,
referred to as MixedGrad, can improve the convergence rate for stochastic optimization of
smooth functions toO(1/T ), the same rate for stochastically optimizing a strongly convex func-
tion [71, 124, 136]. The MixedGrad algorithm builds off on multi-stage methods [71] and oper-
ates in epochs, but involves novel ingredients so as to obtain anO(1/T ) rate for smooth losses.
In particular, we form a sequence of strongly convex objective functions to be optimized at
each epoch and decrease the amount of regularization and shrink the domain as the algorithm
proceeds. The full gradient oracle O f is only called at the beginning of each epoch. In this
chapter our focus is only smooth functions and in the coming chapters, we show that it is fur-
ther possible to develop faster optimization schemes when the target function is both smooth
and strongly convex bymaking the number of accesses to the full gradients independent of the
condition number, leading to more efficient optimization algorithms for ill-conditioned prob-
lems.
1Wenote that the stochastic oracle assumed in our study is slightly stronger than the stochastic gradient oracle
as it returns the sampled function instead of the stochastic gradient.
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7.2 TheMixedGrad Algorithm
In stochastic first-order optimization setting, instead of having direct access to F (w), we only
have access to a stochastic gradient oracle, which given a solutionw ∈ W , returns the gradient
∇ fi (w) where i is sampled uniformly at random from {1,2, · · · ,n}. The goal of stochastic opti-
mization to use a bounded number T of oracle calls, and compute some w¯ ∈ W such that the
optimization error,F (w¯)−F (w∗), is as small as possible.
In the mixed optimization model introduced here, we first relax the stochastic oracle Os by
assuming that it will return a randomly sampled loss function fi (w), instead of the gradient
∇ fi (w) for a given solutionwmay be applied to achieveO(1/T ) convergence 2. Second, we as-
sume that the learner also has an access to the full gradient oracleO f . Our goal is to significantly
improve the convergence rate of stochastic gradient descent (SGD) by making a small number
of calls to the full gradient oracle O f . In particular, we show that by having only O(logT ) ac-
cesses to the full gradient oracle and O(T ) accesses to the stochastic oracle, we can tolerate
the noise in stochastic gradients and attain anO(1/T ) convergence rate for optimizing smooth
functions.
We now turn to describe the proposed mixed optimization algorithm and state its conver-
gence rate. The detailed steps of MixedGrad algorithm are shown in Algorithm 10. It follows
the epoch gradient descent algorithm proposed in [71] for stochastically minimizing strongly
convex functions and divides the optimizationprocess intom epochs, but involves novel ingre-
dients so as to obtain anO(1/T ) convergence rate. The key idea is to introduce a ℓ2 regularizer
into the objective function tomake it strongly convex, and gradually reduce the amount of reg-
ularizationover the epochs. We also shrink the domain as the algorithmproceeds. We note that
reducing the amount of regularization over time is closely-related to the classic proximal-point
algorithms. Throughout the chapter, we will use the subscript for the index of each epoch, and
the superscript for the index of iterations within each epoch. Below, we describe the key idea
behind theMixedGrad algorithm.
Let w¯k be the solution obtained before the kth epoch, which is initialized to be 0 for the first
epoch. Instead of searching forw∗ at the kth epoch, our goal is to findw∗− w¯k , resulting in the
following optimization problem for the kth epoch
min
w+wk ∈W
‖w‖≤∆k
λk
2
‖w+ w¯k‖2+
1
n
n∑
i=1
fi (w+ w¯k), (7.2)
where ∆k specifies the domain size of w and λk is the regularization parameter introduced
at the kth epoch. By introducing the ℓ2 regularizer, the objective function in (7.2) becomes
2The audience may feel that this relaxation of stochastic oracle could provide significantly more information,
and second ordermethods such as Online Newton [67]. We note (i) the proposed algorithm is a first ordermethod,
and (ii) although the Online Newtonmethod yields a regret bound ofO(1/T ), its convergence rate for optimization
can be as low asO(1/
p
T ) due to the concentration bound forMartingales. In addition, the Online Newtonmethod
is only applicable to exponential concave function, not any smooth loss function.
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Algorithm 10MixedGrad Algorithm
1: Input:
• step size η1
• domain size ∆1
• the number of iterations T1 for the first epoch
• the number of epochsm
• regularization parameter λ1
• shrinking parameter γ> 1
2: Initialize: w¯1 = 0
3: for k = 1, . . . ,m do
4: Construct the domain Wk = {w :w+wk ∈W ,‖w‖ ≤∆k }
5: Call the full gradient oracle O f for ∇F (w¯k)
6: Compute gk =λkw¯k +∇F (w¯k)=λkw¯k + 1n
∑n
i=1∇ fi (w¯k)
7: Initializew1
k
= 0
8: for t = 1, . . . ,Tk do
9: Call stochastic oracle Os to return a randomly selected loss function fi t
k
(w)
10: Compute the stochastic gradient as gˆt
k
= gk +∇ fi t
k
(wt
k
+ w¯k)−∇ fi t
k
(w¯k)
11: Update the solution by
wt+1k = argmax
w∈Wk
ηk〈w−wtk , gˆtk +λkwtk〉+
1
2
‖w−wtk‖2
12: end for
13: Set w˜k+1 = 1T+1
∑T+1
t=1 w
t
k
and w¯k+1 = w¯k + w˜k+1
14: Set∆k+1 =∆k/γ, λk+1 =λk/γ, ηk+1 = ηk/γ, and Tk+1 = γ2Tk
15: end for
Return w¯m+1
strongly convex, making it possible to exploit the technique for stochastic optimization of
strongly convex function in order to improve the convergence rate. The domain size ∆k and
the regularization parameter λk are initialized to be ∆1 > 0 and λ1 > 0, respectively, and are
reduced by a constant factor γ> 1 every epoch, i.e., ∆k =∆1/γk−1 and λk = λ1/γk−1. By remov-
ing the constant term λk‖w¯k‖2/2 from the objective function in (7.2), we obtain the following
optimization problem for the kth epoch
min
w∈Wk
[
Fk(w)=
λk
2
‖w‖2+λk〈w,w¯k〉+
1
n
n∑
i=1
fi (w+ w¯k)
]
, (7.3)
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where Wk = {w :w+wk ∈W , ‖w‖ ≤∆k }. We rewrite the objective function Fk(w) as
Fk(w) =
λk
2
‖w‖2+λk〈w,w¯k〉+
1
n
n∑
i=1
fi (w+ w¯k )
= λk
2
‖w‖2+
〈
w,λkw¯k +
1
n
n∑
i=1
∇ fi (w¯k)
〉
+ 1
n
n∑
i=1
fi (w+ w¯k)−〈w,∇ fi (w¯k)〉
= λk
2
‖w‖2+〈w,gk〉+
1
n
n∑
i=1
f̂ ki (w) (7.4)
where
gk =λkw¯k +
1
n
n∑
i=1
∇ fi (w¯k) and f̂ ki (w)= fi (w+ w¯k)−〈w,∇ fi (w¯k)〉.
The main reason for using f̂ k
i
(w) instead of fi (w) is to tolerate the variance in the stochas-
tic gradients. To see this, from the smoothness assumption of fi (w) we obtain the following
inequality for the norm of f̂ k
i
(w) as:∥∥∥∇ f̂ ki (w)∥∥∥= ∥∥∇ fi (w+ w¯k)−∇ fi (w¯k)∥∥≤β‖w‖.
As a result, since ‖w‖ ≤ ∆k and ∆k shrinks over epochs, then ‖w‖ will approach to zero over
epochs and consequentially ‖∇ f̂ k
i
(w)‖ approaches to zero, which allows us to effectively con-
trol the variance in stochastic gradients, a key to improving the convergence of stochastic opti-
mization for smooth functions toO(1/T ).
Using Fk(w) in (7.4), at the t th iteration of the kth epoch, we call the stochastic oracle Os
to randomly select a loss function fikt
(w) and update the solution by following the standard
paradigm of SGD by
wt+1k = Πw∈Wk
(
wtk −ηk(λkwtk +gk +∇ f̂ ki t
k
(wtk))
)
= Πw∈Wk
(
wtk −ηk(λkwtk +gk +∇ fi tk (w
t
k + w¯k)−∇ fi tk (w¯k))
)
, (7.5)
whereΠw∈Wk (·) projects the solutionw into the domainWk that shrinks over epochs.
At the end of each epoch, we compute the average solution w˜k , and update the solution
from w¯k to w¯k+1 = w¯k + w˜k . Similar to the epoch gradient descent algorithm [71], we increase
the number of iterations by a constant γ2 for every epoch, i.e. Tk = T1γ2(k−1).
In order to perform stochastic gradient updating given in (7.5), we need to compute vector
gk at the beginning of the kth epoch, which requires an access to the full gradient oracle O f .
By infrequent use of full gradients at the beginning of each epoch we are able to progressively
reduce the variance of stochastic gradients which leads to faster convergence rates. It is easy
to count that the number of accesses to the full gradient oracle O f is m, and the number of
accesses to the stochastic oracle Os is
T = T1
m∑
i=1
γ2(i−1) = γ
2m −1
γ2−1 T1.
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Thus, if the total number of accesses to the stochastic gradient oracle is T , the number of access
to the full gradient oracle required by MixedGrad algorithm isO(lnT ), consistent with our goal
of making a small number of calls to the full gradient oracle.
The theorem below shows that for smooth objective functions, by having O(lnT ) access to
the full gradient oracle O f and O(T ) access to the stochastic oracle Os , by running MixedGrad
algorithm, we achieve an optimization error ofO(1/T ).
Theorem 7.1. Let δ≤ e−9/2 be the failure probability. Set γ= 2, λ1 = 16β and
T1 = 300ln
m
δ
, η1 =
1
2β
p
3T1
, and ∆1 =R .
Define T = T1
(
22m −1
)
/3. Let w¯m+1 be the solution returned by MixedGrad method in Algo-
rithm 10 after m epochs with m =O(lnT ) calls to the full gradient oracle O f and T calls to the
stochastic oracle Os . Then, with a probability 1−2δ, we have
F (w¯m+1)−min
w∈W
F (w)≤ 80βR
2
22m−2
=O
(
β
T
)
.
7.3 Analysis of Convergence Rate
Now we turn to proving the main theorem. The proof will be given in a series of lemmas and
theoremswhere the proof of few are given in Section 7.4. The proof ofmain theorem is based on
induction. To this end, let ŵk∗ be the optimal solution thatminimizesFk(w) defined in (7.3). The
key to our analysis is show that when ‖ŵk∗‖ ≤∆k , with a high probability, it holds that ‖ŵk+1∗ ‖ ≤
∆k/γ, where ŵ
k+1
∗ is the optimal solution that minimizes Fk+1(w), as revealed by the following
theorem.
Theorem 7.2. Let ŵk∗ and ŵ
k+1
∗ be the optimal solutions that minimize Fk(w) and Fk+1(w), re-
spectively, and w˜k+1 be the average solution obtained at the end of kth epoch of MixedGrad algo-
rithm. Suppose ‖ŵk∗‖ ≤∆k . By setting the step size ηk = 1/
(
2β
p
3Tk
)
, we have, with a probability
1−2δ,
‖ŵk+1∗ ‖ ≤
∆k
γ
and Fk(w˜k+1)−min
w
Fk(w)≤
λk∆
2
k
2γ4
provided that δ≤ e−9/2 and
Tk ≥
300γ8β2
λ2
k
ln
1
δ
.
Taking this statement as given for the moment, we proceed with the proof of Theorem 7.1,
returning later to establish the claim stated in Theorem 7.2.
Proof of Theorem 7.1. It is easy to check that for the first epoch, using the fact W ∈BR , we have
‖w1∗‖ = ‖w∗‖ ≤R :=∆1.
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Let wm∗ be the optimal solution that minimizes Fm(w) and let ŵ
m+1
∗ be the optimal solution
obtained in the last epoch. Using Theorem 7.1, with a probability 1−2mδ, we have
‖ŵm∗ ‖ ≤
∆1
γm−1
, Fm(w˜m+1)−Fm(ŵm∗ )≤
λm∆
2
m
2γ4
= λ1∆
2
1
2γ3m+1
Hence,
1
n
n∑
i=1
fi (w¯m+1) ≤ Fm(ŵm∗ )+
λ1∆
2
1
2γ3m+1
− λ1
γm−1
〈w˜m+1,w¯m〉
≤ Fm(ŵm∗ )+
λ1∆
2
1
2γ3m+1
+ λ1‖w¯m‖∆1
γ2m−2
where the last step uses the fact ‖ŵm+1∗ ‖ ≤∆m =∆1γ1−m . Since
‖w¯m‖ ≤
m∑
i=1
|w˜i | ≤
m∑
i=1
∆i ≤
γ∆1
γ−1 ≤ 2∆1
where in the last step holds under the condition γ ≥ 2. By combining above inequalities, we
obtain
1
n
n∑
i=1
fi (w¯m+1)≤Fm(ŵm∗ )+
λ1∆
2
1
2γ3m+1
+ 2λ1∆
2
1
γ2m−2
.
Our final goal is to relate Fm(w) to minwL (w). Since ŵm∗ minimizes Fm(w), for any w∗ ∈
argminL (w), we have
Fm(w
m
∗ )≤Fm(w∗)=
1
n
n∑
i=1
fi (w∗)+
λ1
2γm−1
(
‖w∗− w¯m‖2+2〈w∗− w¯m ,w¯m〉
)
. (7.6)
Thus, the key to bound |F (wm∗ )−F (w∗)| is to bound ‖w∗− w¯m‖. To this end, after the first
m epoches, we run Algorithm 10 with f ull gradients. Let w¯m+1,w¯m+2, . . . be the sequence of
solutions generated by Algorithm 10 after the first m epochs. For this sequence of solutions,
Theorem 7.2 will hold deterministically as we deploy the full gradient for updating, i.e., ‖w˜k‖ ≤
∆k for any k ≥m+1. Since we reduce λk exponentially, λk will approach to zero and therefore
the sequence {w¯k}
∞
k=m+1 will converge tow∗, one of the optimal solutions that minimizeL (w).
Sincew∗ is the limit of sequence {w¯k }∞k=m+1 and ‖w¯k‖ ≤∆k for any k ≥m+1, we have
‖w∗− w¯m‖ ≤
∞∑
i=m+1
|w˜i | ≤
∞∑
k=m+1
∆k ≤
∆1
γm(1−γ−1) ≤
2∆1
γm
where the last step follows from the condition γ≥ 2. Thus,
Fm(w
m
∗ ) ≤
1
n
n∑
i=1
fi (w∗)+
λ1
2γm−1
(
4∆21
γ2m
+ 8∆
2
1
γm
)
= 1
n
n∑
i=1
fi (w∗)+
2λ1∆21
γ2m−1
(
2+γ−m
)
≤ 1
n
n∑
i=1
fi (w∗)+
5λ1∆21
γ2m−1
(7.7)
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By combining the bounds in (7.6) and (7.7), we have, with a probability 1−2mδ,
1
n
n∑
i=1
fi (w¯m+1)−
1
n
n∑
i=1
fi (w∗)≤
5λ1∆
2
1
γ2m−2
=O(1/T )
where
T = T1
m−1∑
k=0
γ2k = T1
(
γ2m−1
)
γ2−1 ≤
T1
3
γ2m .
We complete the proof by plugging in the stated values for γ, λ1 and ∆1.
We turn now to proving the Theorem 7.2. For the convenience of discussion, we drop the
subscript k for epoch just to simplify our notation. Let λ = λk , T = Tk , ∆ = ∆k , g = gk . Let
w¯= w¯k be the solution obtained before the start of the epoch k, and let w¯′ = w¯k+1 be the solution
obtained after running through the kth epoch. We denote by F (w) and F ′(w) the objective
functionsFk(w) and Fk+1(w). They are given by
F (w) = λ
2
‖w‖2+λ〈w,w¯〉+ 1
n
n∑
i=1
fi (w+ w¯) (7.8)
F
′(w) = λ
2γ
‖w‖2+ λ
γ
〈w,w¯′〉+ 1
n
n∑
i=1
fi (w+ w¯′) (7.9)
Let ŵ∗ = ŵk∗ and ŵ′∗ = ŵk+1∗ be the optimal solutions that minimize F (w) and F ′(w) over the
domainWk and Wk+1, respectively. Under the assumption that ‖ŵ∗‖ ≤∆, our goal is to show
‖ŵ′∗‖ ≤
∆
γ
, F (w¯′)−F (ŵ∗)≤
λ∆2
2γ4
The following lemma boundsF (wt )−F (ŵ∗) where the proof is deferred to Section 7.4.
Lemma 7.3.
F (wt )−F (ŵ∗)≤
‖wt − ŵ∗‖2
2η
− ‖wt+1− ŵ∗‖
2
2η
+ η
2
∥∥∇ f̂it (wt )+λwt∥∥2+〈g,wt −wt+1〉
+
〈
∇F̂ (ŵ∗)−∇ f̂it (ŵ∗),wt − ŵ∗
〉
+
〈
−∇ f̂it (wt )+∇ f̂it (ŵ∗)−∇F̂ (ŵ∗)+∇F̂ (wt ),wt − ŵ∗
〉
By adding the inequality in Lemma 7.7 over all iterations, using the fact w¯1 = 0, we have
T∑
t=1
F (wt )−F (ŵ∗)≤
‖ŵ∗‖2
2η
− ‖wT+1− ŵ∗‖
2
2η
−〈g,wT+1〉
+η
2
T∑
t=1
‖∇ f̂it (wt )+λwt‖2︸ ︷︷ ︸
,AT
+
T∑
t=1
〈∇F̂ (ŵ∗)−∇ f̂it (ŵ∗),wt − ŵ∗〉︸ ︷︷ ︸
,BT
+
T∑
t=1
〈
−∇ f̂it (wt )+∇ f̂it (ŵ∗)−∇F̂ (ŵ∗)+∇F̂ (wt ),wt − ŵ∗
〉
︸ ︷︷ ︸
,CT
.
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Since g=∇F (0) and
F (wT+1)−F (0)≤ 〈∇F (0),wT+1〉+
β
2
‖wT+1‖2 = 〈g,wT+1〉+
β
2
‖wT+1‖2
using the fact F (0)≤F (w∗)+ β2 ‖w∗‖2 andmax(‖w∗‖,‖wT+1‖)≤∆, we have
−〈g,wT+1〉 ≤F (0)−F (wT+1)+
β
2
∆
2 ≤β∆2− (F (wT+1)−F (ŵ∗))
and therefore
T+1∑
t=1
F (wt )−F (ŵ∗)≤∆2
(
1
2η
+β
)
+ η
2
AT +BT +CT . (7.10)
The following lemmas bound AT , BT andCT .
Lemma 7.4. For AT defined above we have AT ≤ 6β2∆2T .
The following lemma upper bounds BT and CT . The proof is based on the Bernstein’s in-
equality for martingales and is given later .
Lemma 7.5. With a probability 1−2δ, we have
BT ≤β∆2
(
ln
1
δ
+
√
2T ln
1
δ
)
and CT ≤ 2β∆2
(
ln
1
δ
+
√
2T ln
1
δ
)
.
Using Lemmas 7.8 and 7.9, by substituting the uppers bounds for AT , BT , and CT in (7.10),
with a probability 1−2δ, we obtain
T+1∑
t=1
F (wt )−F (ŵ∗)≤∆2
(
1
2η
+β+6β2ηT +3β ln 1
δ
+3β
√
2T ln
1
δ
)
By choosing η= 1/[2β
p
3T ], we have
T+1∑
t=1
F (wt )−F (ŵ∗)≤∆2
(
2β
p
3T +β+3β ln 1
δ
+3β
√
2T ln
1
δ
)
and using the fact w˜=∑T+1
i=1 wt/(T +1), we have
F (w˜)−F (ŵ∗)≤∆2
5β
p
3ln[1/δ]p
T +1
, and ∆̂2 = ‖w˜− ŵ∗‖2 ≤∆2
5β
p
3ln[1/δ]
λ
p
T +1
.
Thus, when T ≥ [300γ8β2 ln 1δ ]/λ2, we have, with a probability 1−2δ,
∆̂
2 ≤ ∆
2
γ4
, and |F (w˜)−F (ŵ∗)| ≤
λ
2γ4
∆
2. (7.11)
The next lemma relates ‖ŵ′∗‖ to ‖w˜− ŵ∗‖.
Lemma 7.6. We have ‖ŵ′∗‖ ≤ γ‖w˜− ŵ∗‖.
Combining the bound in (7.11) with Lemma 7.10, we have ‖ŵ′∗‖ ≤∆/γ.
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7.4 Proofs of Convergence Rate
7.4.1 Proof of Lemma 7.7
Before proving the lemmas we recall the definition ofF (w), F ′(w), g, and f̂i (w) as:
F (w)= λ
2
‖w‖2+λ〈w,w¯〉+ 1
n
n∑
i=1
fi (w+ w¯),
F
′(w)= λ
2γ
‖w‖2+ λ
γ
〈w,w¯′〉+ 1
n
n∑
i=1
fi (w+ w¯′),
g=λw¯+ 1
n
n∑
i=1
∇ fi (w¯),
f̂i (w)= fi (w+ w¯)−〈w,∇ fi (w¯)〉.
We also recall that ŵ∗ and ŵ′∗ are the optimal solutions thatminimizeF (w) and F
′(w) over
the domainWk and Wk+1, respectively.
Lemma 7.7.
F (wt )−F (ŵ∗)≤
‖wt − ŵ∗‖2
2η
− ‖wt+1− ŵ∗‖
2
2η
+ η
2
∥∥∇ f̂it (wt )+λwt∥∥2+〈g,wt −wt+1〉
+
〈
∇ f̂it (ŵ∗)−∇F̂ (ŵ∗),wt − ŵ∗
〉
+
〈
−∇ f̂it (wt )+∇ f̂it (ŵ∗)−∇F̂ (ŵ∗)+∇F̂ (wt ),wt − ŵ∗
〉
Proof. For each iteration t in the kth epoch, from the strong convexity of F (w) we have
F (wt )−F (ŵ∗)≤ 〈∇F (wt ),wt − ŵ∗〉−
λ
2
‖wt − ŵ∗‖2
= 〈g+∇ f̂it (wt )+λwt ,wt − ŵ∗〉+
〈
−∇ f̂it (wt )+∇F̂ (wt ),wt − ŵ∗
〉
− λ
2
‖wt − ŵ∗‖2,
where F̂ (w) = 1
n
∑n
i=1 f̂i (w). We now try to upper bound the first term in the right hand side.
Since
〈g+∇ f̂it (wt )+λwt ,wt − ŵ∗〉
= 〈g+∇ f̂it (wt )+λwt ,wt − ŵ∗〉−
‖wt − ŵ∗‖2
2η
+ ‖wt − ŵ∗‖
2
2η
≤ 〈g+∇ f̂it (wt )+λwt ,wt −wt+1〉−
‖wt −wt+1‖2
2η
− ‖wt+1− ŵ∗‖
2
2η
+ ‖wt − ŵ∗‖
2
2η
≤ 〈g,wt −wt+1〉−
‖wt+1− ŵ∗‖2
2η
+ ‖wt − ŵ∗‖
2
2η
+max
w
[
〈∇ f̂it (wt )+λwt ,wt −w〉−
‖wt −w‖2
2η
]
= 〈g,wt −wt+1〉−
‖wt+1− ŵ∗‖2
2η
+ ‖wt − ŵ∗‖
2
2η
+ η
2
‖∇ f̂it (wt )+λwt‖2
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where the first inequality follows from the fact thatwt+1 in the minimizer of the following opti-
mization problem:
wt+1 = argmin
w∈W ∩‖w−w¯‖≤∆
〈g+∇ f̂it (wt )+λwt ,w−wt 〉+
‖w−wt‖2
2η
.
Therefore, we obtain
F (wt )−F (ŵ∗)
≤ ‖wt − ŵ∗‖
2
2η
− ‖wt+1− ŵ∗‖
2
2η
− λ
2
‖wt − ŵ∗‖2
+〈g,wt −wt+1〉+
η
2
∥∥∇ f̂it (wt )+λwt∥∥2+〈∇F̂ (ŵ∗)−∇ f̂it (ŵ∗),wt − ŵ∗〉
+
〈
−∇ f̂it (wt )+∇ f̂it (ŵ∗)−∇F̂ (ŵ∗)+∇F̂ (wt ),wt − ŵ∗
〉
,
as desired.
We now turn to prove the upper bound on AT .
7.4.2 Proof of Lemma 7.8
Lemma 7.8.
AT ≤ 6β2∆2T
Proof. We bound AT as
AT =
T∑
t=1
‖∇ f̂it (wt )+λwt‖2
≤
T∑
t=1
2‖∇ f̂it (wt )‖2+2λ2‖wt‖2
≤
T∑
t=1
2λ2∆2+2‖∇ f̂it (wt )−∇ f̂it (ŵ∗)+∇ f̂it (ŵ∗)‖2
≤ 6β2∆2T
where the second inequality follows (a+b)2 ≤ 2(a2+b2) and the last inequality follows from the
smoothness assumption.
Lemma 7.9. With a probability 1−2δ, we have
BT ≤β∆2
(
ln
1
δ
+
√
2T ln
1
δ
)
and CT ≤ 2β∆2
(
ln
1
δ
+
√
2T ln
1
δ
)
The proof is based on the Berstein inequality for martingales stated in Theorem B.8.
Equipped with this concentration inequality, we are now in a position to upper bound BT and
CT as follows.
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Proof of Lemma 7.9. Denote X t = 〈∇ f̂it (ŵ∗)−∇F̂ (ŵ∗),wt − ŵ∗〉. We have that the conditional
expectation of X t , given randomness in previous rounds, is Et−1[X t ] = 0. We now apply Theo-
rem B.8 to the sum of martingale differences. In particular, we have, with a probability 1−e−t ,
BT ≤
p
2
3
K t +
p
2Σt
where
K = max
1≤t≤T
〈∇ f̂it (ŵ∗)−∇F̂ (ŵ∗),wt − ŵ∗〉 ≤ 2β∆2
Σ =
T∑
t=1
Et
[
|〈∇ f̂it (ŵ∗)−∇F̂ (ŵ∗),wt − ŵ∗〉|2
]
≤β2∆4T
Hence, with a probability 1−δ, we have
BT ≤β∆2
(
ln
1
δ
+
√
2T ln
1
δ
)
Similar, for CT , we have, with a probability 1−δ,
CT ≤ 2β∆2
(
ln
1
δ
+
√
2T ln
1
δ
)
Lemma 7.10. ‖ŵ′∗‖ ≤ γ‖w˜− ŵ∗‖.
Proof. We rewrite F (w) as
F (w) = λ
2
‖w‖2+λ〈w,w¯〉+ 1
n
n∑
i=1
fi (w+ w¯)
= λ
2
‖w− w˜+ w˜‖2+λ〈w− w˜+ w˜,w¯〉+ 1
n
n∑
i=1
fi (w− w˜+ w¯′)
Define z=w− w˜. We have
F (w) = λ
2
‖z+ w˜‖2+λ〈z,w¯〉+λ〈w˜,w¯〉+ 1
n
n∑
i=1
fi (z+ w¯′)
= λ
2
‖z‖2+λ〈z,w¯′〉+ 1
n
n∑
i=1
fi (z+ w¯′)+
λ
2
‖w˜‖2+λ〈w˜,w¯〉
= F˜ (z)+ λ
2
‖w˜‖2+λ〈w˜,w¯〉
where
F˜ (z)= λ
2
‖z‖2+λ〈z,w¯′〉+ 1
n
n∑
i=1
fi (z+ w¯′)
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Define w˜∗ = ŵ∗− w˜. Evidently, w˜∗ minimizes F˜ (w). The only difference between F˜ (w) and
F ′(w) is that they use different modulus of strong convexity λ. Thus, following [152], we have
‖w˜∗− ŵ′∗‖ ≤
1−γ−1
γ−1
‖w˜∗‖ ≤ (γ−1)‖w˜∗‖
Hence,
‖ŵ′∗‖ ≤ γ‖w˜∗‖ = γ‖ŵ∗− w˜‖
which completes the proofs.
7.5 Summary
In this chapter we presented a new paradigm for optimization, termed as mixed optimization,
that aims to improve the convergence rate of stochastic optimization by making a small num-
ber of calls to the full gradient oracle. We proposed theMixedGrad algorithmand showed that it
is able to achieve an O(1/T ) convergence rate by accessing stochastic and full gradient oracles
for O(T ) and O(logT ) times, respectively. We showed that the MixedGrad algorithm is able to
exploit the smoothness of the function, which is believed to be not very useful in stochastic op-
timization. The key insight behind the MixedGrad algorithm is to use infrequent full gradients
to progressively reduce the variance of stochastic gradients as the optimization proceeds.
There are few directions that are worthy of investigation. First, it would be interesting to ex-
amine the optimality of our algorithm, namely if it is possible to achieve a better convergence
rate for stochastic optimization of smooth functions using O(lnT ) accesses to the full gradi-
ent oracle. Furthermore, to alleviate the computational cost caused byO(logT ) accesses to the
full gradient oracle, it would be interesting to empirically evaluate the proposed algorithm in a
distributed framework by distributing the individual functions among processors to parallelize
the full gradient computation at the beginning of each epoch which requires O(logT ) com-
munications between the processors in total. Lastly, it is very interesting to check whether an
O(1/T 2) rate could be achieved by an accelerated method in the mixed optimization scenario,
and whether linear convergence rates could be achieved in the strongly-convex case.
7.6 Bibliographic Notes
Deterministic SmoothOptimization. The convergence rate of gradient basedmethods usually
depends on the analytical properties of the objective function to be optimized. When the
objective function is strongly convex and smooth, it is well known that a simple GD method
can achieve a linear convergence rate [33, 120]. For a non-smooth Lipschitz-continuous
function, the optimal rate for the first order method is onlyO(1/
p
T ) [120]. AlthoughO(1/
p
T )
rate is not improvable in general, several recent studies are able to improve this rate toO(1/T )
by exploiting the special structure of the objective function [122, 121]. In the full gradient
based convex optimization, smoothness is a highly desirable property. It has been shown that a
simple GD achieves a convergence rate ofO(1/T ) when the objective function is smooth, which
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is further can be improved toO(1/T 2) by using the accelerated gradientmethods [119, 122, 120].
Stochastic Smooth Optimization. Unlike the optimization methods based on full gradients,
the smoothness assumption was not exploited by most stochastic optimization methods. In
fact, it was shown in [118] that theO(1/
p
T ) convergence rate for stochastic optimization can-
not be improved even when the objective function is smooth. This classical result is further
confirmed by the recent studies of composite bounds for the first order optimization meth-
ods [17, 95]. The smoothness of the objective function is exploited extensively in mini-batch
stochastic optimization [43, 46], where the goal is not to improve the convergence rate but to
reduce the variance in stochastic gradients and consequentially the number of times for up-
dating the solutions [153]. We finally note that the smoothness assumption coupled with the
strong convexity of function is beneficial in stochastic setting and yields a geometric conver-
gence in expectation using Stochastic Average Gradient (SAG) and Stochastic Dual Coordinate
Ascent (SDCA) algorithms proposed in [127] and [134], respectively.
Finally, we would like to distinguish mixed optimization from hybrid methods that use
growing sample-sizes as optimizationmethod proceeds to gradually transform the iterates into
the full gradient method [59], which makes the iterations to be dependent to the sample size
n as opposed to SGD. In contrast, MixedGrad is as an alternation of deterministic and stochas-
tic gradient steps, with different of frequencies for each type of steps. Our result for mixed
optimization is useful for the scenario when the full gradient of the objective function can be
computed relatively efficient although it is still significantly more expensive than computing a
stochastic gradient. An example of such a scenario is distributed computing where the com-
putation of full gradients can be speeded up by having it run in parallel on many machines
with each machine containing a relatively small subset of the entire training data. Of course,
the latency due to the communication between machines will result in an additional cost for
computing the full gradient in a distributed fashion.
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MIXED OPTIMIZATION FOR SMOOTH AND
STRONGLY CONVEX LOSSES
In the preceding chapter,we presented a newparadigm for stochastic optimization that allowed
us to leverage the smoothness of objective function to devise faster algorithms. In this chap-
ter of thesis, we continue our study of efficient optimization algorithms in mixed optimization
regime and show that we may leverage the smoothness assumption of loss functions to devise
algorithms with iteration complexities that are independent of condition number in accessing
the full gradient oracle. To motivate the setting considered in this chapter, consider the opti-
mization of smooth and strongly convex functions where the optimal iteration complexity of
the gradient-based algorithm isO(
p
κ log1/ǫ), where κ is the condition number of the objective
function to be optimized. In the case that the optimization problem is ill-conditioned, we need
to evaluate a larger number of full gradients, which could be computationally expensive despite
the linear convergence rate of the algorithm in terms of the target accuracy ǫ.
In this chapter, we propose to reduce the number of full gradients required by allowing the
algorithm to access the stochastic gradients of the objective function. To this end, we present
an algorithm named EpochMixed Gradient Descent (EMGD) that is able to utilize two kinds of
gradients similar to Chapter 7. Similar to theMixedGrad algorithmadistinctive step in EMGD is
the mixed gradient descent, where we use a combination of the full gradient and the stochastic
gradient to update the intermediate solutions. By performing a fixed number of mixed gradient
descents, we are able to improve the sub-optimality of the solution by a constant factor, and
thus achieve a linear convergence rate. Theoretical analysis shows that EMGD is able to find an
ǫ-optimal solution by computingO(log1/ǫ) full gradients andO(κ2 log1/ǫ) stochastic gradients.
We also provide experimental evidence complementing our theoretical results for classification
problem on fewmedium-sized data sets.
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8.1 Introduction
The optimal iteration complexities for some popular optimizationmethods considering differ-
ent combinations of characteristics of the objective function are shown in Table 8.1. We observe
that when the objective function is smooth (and strongly convex), the convergence rate for full
gradient descent is much faster than that for stochastic gradient descent. On the other hand,
the evaluation of a stochastic gradient is usually significantly more efficient than that for a full
gradient. Thus, replacing full gradients with stochastic gradients essentially trades the number
of iterations with a low computational cost per iteration.
In this chapter, we consider the case when the objective function is both smooth and
strongly convex, where the optimal iteration complexity is O(
p
κ log 1
ǫ
) if the optimization
method is first order and has access to the full gradients. For the optimization problems that
are ill-conditioned, the condition number κ can be very large, leading to many evaluations of
full gradients, an operation that is computationally expensive for large data sets. To reduce the
computational cost, we are interested in the possibility of making the number of full gradients
required independent from κ. Although theO(
p
κ log 1
ǫ
) rate is in general not improvable for any
first ordermethod, we bypass this difficulty by allowing the algorithm to have access to both full
and stochastic gradients. Our objective is to reduce the iteration complexity from O(
p
κ log 1ǫ )
toO(log 1
ǫ
) by replacingmost of the evaluations of full gradientswith the evaluations of stochas-
tic gradients. Under the assumption that stochastic gradients can be computed efficiently, this
tradeoff could lead to a significant improvement in computational efficiency.
We propose an efficient algorithm, dubbed Epoch Mixed Gradient Descent (EMGD), which
fits the mixed optimization regime introduced in Chapter 7. The proposed EMGD algorithm
divides the optimization process into a sequence of different epochs, an idea that is borrowed
from the epoch gradient descent [71]. In each epoch, the proposed algorithm performsmixed
gradient descent by evaluating one full gradient and O(κ2) stochastic gradients. It achieves a
constant reduction in the optimization error for every epoch, leading to a linear convergence
rate. Our analysis shows that EMGD is able to find an ǫ-optimal solution by computingO(log 1ǫ )
full gradients and O(κ2 log 1
ǫ
) stochastic gradients. In other words, with the help of stochastic
gradients, the number of full gradients required is reduced from O(
p
κ log 1ǫ ) to O(log
1
ǫ ), inde-
pendent from the condition number.
8.2 The EpochMixed Gradient Descent Algorithm
First, we recall from Chapter 2 that we wish to solve the following optimization problem
min
w∈W
F (w) for F (w)= E[ f (w,ξ)]=
∫
Ξ
f (w,ξ)dP (ξ), (8.1)
whereW is a convex domain, and f (w,ξ) is a convex functionwith respect to the first argument.
An special setting which is more appropriate for machine learning tasks is the case when the
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Lipschitz continuous Smooth Smooth & Strongly Convex
Full Gradient O
(
1
ǫ2
)
O
(
Lp
ǫ
)
O
(p
κ log 1
ǫ
)
Stochastic Gradient O
(
1
ǫ2
)
O
(
1
ǫ2
)
O
( 1
λǫ
)
Table 8.1: The optimal iteration complexity of convex optimization. L and λ are the moduli of
smoothness and strongly convexity, respectively. κ= L/λ is the conditional number.
objective function can be written as a sum of finite number of convex functions, i.e.,
F (w)= 1
n
n∑
i=1
f (w,ξi ). (8.2)
For learning problems such as classification and regression, each individual function in the
summand can be considered as the prediction loss on the i th training example ξi = (xi , yi ) for
a fixed loss function, i.e., f (w,ξi ) = ℓ(w; (xi , yi )). For simplicity of exposition, we absorb the
randomness in the individual functions and use fi (w) to denote the loss on random sample
ξi instead of f (w,ξi ). We note that although the formulation in (8.2) seems attractive from a
practical point of view, but the proposed algorithm is general enough to solve any stochastic
optimization problem formulated in (8.1). As a result, in the remainder of this chapter we base
the randomness on sampling the individual functions according to the unknown distribution
defined over functions.
Similar to the setting introduced in Chapter 7, we assume there exist two oracles.
1. The first one is a full gradient oracle O f , which for a given input point w returns the gra-
dient∇F (w), that is,
O f (w)=∇F (w).
2. The second one is a function oracle or stochastic oracle Os , each call of which returns a
random function f (w), such that
F (w)= E f [ f (w)],∀w ∈W ,
and f (w) has Lipschitz continuous gradients with constant L, that is,
‖∇ f (w)−∇ f (w′)‖ ≤ L‖w−w′‖, ∀w,w′ ∈W . (8.3)
Althoughwe do not define a stochastic gradient oracle directly, the function oracle Os allows us
to evaluate the stochastic gradient of F (w) at any pointw ∈W .
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Notice that the assumption about the function oracle Os implies that the objective function
F (·) is also L-smooth. To see this, since ∇F (w)= E f [ f (w)], by Jensen’s inequality we have:
‖∇F (w)−∇F (w′)‖ ≤ E f ‖∇ f (w)−∇ f (w′)‖ ≤ L‖w−w′‖, ∀w,w′ ∈W . (8.4)
Besides, we further assume F (·) is λ-strongly convex, that is,
‖∇F (w)−∇F (w′)‖ ≥λ‖w−w′‖, ∀w,w′ ∈W . (8.5)
From (8.4) and (8.5) it is straightforward to see that L ≥λ. The condition numberκ is defined
as the ratio between these two parameters, i.e., κ= L/λ≥ 1.
The detailed steps of the proposed Epoch Mixed Gradient Descent (EMGD) are shown in
Algorithm 11, where we use the superscript for the index of epochs, and the subscript for the
index of iterations in each epoch. Similar to theMixedGrad algorithm,we divided the optimiza-
tion process into a sequence of epochs (step 4 to step 11). While in the MixedGrad algorithm
the size of epochs increases exponentially and the full gradient oracle is called at the beginning
of each epoch, the size of epochs and the number of access to the two types of oracles in EMGD
is fixed.
At the beginning of each epoch, we initialize the solution wk1 to be the average solution w¯
k
obtained from the last epoch, and then call the gradient oracle O f to obtain ∇F (w¯k). At each
iteration t of epoch k, we call the function oracle Os to obtain a random function f
k
t (w) and
define themixed gradient at the current solutionwkt as
g˜kt =∇F (w¯k)+∇ f kt (wkt )−∇ f kt (w¯k),
which involves both the full gradient and the stochastic gradient. Themixed gradient can be di-
vided into two parts: the deterministic part∇F (w¯k) and the stochastic part∇ f kt (wkt )−∇ f kt (w¯k).
Due to the smoothness property of f kt (·), the normof the stochastic part is well bounded, which
facilitates the convergence analysis.
Based on themixed gradient, we updatewkt by a gradientmapping over a shrinking domain
(i.e.,W ∩‖w−w¯k‖ ≤∆k) in step 9. Since the updating is similar to the standard gradient descent
except for the domain constraint, we refer to it as mixed gradient descent for short. At the end
of the iterations for epoch k, we compute the average value of T + 1 solutions, instead of T
solutions, and update the domain size by reducing a factor of
p
2.
The following theorem shows the convergence rate of the proposed algorithm.
Theorem 8.1. Assume
δ≤ e−1/2, T ≥ 1152L
2
λ2
ln
1
δ
, and ∆1 ≥max
(√
2
λ
(F (0)−F (w∗)),‖w∗‖
)
. (8.6)
Set η= 1/[L
p
T ]. Let w¯m+1 be the solution returned by Algorithm 11 after m epoches that has m
access to oracle O f andmT access to oracle Os . Then, with a probability at least 1−mδ, we have
F (w¯m+1)−F (w∗)≤
λ[∆1]2
2m+1
, and ‖w¯m+1−w∗‖2 ≤
[∆1]2
2m
.
Theorem 8.1 immediately implies that EMGD is able to achieve an ǫ optimization error by
computingO(log 1
ǫ
) full gradients andO(κ2 log 1
ǫ
) stochastic gradients.
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Algorithm 11 Epoch Mixed Gradient Descent (EMGD) Algorithm
1: Input:
• step size η
• the initial domain size ∆1
• the number of iterations T per epoch
• the number of epochsm
2: Initialize: w¯1 = 0
3: for k = 1, . . . ,m do
4: Setwk1 = w¯k
5: Call the full gradient oracle O f to obtain∇F (w¯k)
6: for t = 1, . . . ,T do
7: Call the stochastic function oracle Os to obtain a random function f kt (·)
8: Compute the mixed gradient as
g˜kt =∇F (w¯k)+∇ f kt (wkt )−∇ f kt (w¯k)
9: Update the solution by
wkt+1 = arg min
w∈W ∩‖w−w¯k‖≤∆k
η〈w−wkt , g˜kt 〉+
1
2
‖w−wkt ‖2
10: end for
11: Set w¯k+1 = 1
T+1
∑T+1
t=1 w
k
t and ∆
k+1 =∆k/
p
2
12: end for
Return w¯m+1
8.3 Analysis of Convergence Rate
The proof of Theorem 8.1 is based on induction. From the assumption about ∆1 in (8.6), we
have
F (w¯1)−F (w∗)≤
λ[∆1]2
2
, and ‖w¯1−w∗‖2 ≤ [∆1]2,
which means Theorem 8.1 is true for m = 0. Suppose Theorem 8.1 is true for m = k. That is,
with a probability at least 1−kδ, we have
F (w¯k+1)−F (w∗)≤
λ[∆1]2
2k+1
, and ‖w¯k+1−w∗‖2 ≤
[∆1]2
2k
.
Our goal is to show that after running the k+1-th epoch, with a probability at least 1− (k+1)δ,
we have
F (w¯k+2)−F (w∗)≤
λ[∆1]2
2k+2
, and ‖w¯k+2−w∗‖2 ≤
[∆1]2
2k+1
.
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For the simplicity of presentation,we drop the index k for epoch. Let w¯ be the solutionobtained
from the epoch k. Given the condition
F (w¯)−F (w∗)≤
λ
2
∆
2, and ‖w¯−w∗‖2 ≤∆2, (8.7)
we will show that that after running the T iterations in one epoch, the new solution, denoted by
ŵ, satisfies
F (ŵ)−F (w∗)≤
λ
4
∆
2, and ‖ŵ− w¯‖2 ≤ 1
2
∆
2, (8.8)
with a probability at least 1−δ.
In the proof, we frequently use the following property of strongly convex function (see Ap-
pendix A).
Lemma 8.2. Let F (w) be a λ-strongly convex function over the domain W , and w∗ =
argminw∈W F (w). Then, for anyw ∈W , we have
F (w)−F (w∗)≥
λ
2
‖w−w∗‖2. (8.9)
Define
g=∇F (w¯), F̂ (w)=F (w)−〈w,g〉, and g t (w)= ft (w)−〈w,∇ ft (w¯)〉. (8.10)
The objective function can be rewritten as
F (w)= 〈w,g〉+F̂ (w). (8.11)
And themixed gradient can be rewritten as
g˜k = g+∇g t (wt ).
Then, the updating rule given in Algorithm 11 becomes
wt+1 = arg min
w∈W ∩‖w−w¯‖≤∆
η〈w−wt ,g+∇g t (wt )〉+
1
2
‖w−wt‖2. (8.12)
For each iteration t in the current epoch, we have
F (wt )−F (w∗)
(8.5)≤ 〈∇F (wt ),wt −w∗〉−
λ
2
‖wt −w∗‖2
(8.11)= 〈g+∇g t (wt ),wt −w∗〉+
〈
∇F̂ (wt )−∇g t (wt ),wt −w∗
〉
− λ
2
‖wt −w∗‖2,
(8.13)
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and
〈g+∇g t (wt ),wt −w∗〉
=〈g+∇g t (wt ),wt −w∗〉−
‖wt −w∗‖2
2η
+ ‖wt −w∗‖
2
2η
(8.12), (8.13)≤ 〈g+∇g t (wt ),wt −wt+1〉−
‖wt −wt+1‖2
2η
− ‖wt+1−w∗‖
2
2η
+ ‖wt −w∗‖
2
2η
≤〈g,wt −wt+1〉+
‖wt −w∗‖2
2η
− ‖wt+1−w∗‖
2
2η
+max
w
(
〈∇g t (wt ),wt −w〉−
‖wt −w‖2
2η
)
=〈g,wt −wt+1〉+
‖wt −w∗‖2
2η
− ‖wt+1−w∗‖
2
2η
+ η
2
‖∇g t (wt )‖2.
(8.14)
Combining (8.13) and (8.14), we have
F (wt )−F (w∗)
≤‖wt −w∗‖
2
2η
− ‖wt+1−w∗‖
2
2η
− λ
2
‖wt −w∗‖2
+〈g,wt −wt+1〉+
η
2
‖∇g t (wt )‖2+
〈
∇F̂ (wt )−∇g t (wt ),wt −w∗
〉
.
By adding the inequalities of all iterations, we have
T∑
t=1
F (wt )−F (w∗)
≤‖w¯−w∗‖
2
2η
− ‖wT+1−w∗‖
2
2η
− λ
2
T∑
t=1
‖wt −w∗‖2+〈g,w¯−wT+1〉
+ η
2
T∑
t=1
‖∇g t (wt )‖2︸ ︷︷ ︸
,AT
+
T∑
t=1
〈∇F̂ (wt )−∇g t (wt ),wt −w∗〉︸ ︷︷ ︸
,BT
.
(8.15)
Since F (·) is L-smooth, we have
F (wT+1)−F (w¯)≤ 〈∇F (w¯),wT+1− w¯〉+
L
2
‖w¯−wT+1‖2,
which implies
〈g,w¯−wT+1〉
≤F (w¯)−F (wT+1)+
L
2
∆
2
(8.7)≤ F (w∗)−F (wT+1)+
λ
2
∆
2+ L
2
∆
2
≤F (w∗)−F (wT+1)+L∆2.
(8.16)
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From (8.15) and (8.16), we have
T+1∑
t=1
F (wt )−F (w∗)≤∆2
(
1
2η
+L
)
+ η
2
AT +BT . (8.17)
Next, we consider how to bound AT and BT . The upper bound of AT is given by
AT =
T∑
t=1
‖∇g t (wt )‖2 =
T∑
t=1
‖∇ ft (wt )−∇ ft (w¯)‖2
(8.3)≤ L2
T∑
t=1
‖wt − w¯‖2 ≤ TL2∆2. (8.18)
To bound BT , we need the Hoeffding-Azuma inequality which is stated in Theorem B.3 for
completeness. Define
Vt = 〈∇F̂ (wt )−∇g t (wt ),wt −w∗〉, t = 1, . . . ,T.
Recall the definition of F̂ (w) and g t (w) in (8.10). Based on our assumption about the function
oracle Os , it is straightforward to check that V1, . . . is a martingale difference with respect to
g1, . . .. The value of Vt can be bounded by
|Vt | ≤
∥∥∥∇F̂ (wt )−∇g t (wt )∥∥∥‖wt −w∗‖
≤ 2∆
(‖∇F (wt )−∇F (w¯)‖+∥∥∇ ft (wt )−∇ ft (w¯)∥∥)
(8.3), (8.4)≤ 4L∆‖wt − w¯‖ ≤ 4L∆2.
Following Theorem B.3, with a probability at least 1−δ, we have
BT ≤ 4L∆2
√
2T ln
1
δ
. (8.19)
By adding the inequalities in (8.17), (8.18) and (8.19) together, with a probability at least
1−δ, we have
T+1∑
t=1
F (wt )−F (w∗)≤∆2
(
1
2η
+L+ ηTL
2
2
+4L
√
2T ln
1
δ
)
.
By choosing η= 1/[L
p
T ], we have
T+1∑
t=1
F (wt )−F (w∗)≤ L∆2
(p
T +1+4
√
2T log
1
δ
)
≤ 6L∆2
√
2T ln
1
δ
.
and therefore
F (ŵ)−F (w∗)≤∆2
6L
p
2ln1/δp
T +1
, and ‖ŵ−w∗‖2
(A.2)≤ ∆212L
p
2ln1/δ
λ
p
T +1
.
Thus, when
T ≥ 1152L
2
λ2
ln
1
δ
,
with a probability at least 1−δ, we have
F (ŵ)−F (w∗)≤
λ
4
∆
2, and ‖ŵ−w∗‖2 ≤
1
2
∆
2.
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8.4 Experiments
In this section, we provide experimental evidence complementing our theoretical results. In
particular we consider solving the regularized logistic regression problem formulated as:
min
w
1
n
n∑
i=1
fi (w)+
λ
2
‖w‖2
where
fi (w)= log
(
1+exp(−yi 〈w,xi 〉)
)
, and ∇ fi (w)=
−yi
1+exp(yi 〈w,xi 〉)
xi .
We compare the EMGD algorithm to the SGD method. SGD start with solution w1 = 0 and at
each iteration samples a random function indexed by ik uniformly at random over all n avail-
able functions and updates the solution by:
wt+1 =wt −
1
λt
(
∇ fik (wt )+λwt
)
=
(
1− 1
t
)
wt −
1
λt
∇ fik (wt ).
The variance of SGDmethod at each iteration can be computed as:∥∥∥∥∥∇ fik (wt )+λwt −
(
1
n
n∑
i=1
∇ fi (wt )+λwt
)∥∥∥∥∥
2
= Eik
∥∥∥∥∥∇ fik (wt )− 1n n∑i=1∇ fi (wt )
∥∥∥∥∥
2
=Eik
∥∥∇ fik (wt )∥∥2−
∥∥∥∥∥ 1n n∑i=1∇ fi (wt )
∥∥∥∥∥
2
= 1
n
∥∥∇ fi (wt )∥∥2−
∥∥∥∥∥ 1n n∑i=1∇ fi (wt )
∥∥∥∥∥
2
The variance of the mixed gradient in EMGD is given by
Eik
∥∥∥∥∥(∇ fik (wt )+λwt )− (∇ fik (w¯)+λw¯)+
(
1
n
n∑
i=1
∇ fi (w¯)−λw¯
)
−
(
1
n
n∑
i=1
∇ fi (wt )+λwt
)∥∥∥∥∥
2
=Eik
∥∥∥∥∥∇ fik (wt )−∇ fik (w¯)−
(
1
n
n∑
i=1
∇ fi (w¯)−
1
n
n∑
i=1
∇ fi (wt )
)∥∥∥∥∥
2
= 1
n
∥∥∇ fi (wt )−∇ fi (w¯)∥∥2−
∥∥∥∥∥ 1n n∑i=1∇ fi (wt )− 1n
n∑
i=1
∇ fi (w¯)
∥∥∥∥∥
2
.
We run both algorithms on two well-known Adult and RCV1 data sets. The data sets used in
this experiment were sourced from the University of California Irvine (UCI) Machine Learning
Repository [11] and are referred to as the Adult and RCV1 data sets. The Adult data set contain
information on individuals such as age, level of education and current employment type. The
Adult data set contains over 30,000 records of census information taken in 1994 from many
diverse demographics. The RCV1 is an archive of over 800,000 manually categorized newswire
stories recently made available by Reuters, Ltd. for research purposes. For EMGD, we set the
number of stochastic gradient in each epoch to n, which is the number of training data.
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Figure 8.1: Experimental results on the Adult data set. λ= 1e−3 and η= 0.01 in EMGD.
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Figure 8.2: Experimental results on the RCV1 data set. λ= 1e−5 and η= 1 in EMGD.
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Figure 8.3: The testing accuracy on RCV1 and Adult data sets.
The results of both SGD and EMGD algorithms on the Adult data set are provided in Fig-
ure 8.1. Figure 8.1a shows the difference between the current objective value and the optimum
(which is obtained by running a batch algorithm for a long time) versus
The number of full gradients+ The number of stochastic gradients
n
.
Figure 8.1b shows the variances of the SGD and EMGD, respectively. It can be inferred from
the results that the variance of SGD is almost same even when the algorithm approaches the
optimal solution. As can be seen, the EMGD method is able to reduce the training error and
the variance exponentially. We obtain similar results on the RCV1 data set, which are shown in
Figure 8.2.
We also examine the testing accuracy of SGD and EMGD, which are depicted in Figure 8.3.
As can be seen, in terms of testing, EMGD is slightly worse than SGD at the beginning. This
behavior is expected since EMGD needs one full gradient to initialize.
8.5 Discussion
Compared to the optimization algorithm that only relies on full gradients [120], the number of
full gradients needed in EMGD isO(log 1ǫ ) instead ofO(
p
κ log 1ǫ ). Compared to the optimization
algorithms that only relies on stochastic gradients [80, 71, 124], EMGD is more efficient since it
achieves a linear convergence rate.
The proposed EMGD algorithm can also be applied to the special optimization problem
considered in [127, 134], where F (w) = 1
n
∑n
i=1 fi (w). To make quantitative comparisons, let’s
assume the full gradient is n times more expensive to compute than the stochastic gradient.
Table 8.2 lists the computational complexity of the algorithms that enjoy linear convergence. As
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Nesterov’s algorithm [120] EMGD SAG (n ≥ 8κ) [127] SDCA [134]
O
(p
κn log 1
ǫ
)
O
(
(n+κ2) log 1
ǫ
)
O
(
n log 1
ǫ
)
O
(
(n+κ) log 1
ǫ
)
Table 8.2: The computational complexity for minimizing (1/n)
∑n
i=1 fi (w)
can be seen, the computational complexity of EMGD is lower than Nesterov’s algorithm [120]
as long as the condition number κ≤ n2/3, the complexity of SAG [127] is lower than Nesterov’s
algorithm if κ ≤ n/8, and the complexity of SDCA [134] is lower than Nesterov’s algorithm if
κ ≤ n2.1 The complexity of EMGD is on the same order as SAG and SDCA when κ ≤ n1/2, but
higher in other cases. Thus, in terms of computational cost, EMGD may not be the best one,
but it has advantages in other aspects.
1. Unlike SAG and SDCA that only work for unconstrained optimization problem, the pro-
posed algorithm works for both constrained and unconstrained optimization problems,
provided the constrained problem in Step 9 can be solved efficiently.
2. Unlike the SAG and SDCA that require an Ω(n) storage space, the proposed algorithm
only requires the storage space ofΩ(d), where d is the dimension ofw.
3. The only step in Algorithm 11 that has dependence on n is step 5 for computing the gra-
dient ∇F (w¯k ). By utilizing distributed computing, the running time of this step can be
reduced to O(n/k), where k is the number of computers, and the convergence rate re-
mains the same. For SAG and SDCA , it is unclear whether they can reduce the running
time without affecting the convergence rate.
4. The linear convergence of SAG and SDCA only holds in expectation, whereas the linear
convergence of EMGD holds with a high probability, which is much stronger.
8.6 Summary
In this chapter, we considered how to reduce the number of full gradients needed for smooth
and strongly convex optimization problems. Under the assumption that both the gradient and
the stochastic gradient are available, the EMGDalgorithm,with the help of stochastic gradients,
is are able to reduce the number of gradients needed from O(
p
κ log 1ǫ ) to O(log
1
ǫ ). In the case
1In learning problems, we usually face a regularized optimization problem minw∈W 1n
∑n
i=1 ℓ(yi ;〈w,xi 〉)+
τ
2‖w‖2, where ℓ(·; ·) is some loss fixed function. When the norm of the data is bounded, the smoothness param-
eter L can be treated as a constant. The strong convexity parameter λ is lower bounded by τ. As a result, as long
as τ > Ω(n−2/3), which is a reasonable scenario [148], we have κ <O(n2/3), indicating that our proposed EMGD
algorithm can be applied.
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that the objective function is in the form of (8.1), i.e., a sum of n smooth functions, EMGD has
lower computational cost than the full gradientmethod [120], if the condition number κ≤ n2/3.
We validated our theoretical results on the convergence of EMGD algorithm and in particular
its ability in reducing the variance during the optimization by some experimental results on
two data sets. We note that although EMGD enjoys many nice properties, it is unclear whether
it is the optimal algorithm when two kinds of gradients are available. Finally, we provided ex-
perimental evidence complementing our theoretical results for classification problem on few
standard data sets.
8.7 Bibliographic Notes
During the last three decades, there have been significant advances in convex optimiza-
tion [118, 120, 33]. In this section, we provide a brief review of the first order optimization
methods.
We first discuss deterministic optimization, where the gradient of the objective function
is available. For the general convex and Lipschitz continuous optimization problem, the iter-
ation complexity of gradient (subgradient) descent is O( 1
ǫ2
), which is optimal up to constant
factors [118]. When the objective function is convex and smooth, the optimal optimization
scheme is the accelerated gradient descent developed by Nesterov, whose iteration complexity
is O( Lp
ǫ
) [119, 122]. With slight modifications, the accelerated gradient descent algorithm can
also be applied to optimize the smooth and strongly convex objective function, whose iteration
complexity isO(
p
κ log 1ǫ ) and is in general not improvable [120, 123]. The objective of our work
is to reduce the number of access to the full gradients by exploiting the availability of stochastic
gradients.
In stochastic optimization, we have the access to the stochastic gradient, which is an un-
biased estimate of the full gradient [114]. Similar to the case in deterministic optimization, if
the objective function is convex and Lipschitz continuous, stochastic gradient (sub-gradient)
descent is the optimal algorithmand the iteration complexity is alsoO( 1
ǫ2
) [118, 114]. When the
objective function is strongly convex, the algorithmsproposed in very recent works [80, 71, 124]
achieve the optimalO( 1λǫ ) iteration complexity [4]. Since the convergence rate of stochastic op-
timization is dominated by the randomness in the gradient [93, 61], smoothness usually does
not lead to a faster convergence rate for stochastic optimization.
From the above discussion, we observe that the iteration complexity in stochastic optimiza-
tion is polynomial in 1
ǫ
, making it is difficult to find high-precision solutions. However, when
the objective function is strongly convex and can bewritten as a sum of a finite number of func-
tions, i.e.,
F (w)= 1
n
n∑
i=1
fi (w),
where each fi (w) is smooth, the iteration complexity of some specific algorithms may exhibit
a logarithmic dependence on 1
ǫ
, i.e., a linear convergence rate. The first such algorithm is
the stochastic average gradient (SAG) [127], whose iteration complexity is O(n log 1ǫ ), provided
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n ≥ 8κ. The second one is the stochastic dual coordinate ascent (SDCA) [134], whose iteration
complexity isO((n+κ) log 1ǫ ).
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EFFICIENT OPTIMIZATION WITH BOUNDED
PROJECTIONS
In this chapterwe aim at developingmore efficient optimizationmethods by reducing the num-
ber of projection steps. An examination of optimization methods for both online and convex
optimization problems introduced in Chapter 2 reveals that most of them require projecting
the updated solution at each iteration to ensure that the obtained solution stays within the fea-
sible domain. For complex domains (e.g., positive semidefinite cone), the projection step can
be computationally expensive, making first order optimizationmethods unattractive for large-
scale optimization problems. The broad question in this chapter of the thesis is the extent to
which it is possible to reduce the number of projection steps in stochastic and online optimiza-
tion algorithms.
In stochastic setting, we address this limitationby developing novel stochastic optimization
algorithms that do not need intermediate projections. Instead, only one projection at the last
iteration is needed to obtain a feasible solution in the given domain. Our theoretical analysis
shows that with a high probability, the proposed algorithms achieve an O(1/
p
T ) convergence
rate for general convex functions, and an O(lnT /T ) rate for strongly convex functions under
mild conditions about the domain and the objective function. The key insight underlying the
proposed method for strongly convex objectives is that by smoothing the objective function
and leveraging it in the optimization, we are able to skip the intermediate projections. This is
in contrast to other parts of the thesis where we explicitly leveraged the smoothness assump-
tion. To the best of our knowledge, these are the first projection-free stochastic optimization
methods.
In online setting, to tackle the computational challenge arising from the projection steps,we
consider an alternative online learning problem as follows. Instead of requiring that each solu-
tion obeys the constraints which define the convex domain, we only require the constraints to
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be satisfied in a long run. Then, the online learning problem becomes a task to find a sequence
of solutions under the long term constraints. In other words, instead of solving the projection
on each round, we allow the learner to make decisions at some rounds which do not belong to
the constraint set, but the overall sequence of chosen decisions must obey the constraints at
the end by a vanishing rate. We refer to this problem as online learningwith soft constraints. By
turning the problem into an online convex-concave optimization problem, we propose an effi-
cient algorithmwhich achieves anO(
p
T ) regret bound and anO(T 3/4) bound on the violation
of the constraints. Then, wemodify the algorithm in order to guarantee that the constraints are
exactly satisfied in the long run. This gain is achieved at the price of getting an O(T 3/4) regret
bound.
9.1 Setup andMotivation
In stochastic setting, we consider the following convex optimization problem:
min
w∈W
f (w), (9.1)
where W is a bounded convex domain. We assume that W can be characterized by an in-
equality constraint and without loss of generality is bounded by the unit ball, i.e.,
W = {w ∈Rd : g (w)≤ 0}⊆B= {w ∈Rd : ‖w‖2 ≤ 1}, (9.2)
where g (w) is a convex constraint function. We assume thatW has a non-empty interior, i.e.,
there existsw such that g (w)< 0 and the optimal solutionw∗ to (9.1) is in the interior of the unit
ball B, i.e., ‖w∗‖2 < 1. Note that when a domain is characterized by multiple convex constraint
functions, say gi (w) ≤ 0, i = 1, . . . ,m, we can summarize them into one constraint g (w) ≤ 0, by
defining it as g (w)=max1≤i≤m gi (w).
To solve the optimization problem in (9.1), we assume that the only information available
to the algorithm is through a stochastic oracle that provides unbiased estimates of the gradient
of f (w). More precisely, let ξ1, . . . ,ξT be a sequence of independently and identically distributed
(i.i.d) random variables sampled from an unknown distribution. At each iteration t , given so-
lution wt , the oracle returns g(wt ;ξt ), an unbiased estimate of the true gradient ∇ f (wt ), i.e.,
Eξt [g(wt ,ξt )] = ∇ f (wt ). The goal of the learner is to find an approximate optimal solution by
making T calls to this oracle.
Recall from Chapter 2 that to find a solution within the domain W which optimizes the
given objective function f (w), SGD computes an unbiased estimate of the gradient of f (w), and
updates the solution bymoving it in the opposite direction of the estimated gradient. To ensure
that the solution stays within the domain W , SGD has to project the updated solution back
into the W at every iteration. More precisely, SGDmethod produces a sequence of solutions by
following updating:
wt+1 =ΠW (wt −ηtg(wt ,ξt )), (9.3)
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where ηt is the step size at iteration t , ΠW (·) is a projection operator that projects w into the
domainW , and g(w,ξt ) is an unbiased stochastic gradient of f (w), for which we further assume
bounded gradient variance as
Eξt [exp(‖g(w,ξt )−∇ f (w)‖22/σ2)]≤ exp(1). (9.4)
For general convex optimization, stochastic gradient descent methods can obtain anO(1/
p
T )
convergence rate in expectation or in a high probability provided (9.4) holds [114]. Although
a large number of iterations is usually needed to obtain a solution of desirable accuracy, the
lightweight computation per iterationmakes SGDattractive formany large-scale learning prob-
lems.
The SGD method is computationally efficient only when the projection ΠW (·) can be car-
ried out efficiently. Although efficient algorithms have been developed for projecting solutions
into special domains (e.g., simplex and ℓ1 ball [50, 99]); for complex domains, such as a positive
semidefinite (PSD) cone in metric learning and bounded trace norm matrices in matrix com-
pletion (more examples of complex domains can be found in [72] and [76]), the projection step
requires solving an expensive convex optimization, leading to a high computational cost per it-
eration and consequentlymaking SGD unappealing for large-scale optimizationproblems over
such domains. For instance, projecting a matrix into a PSD cone requires computing the full
eigen-decomposition of the matrix, whose complexity is cubic in the size of thematrix.
The central theme of this chapter in stochastic setting is to develop a SGD based method
that does not require projection at each iteration. This problem was first addressed in a very
recent work [72], where the authors extended Frank-Wolfe algorithm [55] for online learning.
But, onemain shortcomingof the algorithmproposed in [72] is that it has a slower convergence
rate (i.e.,O(T−1/3)) than a standard SGDalgorithm(i.e.,O(T−1/2)). In thiswork, we demonstrate
that a properly modified SGD algorithm can achieve the optimal convergence rate of O(T−1/2)
using onlyONE projection for general stochastic convex optimization problem.
We further develop an SGD based algorithm for strongly convex optimization that achieves
a convergence rate of O(lnT /T ), which is only a logarithmic factor worse than the optimal
rate [71]. The key idea of both algorithms is to appropriately penalize the intermediate solu-
tions when they are outside the domain. With an appropriate design of penalization mecha-
nism, the average solution ŵT obtained by the SGD after T iterations will be very close to the
domain W , even without intermediate projections. As a result, the final feasible solution w˜T
can be obtained by projecting ŵT into the domainW , the only projection that is needed for the
entire algorithm. We note that our approach is very different from the previous efforts in devel-
oping projection free convex optimization algorithms (see [72, 77, 76] and references therein),
where the key idea is to develop appropriate updating procedures to restore the feasibility of
solutions at every iteration.
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9.2 Stochastic Frank-Wolfe Algorithm
Before presenting the proposed algorithms,herewe investigate and analyze a greedy algorithm,
which is a slight modification of the Frank-Wolfe (FW) method, when applied to stochastic op-
timization problem. As discussed in Chapter 2, the FW or conditional gradient algorithm is a
feasible directionmethod and at each iteration, it finds the best feasible direction (with respect
to the linear approximation of the function) and updates the next solution as a convex combi-
nation of the current solution and chosen feasible direction. This algorithm is revisited in [76]
for deterministic smooth convex function over a convex domain aiming to devise an efficient
algorithmwithout projections. As discussed before, the algorithm in [76] generates a sequence
of solutions via the following steps:
ut = argmax
u∈W
〈u,−∇ f (wt )〉
wt+1 = (1−ηt )wt +ηtut
(9.5)
The bulk of computation in FW algorithm is step (9.5) and the algorithm is an attractivemethod
whenever step (9.5) can be achieved with low cost complexity, for otherwise, it is not practically
interesting. This is true for some special domains, such as polyhedron, simplex and ℓ1 ball
where the linear optimization problem can be efficiently solved. However, this assumption
does not hold for general complex domains (e.g. general PSD cones). This limitation makes
the FW algorithm computationally unattractive for general complex domains since it simply
translates the complexity of quadratic optimization for projection into a linear optimization
problem over the same domain. We note that the FW algorithm is also attractive because of its
sparsity merits which is not the focus of this chapter and we only consider the computational
efficiency of optimizationmethods.
A trivial modification to extend this algorithm to stochastic gradients is to replace the true
gradient ∇ f (wt ) with a stochastic gradient g(wt ,ξt ) in (9.5). Next, we sketch an analysis of
stochastic greedy algorithm and discuss the problem caused by using unbiased estimate of the
gradient instead of true gradient in updating solutions.
A key inequality in the convergence analysis of stochastic greedy algorithm is
f (wt+1)≤ f (wt )−ηt max
w∈W
〈wt −w,∇ f (wt )〉︸ ︷︷ ︸
, g (wt ,∇ f (wt ))
+η2tL, (9.6)
where f (w) is assumed to be L-smooth function, g (w,∇ f (w))) =maxu∈W 〈w−u,∇ f (w)〉 is the
duality gap. Using g (wt ,∇ f (wt ))≥ f (wt )− f (w∗), we can obtain anO(1/T ) convergence bound
for the greedy algorithm with ηt = 2/(t +1) by induction (e.g., see Theorem 2.21 in Chapter 2).
However, when using the stochastic gradient, ut = argmaxu∈W 〈u,−g(wt ,ξt )〉, and the key in-
equality becomes as:
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f (wt+1)≤ f (wt )−ηt 〈wt −ut ,∇ f (wt )〉+η2tL
≤ f (wt )−ηtg (wt ,∇ f (wt ))+η2tL
+ηt (g (wt ,∇ f (wt ))− g (wt ,g(wt ,ξt )))+ηt 〈wt −ut ,g(wt ,ξt )−∇ f (wt )〉︸ ︷︷ ︸
, ζt
where the top line recovers the inequality in (9.6). However, the problem is that the quantity
ζt in the second line of above inequality is not a martingale sequence, i.e., Eξt |ξ[t−1] [ζt ] 6= 0. We
can take a conservative analysis to bound ζt ≤Cηt‖∇ f (wt )−g(wt ,ξt )‖∗ ,Cηtδt , where C is a
constant. Assuming ‖∇ f (wt )−g(wt ,ξt )‖∗ ≤σ, we could have, with a probably 1−ǫ, ηtδt ≤ ηt (1+
ln(1/ǫ))σ by Markov inequality in Lemma B.1. As a result, we obtain the following recursive
inequality
f (wt+1)− f (w∗)≤ (1−ηt )( f (wt )− f (w∗))+η2tL+ηtC (1+ ln(1/ǫ))σ
where the last term in the above inequality makes the convergence analysis more involved.
Whether it is possible to design a sequence of step sizes ηt to have a vanishing bound for f (wt )−
f (w∗) is unclear for us and remains an openproblem,which is beyond the scope of this chapter.
9.3 Stochastic Optimization with Single Projection
We now turn to extending the SGD method to the setting where only one projection is allowed
to perform for the entire sequence of updating. The main idea is to incorporate the constraint
function g (w) into the objective function to penalize the intermediate solutions that are outside
the domain. The result of the penalization is that, although the average solution obtained by
SGDmay not be feasible, it should be very close to the boundary of the domain. A projection is
performed at the end of the iterations to restore the feasibility of the average solution.
Before proceeding, we recall few definitions from Appendix A about convex analysis.
Definition 9.1. A function f (w) is a Lipschitz continuous function with constant G w.r.t a norm
‖ ·‖, if
| f (w1)− f (w2)| ≤G‖w1−w2‖,∀w1,w2 ∈B. (9.7)
In particular, a convex function f (w) with a bounded (sub)gradient ‖∂ f (w)‖∗ ≤ G is G-
Lipschitz continuous, where ‖ ·‖∗ is the dual norm to ‖ ·‖.
Definition 9.2. A convex function f (w) is β-strongly convex w.r.t a norm ‖ · ‖ if there exists a
constant β> 0 (often called the modulus of strong convexity) such that, for anyα ∈ [0,1], it holds:
f (αw1+ (1−α)w2)≤α f (w1)+ (1−α) f (w2)−
1
2
α(1−α)β‖w1−w2‖2,∀w1,w2 ∈B.
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Algorithm 12 SGD with ONE Projection by Primal Dual Updating (SGD-PD)
1: Input: a sequence of step sizes {ηt }, and a parameter γ> 0
2: Initialize:: w1 = 0 and λ1 = 0
3: for t = 1,2, . . . ,T do
4: Computew′t+1 =wt −ηt (g(wt ,ξt )+λt∇g (wt ))
5: Updatewt+1 =w′t+1/max(‖w′t+1‖2,1),
6: Update λt+1 = [(1−γηt )λt +ηtg (wt )]+
7: end for
8: Output: w˜T =ΠW (ŵT ), where ŵT =
∑T
t=1wt/T .
When f (w) is differentiable, the strong convexity is equivalent to
f (w1)≥ f (w2)+〈∇ f (w2),w1−w2〉+
β
2
‖w1−w2‖2,∀w1,w2 ∈B.
In the sequel, we use the standard Euclidean norm to define Lipschitz and strongly convex func-
tions.
The key ingredient of proposed algorithms is to replace the projection stepwith the gradient
computation of the constraint function defining the domain W , which is significantly cheaper
than projection step. As an example, when a solution is restricted to a PSD cone, i.e., X º 0
where X is a symmetric matrix, the corresponding inequality constraint is g (X)= λmax(−X)≤ 0,
whereλmax(X) computes the largest eigenvalue ofX and is a convex function. In this case,∇g (X)
only requires computing the minimum eigenvector of a matrix, which is cheaper than a full
eigenspectrumcomputation required at each iterationof the standard SGDalgorithm to restore
feasibility.
Below, we state a few assumptions about f (w) and g (w) often made in stochastic optimiza-
tion as:
Assumption 9.3. We assume that:
A1 ‖∇ f (w)‖2 ≤G1, ‖∇g (w)‖2 ≤G2, |g (w)| ≤C2, ∀w ∈B,
A2 Eξt [exp(‖g(w,ξt )−∇ f (w)‖22/σ2)]≤ exp(1), ∀w ∈B.
(9.8)
We also make the following mild assumption about the boundary of the convex domain W
as:
Assumption 9.4. We assume that:
A3 there exists a constant ρ > 0 such that min
g (w)=0
‖∇g (w)‖2 ≥ ρ. (9.9)
Remark 9.5. The purpose of introducing assumption A3 is to ensure that the optimal dual vari-
able for the constrained optimization problem in (9.1) is well bounded from the above, a key fac-
tor for our analysis. To see this, we write the problem in (9.1) into a convex-concave optimization
problem:
min
w∈B
max
λ≥0
f (w)+λg (w).
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Let (w∗,λ∗) be the optimal solution to the above convex-concave optimization problem. Since we
assume g (w) is strictly feasible, w∗ is also an optimal solution to (9.1) due to the strong duality
theorem [33]. Using the first order optimality condition, we have ∇ f (w∗) = −λ∗∇g (w∗). Hence,
λ∗ = 0when g (w∗)< 0, and λ∗ = ‖∇ f (w∗)‖2/‖∇g (w∗)‖2 when g (w∗)= 0. Under assumption A3,
we have λ∗ ∈ [0,G1/ρ].
We note that, from a practical point of view, it is straightforward to verify that for many
domains including PSD cone and Polytope, the gradient of the constraint function is lower
bounded on the boundary and therefore assumption A3 does not limit the applicability of the
proposed algorithms for stochastic optimization. For the example of g (X) = λmax(−X), the as-
sumption A3 implies ming (X)=0 ‖∇g (X)‖F = ‖uu⊤‖F = 1, where u is an orthonomal vector repre-
senting the corresponding eigenvector of the matrix Xwhose minimum eigenvalue is zero.
We propose two different ways of incorporating the constraint function into the objective
function, which result in two algorithms, one for general convex and the other for strongly con-
vex functions.
9.3.1 General Convex Functions
To incorporate the constraint function g (w), we introduce a regularized Lagrangian function,
L (w,λ)= f (w)+λg (w)− γ
2
λ2, λ≥ 0. (9.10)
The summation of the first two terms in L (w,λ) corresponds to the Lagrangian function in
dual analysis and λ corresponds to a Lagrangian multiplier. A regularization term −(γ/2)λ2 is
introduced inL (w,λ) to prevent λ from being too large. Instead of solving the constrained op-
timizationproblem in (9.1), we try to solve the following convex-concave optimizationproblem
min
w∈B
max
λ≥0
L (w,λ). (9.11)
The proposed algorithm for stochastically optimizing the problem in (9.11) is summarized in
Algorithm 12. It differs from the existing stochastic gradient descent methods in that it updates
both the primal variablew (steps 4 and 5) and the dual variableλ (step 6),which shares the same
step sizes. We note that the parameter ρ is not employed in the implementationof Algorithm12
and is only required for the theoretical analysis. It is noticeable that a similar primal-dual up-
dating will be explored later in this chapter to avoid projection in online learning. We note that
in online setting the algorithmand analysis only lead to a bound for the regret and the violation
of the constraints in a long run, which does not necessarily guarantee the feasibility of final so-
lution. Also our proof techniques differ from [114], where the convergence rate is obtained for
the saddle point; however our goal is to attain bound on the convergence of the primal feasible
solution.
Remark 9.6. The convex-concave optimization problem in (9.11) is equivalent to the following
minimization problem:
min
w∈B
f (w)+ [g (w)]
2
+
2γ
, (9.12)
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where [z]+ outputs z if z > 0 and zero otherwise. It thus may seem tempting to directly optimize
the penalized function f (w)+[g (w)]2+/(2γ)using the standard SGDmethod, which unfortunately
does not yield a regret of O(
p
T ). This is because, in order to obtain a regret of O(
p
T ), we need to
set γ = Ω(
p
T ), which unfortunately will lead to a blowup of the gradients and consequently a
poor regret bound. Using a primal-dual updating schema allows us to adjust the penalization
termmore carefully to obtain an O(1/
p
T ) convergence rate.
Theorem 9.7. For any general convex function f (w), if we set ηt = γ/(2G22), t = 1, · · · ,T , and
γ=G22/
√
(G21+C 22 + (1+ ln(2/δ))σ2)T in Algorithm 12, under assumptions A1-A3, we have, with
a probability at least 1−δ,
f (w˜T )≤min
w∈W
f (w)+O
(
1p
T
)
,
where O(·) suppresses polynomial factors that depend on ln(2/δ),G1,G2,C2,ρ, and σ.
9.3.2 Strongly Convex Functions with Smoothing
We first emphasize that it is difficult to extend Algorithm 12 to achieve an O(lnT /T ) conver-
gence rate for strongly convex optimization. This is because although the function −L (w,λ)
is strongly convex in λ, its modulus for strong convexity is γ, which is too small to obtain an
O(lnT ) regret bound.
To achieve a faster convergence rate for strongly convex optimization, we change assump-
tions A1 and A2 as follows.
Assumption 9.8.
A4 ‖g(w,ξt )‖2 ≤G1, ‖∇g (w)‖2 ≤G2, ∀w ∈B,
where we slightly abuse the same notation G1.
Note that A1 only requires that ‖∇ f (w)‖2 is bounded and A2 assumes a mild condition on
the stochastic gradient. In contrast, for strongly convex optimization we need to assume a
boundon the stochastic gradient ‖g(w,ξt )‖2. AlthoughassumptionA4 is stronger than assump-
tions A1 and A2, however, it is always possible to bound the stochastic gradient for machine
learning problemswhere f (w) usually consists of a summation of loss functions on training ex-
amples, and the stochastic gradient is computed by sampling over the training examples. Given
the bound on ‖g(w,ξt )‖2, we can easily have ‖∇ f (w)‖2 = ‖Eg(w,ξt )‖2 ≤ E‖g(w,ξt )‖2 ≤G1, which
is used to set an input parameter λ0 > G1/ρ to the algorithm. According to the discussion in
the last subsection, we know that the optimal dual variable λ∗ is upper bounded by G1/ρ, and
consequently is upper bounded by λ0.
Similar to the last approach, we write the optimization problem (9.1) into an equivalent
convex-concave optimization problem:
min
g (w)≤0
f (w)=min
w∈B
max
0≤λ≤λ0
f (w)+λg (w)=min
w∈B
f (w)+λ0[g (w)]+.
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Algorithm 13 SGD with ONE Projection by a Smoothing Technique (SGD-ST)
1: Input: a sequence of step sizes {ηt }, λ0, and γ
2: Initialize: w1 = 0.
3: for t = 1, . . . ,T do
4: Compute
w′t+1 =wt −ηt
(
g(wt ,ξt )+
exp
(
λ0g (wt )/γ
)
1+exp(λ0g (wt )/γ)
λ0∇g (wt )
)
5: Updatewt+1 =w′t+1/max(‖w′t+1‖2,1)
6: end for
7: Return: w˜T =ΠW (ŵT ), where ŵT =
∑T
t=1wt/T .
To avoid unnecessary complication due to the subgradient of [·]+, following [122], we introduce
a smoothing term H(λ/λ0), where H(p)=−p lnp− (1−p) ln(1−p) is the entropy function, into
the Lagrangian function, leading to the optimizationproblemmin
w∈B
F (w), whereF (w) is defined
as
F (w)= f (w)+ max
0≤λ≤λ0
λg (w)+γH(λ/λ0)= f (w)+γ ln
(
1+exp
(
λ0g (w)
γ
))
,
where γ> 0 is a parameter whose value will be determined later. Given the smoothed objective
function F (w), we find the optimal solution by applying SGD to minimize F (w), where the
gradient ofF (w) is computed by
∇F (w)=∇ f (w)+ exp
(
λ0g (w)/γ
)
1+exp
(
λ0g (w)/γ
)λ0∇g (w). (9.13)
Algorithm 13 gives the detailed steps. Unlike Algorithm 12, only the primal variable w is up-
dated in each iteration using the stochastic gradient computed in (9.13). The following theo-
rem shows that Algorithm 13 achieves an O(lnT /T ) convergence rate if the cost functions are
strongly convex.
Theorem 9.9. For any β-strongly convex function f (w), if we set ηt = 1/(2βt ), t = 1, . . . ,T , γ =
lnT /T , andλ0 >G1/ρ in Algorithm13, under assumptionsA3 andA4,we havewith a probability
at least 1−δ,
f (w˜T )≤min
w∈W
f (w)+O
(
lnT
T
)
,
where O(·) suppresses polynomial factors that depend on ln(1/δ), 1/β,G1,G2,ρ, and λ0.
It is well known that the optimal convergence rate of SGD for strongly convex optimization is
O(1/T ) [71] which has been proven to be tight in stochastic optimization setting [4]. According
to Theorem 9.9, Algorithm13 achieves an almost optimal convergence rate except for the factor
of lnT . It is worthmentioning that although it is not explicitly given in Theorem9.9, the detailed
expression for the convergence rate of Algorithm 13 exhibits a tradeoff in setting λ0 (more can
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be found in the proof of Theorem 9.9). Finally, under assumptions A1-A3, Algorithm 13 can
achieve anO(1/
p
T ) convergence rate for general convex functions, similar to Algorithm 12.
9.4 Analysis of Convergence Rate
We here present the proofs of main theorems. The omitted proofs of some results are deferred
to Section 9.6.
9.4.1 Convergence Rate for General Convex Functions
To pave the path for the proof of of Theorem 9.7, we present a series of lemmas. The lemma
below states two key inequalities for the proof, which follows the standard analysis of gradient
descent.
Lemma 9.10. Under the bounded assumptions in (9.8) and (9.8), for any w ∈ B and λ > 0, we
have
〈wt −w,∇wL (wt ,λt )〉 ≤
1
2ηt
(
‖w−wt‖22−‖w−wt+1‖22
)
+2ηtG21+ηtG22λ2t
+2ηt ‖g(wt ,ξt )−∇ f (wt )‖22︸ ︷︷ ︸
≡∆t
+〈w−wt ,g(wt ,ξt )−∇ f (wt )〉︸ ︷︷ ︸
≡ζt (w)
,
(λ−λt )∇λL (wt ,λt )≤
1
2ηt
(
|λ−λt |2−|λ−λt+1|2
)
+2ηtC 22 .
An immediate result of Lemma 9.10 is the following which states a regret-type bound.
Lemma 9.11. For any general convex function f (w), if we set ηt = γ/(2G22), t = 1, · · · ,T , we have
T∑
t=1
f (wt )− f (w∗)+
[
∑T
t=1 g (wt )]
2
+
2(γT +2G22/γ)
≤ G
2
2
γ
+ (G
2
1+C 22)
G22
γT + γ
G22
T∑
t=1
∆t +
T∑
t=1
ζt (w∗), (9.14)
wherew∗ = argminw∈W f (w).
Proof of Theorem 9.7. First, by martingale inequality (e.g., Lemma 4 in [93]), with a probability
1− δ/2, we have ∑Tt=1 ζt (w∗) ≤ 2σp3ln(2/δ)pT . By Markov’s inequality (Lemma B.1 in Ap-
pendix B), with a probability 1−δ/2, we have ∑Tt=1∆t ≤ (1+ ln(2/δ))σ2T . Substituting these
inequalities into Lemma 9.11, plugging the stated value of γ, and usingO(·) notation for ease of
exposition, we have with a probability 1−δ
T∑
t=1
f (wt )− f (w∗)+
1
C
p
T
[ T∑
t=1
g (wt )
]2
+ ≤O(
p
T ),
whereC = 2G2(1/
√
G21+C 22 + (1+ ln(2/δ))σ2+2
√
G21+C 22 + (1+ ln(2/δ))σ2) andO(·) suppresses
polynomial factors that depend on ln(2/δ),G1,G2,C2,σ.
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Recalling the definition of ŵT =
∑T
t=1wt/T and using the convexity of f (w) and g (w), we
have
f (ŵT )− f (w∗)+
p
T
C
[g (ŵT )]
2
+ ≤O
(
1p
T
)
. (9.15)
Assume g (ŵT )> 0, otherwise w˜T = ŵT and we easily have f (w˜T )≤minw∈W f (w)+O(1/
p
T ).
Since w˜T is the projection of ŵT into W , i.e., w˜T = argming (w)≤0 ‖w− ŵT ‖22, then by first order
optimality condition, there exists a positive constant s > 0 such that
g (w˜T )= 0, and ŵT − w˜T = s∇g (w˜T )
which indicates that ŵT − w˜T is in the same direction to ∇g (w˜T ). Hence,
g (ŵT )= g (ŵT )− g (w˜T )≥ 〈ŵT − w˜T ,∇g (w˜T )〉
= ‖ŵT − w˜T ‖2‖∇g (w˜T )‖2
≥ ρ‖ŵT − w˜T ‖2,
(9.16)
where the last inequality follows the definitionofming (w)=0 ‖∇g (w)‖2 ≥ ρ. Additionally, we have
f (w∗)− f (ŵT )≤ f (w∗)− f (w˜T )+ f (w˜T )− f (ŵT )≤G1‖ŵT − w˜T ‖2, (9.17)
due to f (w∗) ≤ f (w˜T ) and Lipschitz continuity of f (w). Combining inequali-
ties (9.15), (9.16), and (9.17) yields
ρ2
C
p
T ‖ŵT − w˜T ‖22 ≤O(1/
p
T )+G1‖ŵT − w˜T ‖2.
By simple algebra, we have ‖ŵT − w˜T ‖2 ≤ G1C
ρ2
p
T
+O
(√
C
ρ2T
)
Therefore
f (w˜T )≤ f (w˜T )− f (ŵT )+ f (ŵT )
≤G1‖ŵT − w˜T ‖2+ f (w∗)+O
(
1p
T
)
≤ f (w∗)+O
(
1p
T
)
,
(9.18)
where we use the inequality in (9.15) to bound f (ŵT ) by f (w∗) and absorb the dependence
on ρ,G1,C into theO(·) notation.
Remark 9.12. From the proof of Theorem 9.7, we can see that the key inequalities
are (9.15), (9.16), and (9.17). In particular, the regret-type bound in (9.15) depends on the al-
gorithm. If we only update the primal variable using the penalized objective in (9.12), whose
gradient depends on 1/γ, it will cause a blowup in the regret bound with (1/γ+γT +T /γ), which
leads to a non-convergent bound.
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9.4.2 Convergence Rate for Strongly Convex Functions
Our proof of Theorem 9.9 for the convergence rate of Algorithm 13 when applied to strongly
convex functions starts with the following lemma by analogy of Lemma 9.11.
Lemma 9.13. For any β-strongly convex function f (w), if we set ηt = 1/(2βt ), we have
T∑
t=1
F (w)−F (w∗)≤
(G21+λ20G22)(1+ lnT )
2β
+
T∑
t=1
ζt (w∗)−
β
4
T∑
t=1
‖w∗−wt‖22
wherew∗ = argminw∈W f (w).
In order to prove Theorem 9.9, we need the following result for an improved martingale
inequality.
Lemma9.14. For any fixedw ∈B, defineDT =
∑T
t=1 ‖wt−w‖22,ΛT =
∑T
t=1 ζt (w), andm = ⌈log2T ⌉.
We have
Pr
(
DT ≤
4
T
)
+Pr
(
ΛT ≤ 4G1
√
DT ln
m
δ
+4G1 ln
m
δ
)
≥ 1−δ.
Proof of Theorem 9.9. We substitute the bound in Lemma 9.14 into the inequality in
Lemma 9.13 with w = w∗. We consider two cases. In the first case, we assume DT ≤ 4/T . As
a result, we have
T∑
t=1
ζt (w∗)=
T∑
t=1
〈∇ f (wt )−g(wt ,ξt ),w∗−wt 〉 ≤ 2G1
√
TDT ≤ 4G1,
which together with the inequality in Lemma 9.13 leads to the bound
T∑
t=1
F (wt )−F (w∗)≤ 4G1+
(G21+λ20G22)(1+ lnT )
2β
.
In the second case, we assume
T∑
t=1
ζt (w∗)≤ 4G1
√
DT ln
m
δ
+4G1 ln
m
δ
≤ β
4
DT +
(
16G21
β
+4G1
)
ln
m
δ
,
where the last step uses the fact 2
p
ab ≤ a2+b2. We thus have
T∑
t=1
F (wt )−F (w∗)≤
(
16G21
β
+4G1
)
ln
m
δ
+ (G
2
1+λ20G22)(1+ lnT )
2β
.
Combing the results of the two cases, we have, with a probability 1−δ,
T∑
t=1
F (wt )−F (w∗)≤
(
16G21
β
+4G1
)
ln
m
δ
+4G1+
(G21+λ20G22)(1+ lnT )
2β︸ ︷︷ ︸
=O(lnT )
.
(9.19)
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By convexity of F (w), we have F (ŵT )≤F (w∗)+O (lnT /T ). Noting thatw∗ ∈W , g (w∗)≤ 0,
we have F (w∗)≤ f (w∗)+γ ln2. On the other hand,
F (ŵT )= f (ŵT )+γ ln
(
1+exp
(
λ0g (ŵT )
γ
))
≥ f (ŵT )+max
(
0,λ0g (ŵT )
)
.
Therefore, with the value of γ= lnT /T , we have
f (ŵT )≤ f (w∗)+O
(
lnT
T
)
,
f (ŵT )+λ0g (ŵT )≤ f (w∗)+O
(
lnT
T
)
.
(9.20)
Applying the inequalities (9.16) and (9.17) to (9.20), and noting that γ= lnT /T , we have
λ0ρ‖ŵT − w˜T ‖2 ≤G1‖ŵT − w˜T ‖2+O
(
lnT
T
)
.
For λ0 >G1/ρ, we have ‖ŵT − w˜T ‖2 ≤ (1/(λ0ρ−G1))O(lnT /T ). Therefore
f (w˜T )≤ f (w˜T )− f (ŵT )+ f (ŵT )
≤G1‖ŵT − w˜T ‖2+ f (w∗)+O
(
lnT
T
)
≤ f (w∗)+O
(
lnT
T
)
,
where in the second inequality we use inequality (9.20).
9.5 Online Optimization with Soft Constraints
We now turn to making online learning algorithms more efficient by excluding the projection
steps. To this end, we consider an alternative online learning problem in which, instead of re-
quiring that each solution obeys the constraints, we only require the constraints, which define
the convex domain W , to be satisfied in a long run. Then, the online learning problem be-
comes a task to find a sequence of solutions under the long term constraints. We present and
analyze an online gradient descent based algorithm for online convex optimization with soft
constraints.
To facilitate our analysis, similar to the stochastic setting described in Section 9.1, we as-
sume that the domain W can be written as an intersection of a finite number of convex con-
straints, that is,
W = {w ∈Rd : gi (w)≤ 0, i ∈ [m]},
where gi (w), i ∈ [m], are Lipschitz continuous functions. We assume that W is a bounded do-
main, that is, there exist constants R > 0 and r < 1 such that W ⊆ RB and rB ⊆ W where B
denotes the unit ℓ2 ball centered at the origin.
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We focus on the problemof online convex optimization as introduced inChapter 2, inwhich
the goal is to achieve a low regret with respect to a fixed decision on a sequence of adversarially
chosen cost functions. The difference between the setting considered here and the general
online convex optimization is that, in our setting, instead of requiring wt ∈ W , or equivalently
gi (wt ) ≤ 0, i ∈ [m], for all t ∈ [T ], we only require the constraints to be satisfied in the long run,
namely
∑T
t=1 gi (wt ) ≤ 0, i ∈ [m]. Then, the problem becomes to find a sequence of solutions
wt , t ∈ [T ] that minimizes the regret, under the long term constraints
∑T
t=1 gi (wt ) ≤ 0, i ∈ [m].
Formally, we would like to solve the following optimization problem online,
min
w1,...,wT ∈B
T∑
t=1
ft (wt )−min
w∈W
T∑
t=1
ft (w) s.t.
T∑
t=1
gi (wt )≤ 0 , i ∈ [m]. (9.21)
For simplicity, we will focus on a finite-horizon setting where the number of rounds T is
known in advance. This condition can be relaxed under certain conditions, using standard
techniques (see, e.g., [37]). Note that in (9.21), (i) the solutions come from theballB⊇W instead
of W and (ii) the constraint functions are fixed and are given in advance.
9.5.1 An Impossibility Theorem
Before we state our formulation and algorithms, let us review a few alternative techniques that
do not need explicit projection. A straightforward approach is to introduce an appropriate self-
concordant barrier function for the given convex set W and add it to the objective function
such that the barrier diverges at the boundary of the set. Then we can interpret the resulting
optimization problem, on themodified objective functions, as an unconstrainedminimization
problem that can be solved without projection steps. Following the analysis in [3], with an
appropriately designed procedure for updating solutions, we could guarantee a regret bound
of O(
p
T ) without the violation of constraints. A similar idea is used in [2] for online ban-
dit learning and in [113] for a random walk approach for regret minimization which, in fact,
translates the issue of projection into the difficulty of sampling. Even for linear Lipschitz cost
functions, the randomwalk approach requires sampling from a Gaussian distribution with co-
variance given by the Hessian of the self-concordant barrier of the convex set W that has the
same time complexity as inverting a matrix. The main limitation with these approaches is that
they require computing the Hessian matrix of the objective function in order to guarantee that
the updated solution stays within the given domain W . This limitation makes it computation-
ally unattractive when dealing with high dimensional data. In addition, except for well known
cases, it is often unclear how to efficiently construct a self-concordant barrier function for a
general convex domain.
An alternative approach for online convex optimization with long term constraints is to in-
troduce a penalty term in the loss function that penalizes the violation of constraints. More
specifically, we can define a new loss function fˆt (w) as
fˆt (w)= ft (w)+δ
m∑
i=1
[gi (w)]+, (9.22)
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where [z]+ =max(0,z) and δ > 0 is a fixed positive constant used to penalize the violation of
constraints. We then run the standardOGD algorithm fromChapter 2 tominimize themodified
loss function fˆt (w). The following theorem shows that this simple strategy fails to achieve sub-
linear bound for both regret and the long term violation of constraints at the same time.
Theorem 9.15. Given δ > 0, there always exists a sequence of loss functions f1, f2, · · · , fT
and a constraint function g (w) such that either
∑T
t=1 ft (wt )−ming (w)≤0
∑T
t=1 ft (w) = O(T ) or∑T
t=1[g (wt )]+ = O(T ) holds, where w1,w2, · · · ,wT is the sequence of solutions generated by the
OGD algorithm that minimizes the modified loss functions given in (9.22).
Proof. We first show that when δ < 1, there exists a loss function and a constraint function
such that the violation of constraint is linear in T . To see this, we set ft (w) = 〈w,x〉, t ∈ [T ] and
g (w) = 1−〈w,x〉. Assume we start with an infeasible solution, that is, g (w1) > 0 or 〈w1,x〉 < 1.
Given the solution wt obtained at t th trial, using the standard gradient descent approach, we
have wt+1 =wt −η(1−δ)x. Hence, if 〈wt ,x〉 < 1, since we have 〈wt+1,x〉 < 〈wt ,x〉 < 1, if we start
with an infeasible solution, all the solutions obtained over the trails will violate the constraint
g (w) ≤ 0, leading to a linear number of violation of constraints. Based on this analysis, we
assume δ> 1 in the analysis below.
Given a strongly convex loss function f (w) withmodulus γ, we consider a constrained opti-
mization problem given by
min
g (w)≤0
f (w),
which is equivalent to the following unconstrained optimization problem
min
w
f (w)+λ[g (w)]+,
where λ ≥ 0 is the Lagrangian multiplier. Since we can always scale f (w) to make λ ≤ 1/2,
it is safe to assume λ ≤ 1/2 < δ. Let w∗ and wa be the optimal solutions to the constrained
optimization problems argming (w)≤0 f (w) and argmin
w
f (w)+δ[g (w)]+, respectively. We choose
f (w) such that ‖∇ f (w∗)‖ > 0, which leads towa 6=w∗. This holds because according to the first
order optimality condition, we have
∇ f (w∗)=−λ∇g (w∗), ∇ f (wa)=−δ∇g (w∗),
and therefore∇ f (w∗) 6= ∇ f (wa) when λ< δ. Define∆= f (wa)− f (w∗). Since∆≥ γ‖wa−w∗‖2/2
due to the strong convexity of f (w), we have ∆> 0.
Let {wt }Tt=1 be the sequence of solutions generated by the OGD algorithm that minimizes
the modified loss function f (w)+δ[g (w)]+. We have
T∑
t=1
f (wt )+δ[g (wt )]+ ≥ Tmin
w
f (w)+δ[g (w)]+
= T ( f (wa)+δ[g (wa)]+)≥ T ( f (wa)+λ[g (wa)]+)
= T ( f (w∗)+λ[g (w∗)]+)+T ( f (wa)+λ[g (wa)]+− f (w∗)−λ[g (w∗)])
≥ T min
g (w)≤0
f (w)+T∆.
As a result, we have
T∑
t=1
f (wt )+δ[g (wt )]+− min
g (w)≤0
f (w)=O(T ),
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implying that either the regret
∑T
t=1 f (wt ) − T f (w∗) or the violation of the constraints∑T
t=1[g (w)]+ is linear in T .
To better understand the performance of penalty based approach, here we analyze the per-
formance of the OGD in solving the online optimization problem in (9.21). The algorithm is
analyzed using the following lemma from [157] (see also Theorem 2.8 in Chapter 2).
Lemma 9.16. Let w1,w2, . . . ,wT ∈ W be the sequence of solutions obtained by applying OGD on
the sequence of bounded convex functions f1, f2, . . . , fT . Then, for any solutionw∗ ∈W we have
T∑
t=1
ft (wt )−
T∑
t=1
ft (w∗)≤
R2
2η
+ η
2
T∑
t=1
‖∇ ft (wt )‖2.
We apply OGD to functions fˆt (w), t ∈ [T ] defined in (9.22), that is, instead of updating the
solution based on the gradient of ft (w), we update the solution by the gradient of fˆt (w). Using
Lemma 9.16, by expanding the functions fˆt (w) based on (9.22) and considering the fact that∑m
i=1 [gi (w∗)]
2
+ = 0, we get
T∑
t=1
ft (wt )−
T∑
t=1
ft (w∗)+
δ
2
T∑
t=1
m∑
i=1
[gi (w)]
2
+ ≤
R2
2η
+ η
2
T∑
t=1
‖∇ fˆt (wt )‖2. (9.23)
From the definition of fˆt (w), the norm of the gradient∇ fˆt (wt ) is bounded as follows
‖∇ fˆt (w)‖2 = ‖∇ ft (w)+δ
m∑
i=1
[gi (w)]+∇gi (w)‖2 ≤ 2G2(1+mδ2D2), (9.24)
where the inequality holds because (a1+a2)2 ≤ 2(a21+a22). By substituting (9.24) into the (9.23)
we have:
T∑
t=1
ft (wt )−
T∑
t=1
ft (w∗)+
δ
2
T∑
t=1
m∑
i=1
[gi (wt )]
2
+ ≤
R2
2η
+ηG2(1+mδ2D2)T. (9.25)
Since [·]2+ is a convex function, from Jensen’s inequality and following the fact that
∑T
t=1 ft (wt )−
ft (w∗)≥−FT , we have:
δ
2T
m∑
i=1
[
T∑
t=1
gi (wt )
]2
+
≤ δ
2
m∑
i=1
T∑
t=1
[gi (wt )]
2
+ ≤
R2
2η
+ηG2(1+mδ2D2)T +FT.
By minimizing the right hand side of (9.25) with respect to η, we get the regret bound as
T∑
t=1
ft (wt )−
T∑
t=1
ft (w∗)≤RG
√
2(1+mδ2D2)T =O(δ
p
T ) (9.26)
and the bound for the violation of constraints as
T∑
t=1
gi (wt )≤
√(
R2
2η
+ηG2(1+mδ2D2)T +FT
)
2T
δ
=O(T 1/4δ1/2+Tδ−1/2). (9.27)
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By examining the bounds obtained in (9.26) and (9.27), it turns out that in order to recover
O(
p
T ) regret bound, we need to set δ to be a constant, leading toO(T ) bound for the violation
of constraints in the long run, which is not satisfactory at all. The analysis shows that in order
to obtain O(
p
T ) regret bound, linear bound on the long term violation of the constraints is
unavoidable. The main reason for the failure of using modified loss function in (9.22) is that
the weight constant δ is fixed and independent from the sequence of solutions obtained so far.
In the next subsection, we present an online convex-concave formulation for online convex
optimization with long term constraints, which explicitly addresses the limitation of (9.22) by
automatically adjusting the weight constant based on the violation of the solutions obtained so
far.
As mentioned before, our general strategy is to turn online convex optimization with long
term constraints into a convex-concave optimization problem. Instead of generating a se-
quence of solutions that satisfies the long term constraints, we first consider an online opti-
mization strategy that allows the violation of constraints on some rounds in a controlled way.
We then modify the online optimization strategy to obtain a sequence of solutions that obeys
the long term constraints. Although the online convex optimizationwith long term constraints
is clearly easier than the standard online convex optimization problem, it is straightforward to
see that optimal regret bound for online optimization with long term constraints should be on
the order ofO(
p
T ), no better than the standard online convex optimization problem.
9.5.2 An Efficient AlgorithmwithO(
p
T )Regret Bound andO(T 3/4)Bound
on the Violation of Constraints
The intuition behind our approach stems from the observation that the constrained optimiza-
tion problem minw∈W
∑T
t=1 ft (w) is equivalent to the following convex-concave optimization
problem
min
w∈B
max
λ∈Rm+
T∑
t=1
ft (w)+
m∑
i=1
λi gi (w), (9.28)
where λ = (λ1, . . . ,λm)⊤ is the vector of Lagrangian multipliers associated with the constraints
gi (·), i = 1, . . . ,m and belongs to the nonnegative orthant Rm+ . To solve the online convex-
concave optimization problem, we extend the gradient based approach for variational inequal-
ity [115] to (9.28). To this end, we consider the following regularized convex-concave function
as
Lt (w,λ)= ft (w)+
m∑
i=1
{
λi gi (w)−
δη
2
λ2i
}
, (9.29)
where δ > 0 is a constant whose value will be decided by the analysis. Note that in (9.29),
we introduce a regularizer δηλ2
i
/2 to prevent λi from being too large. This is because, when
λi is large, we may encounter a large gradient for w because of ∇wLt (w,λ)∝
∑m
i=1λi∇gi (w),
leading to unstable solutions and a poor regret bound. Although we can achieve the same goal
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by restricting λi to a bounded domain, using the quadratic regularizer makes it convenient for
our analysis. We also note that the convex-concave function defined in (9.29) is different from
the stochastic setting as it changes over the iterations, while in 9.10 the function is fixed.
Algorithm 14 shows the detailed steps of the proposed algorithm. Unlike standard online
convex optimization algorithms that only update w, Algorithm 14 updates both w and λ. In
addition, unlike the modified loss function in (9.22) where the weights for constraints {gi (w)≤
0}m
i=1 are fixed, Algorithm 14 automatically adjusts the weights {λi }
m
i=1 based on {gi (w)}
m
i=1, the
violation of constraints, as the game proceeds. It is this property that allows Algorithm 14 to
achieve sub-linear bound for both regret and the violation of constraints.
To analyze Algorithm 14, we first state the following lemma, the key to themain theorem on
the regret bound and the violation of constraints.
Lemma 9.17. Let Lt (·, ·) be the function defined in (9.29) which is convex in its first argument
and concave in its second argument. Then for any (w,λ) ∈B×Rm+ we have
Lt (wt ,λ)−Lt (w,λt )≤
1
2η
(‖w−wt‖2+‖λ−λt‖2−‖w−wt+1‖2−‖λ−λt+1‖2)
+ η
2
(‖∇wLt (wt ,λt )‖2+‖∇λLt (wt ,λt )‖2).
Proof. Following the analysis of [157], convexity of Lt (·,λ) implies that
Lt (wt ,λt )−Lt (w,λt )≤ 〈wt −w,∇wLt (wt ,λt )〉 (9.30)
and by concavity of Lt (w, ·) we have
Lt (wt ,λ)−Lt (wt ,λt )≤ 〈λ−λt ,∇λLt (wt ,λt )〉. (9.31)
Combining the inequalities (9.30) and (9.31) results in
Lt (wt ,λ)−Lt (w,λt )≤ 〈wt −w,∇wLt (wt ,λt )〉−〈λ−λt ,∇λLt (wt ,λt )〉. (9.32)
Using the update rule forwt+1 in terms ofwt and expanding, we get
‖w−wt+1‖2 ≤ ‖w−wt‖2−2η〈wt −w,∇wLt (wt ,λt )〉+η2‖∇wLt (wt ,λt )‖2, (9.33)
where the first inequality follows from the nonexpansive property of the projection operation
(see Lemma A.5). Expanding the inequality for ‖λ−λt+1‖2 in terms of λt and plugging back
into the (9.32) with (9.33) establishes the desired inequality.
Proposition 9.18. Let wt and λt , t ∈ [T ] be the sequence of solutions obtained by Algorithm 14.
Then for anyw ∈B and λ∈Rm+ , we have
T∑
t=1
Lt (wt ,λ)−Lt (w,λt )
≤ R
2+‖λ‖2
2η
+ ηT
2
(
(m+1)G2+2mD2
)
+ η
2
(
(m+1)G2+2mδ2η2
) T∑
t=1
‖λt‖2.
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Algorithm 14Online Gradient Descent with Soft Constraints
1: Input:
• constraints gi (w)≤ 0, i ∈ [m]
• step size η
• constant δ> 0
2: Initialize: w1 = 0 andλ1 = 0
3: for t = 1,2, . . . ,T do
4: Submit solutionwt
5: Receive the convex function ft (·) and suffer loss ft (wt )
6: Compute the gradients as:
∇wLt (wt ,λt )=∇ ft (wt )+
m∑
i=1
λit∇gi (wt )
∇λi Lt (wt ,λt )= gi (wt )−ηδλit
7: Updatewt andλt by:
wt+1 =ΠB
(
wt −η∇wLt (wt ,λt )
)
λt+1 =Π[0,+∞)m (λt +η∇λLt (wt ,λt ))
8: end for
Proof. We first bound the gradient terms in the right hand side of Lemma 9.17. Using the in-
equality (a1+a2+. . . ,an)2 ≤ n(a21+a22+. . .+a2n), we have ‖∇wLt (wt ,λt )‖2 ≤ (m+1)G2
(
1+‖λt‖2
)
and ‖∇λLt (wt ,λt )‖2 ≤ 2m(D2+δ2η2‖λt‖2). In Lemma 9.17, by adding the inequalities of all it-
erations, and using the fact ‖w‖ ≤R we complete the proof.
The following theorembounds the regret and the violation of the constraints in the long run
for Algorithm 14.
Theorem 9.19. Define a = R
√
(m+1)G2+2mD2. Set η = R2/[a
p
T ]. Assume T is large enough
such that 2
p
2η(m + 1) ≤ 1. Choose δ such that δ ≥ (m + 1)G2 + 2mδ2η2. Let w1,w2, · · · ,wT
be the sequence of solutions obtained by Algorithm 14. Then for the optimal solution w∗ =
minw∈W
∑T
t=1 ft (w)we have
T∑
t=1
ft (wt )− ft (w∗)≤ a
p
T =O(T 1/2), and
T∑
t=1
gi (wt )≤
√
2
(
FT +a
p
T
)p
T
(
δR2
a
+ma
R2
)
=O(T 3/4).
Proof. We begin by expanding (9.34) using (9.29) and rearranging the terms to get
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T∑
t=1
[
ft (wt )− ft (w)
]
+
m∑
i=1
{
λi
T∑
t=1
gi (wt )−
T∑
t=1
λit gi (w)
}
− δηT
2
‖λ‖2
≤−δη
2
T∑
t=1
‖λt‖2+
R2+‖λ‖2
2η
+ ηT
2
(
(m+1)G2+2mD2
)
+ η
2
(
(m+1)G2+2mδ2η2
) T∑
t=1
‖λt‖2.
Since δ ≥ (m+ 1)G2+ 2mδ2η2, we can drop the ‖λt‖2 terms from both sides of the above
inequality and obtain
T∑
t=1
[
ft (wt )− ft (w)
]
+
m∑
i=1
{
λi
T∑
t=1
gi (wt )−
(
δηT
2
+ m
2η
)
λ2i
}
≤
m∑
i=1
T∑
t=1
λit gi (w)+
R2
2η
+ ηT
2
(
(m+1)G2+2mD2)
)
.
The left hand side of above inequality consists of two terms. The first term basically measures
the difference between the cumulative loss of the Algorithm 14 and the optimal solution and
the second term includes the constraint functions with corresponding Lagrangian multipliers
which will be used to bound the long term violation of the constraints. By takingmaximization
forλ over the range (0,+∞), we get
T∑
t=1
[
ft (wt )− ft (w)
]
+
m∑
i=1
{[∑T
t=1 gi (wt )
]2
+
2(δηT +m/η) −
T∑
t=1
λitgi (w)
}
≤ R
2
2η
+ ηT
2
(
(m+1)G2+2mD2)
)
.
Sincew∗ ∈W , we have gi (w∗)≤ 0, i ∈ [m], and the resulting inequality becomes
T∑
t=1
ft (wt )− ft (w∗)+
m∑
i=1
[∑T
t=1 gi (wt )
]2
+
2(δηT +m/η) ≤
R2
2η
+ ηT
2
(
(m+1)G2+2mD2)
)
.
The statement of the first part of the theorem follows by using the expression for η. The second
part is proved by substituting the regret bound by its lower bound as
∑T
t=1 ft (wt )− ft (w∗) ≥−FT .
Remark 9.20. We observe that the introduction of quadratic regularizer δη‖λ‖2/2 allows us to
turn the expression λi
∑T
t=1 gi (wt ) into
[∑T
t=1 gi (wt )
]2
+, leading to the bound for the violation of
the constraints. In addition, the quadratic regularizer defined in terms ofλallows us toworkwith
unboundedλ because it cancels the contribution of the ‖λt‖ terms from the loss function and the
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bound on the gradients ‖∇wLt (w,λ)‖. Note that the constraint for δmentioned in Theorem 9.19
is equivalent to
2
1/(m+1)+
√
(m+1)−2−8G2η2
≤ δ≤ 1/(m+1)+
√
(m+1)−2−8G2η2
4η2
, (9.34)
from which, when T is large enough (i.e., η is small enough), we can simply set δ = 2(m+1)G2
that will obey the constraint in (9.34).
By investigating Lemma 9.17, it turns out that the boundedness of the gradients is essential
to obtain bounds for Algorithm 14 in Theorem 9.19. Although, at each iteration,λt is projected
onto the Rm+ , since W is a compact set and functions ft (w) and gi (w), i ∈ [m] are convex, the
boundedness of the functions implies that the gradients are bounded [22, Proposition 4.2.3].
9.5.3 An Efficient AlgorithmwithO(T 3/4) Regret Bound and without
Violation of Constraints
In this subsection we generalize Algorithm 14 such that the constrained are satisfied in a long
run. To create a sequence of solutions {wt , t ∈ [T ]} that satisfies the long term constraints∑T
t=1 gi (wt )≤ 0, i ∈ [m], we make two modifications to Algorithm 14. First, instead of handling
all of them constraints, we consider a single constraint defined as g (w) =maxi∈[m] gi (w). Ap-
parently, by achieving zero violation for the constraint g (w) ≤ 0, it is guaranteed that all of the
constraints gi (·), i ∈ [m] are also satisfied in the long term. Furthermore, we change Algorithm
14 bymodifying the definition of Lt (·, ·) as
Lt (w,λ)= ft (w)+λ(g (w)+γ)−
ηδ
2
λ2, (9.35)
where γ> 0 will be decided later. This modification is equivalent to considering the constraint
g (w) ≤ −γ, a tighter constraint than g (w) ≤ 0. The main idea behind this modification is that
by using a tighter constraint in our algorithm, the resulting sequence of solutions will satisfy
the long term constraint
∑T
t=1 g (wt ) ≤ 0, even though the tighter constraint is violated in many
trials.
Before proceeding, we state a fact about the Lipschitz continuity of the function g (w) in the
following proposition.
Proposition 9.21. Assume that functions gi (·), i ∈ [m] are Lipschitz continuous with constant G.
Then, function g (w)=maxi∈[m] gi (w) is Lipschitz continuous with constant G, that is,
|g (w)− g (w′)| ≤G‖w−w′‖ for anyw ∈B andw′ ∈B.
Proof. See Appendix A.
To obtain a zero bound on the violationof constraints in the long run, wemake the following
assumption about the constraint function g (w).
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Assumption 9.22. Let W ′ ⊆ W be the convex set defined as W ′ = {w ∈ Rd : g (w)+γ ≤ 0} where
γ≥ 0. We assume that the norm of the gradient of the constraint function g (w) is lower bounded
at the boundary of W ′, that is,
A5 min
g (w)+γ=0
‖∇g (w)‖≥σ.
A direct consequence of assumptionA5 is that by reducing the domainW toW ′, the optimal
value of the constrained optimization problemminw∈W f (w) does not changemuch, as revealed
by the following theorem.
Theorem9.23. Letw∗ andwγ be the optimal solutions to the constrained optimization problems
defined asming (w)≤0 f (w) andming (w)≤−γ f (w), respectively, where f (w)=
∑T
t=1 ft (w) and γ≥ 0.
We have
| f (w∗)− f (wγ)| ≤
G
σ
γT.
Proof. We note that the optimization problem ming (w)≤−γ f (w) = ming (w)≤−γ
∑T
t=1 ft (w), can
also be written in the minimax form as
f (wγ)=min
w∈B
max
λ∈R+
T∑
t=1
ft (w)+λ(g (w)+γ), (9.36)
where we use the fact thatW ′ ⊆W ⊆B. We denote bywγ and λγ the optimal solutions to (9.36).
We have
f (wγ)=min
w∈B
max
λ∈R+
T∑
t=1
ft (w)+λ(g (w)+γ)
=min
w∈B
T∑
t=1
ft (w)+λγ(g (w)+γ)
≤
T∑
t=1
ft (w∗)+λγ(g (w∗)+γ)≤
T∑
t=1
ft (w∗)+λγγ,
where the second equality follows the definition of the wγ and the last inequality is due to
the optimality ofw∗, that is, g (w∗)≤ 0.
To bound | f (wγ)− f (w∗)|, we need to bound λγ. Since wγ is the minimizer of (9.36), from the
optimality condition we have
−
T∑
t=1
∇ ft (wγ)=λγ∇g (wγ). (9.37)
By setting v=−∑Tt=1∇ ft (wγ), we can simplify (9.37) as λγ∇g (wγ)= v. From the KKT optimality
condition [33], if g (wγ)+γ< 0 thenwe have λγ = 0; otherwise according to Assumption 9.22 we
can bound λγ by
λγ ≤
‖v‖
‖∇g (wγ)‖
≤ GT
σ
.
We complete the proof by applying the fact f (w∗)≤ f (wγ)≤ f (w∗)+λγγ.
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As indicated by Theorem 9.23, when γ is small, we expect the difference between two opti-
mal values f (w∗) and f (wγ) to be small. Using the result from Theorem 9.23, in the following
theorem, we show that by running Algorithm14 on themodified convex-concave functions de-
fined in (9.35), we are able to obtain an O(T 3/4) regret bound and zero bound on the violation
of constraints in the long run.
Theorem 9.24. Set a = 2R/
√
2G2+3(D2+b2), η= R2/[a
p
T ], and δ= 4G2. Letwt , t ∈ [T ] be the
sequence of solutions obtained by Algorithm 14 with functions defined in (9.35) with γ= bT−1/4
and b = 2
√
F (δR2a−1+aR−2). Let w∗ be the optimal solution to minw∈W
∑T
t=1 ft (w). With suf-
ficiently large T , that is, FT ≥ a
p
T , and under Assumption 9.22, we have wt , t ∈ [T ] satisfy the
global constraint
∑T
t=1 g (wt )≤ 0 and the regret is bounded by
RegretT =
T∑
t=1
ft (wt )− ft (w∗)≤ a
p
T + b
σ
GT 3/4 =O(T 3/4).
Proof. Letwγ be the optimal solution toming (w)≤−γ
∑T
t=1 ft (w). Similar to the proof of Theorem
9.19 when applied to functions in (9.35) we have
T∑
t=1
ft (wt )−
T∑
t=1
ft (w)+λ
T∑
t=1
(g (wt )+γ)−
(
T∑
t=1
λt
)
(g (w)+γ)− δηT
2
λ2
≤ −δη
2
T∑
t=1
λ2t +
R2+λ2
2η
+ ηT
2
(
2G2+3(D2+γ2)
)
+ η
2
(
2G2+3δ2η2
) T∑
t=1
λ2t .
By setting δ≥ 2G2+3δ2η2 which is satisfied by δ= 4G2, we cancel the terms including λt from
the right hand side of above inequality. By maximizing for λ over the range (0,+∞) and noting
that γ≤ b, for the optimal solutionwγ, we have
T∑
t=1
[
ft (wt )− ft (wγ)
]
+
[∑T
t=1 g (wt )+γT
]2
+
2(δηT +1/η) ≤
R2
2η
+ ηT
2
(
2G2+3(D2+b2)
)
,
which, by optimizing for η and applying the lower bound for the regret as
∑T
t=1 ft (wt )−
ft (wγ)≥−FT , yields the following inequalities
T∑
t=1
ft (wt )− ft (wγ)≤ a
p
T (9.38)
and
T∑
t=1
g (wt )≤
√
2
(
FT +a
p
T
)p
T
(
δR2
a
+ a
R2
)
−γT, (9.39)
CHAPTER 9. EFFICIENT OPTIMIZATIONWITH BOUNDED PROJECTIONS 180
for the regret and the violation of the constraint, respectively. Combining (9.38) with the result
of Theorem 9.23 results in
∑T
t=1 ft (wγ)≤
∑T
t=1 ft (w∗)+a
p
T + (G/σ)γT . By choosing γ= bT−1/4
we attain the desired regret bound as
T∑
t=1
ft (wt )− ft (w∗)≤ a
p
T + bG
σ
T 3/4 =O(T 3/4).
To obtain the bound on the violation of constraints, we note that in (9.39), when T is sufficiently
large, that is, FT ≥ a
p
T , we have
∑T
t=1 g (wt )≤ 2
√
F (δR2a−1+aR−2)T 3/4−bT 3/4. Choosing b =
2
√
F (δR2a−1+aR−2)T 3/4 guarantees the zero bound on the violation of constraints as claimed.
9.6 Proofs of Convergence Rates
In this section we provide the proof of the main lemmas omitted from the analysis of conver-
gence rate.
9.6.1 Proof of Lemma 9.10
Following the standard analysis of gradient descent methods, we have for anyw ∈B,
‖wt+1−w‖22−‖wt −w‖22 ≤ ‖w′t+1−w‖22−‖wt −w‖22
= ‖wt −ηt (g(wt ,ξt )+λt∇g (wt ))−w‖22−‖wt −w‖22
≤ η2t‖g(wt ,ξt )+λt∇g (wt )‖22−2ηt 〈wt −w,g(wt ,ξt )+λt∇g (wt )〉
≤ η2t‖g(wt ,ξt )+λt∇g (wt )‖22
−2ηt (wt −w)⊤ (∇ f (wt )+λt∇g (wt ))︸ ︷︷ ︸
≡∇wL (wt ,λt )
+2ηt (w−wt )⊤(g(wt ,ξt )−∇ f (wt ))︸ ︷︷ ︸
≡ζt (w)
,
Then we have
〈wt −w,∇wL (wt ,λt )〉 ≤
1
2ηt
(
‖wt −w‖22−‖wt+1−w‖22
)
+ ηt
2
‖g(wt ,ξt )+λt∇g (wt )‖22+ζt (w)
≤ 1
2ηt
(
‖wt −w‖22−‖wt+1−w‖22
)
+ηt‖g(wt ,ξt )‖22+ηtλ2t ‖∇g (wt )‖22+ζt (w)
≤ 1
2ηt
(
‖wt −w‖22−‖wt+1−w‖22
)
+2ηt ‖g(wt ,ξt )−∇ f (wt )‖22︸ ︷︷ ︸
≡∆t
+2ηt‖∇ f (wt )‖22+ηtλ2t ‖∇g (wt )‖22+ζt (w)
By using the bound on ‖∇ f (wt )‖2 and ‖∇g (wt )‖2, we obtain the first inequality in
Lemma 9.10. To prove the second inequality, we follow the same analysis, i.e.,
CHAPTER 9. EFFICIENT OPTIMIZATIONWITH BOUNDED PROJECTIONS 181
|λt+1−λ|2−|λt −λ|2 ≤ |λt +ηt (g (wt )−γλt )|2−|λt −λ|2
≤ η2t |g (wt )−γλt |2+2ηt (λt −λ) (g (wt )−γλt )︸ ︷︷ ︸
≡∇λL (wt ,λt )
.
Then we have
(λ−λt )∇λL (wt ,λt )≤
1
2ηt
(
|λt −λ|2−|λt+1−λ|2
)
+ ηt
2
|g (wt )−γλt |2.
By induction, it is straightforward to show thatλt ≤C2/γ, which yields the second inequality
in Lemma 9.10, i.e.,
(λ−λt )∇λL (wt ,λt )≤
1
2ηt
(
|λt −λ|2−|λt+1−λ|2
)
+2ηtC 22 .
9.6.2 Proof of Lemma 9.11
Since L (w,λ) is convex inw and concave in λ, we have the following inequalities
L (w,λt )−L (wt ,λt )≥ 〈w−wt ,∇wL (wt ,λt )〉,
L (wt ,λ)−L (wt ,λt )≤ (λ−λt )∇λL (wt ,λt ).
Using the inequalities in Lemma 9.10, we have
L (wt ,λt )−L (w,λt )≤
1
2ηt
(
‖w−wt‖22−‖w−wt+1‖22
)
+2ηtG21+ηtG22λ2t +2ηt∆t +ζt (w),
L (wt ,λ)−L (wt ,λt )≤
1
2ηt
(
|λ−λt |2−|λ−λt+1|2
)
+2ηtC 22 ,
where ζt (w) = 〈w−wt ,g(wt ,ξt )−∇ f (wt )〉 as abbreviated before. Since η1 = ·· · = ηT , de-
noted by η, by taking summation of above two inequalities over t = 1, · · · ,T , we get
T∑
t=1
L (wt ,λ)−L (w,λt )≤
‖w‖22
2η
+ λ
2
2η
+2ηT (G21+C 22)+
∑
t
ηG22λ
2
t +2η
T∑
t=1
∆t +
T∑
t=1
ζt (w).
By plugging the expression ofL (w,λ), and due to ‖w‖2 ≤ 1, we have
T∑
t=1
f (wt )− f (w)+λ
T∑
t=1
g (wt )−
(
γT
2
+ 1
2η
)
λ2
≤ 1
2η
+2ηT (G21+C 22)+
∑
t
(ηG22−γ/2)λ2t +
∑
t
λt g (w)+2η
T∑
t=1
∆t +
T∑
t=1
ζt (w).
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Let w = w∗ = argminw∈W f (w). By taking minimization over λ ≥ 0 on left hand side and
considering η= γ/(2G22), we have
T∑
t=1
f (wt )− f (w∗)+
[
∑T
t=1 g (wt )]
2
+
2(γT +2G22/γ)
≤ G
2
2
γ
+ (G
2
1+C 22)
G22
γT + γ
G22
T∑
t=1
∆t +
T∑
t=1
ζt (w∗)
9.6.3 Proof of Lemma 9.13
Since F (w) is strongly convex inw, we have
F (w)−F (wt )≥ 〈w−wt ,∇F (wt )〉+
β
2
‖w−wt‖22.
Following the same analysis as in Lemma 9.10, we have
〈wt −w,∇F (wt )〉 ≤
1
2ηt
(
‖w−wt‖22−‖w−wt+1‖22
)
+ ηt
2
‖g(wt ,ξt )+p(wt )λ0∇g (wt )‖22
+ζt (w)−
β
2
‖w−wt‖22
≤ 1
2ηt
(
‖w−wt‖22−‖w−wt+1‖22
)
+ηtG21+ηtλ20G22+ζt (w)−
β
2
‖w−wt‖22,
where
p(w)= exp
(
λ0g (w)/γ
)
1+exp
(
λ0g (w)/γ
) .
Taking summation of above inequality over t = 1, · · · ,T gives
T∑
t=1
F (wt )−F (w)≤
T∑
t=1
1
2
(
1
ηt
− 1
ηt−1
− β
2
)
‖w−wt‖22
+
T∑
t=1
ηt (G
2
1+λ20G22)+
T∑
t=1
ζt (w)−
β
4
T∑
t=1
‖w−wt‖22.
Since ηt = 1/(2βt ), we have
T∑
t=1
F (wt )−F (w)≤
(G21+λ20G22)(1+ lnT )
2β
+
T∑
t=1
ζt (w)−
β
4
T∑
t=1
‖w−wt‖22
We complete the proof by lettingw=w∗ = argminw∈W f (w).
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9.6.4 Proof of Lemma 9.14
The proof is based on the Berstein’s inequality for martingales (see Theorem B.8). To do so,
define the martingale difference X t = 〈w−wt ,∇ f (wt )−g(wt ,ξt )〉 and martingaleΛT =
∑T
t=1 X t .
Define the conditional variance Σ2T as
Σ
2
T =
T∑
t=1
Eξt
[
X 2t
]
≤ 4G21
T∑
t=1
‖wt −w‖22 = 4G21DT .
Define K = 4G1. We have
Pr
(
ΛT ≥ 2
√
4G21DT τ+
p
2Kτ/3
)
= Pr
(
ΛT ≥ 2
√
4G21DTτ+
p
2Kτ/3,Σ2T ≤ 4G21DT
)
= Pr
(
ΛT ≥ 2
√
4G21DTτ+
p
2Kτ/3,Σ2T ≤ 4G21DT ,DT ≤
4
T
)
+
m∑
i=1
Pr
(
ΛT ≥ 2
√
4G21DTτ+
p
2Kτ/3,Σ2T ≤ 4G21DT ,
4
T
2i−1 <DT ≤
4
T
2i
)
≤ Pr
(
DT ≤
4
T
)
+
m∑
i=1
Pr
(
ΛT ≥
√
2×4G21
4
T
2iτ+
p
2Kτ/3,Σ2T ≤ 4G21
4
T
2i
)
≤ Pr
(
DT ≤
4
T
)
+me−τ.
where we use the fact ‖wt −w‖22 ≤ 4 for any w ∈ B, and the last step follows the Bernstein
inequality for martingales. We complete the proof by setting τ= ln(m/δ).
9.7 Summary
In this chapter, we made a progress towards making the SGD method efficient by proposing
a framework in which it is possible to exclude the projection steps from the SGD algorithm.
We have proposed two novel algorithms to overcome the computational bottleneck of the pro-
jection step in applying SGD to optimization problems with complex domains. We showed
using novel theoretical analysis that the proposed algorithms can achieve anO(1/
p
T ) conver-
gence rate for general convex functions and an O(lnT /T ) rate for strongly convex functions
with a overwhelming probability which are known to be optimal (up to a logarithmic factor) for
stochastic optimization.
We have also addressed the problem of online convex optimization with constraints, where
we only need the constraints to be satisfied in the long run. In addition to the regret bound
which is the main tool in analyzing the performance of general online convex optimization al-
gorithms,we defined the boundon the violationof constraints in the long termwhichmeasures
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the cumulative violation of the solutions from the constraints for all rounds. Our setting is ap-
plied to solving online convex optimization without projecting the solutions onto the complex
convex domain at each iteration, which may be computationally inefficient for complex do-
mains. Our strategy is to turn the problem into an online convex-concave optimization prob-
lem and apply online gradient descent algorithm to solve it.
9.8 Bibliographic Notes
Generally, the computational complexity of the projection step in SGD has seldom been taken
into account in the literature. Here, we briefly review the previousworks on projection free con-
vex optimization,which is closely related to the theme of this study. For some specific domains,
efficient algorithmshave been developed to circumvent the high computational cost caused by
projection step at each iteration of gradient descent methods. Themain idea is to select an ap-
propriate direction to take from the current solution such that the next solution is guaranteed
to stay within the domain. Clarkson [41] proposed a sparse greedy approximation algorithm for
convex optimization over a simplex domain, which is a generalization of an old algorithm by
Frank and Wolfe [55] (a.k.a conditional gradient descent [21]). Zhang [154] introduced a simi-
lar sequential greedy approximation algorithm for certain convex optimization problems over
a domain given by a convex hull. Hazan [66] devised an algorithm for approximately maximiz-
ing a concave function over a trace norm bounded PSD cone, which only needs to compute
the maximum eigenvalue and the corresponding eigenvector of a symmetric matrix. Ying et
al. [150] formulated the distance metric learning problems into eigenvalue maximization and
proposed an algorithm similar to [66].
Recently, Jaggi [76] put these ideas into a general framework for convex optimizationwith a
general convex domain. Instead of projecting the intermediate solution into a complex convex
domain, Jaggi’s algorithm solves a linearized problem over the same domain. He showed that
Clark’s algorithm , Zhang’s algorithm and Hazan’s algorithm discussed above are special cases
of his general algorithm for special domains. It is important to note that all these algorithms
are designed for batch optimization, not for stochastic optimization, which is the focus of this
chapter.
The proposed stochastic optimizationmethods with only one projection are closely related
to the online Frank-Wolfe algorithm proposed in [72]. It is a projection free online learning al-
gorithm, built on the the assumption that it is possible to efficiently minimize a linear function
over the complex domain. Indeed, the FW algorithm replaces the projection into the convex
domain with a linear programming over the same domain which makes sense if solving the
linear programming is cheaper than the projection. One main shortcoming of the OFW algo-
rithm is that its convergence rate for general stochastic optimization is O(T−1/3), significantly
slower than that of a standard stochastic gradient descent algorithm (i.e.,O(T−1/2)). It achieves
a convergence rate ofO(T−1/2) onlywhen the objective function is smooth,which unfortunately
does not hold for many machine learning problems where either a non-smooth regularizer or
a non-smooth loss function is used. Another limitation of OFW is that it assumes a linear opti-
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mization problemover the domainW can be solved efficiently. Although this assumptionholds
for some specific domains as discussed in [72], but in many settings of practical interest, this
may not be true. The algorithms proposed in this chapter address the two limitations explicitly
as we showed that how two seemingly different modifications of the SGD can be used to avoid
performing expensive projections with similar convergency rates as the original SGDmethod.
The proposed online optimization with soft constraints setup is reminiscent of regret min-
imization with side constraints or constrained regret minimization addressed in [109], moti-
vated by applications in wireless communication. In regret minimizationwith side constraints,
beyondminimizing regret, the learner has some side constraints that need to be satisfied on av-
erage for all rounds. Unlike our setting, in learningwith side constraints, the setW is controlled
by adversary and can vary arbitrarily from trial to trial. It has been shown that if the convex
set is affected by both decisions and loss functions, the minimax optimal regret is generally
unattainable online [110].
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CONVEX ANALYSIS
In this appendix, we introduce the basic definitions and results of convex analysis [120, 33, 28]
needed for the analysis of the algorithms in this thesis. We begin by formalizing a few topo-
logical definitions we used throughout the thesis followed by few definitions and results from
convexity.
Definition A.1 (Euclidean Ball). A Euclidean ball with radius r centered at pointw0 is B(w0,r )=
{w ∈ Rd ; ‖w−w0‖ ≤ r }. An ℓp ball is also defined equivalently but now the distance is defined by
the ℓp norm as ‖w‖p = (
∑d
i=1 |wi |p )1/p .
Definition A.2 (Boundary and Interior). For a given set W , we say that w is on the boundary of
W , denoted by ∂W , if for some small ǫ> 0, the ball centered at wwith radius ǫ covers both inside
and outside of the set, i.e., B(w0,ǫ)∩W 6= ; and B(w0,ǫ)∩ W¯ 6= ;, where W¯ is the complement of
setW . We say that a pointw is in the interior of setW if ∃ǫ> 0 s.t.B(w0,ǫ)⊂W .
Definition A.3 (Convex Set). A set W in a vector space is convex if for any two vectors w,w′ ∈W ,
the line segment connecting two points is contained inW as well. In other fords, for any λ ∈ [0,1],
we have that λw+ (1−λ)w′ ∈W .
Intuitively, a set is convex if its surface has no "dips". The intersection of an arbitrary family
of convex sets is obviously convex.
Definition A.4 (Projection onto Convex Sets). Let W ⊆ Rd be a closed convex set and let w ∈ Rd
be a point. The projection ofw onto W is denoted by ΠW (w) and defined by
ΠW (w)= argmin
w′∈W
‖w−w′‖.
In particular, for everyw ∈Rd there exists a pointw∗ which satisfies this and it is unique.
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Here are few examples of projections. For the positive semidefinite (PSD) cone, i.e., Sd+ =
{X ∈ Rd×d : X º 0}, the projection requires a full eigendecomposition of the input matrix. Pre-
cisely, letW ∈ Sd+ has the eigendecompositionW=U⊤ΣUwhere Σ= diag(λ1,λ2, · · · ,λd ) andU is
an orthogonal matrix. Then,Π
Sd+
(W)=U⊤Σ+Uwhere Σ+ = diag([λ1]+, [λ2]+, · · · , [λd ]+). For Hy-
perplaneH= {x ∈Rd : 〈a,x〉 = b},a 6= 0, the projection is equivalent to ΠH(w)=w− 〈a,w〉−b‖a‖2 a. For
Affine setA= {x ∈Rd : Ax= b}, the projection can be obtainedbyΠA(w)=w−A⊤
(
AA−1
)
(Aw−b).
For Polyhedron set, P = {x ∈ Rd : Ax ≤ b} there is no analytical solution and the projec-
tion ΠP(w) is an offline optimization by itself where the corresponding optimization problem
argminw′∈P‖w′−w‖must be solved approximately.
Lemma A.5 (Non-expensiveness of Projection). Let W ⊆ Rd be a convex set and consider the
projection operation defined as above. Then,
‖ΠW (w)−ΠW (w′)‖ ≤ ‖w−w′‖,∀w,w′ ∈Rd
Definition A.6 (Convex Function). A function f :W 7→ R is said to be convex if W is convex and
for everyw,w′ ∈W and α ∈ [0,1],
f (λw+ (1−λ)w′)≤λ f (w)+ (1−λ) f (w′).
A continuously differentiable function is convex if f (w) ≥ f (w′)+〈∇ f (w′),w−w′〉 for all w,w′ ∈
W . If f is non-smooth then this inequality holds for any sub-gradient g ∈ ∂ f (w′).
Definition A.7 (Subgradient). A subgradient of a convex function f : Rd 7→ R at some point w is
any vector g ∈ Rd that achieves the same lower bound as the tangent line to function f at point
w, i.e.,
f (w′)≥ f (w)+〈g,w′−w〉, ∀w′ ∈Rd
The subgradient g always exists for convex functions on the relative interior of their domain.
Furthermore, if f is differentiable atw, then there is a unique subgradient g=∇ f (w). Note that
subgradients need not exist for non-convex functions.
Definition A.8 (Subdifferential). The subdifferential of a convex function f : Rd 7→ R at some
pointw is the set of all subgradients of f atw , i.e.,
∂ f (w)= {g ∈Rd :∀w′, f (w′)≥ f (w)+〈g,w′−w〉}
An important property of subdifferential set of a function ∂ f is that it is closed and convex
set, even for non-convex functionswhich is straightforward to verify by following the definition.
Moreover, the subdifferential is also always nonempty for convex functions. This is a conse-
quence of the supporting hyperplane theorem, which states that at any point on the boundary
of a convex set, there exists at least one supporting hyperplane. Since the epigraph of a convex
function is a convex set, we can apply the supporting hyperplane theorem to the set of points
(w; f (w)), which are exactly the boundary points of the epigraph. The subdifferential of a differ-
entiable function contains only single element which is the gradient of function at that point,
i.e., ∂ f (w)= {∇ f (w)}.
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We are now prepared to introduce the concept of Lipschitz continuity, designed to measure
change of function values versus change in the independent variable for a general function f (·).
Definition A.9 (Lipschitzness). A function f : W 7→ R is ρ-Lipschitz over the set W if for every
w,w′ ∈W we have that | f (w)− f (w′)| ≤ ρ||w−w′||.
The following lemma shows a result on the Lipschitz continuity of a function which is de-
fined as themaximum of other Lipschitz continuous functions.
Lemma A.10. Assume that functions fi :W 7→ R, i ∈ [m] are Lipschitz continuous with constant
ρ. Then, function f (w)=maxi∈[m] fi (w) is Lipschitz continuous with constant ρ, that is,
| f (w)− f (w′)| ≤ ρ‖w−w′‖ for anyw,w′ ∈W .
Proof. First, we rewrite f (w) =maxi∈[m] fi (w) as f (w) =maxα∈∆m
∑m
i=1αi fi (w) where ∆m is the
m-simplex, that is, ∆m = {α ∈Rm+ ;
∑m
i=1αi = 1}. Then, we have
| f (w)− f (w′)| =
∣∣∣∣∣maxα∈∆m
m∑
i=1
αi fi (w)−max
α∈∆m
m∑
i=1
αi fi (w
′)
∣∣∣∣∣
≤ max
α∈∆m
∣∣∣∣∣ m∑
i=1
αi fi (w)−
m∑
i=1
αi fi (w
′)
∣∣∣∣∣
≤ max
α∈∆m
m∑
i=1
αi
∣∣ fi (w)− fi (w′)∣∣≤ ρ‖w−w′‖,
where the last inequality follows from the Lipschitz continuity of fi (w), i ∈ [m].
Definition A.11 (Smoothness). A differentiable function f : W 7→ R is said to be β-smooth with
respect to a norm ‖ ·‖, if it holds that
f (w)≤ f (w′)+〈∇ f (w′),w−w′〉+ β
2
‖w−w′‖2, ∀w,w′ ∈W . (A.1)
The following result is an important property of smooth functions which has been utilized
in the proof of few results in the thesis.
Lemma A.12 (Self-bounding Property). For any β-smooth non-negative function f : R→ R, we
have | f ′(w)| ≤
√
4β f (w)
As a simple proof, first from the smoothness assumption, by setting w1 = w2− 1β f ′(w2) in
(A.1) and rearranging the terms we obtain f (w2)− f (w1) ≥ 12β | f ′(w2)|2. On the other hand,
from the convexity of loss function we have f (w1) ≥ f ′(w2)+ 〈 f ′(w1),w1−w2〉. Combining
these inequalities and considering the fact that the function is non-negative gives the desired
inequality.
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Definition A.13 (Strong Convexity). A function f (w) is said to be α-strongly convex w.r.t a norm
‖ · ‖, if there exists a constant α > 0 (often called the modulus of strong convexity) such that, for
any λ ∈ [0,1] and for allw,w′ ∈W , it holds that
f (λw+ (1−λ)w′)≤α f (w)+ (1−λ) f (w′)− 1
2
λ(1−λ)α‖w−w′‖2.
If f (w) is twice differentiable, then an equivalent definition of strong convexity is ∇2 f (w)º
αI which indicates that the smallest eigenvalue of the Hessian of f (w) is uniformly lower
bounded by α everywhere. When f (w) is differentiable, the strong convexity is equivalent to
f (w)≥ f (w′)+〈∇ f (w′),w−w′〉+ α
2
‖w−w′‖2, ∀w,w′ ∈W .
An important property of strongly convex functions that we used in the proof of few results
in the following:
Lemma A.14. Let f (w) be a α-strongly convex function over the domain W , and w∗ =
argminw∈W f (w). Then, for anyw∈W , we have
f (w)− f (w∗)≥ α
2
‖w−w∗‖2. (A.2)
Definition A.15 (Dual Norm). Let ‖ · ‖ be any norm on Rd . Its dual norm denoted by ‖ · ‖∗ is
defined by
‖w′‖∗ = sup
w∈Rd
〈w′,w〉−‖w‖
An equivalent definition is ‖w′‖∗ = supw∈Rd {〈w,w′〉|‖w‖ ≤ 1}. If p,q ∈ [1,∞] satisfy 1/p +
1/q = 1, then the ℓp and ℓq norms are dual to each other.
Definition A.16 (Fenchel Conjugate 1). The Fenchel conjugate of a function f :W 7→R is defined
as
f ∗(v)= sup
w∈W
〈w,v〉− f (w).
An immediate result of above definition is the Fenchel-Young inequality stating that for any
w and vwe have that 〈w,v〉 ≤ f (w)+ f ∗(v).
Definition A.17 (Bregman Divergence). Let Φ : W → R be a continuously-differentiable real-
valued and strictly convex function defined on a closed convex set W . The Bregman divergence
betweenw andw′ is the difference at w between f and a linear approximation aroundw′
BΦ(w,w
′)=Φ(w)−Φ(w′)−〈w−w′,∇Φ(w′)〉.
For example the squared Euclidean distance B(w,w′) = ‖w−w′‖2 is the canonical exam-
ple of a Bregman distance, generated by the convex function Φ(w) = ‖w‖2. The entropy func-
tion Φ(p) = ∑i pi logpi −∑pi gives rises to the generalized Kullback-Leibler divergence as
BKL(p,q)=
∑
pi log
pi
qi
−∑pi +∑qi .
1Also known as the convex conjugate or Legendre-Fenchel transformation
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CONCENTRATION INEQUALITIES
This appendix is a quick excursion into concentration ofmeasure. We consider some important
concentration results used in the proofs given in this thesis. Concentration inequalities give
probability bounds for a random variable to be concentrated around its mean (e.g., see [48] ,
[30] and [31] for a through discussion and derivation of these inequalities).
LemmaB.1 (Markov’s Inequality). For a non-negative random variable X and t > 0,
P[X ≥ t ]≤ E[X ]
t
The upside of Markov’s inequality is that it does not need almost no assumptions about the
random variable, but the downside is that it only gives very weak bounds.
LemmaB.2 (Hoeffding’s Lemma). Let X be any real-valued randomvariablewith expected value
E[X ]= 0 and such that X ∈ [a,b] almost surely. Then, for all λ ∈R,
E
[
eλX
]
≤ exp
(
λ2(b−a)2
8
)
.
Theorem B.3 (Hoeffding’s Inequality). Let X1, · · · ,Xn be a sequence of i.i.d random variables.
Assume Xi ∈ [ai ,bi ] and let S = X1+X2+·· ·+Xn . Then,
P(S−E[S]≥ t )≤ exp
(
− 2t
2∑n
i=1(bi −ai )2
)
,
P(|S−E[S]| ≥ t )≤ 2exp
(
− 2t
2∑n
i=1(bi −ai )2
)
.
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The following result extends Hoeffding’s inequality to more general functions
f (x1,x2, · · · ,xn).
TheoremB.4 (McDiarmid’s Inequality). Let X1, · · · ,Xn be independent real-valued random vari-
ables. Suppose that
sup
x1 ,x2 ,··· ,xn ,x′i
∣∣ f (x1, · · · ,xi−1,xi ,xi+1, · · · ,xn)− f (x1, · · · ,xi−1,x′i ,xi+1, · · · ,xn)∣∣≤ ci ,
for i = 1,2, · · · ,n. Then,
P
(∣∣ f (X1,X2, · · · ,Xn)−E[ f (X1,X2, · · · ,Xn)]∣∣≥ t)≤ 2exp
(
− 2t
2∑n
i=1 c
2
i
)
Hoeffding’s inequality does not use any information about the random variables except the
fact that they are bounded. If the variance of Xi , i ∈ [n] is small, then we can get a sharper
inequality from Bennett’s inequality and its simplified version in Bernstein’s Inequality.
Theorem B.5 (Bennett’s Inequality). Let X1, · · · ,Xn be a sequence of i.i.d random variables. As-
sume E[Xi ]= 0, E[X 2i ]=σ2, and |Xi | ≤M , i ∈ [n]. Then,
P
(
n∑
i=1
Xi ≥ t
)
≤ exp
(−nσ2
M2
φ
(
tM
nσ2
))
,
where φ(x)= (1+x) log(1+x)−x.
TheoremB.6 (Bernstein’s Inequality). Let X1, . . . ,Xn be independent zero-mean E[Xi ]= 0, i ∈ [n]
random variables. Suppose that |Xi | ≤M almost surely, for all i ∈ [n]. Then, for all positive t ,
P
(
n∑
i=1
Xi > t
)
≤ exp
− t2
2
(∑
E
[
X 2
j
]
+ 13Mt
)
 .
The next result is an extension of Hoeffding’s inequality to martingales with zero-mean and
bounded increments which is due to [10]. Before stating the Hoeffding-Azuma’s inequality, we
need few definitions. A sequence of random variables (Xi )i∈N on a probability space (Ω,A ,P)
is a martingale difference sequence with respect to a filtration (Fi )i∈N if and only if, or all i ≥ 1,
each random variable Xi is Fi -measurable and satisfies,
E[Xi |Fi−1]= 0.
Theorem B.7 (Hoeffding-Azuma Inequality). Let X1,X2, . . . be a martingale difference sequence
with respect to a filtration F = (Fi )i∈N. Assume that for all i ≥ 1, there exists a Fi−1-measurable
random variable Ai and a non-negative constant ci such that Xi ∈ [Ai ,Ai + ci ]. Then, the mar-
tingale Sn defined by Sn =
∑n
i=1 Xi , satisfies for any t > 0,
P[Sn > t ]≤ exp
(
− 2t
2∑n
i=1 c
2
i
)
.
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TheHoeffding-Azuma’s inequality indicates that Sn is sub-gaussianwith variance
∑n
i=1 c
2
i
/4,
i.e.,
P
[
max
1≤i≤n
Si ≥ t
]
≤ exp
(
−2t2∑n
i=1 c
2
i
)
.
The following inequality which is due to Freedman [56] extends Bernstein’s result to the
case of discrete-timemartingaleswith bounded jumps (a.k.a Freedman’s inequality). This result
demonstrates that a martingale exhibits normal-type concentration near its mean value on a
scale determined by the predictable quadratic variation of the sequence.
Theorem B.8 (Bernstein’s Inequality for Martingales). Let X1, . . . ,Xn be a bounded martingale
difference sequence with respect to the filtration F = (Fi )1≤i≤n and with |Xi | ≤M. Let
Si =
i∑
j=1
X j
be the associated martingale. Denote the sum of the conditional variances by
Σ
2
n =
n∑
i=1
E
[
X 2i |Fi−1
]
,
Then for all constants t , ν> 0,
P
[
max
i=1,...,n
Si > t and Σ2n ≤ ν
]
≤ exp
(
− t
2
2(ν+Mt/3)
)
,
and therefore,
P
[
max
i=1,...,n
Si >
p
2νt +
p
2
3
Mt and Σ2n ≤ ν
]
≤ e−t .
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Extra-gradient Lemma
Lemma C.1. Let Φ(z) be a α-strongly convex function with respect to the norm ‖ · ‖, whose dual
norm is denoted by ‖ · ‖∗, and B(w,z) = Φ(w)− (Φ(z)+ (w− z)⊤Φ′(z)) be the Bregman distance
induced by function Φ(w). Let Z be a convex compact set, and U ⊆ Z be convex and closed. Let
z ∈Z, γ> 0, Consider the points,
w= argmin
u∈U
γu⊤ξ+B(u,z), (C.1)
z+ = argmin
u∈U
γu⊤ζ+B(u,z), (C.2)
then for any u ∈U, we have
γζ⊤(w−u)≤B(u,z)−B(u,z+)+
γ2
α
‖ξ−ζ‖2∗−
α
2
[
‖w−z‖2+‖w−z+‖2
]
.
Proof. By using the definition of Bregman distanceB(u,z), we can write two updates in (C.1) as
w= argmin
u∈U
u⊤(γξ−Φ′(z))+Φ(u),
z+ = argmin
u∈U
u⊤(γζ−Φ′(z))+Φ(u),
(C.3)
by the first oder optimality condition, we have
(u−w)⊤(γξ−Φ′(z)+Φ′(w))≥ 0,∀u ∈U ,
(u−z+)⊤(γζ−Φ′(z)+Φ′(z+))≥ 0,∀u ∈U
(C.4)
Applying (C.4) with u= z+ and u=w, we get
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γ(w−z+)⊤ξ≤ (Φ′(z)−Φ′(w))⊤(w−z+),
γ(z+−w)⊤ζ≤ (Φ′(z)−Φ′(z+))⊤(z+−w).
(C.5)
Summing up the two inequalities, we have
γ(w−z+)⊤(ξ−ζ)≤ (Φ′(z+)−Φ′(w))⊤(w−z+). (C.6)
Then
γ‖ξ−ζ‖∗‖w−z+‖≥−γ(w−z+)⊤(ξ−ζ)≥ (Φ′(z+)−Φ′(w))⊤(z+−w)
≥α‖z+−w‖2.
(C.7)
where in the last inequality, we use the strong convexity ofΦ(w).
B(u,z)−B(u,z+)=Φ(z+)−Φ(z)+ (u−z+)⊤Φ′(z+)− (u−z)⊤Φ′(z)
=Φ(z+)−Φ(z)+ (u−z+)⊤Φ′(z+)− (u−z+)⊤Φ′(z)− (z+−z)⊤Φ′(z)
=Φ(z+)−Φ(z)− (z+−z)⊤Φ′(z)+ (u−z+)⊤(Φ′(z+)−Φ′(z))
=Φ(z+)−Φ(z)− (z+−z)⊤Φ′(z)+ (u−z+)⊤(γζ+Φ′(z+)−Φ′(z))− (u−z+)⊤γζ
≥Φ(z+)−Φ(z)− (z+−z)⊤Φ′(z)− (u−z+)⊤γζ
=Φ(z+)−Φ(z)− (z+−z)⊤Φ′(z)− (w−z+)⊤γζ︸ ︷︷ ︸
ǫ
+(w−u)⊤γζ,
(C.8)
where the inequality follows from (C.4). We proceed by bounding ǫ as:
ǫ=Φ(z+)−Φ(z)− (z+−z)⊤Φ′(z)− (w−z+)⊤γζ
=Φ(z+)−Φ(z)− (z+−z)⊤Φ′(z)− (w−z+)⊤γ(ζ−ξ)− (w−z+)⊤γξ
=Φ(z+)−Φ(z)− (z+−z)⊤Φ′(z)− (w−z+)⊤γ(ζ−ξ)
+ (z+−w)⊤(γξ−Φ′(z)+Φ′(w))− (z+−w)⊤(Φ′(w)−Φ′(z))
≥Φ(z+)−Φ(z)− (z+−z)⊤Φ′(z)− (w−z+)⊤γ(ζ−ξ)− (z+−w)⊤(Φ′(w)−Φ′(z))
=Φ(z+)−Φ(z)− (w−z)⊤Φ′(z)− (w−z+)⊤γ(ζ−ξ)− (z+−w)⊤Φ′(w)
=
[
Φ(z+)−Φ(w)− (z+−w)⊤Φ′(w)
]
+
[
Φ(w)−Φ(z)− (w−z)⊤Φ′(z)
]
− (w−z+)⊤γ(ζ−ξ)
≥α
2
‖w−z+‖2+
α
2
‖w−z‖2−γ‖w−z+‖‖ζ−ξ‖∗
≥α
2
{‖w−z+‖2+‖w−z‖2}−
γ2
α
‖ζ−ξ‖2∗,
(C.9)
where the first inequality follows from (C.4), the second inequality follows from the strong
convexity of Φ(w), and the last inequality follows from (C.8). Combining the above results, we
have
γ(w−u)⊤ζ≤B(u,z)−B(u,z+)+
γ2
α
‖ζ−ξ‖2∗−
α
2
{‖w−z+‖2+‖w−z‖2}. (C.10)
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Stochastic Mirror Descent for Smooth Losses
In this subsection we provide a tight analysis of stochastic mirror decent algorithm for smooth
losses. Wewill show that the convergence rate of themirror descent algorithm [118] for stochas-
tic optimization of both non-smooth and smooth functions is dominated by an O(1/
p
T ) con-
vergence rate. We consider the nonlinear projected subgradient formulation of the mirror de-
scent from [17] which iteratively updates the solution by:
wt+1 = argmin
w∈W
{
〈w,gt 〉+
1
ηt
BΦ(w,wt )
}
, (C.11)
where gt is a (sub)gradient of f (w) at point wt and BΦ(·, ·) is the Bregmen diveregnce defined
with strongly convex function Φ(·). Define the average solution as ŵT =
∑T
t=1wt/T and let
g(w,ξ) denote a stochastic gradient of function at point w, i.e., E[g(w,ξ)] = ∇ f (w). We state
few standard assumptionswe make in our analysis about the stochastic optimization problem.
A1. (Lipschitz Continuity) E[‖g(w,ξ)‖2∗]≤G2
A2. (Bounded Variance) E[‖∇ f (w)−g(w,ξ)‖]≤σ2.
A3. (Smoothness) The function f has L Lipschitz continuous gradient.
A4. (Compactness) BΦ(w∗,w)≤R2.
The proof is extensively uses the following key inequalities:
(1) Optimality condition
〈w−wt+1,gt +
1
ηt
∇Φ(wt+1)−
1
ηt
∇Φ(wt )〉 ≥ 0
(2) Generalized inequality
BΦ(w∗,wt )−BΦ(w∗,wt+1)−BΦ(wt+1,wt )= 〈w∗−wt+1,∇Φ(wt+1)−∇Φ(wt )〉
(3) Fenchel-Yang inequality applied to the conjugate pair 12‖ ·‖2 and 12‖ ·‖2∗ yields
〈gt ,wt −wt+1〉 ≤
ηt
2
‖gt‖2∗+
1
2ηt
‖wt −wt+1‖2
(4)
BΦ(w,y)≥
1
2
‖w−y‖2
(5) From smoothness assumption we have
f (w′)− f (w)−〈∇ f (w),w′−w〉 ≤ L
2
‖w′−w‖2
The analysis of the convergence rate of basic mirror descent algorithm follows standard
techniques in convex optimizationand for completenesswe provide a proof here following [17].
APPENDIX C. MISCELLANEA 197
LemmaC.2. We have
f (wt )− f (w∗)≤
ηt
2
||gt ||2∗+
1
ηt
[BΦ(w∗,wt )−BΦ(w∗,wt+1)]
Proof. From the convexity of f (w) and by setting ζt =∇ f (wt )−gt we have
f (wt )− f (w∗)
≤ 〈∇ f (wt ),wt −w∗〉
≤ 〈gt ,wt −w∗〉+〈∇ f (wt )−gt ,wt −w∗〉
(1)≤ 〈gt ,wt −w∗〉+〈w∗−wt+1,gt +
1
ηt
∇Φ(wt+1)−
1
ηt
∇Φ(wt )〉+〈ζt ,wt −w∗〉
= 〈gt ,wt −wt+1〉+
1
ηt
〈w∗−wt+1,∇Φ(wt+1)−∇Φ(wt )〉+〈ζt ,wt −w∗〉
(2)≤ ηt
2
‖gt‖2∗+
1
2ηt
‖wt −wt+1‖2+
1
ηt
[BΦ(w∗,wt )−BΦ(w∗,wt+1)−BΦ(wt+1,wt )]+〈ζt ,wt −w∗〉
(3)≤ ηt
2
‖gt‖2∗+
1
ηt
[BΦ(w∗,wt )−BΦ(w∗,wt+1)]+〈ζt ,wt −w∗〉
TheoremC.3. By setting leaning rate as ηt = RGpt we have the following rate for the convergence
of stochastic mirror descent for non-smooth objectives:
E[ f (ŵT )]− f (w∗)≤O(
RGp
T
)
Proof. Summing up Lemma 1 for all iterations we get
T∑
t=1
f (wt )− f (w∗)≤
1
η1
BΦ(w∗,w1)+
T∑
t=2
BΦ(w∗,wt )(
1
ηt
− 1
ηt−1
)+
T∑
t=1
ηt
2
‖gt‖2∗+
T∑
t=1
〈ζt ,wt −w∗〉
≤ R
2
ηT
+G
2
2
T∑
t=1
ηt
=O(RG
p
T ),
where the second inequality follows since each wt is a deterministic function of ξ1, · · · ,ξt−1,
so E[〈∇ f (wt )−gt ,wt −w∗〉|ξ1, · · · ,ξt−1]= 0
We generalize the proof for smooth functions.
Theorem C.4. By setting ηt = 1L+βt where βt = (σ/R)
p
t , the following holds for the convergence
rate of stochastic mirror descent for smooth functions:
E[ f (ŵT )]− f (w∗)≤O(
LR2
T
+ σRp
T
)
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Proof.
f (wt )− f (w∗)≤ 〈∇ f (wt ),wt −w∗〉
≤ 〈∇ f (wt ),wt −wt+1〉+〈∇ f (wt ),wt+1−w∗〉
(5)≤ f (wt )− f (wt+1)+
L
2
‖wt+1−wt‖2+〈∇ f (wt ),wt+1−w∗〉
By rearranging the terms we proceed as follows:
f (wt+1)− f (w∗)
≤ 〈∇ f (wt ),wt+1−w∗〉+
L
2
‖wt+1−wt‖2
≤ 〈gt ,wt+1−w∗〉+
L
2
‖wt+1−wt‖2+〈ζt ,wt+1−w∗〉
(1)≤ 1
ηt
〈w∗−wt+1,∇Φ(wt+1)−∇Φ(wt )〉+
L
2
‖wt+1−wt‖2+〈ζt ,wt+1−w∗〉
(2)≤ 1
ηt
[BΦ(w∗,wt )−BΦ(w∗,wt+1)−BΦ(wt ,wt+1)]+
L
2
‖wt+1−wt‖2+〈ζt ,wt+1−w∗〉
(4)≤ 1
ηt
[BΦ(w∗,wt )−BΦ(w∗,wt+1)]− (L+βt )BΦ(wt ,wt+1)+LBΦ(wt ,wt+1)+〈ζt ,wt+1−w∗〉
= 1
ηt
[BΦ(w∗,wt )−BΦ(w∗,wt+1)]−βtBΦ(wt ,wt+1)+〈ζt ,wt+1−wt 〉+〈ζt ,wt −w∗〉
(3)≤ 1
ηt
[BΦ(w∗,wt )−BΦ(w∗,wt+1)]+
1
2βt
‖ζt‖2∗+〈ζt ,wt −w∗〉
Summing for all t yields
T∑
t=1
f (wt+1)− f (w∗)≤
1
η1
BΦ(w∗,w1)+
T∑
t=2
BΦ(w∗−wt )(
1
ηt
− 1
ηt−1
)+
T∑
t=1
‖ζt‖2∗
2βt
+
T∑
t=1
〈ζt ,wt −w∗〉
≤ R
2
η1
+R2
T∑
t=2
(
1
ηt
− 1
ηt−1
)+ σ
2
2
T∑
t=1
1
βt
+0
≤ R
2
ηT
+ σR
2
p
T =O(LR2+σR
p
T ),
where in the second in equality we used the fact E[〈∇ f (wt )− gt ,wt −w∗〉|ξ1, · · · ,ξt−1] = 0.
By averaging the solutions over all iterations and applying the Jensen’s inequality we obtain the
convergence rate claimed in the theorem.
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