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Quantum rotor desription of the Mott-insulator transition in the Bose-Hubbard
model
T. P. Polak and T. K. Kope¢
Institute for Low Temperatures and Struture Researh,
Polish Aademy of Sienes, POB 1410, 50-950 Wrolaw 2, Poland
We present the novel approah to the Bose-Hubbard model using the U(1) quantum rotor de-
sription. The eetive ation formalism allows us to formulate a problem in the phase only ation
and obtain an analytial formulas for the ritial lines. We show that the nontrivial U(1) phase eld
ongurations have an impat on the phase diagrams. The topologial harater of the quantum
eld is governed by terms of the integer harges - winding numbers. The omparison presented
results to reently obtained quantum Monte Carlo numerial alulations suggests that the ompe-
tition between quantum eets in strongly interating boson systems is orretly aptured by our
model.
PACS numbers: 05.30.Jp, 03.75.Lm, 03.75.Nt
I. INTRODUCTION
The physis of the Bose-Hubbard (BH) model was
the subjet of intensive study for a number of years.
1,2
More reently it has been realized that the Bose-Hubbard
model an also be applied to bosons trapped in so-alled
optial latties,
3,4
and oarse graining
5
, strong-oupling
expansion,
7,8
mean-eld theories
6
have been suessfully
applied to these systems in one-,
9,10
two-
11
and three-
dimensional latties.
12
Another essentially equivalent for-
mulation is based on the Gutzwiller wavefuntion.
13,14
Also extension, based on a systemati strong-oupling
approah of the Bose-Hubbard model beyond mean-
eld has been tried
15
and experimentally onrmed.
16
The progress omes from better omputer resoures
and more eient algorithm allows to use the Quan-
tum Monte Carlo (QMC) method for studies of the BH
systems.
17,18,19
An optial latties oer remarkably lean aess to a
partiular Hamiltonian and thereby serve as a model sys-
tem for testing fundamental theoretial onepts and pro-
viding exemplar of quantum many-body eets.
20
. It is
well known that the ground state of a system of repul-
sively interating bosons in a periodi potential an be ei-
ther in a superuid state (SF) or in a Mott-insulting state
(MI), haraterized by integer boson densities. Beause
the phase of the order parameter and the partile num-
ber as onjugate variables are subjet to the unertainty
priniple ∆φ∆n ∼ ~21 and the bosons an either be in
the eigenstate of partile number or phase. The eigen-
state of phase is a superuid and that of partile number
is a loalized Mott insulator. Therefore the quantum MI-
SF phase transition takes plae as the partile density is
shifted thus failitating emergene of the superuid from
the Mott insulating state.
The aim of this paper is to extend the mean-eld
approah for the Bose-Hubbard model in a way to in-
lude partile number utuations eets and make the
qualitative phase diagrams in two and three dimensions
more quantitative. Our method also improve the strong-
oupling expansion that works well only for suiently
large insulating gap.
19
The key point of presented ap-
proah is to onsider the representation of strongly in-
terating bosons as partiles with attahed "ux tubes".
In a onsequene a boson is the omposite objet. This
introdues a onjugate U(1) phase variable, whih a-
quires dynami signiane from the boson-boson inter-
ation. To failitate this task we employ the funtional
integral formulation of the theory that enables us to per-
form the funtional integration over elds dened on dif-
ferent topologially equivalent lasses of the U(1) group,
i.e., with dierent winding numbers. An inlusion of
the winding numbers is unavoidable in order to obtain
a proper phase diagram. A similar method that is based
on quantum rotor formulation was reently employed by
one of us in the fermioni Hubbard model.
22
The nie
feature of our approah is that all the expressions and
handling are analyti. Finally, we ompare our results for
systems at zero temperature with the outome of the nu-
merial simulations and found a very good agreement for
the quantitative results regarding the behavior as we go
from the superuid phase to the Mott insulating phase.
In the framework of the introdued theory we are able to
alulate the phase diagrams with high auray along
whole ritial line that separates Mott insulator - super-
uid phases. Moreover, our approah gives a lear insight
into the Bose-Hubbard model from a quantum eld the-
ory and emphasizes the impat of the topology of the
phase variable on phase transitions. We show that the
Coulomb interation (as a main energy sale) is governed
the phase transitions in the Bose-Hubbard model.
The outline of the paper is as follows. In Se. II we in-
trodue the model Hamiltonian and in Se. III we derive
an eetive U(1) ation in the quantum rotor represen-
tation. The aim of Se. IV is the presentation of the
resulting phase diagrams for two- and three-dimensional
Bose-Hubbard systems. Finally, Setion V summarizes
our results and sets the outlook.
2II. MODEL HAMILTONIAN
We investigate the generi model for the Mott-
insulator transition the Bose-Hubbard model
H = U
2
∑
i
ni (ni − 1)−
∑
〈i,j〉
tija
†
iaj − µ
∑
i
ni, (1)
where a†i and aj stands for the bosoni reation and anni-
hilation operators that obey the anonial ommutation
relations
[
ai, a
†
j
]
= δij , ni = a
†
iai is the boson number
operator on the site i, U > 0 is the on-site repulsion
and µ is the hemial potential whih ontrols the num-
ber of bosons. Here, 〈i, j〉 identies summation over the
nearest-neighbor sites. Furthermore, tij is the hopping
matrix element with the dispersion for the bipartite lat-
tie
t (k) = 2t
d∑
l=1
cos kl. (2)
in d dimensions. In this paper we investigate the phase
transitions in simple ubi and square lattie. For our
purpose we rewrite Eq. (1) to more suitable form
H = U
2
∑
i
n2i −
∑
〈i,j〉
tija
†
iaj − µ¯
∑
i
ni, (3)
where µ¯/U = µ/U + 1/2 is the shifted redued hemial
potential.
III. METHOD
A. Deoupling of the Coulomb interation
We will adopt the method of the quantum rotor model,
developed by one of us,
22
to the BH Hamiltonian. The
partition funtion of the system ould be written in the
form
Z =
∫
[Da¯Da] e−S[a¯,a] (4)
and the bosoni path-integral is taken over the omplex
elds ai (τ) with the ation S given by
S = SB [a¯, a] +
∫ β
0
dτH (τ), (5)
where
SB [a¯, a] =
∑
i
∫ β
0
dτa¯i (τ)
∂
∂τ
ai (τ) . (6)
Unfortunately Hamiltonian is not quadrati in ai and we
have to deouple rst - the Coulomb term in Eq. (3) by a
Gaussian integration over the auxiliary elds Vi (τ). The
transformed partition funtion beomes
Z =
∫
[Da¯Da] e−S1[a¯,a]
∫ [
dV
2pi
]
e−S2[n,V ], (7)
where
S1 [a¯, a] =
∫ β
0
dτ
[∑
i
a¯i (τ)
∂
∂τ
ai (τ)
−
∑
〈i,j〉
tij a¯i (τ) aj (τ)

 , (8)
and
S2 [n, V ] =
∑
i
∫ β
0
dτ
{
1
2U
V 2i (τ) − [iVi (τ)− µ¯]ni (τ)
}
.
(9)
After hanging variables Vi (τ) = V
T
i (τ)+
1
i
µ¯ the seond
part of the ation takes form
S2
[
n, V T
]
=
∑
i
∫ β
0
dτ
{
1
2U
[
V Ti (τ)
]2
+
µ¯
iU
V Ti (τ)
− µ¯
2
2U
− iV Ti (τ)ni (τ)
}
. (10)
The eld V Ti (τ) ould be represent as a sum of the stati
V Si (τ) and periodi funtion V
P
i (τ):
V Ti (τ) = V
S
i (τ) + V
P
i (τ) ,
V Pi (τ) =
1
β
+∞∑
m=1
[
V Pi (ω) e
iωmτ + c.c.
]
,
V Si =
1
β
V Ti (ωm=0) . (11)
where ωm = 2pim/β (m = ±1,±2..) are the Bose-
Matsubara frequenies. Furthermore, we introdue the
salar potential eld whih ouples to the loal partile
number through the Josephson-like relation
φ˙i (τ) = V
P
i (τ) , (12)
where the phase eld satises the periodiity ondition
φi (β) = φi (0) as a onsequene of the periodi properties
of the V Pi (τ) eld. We an eliminate the periodi parts
of the utuating eletrohemial potential V Pi (τ) from
the ation replaing them by the phase eld φ˙i (τ):
Z =
∫
[Da¯Da] e−S1[a¯,a]
×
∫ [
dV S
2pi
]
e−S2[n,V
S]
∫
[Dφ] e−S3[n,φ˙], (13)
where
S2
[
n, V S
]
= β
∑
i
[
1
2U
(
V Si
)2
+
µ¯
iU
V Si
3− iV
S
i
β
∫ β
0
dτni (τ)− µ¯
2
2U
]
, (14)
S3
[
n, φ˙
]
=
∑
i
∫ β
0
dτ
[
1
2U
φ˙2i (τ) +
µ¯
iU
φ˙i (τ)
−iφ˙i (τ)ni (τ)
]
. (15)
The fator with −i ∫ β
0
dτφ˙i (τ)ni (τ) an be removed
from the last equation by performing the loal gauge
transformation to the new bosoni variables as we show
in the next subsetion.
B. Gauge transformation
We perform the loal gauge transformation to the new
bosoni variables[
ai (τ)
a¯i (τ)
]
=
[
eiφi(τ) 0
0 e−iφi(τ)
] [
bi (τ)
b¯i (τ)
]
. (16)
The U(1) group governing the phase eld is ompat,
i.e. φ (τ) has the topology of a irle S1, so that in-
stanton eets an arise due to non-homotopi mappings
of the onguration spae onto the gauge group U(1).
Therefore, we onentrate on losed paths in the imag-
inary time (0, 1/kBT ) whih fall into distint, dison-
neted (homotopy) lasses labelled by the integer winding
numbers ni.
24
The hief merit of the transformation in
Eq. (16) is that we have managed to ast the strongly
orrelated bosoni problem into a system of weakly in-
terating bosons, submerged in the bath of strongly u-
tuating U(1) gauge potentials (on the high energy sale
set by U). Now the ation ontains three parts:
S1
[
b¯, b, φ
]
=
∫ β
0
dτ
{∑
i
b¯i (τ)
∂
∂τ
bi (τ)
−
∑
〈i,j〉
tij b¯i (τ) bj (τ) e
−iφij(τ)

 , (17)
S2
[
V S
]
= β
∑
i
[
1
2U
(
V Si
)2
+
µ¯
iU
V Si
− iV
S
i
β
∫ β
0
dτ b¯i (τ) bi (τ)− µ¯
2
2U
]
, (18)
S3
[
φ˙
]
=
∑
i
∫ β
0
dτ
{
1
2U
φ˙2i (τ) +
1
i
µ¯
U
φ˙i
}
,(19)
where φij (τ) = φi (τ) − φj (τ) and still we have terms
with V Si that will be alulated in the next subse-
tion. Furthermore, the path-integral inludes a summa-
tion over winding numbers∫
[Dφ] ... ≡
∑
{ni}
∫ 2pi
0
∏
i
dφi (0)
∫ φ(τ)i+2pini
φi(0)
∏
i
dφi (τ) ...
(20)
and should be performed taking phase ongurations
that satisfy boundary ondition φi (β) − φi (0) = 2pini
where ni is integer.
C. Saddle point equation
The expetation value of the stati part of the utu-
ating eletrohemial potential
〈
V S
〉
=
∫ [DV S]V Se−S2[V S]∫
[DV S ] e−S2[V S ] (21)
introdued in Eq. (11) we alulate using the saddle point
approximation and for U > 0 obtain:
V S = i
[
µ¯+ U
〈
b¯i (τ) bi (τ)
〉]
. (22)
Now making substitution in the seond part of the ation
S2
[
V S
]
for the V Si an unique global value obtained from
Eq. (22) we get nally
S2
[
b¯, b
]
= β
∑
i
U
2
〈
b¯i (τ) bi (τ)
〉2
+ µ¯
∑
i
∫ β
0
dτ b¯i (τ) bi (τ) . (23)
The eetive ation is now quadrati in the bosoni vari-
ables and an be integrated out without any diulty
remembering that the rst term in Eq. (23) is simply a
number. Therefore, the applied steepest desent method
used to approximate integral Eq. (21) allowed us to re-
move an after eets of the auxiliary elds Vi (τ) intro-
dued in order to deouple the non-quadrati terms (in
ai ) in Hamiltonian Eq. (3).
D. The partition funtion expressed in the phase
elds variables
The partition funtion an be expressed in form of the
eetive propagator Gˆ:
Z =
∫
[Dφ] e
h
−
P
i
R
β
0
dτ
“
1
2U φ˙
2
i (τ)+
1
i
µ¯
U
φ˙i
”
+Tr ln Gˆ−1
i
,
(24)
where exp
(
−Tr ln Gˆ−1
)
≡ det Gˆ and determinant takes
form
det Gˆ =
∫ [Db¯Db] exp

−
∑
〈i,j〉
∫ β
0
dτ
× b¯i
[(
∂
∂τ
+ µ¯
)
δij − tije−iφij(τ)
]
bi
}
. (25)
We parametrize the boson elds
bi (τ) = b0 + b
′
i (τ) (26)
4and restrit our alulations to the phase utuations
dropping the amplitude dependene. In result the inverse
of the propagator beomes
Gˆ−1 = Gˆ−10 − T = Gˆ−10
(
1− T Gˆ0
)
. (27)
The expliit value b0 an be obtained from minimaliza-
tion of the Hamiltonian ∂H (b0) /∂b0 = 0 where we in-
trodued the parametrization Eq. (26). Therefore, we
write
Gˆ0 = b
2
0 ≡
∑
〈i,j〉 tij + µ¯
U
, (28)
T = tije
−iφij(τ). (29)
Kampf and Zimanyi
5
onsidered similar parametrization
in the path-integral formulation of the oarse-graining
proedure to the BH model. However, to obtain a riti-
al line, authors used a mean-eld approah that is not
expeted to be reliable at T = 0 and be apable to han-
dle spatial and quantum utuation eets properly, es-
peially in two dimensions. Moreover, as we will see in
the next setions, our results strongly depend on the di-
mension of the system giving qualitative hanging of the
phase diagrams.
Expanding the trae of the logarithm we have
Tr ln Gˆ−1 = −Tr
(
ln Gˆ0
)
− Tr
(
T Gˆ0
)
−1
2
Tr
[(
T Gˆ0
)2]
+ ... (30)
with Gˆ0 and T given by Eq. (28) and (29). Trae over
rst term of the expansion gives us onstant ontribution
to the ation. From the trae over seond part
Tr
(
T Gˆ0
)
=
∑
〈i,j〉
Jij
∫ β
0
dτ cos [φi (τ)− φj (τ)] (31)
we get the expliit form of the oeient:
Jij = b
2
0tij =
∑
〈i,j〉 tij + µ¯
U
tij . (32)
Finally a partition funtion Eq. (24) beomes
Z =
∫
[Dφ] e−Sph[φ] (33)
with an eetive ation expressed only in the phase elds
variable
Sph [φ] =
∫ β
0
dτ
{∑
i
[
1
2U
φ˙2i (τ) +
1
i
µ¯
U
φ˙i (τ)
]
−J
∑
i,j
eφi(τ)Iijeφj(τ)

 , (34)
where Iij = 1 if i, j are the nearest neighbors and equals
zero otherwise.
To proeed we replae the phase degrees of freedom
by the omplex eld ψi whih satises the quantum pe-
riodi boundary ondition ψi (β) = ψi (0). This an be
onveniently done using the Fadeev-Popov method with
Dira delta funtional representation in a way used by
Kope¢
23
:
1 =
∫
[DψiDψ∗i ] δ
(∑
i
|ψ (τ)|2 −N
)
× δ
(
ψi − eiφi(τ)
)
δ
(
ψ∗i − e−iφi(τ)
)
. (35)
The main idea of this approah is to attempt to gen-
erate an eetive partition funtion from the original
one with osine interation, whih inorporates the on-
strained nature of the original variables. Thus we take ψi
as ontinuous variable but onstrained (on the average)
to have the unit length:
δ
(∑
i
|ψi (τ)|2 −N
)
=
1
2pii
∫ +i∞
−i∞
dλ
× e
R
β
0
dτλ(
P
i|ψi(τ)|
2−N). (36)
In Eq. (36) we introdued the Lagrange multiplier λ
whih adds the quadrati terms (in the ψi elds) to the
ation Eq. (34). Using suh desription is justied by
the denition of the order parameter
ΨB =
〈
eiφi(τ)
〉
(37)
whih non-vanishing value signals a marosopi quan-
tum phase oherene (in our ase we identify it as the SF
state). The partition funtion an be written in form
Z = 1
2pii
∫ +i∞
−i∞
dλ
∫
[DψiDψ∗i ] e−Seff , (38)
where eetive ation Seff is given by:
Seff =
∑
i,j
∫ β
0
dτdτ
′
[(JIij + λδij) δ (τ − τ ′)
− γij (τ, τ ′)]ψiψ∗j −Nλδ (τ − τ ′) . (39)
Here
γij (τ, τ
′) =
〈
e−i[φi(τ)−φj(τ
′)]
〉
(40)
is the two-point phase orrelator assoiated with the or-
der parameter eld. Summarizing this part, we formu-
lated a problem introduing an appropriate onstrained
omplex order parameter eld. In the next setion we
show that the presene of the nontrivial topology pos-
sessed by the phase variable will ontribute to propaga-
tor.
5E. Topologial ontribution in the orrelation
funtion
The existene of the topologial features of the harge
states aets the orrelation funtion. Beause the values
of the phases φi whih dier by 2pi are equivalent thus
we deompose the phase eld in terms of a periodi eld
and term linear in τ :
φi (τ) = ϕi (τ) +
2pi
β
niτ (41)
with φi (β) = φi (0) . As a result the phase orrelator
fatorizes as the produt of a topologial term γTi (τ, τ
′)
depending on the integers ni and non-topologial one
γNij (τ, τ
′):
γij (τ, τ
′) = γTi (τ, τ
′) γNij (τ, τ
′) (42)
where
γTi (τ, τ
′) =
∑
[ni]
e−i
2pi
β (τ−τ
′)nie−
2pi
β
P
i[ piU n
2
i+
β
i
µ¯
U
ni]∑
[ni]
e−
2pi
β
P
i[ piU n2i+
β
i
µ¯
U
ni]
(43)
and
γNij (τ, τ
′) =
∫
[Dϕi] e−i
h
ϕi(τ)−ϕj
“
τ
′
”i
e−
P
i
1
2U
R
β
0
dτϕ˙2i (τ)∫
[Dϕi] e−
P
i
1
2U
R
β
0
dτϕ˙2i (τ)
.
(44)
Performing the Poisson re-summation formula∣∣∣√detG∣∣∣∑
[ni]
e−pi(n−a)iGij(n−a)j =
∑
[ni]
e
−pimi(G−1)
ij
mj
(45)
in γTi (τ, τ
′) and the funtional integration over the phase
variables in γNij (τ, τ
′) the nal form of the orrelator
γij (τ, τ
′) = δije
U
2
˛˛
˛τ−τ ′
˛˛
˛
×
∑
[ni]
e−
Uβ
2 (ni+
µ¯
U )
2
e−U(ni+
µ¯
U )(τ−τ
′)
∑
[ni]
e−
Uβ
2 (ni+
µ¯
U )
2 (46)
after Fourier transform an be written as:
γ (ωm) =
1
Z0
4
U
∑
[ni]
e−
Uβ
2
P
i(ni+
µ¯
U )
2
1− 4 [∑i ni + µ¯U − iωmU ]2 , (47)
where
Z0 = δij∑
[ni]
e−
Uβ
2
P
i(ni+
µ¯
U )
2 (48)
is the partition funtion for the set of quantum rotors.
The form of Eq. (47) assures the periodiity in the imag-
inary time. We want to point out that another impor-
tant property possessed by orrelator Eq. (47) omes
out. Namely, the propagator is periodi with respet to
µ/U+1/2 whih emphasizes the speial role of its integer
values.
Figure 1: (Color online) Phase boundary between the Mott-
insulating (MI) and superuid (SF) phases for square (darker
lobes) and ubi lattie in the spae of the parameters t/U −
µ/U .
IV. MOTT INSULATOR - SUPERFLUID PHASE
TRANSITION
The ation inluded propagator with alulated the
topologial ontribution after Fourier transform we write
as
Seff = 1
Nβ
∑
k,m
ψ∗
k,mΓ
−1
k
(ωm)ψk,m, (49)
where
Γ−1
k
(ωm) = λ− J (k) + γ−1 (ωm) (50)
is the inverse of the propagator. Within the phase oher-
ent superuid state the order parameter is given by
1−Ψ2B =
1
Nβ
∑
k,m
1
λ− J (k) + γ−1 (ωm) , (51)
where for bipartite latties we have:
J (k) = b20t (k) =
(
2z
t
U
+
µ¯
U
)
t (k) (52)
with the dispersion t (k) given by Eq. (2) and z is the lat-
tie oordination number. The phase boundary is deter-
mined by Eq. (51) from the upper limit of the eigenvalue
spetrum max [t (k)] assoiated with the onset of phase
transition. The Lagrange multiplier λ stiks at riti-
ality to the value λ0 and stays onstant in the whole
low temperature ordered phase. The emergene of the
ritial point is signaled by the ondition
λ0 − J (k = 0) + γ−1 (ωm=0) = 0 (53)
and by that very fat holds a onverge in the onstraint
Eq. (51). After summation over Matsubara frequeny
6Figure 2: (Color online) The omparison between our results
(dashed line) and quantum Monte Carlo (blak boxes). Dif-
ferene between ritial values (t/U)
crit
from our theory and
QMC is within the range of error bars of the numerial al-
ulations. The darker area shows the dierene between the
ritial line obtained from Eq. (56) and phase boundary from
QMC. Grey and white areas mean the Mott-insulator and
superuid state respetively.
the superuid state order parameter in the limit β →∞
beomes
1−Ψ2B =
1
2N
∑
k
1√
J(k=0)−J(k)
U
+ υ2
(
µ
U
) (54)
with
υ
( µ
U
)
= frac
( µ
U
)
− 1
2
, (55)
where frac (x) = x− [x] is the frational part of the num-
ber and [x] is the oor funtion whih gives the greatest
integer less then or equal to x. Introduing the density of
states ρ (ξ) = N−1
∑
k
δ [ξ − t (k)] we obtain the ritial
line equation:
1−Ψ2B =
1
2
∫ +∞
−∞
ρ (ξ) dξ√
2ξ¯
(
2z t
U
+ µ
U
+ 12
)
t
U
+ υ2
(
µ
U
) ,
(56)
where ξ is dimensionless parameter, ξ¯ ≡ ξmax−ξ and ξmax
stands for the maximum value of the dispersion spetrum
t (k). The zero temperature phase diagram of the model
alulated from Eq. (56) is given in Fig. 1. We re-
ognize the partile-hole asymmetri - as a result of the
model Hamiltonian Eq. (1) - Mott-insulating lobes sim-
ilar to what was found in the literature.
5,7,8
In the MI
phase bosons are inompressible ∂nB/∂µ = 0 and loal-
ized whih means that the total energy is minimized when
eah site is lled with the same number of atoms. Inreas-
ing utuations in the phase system redues utuations
in the boson number on eah site aording to Heisen-
berg unertainty relation ∆nB∆φ ≥ 1/2. Crossing the
boundary line bosons an move from one lattie site to
the next. The order parameter ΨB has a non-vanishing
value and system exhibits the long-range phase oher-
ene. This is opposite ase to the Mott-insulator where
phase oherene is lost.
We found that our results are in great aor-
dane with the reently published quantum Monte-Carlo
alulations
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(see Fig. 2) and also improve preditions
based on the third-order expansion in t/U that beome
inaurate quite far from the tip.
7
Furthermore, ompar-
ison with the strong oupling method
15
indiates that it
underestimates the ritial values of t/U . For example,
in three dimension it gives t/U = 0.029 at the tip of the
n = 1 lobe, whih is slightly lower that the value that re-
sults form our alulation and the Monte Carlo method.
The phase boundary is periodi with respet to µ/U with
xed integer lling depending on the value of the hem-
ial potential µ. The viinity of the lobe tip (t/U)crit,
orresponding to the MI-SF transition in the ommen-
surate system is shifting from value 0.4 to 0.5 when we
hange a dimension of the lattie from three- (3D) to two-
dimensional (2D). Moreover, we see that the qualitative
shape of the lobes is not the same for 2D and 3D ases
and steeper for the two-dimensional system. Analysis of
the one-dimensional systems is not possible in presented
approah beause for dimensions d ≤ 2 it does not ex-
hibit the phase transition at nite temperatures T > 0,
in agreement with the Mermin-Wagner theorem.
25
Finally a omment regarding the ritial behavior of
the model in our quantum rotor approah is in order.
To extrat the near-ritial form of the propagator it is
this suient to perform an expansion in terms of the
momentum k and frequeny ωm in Eq. (50). In the
T → 0 limit, with the help of Eq. (47), after proper
re-saling of the elds ψk,ωm we nd
Γ−1
k
(ωm) = r + k
2 + ωm + iωm + υ
( µ
U
)
(57)
Here, r ∼ J (k = 0)− λ is the ritial mass" parameter
that vanishes at the phase transition boundary, k
2 = k ·k
while υ
(
µ
U
)
is given by Eq. (55). Due to the quantum
nature of the problem, the saling of the spatial degrees
of freedom k → k′ = sk implies the saling for frequen-
ies in a form ωm → ω′m = szωm with the dynamial
ritial exponent z. At the tips of the lobes in the t/U -
µ/U phase diagram in Fig. 2 one has υ (µ/U) = 0, so
that Γ−1
k
(ωm) ∼ k2+ω2m with spae-time isotropy giving
z = 1. However, the other points on the ritial line with
nonvanishing υ (µ/U) reet the absene of the partile
hole symmetry due to the imaginary term involving iωm.
In this ase the higher order term ω2m|ψk,ωm |2 beomes
irrelevant and an be ignored, while the ritial form of
the propagator (57) reads Γ−1
k
(ωm) ∼ k2 + iυ (µ/U)ωm.
Now, the saling requires z = 2 as a result of the
momentumfrequeny anisotropy.
7Figure 3: (Color online) Boson oupation number nB at
T = 0 for three-dimensional simple ubi lattie in the spae
of parameters - hemial potential µ/U and hopping t/U. The
Mott insulator is found within eah lobe of integer boson den-
sity. Inside the rst lob on the left the oupation number nB
is equal one, two and three in seond and third step respe-
tively.
A. Boson oupation number
The eets of the xed boson number nB in the system
dened by
nB =
1
N
∑
i
〈a¯i (τ) ai (τ)〉 (58)
are inluded in our theory beause of the soure term on-
taining hemial potential µ¯
∑
i
∫ β
0 dτ b¯i (τ) bi (τ) in a-
tion Eq. (23). By dierentiating the partition funtion
Eq. (13) (after arrying out a gauge transformation and
hange the variable in the ation) we obtain
〈a¯i (τ) ai (τ)〉 = ∂ lnZ
∂µ¯
=
1
iU
[〈
V Si
〉
+
〈
φ˙i
〉
− iµ¯
]
.
(59)
Inserting in above a stati part of the eletrohemial
potential Eq. (22) we nd the boson density
nB =
1
N
∑
i
[〈
b¯i (τ) bi (τ)
〉
+
1
iU
〈
φ˙i
〉]
. (60)
When the phase stiness vanishes J = 0 the bosoni
ontribution to the free energy is given by
F (µ¯) = − 1
βN
ln
∫
[Dφi] e−
R
β
0
dτ
P
i
h
1
2U φ˙
2
i (τ)+
1
i
µ¯
U
φ˙i(τ)
i
(61)
whih is simply the ontribution from the free rotor a-
tion. Now, we again deompose the phase eld in terms
of a periodi eld and term linear in τ . Calulating in-
tegral Eq. (61) we get in the limit T → 0 an analytial
solution
nB (µ)|J=0 =
∂F (µ¯)
∂µ¯
∣∣∣∣
J=0
=
µ
U
+
1
2
− υ
( µ
U
)
(62)
from whih we reognize a steps of xed integer lling of
bosons (set t/U = 0 in the Fig. 3).
The alulations of a phase diagram for interation
problem t/U 6= 0 are more ompliated sine spatial or-
relations have to be inluded, as well. However our model
is expressed in terms of the omplex eld Eq. (35) whih
is now very helpful. The result for the boson density nB
within the region of superfuidity is given by the expres-
sion
nB =
µ
U
+
1
2
− 2Ψ2Bυ
( µ
U
)
, (63)
where non-vanishing value of the order parameter ΨB is
alulated from Eq. (56). We see in the Fig. 3 that the
ompetition between kineti and interation energy is the
foundations of the quantum phase transitions in the BH
model. Inreasing the value of the hopping term (redu-
ing the interation energy) leads to deloalization of the
bosons thus the sharp steps of the MI state beome in-
distint and in onsequene system is superuid. In Fig.
3 we observe the appearane of the Mott-insulating lobes
orresponding to urves from Fig. 1. The MI has a gap
to density exitations and is an inompressible (density
plateaus in Fig. 3) thus the hemial potential an be
hanged within a gap without hanging the density. At
the tip of the lobe at xed integer density the transi-
tion is driven by the hange of the t/U ratio in a system
omposed of a xed number of bosons. Suh a transi-
tion in a d-dimensional BH model lies in the universality
lass of the (d+ 1)-dimensional XY spin model. Remain
possibilities that the system an ross the superuid -
Mott insulator phase boundary are alled generi (when
we add/subtrat a small number of partiles) and do not
belong with the universality lass of the XY spin model,
so are haraterized by dierent ritial exponents.
The possibility to desribe both the Mott and SF
phases in two dimensions an be also done using the
strong-oupling expansion method.
15
The obtained re-
sults are qualitatively omparable to our phase diagrams
and show that both extensions of the Bose-Hubbard
model beyond mean-eld sueed in athing strongly
interating systems. Besides, authors alulated the ex-
itation energies and spetral weight and provided ana-
lytial formulas whih expanded an be useful to deter-
mine the expeted seond order term in the momentum
distribution.
16
Furthermore it seems that presented ap-
proahes an be in priniple applied to more ompliated
situations.
8V. SUMMARY AND OUTLOOK
In this paper we have presented a study of the Mott-
insulator transition of the Bose-Hubbard model. To ana-
lyze a quantum phase transitions beyond mean-eld the-
ory we employed a U(1) quantum rotor approah and
a path-integral formulation of quantum mehanis in-
luding a summation over a topologial harge, expli-
itly tailored for the BH Hamiltonian. The eetive a-
tion formalism allows us to formulate a problem in the
phase only ation and obtain an analytial formulas for
the ritial lines. We have ompared obtained results
to existing numerial alulations and found them in a
very good agreement. The formalism adopted here an
be extended and applied to the other systems systemat-
ially. Espeially the eet of the ompetition between
quantum eets in nite temperatures fouses our atten-
tion. Considerations dierent geometries of the latties
are possible in the frame of our approah, as well. These
topis will be onsidered in future publiations.
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