Abstract-A simply structured distributed observer is described for estimating the state of a continuous-time, jointly observable, input-free linear system. The observer's correctness is established in a straightforward manner by exploiting several well-known properties of invariant subspaces.
I. INTRODUCTION
As is well known, classical state estimators such as Kalman filters and observers have had a huge impact on the entire field of estimation and control. Not surprisingly, with the growing interest in sensor networks and multiagent systems, the problem of estimating the state of a dynamical system whose measured outputs are distributed across a network has been under intense study in one form or another for a number of years [1] - [7] . Despite this, only quite recently have provably correct distributed state estimators begun to emerge which solve this problem under reasonably non-restrictive assumptions [8] - [14] . In its simplest form, the continuous time version of the distributed state estimation problem starts with a network of m > 1 agents labeled 1, 2, . . . , m which are able to receive information from their neighbors. Neighbor relations are characterized by a directed graph N whose vertices correspond to agents and whose arcs depict neighbor relations. Each agent i sense's a signal y i ∈ IR si , i ∈ m = {1, 2, . . . , m} whereẋ = Ax, y i = C i x, i ∈ m. and x ∈ IR n . It is typically assumed that N is strongly connected and that the system is jointly observable. It is invariably assumed that each agent receives certain realtime signals from its neighbors although what is received can vary from one problem formulation to the next. In all formulations, the goal is to devise local estimators, one for each agent, whose outputs are all asymptotically correct estimates of x. The local estimator dynamics for agent i is typically assumed to depend only on the pair(C i , A) and certain properties of N. The problem is basically the same in discrete time, except that rather than the continuous-time model just described, the discrete-time model x(t + 1) = Ax(t), y i (t) = C i x(t), i ∈ m is considered instead.
The vast majority of papers on the subject assume N to be a constant graph and take the local estimators to be linear, constant-coefficient, dynamical systems. It is typically assumed that agent i receives the current states of each of its neighbors' estimators and possibly the measurements y j , j ∈ N i , where N i is the set of labels of agent i's neighbors, including itself. Accordingly, for the continuoustime version of the problem, agent i is presumed to estimate x using an n i dimensional time-invariant linear system of the general forṁ
(1)
where x i (t) is to be an asymptotically correct estimate of x(t) in the sense that each estimation error x i (t) − x(t) tend to zero as t → ∞ at a preassigned, but arbitrarily fast exponential convergence rate. The distributed estimator design problem is to define the n i and the matrices
It is known [9] that this design problem is equivalent to the algebraic problem of constructing matrices H ij , K ij , M ij , N ij , j ∈ N i , i ∈ m and V i i ∈ m, so that the estimator design equations
hold and, in addition, so that the state transition matrix of the block matrix H = H ij nm×nm has a prescribed convergence rate. Here H ij = 0 for j ∈ N i , i ∈ m. This algebraic problem has been addressed in [9] for the case when the only signals transmitted to agent i are its neighbors estimators' states z j , j ∈ N i . The problem was originally studied for discrete-time systems in [8] where it was demonstrated that the problem could be recast mathematically as a classical decentralized stabilization problem of the type considered in [15] . Prompted by this clue, it was subsequently explained in [9] how to choose all the matrices H ij , K ij , M ij , N ij , j ∈ N i , i ∈ m and V i i ∈ m, so that the estimator design equations hold while at the same time freely adjusting the spectrum of H. This was accomplished by choosing one of the n i to equal n + m and all remaining n i all equal to n.
Although the estimator design equations shown above apply to every kind of time-invariant distributed state estimator for a continuous-time, linear, time-invariant system, there is a different way to construct an estimator for the distributed state estimation problem formulated above which does not directly exploit the estimator design equations and which when compared with that estimator studied in [9] , has the virtues of being more simply structured and very much easier to analyze. The idea stems from research originally reported in [11] and subsequently extended in [12] . The aims of this paper are to describe this simplified observer and to analyze its behavior.
A. Invariant Subspaces
Throughout this paper certain basic and well-known algebraic properties of invariant subspaces will be exploited. To understand what they are, let A be any square matrix, and suppose U is an A-invariant subspace. Let Q be any full rank matrix whose kernel is U and suppose that U is any "basis matrix" for U; i.e., a matrix whose columns form a basis for U. Then the linear equations QA =Ā U Q and AU = U A U have unique solutionsĀ U and A U respectively. Let U −1 be any left inverse of U . BecauseĀ U and A U appear on the diagonal of the lower block triangular matrix
Use will be made of this simple algebraic fact in the sequel.
II. PROBLEM
As in [9] , [12] , we are interested in a fixed network of m > 1 agents labeled 1, 2, . . . , m which are able to receive information from their neighbors where by a neighbor of agent i is meant any agent in agent i's reception range. We write N i for the set of labels of agent i's neighbors and take agent i to be a neighbor of itself. Relations between neighbors are characterized by a directed graph N with m vertices and a set of arcs defined so that there is an arc from vertex j to vertex i whenever agent j is a neighbor of agent i. Each agent i can sense a signal y i ∈ IR si wherė
and x ∈ IR n . We assume throughout that N is strongly connected and that the system defined by (3) is jointly observable; i.e., with
′ , the matrix pair (C, A) is observable. Joint observability is equivalent to the requirement that
where V i is the unobservable space of (C i , A); i.e.
As is well known, V i is the largest A-invariant subspace contained in the kernel of
Each agent i is to estimate x using an n-dimensional linear system with state x i ∈ IR n and we assume that the information agent i can receive from neighbor j at time t is x j (t). The problem of interest is to construct a suitably defined family of linear estimators in such a way so that no matter what the estimators' initial states are, for each i ∈ m, x i (t) is an asymptotically correct estimate of x(t) in the sense that the estimation error x i (t) − x(t) converges to zero as fast as e −λt does, where λ is an arbitrarily chosen but fixed positive number.
III. THE OBSERVER
The observer to be considered, which is a simplified version of the observer discussed in [12] , consists of m private estimators of the forṁ
where m i is the number of labels in N i , g is a suitably defined positive gain, and for each i ∈ m, P i is the orthogonal projection on the unobservable space of (C i , A). Each matrix K i is defined as follows.
For each fixed i ∈ m, write Q i for any full rank matrix whose kernel is the unobservable space of (C i , A) and let C i andĀ i be the unique solutions toC i Q i = C i and Q i A =Ā i Q i respectively. Then the matrix pair (C i ,Ā i ) is observable. Thus by using a standard spectrum assignment algorithm, a matrixK i can be chosen to ensure that the convergence of e (Āi+KiCi)t to zero is as fast as the convergence of e −λt to zero is. Having chosen suchK i , K i is then chosen to be
The latter, in turn, implies that there is a unique matrix A i which satisfies
where V i is a basis matrix 1 for V i . To understand what needs to be considered in choosing g it is necessary to delve more deeply into the structure of the overall observer. This will be done next.
IV. THE ERROR MODEL
For each i ∈ m, write e i for the state estimation error e i = x i − x. In view of (3) and (4),
It is possible to combine these m error equations into a single equation with state e = column {e 1 , e 2 , . . . , e m }. For this
. . , P m } and write
where A N is the adjacency matrix of N and D N is the diagonal matrix whose ith diagonal entry is the in-degree of N's ith vertex. The error model is theṅ
where ⊗ denotes the Kronecker product.
Our aim is to explain why for g sufficiently large,Ā − gP ((I m − S) ⊗ I n ) is a continuous-time stability matrix with a prescribed convergence rate which is at least as large as λ. As a first step towards this end, note that for any value of g, the direct sum
. . , V m } in which case Q is a full rank matrix whose kernel is V and V is a basis matrix for V whose columns form an orthonormal set. It follows that
whereÃ is the unique solution toĀV = VÃ. Thus the spectrum ofĀ − gP ((I m − S)⊗ I n ) splits into m+ 1 disjoint subsets. Specifically
Since the spectrum ofĀ i +K iCi , i ∈ m, is assignable with K i , to show that for g sufficiently large,Ā − gP ((I m − S) ⊗ I n ) is a continuous-time stability matrix with a prescribed convergence rate as large as λ, it is enough to show that for g sufficiently large, the matrixÃ − gV ′ ((I m − S) ⊗ I n )V is a continuous-time stability matrix with a prescribed convergence rate as large as λ. This proves to be a simple consequence of the following proposition.
The proof of the proposition, while original, exploits several ideas which can be found in other papers. See for example [12] .
Proof of Proposition 1:
Since S is a stochastic matrix, S ′ must have a spectral radius of 1 and an eigenvalue at 1. Moreover, since N is the graph 2 of S ′ and N is strongly connected by assumption, S ′ is irreducible {Theorem 6.2.24, [16] }. Thus by the Perron-Frobenius Theorem there must be a positive vector π such that S ′ π = π. Without loss of generality, assume π is normalized so that the sum of its entries equals 1; i.e., π is a Perron vector [16] . Let Π be that diagonal matrix whose diagonal entries are the entries of π. Then Π1 = π where 1 is the m-vector of all 1s. Let
Clearly L is a symmetric matrix and L1 = 0. 2 The graph of an n × n matrix M is that directed graph on n vertices possessing a directed arc from vertex i to vertex j if m ij = 0 {p. 357, [16] }.
We claim that the geometric multiplicity of L's eigenvalue at 0 is one. To establish this claim, note first that every nonzero entry of S ′ is a nonzero entry of ΠS + S ′ Π because S ′ is a nonnegative matrix and Π is a diagonal matrix whose diagonal entries are all positive. Moreover since 2(I m − Π) is a nonnegative matrix, every nonzero entry of S ′ is also a nonzero entry of 2I m − L = 2(I m − Π) + ΠS + S ′ Π. Thus the graph of S ′ must be a spanning subgraph of the graph of 2I m −L so the graph of 2I m −L must be strongly connected. Therefore 2I m − L must be irreducible. Note that the row sums of 2I m − L all equal 2. Since 2I m − L is nonnegative, its infinity norm is 2 so its spectral radius is no greater than 2 {Theorem 5.6.9, [16] }. Moreover 2 is an eigenvalue of 2I m − L. Thus by the Perron-Frobenius Theorem, the geometric multiplicity of this eigenvalue is one. It follows that the geometric multiplicity of the eigenvalue of L at 0 is also one.
We claim that L is positive semi-definite. To establish this claim, note that L can also be written as L = D − A where D is a diagonal matrix whose entries are the diagonal entries of L and A is the nonnegative matrix A = D − L. As such, L is the generalized Laplacian [17] of that simple undirected graph G whose adjacency matrix is the matrix which results when the nonzero entries a ij in A are replaced by ones. Since L can also be written as
where e i is the ith unit vector and E is the edge set of G, L is positive semi-definite as claimed.
Set H = block diagonal {π 1 I n1 , π 2 I n2 , . . . , π m I nm } where n i = dim V i and note that V H = (Π ⊗ I n )V . Since
Observe that this is a Lyapunov equation for the positive definite function z ′ Hz. Therefore to show that
Since L is positive semi-definite, so must be
But because of joint observability,
V is a continuous-time stability matrix as claimed.
To show that e (Ã−gV ′ ((Im−S)⊗In)V )t can be made to converge to zero as fast as e −λt does by choosing g sufficiently large, we exploit (7). Note in particular that
where for conciseness we have defined M g =Ã−gV ′ ((I m − S)⊗I n )V and I is the identity matrix whose size is the same as M g . Since V ′ (L ⊗ I n )V is positive definite, by picking g sufficiently large, H(λI +Ã) + (λI +Ã) ′ H − gV ′ (L ⊗ I n )V will be negative definite implying that λI + M g is a stability matrix and thus thatÃ − gV ′ ((I m − S) ⊗ I n )V is a stability matrix for which e (Ã−gV ′ ((Im−S)⊗In)V )t converges to zero as fast as e −λt does. In other words, any value of g will have the desired property provided it is no smaller than the largest eigenvalue of H(λI +Ã) + (λI +Ã) ′ H divided by the smallest eigenvalue of V ′ (L ⊗ I n )V . We summarize:
Theorem 1: For any given positive number λ, there are matrices K i , i ∈ m such that for g sufficiently large, each state estimation error x i (t) − x(t) of the distributed observer defined by (4), converges to zero as t → ∞ as fast as e −λt converges to zero.
V. CONCLUDING REMARKS
This paper presents a simplified alternative to the distributed observer described in [12] . Establishing the observer's correctness exploits several basic properties of invariant subspaces and in so doing, results a straightforward proof which is largely free of coordinate-dependent constructions.
The "split-spectrum" approach to distributed state estimation just described has some attractive features as well as some significant disadvantages when compared with the spectrum assignable distributed estimators discussed earlier.
On the plus side, the split-spectrum estimator is far simpler in structure and much easier to analyze than the spectrum assignable distributed estimator discussed in [9] . Moreover, the dimensions of all m local estimators within the overall split-spectrum estimator are n whereas for the spectrum assignable distributed estimator, the dimension of one of the local estimators is n + m. On the other hand, the use of the gain g in this way in the split-spectrum estimator is potentially problematic as is the case with any "high gain" approach to estimation and/or control. Because of this, it is difficult to imagine a split-spectrum estimator of this type leading to any kind of optimal filter, whereas the prospect of an optimal spectrum assignable estimator which takes into account noisy measurements is plausible. Finally, because of way stability is achieved using a high gain, the splitspectrum estimator can not easily be modified to deal with discrete time systems whereas it is obvious that the spectrum assignable estimator can.
Notwithstanding the last criticism, it is in fact possible to develop a "split spectrum observer" for discrete time linear systems, provided one is willing to introduce switching. This particular observer relies on the somewhat surprising fact that In ×n −V ′ ((I m −S)⊗I n )V is a discrete time stability matrix wheren = dim(V 1 ) + · · · + dim(V m ) [18] .
