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1 Einleitung und Aufgabenstellung
In der stahlerzeugenden Industrie wurden in den vergangenen Jahren vielfa¨ltige
Anstrengungen unternommen, um Herstellungsverfahren mit dem Ziel eines ho¨he-
ren Ausbringens bei gleichzeitig geringeren Kosten zu optimieren. Im metallurgi-
schen Ablauf stellt der Oxygenstahlkonverter bei der Veredelung von Roheisen zu
Stahl die am ha¨ufigsten genutzte Anlagenform dar. Die Steuerung des Verfahrens
erfolgt teilautomatisch, wobei dem Ofenbediener rechnergestu¨tzte Hilfsmittel zur
Verfu¨gung stehen. Genaue Berechnungen der aktuellen und zu erwartenden Pro-
zeßzusta¨nde stellen die Voraussetzung fu¨r eine effiziente Ausnutzung der Anlagen
und steigende Produktqualita¨t dar. Bedingt durch die zunehmende Komplexita¨t
der ablaufenden Vorga¨nge stoßen dabei herko¨mmliche Modelle und Regelungen
an ihre Grenzen. Eine Mo¨glichkeit, die Genauigkeit der Prozeßfu¨hrung zu verbes-
sern, stellt der Einsatz ku¨nstlicher neuronaler Netzwerke dar [MM98].
In der vorliegenden Arbeit wird ein Konzept zur Einbindung von ku¨nstli-
chen neuronalen Netzen in die Prozeßsteuerungssysteme von Blasstahlkonvertern
entwickelt und umgesetzt. Das Ziel dieser Untersuchung besteht in der Entwick-
lung universell verwendbarer Module zur Verbesserung der Qualita¨t vorhandener
Berechnungssysteme auf der Basis verfu¨gbarer Anlagendaten. Dabei bleibt die
bisher verwendete Modellierung der Prozesse als Grundlage erhalten, um das be-
reits vorhandene Prozeßwissen weiterhin zu nutzen.
Wa¨hrend der vergangenen Jahre hat sich die Verwendung von neuronalen
Netzwerken in vielen Bereichen als erfolgreiche Technologie der Datenauswer-
tung etabliert. Die Mehrzahl der Anwendungen umfaßt Problemstellungen der
Mustererkennung und der Vorhersage. Die Technik neuronaler Netzwerke hat in
der chemischen Industrie, der Robotertechnik wie auch im Konsumgu¨terbereich
fu¨r Aufgaben der Prozeßidentifikation sowie als Mo¨glichkeit zur Schadenserken-
nung Anwendungen gefunden [PS91, KK92, Jor91, BM90, CM92]. Neuronale
Netzwerke werden zudem bereits seit vielen Jahren erfolgreich in der visuellen
Informationsverarbeitung eingesetzt [Fuk98].
Das Oxygenstahlverfahren stellt einen Prozeß dar, der durch rauhe Umfeld-
bedingungen und eine schlechte Zuga¨nglichkeit der Prozeßgro¨ßen charakterisiert
ist. In der Systemsteuerung der Sauerstoff-Blasstahlerzeugung verspricht die Ver-
wendung ku¨nstlicher neuronaler Netzwerke Vorteile durch folgende Eigenschaften
[Bra91, San98, KvdS93]:
• Offenlegung komplexer, auch nichtlinearer Beziehungen zwischen den ein-
zelnen Prozeßgro¨ßen, ohne zeitaufwendige statistische Untersuchungen und
Modellbildung durchfu¨hren zu mu¨ssen,
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• verbesserte Stabilita¨t der Anlagensteuerung auch bei Sto¨rungen der Erfas-
sung von Prozeßgro¨ßen oder Auftreten außergewo¨hnlicher Betriebszusta¨n-
de,
• Anpassung an vera¨nderte Betriebsformen und Techniken, aber auch Trends
im Ofenprozeß durch Neutraining der Netzwerke einfach und zeitnah durch-
fu¨hrbar,
• sehr geringer Mehrbedarf an Rechenzeit im Vergleich zu komplexen her-
ko¨mmlichen Modellen durch einfache Berechnungsroutinen,
• Erstellung von Programmcode, der als Modul in die bestehende Systemum-
gebung eingebunden werden kann, durch marktu¨bliche Netzwerk-Software.
Zur Ausnutzung aller Potentiale der ku¨nstlichen neuronalen Netze ist es not-
wendig, sowohl das in den konventionellen Modellen vorhandene Prozeßwissen zu
verwenden als auch in Meßdaten verborgene Informationen in die Modellierung
einfließen zu lassen. Deshalb werden nach einer Beschreibung der Stahlerzeu-
gung im Sauerstoff-Blasstahlkonverter aus metallurgischer Sicht die Verfahren
der herko¨mmlichen Prozeßfu¨hrung erla¨utert. Auf die Darstellung der mathema-
tischen Grundlagen neuronaler Netzwerke folgt die Untersuchung, in welchen Be-
reichen der Anlagensteuerung eine Verwendung von neuronalen Netzwerken er-
folgversprechend erscheint. Zudem wird das Konzept eines hybriden neuronalen
Filters entwickelt. Dabei kommt dem ku¨nstlichen neuronalen Netzwerk die Auf-
gabe zu, die Abweichungen der konventionellen Modellierung vorauszusagen und
somit den Fehler des Gesamtsystems zu minimieren.
Theoretische U¨berlegungen zum systematischen Aufbau von Netzwerkmodu-
len und die U¨bertragbarkeit des entwickelten Verfahrens auf vergleichbare An-
wendungsfa¨lle schließen sich an. Ferner wird eine Kenngro¨ße fu¨r die Bestimmung
der Gu¨te der Modellierungen vorgestellt. Ein Schwerpunkt der Untersuchung liegt
in der Ermittlung des Stabilita¨tsverhaltens der Rechenmodelle bei Auftreten von
fehlerhaften Daten. Den Abschluß dieser Arbeit bildet die Beschreibung der Um-
setzung des Verfahrens zum Aufbau von Prototypen fu¨r hybride Prozeßsteue-
rungssysteme. Dabei werden die Einstellparameter der verwendeten Modelle vor-
gestellt sowie Auswirkungen auf die Anlagensteuerung diskutiert.
Die in dieser Arbeit verwendeten Prozeßmodelle und Daten wurden im Rah-
men eines gemeinsamen internationalen Forschungsvorhabens von den Firmen
British Steel plc., Teesside, und Hoogovens B.V., IJmuiden, zur Verfu¨gung ge-
stellt.
2 Verfahren der Blasstahlerzeugung
Das Ziel dieses Kapitels besteht darin, einen U¨berblick u¨ber die Technologie der
Sauerstoff-Blasstahlproduktion zu geben. Dabei handelt es sich um ein Verfah-
ren, bei dem durch Einbringen von Sauerstoff in die Eisenschmelze Roheisen zu
Stahl veredelt wird. Der Anteil von Kohlenstoff in der Schmelze wird durch Oxi-
dationsvorga¨nge herabgesetzt, wobei zusa¨tzlich eine Vera¨nderung der chemischen
Zusammensetzung durch Legierung erfolgen kann. Auf die Einordnung in den
u¨bergeordneten Ablauf der Stahlerzeugung- und Verarbeitung folgt die Beschrei-
bung der Anforderungen an die Oxygenstahl-Technologie, der eingesetzten Ma-
terialien und der Qualita¨tskontrolle. Die Technologien der Sauerstoff-Blaslanzen
und des Bodenru¨hrens im Konverter werden vorgestellt und der Einfluß der CO-
Nachverbrennungslanze auf die Prozeßfu¨hrung angesprochen. Eine Beschreibung
der grundlegenden chemischen Abla¨ufe eines Blasstahlerzeugungszyklus schließt
das Kapitel ab. Die Untersuchung der verschiedenen Prozeßschritte und Techno-
logien macht deutlich, daß aufgrund der in hohen Maßen inhomogenen Zusam-
mensetzung der Eingangsmaterialien, aber auch der nur schwer vorhersehbaren
chemischen Abla¨ufe im Konverter die Modellierung des Oxygenstahlerzeugung
ein komplexes Problem darstellt.
2.1 Prozeß der Stahlerzeugung
Die Herstellung von Stahl aus Rohstoffen kann in mehrere Phasen untergliedert
werden. Man unterscheidet hierbei die im folgenden erkla¨rten Abschnitte [Gud97]:
• Reduktion,
• Stahlerzeugung,
• Sekunda¨rmetallurgie,
• Gießen.
Bei der Stahlerzeugung kommen drei verschiedene Verfahrensweisen zum Ein-
satz. Neben der Hochofen-Blasstahlerzeugung werden Direktreduktion-Elektro-
stahl und Stahlschrott-Elektrostahl als Verfahrensrouten verwendet. Der Anteil
des Oxygenstahls an der Weltrohstahlerzeugung betra¨gt mehr als 60% bei wei-
terhin zunehmender Tendenz [Whi96].
Der erste Verfahrensschritt beim Hochofen-Blasstahl umfaßt die Reduktion
von Eisenoxidverbindungen aus Eisenerzen zu Roheisen im Hochofen. Daran an-
schließend erfolgt die Vorentschwefelung und Entphosphorisierung in Torpedo-
oder Umfu¨llpfannen. Durch die anschließende Behandlung im Blasstahlkonverter
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Chargenmaterial Abstich
Roheisen
Masse 220t
C 4.2-4.8%
Mn 0.5%
P 0.08%
S 0.01%
Si 0.2-0.8%
Temp. 1300-1400◦C
Stahlbad
Masse 245t
C 0.03-0.07%
Mn 0.1-0.2%
P 0.01-0.02%
S 0.01-0.02%
Temp. 1680◦C
Schrott Masse 45t Schlacke
Masse 20t, davon
Fe 15-20%
CaO 45%
SiO2 10-15%
MgO 8%
MnO 4%
P2O4 2%
Kalk Masse 6-12t Abgas
CO+CO2
Fe-Oxid Rauch
Dolomit Masse 2-4t
Erz Masse 0-6t
Sauerstoff Volumen 11000-12000m3
Tabelle 2.1: Typische Massen und Zusammensetzungen der Chargen eines
Hochofen-Blasstahl-Konverters [Jac69, Keu95]
wird die Verfeinerung des Roheisens zu Stahl mit einem niedrigen Anteil an Rest-
stoffen durchgefu¨hrt. Grundsa¨tzlich besteht das Chargenmaterial aus Roheisen
und Schrott sowie verschiedenen Zuschlagstoffen wie zum Beispiel Kalk und Do-
lomit. In Tab.2.1 sind fu¨r den Blasstahlprozeß typische Eingangs- und Ausgangs-
gro¨ßen sowie Zusammensetzungen der Chargen und verwendete Zuschlagstoffe
aufgelistet. Die Ofengefa¨ße sind fu¨r Chargenmassen zwischen 190t und 380t aus-
gelegt, wobei ein Produktionszyklus vom Chargieren bis zum Abstich des Stahls
aus dem Konverter etwa 25 bis 40 Minuten umfaßt.
Das Schnittbild eines Blasstahlkonverters ist in Abb. 2.1 dargestellt. Bild 2.2
gibt die zeitliche Abfolge der Prozeßschritte wieder. Der Konverter wird zum
Zweck des Chargierens mit Schrott und Roheisen gekippt (Zeitraum A). Im An-
schluß erfolgen das Aufrichten des Ofengefa¨ßes und der eigentliche Blasprozeß
(B), bei dem Sauerstoff mit Hilfe einer wassergeku¨hlten Lanze in die Schmelze
eingebracht wird. Der Sauerstoff reagiert mit den im Roheisen gelo¨sten Elemen-
ten, wodurch die Gehalte der Schmelze an Kohlenstoff, Mangan, Phosphor und
Silizium zuru¨ckgehen und gleichzeitig die Temperatur ansteigt. Durch die Zuga-
be der Zuschlagstoffe Kalk und Dolomit kann die Bildung von Schaumschlacke
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Abbildung 2.1: Blasstahlkonverter
gesteuert werden, um Einfluß auf den Ablauf der Reaktionen zu nehmen. Das
Einbringen von Eisenerz dient der Ku¨hlung der Schmelze. Die durch den Pro-
zeß erzeugten Abgase werden in einer wassergeku¨hlten Haube gesammelt und
der Rauchgasreinigung zugefu¨hrt. Pro Tonne erzeugten Stahls fallen etwa 80m3
Kohlenmonoxid und Kohlendioxid an [Jac69]. Nach der Reinigung des Rauchga-
ses wird das Kohlenmonoxid entweder als Brennstoff genutzt oder abgefackelt.
Wa¨hrend des laufenden Blasvorgangs sowie nach dem Ende des Sauerstoffeinbla-
sens werden durch ein Sublanzensystem Materialproben genommen, um Informa-
tionen u¨ber die Zusammensetzung der Stahlschmelze zu erhalten. Nach dem Ende
des Blasvorgangs werden die Ergebnisse der Laboranalyse abgewartet (C). Wenn
die korrekten Elementgehalte erreicht sind, erfolgen der Abstich des Stahls aus
dem Konverter sowie daran anschließend das Abziehen der Schlacke (D). Andern-
falls kann das nachtra¨gliche Einblasen von Sauerstoff in die Schmelze erforderlich
sein.
Der Konverterprozeß fu¨hrt zu hohen Temperaturen, die 1700◦C u¨berschrei-
ten ko¨nnen. Dies verursacht thermomechanischen Verschleiß der Ausmauerung
aufgrund der auftretenden thermischen Spannungen und des mechanischen Ab-
riebs [Gud97]. Gleichzeitig fa¨llt stark korrosive Schlacke an, die thermochemische
Abnutzungsvorga¨nge bewirkt. Daher wird der Konverter, wie in Abb. 2.1 darge-
stellt, mit Feuerfestausmauerung versehen, wobei neben gebrannten Dolomit- und
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Abbildung 2.2: Zeitliche Abfolge der Prozeßschritte
Magnesiasteinen pech- oder kunstharzgebundene Magnesia- (Doloma-) Steine mit
hohen Kohlenstoffgehalten verwendet werden. Abha¨ngig vom Verschleiß der Aus-
mauerung werden unterschiedliche Steinsorten oder Wandsta¨rken verwendet, so
daß eine mo¨glichst gleichma¨ßige Abzehrung erreicht werden kann. Die Standzeit
von Konverterausmauerungen konnte in den letzten Jahren durch Verwendung
geeigneter Materialien auf u¨ber 2200 Chargen gesteigert werden [Whi96, Art97].
Die Sekunda¨rmetallurgie dient dem Erreichen der fu¨r das Gießen gewu¨nschten
chemischen Zusammensetzung und umfaßt den Prozeßabschnitt vom Abstich der
Stahlschmelze im Konverter oder Elektroofen bis zum Erstarren in der Kokille
oder in der Stranggußanlage. Abha¨ngig von der geforderten Zusammensetzung
des Werkstoffs verfolgt die Sekunda¨rmetallurgie die Ziele [Gud97]:
• Phasentrennung von Schlacke und Stahl bei Abstich und Gießen,
• Herabsetzung des Gehalts an Schwefel, Phosphor, Silizium und Kohlenstoff,
• Desoxidation,
• Absenkung der im Stahl gelo¨sten Gase Wasserstoff und Stickstoff,
• Legierungsbildung,
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• Homogene chemische Zusammensetzung und Schmelzentemperatur,
• Verbesserung des Reinheitsgrades.
Im na¨chsten Prozeßabschnitt erfolgt das Gießen der Stahlschmelze. Hierbei unter-
scheidet man zwischen dem Blockguß, bei dem feste Gießformen zur Herstellung
von Rohblo¨cken verwendet werden, und dem Strangguß, bei dem eine oben und
unten offene Durchlaufform, die Ku¨hlkokille, verwendet wird. Der Anwendung
des Stranggusses ko¨nnen durch die Gießabmessung, die Gu¨te des Stahls sowie die
Art der nachfolgenden Verarbeitung Grenzen gesetzt sein. Dennoch werden bei-
spielsweise derzeit bereits u¨ber 90% des in Deutschland hergestellten Rohstahls
im Stranggußverfahren verarbeitet [Gud97]. Ein weiteres Ziel des Prozesses ist
es, durch die Integration von Stahl- und Walzwerk die direkte Bearbeitung von
heißen Brammen zu Vorba¨ndern zu ermo¨glichen und damit durch die bessere
Ausnutzung von Temperatur und Energie die Herstellungskosten zu reduzieren.
Beim endabmessungsnahen Gießen stellt die Produktion von Du¨nnbrammen mitt-
lerweile mit u¨ber 30 ausgefu¨hrten Anlagen den derzeitigen Stand der Technik dar
[ST99].
2.2 Entwicklung der Blasstahl-Technologie
2.2.1 Prozeßtechnische Anforderungen
Von den zahlreichen Faktoren, die bei der Oxygenstahlerzeugung Einfluß auf die
Qualita¨t des Produktes haben, sollen hier die prozeßtechnischen Anforderungen
verdeutlicht werden. Dabei spielen insbesondere die zeitlichen und anlagentechni-
schen Vorgaben durch die nachfolgenden Verarbeitungsverfahren eine wesentliche
Rolle. Der Konverterbetrieb soll die Chargen in einer durch die Gießleistung der
Stranggußanlage bestimmten Zeitfolge erzeugen, was bei modernen Anlagen zu
Taktzeiten unter 35 Minuten fu¨hrt. Dies bedingt, daß die Stahlschmelze am En-
de des Blasprozesses sofort abgestochen werden kann, ohne daß ein Nachblasen
erforderlich wird. Somit muß neben der geforderten Zusammensetzung auch die
vorgegebene Abstichtemperatur in einem engen Toleranzband erreicht werden.
Fu¨r jede hergestellte Stahlsorte besteht als Zielgro¨ße des Prozesses eine vorge-
gebene Gießtemperatur, die etwa 10 bis 30◦C u¨ber der Liquidustemperatur liegt
[Zit99]. Bei zu hoher Temperatur muß die Gießgeschwindigkeit gedrosselt wer-
den, wa¨hrend bei zu niedriger Stahltemperatur Qualita¨tseinbußen bei der Stahl-
oberfla¨che auftreten ko¨nnen. Die Entwicklung der Stranggießtechnik zu du¨nneren
Banddicken bedingt engere Temperaturtoleranzen. Daher kommt der Einhaltung
der Sollgro¨ße Temperatur im Konverterbetrieb steigende Bedeutung zu.
Zeitgema¨ße und prozeßgerechte Stahlanalyseverfahren mu¨ssen neben der An-
forderung der schnellen Verfu¨gbarkeit hohe Qualita¨tsanspru¨che bezu¨glich der Re-
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pra¨sentativita¨t, der Nachweisempfindlichkeit und der Exaktheit erfu¨llen. Zudem
sollen die Verfahren wirtschaftlich, das heißt mit mo¨glichst geringen Kosten ver-
bunden sein [SMS+99].
2.2.2 Chargenmaterial
Wie bereits in Tab. 2.1 angefu¨hrt, besteht der gro¨ßte Anteil des Chargenmateri-
als aus dem flu¨ssigen Roheisen. Bereits wa¨hrend der Planung der Charge stehen
Analysen der Elementgehalte sowie die aktuelle Temperatur zur Verfu¨gung, die
nach der Vorentschwefelungsstufe durch erneute Probennahme aktualisiert wer-
den. Ausschlaggebend fu¨r die Genauigkeit der Analyse ist die Homogenita¨t der
Eisenschmelze. Auf der Basis dieser Analysen wird die Wa¨rmebilanzrechnung der
Charge vorgenommen. Durch unvollsta¨ndiges Abziehen der Schlacke, aber auch
Schlackenreste im Konverter aus vorangegangenen Chargen, ko¨nnen Fehler in
der Prozeßrechnung entstehen, da der Schlackeneintrag nur als Scha¨tzwert in die
Modellierung eingeht. Umfu¨llpfannen mit Wa¨geeinrichtung helfen dabei, exakte
Werte der chargierten Massen zu ermitteln [Jac69].
Im Gegensatz zum Roheisen mu¨ssen die chemischen Bestandteile des ein-
gesetzten Schrotts bereits vorab bestimmt werden. Sieht man von Eigenschrott
ab, dessen exakte Zusammensetzung bekannt ist, ko¨nnen fu¨r die Elementgehal-
te an Cu, Cr, Ni, Mo und Sn nur Bandbreiten der Analyse angegeben werden,
da das Material ha¨ufig Inhomogenita¨ten aufweist. U¨blich ist eine Bildung von
Schrottklassen nach den unterschiedlichen Reinheitsgraden. Dabei findet auch
eine Qualita¨tskontrolle mit U¨berpru¨fung der Masse, Abmessungen, Radioakti-
vita¨t, Verunreinigungen und auf Hohl- oder Fremdko¨rper statt [KMU99]. Zum
vorgesehenen Chargierzeitpunkt mu¨ssen die Schrottzusammenstellungen bereit-
gestellt sein. Die beno¨tigte Schrottmenge und -mischung werden auf der Basis
der gewu¨nschten Stahlsorte sowie der Wa¨rmebilanz berechnet. Informationen wie
die Mischanalyse des Schrotts werden zusammen mit den tatsa¨chlich chargierten
Massen an die Prozeßsteuerung u¨bermittelt, um eine aktuelle Wa¨rmebilanzrech-
nung zu ermo¨glichen. Dabei ko¨nnen aufgrund nicht erkannter Inhomogenita¨ten
verfa¨lschte Werte in die Modelle eingespeist werden. Eine weitere Fehlerquelle
stellen Beschra¨nkungen durch die Anlagentechnik dar. So ist beispielsweise die
exakte Einhaltung vorgegebener Zusammensetzungen des Schrotts durch den Ein-
satz von Magnetkra¨nen nicht in jedem Fall mo¨glich, da die geladene Masse nicht
exakt im voraus bestimmt werden kann.
2.2.3 Lanzentypen
U¨ber die Lanze wird der fu¨r die chemischen Reaktionen beno¨tigte Sauerstoff in
die Stahlschmelze eingeblasen. Zusa¨tzlich soll mit Hilfe des Einblasvorgangs ei-
ne gute Durchmischung der Schmelze erreicht werden. Da die Lanze einer hohen
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Temperatur sowie einer chemisch aggressiven Umgebung ausgesetzt ist, soll zu-
dem eine mo¨glichst lange Standzeit dieses Anlagenteils erreicht werden. Die fu¨r
den Einsatz in der Blasstahlerzeugung verwendeten Lanzen besitzen u¨blicherwei-
se fu¨nf bis neun Du¨sen, aus denen der Sauerstoff mit U¨berschallgeschwindigkeit
austritt. Die Lanzen sind fu¨r Volumenstro¨me von etwa 700 m3 pro Minute aus-
gelegt. Abha¨ngig vom Verschleißzustand der Du¨sen muß eine Revision der Lanze
erfolgen, da sich das Einstro¨mverhalten des Sauerstoffs a¨ndert. Zu diesem Zweck
sind Lanzenwechselvorrichtungen vorhanden, die einen schnellen Austausch ge-
statten [Jac69].
Sauerstofflanzen zur Nachverbrennung des Kohlenmonoxids werden seit 1995
bei British Steel plc. eingesetzt, um durch den Eintrag zusa¨tzlicher Energie den
Anteil des eingeschmolzenen Schrotts einer Charge zu erho¨hen. Die Technik ba-
siert auf der Einleitung von zusa¨tzlichem Sauerstoff in den Konverter, der mit
dem Kohlenmonoxid, welches die Schmelze verla¨ßt, zu Kohlendioxid reagiert. Zu
diesem Zweck werden Lanzen verwendet, die neben den Haupto¨ffnungen seit-
liche Zusatzdu¨sen besitzen. U¨ber diese ist der Sauerstoffeintrag fu¨r die Nach-
verbrennung getrennt vom Hauptblasstrahl einstellbar. Auf der Grundlage von
stro¨mungstechnischen Untersuchungen wurde der Du¨senwinkel so gewa¨hlt, daß
ein Mitreißen des Sauerstoffs fu¨r die Nachverbrennung mo¨glichst vermieden wer-
den kann, gleichzeitig aber eine Einstro¨mung in die Bereiche mit hohem Kohlen-
monoxidanteil erfolgt [Whi96].
Abha¨ngig von der gewu¨nschten Masse einzuschmelzenden Schrotts erfolgt der
Wechsel zwischen Sauerstofflanzen mit und ohne Zusatzdu¨sen zur CO-Nachver-
brennung. Die chemisch-physikalischen Grundlagen beider Betriebsweisen sind in
Grundzu¨gen in den Prozeßmodellen beru¨cksichtigt. Dennoch fu¨hrt die Umstel-
lung zwischen den beiden Verfahren jeweils zu einer starken Vera¨nderung des
Betriebsverhaltens. Aufgrund der Zeitverzo¨gerung der Anpassungsroutinen er-
gibt sich ein Adaptierungsvorgang des Prozeßmodells, der u¨ber mehrere Chargen
andauert. Zusa¨tzlich verbleiben stationa¨re Abweichungen beim vorausberechne-
ten Sauerstoffvolumen und der Eisenerzmasse, die durch manuelle Eingriffe des
Ofenbedieners in die Prozeßsteuerung ausgeglichen werden mu¨ssen.
2.2.4 Bodenru¨hren
Eine Weiterentwicklung der Bodeneinblasung von Sauerstoff stellt die Einbrin-
gung von Stickstoff durch Du¨sen oder gasdurchla¨ssige Ausmauerung im Boden
des Konverters dar. Um Probleme aufgrund der Aufnahme von Stickstoff durch
das Stahlbad zu umgehen, wird vielfach zum Ende einer Charge anstelle dieses
Gases auch Argon verwendet. Die hauptsa¨chlichen Effekte des Bodenru¨hrens lie-
gen in der Beschleunigung der Reaktionen zwischen Stahlschmelze und Schlacke
sowie der schnelleren Entkohlung. Als prozeßtechnische und wirtschaftliche Vor-
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teile des Verfahrens werden genannt [WT94]:
• Beschleunigung des Reaktionsvorgangs,
• Reduziertes U¨berscha¨umen der Schlacke,
• Geringere Oxidierung der Schmelze beim Abstich,
• Geringerer Eisengehalt der Schlacke,
• Reduzierter Phosphor- und Schwefelgehalt der Schmelze,
• Ho¨here Standzeit der Ausmauerung.
Bei der Betrachtung der Wirtschaftlichkeit des Verfahrens sind die Aufwen-
dungen fu¨r die beno¨tigten Gase Stickstoff und Argon zu beru¨cksichtigen. Ferner
bedu¨rfen die Einlaßdu¨sen zusa¨tzlicher Instandhaltung. Das Schlackespu¨len des
Konverters wird angewendet, um den Verschleiß der Bodenausmauerung zu ver-
ringern und eine vorzeitige Blockierung der Du¨sen zu verhindern. Dennoch setzen
sich die Du¨sen mit fortschreitender Betriebszeit zu und stehen nicht u¨ber eine
komplette Kampagne, das heißt wa¨hrend der Standzeit der Ofenausmauerung,
zur Verfu¨gung. Damit a¨ndert sich die Wirksamkeit des Bodenru¨hrens mit der
Zeit, so daß eine exakte Erfassung der chemischen Effekte durch die Prozeßsteue-
rung erschwert wird.
2.2.5 Stahlbadverhalten wa¨hrend eines Blaszyklus
Unter Vernachla¨ssigung einiger komplexer Zwischenschritte der Reaktionsprozes-
se kann vereinfacht gesagt werden, daß die im Roheisen gelo¨sten Elemente mit
dem durch die Lanze eingeblasenen sowie dem durch das Ku¨hlmittel Eisenerz ein-
gebrachten Sauerstoff reagieren. Dadurch entstehen Oxide in der Schlacke sowie
Kohlenmonoxid und Kohlendioxid, die zusammen mit dem Rauchgas abgefu¨hrt
werden. Die grundlegenden Reaktionsgleichungen lauten [Whi96]:
[Fe] im Roheisen → (FeO + Fe2O3) in Schlacke (2.1)
[Si] im Roheisen → (SiO2) in Schlacke (2.2)
[Mn] im Roheisen → (MnO) in Schlacke (2.3)
[P ] im Roheisen → (P2O5) in Schlacke (2.4)
[C] im Roheisen → ({CO}+ {CO2}) im Rauchgas (2.5)
Das Element Schwefel reagiert mit Kalk zu CaS wa¨hrend der Schlackebildungs-
phase, wobei ein geringer Anteil oxidiert und in das Rauchgas gelangt. Die Re-
aktionen laufen exotherm ab, so daß kein zusa¨tzlicher Energieeintrag no¨tig ist.
Allerdings ko¨nnen Energietra¨ger wie Gas, O¨l oder Kohle verwendet werden, um
das Einschmelzen zusa¨tzlicher Schrottmengen zu ermo¨glichen. Die grundlegenden
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Abbildung 2.3: Typische Vera¨nderungen der Zusammensetzung der Stahlschmelze
wa¨hrend des Sauerstoff-Blasvorgangs [Whi96]
Gleichungen der Reduktionsvorga¨nge des Eisens sind in den folgenden Gleichun-
gen zusammengestellt [Whi96]:
2[P ] + 5(FeO) + 4(CaO) → 4(CaO)P2O5 + 5(Fe) (2.6)
[Si] + 2(FeO) → (SiO2) + [2Fe] (2.7)
[C] + (FeO) → {CO}+ [Fe] (2.8)
Die Vera¨nderung der Zusammensetzung der Stahlschmelze mit der Prozeßdauer
zeigt beispielhaft Abb. 2.3. Wa¨hrend der ersten 20 bis 30% der Blasdauer werden
Silizium oxidiert und Schaumschlacke gebildet. Gleichzeitig findet eine Oxidation
der Elemente Kohlenstoff, Eisen, Mangan und Phosphor statt. Mit dem Ru¨ck-
gang des Siliziumgehalts steigt die Entkohlungsrate und erreicht einen nahezu
konstanten Bereich, der durch die Sauerstoffblasrate bestimmt ist. Wa¨hrend die-
ses Zeitabschnitts kann die Entkohlungsrate durch Oxidations- und Reduktions-
vorga¨nge variieren, die durch nicht kontinuierliche Schlackeformung bedingt sind.
Daher soll die Sauerstoffeinblasung so gesteuert werden, daß eine stabile und fu¨r
den Entkohlungsprozeß optimale Schlackenfu¨hrung mo¨glich ist. Im Falle einer zu
stark oxidierten Schlacke kann der Konverter durch U¨berscha¨umen Schlacke ver-
lieren, wa¨hrend eine zu gering oxidierte Schlacke außer Lo¨sung geraten kann und
damit eine schlechte Entphosphorung bewirkt.
Wa¨hrend der letzten 10 bis 20% des Blasvorgangs verringert sich die Entkoh-
lungsrate signifikant mit fallendem Kohlenstoffgehalt der Schmelze. Das Sauer-
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stoffgleichgewicht wird in diesem Abschnitt zur Oxidierung der schlackebildenden
Elemente verwendet. Zu diesem Zeitpunkt befindet sich nur etwa die Ha¨lfte des
chargierten Kalks in der Schlacke in Lo¨sung. Der Anteil des Eisenoxids in der
Schlacke steigt stark an und ermo¨glicht eine Lo¨sung des restlichen Kalks. Gleich-
zeitig fallen der Mangan- und Phosphorgehalt der Schmelze stark ab.
Bei der Betrachtung der Einflußgro¨ßen und Technologien der Oxygenstahl-
erzeugung wird deutlich, daß die Beherrschung des Prozesses von zahlreichen
Einflußgro¨ßen abha¨ngt. Diese sind zum Teil nicht vorhersagbar oder ko¨nnen sich
zeitlich a¨ndern. Der Stand der Prozeßsteuerung sowie deren Mo¨glichkeiten und
Grenzen sind das Thema des folgenden Kapitels.
3 Verfahren der Prozeßsteuerung
In diesem Abschnitt werden die derzeit verwendeten Mo¨glichkeiten zur Steuerung
der Blasstahlerzeugung vorgestellt. Dabei handelt es sich um komplexe thermody-
namische und chemische Prozeßmodelle. Die Adaptionsmo¨glichkeit an Vera¨nde-
rungen im Prozeßumfeld wird untersucht sowie verwendete Methoden zur Daten-
vorverarbeitung erla¨utert. Eine Untersuchung der Verfu¨gbarkeit der Daten, die
zur sicheren Fortfu¨hrung des Prozesses beno¨tigt werden, schließt sich an. Mo¨gli-
che Ungenauigkeiten in der Datenerfassung und Verarbeitung werden hinsichtlich
ihres Einflusses auf die Prozeßqualita¨t betrachtet. Die Limitierung der Weiterent-
wicklung der Prozeßfu¨hrung mit Hilfe von konventionellen Methoden der System-
und Regelungstechnik leitet u¨ber zur Motivation dieser Arbeit, der Optimierung
der Prozeßfu¨hrung gestu¨tzt auf ku¨nstliche neuronale Netze.
3.1 Verfahrenstechnische Modelle des Prozesses
Zur verfahrenstechnischen Betrachtung la¨ßt sich der Sauerstoff-Blasstahlprozeß
in drei Bereiche unterteilen:
• Organisation des Materialflusses,
• Modellierung der Prozeßsteuerung,
• Prozeßdurchfu¨hrung.
Die Organisation des Materialflusses umfaßt die zeitgerechte Bereitstellung der
Materialien und Transportgefa¨ße, um Verzo¨gerungen im Konverterbetrieb zu ver-
meiden. Die Prozeßdurchfu¨hrung beinhaltet den Betrieb des Konverters durch
den Ofenbediener, dem zur Unterstu¨tzung seiner Entscheidungen rechnergestu¨tz-
te Hilfsmittel zur Verfu¨gung stehen. Ebenfalls geho¨rt die Beherrschung und Besei-
tigung von Sto¨rungen zu den Aufgaben der Prozeßdurchfu¨hrung. In den folgenden
Abschnitten soll die rechnertechnische Modellbildung der Prozeßsteuerung ange-
sprochen werden.
Das Grundprinzip der Regelung des Sauerstoffblasverfahrens besteht im Aus-
gleich zwischen dem Anteil an Sauerstoff, der die Entkohlung in der Schmelze
bewirkt, und dem schlackebildenden Anteil, in welchem die Absorption von Sili-
zium, Schwefel, Phosphor und anderen Bestandteilen erfolgt. Je tiefer der Sau-
erstoffstrahl in die Schmelze eindringen kann, desto mehr Sauerstoff steht zur
Entkohlung zur Verfu¨gung. Einflußgro¨ßen sind hierbei die ra¨umliche Ausbildung
des mit U¨berschallgeschwindigkeit eingeblasenen Sauerstoffstroms, die Sauerstoff-
blasrate in m3 pro Minute, die Ho¨he der Sauerstofflanze u¨ber dem Badspiegel so-
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wie die Wirksamkeit des Bodenru¨hrens. Die Ziele der Prozeßsteuerung wa¨hrend
des Blasvorgangs bestehen in [Whi96]:
• Stabilita¨t der Prozeßfu¨hrung,
• Vermeidung von Schlackenauswurf,
• Vermeidung spa¨t eingeschmolzenen Schrotts,
• metallurgischer Effizienz,
• zeitlicher Planbarkeit des Prozesses,
• hoher Stahlausbeute.
Um diese Vorgaben zu erreichen, wurden neben der konventionellen Modellierung
der chemischen und thermodynamischen Abla¨ufe des Blasstahlprozesses unter
anderem folgende Technologien entwickelt:
• Steuerung der Lanzenho¨he abha¨ngig vom Prozeßverlauf auf der Grundlage
von Messungen der Entkohlungsrate und von Audiometersignalen,
• automatisierte Zustellung von Additiven zur Schlackenbildung,
• Bodenru¨hren mit Stickstoff oder Argon.
Dem Ofenbediener stehen teil- oder auch vollautomatische Ofenfahrprogram-
me zur Verfu¨gung. Aufgrund der hohen Komplexita¨t des Konverterprozesses
bedu¨rfen die Steuerungssysteme dennoch einer sta¨ndigen U¨berwachung durch
geschultes und erfahrenes Personal, da bei gro¨ßeren Abweichungen von Sollbe-
triebszusta¨nden gegebenenfalls manuelle Eingriffe no¨tig sind, um den Prozeß zu
stabilisieren.
3.2 Prozeßgro¨ßen
Die Hauptaufgabe der Prozeßmodelle besteht in der Balancierung der Parameter
Temperatur, Massen und chemische Zusammensetzung. Dabei stellen die chemi-
sche Zusammensetzung sowie die Abstichtemperatur der Schmelze die Zielgro¨ßen
des Stahlerzeugungsvorgangs dar. Diese werden durch die Modelle auf Trajektori-
en zum Abstichzeitpunkt gefu¨hrt. Die Modellierung berechnet dabei die Tempe-
ratur, die sich aufgrund der chemischen Reaktionen im Stahlbad einstellt, sowie
die Materialeigenschaften der Schmelze. Die Abfolge der einzelnen Modellschritte
wa¨hrend einer Charge ist in Abb.3.1 dargestellt. Dabei sind die jeweiligen Aus-
gangsgro¨ßen der Prozeßmodelle angegeben.
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Modell 1
Initiierende Chargenberechnung
Schrott, Roheisen, Schlackenbildner
Modell 2 + 3
Aktualisierte Berechnung
basierend auf chargierten Massen
Sauerstoffvolumen, Eisenerz
Sekundärlanzen-Messung
Temperatur, Kohlenstoffgehalt, Probe
Modell 4
Aktualisierte Berechnung
basierend auf Sublanzenmessung
Korrigierte Werte für Sauerstoff, Eisenerz
Sekundärlanzen-Messung
 Temperatur, Sauerstoffaktivität,
Kohlenstoffgehalt, Probe, Schmelzenhöhe
Schnellabstich
 Basierend auf Modellvorhersage
der Gehalte an Mn, P und S
Modelladaption
 der Rechenmodelle 1-4,
Badhöhenberechnung
Adaptionsfaktoren
Abbildung 3.1: Modellierungsschritte der Prozeßsteuerung
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Das initiierende Chargierungsmodell ermittelt aufgrund der eingebrachten
Massen von Roheisen, Schrott und Eisenerz das Abstichgewicht der Schmelze.
Dabei sind in jedem Berechnungsschritt jeweils zwei unbekannte Parameter vor-
handen. Beispielsweise ist bei der Berechnung der Masse des beno¨tigten Roheisens
und des Schrotts die Zielgro¨ße Abstichgewicht vorgegeben, wobei vorausgesetzt
wird, daß der Zuschlag von Eisenerz festgelegt wurde. Anschließend erfolgt auf
der Basis des zum Chargieren vorbereiteten Schrotts eine Neuberechnung der zu
verwendenden Massen von Roheisen und Eisenerz, die beno¨tigt werden, um das
geforderte Abstichgewicht zu erreichen.
Zusa¨tzlich zu den metallischen Materialien berechnet das Chargierungsmo-
dell die Massen der beno¨tigten Zuschlagstoffe, die zur Eliminierung der Elemente
Silizium, Schwefel und Phosphor sowie zur optimalen Schlackefu¨hrung in den
Konverter eingebracht werden sollen. Ebenfalls stellt das Sauerstoffvolumen, das
fu¨r die Oxidierungsvorga¨nge beno¨tigt wird, eine Ausgabegro¨ße der Berechnung
dar.
Nach dem Chargieren stehen als frei verfu¨gbare Modellvariablen die Gro¨ßen
Sauerstoffvolumen und Masse des Eisenerzes zur Verfu¨gung. Eventuelle Abwei-
chungen des realen Prozesses von den durch die Berechnungen vorgegebenen Tra-
jektorien werden durch Auswertung von wa¨hrend des Blasprozesses genommenen
Proben bestimmt. Sie fu¨hren zu einer aktualisierten Kalkulation dieser Gro¨ßen,
um den Prozeß an die Sollwertkurve heranzufu¨hren. Vorrangige Bedeutung besit-
zen zu diesem Zeitpunkt die beiden Zielgro¨ßen Abstichtemperatur und Kohlen-
stoffgehalt. Auf der Grundlage der Ergebnisse der Probenentnahme gegen Ende
des Blasvorgangs wird ein weiteres Modell verwendet, mit dem eine Vorausbe-
rechnung der Abstichzusammensetzung erfolgt. Abha¨ngig vom Ergebnis dieser
Prediktion erfolgt durch den Ofenbediener die Freigabe der Charge zum Schnell-
abstich oder aber ein Abwarten der genauen Analyseergebnisse der Probe, die
nach dem Ende des Blasvorgangs genommen wird, sowie eine eventuell no¨tige
Nachbehandlung der Stahlschmelze. In der Vermeidung des Nachblasens liegt ein
Rationalisierungspotential, das durch die im folgenden vorgestellten Verfahren
ausgescho¨pft werden kann.
3.3 Konventionelle Datenaufbereitung
Die Datenaufbereitung beinhaltet die Erfassung von Meßwerten, die U¨berpru¨fung
von gemessenen und errechnetenWerten auf Einhaltung von Spezifikationen sowie
die Speicherung in Datenbanken, auf welche die Prozeßmodelle zugreifen. Neben
physikalischen Meßgro¨ßen wie der Temperatur, Massen, Volumenstro¨men oder
auch chemischen Zusammensetzungen verwenden die Prozeßmodellierungen be-
rechnete Gro¨ßen wie zum Beispiel Massen an Zuschlagstoffen. Ebenfalls wird die
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Auswirkung des Fehlers auf
Parameter Fehler Temp. [◦C] C-Gehalt [%] Stahlmasse [t]
Roheisen C +0.1% +8 +0.012 −0.2
Roheisen Si +0.05% +9 +0.010 −0.1
Roheisen Temp. +10◦C +9 0 −0.2
Schlackenru¨ckstand +1t −5 −0.003 −0.9
Roheisen Masse +1t +5 +0.003 +0.9
Schrott Masse +1t −7 0 +0.9
Kalk Masse +1t −5 0 −0.1
Eisenerz Masse +1t −10 −0.010 +0.5
Sauerstoffvolumen +100m3 +5 −0.005 −0.4
Fe-Gehalt Schlacke +1% +7 +0.006 −0.4
Tabelle 3.1: Auswirkung der Abweichungen von Eingangsgro¨ßen des Berechnungs-
modells [Whi96]
voraussichtliche Schmelzenzusammensetzung errechnet. Aufgrund von Meßunge-
nauigkeiten, U¨bertragungsfehlern, Verschleiß von Meßmaterial, schlechter Erfaß-
barkeit von Gro¨ßen, aber auch ungenauen Modellrechnungen ko¨nnen Fehler bei
den Datenwerten auftreten. Um den Einfluß verfa¨lschter Daten auf die Prozeß-
steuerung zu minimieren, werden Plausibilita¨tspru¨fungen durchgefu¨hrt. U¨blich
ist eine Definition von Bandbreiten zula¨ssiger Werte fu¨r die einzelnen Variablen.
U¨berschreitet ein Datum die Bereichsgrenzen, so erfolgt eine Abschaltung der
Modellrechnung fu¨r Parameter, deren Vorhandensein fu¨r diesen Prozeßabschnitt
existenziell ist. Bei weniger kritischen Signalen kann entweder die Verwendung
eines Grenzwertes oder auch eines Vorbesetzungswertes erfolgen. Gegebenenfalls
ist auch eine Interpolation oder eine Ru¨ckrechnung des Wertes aufgrund vor-
handener Korrelationen mit anderen Parametern mo¨glich. Die Festlegung der
Bedeutung des Parameters fu¨r den Prozeß sowie die Strategie fu¨r die Fehler-
beseitigung erfolgen anhand von Expertenwissen. Neben einer automatisierten
Plausibilita¨tspru¨fung besteht vielfach noch die Mo¨glichkeit eines manuellen Ein-
griffs durch den Nutzer des Prozeßrechenmodells. Durch diese Einflußmo¨glichkeit
kann neben der Korrektur nicht plausibler Werte zusa¨tzlich auch die Anlagen-
fahrweise in bestimmter Weise beeinflußt werden, um beispielsweise eine erho¨hte
Verwendung einzuschmelzenden Schrotts zu erreichen.
In Tab.3.1 sind die Auswirkungen von Fehlern einiger Eingangsparameter
auf das Chargenbalancierungsmodell aufgelistet. Durch das gleichzeitige Auftre-
ten mehrerer Fehlergro¨ßen ko¨nnen Kumulierungen, aber auch Auslo¨schungen der
Abweichungseffekte auftreten. Zusa¨tzlich existieren Prozeßeinflu¨sse, wie zum Bei-
spiel das Lo¨sungsverhalten des Kalks oder die Schlackebildung, deren Auswirkun-
gen nur unzureichend oder gar nicht wiedergegeben werden ko¨nnen.
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Als Resultat der vielfa¨ltigen Einflu¨sse von zwangsla¨ufig auftretenden Abwei-
chungen des Prozeßverlaufs werden Standardabweichungen von 15 bis 25◦C bei
den Abstichtemperaturen erreicht. Dies entspricht einer Streuung der Temperatur
von ±40◦C. Mit dem Einsatz von Sublanzensystemen kann die Standardabwei-
chung der Temperatur auf unter 10◦C gesenkt werden [Whi96].
3.4 Modelladaption
Im Anschluß einer jeden Charge werden die Abweichungen der Vorhersagen der
Modelle fu¨r die Gro¨ßen Sauerstoffvolumen, Temperatur und Zusammensetzung
der Schmelze berechnet. Mit Hilfe dieser Fehlergro¨ßen lassen sich Korrekturfak-
toren bestimmen, die in die folgenden Berechnungen eingehen. Dadurch sollen
insbesondere Trends des Ofenbetriebs von der Systemsteuerung erfaßt und die
Modellierung auf einem aktuellen Stand gehalten werden. Die Bestimmung dieser
Korrekturfaktoren erfolgt u¨blicherweise auf der Basis von u¨ber mehrere Chargen
gemittelten oder exponentiell gegla¨ttetenWerten. Neben denWerten der abschlie-
ßenden Analysen der abgestochenen Stahlschmelze gehen beispielsweise auch Da-
ten der Schlackenzusammensetzung in die Adaptionsberechnung ein. Durch diese
Anpassungsparameter werden insbesondere die Vorgaben fu¨r das einzublasende
Sauerstoffvolumen und die zu verwendende Eisenerzmasse, aber auch das Ein-
bringen der Zuschlagstoffe gesteuert.
Neben automatisch ablaufenden Adaptionsroutinen besteht die Mo¨glichkeit
eines manuellen Eingreifens in den Anpassungsprozeß durch den Ofenbediener.
Das Ziel einer solchen nachtra¨glichen Berichtigung der Adaptionsfaktoren besteht
in der Korrektur nicht erwu¨nschter Modellbeeinflussungen, die insbesondere bei
untypischen Betriebszusta¨nden oder Sto¨rungen auftreten ko¨nnen. Zusa¨tzlich sind
durch den Wechsel zwischen Betriebsverfahren, Ausru¨stung oder auch Produktei-
genschaften Anregungen der Adaptionsroutinen vorhanden, deren Auswirkungen
abgeschwa¨cht werden sollen. Hier spielt die Schwierigkeit eine Rolle, die einander
widersprechenden gleichzeitigen Anforderungen nach Schnelligkeit und Stabilita¨t
der Modellnachfu¨hrung zu erfu¨llen. Daher muß die optimale Empfindlichkeit der
Anpassungsroutinen empirisch ermittelt und eingestellt werden. Die Adaption
arbeitet u¨blicherweise mit konstanten Anpassungsschrittweiten. Insbesondere bei
Auftreten sprungfo¨rmiger A¨nderungen ko¨nnen daher mehrere Chargen zur Aus-
regelung der Sto¨rung beno¨tigt werden, so daß ein manuelles Adaptieren geboten
sein kann.
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3.5 Grenzen des konventionellen Modells
Die Grundlage der konventionellen Prozeßmodelle besteht in der Verwendung
von umfangreichem Expertenwissen und Erfahrungswerten. Die Modelle wer-
den darauf ausgelegt, A¨nderungen der Anlagenbetriebsweisen zu beru¨cksichti-
gen. Dennoch sind die konventionellen Modelle durch eine Anzahl von Begren-
zungen in ihrer Leistungsfa¨higkeit beschra¨nkt, so daß alternative Konzepte der
Prozeßsteuerung untersuchenswert erscheinen. Auch wenn herko¨mmliche mathe-
matische Abbildungen das Verhalten eines Konverters u¨ber ein weites Spektrum
von Anlagenbetriebszusta¨nden prinzipiell erfassen ko¨nnen, entsteht dennoch eine
Streuung in der Exaktheit der Modellvorhersagen, welche aus der Komplexita¨t
der ablaufenden Prozesse herru¨hrt. Vielfach existieren Verknu¨pfungen von Pa-
rametern untereinander, die in ihren Auswirkungen nicht erfaßt werden ko¨nnen.
Zusa¨tzlich besteht die Schwierigkeit, die vom Modell fu¨r die Vorausberechnun-
gen beno¨tigten Prozeßdaten und Meßergebnisse zuverla¨ssig, exakt und zeitnah
zur Verfu¨gung zu stellen. Somit treten bei der Berechnung Vorhersagefehler auf,
die in zwei Gruppen aufgeteilt werden ko¨nnen, na¨mlich unvorhersehbare und -
zumindest theoretisch- vorhersehbare Abweichungen.
Unvorhersehbare Fehler besitzen eine zufa¨llige Verteilung. Sie umfassen eine
große Bandbreite mo¨glicher Ursachen wie beispielsweise Meßfehler, fehlerhafte
Eichung, Verschleiß von Meßausru¨stung oder Anlageninstallationen, aber auch
prozeßtechnische Varianzen wie beispielsweise die Schlackenbildung oder das Aus-
bringen. Ebenso wie ein mit jeder Charge auftretendes Rauschen dieser Parameter
ko¨nnen auch langsame oder schnell vera¨nderliche Trendbewegungen dieser Mo-
dellierungsfehler zu beobachten sein.
Die zweite Gruppe beinhaltet Fehler, die mathematisch beschrieben werden
ko¨nnen, jedoch nicht in den Modellen beru¨cksichtigt sind. Da es nicht prakti-
kabel ist, jede bekannte chemische Reaktion in der Prozeßsteuerung abzubilden,
handelt es sich bei den Modellen prinzipbedingt um eine vereinfachte Beschrei-
bung der Realita¨t. Eine Illustration dieses Problems soll mit der Beschreibung
der Auswirkungen von variabler Qualita¨t des zugestellten Kalks gegeben wer-
den. Die Schlackebildung und damit die stattfindenden chemischen Reaktionen
werden durch die Eigenschaften des Kalks stark beeinflußt. Dieser Effekt un-
terscheidet sich fu¨r hohe und niedrige Gehalte an Silizium im Roheisen, da bei
hohem Silizium-Anteil mehr Kalk beno¨tigt wird, um die gleiche Basizita¨t der
Schlacke zu erreichen. Durch Schwankungen der Kalkqualita¨t verursachte Mo-
dellfehler ko¨nnen nun unter Umsta¨nden fa¨lschlicherweise dem Silizium zugerech-
net werden, da die Qualita¨t des Kalks kein quantifizierbarer Faktor im Modell
ist. Beim Blasstahlprozeß existiert eine Vielzahl vergleichbarer Mechanismen, die
derartige systematische Fehler aufgrund von indirekten Effekten bewirken und
deren modellma¨ßige Erfassung nicht oder nur sehr schwer durchzufu¨hren ist.
3. PROZESSSTEUERUNG Seite 20
Die vorhandenen Prozeßmodelle der Blasstahlerzeugung werden teilweise u¨ber
Jahre hinweg entwickelt und kontinuierlich optimiert. Die Beru¨cksichtigung zu-
sa¨tzlicher Merkmale wird hingegen durch eine Vielzahl von Gru¨nden erschwert:
• zeitaufwendige Forschungsarbeit notwendig sowohl fu¨r statistische Auswer-
tung als auch Entwicklung neuer Modellierungsalgorithmen,
• signifikante zeitliche Verzo¨gerung zwischen der Entwicklung neuer Tech-
nologien wie zum Beispiel der Einfu¨hrung der CO-Nachverbrennungslanze
oder neuer Flußmittel und deren Beru¨cksichtigung in der Modellierung,
• hochgradige Komplexita¨t der Modelle, so daß der Aufwand fu¨r die Entwick-
lung, den Test sowie die Einbindung in bestehende Prozeßfu¨hrungssysteme
stark ansteigt,
• mit wachsender Komplexita¨t stark verla¨ngerte Rechenzeiten, die einer On-
line-Modellierung entgegenstehen,
• zunehmende Schwierigkeiten bei der Wartung der Prozeßmodelle und dem
Wissenstransfer an neue Mitarbeiter,
• damit verbunden starke Abha¨ngigkeit von Spezialisten mit Expertenwissen
und Know-How-Verlust, wenn diese Mitarbeiter nicht la¨nger verfu¨gbar sind.
Diese Beschra¨nkungen der Weiterentwicklungsmo¨glichkeit konventioneller Model-
lierungen lassen es angebracht erscheinen, nach alternativen Ansa¨tzen zu suchen,
um die Genauigkeit und Zuverla¨ssigkeit der Prozeßsteuerungssysteme weiter zu
erho¨hen. Aufgrund der großen Anzahl verfu¨gbarer Prozeßinformationen bietet
sich hierzu die datenbasierte Technologie der ku¨nstlichen neuronalen Netzwerke
an. Im folgenden Kapitel werden die theoretischen Grundlagen dieses Verfahrens
beschrieben.
4 Grundlagen neuronaler Netze
Dieses Kapitel beschreibt die mathematischen Grundlagen der ku¨nstlichen neuro-
nalen Netzwerke, mit denen die Modellierung der Steuerung des Oxygenstahlpro-
zesses erfolgt. Das besondere Merkmal dieser Technologie liegt in der Fa¨higkeit,
auf der Grundlage vorhandener Prozeßdaten Strukturen zu generieren. Durch
diesen als Lernen bezeichneten Vorgang wird es mo¨glich, anhand von aktuellen
Eingangsdaten das Verhalten relevanter Ausgangsdaten vorherzusagen und damit
die Prozeßfu¨hrung zu optimieren. Ausgehend vom Basisbestandteil, dem Neuron,
werden gebra¨uchliche Netztopologien vorgestellt. Mit diesen ko¨nnen die neurona-
len Netze fu¨r unterschiedliche Prozesse und deren Auspra¨gungen ausgelegt wer-
den. Die Anpassung einer festgelegten Netztopologie und der Lernvorgang der
neuronalen Netzwerke erfolgt durch die Bestimmung von Netzwerkparametern.
Zu diesem Zweck werden die Verfahren zur Bestimmung dieser Einstellgro¨ßen be-
trachtet. Dabei erfolgt eine Unterscheidung zwischen u¨berwachtem Lernen und
selbsta¨ndiger Merkmalsextraktion. Die Datenaufbereitung sowie die Generierung
von Trainings-, Test- und Validierungsdatensa¨tzen aus realen Prozeßdaten werden
in den folgenden Abschnitten behandelt. Dabei stehen die Erkennung fehlerhafter
oder unvollsta¨ndiger Datensa¨tze sowie methodische Ansa¨tze zur Verwendung die-
ser Daten im Blickpunkt. Abschließend erfolgt eine Einfu¨hrung in die statistische
Leistungsbewertung von ku¨nstlichen neuronalen Netzen, die im weiteren Verlauf
der Arbeit dem Vergleich mit der konventionellen Prozeßsteuerung dienen.
4.1 Neuronale Netze
Konventionelle Rechner unter Verwendung der klassischen von-Neumann-Archi-
tektur bestehen aus einer einzelnen Zentraleinheit (CPU) und einem Arbeitsspei-
cher. Dabei erfolgt eine sequentielle Ausfu¨hrung einzelner Prozeßschritte, die eine
hohe Komplexita¨t aufweisen ko¨nnen. Die Rechenoperationen sind durch Formeln
und Befehle exakt und eindeutig durch den Programmierer festgelegt. Bei ku¨nst-
lichen neuronalen Netzen handelt es sich um eine Form der Datenverarbeitung,
die an die Funktionsweise des menschlichen Gehirns angelehnt ist. Dieses besteht
aus einer großen Anzahl sehr einfach aufgebauter Elemente, den Neuronen. Eine
umfassende Verknu¨pfung dieser Elementarzellen untereinander ermo¨glicht eine
gleichzeitige, parallel verlaufende Verarbeitung sehr vieler Informationen. Ku¨nst-
liche neuronale Netze eignen sich insbesondere fu¨r Problemlo¨sungen, welche die
Erkennung und Verarbeitung komplexer Muster erfordern. Ein großer Vorteil von
neuronalen Anwendungen liegt darin, daß sie nicht wie konventionelle Strukturen
programmiert werden mu¨ssen, also exaktes Prozeßwissen voraussetzen, sondern
lediglich mit einigen Beispielen und den dazugeho¨rigen Lo¨sungen an die An-
wendung adaptiert werden. Dieser Lernvorgang anhand von Daten ermo¨glicht
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ADALINE Adaptive Linear Neural Element
ART Adaptive Resonant Theory
AM Associative Memory
BAM Bidirectional Associative Memory
Boltzmann Boltzmann Machine
BSB Brain-State-in-a-Box
CCN Cascade Correlation
CPN Counter Propagation
GRNN Generalized Regression Neural Network
LVQ Learning Vektor Quantisation
MLFF mit BP Multilayer Feedforward Backpropagation
RBF Radial Basis Function
RNN Recurrent Neural Networks
SOFM Self-Organizing Feature Map
Tabelle 4.1: Abku¨rzungen der Netzwerktopologien
zudem eine Generalisierung, das heißt eine U¨bertragung auf neue, unbekannte
Problemfa¨lle, da A¨hnlichkeiten mit trainierten Mustern erkannt und ausgewertet
werden ko¨nnen.
Verglichen mit klassischen physikalischen Modellen zeichnen sich ku¨nstliche
neuronale Netze durch folgende Eigenschaften aus [Bis97]:
• Lernfa¨higkeit durch Anpassung des Netzwerks an vera¨nderte Muster,
• mo¨gliche Selbstorganisation der Daten durch Adaptionsverfahren,
• Verwendung als Assoziativspeicher mo¨glich,
• verteilte Prozeßinformation, daher Unempfindlichkeit gegenu¨ber dem Aus-
fall einzelner Elemente und verrauschten Daten,
• Einsatz in parallelen Rechnersystemen mo¨glich.
Haupteinsatzgebiete von ku¨nstlichen neuronalen Netzen sind die Vorhersage,
Mustererkennung und -vervollsta¨ndigung sowie die Verwendung fu¨r Klassifizie-
rungsaufgaben [Neu95a]. Abha¨ngig von der Art der Anwendung kommen unter-
schiedliche Netzwerktypen zum Einsatz. In Bild 4.1 sind die fu¨r die verschiedenen
Kategorien verwendeten Netzwerktypen aufgelistet. Die verwendeten Abku¨rzun-
gen sind in Tab. 4.1 zusammengestellt.
Assoziativspeicher erlauben Ru¨ckschlu¨sse auf die A¨hnlichkeit von Datensa¨tzen
untereinander. Optimierungsnetzwerke werden zur Variantenrechnung und Be-
stimmung gu¨nstiger Einstellparameter anhand von Eingabe-Ausgabe-Paarungen
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Abbildung 4.1: Anwendungen neuronaler Netze
in hochgradig nichtlinearen Systemen verwendet [PT94]. Neuronale Netze zur
Klassifizierung kommen zum Einsatz, wenn A¨hnlichkeiten in Datenstrukturen
aufgezeigt und Daten nach nicht fest definierten Eigenschaften gruppiert werden
sollen. Mit Hilfe von Mustererkennungs-Netzwerken erfolgt die Zuordnung von
Vektoren zu vorab definierten Gruppen aufgrund einer Bestimmung der A¨hnlich-
keit. Vorhersagenetzwerke werden verwendet, um aus einer zeitlichen Abfolge von
Mustern auf einen ku¨nftigen Verlauf zu schließen, so daß ein dynamisches System
entsteht.
Es gibt eine Fu¨lle verschiedener Netzwerktypen. Diese unterscheiden sich
durch:
• Strukturierung des Netzwerkes, das heißt Einteilung in Schichten, wie Ein-
gabeschicht, Zwischenschichten und Ausgabeschicht, Anzahl der Neuronen,
• Art und Anzahl der Verknu¨pfungen im Netzwerk,
• Art der Verarbeitung im Neuron, das heißt Wahl der Verarbeitungsfunktion,
• Art des Lernens, das heißt Einstellen der Gewichte im Netzwerk.
Bild 4.2 zeigt eine U¨bersicht verschiedener Netzwerkparadigmen untergliedert
nach der Art der Trainingsmethoden. Die Verwendung von Fehlerkorrekturver-
fahren wie beispielsweise des Backpropagation-Algorithmus (BP) setzt ein Wissen
um die Sollwerte der Ausgabe des neuronalen Netzes voraus. Dies ermo¨glicht die
Berechnung einer Gro¨ße, welche die Abweichung der Vorhersage bestimmt, so
daß dieser Fehler wa¨hrend des Netzwerktrainings minimiert werden kann. Durch
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Abbildung 4.2: Lernverfahren [Pat96]
die Hebb’sche Lernregel werden Daten anhand der Ha¨ufigkeit des Auftretens von
Merkmalen klassifiziert [Bra91]. Konkurrierende Lernverfahren ordnen Merkmals-
vektoren eindeutig einzelnen Klassen zu. Bei stochastischem Lernen bestimmt
sich die Zugeho¨rigkeit eines Vektors zu einer Gruppe von Mustern anhand der
Bestimmung von Abstands- oder A¨hnlichkeitsmaßen [Bis97]. Von diesen Lern-
verfahren hat in der Praxis insbesondere das Backpropagation-Verfahren weite
Verbreitung gefunden [FBCP98, San98].
4.2 Neuron
Unabha¨ngig von der ausgefu¨hrten Architektur verwenden alle ku¨nstlichen neuro-
nalen Netze das Neuron als Basiselement [Bis97, Pat96, SHG90, Neu95a]. Dieses
arbeitet nach dem Prinzip des Komparators, das heißt ein Ausgabewert wird er-
zeugt, wenn die gewichtete Summation der Anregungen an den Einga¨ngen eine
definierte Schaltschwelle u¨berschreitet. Bild 4.3 zeigt ein Neuron j, das n Einga¨nge
mit einem Ausgang verbindet. Jeder Eingang i (i = 1..n) ist mit einem exter-
nen Signal xi und einem dazugeho¨rigen Gewicht wi verknu¨pft. Zusa¨tzlich wird
zur Voreinstellung eines Arbeitspunktes u¨blicherweise ein Bias-Element mit dem
Gewicht w0 addiert, dessen Eingangswert permanent auf x0 = 1 gesetzt ist. Die
Einga¨nge xi ko¨nnen reell, bina¨r oder bipolar sein. Die Gewichte wi verbinden
die Einga¨nge xi mit dem Neuron, wobei sie entweder die Anregung versta¨rken
oder verringern. U¨blicherweise sind die Gewichte reellwertig. Die einzelnen Ein-
gangswerte des Neurons i werden zu einem Nettoeingangswert zusammengefaßt.
So kann es sich bei diesem Eingangswert um die einfache Summe der gewichteten
Einga¨nge handeln:
neti =
n∑
k=0
wi,kxk (4.1)
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Abbildung 4.3: Regelungstechnisches Schaltbild eines Neurons
Der Nettoeingangswert wird mit Hilfe einer Transferfunktion in einen neuen Ak-
tivierungszustand yi des Neurons u¨berfu¨hrt.
yi = g(neti) = g(
n∑
k=0
wi,kxk) (4.2)
Nach [Cam90] werden fu¨r Aufgaben der Mustererkennung und Klassifizierung
als Transferfunktionen g(neti) u¨blicherweise Funktionen mit Sa¨ttigungscharakter
wie die Sigmoidalfunktion nach Gl. 4.3 oder der Tangens Hyperbolicus gema¨ß
Gl. 4.4 verwendet. Diese beiden Funktionen sind nichtlinear, glatt, stetig dif-
ferenzierbar und monoton steigend. Ferner werden in Assoziativspeichern ha¨ufig
Schrittfunktionen gema¨ß Gl. 4.5, 4.6 verwendet, welche nur diskrete Ausgabewer-
te besitzen, so daß hier die Neuronen die Funktion eines Schalters u¨bernehmen.
Jedoch beschra¨nkt sich ihr Einsatz auf wenige Sonderfa¨lle, da diese Funktio-
nen nicht differenzierbar sind und somit eine Verwendung von Standardverfahren
der Fehlerminimierung ausscheidet. Ebenfalls stellt die fehlende Differenzierbar-
keit ein Hindernis bei der programmtechnischen Realisierung dar [Cam90]. Fu¨r
Anwendungen der Funktionsapproximation empfiehlt sich die Verwendung einer
Gauß’schen U¨bertragungsfunktion gema¨ß Gl. 4.7. In [Pla91, Pat96] wird nach-
gewiesen, daß Netze mit dieser Aktivierungsfunktion bereits bei einer geringeren
Anzahl an Neuronen besser konvergieren als bei Verwendung der Sigmoidal- oder
Tangens Hyperbolicus-Funktion. Abbildung 4.4 zeigt einige U¨bertragungsfunk-
tionen in grafischer Form.
y = sigmoid(x) =
1
1 + e−kx
(4.3)
y = tanh(x) =
ekx − e−kx
ekx + e−kx
(4.4)
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y = step(x) =
{
1 x ≥ 0
0 x < 0
(4.5)
y = signum(x) = sign(x) (4.6)
y = gauss(x) = αe−(
x−c
σ
) (4.7)
Die einzelnen Neuronen i werden in Ebenen (engl. layer) zusammengefaßt, die
hierarchisch oder innerhalb der Ebene miteinander verknu¨pft sein ko¨nnen.
4.3 Netzwerktopologien
Aus einem oder mehreren Neuronen lassen sich Netzwerkschichten generieren, mit
denen die Verarbeitung der Mustervektoren erfolgt. Ein prinzipielles Blockschalt-
bild eines Netzwerkes ist beispielhaft in Bild 4.5 gezeigt. Dabei werden die Ele-
mente einer Schicht z so angeordnet, daß jedes Neuron zi mit dem Ausgang jedes
einzelnen Elements xj der Vorga¨ngerschicht und den Einga¨ngen jedes Elements
yk der nachfolgenden Ebene verbunden ist. Die Neuronen der Schicht z weisen un-
tereinander jedoch keine Verbindung auf. Ein solcherart aufgebautes neuronales
Netz heißt vollsta¨ndig verknu¨pft. Man unterscheidet zwischen Eingabe-, Aus-
gabeschicht und verborgenen Schichten (engl. input, output, hidden layer). An
die Eingabeebene wird der jeweilige Eingangsvektor angelegt, an den Elementen
der Ausgabeebene kann die zugeho¨rige Antwort des Netzes abgegriffen werden.
Bei den Schaltzusta¨nden von Neuronen der verborgenen Schicht handelt es sich
um von außen nicht zuga¨ngliche interne Zustandsgro¨ßen. Durch das Einfu¨gen
einer verborgenen Schicht erha¨lt ein neuronales Netz die Fa¨higkeit, nichtlineare
multivariante Funktionsverla¨ufe zwischen Eingabe- und Ausgabevektoren abzu-
bilden [Bis97]. Mehrschichtige Netzwerke, die in der Art einer U¨bertragungsfunk-
tion ohne innere oder a¨ußere Ru¨ckkopplung arbeiten, werden als Multi-Layer-
Feedforward-Netzwerke (MLFF) bezeichnet.
Konventionelle Multi-Layer-Feedforward-Netze implizieren, daß vera¨nderte Ein-
gangsparameter bei einem Industrieprozeß unmittelbar zu einer abweichenden
Reaktion des Systems fu¨hren. Dieses Verhalten trifft fu¨r komplexe Prozesse nicht
mehr zu, da vera¨nderte Eingangsgro¨ßen zuerst zu einer Modifikation von inne-
ren Zusta¨nden fu¨hren und erst verzo¨gert den Ausgang beeinflussen. Die ein-
fachste Erweiterung eines statischen neuronalen Netzes hin zu einem dynami-
schen System ist die Aufschaltung zeitverzo¨gerter Eingangswerte. Die autoregres-
sive Eigenschaft dieser Art von Netzwerken fu¨hrt dazu, daß aus der Scha¨tzung
der Ausgabe y(t + n − 1) auf die Ausgabe y(t + n) geschlossen wird. Somit
summieren sich die Fehler in der Scha¨tzung von y fu¨r zunehmende Vorhersa-
geschrittzahl. Zur Minimierung dieses Fehlers stehen geeignete Rechenverfahren
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Abbildung 4.4: U¨bertragungsfunktionen von Neuronen
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Abbildung 4.5: Multi-Layer-Feedforward Netzwerk
zur Verfu¨gung [BM90, Wer90]. Obwohl dieser Ansatz in einer Vielzahl von An-
wendungen erfolgreich verifiziert werden konnte, bleiben die Probleme der um-
fangreichen Netzwerkstrukturen mit ihrer hohen Dimension des Eingangsvektors
und damit verbundenen Konvergenzschwierigkeiten bestehen. Zudem zeigen die-
se B¨ackpropagation in timeg¨enannten Netzwerke ein nicht zufriedenstellendes
Vorhersageverhalten bei Systemen wie dem Oxygenstahlprozeß, die gleichzeitig
Abla¨ufe mit sehr großen und sehr kleinen Zeitkonstanten aufweisen [MM98].
Ein anderer Ansatz zur Anpassung von neuronalen Netzen an zeitlich ver-
a¨nderliche Vorga¨nge ist die zeitverzo¨gerte Ru¨ckfu¨hrung von Zusta¨nden einzelner
Neuronen. Unterschieden wird hierbei die Art der Ru¨ckfu¨hrung. Wie in Bild 4.6
dargestellt, werden bei Netzwerken mit a¨ußerer Ru¨ckkoppelschleife (engl. globally
recurrent networks) ein oder mehrere Netzwerkausga¨nge u¨ber Speicherelemente
mit dem Netzeingang verbunden [WMM+91]. Dadurch ha¨ngt die Ausgabe nicht
mehr nur vom aktuell anliegenden Eingangsvektor, sondern auch von den voraus-
gegangenen Ausgaben ab.
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Abbildung 4.6: Global ru¨ckgekoppeltes Netzwerk
Bei Elman-Netzwerken existiert eine Verknu¨pfung, welche die Neuronen der
verborgenen Schicht um einen oder mehrere Zeitschritte verzo¨gert auf den Netz-
werkeingang aufschaltet [Elm90]. Elman-Netzwerke haben sich fu¨r die Modellie-
rung nichtlinearer Systeme als geeignet erwiesen [SR93]. Ferner schla¨gt [ZM95a]
neuronale Strukturen vor, in denen die einzelnen Elemente der verdeckten Schich-
ten u¨ber eine Zeitverzo¨gerung auf sich selbst ru¨ckgekoppelt sind. Ein Beispiel
fu¨r ein solches Netzwerk (engl. locally recurrent network) ist in Bild 4.7 dar-
gestellt. Verglichen mit komplett ru¨ckgekoppelten Topologien besitzen diese ei-
ne geringere Anzahl von Gewichtsfaktoren und ko¨nnen daher schneller trainiert
werden [KL95]. Eine weitere Mo¨glichkeit, dynamische Vorga¨nge in neuronalen
Netzen abzubilden, besteht in der Anordnung von Filtern in den Verbindungen
der Neuronen untereinander [WMM+91]. Durch die Implementierung von fini-
ten Impuls-Antwort-Filtern werden die einzelnen Neuronen in die Lage versetzt,
Vorga¨nge mit unterschiedlicher Dynamik sowie Totzeitverhalten zu beru¨cksichti-
gen. Die Filtereinstellungen werden dabei a¨hnlich wie die u¨brigen Netzwerkpara-
meter wa¨hrend des Trainingsvorgangs adaptiert.
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Abbildung 4.7: Lokal ru¨ckgekoppeltes Netzwerk
Die Festlegung der Netzwerkarchitektur, das heißt die Bestimmung der Anzahl
der Neuronen in der verborgenen Schicht, stellt insbesondere bei ru¨ckgekoppel-
ten Netzwerken eine anspruchsvolle Optimierungsaufgabe dar. Ein systematischer
Ansatz fu¨r das Training von neuronalen Netzen dieser Art nutzt das Verfahren
der Orthonormalzerlegung, um schrittweise den Vorhersagefehler zu minimieren
[ZM95b]. Dabei wird das erste Neuron der verborgenen Schicht genutzt, um ei-
ne Relation zwischen Eingangs- und Ausgangsvektor herzustellen. Schrittweise
werden weitere versteckte Neuronen hinzugefu¨gt, mit denen die Beziehung zwi-
schen der Eingabe und den Residuen modelliert wird. Der Ausgabevektor, der bei
Hinzufu¨gen eines weiteren Elementes entsteht, kann daher in zwei Teile zerlegt
werden. Der eine Anteil wird durch die zuvor verwendeten verborgenen Neuronen
aufgespannt, der andere Anteil ist orthogonal zu diesem Vektorraum angeordnet.
Der Orthogonalisierungsalgorithmus nach Gram-Smith wird dazu verwendet,
einen Satz orthogonaler Basisvektoren zu schaffen [MM98]. Die bestmo¨glichen
Gewichtsverteilungen fu¨r die verborgene Schicht ko¨nnen dann durch gradienten-
orientierte Optimierungsverfahren gefunden werden, wa¨hrend die Gewichte der
Ausgabeschicht mittels Fehlerquadratverfahren zu bestimmen sind. Das schritt-
weise Hinzufu¨gen von Neuronen zur verdeckten Zwischenschicht wird bei Unter-
schreiten einer vordefinierten Fehlerschranke fu¨r die Ausgabe abgebrochen. Da-
durch la¨ßt sich das Problem der U¨berbestimmung des Netzwerkes vermeiden.
Industrielle Prozesse weisen oftmals variierende Abtastraten, spa¨rliches bzw.
dichtes Informationsangebot in unterschiedlichen Betriebszusta¨nden sowie hoch-
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dynamische, aber auch quasistationa¨re Vorga¨nge auf [SZL+95, WMM+91]. Da-
durch ko¨nnen bei der Anwendung klassischer Typen von neuronalen Netzen, wie
zum Beispiel den Backpropagation-Implementierungen, Probleme bei dem Ver-
such auftreten, eine Netzstruktur zu finden, welche die konkurrierenden Anforde-
rungen der Prozeßbeobachtung nach Schnelligkeit, Robustheit und Genauigkeit
angemessen beru¨cksichtigt. Wu¨nschenswert ist eine hohe Auflo¨sung des Modells,
wenn dicht gepackte Informationen zur Verfu¨gung stehen, ebenso eine gro¨ber ge-
stufte Auflo¨sung bei niedriger Datensatzdichte.
Bei der Wavelet-Transformation handelt es sich um ein mathematisches Ver-
fahren, mit dessen Hilfe eindimensionale Daten wie beispielsweise Zeitverla¨ufe von
Meßwerten in zweidimensionale Frequenzdiagramme umgesetzt werden. Dabei
ermo¨glicht dieses Berechnungsverfahren sowohl die Auflo¨sung kurzzeitiger hoch-
frequenter Signalanteile wie auch die Beschreibung des Verhaltens im niederfre-
quenten Bereich. Die A¨hnlichkeit der mathematischen Modellierung zwischen der
diskreten inversen Wavelet-Transformation und einem neuronalen Netz mit einer
Zwischenschicht fu¨hrte zur Entwicklung des Wavelet-Netzwerks, das eine Kombi-
nation beider Verfahren darstellt [MJ94, ZB92]. Dabei werden fu¨r die Neuronen
der verdeckten Schicht orthonormale Wavelets als Transferfunktionen verwen-
det. Diese entstehen durch Dehnung und Verschiebung einer Ursprungsfunktion
(engl. mother wavelet). Bild 4.8 zeigt das Ersatzschaltbild eines Wavelet-Netzes.
Die U¨bertragungsfunktion des Netzwerkes lautet:
y = f(x) =
n∑
i=1
uiΨ[ai(x− ki)] (4.8)
Dabei stellen Ψ die Wavelet-Transferfunktion und u den Ausgabe-Gewichtsvektor
dar. a und k sind die Dehnungs- und Verschiebungsvektoren, die wa¨hrend der
Trainingsphase bestimmt werden. Wavelet-Netzwerke zeichnen sich dadurch aus,
daß sie in verschiedenen Abstufungen von Eingabevariablen arbeiten ko¨nnen. Ent-
sprechend wird bei der Adaption des Netzes zuerst eine grobe Auflo¨sungsstufe
bestimmt und in nachfolgenden Optimierungsschritten verfeinert. Verglichen mit
den durch eine Zufallsverteilung der Gewichtsfaktoren initialisierten Backpro-
pagation-Verfahren erfolgt bei Wavelet-Netzen eine zielgerichtete Verfeinerung
des U¨bertragungsalgorithmus, die sich auf fu¨r den Prozeß relevante Bereiche be-
schra¨nkt. Dadurch ko¨nnen der Vorhersagefehler deutlich schneller minimiert und
die Lernphase des Netzes stark verku¨rzt werden. Allerdings steht den Vorteilen
der zuletzt beschriebenen Verfahren ein deutlicher Anstieg des mathematischen
Aufwands gegenu¨ber, so daß bei nicht zeitkritischen Anwendungen das herko¨mm-
liche Multi-Layer-Feedforward-Netzwerk zu bevorzugen ist.
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Abbildung 4.8: Wavelet-Netzwerk
4.4 Lernverfahren
Nach [Pat96] werden Lernverfahren fu¨r ku¨nstliche neuronale Netze unterschieden
in u¨berwachtes, versta¨rkendes und nicht u¨berwachtes Lernen. Beim u¨berwachten
Lernen wird dem Netzwerk jeweils zusammen mit dem Eingangsmuster die ge-
wu¨nschte Ausgabe pra¨sentiert. Dadurch la¨ßt sich der Fehler zwischen errechneter
Antwort und dem Sollwert bestimmen. Die auftretende Abweichung kann dazu
verwendet werden, die Netzgewichte zu vera¨ndern und dadurch die Vorhersage
zu verbessern. Beim versta¨rkenden Lernen wird dem Netzalgorithmus anstelle
der korrekten Antwort eine Information daru¨ber gegeben, ob die berechnete Ant-
wort falsch oder richtig ist. Diese Aussage muß das Netz in eine Verbesserung
der Vorhersage umsetzen, so daß Neuronen und Gewichte, die eine zutreffende
Reaktion beinhalten, gesta¨rkt werden, wa¨hrend fehlerversta¨rkende Verknu¨pfun-
gen eine Schwa¨chung erfahren. Beim unu¨berwachten Lernen werden dem Netz
keinerlei Informationen daru¨ber u¨bermittelt, ob das jeweilige Ausgabemuster zu-
treffend oder fehlerhaft ist. Diese Form der Netze wird vielmehr verwendet, um
Eingangsdaten zu strukturieren und versteckte Muster in der Datenbasis aufzu-
decken.
Bei Backpropagation-Implementierungen werden den Netzwerken neben den
Eingangsvektoren die zugeho¨rigen Ausgabevektoren pra¨sentiert. Es handelt sich
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hierbei um u¨berwachtes Lernen. Backpropagation-Netzwerke arbeiten nach fol-
gendem Algorithmus:
1. Initialisierung des Netzwerks, das heißt Festlegung der Netzstruktur und
Vorbesetzung der Gewichte mit Zufallswerten.
2. Anlegen eines Eingangsvektors aus den Trainingsdaten an das Netzwerk,
3. Bestimmung des Fehlers zwischen Ausgabevektor und vorgegebenem Er-
gebnisvektor,
4. Adaption der Netzwerkgewichte so, daß der Fehler minimiert wird,
5. Wiederholung der Schritte 2-5, bis der Fehler fu¨r alle Ausgangsvektoren
eine vorgegebene Schranke unterschreitet.
Die Fehlerminimierung wird so durchgefu¨hrt, daß die fu¨r den Ausgabevektor
berechnete Abweichung zwischen Soll- und Istwert schichtweise bis zur Einga-
beebene zuru¨ckgereicht wird. Die Minimierung des Fehlers erfolgt nach einem
modifizierten Gradientenabstiegsverfahren, welches eine mehrdimensionale Op-
timierungsvorschrift darstellt. Wenn mit y˜(i) die zum i-ten der n vorhandenen
Trainingsvektorpaare {x(i), y(i)} geho¨rende Ausgabe des Netzes bezeichnet wird,
so erha¨lt man nach [PT94] den Gesamtfehler in einem Trainingszyklus bei q Aus-
gangsgro¨ßen durch:
E =
1
2
n∑
i=1
{y(i) − y˜(i)}T{y(i) − y˜(i)}
=
n∑
i=1
1
2
q∑
k=1
(y
(i)
k − y˜(i)k )2
=
n∑
i=1
Ei (4.9)
Dieser Fehler ist durch schrittweise Vera¨nderung der Gewichte wi,k in negati-
ver Gradientenrichtung, das heißt in Richtung der lokal sta¨rksten Abnahme der
Fehlerfunktion 4.9 zu minimieren. Hierzu verwendet man die Gleichung
∆gi,k = −α δE
δgi,k
=
n∑
i=1
(−α δEi
δgi,k
) (4.10)
zusammen mit dem Korrekturansatz:
g
(neu)
i,k = µg
(alt)
i,k +∆gi,k (4.11)
Der Proportionalfaktor α wird Lernrate genannt, µ bezeichnet das Momentum.
Diese Parameter werden wa¨hrend des Trainings der Gewichtsfaktoren adaptiert.
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Schicht Gewichts-
Korrektur
Offset-
Korrektur
Hilfsgro¨ße
Ausgangsschicht
(q Ausga¨nge)
∆vi,k = αδizk
i = 1, .., q
k = 1, .., n
∆vi,0 = αδi
i = 1, .., q
δi = g
′(neti)(yi − y˜i)
i = 1, .., q
Zwischenschicht
(n Neuronen)
∆wi,k = αγixk
i = 1, .., n
k = 1, .., p
∆wi,0 = αγi
i = 1, .., n
γi = g
′(neti)
q∑
j=1
δjvj,i
i = 1, .., n
Tabelle 4.2: Lernregeln fu¨r Backpropagation-Netzwerke
Hiermit la¨ßt sich eine schnellere Konvergenz des Netzes erreichen. Ebenfalls kann
die Gefahr eines Verharrens des Fehlerminimierungsalgorithmus in einem lokalen
Minimum verhindert werden. Ha¨ufig verwendete Werte fu¨r diese Einstellparame-
ter sind hierbei 0.1 < α < 0.9 und 0.0 < µ < 0.4 [Jac88, Cam90, Bis97, Pat96].
Aus den Gleichungen 4.10 und 4.11 ko¨nnen die in Tab. 4.2 aufgefu¨hrten Formeln
fu¨r Gewichte und Offsets der Ausgangs- und Zwischenschicht des Netzes abgelei-
tet werden. Dabei stellt g′(neti) die durch Differentiation errechnete Steigung der
jeweiligen U¨bertragungsfunktion fu¨r den Summeneingangswert des Neurons nach
Gl. 4.1 dar. Die Bestimmung der Lernregeln fu¨r Netze mit weiteren Schichten
erfolgt analog. Die Vera¨nderung der Netzwerkparameter kann entweder unmit-
telbar nach jedem einzelnen Trainingsvektorpaar oder zusammengefaßt nach dem
Durchlaufen aller vorhandenen Trainingsdatensa¨tze durchgefu¨hrt werden.
Bei der Erstellung eines neuronalen Netzes ergibt sich die Frage nach der op-
timalen Netztopologie, das heißt die Anzahl der Schichten und der darin jeweils
enthaltenen Elemente ist zu bestimmen. Eine Vielzahl heuristischer Ansa¨tze ist
hierzu bekannt, allerdings entzieht sich die Problemstellung einer geschlossenen
mathematischen Lo¨sung, so daß u¨blicherweise iterative Optimierungsstrategien
zur Anwendung kommen [Bis97, Cam90, WWB87, Pat96]. In [Lip87] wird als
Erfahrungswert fu¨r neuronale Netze mit zwei verborgenen Schichten vorgeschla-
gen, daß in der ausgabena¨heren Schicht weniger als 1
3
der Neuronen der einga-
benahen Schicht angeordnet werden. Dabei sollen bei einem Eingangsvektor der
Dimension n mindestens n + 1 Elemente in der ersten verdeckten Schicht ver-
wendet werden. Ziel dieses Verfahrens ist die Gruppierung der Eingangsvektoren
zu Clustern in der ersten verborgenen Schicht. Fu¨r neuronale Netze mit nur ei-
ner verdeckten Ebene besteht eine Na¨herungsformel fu¨r die Anzahl der Neuronen
[Neu95b]. Besitzen die Eingangsvektoren m Elemente, und besteht die Ausgabe
aus k Elementen, so sollen bei z zur Verfu¨gung stehenden Trainingsdatensa¨tzen
h =
z
5(m+ k)
(4.12)
Neuronen in der Zwischenschicht verwendet werden. Diese Angaben sind jedoch
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als Basis einer jeweiligen Untersuchung zu betrachten. In praktischen Anwendun-
gen muß die jeweilige Netzkonfiguration empirisch ermittelt werden. Kennzeich-
nend fu¨r eine zu geringe Anzahl verwendeter Neuronen in verdeckten Schichten
ist die nachlassende Vorhersagegu¨te des Netzwerks, da die Fa¨higkeit abnimmt,
eine vollsta¨ndige Repra¨sentation der Verteilung der Eingabevektoren abzubilden.
Zu große Netze hingegen fu¨hren zu einer verringerten Generalisierungsfa¨higkeit.
Dadurch verschlechtern sich die Testergebnisse der nicht fu¨r das Netztraining
verwendeten Validierungsdatensa¨tze, mit deren Hilfe die Untersuchung der Lei-
stungsfa¨higkeit der Topologie erfolgt [Cam90]. Bei Netzwerken, die auf seriell
arbeitenden Rechnern implementiert sind, steigt die Anzahl auszufu¨hrender Re-
chenoperationen in dritter Ordnung mit der Neuronenzahl. Bei Rechnern mit
paralleler Struktur besteht eine quadratische Abha¨ngigkeit zwischen der Neuro-
nenzahl und den auszufu¨hrenden Rechenschritten [Hin87]. Somit beno¨tigen um-
fangreichere Netze eine deutlich la¨ngere Rechenzeit und besitzen zudem einen
ho¨heren Speicherbedarf.
Eine einfach handhabbare Bewertungsmo¨glichkeit eines Prozeßabbildes ist das
Kriterium des mittleren Fehlerquadrates Eq. Mit dem Sollwertvektor y
(i) und dem
errechneten Ausgabevektor y˜(i) errechnet es sich zu:
Eq =
1
n
n∑
i=1
(y(i) − y˜(i))2 (4.13)
Ein ha¨ufig im Zusammenhang mit dem Training neuronaler Applikationen auftre-
tendes Problem ist die U¨berbestimmung des Netzes. Dabei stellt sich die Aufgabe,
eine Konfiguration zu finden, die mit minimaler Anzahl von Verarbeitungsele-
menten eine vollsta¨ndige Abbildung des Prozesses gewa¨hrleistet. Oftmals kommt
zudem die Schwierigkeit hinzu, daß nur eine limitierte Anzahl von Datensa¨tzen
verfu¨gbar ist. Diese muß zudem noch in Trainings-, Test- und Validierungsdaten
aufgeteilt werden, die fu¨r das technische System repra¨sentativ sind. Ein Ansatz
zur Generierung einer Minimaltopologie ist der Versuch, neben dem aufgetrete-
nen Vorhersagefehler die Dimension des neuronalen Netzes in einer Bewertungs-
gro¨ße zu beru¨cksichtigen. Hierbei wird der Anstieg der Netzwerkgro¨ße mit einem
s¨trafendenK¨oeffizienten bewertet [MM98]. Die Zielfunktion 4.13 zur Bewertung
der Netzvorhersage lautet um diesen Term erweitert:
Eq =
1
n
n∑
i=1
(y(i) − y˜(i))2 + λ‖w‖2 (4.14)
w stellt hierbei den Vektor der Netzwerkgewichtsfaktoren dar, λ ist ein vorzuge-
bender Bewertungsparameter. Die zugrundeliegende Optimierungsvorschrift ent-
spricht der in der statistischen Modellbildung genutzten Regressionstechnik, wo-
bei verschiedene Lo¨sungsansa¨tze wie Ridge Regression, Hauptkomponentenana-
lyse und Partial Least Squares Regression existieren [SZL+95].
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Ein Ziel bei der Generierung eines Modells besteht also darin, die Struktur
mit der geringsten Komplexita¨t zu finden, welche den Modellfehler innerhalb vor-
definierter Grenzen ha¨lt. Ein statistischer Ansatz zur Bestimmung der Gu¨te eines
Modells entha¨lt neben einer Bewertung der Abweichung zwischen Soll- und Ist-
wert damit auch einen Term, der eine Aussage u¨ber die mathematische Ordnung
‖w‖ der Abbildung entha¨lt. Weitere Verfahren gewichten den Einfluß von Mo-
dellkomplexita¨t und Genauigkeit unterschiedlich stark und fassen beide Gro¨ßen
zu einer Kennzahl zusammen. Gebra¨uchlich sind die Ansa¨tze des Final Prediction
Error Criterions (FPE) [Aka74], Information Theoretic Criterion (AIC) [Aka74]
und Predicted Squared Error Criterion (PSE) [Bar84]. Stellen Eq den Mittelwert
der Fehlerquadrate nach Gl. 4.13 und σ die Varianz des Fehlers Eq dar, so ergeben
sich bei der Verwendung von n Datensa¨tzen und Netzwerken mit w Gewichten:
FPE =
Eq
2n
(n+ w)(n− w) (4.15)
AIC = ln
Eq
2n
+ 2
w
n
(4.16)
PSE =
Eq
2n
+ 2σ2
w
n
(4.17)
Durch die Minimierung der Fehlerfunktionen wird jeweils eine Balance zwischen
der Modellkomplexita¨t einerseits und der Modellgenauigkeit andererseits und so-
mit eine bestmo¨gliche Dimensionierung des neuronalen Netzwerks gewa¨hrleistet.
Eine weitere Methode, um U¨berbestimmung von neuronalen Netzen zu ver-
meiden, ist das rechtzeitige Abbrechen des Lernvorgangs wa¨hrend der Adaption
der Gewichtsmatrix. Dabei wird das Netzwerktraining in demjenigen Rechen-
schritt angehalten und die Netzwerktopologie als Optimum gespeichert, in dem
eine U¨berbestimmung auftritt. Bild 4.9 zeigt den u¨blichen Verlauf der Kurven der
quadratischen Fehlermittelwerte nach Gl. 4.13 fu¨r Trainings- und Testdatensa¨tze
aufgetragen u¨ber den Lernschritten. Charakteristisch ist der mit fortschreiten-
der Trainingsdauer mit abnehmendem Gradienten sich verringernde Fehler der
Trainingsvektoren. Bei den Testvektoren zeigt sich hingegen u¨blicherweise ein Mi-
nimum, ab dem der Fehlerwert wieder ansteigt. Die Generalisierungsfa¨higkeit des
Netzes bei Pra¨sentation unbekannter Datensa¨tze verschlechtert sich ab diesem
Zeitpunkt wieder, da die Adaption der Gewichte vielmehr auf eine Abbildung
der Trainingsvektoren hinausla¨uft. Durch die Aufzeichnung der Fehlerwerte von
Trainings- und Testdatensa¨tzen la¨ßt sich das Netzwerktraining an geeigneter Stel-
le abbrechen, wodurch das Netz mit der bestmo¨glichen Generalisierungsfa¨higkeit
bei vorgegebener Topologie erzeugt werden kann [SZL+95].
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Abbildung 4.9: Verlauf des Fehlers E fu¨r Trainings- und Testdatensa¨tze
4.5 Datenvorverarbeitung
4.5.1 Aufteilung der Datensa¨tze
Die Datenvorverarbeitung umfaßt die Bereitstellung der Datensa¨tze fu¨r Zwecke
des Trainings und der Validierung von neuronalen Netzwerken, die Auswahl ei-
ner geeigneten Skalierung der Daten sowie Ansa¨tze zur Handhabung von unvoll-
sta¨ndigen oder fehlerbehafteten Prozeßinformationen. Die vorhandenen Prozeß-
informationen werden in drei Bereiche aufgeteilt. Diese umfassen Datensa¨tze fu¨r
• Training,
• Test,
• Validierung
des ku¨nstlichen neuronalen Netzwerks. Mit Hilfe der Trainingsdaten erfolgt die
Festlegung der Netzwerkgewichte unter Anwendung des gewa¨hlten Trainingsal-
gorithmus. Die Testdatensa¨tze dienen zur Bestimmung des optimalen Zeitpunkts
fu¨r den Abbruch des Trainings. Eine zyklische U¨berpru¨fung der Berechnung des
Netzwerkvorhersagefehlers dieser Datensa¨tze stellt sicher, daß eine U¨beradapti-
on des neuronalen Netzes und damit der Verlust an Generalisierungsfa¨higkeit
vermieden werden kann. Der Nachweis der Leistungsfa¨higkeit des fertiggestell-
ten Systems erfolgt mit Hilfe der Validierungsdaten. Diese werden erstmals zum
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Zeitpunkt der Validierung dem neuronalen Netz pra¨sentiert und somit nicht zur
Adaption verwendet. Die Aufteilung des gesamten Datenbestandes in Anteile er-
folgt gu¨nstigerweise durch Muster, so daß beispielsweise jeder 3 · n-te Datensatz
fu¨r das Training, jeder (3 · n + 1)-te Datensatz zum Test und jeder (3 · n + 2)-
te Vektor zur Validierung herangezogen wird. Eine Verwendung jeweils aufein-
anderfolgender Datensa¨tze fu¨r die einzelnen Gruppen empfiehlt sich nicht, da
hierbei zeitabha¨ngige Informationen unangemessen verteilt sein ko¨nnen. Um ei-
ne Repra¨sentation mo¨glichst vieler Daten zu ermo¨glichen, soll ein großer Pro-
zentsatz der Datenmenge zu Trainingszwecken herangezogen werden. Daher sind
auch andere prozentuale Aufspaltungen der Daten als die beschriebene Drittelung
denkbar. Um abgesicherte Ergebnisse zu erhalten, muß allerdings die Anzahl der
Elemente fu¨r den Test und die Validierung eine statistisch wirksame Gro¨ße um-
fassen.
4.5.2 Auswahl und Skalierung der Variablen
Ob ein neuronales Netz repra¨sentativ fu¨r einen Prozeß ist und seine Ergebnisse
die Anforderungen an Robustheit und minimalen Fehler erfu¨llen ko¨nnen, ha¨ngt
stark von der Auswahl der Daten ab, die zum Training genutzt werden. Daher
stellt die Analyse des Informationsgehaltes der Eingangsvektoren eine wichti-
ge Untersuchung dar, um eine ausreichende Anregung des neuronalen Netzes
beim Adaptierungsvorgang sicherzustellen. In [MM98] wird als geeignete Metho-
de die Autospektralanalyse der Eingangsdatensa¨tze empfohlen, um Kennwerte
fu¨r die Bedeutung der einzelnen Prozeßparameter zu ermitteln. Eine Spektral-
verteilung mit einem Wert, der u¨ber einen weiten Frequenzbereich ungleich Null
ist, weist auf zur Identifikation eines Prozesses geeignete Merkmalsvektoren hin.
Die Bestimmung der Koha¨renz zwischen einzelnen Komponenten des Eingangs-
und Ausgangsvektors bietet ebenfalls eine anwendbare Methode, um lineare Zu-
sammenha¨nge zwischen der Ein- und Ausgabe des Systems offenzulegen. Ein
Koha¨renzwert, der stark von Eins abweicht, deutet darauf hin, daß entweder ein
Rauschanteil die Systemantwort u¨berdeckt, ein prozeßrelevanter Eingangspara-
meter nicht beru¨cksichtigt wurde oder aber nichtlineares Prozeßverhalten vorliegt.
Eine weitere Aufgabe der Datenvorverarbeitung besteht in der Kodierung und
Skalierung der vorhandenen Eingangs- und Ausgangsgro¨ßen. Man unterscheidet
hierbei Variablen, die
• reellwertig,
• ganzzahlig,
• ordinal,
• nominal
4. GRUNDLAGEN NEURONALER NETZE Seite 39
sein ko¨nnen. Zur Verwendung in neuronalen Netzen mu¨ssen diese Werte in ge-
eigneter Weise umgesetzt werden. Die Wertebereiche der Variablen sind dabei in
Anpassung an die U¨bertragungsfunktion der Neuronen zu wa¨hlen. Reellwertige
Parameter lassen sich mit Hilfe einer Transferfunktion in den gewu¨nschten Wer-
tebereich u¨berfu¨hren. Gebra¨uchliche Transferfunktionen sind hierbei lineare, lo-
garithmische, quadratische oder Quadratwurzel-Funktionen. Diese Umformungen
werden mit dem Ziel durchgefu¨hrt, eine gleichma¨ßige Verteilung der Parameter
u¨ber den gesamten Wertebereich zu erzielen und eine schnellere Adaption des
neuronalen Netzes zu erreichen [Lip87].
Stellen xmax das Maximum und xmin das Minimum der Eingangsvariablen dar,
und sind rmax der Maximalwert sowie rmin der Minimalwert der Transferfunktion
eines Neurons, so lautet der Skalierungsfaktor klin bei linearer Skalierung:
klin =
rmax − rmin
xmax − xmin (4.18)
Der Wert fu¨r den Offset blin la¨ßt sich berechnen durch:
blin = rmin − klin · xmin (4.19)
Die Ausgabe der linearen Skalierung lautet nun:
ylin = rmax ∀x ≥ xmax (4.20)
ylin = rmin ∀x ≤ xmin (4.21)
ylin = klin · x+ blin sonst (4.22)
Die entsprechenden Gleichungen fu¨r die logarithmische und quadratische Skalie-
rung sowie die Wurzelfunktion sind in Anhang A zu finden.
Ganzzahlige Werte werden im Regelfall wie reellwertige Variablen behandelt.
Ha¨ufig handelt es sich bei diesen Parametern genaugenommen um Ordinalzah-
len. Hier empfiehlt sich die U¨berfu¨hrung in eine a¨quidistante Skalierung, was
einer pseudo-reellwertigen Repra¨sentation entspricht. Nominalwerte werden zur
Verwendung in neuronalen Netzen durch 1-aus-m-Kodierung oder als Bina¨rkode
implementiert [Pre94].
Die Bestimmung der Grenzwerte xmax und xmin erfolgt durch statistische Un-
tersuchungen des verwendeten Datenmaterials. Eine gebra¨uchliche Methode be-
steht darin, die Ha¨ufigkeitsverteilung der Werte zu betrachten [Neu95a, SZL+95].
Dabei werden die Parameter fu¨r die obere und untere Grenze so gewa¨hlt, daß
90% aller auftretenden Daten innerhalb dieser Begrenzung liegen. Folgen die Da-
ten einer Normalverteilung, so ist eine lineare Skalierungsfunktion zur Abbildung
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auf den Wertebereich der neuronalen U¨bertragungsfunktion angemessen. Andern-
falls kann sich die Auswahl abweichender Skalierungen anbieten, um den Wer-
tebereich zu vergleichma¨ßigen und damit einer Normalverteilungsfunktion an-
zuna¨hern. Empfehlenswert ist ferner eine Wahl des Schwerpunkts der Skalierungs-
Dichtefunktion derart, daß dieser dem Defaultwert des betreffenden Parameters
in der Prozeßsteuerung entspricht. Damit la¨ßt sich eine geringstmo¨gliche Sto¨rung
des neuronalen Netzes bei Ausfall dieser Eingangsgro¨ße und Verwendung des Vor-
besetzungswertes erreichen. Der Defaultwert wird von Experten unter Beru¨cksich-
tigung von Prozeßwissen sinnvoll definiert.
4.5.3 Verwendung unvollsta¨ndiger oder fehlerhafter Da-
tensa¨tze
Eines der wesentlichen Probleme bei der Erstellung von Anwendungen mit neu-
ronalen Netzen liegt in der Bereitstellung eines ausreichenden Datenbestandes.
Die Anzahl der Datensa¨tze muß zum einen hinreichend groß sein, um eine sichere
Adaptierung des Netzes gewa¨hrleisten zu ko¨nnen. Zudem soll die Datenmenge
fu¨r alle auftretenden Betriebszusta¨nde repra¨sentativ sein. Bei industriellen Pro-
zessen stehen jedoch ha¨ufig nur verrauschte, ungenaue und unvollsta¨ndige Zu-
standsgro¨ßen zur Verfu¨gung. Zudem ist die Anzahl der Datensa¨tze u¨blicherweise
beschra¨nkt. Insbesondere sind Ausnahmebetriebszusta¨nde und Sto¨rungen nur in
geringer Anzahl erfaßt. Daher kommen der Auswahl der Parameter des Netzes
wie der Validierung und Vorverarbeitung eine erho¨hte Bedeutung zu. Reicht die
Menge der vollsta¨ndigen und ungesto¨rten Datensa¨tze nicht aus, um ein Netz so
trainieren zu ko¨nnen, daß es zur Generalisierung fa¨hig ist, so kann die Datenmen-
ge dadurch erweitert werden, daß auch unvollsta¨ndige Meßwertsa¨tze verwendet
werden. Eine hohe Anzahl verwendeter Eingangsgro¨ßen fu¨hrt zu einer großen Di-
mension des Lo¨sungsraums [DC93]. Um diesen hinreichend abzudecken, wird eine
große Anzahl gleichma¨ßig verteilter Muster fu¨r Trainings- und Testoperationen
beno¨tigt. Eine Mo¨glichkeit zur Vermeidung einer unzureichenden Repra¨sentation
der Daten ist die Reduktion der Dimension des Eingangsvektors [HPS98].
Verursacht durch Umgebungsbedingungen treten in industriellen Anwendun-
gen Meßwertverfa¨lschungen oder -ausfa¨lle auf. Die verwendete Validierung gibt
oftmals nur sehr weit gefaßte Begrenzungen vor. Fu¨r den Fall von nicht verfu¨g-
baren oder fehlerbehafteten Prozeßgro¨ßen lassen sich zwei Verfahren der Verar-
beitung des Datensatzes unterscheiden, na¨mlich die Korrektur des Vektors oder
die Streichung dieses Datensatzes aus der Datenbank. Letzteres Vorgehen fu¨hrt
oftmals zu einer starken Verkleinerung der Datenbasis, die im Hinblick auf Dimen-
sionalita¨ts- und Genauigkeitsprobleme nicht hingenommen werden kann. Idealer-
weise sollen die einzelnen Parameter der Datensa¨tze eine normalisierte Ha¨ufig-
keitsverteilung aufweisen [Neu95a].
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Datenbankeintra¨ge
Eintrag k − 2 Eintrag k − 1 Eintrag k
Eintrag m− 5 Eintrag m− 2 Eintrag m
Eintrag n− 4 Eintrag n− 3 Eintrag n
Tabelle 4.3: Datensatzabfolge bei Auslassen unvollsta¨ndiger Eintra¨ge
In Industrieprozessen existieren hingegen vielfach bevorzugte Parametersa¨tze
und -einstellungen, so daß einige Bereiche des Abbildungsraumes sehr dicht be-
legt sind, wa¨hrend andere Bereiche nur ungenu¨gend durch Datensa¨tze abgedeckt
werden. Zur Vermeidung beziehungsweise Reduktion der von ungleichma¨ßig ver-
teilten Daten hervorgerufenen Effekte la¨ßt sich zum Beispiel die Methode mo-
dularer Modelle anwenden [PHS98]. Die sinnvolle Interpolation fehlender Daten-
werte erha¨lt besonderes Gewicht, wenn die Notwendigkeit vorliegt, Zeitreihen
zu verwenden. Hier ko¨nnen schon einzelne fehlerhafte Datensa¨tze zu einer un-
zula¨ssigen Reduzierung des Datenbestandes fu¨hren. Wiederum bieten sich zwei
Mo¨glichkeiten zur Umgehung dieser Problematik an [HPS98]. Zum einen ko¨nnen
vollsta¨ndige und verifizierte Datensa¨tze verwendet werden, die nicht zu weita¨us-
einanderliegen. Das bedeutet, daß die fehlerhaften Vektoren aus der Datenmenge
gestrichen und Eintra¨ge als q¨uasi aufeinanderfolgend b¨etrachtet werden, wenn der
Abstand der Chargen in diesem Zusammenhang kleiner als ein zu definierender
Maximalwert ist. Diese Vorgehensweise tra¨gt der Tatsache Rechnung, daß sich Zu-
standsgro¨ßen in industriellen Prozessen ha¨ufig nur mit geringer Dynamik a¨ndern,
viele Vorga¨nge also quasikontinuierlich verlaufen. Der Nachteil dieses Verfahrens
liegt darin, daß bei Aufeinanderfolge mehrerer fehlerhafter Datensa¨tze auch die
anschließenden korrekten Randdatensa¨tze aufgrund der fehlenden Nachbarn nicht
verwendet werden ko¨nnen. Somit wird in der Folge die Datenbasis signifikant ver-
ringert, obwohl sich - bedingt durch die Verwendung von Zeitreihen - die Gro¨ße
des Eingangsvektors erho¨ht. Ein Beispiel fu¨r die Verwendung von Zeitreihen mit
drei Elementen bei fehlenden Eintra¨gen in der Datenbank zeigt Tab. 4.3. Hier-
bei gelten Prozeßdaten noch als a¨ufeinanderfolgend ,¨ wenn der Abstand zwischen
zwei verifizierten Vektoren kleiner 3 Vektoren ist.
Um die starke Einschra¨nkung der Anzahl nutzbarer Datensa¨tze zu verhin-
dern, mu¨ssen fehlerhafte oder unvollsta¨ndige Vektoren durch realita¨tsnahe, je-
doch ku¨nstlich generierte Werte ersetzt werden. Hierfu¨r bieten sich zum einen die
Verwendung von vorhandenem Prozeßwissen oder die Fortschreibung von Varia-
blen anhand von verfu¨gbaren Daten an. Man unterscheidet dabei:
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Datenbankeintra¨ge
Eintrag k − 2 Eintrag k − 1 Eintrag k
Eintrag m− 2 Scha¨tzung des Eintrags m− 1 Eintrag m
Scha¨tzung des Eintrags n− 2 Scha¨tzung des Eintrags n− 1 Eintrag n
Tabelle 4.4: Datensatzabfolge bei Abscha¨tzung unvollsta¨ndiger Eintra¨ge
• Daten mit kurzzeitigem Trend; Inter- oder Extrapolation durch benachbart
liegende Datensa¨tze,
• Daten mit langzeitigem Trend; Linearisierung durch Konstante und stocha-
stischen Rauschanteil,
• Daten mit hoher Kreuzkorrelation der Variablen untereinander; Parame-
terscha¨tzung mit Hilfe eines bekannten Anteils des Datensatzes.
Ein entsprechendes Beispiel fu¨r einen Datenbestand mit ersetzten fehlerhaften
Werten zeigt Tab. 4.4. Wiederum tritt im Vektor ein Eintrag von drei zeitlich
aufeinanderfolgenden Parametern auf.
[HPS98] weist gegenu¨ber dem zuvor beschriebenen Verfahren der Streichung
unvollsta¨ndiger Datensa¨tze eine deutliche Verringerung des Vorhersagefehlers von
neuronalen Netzen nach. Insbesondere bei sehr geringen zur Verfu¨gung stehenden
Datenmengen ist diese Form der Datenaufbereitung geeignet, den Aufbau von
Netzwerken zu ermo¨glichen, die generalisierungsfa¨hig sind. Allerdings bedarf diese
Vorgehensweise eines ho¨heren Aufwands bei der Vorverarbeitung der Daten, da
geeignete Regeln zur Parameterfortschreibung zum Beispiel durch statistische
Untersuchungen ermittelt und implementiert werden mu¨ssen.
5 Neuronale Netze im Blasstahlprozeß
5.1 Grundlegende Einsatzmo¨glichkeiten
Dieser Abschnitt zeigt mo¨gliche Einsatzgebiete von ku¨nstlichen neuronalen Net-
zen in der Stahlerzeugung auf. Zudem wird die Einbindung in die bestehende
Anlagensteuerung unter der Fragestellung betrachtet:
• Ku¨nstliches neuronales Netz als Ersatz einer bestehenden konventionellen
Regelung oder
• Hybrides System durch Kombination von konventionellem Modell und neu-
ronalem Netzwerk zur Erga¨nzung einer herko¨mmlichen Prozeßregelung.
Es folgt die Beschreibung der Anpassung der Anwendung an fu¨r den Stahler-
zeugungsprozeß typische Umfeldbedingungen. Dazu za¨hlen die Optimierung der
Netztopologie, die Bestimmung des Zeitpunkts fu¨r ein erneutes Training der Net-
ze sowie die Untersuchung der Anwendungen auf regelungstechnische Stabilita¨t.
Die Reaktion der Applikation auf Verfa¨lschung oder Ausfall einzelner Eingangs-
variablen wird in einer Empfindlichkeitsanalyse ermittelt. Eine Bewertung der
Verbesserung der Prozeßfu¨hrung sowie prinzipielle U¨berlegungen zur Standar-
disierung der Anwendungen in unterschiedlichen Einsatzbereichen schließen das
Kapitel ab.
Bestehende Systeme zur Steuerung und Regelung von industriellen Prozessen
arbeiten auf der Grundlage physikalischer Modelle. Die nicht konstanten Modell-
parameter werden abgescha¨tzt und in der Inbetriebnahmephase vorla¨ufig einge-
stellt. Oftmals erfolgt eine arbeitspunktorientierte Anpassung an reale Prozeß-
verla¨ufe durch Nachfu¨hrung einzelner Parameter. Dies kann sowohl offline unter
Verwendung von Expertenwissen durchgefu¨hrt werden als auch teil- oder vollauto-
matisiert durch Adaption des Systems wa¨hrend des laufenden Betriebes erfolgen.
Aufgrund der hohen Komplexita¨t der Anlagentechnik bestehen vielfach Sy-
stemzusammenha¨nge, deren physikalisch-technische Hintergru¨nde nicht vollsta¨n-
dig bekannt sind. Ha¨ufig ist die mathematische Abbildung in geschlossener Form
entweder nicht mo¨glich oder nicht mit vertretbarem Aufwand realisierbar. Das
Prozeßwissen liegt vielfach nur in Form gemessener Anlagendaten vor. In den ver-
gangenen Jahren wurden in der stahlerzeugenden und -verarbeitenden Industrie
zahlreiche Versuche unternommen, datenbasierte Informationstechniken fu¨r die
Prozeßleittechnik nutzbar zu machen. Der Einsatz ku¨nstlicher neuronaler Netze
beschra¨nkt sich in vielen Anwendungen auf adaptive Steuerungsaufgaben. Imple-
mentierungen in geschlossenen Regelkreisen stellen eher Ausnahmefa¨lle dar. Die-
se Einschra¨nkung des Einsatzbereichs findet ihre Begru¨ndung im nichtlinearen
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Verhalten neuronaler Systeme. Der zum Betrieb von Anlagen no¨tige Nachweis
regelungstechnischer Stabilita¨t kann u¨blicherweise nur unter Annahme zahlrei-
cher beschra¨nkender Randbedingungen gefu¨hrt werden. Hingegen ist ein stabiles
Verhalten bei einem Regelkreis ohne Ru¨ckfu¨hrung, also einem Steuerungssystem,
erheblich einfacher zu gewa¨hrleisten [SFJ+96].
Wa¨hrend der vergangenen Jahre hat sich die Verwendung von neuronalen
Netzwerken in vielen Bereichen als erfolgreiche Technologie der Datenauswer-
tung etabliert. Die Mehrzahl der Anwendungen umfaßt Problemstellungen der
Mustererkennung und der Vorhersage. Dabei wurden viele Konzepte der neu-
ronalen Computertechnik durch Erkenntnisse auf dem Gebiet der biologischen
Neurogenetik beeinflußt [KFS97]. Die Sichtweise der statistischen Mustererken-
nung liefert einen direkten und eher prinzipiellen Ansatz zu vergleichbaren Kon-
zepten [Aka74, Bis97]. Die Technik neuronaler Netzwerke hat in der chemischen
Industrie, der Robotertechnik wie auch im Konsumgu¨terbereich fu¨r Aufgaben der
Prozeßidentifikation sowie als Mo¨glichkeit zur Schadenserkennung Anwendungen
gefunden [PS91, KK92, Jor91, BM90, CM92]. Neuronale Netzwerke werden zu-
dem bereits seit vielen Jahren erfolgreich in der visuellen Informationsverarbei-
tung eingesetzt [Fuk98].
Im Bereich der Stahlerzeugung und -verarbeitung existieren Anwendungen in
den Bereichen des Hochofenbetriebs [SSD96], der Entschwefelung des Roheisens
[DDK+94, DHDB94], der Elektrolichtbogeno¨fen [SBS92], der Stranggießanlagen
[KKT91] und der Walzgeru¨ste [Kue97]. Eine weitere Untersuchung schla¨gt eine
verbesserte Walzkraftvorhersage auf der Grundlage selbstorganisierender Netz-
werke vor [Hop97]. Der Einsatz neuronaler Netzwerke auf dem Gebiet der Blas-
stahlerzeugung umfaßt Untersuchungen zur Modellierung der Abstichvorhersage
[Keu95] sowie eine Studie zur Modellierung dynamischer Vorga¨nge im Konverter
[YCB96].
Bei der Abbildung von technischen Prozessen existieren zwei unterschiedliche
Ansa¨tze: Eine Mo¨glichkeit stellen wissensbasierte Ableitungen dar, denen mecha-
nistische Modelle zugrundeliegen. Als zweiter Ansatz wird die Generierung eines
Systemabbildes mit Hilfe von aufgenommenen Daten des Prozesses, also ein empi-
risches Modell, verfolgt. Beide Vorgehensweisen besitzen ihre spezifischen Sta¨rken
und Schwa¨chen. So zeichnen sich wissensgestu¨tzte Systeme durch ein hohes Maß
an Allgemeingu¨ltigkeit und Exaktheit aus, da ihre Aussagen und Regeln auf dem
Versta¨ndnis des zugrundeliegenden Prozesses beruhen. Hingegen ist die Erstel-
lung solcher Modelle u¨blicherweise ein komplexer und damit zeitaufwendiger Vor-
gang, insbesondere dann, wenn die zugrundeliegenden technisch-physikalischen
Vorga¨nge nicht in Ga¨nze erfaßt werden ko¨nnen. In der einfachen Implementier-
barkeit liegt der große Nutzen von datenbasierten Modellen. Auch ohne vertieftes
Prozeßwissen lassen sich Zusammenha¨nge zwischen Prozeßparametern ableiten.
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Hingegen ist die Reaktion des Systems nur fu¨r solche Fa¨lle vorhersagbar, die
auch beim Training des Modells erfaßt werden konnten. Als nu¨tzlicher Ansatz
hat sich die Kombination von theoretischen und empirischen Systemen zu hy-
briden Modellen erwiesen [MM98, TK94, PU92, CM92]. Dabei u¨bernimmt das
zugrundeliegende mechanistische Modell die Aufgabe, die Generalisierungsfa¨hig-
keit sicherzustellen. Das datenbasierte System wird hingegen genutzt, um nicht
von theoretischen U¨berlegungen erfaßte Zusammenha¨nge abzubilden. Somit sind
im hybriden Ansatz Prozeßwissen und Prozeßdaten gleichermaßen beru¨cksichtigt,
um ein Abbild des Systems zu schaffen.
5.2 Mo¨gliche Einsatzgebiete im Blasstahlprozeß
Betrachtet man den Aufbau der Prozeßsteuerung in der Blasstahlerzeugung, so
bieten sich mehrere Anwendungen fu¨r den Einsatz ku¨nstlicher neuronaler Netze
an. Dies sind:
• Optimierung von Parametern der konventionellen Modelle,
• rein neuronale Systeme zur Diagnose oder Vorhersage,
• hybride Systeme zur Diagnose oder Vorhersage.
Im folgenden werden diese Einsatzgebiete na¨her beschrieben und mo¨gliche An-
wendungen und ihre Einbettung in die Prozeßsteuerung vorgestellt.
5.2.1 Parameteroptimierung
Die konventionellen Modelle enthalten verschiedene Einstellparameter, um ei-
ne Anpassung des regelungstechnischen Abbildes an vera¨nderliche Umgebungs-
bedingungen sicherzustellen. Dabei kann es sich um kurzzeitige, im Extremfall
sprungfo¨rmige A¨nderungen des Prozeßverhaltens oder langfristige Trends han-
deln. Kurzfristige Schwankungen werden zum Beispiel hervorgerufen durch den
Wechsel zwischen dem Einsatz von normalen Sauerstofflanzen und Lanzen zur
CO-Nachverbrennung oder aber Produktion von Stahlsorten unterschiedlicher
chemischer Zusammensetzung. La¨ngerfristige Abweichungen vom eingestellten
Betriebspunkt des physikalischen Modells sind zu erwarten, wenn sich beispiels-
weise aufgrund der Abzehrung der Feuerfest-Ausmauerung des Konverters A¨nde-
rungen in der Ho¨he des Badspiegels oder bei den chemischen Reaktionen des
Stahlbades mit der Ausmauerung ergeben.
Zur Beru¨cksichtigung solcher Vera¨nderungen bestehen prinzipiell zwei Mo¨g-
lichkeiten. Falls die beeinflussenden Gro¨ßen bekannt und ihre Auswirkungen meß-
technisch erfaßbar sind, lassen sich diese in der Abbildung des physikalischen
Modells implementieren. Wenn diese Parameter jedoch nicht einzeln hinsichtlich
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ihrer Effekte zugeordnet werden ko¨nnen oder stark nichtlineare Abha¨ngigkeiten
der Parameter untereinander bestehen, werden vielfach zusa¨tzliche Adaptions-
werte der konventionellen Systemmodelle eingefu¨hrt. Durch diesen Ansatz kann
zudem ein Anwachsen der Komplexita¨t der Modelle aufgrund zusa¨tzlich zu be-
ru¨cksichtigender Eingangsgro¨ßen verhindert werden.
Die Korrekturfaktoren werden im allgemeinen nach jedem kompletten Modell-
durchlauf, also beispielsweise nach jeder Charge, neu berechnet und besitzen im
Regelfall die lineare Form:
kn = (1− α) · kn−1 + α · kkorr (5.1)
kn−1 ist hierbei der Korrekturfaktor des vorangegangenen Modellschritts und
kkorr der aktuell berechnete Korrekturfaktor zu kn−1, der sich aufgrund der Ab-
weichung des Prozeßabbildes von den erzielten Resultaten ergibt. Damit la¨ßt
sich der neue Koeffizient kn ermitteln, der im folgenden Prozeßschritt verwendet
wird. α liegt im Wertebereich zwischen Null und Eins und beschreibt den ein-
zustellenden Adaptionsfaktor. Mit dieser Anpassungsroutine wird sichergestellt,
daß einerseits aktuelle Betriebszusta¨nde erfaßt werden, andererseits einzelne Aus-
reißer oder Sto¨rungen jedoch die Adaption nicht verfa¨lschen. U¨ber die Festlegung
des Adaptionsfaktors α lassen sich die Empfindlichkeit und die Schnelligkeit der
Anpassung bestimmen. Hohe Werte von α fu¨hren zu einer schnellen Angleichung
des Korrekturfaktors, bergen aber gleichzeitig die Gefahren der U¨berreaktion der
Anpassung und der Instabilita¨t bei Auftreten von Sto¨rungen. Wa¨hlt man α nahe
Null, so reagiert das Modell stark geda¨mpft mit einer verla¨ngerten Einstellzeit
auf neue Betriebszusta¨nde. Bild 5.1 zeigt exemplarisch die Nachfu¨hrung eines
Modells an den Prozeßverlauf gema¨ß Gl. 5.1 unter Verwendung unterschiedlicher
Adaptionsfaktoren.
U¨blicherweise wird der Einstellparameter α anhand von Expertenwissen fest-
gelegt und bleibt u¨ber la¨ngere Zeitra¨ume konstant. Die Bestimmung und Nach-
fu¨hrung eines optimalen Adaptionsfaktors α, der die gegensa¨tzlichen Anforderun-
gen nach Schnelligkeit und Stabilita¨t der Modellnachfu¨hrung vereinigt, stellt eine
mo¨gliche Anwendung fu¨r ku¨nstliche neuronale Netze dar. Ziel einer solchen Ap-
plikation ist es, abha¨ngig vom Betriebspunkt der Anlage unterschiedliche Adapti-
onsfaktoren zu verwenden, um die Rechenmodelle bei Auftreten von vera¨nderten
Randbedingungen gezielt und schnell anzupassen. Bei einer solchen Anwendung
handelt es sich im Prinzip um eine Aufgabe der Mustererkennung. Die Schwie-
rigkeit bei der Umsetzung besteht darin, daß die Auswirkungen der Adaption
erst u¨ber den Verlauf der folgenden Chargen erkennbar sind. Die Ableitung eines
aussagekra¨ftigen Gu¨tekriteriums fu¨r die Adaptionsqualita¨t stellt somit eine an-
spruchsvolle Aufgabe dar. Eine abschließende Bewertung einer Applikation unter
Verwendung von neuronalen Netzen ist nur in vergleichenden Langzeitbeobach-
tungen mo¨glich.
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Abbildung 5.1: Modellnachfu¨hrung mit unterschiedlichen Adaptionsfaktoren
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5.2.2 Neuronale Klassifikatoren
Die Erkennung von Betriebszusta¨nden wa¨hrend des laufenden Blaszyklus stellt
einen Verwendungsbereich fu¨r Monitoringsysteme auf der Basis rein neurona-
ler Anwendungen dar. Insbesondere der aufwendige Zugang zu Kenngro¨ßen wie
beispielsweise der Temperatur oder der chemischen Zusammensetzung fu¨hren zu
Ungenauigkeiten der konventionellen Prozeßbeobachtung. Meßgro¨ßen sind nur
zu wenigen Betriebszeitpunkten verfu¨gbar, die Analysen weisen einen Zeitver-
zug auf, und die rauhen Umgebungsbedingungen fu¨hren zu einem signifikanten
Anteil ausgefallener Meßwerte. Mathematische und thermodynamische Modelle
stellen Werte fu¨r die zu chargierenden Materialien sowie die Menge des beno¨tig-
ten Sauerstoffs bereit. Aufgrund der komplexen Natur des Zusammenwirkens der
einzelnen Prozeßvariablen sind die Modelle in ihrer Aussagekraft und Genauigkeit
beschra¨nkt. Statistische Studien lassen erwarten, daß eine genauere Vorhersage
des Chargenzustandes anhand von gemessenen Abla¨ufen erreichbar ist [Keu95].
Eine genauere Kenntnis des aktuellen Betriebszustandes auf der Basis zuga¨ngli-
cher Anlagegro¨ßen sowie zuverla¨ssige Prognosen des Betriebsverhaltens ko¨nnen
anhand von ku¨nstlichen neuronalen Netzen zur Verfu¨gung gestellt werden. Hierbei
kommt die Eigenschaft neuronaler Applikationen zur Anwendung, A¨hnlichkeiten
in Strukturen aus den Daten vergangener Chargen herauszufiltern und zu klassi-
fizieren.
Wie in Abb. 5.2 beispielhaft beschrieben, sind die Daten einer Materialprobe,
das heißt die Analyse mit den Gehalten an Kohlenstoff, Phosphor, Schwefel und
Mangan, etwa 5 Minuten nach der Entnahme verfu¨gbar. Die Zeit zwischen der
Probenentnahme mit der Sekunda¨rlanze wa¨hrend des Blasvorgangs - Zeitpunkt
A - und dem Ende des Hauptblaszyklus - Zeitpunkt B - betra¨gt u¨blicherweise
etwa 2 Minuten. Damit entsteht nach dem Ende des Blasvorgangs eine Warte-
zeit von rund 3 Minuten, bis zum Zeitpunkt C mit Hilfe eines konventionellen
Vorhersagemodells eine vorla¨ufige Aussage getroffen werden kann, ob die gefor-
derten Materialeigenschaften des Stahlbades erreicht werden. Andernfalls ist ein
weiterer Blasvorgang beziehungsweise das Einbringen von Zuschlagstoffen und
Legierungen erforderlich.
Das konventionelle Vorhersagemodell berechnet unter Verwendung nichtlinea-
rer Beziehungen der einzelnen Prozeßparameter eine Abscha¨tzung des zu erwar-
tenden Probeergebnisses auf der Basis der Probenentnahme mit der Sekunda¨r-
lanze. Abha¨ngig vom Vertrauen in die Gu¨ltigkeit dieser Vorausberechnung hat
der Anlagenbediener die Mo¨glichkeit, einen Abstich des Konverters vor dem Er-
halt der endgu¨ltigen Laboranalyse bereits zum Zeitpunkt C einzuleiten. Andern-
falls sind die Werte der Probe abzuwarten, die unmittelbar vor dem Ende des
Blasvorgangs genommen wird. Diese sind zum Zeitpunkt D verfu¨gbar. In die-
ser Vorgehensweise liegen signifikante Rationalisierungspotentiale, da bei einer
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Abbildung 5.2: Schnellabstich mit neuronalem Vorhersagemodell
durchschnittlichen Chargendauer von 25 Minuten bis zu 12 % der Zeit eingespart
werden ko¨nnen, wenn es gelingt, die Ergebnisse der Endanalyse unter Verwendung
der im laufenden Blasprozeß genommenen Werte von Temperatur und Kohlen-
stoffgehalt bereits zum Zeitpunkt B mit einem neuronalen Netzwerk zuverla¨ssig
vorherzusagen. Neben einer erho¨hten Produktivita¨t verbessert sich die Qualita¨t
des erzeugten Stahls, da unerwu¨nschte chemische Vorga¨nge wie beispielsweise
Rephosphorisierung des Stahlbades aus der Schlacke verringert werden. Aus der
verku¨rzten Wartezeit bis zum Abstich resultiert zudem eine geringere thermische
Beanspruchung des Konverters und seiner Ausmauerung.
Bei den von konventionellen Vorhersagemodellen beru¨cksichtigten Zustands-
gro¨ßen handelt es sich im Regelfall um Variablen mit statischem Verhalten, deren
Werte aus einzelnen Messungen vor Beginn des Blasvorgangs oder wa¨hrend ent-
nommener Proben stammen. Diese umfassen beispielsweise:
• Chemische Zusammensetzung, Masse und Temperatur,
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Abbildung 5.3: Aufbereitung dynamischer Meßwerte
• Masse und Zusammensetzung des eingebrachten Schrotts,
• Menge und Art der Flußmittel,
• angestrebte Stahlbadzusammensetzung,
• Kohlenstoffgehalt und Temperatur bei Probenentnahme wa¨hrend des Blas-
vorgangs.
Zusa¨tzlich ko¨nnen Parameter aufgenommen werden, welche eine Aussage u¨ber
den dynamischen Ablauf des Blaszyklus erlauben. Hierzu bieten sich die folgenden
Signale an:
• Ho¨he der Sauerstofflanze u¨ber dem Stahlbadspiegel,
• Entkohlungsrate,
• Audiometersignale.
Die Entkohlungsrate sowie der Schallpegel werden im Rauchgas gemessen. Durch
die Auswahl einzelner Frequenzen des Audiometersignals ko¨nnen Informationen
u¨ber die Schlackenbildung im Konverter abgeleitet werden, welche einen weitrei-
chenden Einfluß auf den Raffinierungsprozeß besitzt. Mit Hilfe dieser fortlaufend
wa¨hrend des Blasvorgangs aufgenommenen Werte lassen sich Profile von Blas-
zyklen klassifizieren. Wie in Abb. 5.3 dargestellt, werden zu diesem Zweck die
Meßwerte zuna¨chst u¨ber eine mehrstufige Datenaufbereitung zu aussagekra¨fti-
gen Kennwerten verdichtet. Ziel ist es, die Anzahl der Neuronen, welche Informa-
tionen u¨ber den Prozeßzustand beinhalten, niedrig zu halten. Eine Mo¨glichkeit
besteht in der Mittelwertbildung u¨ber einzelne Zeitabschnitte bei kontinuierli-
chen Signalen, um zum Beispiel einen durchschnittlichen Signalpegel fu¨r jede
Minute des Blasvorgangs zu erhalten. Anschließend erfolgt eine Merkmalsextrak-
tion. Hierzu bietet sich die Verwendung selbstorganisierender neuronaler Systeme
wie Kohonen-Netzwerke an. Ziel des zu erstellenden Modells ist die Vorhersage
der zu erwartenden Stahlzusammensetzung, also die Voraussage der Gehalte an
Kohlenstoff, Schwefel, Mangan und Phosphor sowie der Temperatur. Fu¨r jede
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Abbildung 5.4: Modell zur Vorhersage der Abstichzusammensetzung
Variable ist ein eigenes Netzwerk vorgesehen, um gegebenenfalls unterschiedli-
che Eingangsparameter beru¨cksichtigen zu ko¨nnen. Die aus den dynamischen In-
formationen erzeugten Signale werden, wie in Abb. 5.4 dargestellt, zusammen
mit den statischen Kenngro¨ßen als Eingangswerte von Multi-Layer-Perceptron-
Netzwerken mit Backpropagation-Trainingsalgorithmus verwendet.
Die Ergebnisse eines in [Keu95] beschriebenen Ansatzes dieser Art sind in Tab.
5.1 zusammengefaßt. Neben dem Kohlenstoffanteil und der Temperatur stellt der
Phosphorgehalt des Stahls ein wesentliches Entscheidungskriterium fu¨r das Ein-
leiten des Ofenabstichs dar. Hier verringern die beschriebenen neuronalen Modelle
den mittleren absoluten Fehler ebenso wie bei der Vorausberechnung der Gehal-
Mittlerer absoluter Fehler
Kohlenstoff Mangan Phosphor Schwefel Temperatur
C Mn P S T
Konventionelles
Modell 1,703% 1,404% 0,651% 0,156% 11,55 ◦C
Neuronales
Modell 1,300% 1,100% 0,284% 0,196% 8,23 ◦C
Vera¨nderung -23,7% -21,7% -56.4% +25.6% -28,7%
Tabelle 5.1: Konventionelle und neuronale Vorhersage fu¨r den Schnellabstich
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te an Kohlenstoff und Mangan sowie der Temperatur signifikant. Das neuronale
Modell des Schwefelgehalts bewirkt hingegen keine Verbesserung der Voraussage-
qualita¨t. Eine mo¨gliche Ursache hierfu¨r liegt in der nicht ausreichenden Erfassung
notwendiger Eingangsparameter des Prozesses, da beispielsweise die variierende
beziehungsweise meßtechnisch nicht erfaßte Eintragung von Schwefel in das Stahl-
bad durch den chargierten Schrott vom Modell nicht beru¨cksichtigt wird.
Zusammenfassend la¨ßt sich feststellen, daß der Einsatz rein neuronaler Syste-
me zur Klassifizierung von Prozeßverla¨ufen und Vorhersage von Stahlbadzusam-
mensetzungen eine Verbesserung der Prozeßfu¨hrung ermo¨glicht. Da die Resultate
der Modelle jeweils etwa drei Minuten vor der Analyse der Probe verfu¨gbar sind,
kann auf diesem Weg ein fru¨herer Abstichzeitpunkt erreicht werden.
5.2.3 Hybride Systeme
Konventionelle Modelle basieren auf theoretisch-physikalischem Prozeßwissen,
das vielfach u¨ber einen langen Zeitraum hinweg erworben und optimiert wird.
Ein gebra¨uchlicher Ansatz in der Modellentwicklung fu¨hrt zu Systemen, die zu-
erst in grober Struktur entwickelt und implementiert werden. In der Folge finden
zusa¨tzliche Einflußgro¨ßen Beru¨cksichtigung, so daß eine zunehmende Genauigkeit
der Abbildung erzielt werden kann. Ferner erfolgt eine fortschreitende Spezialisie-
rung und damit eine Entwicklung vom generalisierenden System zu einem Modell,
das auch Sonderfa¨lle beru¨cksichtigt. Mit der Weiterentwicklung der Prozeßsteue-
rung geht ein Anstieg der Komplexita¨t einher. Vielfach wird dabei insbesonde-
re bei zeitkritischen Anwendungen eine weitergehende Detaillierung des Modells
durch die zur Verfu¨gung stehenden Rechnerkapazita¨ten begrenzt. Zudem ko¨nnen
Schwierigkeiten bei der Wartung des Modells auftreten, wenn das zugrundeliegen-
de Expertenwissen sehr umfassend ist und nur von wenigen Personen geteilt wird.
Ein Ansatz zur Verbesserung der Prozeßabbildung, welcher den Nachteil eines
Anstiegs der Komplexita¨t vermeiden hilft, liegt in der Verbindung von theore-
tisch-physikalischem Wissen einerseits und Erfahrungswissen andererseits. Die-
ses Erfahrungswissen wird mit Hilfe von Methoden der ku¨nstlichen Intelligenz
verfu¨gbar gemacht. Dabei stellt das unterlagerte konventionelle Modell die Basis
des Systems dar und definiert den jeweiligen Arbeitspunkt der Anwendung. Ab-
weichungen zwischen dem Arbeitspunkt und dem aktuellen Systemzustand wer-
den durch neuronale Netze modelliert, die anhand von Daten vorangegangener
Prozeßschritte trainiert werden. Dadurch entsteht eine in Abb. 5.5 dargestellte
hybride Struktur der Abbildung von zeitabha¨ngigen Prozeßverla¨ufen.
In Abb. 5.6 ist die Aufteilung eines Zeitsignals f(t) in einen zeitvarianten
Anteil und einen Rauschanteil gezeigt. Der dort beschriebene, sich mit der Zeit
a¨ndernde Mittelwert f1(t) wird durch das konventionelle Modell entweder di-
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Abbildung 5.5: Struktur eines hybriden Prozeßmodells
Abbildung 5.6: Aufspaltung eines zeitabha¨ngigen Prozeßsignals
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Abbildung 5.7: Training des neuronalen Filters
rekt abgebildet, oder es erfolgt eine Nachfu¨hrung dieses Modells durch geeignete
Adaptionsverfahren. Hierzu eignet sich zum Beispiel der in Kap. 5.2.2 beschrie-
bene lineare Ansatz nach Gl. 5.1. Die Abweichung zwischen dem herko¨mmlichen
Modell und dem realen Prozeß soll durch die Anpassung mo¨glichst gering gehal-
ten werden. Zu diesem Zweck sind die Einstellparameter geeignet zu bestimmen.
Der durch die neuronale Applikation vorherzusagende Modellfehler f2(t) weist
bei optimaler Anpassung des konventionellen Modells keinerlei Trendkurve mehr
auf. Vielmehr stellt er ein zeitunabha¨ngiges, stochastisch verteiltes Rauschen dar.
Damit kommt dem neuronalen Netz in einem hybriden System die Aufgabe ei-
nes Sto¨rgro¨ßenfilters zu, der statischen Charakter besitzt. Das Vorgehen bei der
Erstellung einer derartigen Anwendung besteht also aus den Schritten:
• Aufteilung der Vorhersage in einen dynamischen und einen statischen An-
teil,
• Bestimmung des Fehlers der konventionellen Vorhersage,
• Modellierung des Fehlers durch ein neuronales System,
• Adaption des konventionellen Modells.
Um eine gegenseitige Beeinflussung der Adaptionsroutinen auszuschließen und
daraus resultierende Stabilita¨tsprobleme zu vermeiden, sollten wie in Abb. 5.7
gezeigt die Einstellparameter des herko¨mmlichen Modells wa¨hrend des Trainings
des neuronalen Netzwerks nicht vera¨ndert werden. Dieses Vorgehen bewirkt, daß
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Abbildung 5.8: Adaption des konventionellen Modells
der neuronale Filter auf einen festen Betriebspunkt ausgelegt wird. Anschließend
erfolgt unter Aufschaltung des neuronalen Prediktors die Berechnung der Vorher-
sage des hybriden Modells. Die auftretende Abweichung zwischen der Scha¨tzung
und den gemessenen Prozeßdaten dient in der Folge zur Anpassung der Adap-
tionsfaktoren gema¨ß Abb. 5.8. Eine a-priori-Abscha¨tzung einer optimalen Ein-
stellung der konventionellen Adaptionsroutine ist im allgemeinen nicht mo¨glich.
Durch den Wechsel zwischen Netzwerktraining einerseits und konventioneller Ad-
aption andererseits la¨ßt sich durch Iteration eine gu¨nstige Aufteilung zwischen
den beiden Elementen des hybriden Systems erzielen. Im Idealfall entsteht ein
neuronaler Filter, der zeitunabha¨ngig ist. Damit entfa¨llt die Notwendigkeit eines
ha¨ufigen erneuten Trainings dieses Teilmodells. Die Angleichung der Steuerung
an zeitliche Vera¨nderungen der Umgebung wird vollsta¨ndig auf das konventionel-
le System verlagert.
Gegenu¨ber Anwendungen auf der Basis rein neuronaler Applikationen weist
der vorgestellte Ansatz den Vorteil eines gu¨nstigeren Stabilita¨tsverhaltens des
kombinierten Systems auf. In einer Modellierung, die ausschließlich auf neuro-
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naler Vorhersage beruht, ko¨nnen bei Auftreten eines Eingangszustands, der vom
neuronalen Netz nicht klassifiziert werden kann, Systemantworten entstehen, die
den gesamten Wertebereich der Ausgabe umfassen. Eine sichere Zuordnung im
voraus ist nicht mo¨glich, so daß fu¨r den Nachweis regelungstechnischer Stabilita¨t
die komplette Bandbreite auftretender Ausgaben zu beru¨cksichtigen ist. Der ma-
ximal auftretende absolute Modellfehler Emax,NN bestimmt sich ohne Begrenzung
als das Maximum des absoluten Fehlers ENN des neuronalen Netzes:
Emax,NN = max|ENN | (5.2)
Auch wenn ku¨nstliche neuronale Netze die Eigenschaft der Fehlertoleranz ge-
genu¨ber dem Ausfall einzelner Eingangsparameter aufweisen, kann dennoch nur
durch aufwendige nachgeschaltete Bearbeitungsmechanismen ein sicheres Errei-
chen begrenzter Ausgabewerte auch in diesen Fa¨llen garantiert werden. Dieses
Verfahren fu¨hrt durch die Beschra¨nkung der Ausgabevektoren jedoch gleichzei-
tig zu einer ungewu¨nschten Einschra¨nkung der Leistungsfa¨higkeit der neuronalen
Netze.
Werden hingegen hybride Applikationen verwendet, so ist bei der Implemen-
tierung des neuronalen Ansatzes das konventionelle Basismodell ha¨ufig schon vor-
handen. Zudem liegt in einem solchen Fall der Stabilita¨tsnachweis bereits vor. Die
Untersuchung auf regelungstechnische Stabilita¨t des Gesamtsystems kann sich so-
mit auf die Betrachtung von Einflu¨ssen des hybriden Filters auf das Modellverhal-
ten beschra¨nken. Da die neuronale Struktur auf die Vorhersage der Abweichung
Ekonv zwischen konventioneller Vorhersage und realem Prozeß ausgelegt wird, er-
reicht der auftretende gesamte absolute Modellfehler Emax,Hybrid im ungu¨nstigs-
ten Fall, also bei Versagen der neuronalen Applikation und schlechtestmo¨glicher
Prediktion des konventionellen Modells, maximal die Gro¨ße:
Emax,Hybrid = max|Ekonv|+max|ENN,hyb|
= Emax + Emax
= 2 · Emax (5.3)
Hierbei gilt:
Emax,Hybrid ¿ Emax,NN (5.4)
Abha¨ngig von der durch den konventionellen Ansatz erzielten Genauigkeit ergibt
sich ein erheblich geringerer Einfluß von Ausfa¨llen des neuronalen Netzwerks auf
das hybride Gesamtsystem. Damit ist das Stabilita¨tsverhalten einer hybriden
Modellierung einem rein neuronal aufgebauten System deutlich u¨berlegen. Aus
diesem Grund wird fu¨r die folgenden Abbildungen der Prozeßmodelle der hybride
Ansatz verwendet.
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Zur Implementierung der hier beschriebenen kombinierten Strukturen werden
zweckma¨ßigerweise die im Kap. 3.2 aufgefu¨hrten Prozeßmodelle der Blasstahler-
zeugung als Grundlage herangezogen. Dabei handelt es sich um folgende Abbil-
dungen von Systemzusta¨nden, bei denen die Erstellung eines neuronalen Filters
zur Verbesserung der Vorhersagequalita¨t sinnvoll erscheint:
• Modell 1
Initiierende Berechnung der Massen des Roheisens und des Schrotts basie-
rend auf den Sollwerten der Masse des Stahls, der chemischen Zusammen-
setzung und der Abstichtemperatur sowie den vorausberechneten Gro¨ßen
der chemischen Zusammensetzung und der Temperatur des zu chargieren-
den Roheisens.
• Modell 2
Berechnung eines Korrekturfaktors fu¨r das beno¨tigte Sauerstoffvolumen
zum Erreichen der angestrebten Abstichzusammensetzung sowie eines Kor-
rekturfaktors fu¨r die eingebrachte Eisenerzmasse zur Einhaltung der Ab-
stichtemperatur.
• Modell 3
Berechnung des beno¨tigten Sauerstoffvolumens und der Eisenerzmasse auf-
bauend auf den chargierten Massen von Roheisen und Schrott sowie der
chemischen Zusammensetzung und Temperatur des Roheisens.
• Modell 4
Aktualisierung der Berechnung von beno¨tigtem Sauerstoffvolumen und Ei-
senerzmasse bis zum Erreichen der Abstichbedingungen basierend auf der
Messung des Kohlenstoffgehalts und der Temperatur mit Hilfe der Se-
kunda¨rlanze.
Hierbei ko¨nnen die konventionellen Modelle so aufgebaut sein, daß entweder der
exakte Wert des Ergebnisses vorausberechnet wird oder jedoch aufbauend auf
standardisierten Chargen und Abla¨ufen Korrekturfaktoren berechnet werden, mit
denen die jeweiligen Sollwerte der Charge berichtigt werden. Die Modelle 2 und
3 beschreiben einen vergleichbaren Prozeßabschnitt der Oxygenstahlerzeugung,
sind jedoch an die jeweils zugrundeliegende Struktur der herko¨mmlichen Modell-
bildung angepaßt. Der Fehler der konventionellen Modellierung wird dabei durch
neuronale Strukturen abgebildet.
Bei Vorhandensein einer hinreichend genauen konventionellen Systemabbil-
dung bietet die Kombination des herko¨mmlichen Modells mit einem ku¨nstlichen
neuronalen Netzwerk zur Minimierung des Vorhersagefehlers einen erfolgverspre-
chenden Ansatz. Gegenu¨ber der konventionellen Prozeßsteuerung weisen hybride
Systeme zur Vorhersage und Zustandsdiagnose folgende Vorteile auf:
5. NEURONALE NETZE IM BLASSTAHLPROZESS Seite 58
• Verringerung des Modellfehlers,
• getrennte Modellierung von dynamischen Prozeßa¨nderungen und stochasti-
schen Einflu¨ssen,
• Kombination von theoretischem Prozeßversta¨ndnis und Erfahrungswissen,
• Begrenzung der Komplexita¨t der Modellstruktur,
• Nachweis regelungstechnischer Stabilita¨t mo¨glich.
5.3 Ermittlung der Netztopologie
Unabha¨ngig von den beiden Arten der konventionellen Modellbildung wird die
neuronale Struktur in der vorgestellten Weise als Filtermechanismus genutzt, um
den Fehler zwischen berechneter Vorhersage und gemessenen Prozeßgro¨ßen zu
minimieren. Da ein Differenz- oder Fehlersignal vorliegt, kann dieses dem neu-
ronalen Netz als Zielgro¨ße fu¨r das Training vorgegeben werden. Somit ist die
Voraussetzung fu¨r die Verwendung u¨berwachter Lernstrukturen gegeben. Wie
im vorigen Abschnitt beschrieben, zielt der hybride Ansatz auf die Erstellung
eines statischen neuronalen Sto¨rgro¨ßenfilters. Es entfa¨llt die Notwendigkeit er-
neuter Lernvorga¨nge des neuronalen Netzes innerhalb kurzer Zeitabsta¨nde. Das
Training des Netzwerks kann somit offline mit a¨lteren Datensa¨tzen erfolgen. Aus
diesem Grund kommen fu¨r eine Implementierung auch Algorithmen in Betracht,
die einen hohen Zeitbedarf fu¨r den Adaptionsvorgang aufweisen. Wegen ihres
gu¨nstigen Konvergenzverhaltens, guter Eignung fu¨r rechnertechnische Implemen-
tierungen sowie ihrer Eigenschaft, u¨ber robuste und fehlertolerante Strukturen zu
verfu¨gen, bietet sich der Einsatz von Multi-Layer-Perceptron-Netzen unter Ver-
wendung des Backpropagation-Lernverfahrens an.
Wie in Abb. 5.9 gezeigt, besteht der neuronale Filter aus den Modulen der
Datenvorverarbeitung, dem eigentlichen neuronalen Netzwerk sowie der Nachbe-
arbeitung und der Netzwerkausgabe. Die Eingangsvariablen werden vom Prozeß
u¨ber eine Schnittstelle fu¨r die Vorverarbeitung zur Verfu¨gung gestellt. In einem
ersten Schritt erfolgt eine U¨berpru¨fung des Eingangsdatensatzes auf Vollsta¨n-
digkeit. Unabdingbare Gro¨ßen fu¨r die Vorhersage beispielsweise sind Zielgro¨ßen
wie die chemische Zusammensetzung oder die Temperatur der Charge, aber auch
Eingangsanalysen oder Werte von Probenentnahmen wie der Kohlenstoffgehalt
und die aktuelle Stahlbadtemperatur. Bei Fehlen solcher wesentlichen Elemen-
te des Eingangsvektors empfiehlt es sich, auf die Verwendung eines neuronalen
Prediktors im aktuellen Prozeßschritt zu verzichten. Die Festlegung der unbe-
dingt beno¨tigten Variablen erfolgt unter Verwendung von Expertenwissen und
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Abbildung 5.9: Struktur des neuronalen Filters
Beru¨cksichtigung der Untersuchungen zur Modellempfindlichkeit. Eine Mo¨glich-
keit besteht in der Festlegung eines Signifikanzwertes s fu¨r jede einzelne Varia-
ble. Dieser kann beispielsweise den Wertebereich von 0% bis 100% aufweisen.
Elemente, denen der Wert von s = 100% zugeordnet ist, sind fu¨r das Funktio-
nieren des Modells von existenzieller Bedeutung. Das heißt, ein Ausfall dieser
Variablen fu¨hrt zu einer Abschaltung der neuronalen Vorhersage. Entsprechend
besitzen Variablen mit einem niedrigen Signifikanzwert nur geringen Einfluß auf
die Pra¨diktion und ko¨nnen gegebenenfalls geeignet ersetzt werden. Nachfolgend
werden die einzelnen Variablen auf die Einhaltung von Wertebereichen u¨berpru¨ft,
die anhand von Prozeßkenntnissen vordefiniert wurden. Die Grenzen der U¨berwa-
chung sollten so gewa¨hlt sein, daß die auftretenden Betriebszusta¨nde mo¨glichst
vollsta¨ndig erfaßt werden. Das Auftreten von U¨berschreitungen der Begrenzung
kann verursacht werden durch:
• fehlerhafte oder ausgefallene Messung,
• fehlerhafte Datenu¨bertragung in der Prozeßsteuerung,
• nicht erfaßter oder nicht zula¨ssiger Anlagenzustand.
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Ebenso wie bei der Vollsta¨ndigkeitsu¨berpru¨fung bestehen bei der Behandlung
dieser außerhalb des Gu¨ltigkeitsbereichs liegenden Werte die folgenden Mo¨glich-
keiten:
• Verwerfen des Datensatzes und Abschaltung des neuronalen Filters,
• Benutzung des Datensatzes unter Verwendung des Grenzwertes,
• Verwendung von Default-Werten,
• Interpolation anhand der u¨brigen Elemente des Datensatzes oder voraus-
gegangener Chargen.
Mo¨gliche Ansa¨tze zur Interpolation beziehungsweise zum Ersatz fehlender Da-
ten sind im Abschnitt 4.5.3 beschrieben. Aufgrund der fu¨r neuronale Netzwerke
charakteristischen Fehlertoleranzeigenschaften lassen sich die Variablen im allge-
meinen bei Ausfall durch entsprechende Verfahren abscha¨tzen, ohne daß die Qua-
lita¨t der Vorhersage beeintra¨chtigt wird. Der Abschluß der Datenvorverarbeitung
besteht in der Abbildung der Variablen auf den Wertebereich der neuronalen Ele-
mente mit Hilfe von Transferfunktionen. Durch diese Normierung ergeben sich
numerische Vorteile fu¨r die Implementierung des ku¨nstlichen neuronalen Netzes,
indem eine einfache Initialisierung der Netzwerkgewichte durch Zufallsvariablen
mo¨glich ist. Zudem entfa¨llt die Notwendigkeit, eine Abbildung mit stark unter-
schiedlichen Gewichtsvektoren in der Eingangsschicht zu erlernen, wodurch das
Netzwerktraining beschleunigt wird. Die einzelnen Module der Datenvorverarbei-
tung sind in Abb. 5.10 wiedergegeben.
Das trainierte neuronale Netz besitzt im hybriden Ansatz die Struktur einer
mehrdimensionalen U¨bertragungsfunktion. Das Netzwerk wird mit einem Ein-
gangsvektor x beaufschlagt und antwortet mit einem Ausgangsvektor y.
Das Modul fu¨r die Datennachbearbeitung baut auf den Elementen Reska-
lierung, Wertebereichsu¨berpru¨fung und abschließender Freigabe der neuronalen
Vorhersage fu¨r die Prozeßsteuerung auf. Im ersten Schritt wird die Ru¨cktransfor-
mation der Ausgabewerte des neuronalen Netzwerks auf die Gro¨ßen des Prozeß-
modells vorgenommen. Dies geschieht mit Hilfe von inversen Skalierungsfunktio-
nen gema¨ß Anhang A. Im Anschluß erfolgt eine U¨berpru¨fung des Wertebereichs
der Ausgabe auf Zula¨ssigkeit. Insbesondere sollte an dieser Stelle untersucht wer-
den, ob durch die Kombination der Ergebnisse von konventionellem und neurona-
lem Modul eine Verletzung des Gu¨ltigkeitsbereichs auftritt. Hierzu sind geeignete
Grenzwerte zu definieren. Bei U¨berschreitung der Limitierungen erfolgt eine Ab-
schaltung des neuronalen Modells, andernfalls die Freigabe der Voraussage fu¨r das
kombinierte Prozeßmodell. Grundsa¨tzlich ist diese Untersuchung auch nach der
Zusammenfu¨hrung von neuronaler und konventioneller Vorhersage im System-
modell mo¨glich. Die Entscheidung, an welcher Stelle des kombinierten Systems
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Abbildung 5.10: Struktur der Datenvorverarbeitung
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Abbildung 5.11: Struktur der Datennachbearbeitung
eine solche U¨berpru¨fung erfolgt, sollte von der vorhandenen Struktur des Steue-
rungssystems abha¨ngig gemacht werden. Fu¨r die Plazierung dieses Moduls im
neuronalen Filter spricht der Vorteil, die Strukturen des konventionellen Modells
bis auf die Einbindung der neuronalen Vorhersage nicht vera¨ndern zu mu¨ssen.
Somit entsteht eine einfach strukturierte Schnittstelle zum herko¨mmlichen Mo-
dell ohne Ru¨ckkopplung in die neuronale Anwendung. Die einzelnen Bestandteile
der Nachbearbeitung zeigt Abb. 5.11.
5.4 Erstellung eines Netzwerkprototypen
Im Vorfeld der Erstellung eines neuronalen Netzes wird durch statistische Un-
tersuchung der zugrundeliegenden Daten mit Verfahren wie beispielsweise der
Hauptkomponentenanalyse, Regressionsmethoden oder Korrelationsuntersuchun-
gen eine Auswahl der zu verwendenden Parameter gewonnen. Ferner sind auf-
grund von Expertenwissen gegebenenfalls zusa¨tzliche Eingangsvariablen zu be-
ru¨cksichtigen, auch wenn die Ergebnisse der mathematischen Untersuchungen
auf eine geringe Signifikanz fu¨r den betrachteten Prozeß hindeuten. Mit den so
bestimmten Eingangsgro¨ßen erfolgt das Training und die Evaluierung von Pro-
totypnetzwerken. Eine Aufgabe dieses Modellierungsschrittes besteht in der Be-
stimmung einer geeigneten Anzahl von Neuronen der verborgenen Schicht. Abb.
5.12 zeigt einen charakteristischen Verlauf von CPU-Zeitbedarf fu¨r das Training
5. NEURONALE NETZE IM BLASSTAHLPROZESS Seite 63
Abbildung 5.12: Beno¨tigte Lernschritte und Verlauf des Vorhersagefehlers in
Abha¨ngigkeit von der Anzahl der Elemente in der Zwischenschicht
sowie des Modellierungsfehlers aufgetragen u¨ber der Anzahl von Verarbeitungs-
elementen in der versteckten Zwischenschicht. Dabei ergeben sich in der Regel
ausgepra¨gte Minima der beiden Funktionsverla¨ufe, die fu¨r unterschiedliche Netz-
gro¨ßen auftreten ko¨nnen. Unter Beru¨cksichtigung der konkurrierenden Anforde-
rungen nach Schnelligkeit des Netzwerktrainings und Genauigkeit der Vorhersage
erfolgt die Festlegung dieses Netzparameters, wobei diese Untersuchung gegebe-
nenfalls iterativ fu¨r unterschiedliche Eingangsneuronenzahlen optimiert werden
kann. In einem na¨chsten Schritt wird die Signifikanz der einzelnen Eingangspa-
rameter fu¨r die Funktionalita¨t des Netzwerks getestet, wobei nacheinander die
einzelnen Neuronen des Eingangs ausgeschaltet werden. Als Kenngro¨ßen zur Be-
wertung ko¨nnen zum Beispiel der Modellierungsfehler oder die Korrelation zwi-
schen Sollwert- und Ergebnisvektoren herangezogen werden. Eingangsparameter,
deren Auslassen zu einem Sinken des Modellfehlers beziehungsweise Anstieg der
Korrelation fu¨hren, werden fu¨r ein erneutes Training des neuronalen Netzes ent-
fernt. Anschließend erfolgt eine erneute Empfindlichkeitsanalyse, bis iterativ eine
Netzwerktopologie gefunden ist, die eine minimale Zahl von Eingangselementen
mit optimalen Vorhersageergebnissen verbindet. Abb. 5.13 zeigt schematisch die
Abfolge der einzelnen Modellierungsschritte.
Die Untersuchung der Empfindlichkeit der Netze hinsichtlich des Ausfalls ein-
zelner Variablen kann gleichzeitig dazu verwendet werden, die vorab festgelegten
Signifikanzwerte nach Abschnitt 5.3 auf Gu¨ltigkeit zu u¨berpru¨fen und gegebe-
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Abbildung 5.13: Modellierungsschritte zur Erstellung eines neuronalen Netzwerks
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nenfalls zu korrigieren. Zudem kann eine Festlegung derjenigen Variablen erfol-
gen, bei deren Nichtverfu¨gbarkeit der neuronale Filter abgeschaltet wird, um
den Vorhersagefehler minimal zu halten. Fu¨r die verwendeten Variablen ist eine
anna¨hernde Normalverteilung der Daten anzustreben, die beispielsweise durch
geeignete Skalierungsfunktionen erreicht werden kann. In diesem Fall fu¨hrt ein
Ausfall der Meßgro¨ße und damit eine Vorbesetzung des Eingangs mit dem Wert
Null zu einer geringstmo¨glichen Verfa¨lschung der Netzwerkausgabe. Folgt die Ver-
teilung hingegen einer nichtsymmetrischen Dichtefunktion, kann es ratsam sein,
den Vorbesetzungswert des betreffenden Parameters entsprechend auf den Zen-
tralwert der Verteilung anzupassen. Diese Angleichung la¨ßt sich mit Hilfe der
Empfindlichkeitsuntersuchung optimieren.
5.5 Netzwerktraining
Wie bereits im Abschnitt 5.2.3 beschrieben, weisen neuronale Filter im gu¨nstigs-
ten Fall statisches Verhalten auf. Somit besteht nicht zwangsla¨ufig die Notwendig-
keit einer ha¨ufigen Neukonfiguration des neuronalen Netzwerks, da die Adaption
des hybriden Modells an sich a¨ndernde Betriebszusta¨nde durch die Anpassungs-
routinen vollzogen wird. Dennoch ist eine U¨berwachung der Vorhersagequalita¨t
des Netzes unerla¨ßlich, um gegebenenfalls ein erneutes Training der neuronalen
Struktur zu initiieren. Hierbei ist zu unterscheiden zwischen einzelnen ungenau
vorhergesagten Chargen und einer nachlassenden Vorhersagequalita¨t der Appli-
kation u¨ber einen la¨ngeren Zeitraum. Im erstgenannten Fall kann der neuronale
Filter in der bestehenden Form weiterhin verwendet werden, da der Anstieg des
Vorhersagefehlers zum Beispiel aus stark schwankendem Prozeßverhalten oder
Sonderereignissen herru¨hren kann. Im letzteren Fall macht ein vera¨ndertes Feh-
lersignal, das nicht mehr mit dem vorhandenen Netz vorhergesagt werden kann,
eine Anpassung erforderlich. Allerdings ist auch eine unzureichende Adaption
des konventionellen Modells als eine mo¨gliche Ursache fu¨r einen Anstieg der Ab-
weichungen zu sehen. Daher sollte auch die Vorhersagegu¨te des konventionellen
Modells in die Bewertung einbezogen werden. Als Ansatz fu¨r die Bewertung der
Vorhersagequalita¨t bietet sich das Verha¨ltnis von aktuellem Fehlerabsolutwert
und dem u¨ber mehrere Chargen gemittelten Fehlerabsolutwert an. Die Gro¨ße
Ei,hyb beschreibt die Abweichung der i-ten Charge. Mit dem Sollwertvektor y
(i)
und dem berechneten Ausgabevektor y˜(i) errechnet sie sich zu:
Ei,hyb =
√
(y(i) − y˜(i))2 (5.5)
Ehyb ist der u¨ber alle betrachteten n Chargen gemittelte absolute Fehler und
stellt den Bezugswert dar:
Ehyb =
1
n
n∑
i=1
Ei,hyb (5.6)
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Ferner beschreibt Ehyb,m den u¨ber m Chargen gemittelten Fehler des hybriden
Modells:
Ehyb,m =
1
m
m∑
i=1
Ei,hyb (5.7)
Die entsprechenden Gro¨ßen des konventionellen Modells lauten Ei,konv, Ekonv und
Ekonv,m. Es soll gelten:
Ehyb < Ekonv , (5.8)
da andernfalls durch das neuronale Netz keine Verbesserung der Vorhersagequa-
lita¨t gegenu¨ber dem herko¨mmlichen Ansatz erreicht wu¨rde. Ein erneutes Netz-
werktraining soll ausgelo¨st werden, wenn gilt:
Ehyb,n > k1 · Ehyb (5.9)
und gleichzeitig
Ekonv,n < k2 · Ekonv (5.10)
mit
k2²[1, .., 1 + δ] . (5.11)
Mit Hilfe von k1 wird dabei eine Toleranzschwelle definiert, ab der ein erneu-
tes Netzwerktraining ausgelo¨st werden soll. Der Faktor k2 stellt sicher, daß im
betrachteten Zeitraum eine gute Qualita¨t der konventionellen Adaption gewa¨hr-
leistet ist und nicht ein unruhiger Prozeßverlauf zu einem verfru¨hten Neutraining
des Filternetzwerks fu¨hrt. Daher ist der Parameter δ mo¨glichst klein zu wa¨hlen.
Die Bestimmung geeigneter Werte fu¨r k1, δ sowie die Anzahl n der Chargen, u¨ber
die gemittelt wird, kann jedoch nur empirisch erfolgen.
An die Auswahl der Datensa¨tze fu¨r das Training der neuronalen Anwendung
bestehen folgende Anforderungen:
• Aktualita¨t der Datensa¨tze,
• Vollsta¨ndigkeit der erfaßten Betriebszusta¨nde,
• Handhabbarkeit der Datenbank.
Um das Netzwerk mit zeitnahen Daten trainieren zu ko¨nnen, sollte ein mo¨glichst
umfangreicher Anteil der zugrundeliegenden Datenbank auf aktuellen Chargen-
werten basieren. Gleichzeitig ist es jedoch fu¨r den Erhalt der Generalisierungs-
fa¨higkeit des neuronalen Netzwerks in außergewo¨hnlichen Betriebszusta¨nden un-
erla¨ßlich, auch Datensa¨tze von untypischen Prozeßverla¨ufen fu¨r das Training zur
Verfu¨gung zu stellen. Um ein zu starkes Anwachsen der Datenbank zu vermeiden,
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Abbildung 5.14: Aufbau der Datenbank fu¨r das neuronale Netz
empfiehlt sich der in der Abb. 5.14 dargestellte Ansatz. Ein Teil des Datenspei-
chers entha¨lt Sonderbetriebszusta¨nde, die auf der Grundlage von Expertenwissen
als fu¨r die Anwendung relevant klassifiziert wurden. Die Auswahl und Beurteilung
dieser Datensa¨tze sollte manuell erfolgen, um Daten auszuschließen, die verfa¨lsch-
tes oder nicht prozeßtypisches Verhalten aufweisen. Diese ko¨nnen beispielsweise
bei Sto¨rungen auftreten und die Anlage in Betriebszusta¨nde u¨berfu¨hren, welche
nicht mehr durch die Systemregelung bewa¨ltigt werden ko¨nnen, sondern manu-
ell ausgeregelt werden mu¨ssen. Die Datensa¨tze, die aktuelle Betriebszusta¨nde
repra¨sentieren, werden in einem Speicher vorgehalten, der First-In-First-Out-
Aufbau besitzt, so daß sich die Struktur eines mit dem Prozeß fortschreitenden
Fensters ergibt. Die Aufteilung der Anteile von Sonderereignissen und aktuellen
Anlagegro¨ßen erfolgt empirisch und orientiert sich an der Ha¨ufigkeit abweichen-
der Betriebszusta¨nde, die vom hybriden Modell beru¨cksichtigt werden sollen.
Im Abschnitt 4.5.3 sind Verfahren angefu¨hrt, mit denen die Aufbereitung feh-
lerhafter Datensa¨tze zum Zweck der Verwendung als Trainingswerte fu¨r neuronale
Netze ermo¨glicht wird. Ferner werden in der Literatur erwa¨hnte Mo¨glichkeiten
beschrieben, um durch zufa¨llige Vera¨nderungen von Datensatzinhalten zusa¨tzli-
che Daten zu erhalten. Durch dieses Vorgehen soll eine ausreichende Anzahl von
Vektoren fu¨r das Training und den Test einer neuronalen Applikation sicherge-
stellt werden. Insbesondere bei Anwendungen, die nur eine geringe Anzahl von
Meßwerten aufweisen, wird dieser Ansatz gewa¨hlt. Ebenfalls kann ein Mangel an
Informationen u¨ber bestimmte Betriebszusta¨nde einer Anlage eine Versta¨rkung
der Repra¨sentation dieser Merkmalsvektoren no¨tig machen. Hierdurch sollen die
Interpolationsfa¨higkeit des neuronalen Netzwerks in diesen Bereichen gesta¨rkt
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und eine sichere Klassifikation ermo¨glicht werden. Der Nachteil dieses Vorgehens
liegt in der Verwendung von ku¨nstlich verrauschten Daten, deren Identifikati-
on und Reduzierung auf die vorhandene Information vom neuronalen Netz erst
zusa¨tzlich geleistet werden muß. Daher sollte dieses Verfahren auf Anwendungen
mit extremem Mangel an Datengrundlagen beschra¨nkt bleiben.
Unter diesem Aspekt weist die Prozeßsteuerung der Blasstahlerzeugung Um-
feldbedingungen auf, welche die Implementierung von ku¨nstlichen neuronalen
Netzwerken erheblich erleichtern. Aufgrund des fortlaufenden Ofenbetriebes und
der Erfassung einer großen Anzahl an Prozeßgro¨ßen zu Zwecken der U¨berwa-
chung, Analyse und Qualita¨tssicherung stehen Prozeßdaten in ausreichender An-
zahl zur Verfu¨gung. Um neuronale Netze gezielt zu trainieren, empfiehlt sich die
Verwendung von ausgewa¨hlten Datensa¨tzen. Dabei sollten ausschließlich Chargen
verwendet werden, deren Daten folgenden Anforderungen genu¨gen:
• Vollsta¨ndigkeit des Datensatzes,
• Einhaltung von Grenzwerten,
• Zuverla¨ssigkeit.
Der letzte Punkt gewinnt an Bedeutung, wenn manuelle Eingriffe in den Anlagen-
betrieb mo¨glich sind, etwa eine nachtra¨gliche Vera¨nderung von Gro¨ßen, die durch
die Prozeßmodelle berechnet wurden. Fu¨r den Fall, daß keine Beru¨cksichtigung
dieser A¨nderungen im Modell mo¨glich ist, sollte auf die Verwendung der betreffen-
den Datensa¨tze fu¨r das Netztraining verzichtet werden, um nicht ein verfa¨lschtes
Verhalten des Systems abzubilden. Zu diesem Zweck ist es sinnvoll, eine Variable
zu generieren, die anzeigt, ob der Ablauf einer Charge den berechneten Werten
entspricht oder aber ein Eingriff von außen in das Steuerungssystem erfolgte.
5.6 Stabilita¨tsuntersuchung
Vor dem Einsatz eines neuronalen Modells im System der Prozeßsteuerung steht
die Untersuchung auf regelungstechnische Stabilita¨t. Bei statischen ku¨nstlichen
neuronalen Anwendungen handelt es sich um mehrdimensionale U¨bertragungs-
funktionen. Anders als bei Systemen der klassischen Regelungstechnik ist die
Anwendung von Stabilita¨tskriterien wie zum Beispiel die Untersuchung der cha-
rakteristischen U¨bertragungsgleichung und des Da¨mpfungsgrades nach den Kri-
terien von Hurwitz, Nyquist oder Michailow [Fra67, Fo¨l92] nicht ohne weite-
res mo¨glich. Die hohe Anzahl von nichtlinearen Vernetzungen im Inneren des
Netzwerks ermo¨glicht keine geschlossene mathematische Beschreibung des U¨ber-
tragungsverhaltens. Eine alternative Vorgehensweise stellt die Betrachtung von
Abscha¨tzungen des maximal auftretenden Fehlers und seiner Auswirkung auf
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das Verhalten des Gesamtsystems dar. Nach Abschnitt 4.2 kommen als Netz-
elemente ausschließlich Neuronen zum Einsatz, die U¨bertragungsfunktionen mit
Sa¨ttigungscharakter aufweisen. Damit ist die Ausgabe dieser Systembestandteile
in ihrem Wert begrenzt. Die Betrachtung des Systemverhaltens kann deshalb auf
diese Grenzwerte beziehungsweise ihre durch die Nachbearbeitung auf physikali-
sche Modellparameter zuru¨ckskalierte Gro¨ßen beschra¨nkt werden.
Fu¨r die Gesamtheit mo¨glicher Ausgaben eines neuronalen Prediktors muß die
Regelungsstruktur mit einem stabil begrenzten Signalverlauf antworten. Die Sta-
bilita¨tsuntersuchung kann sich folglich auf eine Betrachtung des ungu¨nstigsten
auftretenden Zustandes beschra¨nken. Wenn fu¨r diesen Fall, das heißt bei Auftre-
ten des maximalen Vorhersagefehlers Emax, das gesamte Prozeßsteuerungssystem
mit einem begrenzten Antwortsignal reagiert, kann fu¨r jede beliebige Eingangsan-
regung des neuronalen Netzwerks auf ein stabiles Verhalten geschlossen werden.
Bei Modellen, die auf rein neuronalen Strukturen basieren, umfaßt die Ausgabe
wie bereits in Abschnitt 5.5 dargestellt den kompletten Wertebereich der U¨bert-
ragungsfunktion, fu¨r den das Ausgangsneuron skaliert wurde. Damit lassen sich
Fehlklassifikationen von Betriebszusta¨nden nicht definitiv a priori ausschließen.
Aus diesem Grund kann die Anwendung in geschlossenen Regelkreisen zu nicht
vorhersagbarem Systemverhalten fu¨hren.
Betrachtet man hingegen hybride Systeme, so la¨ßt sich ein anderer Ansatz
des Stabilita¨tsnachweises verfolgen. Wie in Gleichung 5.3 ermittelt, betra¨gt der
maximal auftretende Fehler des hybriden Modells
Emax,Hybrid = 2 · Emax . (5.12)
Dabei tra¨gt das konventionelle Modell mit Emax zum Gesamtfehler bei. Dieses
regelungstechnische System muß bereits vorher auf das Auftreten dieses Fehlerbe-
trages ausgelegt sein. Aufgrund der Notation des herko¨mmlichen Modells auf der
Basis von Gleichungssystemen ist ein Nachweis eines stabilen Systemverhaltens
in der Regel leichter zu fu¨hren. An Stelle der einzelnen herausgelo¨sten Betrach-
tung des neuronalen Netzes la¨ßt sich hier eine Untersuchung des ungu¨nstigsten
auftretenden Zustandes durchfu¨hren. Hierzu ist der Nachweis einer ordnungs-
gema¨ßen Funktion des konventionellen Modells zu erbringen, bei dem anstelle
eines Modellierungsfehlers der Gro¨ße Emax der doppelte Wert 2 · Emax auftreten
kann. Aus regelungstechnischer Betrachtungsweise handelt es sich hierbei um die
Aufschaltung einer konstanten Sto¨rgro¨ße. Da die konventionelle Einstellung des
Systemarbeitspunktes u¨blicherweise so ausgelegt wird, daß ein ausreichender Ab-
stand zur Stabilita¨tsgrenze gewa¨hrleistet ist, la¨ßt sich unter Beru¨cksichtigung der
Modellierung nur geringer Abweichungen zwischen konventioneller Modellvorher-
sage und Sollwert gema¨ß Gl. 5.4 der geforderte Stabilita¨tsnachweis erbringen.
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5.7 Benchmarking
Die Bewertung des Verhaltens von neuronalen Netzen erfolgt anhand von de-
finierten Gro¨ßen. Dieses Benchmarking soll neben der Reproduzierbarkeit der
Ergebnisse einen Vergleich der Leistungsfa¨higkeit von Applikationen in unter-
schiedlichen Einsatzbereichen ermo¨glichen. Hierzu werden standardisierte Ver-
fahren der Messung und Dokumentation von Kennzahlen angewendet. Die Da-
tensa¨tze zur Erstellung von neuronalen Applikationen sind in Trainings-, Test-
und Validierungsdaten aufgeteilt. Um eine Nachvollziehbarkeit der Resultate si-
cherzustellen, reicht es nicht aus, die jeweilige Anzahl der Vektoren oder ihren
prozentualen Anteil an der Gesamtdatenmenge anzugeben. Vielmehr sind die
einzelnen Datensa¨tze exakt zu spezifizieren, so zum Beispiel unter Angabe ih-
rer Datensatzkennung. Zur Bestimmung der Abweichung zwischen Soll- und Ist-
werten der Vorhersage von neuronalen Netzen wird ha¨ufig der Mittelwert des
quadratischen Fehlers nach Gl 4.13 verwendet. Der Vorteil dieser Kennzahl liegt
darin, daß der Wert unabha¨ngig von der Anzahl der verwendeten Datensa¨tze ist.
Allerdings bestehen weiterhin Abha¨ngigkeiten von der Anzahl der Ausgabekoeffi-
zienten und der verwendeten Ausgabeskalierung, was einen Vergleich von Netzen
unterschiedlicher Topologie erschwert. Eine Normalisierung dieser Faktoren fu¨hrt
zur Definition eines quadratischen prozentualen Fehlers [Pre94]:
Eq% = 100
fmax − fmin
nm
n∑
i=1
m∑
j=1
(y(ij) − y˜(ij))2 (5.13)
fmin und fmax sind die Werte des Minimums und des Maximums der Ausgabe-
skalierung, n bestimmt die Anzahl der Datensa¨tze und m die Anzahl der Kom-
ponenten des Ausgabevektors.
Die Leistungsfa¨higkeit eines neuronalen Netzes wird durch seine Fa¨higkeit
der Generalisierung bestimmt. Zur Ermittlung dieser Eigenschaft wird der Fehler
bezogen auf einen Satz von Validierungsdaten berechnet. Aufgrund der Initialisie-
rung der Gewichte der Netze mit Hilfe einer Zufallsverteilung unterscheiden sich
die Lernergebnisse auch bei Verwendung identischer Algorithmen und gleicher
Trainingsdatensa¨tze. Um zuverla¨ssige Aussagen u¨ber das Verhalten von neuro-
nalen Netzen treffen zu ko¨nnen, ist daher die Bestimmung des Fehlers eines ein-
zelnen Netzwerks nicht ausreichend. Vielmehr mu¨ssen eine repra¨sentative Anzahl
von Netzen getestet und statistische Abscha¨tzungen u¨ber das Verhalten des Feh-
lers getroffen werden. Neben der Bestimmung des Netzes mit dem geringsten
Fehler aus einer Serie von Netzen gleicher Topologie ist daher auch die Angabe
der Standardabweichung der Fehlerwerte der einzelnen Netze von Interesse. Je
geringer diese ist, desto gleichma¨ßiger konvergieren die Netze und um so gu¨nsti-
ger ist die Generalisierungseigenschaft [Pre94].
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Um eine Aussage u¨ber die Auswirkung der Verwendung eines neuronalen Fil-
ters treffen zu ko¨nnen, muß zuerst die Genauigkeit des existierenden herko¨mmli-
chen Systems betrachtet werden. Hierbei kann die Problematik auftreten, daß im
Prozeßverlauf entstehende Abweichungen oder manuelle A¨nderungen von Ein-
stellungen dazu fu¨hren, daß die urspru¨nglichen Daten, auf denen die Modell-
rechnung basierte, u¨berschrieben werden. Ferner ko¨nnen zudem Betriebsweisen
in Abweichung von den Modellvorgaben gefahren werden. Daher ist zum Zweck
des Benchmarkings fu¨r das konventionelle System eine geeignete Speicherung so-
wohl der tatsa¨chlich verwendeten Prozeßgro¨ßen als auch derjenigen Daten, wel-
che die Grundlage der Berechnung bilden, sicherzustellen. Auch kann sich eine
nachtra¨gliche Neuberechnung von Prozeßdaten mit einem Offline-Modell des Sy-
stems anbieten, um verla¨ßliche Datensa¨tze zu gewinnen. Steht nicht der Vergleich
von Netzwerktopologien untereinander im Vordergrund, sondern soll die Gu¨te ei-
nes Vorhersagemodells im realen Prozeß bewertet werden, so empfiehlt sich aus
Gru¨nden der Anschauung anstelle der Verwendung des einheitenlosen quadrati-
schen prozentualen Fehlers nach Gl. 5.13 die Verwendung eines einheitenbehaf-
teten absoluten Fehlermittelwertes Eabs:
Eabs =
1
nm
√√√√ n∑
i=1
m∑
j=1
(y(ij) − y˜(ij))2 (5.14)
Ferner lassen die Bestimmung der Korrelation zwischen Soll- und Istwert sowie
der Standardabweichung Ru¨ckschlu¨sse auf die Exaktheit der Abbildung unter
dem Einfluß von Sto¨rungen sowie die Streuung der Vorhersagewerte zu [Sad70,
Sta70].
Beschreiben Ekonv nach Gl. 5.14 den mittleren absoluten Fehler des herko¨mm-
lichen Modells und Ehyb denjenigen des gesamten hybriden Modells, so erha¨lt man
die prozentuale Vera¨nderung des Modellfehlers aus der folgenden Gleichung:
∆E =
Ekonv − Ehyb
Ekonv
(5.15)
Positive Zahlenwerte von ∆E beschreiben eine Verbesserung der Modellierung,
negative Werte deuten auf eine Vergro¨ßerung des Modellfehlers durch das neu-
ronale Netz hin. Fu¨r das Benchmarking ist eine statistisch wirksame Anzahl
von Validierungsdatensa¨tzen vorzusehen. Der Anwender kann eine Wirtschaft-
lichkeitsschwelle ∆Emin definieren mit
∆E ≥ ∆Emin > 0, (5.16)
ab der die Implementierung eines hybriden Systems in der Prozeßleittechnik sinn-
voll erscheint. Hierbei wird dem Aufwand fu¨r die Anwendung des neuronalen
Netzes die Verbesserung der Regelungsgu¨te gegenu¨bergestellt. Die zu beru¨cksich-
tigenden Kosten beinhalten:
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• Studien u¨ber die Realisierbarkeit,
• Implementierung und Pflege des neuronalen Moduls,
• Einbindung in das vorhandene Prozeßmodell,
• Aufwand fu¨r die Rechnertechnik,
• Aufnahme zusa¨tzlicher Prozeßparameter.
Diesen Aufwendungen stehen durch die verbesserte Modellierung Einsparungen
auf den folgenden Gebieten gegenu¨ber:
• Produktionszeit,
• Chargenmaterial,
• Instandhaltungskosten,
• Wartungsaufwand fu¨r Prozeßsteuerung.
5.8 Vergleichbarkeit und Standardisierung
Mit Hilfe der in den vorangegangenen Abschnitten vorgestellten Vorgehensweisen
sollen Anwendungen von hybriden neuronalen Filtern fu¨r die Blasstahlerzeugung
erstellt werden. Dabei kommt der Standardisierung beim Aufbau der Applikati-
on sowie der Bewertung der Leistungsverbesserung der Anlagensteuerung hohe
Bedeutung zu, um das Verfahren wirtschaftlich einsetzen zu ko¨nnen. Die Betrach-
tung der Anwendung in unterschiedlichen Ebenen der Produktion umfaßt daher
den Vergleich zwischen den Ergebnissen von:
• unterschiedlichen Teilmodellen einer gesamten Prozeßfu¨hrung,
• mehreren Konvertern einer Anlage,
• verschiedenen Anlagen bei Verwendung der gleichen Prozeßmodelle,
• unterschiedlichen Anlagen mit differierenden Prozeßmodellen.
In den vorgestellten Anwendungsbeispielen wird insbesondere die Strukturierung
der Entwicklung und der Bewertung von neuronalen Filtern im Prozeßabbild un-
tersucht. Das zur Einbindung in das herko¨mmliche Prozeßmodell no¨tige Vorgehen
wird in Module aufgeteilt, welche als ausgefu¨hrte Softwareimplementierung fle-
xibel genutzt werden ko¨nnen. Die Vorgehensweise bei der Prototypfindung sowie
der iterativen Optimierung der Module wird hierbei in einzelne Handlungsschrit-
te aufgebrochen. Eine Adaption an das jeweilige Modell und die Einbindung der
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Module in Prozeßschnittstellen muß allerdings unter Beru¨cksichtigung der jewei-
ligen o¨rtlichen Gegebenheiten erfolgen.
Insbesondere wenn mehrere Anlagen vorhanden sind, welche die gleiche Pro-
zeßfu¨hrungs- und Regelungsstruktur aufweisen, kann der Einsatz nur eines neu-
ronalen Netzes fu¨r die Abbildung eines Prozeßschritts mo¨glich und sinnvoll sein.
Auch empfiehlt es sich unter Umsta¨nden, zur Erweiterung der Datenbasis fu¨r
das Netzwerktraining die Datensa¨tze mehrerer gleichartig betriebener Konver-
ter eines Werkes zu verwenden. Dem in diesem Fall vorhandenen Vorteil einer
ho¨heren Generalisierungsfa¨higkeit steht gegebenenfalls der Nachteil einer nachlas-
senden Spezialisierung auf die vorhandenen Eigenschaften der einzelnen Anlagen
gegenu¨ber. Somit muß eine vergleichende Untersuchung der Leistungfa¨higkeit von
einzeln adaptierten Systemen und generalsiertem Modul unter Beru¨cksichtigung
des zu erbringenden Aufwandes die Grundlage einer diesbezu¨glichen Entschei-
dung bilden.
Die vorgestellten Elemente des Benchmarkings wurden in dieser Arbeit so
gewa¨hlt, daß auch Anlagen mit unterschiedlicher Prozeßfu¨hrungsstruktur hin-
sichtlich ihrer Leistungsfa¨higkeit durch aussagefa¨hige Kenngro¨ßen bewertet wer-
den ko¨nnen. Dabei werden sowohl der Anlagenzustand mit konventioneller Re-
gelung, der Zustand bei Einsatz der neuronalen Applikation sowie die Vera¨nde-
rung der Regelgu¨te in bezogenen Werten wiedergegeben. Zudem kann die Ru¨ck-
rechnung auf reale Kenngro¨ßen des Prozesses wie beispielsweise Mengen einzu-
bringenden Materials, Produktionsgu¨te oder -zeiten erfolgen. Hierdurch ist eine
vergleichende Bewertung des Erfolgs ku¨nstlicher neuronaler Netze auch unter be-
triebswirtschaftlichen Aspekten leicht mo¨glich.
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6 Hybrides Modell
Dieses Kapitel stellt die realisierte Anwendung von ku¨nstlichen neuronalen Net-
zen als hybride Filter in der Stahlerzeugung vor. Dabei werden Prozeßdaten und
Anlagenparameter von Oxygenstahlkonvertern der Firmen British Steel plc. und
Hoogovens B.V. verwendet. Die Umsetzung der vorgestellten Modellierung der
Prozeßsteuerung mit Hilfe von neuronalen Netzwerken anhand realer Anlagenda-
ten, die Verifizierung des Verfahrens in der Stahlproduktion sowie der Vergleich
mit der konventionellen Anlagenfahrweise sind das Ziel dieses Kapitels. Dazu
werden zuerst die verwendeten Modelle sowie die Umsetzung der Datenvorver-
arbeitung beschrieben, um im Anschluß eine geeignete Netztopologie herauszu-
arbeiten. Ausgehend von diesen Vorgaben werden Prototypen von ku¨nstlichen
neuronalen Netzwerken zur Prozeßoptimierung in Blasstahlkonvertern entwickelt.
Die Beschreibung des Trainings der Prototypen mit den Daten realer Stahlerzeu-
gungsprozesse erfolgt in Abschnitt 6.5. Die bereits erwa¨hnte Problematik des
Nachweises der regelungstechnischen Stabilita¨t der erstellten Netzwerke wird im
darauffolgenden Unterkapitel behandelt. Der Abschnitt 6.7 faßt die Ergebnisse
der Implementierung der Netzwerke fu¨r die verschiedenen Teilmodelle zusam-
men und beschreibt deren Aussagekraft im Hinblick auf die Anforderungen an
die Prozeßsteuerung. Darin ist eine Bewertung im Vergleich mit konventionellen
Prozeßsteuerungssystemen anhand von Kennzahlen enthalten.
6.1 Modelle
Fu¨r die Optimierung der Regelung des Blasstahlprozesses werden hybride Filter
basierend auf der konventionellen Prozeßsteuerung vorgefu¨hrt. Ausgehend von
der Aufbereitung der Eingangsdaten erfolgt dann die Festlegung der Netztopolo-
gien. Die Untersuchung umfaßt Modelle fu¨r die folgenden Prozeßschritte gema¨ß
Abschnitt 5.2.3:
• Modell 1
Initiierende Berechnung der Massen des Roheisens und des Schrotts basie-
rend auf den Sollwerten der Masse des Stahls, der chemischen Zusammen-
setzung und der Abstichtemperatur sowie den vorausberechneten Gro¨ßen
der chemischen Zusammensetzung und der Temperatur des zu chargieren-
den Roheisens.
• Modell 2
Berechnung eines Korrekturfaktors fu¨r das beno¨tigte Sauerstoffvolumen
zum Erreichen der angestrebten Abstichzusammensetzung sowie eines Kor-
rekturfaktors fu¨r die eingebrachte Eisenerzmasse zur Einhaltung der Ab-
stichtemperatur.
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• Modell 3
Berechnung des beno¨tigten Sauerstoffvolumens und der Eisenerzmasse auf-
bauend auf den chargierten Massen von Roheisen und Schrott sowie der
chemischen Zusammensetzung und Temperatur des Roheisens.
• Modell 4
Aktualisierung der Berechnung von beno¨tigtem Sauerstoffvolumen und Ei-
senerzmasse bis zum Erreichen der Abstichbedingungen basierend auf der
Messung des Kohlenstoffgehalts und der Temperatur mit Hilfe der Se-
kunda¨rlanze.
In den folgenden Abschnitten werden der Aufbau sowie die Ergebnisse von An-
wendungen mit neuronalen Netzen als Filterelemente beschrieben.
6.2 Datenvorverarbeitung
Vor der Erstellung eines neuronalen Filters fu¨r ein Prozeßmodell erfolgt die Zu-
sammenstellung der zum Zeitpunkt der Modellrechnung im System verfu¨gbaren
Parameter. Ausgehend von der Gu¨te der Signale und ihrer Bedeutung fu¨r die Mo-
dellierung werden Signifikanzwerte der einzelnen Eingangsvariablen gema¨ß Ab-
schnitt 5.3 festgelegt. Dabei orientiert sich diese Festsetzung an den Werten,
die in a¨hnlicher Form fu¨r die konventionellen Rechenmodelle verwendet werden,
so daß sichergestellt werden kann, daß fu¨r einen zula¨ssigen Prozeßzustand des
herko¨mmlichen Modells auch eine Ausgabe des neuronalen Prediktors vorliegt.
Bei Variablen mit hoher Signifikanz kann zusa¨tzlich eine Validierung anhand ei-
ner Verknu¨pfung mit anderen Variablen erfolgen. Beispielhaft zeigt Tab. 6.1 die
Variablen der Vorhersage des beno¨tigten Sauerstoffs sowie des Eisenerzes bis zum
Erreichen der Abstichbedingungen. Aufgelistet sind die Werte fu¨r Minimum und
Maximum, der Default-Wert sowie die Bedeutung der Variablen fu¨r den Modell-
schritt.
Fu¨r die einzelnen Parameter werden die untere und die obere Grenze der Ska-
lierungsfunktion festgelegt. Dies geschieht anhand von Auswertungen der Vertei-
lungsdichtefunktionen der Variablen. Die untere Grenze wird auf den Abszissen-
wert fu¨r einen Anteil von 5% der Variablen gesetzt, die obere Grenze durch den
Wert von 95% aller Variablen bestimmt. Hierdurch la¨ßt sich erreichen, daß eine
angemessene Repra¨sentation der Werte erfolgt, gleichzeitig aber eine Verfa¨lschung
der Skalierung durch Ausreißer vermieden werden kann. Ein Beispiel fu¨r die Fest-
legung der Grenzwerte einer Variablen mit Hilfe ihrer kumulativen Verteilung
zeigt Bild 6.1. Die Auswahl der jeweiligen Normierungsfunktion erfolgt anhand
der Form der Verteilung der einzelnen Variablen. Das Ziel besteht darin, eine
Verteilungsfunktion der skalierten Werte zu erreichen, die einer Normalvertei-
lung angena¨hert ist.
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Berechnung der Sauerstoffmenge und des Eisenerzbedarfs bis zum Abstich
Nr. Variable Minimum Maximum Default Signifikanz
1 Lanzennummer 1 99 1 1
2 Roheisen C [%] 0.3 5.0 4.6 0.9
3 Roheisen Si [%] 0.05 1.2 0.35 0.9
4 Roheisen Mn [%] 0.1 1.0 0.22 0.2
5 Roheisen P [%] 0.015 0.15 0.085 0.2
6 Roheisen S [%] 0.001 0.06 0.012 0.1
7 Roheisen T [◦C] 1240 1500 1390 0.8
8 Chargenmasse [t] 180 270 215 1
9 ges. Schrottmasse [t] 0.1 80 45 1
10 Schrottsorte 1 [t] 0 10 0.5 0.1
11 berechn. Erzmasse [t] -10 20 0 0.8
12 berechn. Volumen O2 [m
3] 3000 18000 12000 0
13 Masse Kalk [t] 5 20 9 0.5
14 Zuschlagstoff 1 [t] 0 8 3.5 0.5
15 Zuschlagstoff 2 [t] 0 10 0 0.1
16 Koksmasse [t] 0 10 0 0.5
17 Probe C [%] 0.01 0.2 0.045 0.9
18 Probe T [◦C] 1550 1750 1690 1
19 Verzo¨gerung [min] 8 400 15 0.3
20 Adaptionsfaktor Erz [t] -8 15 4 0.8
21 Adaptionsfaktor O2 [m
3] -2000 2000 0 0.8
22 Korrekturfaktor 1 0.5 1.5 1 0.1
23 Korrekturfaktor 2 0.5 1.5 1 0.1
24 Korrekturfaktor 3 0.5 1.5 1 0.1
25 Korrekturfaktor 4 0.5 1.5 1 0.1
26 Korrekturfaktor 5 0.5 1.5 1 0.1
27 Korrekturfaktor 6 0.5 1.5 1 0.1
28 Korrekturfaktor 7 15 60 35 0.1
Tabelle 6.1: Eingangsparameter des neuronalen Modells 3
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Abbildung 6.1: Bestimmung der Skalierungsgrenzwerte
Um die neuronalen Filter in die Lage zu versetzen, insbesondere kurzzeitige
Trends des Blasstahlprozesses angemessen wiedergeben zu ko¨nnen, wurden ne-
ben den aktuellen Chargendaten auch Werte als Eingangsparameter verwendet,
die aus vorausgegangenen Chargen stammen. Dabei handelt es sich um Variablen
wie beispielsweise die Mengen der Zuschlagstoffe, Zusammensetzung des Stahlba-
des beim Abstich und Meßwerte der Temperatur. Hinzu kommen noch die nach
dem Ende der Charge berechneten Adaptionsfaktoren des konventionellen Pro-
zeßmodells. Fu¨r den Fall von fehlenden Meßwerten werden Vorbesetzungswerte
definiert, die u¨blicherweise gleich den Schwerpunkten der Verteilungsdichtefunk-
tionen sind, also dem Abszissenwert fu¨r einen Anteil von 50% aller Werte ent-
sprechen. Zuvor wurde eine Scha¨tzung dieser Parameter nach in Abschnitt 4.5.3
beschriebenen Verfahren untersucht. Jedoch ergab sich aufgrund der guten Feh-
lertoleranzeigenschaften der neuronalen Netze nur eine zu vernachla¨ssigende Ver-
besserung der Vorhersageergebnisse. Wie zudem eine statistische Untersuchung
der Daten in diesem Modell zeigte, erreicht hier die Korrelation der angegebenen
Variablen in keinem Fall einen Wert, der gro¨ßer ist als c = 0.69. Daher wurde
der Ansatz, mo¨gliche Referenzen zu anderen Prozeßparametern zu schaffen und
nicht verfu¨gbare Werte zu extrapolieren, in diesem Verarbeitungsschritt nicht
weiter verfolgt. Der fu¨r die Parameterscha¨tzung zusa¨tzlich zu betreibende Auf-
wand la¨ßt daher die Verwendung der Vorgabewerte bei Ausfall von Variablen als
sinnvolle und wirtschaftliche Vorgehensweise erscheinen. Somit wurden fehlende
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Datensatzeintra¨ge fu¨r einen Signifikanzwert, der geringer ist als s = 1, durch
ihren Default-Eintrag ersetzt. Durch die Nutzung von Daten unmittelbar auf-
einanderfolgender Chargen konnten die neuronalen Netzwerke befa¨higt werden,
Schwankungen im Prozeßverlauf geeignet zu modellieren. Gleichzeitig wurde auf
die aufwendige Implementierung lokal oder global ru¨ckgekoppelter Netzwerke zur
Abbildung von zeitvarianten Vorga¨ngen verzichtet.
6.3 Ermittlung der Netztopologie
Beim Einsatz der neuronalen Anwendung als Filterelement handelt es sich um
eine Applikation, in der zu jedem Prozeßschritt ein definiertes Fehlersignal voraus-
gesagt werden soll. Daher ko¨nnen Algorithmen mit u¨berwachten Lernverfahren
eingesetzt werden. Die Auswahl fiel auf die Implementierung von Multi-Layer-
Feedforward-Netzwerken, deren Gewichte mit dem Backpropagation-Trainings-
verfahren adaptiert werden. Ausschlaggebende Gru¨nde fu¨r die Nutzung dieses
Verfahrens sind:
• Robustheit und Fehlertoleranz,
• Verfu¨gbarkeit standardisierter Software,
• einfache rechnerische Implementierbarkeit sowohl des Trainingsalgorithmus
als auch des neuronalen Filters als Transferfunktion im Prozeßmodell,
• gu¨nstiges Konvergenzverhalten.
Der Nachteil des Backpropagation-Verfahrens liegt in der langsamen Adaption
des Netzwerks beim Training. Jedoch besitzt diese Einschra¨nkung fu¨r die An-
wendung keine praktische Bedeutung, da die Generierung der neuronalen Netze
offline erfolgt und aufgrund der statischen Eigenschaften der Filter ein erneutes
Training nur selten erforderlich ist.
Ausgehend von einer Abscha¨tzung der beno¨tigten Elemente in der verborge-
nen Schicht gema¨ß Gl. 4.12 auf der Basis der Anzahl von Eingangs- und Aus-
gangsparametern sowie der fu¨r das Training verfu¨gbaren Datensa¨tze wurden Pro-
totypen von Netzwerken erstellt. Dem in Abschnitt 5.4 beschriebenen Verfahren
folgend wurden anschließend die Anzahl der Neuronen in der verborgenen Schicht
sowie die verwendeten Eingangsparameter iterativ angepaßt. Die hierfu¨r kenn-
zeichnenden Gro¨ßen der einzelnen Filternetzwerke sind in Tab. 6.2 aufgefu¨hrt.
Mit Netz 1 ist dabei das Initialmodell unter Verwendung aller zur Verfu¨gung ste-
henden Eingangsvariablen bezeichnet. Netz 2 beschreibt die Topologie der durch
Iteration empirisch optimierten Netzstrukturen.
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Anzahl Anzahl Anzahl Scha¨tzung Scha¨tzung Optimum
Modell der Var. Var. Neuronen Neuronen Anzahl
Daten Netz 1 Netz 2 Netz 1 Netz 2 Neuronen
Modell 1 4965 25 22 30 34 40
Modell 2 4742 43 24 21 36 30
Modell 3 2966 28 22 20 25 40
Modell 4 3819 22 17 32 40 30
Tabelle 6.2: Anzahl der Elemente in der verdeckten Schicht
In Tab. 6.3 sind die letztlich fu¨r den Modellierungsschritt 3 verwendeten Ein-
gangsparameter aufgelistet. Von den urspru¨nglich genutzten 28 Eingangsgro¨ßen
ausgehend konnte die Zahl der Variablen auf 22 verringert werden, wobei sich
dennoch eine Verbesserung der Vorhersageergebnisse zeigte. In Tab. 6.4 sind fu¨r
dieses Modell die durch die Modifikation der Netztopologie bewirkten Vera¨nde-
rungen der Prediktionsergebnisse zusammengestellt.
6.4 Erstellung eines Netzwerkprototypen
In den zur Zeit fu¨r die Steuerung der Blasstahlproduktion eingesetzten Prozeßmo-
dellen werden Adaptionsroutinen verwendet, um die Modellstrukturen mit Hilfe
der Modifizierung geeigneter Parameter an zeitlich vera¨nderliche Umgebungsbe-
dingungen anzupassen. Dabei muß die Adaption einen Kompromiß zwischen den
konkurrierenden Anforderungen nach Schnelligkeit und Stabilita¨t der Modell-
nachfu¨hrung erreichen. Die Auswahl und Festlegung der Einstellfaktoren erfolgt
manuell unter Nutzung von Expertenwissen. Die Beobachtung und Auswertung
der Prozeßfu¨hrung durch Fachpersonal in regelma¨ßigen Zeitabsta¨nden stellt eine
geeignete Festsetzung der Adaptionsparameter beziehungsweise ihre gegebenen-
falls erforderliche manuelle Nachfu¨hrung sicher.
Wie in Abschnitt 5.2.3 beschrieben, soll mit Hilfe neuronaler Filter die Ab-
weichung zwischen konventioneller Modellvorhersage und realem Prozeßverlauf
abgebildet werden. Dieses Fehlersignal soll im Idealfall ein Verhalten aufweisen,
das zeitunabha¨ngig ist. Aus diesem Grund mu¨ssen zeitlich vera¨nderliche Vorga¨nge
mo¨glichst vollsta¨ndig durch das herko¨mmliche Prozeßabbild erfaßt werden. Dies
erfordert eine Adaption der Modelle, welche auf die schnelle Reaktion auf neue
Betriebszusta¨nde optimiert ist. Da in der laufenden Produktion Tests von un-
terschiedlichen Parametereinstellungen nicht durchfu¨hrbar sind, wurden Offline-
Modelle des Steuerungssystems abgeleitet. Mit diesen wurden basierend auf den
Daten realer Chargen Adaptionseinstellungen generiert, um geeignete Prozeßda-
ten fu¨r die Erstellung neuronaler Filter aufzubereiten. Die Bestimmung der einzu-
stellenden Werte wurde dabei empirisch vorgenommen und in mehreren Schritten
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Minimaltopologie des Netzes
Nr. Variable
1 Lanzennummer
2 Roheisen C [%]
3 Roheisen Si [%]
4 Roheisen Mn [%]
6 Roheisen S [%]
7 Roheisen T [◦C]
8 Chargenmasse [t]
9 ges. Schrottmasse [t]
10 Schrottsorte 1 [t]
11 berechn. Erzmasse [t]
12 berechn. Volumen O2 [m
3]
13 Masse Kalk [t]
14 Zuschlagstoff 1 [t]
16 Masse Koks [t]
17 Probe C [%]
18 Probe T [◦C]
19 Verzo¨gerung [min]
20 Adaptionsfaktor Erz [t]
21 Adaptionsfaktor O2 [m
3]
25 Korrekturfaktor 4
26 Korrekturfaktor 5
27 Korrekturfaktor 6
Tabelle 6.3: Verwendete Eingangsparameter des optimierten Modells 3
optimiert. Mit Hilfe dieser Modellierungen wurden die Chargendaten neu berech-
net. Der beru¨cksichtigte Produktionszeitraum umfaßt dabei 11 Monate fu¨r die
Modelle 1, 3 und 4 sowie 21 Monate fu¨r Modell 2. Fu¨r das Netzwerktraining
sowie die Test- und Validierungsphase konnten aufgrund der hohen Anzahl zur
Verfu¨gung stehender Werte ausschließlich vollsta¨ndige und auf Konsistenz u¨ber-
pru¨fte Datensa¨tze verwendet werden. Hierzu wurden geeignete Vorverarbeitungs-
routinen implementiert. Die nach diesem Aufbereitungsschritt in der Datenbasis
fu¨r die Modellierung zur Verfu¨gung stehenden Datensa¨tze sind in Tab. 6.5 auf-
gelistet. Um eine gleichma¨ßige Repra¨sentation der Daten zu erzielen, erfolgte
die Aufteilung der Datenbankeintra¨ge in Trainings-, Test- und Validierungsda-
tensa¨tze nach dem Muster:
• Training: Datensa¨tze mit den Nummern 4 · n und 4 · n+ 2
• Test: Datensa¨tze mit der Nummer 4 · n+ 1
• Validierung: Datensa¨tze mit der Nummer 4 · n+ 3
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Eingangsparameter Sauerstoffberechnung Eisenerzberechnung
Korrelation Fehler E [m3] Korrelation Fehler E [t]
28 0.750 313.6 0.671 2.742
22 0.760 307.1 0.675 2.737
A¨nderung -0.01 -6.5 -0.004 -0.005
Tabelle 6.4: Ergebnisse der Vorhersage bei Verwendung unterschiedlicher Anzah-
len von Eingangsparametern
Gesamtzahl der
Datensa¨tze
Verwendete
Datensa¨tze
Prozentualer
Anteil
Modell 1 12362 8130 65,8%
Modell 2 26175 9484 36,2%
Modell 3 12362 5931 47,8%
Modell 4 12362 9484 76,7%
Tabelle 6.5: Anzahl der Datensa¨tze
Mit z ist die Gesamtzahl der Datenbankeintra¨ge beschrieben, und es gilt dabei
fu¨r ganzzahlige Werte von n:
z − 1
4
< n ≤ z
4
(6.1)
Somit stehen 50% der Datensa¨tze fu¨r das Training und jeweils 25% aller Werte
fu¨r Test- und Validierungszwecke zur Verfu¨gung. Hierdurch kann sichergestellt
werden, daß eine statistisch wirksame Auswahl von Vektoren vorliegt und somit
repra¨sentative Aussagen u¨ber das Netzwerkverhalten mo¨glich sind. Der Anteil von
Chargen mit Ausnahme-Betriebszusta¨nden am gesamten Datenbestand wurde
auf 10% festgesetzt.
6.5 Netzwerktraining
Das Training der einzelnen Netzwerke erfolgte unter Verwendung handelsu¨bli-
cher Personalcomputer mit Hilfe der Software NeuralWorks Professional II/plus
der Fa. NeuralWare. Die fu¨r die einzelnen Modelle verwendeten Einstellungen
der Trainingsalgorithmen sind dem Anhang B zu entnehmen. Wie in Abschnitt
5.7 angefu¨hrt, reicht im allgemeinen die Ermittlung eines einzelnen Netzwerks
zur Bestimmung der Vorhersagegu¨te nicht aus. Vielmehr mu¨ssen neuronale Net-
ze mit gleicher Topologie und unterschiedlicher zufa¨lliger Initialisierung der Ge-
wichtsvektoren trainiert und getestet werden, um neben dem Netzwerk mit dem
geringsten Fehler aus einer Serie von neuronalen Netzen auch die Standardabwei-
chung der Fehlerwerte bestimmen zu ko¨nnen. Wie in Tab. 6.6 beispielhaft anhand
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Parameter Ebest Emax Emittel σ
Sauerstoff [m3] 307.1 309.2 307.71 0.6559
Eisenerz [t] 2.737 2.741 2.7389 0.00127
Tabelle 6.6: Variation der mittleren Fehlerabsolutwerte E
der mittleren absoluten Fehler von 20 trainierten Netzwerken fu¨r Modell 3 darge-
stellt, konvergieren die Netze in diesem Anwendungsfall jedoch sehr gleichma¨ßig,
wobei die Standardabweichungen der Netzwerkfehler σO2 = 0.6559m
3 und σErz =
0.00127t betragen. Der Grund hierfu¨r kann in der homogenen Fehleroberfla¨che
vermutet werden, so daß ein Verharren in lokalen Fehlerminima wa¨hrend des
Trainings vermieden wird. Der Trainingsvorgang der einzelnen neuronalen Fil-
ter beno¨tigte auf einem PC Pentium III mit einer Taktfrequenz von 300 MHz
zwischen 2.5 und 11 Stunden. Aus praktischen Abscha¨tzungen kann daher bei
Vorliegen eines gleichma¨ßigen Konvergenzverhaltens auf die vorgeschlagene Un-
tersuchung einer gro¨ßeren Anzahl von Netzwerken verzichtet werden, wenn sich
wa¨hrend des Trainingsverlaufs kein atypisches Verhalten des Fehlersignals beob-
achten la¨ßt.
Ein ha¨ufiges Neutraining des Filternetzwerks fu¨hrte zu keiner Verbesserung
der Vorhersage des Gesamtmodells. Im allgemeinen traten gro¨ßere Fehler bei der
Vorausberechnung des Prozeßzustandes als bei der Verwendung eines einzelnen
statischen Netzwerks auf. Dies ist das Ergebnis von Untersuchungen der einzelnen
Modelle. Dabei wurden statischen neuronalen Netzwerken, die mit Datensa¨tzen
aus dem Bereich aller verfu¨gbaren Chargen trainiert waren, Netzwerke gegenu¨ber-
gestellt, die jeweils mit 600 Datensa¨tzen aus der Menge von 1200 aufeinanderfol-
genden Chargen neu adaptiert wurden. Beispielhafte Verla¨ufe der entsprechenden
Validierungsfehler des Modells 3 sind in Abb. 6.2 und 6.3 dargestellt. Die Berei-
che, aus denen die Datensa¨tze der adaptierten Netzwerke stammen, sind jeweils
grau unterlegt. Insbesondere fa¨llt auf, daß auch in dem Abschnitt, aus dem die
Daten fu¨r das neutrainierte Netzwerk stammen, der adaptierte Filter bestenfalls
die gleiche Vorhersagegu¨te wie der statische Filter erreicht. Die Gru¨nde fu¨r dieses
Modellverhalten liegen in:
• Verwendung eines hybriden Modells mit Aufteilung in ein zeitlich vera¨n-
derliches Signal, welches durch das konventionelle Modell nachgefu¨hrt wird,
sowie einen stochastischen Rauschanteil, der durch das neuronale Netzwerk
abgebildet ist,
• gute Anpassung durch das konventionelle Modell, das heißt gu¨nstige Ein-
stellung der Adaptionsparameter,
• sehr geringe Zeitabha¨ngigkeit des Rauschsignals,
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Abbildung 6.2: Modellfehler von statischem und adadptiertem Netzwerk
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Abbildung 6.3: Modellfehler von statischem und adaptiertem Netzwerk
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Adaptions-
bereich
Ehyb
[m3]
Ekonv
[m3]
Ehyb,600
[m3]
Ekonv,600
[m3]
Ehyb,600
Ehyb
Ekonv,600
Ekonv
1 310.2 479.8 293.1 437.0 0.944 0.910
2 310.2 479.8 302.0 487.3 0.974 1.016
3 310.2 479.8 303.2 546.2 0.977 1.138
4 310.2 479.8 322.7 445.7 1.040 0.928
5 310.2 479.8 321.0 566.7 1.035 1.181
6 310.2 479.8 319.8 396.5 1.031 0.826
Tabelle 6.7: Fehler bei Adaption fu¨r Sauerstoffvorhersage bei Modell 3
• Notwendigkeit des Trainings auf der Basis aller verfu¨gbaren Datensa¨tze, um
Generalisierungsfa¨higkeit des Netzwerks zu ermo¨glichen,
• Erfassung von kurzzeitigen Trends durch die Verwendung zeitverzo¨gerter
Eingangsvariablen der vorausgegangen Charge sowie der Adaptierungsfak-
toren des konventionellen Modells.
Wie Tab. 6.7 fu¨r Modell 3 zu entnehmen ist, liegen die Werte fu¨r
Ehyb,600
Ehyb
< 1.04.
Im Gegensatz zu dieser Gro¨ße unterliegen die Werte von
Ekonv,600
Ekonv
Schwankungen,
was eine stark unterschiedliche Qualita¨t der konventionellen Vorhersage anzeigt.
Die gema¨ß Abschnitt 5.5 fu¨r das Auslo¨sen eines erneuten Trainings des neurona-
len Netzes bestimmenden Faktoren wurden zu k1 = 1.05 und δ = 10% gesetzt.
Dennoch ergibt sich in diesem Fall aufgrund des sehr gleichma¨ßigen Verlaufs der
Vorhersagequalita¨t des neuronalen Netzwerks u¨ber einen la¨ngeren Produktions-
zeitraum hinweg keine Notwendigkeit einer erneuten Adaption.
6.6 Stabilita¨tsuntersuchung
Die Abscha¨tzung des maximal durch das neuronale Netz verursachten Fehlers
Emax,hybrid nach Abschnitt 5.6 ergab die in Tab. 6.8 aufgelisteten Werte fu¨r die
einzelnen Modellierungsschritte. Dabei ist zu beachten, daß bereits die konven-
tionellen Modelle fu¨r den halben Wert von ∆E regelungstechnische Stabilita¨t
aufweisen mu¨ssen. Mit yabs als mittlerem Absolutwert einer Ausgabegro¨ße des
konventionellen Modells als Referenzgro¨ße berechnet sich dabei die prozentuale
Abweichung ∆ε der Ausgabegro¨ße des hybriden Gesamtmodells im ungu¨nstigsten
Fall zu:
∆ε =
Emax,hybrid
yabs
(6.2)
Bei der Verwendung neuronaler Netze zur Vorhersage von Prozeßzusta¨nden
ko¨nnen durch Vera¨nderung oder Ausfall von Eingangsparametern Beeintra¨chti-
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Modell Ausgabe Emax Emax,hybrid yabs ∆ε
1 Roheisen [t]
Schrott [t]
33.47
8.39
66.94
16.78
213.6
47.85
31.3%
35.1%
2 k − FaktorO2
k − FaktorErz
367.3
127.1
734.6
254.2
1490.7
950.6
49.3%
26.7%
3 O2 [m
3]
Erz [t]
1378.0
0.52
2756.0
1.04
11923.4
2.155
23.1%
48.3%
4 O2 [m
3]
Erz [t]
455.0
0.310
910.0
0.620
1512.4
0.947
60.2%
65.4%
Tabelle 6.8: Maximaler Einfluß einer neuronalen Fehlklassifikation auf die Vor-
hersage des hybriden Gesamtsystems
gungen der Ausgabegu¨te auftreten. Hierbei muß zwischen folgenden Mechanismen
unterschieden werden, die Sto¨rungen der Eingabegro¨ßen hervorrufen ko¨nnen:
• lineare Verstimmung,
• linearer Offset,
• Ausfall eines Eingangsneurons.
Die hierdurch verursachten Verfa¨lschungen der Netzwerkvorhersage werden
im folgenden mathematisch abgebildet und ihre Auswirkungen auf die Ausgabe-
gro¨ßen an Beispielen untersucht.
6.6.1 Lineare Verstimmung
Es handelt sich hierbei um eine Verfa¨lschung von Werten, die ihre Ursache in
Meß- oder Quantisierungsfehlern bei der Wandlung von analogen in digitale Si-
gnale besitzen kann. Um diese Sto¨rung mathematisch nachzubilden, werden die
betroffenen Parameter mit einer Gro¨ße klin multiplikativ vera¨ndert:
xi,gestoert,lin = xi · klin (6.3)
Wie Fehler- und Korrelationsuntersuchungen ergaben, fu¨hrte eine lineare Ver-
stimmung von Eingangsneuronen nur zu einer geringfu¨gigen Beeinflussung der
Vorhersageergebnisse, da Werte nahe dem Symmetriepunkt Null der Transfer-
funktionen eines Neurons absolut betrachtet nur schwach beeinflußt werden.
Bild 6.4 zeigt die Prediktion eines ungesto¨rten Referenzmodells sowie eines gesto¨r-
ten hybriden Modells mit klin = 1.2. Verwendet wurde hierzu die Ausgabevariable
fu¨r die Masse des chargierten Roheisens von Modell 1.
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Abbildung 6.4: Vorhersageergebnisse von Referenznetzwerk und Netzwerk mit
einer Verstimmung der Eingangsvariable Masse des Eisenerzes um +20%
Abbildung 6.5: Vorhersageergebnisse von Referenznetzwerk und Netzwerk mit
einem linearen Offset von +20% auf der Eingangsvariablen Masse des Eisenerzes
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6.6.2 Linearer Offset
Mo¨gliche Ursachen fu¨r einen linearen Offset von Variablen ko¨nnen wie im vorher-
gehenden Abschnitt ebenfalls Meß- oder Quantisierungsfehler sein. Mathematisch
la¨ßt sich diese Abweichung durch die Addition einer Konstanten koffset zum Ein-
gangswert abbilden:
xi,gestoert,offset = xi + koffset (6.4)
Verglichen mit der linearen Sto¨rung ergab sich eine Verschlechterung der Predik-
tionsergebnisse. Allerdings ermo¨glichen die Fehlertoleranzeigenschaften der neu-
ronalen Netze weiterhin verwendbare Ausgabewerte des hybriden Modells. Abb.
6.5 zeigt die Prediktion eines ungesto¨rten Referenzmodells sowie eines gesto¨rten
hybriden Modells mit einem Offset von koffset von 0.32. Dies entspricht wie im
vorhergehenden Beispiel einer Verstimmung um 20% des Maximalwerts.
6.6.3 Ausfall eines Eingangsneurons
Der Ausfall eines Eingangsneurons kann durch Meßfehler oder aber auch ein
Versagen des Datentransfers bewirkt werden. Der Wert des betreffenden Eingangs
betra¨gt in diesem Fall:
xi,gestoert,Ausfall = 0 (6.5)
Prinzipiell zeigt sich auch in diesem Fall die Fehlertoleranzeigenschaft von neu-
ronalen Netzwerken, so daß die aufgetretene Sto¨rung nicht zu einem ga¨nzlichen
Versagen der Applikation fu¨hrt. Allerdings ha¨ngt die Qualita¨t der Vorhersage sehr
stark von der Ha¨ufigkeitsverteilung der betreffenden Eingangsvariablen ab, wie
der Vergleich von Abb. 6.6 und 6.7 zeigt. Wa¨hrend die Meßwerte der Temperatur
anna¨hernd einer Normalverteilungskurve folgen und damit eine zufriedenstellende
Prediktion mo¨glich ist, resultiert aus der stark unsymmetrischen Verteilung der
Werte fu¨r den Zuschlag von Eisenerz eine deutliche Sto¨rung der Vorhersage. Die
Begru¨ndung hierfu¨r liegt in der großen Entfernung des bei Signalausfall verwen-
deten Eingangswerts Null vom Schwerpunkt der Verteilungskurve. Daraus la¨ßt
sich folgern, daß die Skalierungsfunktionen fu¨r die Variablen so zu wa¨hlen sind,
daß eine mo¨glichst gute Anna¨herung der Werte an eine Normalverteilungskurve
vorliegt.
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Abbildung 6.6: Vorhersageergebnisse von Referenznetzwerk und Netzwerk mit
ausgefallener Eingangsvariablen Temperatur des Roheisens
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Abbildung 6.7: Vorhersageergebnisse von Referenznetzwerk und Netzwerk mit
ausgefallener Eingangsvariablen Masse des Eisenerzes
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Modell Ausgabe Eabs,konv Eabs,hyb ∆E
1 Roheisen [t]
Schrott [t]
9.29
11.24
4.10
3.21
-55.9%
-71.4%
2 k − FaktorO2
k − FaktorErz
303.5
20.9
240.9
14.6
-20.6%
-30.1%
3 O2 [m
3]
Erz [t]
479.8
3.77
307.1
2.73
-36.0%
-27.6%
4 O2 [m
3]
Erz [t]
57.2
0.0911
74.4
0.060
+30.1%
-34.1%
Tabelle 6.9: Vera¨nderung des Vorhersagefehlers
6.7 Implementierung
6.7.1 Kenngro¨ßen der Prozeßfu¨hrung
Als Kenngro¨ße der Prozeßfu¨hrung wird der mittlere absolute Fehler der Aus-
gangsvariablen Eabs gema¨ß Gl. 5.14 verwendet. Zur Ermittlung der Qualita¨t der
Prozeßfu¨hrung werden die jeweiligen Werte fu¨r die Validierungsdatensa¨tze der
einzelnen Modelle errechnet. Der Fehler der konventionellen Modellierung dient
als Referenzgro¨ße zur Bestimmung der Vera¨nderung der Vorhersagequalita¨t. Da-
von ausgehend werden die Ergebnisse der hybriden Abbildung gema¨ß Gl. 5.15
in Relation gesetzt, um einzeln die prozentuale A¨nderung ∆E fu¨r die jeweiligen
Ausgabevariablen zu bestimmen. Die Ergebnisse der vier untersuchten Teilmo-
delle des Blasstahlprozesses sind in Tab. 6.9 zusammengestellt. Zusa¨tzlich gibt
Tab. 6.10 Aufschluß u¨ber die Korrelation zwischen den Sollwerten der Vorhersage
und den konventionellen beziehungsweise hybriden Modellvorhersagen.
Fu¨r die Modelle 2 und 3 ergeben sich Verringerungen des absoluten Modell-
fehlers von mehr als 20%. Die starken Verbesserungen bei Modell 1 sind jedoch zu
einem Teil in Ungenauigkeiten der konventionellen Prozeßabbildung begru¨ndet,
da ha¨ufig Abweichungen des realen Chargenverlaufs von den fu¨r die Modellrech-
nung verwendeten Parametern auftreten. Diese werden vom herko¨mmlichen Sy-
stem nicht erfaßt, beziehungsweise es erfolgt keine nachtra¨gliche Aktualisierung
der Daten im Prozeßmodell. Fu¨r das vierte Modell fa¨llt auf, daß trotz einer ge-
ringfu¨gigen Verbesserung des Korrelationsfaktors c zwischen dem Soll- und dem
Istwert eine Verschlechterung des mittleren absoluten Fehlers auftritt. Hierbei
ist zu beru¨cksichtigen, daß es sich beim eingebrachten Sauerstoffvolumen um
die Stellgro¨ße der geschlossenen Prozeßregelschleife handelt. Daher wird bei Er-
reichen des vorausberechneten Sauerstoffvolumens der Blasvorgang beendet. In
das Rechnermodell wird keine Information u¨ber das Erreichen der gewu¨nschten
Zusammensetzung des Stahlbades eingespeist, so daß sich eine Verzerrung der
Abbildung durch gegebenenfalls erforderliches Nachblasen von Sauerstoff ergibt.
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Modell Ausgabe ckonv chyb ∆c
1 cRoheisen
cSchrott
0.261
0.337
0.758
0.841
+0.496
+0.504
2 cO2
cErz
0.502
0.481
0.646
0.701
+0.144
+0.220
3 cO2
cErz
0.513
0.472
0.760
0.675
+0.247
+0.203
4 cO2
cErz
0.958
0.843
0.961
0.986
+0.001
+0.143
Tabelle 6.10: Vera¨nderung der Korrelationsfaktoren
Die Untersuchung umfaßt ebenfalls die grafische Auswertung der Ergebnis-
se anhand von Relationsgraphen und Histogrammen, um Aussagen u¨ber Eigen-
schaften der Modellierungen zu erhalten. In Abb. 6.8 und 6.9 sind beispielhaft
die Fehler der durch Modell 2 erfaßten Berechnung des Korrekturfaktors fu¨r die
zu chargierende Eisenerzmasse fu¨r das konventionelle und das hybride Modell
gezeigt. Im Idealfall sollen bei Verwendung des gleichen Maßstabs fu¨r die Ach-
senskalierung alle Vorhersagewerte auf der ersten Bilddiagonalen liegen. Wie der
Vergleich der beiden Abbildungen zeigt, kann durch den hybriden Ansatz eine
deutliche Verbesserung der Vorhersagegu¨te erzielt werden, da die Streuungsbrei-
te der Meßwerte verringert wird. Zudem beweisen die sta¨rkere Neigung und der
verringerte y-Achsenabschnitt beim hybriden Modell die exaktere Vorhersage.
6.7.2 Stationa¨re Abweichung der konventionellen Vorher-
sage
Ein weiterer Effekt der Filtermodelle zeigt sich bei der Analyse der Histogram-
me des Prediktionsfehlers. Dieser errechnet sich aus der Differenz zwischen dem
Vorhersage-Soll- und Istwert. In Abb. 6.10 und 6.11 sind fu¨r Modell 3 jeweils der
Fehler von herko¨mmlicher und hybrider Prozeßabbildung fu¨r die beiden Ausga-
begro¨ßen Sauerstoffvolumen und Eisenerzmasse gegenu¨bergestellt. Neben einer
Verringerung des absoluten Fehlers, die an der geringeren Breite der Verteilungs-
kurve erkennbar ist, liegt zudem das Maximum der Verteilungsfunktion beim
neuronalen System in der Na¨he des Nullpunkts. Eine bei der konventionellen
Vorausberechnung vorhandene Verschiebung zu positiven Modellfehlern, die ei-
ner Verstimmung des Gesamtsystems durch einen Offset entspricht, kann durch
den hybriden Filter anna¨hernd beseitigt werden.
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Abbildung 6.8: Modellierungsfehler der konventionellen Eisenerzberechnung
Abbildung 6.9: Modellierungsfehler der hybriden Eisenerzberechnung
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Abbildung 6.10: Verteilung des Vorhersagefehlers fu¨r das Sauerstoffvolumen
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Abbildung 6.11: Verteilung des Vorhersagefehlers fu¨r die Eisenerzmasse
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Parameter ∆pred,conv ∆pred,hyb Vera¨nderung
k − FaktorO2 44.1 m3 23.2 m3 −52.6%
k − FaktorErz 4.53 t 2.70 t −40.3%
Tabelle 6.11: Bandbreite des mittleren absoluten Fehlers fu¨r Modell 2
6.7.3 Gleichma¨ßigkeit der Vorhersage
Der Einsatz hybrider neuronaler Filter in der Blasstahlerzeugung fu¨hrt zu einer
Vergleichma¨ßigung der Prozeßfu¨hrung. Dies ergibt sich aus einer Untersuchung
des Verlaufs des Modellfehlers u¨ber einen la¨ngeren Zeitraum hinweg. Wie aus
Abb. 6.12 ersichtlich, erreichen neuronale Netze nicht nur eine Verringerung des
mittleren absoluten Fehlers Eabs der Vorhersage. Vielmehr unterliegt der Feh-
ler wesentlich geringeren zeitlichen Schwankungen. Definiert man die Bandbreite
∆pred der Vorhersage mit dem Maximum Emax,pred und dem Minimum Emin,pred
als:
∆pred = Emax,pred − Emin,pred, (6.6)
so ergibt sich beispielsweise wie in Tab. 6.11 fu¨r Modellschritt 2 dargestellt eine
Verringerung der Bandbreite um 52.6% beziehungsweise 40.3%.
6.7.4 CO-Nachverbrennungslanze
Die hybriden Systeme zeigen die Eigenschaft, auftretenden Modellierungsspru¨n-
gen beim Wechsel zwischen Produktionsabschnitten mit normaler Lanze und CO-
Nachverbrennungslanze (engl. post combustion, PC) unverzo¨gert zu folgen. Dabei
dient als Eingangsparameter der Netzwerke ausschließlich die Angabe der Lanzen-
nummer, ohne daß eine Information an den Trainingsalgorithmus gegeben wird,
welche der beiden Betriebsformen im jeweiligen Fall vorliegt. Die neuronalen Net-
ze sind in der Lage, das unterschiedliche Betriebsverhalten sicher zu identifizieren
und abzubilden.
In Abb. 6.13 sind die Vorhersagefehler ∆Ox,konv und ∆Ox,hyb der berechneten
Sauerstoffmenge von konventionellem und hybridem Modell 3 dargestellt. Dabei
kommt beginnend mit Charge 546 bis zur Charge 592 eine Nachverbrennungslanze
zum Einsatz. Die konventionelle Prozeßfu¨hrung tendiert bei Betrieb mit normaler
Lanze zu Fehlerwerten ∆Ox,konv, die gro¨ßer als Null sind, und weist wa¨hrend des
PC-Lanzenbetriebs einen negativen Offset von rund −500m3 auf. Hingegen wird
dieser stationa¨re Fehler ebenso wie der sprungfo¨rmige U¨bergang zwischen den
beiden Zusta¨nden durch das hybride Verfahren beseitigt.
Abb. 6.14 zeigt die Modellierung der Vorhersage des beno¨tigten Eisenerzes
mit den Fehlergro¨ßen ∆Erz,konv fu¨r das konventionelle und ∆Erz,hyb fu¨r das hy-
bride System. Zwar kann die Adaptionsroutine des konventionellen Modells den
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Abbildung 6.12: Vorhersagefehler von konventionellem und hybridem Modell
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Abbildung 6.13: Vorausberechnung der Sauerstoffmenge
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Abbildung 6.14: Vorausberechnung der Eisenerzmenge
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Abbildung 6.15: Software zur Online-Modellierung des hybriden Filters
Fehler ∆Erz,konv nach rund 25 Chargen stark reduzieren. Jedoch ergibt sich auch
hier, daß das hybride Modell den U¨bergang zwischen den beiden Betriebsweisen
unverzo¨gert abbildet. Zudem wird der stationa¨re Fehler deutlich verringert.
6.7.5 Online-Modellierung
Vor der endgu¨ltigen Einbindung eines neuronalen Filters in die Systemsteue-
rung werden die entwickelten Prototypnetzwerke wa¨hrend eines la¨ngeren Zeit-
raums parallel zum bestehenden System getestet. Dadurch kann sichergestellt
werden, daß die Parametrierung der neuronalen Netzwerke so erfolgt, daß keine
unerwu¨nschten und gegebenenfalls unzula¨ssigen Betriebszusta¨nde auftreten. Zu
Testzwecken wurde eine auf Personalcomputern basierende Applikation erstellt,
welche die Module der Datenvor- und Nachverarbeitung sowie die Einbindung
des trainierten neuronalen Netzes beinhaltet. Die Implementierung der Module
erfolgte mit Hilfe der Software LabVIEW der Fa. National Instruments. Die-
se ermo¨glicht sowohl eine Kapselung der Anwendung wa¨hrend des Testbetriebs
in einzelne lauffa¨hige Module als auch das Generieren von Quelltext in der Pro-
grammiersprache C++. Dieser kann auf einfache Weise in die bestehende Prozeß-
steuerung integriert werden. In Abb. 6.15 ist das Auswahlmenu¨ der Applikation
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Zusa¨tzlich sind Online-Versionen der konventionellen Modelle auf den Per-
sonalcomputern eingebunden. Damit kann das Verhalten der hybriden Gesamt-
modelle parallel zum laufenden Produktionsprozeß u¨ber eine la¨ngere Zeitspanne
aufgezeichnet werden. Ferner ermo¨glichen diese Modelle die Optimierung von Ein-
stellparametern des herko¨mmlichen Prozeßabbildes des kombinierten Systems,
ohne daß Ru¨ckwirkungen auf die aktuelle Produktion entstehen.
Der Datenaustausch mit dem Prozeßrechnersystem erfolgt durch den Zugriff
auf die vorhandene Prozeßdatenbank. Somit kann u¨ber eine einfache Schnittstelle
auf die Parameter und Meßgro¨ßen der bestehenden Anlagensteuerung zuru¨ckge-
griffen werden. Gleichzeitig la¨ßt sich die Vorgabe erfu¨llen, daß fu¨r ein Testsy-
stem keine Vera¨nderungen der vorhandenen Systemregelung vorgenommen wer-
den du¨rfen. Dadurch kann ein Probelauf des hybriden Modells unter realen Bedin-
gungen durchgefu¨hrt werden, ohne daß eine Beeintra¨chtigung des existierenden
Systems erfolgt. Nach erbrachtem Nachweis der Betriebstauglichkeit und Errei-
chen der hier vorgestellten Verbesserungen der Produktionsqualita¨t wird eine
Einbindung der Module in die vorhandene Steuerungssoftware vorbereitet.
7 Ausblick
Der in dieser Arbeit vorgestellte Ansatz eines neuronalen Filters wird genutzt,
um eine Online-Implementierung von vier neuronalen Modellen der Blasstahl-
Prozeßsteuerung zu erstellen. Die bei den beteiligten Stahlunternehmen durch-
gefu¨hrten Testla¨ufe zeigen Verbesserungen der konventionellen Vorhersagen. Die-
se liegen in der Gro¨ßenordnung der in der Untersuchung vorgestellten Werte.
Trotz der Verwendung von Netzwerken, die nicht zeitnah neu trainiert wurden,
konnte das Verbesserungspotential nachgewiesen und ausgescho¨pft werden. Dies
besta¨tigt die Gu¨ltigkeit der Annahme, daß die Separierung eines zeitunabha¨ngi-
gen Vorhersagefehlers mo¨glich ist, der durch statische neuronale Filternetzwerke
minimiert werden kann.
In den bisher von den Stahlunternehmen verwendeten konventionellen Mo-
dellen werden die Parameter der Adaptionsroutinen anhand von empirisch er-
mittelten Gro¨ßen fest vorgegeben. Hier besteht mit der iterativen Optimierung
der Einstellfaktoren eine zuku¨nftige Aufgabe, die sich auf die vorgestellte Online-
Modellierung stu¨tzt. Es empfiehlt sich die Verwendung variabler, an den aktuellen
Prozeßzustand angepaßter Einstellparameter, um die gegensa¨tzlichen Kriterien
der Schnelligkeit der Adaption und der Stabilita¨t des Systems zufriedenstellend
zu erfu¨llen. Fu¨r die Bestimmung dieser Gro¨ßen stellt die Verwendung ku¨nstlicher
neuronaler Netze zur Mustererkennung ein erfolgversprechendes Werkzeug dar.
Neben der quantitativen Verbesserung der Verfahrensabla¨ufe liegt ein weite-
res Anwendungsgebiet der neuronalen Filter im Aufgabenbereich der Diagnose.
Mit Hilfe der neuronalen Netze ko¨nnen wie gezeigt auch gro¨ßere Prediktionsfeh-
ler der konventionellen Systeme signifikant verringert werden. Dennoch deuten
in diesem Fall große Ausgabewerte der neuronalen Netzwerke eine Ungenauigkeit
der herko¨mmlichen Modellierung an. Die Vorhersagen von neuronalen Filtern
sind als Indikatoren fu¨r Betriebszusta¨nde geeignet, bei denen die konventionel-
le Abbildung unzureichend ist und einer Verbesserung bedarf. Damit bietet sich
in diesem Fall der Einsatz der neuronalen Ausgabegro¨ßen fu¨r die Klassierung
der Gu¨te der konventionellen Modellrechnung an. Auf der Basis der ermittelten
Betriebszusta¨nde mit ungenauer Modellierung kann anschließend eine gezielte
Optimierung des zugrundeliegenden Modells erfolgen.
Mit Hilfe der vorgestellten Methodik der Erstellung und Implementierung hy-
brider Systeme lassen sich im Bereich der Stahlerzeugung und Verarbeitung auf
einfache Weise a¨hnliche Anwendungen generieren und testen. In der Blasstahler-
zeugung bietet sich dieser Einsatz zur Verbesserung der Modelle der Badho¨henbe-
stimmung sowie der Schlackenanalyse an. Zudem ko¨nnen Anwendungen in Aufga-
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bengebieten unterstu¨tzt werden, in denen vergleichbare Umfeldbedingungen mit
unvollsta¨ndiger oder ungenauer Erfassung der Anlagendaten bei gleichzeitiger
Verfu¨gbarkeit einer großen Anzahl von Parametern und Chargen auftreten. Die-
se Randbedingungen betreffen insbesondere Verfahrensmodelle der chemischen
Industrie, fu¨r die ebenfalls mit verha¨ltnisma¨ßig einfachen Mitteln neuronale Fil-
ter implementiert werden ko¨nnen. Der gezeigte Ansatz unterstu¨tzt durch seinen
Aufbau eine gezielte Entwicklung von Applikationen. Die Verbesserung der Mo-
dellierung la¨ßt sich mit den angefu¨hrten Methoden leicht quantisieren.
8 Zusammenfassung
Die stahlerzeugende Industrie steht weltweit unter einem hohen Kostendruck.
Somit ergibt sich die Notwendigkeit, die Produktion rationell und effektiv durch-
zufu¨hren. Die Nutzung neuer anlagentechnischer Verfahren der Stahlerzeugung
fu¨hrt zu einem Anstieg der Komplexita¨t der Prozesse. Einer verbreiterten Pro-
duktpalette stehen gleichzeitig verringerte Toleranzvorgaben durch den Nutzer
der Anlagen gegenu¨ber. Daraus resultieren erho¨hte Anforderungen an die Pro-
zeßleittechnik, welche die Einhaltung vorgegebener Spezifikationen wa¨hrend der
einzelnen Produktionsschritte gewa¨hrleisten.
Die vorliegende Arbeit stellt ein Konzept vor, mit dem die Modellierung der
Betriebszusta¨nde von Sauerstoff-Blasstahlkonvertern durch den Einsatz ku¨nst-
licher neuronaler Netzwerke optimiert werden kann. Dadurch lassen sich die
Vorhersagefehler gegenu¨ber der konventionellen Technik um durchschnittlich ein
Drittel reduzieren. Dies ermo¨glicht eine Steigerung der Konverterstahlerzeugung
durch schnellere Chargenfolge bei gleichzeitig verbesserter Produktqualita¨t. In
einer Einleitung werden zuna¨chst einige Grundlagen der Oxygenstahlerzeugung
erla¨utert. Dabei werden technische Entwicklungen aufgezeigt, um die vielschich-
tigen Anforderungen an die Anlagensteuerung zu beschreiben. Ein weiterer Ab-
schnitt fu¨hrt in die derzeit verwendeten Prozeßleitsysteme ein. Dabei stellt sich
heraus, daß durch die rauhen Umfeldbedingungen Verfa¨lschungen der prozeßbe-
stimmenden Zustandsgro¨ßen auftreten ko¨nnen. Einer Aufbereitung der Meßdaten
kommt daher besondere Bedeutung zu.
Der Weiterentwicklung der konventionellen Prozeßfu¨hrung sind aufgrund der
hohen Komplexita¨t der zugrundeliegenden thermodynamischen und chemischen
Modellierungen Grenzen gesetzt. Zudem besteht der Bedarf an einer mo¨glichst
unverzo¨gerten Einbindung neuer Technologien in die Steuerungssysteme. Auf-
grund der hohen Anzahl vorhandener Meßwerte bieten sich datenbasierte Mo-
dellierungstechniken an, um die Prozeßfu¨hrung zu verbessern. Zu diesem Zweck
werden die Einsatzmo¨glichkeiten ku¨nstlicher neuronaler Netzwerke im Sauerstoff-
Blasstahlprozeß untersucht.
Eine Bedingung, um regelbasierte Modelle in geschlossenen Regelschleifen
durch neuronale Netzwerke ersetzen zu ko¨nnen, stellt die Gewa¨hrleistung der Sta-
bilita¨t des Systems dar. Durch den hier gezeigten Ansatz eines hybriden Systems
kann diese Problematik umgangen werden. Dabei basiert die Modellierung auf
der Beibehaltung des konventionellen Prozeßabbildes. Das neuronale Netzwerk
wird als Rauschfilter verwendet, um die Abweichung der herko¨mmlichen Modell-
rechnung von den tatsa¨chlichen Zustandsgro¨ßen zu minimieren. Dies bedingt die
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Aufspaltung der Prozeßsignale in einen zeitlich vera¨nderlichen Anteil, der durch
konventionelle Verfahren nachgebildet und adaptiert werden soll, sowie einen sta-
tischen Sto¨rgro¨ßenanteil, der durch ein neuronales Netzwerk abgebildet wird. Ein
zusa¨tzlicher Vorteil dieses Verfahrens liegt in der Beibehaltung und Verwendung
des umfangreichen Prozeßwissens, das der konventionellen Abbildung zugrunde
liegt.
Der in dieser Arbeit beschriebene Ansatz erlaubt die Erstellung von uni-
versellen Modulen fu¨r neuronale Filter in hybriden Systemen. Dabei findet die
Voraussetzung der Unempfindlichkeit gegenu¨ber fehlerhaften Meßgro¨ßen Beru¨ck-
sichtigung, indem geeignete Mechanismen der Datenvorverarbeitung verwendet
werden. Ferner wird ein strukturierter Ablauf bei der Ermittlung der gu¨nstigsten
Netzwerktopologie entwickelt. Mathematische Ansa¨tze zur Bestimmung der Gu¨te
der Modellvorhersage sowie zur Ermittlung eines optimalen Trainings der neuro-
nalen Netzwerke runden die U¨berlegungen ab.
Abschließend wird die Umsetzung des entwickelten hybriden Systems in die
Online-Modellierung von vier Teilmodellen der Blasstahl-Prozeßsteuerung be-
schrieben. Der datenbasierte Ansatz zeigt hier eine signifikante Verbesserung
der Vorhersageergebnisse gegenu¨ber der herko¨mmlichen Betriebsweise. Gleichzei-
tig ko¨nnen Schwankungen in der Stabilita¨t der Modellierung deutlich verringert
werden. Zudem wird eine geringere Empfindlichkeit gegenu¨ber gesto¨rten Betriebs-
zusta¨nden beobachtet. Zur Zeit befindet sich das System bei einem Stahlkonzern
in der Erprobungsphase, um in einem Dauertest die Betriebsreife nachzuweisen.
Mit einer Integration in die Prozeßsteuerung ist in absehbarer Zeit zu rechnen.
9 Formelzeichen
Tiefgestellte Indices
abs Absolutwert
akt aktuell
hyb hybrid
i Za¨hlindex
j Za¨hlindex
konv konventionell
korr korrigiert
lin linear
max maximal
min minimal
n Za¨hlindex
NN Neuronales Netzwerk
m Za¨hlindex
q quadratisch
Hauptsymbole
b Offset
c Korrelationsfaktor
E Fehler
f U¨bertragungsfunktion
f Skalierungsfaktor
g U¨bertragungsfunktion
k Konstante
r Skalierungsfaktor
s Signifikanzwert
w Gewichtsfaktor
x Eingangsgro¨ße
y Ausgangsgro¨ße
v Gewichtsfaktor
z Anzahl der Datensa¨tze
α Adaptionsparameter, Lernrate
∆ Abweichung
µ Momentum
σ Varianz
ψ Wavelet-Transferfunktion
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A Skalierungsfunktionen
A.1 Skalierungsfunktionen der Datenvorverar-
beitung
Stellen xmax das Maximum und xmin das Minimum der Eingangsvariablen dar,
und sind rmax der Maximalwert sowie rmin der Minimalwert der Transferfunktion
eines Neurons, so la¨ßt sich ein Hilfs-Skalierungsfaktor khilf berechnen zu:
khilf =
1
xmax − xmin (A.1)
Der Wert fu¨r den Hilfs-Offset bhilf lautet:
bhilf = 1− khilf · xmin (A.2)
Hiermit werden die Zahlen in den Wertebereich [1..2] u¨berfu¨hrt.
Fu¨r die logarithmische Transferfunktion wird der Skalierungsfaktor klog defi-
niert als:
klog =
rmax − rmin
log(2)− log(1)
=
rmax − rmin
log(2)
(A.3)
Der Offset blog der logarithmischen Transferfunktion lautet:
blog = rmin − klog · log(1)
= rmin (A.4)
Die Ausgabe der logarithmischen Skalierung lautet nun:
ylog = rmax ∀x ≥ xmax (A.5)
ylog = rmin ∀x ≤ xmin (A.6)
ylog = klog · log[khilf · x+ bhilf ] + blog
=
rmax − rmin
log(2)
· log[1 + x− xmin
xmax − xmin ] sonst (A.7)
117
ANHANG A. SKALIERUNGSFUNKTIONEN Seite 118
Fu¨r die quadratische Transferfunktion ist der Skalierungsfaktor kq definiert zu:
kq =
rmax − rmin
(2 · 2)− (1 · 1)
=
rmax − rmin
3
(A.8)
Der Offset bq der quadratischen Transferfunktion lautet:
bq = rmin − kq · (1 · 1)
= rmin − kq (A.9)
Die Ausgabe der quadratischen Skalierung lautet dann:
yq = rmax ∀x ≥ xmax (A.10)
yq = rmin ∀x ≤ xmin (A.11)
yq = kq · [khilf · x+ 1− khilf · xmin]2 + bq
=
rmax − rmin
3
· [(1 + x− xmin
xmax − xmin )
2 − 1] + rmin sonst (A.12)
Fu¨r die Quadratwurzel-Transferfunktion wird der Skalierungsfaktor ksqrt definiert
als:
ksqrt =
rmax − rmin√
2−√1
=
rmax − rmin√
2− 1 (A.13)
Der Offset bsqrt der Quadratwurzel-Transferfunktion ergibt sich zu:
bsqrt = rmin − ksqrt ·
√
1
= rmin − rmax − rmin√
2− 1 (A.14)
Die Ausgabe der Quadratwurzel-Skalierung lautet nun:
ysqrt = rmax ∀x ≥ xmax (A.15)
ysqrt = rmin ∀x ≤ xmin (A.16)
ysqrt = ksqrt ·
√
khilf · x+ bhilf + bsqrt
=
rmax − rmin√
2− 1 (
√
1 +
x− xmin
xmax − xmin − 1) + rmin sonst (A.17)
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A.2 Reskalierungsfunktionen der Datennachbe-
arbeitung
Es stellen xmax das Maximum und xmin das Minimum der Ausgangsvariablen
dar, und es sind rmax der Maximalwert sowie rmin der Minimalwert der Trans-
ferfunktion eines Neurons. Es werden die Hilfs-Skalierungsfaktoren khilf und bhilf
aus Abschnit A.1 verwendet. Die Ausgabe x der Reskalierung lautet nun fu¨r den
Ausgabewert y des Neurons bei U¨berschreitung der Bereichsgrenze rmax bezie-
hungsweise Unterschreitung der Grenze rmin:
x = xmax ∀y ≥ rmax (A.18)
x = xmin ∀y ≤ rmin (A.19)
Abha¨ngig von der gewa¨hlten Skalierungsfunktion ergeben sich unterschiedliche
Ru¨ckgabewerte x. So lautet der Skalierungsfaktor klin bei linearer Skalierung:
klin =
rmax − rmin
xmax − xmin (A.20)
Der Wert fu¨r den Offset b lautet:
blin = rmin − klin · xmin (A.21)
Die lineare Skalierung fu¨hrt nun zur Ausgabe von:
xlin =
y − blin
klin
=
xmax − xmin
rmax − rmin · (y − (rmin − xmin ·
rmax − rmin
xmax − xmin )) sonst (A.22)
Bei logarithmischer Skala erha¨lt man:
xlog =
e
y−blog
klog − bhilf
khilf
= (xmax − xmin) · elog(2)·
y−rmin
rmax−rmin
−(1−
xmin
xmax−xmin
)
sonst (A.23)
Bei Verwendung einer quadratischen Ru¨cktransferfunktion ergibt sich:
xq =
√
y−bq
kq
− bhilf
khilf
= (xmax − xmin) · (
√
y − rmin − rmax−rmin3
rmax−rmin
3
− (1− xmin
xmax − xmin ))
sonst (A.24)
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Die Reskalierung der Quadratwurzelfunktion verwendet die Gleichung:
xsqrt = ksqrt ·
√
khilf · y + bhilf + bsqrt
=
rmax − rmin√
2− 1 ·
√
y
xmax − xmin + 1−
xmin
xmax − xmin
+rmin − rmax − rmin√
2− 1 sonst (A.25)
B Netzwerkparameter
B.1 Parameter der Backpropagation-Netzwerke
Transferfunktion Tangens Hyperbolicus
Offset der Transferfunktion gadd = 0.1
Lernregel Extended Delta-Bar-Delta
Momentum µ = 0.6
Lernkoeffizient verborgene Schicht α1 = 0.5
Lernkoeffizient Ausgabeschicht α2 = 0.25
Lernkoeffizienten-Adaptionsfaktor k = 0.5
A¨nderungszyklus der Lernfaktoren t = 100000 Epochen
Initiierung der Netzwerkgewichte Gauss-verteilte Zufallswerte
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