INTRODUCTION
A kinematic tracker is a classical tracking system. The idea behind kinematic tracking is to store positions and velocities and then, using this information, associate incoming targets with the stored profiles. Using these new targets, the tracker updates its information about positions and velocities to prepare to do the entire process again when it is given the next set of targets.
This report discusses kinematic tracking as it was adapted for use in Feature-Aided Tracking (FAT [5] ), which will be used as the tracker component for a later release of the Integrated Radar-Tracker Application for the PCA program (initially only this kinematic tracker will be used). An overview of this entire application can be found in [3] and discussion of the Ground Moving Target Indicator (GMTI) radar component being used is contained in [7] . This report was mainly derived from a tracker implementation and its documentation by L. Keith Sisterson, but includes modifications made by Duy Nguyen for the FAT system as well.
KINEMATIC TRACKING-HIGH LEVEL DESCRIPTION
A tracker will receive information from the GMTI system regarding new target detections. On the radar side this is often referred to as the detection list. FAT and the kinematic tracker it was built upon refer to these either as measurements or target reports. These target reports make up half of the input to a tracker. The other half of the input comes from the tracker itself, these being the tracks which were its output from the previous scan. The track histories are referred to, and drawn, as a loop-back input as opposed to persistent data; this reference is done for two reasons. The first reason is that radar is a streaming application, and the output comes in discrete bursts (each burst referred to as a scan). Trackers then are often thought of similarly because they are part of an overall radar system (even though they are arguably closer to thread-based than stream-based computation). The second reason is that the track history for scan n is the result from scan n-I, and drawing it as a loop-back system highlights this. A common reference used in the remainder of this report will be a "track/report pair." Pairing a track and a report means that the report is considered to be the next part of the track. A tracker must, in some manner, consider all possible track/report pairs to determine the continuation of the tracks.
Kinematic Tracking Overview
The diagram in Figure 1 is a convenient way to conceptualize the basic tasks which a kinematic tracker must perform. Figure 1 diverges from the actual algorithm in that the stages of "Hypothesize Associations," "Extrapolate Tracks," and "Compute Kinematic )( " cannot so conveniently be separated in a serial fashion. In the process of hypothesizing associations, one must extrapolate tracks along different movement models and compute a kinematic % value for each. In this report, four movement models are discussed; greater or fewer could be used as is appropriate for the specific application. The meanings of 1 these three steps will be explained separately, but the algorithmic implementations are too closely intertwined to separate and will be treated together. Hypothesizing associations considers all track/report pairs and determines which have a possibility of being correct associations. First, it will be considered if the pairing is possible. Then all possible pairings will need to be extrapolated along some number (three for this example) of known movement hypotheses and an unmodeled maneuver hypothesis. Then these extrapolations must be judged to determine which, if any, gives the most likely manner in which the specific target report could be the continuation of the specific track. The metric used to ^etermine this (also the overall likelihood that a track/report pair is a correct pairing) is the kinematic % value (where smaller % values indicate greater likelihood). The Munkres algorithm is a method for finding the optimal assignment of tracks to reports given a matrix of their % values. A Kalman filter is then used to update the tracks to take their newly associated target reports into account.
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A track itself is simply a manner of keeping track of an object across scans. Objects may stop and begin moving again or move in and out of the area of interest, so the notion of beginnings and endings of tracks needs to be dealt with (note that this may not be the case in the initially distributed data set, but false detections and indistinguishable targets will still make this necessary). To deal with a track beginning, tracks are separated into three different kinds of tracks: New, Novice, and Established. A New track is a track that is just starting and has only the initial target report associated with it. Upon receiving another associated target report, a New track will become a Novice track. A track is considered a Novice track as long as any Doppler ambiguity exists. (Doppler ambiguity will be discussed in the next paragraph) Once the Doppler ambiguity of a track has been eliminated, it becomes an Established track. Tracks are removed when a certain period of time or number of scans has passed with no further associations to update them.
This would logically take place as part of, immediately before, or immediately after the Kalman filtering stage.
The phenomenon of Doppler ambiguity rises because the measurements of Doppler frequency which the MTI stage makes are modulo the pulse repetition frequency (PRF). This means that two targets that differ in Doppler frequency by an integer multiple of the PRF will be seen as having the same Doppler frequency. Note that if a target has a Doppler frequency equal to an integer multiple of the PRF, it may have already been filtered out by the MTI stage as a stationaiy object. In Introduction to Airborne Radar (Chap. 25, [8] ) low PRFs are given to be 250-4000 Hz, medium PRFs to be 10-20 kHz, and high PRFs 100-300 kHz. The choice of PRF relies on many factors, but generally a Ground Moving Target Indicator (GMTI) radar (which is the MTI portion of this integrated radar-tracker application) will use a low or medium PRF, and is therefore subject to Doppler ambiguity issues. The tracker needs to know the Doppler frequency to calculate the velocity of a target, so it needs to know with greater precision than modulo the PRF. There are various ways to deal with Doppler ambiguities; however, they all require state information, so this will be the job of the tracker in this implementation. For more information on Doppler ambiguities, see section "Potential Doppler Ambiguities" on page 284 of Introduction to Airborne Radar [8] . (The case of "PRF Less Than Spread of Doppler Frequencies" applies to this discussion.) 2 1.1.2 Hypothesize Association, Extrapolate Tracks, Compute Kinematic % While these three logical operations cannot be readily separated algorithmically, it is algorithmically possible to separate them into two stages. The first stage looks at all track/report pairs and uses geographic location to eliminate impossibilities. The next stage examines each remaining track/report pair individually to first eliminate kinematic impossibilities and then determine the correct motion model and % value for possible pairings.
1.I.2.I
Reduce By Geographic Position A sizeable amount of computation is done on each track/report pair which is being considered by the rest of the algorithm. The purpose of this step is to eliminate geographically impossible pairings. Ground vehicles can be assumed to have a low enough velocity that they will not move too great a distance between scans. Using the report position, track position, and postulated maximum ground vehicle speed, only certain track/report pairs will be possible, so all others can be ignored. This implementation will geographically check all tracks for each incoming target report. exhausted, the 'l -like value from the unmodeled test will be stored and "unmodeled" will be stored as the motion model name. If the scan times are close together in time, most motion will be seen as constant velocity. Note that the number and type of hypothesized motion models is dependent upon the application, and more or less could be used.
Munkres Algorithm
The Munkres algorithm [4] is a method of uniquely associating things, one with another, while minimizing a cost function. The cost function is used to populate a matrix of all possibilities. The Munkres algorithm then chooses associations by choosing exactly one member of each row and column such that the sum of the chosen elements is minimized. In a kinematic tracker, the Munkres algorithm is one option to use to decide which reports will be assigned as the successors of which tracks. The original algorithm requires a square input matrix and will associate all items. An extended version of this algorithm [1] is used here as it will work on non-square matrices and associates as many items as the minimum of rows and columns. The matrix passed in is made of the kinematic % (or merged % for FAT) values.^Recall that, for track/report pairs determined to be geographically or kinematically impossible, a large % value will have been used to prevent their selection if any other possible choices are available. The Munkres algorithm will perform all optimal pairings, then will continue pairing those intended as impossible afterward. Additional checks have been added to be sure no impossible pairings are passed to the Kalman filter as being associated. of Kalman filtering can be found in [6] , and a more rigorous description can be found in [2] . (Section 5.5 of [2] , "The discrete Kalman filter," starting on p. 214 discusses a Kalman filter similar to the one used in this tracker in greater depth than covered here.)
PARAMETERS
This section explains parameters which are needed as inputs and controls for the operation of the kinematic tracker. The output values are also discussed. Because the tracker works as a loop-back system, it will be taken as understood that the output for one stage is also the input of the next, and outputs will not be listed twice below.
Input Parameters
There is really only one external input, the target-report list. The target-report list will be signified by the one-dimensional array M [ ], each element of which will be a structure. M [ ] will have a member structure named cent (short for centroid). The target-report list will be what will populate cent in the appropriate member of M [ ]. Table 1 outlines the data members of the elements of cent which need to be populated before passing them to the tracker. Shaded elements are data members used by later stages of the overall FAT algorithm, but not by kinematic tracking. Note that cent was based upon the input structure used in the system this tracker was based upon, and a different input structure is used by the GMTI system attached here. snr Signal-to-noise ratio (SNR) of detection. This is a measure of the reiative strength of the target detection.
;.hrr High range resolution (HRR) profile for target. j; fc i
Output Parameters
The output is also composed of a structure. It is the list of tracks recognized by the kinematic tracker.
The track list will be signified by the one-dimensional array T [ ]. The purpose of the track list is two-fold.
One is as output to a user; the other is as loop-back input to the tracker. Table 2 There are multiple control parameters. In the implementation these will be part of a structure (see Section 3.4). However, a structure is not necessaiy, so for the algorithm they will be treated as separate values. Parameters important to the algorithmic description or general conceptual understanding are listed in Table 3 . Limit to how long a New track is kept if not updated.
Limit to how long a Novice track is kept if not updated.
EstablishedLimit
Limit to how long an Established track is kept if not updated.
GrIdXNearRatio
Ratio to define the concept of a track being "near" a target report in the X direction for geographic decimation.
GridYNearRatio
Ratio to define the concept of a track being "near" a target report in the Y direction for geographic decimation. implementations to take advantage of PCA hardwares' unique characteristics. The section "Implementation Considerations" will contain some discussions about basic performance improvements.
Functions which act as translators between systems, parameter filters, and other implementation "glue,"
though necessary, are not discussed in this report.
In this section (and throughout the report) C++-style pseudocode is used, although Matlab code is provided for implementing this tracker. This was chosen mainly to avoid the potential confusion of variable types in Matlab.
HYPOTHESIZE ASSOCIATION, EXTRAPOLATE TRACKS, COMPUTE KINEMATIC
These three stages are once again divided along the lines of an initial decimation by geographic position and then an examination of each remaining track/report pair. Output: The output of this operation will be a possibly modified boolean association matrix Assoc, a chosen hypothesis matrix Hyp, and a matrix of the calculated kinematic X values Kin_X2. All three of these matrices will be of size txm where t is the number of elements in T [ ] and m is the number of
This process will loop over all track/report pairs. If it finds in Assoc that the pair has already been marked false, then the equivalent entiy in Kin_X2 will be set to a suitably large value to avoid being considered viable by Munkres (100 chosen for Matlab code). If the pair has been marked true, then an unmodeled test will take place. The unmodeled test computes a limit on the distance between the target report and the extrapolated position of the track. The limit to determine if the unmodeled test is passed corresponds to nine times the variances from all the sources of error plus the distance the target could move (from the initial track position) if it accelerated at maxAccel. If the unmodeled test fails, then Assoc is modified to mark this pairing as impossible and Kin_X2 is set to the same large value as it would had it failed previously. If it passes, then a -like value is computed, made too large to be chosen in place of a modeled association, and saved.
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For New or Novice tracks, Unmodeled is saved in Hyp and the unmodeled % is saved in Kin_X2.
Doppler ambiguity is also examined, but the results do not alter execution of this stage.
For Established tracks, the unmodeled test will have been calculated with slight differences to take more knowledge into account. The primary difference is in the use of the plant-noise matrix Q. The plantnoise matrix is dependent upon the difference in time between the target report and last track update and a parameter g (full definition of Q can be found in Section 2.3). For an Established track, the unmodeled test uses a Q with q equal to one-third the square of maxAccel. After passing the unmodeled test, an Established track tests, in order, the constant velocity hypothesis, the linear accelerating track hypothesis, and the arcof-circle hypothesis.
Constant Velocity Hypothesis
The track extrapolation for this hypothesis is the same as the unmodeled computation but with a different plant-noise matrix Q. For the constant velocity hypothesis, the parameter cvsq is used for q in forming Q. The main difference is that an actual % is computed as follows:
where d isa Doppler value, r is the radial distance between the extrapolated track and target report, and <5
is the variance. The value of is calculated as follows:
The calculated % is then tested against parameter CVHLimit. If it is within the limit, then constant velocity is saved in Hyp and the % is saved in Kin_X2. If it is outside the limit, then the next Hypothesis is tested.
L 2.2 Linear A ccelerating Track Hypothesis 2
The track position and % are extrapolated as follows: 
2 .
. .
There are two tests for success here. The first is to test that the % is within the confidence limit parameter LATLimit. The second is to make certain that the acceleration computed from a least-squares fit of the target-report position to the extrapolated track position above is not greater than the parameter maxAccel. If both of these tests are passed, then linear accelerating track is saved in Hyp and the % is saved in Kin_X2. If either test fails, the next hypothesis is tested.
2.1.2.3
Constant Speed Arc-of-Circle Track Hypothesis
The arc of a circle is constructed from the track position and direction compared to the current target If all three of these models fail, then 2 unmodeled % -like value is saved in Kin_X2.
Unmodeled is saved in Hyp and the previously saved
MUNKRES ALGORITHM [MUNKRES () ]
Input: This general algorithm only requires the matrix of % values Kin_X2 (or the merged FAT_X2 if FAT is being used). To easily include checking for geographically or kinematically impossible assodations, the boolean association matrix Assoc will also be passed as input. The size of these matrices is / X /w, where t is the number of elements in The following is quoted directly from pages 803 and 804 of [1] . In the paper, the original Munkres algorithm is first listed, then changed steps are listed for the extended Munkres algorithm. In the interests of clarity, quotes of the steps from the original algorithm are being substituted in the paper where they belong in the quote of the extended version. If the number of columns is greater than the number of rows, go at once to step 1.
Step 0. (c) For each column of the resulting matrix, subtract from each entry the smallest entry in the column.
Step 1. Find a zero, Z, of the matrix. If there is no starred zero in its row nor its column, star Z. Repeat for each zero of the matrix. Go to step 2.
Step 2. Cover every column containing a 0*. If Jc columns are covered, the starred zeros form the desired independent set. Oth¬ erwise, go to step 3.
Step 3 Step 5. Let h denote the smallest noncovered element of the matrix; it will be positive. Add h to each covered row; then sub¬ tract h from each uncovered column. Return to step 3 without alter¬ ing any asterisks, primes, or covered lines." Note that the above algorithm terminates through step 2. The result MunkresResult [] will be generated by using the coordinates of the zeros of the resultant matrix. The Munkres algorithm may have chosen geographically or kinematically impossible associations where no possible association was available. To eliminate these, each response pair will be tested against Assoc. If a pairing is found which is marked impossible within Assoc, then the original pair will be replaced by two new pairs, with each element of the first pair paired with some sort of null value (-1 is used in the provided Matlab code). After the entire MunkresResult [ ] list is checked, then the matrix result from the actual Munkres algorithm will be examined for rows or columns containing no zero (which must exist if the matrix is not square).
The equivalent tracks or target reports will each be appended to the list in a new tuple with the null value as their partner. 2) The initially extrapolated next state for the track:
KALMAN FILTERING [Kalman () ]
3) The error covariance matrix for the initially extrapolated next state:
(8) (9) (10) It should be noted that only elements x, x_dot, y, y_dot, status, and Pp of elements of T [ ] are updated by the above operations. To fully update a track, the other required elements (snr, time, class, aspect, hrr, and Hypothesis) are directly replaced by the value belonging to the target report that the track was just associated with.
The final step which needs to be performed to update the track list is to examine each track in
MunkresResult [ ], which is paired with a null value. The time member of the track will be compared against the time member on target reports in the current scan. If this difference is larger than that allowed in the limit for tracks of its status (parameters NewLimit, NoviceLimit, and EstablishedLimit), then the track is removed. If McaNumTracks is exceeded, then tracks may be removed by a chosen policy. One policy might be to decrease the time allowed for waiting on associations before being removed. Another might be to remove the tracks with the lowest snr. Note that the Matlab code delivered does not actually use a MaxNumTracks value, so no tracks will be dropped by the Matlab code for this reason. A variety of data structures are used in the tracker. Below is a discussion on the initial proposition for their specific structure. The definitions will be given in a C style (note that in C pointers are generally used to declare dynamically resizable arrays).
TARGET REPORTS
The structure for target reports is a simple structure, the global list of which has been referred to as
M [ ] in this report. The centroid structure will contain the information from the MTI report which will be saved in the target report. Additional information (such as the cosine of the azimuth angle) is stored in this structure for convenience. 
ASSOCIATION MATRICES
These matrices are simply IXm matrices, where t is the length of the global track list for the current scan and m is the length of the global target report list for the current scan. Because the sizes of these lists may change from scan to scan, the dimensions of these matrices also may change. There will be three or five matrices of this size. For simple kinematic tracking, the matrices are Assoc, Hyp, and Kin_X2. For FAT, the additional matrices CAT_or_SAT_X2 and FAT_X2 are also used (though Kin_X2 will be copied to FAT_X2 in simple kinematic tracking). A dynamically resizable matrix in C is represented by a double pointer. Because a string in C is usually represented by a char*, a matrix of strings will be represented as a triple pointer. A matrix of arrays would also be represented as a triple pointer. 
IMPLEMENTATION CONSIDERATIONS
The major portion of implementation considerations examined by this report is related to the process of reducing the number of track/report pairs using geographic information. This particular area is focused on because its results determine the difficulty of the rest of the computation (save for Kalman filtering).
The simple loop method listed in Section 2.1.1 for geographic reduction is obviously an expensive way to do geographic reduction and is not preferred. A more desirable method would be to use a custom structure to accept queries. Perhaps the simplest structure which can be used is a grid. A grid would simply be a matrix of track reference lists corresponding to locations on the ground. Every target report would fall within some grid element; the track lists from that grid element and grid elements sufficiently close would then all be returned as the possible tracks. The coarseness of this can be adjusted with the size of grid, the element, and the method for determining which other grid spaces are near enough to the target. More complex database methods could also be used. A more complex idea would be to use two indices; one sorted along x position and the other along y for the track list. A query could then give a position and a distance from that position, and a range select could be performed on both lists and the intersection of the results returned. Other methods might also present themselves from a specific parallel design.
The choice for geographic reduction methods is a careful trade-off. It is done to save computation, but using too complex a method will simply waste computation. Because there is a second round of elimination with the unmodeled test, it does not make sense to choose a method more complicated than performing the unmodeled test on all potential track/report pairs. Where more target detections are expected or the probability of false alarms is high, this method becomes more important. Recall also that extra target reports may enlarge the computational load both present and future, as they will be added as new tracks for the next scan.
Another concern for processing load is frequency of tracks missing some number of target report associations. Tracks will be dropped if enough time goes by with no additional associations, but they are not dropped immediately. The problem which arises is that the last estimated position of the correct track will be significantly farther away from the target report than would be expected for the normal case. The simplest solution for this is to keep the geographic reduction fairly coarse. A more complex solution might be to keep separate structures for tracks depending upon when they were last updated or to include elements of time in the database query capabilities.
The Matlab implementation will use a simple grid method for this computation. The test of nearness will be as follows: if a target is within a certain ratio of the space of the grid element from one border (specified by parameters GridXNearRatio and GridYNear Ratio), then the neighboring element will be considered. If two neighboring elements are being considered, then the diagonal element between them will also be considered. This grid method, with appropriate grid element size and nearness ratios, will be considered coarse enough that tracks which have missed updates will still be within the returned list of possible tracks. This operation will be encapsulated in the function get_tracks_near (), so with only 29 the change in this function and the update function [update_track_locations {) ] an alternate method can be used.
Another location which might easily accept optimizations is the MunkresResult [] list. It may be decided to not include tracks when associated with null (or reports or even both). This would reduce the immediate amount of data needed to be passed around, but the information about which tracks and reports are unassociated is needed eventually, so it would need to be determined again in some manner. 
If cosa-1 is smaller than a tolerance limit (10 ^ used in code), then 0 will be returned as the aspect angle. Should this limit fail, then 27t -0 will be returned as the aspect angle.
Note that the radar is actually at position {PlatformXPos, 0), not the origin, so appropriate translation must be performed on the coordinates. 
CONVENTIONS
The courier font is used for programming code/pseudocode and also quotations (with a reduced font size). 33 
