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System-level modeling, simulation, and synthesis using the synchronous dataflow (SDF)
model of computation is widespread in design automation for communication and digital
signal processing (DSP) systems. SDF scheduling has a large impact on the performance
and memory requirements of implementations. One of the major problems in scheduling
SDF graphs is that the existence of cycles in the targeted systems prevents or greatly
restricts application of many useful optimization techniques that are available for acyclic
SDF graphs. The loose interdependence algorithms framework (LIAF) has been developed
to decompose cycles in SDF graphs into hierarchies of acyclic subgraphs whenever possible.
However, LIAF does not specify any specific algorithm to break cycles, but rather it
specifies the constraints that such an algorithm must satisfy. In this report, we present a
low-complexity (linear-time) cycle-breaking algorithm for decomposing and breaking cycles
in SDF graphs so that subsequent acyclic scheduling techniques can be easily applied. We
also present a technique for computing buffer bounds on edges that are removed during
the cycle-breaking process so that buffer sizes can be computed for such edges. We have
implemented our cycle-breaking algorithm and buffer size computation technique in the
state-of-art simulation-oriented scheduler, and our results demonstrate the effectiveness of
these techniques.
1. INTRODUCTION
Modeling systems using synchronous dataflow (SDF) [Lee and Messerschmitt 1987]
is widespread in design automation tools for design of communication and signal
processing systems. In the dataflow modeling paradigm, the computational behav-
ior of a system is represented as a directed graph G = (V,E). A vertex (actor)
v ∈ V represents a computational module or a hierarchically nested subgraph. A
directed edge e ∈ E represents a FIFO buffer from its source actor src(e) to its
sink actor snk(e), and imposes precedence constraints for proper scheduling of the
dataflow graph. An edge e can have a non-negative integer delay del(e) associated
with it. This delay value specifies the number of initial data values (tokens) that
are buffered on the edge before the graph starts execution.
Dataflow graphs operate based on data-driven execution: an actor v can execute
(fire) only when it has sufficient numbers of data values (tokens) on all of its input
edges in(v). When firing, v consumes certain numbers of tokens from its input
edges, executes its computation, and produces certain numbers of tokens on its
output edges out(v). In SDF, the number of tokens produced onto (consumed
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from) e by a firing of src(e) (snk(e)) is restricted to be a constant positive integer
that must be known at compile time; this integer is referred to as the production
rate (consumption rate) of e and is denoted as prd(e) (cns(e)).
Before execution, a schedule of a dataflow graph is computed. Here, by a sched-
ule, we mean a sequence of actor firings or more generally, any static or dynamic
sequencing mechanism for executing actors. An SDF graph G = (V,E) has a valid
schedule (is consistent) if it is free from deadlock and is sample rate consistent —
that is, it has a periodic schedule that fires each actor at least once and produces no
net change in the number of tokens on each edge [Lee and Messerschmitt 1987]. In
more precise terms, G is sample rate consistent if there is a positive integer solution
to the balance equations:
∀e ∈ E, prd(e) × x[src(e)] = cns(e) × x[snk(e)]. (1)
When it exists, the minimum positive integer solution for the vector x is called the
repetitions vector of G, and is denoted by qG. For each actor v, qG[v] is referred to
as the repetition count of v. A valid minimal periodic schedule (which is abbreviated
as schedule hereafter in this report) is then a sequence of actor firings in which each
actor v is fired qG[v] times, and the firing sequence obeys the data-driven properties
imposed by the SDF graph.
To provide for more memory-efficient storage of schedules, actor firing sequences
can be represented through looping constructs [Bhattacharyya et al. 1996]. For this
purpose, a schedule loop L = (n T1T2 · · ·Tm) represents the successive repetition n
times of the invocation sequence T1T2 · · ·Tm, where each Ti is either an actor firing
or a (nested) schedule loop. A looped schedule S = L1L2 · · ·LN is an SDF schedule
that is expressed in terms of the schedule loop notation. If every actor appears only
once in S, S is called a single appearance schedule (SAS), otherwise, S is called a
multiple appearance schedule (MAS).
SDF clustering is an important scheduling operation. Given a connected, consis-
tent SDF graph G = (V,E), clustering a connected subset Z ⊆ V into a supernode
α means: 1) extracting a subgraph Gα = (Z, {e | src(e) ∈ Z and snk(e) ∈ Z}); and
2) transforming G into a reduced form G′ = (V ′, E′), where V ′ = V − Z + {α}
and E′ = E − {e | src(e) ∈ Z or snk(e) ∈ Z} + E∗. Here, E∗ is a set of “modified”
edges in G that originally connect actors in Z to actors outside of Z. More specif-
ically, for every edge e that satisfies (src(e) ∈ Z and snk(e) /∈ Z), there is a modi-
fied version e∗ ∈ E∗ such that src(e∗) = α and prd(e∗) = prd(e) × qGα(src(e)), and
similarly, for every e that satisfies (src(e) /∈ Z and snk(e) ∈ Z), there is a modified
version e∗ ∈ E∗ such that snk(e∗) = α and cns(e∗) = cns(e) × qGα(snk(e)).
In the transformed graph G′, execution of α corresponds to executing one itera-
tion of a minimal periodic schedule for Gα. SDF clustering guides the scheduling
process by transforming G into a reduced form G′ and isolating a subgraph Gα of G
such that G′ and Gα can be treated separately, e.g., by using different optimization
techniques. SDF clustering guarantees that if we replace every supernode firing α
in a schedule SG′ for G′ with a minimal periodic schedule SGα for Gα, then the
result is a valid schedule for G [Bhattacharyya et al. 1996].
Once a schedule is determined, buffer sizes of dataflow edges can be computed
either statically or dynamically for allocating memory space to the buffers that
correspond to graph edges. Given a schedule S, we define the buffer size required
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for an edge e, buf (e), to be the maximum number of tokens simultaneously queued
on e during an execution of S, and the total buffer requirement of an SDF graph





Generally, the design space for SDF schedules is highly complex, and the schedule
has a large impact on the performance and memory requirements of an implemen-
tation [Bhattacharyya et al. 1996]. For synthesis of embedded hardware/software
implementations, memory requirements (including memory requirements for buffers
and for program code) are often of critical concern, and scheduling in this context
has been addressed extensively in the literature (see Section 2). On the other
hand, for system simulation, simulation time (including time for scheduling and
execution) is the primary objective. In the simulation context, we have developed
the simulation-oriented scheduler (SOS) [Hsu et al. 2006] that strategically inte-
grates several techniques for joint minimization of time and memory requirements
in simulating complex, multirate SDF graphs.
In both contexts (synthesis and simulation), presence of cycles in the targeted
systems generally complicates the scheduling problem because cyclic data depen-
dences must be taken care of in order to prevent deadlock. In addition, existence
of cycles in SDF graphs prevents or greatly restricts application of many useful
optimization techniques that are available for acyclic SDF graphs. Bhattacharyya
et al. [1996] have presented the loose interdependence algorithm framework (LIAF)
to construct SASs whenever they exist. The LIAF framework applies to all con-
sistent SDF graphs, whether or not cycles are present. Even though the original
motivation of LIAF is toward code-size minimization in software synthesis [Bhat-
tacharyya et al. 2000], the concept of decomposing cycles in SDF graphs into hi-
erarchies of acyclic subgraphs is applicable to other useful contexts as well. LIAF
has been incorporated into the Ptolemy environment for design of heterogeneous
embedded systems [Buck et al. 1994], the DIF (dataflow interchange format) pack-
age for dataflow-based design and synthesis [Hsu et al. 2004; Hsu et al. 2005], and
the SOS scheduler for simulation of complex, multirate signal processing systems
[Hsu et al. 2006].
LIAF does not specify any specific algorithm for breaking cycles, but rather
specifies what kinds of edges can be removed so that scheduling without considering
these edges does not deadlock the graph. In this report, we present a novel cycle-
breaking algorithm that can easily be incorporated into LIAF for decomposing and
breaking cycles . A key feature of our cycle-breaking algorithm is its low complexity,
which is important for use in SOS, as well as in other environments where scheduling
runtime is critical. In particular, our cycle breaking technique runs in time that is
linear in the number of actors and edges in the input SDF graph.
In both synthesis and simulation contexts, computing buffer sizes of SDF edges is
needed to statically allocate memory space to edge buffers. Even though scheduling
acyclic graphs that emerge from the LIAF decomposition process without consid-
ering the removed edges never violates data precedence constraints, buffer sizes of
the removed edges should still be properly computed based on the scheduling re-
sults. Otherwise, the graph may deadlock or produce memory corruption during
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execution due to buffer overflow. In this report, we analyze the buffer bounds on
edges that are removed by cycle breaking so that the buffer sizes of these edges can
be set efficiently.
The organization of the report is as follows: In Section 2, we review related
work. We then review the LIAF framework in Section 3. In Section 4, we present
the cycle-breaking algorithm as well as some associated theory. In Section 5, we
analyze the buffer bounds on edges that are removed by the cycle-breaking process.
2. RELATED WORK
Various scheduling algorithms and techniques have been developed for different
applications of SDF graphs. In general, the problem of computing a buffer-optimal
SDF schedule is NP-complete. Bhattacharyya et al. [1996] has presented a heuristic
for minimum buffer scheduling. A simpler variant of this algorithm has been used in
both the Gabriel [Lee et al. 1989] and Ptolemy [Buck et al. 1994] environments. We
refer to these demand-driven, minimum-buffer scheduling heuristics as classical SDF
scheduling. This form of scheduling is effective at reducing total buffer requirements,
but its time complexity, and the lengths of its resulting schedules (which are usually
MASs) generally grow exponentially in the size of multirate SDF graphs.
An SAS is often preferable due to its optimally compact implementation contain-
ing only a single copy of code for every actor. A valid SAS exists for any consistent,
acyclic SDF graph and can be easily derived from flat scheduling, which is a strategy
that computes a topological sort of the SDF graph and iterates each actor based
on its repetition count. However, flat scheduling may also lead to relatively large
buffer requirements and latencies in multirate systems [Bhattacharyya et al. 1996].
For joint code and data minimization, several scheduling algorithms have been
developed for acyclic SDF graphs to minimize data memory requirements within
SASs. The dynamic programming post optimization (DPPO) [Bhattacharyya et al.
1996] performs dynamic programming over a given actor ordering (topological sort)
to generate a buffer-efficient looped schedule. It has several forms for different cost
functions, e.g., GDPPO [Bhattacharyya et al. 1996], CDPPO [Zitzler et al. 2000],
and SDPPO [Murthy and Bhattacharyya 2001]. The acyclic pairwise grouping of
adjacent nodes (APGAN) [Bhattacharyya et al. 1996] technique is an adaptable (to
different cost functions), low-complexity heuristic that generates a looped schedule
and an embedded topological sort.
Beyond SASs, the work of [Ko et al. 2004] presents a recursive procedure call
(RPC) based technique for software synthesis that generates MASs for acyclic SDF
graphs through recursive graph decomposition. For delayless SDF graphs, the
resulting schedules are proven to be buffer-optimal at each (two-actor) level of the
cluster hierarchy, and also polynomially bounded in the graph size. This technique
does not optimally handle the scheduling flexibility provided by edge delays, and
therefore, it does not always achieve minimum buffer sizes in presence of delays. In
[Hsu et al. 2007], we have then developed the buffer-optimal two-actor scheduling
algorithm that computes a buffer-optimal schedule for a general (with or without
delays), acyclic, two-actor SDF graph. This algorithm has been integrated in the
simulation-oriented scheduler (SOS) [Hsu et al. 2006] to schedule nested two-actor
graphs in the cluster hierarchy.
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The aforementioned acyclic SDF scheduling algorithms can be integrated with
LIAF to schedule acyclic graphs that emerge from the LIAF decomposition process.
In fact, the SOS approach [Hsu et al. 2006] adapts and integrates LIAF and our
cycle-breaking algorithm with a variety of acyclic scheduling techniques in new ways
that efficiently address the novel constraint of highly multirate simulation.
3. LOOSE INTERDEPENDENCE ALGORITHMS FRAMEWORK
The loose interdependence algorithms framework (LIAF) [Bhattacharyya et al.
1996] aims to decompose and break cycles in an SDF graph such that algorithms
for scheduling or optimization that are subsequently applied can operate on acyclic
graphs.
Given a connected, consistent SDF graph G = (V,E), LIAF starts by clustering
all strongly connected components 1 Z1, Z2, . . . , ZN into supernodes α1, α2, . . . , αN ,
and this results in an acyclic graph Ga [Cormen et al. 2001]. For each strongly
connected subgraph Gi = (Zi, Ei), LIAF tries to break cycles by properly removing
edges that have “sufficient” delays. An edge ei ∈ Ei can be removed in this sense
if it has enough initial tokens to satisfy the consumption requirements of its sink
actor for a complete iteration of Gi — that is, if del(ei) ≥ cns(ei) × qGi(snk(ei))
— so that scheduling without considering ei does not deadlock Gi. Such an edge
ei is called an inter-iteration edge in our context.
Now suppose that Gi∗ denotes the graph that results from removing all inter-
iteration edges from the strongly connected subgraph Gi. Gi is said to be loosely
interdependent if Gi∗ is not strongly connected, and Gi is said to be tightly inter-
dependent if G∗i is strongly connected. If Gi is found to be loosely interdependent,
then LIAF is applied recursively to the modified version G∗i of Gi.
In general application of LIAF, tightly interdependent subgraphs are scheduled
by classical SDF scheduling. As discussed in Section 2, classical SDF scheduling
is a demand-driven, minimum-buffer scheduling heuristic, but its complexity is
not polynomially-bounded in the size of the input graph. Fortunately, this does
not cause any major practical limitation because tightly interdependent subgraphs
rarely arise in practice [Bhattacharyya et al. 1996].
The acyclic graphs that emerge from LIAF decomposition can be further pro-
cessed by acyclic scheduling techniques such as single-rate clustering [Hsu et al.
2006], flat scheduling, APGAN, DPPO, and buffer-optimal two-actor scheduling,
as we discussed in Section 2. For more details, we refer the reader to [Hsu et al.
2007].
4. CYCLE-BREAKING
Careful decomposition of strongly connected SDF graphs into hierarchies of acyclic
graphs — a process that is referred to as subindependence partitioning or cycle-
breaking — is a central part of the LIAF framework. LIAF does not specify the
exact algorithm that is used to break cycles, but rather specifies the constraints
that such an algorithm must satisfy so that schedulers derived from the framework
1A strongly connected component of a directed graph G = (V, E) is a maximal set of vertices
Z ⊆ V such that for every pair of vertices u and v in Z, there is a path from u to v and a path
from v to u.
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CYCLE-BREAKING(G ≡ (V, E)) /*The input G is a strongly connected SDF graph*/
1 E′ ← ∅
2 for e ∈ E
3 if del(e) ≥ cns(e)× qG[snk(e)] E ← E − e, E′ ← E′ + e end
4 end
5 if IS-CONNECTED(G)
6 {SCC1, SCC2, . . . , SCCN} ← TOPOLOGICALLY-SORTED-SCC(G)
7 if N = 1 G is tightly interdependent, E ← E + E′, . . .
8 else
9 for e ∈ E′
10 if !(src(e) /∈ SCC1 and snk(e) ∈ SCC1) E ← E + e, E′ ← E′ − e end
11 end
12 G is no longer strongly connected . . .
13 end
14 else
15 {CC1, CC2, . . . , CCM} ← CONNECTED-COMPONENTS(G)
16 {SCC1, SCC2, . . . , SCCP } ← TOPOLOGICALLY-SORTED-SCC(GCC1 ≡ (CC1, ECC1 ))
17 for e ∈ E′
18 if !(src(e) /∈ SCC1 and snk(e) ∈ SCC1) E ← E + e, E′ ← E′ − e end
19 end
20 G is no longer strongly connected . . .
21 end
Fig. 1: Cycle-breaking algorithm.
can construct single appearance schedules whenever they exist and satisfy other
useful properties [Bhattacharyya et al. 1996; Bhattacharyya et al. 2000].
Figure 1 presents our cycle-breaking algorithm, which is designed for low com-
plexty and to be better suited for the acyclic scheduling techniques that we discussed
in Section 2.
In Figure 1, given a strongly connected SDF graph G = (V,E) to CYCLE-
BREAKING, we first remove all inter-iteration edges from G (lines 2-4). If G is
connected (line 5), we compute the strongly connected components SCC1, SCC2,
. . . , SCCN of G in topologically sorted order (line 6). By a topologically sorted
order of SCCs, we mean a topological sort 2 of the acyclic graph that results from
clustering the SCCs in G. In addition, for a vertex that does not belong to any
SCC that contains at least two vertices, we say that this vertex is an SCC by itself.
If G is still strongly connected (N = 1 in line 7), we conclude that G is tightly
interdependent; restore G to its original state (before any edge removals); and mark
it for processing by the tightly interdependent scheduling techniques, e.g., classical
scheduling discussed in Section 2. On the other hand, if G is connected, but not
strongly connected (N > 1 in line 7), then we put all previously removed edges
(which are stored in E′) back in G, except edges from {V − SCC1} to SCC1 (lines
9-11).
If G becomes disconnected after removing all inter-iteration edges (that is, if
control passes to the else branch rooted at line 14), then we compute the con-
nected components (CCs) CC1, CC2, . . . , CCM (line 15). Here, M > 1, and the
2A topological sort of a directed acyclic graph G = (V, E) is a linear ordering of V such that for
every edge (u, v) in G, u appears before v in the ordering.
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CCs can be ordered arbitrarily. Next, we compute the strongly connected com-
ponents SCC1, SCC2, . . . , SCCP (P ≥ 1) in some topologically sorted order for
one of the connected subgraphs GCC1 = {CC1, ECC1} (line 16). Lastly, we return
all previously-removed edges back to G, except edges from {V − SCC1} to SCC1
(lines 17-19), and complete the process.
The following theorem proves the correctness of the cycle-breaking algorithm.
Theorem 4.1. Suppose a strongly connected SDF graph G = (V,E) is applied
as input to the CYCLE-BREAKING algorithm, then G is determined to be tightly
interdependent in line 7, is determined (after modification) to not be strongly con-
nected in line 12, or is determined (again, after modification) to not be strongly
connected in line 20.
Proof. CASE I: In line 7, G is tightly interdependent because after removing
all inter-iteration edges (lines 2-4), it is still strongly connected (line 6-7).
CASE II: Just after line 8, the modified version of G (after removing all inter-
iteration edges) is connected and has N > 1 SCCs, SCC1, SCC2, . . . , SCCN , or-
dered in a topologically sorted fashion. We can then determine that G is not
strongly connected (since there are N > 1 SCCs), and there is no edge from
{V − SCC1} to SCC1 (since SCC1 is the first SCC in topologically sorted order).
By putting back all previously removed edges, except edges from {V − SCC1} to
SCC1 (lines 9-11), the resulting graph G (line 12) is not strongly connected be-
cause for any u ∈ SCC1 and v ∈ {V − SCC1}, there is a path from u to v (since
the original input G is strongly connected), but no path from v to u (since there is
no edge from {V − SCC1} to SCC1).
CASE III: Just after line 16, the modified version of G (after removing all inter-
iteration edges) is disconnected, and SCC1 here is the first SCC in topologically
sorted order in the connected subgraph GCC1 ≡ {CC1, ECC1}. We can then derive
that there is no edge from {V − SCC1} to SCC1 (since there is no edge between
CCs, and SCC1 is the first SCC in topologically sorted order in GCC1). By putting
back all previously removed edges, except edges from {V − SCC1} to SCC1 (lines
17-19), the resulting graph G (line 20) is connected but not strongly connected
because for any u ∈ SCC1 and v ∈ {V − SCC1}, there is a path from u to v (since
the original input G is strongly connected), but no path from v to u (since there is
no edge from {V − SCC1} to SCC1).
The following theorem establishes key properties provided by our
CYCLE-BREAKING algorithm.
Theorem 4.2. If a loosely interdependent, strongly connected SDF graph
G = (V,E) is applied as input to the CYCLE-BREAKING algorithm, then the re-
sulting graph G is connected. Also, suppose that SCC ′1, SCC
′
2, . . . , SCC
′
L are the
L > 1 SCCs in any topologically sorted order of the resulting graph G (line 12 or
line 20). Then the edges removed by the CYCLE-BREAKING algorithm are edges
from {V − SCC ′1} to SCC ′1. Furthermore, SCC ′1 is equal to SCC1 in line 6 or
line 16.
Proof. Continuing from the proof of Theorem 4.1 for both CASE II and CASE
III, we can derive that 1) SCC1 is a strongly connected component in the resulting
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graph G; and for any u ∈ SCC1 and v ∈ {V − SCC1}, 2) there is a path from u
to v, but 3) there is no path from v to u. As a result, the resulting graph G is
connected. In addition, SCC1 must be the first SCC in any topologically sorted
order of the resulting graph G, i.e., SCC1 = SCC ′1; and the removed edges, i.e.,
inter-iteration edges from {V − SCC1} to SCC1, must be edges from succeeding
SCCs, SCC ′2, SCC
′
3, . . . , SCC
′
L, to the first SCC
′
1 in the resulting graph G.
The following theorem pertains to the complexity of our cycle-breaking algorithm.
Theorem 4.3. Given a strongly connected SDF graph G = (V,E), the complex-
ity of the CYCLE-BREAKING algorithm is Θ(|V | + |E|).
Proof. Determining whether a graph is connected (IS-CONNECTED) as well
as computing connected components of a disconnected graph (CONNECTED-
COMPONENTS) can be implemented in linear time (i.e., in time that is linear
in the number of actors and edges in G). This can be done, for example, by using
depth-first search. A linear time algorithm to compute SCCs of a directed graph
in topologically sorted order (TOPOLOGICALLY-SORTED-SCC) can be found
in [Cormen et al. 2001]. Computing the repetitions vector of an SDF graph can
also be implemented in linear time [Bhattacharyya et al. 1996]. Furthermore, with
efficient data structures, operations in lines 2-4, lines 9-11, and lines 17-19, can be
implemented in linear time. As a result, the complexity of CYCLE-BREAKING is
Θ(|V | + |E|).
With the CYCLE-BREAKING algorithm, operations for decomposing and break-
ing cycles in LIAF can be implemented in time that is linear in the number of actors
and edges in the input SDF graph.
5. BUFFERING FOR REMOVED INTER-ITERATION EDGES
In both hardware/software synthesis and system simulation, computing buffer sizes
of dataflow edges is important for statically allocating memory space to edge buffers.
Even though scheduling acyclic graphs that emerge from the LIAF decomposition
process without considering the removed inter-iteration edges never violates data
precedence constraints, buffer sizes of the removed edges should still be properly
computed based on the scheduling results. Otherwise, during execution, the graph
may deadlock or produce memory corruption due to buffer overflow. In this sec-
tion, we analyze buffer bounds for inter-iteration edges that are removed by cycle-
breaking. Our analysis here assumes that the acyclic graphs that emerge from LIAF
are scheduled based on R-schedules.
A valid single appearance schedule S is an R-schedule if S and each of the nested
schedule loops in S has either 1) a single iterand, and this single iterand is an
actor, or 2) exactly two iterands, and these two iterands are schedule loops having
coprime iteration counts [Bhattacharyya et al. 1996] . In general, an R-schedule
can be viewed as providing a single appearance, minimal periodic schedule for each
two-actor graph in the R-hierarchy. Here by R-hierarchy, we mean the nested two-
actor cluster hierarchy that is obtained from the looped binary structure in the
R-schedule.
A variety of single appearance scheduling techniques fall into the domain of
R-schedules — for example, APGAN [Bhattacharyya et al. 1996], DPPO [Bhat-



























































Fig. 3: Primitive two-actor SDF graph.
tacharyya et al. 1996], and RPMC [Murthy 1996]. Furthermore, Ko et al. [2004]
has developed a technique that works on recursive, multiple appearance schedules
of each two-actor graph in the R-hierarchy; and Hsu et al. [2006] has adapted and
integrated this technique in the SOS approach.
Analysis of buffer bounds on the removed inter-iteration edges can be performed
by studying the configuration of the removed edges in the R-hierarchy from the
given R-schedule. Before such analysis, we first discuss properties of consistent,
acyclic, two-actor SDF graphs that are useful for simplifying our analysis. These
properties have also been presented in [Hsu et al. 2007].
Property 5.1. A consistent, acyclic, two-actor SDF graph G = ({vsrc, vsnk}, E)
has a general form as shown in Figure 2, where for each ei ∈ E, src(ei) = vsrc,
snk(ei) = vsnk, pi = prd(ei), ci = cns(ei), di = del(ei), gi = gcd(pi, ci), p∗ = pi/gi,
and c∗ = ci/gi. For consistency, the coprime positive integers p∗ and c∗ must satisfy
pi/ci = p∗/c∗ for every ei ∈ E.
Definition 5.2 Primitive Two-Actor SDF Graph. Given a consistent, acyclic,
two-actor SDF graph G = ({vsrc, vsnk}, E) as described in Property 5.1, its prim-
itive form is defined as a two-actor, single-edge SDF graph G∗ = ({vsrc, vsnk}, {e∗})
as shown in Figure 3, where src(e∗) = vsrc, snk(e∗) = vsnk, prd(e∗) = p∗,
cns(e∗) = c∗, gcd(p∗, c∗) = 1, and del(e∗) = d∗ = min ei∈E (di/gi). The values
p∗, c∗, and d∗ are defined as the primitive production rate, primitive consumption
rate, and primitive delay of G, respectively. An edge ei that satisfies di/gi = d∗
is called a maximally-constrained edge of G.
The following lemma is useful in simplifying analysis for acyclic, two-actor SDF
graphs. The proof can be found in [Hsu et al. 2007].
Lemma 5.3. A schedule S is a valid minimal periodic schedule for a consistent,
acyclic, two-actor SDF graph G if and only if S is a valid minimal periodic schedule
for the primitive form G∗ of G.
Next, we define some notation that is important to our analysis. Suppose that
we are given a consistent SDF graph G = (V,E) and a valid minimal periodic
schedule S for G. By a firing index for S, we mean a non-negative integer that
is less than or equal to the sum QG of repetitions vector components for G (i.e.,
QG =
∑
v∈V qG[v]). In the context of S, a firing index value of k represents the kth
actor execution within a given iteration (minimal period) of the execution pattern
derived from repeated executions of S. Let τ(S, v, k) denote the firing count of
actor v up to firing index k (i.e., the number of times that v is executed in a given
schedule iteration up to the point in the firing sequence corresponding to k); and







































Fig. 4: Presence of cycle-broken edge in the two-actor graph.
let
tokG(S, e, k) = τ(S, src(e), k) × prd(e) − τ(S, snk(e), k) × cns(e) + del(e) (3)
denote the number of tokens queued on edge e ∈ E immediately after the actor
firing associated with firing index k in any given schedule iteration. Firing index 0
represents the initial state: for k = 0, τ(S, v, 0) is defined to be 0, and tokG(S, e, 0)
is defined as del(e). Note that from the properties of periodic schedules, the values
of τ and tokG are uniquely determined by k, and are not dependent on the schedule
iteration [Bhattacharyya et al. 1996].
Now, we develop our analysis of buffer bounds on the removed inter-iteration
edges. Suppose that we are given a consistent, loosely interdependent, strongly
connected SDF graph G. Suppose also that the CYCLE-BREAKING algorithm
(see Section 4) removes a subset of inter-iteration edges E′ from G, and suppose G′
is the acyclic SDF graph that is constructed by clustering the SCCs of the resulting
graph G. As described earlier, we assume that R-schedule techniques are applied
to scheduling G′. Then we have the following observations: 1) By joint analysis
of G′ and the given R-schedule, a R-hierarchy H can always be constructed such
that each two-actor graph in H is consistent and acyclic, and the order of the leaf
actors encountered in depth-first, source-to-sink traversal of H gives a topological
sort of G′. 2) According to Theorem 4.2, a removed inter-iteration edge e′ ∈ E′
must connect a succeeding actor (or SCC supernode) to the first actor (or SCC
supernode) in the topological sort. 3) The final schedule S′ of G′ can be decomposed
such that for each two-actor SDF subgraph in H, there exists a corresponding
minimal periodic sub-schedule (single appearance or multiple appearance) in S′.
Based on 1), 2), and 3), analysis of buffer bounds on a removed inter-iteration
edge e′ can be performed in the unique two-actor graph in H,
Gu,v = ({u, v}, Eu,v = {e | src(e) = u and snk(e) = v}), such that src(e′) is in the
v-cluster and snk(e′) is in the u-cluster. In other words, there exists a unique,
consistent, acyclic, two-actor SDF graph Gu,v in H such that the presence of e′ is
in the reverse direction across the two actors in Gu,v. Figure 4 shows a general
form of such configuration, where for each ei ∈ Eu,v, pi = prd(ei), ci = cns(ei),
di = del(ei).
The following theorem pertains to the buffer bounds on the removed inter-
iteration edges.
Theorem 5.4. Suppose that we are given a consistent, loosely interdependent,
strongly connected SDF graph G. Suppose G′ is the acyclic SDF graph that is con-
structed by applying the CYCLE-BREAKING algorithm on G and clustering the
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SCCs of the resulting graph G. Suppose H is the R-hierarchy in scheduling G′. Sup-
pose that e′ is an inter-iteration edge that is removed by the CYCLE-BREAKING
algorithm. Suppose Gu,v = ({u, v}, Eu,v = {e | src(e) = u and snk(e) = v}) is the
consistent, acyclic, two-actor SDF graph in H such that src(e′) is in the v-cluster
and snk(e′) is in the u-cluster. Then the buffer size required for e′ is bounded by
del(e′) + g × d∗ if d∗ ≤ p∗ × c∗
del(e′) + g × p∗ × c∗ if d∗ > p∗ × c∗. (4)
Here, p∗, c∗, and d∗ are the primitive production rate, primitive consumption rate,
and primitive delay of Gu,v, respectively; and in addition, g = gcd(p, c),
p=prd(e′)×qG[src(e′)]/gv, c=cns(e′)×qG[snk(e′)]/gu), gu =gcdα∈u−cluster(qG[α]),
and gv = gcdα∈v−cluster(qG[α]).
Proof. Based on Definition 5.2 and Lemma 5.3, analysis of Gu,v in Figure 4 is
equivalent to analysis of its primitive form G∗u,v = ({u, v}, {e∗ = (u, v)}) in Figure
5, where for each ei ∈ Eu,v, pi = prd(ei), ci = cns(ei), di = del(ei), gi = gcd(pi, ci),
p∗ = pi/gi, and c∗ = ci/gi; for e∗, prd(e∗) = p∗, cns(e∗) = c∗, gcd(p∗, c∗) = 1, and
del(e∗) = d∗ = min ei∈Eu,v (di/gi).
Furthermore, because of the properties of SDF clustering, we can derive that
1) p∗ × gu = c∗ × gv, 2) execution of u consists of executing snk(e′) for qG[snk(e′)]/gu
times, and 3) execution of v consists of executing src(e′) for qG[src(e′)]/gv times.
As a result, we can transform e′ in Figure 4 to an equivalent edge e in Figure 5
such that src(e) = v, snk(e) = u, prd(e) = p, cns(e) = c, and del(e) = d = del(e′).
Note that adding e to G∗u,v preserves consistency because 1) p
∗/c∗ = c/p — this is
because of the balance equation on e′:
prd(e′) × qG[src(e′)] = cns(e′) × qG[snk(e′)], (5)
and 2) d is large enough for the consumption requirements of u for a complete
iteration of G∗u,v — this is because e
′ is an inter-iteration edge for G so that
d = del(e′) ≥ cns(e′) × qG[snk(e′)] = c × gu ≥ c × c∗ (6)
Based on Lemma 5.3, suppose S is any valid minimal periodic schedule for Gu,v
as well as G∗u,v. According to Equation (3), we can derive that
tokG∗u,v (S, e, k) = τ(S, v, k) × p − τ(S, u, k) × c + d (7)
and
tokG∗u,v (S, e
∗, k) = τ(S, u, k) × p∗ − τ(S, v, k) × c∗ + d∗ (8)
Then, we can derive the following equation based on Equation (7) and Equation
(8).
tokG∗u,v (S, e, k) = d + g × (d∗ − tokG∗u,v (S, e∗, k)) (9)
Because S is a valid minimal periodic schedule, for any firing index k, we can derive
that
tokG∗u,v (S, e
∗, k) ≥ 0 if d∗ ≤ p∗ × c∗,
tokG∗u,v (S, e
∗, k) ≥ d∗ − p∗ × c∗ if d∗ > p∗ × c∗. (10)







Fig. 5: Presence of cycle-broken edge in the primitive two-actor graph.
Finally, substituting Equation (10) into Equation (9) gives us
tokG∗u,v (S, e, k) ≤ d + g × d∗ if d∗ ≤ p∗ × c∗,
tokG∗u,v (S, e, k) ≤ d + g × p∗ × c∗ if d∗ > p∗ × c∗.
(11)
The proof is complete.
6. CONCLUSION
In this report, we have reviewed the loose interdependence algorithms framework for
decomposing cycles in SDF graphs into hierarchies of acyclic subgraphs whenever
possible. Next, we have presented a low-complexity (linear-time) cycle-breaking
algorithm to break cycles and decompose strongly connected SDF graphs. Our al-
gorithm has been carefully designed such that the resulting graphs can be scheduled
by the subsequent acyclic scheduling processes in the LIAF framework. With our
new cycle-breaking algorithm, LIAF can be efficiently integrated with many useful
scheduling techniques for acyclic SDF graphs. We have also presented an analysis
of buffer bounds on the removed inter-iteration edges. We have implemented our
cycle-breaking algorithm and buffer size computation technique in the simulation-
oriented scheduler, which is geared toward efficient simulation of complex, multirate
SDF graphs, such as those arising from modern wireless communications applica-
tions. Our results in [Hsu et al. 2006; 2007] demonstrate the effectiveness of the
techniques developed in this report.
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