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On a class of high order schemes for hyperbolic
problems
Rémi Abgrall
Abstract. This paper provides a review about a family of non oscillatory and parameter free ﬁnite
element type methods for advection-diffusion problems. Due to space limitation, only the scalar hy-
perbolic problem is considered. We also show that this class of schemes can be interpreted as ﬁnite
volume schemes with multidimensional ﬂuxes.
Mathematics Subject Classiﬁcation (2010). 65, 76.
Keywords. Numerical approximation of hyperbolic problems, Non oscillatory schemes, Unstructured
meshes, High order methods
1. Introduction
We are interested in the numerical solution of parabolic type equations in which the elliptic
terms play an important role only at some locations of the computational domain. To make
things more precise, our target are the Navier-Stokes equations in the compressible regime.
These systems of partial differential equations are supplemented by initial and boundary con-
ditions. In particular, at solid walls, the velocity is set to zero and the temperature behavior is
speciﬁed. Thus depending on the Reynolds number, the viscous terms have an effect that is
sensitive on a more or large range. Far enough from the walls, where the viscous effects are
less prominent, it is mainly the hyperbolic part that plays the major role, and thus, depend-
ing on the ﬂow conditions, thin zone with very steep gradients may exist with a shock-like
structure.
Our goal is to approximate the solution every where, with a parameter free method, so
that the solution is oscillation free, with a uniform accuracy. In addition, we want to handle
complicated geometries, so that the method use unstructured meshes.
How can this program be achieved? In the following, we focus on steady problems, and
to make things simpler, we focus on the scalar problem:
div f(u) = 0 (1a)
subjected to
min(∇uf(u) · n(x), 0)(u− g) = 0 on ∂Ω (1b)
In (1b), n(x) is the outward unit vector at x ∈ ∂Ω (thus we assume enough regularity for
Ω). The case of the advection-diffusion problem
div f(u)− div(K∇u) = 0 (2a)
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subjected to boundary condition of the Dirichlet type
u = g on ΓD (2b)
and Neuman-like conditions
(K∇u) · n(x) = h(x) on ΓN (2c)
is done in a similar way except for some technicalities about the diffusion term, see [4].
Extensions to the system case can be found in [5] for the pure hyperbolic case and [3] for
the Navier Stokes equations.
Here the notations are standard: g and h are regular enough functions, ΓD and ΓN are
non overlapping regular enough subsets of ∂Ω, and ΓD ∪ ΓN = ∂Ω. From now on, we
assume that Ω has a polyhedric boundary, and more over Ωh = Ω for the chosen family of
triangulations in order to simplify. These assumptions are by no mean essential. We denote
by Eh the set of edges/faces of Th that are contained in ∂Ω, andK stands either for an element
K or a face/edge e.
In the ﬁnite element setting, there exists several variational formulations of this class
of problems. The classical ones can be deﬁned in three steps. We are given a family of
meshes denoted by (Th)h∈H. These meshes are made of elements denoted generically by
K. The parameter h, as usual, denotes the maximum of the diameters of K, K ∈ Th. The
meshes can be geometrically conformal or not. Then we need to deﬁne the trial function
space, denoted by Uh and a test function Vh. The last step is to deﬁne a bi-linear form a on
Uh × Vh, as well as form ℓ deﬁned on Vh. As usual, we assume that the spaces Uh and Vh
encode some of the boundary conditions, while the others are encoded in ℓ. The problem is
to ﬁnd uh ∈ Uh such that a for any vh ∈ Vh, we have
a(uh, vh) = ℓ(vh).
A ﬁrst example example is given by the streamline diffusion method [12, 13] for which
there are two possible interpretations. In the ﬁrst one, we consider a Petrov Galerkin formu-
lation, .i.e we take
Uh = {uh ∈ H1(Ω) such that for anyK ∈ Th, uh∣∣K ∈ Pr(K)} ∩ C0(Ω)
and
Vh ={vh ∈ L2(Ω), such that for anyK ∈ Th, there exists wh ∈ Uh,
vh = wh + hKτK∇uf(uh)∇wh}
and
aSUPG1(uh, vh) =
∫
Ω
vh div f(uh) +
∑
e∈Eh
∫
e
vh
(
fˆn(g, uh)− f(uh) · n) =
∫
Ω
fvh. (3a)
Here, fˆ is a consistent upwind numerical ﬂux. The second interpretation is to take Vh = Uh
and use, instead of aSUPG1 the form aSUP2 deﬁned by
aSUPG2(uh, vh) =
∫
Ω
vh div f(uh) +
∑
K
hK
∫
K
(∇uf(uh)∇vh)τK(∇uf(uh)∇uh)
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+
∑
e∈Eh
∫
e
vh
(
fˆn(g, uh)− f(uh) · n). (3b)
This can be as a Galerkin approximation of a modiﬁed equation, namely
div f(u)− div
(
h∇uf(u)⊗ (τ∇uf(u))∇u
)
= 0. (3c)
In (3), the parameters τK are positive functions (typically constant per element) and in (3c)
the function τ and h are deﬁned by their restrictions on each element.
We can play further with the trial and test spaces. If one removes the continuity assump-
tion, then we have a Discontinuous Galerkin formulation, i.e. Uh = Vh with
Uh = {uh ∈ L2(Ω), such that for anyK ∈ Th, uh∣∣K ∈ Pr(K)}
and
a(uh, vh) =
∑
K∈Th
(
−
∫
K
∇vh · f(uh) +
∫
∂K
vhfˆn
(
(uh)|K , (uh)|K−
))
(4a)
where K− denotes generically the element(s) that are on the other side of the faces of ∂K.
Another formulation is
a(uh, vh) =
∑
K∈Th
(
−
∫
K
∇vh · f(uh) +
∫
∂K
vhfˆn
(
(uh)|K , (uh)|K−
))
+
∑
K
hK
∫
K
(∇uf(uh)∇vh)τK(∇uf(uh)∇uh) (4b)
In (4), the Dirichlet boundary conditions are set weakly, as in (3), by setting uh = g on the
parts of ∂K which belongs to inﬂow part of ∂Ω.
The space Uh and Vh can be independently chosen, as well as a and ℓ, provided the
variational problem is consistent with the problem (1), and of course the numerical method
is stable. Formal accuracy is obtained via the choice the polynomial degree r, and effective
accuracy is related to the stability of the scheme in suitable norm. Hence a natural question
is: can we deﬁne Uh, Vh and the forms a and ℓ such that in addition with consistency
and accuracy, we can also have non oscillatory properties. In the case of the streamline
methods, this last property is obtained by modifying the formulation by adding a dissipation
operator which is parameter dependent. In the case of the Discontinuous Galerkin method,
this property is obtained via a proper choice of the arguments in fˆn, see [7, 8]. We note that
only the averages in K are controlled. In both cases this is obtained by introducing some
genuine non linearity in the scheme, i.e. even if (1) is a linear problem, the scheme will be
non linear.
In this paper, we show that, by introducing a solution-dependent operator χ from Uh ∩
C0(Ω) to L2(Ω), the variational problem with a deﬁned by
a(uh, vh) =
∑
K
∫
K
χhu(vh)div f(u
h) +
∑
e∈E
∫
e
vh(fˆn(g, uh)− f(uh) · n) (5)
enables to get all the properties. The rest of this paper is organized as follow: inspired by
a rewriting of (3), we introduce the residual distribution schemes. We provide a simple cri-
teria which guaranty a Lax-Wendroff type theorem, provide a simple criteria that guaranties
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formal accuracy, show how the choice of norms guaranty the effective accuracy, and pro-
vide several examples of schemes. In the last part, we show how these schemes can also be
interpreted as ﬁnite volume schemes and we provide explicit formula.
2. Formulation of residual distribution schemes
These schemes have been introduced by P.L. Roe in [17] in one dimension, and [18] in
the multidimensional case. As we see, there are many common points with the streamline
method, the difference is that we try to combine ideas from the ﬁnite element community
and from the ﬁnite volume one. The ﬁrst scheme of this kind was probably designed by R.
Ni [16] where introduce a particular version of the Lax Wendroff scheme.
2.1. Deﬁnition, connection to ﬁnite element methods. Wemake the standard remark that,
for any internal degree of freedom σ, if ϕσ is the Lagrange basis function associated to σ,
(3b) can be written as:
aSUPG2(uh, ϕσ) =
∑
K
(∫
K
ϕσ∇ · f(uh) + hK
∫
K
(∇uf(uh)∇ϕσ)τK(∇uf(uh)∇uh))
+
∑
e∈Eh
∫
e
ϕσ(fˆn(g, uh)− f(uh) · n).
Since the support of ϕσ is made of all the elements K that share σ, we have for any degree
of freedom σ:
aSUPG2(uh, ϕσ)
=
∑
K∋σ
(∫
K
ϕσ∇ · f(uh) + hK
∫
K
(∇uf(uh)∇ϕσ)τK(∇uf(uh)∇uh))
∑
e∈Eh,σ∈e
∫
e
ϕσ(fˆn(g, uh)− f(uh) · n)
and notice that
1. for anyK,∑
σ∈K
(∫
K
ϕσ∇·f(uh)+hK
∫
K
(∇uf(uh)∇ϕσ)τK(∇uf(uh)∇uh)) = ∫
∂K
f(uh)·n,
2. for any e ∈ Eh,∑
σ∈e
∫
e
ϕσ(fˆn(g, uh)− f(uh) · n) =
∫
e
(fˆn(g, uh)− f(uh) · n).
This is true because
∑
σ∈K ϕσ(x) = 1 and thus
∑
σ∈K ∇ϕσ(x) = 0 for all x ∈ K.
We deﬁne the total residual for element and edges the quantities:
ΦK :=
∫
∂K
f(uh) · n, and Φe :=
∫
e
(fˆn(g, uh)− f(uh) · n). (6)
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A residual distribution scheme is deﬁned by the sub-residuals that are “sent” to the de-
grees of freedom σ by an elementK (resp. a boundary edge e). We denote them byΦKσ (u
h
|K)
(resp. Φeσ(u
h
|e)). The scheme writes, for any internal degree of freedom σ,∑
K∋σ
ΦKσ (u
h
|K) = 0, (7a)
and for any degree of freedom on the boundary,∑
K∋σ
ΦKσ (u
h
|K) +
∑
e∋σ
Φeσ(u
h
|e) = 0. (7b)
We assume that the following structure condition holds true:
∀σ ∈ K,
∑
σ∈K
ΦKσ (u
h
|K) =
∫
∂K
f(uh) · n (= ΦK), (8a)
∀e ∈ Eh,
∑
σ∈e
Φeσ(u
h
|K) =
∫
e
(fˆn(g, uh)− f(uh) · n). (= Φe) (8b)
We see that the SUPGmethod is a particular case of such scheme. There is a lot of freedom in
deﬁning the sub-residuals ΦKσ (u
h
|K) and Φ
e
σ(u
h
e ), we will show how we can take advantage
of this freedom to achieve our goal. Note that in the deﬁnition of the sub-residual, we have
implicitly assumed that only the degrees of freedom withK or e are necessary to deﬁne these
quantities: the stencil of the method is the most possible compact which is a good point for
the parallelization of the method.
Another example of sub-residual are the Galerkin residuals deﬁned by: on the element
K
ΦG,Kσ =
∫
K
ϕσdiv f(u
h = −
∫
K
∇ϕσ · f(uh) +
∫
∂K
ϕσf(u
h) · n, (9a)
and on the boundary face e:
ΦG,eσ =
∫
e
ϕσ(fˆn(g, uh)− f(uh) · n) (9b)
We see that both {ΦG,Kσ }σ∈K and {ΦG,eσ }σ∈e satisfy (8) with the same value of the total
residual. Unfortunately, the scheme (7) with the Galerkin residual is widely unstable,
2.2. Structure conditions. For any wh (not necessarily a solution of (7) if it exists), and
any test function vh, we have (setting vhσ = v
h(σ)):
S :=
∑
σ 6∈∂Ω
vhσ
(∑
K∋σ
ΦKσ (w
h
|K)
)
+
∑
σ∈∂Ω
vhσ
(∑
K∋σ
ΦKσ (w
h
|K) +
∑
e∋σ,e∈Eh
Φeσ(w
h
|e)
)
=
∑
K
(∑
σ∈K
vhσΦ
K
σ (w
h
|K)
)
+
∑
e∈Eh
(∑
σ∈e
vhσΦ
e
σ(w
h
|K)
)
= −
∫
Ω
vh∇ · f(uh) +
∫
∂Ω
vhfˆn(g, w
h) (10)
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+
∑
K
∑
σ∈K
vhσ
(
ΦKσ (w
h
|K)− ΦG,Kσ (wh|K)
)
+
∑
e,e∈Eh
∑
σ∈e
vhσ
(
Φeσ(w
h
|K)− ΦG,eσ (wh|K)
)
thanks to (9). Then, since (recall K represents either a generic element or a generic member
of Eh) ∑
σ∈K
(
ΦKσ (w
h
|K)− ΦG,Kσ (wh|K)
)
= 0,
(10) becomes, denoting by nK and ne the number of degree of freedom inK and e:
S =−
∫
Ω
∇vh · f(uh) +
∫
Ω
vhfˆn(g, w
h)
+
∑
K
1
nK !
∑
σ,σ′∈K
(
vhσ − vhσ′)
(
ΦKσ (w
h
|K)− ΦG,Kσ (wh|K)
)
+
∑
e∈Eh
1
ne!
∑
σ,σ′∈e
(
vhσ − vhσ′
)(
Φeσ(w
h
|e)− ΦG,eσ (wh|e)
) (11)
This relation is fundamental in our analysis.
2.2.1. Conservation. In [6], we prove the following result:
Theorem 2.1. Assume the family of meshes T = (Th)h∈H is regular. We assume that the
residuals {ΦKσ }σ∈K, for K an element or a boundary element of Th, satisfy:
• For any M ∈ R+, there exists a constant C which depends only on the family of
meshes Th andM such that for any uh ∈ Uh with ||uh||∞ ≤M , then∥∥ΦKσ (uh|K)∥∥ ≤ C ∑
σ,σ′∈K
|uhσ − uhσ′ |
• they satisfy the conservation property (8).
Then if there exists a constant Cmax such that the solutions of the scheme (7) satisfy
||uh||∞ ≤ Cmax and a function v ∈ L2(Ω) such that (uh)h or at least a sub-sequence
converges to v in L2(Ω), then v is a weak solution of (1)
Proof. The proof can be found in [6], it uses (11) and some adaptation of the ideas of [14].
We can also state condition for entropy inequalities:
Proposition 2.2. Let (U,G) be an couple entropy-ﬂux for (1) and Gˆn an upwind numerical
entropy ﬂux consistent withG · n. Assume that the residuals satisfy: for any elementK,∑
σ∈K
U(uσ)Φ
K
σ ≤
∫
∂K
G(uh|K) · n (12a)
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and for any boundary edge e,∑
σ∈e
U(uσ)Φ
e
σ ≤
∫
e
(
Gˆn(u
h
|e, g)−G(uh|K) · n
)
. (12b)
Then, under the assumptions of the theorem 2.1, the limit weak solution also satisﬁes the
following entropy inequality: for any ϕ ∈ C1(Ω), ϕ ≥ 0,
−
∫
Ω
∇ϕ ·G(u) +
∫
∂Ω
Gˆn(u, g) ≤ 0.
Proof. The proof is similar to that of theorem 2.1.
2.2.2. Accuracy. In most cases, assuming a smooth solution of (1), the formal accuracy
analysis is done by checking how large is the error made when plugging the exact solu-
tion into the scheme. This is carried out using Taylor expansions, and the geometry of the
computational stencil plays an important role. When the mesh has no particular symmetry,
this leads to nowhere. Instead of looking to how far the numerical scheme departs from
the strong form of the PDE, it is much more ﬂexible to look at how for it departs its weak
form, i.e. instead of checking div f(u) = 0, it is better to test, for any ϕ smooth enough,∫
Ω
ϕ div f(u) = 0, of course after using the Green formula.
In practice, we deﬁne the truncation error
E(wh, vh) =
∑
σ 6∈∂Ω
vhσ
(∑
K∋σ
ΦKσ (w
h
|K)
)
,
and consider
E(wh) = max
vh∈V h,||vh||W1,∞=1
E(wh, vh). (13)
We can then extend the classical deﬁnition of accuracy:
Deﬁnition 2.3 (Accuracy). We say that the scheme (7) is r + 1-th order accurate if, for any
smooth solution uex ∈ Cr+1(Ω) of (1), E(uhex) ≤ C hr+1. The constant C only depend on
the family T , the regularity of f , on the r + 1 derivative of u, and the boundary conditions.
Using (11), we see that, for any vh
E(uhex, vh) = −
∫
Ω
∇vh · f(uhex) +
∫
Ω
vhfˆn(g, u
h
ex) (14)
+
∑
K
1
nK !
∑
σ,σ′∈K
(
vhσ − vhσ′)
(
ΦKσ ((u
h
ex)|K)− ΦG,Kσ ((uhex)|K)
)
(15)
+
∑
e∈Eh
1
ne!
∑
σ,σ′∈e
(
vhσ − vhσ′
)(
Φeσ((u
h
ex)|K)− ΦG,eσ ((uhex)|e)
)
(16)
For the steady problem (1), we have the following result:
Lemma 2.4. Let us recall that Ω ⊂ Rd and is bounded.
If the solution uex of the steady problem (1) is C
r+1, then
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(1) ΦG,Kσ ((u
h
ex)|K) = O(h
r+d),
(2) ΦG,eσ ((u
h
ex)|e) = O(h
r+d−1)
(3) if the numerical ﬂux fˆ is Lipschitz, − ∫
Ω
∇vh · f(uhex) +
∫
Ω
vhfˆn(g, u
h
ex) = O(h
r+1),
Proof. We start by showing the ﬁrst result. The proof of the second one is similar and is
omitted.
Since uex ∈ Cr+1, we have div f(uex) = 0 in a strong sense, thus for any K ∈ Th and
any σ, ∫
K
ϕσ div f(uex) = −
∫
K
∇φσ · f(uex) +
∫
∂K
φσf(uex) · n = 0.
We can subtract this relation to ΦG,Kσ (u
h
ex) and get:
ΦG,Kσ (u
h
ex) = −
∫
K
∇ϕσ ·
(
f(uhex)− f(ue)
)
+
∫
∂K
ϕσ
(
f(uhex)− f(ue)
)
.
Since the mesh is regular, we have:
|K| = O(hd), ∇ϕσ = O(h−1), |∂K| = O(hd−1)
and since the ﬂux f is C1, we have
f(uhex)− f(ue) = O(hk+1).
Gathering the pieces together, we get:∣∣∣ΦG,Kσ (uhex)∣∣∣ ≤ C(hd × h−1 × hk+1 + hd−1 × 1× hk+1) = O(hk+d).
The third inequality is obtained in a similar manner: From (1), we have for any vh,
setting Γ− = {x ∈ ∂Ω,∇uf(u) · n < 0},
−
∫
Ω
∇vh · f(uex) +
∫
Γ−
vhf(uex) · n = 0
so that
−
∫
Ω
∇vh · f(uhex) +
∫
Ω
vhfˆn(g, u
h
ex)
= −
∫
Ω
∇vh · (f(uhex)− f(uex))+ ∫
∂Ω
vh
(
fˆn(g, u
h
ex)− f(uhex) · n
)
= (I) + (II)
Using again the same arguments, since the numerical ﬂux is Lipschitz continuous, we see
that both (I) and (II) are of the order of O(hk+1)× ||vh||W 1,∞(Ω).
Then, we have:
Proposition 2.5. Under the assumptions of Lemma 2.4 and assuming that the family of
meshes Th is regular, the residuals satisfy:
for all σ and all K = K or e,ΦKσ ((uex)|K) = O(hr+D) (17)
where D = d for elements and D = d − 1 for e ∈ E , then the scheme is formally r + 1
accurate.
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Proof. E(uhex, vh) is the sum of
−
∫
Ω
∇vh · f(uhex) +
∫
Ω
vhfˆn(g, u
h
ex)
which is O(hr+1) by lemma 2.4 and∑
K
1
nK !
∑
σ,σ′∈K
(
vhσ − vhσ′)
(
ΦKσ (w
h
|K)− ΦG,Kσ (wh|K)
)
+
∑
e⊂Ω
1
ne!
∑
σ,σ′∈e
(
vhσ − vhσ′
)(
Φeσ(w
h
|K)− ΦG,eσ (wh|K)
)
Since the mesh is regular, the number of elements in the mesh is O(h−d) and the number of
boundary elements is O(hd−1). Since v ∈W 1,∞, its Lagrange interpolant satisfy∣∣vhσ − vhσ′ ∣∣ ≤ h||vh||W 1,∞
and suph ||vh||W 1,∞ is bounded by a constant that depends on T and ||v||1,∞. Then we see
that ∣∣∣∑
K
1
nK !
∑
σ,σ′∈K
(
vhσ − vhσ′)
(
ΦKσ (w
h
|K)− ΦG,Kσ (wh|K)
)
+
∑
e⊂∂Ω
1
Ne!
∑
σ,σ′∈e
(
vhσ − vhσ′
)(
Φeσ(w
h
|K)− ΦG,eσ (wh|K)
)∣∣∣
≤ C(h−d × h× hd+r + h−d+1 × h× hr+d−1)
≤ Chr+1
3. Construction of monotonicity preserving arbitrary accurate schemes
We start by a basic remark that goes at least back to A. Harten [11], and we rephrase it in the
Residual Distribution framework.
Lemma 3.1. Assume that the residual (for element and edges) write, for any degree of
freedom,
ΦKσ (uh) =
∑
σ′∋K
cKσσ′(uσ − uσ′), (18)
then the iterative scheme
un+1σ = u
n
σ − ωσ
(∑
K∋σ
ΦKσ +
∑
e∋σ
Φeσ)
admits a local maximum principle if
• for any σ, σ′, cKσσ′ ≥ 0,
• ωσ
(∑
K∋σ
∑
σ′∈K c
K
σσ′ +
∑
σ′∈K cσσ′
)
≤ 1
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Proof. It is clear that:∑
K∋σ
ΦKσ +
∑
e∋σ,e∈Eh
Φeσ =
( ∑
K∋σ
∑
σ′∈K
cKσσ′ +
∑
σ′∈K
cKσσ′
)
uσ
+
∑
σ′
( ∑
K,σ,σ′∈K
cKσσ′
)
uσ′
Here, in order to simplify the notations, we have set cKσ,σ′ = 0 when σ 6∈ K or σ′ 6∈ K.
The results holds true because cKσσ′ ≥ 0, and∑
K∋σ
∑
σ′∈K
cKσσ′ +
∑
σ′∈K
cKσσ′ =
∑
σ′
( ∑
K,σ,σ′∈K
cKσσ′
)
.
The idea is to construct schemes that satisfy the requirement cKσ,σ′ ≥ 0. It is known
since Godunov that one cannot have a scheme that is both monotonicity preserving and high
order accurate, hence some sort of non linearity must be introduced. Before showing how
we can meet the requirements, let us introduce our reference monotone scheme. It is a
multidimensional extension of the Rusanov (or local Lax-Friedrichs) scheme, namely, for
any K and σ,
ΦKσ =
1
nK
ΦK + αk
(
uσ − uK
)
, uK =
1
nK
∑
σ∈K
uσ (19)
This scheme has the form (18) and is monotone if αK ≥ maxK ||∇uf(uh)||.
Another example of monotone residual is called the N scheme (N stands for narrow), and
it is due to P.L. Roe in the P1 case. The construction is as follows. We notice that the total
residual on K, thanks to the Gauss formula, also writes
ΦK =
∫
K
div f(uh) =
∫
K
∇fu(uh) · ∇uh =
∑
σ∈K
(∫
K
∇fu(uh) · ∇ϕσ)
)
uσ
We introduce the “inﬂow” parameters kσ =
∫
K∇fu(uh) · ∇ϕσ), so that ΦK =
∑
σ kσuσ .
We notice that
∑
σ kσ = 0. This parameters are called the inﬂow parameters because in the
P1 case and for a linear ﬂux, their sign characterizes whether the ﬂow ∇uf(uh) is inﬂow or
outﬂow in the element K. The N-scheme is then deﬁned by
ΦNσ = max(kσ, 0)
(
uσ − u
)
(20a)
u = N
(∑
σ∈K
min(kσ, 0)uσ
)
(20b)
N−1 =
∑
σ∈K
min(kσ, 0) (20c)
The average u is deﬁned such that the relations (8) hold true. An easy calculation shows that
cNσ′σ = min(kσ, 0)N max(kσ, 0) ≥ 0
so that the scheme is monotonicity preserving. Numerical experiments shows that this a very
good ﬁrst order for P1 element (hence for triangles and tetrahedrons) and provides less good
results for higher elements.
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Similarly, one can deﬁne an upwind high order scheme, nicknamed as the LDA scheme
(Low Diffusion A schemes, there has been a LDB, less successful), it is deﬁned by:
ΦLDAσ = −max(kσ, 0)NΦ.
It is a very good scheme for triangular/tet P1 elements, but it reveals to be unstable for higher
elements or non triangular elements.
3.1. Explicit construction. The construction is local to an element (or boundary edge) K,
so we drop the dependency with respect to the element. We start from a monotone ﬁrst order
scheme, such as the Rusanov or the N scheme, denote the ﬁrst order residuals in the element
as {ΦMσ }σ∈K and the high order residuals (to be constructed) by {ΦHσ }σ . We then make the
following formal observation:
for all σ ∈ K,ΦHσ =
ΦHσ
ΦMσ
ΦMσ ,
so that if ΦMσ =
∑
σ′∈K c
M
σσ′(uσ′ − uσ), we have
φHσ =
ΦHσ
ΦMσ
( ∑
σ′∈K
cMσσ′(uσ′ − uσ)
)
=
∑
σ′∈K
(
ΦHσ
ΦMσ
cMσ′σ
)
(uσ′ − uσ)
)
=
∑
σ′∈K
cHσ′σ(uσ′ − uσ)
)
with cHσ′σ :=
ΦHσ
ΦMσ
cMσ′σ . Hence, to have c
H
σ′σ ≥ 0, it is enough that
ΦHσ Φ
M
σ ≥ 0
Introducing the parameters βMσ =
ΦMσ
Φ and β
H
σ =
ΦHσ
Φ where Φ is the total residual on the
element K, we see that:
• ΦHσ Φ
M
σ ≥ 0 is equivalent to βMσ βHσ ≥ 0,
• the conservation relations translates into:∑
σ∈K
βMσ =
∑
σ∈K
βHσ = 1. (21)
• In order to guaranty the condition (17), a sufficient condition is that : for any C, and
uh such that ||uh||∞ ≤ C, there exists C ′ such that |βHσ | ≤ C ′(C), uniformly for all
meshes Th.
These constraints can easily be interpreted geometrically. Consider an simplex S =
(a1, . . .anK) of dimension nK − 1 points, i.e. a triangle when nK = 3, a tetrahedron
for nK = 4 and so on. These points have nothing to do with the mesh, they are only used
to represent easily the constraint (21): it is well known that any pointM of an affine space
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of dimension nK − 1 can be uniquely described n in term of its barycentric coordinates with
respect to S :
M =
nK−1∑
i=1
λiai,
nK−1∑
i=1
λi = 1
so this suggest to interpret the parameters βMσ and β
H
σ as barycentric coordinates with respect
to the simplex S: we interpret a scheme as a point in this abstract affine space, and ﬁnding
the mapping (βMσ )σ∈K 7→ (βHσ )σ∈K can be interpreted as to ﬁnd a mapping from this affine
space onto itself. Then, to make the discussion more visual, we switch to nK = 3, see ﬁgure
1. The conditions βHσ β
L
σ ≥ 0 are interpreted as saying that βHi and βLi must be on the same
side of the line λi = 0.
a1
a2
a3
Yes
Yes!!""No
!!""No
Id
C
Figure 1. Geometrical representation of the monotonicity conditions. The invariant domain is materi-
alized by the domain inside of C.
The condition |βσ| ≤ C is materialized, on ﬁgure (1), by the domain inside curve C.
Inside the invariant domain bounded by C, the mapping is the identity, outside of C project
the point L =
∑
σ β
L
σ aσ on C without crossing the lines λσi = 0. Once the βHσ are deﬁned,
we set simply ΦHσ = β
H
σ Φ.
The simplest invariant domain is certainly the simplex (a1, . . . ,anK) for which 0 ≤
λσ ≤ 1. In that case, the most common formula is [6, 19]:
βHσ =
max(βMσ , 0)∑
σ∈Kmax(βMσ , 0)
. (22)
Note that
∑
σ∈Kmax(β
M
σ , 0) ≥ 1 because
1 =
∑
σ∈K
βMσ =
∑
σ∈K
max(βMσ , 0) +
∑
σ∈K
min(βMσ , 0) ≤
∑
σ∈K
max(βMσ , 0).
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When Φ = 0, we simply set ΦHσ = 0
In practice, this method is excellent for computing discontinuous solutions. When com-
puting smoother solutions, we can see “wiggles” appearing, see section 5. They are not a
manifestation of any instability since the scheme is perfectly L∞ stable, but it is too over
compressive, i.e. not dissipative enough.
It is quite easy to understand what is going on. We ﬁrst, let us consider the problem on
[0, 1]2:
∂u
∂x
= 0 (23)
with the boundary condition u = g on {0} × [0, 1]. The grid is made of quadrangles, with
vertexes (xi, yj), xi =
i
N , yj =
j
N , 0 ≤ i, j ≤ N . The function g is piecewise linear, and
g(0, yj) = (−1)j . The exact solution is independent of x.
The scheme is deﬁned by
un+1ij = u
n
ij − ωij
∑
K∋(xi,yj)
ΦH,Ki,j (u
n
h)
with u0ij given, and u
n
0j = g(0, yj). There are many ways of initializing, we consider two
initializations:
• Initialization with the exact solution: u0ij = g(0, yj) = (−1)j
• Check-board mode: u0ij = (−1)i+j
The solution at the n-th iteration is reconstructed with the Q1 interpolation. It is easy to see
that for both initialization, we have, for anyK,
ΦK =
∫
∂K
uhnx = 0
so that in both cases, for any i, j, n, unij = u
0
ij ! The method, as it is, is not well posed, and
there are spurious modes.
To remedy to this serious drawback, there are several possibilities, see [2]. The most
ﬂexible one is to add a streamline diffusion term:
ΦH,K,⋆σ = Φ
H,K
σ + θKhK
∫
K
(∇uf(uh) · ∇ϕσ) N (∇uf(uh) · ∇uh) (24)
where N is deﬁne by (20b), and θK ≈ 0 in discontinuities and θK ≈ 1 away from disconti-
nuities. When we apply this correction (with θ = 1) to (23) this corrects the problem.
To see what is the rational behind (24), let us ﬁrst switch to the one dimensional problem:
∂f(u)
∂x
= 0 x ∈ [0, 1]
u(0) = u0
u(1) = u1.
(25)
The boundary conditions are imposed weakly, and to make things simple, assume f ′(u0) > 0
and f ′(u1) < 0 so that the solution is u = u0. The interval [0, 1] is discretized with the mesh
712 Rémi Abgrall
which elements are [xi, xi+1], 0 = x0 < x1 < . . . < xn−1, xn = 1. Whatever the order, the
total residual is forKi+1/2 = [xi, xi+1]
ΦKi+1/2 = f(ui+1)− f(ui)
so that the high order residuals are simply, for any degree of freedom σ ∈ K, ΦKσ =
βKσ
(
f(ui+1 − f(ui)
)
. In particular, the internal degrees of freedom play no role. Assume
now that k = 1, there is no internal degree of freedom, and let us evaluate the entropy
balance for the entropy U(u) = 12u
2:
E =
N−1∑
i=0
ui
(
β
Ki−1/2
i
(
f(ui+1)− f(ui)
)
+ β
Ki+1/2
i
(
f(ui+1)− f(ui)
))
=
∫ 1
0
uh
∂f
∂x
(uh) +
N−1∑
i=0
(
γ
Ki+1/2
i ui + γ
Ki+1/2
i+1 ui+1/2
)(
f(ui+1)− f(ui)
)
with γ
Ki+1/2
j = β
Ki+1/2
j − 12
=
∫ 1
0
uh
∂f
∂x
(uh) +
N−1∑
i=0
γ
Ki+1/2
i+1 (f(ui+1)− f(ui))(ui+1 − ui).
For the scheme to be dissipative, a sufficient condition is that for all i,
γ
Ki+1/2
i+1 (f(ui+1)− f(ui))(ui+1 − ui) ≥ 0,
i.e.
γ
Ki+1/2
i+1
f(ui+1)− f(ui)
ui+1 − ui ≥ 0
with a strict inequality for at least one interval.
The evaluation of β
Ki+1/2
σ is done with the only aim of having an L∞ stable scheme, so
that this inequality might not be true 1. Adding the streamline term, i.e.
θ(ui+1 − ui)
∫ xi+1
xi
N
(∂f
∂u
)2 ∂ϕσ
∂x
= (ui+1 − ui)
∣∣∂f
∂u
∣∣(ϕσ(xi+1)− ϕσ(xi))
will modify the entropy into
E =
∫ 1
0
uh
∂f
∂x
(uh) +
N−1∑
i=0
(
γ
Ki+1/2
i+1
f(ui+1)− f(ui)
ui+1 − ui + θ
∣∣∂f
∂u
∣∣)(ui+1 − ui)2
and E ≤ ∫ 1
0
uh
∂f
∂x
(uh) provided that θ ≥ 1.
In the general case, we have the following result:
Proposition 3.2. There exists θ > 0 which depends only on the polynomial degree r such
that if fˆn is an E-ﬂux, then (12) is true with the residuals deﬁned by (24)
1However, in 1D it is very simple to show that the sign condition is true, let us ignore this fact however.
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Proof. We need to check (12). On the elementsK, we get:∑
σ∈K
uσ
(
ΦH,Kσ + θKhK
∫
K
(∇f(uh)∇uh)N(∇f(uh)∇uh))
=
∫
∂K
gn +
∑
σ
γKσ (uσ − uσ1)
∫
K
div f(uh)
+ θKhK
∫
K
(∇f(uh)∇uh)N(∇f(uh)∇uh)) (26)
=
∫
∂K
gn +
(∑
σ∈K
γKσ (uσ − uσ1)
)∫
K
∇uf(uh) · ∇uh
+ θhK
∫
K
(∇f(uh) · uh)2N.
We see that the second term of the last line can be written as :
(
uσ2 − uσ1 , . . . , uσnK − uσ1
)(
M + θKQ
) uσ2 − uσ1...
uσnK − uσ1

with
EK =Mσσ′ = γKσ
∫
K
∇uf(uh) · ∇ϕσ′
and
Qσσ′ = hK
∫
K
(∇uf(uh)∇ϕσ)N(∇uf(uh)∇ϕσ′).
The matrix Q is positive, kerQ ⊂ kerM . Since N is constant, we see that
(
uσ2 − uσ1 , . . . , uσnK − uσ1
)
M
 uσ1 − uσ1...
uσnK − uσ1

≥−
√
|K|hK
√∑
σ
(γKσ )
2max
K
||∇uh||
√∫
K
(∇uf(uh) · ∇uh)2.
Since Pr(K) is ﬁnite dimensional, there exists C2,∞ which depends only on r such that
√
|K|max
K
||∇uh|| ≤ C2,∞
√∫
K
(∇uh)2
so that
EK ≥− hKC2,∞
√∑
σ
(γKσ )
2
√∫
K
(∇uh)2
√∫
K
(∇uf(uh) · ∇uh)2
+ hKθN
∫
K
(∇uf(uh) · ∇uh)2.
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The last thing to show is the existence of Cr > 0 such that
√∫
K
(∇uf(uh) · ∇uh)2 ≥
C
√∫
K
(∇uh)2 on Pr(K). Since Pr(K) = kerQ
⊕
H where the two spaces are orthogonal
with respect to the scalar product2 a(u, v) =
∫
K
∇u · ∇v, and because the space are ﬁnite
dimensional, there exists C > 0 such that
∀u ∈ Uh,
∫
K
(∇uf(uh) · ∇uh)2∫
K
(∇uh)2 ≥ Cr > 0.
Connecting all the pieces together, since βKσ ∈ [0, 1].
∑∑
σ(γ
K
σ )
2 ≤ nK , we see that
θ ≥ CrC2,∞ guaranties the entropy inequality.
On the boundary element, if one takes and E-ﬂux, the inequality is also valid.
Remark 3.3. In practical simulations, θ = 1nK is ﬁne.
4. A variational formulation for RD schemes
Though described only by discrete formula, it is possible to identify the mapping χ in (5).
Using the same technique, we see that
ΦKσ =β
K
σ
∫
K
div f(uh) + θhK
∫
K
(∇uf(uh)∇ϕσ)N(∇uf(uh)∇uh)
=
∫
K
χuh(ϕσ) div f(u
h),
with
χuh(v
h) =
∑
σ∈K
(
βKσ vσ + θhK
(∇uf(uh)∇ϕσ)N). (27)
5. Numerical examples
In this section, we illustrate the behavior of the method on two examples: a linear transport
problem and a non linear one. In Ω = [0, 1]2, we consider
~λ = (y,−x)T and u(x, y) = ϕ0(x) if y = 0 (28)
with the boundary conditions
ϕ0(x) =
{
cos2(2πx) if x ∈ [ 14 , 34 ]
0 else
The isolines of the exact solution are circles of center (0, 0). The form of the Burgers equa-
tion is the following:
∂u
∂y
+
1
2
∂u2
∂x
= 0 if x ∈ [0, 1]2
u(x, y) = 1.5− 2x on the inﬂow boundary.
(29a)
2if we remove the subspace of constant polynomial, which is included in kerQ, this becomes a scalar product,
thus sum is direct andH depends intrinsically on kerQ.
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The exact solution consists in a fan that merges into a shock which foot is located at (x, y) =
(3/4, 1/2). More precisely, the exact solution is
u(x, y) =

if y ≥ 0.5
{ −0.5 if − 2(x− 3/4) + (y − 1/2) ≥ 0
1.5 else
else max
(
− 0.5,min
(
1.5,
x− 3/4
y − 1/2
)) (29b)
Figure 2. Mesh for the numerical experiments.
The mesh displayed on ﬁgure 2 is used to obtain the solutions shown on ﬁgure 3 and 4.
We see, on ﬁgure 3-(a) that without the streamline term in (24), the solution looks very
wiggly. Again, it is not an instability, only a manifestation of spurious modes that are com-
pletely eliminated using (24). If one makes a convergence study on this problem using P1,
P2 and P3 elements, we recover the expected order of convergence.
h ǫL2(P1) ǫL2(P2) ǫL2(P3)
1/25 0.50493E-02 0.32612E-04 0.12071E-05
1/50 0.14684E-02 0.48741E-05 0.90642E-07
1/75 0.74684E-03 0.13334E-05 0.16245E-07
1/100 0.41019E-03 0.66019E-06 0.53860E-08
OlsL2 =1.790 OlsL2 =2.848 OlsL2 =3.920
Table 1. Order of accuracy on reﬁned mesh constructed from the mesh of ﬁgure 2, L2 norm. The
slopes are obtained by least square
Strictly speaking, the streamline in (24) destroys the maximum preserving nature of the
scheme: the operator deﬁned by (24) is not, a priori, of the type (18) with positive coeffi-
cients. We have not been able, so far, to analyze in full detail the scheme from this point
of view, but all the numerical experiments that we have done so far, including with system
case, indicate that the streamline term (24) acts as a ﬁlter, and does not spoil the monotonic-
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ity preserving properties. Actually, this property is violated, but the over- and undershoot
are negligible, as what occurs for the ENO and WENO schemes.
(a):without streamline term in (24) (b): with the streamline term in (24)
Figure 3. Solution of (28) with (22) and (24), P2 elements
P1 P2
Figure 4. Solution of (29) with (24)
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6. Flux formulation of Residual Distribution schemes
In this section we show that the scheme (7) also admits a ﬂux formulation, with an explicit
form of the ﬂux. Hence the method is also locally conservative. This is well known for
the Finite Volume and Discontinuous Galerkin approximation, much less understood for the
RDS and continuous ﬁnite elements, despite the paper [12].
Let us consider any common edge or face Γ ofK+ andK−, two elements. Let n be the
normal to Γ, see Figure 5. A ﬂux fˆ(S+, S−,n) betweenK+ andK− has to satisfy
K+
K−
n
Figure 5.
F (S+, S−,n) = −F (S−, S+,n). (30a)
and the consistency condition
F (S, S,n) = f(S) · n. (30b)
In (30a), the symbols S± represent set of states, where S+ is associated to K+ and S−
to K−. For a ﬁrst order ﬁnite volume scheme, we have S+ = uK+ and S
− = uK− , the
average values of u in K+ and K−. For the other schemes the deﬁnition is more involved.
The aim of this section is to deﬁne fˆ and S± in the RDS case.
We brieﬂy recall ﬁnite volume schemes. Then we show that RDS can be interpreted as
ﬁnite volume schemes. To make the exposure easier, we assume that d = 2 and that the
tessellation is conformal, made of triangles. This is not essential as the analysis shows it.
6.1. Analysis.
6.1.1. A recap on Finite volume methods. We denote the list of edges/faces of the ele-
ments of K by G. Considering a numerical ﬂux fˆ , and a cellK, the formulation is∫
∂K
f(u) · n ≈
∑
Γ∈G
fˆ(u+,u−,nΓ)
so that an approximation of (1) is
|K|u
n+1
K − unK
∆t
+
∑
Γ∈G
F (u+,u−,n) +
∑
Γ∈G,Γ⊂∂Ω+
F (u+,g,n) = 0 (31a)
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and initial conditions
u0K =
∫
K
u0(x)dx
|K| . (31b)
In (31a), we have specialized for the MUSCL method however this is not essential. We have
chosen a simple Euler forward time stepping, more accurate solutions can be obtained using
the method of lines, for example by using SSP Runge Kutta approximations [10]. More
details can be found in [9, 15].
6.1.2. Finite volume as Residual distribution schemes. Here, we rephrase [1]. The nota-
tions are deﬁned in Figure 6. Again, we specialize ourself to the case of triangular elements,
1 I
J
K
G
n⃗12
n⃗31
n⃗23
K
2
3
σ ≡ 1
K
2
3
Figure 6. Notations for the ﬁnite volume schemes. On the left: deﬁnition of the control volume for the
degree of freedom σ. The vertex σ plays the role of the vertex 1 on the left picture, etc for the triangle
K.
but clearly exactly the same arguments can be given for more general elements, provided a
conformal approximation space of the type Uh can be constructed. This is clearly the case
for triangle elements, and we can take p = 1.
The control volume in this case are deﬁned as the median cell, see ﬁgure 6. We concen-
trate on the div f approximation. Since the boundary of C is a closed polygon, we have∑
γ⊂∂C
nγ = 0
where γ is any of the segment included in ∂C, such as IG on Figure 6. Hence∑
γ⊂∂C
fˆ(u+σ u
−,nγ) =
∑
γ⊂∂C
fˆ(u+σ u
−,nγ)−
( ∑
γ⊂∂C
nγ
)
· f(uh(σ))
=
∑
K,σ∈K
∑
internal boundaries around σ
(
fˆ(u+σ u
−,nγ)− f(uh(σ)) · nγ
)
To make things explicit, inK, the internal boundaries are IG, JG andKG, and those around
σ ≡ 1 are IG andKG. We set
ΦKσ =
∑
internal boundaries around σ
(
fˆ(u+σ u
−,nγ)− f(uh(σ)) · nγ
)
. (32)
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If now we sum up these three quantities and get:∑
σ∈K
ΦKσ =
(
fˆ(u+1 , u
+
2 ,n12)− fˆ(u+1 , u+3 ,n13)− f(u1) · n12 + f(u1) · n31
)
+
(
fˆ(u+2 , u
+
3 ,n23)− fˆ(u+2 , u+1 ,n12) + f(u2) · n12 − f(u2) · n23
)
+
(
− fˆ(u+3 , u+2 ,n23) + fˆ(u+3 , u+1 ,n31)− f(u3) · n23 + f(u3) · n31
)
= f(u1) ·
(
n12 − n31
)
+ f(u2) ·
(− n23 + n31)+ f(u3) · (n31 − n23)
= f(u1) · n1
2
+ f(u2) · n2
2
+ f(u3) · n3
2
where nj is the scaled inward normal of the edge opposite to vertex σj , i.e. twice the
gradient of the P1 basis function ϕσj associated to this degree of freedom. Thus, we can
reinterpret the sum as the boundary integral of the Lagrange interpolant of the ﬂux. The
ﬁnite volume scheme is then a residual distribution scheme with residual deﬁned by (32) and
a total residual deﬁned by
ΦK :=
∫
∂K
fh · n, fh =
∑
σ∈K
f(uσ)ϕσ. (33)
6.1.3. Residual distribution schemes as ﬁnite volume schemes.. Let K be a ﬁxed trian-
gle. We are given a set of residues {ΦKσ }σ∈K , our aim here is to deﬁne a ﬂux function such
that relations similar to (32) hold true. We show the method for P1 and P2 interpolant, more
general cases can easily be handled in the same way.
Warm up: The P1 case. Let us begin with the P1 case: the degrees of freedom are the
vertexes of K, and we consider a linear interpolation in K. The ﬂux across ID in the
direction n12 is denoted by fˆn12 and the ﬂux across IG in the direction −n12 is fˆ−n12 =
−fˆn12 by deﬁnition. Using similar notations, we must satisfy
Φ1 = fˆn12 − fˆn31 − f(u1) ·
n1
2
Φ2 = −fˆn12 + fˆn23 − f(u2) ·
n2
2
Φ3 = −fˆn23 + fˆn31 − f(u3) ·
n3
2
(34)
Clearly, there is a compatibility relation:
ΦK =
∑
σ
f(uσ) · ∇ϕσ. (35)
We can rewrite (34) as a linear system:Φ1 + f(u1) · n12Φ2 + f(u2) · n22
Φ3 + f(u3) · n32
 =
 1 −1 0−1 0 1
0 1 −1
fˆn12fˆn31
fˆn23
 := A
fˆn12fˆn31
fˆn23

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The matrix A is not invertible but has rank 2. Since (35) is true, there exists one solution at
least. We can ﬁnd easily one sample solution.
Let us ﬁrst set fˆn31 = 0. Then we get
fˆn12 = Φ1 + f(u1) · n12
fˆn23 = Φ1 +Φ2 + f(u2) · n22 + f(u1) · n12
fˆn31 = 0
Thanks to (35), this can be rewritten as
fˆn12 = Φ1 + f(u1) · n12
fˆn23 = −Φ3 − f(u3) · n32
fˆn31 = 0
Then we set fˆn12 = 0, thus
fˆn12 = 0
fˆn23 = Φ2 + f(u2) · n22
fˆn31 = −Φ1 + f(u1) · n12 .
Last, we set fˆn23 = 0 and get
fˆn12 = −Φ2 − f(u2) · n22
fˆn23 = 0
fˆn31 = Φ3 + f(u3) · n32
To have a symmetric formulation, it is enough to take the average,
fˆn12 =
Φ1 − Φ2
3
+
1
6
(
f(u1) · n1 − f(u2) · n2
)
fˆn23 = −
Φ2 − Φ3
3
+
1
6
(
f(u2) · n2 − f(u3) · n3
)
fˆn31 =
Φ3 − Φ1
3
+
1
6
(
f(u3) · n3 − f(u1) · n2
)
or, by introducing Ψi = Φi − f(ui) · ni2 ,
fˆn12 =
1
3
(
Ψ1 −Ψ2
)
, fˆn23 =
1
3
(
Ψ2 −Ψ3
)
, fˆn31 =
1
3
(
Ψ3 −Ψ1
)
. (36)
Let us check the consistency of the ﬂux. We ﬁrst have to adapt the notion of consistency.
As recalled in the Introduction, two of the key arguments in the proof of the Lax-Wendroff
theorem are related to the structure of the ﬂux, for classical ﬁnite volume schemes. In [6],
the proof is adapted to the case of Residual Distribution schemes. The property that stands
for the consistency is that if in an element, all the states are identical, then the residuals are
all vanishing. Hence, we will say that
Deﬁnition 6.1. A multidimensional ﬂux
fˆ := fˆ(u1, . . . ,un,n)
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is consistent if, when u1 = u2 = . . . = un = u then
fˆ(u, . . . ,u,n) = f(u) · n.
Let us show that the ﬂux (36) are consistent in that sense. If the three states are equal to
u, then we have
fˆn12 =
1
6
f(u) ·
(
n1 − n2
)
, fˆn23 =
1
6
f(u) ·
(
n2 + n3
)
, fˆn31 =
1
6
f(u) ·
(
n3 − n2
)
By symmetry, we only consider the ﬁrst relation. Using the notations of the ﬁgure 6, we see
that n1−n2 is the normal of ~BC− ~CA = ~BC+ ~AC. SinceG is the centroid of the triangle,
we see that ~GC = ( ~AC + ~BC)/3, and thus we get
fˆn12 = f(u) · n12.
This ends the proof.
We can state a couple of general remarks:
1. In general, the residuals depends on more than 2 arguments. For stabilized ﬁnite
element methods, or the non linear stable residual distribution schemes, see e.g. [5,
12, 19], the residuals depends on the three states of K. Thus the formula (36) shows
that the ﬂux on more than two states in contrast to the 1D case. In the Finite volume
case however, the support of the ﬂux function is generally larger than the three states
ofK, think for example of an ENO/WENO method, of a simpler MUSCL one.
2. The formula (36) are inﬂuenced by the form of the total residual (33). We show in the
next paragraph how this can be generalized.
3. We have set at the beginning that fˆnij = −fˆ−nij . The formula (36) are antisymmetric
with respect to the indices, and then do respect the assumed equality.
The example of the P2 approximation and the more general case. We consider the set-
up deﬁned by Figure 7. The triangle is splitted ﬁrst into 4 sub-triangles K1, K2, K3 and
K4. From this sub-triangulation, we can construct a dual mesh as in the P1 case and we
have represented the 6 sub-zones that are the intersection of the dual control volumes and
the triangle K. Our notations are as follow: given any sub-triangle Kξ, if γij is intersection
between two adjacent control volumes (associated to σi and σj vertices of Kξ), the normal
to γij in the direction σi to σj is denoted by n
ξ
ij . Similarly the ﬂux across γij is denoted fˆ
ξ
ij .
Following the same method as in the P1 case, we set:
Φ1 = fˆ
1
14 − fˆ161 +
∫
∂C1∩K f(u
h) · n
Φ2 = −fˆ242 + fˆ225 +
∫
∂C2∩K f(u
h) · n
Φ3 = −fˆ353 + fˆ336 +
∫
∂C3∩K f(u
h) · n
Φ4 = −fˆ114 +
(
fˆ146 − fˆ464
)
+
(
fˆ445 − fˆ254
)
+ fˆ242 +
∫
∂C4∩K f(u
h) · n
Φ5 = −fˆ225 +
(
fˆ254 − fˆ445
)
+
(
fˆ456 − fˆ365
)
+ fˆ353 +
∫
∂C5∩K f(u
h) · n
Φ6 = −fˆ336 +
(
fˆ365 − fˆ456
)
+
(
fˆ464 − fˆ146
)
+ fˆ161 +
∫
∂C6∩K f(u
h) · n.
(37)
We can group the terms in (37) by sub-triangles, namely:
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1
2
3
4
5
6
K1
K2
K3
K4
n⃗K161
n⃗K114
n⃗K146
I14 I24
I25
I35I36
I16
I46
I45
I56
Figure 7. Geometrical elements for the P2 case.
Φ1 =
(
fˆ114 − fˆ161 +
∫
∂C1∩K1
f(uh) · n
)
Φ2 =
(
− fˆ242 + fˆ225 +
∫
∂C2∩K2
f(uh) · n
)
Φ3 =
(
− fˆ353 + fˆ336 +
∫
∂C3∩K3
f(uh) · n
)
Φ4 =
(
− fˆ114 + fˆ146 +
∫
∂C4∩K1
f(uh) · n
)
+
(
− fˆ464 + fˆ445 +
∫
∂C4∩K4
f(uh) · n
)
(38)
Φ5 =
(
− fˆ225 + fˆ254 +
∫
∂C5∩K2
f(uh) · n
)
+
(
− fˆ445 + fˆ456 +
∫
∂C5∩K4
f(uh) · n
)
+
(
− fˆ365 + fˆ353 +
∫
∂C5∩K3
f(uh) · n
)
Φ6 =
(
− fˆ336 + fˆ365 +
∫
∂C6∩K3
f(uh) · n
)
+
(
− fˆ456 + fˆ464 +
∫
∂C6∩K4
f(uh) · n
)
+
(
− fˆ146 + fˆ161 +
∫
∂C6∩K1
f(uh) · n
)
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where we have used:∫
∂C4∩K
f(uh) · n =
∫
∂C4∩K1
f(uh) · n+
∫
∂C4∩K4
f(uh) · n+
∫
∂C4∩K2
f(uh) · n∫
∂C5∩K
f(uh) · n =
∫
∂C5∩K2
f(uh) · n+
∫
∂C5∩K4
f(uh) · n+
∫
∂C5∩K3
f(uh) · n∫
∂C6∩K6
f(uh) · n =
∫
∂C6∩K3
f(uh) · n+
∫
∂C6∩K4
f(uh) · n+
∫
∂C6∩K1
f(uh) · n
Then we deﬁne the sub-residuals per sub elements:
Φ11 = −fˆ161 + fˆ114 +
∫
∂C1∩K1
f(uh) · n, Φ24 = −fˆ254 + fˆ242 +
∫
∂C4∩K2
f(uh) · n
Φ14 = −fˆ114 + fˆ146 +
∫
∂C4∩K1
f(uh) · n, Φ22 = −fˆ242 + fˆ225 +
∫
∂C2∩K2
f(uh) · n
Φ16 = −fˆ146 + fˆ161 +
∫
∂C6∩K1
f(uh) · n, Φ25 = −fˆ225 + fˆ254 +
∫
∂C5∩K2
f(uh) · n
Φ35 = −fˆ365 + fˆ353 +
∫
∂C5∩K3
f(uh) · n, Φ44 = −fˆ464 + fˆ445 +
∫
∂C4∩K4
f(uh) · n
Φ33 = −fˆ336 + fˆ365 +
∫
∂C6∩K3
f(uh) · n, Φ45 = −fˆ445 + fˆ456 +
∫
∂C5∩K4
f(uh) · n
Φ36 = −fˆ336 + fˆ365 +
∫
∂C6∩K3
f(uh) · n, Φ46 = −fˆ456 + fˆ464 +
∫
∂C6∩K4
f(uh) · n.
(39)
Clearly,
Φ11 +Φ
1
4 +Φ
1
6 =
∫
∂K1
f(uh) · n, Φ24 +Φ22 +Φ25 =
∫
∂K2
f(uh) · n
Φ35 +Φ
3
3 +Φ
3
6 =
∫
∂K3
f(uh) · n, Φ44 +Φ45 +Φ46 =
∫
∂K4
f(uh) · n
(40)
so we are back to the P1 case: in each sub-triangle, we can deﬁne ﬂux that will depend on
the 6 states of the element via the boundary ﬂux. This is legitimate because in the P1 case,
we have not used the fact that the interpolation is linear, we have only used the fact that we
have 3 vertices. Clearly the ﬂux are consistent in the sense of deﬁnition 6.1.
The same argument can be clearly extended to higher degree element, as well as to non
triangular element: what is needed is to subdivide the element into sub-triangles.
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