Abstract-We have developed a theory which for the first time predicts the efficiency of type-I second-harmonic generation (SHG) with simultaneous spatial and temporal walk-offs and with pump depletion. In order to validate our theory, we have compared its predictions with a numerical solver. We also have measured the conversion efficiency for type-I SHG in experiments with 120-fs laser pulses in BBO and LBO crystals long enough that both temporal and spatial walk-off are important. Comparison supports our theoretical analysis. Our theory provides a useful tool for estimating SHG efficiency with pulsed sources in both nondepletion and depletion regions.
I. INTRODUCTION
S ECOND-HARMONIC generation (SHG), also known as frequency doubling, is an important nonlinear optical process which was first demonstrated shortly after the invention of the laser [1] . SHG provides a simple way to generate coherent light at wavelengths near 400 nm or below, which is attractive to numerous applications including optical data storage, optical printing, visual displays, photolithography, and medical uses. It is also widely used for measurement of ultrafast optical pulses via autocorrelation [2] or frequency-resolved optical gating [3] . High conversion efficiency is always preferred if it does not significantly degrade other parameters. As a second-order process, there are two major ways to increase SHG efficiency for a specified nonlinear material: increase input intensity and increase crystal length. The former invokes the need for pulsed laser sources and beam focusing; the latter increases the significance of temporal and spatial walk-off effects, which are caused by group velocity mismatch (GVM) and birefringence, respectively. The walk-off effects can reshape the output light significantly if the crystal is long enough. The effect of spatial walk-off and focusing on the conversion efficiency and output field profile were already studied carefully for CW sources in a series of papers in the 1960s [4] - [7] . The effect of GVM and temporal walk-off for pulsed plane-wave sources was also studied in early papers [8] - [11] ; its effect on autocorrelation measurements of ultrashort pulses [12] and on pulse shaping using quasi-phase-matched gratings [13] has also been analyzed. Despite four decades of experience with SHG, calculation of SHG efficiency via analytical methods is rather involved even for type-I processes unless significant simplifying assumptions are made. A classic paper written by Boyd and Kleinman [7] carefully investigated SHG with a CW laser in the case of no source depletion (low efficiency). Equation (2.99) in their paper gives simple formulas for the conversion efficiency valid for different parameter regions (e.g., strong versus weak focusing, strong versus weak spatial walk-off). This is very helpful for estimating efficiency and understanding the physics in CW SHG. However, as short pulse lasers replace CW lasers in much of nonlinear optics research, the two basic assumptions of [7] (CW source and low efficiency) are generally no longer true. As a result, there is a need for a theory which can handle focusing as well as temporal walk-off and which retains validity into the pump depletion region. One recent paper worked out the focusing dependence of type-I SHG with short pulse sources with large temporal walk-off, but without spatial walk-off and without pump depletion [14] . Here we present a theory which for the first time can give meaningful analytical predictions of type-I SHG efficiency for short pulse sources with simultaneous focusing, spatial walk-off, and temporal walk-off. Within the nondepleted pump approximation, our theory may be considered as an extension of [7] to include both space and time coordinates. However, our theory is valid not only for a nondepleted pump as in [7] , but is also approximately valid well into the depleted pump regime.
In order to validate our theory, we performed experiments in which we measured the SHG efficiency in two nonlinear crystals (BBO and LBO) under different focusing conditions and different input powers. The experiments are performed under conditions when both spatial and temporal walk-off are important and with a conversion efficiency as high as 60%.
We have also compared the results of our theory with a numerical model which can treat the SHG process. Numerical models only need basic differential equations to work in many cases, can give very accurate results, and can be very versatile. Analytical models always have some limitations because, for a complicated process, approximations have to be made to derive an understandable analytical result. However, analytical models have the advantage of providing greater insight, revealing the relationship between the parameters and predicting scaling rules.
The remainder of this paper is structured as follows. Our theory of pulsed sources with no depletion is discussed in Section II. Section III extends the theory to the depletion region. Section IV discusses how to evaluate the efficiency numerically using the theoretical equations and shows some calculated results. Section V compares the results of theoretical models (ours and Boyd and Kleinman's [7] ) with those of the nonlinear optics solver SNLO from Sandia National Laboratories [15] , [16] . Experimental results are presented and compared with the theory in Section V. Section VI presents the conclusion.
II. SHG THEORY WITH PULSED INPUT AND NO SOURCE DEPLETION
As shown in Fig. 1 , we assume an ooe type-I SHG process (although we expect the final results to work also for an eeo process) with only one input. The nonlinear crystal has length , and its cross section is much larger than the input laser beam. We ignore any reflections at the crystal surfaces. The beam axis (which we term ) is normal to the crystal surface, and this is the direction of the input wavevector. The input surface of the crystal is at . The optic axis is taken to lie in the plane.
is the phase-matching angle and is the spatial walk-off angle between the input fundamental beam and the output second-harmonic (SH) beam. For ooe SHG, the polarization of the input field is taken along , and the output SH field is polarized along . In this paper, we will write the fields in scalar form, since we have already assumed that they are linearly polarized and we know their field direction. We use MKS units.
In our theory, we consider group velocity mismatch (GVM) between fundamental and SH fields, but ignore the fundamental pulse broadening due to group velocity dispersion (GVD). This is justified in our experiments, in which we studied SHG of -fs pulses in an 8-mm-long BBO crystal and in a 15-mm-long LBO crystal. In both cases, broadening of the fundamental pulse due to material dispersion is calculated to be only a few femtoseconds. If much shorter pulses were used for SHG, the effect of dispersion would eventually become important. We also neglect any material absorption in the nonlinear crystal.
The basic idea is that the SH field outside the crystal is the integral of the contributions from all the sources inside the crystal. We use ( ) to represent a source point inside the crystal and ( ) to represent an observer point as in Fig. 1 . We write the fields inside the nonlinear crystal as the following:
Here we use to represent the total field and to represent the complex amplitude free of fast-oscillating terms. is the center frequency of the fundamental wave, and is the wavevector of the fundamental wave inside the crystal at ; and is the wavevector at . For a CW source, is independent of . The fundamental field excites an SH polarization field in the nonlinear crystal (2a) (2b) Equation (1c) and (2a) result in (2b). Considering a CW plane-wave source, it can be shown that the harmonic field amplitude at output end of the crystal ( ) is (see [5, eq. (3.7)]): (3) where is the coupling coefficient; is the refractive index of the SH wave and is the phase mismatch.
Equation (3) is valid for CW plane waves. For pulsed Gaussian beam input, things are much more complicated, and the formula for the harmonic field at the output end of the crystal [cf. (11) ] is formally derived in the Appendix. However, here we use an approach, which we term the extended heuristic approach, to derive it. We present this approach because it is both straightforward and insightful.
In [6] , a Green's function was derived for CW SHG by an arbitrary polarization; the total SH field was obtained by integrating this Green's function over a Gaussian beam. It was shown that the Green's function has the property that energy propagates from the source point to the observer point along the direction of the Poynting vector, as in Fig. 1 . This means that, for a certain observer point, the source points that contribute must lie on the same ray. This method, termed the heuristic approach in [7] , allows us to set up a relationship between the spatial coordinates of source points and the observer point. Because in our case we use pulses instead of a CW source, we have an extra coordinate in the time domain. Therefore, here we extend the heuristic approach to include a short pulse source by assuming that energy propagates from the source point to the observer point both along the ray and at the group velocity. This is justified by comparing (11), derived here using the extended heuristic approach, with the formal results derived in the Appendix.
The heuristic approach results in
Here we have assumed (the observer point is right at the inner side of the end of the crystal).
is the group velocity of the SH wave. Expressions for , as well as the group velocity of the fundamental wave ( ) and the group velocity mismatch (GVM), denoted as , are given by (5) Because the Poynting vector and the wavevector are in different directions for the SH wave, is not the total energy-flow velocity, but is rather its component (in the wavevector direction).
Since (3) is valid for CW plane waves, it should also be valid for CW waves which are nearly plane waves except for being finite in the and directions. To include the case that the source is pulsed but the waveform does not change in the whole process (ignoring GVD), we just add a temporal coordinate and relate the source points and the observer point with (4) . By using the extended heuristic approach, we can extend (3) to obtain (6) Since a focused Gaussian beam is not a nearly plane wave, the field propagation from the source points to the observer point must be taken into account. However, based on (6), we can still write down the incremental harmonic field at the source point (before propagation) as (7) By properly dealing with field propagation and using the heuristic approach, we will be able to derive from and get an integral for . How exactly it is done for Gaussian beam will be shown below.
We assume the fundamental field is Gaussian both spatially and temporally. The complex amplitude can be written as [17] (8a) (8b) (8c) Some explanations of the above equations are given here.
is a constant. The spatial part of (8a) represents an elliptical Gaussian beam where and are the radii of the beam waist in the and directions, respectively, and where the positions of the beam waist for the and directions are and , respectively. The confocal parameters of the Gaussian beam for and directions, which describe how divergent the beam is, are written as and . We use and as the refractive indices of the fundamental and harmonic waves, respectively. In (8a), and are two functions defined in (8b) and (8c).
In the temporal part of (8a), is the full-width at half-maximum (FWHM) duration of the pulse in terms of intensity. We assume that the input fundamental spectrum is Gaussian with a quadratic spectral phase:
and are both constant). By Fourier transforming it into the time domain we will have the temporal part in (8a) with and . Obviously the phase term represents a linear chirp. The pulse has a time-bandwidth product which is times greater than the time-bandwidth product of a chirp-free Gaussian pulse. Here we ignore higher order chirps. Since we ignore pulse broadening due to GVD as mentioned previously, for the case of no source depletion the pulse will propagate at its group velocity with a fixed temporal profile.
By using (7), we have the incremental harmonic amplitude at the source point (9) To deal with field propagation we need to notice that the part enclosed in the brackets has the form of the amplitude of a Gaussian beam of spot size and , confocal parameter and , and beam waist position and . It is this part which propagates, because it is known as a solution of the wave equation in the paraxial approximation. To propagate from ( ) to ( ), we replace , by , in the brackets and use the extended heuristic approach [ (4)]. Letting the observer point be right at the output end of the crystal ( ), the incremental harmonic amplitude is (10) The harmonic field can be written as an integral over as given in (11) , shown at the bottom of the page.
In principle, (11) can be used to calculate the output SH field profile. Because our intention is to derive a formula for the conversion efficiency, we do not actually need to calculate the field integral. First we write down the product of and its complex conjugate. From (11) , it can be written as a double integral. Then we can do some transformations using simple algebra to get the equations given in (12)- (15) , shown at the bottom of the next page.
Defined by (15) , is what we call the generalized space-time walk-off length. In an SHG process with pulse sources, normally both temporal walk-off and spatial walk-off exist. Accordingly, people have defined the temporal walk-off length [14] , the length over which the GVM would cause a time delay almost as long as the pulse duration, and the spatial walk-off length (called the aperture length in [7] ), the length over which the spatial walk-off would cause a spatial shift almost as wide as the beam waist size. In our theory, the generalized walk-off length represents a combination of both walk-off effects. It plays an important role in determining the conversion efficiency, as we will see in the equations later.
The pulse energy of the harmonic wave can be acquired by an integral of field intensity over time and over the plane at (16) Mathematically it can be proven that when is real and is any complex constant inside the integral. We can then substitute (12) into (16) and the integrals of , , and parts are all simple Gaussian integrals. The formula for is (17) The fundamental pulse energy can be calculated from (8) as (18) This is the energy of the input pulse, which remains constant throughout the SHG process as long as we assume no pump depletion.
From (17) and (18), we have the conversion efficiency in the case of no source depletion (19) where . We call this method to calculate the efficiency "the double-integral method." Normally, the double integral can only be calculated numerically, but, in the special case of (phase-matching condition) and & (strong walk-off and weak focusing), it can be calculated analytically. In that case, the laser beam size is almost constant through the crystal, and (11) ,
. Thus, and only depend on the offset of the beam waist from the center of the crystal, but do not depend on and . Hence, they are constant for the integral. The double integral then only has a Gaussian term and it can be calculated when . Since implies that , the result is (20) Note that in this case the harmonic pulse energy or efficiency is a linear function of crystal length. We can use this result to obtain a solution for arbitrary focusing (weak focusing not required) as long as the strong walk-off condition is maintained. When and and , we can divide the crystal into small sections with length ( and ), use (20) for the harmonic energy generated in each section, and add them up to get the total output energy. The result can be written as a one-dimensional (1-D) integral (21) We can call this "the asymptotic method." When the fundamental beam is round, we have , , , and . The integral can be calculated easily as (22) When the beam waist position is the same for and directions and there is no source depletion, the best conversion efficiency should occur when the beam waist is at the center of the crystal ( ). The result will be (23)
The subscript " " means that this is given by the asymptotic method. Note that and both change with the beam waist size, unless there is no spatial walk-off (noncritical phase matching). In the special case of no spatial walk-off, is only related to the temporal walk-off and (23) approaches a constant when the focusing is tight enough, which is consistent with the result in [14] .
In the special case of no temporal walk-off (long pulse), is only related to the spatial walk-off. When the walk-off is large we can easily compare our results for round Gaussian beams with Boyd and Kleinman's CW results in [7] . There they defined the aperture length and the effective length of focus . When ( , large walk-off, weak focusing), the results are as follows:
Ours from ( The physical significance of is this: the generated SH energy by the Gaussian input pulse is the same as that which would be generated by a square input pulse with duration at peak power . For Gaussian pulses, we have from (8) that
. With these results, (24a) and (25a) from our formulation become exactly the same as (24b) and (25b), which are from [7] .
We have introduced our theory under the nondepleted assumption. In the next section, we will extend it into the depletion region.
III. CONVERSION EFFICIENCY WITH SOURCE DEPLETION
We have derived the formula for the type-I SHG efficiency under the no-source-depletion approximation. We already have a relationship between the harmonic pulse energy, fundamental pulse energy, and the crystal length in that region, which we can write in the following form: (27) is a function of crystal length . The function is also related to the laser field profile and material properties. In our theory it is just the right-hand side of (19) without . From (27), we can derive a differential relationship (28) where is derivative of with respect to . It shows that the increasing rate of the harmonic energy over a small segment of crystal is proportional to the square of fundamental pulse energy and . Physically should be determined by the field boundary conditions (field spatial and temporal profile on the boundaries) of each slab we are studying. Equation (28) was derived from the no-pump-depletion case. However, we can approximately treat pump depletion if we assume that (28) remains unchanged with the same as in the no-source-depletion approximation. This is equivalent to ignoring the change of boundary conditions for the slab, which includes the nonlinear reshaping of the fundamental spatial and temporal field profile and the co-existence of the harmonic field with the fundamental field at the slab boundary. The strong walk-off in our experiments can separate the fundamental field and the generated harmonic field, which may improve the validity of this approximation relative to the weak walk-off case. One might expect this approximation to fail under very heavy pump depletion, since the nonlinear process will deplete the stronger part of the fundamental field more than the weaker part and reshape the field profile. We will discuss how well this approximation works with increasing pump depletion in Section V.
With this approximation, we use the following coupled equations:
where (29b) comes from energy conservation. We can substitute (29b) into (29a) and obtain a single differential equation of . can be easily solved and . The result is or (30) now is the efficiency including source depletion, is the input fundamental pulse energy, is the efficiency we get if assuming no source depletion, and we can call it . corresponds to the equations we derived in the previous section. Normally, when we work in the depletion region, if we try to calculate the efficiency assuming no source depletion, we will get a result ( ) over 100%, which is physically meaningless. Equation (30) always gives a conversion efficiency between 0 and 1. When or , we will have , which means that SHG is in the nondepletion region and our results in the previous section can be used directly.Note that, in (30), increases monotonically with . This means that in this theory the optimal SHG condition (focusing and phase mismatch, etc.) is the same whether source depletion is considered or not. For example, if the beam waist position is the same for and directions (always true for round beams), the optimal beam waist position remains at the crystal center even with pump depletion. This will be further discussed in Sections V and VI.
Under this same approximation, we can now easily transform formulas derived in the nondepletion region for use in the depletion region. The double-integral method for type-I SHG efficiency will be (31)
The result of the asymptotic method is Equations (31) and (32) are used in our theoretical calculation of SHG efficiency.
IV. NUMERICAL CALCULATIONS
To put the theory to the test, we need to calculate the efficiency using the above equations. In our experiments, the input laser beam has an elliptical cross section, so (31) and (32) were used. Before doing the numerical calculation we define a few dimensionless parameters:
represents the ellipticity; is a measure of the crystal length relative to the generalized walk-off length; is a comparison between the crystal length and the confocal parameter;
is the total phase mismatch over the crystal;
is the distance between crystal center and beam waist position normalized to depth of focus;
is the distance between the beam waist positions in and directions normalized to depth of focus (positive means that the beam waist is closer to the output end). Simple algebra shows that for any . Let and in (31), and (31) can be transformed into (35), shown at the bottom of the page.
Let in (32), and (32) can be transformed into (36)
Again the subscript " " means the asymptotic method. The integrals in the above equations use all dimensionless parameters. If we assume that the beam waist is at the crystal center, the integral would be from to . We studied the dependence of conversion efficiency on total phase mismatch using (35) assuming a round beam ( , ). The work in [7] showed that in the CW case the optimal efficiency may occur at nonzero phase-mismatch due to vector phase matching, while the efficiency versus behavior changes dramatically with different values. In our pulsed case, the versus curve depends on two parameters:
and , which we defined as and above. Using (35), assuming (or , optimal beam waist position), mm, pm/V, and nJ, we calculated efficiency versus curves for different and values. The results are shown in Fig. 2 . We found that there are basically three regions. In Region 1 we have and (weak walk-off and weak focusing). The efficiency versus curve has an oscillating feature similar to a function and is basically symmetrical (but with the central peak occurring for some
). An example is shown in Fig. 2(a) . Region 2 is characterized by and (strong focusing and the walk-off length is longer than the confocal parameter). In this region, the curves still have an oscillating feature but it is far from symmetrical, as shown in Fig. 2(b) . In Region 3 we have and (strong walk-off and the confocal parameter is longer than the walk-off length). In this region, the curves look like a single wide peak with no oscillation, as in Fig. 2(c) . In this region, the optimal efficiency still takes place for , however, the efficiency at is very close to the optimal (35) efficiency. We also did calculations using the ellipticity from our experiments ( ), which showed a similar versus behavior. Since our experiments turn out to be all in Region 3, we assumed in predicting the optimal efficiencies for our experiments. The error arising from this approximation should be very small.
We also studied the focusing dependence of SHG efficiency using (36) assuming round beam ( , ), phase matching ( ), and optimal beam waist position ( ). Basically we wish to calculate versus curves. Based on (35), it is clear that how and are related (or, equivalently, how and are related) is a key factor that determines the shape of the curve. From (15), we have
The parameter " " represents the effect of temporal walk-off and " " represents spatial walk-off. In the CW case, the work in [7] also used a " " parameter in the studying of focusing dependence, which is the same as our " ," The " " and " " parameters come naturally from the definition of the generalized walk-off length.
Based on (35), we now define a dimensionless function as (38) This function can be viewed as an extension of in [7] . It determines the focusing dependence of the SHG efficiency assuming a round input Gaussian beam, perfect phase matching, and that the input beam waist is at the crystal center (optimal position in theory). Some versus curves are shown in Fig. 3 for several different and values. Some features are: larger (larger temporal walk-off) decreases efficiency and causes the optimal to be larger (tighter focusing); larger (larger spatial walk-off) decreases efficiency and causes the optimal to be smaller (looser focusing). In the limit of and , it seems that the optimal approaches a value of . This is consistent with the result in [7] , which shows that, in the limit of large , the optimal is approximately 1.39. It is worth mentioning that, in the case of noncritical phase matching ( ), the asymptotic method [(34)] and our previous study [14] suggested that the efficiency will approach a high limit with very tight focusing. However, this is not true based on our full theory (double-integral method: (19) , (31), and (35)), as we can see from Fig. 3 . Even if (no spatial walk-off), the efficiency still has a peak and goes down with tighter focusing. This is because the asymptotic method and the theory in [14] were derived under the assumption , which is inevitably violated with and very strong focusing. However, the asymptotic method still works almost just as well as the full theory in most cases, as we will see in the next section. In our experiments, for the BBO crystal we have , , and goes from 0.6 to 25; for LBO we have , , and goes from 1.2 to 50. To predict the optimal efficiencies for modeling our experiments, we assumed as we stated above. However, for elliptical beams, the optimal beam waist position (or optimal ) depends on (the distance between and beam waist positions). In our theory, the optimal should be between 0 and , which means that the crystal center is somewhere between the two beam waist positions. We do not have an analytical relationship between optimal and , but we did numerically estimate it for our experiments and included this relationship in our program, as we will describe later. We use Matlab6 to evaluate (35) or (36) and compare the results with experimental data.
V. COMPARISON BETWEEN THEORETICAL AND NUMERICAL MODELS
As we mentioned in the introduction section, a software code named SNLO developed by Sandia National Laboratories [15] , [16] includes a numerical model which can deal with short pulse mixing of round Gaussian beams. We compared the results of our theory [(35) and (36)] with those of the numerical model with the same inputs for a type-I SHG process. The inputs we used are: fundamental wavelength of 800 nm; harmonic wavelength of 400 nm; FWHM input pulse duration of 100 fs; refractive index of 1.66, fundamental group velocity index of 1.6845, harmonic group velocity index of 1.7426 (corresponding to 193 fs/mm GVM); fundamental walk-off angle of 0, harmonic walk-off angle of 67.7 mrad; pm/V; crystal length of 8 mm;
. Spreading of the input fundamental pulse due to group velocity dispersion, loss and surface reflections, and other nonlinear factors such as the Kerr effect and two-photon absorption are all set to zero. The material properties are in fact from our BBO crystal (calculated from the nonlinear coefficients from [18] and Sellmeier equations from [19] ). The SNLO code has been carefully benchmarked in the literature in OPO studies under loose focusing conditions [15] . Although we were unable to find studies in the literature testing SNLO under focusing as tight as in our experiments, with a proper grid and step size it should provide useful results with which to compare our theory.
Assuming that the beam waist of the round Gaussian beam is at the crystal center, we calculated the conversion efficiency for different beam waist sizes and different input pulse energy. The results are shown in Fig. 4 (the axis in the figures are the intensity beam waist radius). As we can see, when the input pulse energy is low (0.5 nJ and 1 nJ figures), the SHG is in the low pump depletion region, and SNLO results fit our theory perfectly. This is an evidence that our theory is accurate in the nondepletion region. In Fig. 4(b) , the best efficiency is actually over 30%.
In Fig. 4 (c) and (d), the SHG is in the depletion region. We can see that our theory overestimated the efficiency comparing with SNLO in that region. It is because in our treatment of the pump depletion, we ignored the nonlinear reshaping of the fundamental field. The nonlinear reshaping flattens the fundamental field, and the flattened field yields smaller efficiency comparing with Gaussian field with the same total energy. So ignoring the nonlinear reshaping will obviously result in overestimating the efficiency. As a result, in Fig. 4(c) , we see that the shape of the curves still fit quite well, but our theoretical results are generally a few percent higher than SNLOs results. In Fig. 4(c) , the efficiencies are already close or higher than 50%. In Fig. 4(d) , the differences become much larger because higher pulse energy makes the nonlinear reshaping of the pump field happen much faster, and so ignoring it is no longer acceptable for most part of the SHG process.
We also did a comparison with the parameters of our LBO crystal. The inputs are: refractive index 1.60, fundamental group velocity index 1.6315, harmonic group velocity index 1.6686 (corresponding GVM 124 fs/mm); fundamental walk-off angle 0, harmonic walk-off angle 16.6 mrad; pm/V; crystal length 15 mm. The LBO properties are calculated from the nonlinear coefficients from [18] and Sellmeier equations from [20] . All other inputs are the same as the previous calculation. The results are in Fig. 5 , which basically reveals the same phenomena as in Fig. 4 , but for the LBO the curves still fit quite well even for 9-nJ pulse energy (the efficiency is as high as 60%). This is because LBO has a much smaller nonlinearity than BBO, and so the nonlinear reshaping of the pump field happens much more slowly for the same pulse energy.
Since our theory is an extension of Boyd and Kleinman's theory [7] , we decided to compare the calculated efficiency of a CW Gaussian input using Boyd and Kleinman's theory and SNLO. The results are shown in Fig. 6 for both crystals. Basically, they fit perfectly as well. This is strong evidence that both models are accurate in the nondepletion region.
We further use SNLO to calculate the optimal beam waist position for different pulse energies. We know that, for a round input beam and without pump depletion, the optimal beam waist is at the crystal center, which is a fact in both our theory and Boyd&Kleinman's theory. As we mentioned, in our theory the optimal beam waist position is always at the crystal center for a round input beam regardless of the depletion, which is a result of ignoring the nonlinear reshaping caused by depletion. Here we use SNLO to study how the optimal beam waist changes with the input pulse energy if the nonlinear reshaping is taken into account. We still assume that the input is a round Gaussian beam, and the beam waist diameter is 35 m (the corresponding beam radius is 29.7 m) in an 8-mm BBO crystal. The results are shown in Fig. 7 . In Fig. 7 , for 1-and 3-nJ input pulse energies, the optimal beam waist positions appear to be at the crystal center, or at least very close to it. For 3-nJ pulse energy, the efficiency is already near 50%. For higher input pulse energies, the optimal beam waist position moves to the input end of the crystal. For 10 nJ, it is somewhere between and mm; for 30 nJ it is near mm (only 1 mm away from the input end). This is understandable because, to achieve better efficiency, the high peak intensity at the beam waist is better to be utilized before the nonlinear reshaping happens (which flattens the field profile and reduces the peak intensity). So the optimal beam waist should be expected to move to the input side for higher input pulse energy.
Based on the above comparisons, we have seen that our theory and SNLO agree extremely well in the nondepletion region. In the depletion region, they still agree quite well with efficiencies up to 50%. Further pump depletion will enlarge the discrepancies because our treatment in the depletion region ignores the nonlinear reshaping of the pump field. In Section VI, we will compare our theoretical results and experimental data for the 8-mm BBO and 15-mm LBO. Since we used elliptical beams in our experiments, it is not possible to use SNLO to simulate the experimental results. 
VI. EXPERIMENTAL RESULTS AND DISCUSSION
We have also performed experimental measurements with long crystals for comparison. The experimental setup is shown in Fig. 8 . The input is from a mode-locked Ti:sapphire Laser (Spectra Physics Tsunami) with a center wavelength of 800 nm (near IR) and a repetition rate of 80 MHz. The lens L1 is a long-focal-length lens that we use to control the beam size. The prism pair is for dispersion compensation. The optimized pulse has a duration ( in the theory) of 122 fs FWHM, estimated from autocorrelation measurements. The variable attenuator is to control the input power to the nonlinear crystal. The best input power we could get was a little over 900 mW. The lens L2 is the input lens which focuses the fundamental beam into the crystal. We measured the beam profile at different locations and its propagation matches that of an elliptical Gaussian beam. Right before the input lens, the FWHM beam width in intensity is 0.919 mm in the horizontal ( ) direction and 1.58 mm in the vertical ( ) direction; the horizontal beam waist is 1.022 m before the lens and the vertical beam waist is 1.086 m before the lens. Knowing the focal length of the input lens and the beam profile, we then can calculate the intensity beam waist radius, beam waist position, and depth of focus in both the and Table I . The parameters in Table I were defined in (8) and the following paragraph. After entering the crystal, the Gaussian beam waist size remains unchanged, but the position of the waist will be shifted by an amount proportional to the refractive index. So, in the crystals, and values in Table I should be multiplied by the refractive index of the crystal, but all the other values remain the same. The nonlinear crystal is either an 8-mm BBO crystal or 15-mm LBO crystal (provided by U-Oplaz, formerly known as CASIX). They are cut for type-I SHG at 800 nm. For BBO, , (in the conventional coordinate system as in [18] [19] , [20] . The generated SH light has a wavelength centered near 400 nm (blue). Both crystals are AR-coated at 400 and 800 nm on both ends. The blue output power was detected after a color filter. Within the accuracy of our measurements, we did not observe any linear or nonlinear absorption in the crystals.
We need to calculate the optimal efficiency we can get from the crystals under certain input power and certain focusing using our theory. As we mentioned in Section IV, we set in calculation. However, to calculate the optimal efficiency we must know the optimal beam waist position. For a round beam we know that it is the crystal center in our theory ( ), but for elliptical beams the theoretical optimal beam waist position (optimal ) depends on the focusing and the distance between the and beam waists ( ) [see (35)]. From Table I we can see that ( is almost constant at 1.1, so can be considered as a constant at 2.2 in our cases. Setting in (35), we numerically calculated the efficiency versus curve for each lens we used, and from these curves we get the optimal for each lens. Then we construct an approximate function describing the dependence of the optimal on the lens focal length, so that we can calculate the approximate optimal value of for any lens with the focal length between 25 and 140 mm. We included this dependence in our program, and in this way we can calculate a continuous curve of optimal efficiency versus (or the beam radius in crystal, equivalently). The approximate optimal versus functions are: for BBO, if mm, ; goes from to linearly with respect to as goes from 80 to 100 mm; goes from to linearly with respect to as goes from 100 to 140 mm. For LBO, if mm, ;
goes from to linearly with respect to as goes from 80 to 100 mm; goes from to linearly with respect to as goes from 100 to 140 mm. With the above approximate optimal versus curves, the calculated optimal efficiencies are within 0.1% to the real optimum in our theory, which we think is good enough. Note that the crystal center is always somewhere between the optimal and beam waist positions in our theory. In our experiments it means that the optimal beam waist position is between the crystal center and the output end at low input powers (the nondepletion region).
We studied the SHG efficiencies under different input lenses and input powers. First we did an experiment with the 140-mm focal-length lens and the BBO crystal. We optimized the SHG efficiency under a relatively low input power (250 mW) by tuning the prism pair, the position of the input lens and the orientation of the crystal. The measurements showed that at the optimized crystal position, the focused beam waist is approximately at the crystal center. We then fixed the position of the input lens and crystal and increased the input power. We found that the conversion efficiency first increased, reached a maximum of at around 600 mW input power, and then dropped under higher input powers. No power loss was observed in the experiments even when the input power is 900 mW (the total output power of the IR and blue pulses are within 2% difference from the input power, which is within the Fig. 10 . The focusing dependence of optimal efficiency for BBO under different input powers: (a) 150 mW (or 1.875 nJ pulse energy), (b) 300 mW (3.75 nJ), (c) 600 mW (7.5 nJ), and (d) 900 mW (11.25 nJ). w is the e intensity beam waist radius. The solid curves are the results of the double-integral method; the dashed curves are the results of the simplified method; the circles are the data points. measurement error range). Fig. 9 shows the efficiency versus input power data for this measurement.
We also found that the drop in efficiency at high input power is related to the change of the optimal beam waist position (or optimal input lens position in experiments) with input power. If we optimized the output power at a relatively low input power (such as 150 mW), we found that, for both the LBO and BBO crystal, the distance between the input lens and the crystal must be increased at higher powers to maintain optimal output, which means that the optimal beam waist position moves to the input end of the crystal at higher powers. This is consistent with the results in the previous section (Fig. 7) . The shift of the optimal beam waist position is only an issue beyond 600-mW input power in our case and can be ignored otherwise (the optimal beam waist position remains unchanged). Experimentally this phenomenon is more serious when the input lens has a longer focal length (larger beam size in crystal), which indicates that it may have some dependence on the confocal parameter of the Gaussian beam in the crystal. Also, this effect is more serious for BBO than for LBO, which could be related either to the fact that the LBO crystal is longer or to its different material properties. For 8-mm BBO with a 140-mm input lens (the longest input focal length we used in the experiments), the distance between the lens and the crystal has to be increased by 4.8 mm ( ) to achieve optimal efficiency under 900-mW input power compared to the optimum distance at low input power. From what we showed previously, under low input powers, the optimal beam waist satisfies for a 140-mm lens. Based on the data in Table I (note that the " " values in crystals should be multiplied by ), the beam waist is 1.4 mm away from the crystal center when it is optimized under low powers. This means that the optimal beam waist position at 900 mW could be 3.4 mm away from the crystal center and only 0.6 mm away from the input end of the crystal. For LBO, this phenomenon was only obvious with the 100-and 140-mm lenses and mW input power. With the 140-mm input lens, the optimal position of the input lens at 900 mW input power has a 4.5-mm ( ) difference from that at low input powers. In the following experiments, at high input powers ( mW), we always adjusted the distance between the lens and the crystal to keep optimal output. Thus, from now on, our data points always represent the experimentally optimized output power with a certain lens at a certain input power. Fig. 10 shows the optimal efficiencies for BBO with different input lenses at fixed input powers. The solid curves are calculated using (35); the dashed curves are calculated using (36) (the Fig. 11 . The focusing dependence of optimal efficiency for LBO, similar to Fig. 10. asymptotic method). The little circles are the data points. As we can see, the shape of the data points and our theoretical curves are very close under low input power (low pump depletion). The discrepancies increase as the input power increases, which is expected due to the nonlinear reshaping of the pump field. We can also notice the resemblance between Figs. 10 and 4, when SHG evolves from the nondepletion region the depletion region. In Fig. 10 , for the input powers of 150, 300, 600, and 900 mW, the pulse energies are 1.9, 3.8, 7.5, and 11.3 nJ, respectively. The difference between Figs. 10 and 4 is that in Fig. 4 the beam waist position is fixed, but in Fig. 10(d) the beam waist positions were adjusted to give experimentally optimized efficiency. The best efficiency we achieved with BBO was a little over 60% with an 80-mm input lens and 900-mW (maximum) input power. Fig. 11 shows the focusing dependence for LBO crystal. Again we can see that the shape of the data points and the theoretical curves are very close under low input power. We can also see the resemblance between Figs. 11 and 5. The comments in the previous paragraph also apply here. The best efficiency we achieved with LBO was 54% with the 80-mm input lens at 900-mW input power.
In Figs. 10 and 11 , it is also worth mentioning that the asymptotic method actually gives results very close to those of the double-integral method. The asymptotic method was derived based on the assumption , so we expected it to work just as well as the full theory with relatively loose focusing ( and ) and sufficiently long crystals ( ). In Fig. 7(a) and (b) , the asymptotic method deviates from the full theory more than in Figs. 4 and 5 because one of the assumptions for the asymptotic method is no longer well satisfied when is only 1 mm ( ranges from 2.7 to 8 in Fig. 7(a) and (b) , while in Figs. 4 and 5 those numbers should be multiplied by 8). However, the assumption seems to be less strict. In Fig. 10 , ranges from 4 (25-mm input lens) to 32 (140-mm input lens); in Fig. 11 , ranges from 0.9 (25-mm input lens) to 13 (140-mm input lens). Even though the assumption is no longer well satisfied for the short focal-length lenses, the asymptotic method still seems to be quite close to the double-integral method in that region. It gives almost the same results as those of the double-integral method for BBO in Fig. 10 , and only has a small deviation for LBO with short focal-length input lenses in Fig. 11 . Considering that it is much easier to calculate, the asymptotic method could be a better way to estimate type-I SHG efficiency in many cases. Fig. 12 shows the power dependence of the optimal SHG efficiency for both crystals with the 80-mm input lens (the lens which gives the highest efficiency). The solid curves are calculated from the double-integral method. The little circles are the data points. We did not show the results of the asymptotic method this time because they would be almost identical to those of the double-integral method. Fig. 12(a) and (c) show the dependence of the optimal blue power versus input power, and Fig. 12(b) and (d) show the optimal efficiency versus input power. We multiplied the theoretical results by a numerical factor to fit the data, and we can see that the power dependences of the optimal blue power and efficiency do seem to follow a similar scaling rule in the depletion region as our theory indicated. Furthermore, there is no sign of a rollover with increasing power. This is in contrast to Fig. 9 , where the crystal position was only optimized at low input powers.
VII. CONCLUSION
We have developed a novel theory which for the first time can give the efficiency of type-I SHG with simultaneous temporal walk-off, spatial walk-off, and pump depletion in an analytical form. Within the nondepleted pump approximation, our theory may be considered as a generalization of [7] , which is a well-known treatment of SHG with CW focused Gaussian beams, to include both space and time coordinates simultaneously. We further show how to extend into the depleted pump regime, within the approximation that the pump spatial and temporal profile remains unchanged. We have compared the results of our theoretical model and those of a numerical solver (SNLO) and found that our theory and SNLO fit perfectly in the nondepletion region, but have discrepancies in the deep depletion region when the efficiency is well over 50%, because our treatment in the depletion region made the assumption of ignoring the nonlinear reshaping of the pump field due to depletion. We also performed experiments with two long SHG crystals (8-mm BBO and 15-mm LBO) and a 120-fs laser source. In the experiments, both spatial and temporal walk-off and pump depletion are important. The data generally support our theoretical results, especially for weak pump depletion. In the deep depletion region, we see discrepancies similar to what we saw in the comparison with SNLO, which can also be explained by the nonlinear reshaping. The experimental power dependence of the optimal efficiencies in the depletion region seems to follow a similar scaling rule, as predicted by our theory. Our theory provides an effective tool to predict the type-I SHG efficiency under many conditions not previously described via an analytical formulation and improves our understanding of the SHG conversion process itself. 
APPENDIX
In this appendix, we derive the integral expression for the harmonic field, (11). First we review some results from [4] - [6] for CW sources and ooe type-I SHG. We then show how to extend to the case of pulse sources. We will use the same notation here as in [4] - [7] , i.e., Gaussian units and convention. To fit the results here to the equations in Section II, at the end of the Appendix we will need to convert from Gaussian units to MKS units and make a complex conjugate transformation in order to switch to the convention. The SHG theory is based upon the inhomogeneous vector wave equation (in Gaussian units) (39) where is the dielectric constant tensor at frequency . The subscript 2 means SH field.
is the complex amplitude of the nonlinear plane-wave polarization field at frequency and with an arbitrary wavevector . The solution of (39) consists of a forced wave and suitable free waves. The free waves are chosen to satisfy the boundary conditions of the problem, which in our case is that there is no SH field at the incident plane of the crystal.
In Fig. 13 , the elliptical index surface [4] is for the SH wave (e wave). The wavevector of the fundamental wave and harmonic wave ( and ) are both along the axis, and is the unit vector along . The walk-off angle is the angle between the axis and the normal to the index surface.
is a vector on the index surface such that is parallel to the axis. [4] shows that, without absorption, under nearly matching conditions the growing wave is given by Here is a unit vector giving the polarization direction of the extraordinary harmonic wave, and is the matched index. In our experiments, is over , so a nearly matching condition can still be applied when reaches 100. In (42), we need the component of . To the second-order terms of and , we have [5] (44)
Generally the nonlinear polarization field is not plane-wave, and we will use Fourier transformation to get an integral result of (45) (46) We can substitute (45) into (46) and exchange the order of integration. Then we can get an equation in the form (47) represents the source point, and represents the observer point. is called the interior Green's function (since it works when the observer point is inside the crystal). Without absorption the result is [6] (48)
We added the subscript since is a function of . In (48) (49a) (49b) (49c)
As [6] shows, the important region is . All parts of the wavelet which are not in this region destructively interfere and produce no resultant field. Thus, all the energy radiated at the source point flows along the direction of the Poynting vector. In this region, we have (50) Now let us consider the pulsed source case, which is a new contribution of our paper. We need to expand the above theory by letting have a distribution with respect to as (51)
The source points will be ( ), and the observer points will be ( ). The definition of the Green's function then is 58) where is the group velocity defined in (7), and is the center frequency of the harmonic wave. The result of the calculation is (59) When the input is a pulsed Gaussian beam, the nonlinear polarization field is (60) Some explanations of the parameters in the above equation can be found below (8) .
represents the temporal complex amplitude, which is also Gaussian in our theory (61) where (the minus sign is due to the convention), and is the same as in (8). will not be much bigger than 1 unless the pulse is severely chirped. We can then substitute (59) and (60) into (53) to yield (62) Note that is a function of , , and . There are two facts that we can use to simplify the above equation. Using (61) we can write down the last bracket of (62) as follows: (63) Temporally the important region is . Outside this region the exponential term becomes very small and the contribution to the integral is negligible. In this important region, we claim that For our experiments, , nm, fs mm, fs, and calculation shows that . This means that the imaginary part in the bracket of (63) can be practically ignored, and so the same with the term in (62). This approximation is more accurate with longer input pulses (larger ) and may not be a good approximation for pulses as short as 10 fs.
Also, from (48) and (62), it is clear that describes the time needed for the wave packet to travel from the source point to the observer point. From (49), and describe the deviation of the wave packet propagation direction from the Poynting vector. As we mentioned above, spatially the important region is , which means that the wave packets propagate very closely to the Poynting vector direction. All wave packets propagating outside this region destructively interfere and give no contribution. In the important region we make the approximation that when calculating the traveling time of wave packets, we assume that energy propagates strictly along the direction of the Poynting vector. Mathematically it means that we use and . With these approximations the temporal part in the integral of (62) is de-coupled from and . We then can calculate the integral over and in (62) using the following formula [21] :
The result is given in (65), shown at the top of the page.
To convert (65) to MKS units, first we need to do a complex conjugate transformation and set . Note that here is equivalent to in (1b), and here is from (2b). In MKS units, the in ((41)) should be replaced by [22] . After the conversion we will then have (66), shown at the top of the page.We can see that it is exactly the same as (11) , which is the basis of the derivation of the SHG efficiency. His research focuses on ultrafast optical signal processing and high-speed optical communications. He is especially well known for pioneering the field of femtosecond pulse shaping, which enables generation of nearly arbitrary ultrafast optical waveforms according to user specification. He has published four book chapters and over 120 journal articles. He has been author or coauthor of over 200 conference papers, including approximately 60 conference-invited talks, and has presented over 50 additional invited seminars at universities or industry. He holds 5 U.S. patents.
