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Abstract
The chain polynomial of a graph was introduced in Read and Whitehead (Discrete Math. 204
(1999) 337), and some basic properties of these polynomials were established. In this paper
further properties are investigated, partly for their intrinsic interest and partly in order to /nd
ways of computing the chain polynomials of large graphs from those of smaller ones.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
By the suppression of a vertex X of degree 2 in a graph we mean the deletion of
X (and the two incident edges) followed by the addition of an edge joining the two
vertices formerly adjacent to X . The inverse operation is that of “inserting” a vertex
of degree 2 into an edge. Let G be any graph. If we suppress vertices of degree 2
in G until there are no more such vertices, the result will be a general graph, M
say, which may have multiple edges or loops. By reversing this process and inserting
vertices into the edges of M we can recover not only the original graph G but also
any graph homeomorphic to G, according to how many vertices we insert into each
edge.
A “chain” in a graph G is a path in G every internal vertex of which has degree
2 in G. The end vertices of a chain will normally have degree more than 2, but not
necessarily so. The length of a chain will be the number of edges in it. Hence the
process of deriving G from M is equivalent to replacing each edge of M by a chain.
It follows that if we label the edges of M (we shall use letters a; b; c; : : :) and associate
general non-negative integers na; nb; nc; : : : with these edges, the resulting mathematical
object will represent, in an obvious way, the whole class of graphs homeomorphic
to G. A general graph with edges labelled in this way will be called a “chain graph”.
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In [3] Whitehead and I derived an expression, depending on the numbers na; nb; nc; : : : ;
which subsumes the chromatic polynomials of all the graphs homeomorphic to a given
graph G. The main part of this expression was called the “chain polynomial” of G. The
chain polynomial is a multilinear function of the labels a; b; c; : : : ; now serving a new
role as variables. In [3] some basic properties of these polynomials were established.
In this paper we investigate further properties. From now on “graph” will mean “chain
graph” unless otherwise stated; we shall use “G” for a typical graph, and no longer
make the distinction between G and M that was made above.
2. Basic results
In papers concerning chromatic polynomials the number of colours available is tra-
ditionally denoted by 
. We shall use this variable from time to time, but we shall
mostly work with the variable !=1 − 
. Let G be a chain graph, having p vertices
and q chains. Let E be the set of chains in G. Let U be any subset of chains of G, and
let Y be the complementary set. Let (U ) denote the sum of the lengths of the chains
in U (this will be a general notation for any subset of chains) and let 〈Y 〉 denote the
graph induced by the chains in Y . It was shown in [3] that the chromatic polynomial
of G is
P(G)=
(−1)(E)

q−p
∑
(Y;U )
F(Y )!(U ): (1)
Here F(Y ) denotes the Gow polynomial of 〈Y 〉. (For further information on the Gow
polynomial see [1,4] or [5]). The summation in (1) forms the chain polynomial of G.
The coeHcients F(Y ) will be written as functions of !. The terms !(U ) are mono-
mials in !na ; !nb ; !nc , and so on, and this allows us to abbreviate the notation by
writing a for !na , b for !nb , etc. The chain polynomial then becomes a multilinear
function of the variables a; b; c; : : : with coeHcients in the ring of polynomials in !.
We shall write it as Ch(G;!; a; b; c; : : :), or just Ch(G) if the variables are understood.
Hence we can de/ne the chain polynomial of G as
Ch(G)=
∑
(Y;U )
F(Y )U ;
where U denotes the product of the labels of the chains in U .
Example. If G is the theta graph
a
b
c
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then it is easy to verify that
Ch(G)= abc − !(a+ b+ c) + !+ !2: (2)
It follows that the chromatic polynomial of any theta graph is obtained from this by
replacing a by !na , and so on, and is therefore
(−1)(E)

2
[!na+nb+nc − !(!na + !nb + !nc) + !+ !2]: (3)
In what follows we shall study chain polynomials as objects in their own right, and
derive a number of properties and general results. However, in proving these results
it will often be convenient to exploit the above link between chain polynomials and
chromatic polynomials in order make use of what is known about the latter.
The following properties of the chain polynomial were proved in [3] and will be
needed here
Ch 0. Ch(G) is a polynomial of degree (E).
Ch 1. If G has no chains then Ch(G)= 1.
Ch 2. If G consists of two graphs A and B having at most one vertex in common,
then Ch(G)=Ch(A)Ch(B).
Ch 3. The chain polynomial of the cycle Cm (that is, a loop chain of length na=m)
is !m − !, or a− ! in the abbreviated notation.
Ch 4. The term independent of the variables a; b; c; : : : is the Gow polynomial of G.
Ch 5. (Theorem 2 of [3]). If a is a chain of G and is not a loop, let H be the graph
obtained from G by deleting this chain, and let K be the graph obtained by contracting
it. Then
(i) Ch(G)= (a− 1)Ch(H) + Ch(K).
Hence
(ii) Ch(H) is the coeHcient of a in Ch(G).
(iii) Ch(K) is obtained from Ch(G) by putting a=1.
Note that Ch 1, Ch 2, Ch 3 and Ch 5(i) suHce to de/ne the chain polynomial abstractly,
without reference to chromatic or Gow polynomials.
Note also that putting a=1 is equivalent to putting na=0 and gives the graph K .
Hence, as was observed in [3], putting a chain length equal to zero is valid, and
corresponds to contracting the chain in question.
Theorem 1. Let C be a cut-set of edges in a graph G. Then any term in Ch(G) that
contains the labels of all but one of the edges in C has zero coe0cient.
Proof. The coeHcient of the term in question is the Gow polynomial of the sub-
graph formed by the edges whose labels do not appear in the term. Hence one edge
only of C occurs in this subgraph and is therefore a bridge. Thus the Gow polynomial
vanishes.
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Note: The set C need not be a minimal cut-set; but clearly a non-minimal cut-set
will identify fewer zero terms than will a minimal cut-set contained within it.
Note the special case of this result when C is the set of edges incident with a vertex.
Theorem 2. Let Z = a1; a2; : : : ; ak be the edges of a cycle in G. Write Ch(G)=F(a1; a2;
: : : ; ak), thus expressing Ch(G) as a multilinear function of a1; a2; : : : ; ak with coe0-
cients depending on ! and the other variables in Ch(G). Denote by Fi the value of
F when we put ai =0 and all other a’s equal to 1. Then Fi is the same for all i, and
the common value is [!=(!− 1)]F(1; 1; : : : ; 1).
Proof. For convenience of notation we consider the case of three variables a, b and
c, but the proof is quite general.
Let G0 denote the graph that results when every edge in Z is contracted. Since F is
linear in a, the coeHcient of a in F is F(1; b; c)− F(0; b; c). This is therefore Ch(H),
with H de/ned as in Ch 5. By contracting b and c in H we see that by Ch 5(i)
Ch(G0)=F(1; 1; 1)− F(0; 1; 1): (4)
The graph obtained by contracting the edges b and c in the original G has chain
polynomial F(a; 1; 1); it consists of G0 with an attached loop of length na. Hence, by
properties Ch 2 and Ch 3, we have F(a; 1; 1)= (a− !)Ch(G0).
Now put a=1. We have
F(1; 1; 1)= (1− !)Ch(G0): (5)
From (4) and (5) we deduce that
F(0; 1; 1)=
!
!− 1 F(1; 1; 1):
By symmetry, F(1; 0; 1) and F(1; 1; 0) have the same value.
3. Chain polynomials for graphs that are exactly 2-connected
Let G be formed from any two graphs by joining them by two edges, x and y, as
shown in Fig. 1. Let G1 and G2 be constructed from the two graphs by the addition
of an edge z as shown.
Theorem 3. The 4ow polynomial of G is given by
F(G)=− 1
!
F(G1)F(G2): (6)
Proof. This theorem follows at once from Theorem 1 of [4] and the fact that the Gow
polynomial of the graph with 2 vertices and 2 edges (denoted by K 22 in [4]) is 
− 1,
i.e. −!.
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Let G, G1 and G2 again be the graphs in Fig. 1. Write Ch(G1)=P1z + A1 and
Ch(G2)=P2z + A2.
Theorem 4. The chain polynomial of G is
Ch(G)=P1P2xy− 1! A1A2: (7)
Proof. By property Ch 5(i) the coeHcient of xy in Ch(G) is the chain polynomial
of the graph obtained from G by deleting x and y. This graph has two components,
whose chain polynomials (by the same property) are P1 and P2. Hence the coeHcient
of xy is P1P2.
The term independent of x and y in Ch(G) is the contribution to the chain polynomial
of terms of the form F(Y )!(U ) for which the subset Y contains both x and y (since
U contains neither). Hence each such F(Y ) is the Gow polynomial of a graph like G
in Fig. 1, and by Theorem 3 we have
F(Y )=− 1
!
F(Y1)F(Y2) (8)
in an obvious notation. It follows that the coeHcient we seek is
− 1
!
∑
F(Y1)F(Y2)!(U1)!(U2)
=− 1
!
[∑
F(Y1)!(U1)
][∑
F(Y2)!(U2)
]
: (9)
The two summations on the right-hand side of (9) consist of those terms in Ch(G1)
and Ch(G2), respectively, that do not contain z. That is, they are A1 and A2. From this
Theorem 4 follows.
Note that since x and y occur together in (7), they can be replaced by a single
variable, say z. This means that one of the two edges forming the cut-set in Fig.
1 can be contracted without materially aMecting the chain polynomial. (This is the
“bead-on-a-string” principle that was discussed in [3].)
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Corollary. If G is a 2-vertex-connected graph as shown in Fig. 2, and G1 and G2
are formed from it as shown, then, in the notation of Theorem 4
Ch(G)=P1P2 − 1!A1A2: (10)
This follows on putting x=y=1 in (7) thereby contracting the two cut edges.
4. Applications of Theorem 4
Application 1. InGating a chain in a graph.
The operation of deriving G from G1 and G2 given above can be thought of in a
diMerent way, which is sometimes helpful. We think of G as having been obtained
from G1 by “inGating” the edge z into the subgraph G2 having two special vertices (to
identify with the ends of z). From Theorem 4 we see that the “rule” for inGating the
edge z into a graph for which P2 and A2 are known is to replace every occurrence of
z in Ch(G) by P2 and to multiply every term not containing z by −A2=!.
Example. Consider a k-gon with edges z1; z2; : : : ; zk . If we inGate each zi using a graph
Gi with chain polynomial Piz + Ai then the resulting graph is a “ring of beads” graph
of the kind discussed in Section 5 of [3]. Since the chain polynomial of the k-gon can
be written as z1z2 · · · zk − !, the chain polynomial of the resulting graph is, by the
previous result,
P1P2 · · ·Pk − !
(−A1
!
)(−A2
!
)
· · ·
(−Ak
!
)
;
i.e.
P1P2 · · ·Pk +
(−1
!
)k−1
A1A2 · · ·Ak:
Incidentally, the symmetry of this result gives a direct proof of Theorem 4 in [3].
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Application 2. Adding a chain in parallel with a given chain. Let us add a chain,
labelled u, between the end-vertices of a chain labelled a in a graph G. In other words
we shall inGate a by the graph
u
a
The graph G2 for this application is the theta graph
u
a
z
whose chain polynomial is
(au− !)z − !(a+ u− 1− !):
Using the corollary to Theorem 4 we see that we can obtain the desired chain poly-
nomial by replacing a by au − ! in Ch(G) and multiplying the terms not containing
a by a+ u− 1− !.
Application 3. Computing the chain polynomial of the complete graph Kn.
Assume that we know Ch(Kn−1) and let Vn(k) be the graph
V
a
k
vertices
K
n-1
i.e. Vn(k) is the graph on n vertices obtained by joining k vertices of Kn−1 to a special
vertex V .
We make use of property Ch 5, namely that Ch(G)= (a− 1)Ch(H) + Ch(K).
Take G as Vn(k) and let a be the chain indicated in the above diagram. Then H is
Vn(k − 1) and K is easily seen to be Kn−1 with k − 1 chains at some vertex X being
doubled. By Application 2 above we know how to /nd Ch(K).
Therefore, starting with Kn=Vn(n−1), we express Ch(Kn) in terms of Ch(Vn(n−2))
and another, known, chain polynomial; Ch(Vn(n − 2)) is similarly expressed in terms
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of Ch(Vn(n− 3)), and so on, until we reach Ch(Vn(1)). But Vn(1) is the graph
V
K
n-1
and its chain polynomial follows from property Ch 2. Hence, if Ch(Kn−1) is known
then Ch(Kn) can be found.
Needless to say, the computation of Ch(Kn) is bound to be tedious for all but
the smallest values of n. This is hardly surprising since, by property Ch 5, Ch(Kn)
subsumes the chain polynomials of all graphs on n vertices. Nevertheless, the above
method would be one way of automating the computation, using a program such as
MAPLE or Mathematica.
5. Chain polynomials for graphs that are exactly 3-connected
We shall now obtain some theorems about graphs that are exactly 3-edge-connected;
corresponding results for 3-vertex-connected graphs will follow from these. But /rst
we need a theorem about the Gow polynomials of graphs formed from two smaller
graphs by addition of three connecting edges.
Let G be such a graph, as shown in Fig. 3 and let G1 and G2 be graphs formed
from the left and right halves of G. Suppose we know the Gow polynomials, F(G1)
and F(G2) of G1 and G2.
Theorem 5. The 4ow polynomial of the graph G above is
F(G)=
1
!(!+ 1)
F(G1)F(G2):
Proof. Like Theorem 3 this theorem follows from Theorem 1 of [3]. This time we
use the fact that the Gow polynomial of the graph on 2 vertices and 3 edges (denoted
K32 in [4]) is (
− 1)(
− 2), i.e. !(!+ 1).
Now let G be a chain graph that is exactly 3-edge-connected, therefore appearing as
in Fig. 3. Let G1 and G2 be also as in Fig. 3.
By Theorem 1 there are no second-degree terms in x, y and z in the chain polyno-
mials of G1 and G2, which can therefore be written as
Ch(G1)=P1xyz + A1x + B1y + C1z + V1
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and
Ch(G2)=P2xyz + A2x + B2y + C2z + V2;
where the coeHcients are functions of the other chain variables and of !.
Theorem 6. The chain polynomial of the graph G above is
Ch(G)=P1P2xyz − 1! (A1A2x + B1B2y + C1C2z) +
1
!(!− 1) V1V2:
Proof. By property Ch 5(ii), P1 is the chain polynomial of the graph obtained from
G1 by deleting the edges x, y and z; similarly with P2 and G2. In the same way, the
coeHcient of xyz in Ch(G) is the chain polynomial of the graph having these two
graphs, without their isolated vertices, as its components. Hence this coeHcient is P1P2
by property Ch 2.
The coeHcient of x in Ch(G) is the contribution to the chain polynomial of terms
of the form F(Y )!(U ) for which the subset Y contains y and z but does not contain
x. Hence each such F(Y ) is the Gow polynomial of a graph like the G in Fig. 1, and
by Theorem 3 we have
F(Y )=− 1
!
F(Y1)F(Y2)
in an obvious notation. It follows that the coeHcient we seek is
− 1
!
∑
F(Y1)F(Y2)!(U1)!(U2) =− 1!
(∑
F(Y1)!(U1)
)(∑
F(Y2)!(U2)
)
:
Since Y1 and Y2 range over subsets containing y and z but not x, the two summations
on the right-hand side are A1 and A2, respectively, as required.
The coeHcients of y and of z are shown to be B1B2 and C1C2 in the same way.
The term independent of x, y and z in Ch(G) is the total contribution to the Ch(G)
of the terms of the form F(Y )!(U ), where the subset Y contains all three of x, y
and z. Each such graph 〈Y 〉 is a graph like the graph G in Fig. 3, and hence, by
Theorem 5, we have
F(Y )=
1
!(!+ 1)
F(Y1)F(Y2):
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X
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Consequently, by reasoning similar to the above, the constant term in Ch(G) is
1
!(!+ 1)
(∑
F(Y1)!(U1)
)(∑
F(Y2)!(U2)
)
=
1
!(!+ 1)
V1V2:
Note that Theorems 4 and 6 are related, by plane duality, to Theorem 3 of [2].
Corollary. Let G be a 3-vertex-connected graph, having the form of Fig. 4, with X ,
Y and Z as a 3-vertex cut.
Then, with a notation similar to that just used, the chain polynomial of G is
P1P2 − 1! (A1A2 + B1B2 + C1C2) +
1
!(!+ 1)
V1V2:
This follows immediately from the theorem by contracting the edges x, y and z, that
is, putting the variables x, y and z equal to 1.
This corollary illustrates a general point. Since chains in a graph can be contracted
merely by setting the appropriate variables equal to 1 there is no real distinction
between “k-edge-connected” and “k-vertex connected” where chain polynomials are
concerned—theorems that apply to the one will also apply to the other.
The simplicity of the results of Theorem 6 and its corollary prompts speculation as
to whether there could be a similar result for the chain polynomial of a graph with
a 4-edge cut, as shown in Fig. 5, in terms of the chain polynomials of the other two
graphs in that /gure.
It is not diHcult to verify that if we let the chain polynomial of this G be
Pxyzt + Axy+ Bxz + Cxt +Dyz + Eyt + Fzt +Hx + Iy+ Jx + Kt + V
with similar expressions (with subscripts 1 and 2) for G1 and G2, then the previous
methods can be used to show that
P=P1P2; A=− 1! A1A2; H =
1
!(!+ 1)
H1H2
with similar results for all the other coeHcients with the exception of V .
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The “constant” term V , however, presents a problem. We need a theorem similar to
Theorems 3 and 5, but unfortunately, as was observed in [4], there is no corresponding
result. It is possible that a somewhat more complicated, but still convenient, expression
could be found for V , but I have had no success so far in /nding one, and therefore
will not pursue this matter further in this report.
6. Some applications of Theorem 6
A useful result is the following:
Theorem 7 (The Y–$ theorem). Let GY (Fig. 6a) be a graph containing a vertex of
degree 3 with incident edges x, y and z. Let its chain polynomial be Pxyz + Ax +
By+ Cz + V . Let G$ be the graph shown in Fig. 6b, which is obtained from GY by
what can be described as a “Y–$ transformation”, where the rest of G$ is the same
as in GY .
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Then the chain polynomial of G$ is
P(xyz − !) + A(zx + y − !− 1) + B(zx + y − !− 1) + C(xy+ z − !− 1)
+V (x + y + z − !− 2):
Proof. Apply the corollary to Theorem 6 using GY as G1, and take as G2 the graph
x
b
a
z
y
c
whose chain polynomial is
abcxyz − !(xyz + bcx + cay+ abz + ax + by+ cz)
+ (!+ !2)(a+ b+ c + x + y + z)− !(!+ 1)(!+ 2)
or
(abc − !)xyz − !(bc + a− !− 1)x − !(ca+ b− !− 1)y
−!(ab+ c − !− 1)z + !(!+ 1)(a+ b+ c − !− 2):
Application of the corollary now gives the required result (but with the edges of the
triangle labelled a, b and c, rather than x, y and z).
Application. The chain polynomial of the triangular prism.
Consider the graph of the triangular prism, labelled as follows:
b
a
c
y
f
d
e
x
z
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Its chain polynomial can be found by applying Theorem 6 to the following graphs:
x
e
f
d
z
yb
c
a
z
x
yG
1 
=
and       G
2
=
Now
Ch(G1) = (abc − !)xyz − !(bc + a− 1− !)x − !(ca + b− !− 1)y
−!(ab+ c − !− 1)z + (!+ !2)(a+ b+ c − !− 2);
while Ch(G2) is a similar expression with d, e and f in place of a, b and c. Applying
Theorem 6 we see that the chain polynomial of the prism is
(abc − !)(def − !)xyz − !(bc + a− !− 1)(ef + d− !− 1)x
−!(ca + b− !− 1)(fd + e − w − 1)y
−!(ab+ c − !− 1)(de + f − !− 1)z
+
!(!+ 1)2
!− 1 (a+ b+ c − !− 2)(d+ e + f − !− 2):
Note: Suppose we are given the chain polynomial of G$ (there will be some relations
between its coeHcients by virtue of Theorem 2 applied to the triangle). Then it is easy
to verify that we can /nd the chain polynomial of GY . This is the inverse, or $–Y ,
transformation.
In [3] it was remarked that we can /nd the chain polynomial of any graph if we
know the chain polynomials of the 2-edge-connected cubic graphs. As a result of the
foregoing theorems we can now state a stronger result.
A cubic graph is necessarily at most 3-edge-connected since the edges at any vertex
form a 3-edge cut. Cubic graphs for which these are the only 3-edge cuts are said to
be “cyclically 4-connected”.
Theorem 8. The chain polynomial of any graph can be conveniently found if
we know the chain polynomials of the cyclically 4-connected triangle-free cubic
graphs.
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Proof. The chain polynomial of a cubic graph can be expressed in terms of those of
smaller graphs if
(i) It is only 2-connected (Theorem 4).
(ii) It has a cut-set of 3 edges that are not the three edges at a vertex (Theorem 6).
(iii) It has a triangle (by Theorem 7, the Y–$ transformation).
Hence, of the cubic graphs, only those that are cyclically 4-connected and triangle-
free are not reducible by the theorems given above.
Of course, it might be more convenient to derive the chain polynomial of a graph
from that of a non-cubic graph which is smaller than the cubic graph that would be
needed. In fact, it may be more pro/table to go entirely the other way and consider
graphs that are as non-cubic as possible, i.e. have minimum degree 4. To that end we
have
Theorem 9. The chain polynomial of any graph can be conveniently derived from
those of graphs that are 4-connected and of minimum degree at least 4.
Proof. Let A be a vertex of degree 3 in G with adjacent vertices X , Y and Z . Apply
the Y–$ transformation of Theorem 7. If any of X , Y and Z were already adjacent
the resulting graph will contain chains in parallel, which can be replaced by single
chains by application 2 of Section 4. After the transformation the number of vertices
will have been reduced by 1. Continue this procedure until there are no more vertices
of degree 3. If the resulting graph has a 3-edge cut, use Theorem 6 to split the graph
into two parts, and continue with each part. If not then the resulting graph is 4-edge-
connected, and if its chain polynomial is known then that of the original graph can be
conveniently found.
Note: The force of the word “conveniently” used above is that, although none of
these results denies the essentially exponential nature of the computation of chain
a
n-2
a
n-1
a
n
a
1
a
2
a
3
b
n-3
b
n-2
b
n-1
b
n
b
1
b
2
b
3
Fig. 7.
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polynomials, they provide ways of computing chain polynomials from others that may
have already been computed.
7. Chain polynomials of wheels
Let us label the edges of the wheel Wn+1 as in Fig. 7 and express Ch(Wn+1) in terms
of a1, an and bn as follows:
Ch(Wn+1)=Pna1anbn + Ana1 + Bnan + Cnbn + Vn; (11)
where Pn; An; Bn; Cn and Vn are functions of the other chain labels as well as !.
Now consider the chain polynomial of the following graph.
a
n-2
a
n-1
a
n
a
1
a
2
a
3
b
n-3
b
n-2
b
n-1
b
n+1 b
1
b
2
b
3
a
n+1
b
n
X
Call it Z . It can be obtained from Ch(Wn+1) by replacing bn by an+1, an by anbn+1
and a1 by a1bn. Its chain polynomial is therefore
Pn(a1bn)(anbn+1)an+1 + An(a1bn) + Bn(anbn+1) + Cnan+1 + Vn:
Rearranging this to display it as a function of bn, bn+1 and an+1, we have
Ch(Z)= (Pna1an)bnbn+1an+1 + (Ana1)bn + (Bnan)bn+1 + Cnan+1 + Vn:
Now we apply Theorem 7 to the three edges at X in the graph Z . The Y–$ transfor-
mation gives us the graph
a
n-2
a
n-1
a
n
a
1
a
2
a
3
b
n-3
b
n-2
b
n-1
b
n
b
1 b
2
b
3
a
n+1
b
n+1
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which is, of course, Wn+2. Hence, by the Y–$ theorem (Theorem 7) its chain polyno-
mial is
(Pna1an)(an+1bnbn+1 − !) + (Ana1)(an+1bn+1 + bn − !− 1)
+ (Bnan)(an+1bn + bn+1 − !− 1) + Cn(bnbn+1 + an+1 − !− 1)
+Vn(an+1 + bn + bn+1 − !− 2):
Compare this with the analog of (11), namely
Ch(Wn+2)=Pn+1a1an+1bn+1 + An+1a1 + Bn+1an+1 + Cn+1bn+1 + Vn+1
and we see that
Pn+1 = Pnanbn + An;
An+1 = −!Pnan + An(bn − !− 1);
Bn+1 = Bnanbn + Cn + Vn;
Cn+1 = Bnan + Cnbn + Vn;
Vn+1 = −(!+ 1)Bnan − (!+ 1)Cn + Vn(bn − !− 2): (12)
For W3, the wheel with two spokes, we have
P2 = b1; A2 =B2 =−!; C2 =−!b1 and V2 =!+ !2:
Hence, by repeated application of (12), the chain polynomials of successively larger
wheels can be found.
Eqs. (12) can be succinctly summarized as two matrix equations, namely[
Pn+1
An+1
]
=
[
anbn 1
−!an bn − !− 2
][
Pn
An
]
and 

Bn+1
Cn+1
Vn+1

=


anbn 1 1
an bn 1
−(1 + !)an −(1 + !) bn − !− 2




Bn
Cn
Vn

:
8. Chain polynomials of ladders
A ladder is a graph as shown in Fig. 8. However, we shall /rst consider a modi/ed
ladder, called a “rope ladder”, a typical example of which is shown in Fig. 9.
The edges marked y will be called rungs. The edge marked x will also be counted
as a rung, albeit a special one.
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(a) Rope ladders: In manipulating these rope ladders we shall concentrate on the
portion of the graph near to the special rung x. For a rope ladder, Rn, with n rungs
this portion will be pictured and labelled as follows (Fig. 10):
By Theorem 1 we can write the chain polynomial of Rn as
Ch(Rn)=Pnanbncn + Anan + Bnbn + Cncn + Vn; (13)
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where Pn, An, Bn, Cn and Vn are functions of ! and the other labels in the graph. It
follows that the chain polynomial of the graph (Fig. 11) is
Pn(anbn+1)(bnan+1)(cncn+1) + An(anbn+1) + Bn(bnan+1) + Cn(cncn+1) + Vn;
that is
(Pnanbncn+1)an+1bn+1cn + (Bnbn)an+1 + (Anan)bn+1 + (Cncn+1)cn + Vn: (14)
We now apply the Y–$ transformation (Theorem 7) using the edges an+1, bn+1 and
cn at vertex Q as the “Y ”. The resulting graph is Fig. 12 which is, of course, Rn+1.
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Its chain polynomial, from Theorem 7 with x= an+1, y= bn+1 and z= cn, is therefore
Pnanbncn+1(an+1bn+1cn − !) + Bnbn(bn+1cn + an+1 − !− 1)
+Anan(an+1cn + bn+1 − !− 1) + Cncn+1(an+1bn+1 + cn − !− 1)
+Vn(an+1 + bn+1 + cn − !− 2):
Comparing this with the analogue of (13), namely
Ch(Rn+1)=Pn+1an+1bn+1cn+1 + An+1an+1 + Bn+1bn+1 + Cn+1cn+1 + Vn+1
we see that
Pn+1 = Pnanbncn + Cn;
An+1 = Bnbn + Anancn + Vn;
Bn+1 = Bnbncn + Anan + Vn;
Cn+1 =−!Pnanbn + Cn(cn − !− 1);
Vn+1 =−(!+ 1)Bnbn − (!+ 1)Anan + (cn − !− 2)Vn: (15)
These equations can also be conveniently expressed as two matrix equations, namely
[
Pn+1
Cn+1
]
=
[
anbncn 1
−!anbn cn − !− 1
][
Pn
Cn
]
and 

An+1
Bn+1
Vn+1

=


ancn bn 1
an bncn 1
−(!+ 1)an −(!+ 1)bn cn − !− 2




An
Bn
Vn

:
The smallest rope ladder with both triangles apparent at the ends of the special
edge is
R
3
=
c
3
c
2
a
3
b
3
b
2
c
1b
1
a
1
a
2
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Reversing the process by which we went from Rn to Rn+1 we see that
We know that
Ch(R1)= a1b1c1 − !(a1 + b1 + c1) + !+ !2:
Hence we can take P1 = 1; A1 =−!; B1 =−!; C1 =−! and V1 =! + !2 as the
starting point for the recursive generation of the chain polynomials Ch(Rn).
Note: Lest it be thought that the rope ladders R1 and R2, being in a sense degenerate,
might not conform to the general recurrence, we note that the recurrence correctly
derives Ch(R2) from Ch(R1) and Ch(R3) from Ch(R2).
It follows that
[
Pn
Cn
]
=
∏
∗
[
ak bkck 1
−!ak bk ck − !− 1
][
1
−!
]
;
where the asterisk indicates that the matrix product goes from k = n − 1 to k =1 in
that order. Similarly,


An
Bn
Vn

=∏
∗


akck bk 1
ak bkck 1
−(!+ 1)ak −(!+ 1)bk ck − !− 2




−!
−!
!+ !2

:
(b) Ladders and M?obius ladders: Consider a portion of a ladder, labelled as follows:
an-1 an a1 a2
c2c1
b1 b2bn
cn-1
bn-1
cn
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Use property Ch5(i) with cn as the chosen edge. We have
Ch(Ln)= (cn − 1)Ch(Hn) + Ch(Kn);
where
a
n-1
a
n
a
1
a
2
c
2
c
1
b
1
b
2
b
n
c
n-1
b
n-1
H
n
 = 
and
a
n
a
n
a
1
a
2
c
2
c
1
b
1
b
2
b
n
c
n-1
b
n
K
n
 = 
Now Ch(Hn) is simply Ch(Ln−1) with a1 replaced by a1an and b1 replaced by b1bn.
Hence Ch(Hn) is known if Ch(Ln−1) is known. Kn is simply Rn with the chain cn
contracted, i.e. given zero length. Thus Ch(Kn) is Ch(Rn) with cn=1, and is there-
fore also known. Hence Ch(Ln) can be found in terms of Ch(Ln−1) and other known
polynomials.
A MQobius ladder is obtained from an ordinary ladder by crossing the two edges that
go between two particular successive rungs. Little need be said about them. If, in the
MQobius ladder Mn having n rungs, we perform the same reduction with respect to a
rung as we just did with the ladder Ln, we again get two graphs: one is a variant of the
MQobius ladder Mn−1; the other is the rope ladder Rn with the special rung contracted.
Thus we can compute Ch(Mn).
(c) Another method for rope ladders: This method for obtaining the chain polyno-
mial of a rope ladder will merely be sketched. The general idea is easy to understand,
and the details can be /lled in by the reader.
In a rope ladder such as that of Fig. 13, where YZ is any rung, the edges x,
u and v form a 3-edge cut-set. Hence by Theorem 6 the required chain polynomial
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can be computed from those of
and
Y
Z
each of which is a rope ladder.
If Y and Z are taken as close to the special rung as possible (for example, as V
and W in Fig. 13) this gives a recurrence for Ch(Rn) in terms of Ch(Rn−1)—similar
to that given in section (a) above. This recurrence allows Ch(Rn) to be computed in
O(n) steps.
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However, if Y and Z are chosen as far from the special rung as possible, as depicted
in Fig. 13, then Ch(Rn) is expressed in terms of the chain polynomials of two graphs
roughly half the size of Rn . This method, repeated, enables Ch(Rn) to be computed
in only O(log2 n) steps.
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