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The implicit-function theorem deals with the solutions of the equation F(x, t) = a 
for locally Lipschitz functions F from R” + m mto R”. The existence of a locally well- 
defined and Lipschitzian solution function x = G(a, t) will be completely charac- 
terized in terms of certain multivalued directional derivatives of F which determine 
the corresponding derivatives of G in a simple way. Our directional derivatives are 
nothing but L. Thibault’s (Ann. Mut. Pura Appl. (4) 125, 1980, 157-192) limit sets 
which have been introduced to extend Clarke’s calculus to functions in abstract 
spaces. For parametric Cl.‘-optimization problems, we study the critical point map, 
the associated critical values, and derive first and second order formulas, respec- 
tively. 6 1991 Academic Press, Inc. 
1. INTRODUCTION 
In order to study the implicit function x = x(t) of the equation 
F(x, t) = 0, (1.1) 
where F is locally Lipschitz, various ideas are to be found in many publi- 
cations. The introduction in 1231 gives an impressive survey about recent 
contributions to this problem area including generalized equations, varia- 
tional inequalities, and maps in infinite-dimensional spaces. 
By our references which are far from being complete, we hope to reflect 
at least main developments of this field. Having in mind the Cl-version of 
the implicit-function theorem the framework of an ideal corresponding 
theorem for locally Lipschitz F is obvious. 
First, define some derivative DF for these functions. Next, verify that, 
around some zero (X, t) of F, there is a locally well-defined and Lipschitz 
implicit function x = x(t ) if and only if DF(.T, i) is non-degenerated in a 
certain sense. Finally, determine Dx(i) in terms of DF(it, i). To verify such 
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a theorem creates several difficulties although there are various sufficient 
conditions for x = ~(t ) to be locally well-defined and Lipschitz, see F. H. 
Clarke’s [3, 41 inverse and implicit function theorem and alternative con- 
cepts which use strong B-derivatives [ 18, 231 and different approximations 
of multifunctions [ 1, 2, 7, 12, 201. 
In what follows, it turns out that L. Thibault’s limit sets D,,(x; u), which 
are defined in [24] for so-called compactly Lipschitzian functions h in 
topological vector spaces, play an important role in the present context. 
We will denote them by dh(x; u), and call these sets directional derivatives. 
The motivation for doing so comes from the facts that we will need partial 
“derivatives” and that these sets shall take the place of DA(x) u in the 
Cl-case. 
Instead of Eq. (1.1) we have to consider the equation F(x, t ) = a and the 
related implicit function x = G(a, t ). This device is needed since the formula 
A&‘= d .F+ d,F (partial derivatives) does not hold in general. 
The proof of the implicit-function theorem forms the content of the next 
section. Thereafter, we apply M. Kojima’s [ 151 characterization of critical 
points for optimization problems (as zeros of a related Lipschitz function) 
and specify the implicit-function theorem to this particular case. Concern- 
ing the involved functions we will need a Cl.‘-property w.r. t. primal 
variables and a certain C2-dependence on the parameters. Our result con- 
sists in a complete characterization of the regular (also called strongly 
stable) case, in second (more precise 1.1) order formulas for the marginal 
function, and some insight into the strict complementarity. This way we 
shall extend and generalize similar results for C*-problems [6, 9, 10, 15, 211 
by a unified approach. For C’,‘-problems, which are of particular interest 
in two-level optimization [ 11, 223 and for continuation methods [8, 191, 
generalized Jacobians [S, 10, 131 as well as B-derivatives [23] have been 
used in order to derive sufficient regularity conditions. It looks, however, 
very hard to establish some marginal-value theory on these statements. 
Finally, it should be noted that the present concept, contrary to 
B-derivatives or contingent cones, makes sense only in the case of finite 
dimension. 
Notations. Given a function f mapping some open subset Q of R" into 
R" we write f~ Co,’ (f~ C’, ‘) to indicate that f is locally Lipschitz (Df 
exists and is locally Lipschitz). If the domain is of particular interest we will 
also write f E Co5’(Q, R"). Set-valued operations as A + B, (a, B) denote, 
as usual, the union of the corresponding elementwise results. By B(x, E) the 
closed ball with center x and radius E is denoted. 
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THE IMPLICIT-FUNCTION THEOREM 
Our main tool is the following definition of a set-valued directional 
derivative of a function h E C’,‘(Rp, R*) at some point x in direction U: The 
set dh(x; u) consists of all limits 
t’ = lim(h(xk + &24) - h(xk))/A,, where xk+xandl.,~O. (2.1) 
If q = 1, these limits are known from Clarke’s directional derivatives, and 
dh(x, U) coincides with ah(x) u where i3h denotes Clarke’s generalized 
Jacobian. 
For q > 1 these sets have been introduced and studied in [24] in order 
to extend Clarke’s calculus to functions in general spaces. Particularily, the 
following basic properties are shown to hold in [24, 251. 
The map (x, U) H dh(x; U) is closed, locally bounded, and fulfills 
dh(x; u, + u2) c dh(x; ul) + dh(x; u,), dh(x; Al) = Adh(x; u) (A E R), 
conv &2(x; U) = ah(x) U. 
In [16], we have shown that Rademacher’s theorem is not needed in 
order to establish, on the present sets, some calculus including chain-rules 
and mean-value theorems. Example 2 in [ 161 makes obvious that 
dh(x; U) #i%(x) u may happen for a piecewise linear homeomorphism of 
R2 into itself and that dh(x; U) may be nonconvex. Since, in this example, 
the zero-matrix belongs to d/z(O), Clarke’s supposition of non-singularity of 
ah(x) turns out to be no necessary condition in his inverse function 
theorem [3]. 
Now, let FE C”-l(R”+m, R”) be given and suppose F(%, i) = 5. Let N(i) 
and N(ti, t) be some neighborhoods of X E R” and (ti, i) E R”+“‘, respec- 
tively. We consider the equation 
F(x, t)=a; x E N(x), (a, t) E N(ii, i) (2.2) 
and call the function F (or Eq. (2.2)) regular at (X, t, 5) if there are such 
neighborhoods that, to each (a, t) E N(Z, i), corresponds a unique solution 
x = G(a, t ) of (2.2) and if, additionally, G is Lipschitz on N(ti, t). 
THEOREM 1. The function F is regular at (2, i, G) if and only if 
O$dF((x, i); (u,O)) foreachuER”\{O}. (2.3) 
Zf (2.3) holds true then the inclusions 
u E dG((ii, i); (~1, T)) (2.4) 
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und 
x E AF((.u, i); (u, T)) (2.5) 
ure equivalent. 
Before proving the theorem regard some special cases. 
(i) FE C’. Then, the directional derivatives AF((x, t ); (u, t)) are 
single-valued and consists of D,F(x, t) u + D,F(x, t) z. Condition (2.3) 
means regularity of the matrix D,F(.%, t), and the equivalence yields 
AG((5, i); (CI, T)) = (D,F(.f, i)) ‘(a - D,F(f, i) T). 
(ii) F(x, t) =F(x). Condition (2.3) is reduced to O$dF(Z; U) VUE 
R”\{O} and means, by the theorem, that the inverse F-’ is locally well- 
defined and Lipschitz, and VE AF(2; U) iff UE AF-‘(5; v). This way we 
obtain the inverse function theorem of [16], and via Ah(x; u) c cYh(x) u the 
corresponding theorem of Clarke. The inclusion Ah(x; U) c ah(x) u makes a 
non-trivial statement since, for proving it, Rademacher’s theorem has to be 
used (or more directly [16] Clarke’s mean-value theorem). 
(iii) Define partial derivatives A.,F, A,F by fixing, in the usual way, 
the remaining variables, and suppose 
AF((x, i); (u, z)) = A.,F((X, i); u) + A,F((x, t-); z). (2.6) 
Now, (2.3) takes the form 04 A.,F((.%, t); U) Vu#O and says that 
@ = (F( ., i)) ~ i is locally well-defined and Lipschitz (near 5). Moreover, 
the inverse function completely determines AG as 
AG((a, i); (a, t)) = A@(@ x -A$‘((?, i); z)). 
Obviously, this case is the set-valued version of (i). 
Proof of Theorem 1. In the first part, we will verify that condition (2.3) 
implies regularity of F at (X, i, 5). 
Step 1. Condition (2.3) is equivalent to the existence of some positive 
E such that 
lIF(x”, t”) - F(x’, t’)ll 2 E( /lx” - x’I/ + /It” - t’ll) (2.7) 
whenever x”, x’ E B(,Y, E); t”, t’ E B(i, E), and I/t” - t’ll < ~11~” - ~‘11. 
Indeed, if (2.7) is true then each limit 
v = lim(F(x” + 1,u, tk) - F(xk, tk))/ik, 
where xk -+X, tk + t, Ak LO, fulfills J/v/I > E(IuII. On the other hand, if (2.7) 
is false for each E > 0, we may consider any sequence E L 0 and related x”, 
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x’, t”, t’ satisfying the negation of (2.7). Then, x” # x’ is evident. Setting 
A(E) = [lx” - ~‘(1 and U(E) = (x” - x’)/A(s) the sequence U(E) may be assumed 
to converge U(E) + u # 0. Since F is Lipschitz near (X, i), say with rank L, 
we thus obtain 
jlF(x’ + A(E) u, r’) - F(x’, t’)\l 6 jJF(x”, t”) - F(x’, t’)jl 
+L(lIt”-I’ll +~(B)IIU(E)-uUJI)<~(E)(2E+L(E+ IIU(E)--I/)) 
and 0 E dF((.%, i); (u, 0)). 
Step 2. Suppose (2.7) and assign, to a E R” and t E B(i, E), any 
x E B(%, E) satisfying F(x, t) = a whenever such x exists. Then, the resulting 
function x = ~(a, t) is Lipschitz (and unique) on its domain. 
To observe this fact we put, in (2.7) 
u” = F(x”, t”), a’ = F(x’, t’). (2.8) 
If I( t” -- t’I/ > &(1x” - ~‘11, the inequality 
EIIX” -x’ll < (It” - t’ll + (la” - a’/( 
holds trivially. In the other case, the same follows from (2.7). 
Step 3. Inequality (2.7) implies the existence of some positive 6 such 
that equation 
F(x, i) = a, x E I-q%, E) 
has a solution whenever Ilu - 511 < 6. 
Let us put t” = t’ = i in (2.7). The resulting inequality then says 
that F( ., i) establishes a homeomorphism between B(%, E) and 
S := F(B(2, E), i). By the invariance of domain theorem we may therefore 
conclude 5 = F(.T, i) E int S which makes the existence of the above 6 
trivial. 
Note that the possible application of the invariance of domain theorem, 
in this context, was already seen in [3, Remark 23. For the present proof, 
this application is the key. 
Step 4. Suppose (2.7), and let 6 be taken as in Step 3. Then, for each 
(a, t) satisfying LII t - il( + Ilu - iill d 6 and t E B( i, E), where L is some 
Lipschitz rank of F on B(Z, E) x B(i, E), the equation 
has a solution. 
F(x, t) = a, XEB(Z, E) (2.9) 
Recalling step 2 the solutions we are speaking about, when they will exist 
at all, are unique and Lipschitz. The function CD = F( ., i)- ’ is thus con- 
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tinuous on B(Z, 6), and by H,,(r) = @(F(x, i) - F(.\-, t) + LI) a continuous 
map of B(.%, c) into itself is defined. In accordance with Brouwer’s tixed- 
point theorem, H, possesses a fixed point which, obviously, solves (2.9). 
Summarizing we have shown that (2.3) ensures regularity. 
Second part. Regularity implies (2.3). Assume the contrary, i.e., (2.7) is 
false for each E >O. As in Step I we consider sequences a LO, x”, x’, 1”. t’ 
and write a”, a’ for the corresponding values of F. Because of 
l/a” - a’11 + Ilt” - t’ll < F( /Ix” - x’l( + 11 t” - t’ll) + 811x” - x’(/ 
< 2&I/X” - x’I/ + E2(/X” - X’JI 
the implicit function G cannot be Lipschitz near (a, i), 
Third part. Equivalence of (2.4) and (2.5). Since we are dealing now 
with the regular case the equations (2.8) and 
x” = G(a”, t”), x’ = G(a’, t’) (2.10) 
mean the same for points near (2, t, a). When the symmetry between (2.8) 
and (2.10) as well as (2.4) and (2.5) is taken into consideration it will be 
enough to show that (2.5) implies (2.4). Hence assume (2.5). Then, there 
are sequences x’ + x, t’ + t, and 1” L 0 such that, after we put x” = x’ + Au 
and t“ = t’ + iz, the points a” and a’ defined by (2.8) satisfy 
p := (a” - a’)/2 + X. 
Because of (2.10) we may write 
%u = x” -x’ = G(a”, t”) - G(a’, t’) = G(a’ + ;Icc, t’ + Az) - G(a’, t’) + r, 
(2.11) 
where r may be estimated by using some Lipschitz rank L, of G 
llrll dL,lla”-a’-lalj <Lcill/-rll. 
Since IlB - ~11 * 0, Eq. (2.11) yields the limit-characterization of u which we 
need to see that (2.4) is true. This completes the proof. 
CRITICAL POINTS AND THE MARGINAL FUNCTION IN 
PARAMETRIC C"'-OPTIMIZATION 
Consider the optimization problem 
minimizef(x, t)- (a,~) s.t.g(x, t)+h<O, h(x, t)+c=O, (3.1) 
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where the vectors Y = (a, b, c) and t are parameters. Concerning the 
function P = (f, g, h) we require that DP( ., . ) and D,DP( ., .) exist and are 
locally Lipschitz. Further, assume g = ( g, , . . . . g,,), h = (h r , . . . . h,,), x, 
a E R”., y, b E R”‘, z, c E Rm2, and t E Rm3. 
Let us associate, to (3.1) the matrix 
Dxf kg 0 W’ 
0 E 0 
0 0 0 
of size (n+m,+%,1+2m,+m,), and define a vector V(y,z)= 
(l,y+,y-,z) of length 1+2m,+m, by setting y'=max(y;,O}, y;= 
mini yi, O}. We put s = (x, y, z) and form the function 
A point s satisfying 
F(& t I= wx, t ) VY, z). 
F(s, t) = r (3.2) 
is called critical for problem (3.1). 
If s is critical then (x, y +, z) is a Karush-Kuhn-Tucker point (KKTP) 
for this problem; if (x, y, z) is a KKTP then (x, y + g(x), z) is critical. Note 
that both transformations are Lipschitz. 
In what follows we shall apply Theorem 1 to Eq. (3.2) at some critical 
point S belonging to the parameters (0, i). Denote by L the Lagrangian 
US, t )=f(x, t) + C Y’gi(X, t) + C zjh,(x, t). 
Our main tool becomes the directional derivative 
ff(~):=d(D,~L(.,j,Y, i))(X;u) 
= 4(D.J)((% 0; u) 
which coincides with 02 L(.V, i) u in the case PE C*. We will see that the 
(generalized complementarity) system 
(3.3) 
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includes all needed informations to characterize regularity as well as the 
directional derivatives AC of the implicit function. Moreover, when F is 
regular at (S, i, 0) then the marginal function 
cp(r, t)=f’(x, t)- (u, .Y> with s := (.u, J: z) = G(r, t ) (3.4) 
will be well defined around (0, i), and system (3.3) will indicate that 
D&r, t ) = (- x, ~3 + , z, D, L(s, t )). (3.5) 
Again by (3.3), we then determine ADcp and the set of scalar products 
(d, A(Dcp)((O, i); d)) where d= (a, /I?, y, r) is some direction of parameters. 
The latter set is of interest since, for each functional JE C’~‘(R”, R) and any 
points x’, x2 E R”, the following Taylor expansion holds. 
There is some 0 E (0, 1) such that (see [ 16, Theorem 31) 
1(x2) - J(x’) - DJ(x’)(x* -x1) 
E (1/2)(x2 -xl, A(DJ)(x’ + 0(x2 -xl); x*-x’)). 
Finally, it will turn out that the regularity condition (2.3), in the present 
case, can be reformulated by means of the tangent space 
T={u/(D,h;,u)=O, (D.,g,,u)=O if ,V;>O} 
with derivatives at (X, i), and the normal cones 
where &(D,g,, u)dO if 
Let us start to deal with system (3.3). 
By I7 we denote its set of solutions 7c = (c(, /?, y, u, v, w, p, q) and define 
the projections 
R(K P, Y) = ((~2 v, w, p, q)ln E n> 
Q(u, v, w) = {(a, p, y)/there are p, q such that z E Z7). 
The meaning of these setting becomes clear after studying the directional 
derivatives 
AF := AF((s; i); (a, 7)); Q := (u, v, w) 
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according to the chain-rules derived in [16]. There is verified that, because 
of the special structure of F, equation 
AF = A, F( (S, i); 6) + D, F(& i) T 
holds true. A further chain-rule may be used to obtain 
A,F((S, I); a)=A,M((x, t);u) V(j, ?)+M(x, i) AV((j, 5); (u, w)). (3.6) 
Within I’, the only part of interest is the function C(y) = ( y +, yP ) whose 
derivatives AC( j; v) coincide with X(j) u and are given by the fourth row 
in (3.3). 
After studying the right-hand side of (3.6) we thus observe 
A,F((s, t); a)= Q(u, u, w). 
The regularity condition (2.3) means nothing but 
0 $ Q(a) Va # 0 or, equivalently, R(0) = (0). 
In [ 16, Theorem 41 we have shown that this condition can be split into the 
two requirements 
(LICQ) The gradients D,hj(X, i) and D,gi(X, I) (j; > 0) are linearly 
independent 
(SOC) K(u) n H(u) = 125 for all u E T\{O}. 
In view of Theorem 1 (iii) we thus derived 
THEOREM 2. The function F is regular at (S, i, 0) if and only if the condi- 
tions (LICQ) and (SOC) are satisfied. In this case, the directional derivatives 
of the implicit function (critical point map) G = G(r, t) are given by 
AGW, i); (a, P, Y, 4) = Q-‘(6% P, Y) - W’G, 0 4. 
Without going into the details we have to note that, for proving (3.6) in 
[ 161, something more has been verified: Given any solution of system (3.3) 
there are sequences 3, L 0 and (x, y, z) + (X, j, Z) such that both 
(c(, j?, y) = lim( l/i)[F(x + Au, y + Iv, z + Aw, i) - F(x, y, z, i)] 
and 
(P, 4)=lim(l/l)[C(y+;lv)-C(y)l. 
In the regular case, this yields the existence of sequences I LO and 
(a, 6, c) -+ 0 such that 
(u,v,~)=lim(l/;l)[G(a+;Icc,b+~~,c+~y, i)-G(a, b,c, i)] 
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and 
(p, 4) = lim( l//1)1 Y(a + 2x, h + ;/I, C+ 3.;,, t) - Y(rr, h, c, r)]. 
where Y denotes the corresponding split Lagrange multiplier (J.+, 1’ ). In 
order to prove this statement it suffices to put (a, h, L.) = F(.u, J, I, i) and to 
determine the limits in question. As a consequence, we are able to describe 
the directional derivatives of the function (G, Y) that associates, to (P, t ) 
near (0, i), the vector (x, y, Z, I’+, ,r ), s=G(r, t ). 
d(G, Y)((O, 0; (2, 8, Y, T.)) = R((a, 8, Y) - D,F(s, 0 7). (3.7) 
At this point, we are prepeared to deal with the marginal function (3.4) 
under regularity assumption. Let d= (CC, /I, ?/, T). Since Of is continuous the 
set dq((O, i); d) consists of all vectors I/ = (DJ(x, i), u) + D,,f(.?, t) r - 
(c(, X) with (u, u, ~1) E dG((0, t); d). After we substitute 
D,f= -~jy’D~,g;-~ Z,D,h, 
and study (3.3) with 
it is seen that tj does not depend on the concrete choice of (u, u, u,): I/J = 
- ( CI, j) + (b, J’ ) + (y, 2) + D&F, i) 2. Since regularity, by definition, 
will also hold for the points (s, t, r) being under consideration and since the 
linear parameter r may be seen as included in the function P = (,J g, h) we 
thus derived (3.5). 
The directional derivatives of the function 
(r,t)~(--~,~++,z,D,L(s,t)), s = G(r, t ) 
are now given via (3.7). We obtain 
4Dv)((O, 0; 4 = {C-u, P, I$‘, (D,, D,+, D;, D,) D, W, Nu> P, ~‘2 rI))/ 
(~3 0, w, P, 4) E R(h, B, Y,}. (3.8 1 
This allows us, after some simple calculation, to characterize the associated 
set of scalar products 
={(-u,~)+(p,p^)+(~~,j)+(~,D:L(S,i)z)/ 
(u> 0, IL’, P, q) E R(k b, f,}. (3.9) 
Let us, finally, deal with the strict complementarity condition pi # 0 (for all 
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i). To do so we omit redundant constraints by supposing j 20, assume 
regularity of F at (S, i, 0), and fix the nonlinear parameter t= i. The map 
&I, considered as a function from R n+ml + m2 into itself, is now given by 
&(a, b, cl = t-x, Y+, z), s = G(r, i). 
Of course, Dcp cannot be regular at (0, 0, 0, -2, j+, Z) if some ji equals 
zero. On the other hand, if ji > 0 for all i, then formula (3.8) and system 
(3.3) show that 
0~ d(Dv)Kt (M, P, Y)) means 0 E NM, B, Y) 
and implies (a, b, y) = 0. Therefore, the function Dcp is then regular at the 
point of interest. 
CONCLUDING REMARKS 
1. Since (c, u ) < 0 is true for any u E T and 5 E K(u), the condition 
(SOC) of Theorem 2 will hold whenever the following strong second-order 
condition is satisfied 
(ku)>O if u E T\{O} and 5 E H(u). 
We refer to [14] for consequences of this condition concerning strict local 
minimizers. 
2. Let x be some regular zero of f~ Co3’(R, R). In contrast with the 
Cl-case, we then may not conclude that Newton’s method (to determine x) 
will locally converge even if f is continuously differentiable at each point 
generated by the procedure. An example where this method fails to 
converge with almost all initial points, the reader finds in [17, Sect. 2.31. 
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