In this paper, we study the problem o f 3D object de tection from stereo images, in which the key challenge is how to effectively utilize stereo information. Different from previous methods using pixel -level 
In trod u ction
3D object detection aims at localizing amodal 3D bound ing boxes of objects of specific classes in the 3D space [ , , 18,29] . The detection task is relatively easier [ , ,15] when active 3D scan data are provided. However, the active scan data are of high cost and limited in scalability. We address the problem of 3D detection from passive imagery data, which require only low-cost hardware, adapt to differ ent scales of objects, and offer fruitful semantic features.
Monocular 3D detection with a single RGB image is highly ill-posed because of the ambiguous mapping from 2D images to 3D geometries, but still attracts research ef forts [ , 3 ( ] because of its simplicity of design. Adding more input views can provide more information for 3D reasoning, which is ubiquitously demonstrated in the tra ditional multi-view geometry [ ] area by finding dense patch-level correspondences for points and then estimate their 3D locations by triangulation. The geometric meth ods deal with patch-level points with local features, while no semantic clues at object-level are considered.
Stereo data with pairs of images are more suitable for 3D detection, since the disparities between left and right images can reveal spacial variance, especially in the depth dimen sion. While extensive work [ , 2 ' , ] has been done on deep-learning based stereo matching, their main focus is on the pixel level rather than object level. 3DOP [ ] uses stereo images for 3D object detection and achieves state-of-the-art results. Nevertheless, later we show that we can obtain com parable results using only a monocular image, by properly placing 3D anchors and extending the region-proposal net work (RPN) [ ] to 3D. Therefore, we are motivated to re consider how to better exploit the potential of stereo images for accurate 3D object detection.
In this paper, we propose the stereo Triangulation Learning Network (TLNet) for 3D object detection from stereo images, which is free of computing pixel-level depth maps and can be easily integrated into the baseline monoc ular detector. The key idea is to use a 3D anchor box to explicitly construct object-level geometric correspondences of its two projections on a pair of stereo images, from which the network learns to triangulate a targeted object near the anchor. In the proposed TLNet, we introduce an efficient feature reweighting strategy that strengthens infor mative feature channels by measuring left-right coherence. The reweighting scheme filters out the signals from noisy and mismatched channels to facilitate the learning process, enabling our network to focus more on the key parts of an object. Without any parameters, the reweighting strategy imposes little on computational burden.
To examine our design, we first propose a solid baseline monocular 3D detector, with an overview shown in Fig. 1 . In combination with TLNet, we demonstrate that significant improvement can be achieved in 3D object detection and localization in various scenarios. Additionally, we provide quantitative analysis of the feature reweighting strategy in TLNet to have a better understanding of its effects. In sum mary, our contributions are three-fold:
• A solid baseline 3D detector that takes only a monocu lar image as input, which has comparable performance with its state-of-the-art stereo counterpart.
• A triangulation learning network that leverages the geometric correlations of stereo images to localize targeted 3D objects, which outperforms the baseline model by a significant margin on the challenging
• A feature reweighting strategy that enhances informa tive channels of view-specific Rol features, which ben efits triangulation learning by biasing the network at tention towards the key parts of an object. [14] leverage 3D CAD models to synthesize 3D object templates to supervise the training and guide the geomet ric reasoning in inference. While the previous methods are dependent on additional data for 3D perception, the pro posed monocular baseline model can be trained using only ground truth 3D bounding boxes, which saves considera tions on data acquisition. To avoid such computation and fully exploit stereo informa tion for 3D object detection, we propose using 3D anchors as reference to detect and localize the object via leamable triangulation in a forward pass. 
. R elated W ork

M ulti-V iew
A pproach
In this section, we first present the baseline model that predicts oriented 3D bounding boxes from a base image I, and then introduce the triangulation learning network inte grated in the baseline for a pair of stereo image (I l, I r ). An oriented 3D bounding box is defined as B = (C, S ,0), where C = (cx ,c y ,c z) is the 3D center, S = (h ,w ,l ) is the size along axis, and 6 is the angle between itself and the vertical axis.
Baseline Monocular Network
The baseline network taking a monocular image as the input is composed of a backbone and three subsequent mod ules, i.e., the front view anchor generation, the 3D box proposal and refinement. The three-stage pipeline progres sively reduces the searching space by selecting confident anchors, which highly reduces computational complexity.
F ront View A nchor G eneration
Following the dimension reduction principle, we first re duce the searching space in the 2D front view. The input image I is divided into a Gx x Gy grid, where each cell predicts its objectness. The output objectness represents the confidence how likely the cell is surrounded by 2D projec tions of targeted objects. An example of the confidence map is shown in Fig. 2 . In training, we first calculate 2D pro jected centers of the ground truth 3D boxes and compute their least Euclidean distance to all cells in the Gx x Gy grid. Cells with distances less than 1.8 times their width are considered as foreground. For inference, foreground cells are selected to generate potential anchors.
Thus, we obtain 3D anchors located at the rays issued from the potential cells in an anchor pool, which contains a set of 3D anchors uniformly sampled at an interval of 0.25m on the ground plane within the view frustum and depth rang ing [0,70] meters. Anchors are represented by its 3D center and the prior size along three axes. There are two anchors with BEV orientation 0° and 90° for each object class at 
3D B ox Proposal and R efinem ent
The multi-stage proposal and refinement mechanism in our baseline network is similar to Faster-RCNN [ ]. In the 3D RPN, the potential anchors from front view gen eration are projected to the image plane to obtain Rols. RoIAlign [ ] is adopted to crop and resize the Rol fea tures from the feature maps. Each crop of Rol features is fed to task specific fully connected layers to predict 3D objectness confidence as well as regress the location off sets A C = (A cx , A cy , Ac*) and dimension offsets A S = (A h , A w , A l) to the ground truth. Non-Maximum Supression (NMS) is adopted to keep the top K proposals, where K = 1024 for both training and inference. In the refine ment stage, we project those top proposals to image and again use RoIAlign [ ] to crop and resize the region of in terest. The Rol features are passed to fully connected layers that classify the object and regress the 3D bounding box off sets (A C , AS) as well as the orientation vector vein local coordinate system as defined in [ ].
Triangulation Learning Network
The stereo 3D detection is performed by integrating a triangulation learning network into the baseline model. In the following, we first introduce the mechanism of the TL Net that focuses on object-level triangulation in opposite to computationally expensive pixel-level disparity estimation, and then present the details of its network architecture. Figure 4 . Activations of different channels with different coherence scores. These small feature maps are cropped out using RoIAlign from the last convolutional layer, where the first row is from the left branch and the second row is from the right. Two branches of convolutional layers share the weights. Coherence score Si is calculated for channel i. As we can see, channel 17 (g) and 22 (f) have noisy and less concentrated activations, while chanel 24 (a) is clear and informative of the key points of an object, e.g., wheels. Our objective is enhancing channels like (a) and weaken those like (g) and (f), so as to focus the network attention on specific parts of the object, which is empirically beneficial for discerning slight positional difference between where the object is present in left and right Rols. We reweight the Ith channel by multiplying with «¿. The features are fused and fed to fully-connected layers to predict objectness confidence and 3D bounding box offsets to the reference anchor.
A nchor T riangulation
Triangulation is known as localizing 3D points from multi view images in the classical geometry fields, while our ob jective is to localize a 3D object and estimates its size and orientation from stereo images. To achieve this, we intro duce an anchor triangulation scheme, in which the neural network uses 3D anchors as reference to triangulate the tar gets.
Considering the RPN stage, we project the pre-defined 3D anchor to stereo images and obtain a pair of left-right Rols, as illustrated in Fig. 3 . If the anchor tightly fits the target in 3D, its left and right projections can consistently bound the object in 2D. On the contrary, when the anchor fails in fitting the the object, their geometric differences in 3D are reflected in the visual disparity of the left-right Rol pair. The 3D anchor explicitly constructs correspondences between its projections in multiple views. Since the location and size of the anchor box are already known, modeling the anchor triangulation is conducive to estimating the 3D objectness confidence, i.e., how well the anchor matches a target in 3D, as well as regressing the offsets applied to the box to minimize its variance with the target. Therefore, we propose TLNet towards triangulation learning as follows.
.2 .2 T L N et A rchitecture
The TLNet takes as input a pair of left-right Rol features F l and T r with Cro{ channels and size Hroi x Wroi, which are obtained using RoIAlign [ ] by projecting the same 3D anchor to the left and right frames, as shown in Fig. 5 . We utilize the left-right coherence scores to reweight each chan nel. The reweighted features are fused using element-wise addition and passed to task-specific fully-connected layers to predict the objectness confidence and 3D bounding box offsets, i.e., the 3D geometric variance between the anchor and target.
C oherence Score. The positional difference between where the target is present in the left and right Rols reveals the spatial variance between the target box and the anchor box, as illustrated in Fig. 3 . The TLNet is expected to utilize such a difference to predict the relative location of the target to the anchor, estimate whether they are a good match, i.e., objectiveness confidence, and regress the 3D bounding box offsets. To enhance the discriminative power of spatial vari ance, it is necessary to focus on representational key points of an object. Fig. 4 shows that, though without explicit su pervision, some channels in the feature maps has learned to extract such key points, e.g., wheels. The coherence score Si for the i th channel is defined as:
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where cos is the cosine similarity function for each channel, P i and p are the i th pair of feature maps, i.e., features from the ith channel in left and right Rols. From Fig. 4 , we observe that the coherence score s* is lower when the activations are noisy and mismatched, while it is higher if the left-right activations are clear and coherent. In fact, from a mathematical perspective, p and T \ can be viewed as a pair of signal vectors. As you flatten along the row dimension, consecutive activations are more likely to align with other consecutive activations in a pair of Rols, i.e., Si is closer to 1.
C hannel R ew eighting. By multiplying the i th channel with Si, we weaken the signals from noisy channels and bias the attention of the following fully-connected layers to wards coherent feature representations. The reweighting is done in pairs for both the left and right feature maps, taking the form:
Ppe = s^, p re = Sip (2)
, and it is implemented in the TLNet as illustrated in Fig. 5 . We will demonstrate that the reweighting strategy has a pos itive effect on triangulation learning in the experiments. N etw ork G enerality. The proposed architecture can be easily integrated into the baseline network by replacing the fully-connected layers after RoIAlign, in both the RPN and the refinement stage. In the refinement stage, classification outputs are object classes instead of objectness confidence as is in RPN. For the CNN backbone, the left and right branches share their parameters. Computing cosine simi larity and reweighting do not require any extra parameters, thus imposing little in memory burden. SENet [ ] also in volves reweighting feature channels. Their goal is to model the cross-channel relationships of a single input, while ours is to measure the coherence of a pair of stereo inputs and select confident channels for triangulation learning. In ad dition, their weights are learned by fully-connected layers, whose behavior is less interpretable. Our weights are the pairwise cosine similarities with clear physical significance. p and p can be viewed as two vectors, and s* describes their included angle, i.e., correlation.
Implementation Details
N etw ork Setup. We choose VGG-16 [ ] as the CNN backbone, but without its fully-connected layers after poolb. Parameters are shared in the left and right branches.
All the input images are resized to 384 x 1248 so that they can be divided by 2 for at least 5 times. For the front-view objectness prediction, we use the left branch only. We apply l x l convolution to the output feature maps of poolb and reduce the channels to 2, indicating the background and ob jectness confidence. Each pixel in the output feature maps represents a grid cell and yields a prediction.
For the region proposal and refinement stage, we start from the output of conv4 rather than poolb. To improve the performance on small objects, we leverage Feature Pyramid [21] to upsample the feature maps to the original resolution. Since the region proposal stage aims at filtering background anchors and keep the confident anchors in an efficient man ner, channels of the feature maps are reduced to 4 using l x l convolution before RoIAlign [ ] and fully connected layers to save computational cost. For the refinement stage, however, we use full channels containing more information to yield finer predictions.
T raining. All the weights are initialized by Xavier initial izer [ ] and no pretrained weights are used. L2 regulariza tion is applied to the model parameters with a decay rate of 5e-3. We first train the front-view objectness map for 20K iterations, then along with the RPN for another 40K iterations. In the next 60K iterations we add the refinement stage. For the above 120K iterations, the network is trained using Adam optimizer [ ] at a learning rate of le-4. Fi nally, we use SGD to further optimize the network for 20K iterations at the same learning rate. The batchsize is always set to 1 for the input. The network is trained using a single GPU of NVidia Tesla P40.
. E xp erim en t
We evaluate the proposed network on the challenging KITTI dataset [ ], which contains 7481 training images and 7518 testing images with calibrated camera parameters. De tection is evaluated in three regimes: easy, moderate and hard, according to the occlusion and truncation levels. We use the trainl/vall split setup in the previous works [ , ] , where each set contains half of the images. Objects of class C ar are chosen for evaluation. Because the number of cars exceeds that of other objects by a significant margin, they are more suitable to assess a data-hungry deep-learning net work. We compare our baseline network with state-of-theart monocular 3D detectors, MF3D [30] Fig. 8 (a) , our main method has a higher precision than
3DOP [ ] and a higher recall than the baseline.
BEV Object Detection
M onocular B aseline. Results are presented in Table 2 .
Compared with 3D detection, we still evaluate the same set of 3D bounding boxes, but the vertical axis is disregarded for BEV IoU calculation. The baseline keeps its advan tages over MF3D in m oderate and hard scenarios. Note that MF3D uses extra data to train pixel-level depth maps.
In easy cases, objects are clearly presented, and pixel-level predictions with sufficient local features can obtain more ac curate results in statistics. However, pixel-level depth maps with high resolution are unfortunately not always available, indicating their limitations in real applications.
TLN et.
Not surprisingly, by use of TLNet, we outperform the monocular baseline under all IoU thresholds in vari ous scenarios. At IoU threshold 0.3 and 0.5, the triangula tion learning yields ~ 8% increase in A P bev-Our method also surpasses 3DOP by a notable margin, especially for strict evaluation criteria, e.g., under IoU threshold of 0.7, which reveals the high precision of our predictions. Such performance improvement mainly comes from two aspects:
1) the solid monocular baseline already achieves compa rable results with 3DOP; 2) the stereo triangulation learn ing scheme further enhances the capability of our baseline model in object localization. Fig. 8 (b) further compares the Recall-Precision curves under IoU threshold of 0.3.
3D Localization
M onocular B aseline. Results are shown in Table 4 . Effect of reweighting on AP3D. Three fusion methods in Fig. 9 are compared, including concatenation, direct addition and the proposed reweighting strategy. 
Qualitative Results
Comparisons between their AP3D and APbev are pre sented in Table 4 . The evaluation corresponds with the em pirical analysis in 3.2.2. Since the left and right branches share their weights in the backbone network, the same chan nels in left and right Rols are expected to extract the same kind of features. Some of these features are more suitable for efficient triangulation learning, which are strengthened by reweighting. Note that the coherence score Si is not fixed for each channel, but is dynamically determined by the Rol pairs cropped out at specific locations. 3D bounding boxes predicted by the baseline network and our stereo method are presented in Fig. 6 . In general, the predicted orange bounding boxes matches the green ground truths better when TLNet is integrated into the base line model. As shown in (a) and (c), our method can reduce depth error, especially when the targets are far away from the camera. Object targets missed by the baseline in (b) and (f) are successfully detected. The heavily truncated car in the right-bottom of (d) is also detected, since the object proposals are in 3D, regardless of 2D truncation. 
C onclusion
Ablation Study
In TLNet, the small feature maps obtained by use of RoIAlign [ 11] are not directly fused. In order to focus more attention on the key parts of an object and reduce noisy sig nals, we first calculate the pairwise cosine similarity cosi as coherence score, then reweight corresponding channels by multiplying with s*. See 3.2.2 and Fig. 5 for details. In the followings, we examine the effectiveness of reweighting by replacing it with other two fusion methods, i.e., direct con catenation and element-wise addition, as is shown in Fig. 9 .
We present a novel network for performing accurate 3D object detection using stereo information. We build a solid baseline monocular detector, which is flexibly extended to stereo by combining with the proposed TLNet. The key idea is to use 3D anchors to construct geometric correspon dences between its projections in stereo images, from which the network learns to triangulate the targeted object in a for ward pass. We also introduce an efficient channel reweight ing method to strengthen informative features and weaken the noisy signals. All of these are integrated into our base line detector and achieve state-of-the-art performance.
