. These biases due to selection, sampling, and the use of distributional assumptions may be relatively small, yet they are important because overall sex differences in either mean or variance are themselves small.
Hence it is plausible that these sources of bias may have effects that are not negligible compared to real sex differences. Also, the small differences in mean or variance that have been found can lead to very large differences (several to one) in the numbers of males as compared to females in the upper percentiles of the national distribution (19) . For example, a mean difference of 0.3 standard deviations, which would be judged as "small" by the convention of effect size introduced by Cohen (22) , coupled with a variance difference of 15%, could lead to 2.5 times as many males as females in the top 5% of the test score distribution and more than 6 times as many males in the top 0.1%.
Method
We performed secondary analyses of six large data sets collected between 1960 and 1992. Each of these surveys used a stratified national probability sample of adolescents and provided sampling weights to permit inferences about specifically defined national populations. The (25) .
The NLSY data set. The National Longitudinal Study of Youth (NLSY) was conducted to study labor force behavior. The sample we used actually consists of three independent probability samples that, when appropriately combined, yield a cross-sectional sample representing the noninstitutionalized civilian segment of American youth (ages 15 (27) . We used only the 17-year-old samples. Analysis. For each test in each survey, we used the sampling weights provided by the surveys to construct estimates of the national means and variances of the test score distribution for each sex. We then calculated variance ratios (ratios of male score variance to female score variance) and represented mean differences in standard deviation units by subtracting the estimated national mean score for females from that of males and dividing by the estimated national standard deviation for the entire distribution for both sexes combined. To compute national percentiles for the entire population, we first computed an estimate of the proportions of the test scores of each sex in the national population that were in the top 5%, top 10%, and bottom 10% of each test score distribution. These represent the proportions of "talented" or "untalented" individuals (as defined according to a series of different definitions of degree of talent). We then computed ratios of the estimated numbers of males and females in the national population who fell into each talent category (28 (27) 464 (702) large, even differences too small to be of (in 1980) surveyed the total population of adolescents and young adults, both in school and out of school, whereas NLS-72, HS&B, and NELS:88 surveyed only students who were in school (in either the 8th or 12th grade).
The NAEP trend studies measured a more limited range of abilities, but because the population definition and mental tests did not vary between assessment waves, the trends were measured with less ambiguity. 
