In this work, new upper and lower bounds for the inverse entries of the tridiagonal matrices are presented. The bounds improve the bounds in D. Kershaw [Inequalities on the elements of the inverse of a certain tridiagonal matrix, Math. Comput. 24 (1970) 155-158], P.N. Shivakumar, C.X. Ji [Upper and lower bounds for inverse elements of finite and infinite tridiagonal matrices, Linear Algebr. Appl. 247 (1996) 297-316], R. Nabben [Two-sided bounds on the inverse of diagonally dominant tridiagonal matrices, Linear Algebr. Appl. 287 (1999) 289-305] and R. Peluso, T. Politi [Some improvements for two-sided bounds on the inverse of diagonally dominant tridiagonal matrices, Linear. Algebr. Appl. 330 (2001) 1-14].
Introduction
Tridiagonal matrices arise in many topics of numerical analysis including boundary value problems approached by finite difference methods, interpolation by cubic splines, three-term difference equations and so on. Therefore, research about such matrices attracts the attention of many authors. For many problems, it is helpful to have upper and lower bounds for the entries (or the absolute values of the entries) of the inverse of a matrix (cf. [1] [2] [3] [4] [5] [6] ).
In this work, we establish upper and lower bounds for the entries of the inverses of tridiagonal matrices. The results obtained improve the related results in [1] [2] [3] [4] (for strictly diagonally dominant tridiagonal matrices).
Throughout this work, we consider real tridiagonal matrices of the form
c n−2 a n−1 b n−1 c n−1 a n        , and assume that the elements satisfy the condition (H):
Under the condition (H), A is invertible. In fact, if p i = 0, i = 1, . . . , n, then
Therefore, let C = A −1 = (c i j ) be the inverse of A, c j = (c 1, j , c 2, j , . . . , c n, j ) T be the j th column of C. This work is organized as follows. In Section 2, we get lower and upper bounds for the elements of the inverses of the tridiagonal matrices. A comparison of the bounds obtained with some known results is presented in Section 3.
Lower and upper bounds for the inverse of a tridiagonal matrix
First of all, we define
, then for the elements of matrix C the following bounds hold:
Proof. It is obvious that Ac j = e j , where e j is the j th fundamental vector of R n . Writing the first j − 1 equations, with j ≥ 2, we have
According to (1), we get
Then, we easily get the result.
. . , n), then for the elements of matrix C the following bounds hold:
Proof. Similarly, it is obvious that Ac j = e j , where e j is the j th fundamental vector of R n . According to the last n − j equations, with j ≤ n − 1, we have c n−1 c n−1, j + a n c n, j = 0, c n−2 c n−2, j + a n−1 c n−1,
So
It follows from (2) that
Clearly, we have
Therefore,
which implies that the conclusion of Lemma 2.2 is true.
Proof. By Lemmas 2.1 and 2.2, we immediately obtain this theorem. Proof. It is easily proved that both the strictly diagonally dominant tridiagonal matrix and the irreducibly diagonally dominant tridiagonal matrix satisfy condition (H). So we only need to prove that they satisfy the following inequalities:
For A being a strictly diagonally dominant tridiagonal matrix, we have |α i | < 1, i = 1, . . . , n − 1; |β i | < 1, i = n, . . . , 2. So
For A being an irreducibly diagonally dominant tridiagonal matrix, we have 0
Therefore, for the two cases, (3) holds. According to Theorem 2.1, Corollary 2.1 has been proved.
Theorem 2.2. For the matrix A defined in Theorem 2.1, the following inequalities hold:
1
Proof. By A A −1 = I , we have
Hence we get the desired bounds.
Comparing Theorem 2.1 to some known results
In [3] , Nabben established the upper bounds by iterative refinement. Peluso and Politi [4] exploited this iterative refinement of the upper bounds to improve also the lower bounds. To state their results, we define
Where c 0 = b n = 0, τ 0,t = ω n+1,t = 0. For diagonally dominant tridiagonal matrices, all these quantities are less than or equal to 1. Their results in [3, 4] can be summarized as follows:
Theorem 3.1. Let A be a nonsingular tridiagonal matrix and C = A −1 . If A is row diagonally dominant, then for each t = 1, . . . , n − 1, we have
Now, we will prove that the bounds obtained in this work are sharper than those of Theorem 3.1 for strictly diagonally dominant matrices. That is, for i < j ,
and for i > j ,
We only prove (5) and (6) . The others may be proved by similar arguments. First of all, we give the proof of (5). We divide it into two cases to prove it.
(ii) If t − l = 1, then there exists an integer m such that t − l − m = 1. By induction, we get
There exists an integer m such that t − m = 1. It follows that
Now, the proof of (5) has been completed. Next, we claim
which implies that (6) holds. We still divide into two cases to prove this claim.
(ii) If t − l = 1,then there exists an integer m such that t − l − m = 1; by induction, we get
Continuing this procedure by finite steps, we have
= ω k+1,t−l = · · · = ω k+1,t .
Case (ii): k + 1 ≤ n + 1 − t. There exists an integer m such that t − m = 1; by induction, we obtain |β k+1+m | ≤ |c k+m | |a k+1+m | − |β k+2+m ||b k+1+m | ≤ |c k+m | |a k+1+m | − |b k+1+m | = ω k+1+m = ω k+1+m,t−m , |β k+m | ≤ |c k+m−1 | |a k+m | − |β k+1+m ||b k+m | ≤ |c k+m−1 | |a k+m | − ω k+1+m,t−m |b k+m | = ω k+m,t−m+1 ,
Then, the claim has been proved.
Acknowledgement
Ting-Zhu Huang is supported by NCET in Universities of China Foundation of the Key Lab of Comp. Phy., Beijing Appl. Phy. and Comp. Math. Institute and Sichuan province applied foundational research project.
