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Preface
The aim of this monograph is to contribute towards bridging the gap between method-
ological developments that have evolved in the social sciences, in particular in psycho-
metric research, and methods of statistical modelling in the more general framework
of, what could be called, “mainstream” statistics. The choice of an appropriate model
is essential to a successful analysis when statistical methods are applied to problems in
the social sciences. Since the substantive questions should be an integral part of such
a model it is crucial to consider the nature of the data and to integrate the scientific
problem into the model. Particular theoretical problems in the social sciences often lead
to distinct solutions, which are developed independently, and which are not known by
a wider statistical audience. These distinct solutions can, however, stimulate statistical
research and this will often lead to the development of more general formulations. The
development of new, general statistical models, in turn, will often provide techniques
and tools to aid the practitioner, and making the techniques more generally accessible
in other scientific disciplines. Thus both, the social scientist and the statistician benefit
from such bridge-building.
It was a great fortune during writing of this monograph to have received helpful com-
ments and advice from a number of friends and colleagues. I owe special debts of
gratitude to Brian Francis, Walter Katzenbeisser, and Gilg Seeber for illuminating dis-
cussions and a multitude of thoughtful comments and help at various stages. Many
other persons have contributed to the monograph through discussions and criticism. It
is impossible to name all, but I am particularly grateful to Walter Bo¨hm, Gerhard Fis-
cher, Peter Parzer, Josef Roppert, and Joe Whittaker. Their comments have resulted
in substantial improvements. I would like to thank my colleagues at our department,
and Josef Roppert in particular, for the cordial atmosphere they provided throughout
the work, without which it would never have been possible. Finally, thanks to Regina
Dittrich for continuous encouragement, stimulating discussions and substantial help.
Reinhold Hatzinger
Vienna, November 1994
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1Introduction
1.1 Item Response Theory and Statistical Modelling
An enormous body of literature in the psychological context has arisen that is concerned
with the measurement of characteristics of individuals. Typically, the structures of in-
terest are latent variables, such as abilities or attitudes. One means of measuring such
constructs is by a (more or less simple) questionnaire, where a subject is asked to re-
spond to items by choosing a certain response. The response scale might be continous,
where the subjects have to indicate, for example, their amount of agreement. An ex-
ample of this kind of measurement instrument is the ‘visual analog scale’. The more
familiar response scale is categorical, where the subject is asked to choose between two
or more alternatives. The responses of the subjects are then used as indicators of the
latent variable. The theoretical problems encountered in such situations are treated
in the theory of measurement and, particularly, in item response theory (IRT). One
of the aims is to formulate statistical models that are capable of mapping the mea-
surement process and allow for appropriate analysis of the observed responses in order
to construct measurement instruments and/or to compare observational units (usually
subjects) with respect to some latent variables. Appropriate techniques originally de-
veloped in the psychological framework are now applied in other disciplines such as
economy, sociology or educational theory. Common to all these sciences is the fact that
they develop theories where the empirical foundation is based on observable indicators.
However, the phenomena of interest may be unobservable, since their treatment relies
on terms that are hypothetical constructs. Examples are ‘intelligence’, ‘social class’, or
‘image of a product’. Many theoretical developments concerning the statistical anal-
ysis of such latent variables can be found in the specialized literature which is little
recognized in standard statistical texts, but are worthwile to be considered for a vari-
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ety of applications. It is one aim of this monograph to relate certain relevant ideas to
more generally known statistical models. This may provide some guidance as how to
deal with situations where the application of standard methods is based on unrealistic
assumptions or may fail for reasons of seeming complexity of the problem.
The first part of this monograph surveys certain special psychometric models that share
common properties. The main characteristic of these models concerns the separation of
two kinds of parameters, one that describes qualities of the subject under investigation,
the other relates to properties of the situation under which the response of a subject is
observed. Using conditional maximum likelihood estimation, both types of parameters
may be estimated independently from each other. The substantive consequence is that
of specific objectivity, which means that subjects may be compared independently from
the measuring instrument used, and the properties of the instruments may be investi-
gated independently from the subjects that have been observed. All models discussed
in this first part are logistic regression models where the response is categorical. In par-
ticular the models are suitable for both dichotomous and polytomous responses, and
where the response categories may be unordered as well as ordered. The incorporation
of linear structures allows the effects of covariates to be modelled and enables repeated
categorical measurements to be analysed. This first part is essentially written for an
audience not so familiar with psychometric latent variable models.
Another aspect of item response theory in general and the family of Rasch type mod-
els in particular may be seen as a contribution to the theory of statistical modelling.
It is the concept of subject specific effects. If there is heterogeneity among subjects
one might think of variance components and random effects parameters. In fact, Rasch
type models account for a different amount of individual propensity to certain reactions
and can be viewed as mixture models, where no specification of the distribution of the
random effects parameters is made. Wheras standard models rely on the assumption
of equal response probabilities for all subjects, the incorporation of subject specific pa-
rameters allows for the distinction of within subject and between subject variability in
a natural way and leads to the formulation of simple models for longitudinal categorical
data.
Both concepts, the separability of situation specific and subject specific influences and
nonparametric estimation of a mixing distribution, are realized only in the framework of
Rasch type models. This is the reason why other IRT models have not been considered
in this monograph.
The second part reviews the basic ideas of generalized linear models (GLMs). The
theoretical foundation of GLMs in the exponential family provides an excellent frame-
work for unifying different approaches and provides a natural, technical background for
model formulation, estimation and testing. The theoretical foundation of such models is
given, and illustrated with examples of GLMs developed for the analysis of categorical
data. Two prominent types of models, logistic and log-linear models, are presented and
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their relationship is discussed. Emphasis is given to some specializations that allow the
models formulated in the psychometric framework to be integrated into this broader
class of standard models. This will be the subject of the third and main part of this
monograph.
The outline of generalized linear models and some prominent members of this class is
followed by a short introduction to the software package GLIM. This package has been
chosen for several reasons to illustrate the formulation of the psychometric models in
the GLM framework. First of all, it has been developed particularly to aid modelling
in the framework of generalized linear models and thus is a natural means to illustrate
GLMs. Secondly, the structure is clear and concise: GLIM is very flexible and easy to
use in defining and fitting a variety of models, and the user knows at all times what is
going on due to the well defined algorithm and the output is also free of unnecessary
and undesired information. Thirdly, the GLIM code given in the third part is relatively
easy to follow and may aid the understanding and application of log-linear modelling
in categorical data analysis. The second part is intended to give a flavour of general
statistical methodology to the reader with a more social science background.
The third part is the main part of this monograph and shows the application of gener-
alized linear models to the psychometric approaches. It gives a unified treatment in the
context of log-linear models and contains some new material on log-linear longitudinal
modelling. For many examples of discrete response data it is natural to assume a Pois-
son or a multinomial distribution for the observed counts. When such assumptions are
reasonable the mehtods associated with log-linear models may be appropriate for the
data. Subject to the distributional requirements, the full power of the methodology is
available. The important concepts of independence and conditional independence can
be easily expressed in the log-linear formulation. Log-linear models describe associa-
tion patterns among categorical variables. With the log-linear approach, cell counts in
a contingency table are modelled in terms of association among the variables. When
it is natural to regard one variable as a response and others as explanatory variables,
certain log-linear models are equivalent to logit models for that response variable. The
treatment given in the third part uses that relation to provide the unification. The
advantage of using the log-linear approach lies in the ease of specification of different
models (concerning their parameterization), and thus in performing hypothesis test-
ing, due to its generality. Moreover, rather cumbersome computation of conditional ML
estimates, which arise in the logistic framework, particularly in polytomous item re-
sponse models, can be superseded by simply fitting appropriately adjusted marginals.
The possibility of using of standard software makes the methodology available to a
wide audience, which has no access otherwise. A draw-back of the log-linear approach,
however, is the problem of zero cells and parameter estimation in huge tables. In cases
where data from questionnaires with a large number of items have to be analysed it
is advantageous to rely on logistic models using conditional or marginal maximum
likelihood estimation techniques.
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The last part of the monograph is devoted to show the usefulness of the latent vari-
able approach in a variety of applications, where standard statistical analysis does not
necessarily lead to satisfactory results.
1.2 Organization of the Monograph
The first part starts with a brief review in Chapter 2 of basic ideas of item response
theory and their historical development. The concept of latent variables and the fun-
damentals of the so-called probabilistic test theory are presented.
Chapter 3 surveys the dichotomous Rasch model which provides the basis for most
of the statistical models considered in this monograph. The main assumptions of the
Rasch model are discussed and their substantive and theoretical implications. Three
methods of estimating the parameters based on the maximum likelihood principle and
some rather general methods of testing the goodness-of-fit of the Rasch model are
presented. The considerations in this chapter also apply in principle to all item response
models covered later. The subsequent chapters of the first part extend the basic Rasch
model in a variety of directions and discuss the substantive interpretations of these
models, their properties, estimation techniques, and methods of testing goodness-of-fit
and other special hypotheses.
Chapter 4 shows how dichotomous models can be formulated by imposing linear repara-
metrizations in order to account for explanatory variables. The linear logistic test model
is a direct reparameterization of the Rasch model. Two other models are given, that
explicitly allow for repeated measurements. A specialization of the linear logistic test
model, where some of the assumptions are relaxed, allows for change to be measured
between two observation times, and a so-called hybrid formulation covers situations
where multidimensional latent traits and longitudinal categorical data are involved.
The concept of virtual subjects and virtual items facilitates the theoretical derivation
of the hybrid model.
Another type of extension is given in Chapter 5. The Rasch model can also be for-
mulated for polytomous responses. The response categories can be nominal or ordinal.
Different assumptions concerning the response mechanism and the response scale lead
to different models, such as the rating scale and the partial credit model. Some con-
siderations on estimation parameters in a general latent structure model point to the
unification of model structures.
Chapter 6 presents linearized extensions of polytomous items response models, the
linear rating scale and the linear partial credit model. These models cover both types
of extensions of the Rasch model and are shown to be very flexible concerning their
applicability to a variety of practical situations.
The second part of the monograph summarizes the theoretical framework of generalized
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linear models and presents two types of models in detail, logit and log-linear models.
The theoretical foundation of generalized linear models is outlined in Chapter 7.
Chapter 9 is a brief description of the software package GLIM, which has especially
been designed to facilitate the fitting of generalized linear models and which is used to
illustrate all models in the third part. This section describes the structure of the package
and the minimally required set of directives necessary to fit the models presented in
this monograph.
The third part provides a unification of IRT models in the framework of GLMs and
gives some new results on applications of log-linear models to longitudinal data analysis.
Following the presentation in the first part of the monograph, all models are shown to
be GLMs and are given in their log-linear formulation. All models are illustrated with
simple data examples (some of them real data sets). The software package GLIM is
used to illustrate how all required structures have to be specified to fit the models and
to cope with special data structures, e.g., ill-conditioned or incomplete data, such that
the principles are easily extended to the general case.
Chapter 10 derives a likelihood for the log-linear version of the Rasch model that coin-
cides with the conditional approach to estimating the item parameters. The relationship
between the conditional and the marginal maximum likelihood method becomes ob-
vious using the correspondence of logit and log-linear models as discussed in Section
8.3. Moreover, the log-linear formulation of the Rasch model provides for a unified
treatment of testing goodness-of-fit in the general framework of testing hypotheses in a
sequence of hierarchically nested models. GLIM is used to show how to fit the logistic
dichotomous Rasch model using an unconditional ML approach and how to specify the
model structures to fit the log-linear Rasch model. Additionally, an example is given
where the model cannot be fitted due to ill-conditioned data.
Polytomous versions of the log-linear Rasch model are presented in Chapter 11. It is
shown that the model with unordered categories corresponds to a quasi-symmetry log-
linear model as described in Section 8.1.2. The subject effects necessary to adjust for
the marginal distribution are interpreted as quasi-symmetry parameters. The log-linear
formulation allows for a unified treatment of ordinal item response models. Depend-
ing on the specification of the item parameters and the subject random effects (both
ordered or unordered), three models can be derived which correspond to the models
presented in Chapter 5. The log-linear rating scale model is ordinal both in the item
parameters and in the subject effects. The subject effects are simply the score parame-
ters as for the dichotomous log-linear Rasch model. The log-linear partial credit model
is nominal concerning the category × item parameters but ordinal in the marginal
adjustments as the log-linear rating scale model. Finally, a model not presented in the
first part – the ordinal item effects model – is introduced. This model assumes the item
parameters as ordered but specifies a quasi-symmetry structure for the subject random
effects. All models are fitted to a data set on life satisfaction using GLIM.
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Log-linear test models are the topic of Chapter 12. It is shown that the reparameteriza-
tion of the item effects to allow for covariates is straightforward in the GLM framework.
An example is given how parameters can be estimated in the case of incomplete data.
Section 12.2 on log-linear hybrid models introduces the theoretical framework that al-
lows for model specifications when longitudinal data are involved. The formulation of
log-linear models accounting for subject specific covariates in this and the subsequent
sections is essentially new material. Again GLIM is used to illustrate how these models
can be fitted to some data sets.
Extensions concerning polytomous responses and incorporation of covariates in longi-
tudinal log-linear models are discussed in Chapter 13. A general formulation is given
for the case of polytomous responses with unordered categories as the most complex
model. Essentially, it is the log-linear formulation of a polytomous hybrid model that
allows for subject-specific and time-dependent covariates where the observation peri-
ods may vary among subjects both in number and duration. From this very flexible
formulation, log-linear versions of the linear rating scale and the linear partial credit
model as presented in Chapter 6 are derived. These are illustrated by examples on
treatment evaluation using GLIM code. A problem of log-linear model concerns zero
cells in large contingency tables and the estimation of parameters. Some approaches as
to deal with such situations are presented.
Finally, Chapter 14 presents applications to log-linear analysis involving longitudinal
data in different research areas. First, data from panel studies are reanalysed and
it is shown that the latent variable concept allows for simple models that may lead
to quite different though easy interpretable conclusions. Secondly, cross-over studies
are discussed. An analysis is presented for an orthogonal Latin square design. The
last section gives an application to therapy evaluation studies, where the effects of
some constant and time-dependent covariates are to be assessed. The data structure
involves longitudinal data with different numbers and lengths of observation periods.
This chapter shows how the models can be applied to real data sets, how GLIM can
be used to fit them, and how the results are interpreted. Model selection strategies by
using likelihood ratio tests and tests concerning single parameters are discussed.
Part I
Item Response Models

2Basics of Item Response Theory
Many fields of applied research use questionnaires or rating scales as measurement tools
for the description and investigation of certain characteristics such as attitudes (and
their changes), abilities, or personality traits. A major contribution to the solution of
the problem of how to deal with and interpret such data was made by Lazarsfeld (1950),
who introduced latent structure models, which distinguished manifest observations
from unobservable latent traits. Covariation between observations should only be due to
their common dependence on parameters characterizing the latent trait. Rasch (1960)
developed these ideas further and formulated his well-known model, which can be
seen as a starting point of contemporary psychometrics and has become subject of
investigation and further developments in the broader field of statistical methodology
over the past decades.
The early attempts in psychology to develop a theory of intelligence lead to the formu-
lation of the so-called ‘classical test theory’. Many familiar constructs such as reliability
or validity have their origin in Spearman ’s work which provided some mathematical
foundation for his theory of intelligence (Spearman , 1927). Since at this time Karl
Pearson’s work had a major impact on statistics it is not surprising that the concept
of correlation plays a significant role in classical test theory. A comprehensive reformu-
lation of the concept is due to Lord and Novick (1968). The central part in classical
test theory is the test score, but items and their characteristics are mainly neglected
though it seems reasonable to formulate a test theory starting with items and their
characteristics that compose a test rather than with the resulting test score. Classical
test theory, as a ‘theory of precision’, thus does not cover the topics of a theory of
psychological measurement.
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To be more precise the basic equation in classical test theory is:
Yim = τim + εim (2.1)
where yim is the score of subject i in test m, i.e., the realization of a random variable
Yim defined on the range of all possible outcomes. τim is the ‘true-score’, i.e., the expec-
tation E(Yim) = τim, and εim a random term reflecting the precision of measurement,
εim = yim − τim, with E(εim) = E(Yim − τim) = 0. The methodological skeleton is
a linear model assuming normal errors. Different approaches of linear regression and
multivariate methods such as factor analysis are closely related to these assumptions.
The substantive content of (2.1) is not very satisfactory since the observable is de-
terministically related to the entity to be measured. Variation not attributable to the
structure of the true-score is regarded as measurement error. This is comparable to
equating the term temperature with the bending of a bimetal strip or the electric
resistance of a wire. (cf. Fischer , 1974)
In contrast to classical test theory, Lazarsfeld , as mentioned above, laid the foundation
of latent traits. In the work of Rasch , Andersen , Fischer , Wright and others his ideas
were extended, leading to an alternative theory of mental testing, called probabilistic
test theory. Four principles give the foundation (cf. Fischer , 1974):
(i) Separation of the latent dimension and the observable variable. Observations are
regarded as indicators or symptoms for the latent trait.
(ii) Consideration of the stochastic character of observations.
(iii) Principle of local stochastic independence. The covariation between observations
is regarded as a result of their dependency on a common latent variable, but not
as direct dependences among the observations themselves.
(iv) Definition and measurement of a latent trait involves repeatedly observing the
symptoms or indicators of the latent trait but not necessarily repeated observation
of the same indicator.
This last principle has two aspects. One is rather pragmatic and concerns situations e.g.
in intelligence testing where exposing an examinee to one item might not suffice to draw
conclusions about the latent trait. Furthermore, repeatedly asking the same question
might be boring for both the examiner and the examinee and is unlikely to provide
additional information. The more fundamental aspect of this principle is that it implies
the statistical concept of sufficiency, necessary for estimating parameters reflecting the
quantification of the latent trait. A subject’s total score thus is a sufficient statistic for
the parameter of interest and not, as implicitly assumed in classical test theory, the
‘ability’ itself.
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Item Response Theory starts with a probabilistic statement as to how response depends
on level of ability. This relation is given by the item characteristic curve (ICC) or item
response function. A throrough discussion of all basic concepts of item response theory
can be found in Lord (1980). The concept of the item characteristic curve (ICC) is
closely related to the probabilistic test theory, although it has its origins in much
earlier work (e.g. Binet and Simon , 1916; Lawley , 1943; cf. Baker , 1992). The idea is
to relate the ability scale to the probability of observing a correct (incorrect) response.
Figure 2.1 gives an example of an ICC.
Ability
 


Probability
of correct
response
FIGURE 2.1. A typical item characteristic curve.
Item response theory intends to express all properties of mental tests, as measurement
instruments, in terms of the properties of items. The parameterization and hence the
form of the ICC plays a major role in the development and substantive interpretation
of item response models as will be seen from the subsequent sections. This is not sur-
prising, however, because in statistical terminology the ICC is a so-called link function
and a main element in specifying a generalized linear model.
The aim of this part of the monograph is to give a survey of the basic ideas of the Rasch
model (RM), its assumptions and how to test them. Some of the major extensions will
then be presented in more detail.
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3The Dichotomous Rasch Model
Given a sample of subjects i, i = 1, . . . , n, who have responded to items j, j = 1, . . . , J ,
such that the observations yij can be regarded as realizations of a Bernoulli variable
(coded by 0 or 1, respectively), Rasch (1960) proposed the well-known model
P (Yij = yij|ξi) = fj(ξi) = exp(yij(ξi − λj))
1 + exp(ξi − λj) . (3.1)
Thus the probability of ‘correctly’ responding to item j is dependent on the location
ξi of subject i on the latent continuum ξ (‘ability’) and λj describes the ‘difficulty’
of item j. Model (3.1) is also called item characteristic curve (ICC) of item j. Figure
3.1 gives the ICCs for two items, and the probability of a subject with ability ξi to
correctly respond to these items. The difference ξi − λj has interpretation as the log
odds of subject i against item j. The observations yij provide the (n× J)–data matrix
Y with marginals ti =
∑
jyij and sj =
∑
iyij.
3.1 Assumptions of the Rasch Model
It can be shown that the above formulation of the Rasch model is (up to monotone
transformations) equivalent to the following assumptions, if additionally the response
is defined to be dichotomous (see Fischer , 1974):
Unidimensionality. The items from a particular test are homogeneous with respect
to only one latent trait, i.e., the subject parameter ξi is a scalar.
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FIGURE 3.1. Item characteristic curves of the Rasch model for two items.
Monotonicity. The probability fj(ξi) = P (Yij = yij|ξi) is (strictly) monotone in-
creasing for all j with 0 ≤ fj(ξi) ≤ 1, where ξ ∈ R. If ξi → ∞ then fj(ξi) → 1
and if ξi → −∞ then fj(ξi) → 0. With increasing ability the probability of correctly
answering item j also increases.
Local independence. Covariation among item responses is only due to their de-
pendence on the latent trait ξ, i.e., the probability of observing a response vector
yi = (yi1, . . . , yiJ)
′ for a subject with fixed ability ξi is
P (Yi1 = yi1, . . . , YiJ = yiJ |ξi) =
∏
j
fj(ξi) .
Sufficiency. The marginals ri =
∑
jyij contain all information about ξi (thus being a
sufficient statistic), so that the joint probability can be factorized as
f(yi1, . . . , yiJ |ξi) = g(ri|ξi)h(yi1, . . . , yiJ)
where h is independent of ξi.
Kelderman (1984) gave a unified treatment of these assumptions. Model (3.1) can be
rewritten as
P (Yij = yij|ξi) = P (Yij = yij|ξi;a) , (3.2)
where a = (a1, . . . , ap)
′ are all possible variables which are not functions of yij and
ξi. Formula (3.2) reflects the assumption of unidimensionality as interpreted by Lord
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and Novick (1968): “The latent trait is the only important factor and, once a person’s
value on the trait is determined, the behaviour is random, in the sense of statistical
independence.” Since (3.1) must hold for all subjects with equal location of ξi, (3.1)
and (3.2) must be invariant over subsets of individuals with the same a and ξ. This is
another assumption not mentioned so far. If a is defined to be equal to the responses
y
(−j)
i = (yi1, . . . , yi,j−1, yi,j+1, . . . , yiJ)
′
the assumption of local independence is reflected.
In (3.2) let a = (y(−j), b), where b = (b1, . . . , bz)′ describes characteristics of an in-
dividual (like gender or age), and let ri =
∑
jyij be the sufficient statistic for ξi, the
probability of observing a response vector yi = (yi1, . . . , yiJ)
′ is given by
P (Y i = yi|ξi;a) =
J∏
j=1
exp(yij(ξi − λj))
1 + exp(ξi − λj) =
exp(ξiri −∑Jj=1 yijλj)∏J
j=1(1 + exp(ξi − λj))
. (3.3)
As Kelderman stated, this formulation of the Rasch model seems to be advantageous
over (3.1), since all assumptions and variables necessary to test the goodness-of-fit of
the Rasch model are explicitly contained in (3.2). Furthermore, it can be seen that (3.3)
is an exponential family with ri as a minimal sufficient statistic for ξi. By substituting
(3.1) into the Bernoulli distribution
f(yi1, . . . , yiJ |ξi) =
∏
j
fj(ξi)
yij(1− fj(ξi))1−yij
yields (3.3). We thus have an exponential family with respect to the canonical param-
eter ξi and the minimal sufficient statistic ri.
3.2 Estimation of Parameters
Using the maximized likelihood to obtain estimates for ξi and λj in (3.3) (neglecting
different characteristics of individuals) three procedures are available: the so–called
unconditional or joint maximum likelihood estimation (UML), the conditional (CML)
and the marginal (MML) approach.
3.2.1 Unconditional ML-estimation
Using the UML method for estimating the parameters (equating the sufficient statistics
ri and sj =
∑
i yij with their respective expected values) the unconditional likelihood
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Lu is given by
Lu =
exp(
∑
i ξiri) exp(−
∑
j λjsj)∏
i
∏
j(1 + exp(ξi − λj))
. (3.4)
The unconditional ML estimates can easily be computed using standard software for
logistic regression. The data matrix Y is regarded as a n · J–vector and the covariates
for ξ and λ are two-level factors properly ordered.
Unfortunately, the solutions ξˆ and λˆ are inconsistent and have an approximate asymp-
totic bias of J/(J − 1) for moderate J (Andersen , 1973a, proved the case J = 2). Sit-
uations where the ML-estimator is inconsistent, as in the Rasch model, were described
by Neyman and Scott (1948), who distinguished structural and incidental parameters.
Consider a sequence of random vectors (yi1, . . . ,yiJ), i = 1, . . . , n, such that the distri-
bution of (yi1, . . . ,yiJ) depends on parameters ξi and λ, where λ is constant for all i,
whereas the value of ξi changes with i. Then ξi is called incidental and λ is structural
under increased sampling. Much effort has been put into investigating the bias of the
unconditional ML-estimates for the Rasch model (see Baker , 1992, Chapter 5.2.6). A
general result is due to Haberman (1977a) who showed that the UML-estimates are
inconsistent as n →∞ and J remaining moderate, whereas these are consistent when
both n and J →∞. Fischer (1981) derived a set of necessary and sufficient conditions
for existence and uniqueness of the UML estimates.
3.2.2 Conditional ML-estimation
The asymptotic problems of the UML-method are avoided using the other approaches.
The CML–method was initially proposed by Rasch who showed that conditioning on
the marginals r, the parameters ξ do not occur in the CML–equations.
Denoting yi = (yi1, . . . , yiJ) as the response pattern of subject i, the probability of
observing exactly this pattern is
P (Yi = yi|ξi) =
exp(ξiri) exp(−∑Jj=1 yijλj)∏J
j=1(1 + exp(ξi − λj))
,
as given in (3.3). The probability of obtaining a certain total score r is
P (Ri = r) =
exp(ξir)γ(r;λ1, . . . , λJ)∏
j(1 + exp(ξi − λj))
(3.5)
with
γ(r;λ1, . . . , λJ) = γr =
∑
y|r
exp(−∑
j
yjλj) , (3.6)
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the elementary symmetric function of order r, where y|r denotes the set of all possible
response patterns y compatible with the marginal r, and yj is 1 or 0 according to the
response pattern.
For illustrative purposes the elementary symmetric functions γr, r ∈ {0, . . . , J} are
given in the following table, where νj = exp(−λj).
number
r γr terms of terms
0 γ0 1 1
1 γ1 ν1 + ν2 + ν3 + . . . + νJ J
2 γ2 ν1ν2 + ν1ν3 + . . . + νJ−1νJ
(
J
2
)
3 γ3 ν1ν2ν3 + ν1ν2ν4 + . . . + νJ−2νJ−1νJ
(
J
3
)
...
...
...
...
J γJ ν1ν2 · · · νJ 1
Combining (3.3) and (3.5) yields the conditional probability of observing a particular
response pattern yi given a total score of ri
P (Yi = yi|Ri = r) = P (Yi = yi)
P (Ri = r)
=
exp(ξir) exp(−∑j λjyij)/∏j(1 + exp(ξi − λj))
exp(ξir)γ(r;λ1, . . . , λJ)/
∏
j(1 + exp(ξi − λj))
.
The kernel of the conditional likelihood is thus given by
Lc = exp(−
∑
j
λjsj)/
∏
r
γ(r;λ1, . . . , λJ)
nr , (3.7)
where nr is the number of subjects with Ri = r, r = 0, . . . , J and sj =
∑
i yij. Equation
(3.7) implies that the number of estimable ξ’s is restricted to J+1 due to the number of
different values the sufficient statistics r can take. In fact, the number of estimable ξ’s
is J − 1, since for r = 0 or J there is no information for estimating the corresponding
ξ’s. Another property of the conditional approach is that the λ’s can be estimated
independently of the ξ’s as can be seen from (3.7). The obvious overparameterization
can easily be avoided, e.g., by imposing the restriction
∑
j λj = 0. Since the Rasch model
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is symmetrical with respect to the parameters and n is usually rather large compared
to J , the ξ’s may be estimated via the λ’s assuming them as known. Andersen (1973a)
showed that the CML estimates are consistent when n → ∞ and have an asymptotic
normal distribution. Fischer (1981) proved that the CML estimates exist and are unique
if the matrix of observations is well-conditioned (for an example of an ill-conditioned
data matrix see Section 10.1). Pfanzagl (1994) further investigated the properties of
the CML estimators and proved that the CML estimators are consistent under mild
conditions on the ability parameters. Moreover, he showed that the CML estimators are
asymptotically efficient, and, as a consequence, asymptotically normal under certain
regularity conditions, if the ability parameters are a random sample from an unknown
distribution.
3.2.3 Marginal ML-estimation
The other approach which avoids the asymptotic problems of the UML-estimates is to
assume an underlying distribution G(ξ) for the latent variable, integrating over this
parametric distribution and estimating the λ’s in the marginal distribution (MML-
method). Let
P (Yi = yi) =
∫
P (yi|ξ)dG(ξ)
be the probability of observing response patterns yi, the Rasch model becomes
P (Yi = yi) = exp(−
∑
j
λjsj)
∫ exp(ξr)∏J
j=1(1 + exp(ξ − λj))
dG(ξ)
The marginal likelihood is then given by
Lm =
∏
r
⎡⎣exp(−∑
j
λjsj)
∫ exp(ξr)∏J
j=1(1 + exp(ξ − λj))
dG(ξ)
⎤⎦nr
with r and nr as before.
Bock and Lieberman n (1970) followed this approach but used a normal cdf instead of
the logistic ICC and Gauss Hermite quadrature to perform the necessary integration.
Bock and Aitkin (1981) further developed this methodology in the framework of the
EM-algorithm. A more general treatment using the MML approach was given by Cressie
and Holland (1983) who used the IPC (item passing-odds curve) gj(ξ) instead of the
item characteristic curve fj(ξ), where gj(ξ) = fj(ξ)/(1 − fj(ξ)). The difference in
interpretation is that gj(ξ) is the odds that a subject with ability ξ correctly responds
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to item j, whereas fj(ξ) is the corresponding probability. Additionally, they studied the
constraints on λ imposed by the latent trait distribution, describing them as moment
inequalities. When the CML estimates satisfy these constraints the CML and MML
estimates coincide. De Leeuw and Verhelst (1986) showed the asymptotic equivalence
of the CML and MML estimators, if the distribution of the subject parameters is
a nonparametric family and has an infinite number of points of increase. Thus, one
can also interpret the CML estimates as non-parametric MML estimates, being free
of any assumption about the form of the distribution of the subject random effect.
Follmann (1988) proved the consistency of the MML etimators under some special
assumptions. Pfanzagl (1994) discussed properties of MML and CML estimation under
different assumptions of the distribution of the subject parameters and the form of
fj = P (Yij = yij|ξi).
3.2.4 Estimation of subject parameters
Equation (3.7) does not contain information for estimating the subject parameters ξ.
The question arises how to proceed if the aim of the analysis is to compare subjects.
Since the Rasch model of (3.1) is symmetrical with respect to both types of parame-
ters, the use of conditional methods according to (3.7) can be considered to provide
reasonable results. The corresponding likelihood is
Lc =
exp(
∑
i ξiri)∏
s γ(s; ξ1, . . . , ξn)ns
, (3.8)
which by maximization leads to estimation equations analogous to those for (3.7).
Unfortunately practical applications of (3.8) will probably fail when large n have been
sampled (which is a condition for sufficient accuracy of parameter estimates for the λ’s)
since numerical solutions require heavy time- and space-consuming procedures. Thus
an alternative approach is to use unconditional arguments (cf. Fischer , 1974). The
unconditional likelihood Lu for the Rasch model is given by (3.4). Differentiation of
the logarithm of (3.4) with respect to ξi yields the estimation equations for the subject
parameters
ri =
∑
j
exp(ξi − λj)
1 + exp(ξi − λj) . (3.9)
Since the ri’s are the sufficient statistics for the ξi’s the number of different ξˆi’s is
restricted to J − 1. If n is large compared to J the estimates λˆj produced by CML-
methods should be so close to the true values λj that they can be treated as known
constants ignoring their standard errors. It seems reasonable therefore to insert the
λˆj’s for the λ’s in (3.4), which leads to explicit solutions for the ξˆi’s by simply iterating
(3.4) until ξˆr − ξˆ∗r < ε for all r, r = 1, .., J − 1, where ε is chosen sufficiently small.
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3.3 Goodness-of-fit Tests and Diagnostics
A main principle of the probabilistic test theory not mentioned so far is the princi-
ple of specific objectivity which is inherent to the Rasch model and due to the CML-
estimation technique allows for estimation of item parameters independently of the abil-
ity parameters. It states that a comparison between measurement instruments should
be independent from the subjects that have been examined and vice versa. A thorough
discussion of this principle and its consequences from a philosophy of science point of
view are beyond the scope of this monograph (a more detailed presentation can be
found, e.g., in Fischer , 1974, 1987; Wright , 1977; Neuwirth , 1988; Tutz , 1989; Baker
, 1992) but an immediate consequence of specific objectivity is a property, sometimes
called ‘sample independence’. This term does obviously not imply that observed re-
sponses to items are independent from the random sample of respondents, drawn from
a larger population. It rather relates to the fact that the comparison between subjects
is independent from the true item parameters, if the subjects have been exposed to the
same sample of items from a homogenous population of items. Independence requires
knowledge how many items have been solved by individual subjects, i.e., the values
of the sufficient statistics must be known. For reasons of symmetry, the property of
sample independence implies that estimation of item parameters is not affected by
the selection of subjects, and hence, if the Rasch model holds, CML-estimation pro-
vides item parameter estimates (appropraitely constrained) that should not vary over
different samples besides minor random fluctuation. Furthermore, dividing a sample
into subsamples, the values of item parameter estimates should not differ among these
subsamples, if the Rasch model holds. Many goodness-of-fit tests have been derived
following this line of reasoning.
A general goodness-of-fit test of the Rasch model can be based on a comparison between
observed and expected frequencies for all possible response patterns y. Given n, the
total number of subjects, the frequency counts ny have a multinomial distribution with
probabilities πy. The overall test is given as the Pearson statistic, that is,
X2 =
∑
y
(ny − nπy)2
nπy
, (3.10)
or as the asymptotically equivalent likelihood-ratio statistic,
G2 = 2
∑
y
ny ln
(
ny
nπy
)
.
Inserting πˆy based, e.g., on the CML-estimates of Section 3.2 then both can be com-
pared to a χ2-distribution with df = 2J − (2J − 1). (When fitting a log-linear Rasch
model these statistics arise in a natural way, see Section 10, and are usually applied to
evaluate the appropriateness of a log-linear model fit in a first step.) A disadvantage of
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this approach is the poor performance of the χ2-approximation when the expected fre-
quencies are small (Lancaster , 1961). Another disadvantage is that causes of possible
lack of fit cannot be identified.
Over the past decades a variety of goodness-of-fit tests have been suggested, which van
den Wollenberg (1982) classified into two groups. One of them comprises tests on suf-
ficiency and monotonicity, the other comprises tests on dimensionality and stochastic
independence. In a review paper, Molenaar (1983a) discussed different diagnostics to
evaluate the goodness-of-fit of the Rasch model. He strongly advocated the investigation
of possible causes for a bad fit and emphasized the use of exploratory graphical meth-
ods, especially to identify Rasch homogenous subsets of items. Moreover, he proposed
the use of exact rather than asymptotic tests. Kelderman (1984) showed that a log-
linear formulation of the Rasch model allows for a unified treatment of tests for certain
types of deviations from the assumptions of the Rasch model and extensions thereof
(for details see Section 10). In his thesis, Glas (1989; see also 1988), derived a general
theoretical framework for testing IRT models based on asymptotically χ2-distributed
quadratic forms. (Glas derived his results in the framework of the dichotomous Rasch
model and some of its extensions for the CML as well as for the MML approach.
Moreover, he considered a variety of educational testing situations, such as incomplete
designs, test equating, and establishment of cut-off scores for examinations.) His pro-
posal allows for the formulation of overall tests as well as for detecting particular items
that may cause violations for the whole item pool.
The aim of this section is to present certain procedures that have been developed
to detect specific violations of the principles underlying the Rasch model. Following
the above classification, two groups of tests are distinguished in the sequel: tests on
sufficiency and monotonicity, and tests on unidimensionality and local independence.
3.3.1 Tests to detect lack of sufficiency and monotonicity
Andersen ’s conditional likelihood ratio test (1973a). This is perhaps the best
known and most frequently used procedure. The idea is to compare the conditional
likelihood (3.7) among different subsamples. By dividing the sample into J − 1 groups
according to their total score r, r = 1, . . . , J − 1 (there is no contribution to the
likelihood for scores 0 or J , respectively), J − 1 likelihoods of the form
L(r)c = exp(−
∑
j
λjs
(r)
j )/γ(r;λ1, . . . , λJ)
nr , (3.11)
are obtained, where s
(r)
j is the number of times item j was correctly answered in score-
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group t. Obviously (3.7) can be written as
Lc =
∏
r
L(r)c (3.12)
Suppose the λ’s have been estimated separately for each scoregroup using (3.11). Then
(3.12), or equivalently,
Λ =
Lc∏
r L
(r)
c
= 1 ,
only if the RM holds. Andersen (1973a) proved that
Z = −2 lnΛ = 2∑
r
lnL(r)c − 2 lnLc (3.13)
is asymptotically χ2-distributed with df = (J − 2)(J − 1) if nr → ∞ for all r. The
conditional likelihood ratio test (3.13) has proved to be powerful against violations of
the sufficiency and the monotonicity principle.
A model where the marginal scores sj are not sufficient for estimation of the λ
′s is the
so-called ‘two–parameter logistic model’ (Birnbaum , 1969):
P (Yij = yij|ξi, λj, φj) = exp(yij(ξi − λj)φj)
1 + exp((ξi − λj)φj) , (3.14)
where φj is called ‘item discriminating power’ and reflects the slope of the ICC for item
j at p = 0.5. See Figure 3.3.1 for an illustration.
The larger the value of φj, the better item j can discriminate the abilities of two
subjects. (Perfect discrimination is implicitly assumed in the deterministic approach of
Guttman –scaling; Guttman , 1950; cf. Fischer , 1974). The sufficient statistics for the
ξ’s in (3.14) are
r
(∗)
i =
∑
j
φjyij
with known φ’s (which usually are not known and have to be estimated). Unless φ1 =
φ2 = · · · = φJ = 1 the sufficiency principle in the RM is violated. This topic is further
discussed in Section 5.
The other violation where Andersen ’s test (3.13) proves to be powerful concerns the
monotonicity axiom. If the ICC for item j exhibits non-monotonic behaviour then
the magnitude of the λˆj’s is expected to vary among the scoregroups, resulting in a
decreased value of Λ.
If the nr’s are small compared to J , some problems may arise when applying (3.13).
A possible solution is the use of other groupings according to the score since (3.13) is
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FIGURE 3.2. Item characteristic curves for two item with different discrimination.
valid for any exhaustive partitioning of the data into 2 ≤ r < J − 1 subsamples and
also holds for partitionings related to external variables such as a in (3.3).
Fischer and Scheiblechner ’s statistic S (1970). This test is particularly useful
in situations where a partition of the sample in two groups is sensible. The proce-
dure is based on the asymptotic normality of ML-estimates with asymptotic variance-
covariance matrix C with elements cjk,
c−1jk = −E
(
∂2 lnLc
∂λj∂λk
)
.
Using separate estimates λˆ
(1)
j and λˆ
(2)
j as well as the corresponding asymptotic standard
errors σˆ
(1)
λ and σˆ
(2)
λ from subsample 1 and 2, respectively, the statistic Sj
Sj =
λˆ
(1)
j − λˆ(2)j√
σˆ
(1)
λ + σˆ
(2)
λ
(3.15)
is asymptotically normal and can be used for evaluating single items j.
The squared sum of all Sj in (3.15) yields the overall statistic S,
S =
∑
j
S2j ,
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which is asymptotically χ2 with df = J−1, if the estimates of the λ′s are independent.
An advantage of using this test instead of (3.13) is that smaller sample sizes are not
so crucial and that it provides means to evaluate violations of the sufficiency and the
monotonicity assumption for single items.
Molenaar ’s statistic Uj (1983a). A main argument in Molenaar s paper is that the
investigation of particular items causing violations for the whole item pool is preferable
to using overall tests. The statistic proposed by Molenaar to evaluate sufficiency and
monotonicity by comparing single items to the rest of items is based on the binomial
distribution. Consider an item j that shows a slower increase of the ICC compared to
the other items. The probability for a correct response will then increase more slowly
for a given ξi and thus there will be a systematic difference when comparing nrj (the
number of subjects in scoregroup r with correct response to item j) with its respective
expectation nrπrj, i.e.,
nrj < nrπrj , for small r,
nrj > nrπrj , for large r,
where
πrj = P (Yij = yij|Ri = r,λ) =
∑
y|r,j
∏
j′∈y exp(−λ′j)∑
y|r
∏
j′∈y exp(−λ′j)
(3.16)
=
λjγ(r − 1;λ1, . . . , λj−1, λj+1, . . . , λJ)
γ(r;λ1, . . . , λJ)
=
λjγ
(−j)
r−1
γr
.
The signs reverse for an item with a steeper slope of the ICC. This relationship, however,
is observable only for scoregroups but not for the whole sample since summation yields∑
j nrj =
∑
j nrπrj. Using the binomial distribution
Prj =
nr∑
i=nrj
(
nr
i
)
πirj(1− πrj)nr−i for nrj > nrπrj
Prj =
nrj∑
i=0
(
nr
i
)
πirj(1− πrj)nr−i for nrj < nrπrj
allows for checking these possible violations. The same procedure may be applied to
cases with nonmonotone ICCs. For a combination of the binomial quantities into an
overall test see Molenaar (1983a).
Glas ’s statistic R1C (1988). This test is a specialization of a more general framework
to be briefly outlined in the following. Glas starts his considerations by claiming the
need for a modification of (3.10) in order to avoid the problem of small expected
frequencies, when the number of response patterns becomes large, and to obtain means
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for diagnosing causes for possible lack of fit. The basic idea is to construct a test
based on linear functions of py = ny/n and πy such that possible model violations
are detectable. From asymptotic theory it is well-known that under certain regularity
conditions the distribution of e, a vector with elements
√
n(py − πy) and length v (v
is the number of possible response patterns, i.e., v = 2J in case of the Rasch model )
converges to a multivariate normal distribution with zero expectation and a covariance
matrix Σ. From this result, it can be derived that a quadratic form such as e′Dˆ
−1
e
has an asymptotic χ2-distribution with df = v− s− 1, where D is a covariance matrix
and s is the number of parameters (for details see Rao, 1973, or Agresti , 1990).
The idea of Glas now is to define transformations on e such that d = Xe, where X
is a u × v matrix (u < v) of full rank and d is a u-dimensional vector of deviates, in
order to obtain
R = d′V −1d , (3.17)
where the form of the covariance matrix V depends on the transformation X. Glas
proved that under certain conditions (3.17) is asymptotically χ2-distributed with df =
u− s− 1. This quadratic form defines a class that provides the basis for the derivation
of a variety of tests that result by different specifications of X, and thus of d.
As a special case of (3.17) a test (previously in a somewhat different context given by
Martin-Lo¨f , 1973) results, which can be seen as a redefinition of the statistic Q1 given
by van den Wollenberg (1982), and was termed as a test on first order realizations
by Glas (1988). Let the sample be divided into J − 1 subsamples as in Andersen
’s procedure. The basic idea is to compare observed frequencies nrj (the number of
observations belonging to scoregroup r, r = 1, . . . , J−1, who have responded correctly
to item j, j = 1, . . . , J) with their respective expectations E(nrj|λ) = nrπrj. Let πrj
be the conditional probability of a correct solution of item j in scoregroup r as defined
in (3.16), and πrjk the joint conditional probability of a correct solution to both items
j and k in scoregroup r,
πrjk = P (Yij = yij, Yik = yik|Ri = r,λ) = λjλkγ
(−j,−k)
r−2
γr
. (3.18)
Using λˆ to determine πˆrj and πˆrjk, the estimated variances and covariances are
V̂ar(πˆrj) = πˆrj(1− πˆrj) and Ĉov(πˆrjk) = πˆrjk − πˆrjπˆrk .
A vector of deviates dr with J elements drj = nrj − nrπˆrj, j = 1, . . . , J can then
be defined for each scoregroup r. Let additionally Vr be a (J × J)-matrix which is
proportional to a covariance matrix with elements
vrjj =
λjγ
(−j)
r−1
γr
,
26 3. The Dichotomous Rasch Model
and
vrjk =
λjλkγ
(−j,−k)
r−2
γr
,
where all parameters are replaced by their corresponding estimates. Inserting into (3.17)
yields the overall statistic
R1C =
J∑
r=1
n−1r d
′
rVˆ
−1
r dr , (3.19)
which Glas (1989) proved to be asymptotically χ2-distributed with df = (J −2)(J −1)
if nr →∞ for all r.
In applications, R1C in (3.19) shows a similar behaviour to Z in (3.13) but has the
advantage that only overall parameter estimates are needed. If the number of obser-
vations nrj becomes small due to a large number of different scoregroups the statistic
(3.19) may be redefined by combining adjacent scoregroups.
Apart from being an overall test, the statistic (3.19) can be used to obtain information
on single items using Pearson residuals (cf. Section 7.5), that is,
erj =
nrj − nrπˆrj√
Var(nrj|λˆ)
. (3.20)
If, e.g., large erj are positive for low scores and negative for high scores, the slope of the
ICC may be too small compared to other items and vice versa (a comparison of erj to
standard normal deviates may be used as a rough guide for the assessment of ’large’).
Other patterns of erj may indicate lack of monotonicity over different scoregroups.
3.3.2 Tests to detect lack of unidimensionality and stochastic
independence
The tests presented in this section are based on the following considerations: Suppose
different subjects come up with identical marginal scores r which they achieved in a
non-homogeneous questionnaire (i.e., they have responded to a collection of items that
measure different latent traits). They should then be characterized by different ξ’s,
though they show equal scores. Accordingly, such items that constitute a certain latent
dimension will have higher intercorrelations than those that belong to different latent
traits, hence leading to a violation of the principle of stochastic independence. The tests
presented so far are not sensitive in detecting such violations since they are all based on
a comparison of estimates from different subsamples. An example where a questionnaire
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seems to be unidimensional despite being composed of items from two different but
homogenous latent traits is given by van den Wollenberg (1982). Three procedures are
presented below which are capable of detecting violations of unidimensionality.
Van den Wollenberg’s Q2 (1982). So far, frequencies obtained from single items
have been considered. A different approach is to look at the interactions between two
or more items. Van den Wollenberg considers 2 × 2 tables, where responses to item j
and k are crossclassified for given scoregroups. The index j denotes a correct response
to item j, whereas j¯ indicates an incorrect response to item j.
item j
item k
1 0
1 nrjk nrjk¯ nrj
0 nrj¯k nrj¯k¯ nrj¯
nrk nrk¯ nr
Given CML-estimates for the λ’s from each scoregroup, the expected frequencies for
the above table are obtained using (3.16) and (3.18). Comparing observed and expected
frequencies for a single 2× 2 table above yields the statistic
qrjk = (nrjk − E(nrjk))2
(
1
E(nrjk)
+
1
E(nrj¯k)
+
1
E(nrjk¯)
+
1
E(nrj¯k¯)
)
.
The asymptotic distribution for an overall statistic, which was termed Q2 by van den
Wollenberg , has not yet been derived, although simulations point to a χ2-distribution
(Glas , 1989). Nevertheless, van den Wollenberg ’s heuristic stimulated the development
of theoretically better founded statistics by Molenaar and Glas , as presented in the
sequel.
Molenaar ’s ∆ (1983a). Following van den Wollenberg , the analysis of 2× 2 tables
with fixed margins is the starting point of Molenaar ’s (1983a) proposal. Again, the ar-
gument is that two items belonging to the same dimension will show larger correlations
than items from measuring different traits. If the probabilities of correct responses to
two items are independent the corresponding log odds ratio equals zero,
ln∆rjk = ln
[
πrj(1− πrk)
1− πrjπrk
]
= 0 ,
with πrj as defined in (3.16). An estimate for ∆rjk is obtained by
∆ˆrjk =
nrjk(nr − nrj − nrk + nrjk)
(nrj − nrjk)(nrk − nrjk) .
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Following the above considerations, items from different traits should nearly be uncor-
related whereas for items measuring the same trait, ∆ˆrjk 6= 0. A comparison between
the ∆rjk under the Rasch model and the ∆ˆrjk estimated from the data should show
the following behaviour:
∆rjk < ∆ˆrjk for items from the same trait (3.21)
∆rjk > ∆ˆrjk for items from different traits
This pattern should be observable for all pairs of items in all scoregroups.
The inequalities in (3.21) may be tested using the hypergeometric distribution. The
probabilities for the cell counts in a 2× 2 table under given marginals is
P (Nrjk = nrjk|nrj, nrk, nr;λ) = C−1
(
nrj
nrjk
)(
nr − nrj
nrk − nrjk
)
∆
nrjk
rjk , (3.22)
with
C =
∑
x
(
nrj
x
)(
nr − nrj
nrk − x
)
(∆rjk)
x ,
where the limits of summation are
max(0, nrj + nrk − nrjk) ≤ x ≤ min(nrj, nrk) .
Hence, one-sided tests are obtained by summation of (3.22) for all x between
max(0, nrj + nrk − nrjk) and nrjk for the lower and between nrjk and min(nrj, nrk)
for the upper tail. The case ∆rjk = 1 corresponds to Fisher’s exact test. A normal ap-
proximation to (3.22) might be used if all observed frequencies are large, as Molenaar
suggested referring to a proposal given by Harkness (1965).
Glas ’s statistic R2C (1988). This test, termed a test on second order realizations
by Glas , can be seen as a redefinition of van den Wollenberg ’s Q2, and may be
based on the following consideration. Under unidimensionality of the latent trait, the
association between two items should vanish if the responding subject’s position is fixed
on the latent dimension, according to the assumption of local independence. If, on the
other hand, the two items belong to different dimensions, a one-dimensional subject
parameter does not suffice to describe the subject’s location in the latent space, and
thus the association between these items given the subject parameter will not vanish.
It is reasonable, therefore, to compare second order observed frequencies nrjk, that is,
the number of subjects in scoregroup r that have correct responses to two items, j and
k, with the second order expected frequencies nrπrjk under the unidimensional model.
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A test can be derived by the same principle as used in the previous section by applying
a linear function on the differences between observed and expected frequencies of the
response patterns in order to obtain a statistic based on
drjk = nrjk − nrπˆrjk . (3.23)
Let d∗ be a J(J − 1)/2-dimensional vector with elements drjk as defined in (3.23),
where nrjk is the number of subjects in scoregroup t that have correctly responded to
items j, j = 1, . . . , J − 1, and k, k = j + 1, . . . , J , and πrjk is defined as in (3.18). Let
additionally be U a (J(J − 1)/2× J(J − 1)/2)-matrix, which has diagonal elements
J−1∑
r=2
nr
λjλkγ
(−j,−k)
r−2
γr
−
J−1∑
r=2
nr
⎛⎝λjλkγ(−j,−k)r−2
γr
⎞⎠2 ,
for j = 1, . . . , J − 1, and k, k = j + 1, . . . , J , and off-diagonal elements
J−1∑
r=2
nr
λjλj′λkλk′γ
(−j,−j′,−k,−k′)
r−4
γr
−
J−1∑
r=2
nr
⎛⎝λjλkγ(−j,−k)r−2
γr
⎞⎠⎛⎝λj′λk′γ(−j′,−k′)r−2
γr
⎞⎠ ,
if j 6= j′ and k 6= k′, and
J−1∑
r=2
nr
λjλj′λkγ
(−j,−j′,−k)
r−3
γr
−
J−1∑
r=2
nr
⎛⎝λjλkγ(−j,−k)r−2
γr
⎞⎠⎛⎝λj′λkγ(−j′,−k)r−2
γr
⎞⎠ ,
if k′ = j or k′ = k, for j = 1, . . . , J − 1, k = j + 1, . . . , J , j′ = 1, . . . , J − 1, and
k′ = j + 1, . . . , J .
If dr and Vr are defined as in (3.19) and the λ’s in U are replaced by their CML-
estimates, the statistic
R2C =
J∑
r=1
n−1r d
′
rVˆ
−1
r dr + d
∗′Uˆ
−1
d∗r ,
has an asymptotic χ2-distribution with df = J(J − 1)/2, if nr → ∞ for all r. Again,
Pearson residuals can be defined by
erjk =
nrj − nrπˆrjk√
Var(nrjk|λˆ)
,
analogously to (3.20). Inspection of these residuals may aid the identification of items
which violate the assumptions of the Rasch model.
Tjur ’s proposals (1982). Finally two approaches to test the unidimensionality as-
sumption are briefly mentioned. In a paper on a log-linear representation of the Rasch
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model (see Section 10) Tjur proposed the analysis of contingency tables obtained by
crossclassification of the number of responses for two different items with additional
factors such as (i) scoregroups or (ii) a third item. The corresponding table for (ii) is
given below for illustrative purposes, where A denotes the response pattern {1, 0} to
items j and k, A¯ the response pattern {0, 1}, B a correct response to a third item `,
and B¯ an incorrect response to `:
A A¯
B njk¯` nj¯k`
B¯ njk¯ ¯` nj¯k ¯`
Again the idea is that interactions in these tables suggest violations of the unidimen-
sionality and the local independence principle. In his paper, Tjur did not give a formal
procedure for an overall test but a derivation according to Glas ’s general formulation
(3.17) should be possible. As will be seen from Section 10, corresponding tests can eas-
ily be conducted within the framework of log-linear models. Additionally, an extension
to tests for higher interactions (for more than three items), or to arbitrary divisions of
the sample into groups corresponding to score or external variables is straightforward.
4Linear Logistic Test Models
Increasing research on item response models led to the formulation of numerous exten-
sions of the Rasch model in various directions. The basic Rasch model can be formulated
for several ordered or unordered response categories (Rasch , 1961; Fischer , 1974). In
a series of papers Fischer (1972, 1973, 1977, 1983, 1989) described a class of models for
dichotomous as well as for polytomous responses, where linear constraints are imposed
on the item parameters and repeated measurements are taken into account. In this
section three of the models for dichotomous responses, the linear logistic test model
(LLTM), the linear logistic test models with relaxed assumptions (LLRA), and the
hybrid model (HM) are presented in more detail.
4.1 The Linear Logistic Test Model
One of the several extensions of the Rasch -model (RM) was introduced by Fischer in
1972 (see also Fischer , 1973, 1974, 1983) where he incorporated a linear structure into
(3.1). Many applications of the linear logistic test model (LLTM) concerned intelligence
tests where all items are composed of some structural elements. The difficulty of a single
item then is due to which and how often a certain element appears in the respective
item. Assuming the Rasch model holds, the item parameter λj can be reparameterized
by
λj =
∑
p
ujpηp + c for j = 1, . . . , J, p = 1, . . . , P, P ≤ J . (4.1)
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The ηp’s are the P so-called effect parameters, the ujp’s are the P corresponding co-
variates, and c is a normalizing constant. Equivalently, an additional parameter η0 with
uj0 = 1 for all j can be introduced in (4.1) instead of c.
Inserting (4.1) into (3.1) provides the model
P (Yij = yij|ξi; ηp) = exp(yij(ξi −
∑
p ujpηp))
1 + exp(ξi −∑p ujpηp) (4.2)
which Fischer called a linear logistic test-model (LLTM) according to the terminology
of Cox (1970, see also Cox and Snell , 1988). The basic idea leading to (4.2) was to
linearize a common structure of the items (if such a structure can be assumed) or
equivalently to reduce the dimensionality of the space spanned by the λ’s.
The derivation of the conditional likelihood of the LLTM is analogous to that of the
Rasch model and yields
LLLTM =
exp(−∑j sj(∑p ujpηp)∏
r γ(r;λ1, . . . , λJ)nr
=
exp(−∑p ηps+p )∏
r γnrr
, (4.3)
with s+p =
∑
jsjujp as a minimal sufficient statistic for ηp. It should be noted that
the γr and the γ
(−p′)
r−1 in (4.3) are functions of the λj’s which themselves are functions
of the ηp’s. The concrete interpretation of the η’s depend on the constraints imposed
to avoid overparameterization. Fischer (1983) proved that the conditional likelihood
method provides finite and unique estimates under certain conditions.
Hypotheses concerning the parameters η may be tested by fitting a sequence of hierar-
chically nested models and comparing the corresponding likelihoods (cf. Section 7.4).
A direct goodness-of-fit test was suggested by Glas (1989) based on comparison of ob-
served and expected frequencies. An indirect way to evaluate the adequacy of imposing
the linear structure (defined by
∑
p ujpηp) on the item parameters is to compare the
likelihoods of the RM and the LLTM. The corresponding statistic
−2 ln[LLLTM(η1, .., ηP )/Lc(λ1, .., λJ)] (4.4)
is approximately χ2-distributed with df = J − P . However, (4.4) only makes sense if
the Rasch model holds. For testing the Rasch model see Section 3.3.
In some applications, it might be necessary to describe certain characteristics of indi-
viduals. Hatzinger (1982) proposed a model (rather misleadingly calling it a generalized
linear logistic test model) that is defined by reparameterizing both types of parame-
ters in the Rasch model, the item parameters and the subject parameters, in order to
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account for the effect of covariates. However, practical applications of this approach
seem to be limited, partly for reasons which will become obvious in the sequel, and
partly because models are available (to be presented in Sections 4.3 and 6) that are
much better founded theoretically. The following is given to sketch the basic ideas.
In (4.2) the LLTM resulted as an extension of the Rasch model by imposing the linear
reparametrization (4.1) on the item parameters. A further extension may be formulated
by inserting
ξi =
∑
q
viqζq , q = 1, . . . , Q (4.5)
into the LLTM (4.2). The parameters ζ may describe characteristics of subjects like
gender, age, or certain skills, and the viq’s are the corresponding covariates. The model
becomes
P (Yij = yij|ζ,η) =
exp
(
yij(
∑
q viqζq +
∑
p ujpηp)
)
1 + exp(
∑
q viqζq +
∑
p ujpηp)
. (4.6)
By using conditional arguments for obtaining ML-equations the same methods obvi-
ously apply as presented in the previous section. Thus, the ηp’s and the ζq’s can be
estimated by the corresponding CML equations. Again, in the case of large J the order
of the elementary symmetric functions for the ξi’s and the ζq’s, respectively, is very
high and may lead to computational difficulties.
A numerical solution for the ζˆ’s can be obtained in analogy to (3.4) by maximizing the
likelihood for (4.6) and inserting the λˆj’s or ηˆp’s already estimated by means of CML.
An alternative approach was suggested by Hatzinger (1982) based on the empirical
logistic transform. The underlying method is known as ‘minimum logit χ2-estimation’
as introduced by Berkson (1955) and discussed by Cox (1970; see also Cox and Snell ,
1988) in a somewhat different context.
4.2 The Linear Logistic Test Model with Relaxed Assumptions
A quite simple but widely applicable model for the measurement of change between two
points in time results when the assumptions of the Rasch model concerning unidimen-
sionality of the items is relaxed. The linear logistic test model (LLRA), in the context
of IRT-models introduced by Fischer (1976), may be regarded as a specialization of the
LLTM and is defined by
P (Yij1 = yij1|ξij) = exp(yij1ξij)
1 + exp(ξij)
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P (Yij2 = yij2|ξij) =
exp
(
yij2(ξij −∑p xjpβp))
1 + exp(ξij −∑p xjpβp) ,
where yij1, yij2 are the binary outcomes at time t1 and time t2. ξij is the location of
subject i on latent trait j and the linear structure
∑
pxjpβp describes the effects of
the experiment which has been performed between t1 and t2. The joint conditional
probability for Yij1 and Yij2 given Yij1 + Yij2 = yij1 + yij2, assuming ξij to be known, is
P (Yij1 = yij1|ξij)P (Yij2 = yij2|ξij)
P (Yij1 + Yij2 = yij1 + yij2|ξij) =
exp(yij2
∑
p βpxjp)
1 + exp(
∑
p βpxjp)
.
The likelihood for the LLRA is
LLLRA =
∏
i
∏
j
[
exp(yij2
∑
p βpxjp)
1 + exp(
∑
p βpxjp)
]|yij2−yij1|
, (4.7)
since for yij1 + yij2 = 0 and yij1 + yij2 = 2 there is no contribution to (4.7). This is
equivalent to an unconditional binary regression model based on a subset of the data
(cf. Cox , 1958) and thus can easily be fitted using standard software. Conditions on
existence and uniqueness of the estimates have been derived by Fischer (1983). For
testing goodness-of-fit and special hypotheses see Section 7.4.
4.3 The Hybrid Model
A generalization of the LLRA was given by Fischer (1989). The LLRA was based on
the assumption that the same items are presented on two different occasions and the
responses are stochastically independent. The relaxation allows for a parameterization
such that each item measures a different latent trait, and hence, the subject parameters
are defined to be vector-valued. The extension of the LLRA, as suggested by Fischer
, concerns a number of aspects to be presented in the following. Suppose that there is
a large change in ability over time. When an item is presented at t1, it might be very
difficult and nearly no subject is able to correctly respond to this item. But due to the
amount of change in ability, nearly all respondents have correct solutions to this item at
time t2. Thus, the reponse pattern (0, 1) will be observed in nearly all subjects, wheras
the response pattern (1, 0) will be very unlikely. The consequence is that problems
may occur when estimating the β’s using (4.7). It seems to be advantageous therefore
to allow for items of different difficulty level for t1 and t2, still measuring the same
latent trait. A corresponding model was presented by Fischer (1977) and termed a
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hybrid model (HM), since it combines the unidimensionality principle of the Rasch
model (within a pair of items) and the multidimensionality assumption of the LLRA
(different latent traits for each pair of items).
A second extension concerns the number of observation times. In the reformulation of
the hybrid model (Fischer , 1989) the specification allows an arbitrary number of time
points as well as an arbitrary number of items at each time point and for each latent
trait. Without loss of generality it will be assumed that every item corresponds to one
latent trait and all items are presented at each time point. The model becomes
P (Yijt = yijt|ξij, λjt, δit) = exp (yijt(ξij − λjt + δit))
1 + exp(ξij − λjt + δit) , (4.8)
where δit is the total amount of change in subject i up to time t, t = t0, . . . , T , and ξij
and λjt are defined as before. By rewriting λjt + δit = αijt model (4.8) becomes
P (Yijt = yijt|ξij, αijt) = exp (yijt(ξij − αijt))
1 + exp(ξij − αijt) , (4.9)
where αijt may be reparameterized as
αijt =
∑
p
βpxijtp . (4.10)
Model (4.9) may be interpreted as a LLTM (Section 4.1) for incomplete data if the
notion of ‘virtual items’ and ‘virtual subjects’ (cf. Fischer , 1989) is adopted. The α’s
in (4.9) can be regarded as item parameters in a technical sense, that is, no real item
corresponds to a virtual item. The parameter for a virtual item αijt is a parameter
that reflects a certain subject × trait × time point combination. Virtual subjects on
the other hand denote every combination of subject × real item. A real subject is
thus replaced by J virtual subjects, which formally results in reducing the J latent
dimension to only one (virtual) dimension. Thus, each virtual subject reponds to T
virtual items.
The linearization (4.10) allows for modelling the real items, the effects of some co-
variates, that may change with time, and a general time-dependent trend, though it
depends on the parameterization, if an overall trend is estimable (for details see Fischer
, 1989).
Under local stochastic independence the conditional likelihood given the total scores
rij =
∑
t yijt, i = 1, . . . , n, and j = 1, . . . , J , is given as
LHM =
∏
i
exp(−∑p βps∗ip)∏
j
∑
yij |rij exp(−
∑
p βp
∑
j∈yij
∑
t xijtpyijt)
, (4.11)
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where s∗ip =
∑
j
∑
t xijtpyijt are the sufficient statistics for the β’s and yij|rij denote all
response patterns compatible with the marginal scores rij for the n ·J virtual subjects.
The overparameterization of (4.11) is avoided by appropriately constraining the model.
The number of β’s comprises the J(T −1) parameters for the real items and P linearly
independent ‘effect’ parameters. Fischer (1989) derived a set of necessary and sufficient
conditions for existence of a unique set of CML solutions: the existence and uniqueness
conditions for the item parameters (according to Fischer , 1981) must apply for each of
the n ·J latent dimensions, and the matrix of covariates X must have full column rank.
The estimability of a general trend parameter, however, requires prior knowledge of the
item parameters, if different items are presented on different occasions. In that case,
the trend effect is confounded with differences of item parameters and consequently X
is not of full column rank.
Goodness-of-fit can be tested by means of comparing observed and expected frequencies
in the LLTM-framework, as presented in Sections 4.1 and 3.3. Testing special hypothe-
ses concerning certain effects may again be accomplished in the usual framework of
comparing the likelihoods of competing, though nested, models.
5Polytomous Item Response Models
So far, the Rasch model and elaborations thereof (the LLTM, the LLRA, and the
hybrid model) have been presented where responses to items with only two categories
were considered. For several reasons it is useful to formulate a model where a subject’s
response can be classified in one of several categories m, m = 0, 1, . . . ,M . This might
be necessary if nominal scaling is involved (e.g., preference for mode of transportation:
‘automobile’, ‘bus’, ‘bycicle’, ‘other’) or the response scale is ordinal (with possible
response alternatives, e.g., from ‘strongly disagree’ to ‘strongly agree’).
Rasch (1961) extented his dichotomous model to cover polytomous responses, where the
categories may be ordered or unordered. Andersen (1973b) discussed certain aspects of
this model and presented a general version (1983), where the latent trait is treated as
one-dimensional, implying an ordering in the response categories. A rating formulation
was given by Andrich (1978), who started from modelling response thresholds and
came up with a model that is identical to the one-dimensional case just mentioned.
A somewhat different approach is due to Masters (1982) who formulated a model in
which he incorporated a partial credit structure, which means that the correct solution
of an item may be divided into ordered steps. This model can be seen as an extension
of Andrich ’s model.
Besides these important developments, a variety of other extensions of the Rasch model
have been proposed (for surveys see Baker , 1992; Kubinger , 1988; Langeheine and
Rost , 1988; Tutz 1989). A thorough treatment, however, of all these is beyond the
scope of this monograph.
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5.1 The Polytomous Rasch Model
Rasch (1961; cf. Andersen 1973b) extended his binary model to the polytomous case
such that a model related to (3.1) resulted as follows:
Let yij, i = 1, . . . , n, and j = 1, . . . , J , be a so-called selection vector
yij = (y
(0)
ij , . . . , y
(m)
ij , . . . , y
(M)
ij ) , (5.1)
denoting the response of a subject i to an item j in one of M + 1 > 2, categories.
The elements of yij are y
(m)
ij = 1 when the mth category is chosen, and y
(m′)
ij = 0
for all m′ 6= m. Moreover, let Ξ be a (n ×M + 1)-matrix of subject parameters with
elements ξ
(m)
i , and Λ a (J×M +1)-matrix of item parameters with elements λ(m)j . The
polytomous Rasch model can then be written as
P (Y
(m)
ij = y
(m)
ij |ξ(m)i , λ(m)j ) =
exp
(
y
(m)
ij (ξ
(m)
i − λ(m)j )
)
∑
m′ exp(ξ
(m′)
i − λ(m
′)
j )
. (5.2)
The unconditional likelihood as the joint probability of the observations is
Lu(y
(0)
11 , . . . , y
(M)
nJ |Ξ,Λ) =
exp (
∑
i
∑
m ξ
(m)
i r
(m) −∑j ∑m λ(m)j s(m)j )∏
i
∏
j [
∑
m′ exp(ξ
(m′)
i − λ(m
′)
j )]
,
with sufficient statistics r(m) =
∑
j y
(m)
ij and s
(m)
j =
∑
i y
(m)
ij .
The arguments for the derivation of the conditional likelihood are the same as given in
Section 3.2; the conditional likelihood is
Lc(y
(0)
11 , . . . , y
(M)
nJ |r(0)1 , . . . , r(M)n ;Λ) =
exp (−∑j ∑m λ(m)j s(m)j )∏
i γ(r(0), . . . , r(M);Λ)
, (5.3)
where the γ-functions are defined as in (3.6), but extended for the M+1 categories. The
CML equations for estimating the parameters are obtained in the usual manner, i.e.,
differentiating the logarithm of (5.3) and equating to zero. The overparameterization
can be avoided by introducing suitable constraints, e.g., setting λ
(0)
j = 0, j = 1, . . . , J ,
and
∑
j λ
(m)
j = 0, m = 1, . . . ,M .
The polytomous Rasch model is obviously quite complex, both in substantive struc-
ture and numerical aspects. It involves many parameters reflecting locations of subjects
and difficulty of items in M independent latent dimensions. Each of these dimensions
is moreover assumed to satisfy the principles of sufficiency, monotonicity, unidimen-
sionality, and local independence underlying the dichotomous Rasch model. An overall
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goodness-of-fit test was provided by Andersen (1973b) comparing the overall likeli-
hood with the product of ν likelihoods obtained for the ν different score-vector groups
(analogous to Section 3.3). The corresponding likelihood ratio statistic is asymptot-
ically χ2-distributed with df = M(J − 1)(ν − 1) as the number of subjects in each
score-vector group tends to infinity.
A simplification of model (5.2) is obtained when the M + 1 categories are assumed to
be ordered, e.g., when an item requires a response in one of the categories ‘not at all
satisfied’, ‘not so satisfied’, . . . , ‘very satisfied’. Rasch (1961) proposed the model
P (Y
(m)
ij = 1|ξi, λj) =
exp(κ(m) + φ(m)(ξi − λj))∑
m′ exp (κ(m
′) + φ(m′)(ξi − λj)) , (5.4)
which is a unidimensional version of (5.2) with ordered categories, i.e., φ(0) ≤ · · · ≤
φ(M).
The interpretation of this model is somewhat different compared to the interpretation
of the parameters in the Rasch model or its multidimensional extension. Consider an
item in a questionnaire which was constructed to measure attitudes. The response
categories might range from ‘strongly disagree’ to ‘strongly agree’. A person with a
very large value of ξi will be very likely to choose category M , whereas a person with a
very low value of ξi will almost surely choose category 0. The parameter ξi thus reflects
the strength of the subject’s attitude, whereas λj reflects an item’s affective value to
provoke higher agreement or disagreement. The φ’s have interpretation as category
weights. Finally the κ’s give the order of magnitude of the M + 1 probabilities for a
neutral person (ξi = 0) responding to a neutral item (λj = 0),
P (Y
(m)
ij = 1|ξi, λj) =
exp(κ(m))∑
m′ exp(κ(m
′))
.
Again, to obtain estimates for the item parameters conditional arguments are used that
lead to
Lc(y
(0)
11 , . . . , y
(M)
nJ |r(0)1 , . . . , r(M)n ;λ,φ) =
exp (−∑j λj ∑m φ(m)s(m)j )∏
i γ(r(0), . . . , r(M);λ,φ)
. (5.5)
As can be seen from (5.5) the sufficient statistics for λ contain the unknown param-
eters φ. No problems arise if the φ’s are known. This is an unrealistic assumption,
however, and usually there is little information apart from a vague knowledge of some
ordering, φ(0) < · · ·φ(M). Andersen (1973b, see also 1983) suggests two alternatives for
a solution to this problem. The first is to assume the φ’s to be known and equidistant.
In applications it may often be the case that linearly rescaled category weights suffice
to provide a reasonable description of the data. A rough way to check a set of weights
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is to compare the likelihood of the model with the likelihood of another model using
a different set of weights. A somewhat more satisfactorily alternative approach is to
define new parameters ξ∗im = ξiφ
(m) + κ(m) and λ∗jm = λjφ
(m). A conditional likelihood
solution of λ∗jm may be used to determine the estimates for λj and φ
(m) by minimizing
∑
j
∑
m
(λˆ∗jm − λjφ(m))2 .
Andersen (1983) gives a slightly different treatment of this approach based on an esti-
mate of a vector-valued subject parameter in the context of a general latent structure
model for contingency table data.
The substantive interpretation of model (5.4) is that of unidimensionality of the latent
trait. The goodness-of-fit of the ordinal Rasch model may be tested using a method
proposed by Glas (1989) according to the ideas as presented in Section 3.3. An alter-
native procedure is the following: since the ordinal model (5.4) is a submodel of the
nominal model (5.2), the first step is to obtain the parameter estimates for (5.2). If
model (5.2) holds, it can be tested against (5.4) using the statistic
Z = −2 ln Lc(y
(0)
11 , . . . , y
(M)
nJ |r(0)1 , . . . , r(M)n ;λ,φ)
Lc(y
(0)
11 , . . . , y
(M)
nJ |r(0)1 , . . . , r(M)n ;Λ)
(5.6)
based on the conditional likelihood ratio of the corresponding models. Z in (5.6) was
proved by Andersen (1971) to be asymptotically distributed as χ2 with df = (J −
2)(M − 1).
5.2 A General Latent Structure Model
An extension to the ordinal Rasch model was given by Andersen (1983) in the frame-
work of contingency table analysis, where he formulated a rather general structure
concerning the parameterization of the model. He considered data organized in a con-
tingency table, where the items j, j = 1, . . . , J correspond to the J dimensions of
the table, each item may be different in number of categories mj = 0, 1, . . . ,Mj, and
each cell in the table corresponds to a certain response pattern. Under assumption of
unidimensionality of the latent trait the model can be written in logistic form as
P (Y
(m)
ij = y
(m)
ij |ξi, λ(m)j , φ(m)j ) =
exp(y
(m)
ij (φ
(m)
j ξi − λ(m)j ))∑
m′ exp (φ
(m′)
j ξi − λ(m
′)
j )
, (5.7)
where y
(m)
ij is a binary observation as defined in (5.1). This formulation corresponds to
relaxing the usual assumption of constant probabilities within all cells in a contingency
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table by allowing for a variation among individuals. It can easily be seen from (5.7) that
in the case of M1 = · · · = MJ = 2 the model specializes to Birnbaum ’s ‘two-parameter
logistic model’ (3.14),
P (Yij = yij|ξi, λj, φj) = exp(yij(ξi − λj)φj)
1 + exp((ξi − λj)φj) ,
where
φj = φ
(1)
j − φ(2)j and λj = (λ(1)j − λ(2)j )/φj .
If additionally φ1 = · · · = φJ = φ, the dichotomous Rasch models results. If M1 =
· · · = MJ = M , M > 2, and φ(m)1 = · · · = φ(m)J = φ(m) model (5.7) is the ordinal Rasch
model.
The estimation of the parameters can be accomplished in different ways. Andersen gives
a treatment within the marginal and the conditional ML-framework. Each of these
methods represents a distinct aspect of analysis for a given data set. The marginal ap-
proach provides estimates for the λ’s jointly with some population parameters, usually
a location and a scale parameter, and can be seen as a direct analysis of the variation
between individuals with respect to the latent trait. On the contrary, the conditional
approach primarily concerns the analysis of the structure of the model, that is, those
characteristics of the data are investigated which are not attributable to variation
among subjects. The following presentation concentrates on the conditional approach.
Let, for the moment, the category weights φ be known constants. The sufficient statis-
tics for ξi are given as ri =
∑
j
∑
m φ
(m)
j y
(m)
ij , the total score of subject i, obtained by
summation of the weights for the chosen categories for all items. Conditioning on the
sufficient statistics yields the conditional likelihood for model (5.7)
LC =
exp(−∑j ∑Mjm=0 λ(m)j s(m)j )∏
i γ(ri;λ)
, (5.8)
where s
(m)
j =
∑
i y
(m)
ij denotes the number of subjects that have chosen category m
on item j. Due to the overparameterization in (5.8) the λ’s have to be appropriately
constrained, e.g., by setting λ
(0)
j = 0, for j = 1, . . . , J , and
∑
j
∑
m λ
(m)
j = 0. The
resulting estimates for the λ’s have all the desired properties of CML-estimates as
described in the previous sections. The goodness-of-fit of the model can be evaluated
by appropriately applying Andersen ’s conditional likelihood ratio test (cf. Section 3.3).
A crucial point for estimating the parameters, however, is the existence of a sufficient
statistic. As the sufficient statistic for ξi is ri =
∑
j
∑
m φ
(m)
j y
(m)
ij , ri can be regarded as
a statistic only if the φ’s are assumed to be known. As discussed in Section 5.1, it is
reasonable in many situations to choose the weights in accordance with model consid-
erations prior to analysis. The specification of the φ’s may be checked by comparing
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the fit of models using different weights. Andersen (1983) showed that several steps
of the statistical analysis are rather insensitive to the specific choice of the weights. If
there is little information for specifying a particular choice one might use a tentative
method to estimate the weights as given in Andersen (1983).
5.3 The Rating Scale Model
One aim of Andrich (1978) was to provide an interpretation of the category coefficients
κ and the category weights or ‘scoring functions’ φ in the unidimensional polytomous
Rasch model (5.4) with respect to a response mechanism in a psychometric sense.
Assuming a natural ordering in the responses to an item, ‘disagree’, ‘neutral’, and
‘agree’, say, a random variable Y can take values 0, 1, or 2, accordingly. Starting with
a model similar to Birnbaum ’s approach (3.14), Andrich gave the threshold formulation
(see also Samejima , 1969)
P (Y = 0|β, ξ, τ1, τ2) = 1−Ψ(β(ξ − τ1))
P (Y = 1|β, ξ, τ1, τ2) = Ψ(β(ξ − τ1))−Ψ(β(ξ − τ2)) (5.9)
P (Y = 2|β, ξ, τ1, τ2) = Ψ(β(ξ − τ2))
where a subject’s response to an item is considered as a latent random variable with
Ψ as the cumulative logistic distribution function. ξ is defined as before, and τ1 and
τ2 respectively denote threshold parameters and determine the interval on the latent
continuum where the response is given. τ1 and τ2 replace the item parameter λ of
Birnbaum ’s model. Figure 5.1 illustrates (5.9).
Andrich proposes a rating formulation instead of a threshold formulation, where he
incorporates an item parameter into (5.9), i.e. (λ + τ) instead of the single parameter
τ . The substantive meaning of this extension reflects the equivalence between agreement
to an item with a moderate affective value, and a neutral response to an item with
a high affective value. It also implies that each boundary retains the same value with
respect to all items and vice versa. Furthermore, Andrich allows the parameter β to
vary from threshold to threshold in order to distinguish the discrimination between two
successive categories. (It might be easier for example to discriminate between ‘neutral’
and ‘agree’ than between ‘agree’ and ‘strongly agree’.) If in the case of two boundaries
two response processes are formulated (two binary random variables are involved) then
the model can be formulated as
P (Y1 = y1|λ, ξ, β1, τ1) = ω1−1 exp{y1β1(ξ − (λ + τ1))} (5.10)
P (Y2 = y2|λ, ξ, β2, τ2) = ω2−1 exp{y2β2(ξ − (λ + τ2))}
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FIGURE 5.1. Classification of a response for a threshold formulation.
where ω1 = 1 + exp{y1β1(ξ − (λ + τ1))} and ω2 is defined correspondingly. Figure 5.3
illustrates (5.10).
To obtain a single response, both processes have to be brought together. This is ac-
complished in the following way. Let Ω denote the sample space
Ω = {(0, 0), (1, 0), (0, 1), (1, 1)} .
The corresponding probabilities are
P ({0, 0}) = (ω1ω2)−1
P ({1, 0}) = (ω1ω2)−1 exp{β1(ξ − (λ + τ1))}
P ({1, 1}) = (ω1ω2)−1 exp{β1(ξ − (λ + τ1)) + β2(ξ − (λ + τ2))} .
The fourth probability
P ({0, 1}) = (ω1ω2)−1 exp{β2(ξ − (λ + τ2))}
is illegitimate since it implies a position below τ1 as well as above τ2 simultaneously,
but τ1 < τ2. A normalization, that is, conditioning on the legitimate subspace Ω
′, yields
P ({0, 0}|λ, ξ, β1, τ1) = ω−1
P ({1, 0}|λ, ξ, β1, τ1) = ω−1 exp{β1(ξ − (λ + τ1))} (5.11)
P ({1, 1}|λ, ξ, β1, τ1) = ω−1 exp{β1(ξ − (λ + τ1)) + β2(ξ − (λ + τ2))} ,
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FIGURE 5.2. Classification of a response for a rating formulation.
with
ω = 1 + exp{β1(ξ − (λ + τ1)) + β2(ξ − (λ + τ2))} .
Now, let the original random variable Y be reintroduced. Y has realizations y = 0
corresponding to {0, 0}, y = 1 corresponding to {1, 0}, and y = 2 corresponding to
{1, 1}. The right-hand terms of (5.11) can be rewritten as
β1(ξ − (λ + τ1)) = −β1τ1 + β1(ξ − λ)
and
β1(ξ − (λ + τ1)) + β2(ξ − (λ + τ2)) = −β1τ1 − β2τ2 + (β1 + β2)(ξ − λ) ,
and φ and κ can be defined recursively as
φ1 = β1
κ1 = −β1τ1
φ2 = φ1 + β2 = β1 + β2
κ2 = κ1 − β2τ2 = −β1τ1 − β2τ2 .
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Then the model
P (Y = 0|λ, ξ,φ,κ) = (ω)−1
P (Y = 1|λ, ξ,φ,κ) = (ω)−1 exp{κ1 + φ1(ξ − λ)}
P (Y = 2|λ, ξ,φ,κ) = (ω)−1 exp{κ2 + φ2(ξ − λ)}
with
ω = 1 +
2∑
m=1
exp (κm + φm(ξ − λ))
is obtained, which is identical to the unidimensional polytomous Rasch model (5.4),
where the parameters now are easily interpretable in a substantive manner. The gen-
eralization to more than three response categories is obvious,
P (Y = m|λ, ξ,φ,κ) = exp{κm + φm(ξ − λ)}∑M
k=0 exp{κk + φk(ξ − λ)}
, (5.12)
where κ0 = φ0 = 0, κm = −∑k βkτk and φm = ∑k βk for k = 1, . . . ,m. Model (5.12) is
the general formulation of Andrich ’s rating scale model.
If β1 = · · · = βM = β, and κ0 = φ0 = 0, then κm = −∑k βτk, for k = 0, . . . ,m, and
φm = βm, and (5.12) becomes
P (Y = m|λ, ξ,κ) = exp{κm + m(ξ − λ)}∑M
k=0 exp{κk + k(ξ − λ)}
, (5.13)
where the φ’s are absorbed into λ, ξ, and κ, as in the case of constant discrimination.
Two main properties of this model are to be mentioned. The first one is the symmetry
of item and threshold parameters. If a subject responds to J items and the score on
each item j is yj then the total score r =
∑
j yj is a sufficient statistic for ξ as in
the Rasch model (3.1). The total score t is simply the overall number of thresholds
passed, which in the case of dichotomous items conforms to the number of correct
answers in an achievement test. However, this does not correpond to a dichotomization
in the sense of the Rasch model, as Molenaar (1983b) pointed out. If there is only
one item, it reflects the number of thresholds the person has passed. Secondly, integral
scoring functions (i.e. φk − φk−1 = 1, for k > 1) do not reflect equal distances between
thresholds. Referring to the symmetry between items and thresholds, summing up
correctly answered items in the dichotomous case to obtain a sufficient statistic has
nothing to do with any distance between items, i.e. item difficulties, but moreover with
item discrimination or threshold discrimination. The term ‘equidistant scoring’ should
therefore only be used in the case where
κk − κk−1 = const for k > 1 . (5.14)
46 5. Polytomous Item Response Models
The incorporation of (5.14) into (5.13) leads to the specialization
P (Y = m|λ, ξ,M) = exp{(M −m)m/2 + m(ξ − λ)}∑M
k=0 exp{(M − k)k/2 + k(ξ − λ)}
. (5.15)
providing an effective reduction in complexity, if the model holds. This might be tested
by LR-tests as described in section 5.1. Details of inferential methods as well as some
considerations on model interpretation (cf. Molenaar , 1983b) are postponed to the
next section, since the rating scale model is a special case of the class of partial credit
models to be described there.
5.4 The Partial Credit Model
In the rating scale model the number of items and the number of response categories
is fixed. An extension is possible, as proposed by Masters (1982), the so-called partial
credit model. This model covers situations where the response alternatives are free to
vary in number and structure from item to item. The development of the partial credit
model may be commenced by elaborating on the idea that, e.g. in ability testing, it may
be more informative to allow for partial credit scoring than to simply use a fail/pass
score. Consider an item in an achievement test where 2 steps must be taken to reach a
complete solution. This steps are ordered such that step 2 cannot be taken unless step
1 is successfully completed. The steps thus have to be taken in sequence. Let Y as in
section 5.3 be a random variable which can take the values 0,1 or 2 corresponding to the
steps completed. Starting with the first step necessary to reach level 1 the probability
of taking the first step is
P (Y = 1) =
π1
π0 + π1
=
exp(ξ − λ1)
1 + exp(ξ − λ1) .
This corresponds to the Rasch model (3.1) with the difference that π0 + π1 < 1 since
in the case of three categories π0 + π1 + π2 = 1. Given the person has reached level 1
the probability to also pass step 2 is
P (Y = 2) =
π2
π1 + π2
=
exp(ξ − λ2)
1 + exp(ξ − λ2) .
The general expression for the available M + 1 categories, i.e., M steps have to be
taken to reach a complete solution, is given by
P (Y = m) =
πm
πm−1 + πm
=
exp(ξ − λm)
1 + exp(ξ − λm) for m = 1, . . . ,M . (5.16)
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Despite the obvious similarities to the Rasch model a main intention of the Rasch model
is violated, namely the hierarchical dependence among the levels. In the Rasch model
the probability of responding at a certain level, the mth say, should be dependent on
ξ and λm only. The ordering of levels in partial credit scoring requires that
λ1 ≤ λ2 ≤ . . . ≤ λM ,
implying a kind of Markovian structure instead of local independence.
A different approach is thus necessary to formulate a model where separability of
person and item parameters still holds and conditioning on sufficient statistics allows
for estimating item parameters independently from the subject parameters and vice
versa.
This might be accomplished in the following way. Let, as above, the conditional prob-
ability of reaching at step m given m − 1 be the probability of either giving response
in category m or having stopped at m− 1. It follows from (5.16) that
πm = πm−1 exp(ξ − λm) = π0 exp
m∑
k=1
(ξ − λk)
and
m∑
k=1
πk = π0
m∑
`=1
exp
∑`
k=1
(ξ − λk) .
Since additionally
π0 + π1 + . . . + πM = 1
a general formulation is given by
πm =
exp {∑mk=0(ξ − λk)}∑M
`=0 exp
{∑`
k=0(ξ − λk)
} ,
where
∑0
k=0(ξ−λk) ≡ 0 for notational convenience. Additionally introducing the indices
i for the ith subject and j for the jth item, then π
(m)
ij denotes the probability that a
person i scores category m in item j, m = 0, . . . ,Mj,
π
(m)
ij =
exp{∑mk=0(ξi − λ(k)j )}∑Mj
`=0 exp{
∑`
k=0(ξi − λ(k)j )}
. (5.17)
Expression (5.17) is called the partial credit model. Figure 5.3 gives an example for
category probability curves for an item with 3 categories.
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FIGURE 5.3. Category curves of a PCM for an item with 3 categories.
Care has to be taken when interpreting the parameters λ. As Molenaar (1983b) pointed
out, the probability of observing m given m − 1 or m is modelled locally by a Rasch
model (as will become clear later in this section), but it misleadingly seems that the
parameter λ(m) may be validly interpreted as the difficulty of the mth step, regardless
of other steps. The parameter λ(m) plays the role of the item parameter of the Rasch
model and governs the probability of completing the step from level m− 1 to m, given
that a choice is made in one of both categories. But this condition prevents a stepwise
modelling as intended by Masters . Moreover, this condition implies knowledge about
further categories, in particular that no category above m will be chosen. A general
formulation that allows for a stepwise modelling has been proposed by Tutz (1990a;
see also 1989). However, the advantages of having a model with parameter separation
will, in most instances, prevail over the complicated interpretation, as argued by Glas
and Verhelst (1989). It can be seen from Fig. 5.3 that the parameter λ(m) can also be
interpreted as the value of the latent trait, where the probability to choose category
m− 1 equals the probability to choose category m.
The derivation of the conditional likelihood is straightforward and similar to section
3. Let under (5.17) the probability of observing a response vector yi = (yi1, . . . , yiJ)
for subject i in a test consisting of J items (J is used instead of Ji without loss of
generality) be
P (Yi = yi|ξi) =
∏
j
π
(m)
ij =
exp(riξi) exp{−∑j ∑mk=0 λ(k)j )}∏
j
[∑Mj
`=0 exp{
∑`
k=0(ξi − λ(k)j )}
] .
The probability of observing a total score ri =
∑
j y
(m)
ij is given as
P (Ri = r) =
exp(ξir)γ(r;λ
(M1)
1 , . . . , λ
(MJ )
J )∏
j
[∑Mj
`=0 exp{
∑`
k=0(ξi − λ(k)j )}
] .
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The conditional probability of observing the particular response given the marginal r
(the overall number of steps taken) is
P (Yi = yi|Ri = r) =
exp(−∑j ∑mk=0 λ(k)j )
γ(r;λ
(M1)
1 , . . . , λ
(MJ )
J )
, (5.18)
where γ(r;λ
(M1)
1 , . . . , λ
(MJ )
J ) =
∑
p|r exp(−
∑
j∈p λ
(Mj)
j ). Multiplication of (5.18) for all
subjects yields the conditional likelihood for the partial credit model. The CML equa-
tions to obtain estimates for the λ’s are derived in the usual manner. A conditional
estimation procedure is described in Wright and Masters (1982), and Andersen (1983),
in a slightly different context (cf. Section 5.2). A marginal approach is due to Glas and
Verhelst (1989).
As mentioned above, the partial credit model does not impose any restriction on the
number of steps to be taken nor on the relative difficulties of these steps within an item.
Andrich ’s rating scale model in contrast has a fixed set of response alternatives and
the relative difficulty is fixed for all items. The formulation of the rating scale model as
a special case of the partial credit model is accomplished by writing the partial credit
model (5.17) as
π
(m)
ij =
exp{∑mk=0(ξi − λ(k)j )}∑Mj
`=0 exp{
∑`
k=0(ξi − λ(k)j )}
=
exp{m(ξi − λj)−∑mk=0 τ (k)j }∑Mj
`=0 exp{`(ξi − λj)−
∑`
k=0 τ
(k)
j }
,
when introducing
λ
(m)
j = λj + τ
(m)
j ,
where λj is the location of item j, and τ
(m)
j is the location of the mth step in each
item relative to its location. The sequence of steps for this item is reflected by the
parameters τ , which are estimated once for the entire item set. The similarity between
the two models is easily seen if the rating scale model (5.13) is rewritten as
π
(m)
ij =
exp{κm + m(ξi − λj)}∑M
k=0 exp{κk + k(ξi − λj)}
=
exp{m(ξi − λj)−∑mk=0 τk}∑M
`=0 exp{`(ξi − λj)−
∑`
k=0 τk}
by setting κm = −∑mk=0 τk. The rating scale model is a special case of the partial credit
model, one where the number of steps and the relative location of the steps are equal
for all items, that is Mj = M and τ
(m)
j = τm. Figure 5.4 gives an example for the
simplification of a rating scale model.
The derivation of the unidimensional Rasch model (5.4) is straightforward. Masters
and Wright (1984) gave a family of measurement models incorporating the Rasch ,
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FIGURE 5.4. Parameterizations of a rating scale model and a partial credit model.
Poisson counts (Rasch , 1960), binomial trials (Rasch , 1972), rating scale (Andrich ,
1978) and partial credit (Masters , 1982) models. Glas and Verhelst (1989) presented
some extensions of the partial credit model. They developed a marginal ML-estimation
procedure which allows for incomplete data and linear restrictions on both the item and
the population parameters (cf. Section 6.2). Moreover, they proposed two goodness-
of-fit tests. One has power against violations of the assumption concerning the ability
distribution, the other offers possibilities of identifying single items that do not fit
the model. An alternative for checking the adequacy of the partial credit model is to
apply a conditional likelihood ratio test such as (3.13) or some of the tests presented
in Section 3.3.2.
6Linearized Extensions of Polytomous Item Response
Models
The linear logistic test models as presented in Section 4 are extensions of the dichoto-
mous Rasch model. Likewise, the polytomous item response model may be reformulated
to allow for modelling covariate structures. Fischer and Parzer (1991) extended An-
drich ’s rating scale model by imposing a linear structure as in the linear logistic test
model, allowing for the effect of covariates in the item parameters as well as the mea-
surement of change over time. Glas and Verhelst (1989) proposed a linearized version
of the partial credit model in the framework of marginal ML-estimation. In a recent
paper, Fischer and Ponocny (1994) derived a linearized version of the partial credit
model in a CML-framework. This model provides a tool for item analysis in a variety
of practical applications. The advantage of this model is the flexibility in modelling cer-
tain parameters, that are primarily assumed to be a combination of category × items.
The linear partial credit model is the most general IRT model based on the conditional
approach, since, apart from the polytomous Rasch model with nominal categories, all
models presented in this part of the monograph are specializations of the linear partial
credit model.
6.1 The Linear Rating Scale Model
Fischer and Parzer (1991) suggested the so-called linear rating scale model (LRSM),
which can be regarded as a flexible analogue to the linear logistic test models for cross-
sectional as well as longitudinal data. Let the λ’s in (5.13) be reparameterized such
that
λj =
∑
p
ujpηp + c for j = 1, . . . , J, p = 1, . . . , P, P < J.
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Again the ujp’s constitute a design matrix which may be specified either to reflect
certain characteristics of items and/or to represent experimental conditions. The LRSM
can be written as
P (Yij = m|η, ξi,κ) = exp{κm + m(ξi −
∑
p ujpηp)}∑M
k=0 exp{κk + k(ξi −
∑
p ujpηp)}
Since the LRSM is obviously overparameterized certain constraints have to be imposed
(e.g. κ0 = κ1 = 0 and
∑
j λj = 0).
The derivation of the conditional likelihood follows the same arguments as in the former
sections and yields the ith subject’s conditional likelihood kernel for estimation of the
η’s as
P (Yi = yi|Ri = r) =
exp(−∑p ηps∗ip)
γ(r;λ1, . . . , λJ)
,
where s∗ip =
∑
j ujpyij and γ(r;λ1, . . . , λJ) again denote the elementary symmetric
functions.
As mentioned above, a linear structure may be imposed onto the item parameters in
order to reflect certain structures. This might be done to test certain elements of this
structure concerning their influence on the difficulty of the items or to provide means to
construct items with different difficulties dependent on the structural characteristics.
A second aim of incorporating a linear structure is the interest in measuring the effect
of covariates on the difficulty of an item when the item is repeatedly presented to
measure change in a longitudinal study. This allows incorporation of time-dependent
as well as constant influences into the model. Care has to be taken when specifying the
design-matrix in this case, since due to the constraints only differences between the λ’s
can be estimated. The consequence is that η’s whose covariate values are constant over
the whole sequence of observations cannot be estimated since
λj − λk =
∑
p
ujpηp −
∑
p
ukpηp =
∑
p
(ujp − ukp)ηp .
Different specification of the design-matrix correspond to different structures and may
be used for model selection using LR-tests in a hierarchical sequence of fitted models.
Once a model is found the adequacy of this fitted model might be tested against the
model where the λ’s have not been reparameterized. But such a test does not check the
assumption inherent in the model. It is thus necessary to test against a model which can
be proved to conform to the assumptions of the underlying Rasch model (see section 3).
As mentioned earlier such a test can be based on a comparison of the unidimensional
polytomous Rasch model (of which the LRSM is a submodel) to the multidimensional
version (5.2) or on a test poposed by Glas (1989). Having checked the adequacy of
(5.2) using the appropriate conditional LR-test then a test of a specific LRSM against
the ordinal Rasch model may indicate the adequacy of the finally selected model.
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6.2 The Linear Partial Credit Model
In the rating scale model (cf. Section 5.3)
P (Yij = m|λj, ξi,κm) = exp{κm + m(ξi − λj)}∑M
k=0 exp{κk + k(ξi − λj)}
,
each response probability is characterized by one item parameter λj, one subject pa-
rameter ξi, and one category parameter κm. The partial credit model (cf. Section 5.4),
that may be rewritten as
P (Yijm = yijm|ξi, λmj ) =
exp(yijm(mξi − λ(m)j ))∑Mj
`=0 exp(`ξi − λ(`)j )
, (6.1)
assigns one independent parameter λ
(m)
j to each item × category combination, thus
being much more flexible. As in the LRSM, a linear parameterization can be introduced
into (6.1),
λ
(m)
j =
P∑
p=1
ujmpηp + mc for j = 1, . . . , J, m = 0, . . . ,Mj, and P < J .
The parameters η again describe effects of structural item properties or experimental
conditions, the ujmp are the corresponding covariates and c is a normalizing constant.
The resulting model was introduced by Fischer and Ponocny (1994) and called a lin-
ear partial credit model (LPCM). The overparameterization can be avoided by the
restrictions λ
(0)
j = 0, for j = 1, . . . , J and
∑
j
∑Mj
m=1 λ
(m)
j = 0. According to Section 3.2
different methods are available to estimate the η’s. Glas and Verhelst (1989) used a
marginal maximum likelihood approach that allows for incomplete data as well as for
linear restrictions on both the item parameters and the population parameters. More-
over, they derived test statistics to evaluate the model concerning assumptions on the
ability distribution and to identify specific items that causes lack of fit. Fischer and
Ponocny derived the estimation equations in the CML-framework and gave a specific
algorithm, a quasi-Newton method based on successive approximations of the Hesse
matrix, to obtain numerical solutions. The conditional likelihood for the LPCM is ob-
tained as in the previous sections by conditioning on the sufficient statistics ri for the
ξi’s, that is, ri =
∑
j
∑
m myijm. The kernel of the conditional likelihood for subject i
is given as
P (Yi = yi|Ri = r) =
exp
(
−∑j ∑m yijmλ(m)j )
γ(r;λ
(0)
1 , . . . , λ
(MJ )
J )
,
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where
γ(r;λ
(0)
1 , . . . , λ
(MJ )
J ) =
∑
y|r
exp
⎛⎝−∑
j
∑
m
yijmλ
(m)
j
⎞⎠ .
The term y|r again denotes the set of all possible response patterns y compatible with
the marginal score r.
Since the LPCM is within the exponential family, the results on existence and unique-
ness of parameter estimates apply subject to conditions on the structure of the data
and the design matrix (cf. Fischer , 1981;1989). The parameters, therefore, should be
estimable if the sample is not too small and the parameters are appropriately con-
strained. Fischer and Ponocny (1994) performed extensive simulation studies on the
behaviour of the LPCM and demonstrated that even with rather small samples the
estimates could be satisfactorily recovered. (Since the number of effect parameters is
small compared to the number of item parameters, they can be estimated much more
precisely than the item parameters.) Goodness-of-fit may be evaluated by comparing
the LPCM with the polytomous Rasch model, or by applying a test according to Glas
(1989) and Glas and Verhelst (1989), based on a comparison of observed and expected
numbers of subjects in scoregroup r that respond in category m to item j. Testing
special hypotheses about the η’s can be accomplished in the usual framework of com-
paring the likelihoods of hierarchically nested models by setting η’s of interest to zero
(cf. Section 7.4).
The LRSM, as presented in the previous section, is a special case of the LPCM and
is a flexible means for analyzing item responses in a variety of practical applications.
However, due to its simple structure it might not provide a reasonable fit in many
instances. The LPCM allows for greater flexibility but at the price of a much larger
number of parameters to estimate and the loss of simplicity of interpretation.
The models that have been presented in this part have mainly been developed in the
context of specific substantive research where there is need for evaluation of latent
variables. All these latent variable models have the property of allowing for specific
objective comparisons. Since these models have been developed for substantive reasons,
a certain degree of specialization has arisen in the formulation of these models and
the investigation of their properties. Some papers (e.g. Dittrich and Hatzinger , 1981;
Tjur , 1982; Fienberg and Meyer , 1983; Duncan , 1984) showed the relationship of
these models to a broader class of statistical models and during the last few years
these models have been recognized as bringing stimulating ideas to the development of
statistical methodology. The rest of the monograph will show how the latent variables
approach based on categorical indicators may be incorporated in a broader framework
of statistical modelling and will present some of the ideas that may induce further
statistical research.
Part II
Generalized Linear Models

7An Outline of Generalized Linear Models
All models presented in the previous sections have in common a conceptual distinction
between response variables and explanatory variables. This distinction is a main issue
in the context of regression analysis. In a very general sense statistical models can
be regarded as regression models in which systematic influences of some ‘explanatory
terms’ are used to provide a description of the variation of a response. In other words,
a regression model is a formulation of a systematic structure that allows for smoothing
of a response when a stochastic mechanism is involved.
The classical linear regression model for a response variable Y
y = x′β + ε (7.1)
is the starting point for the methods presented in this section, where x is a p × 1
vector of explanatory variables, β is a p × 1 vector of unknown parameters, and ε is
a random term. The identification of the class of generalized linear models (GLM) by
Nelder and Wedderburn (1972) – an extension of this classical linear model – provided
a unified approach (including a general algorithm for computing maximum likelihood
estimates) for a variety of regression methods and different types of data that have been
independently developed and investigated before. This concerns mainly logistic and
probit models for binomial data, Poisson log-linear models for contingency tables and
models for survival data (for comprehensive presentations see McCullagh and Nelder ,
1989; Fahrmeir and Tutz , 1994).
The range of applications of (7.1) has been extended mainly by relaxing the assumption
of additive errors. In the linear model the density of Y can be written as
fY (y) = fε(y − x′β) ,
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whereas the density for generalized linear models is given as
fY (y) = f(y;x
′β), (7.2)
The vectors x′ and β constitute the linear predictor η = x′β. The expectation E(Y ) =
µ is determined by η, if E(Y ) exists, i.e., g(µ) = η, and g(µ) is referred to as the link
function, which links η and µ. The function f in (7.2) may be any suitable density or
probability function in the case of discrete Y . The use of exponential families for f in
(7.2) has certain advantages, since they play the same role as the normal distribution in
the classical linear model. Moreover, maximum–likelihood estimates for an appropriate
linear exponential family have properties analogous to least squares estimates in the
classical linear model.
Compared to the classical linear model, where µ = η, i.e., the function E(Y ) = µ(β) =
η is linear in the parameters β, a GLM is specified by
µ = g−1(η) = g−1(
P∑
p=1
xpβp) ,
where β1, . . . , βP are unknown parameters, and x1, . . . , xP are known constants related
to the response Y . The xp’s may be quantitative variables, e.g. blood pressure, or
indicator variables representing levels of a qualitative variable. Thus generalized linear
models need not be linear by themselves, but the link function g, any suitable strictly
monotone differentiable function, determines the scale on which linearity is assumed.
The choice of g is usually restricted by the domain of variation of µ. If β1, . . . , βP are
unrestricted g can take any value in (−∞,∞). If, for instance, counts are defined to be
the response Y then g will map the interval [0,∞) on to the whole real line. Although a
link function may be chosen freely under these mild requirements, it is useful to further
restrict the class of functions. This will be discussed later.
The common pattern of generalized linear models is composed of the following three
ingredients:
• a response variable Y that follows a distribution from an exponential family
with expectation µ (this family includes many well-known distributions, such as
the normal, the binomial, the Poisson, the χ2, the gamma, and the exponential
distribution), where Y1, . . . , Yn are independent,
• explanatory variables xp, which enter the model through a linear combination
p∑
j=1
xpβp = η
where η is the linear predictor (the explanatory variables are used to explain
the variation in the response y via the unknown parameters β, that are to be
estimated), and
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• a (known) link function which functionally relates the mean µ of the responses
Y to the linear predictor η,
η = g(µ) .
These constituents allow for a unified treatment of a variety of models, which seemingly
exhibit (superficial) dissimilarities when regarded separately. A main aspect of GLMs
is that certain features and techniques found for a special model can be brought into
a wider class of models within this structure. Furthermore, GLMs do not only provide
means for a compact representation of standard models but allow a choice of particular
structures from this wider class to adequately model actual data.
7.1 Exponential Families
Some of the most important statistical distributions have likelihood functions of the
form
f(y; θ) = exp{(θy − b(θ))/φ + c(y, φ)} , (7.3)
where the functions b and c are known. If φ, the so-called dispersion parameter, is
known, then (7.3) is a linear exponential family with canonical parameter θ (for the
theory of exponential families see Barndorff-Nielsen , 1978). ‘Linear’ is used to indicate
that the minimal sufficient statistics from a sample are linear in Y . Linear exponential
families include many well–known distributions for Y , e.g.:
distribution expectation variance comment
Normal θ φ —
Poisson eθ eθ φ = 1
Gamma −1/θ φ/θ2 φ . . . reciprocal of the Gamma index
Bernoulli
eθ
1 + eθ
eθ
(1 + eθ)2
φ = 1
Some elementary properties of linear exponential families follow from
E
( ∂l
∂θ
)
= 0 , (7.4)
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and
−E
( ∂2l
∂θ2
)
= Var
( ∂l
∂θ
)
(7.5)
with l as the log likelihood. Using these identities in (7.3) yields
E(Y ) = b′(θ) = µ(β) = µ ,
where µ(β) is called the mean-value function in order to stress that the expectation µ
depends on the parameters β, and
Var(Y ) = φb′′(θ) = φV (µ) ,
where primes denote differentiation with respect to θ. Linear exponential families are
characterized by V (µ), the variance function, which is essential for the estimation of
the parameters β. Some important examples are:
distribution variance function
Normal V (µ) = 1
Poisson V (µ) = µ
Gamma V (µ) = µ2
Bernoulli V (µ) = µ(1− µ)
An important aspect of linear exponential families is that members of that family are
completely specified by their mean–variance relationship. As can be seen from the table
above, a constant variance implies a normal distribution, a variance equal to the mean
implies a Poisson distribution, and a variance proportional to the square of the mean
implies a gamma distribution. This aspect plays a key role in estimation (see Section
7.3) and provides the basis for the formulation of so-called quasi-likelihood models (cf.
McCullagh , 1991).
Combining all these elements, the structure of GLMs (see Fig. 7.1) can be represented
as follows:
The response Y belongs to an exponential family with canonical parameter θ and,
possibly, a dispersion parameter φ. The expectation of Y is µ = b′(θ) and the variance
of Y is φV (µ) = φb′′(θ). Furthermore, Y is related via its expectation µ = µ(β) and
through a link function g(µ) to the linear predictor η = xβ, and hence with a covariate
x.
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FIGURE 7.1. Structure of generalized linear models.
7.2 Sufficiency and the Canonical Link Function
Given n independent realizations y1, . . . , yn of random variables Y1, . . . , Yn, where each
Yi is generated by an exponential family with parameters θi and φi, the log likelihood
of the sample is
l =
n∑
i=1
{(θiyi − b(θi))/φi + c(yi, φi)} . (7.6)
If a GLM
g(µi) = g(b
′(θi)) =
P∑
j=1
xipβp, i = 1, . . . , n ,
is specified in (7.6), the likelihood for the regression parameters β1, . . . , βP may be
algebraically complicated. A major simplification is given in the special case where
g = 1/b′, and thus g(µi) = θi. The log likelihood then simplifies to
l =
p∑
j=1
βj
n∑
i=1
yixip
φi
−
n∑
i=1
{b(θi)
φi
− c(yi, φi)
}
.
If moreover φi is known, the minimal sufficient statistics become
∑n
i=1 yixij/φi for
j = 1, . . . , P . The special link function g = 1/b′ allowing for this simplification is called
the canonical link function. The canonical link function and the variance function are
related by V (µ) = 1/g′(µ). Some examples are:
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distribution link function
Normal g(µ) = µ
Poisson g(µ) = lnµ
Gamma g(µ) = −µ−1
Bernoulli g(µ) = ln(µ/(1− µ))
7.3 Estimation in GLMs
For any GLM with canonical or non-canonical link function, the maximum likelihood
method is used to estimate the parameters of interest. Differentiating the log likelihood
with respect to βp yields the likelihood estimation equations
n∑
i=1
yi − µi
φiV (µi)
· ∂µi
∂βp
= 0, p = 1, . . . , P (7.7)
so that in the case of a GLM they can be written as
n∑
i=1
yi − µi
φiV (µi)
· xip
g′(µi)
= 0, p = 1, . . . , P . (7.8)
Equations (7.8) depend on the perhaps unknown φ1, . . . , φn. In many important ap-
plications, however, φi = aiφ, with known constants ai (see the example below) and a
single dispersion parameter φ so that the estimation equations are given by
n∑
i=1
yi − µi
aiV (µi)
· xij
g′(µi)
= 0, j = 1, . . . , p,
and do not depend on the (perhaps) unknown dispersion parameter φ.
Example. Given binomial random variables Y1, . . . , Yn, where Yi ∼ B(mi, πi), with
µi = miπi and V (µi) = miπi(1− πi), the kernel of the log likelihood is
l(πi; yi) =
n∑
i=1
[
yi ln
(
πi
1− πi
)
+ mi ln(1− πi)
]
. (7.9)
The estimation equations result from repeated application of the chain rule
∂l
∂βp
=
∂l
∂πi
· dπi
dηi
· ∂ηi
∂βp
.
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Considering a single observation the binomial case is given by
∂l
∂πi
= yi
1
πi
+
yi
1− πi −mi
1
1− πi =
yi −miπi
πi(1− πi) . (7.10)
Assuming a logit link function
g(πi) = ηi = ln
πi
1− πi =
P∑
p=1
xipβp, (7.11)
dηi
dπi
=
d
dπi
ln
πi
1− πi =
1
πi(1− πi) , (7.12)
and
∂πi
∂βp
=
dπi
dηi
· ∂ηi
∂βp
=
(dηi
dπi
)−1
xip = πi(1− πi)xip. (7.13)
Using (7.10) – (7.13) yields the likelihood function for all n observations
n∑
i=1
(yi −miπi)xip = 0 . (7.14)
In this example we have ai = 1/mi and φ = 1.
In general, the estimation equations simplify in the case of canonical link functions to
n∑
i=1
yixip
ai
=
n∑
i=1
µixip
ai
p = 1, . . . , P ,
i.e., the jointly sufficient statistics are equated to their expectations. In the case of the
linear model with constant variance, V (µ) = 1 and g(µ) = µ, the ML method for the
normal family coincides with weighted least squares estimation. Otherwise there are
usually no explicit solutions. For the linear model solutions are given by
βˆ = (X ′WX)−1X ′Wy ,
with X as a matrix of explanatory variables and W = diag{1/ai} as a diagonal matrix
with known weights. The existence of an explicit solution in this special case suggests
an estimation method for the general case by introducing a new random variable Zi
with realization
zi = ηi + (yi − µi)g′(µi)
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and expectation E(Zi) = ηi =
∑P
p=1 xipβp. Thus if the zi’s were known, β1, . . . , βP could
be estimated using weighted least squares, with weights reciprocal to
Var(Zi) = {g′(µi)}2aiV (µi) .
Unfortunately, z1, . . . , zn are not known since ηi and µi are unknown. But an iterative
procedure can be defined as follows:
1. The starting point is the choice of suitable values for the expectation µˆ
(0)
i = yi
and the linear predictor ηˆ
(0)
i = g(µˆ
(0)
i ). (Some link functions need special consid-
eration, e.g. if g(µ) = lnµ. Then the above implies that all yi > 0. If not, then
the adjustment µˆ
(0)
i = max{yi, ε}, with small positive ε can be made.)
2. Given µˆ
(t)
i and ηˆ
(t)
i , the adjusted dependent variable is
zˆ
(t)
i = ηˆ
(t)
i + (yi − µˆ(t)i )g′(µˆ(t)i )
with iterative weight
wˆ
(t)
i =
1
aiV (µˆ
(t)
i ){g′(µˆ(t)i )}2
, i = 1, . . . , n.
3. In step t + 1 the estimates for β(t+1) are calculated using weighted least squares
βˆ
(t+1)
= (X ′Wˆ
(t)
X)−1X ′Wˆ
(t)
zˆ(t), (7.15)
with Wˆ
(t)
= diag{wˆ(t)i }. This leads to ηˆ(t+1)i = Xβˆ
(t+1)
and µˆ
(t+1)
i = g
−1(µˆ(t+1)i ).
4. Steps 2) und 3) are repeated until a suitable criterion of convergence is fulfilled.
This procedure is called iteratively re-weighted least squares (IRLS), also known as iter-
ative weighted least squares (IWLS), and coincides with the Newton-Raphson method
in the case of canonical link functions, more generally it is the Fisher scoring method.
Conditions for existence and uniqueness of the solutions to equations (7.7) are dis-
cussed by Wedderburn (1976). Fahrmeir and Kaufmann proved consistency and and
asymptotic normality of the ML estimator in generalized linear models. For practical
applications the GLIM package (Francis et. al., 1993) is very useful, since it has been
especially designed to calculations in the framework of GLMs (see section 9). For a
thorough dicussion see Seeber (1993).
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Given a solution, the estimates for β are consistent, asymptotically normal, and asymp-
totically efficient with distribution approximately normal Np(β, i
−1). i = iβ is the
information matrix with elements
{iβ}pq =
n∑
i=1
xipxiq
φaiV (µi){g′(µi)}2 ,
i.e., iβ = φ
−1X ′WX with W = diag{wi} and
wi =
1
aiV (µi){g′(µi)}2 .
The estimated standard errors for the βˆ are obtained from the square roots of the
diagonal of
Cov(βˆ) = φ(X ′WX)−1,
where (X ′WX)−1 is a by–product from the last IRLS–iteration.
If φ is unknown, an estimate φˆ is required to calculate the standard errors for βˆ. In
principle it is possible to estimate φ using ML. But it is simpler in many cases to use
a ‘method of moments’ estimator. If β1, . . . , βP are known, an unbiased estimator for
φ is given by
φˆ =
1
n
n∑
i=1
(Yi − µi)2
aiV (µi)
.
Since β1, . . . , βp are not known and have to be estimated, an estimator corrected for
the degrees of freedom
φ˜ =
1
n− p
n∑
i=1
(Yi − µˆi)2
aiV (µˆi)
is used, which is unbiased and consistent. (A different method is based on ‘modified
profile likelihoods’ and has been discussed by Jørgensen , 1987).
7.4 Testing Hypotheses and Goodness-of-fit
The special choice of the matrix of explanatory variables X, usually from a larger set of
variables, defines the hypotheses to be tested. Hence, by inclusion of certain variables
a particular model is specified. The aim is to find a balance between parsimony and
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FIGURE 7.2. Hierarchy of models and goodness-of-fit tests.
a good fit, i.e., the (smallest possible) number of variables and their parameters that
have to be included in the linear predictor and the degree of explanation to represent
the data (keeping the fit as good as possible). In this section the term model simply
refers to the specification of the linear predictor, for a given link function and distri-
bution. The models to be considered are termed hierarchical models. This means that
whenever a model contains interactions terms of some order, all lower order interactions
encompassed by the variables involved, including the main effects, have to be included
in the model. There are five relevant specifications of the linear predictor, that have to
be distinguished (see Fig. 7.2).
• The saturated model presents a linear structure which contains as many param-
eters as observations. Fitting this model leads to estimates that reflect µˆi = yi.
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No data reduction or simplification of interpretation is obtained, because the data
will be reproduced exactly.
• The opposite is the null model, where only a common mean µi = µ is specified
to fit the data. In most instances the null model will not represent the data
satisfactorily.
• The interesting models will therefore be in a range between these extremes. The
most complex structure which is regarded to be of interest is called the maxi-
mal model. In many instances, e.g. in low dimensional contingency tables the
maximal model will be saturated.
• Conversely, the simplest model to be considered is termed the minimal model.
If some parameters have to be included (e.g. fixed margins in a contingency table)
this model is more complex as the null model. In many practical applications,
however, the null model and the minimal model will coincide.
• The model of actual interest is called the current model and is positioned
between the minimal and the maximal model.
Two related topics are of interest in the situation where a current model is to be
evaluated. One is to assess the goodness-of-fit of this model, i.e., to check if the model
can be considered as being reasonable to represent the data. The other is to look for
alternative models, that might better fit the data compared to the current model.
7.4.1 Testing goodness-of-fit
It is a common practice in this situation to make use of likelihood ratio tests (LR-
tests). The assessment of goodness-of-fit may be accomplished by the so-called scaled
deviance,
S(y; µˆ) = 2{l(y; y)− l(y; µˆ)} , (7.16)
where l(y; y) is the log likelihood for the saturated (full) model and l(y; µˆ) the log
likelihood for the current model, and hence S(y; µˆ) is a measure for the acceptability
of the current model compared to the full model. Large values of S(y; µˆ) indicate lack
of fit. In general the quantity
D(y; µˆ) = 2φ{l(y; y, φ)− l(y; µˆ, φ)} , (7.17)
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where D is called deviance and φ is the dispersion or scale parameter, and plays the
same role as the residual sum of squares in the classical linear model. The quantity
(7.17) is identical to the likelihood ratio statistic G2 for the Poisson distribution in the
framework of contingency tables and thus closely related to Pearson’s X2. In particular
(7.16) can be written as
{D(y; µˆ(S))−D(y; µˆ(C))}/φ ,
where µˆ(S) = y and µˆ(C) are the estimated means under the saturated (S) and under
the current model (C), The deviance
D(y; µˆ) =
n∑
i=1
di(yi; µˆ) ,
is the sum of the so-called deviance increments. In the case of linear exponential families
the deviance increments are given by
di(yi; µˆ) = −2
∫ µˆ
yi
yi − u
aiV (u)
du = 2
[
yi{θ(yi)−θ(µˆi)}+b{θ(µˆi)}−b{θ(yi)}
]
/ai .(7.18)
Like the residual sum of squares, D(y; µˆ) depends on the data only but not on any
unknown parameters and can thus be calculated given the data and the ML–estimates
obtained from the data.
7.4.2 Testing special hypotheses
The second topic in evaluating a current model concerns comparisons with other models
of interest. This is the topic of model selection. Let XA and XB be two different choices
of the design matrix X. These are assumed to specify two hierarchically ordered models,
A ⊂ B, or, to be more specific, all column vectors of XA are contained in the linear
space spanned by the columns of XB. Then model B fits the data at least as well as
model A. Improvement of fit can be assessed in relation to the increased complexity
of model B by testing the null hypothesis: model A against the alternative hypothesis:
model B. Let rank(XB) = PB and rank(XA) = PA, then the generalized LR statistic
Λ = 2{l(y; µˆ(B), φ)− l(y; µˆ(A), φ)} (7.19)
under model A can be referred to the χ2-distribution with df = PB−PA under certain
conditions. The χ2-distribution, in this case, is an approximation to the distribution
of (7.19) under model A (see Cordeiro, 1985). If the statistic (7.19) is significant, the
additional effects in model B are assumed to be of relevance.
7.4. Testing Hypotheses and Goodness-of-fit 69
As above, Λ in (7.19) can be written as
Λ = {S(y; µˆ(B))− S(y; µˆ(A))}
= {S(y; µˆ(S))− S(y; µˆ(A))} − {S(y; µˆ(S))− S(y; µˆ(B))} .
Figure 7.2 gives an illustration where the maximal model plays the role of model B
and model A is represented by the current model.
One familiar procedure to find a suitable model is called backward elimination. Starting
off with the maximal model, a sequence of nested models (such as M ⊇ . . . ⊇ B ⊇
A) can be evaluated using the appropriate scaled deviances when changing from a
particular model to a simpler one. It is then possible to build up a table for this
sequence of nested models analogous to an analysis of variance table. This procedure is
called analysis of deviance. However, the parameters may not necessarily be orthogonal
and hence, the deviance attributable to a set of parameters contained in model B but
not in model A may depend on which parameters are contained in model A. Different
sequences may thus result in different analysis of deviance tables.
Asymptotic normality of the estimators of β alternatively allows for testing single β’s
to be zero by comparing the parameter estimate with its standard error. (Performing
a simultaneous t-test for several β’s to be zero is possible in principle but unreliable,
especially if there is correlation between the parameter estimates.) The test is exact for
the normal distribution but little is known about the adequacy of the approximation
for all other probability models mentioned. There should be some care taken to apply
exact probability criteria. If correlations between parameter estimates are small, the
t-tests provide a useful guidance in model selection. But usually it is better to omit
a parameter from a model and rely on the difference of the deviances to evaluate the
importance of that parameter.
To conclude, the deviance function has some simple properties which make it useful
in assessing goodness-of-fit. If a model fits perfectly, y = µˆ, then the deviance is zero,
otherwise it is positive. Since maximization of the likelihood for any model corresponds
to the minimization of the deviance, the ML–method provides the best fit following
the deviance criterion. As mentioned above, the deviance itself can be considered as
the difference {D(y; µˆ)−D(y; y)}, i.e., the difference of deviances between the actual
fitted model and the saturated model where y = µˆ. Trivially both models are hierachi-
cally ordered and, following the results from the last section, it might appear that the
deviance itself is approximately distributed as φ · χ2n−P if the fitted model is correctly
specified. Standard theory leads to the χ2PB−PA approximation for the null distribution
of the LR–statistic. This result is based on the limit n → ∞ with fixed PA und PB.
If B is the saturated model then PB = n and the standard theory is no longer valid.
Accordingly, the deviance is not asymptotically χ2-distributed. In such cases the de-
viance might be far from a χ2-distribution, even if n is large. A further consequence is
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that the χ2PB−PA approximation is bad, if pB is large compared to n. On the other hand
the χ2-approximation of the distribution of the deviance usually is good, in particular
if there is much information for a single observation. This is especially true for Poisson
models with large µi, binomial models with large mi and gamma models with small φ.
However, no attempt should be made to provide ‘exact’ p–values for significance tests.
So far, it has been assumed that φ is known. The difference of deviances, however,
has to be scaled by 1/φ to obtain a χ2-distributed statistic with df = PB − PA. In
cases of Poisson, binomial and exponential distributions φ is known and equal to 1,
otherwise an estimate is needed. In normal-theory, particularly in models with only
categorical covariates, φ is estimated by φ˜ from the residual sum of squares (RSS) of
the maximal model in a sequence of hierachically ordered models. To compare models
A and B, the ratio (RSSA − RSSB)/φ˜(PB − PA) can be referred to the appropriate
F–distribution. In analogy, the procedure based on the difference of deviances is ap-
plicable in a more general way. Necessary conditions are that φ˜ is consistent for φ and
has approximately a scaled χ2-distribution, and φ˜ and {D(y; µˆ(B)) − D(y; µˆ(A))} are
approximately independent.
7.5 Diagnostics in GLMs
Since the specification of a GLM requires decisions about the probability distribution
(and hence a mean-variance relationship), about a link function, and about which
predictors have to be included into the linear structure, it is a good practice to evaluate
these decisions in the light of the data to which the current model has been fitted.
Additionally some data points may be apart from the main body of the data and thus
may influence these decisions. A variety of formal as well as graphical methods for
diagnosing certain aspects in the modelling process have been developed and shall be
presented briefly in this section (for comprehensive overviews see e.g. Atkinson , 1985;
McCullagh and Nelder , 1989; Gilchrist and Green , 1993; Carroll and Ruppert , 1988;
Cook and Weisberg , 1982; Davison and Snell , 1992; for a discussion in the context of
dicrete choice models see Nagel and Hatzinger , 1992).
7.5.1 Residuals and residual plots
Following Atkinson (1985) the five most useful plots for detecting departures from the
fitted model are:
• plotting the residuals against fitted values or against transformations of them.
If the variance increases (or decreases) with the fitted values there is indication
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that the mean-variance relationship is different from the one inherent to the dis-
tribution chosen for the response. According to some distributions the following
transformations of the fitted values are appropriate:
(transformation of the)
distribution fitted value
Normal µˆ
Poisson 2
√
µˆ
Gamma 2 ln µˆ
Binomial 2 sin−1
(√
µˆ/m
)
There should be no systematic pattern in the plot and the mean should be zero.
Obviously, the plot is not very informative for a Bernoulli response.
• plotting the residuals against each of the explanatory variables. The plot again
should not exhibit certain patterns. Curvilinear relationships may be due to
higher-order interactions that have not been included into the linear predictor.
• plotting the sorted residuals against the corresponding quantiles of an appropri-
ate distribution, e.g. the normal distribution. This method (the Normal plot) is
particulary useful in checking assumptions of normality in certain models. The
expected normal order statistics may be calculated by
Φ−1
(
i− a
n + 1− 2a
)
, i = 1, . . . , n ,
where a is a suitably chosen constant, 0 ≤ a < 1. A usual choice of a is either 0
or 1/2, McCullagh and Nelder (1989, p.407) suggested the use of a = 3/8.
• plotting the residuals e+ of a model containing a certain explanatory variable x+
say, against the residuals r from a model without this variable. If the additional
variable provides information not contained in X then the plot exhibits a pattern
with a slope βˆ+. (This procedure is called added variable plot.)
The residuals of a GLM have been defined in many ways. Following Gilchrist and Green
(1993) the following definitions may be distinguished:
Modified Pearson residuals. Pearson residuals are probably the most familiar and
most widely used residuals. A modified version thereof is
ePi =
yi − µˆi√
φV (µˆi)/wi
, (7.20)
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where φ/wi ensures that the estimate of Var(Yi) is reasonable. In the case of the normal
distribution ePi = yi− µˆi and in the case of the Poisson distribution ePi = (yi− µˆi)/
√
µˆi.
Standardized Pearson residuals. Since (7.20) depends on µˆi and is hence correlated
with yi a modification leads to the standardized Pearson residual accounting for this
correlation
eSi =
rPi√
1− hii
,
where hii is the ith diagonal element of the so-called hat matrix (see, e.g., Hoaglin and
Welsch , 1978),
H = W−
1
2X(X ′W−1X)−1X ′W−
1
2 , (7.21)
where W is a diagonal matrix of weights wi = E(∂
2li/∂η
2
i ) as defined in (7.15).
Studentized residuals. To obtain residuals that can be compared to a normal dis-
tribution the Pearson residuals may be scaled by an estimate of the (unknown) scale
parameter φ and are given by
eS
′
i =
rPi
φˆ
√
1− hii
.
Deviance residuals. Since the deviance is of great importance in the inference of
GLMs, it is quite natural to define a residual that is based on the individual contribution
to the deviance,
eDi = sgn(yi − µˆi)
√
di ,
where sgn(yi − µˆi) means that eDi is positive if yi > µˆi and negative otherwise, and di
is defined as in (7.18). Standardized and studentized versions of eDi may be obtained
according to the definitions of the Pearson residuals.
There are several other ways to define residuals, e.g. partial residuals or Anscombe
residuals. For a thorough presentation see McCullagh and Nelder (1989).
7.5.2 Leverage and influence
In general, data points with large residuals are suspicious and require further investiga-
tion. Usually, they can be easily detected by using one of the above methods. There are
data points, however, that have small residuals but have a marked effect upon the fit.
Two such kinds of points can be distinguished - leverage points and influential points.
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Common to both is that they appear apart from the rest of the data. Leverage means
that they have a potential influence on the estimates of the parameters, but it does
not necessarily mean that the ‘regression line’ is affected. Influence, on the other hand,
means that an observation has a big effect on the fitted model.
Leverage. Previously, the hat matrix (7.21) was defined to introduce standardized
Pearson residuals. Another important property of the hat matrix H can be seen from
the following identities for the normal-theory linear model:
βˆ = (X ′X)−1X ′y and yˆ = Xβˆ = Hy ,
and thus yˆi can be expressed in terms of H ,
yˆi = hiiyi +
∑
j 6=i
hijyj .
It follows, that for elements hii with large values, the fitted value yˆi is strongly affected
by the observation yi, and thus the covariate structure for that observation is suspicious
of being influential. (These considerations obviously generalize to non-normal GLMs
where H additionally depends on the β’s via the wi’s.) Since the trace of the hat matrix
is equal to the number of parameters in the model, tr(H) = P , a rough measure of the
magnitude of leverage is to compare hii with P/n, the average leverage. If a certain data
point exhibits a value of hii > 2P/n there might be some need for further exploration.
Influence. Whereas leverage is defined to depend only on the design matrix in the
normal case, influence also depends on the value of the response. (For an example,
where a data point has low leverage but is highly influential see McCullagh and Nelder
, 1989.) A measure for influence was introduced by Cook (1977) and is known as the
Cook ’s distance. The analogue for GLMs is given by
ci = (e
S′
i )
2 hii
P (1− hii) . (7.22)
An alternative definition may be given by inserting the studentized version of the
deviance residual instead of the studentized Pearson residual in (7.22). Unfortunately
there is little known about the magnitude of the c’s. A possible solution to this problem
is to refit the data without the suspicious observation and to carry out a test of the
change of the scaled deviances.
A graphical aid which is informative concerning leverage and influence is a plot of
hii(1− hii) against the Cook ’s distance as suggested by Firth (1991).
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7.5.3 Checking the link function and the variance function
In the process of modelling, the link and the variance function are usually chosen in
advance. Sometimes it may be desirable to check whether both are specified adequately.
A check concerning the link function may be carried out using the approach of profile
likelihood. Having embedded the link function into a suitable family, e.g. the one-
parameter Box-Cox family,
ηλ = (g(µ)
λ − 1)/λ for λ 6= 0 ,
ηλ = ln g(µ) for λ = 0 ,
(7.23)
the model with given variance function and linear predictor is fitted for different values
of λ. The resulting values for the maximum likelihood (scaled deviance) can be plotted
against λ and the best fitting member of (7.23) may be found by inspection. An interval
estimate for λ can be based on the χ2-approximation to the distribution of the scaled
deviance.
A similar procedure may be used for testing the adequacy of the variance function.
Again a family of variance functions, e.g. V (µ) = µλ, can be defined and the model
with given link function and linear predictor is refitted for a range of values for λ.
Unfortunately, the definition of the deviance depends on the form of V (µ) and can not
be compared for different values of λ via deviance differences. This requires the usage
of extended quasi–likelihood methods (cf. Nelder and Pregibon , 1989).
To conclude, there are no general rules for model checking and it requires usually skill
and knowledge of the data set. By detection and omitting of special points from a
certain model the behaviour of the whole model might change, i.e., a different link or
variance function might become appropriate or the structure in the linear predictor
might change. The aim, however, is to find a model that can be seen as an adequate
and parsimonious representation of the data.
8Two Special Generalized Linear Models
8.1 Log-linear Models
For various reasons the Poisson distribution plays an important role in the analysis of
categorical response data; this role is similar to that of the normal distribution when
continuous variables are to be analysed. In particular, the Poisson distribution is the
limiting distribution for the binomial as well as for the hypergeometric distribution.
Since it belongs to the exponential family, statistical methods based on the Poisson
distribution share optimality properties such as existence and uniqueness of the ML-
estimates under weak conditions. Log-linear models can be defined as follows:
• Let Y be a random variable defined on N0 = {0, 1, 2, . . .} with probability dis-
tribution
fY (y|µ) = µ
y
y!
· exp(−µ) ,
where the parameter is µ (µ > 0), then Y follows a Poisson distribution, Y ∼
P (µ), with
E(Y ) = µ and V ar(Y ) = µ .
The vector of observations y = (y1, . . . , yn)
′ denotes the n independent real-
izations of the Poisson distributed random vector Y with expectation µ =
(µ1, . . . , µn)
′.
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• The systematic part in the model is given by the linear predictor
η = Xβ ,
where X is a (n × P ) - matrix of covariates and β is the vector of unknown
parameters to be estimated.
• Mean and linear predictor are related by the log link
µ = exp(Xβ) or ln(µ) = Xβ ,
which is the canonical link function in the case of Poisson random variables. Thus
the effects of the independent variables are multiplicative,
µi =
P∏
p=1
exp(xipβp) .
Since the parameters β are linear on the log scale, they have an analogous in-
terpretation to parameters in the classical linear regression context. Due to this
relationship, models belonging to this class of GLMs are termed log-linear models.
The log likelihood for a log-linear model is given by
lP =
n∑
i=1
{yi(x′iβ)− ln yi!− exp(x′iβ)} .
Differentiation with respect to βp yields
∂lP
∂βp
=
n∑
i=1
{xip(yi − exp(x′iβ)} .
The ML estimates βˆ are obtained by solving the estimating equations
n∑
i=1
{xip(yi − exp(x′iβ)} = 0, for p = 1, . . . , P . (8.1)
Since there is not always a closed form solution to (8.1), an iterative procedure has to
be used (cf. section 7.3).
If the design matrix X has full rank and all yi > 0 then it can be shown, that a solution
to (8.1) exists and is unique (cf. Haberman , 1977a; Fahrmeir and Tutz , 1994). The
information matrix is given by
iβ = X
′WX , with W = diag{µ1, . . . , µn} .
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Given a solution to (8.1), βˆ is asymptotically normal with expectation β and an asymp-
totic covariance matrix i−1
βˆ
. Based on these properties, asymptotic confidence intervals
and tests may be constructed.
According to (7.16) the likelihood ratio statistic
Λ(y; µˆ) = −2{l(y; µˆ)− l(y; y)} = 2
n∑
i=1
⎡⎣yi ln
⎛⎝ µˆ(S)i
µˆ
(C)
i
⎞⎠− (µˆ(S)i − µˆ(C)i )
⎤⎦ (8.2)
is asymptotically χ2-distributed with n − P degrees of freedom. As mentioned above
(8.2) is called deviance and is given by
D(y; µˆ) = 2
n∑
i=1
[
yi ln
(
yi
µˆi
)
− (yi − µˆi)
]
.
If model C provides an adequate fit to the data, the mean deviance D(y; µˆ)/rank(XC)
should take a value near to one. Comparisons of different choices of the design matrix X
can be accomplished by examining the difference of the deviances for the corresponding
models as in section 7.4. For diagnostic purposes the deviance residuals may be used,
which for the Poisson case are given by
rDi = sgn(yi − µˆi)
√
di(yi; µˆ) ,
where
di(yi; µˆ) = 2
[
yi ln
(
yi
µˆi
)
− (yi − µˆi)
]
.
8.1.1 Contingency Tables
Log-linear models for contingency tables formally correspond to analysis of variance
methods in the linear model: common to both is the structure of the design matrix
X, which consists only of dummy or indicator variables, which represent categories
of categorical covariates. The popularity of log-linear models is due to the fact that
prior to their introduction in the late sixties (mainly by Goodman , 1964; 1968; 1970)
there was a lack of adequate statistical procedures for the analysis of high dimensional
contingency tables. Since then, many text books have been written that cover the topic
of log-linear analysis (prominent references are, e.g., Bishop et al., 1975; Andersen ,
1980, 1990; Haberman , 1974; 1978; Agresti , 1984; 1990).
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A main property of log-linear models is that their applications are not restricted to mod-
els with a Poisson response. Some basic stochastic mechanisms (‘sampling schemes’),
that lead to different hypotheses and different distributions, can be treated commonly
in the framework of Poisson models. These ideas are illustrated by means of a two-
dimensional contingency table.
Let Yij be a random variable with realizations yij in N0 as above. The indices i, i =
1, . . . , I and j, j = 1, . . . , J correspond to the categories of two discrete variables A and
B. Classification of n = n++ observational units corresponding to the response variables
A and B yields a two-dimensional contingency table with I · J possible entries or cells,
where yij is the number of observations (counts) in cell i, j. Summation over the rows
i or columns j of the table yield the marginal counts
ni+ =
J∑
j=1
yij and n+j =
I∑
i=1
yij .
Hence, the total number of observation can be written as n = n++ =
∑I
i=1
∑J
j=1 yij.
Three different distributional assumptions can be distinguished:
• Poisson sampling: The Yij’s are considered as independent, Poisson distributed
random variables with expectations E(Yij) = µij. This corresponds to a situation
where e.g. during a fixed time interval pedestrians on a main road (assuming
independence) are asked whether they support a certain governmental measure.
Additionally their gender is recorded. The number of interviewed persons n is a
random variable.
• Multinomial sampling: The Yij’s follow a multinomial distribution with parame-
ters n and cell probabilities πij,
f(y11, . . . , yIJ |n, π11, . . . , πIJ) = n!
I∏
i=1
J∏
j=1
π
yij
ij
yij!
.
If, in the example above, the number of pedestrians is fixed instead of the time
available for interviewing, the sampling scheme is multinomial.
• Independent multinomial sampling: The rows (or columns) are independent and
the entries in each row are multinomial distributed with parameters ni+ and
πi1, . . . , πiJ . This corresponds to the case where not only the total number of
interviewed pedestrians is fixed in advance but also the number of pedestrians
belonging to either category of variable A, gender say. Now variable A is explana-
tory rather than a response.
These three designs correspond to three different hypotheses or models that are hier-
archically ordered concerning conditioning on certain marginal quantities.
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• Poisson sampling: ‘multiplicative Poisson model’
µij =
µi+µ+j
µ++
,
where + denotes summation over the related index.
• Multinomial sampling: ‘independence hypothesis’
πij = πi+π+j
• Independent multinomial sampling: ‘conditional homogeneity hypothesis’
πj|i = πj|i′ for all i 6= i′ ,
where πj|i = πij/πi+.
Andersen (1980, pp. 147-153) showed that all three hypotheses are equivalent and lead
to a log-linear model for the expected cell counts
E(y) = µ = exp(Xβ) ,
where the saturated model can be written as
µij = exp
(
β0 + βAi + β
B
j + β
AB
ij
)
. (8.3)
β0 is sometimes called the ‘grand mean’, βAi , i = 1, . . . , I and β
B
j , j = 1, . . . , J are called
‘main effects’ and βABij are termed ‘interaction effects’. Imposing certain constraints
ensures that the design matrix X has full rank. This might be accomplished e.g. by
βA1 = β
B
1 = β
AB
i1 = β
AB
1j = 0 , (8.4)
a parameterization used by GLIM, which has the advantage that each effect of a cat-
egory can easily be interpreted relative to the effect of the first category of the corre-
sponding variable expressed via β0:
β0 = lnµ11 (8.5)
βAi = lnµi1 − β0
βBj = lnµ1j − β0
βABij = lnµij − βAi − βBj + β0
The number of parameters in (8.3) is equal to the number of cells, i.e., 1 + (I − 1) +
(J − 1)+ (I − 1)(J − 1) = I · J . The solution of equations (8.5) thus is µˆij = yij, where
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the observations yij are inserted for the µij. (Nevertheless, when using (8.5) it must be
that all yij > 0.)
In statistical modelling it is a common practice to consider so-called ‘hierarchical mod-
els’ in order to obtain interpretations according to (8.5) and (8.4). A log-linear model
is hierarchical if, whenever a model term β{u} is constrained to zero, all higher (inter-
action) terms containing the same set of superscripts u are also set to zero; that is, if
β{u} = 0 then β{U} = 0 for all {U} ⊇ {u}.
For a two-dimensional contingency table five hierachical models can be specified (model
formulae are given in Wilkinson and Roger’s notation, see section 9):
(i) Model: 1 + A ∗B. This is the saturated model, µˆij = yij.
(ii) Model: 1+A+B. The model without the interaction term, βAB = 0, corresponds
to the three hypotheses for different sample designs. The observed and expected
marginals coincide, µˆi+ = yi+ and µˆ+j = yj+
(iii) Model: 1+A. This model assumes that the distributions in the columns of row i
are identical, µi1 = . . . = µiJ , and the row marginals µˆi+ = yi+ are fixed. As well
as βAB = 0, in this model βB = 0.
(iv) Model: 1 + B. This model is analogous model (iii). The only difference is that
now the rows effects are set to zero, βA = 0, and the column marginals are fixed,
µˆ+j = y+j.
(v) Model: 1. This is the null model without row and column effects. The frequencies
in all cells are uniformly distributed with expectation 1
I·Jµ++ and µˆ++ = y++,
i.e., all β’s except the grand mean are set to zero.
It is a general property of log-linear models for contingency tables of arbitrary dimen-
sion that marginals can be fixed by including the corresponding effects into the model.
In the case of the Poisson design these marginals, determined by a certain model, are
sufficient statistics and the ML estimates in exponential families satisfy the equations,
where the observations are equated with their expectations.
Multinomial and independent multinomial designs as well as Poisson designs result in
exponential families . Birch (1963) proved for the case of three dimensional tables that
the estimated expectations for the cell counts coincide for all three sampling schemes
if the model contains the terms that fix the corresponding margins. Obviously, the
estimates for the β’s coincide as well.
If, for instance, A is assumed to be a response to B but the model 1 +A+B does not
provide a reasonable fit, then the parameters βAB gains special attention, since they
describes the dependency structure between A and B. To be more general, if in a higher
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dimensional contingency table one variable is assumed to be the response, and the rest
to be explanatory, then the highest possible interaction term between the ‘explanatory’
factors has to be included into the fit as well as the main effect of the response. This
corresponds to fitting a null model in the equivalent binomial or multinomial logistic
model. Interaction terms between the response and one or more of the explanatory
variables correspond to fitting main effects or interactions in the equivalent binomial
or multinomial logistic model. It can be shown (cf. Palmgren , 1981) that the Fisher
information is independent of the sampling design and thus standard errors of the
parameter estimates may be obtained.
1+Α∗Β∗
1+Α∗Β+Α∗
1+Α∗Β+Α∗ 1+Α∗Β+Β∗ 1+Α∗
1+Α∗Β+ 1+Α∗ 1+Β∗
1+Α+Β+
1+Α∗Β 1+Α∗ 1+Β∗
1+A+B 1+A+C 1+B+C
1+A 1+B 1+C
1
C
C+Β∗C
C C +Β∗C C
C +ΒC +ΑC
C
C C
FIGURE 8.1. Lattice of all three-dimensional hierarchical log-linear models.
Goodman (1970) distinguished nine hierarchical log-linear models for three dimensions.
Let the variables be A, B and C with categories i, i = 1, . . . , I, j, j = 1, . . . , J and
k, k = 1, . . . , K, respectively. The following gives a list of all these hierarchical log-
linear models, for the corresponding lattice see Fig. 8.1. The interpretations are based
on the Poisson sampling scheme, but are valid as well for the other designs, if it is
reasonable for the corresponding model.
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(i) Model: 1 + A ∗B ∗ C. This is the saturated model with
E(Yijk) = exp
(
β0 + βAi + β
B
j + β
C
k + β
AB
ij + β
AC
ik + β
BC
jk + β
ABC
ijk
)
under suitable constraints.
(ii) Model: 1 + A ∗ B + A ∗ C + B ∗ C. No three-way interaction is included in the
model, βABCijk = 0. There is partial association between each pair of variables,
i.e., no pair is conditionally independent (see the next models). The association
is thus identical between two variables at each level of the third variable.
(iii) Model: 1+A∗B+A∗C. The interaction effect beween B and C is zero, βBCjk = 0.
This is the conditional independence model, i.e., two variables B and C are
independent given one of the categories of A,
P (B = j, C = k|A = i) = P (B = j|A = i) · P (C = k|A = i) .
Two dimensional tables for the classification of B vs. C do not exhibit depen-
dences for different categories of A; this must not necessarily be true for the
B × C marginal table. The conditional independence model is a very important
one, since association observed between B and C might be spurious if there is a
third variable A such that the asscociation disappears, when A is controlled.
Model: 1 + A ∗ B + B ∗ C. This corresponds to conditional independence of A
and C given B.
Model: 1 + A ∗ C + B ∗ C. This corresponds to conditional independence of A
and B given C.
(iv) Model: 1 + C + A ∗ B. This is a model where two second order interactions are
set to be zero, βACik = 0 and β
BC
jk = 0. Variables A and B are independent of C,
or
P (A = i, B = j|C = k) = P (A = i, B = j) .
Only one pair of variables, A and B is conditionally dependent, i.e., C is jointly
independent of A and B. In other words, B and C are conditionally independent
given A and A and C are conditionally independent given B.
Model: 1 + A + B ∗ C. The interpretation is: A is jointly independent of B and
C.
Model: 1 + B + A ∗ C. The interpretation is: B is jointly independent of A and
C.
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(v) Model: 1 + A ∗ B. The variable C does not appear in the model, βCk = 0. This
is the conditional equi-probability model, i.e., the categories of C have equal
probabilities given A and B, or
P (C = k|A = i, B = j) = 1
K
.
Model: 1 + A ∗ C. The interpretation is: conditional uniform distribution of B
given A and C.
Model: 1 + B ∗ C. The interpretation is: conditional uniform distribution of A
given B and C.
(vi) Model: 1 + A + B + C. This is the mutual independence model, where no inter-
actions are included in the model,
P (A = i, B = j, C = k) = P (A = i)P (B = j)P (C = k) .
There is neither conditional nor marginal dependence.
(vii) Model: 1 +A+B. The variable C is not included in the model and A and B are
independent,
P (A = i, B = j) = P (A = i)P (B = j) .
Model: 1+A+C. The interpretation is: conditional equi-probability of B; A and
C independent.
Model: 1+B+C. The interpretation is: conditional equi-probability of A; B and
C independent.
(viii) Model: 1 + A. Only variable A is in the model. Given A, all cells of the B vs C
tables have equal probability,
P (B = j, C = k) =
1
J ·K .
Model: 1 + B. The interpretation is: conditional equi-probability in the A vs C
table, given B.
Model: 1 + C. The interpretation is: conditional equi-probability in the A vs B
table, given C.
(ix) Model: 1. This is the null model where all cells have equal probability
P (A = i, B = j, C = k) =
1
I · J ·K .
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8.1.2 Special Structures in Contingency Tables
So far, log-linear models have been discussed in which a full parameterization reflects
all the effects corresponding to the entire crossclassification. These provide the basic
foundation of a variety of models that take special structures into account to specify
a specific hypothesis. This section mainly concerns two of these types of models – as-
sociation and symmetry models. The presentation (without loss of generality) restricts
itself to the case of two-way tables to clarify the ideas.
Association models. Whereas the models in Section 8.1.1 are invariant concerning
permutations of rows and columns, this is not the case if some of the crossclassifying
variables have ordinal structure. Many proposals (cf. McCullagh , 1980; Agresti , 1984;
1990; Tutz , 1989; 1990b; 1994) explicitly formulate this ordinal structure and can be
seen as extensions to the log-linear approach. In a number of papers, Goodman (1979a,
1979b, 1981, 1985) discusses models where the interaction terms βAB are reparame-
terized to reflect the ordinal structure. In the most general case of the so-called ‘row-
and-columns-model’(RC-model), the interaction is set to be
βABij = ρ φ
A
i φ
B
j ,
that is
E(Yij) = µij = exp
(
β0 + βAi + β
B
j + ρ φ
A
i φ
B
j
)
. (8.6)
The parameters φAi and φ
B
j reflect the scaling of the categories for rows and colums, and
ρ corresponds to a correlation parameter, i.e., ρ describes the strength of association.
The independence model is the special case where ρ = 0. If φAi and φ
B
j are known, then
(8.6) defines a log-linear model and the parameters β and ρ can be estimated as in
the previous section. Equidistant scoring is obtained by defining φAi = i and φ
B
j = j
or by their zero-sum equivalents φAi = i − (I + 1)/2 and φBj = j − (J + 1)/2. This
model is called the linear-by-linear asscociation model and requires only one parameter
to describe association, regardless of the number of rows and columns, whereas the
saturated model (8.3) requires (I − 1)(J − 1) parameters.
A simplification of the linear-by-linear association model is given when only the rows
(or the columns) of the table are considered to be ordinal. This leads to the so-called
row effects (or column effects) model, where the ordered values ρφAi are replaced by
the unordered parameters ϕi,
βABij = ϕiφ
B
j .
The φBj are fixed constants (as above) and the ϕi are called row effects. (Constraints on
the ϕi’s are needed to produce unique estimates of the parameters.) The interpretation
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is, if ϕi > ϕ
′
i, Y is stochastically higher in row i than in row i
′. Hence, as ϕi increases,
subjects are more likely to make higher responses on the ordinal scale.
If φAi and φ
B
j have to be estimated, then (8.6) defines a log-nonlinear model, which
requires the additional constraints
∑
i(φ
A
i )
2 =
∑
j(φ
B
j )
2 = 1 to be estimable. Andersen
(1980, p.210) refers to this as the multiplicative interaction model; other terms are
bilinear or biadditive models (cf. de Falguerolles and Francis , 1992).
Symmetry models. A symmetry model for a square table is defined by
E(Yij) = µij = exp(β
0 + βAi + β
B
j + β
AB
ij ) ,
where both classifications have the same single-factor parameters, βAi = β
B
j if i = j
(i = 1, . . . , I, j = 1, . . . , I), and all βABij = β
AB
ji . Overparameterization can be avoided
by setting
∑
i β
A
i = 0 and
∑
i β
AB
ij = 0. The likelihood equations are given by
µˆij + µˆji = yij + yji for all i and j ,
with solutions that satisfy the symmetry condition
µˆij =
yij + yji
2
for all i and j .
The Pearson statistic for testing the goodness-of-fit for the symmetry models is
∑
i
∑
j<i
(yij − yji)2
yij + yji
,
which is χ2-distributed with df = I(I − 1)/2.
Since the symmetry model is highly structured and implies marginal homogeneity
(πi+ = π+i, i = 1, . . . , I) it rarely provides a good fit to data. Relaxing the assumption
of the single-factor parameterization βAi = β
B
i the model
E(Yij) = µij = exp(β
0 + βAi + β
B
j + β
AB
ij ) ,
becomes the quasi-symmetry model, where βABij = β
AB
ji for all i 6= j. Again the model
treats the factors A and B as nominal, but unlike the symmetry model, marginal
homogeneity is not implied. The likelihood equations are given by
µˆi+ = yi+ i = 1, . . . , I ,
µˆ+j = y+j j = 1, . . . , I ,
µˆij + µˆji = yij + yji for all i 6= j ,
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where given the third equation, one of the first two is redundant. The quasi-symmetry
model has (I − 1)(I − 2)/2 residual degrees of freedom and can be applied to 3 × 3
tables and larger. Since this model is symmetric concerning the odds ratios
yij yII
yiI yIj
=
yji yII
yjI yIi
for all i and j ,
it was termed the symmetric association model by Goodman (1979a).
Whereas quasi-symmetry models have the multiplicative form
P (Yij = yij) = αiβjγij where γij = γji for all i and j ,
in the complete symmetry model αi = βi for all i. A different model is the quasi-
independence model, where
P (Yij = yij) = αiβj for i 6= j ,
and
P (Yii = yii) = αiβiγii ,
The quasi-independence model is a special case of the quasi-symmetry model in which
all γij’s are identical for i 6= j. Both models coincide for 3×3 tables (Caussinus, 1965).
The log-linear form of the quasi-independence model is
E(Yij) = µij = exp(β
0 + βAi + β
B
j + δijβ
AB
ij ) , (8.7)
where δij is the indicator function
δij =
{
1 , for i = j
0 , for i 6= j .
It is often found in square tables that the main diagonal cells have larger counts than
the off-diagonal cells. Furthermore, the independence hypothesis must be rejected only
for that reason. A quasi-independence structure is given, when in a square contingency
table the classifying variables are independent, given that the row response differs from
the column response. The dependence is only due to the fact that the main diagonal
frequencies are larger than expected under the independence hypothesis. In model (8.7)
the first three terms reflect independence, whereas the third allows for departures from
that structure and βABij may take arbitrary positive values. Off the diagonal all odds
ratios are equal to 1. The likelihood equations for the quasi-independence model are
µˆi+ = yi+ i = 1, . . . , I ,
µˆ+j = y+j j = 1, . . . , I ,
µˆii = yii i = 1, . . . , I ,
8.1. Log-linear Models 87
and require an iterative procedure, such as the Newton-Raphson, to get solutions for
µˆij for i 6= j. The residual degrees of freedom are (I − 1)2 − I for tables of size 3 × 3
and larger.
8.2 Logit Models
Binomial data or, as a special but prominent case, binary data are often met in applied
statistical work. The use of linear models to fit such data may lead to serious problems.
Probabilities must fall between 0 and 1, whereas linear functions take values on the
whole real line. Hence predicted values for π can easily be larger than 1 or smaller
than 0 if the x’s are sufficiently large or small. The second problem concerns the
conditional distribution of the response variable given the x’s. Ordinary least squares
estimators are not optimal, since a necessary condition, constant variability, is not
satisfied. There is very little exact sampling theory available, and thus asymtotic results
have to be used very cautiously. Binomial distributions with known parameter m, the
number of trials, are members of an exponential family, but compared to the Poisson
the binomial distribution entails more technical difficulties. Logit (or linear logistic
models are defined as follows:
• Let Y be a random variable defined on {0, 1, 2, . . . ,m} with probability mass
function
fY (y|m,π) =
(
m
y
)
πy(1− π)m−y for y ∈ {0, 1, 2, . . . ,m} ,
where the parameters are m ∈ N and π ∈ [0, 1]. Then Y follows a binomial
distribution, Y ∼ B(m,π), with
E(Y ) = mπ and V ar(Y ) = mπ(1− π) .
The vector of response variables y = (y1, . . . , yn)
′ denotes the n independent
realizations of the binomial distributed random vector Y with expectations µ =
(µ1, . . . , µn)
′.
• The systematic part in the model is given by the linear predictor
η = Xβ ,
where X again is a (n×P ) - matrix of covariates and β is the vector of unknown
parameters to be estimated.
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• Mean and linear predictor are related by the logit link
µi = mi
exp(x′iβ)
1 + exp(x′iβ)
or ln
(
µi
mi − µi
)
= x′iβ ,
which corresponds to
πi =
exp(x′iβ)
1 + exp(x′iβ)
or ln
(
πi
1− πi
)
= x′iβ .
which is the canonical link function in the case of binomial random variables.
Thus the effects of the independent variables are additive on the logit scale and
the interpretation of the parameters β is analogous to parameters in the classical
linear regression context.
The inverse of the logit function is the cumulative distribution function of the logistic
distribution and guarantees that estimates for the πi’s do not exceed 1 or fall below
0. Due to this relationship, models belonging to this class of GLMs are termed linear
logistic models. In principle, any distribution function for a continuous random variable
defined on the whole real axis could be used as a link function for binomial response
models (in biomedical practice the cdf of the normal distribution is frequently used
– the model is then called the probit model), but the logistic function has desirable
statistical properties as it is the natural or canonical link function (cf. Section 7).
Additionally, the logistic transform defines the log odds ratio to be
ln
(
π1
1− π1
/
π2
1− π2
)
= β1 − β2 ,
which essentially facilitates the interpretation of the β’s.
The log likelihood for a linear logistic model and the estimation equations are given in
Section 7.3. Again iterative procedures are required to obtain the estimates.
If the Yi, i = 1, . . . , n are sums of mi pairwise independent and identically Bernoulli
distributed random variables Y
(1)
i , . . . , Y
(mi)
i (i.e. Y
(j)
i , j = 1, . . . ,mi can only take
the values 0 or 1, respectively), then the log likelihood of a linear logistic model for
Y ′ = (Y (1)i , . . . , Y
(mi)
i ),
l(βi; yi) =
n∑
i=1
⎧⎨⎩
mi∑
j
[
y
(j)
i (x
′
iβ)− ln(1 + exp(x′iβ))
]⎫⎬⎭
is proportional to (7.9) and leads to the same results in the framework of likelihood
theory.
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If the design matrix X has full rank and all yi’s take values such that 0 < yi < mi,
then a solution to (7.14) exists and is unique (cf. the assumptions for log-linear model).
The information matrix is given by
iβ = X
′WX ,
with
W = diag
(
π1(1− π1)
mi
· · · πn(1− πn)
mi
)
.
Under these conditions βˆ is asymptotically normal with expectation β and an asymp-
totic covariance matrix i−1
βˆ
. Again, based on these properties asymptotic confidence
intervals and tests may be constructed.
Let XC be the design matrix of model C that is hierarchically simpler than model M
with design matrix XM, and βˆ
C
the ML estimates for the parameters in the linear
logistic model C. Then the likelihood ratio statistic is
Λ = −2{l(βˆC; yi)− l(βˆM; yi)}
= 2
n∑
i=1
[
yi ln
(
µˆMi
µˆCi
)
+ (mi − yi) ln
(
mi − µˆMi
mi − µˆCi
)]
is asymptotically χ2-distributed with PM − PC degrees of freedom, where PM denotes
the number of estimated parameters under model M and PC is defined accordingly.
(A discussion on existence and uniqueness of maximum likelihood estimates in the
linear logistic model can be found in Albert and Anderson , 1984 and in Silvapulle and
Burridge , 1986.)
For diagnostic purposes again the deviance residuals
eDi = sgn(yi − µˆi)di(yi; µˆ)
might be used, where
di(yi; µˆ) = 2
[
yi ln
(
yi
µˆi
)
+ (mi − yi) ln
(
mi − yi
mi − µˆi
)]
.
Alternatively, the Pearson residuals may be used, which in the case of linear logistic
models are given by
ePi =
(yi − µˆi)√
miπˆi(1− πˆi)
.
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8.3 Generalized Logit Models and Log-linear Models
As will be briefly reviewed in this section, log-linear models are equivalent to logit mod-
els, when in log-linear models a distinction is made between explanatory and response
variables. The models, designed for categorical response variables having more than
two response categories are generalizations of logistic models with a binary response.
A first step to show this relationship is to introduce logit models for a multinomial
response:
• Let Y be a random vector (Y (1), . . . , Y (M))′ with support
{
(y(1), . . . , y(M))
∣∣∣∣y(m) ∈ {0, . . . , N}, M∑
m=1
y(m) = N
}
.
Y is multinomially distributed with parameters N ∈ N0 and π′ = (π(1), . . . , π(M))′,
where π(1) + . . .+ π(M) = 1, i.e., Y ∼M(N,π). The probability mass function is
given as
fY (y|n,π) = n!
y(1)! · · · y(M)!
M∏
m=1
(
π(m)
)y(m)
,
E(Y ) = nπ ,
and
V ar(Y ) = n
⎛⎜⎜⎝
π(1)(1− π(1)) · · · −π(1)π(M)
...
. . .
...
−π(1)π(M) · · · π(M)(1− π(M))
⎞⎟⎟⎠ .
The matrix Y = (y1, . . . ,yn) of response variables denotes the n independent
realizations of the M -dimensional multinomial distributed random vectors Y
with expectations µ = (µ1, . . . ,µn)
′ and known parameters N = (N1, . . . , Nn).
• The systematic part in the model is given by the linear predictor
η = Xβ ,
where X again is a (n × P )-matrix of covariates and β is a (P ×M)-matrix of
unknown parameters, and has to be constrained to ensure estimability.
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• One possibility of generalizing the logit link is to choose a reference category, the
first say, and to map π(m) onto ln(π(m)) − ln(π(1)). In analogy to the binomial
case
ln
⎛⎝π(m)i
π
(1)
i
⎞⎠ = x′iβ(m) for m = 2, . . . ,M , (8.8)
leads to
ln
⎛⎝µ(m)i
µ
(1)
i
⎞⎠ = ln
⎛⎝Niπ(m)i
Niπ
(1)
i
⎞⎠ = x′iβ(m) for m = 2, . . . ,M ,
or
π
(m)
i =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
1 +
M∑
k=2
exp(x′iβ
(k))
for m = 1
exp(x′iβ
(j))
1 +
M∑
k=2
exp(x′iβ
(k))
for m = 2, . . . ,M
To obtain a log-linear representation (8.8) may be rewritten as
ln
(
µ
(m)
i
)
= ψi + x
′
iβ
(m) for m = 2, . . . ,M , (8.9)
where ψi = lnµ
(1)
i . (8.9) is a log-linear model for the expectation of the random matrix
Y = (y1, . . . ,yn). The parameters ψ and β can be estimated under a Poisson distri-
bution, since the conditional likelihood function for the Poisson model is proportional
to the likelihood of the multinomial model when the Ni’s are fixed.
To be more specific, consider a three-way contingency table with classifying variables
A, B and C, where C is assumed to be a response to A and B. Let πm|ij denote the
probability of response m, when A is at level i and B at level j. The log-linear model
corresponding to the main-effects multinomial logit model for category m is
ln
(
πm|ij
π1|ij
)
= ln
(
µijm
µij1
)
= λm + λ
A
im + λ
B
jm for m = 2, . . . ,M , (8.10)
where λm = (β
C
m − βC1 ), λAim = (βACim − βACi1 ) and λBjm = (βBCjm − βBCj1 ). The intercepts,
the effects λAim of A, and the effects λ
B
jm of B depend on m and have to be interpreted
accordingly. They refer to category 1, the reference category. Given m, A and B are
additive in this model. Linear constraints, such as
∑
i λ
A
im =
∑
j λ
B
jm = 0, are required
for identifiability.
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Models for ordinal responses are obtained by suitable parameterization. Again rewriting
(8.8) yields
ln
(
µ
(m)
i
)
= ψi + γm + (m− 1)x′iβ(m) for m = 2, . . . ,M ,
which is a generalization of the column effects model (see Section 8.1.2). Other ordinal
models can be generalized in a similar way (see, e.g., McCullagh , 1980; Agresti , 1984;
Tutz , 1994).
9The Software Package GLIM
The interactive program GLIM is a statistical package that has been designed espe-
cially to facilitate maximum likelihood fitting of generalized linear models. GLIM is
an acronym for ‘Generalized Linear Interactive Modelling’. There are two reasons why
a short outline of this program is presented here. The first is that GLIM enables the
applied statistician to analyse data in a convenient and flexible framework. As can be
seen from Section 7, standard statistical models prove to be special cases of GLMs.
They include the classical regression model, analysis of variance and covariance, a
range of log-linear models for count data, and logit and probit models for the analysis
of proportions or binary responses. Moreover, an extensive set of models can be fit-
ted in GLIM by redefining them as GLMs (for a detailed presentation in a statistical
modelling framework see Aitkin et.al., 1989). The second reason is that most of the
examples in this monograph have been computed using GLIM. The code that specifies
these models is given to facilitate the presentation as well as to illustrate their relation
to GLMs.
Besides tools for data manipulation, description, display and presentation, the heart of
GLIM are the model specification and model fitting facilities.
Some basics
GLIM is interactive in the sense that the user supplies a directive to the system and
(immediately) gets an answer. The general form of a directive is
$directive name [ item ]s
where $ is the directive symbol, immediately followed by a directive name and a (pos-
sibly empty) sequence of items, an item being a token that is not a directive name.
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Besides directive names tokens are defined to be identifiers, values, keywords, opera-
tors and separators. The following conventions are used: Text appearing in typeface
are GLIM directive names, elements in italic denote items. SANS SERIF is used to give
complete GLIM statements. Additionally, square brackets ([ ]) are used as metasym-
bols to denote optional appearance of their contents and curly brackets ({ })appear in
syntax definitions to denote a forced choice from alternatives. (It should be noted, that
the syntax given here only comprises the subset of the complete GLIM syntax, that
is necessary to satisfy the requirements met in this monograph. To ease readability,
none of the possible short forms of the directives have been used here. The full set of
features and the corresponding syntax is given in Francis et. al., 1993.)
Data Structures
The GLIM language is vector-based. That means, data structures the user refers to by
identifiers, usually are (n× 1)-column vectors, unless specified as scalars. If the length
n of a vector is not explicitly specified the system assumes the standard length which
is defined by the directive
$SLENGTH integer
A vector may be explicitly defined by
$VARIATE [integer1] identifier(s)
The length depends on integer1, or is the standard length if integer1 is missing. An
implicit definition of vectors (and scalars) results from the directive
$CALCULATE identifier = arithmetic expression
where the length of the left-hand identifier depends on the arithmetic operation of the
right-hand side. A different way to define vectors is the directive
$ASSIGN vector =
⎧⎪⎨⎪⎩
number
scalar
vector
⎫⎪⎬⎪⎭ [ ,
⎧⎪⎨⎪⎩
number
scalar
vector
⎫⎪⎬⎪⎭ ]s
Three types of explanatory variables have to be distinguished: continuous, ordinal and
categorical covariates. GLIM provides means to handle them in a convenient way. For
declaration of a categorical explanatory variable a vector is assumed to contain integers
from the set 1, . . . ,M , where M is the number of categories. The statement
$FACTOR [integer1] vector integer2 [vector integer2]s
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defines a vector or vectors to be treated as factors of length integer1 having integer2
levels. Again omitting the optional integer1 results in factors of standard length. The
$FACTOR directive creates a set of dummy variables corresponding to the number of
levels integer2. Let A be a vector that contains the numbers (1, 1, 2, 2, 3, 3). Then the
statement
$FACTOR 6 A 3
creates the dummy variables a1, a2, a3 (not accessible to the user) such that
unit A a1 a2 a3
1 1 1 0 0
2 1 1 0 0
3 2 0 1 0
4 2 0 1 0
5 3 0 0 1
6 3 0 0 1
The system function %GL(m,k), which is an abbreviation for generate levels, allows for
the definition of a vector containing the numbers that correspond to m levels with k
repetitions for each level. The above specification would have been obtained by the
statements:
$FACTOR 6 A 3
$CALCULATE A=%GL(3,2)
The factor-directive has consequences only for the parameter estimation process (to
be described later), where the dummy variables a1, a2, a3 are used instead of the variable
A. The two above lines can be replaced by
$GFACTOR 6 A 3
The directive
$GFACTOR [integer1] vector integer2 [vector integer2]s
is an alternative way to declare one or more factors with optional length integer1
and integer2 number of levels. The advantage of using the gfactor-directive is that
i) factors are simultaneously declared and set up with the appropriate values (like
using %GL(m,k), where k is now calculated from integer1/integer2 and must be integer-
valued), and ii) all factors for a balanced multi-way table can be calculated by one
directive. The first factor, A, is varying least frequently and the last factor, C, varying
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most frequently. The product of the levels of all factors must be integer1 or equal to
the standard length, if integer1 is ommited.
If A is an ordinal explanatory variable (i.e a vector with elements from N) rather than
a factor, the factor-directive has to be omitted or if once specified, a redefinition to a
vector may be accomplished by
$VARIATE 6 A
Continuous covariates are simply vectors that contain numbers that correspond to the
observations.
Finally, data input may be accomplished by the directive
$READ vector(s) reals
This is a facility to input free-formatted data, where data values follow unit by unit
with reals separated by spaces or new lines.
Model Specification
Corresponding to the definition of GLMs a model is specified by a response variable, its
probability distribution, the linear predictor and a link function. A vector is declared
to be the response variable in the model by the directive
$YVARIATE vector
The specification of the probability or error distribution requires the statement
$ERROR letter [ identifier]
where letter is (besides others) one of the following:
B Binomial
N Normal
P Poisson
Only in the case of a binomial distribution the identifier is specified and is the vector
that contains the elements of the binomial denominator (if e.g. ri = ki/ni are rela-
tive frequencies, then the vector specified by the $yvariate-directive contains the ki’s
whereas the ni’s are stored in identifier).
The linear predictor that enters the model during the model fitting process has to be
related to the expectation via the link function, which is specified by the directive:
$LINK letter
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letter is (besides others) one of the following:
G logit link (default for the binomial distribution)
I identity link (default for the normal distribution)
L log link (default for the Poisson distribution)
Model Fitting
Having declared all the necessary ingredients a generalized model can be fitted to data
by
$FIT model formula
This statement invokes the computation of ML-estimates using the IRLS–algorithm,
as described in Section 7.3. model formula specifies the linear predictor and uses
a notation introduced by Wilkinson and Rogers (1973). The main concepts of this
notation shall be presented briefly in the following.
(i) Let names beginning with a letter from the first half of the alphabet refer to
factors such as A, B, C, and letters from the second half to continuous covariates,
such as X. In the model formula X stands for itself, a single vector, while A
stands for a set of dummy variables, one for each level. Thus the terms in the
model formula represent vector-subspaces of the design space and do include the
covariates explicitly. Parameters occur implicitly, one per vector in each subspace.
(ii) The dot operator. This operator, used in forming compound terms, implies the
formation of all product vectors of the constituent elements. The dot operator is
commutative, so that A.X ≡ X.A, and associative so that A.(B.C) ≡ (A.B).C. Fur-
thermore,
A.A ≡ A ,
since, besides the dummy variables for A , the resulting set contains only null vec-
tors without contribution to the linear predictor. Though, according to Wilkinson
and Roger’s (1973) the compound term X.X results in a vector with components
x2, GLIM (release 4) does permit the use of the dot operator involving two or
more continuous variates and defines
X.X ≡ X ,
and X.Z being a vector with components x · z.
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(iii) The + operator. Terms in a model formula can be joined by using the + operator,
just as in the algebraic form. Repetitions of terms are ignored so that
A+A ≡ A
The + has lower priority than the dot, hence
A.B+C ≡ (A.B)+C
The dot is distributive with respect to the +, so that
A.(B+X) ≡ A.B+A.X
(iv) The ∗ operator. The crossing operator is used mainly to simplify the specification
of hierarchical models,
A∗B∗C ≡ A+B+C+A.B+A.C+B.C+A.B.C
In these expansions e.g. A and B may themselves be model formulae. The ∗
operator is associative, and distributive with respect to + so that
A∗(B+C) ≡ A+(B+C)+A.(B+C)
≡ A+B+C+A.B+A.C
≡ A∗B+A∗C
(9.1)
If a compound term such as A.B appears in a model formula together with both
its constituent terms A and B it is called the interaction between A and B, A.B
without A and B is a reparameterization.
(v) The - operator. This operator has the obvious meaning of deleting terms from a
model formula. Thus
A∗B-A.B ≡ A+B
A model term not mentioned so far is the grand mean, denoted as 1 in GLIM,
which corresponds to a vector where all elements are 1. This term is always
automatically included in the linear predictor unless explicitly deleted by the -
operator.
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Having supplied the $fit -statement with the appropriate model formula to the GLIM
system, the response is the result of the corresponding fit, i.e., GLIM provides the
(scaled) deviance of the fitted model and the residual degrees of freedom. The directive
$DISPLAY letter(s)
prints components of output from the previous fit in sequence given by letter(s) . Some
of the valid options for letter(s) are:
C the correlation of the parameter estimates
E the parameter estimates and their standard errors
M the model specification for the response variable, error, and link,
followed by the linear predictor given as a sum of simple terms
R parallel listing (i.e. a row for each unit) of the dependent variate,
fitted values and the modified Pearson residual,
for binomial error the binomial denominator is also printed
Miscellaneous
Various directives are provided for tabulation and graphical display of the data. A
macro language allows the user to tailor the system for special needs and built up
complex batch processing. Some of the commands will be presented in the examples
in Part III when they are used to facilitate model specification and fitting. The scope
of standard models can be easily extended by accessing and possibly modifying the
system structures in every step of the IRLS-algorithm, so that ML-fitting of models is
possible that otherwise would require complex programming.
Part III
Application of GLMs
to Item Response Models

The aim of this part of the monograph is to show how the latent variable models
presented in the first part of the monograph can be incorporated into the framework
of generalized linear models.
It turns out that the unification of methods provides a numerous advantages. Different
developments of what appear to be unrelated approaches have a unified treatment.
This concerns theoretical aspects, such as results from ML-theory in the exponential
family, as well as solutions to practical problems like model specification or applied
data analysis. Fitting a sequence of hierarchical models and testing their adequacy
corresponds to a variety of specialized tests, developed in the psychometric framework
rather independently. The relationship to other models, not necessarily latent variable
models, becomes obvious and helps to bridge the gap between substantive research and
statistical methodology, leading to mutual benefit for both disciplines.
To reestablish notation, the Rasch model (3.1) is given by
P (Yij = yij|ξi) = exp(yij(ξi − λj))
1 + exp(ξi − λj) ,
where P (Yij = yij|ξi) is the probability that subjects i, i = 1, . . . , n responds to item
j, j, j = 1, . . . , J so that yij takes the values 1 or 0, respectively. A straightforward
approach to estimate the parameters is to solve the estimation equations based on the
unconditional likelihood
ri =
J∑
j=1
exp(ξi − λj)
1 + exp(ξi − λj) , i = 1, . . . , n
and
sj =
n∑
i=1
exp(ξi − λj)
1 + exp(ξi − λj) , j = 1, . . . , J
where ri and sj are the sufficient statistics for ξi and λj. Thus a logistic regression
model has to be fitted to the binary sequences yi.
Example. The table below gives fictitious data (cf. Fischer , 1974, p. 528) from a
questionnaire where n = 10 subjects responded to J = 4 items, (I1,. . .,I4). The GLIM
statements to fit the unconditional Rasch model are:
(1) $SLENGTH 10
(2) $READ I1 I2 I3 I4
0 1 1 0
1 0 1 1
1 1 0 0
1 1 1 0
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1 0 0 0
0 1 1 0
0 0 1 0
0 0 1 0
0 1 1 1
0 1 0 1
(3) $CALCULATE R=I1+I2+I3+I4
(4) $SLENGTH 40
(5) $ASSIGN Y=I1,I2,I3,I4
(6) $ASSIGN SCORE=R,R,R,R
(7) $CALCULATE XI1=(SCORE==1)
(8) $CALCULATE XI2=(SCORE==2)
(9) $CALCULATE XI3=(SCORE==3)
(10) $CALCULATE H=%GL(4,10)
(11) $CALCULATE L1=(H==1)+(H==4)∗(-1)
(12) $CALCULATE L2=(H==2)+(H==4)∗(-1)
(13) $CALCULATE L3=(H==3)+(H==4)∗(-1)
(14) $CALCULATE DEN=1
(15) $YVARIATE Y
(16) $ERROR B DEN
(17) $LINK G
(18) $FIT L1+L2+L3+XI1+XI2+XI3-1
(19) $DISPLAY E
This code looks rather complicated due to the parameterization, since zero-sum con-
straints have been used (i.e.,
∑
j λj = 0) instead of GLIM’s default settings for factors
(λ1 = 0), and each level of the λ’s and the ξ’s has been defined explicitly. After read-
ing the data, line (3) generates the sufficient statistics for the ξi’s. Now the standard
length is redefined to n ·J and the dependent variable Y is constructed by stacking the
data vectors. The vector SCORE of the sufficient statistics for the ξi’s has to be built up
analogously, lines (5) and (6). The next three statements in lines (7) to (9) generate the
zero-sum dummies for the ξi’s. (The $calculate statements makes use of the logical
equals-operator: ‘==’. The resulting element of an identifier takes the value 1 whenever
a logical expression is true and 0 otherwise.) Since only J−1 subject parameters ξ can
be estimated (cf. Section 3.2), there are three dummies to be calculated. Lines (10)
to (13) correspondingly generate the dummies for the λj’s. DEN in line (14) denotes
the binomial denominator used in the $error specification, line (16), which takes the
values 1 in the case of a Bernoullli distribution. After declaring Y to be the response
in line (15) and the logistic function to be the link (17) (a statement which could have
been omitted, since the logit link is default for the binomial distribution) (18) and (19)
are used to fit the model and display the estimates.
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The output from the last two lines is given by
scaled deviance = 44.273 at cycle 3
residual df = 34
estimate s.e. parameter
1 -0.4972 0.6272 L1
2 0.4972 0.6272 L2
3 1.030 0.6617 L3
4 -1.260 0.5721 XI1
5 1.458e-17 0.4750 XI2
6 1.260 0.7202 XI3
scale parameter 1.000
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The Dichotomous Log-linear Rasch Model
10.1 Derivation of the Model
Several authors, e.g. Tjur (1982), have showed that the Rasch model corresponds to a
log-linear model and thus can be fitted using GLIM (Dittrich and Hatzinger , 1981).
A brief outline of Tjur ’s formulation is the following. Let
E(ny) = exp(ξi −∑j|yλj) (10.1)
be the expected number of subjects with response pattern y (j|y denotes summation
over all items in y with ‘correct’ responses) when crossclassifying the observations
into a 2J contingency table according to the item responses, with ξi as a parameter
describing the ‘ability’ of subject i having r ‘correct’ responses in y and n =
∑
y ny.
The expectation (10.1) may be written in multiplicative form
E(ny) = θi
∏
j|yνj . (10.2)
Under Poisson sampling (cf. Section 8.1.1) the likelihood is given by
L =
∏
y
exp(−θi∏j|yνj)
[
θi
∏
j|y νj
]ny
ny!
=
1∏
y ny!
· exp(−∑
y
θi
∏
j|yνj) ·
∏
y
[θi
∏
j|y
νj]
ny
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Using
∑
y θi
∏
j|yνj =
∑J
r′=0 θr′γ(r
′; ν1, . . . , νJ) and n =
∑
r nr yields
L =
n!∏
y ny!
· exp(−∑
y
θi
∏
j|yνj) ·
[∑
y θi
∏
j|y νj
]n
n!
· (10.3)
·
∏
y
[
θi
∏
j|y νj
]ny
∏J
r=0
[∑J
r′=0 θr′γ(r
′; ν1, . . . , νJ)
]nr
After expanding (10.3) by
∏J
r=0 γ(r; ν1, . . . , νJ)
nr and some rearrangement the Poisson
likelihood becomes
L =
n!∏
y ny!
· exp(−∑
y
θi
∏
j|yνj) ·
[∑
yθi
∏
j|yνj
]n
n!
·
·
J∏
t=0
[
θtγ(t; ν1, . . . , νJ)∑J
r′=0 θr′γ(r
′; ν1, . . . , νJ)
]nr
·
∏
y
(∏
j|yνj
)ny
∏J
r=0 γ(r; ν1, . . . , νJ)
nr
,
where the θ’s in the last term cancel due to
∏
y θ
ny
i =
∏J
r=0 θ
nr
t , since θr = θi for all i
with response patterns y that satisfy
∑
j yij = r.
Now, let µ be the parameter of a Poisson distribution,
µ =
∑
yθi
∏
j|yνj
and qr be the probability that a given subject is in scoregroup r given the total number
of observed subjects n =
∑
y ny, then the likelihood (10.3) becomes
L =
µn
n!
exp(−µ) · n!∏
y ny!
(qn00 · · · qnJJ ) ·
exp(−∑j λjsj)∏
r γ(r;λ1, . . . , λJ)nr
. (10.4)
The likelihood (10.4) decomposes into a product of the conditional likelihood of the
Rasch model (3.7), and a function of the remaining parameters. The Poisson likelihood
for (10.2) is the product of the Poisson probability of sampling n subjects, a multi-
nomial distribution, given n, for the number of subjects ny with response pattern y,
parameterized by probabilities qr for obtaining score r,
qr =
θrγ(r; ν1, . . . , νJ)∑J
r′=0 θ
′
rγ(r
′; ν1, . . . , νJ)
,
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and the conditional distribution of y given the marginals r. In fact (10.4) is not the
likelihood for the conditional Rasch model but for an extended Rasch model (Martin-
Lo¨f , 1973), where the marginals Ri are assumed to be random with distribution qr =
P (Ri = r) and assuming free variability of the vector (q0, . . . , qJ) on a J–dimensional
probability simplex with
∑J
r=0 qr = 1.
A different treatment is given by Kelderman (1984). Assuming a suitable distribution
G(ξ) for the subject parameters the probability of observing response pattern yi is
P (Yi = yi) =
∫
P (Yi = yi|ξ)dG(ξ)
Inserting the Rasch model yields
P (Yi = yi) =
∫ exp(ξir) exp(−∑j λjyij)∏
j(1 + exp(ξi − λj))
dG(ξ)
= exp(−∑
j
λjyij)
∫ exp(ξir)∏
j(1 + exp(ξi − λj))
dG(ξ) (10.5)
Similarly, the probability of observing a certain marginal score is
P (Ri = r) = γ(r;λ1, . . . , λJ)
∫ exp(ξir)∏
j(1 + exp(ξi − λj))
dG(ξ)
Thus, equation (10.5) may be written as
P (Yi = yi) =
exp(−∑j λjyij)
γ(r;λ1, . . . , λJ)
· P (Ri = r) , (10.6)
and has the log-linear representation for the expected cell count
lnE(ny) = ln (n · P (Y = y)) = τ (r)∗ −
∑
j
λjyj , (10.7)
where yj = 0 or 1, according to the response pattern y, and
τ (r)∗ = ln
(
n · P (R = r)
γ(r;λ1, . . . , λJ)
)
.
Model (10.7) is a log-linear representation of the Rasch model using a non-parametric
marginal likelihood approach for estimating the λj’s (cf. Section 3.2).
The log-linear Rasch model based on the conditional approach is obtained by using
P (Yi = yi|Ri = r) = P (Yi = yi)
P (Ri = r)
=
exp(−∑j λjyij)
γ(r;λ1, . . . , λJ)
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instead of (10.6), i.e.,
lnE(ny) = ln (nr · P (Y = y|R = r)) = σ(r)∗ −
∑
j
λjyij , (10.8)
where
σ(r)∗ = ln
(
nr
γ(r;λ1, . . . , λJ)
)
.
ny is the number of subjects with response pattern y, now additionally crossclassi-
fied by the marginal score r. (10.8) is a log-linear model describing quasi-independence
structures in contingency tables with structural zeros, a class of models first introduced
by Goodman (1968). In the incomplete (score × item1 × · · · × itemJ)–table the item
responses are quasi-independent of the score and of each other. Thus in the log-linear
Rasch model the interactions of an item response with the score or another item re-
sponse is explained only by their contribution to the score. The log-linear Rasch model
describes a parametric multinomial distribution on the structural non-zero observed
counts, a model that can be fitted using GLIM.
To clarify notation and parameterization of the log-linear Rasch model assume a ques-
tionnaire consisting of J = 3 items. Let the item parameters be denoted as λ
(0)
j for a
response in category 0 (incorrect response) to item j, and λ
(1)
j for a response in category
1 (correct response), respectively. The parameters corresponding to the score or score
group are denoted by σ(r), where r = 0, . . . , J . The fully parameterized model is given
as
lnE(ny) = µ + λ
(0)
1 + λ
(1)
1 + λ
(0)
2 + λ
(1)
2 + λ
(0)
3 + λ
(1)
3 + σ
(0) + σ(1) + σ(2) + σ(3) .
The model is obviously overparameterized and has to be constrained. This is achieved,
e.g., by setting λ
(0)
1 = λ
(0)
2 = λ
(0)
3 = 0. Two more constraints are necessary. As dis-
cussed in Section 3.2, observations with scores equal to 0 or J do not contribute to
the likelihood. Thus, the corresponding parameters are additionally set to zero, that
is, σ(0) = σ(3) = 0. To ease notation, let λ
(1)
j = λj. The log-linear Rasch model for 3
items becomes
lnE(ny) = µ + λ1 + λ2 + λ3 + σ
(1) + σ(2) . (10.9)
According to the above considerations a (2 × 2 × 2)-table has to be specified. If the
resulting 23 = 8 cells are written in vector form (like an ANOVA table when regarded
as a linear regression) the log-linear Rasch model can be written in matrix form as
y = Xβ ,
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where each element of the (2J×1)-vector y is the logarithmic expectation of the number
of subjects with a particular response pattern y, i.e., lnE(ny), β is a (2J × 1)-vector
of parameters, i.e., β′ = (µ, λ1, . . . , λJ , σ(1), . . . , σ(J−1)), and X is the (2J × 2J)-design
matrix having the structure as given in Table 10.1.
response
pattern µ λ1 λ2 λ3 σ
(1) σ(2)
{0, 0, 0} 1 0 0 0 0 0
{0, 0, 1} 1 0 0 1 1 0
{0, 1, 0} 1 0 1 0 1 0
{0, 1, 1} 1 0 1 1 0 1
{1, 0, 0} 1 1 0 0 1 0
{1, 0, 1} 1 1 0 1 0 1
{1, 1, 0} 1 1 1 0 0 1
{1, 1, 1} 1 1 1 1 0 0
TABLE 10.1. Design matrix for a dichotomous log-linear Rasch model with 3 items.
Model (10.8) can be rewritten as
lnE(ny) = µ + σ
(r) −∑
j
λjyj . (10.10)
According to the parameterization, exp(µ) corresponds to the number of observations
with score 0, the λ’s correspond to the item parameters of the logistic conditional Rasch
model, and the σ’s are nuisance parameters ensuring that the marginal distribution of
R will be fitted when ML-estimation is used (cf. Clogg , 1988).
Example 10.1. The necessary GLIM directives to fit the log-linear Rasch model are:
(1) $SLENGTH 10
(2) $READ I1 I2 I3 I4
0 1 1 0
1 0 1 1
1 1 0 0
1 1 1 0
1 0 0 0
0 1 1 0
0 0 1 0
0 0 1 0
0 1 1 1
0 1 0 1
(3) $CALCULATE INDEX=1+I1∗8+I2∗4+I3∗2+I4
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(4) $SLENGTH 16
(5) $CALCULATE Y=0
(6) $CALCULATE Y(INDEX)=Y(INDEX)+1
(7) $CALCULATE L1=%GL(2,8)-1
(8) $CALCULATE L2=%GL(2,4)-1
(9) $CALCULATE L3=%GL(2,2)-1
(10) $CALCULATE L4=%GL(2,1)-1
(11) $CALCULATE SCORE=L1+L2+L3+L4+1
(12) $FACTOR SCORE 5
(13) $YVARIATE Y
(14) $ERROR P
(15) $LINK L
(16) $FIT L1+L2+L3+L4+SCORE
(17) $DISPLAY E
Again, the data have been read into the system first. The problem now is to construct
the 2J contingency table, i.e., to build a vector for the dependent variate, that contains
the number of subjects with response pattern (0000, 0001, . . . , 1111) properly ordered.
This is done by lines (3) to (6) using an index vector. The response pattern for every
subject is assumed to be the binary representation of the position in the vector Y, later
containing the cell counts. Line (3) translates it into decimal representation. After
redefining the standard length to be 2J = 16 and initializing the dependent variate,
(4) and (5), line (6) uses a feature of GLIM, not described so far. Any vector identifier
in a $calculate directive may be followed by a vector expression in brackets (i.e. an
index). The elements of this index vector, evaluated in sequence, point to the element in
the indexed vector (Y in this example) and store the results of the right hand expression
there. Thus the result of line (6) is a vector containing the observed cell frequencies of
the 24-table corresponding to the data. Lines (7) to (10) compute the dummy variables
for the λj’s.
Instead of using this rather complicated code line (3) could be replaced by
(3A) $TABULATE FOR I1,I2,I3,I4 INTO Y BY L1,L2,L3,L4
which leads to the same results as otherwise accomplished by line (3) and lines (5)
to (10), making them obsolete. The $tabulate-statement, as given in in line (3A),
builds up a table of counts according to the elements of I1,. . . ,I4, and stores it into
the vector Y. Since there are 4 vectors following the keyword for, the result Y is
treated as a 4-dimensional array, and since the elements of these 4 vectors are 0 or 1,
respectively, the resulting array is a 2 × 2 × 2 × 2-table. The variates L1,. . . ,L4, also
generated by the $tabulate-directive using the keyword by, contain the information
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about the classification of the table according to the vectors following the for-keyword,
i.e. I1,. . . ,I4.
Returning to the original code, lines (11) and (12) generate the factor representing the
scores of the subjects from the dummies for the λj’s. By the remaining directives, the
model is specified and fitted. The output is
scaled deviance = 8.5918 at cycle 9
residual df = 8
estimate s.e. parameter
1 -9.693 77.21 1
2 -0.3701 27.30 L1
3 0.3701 27.30 L2
4 0.7601 27.30 L3
5 -0.7601 27.30 L4
6 9.235 61.05 SCORE(2)
7 9.055 54.60 SCORE(3)
8 9.235 61.05 SCORE(4)
9 0.000 aliased SCORE(5)
scale parameter 1.000
Comparing the estimates for the λj’s between the log-linear and the unconditional
approach the bias of J/(J−1) becomes obvious since e.g. λˆ(UML)1 ·(J−1)/J = −0.4972·
3/4 = −0.3729 ≈ −0.3701 = λˆ(CML)1 (cf. Section 3.2). Kelderman (1984) showed
that the parameter estimates for λ of the log-linear Rasch model are identical to the
estimates using the conditional approach. The log-linear Rasch model does not provide
estimates for the ξi’s, hence SCORE and XI from the different approaches are not directly
comparable. A GLIM macro for calculating the ξi’s based on estimates of the λ’s
according to 3.9 was given by Dittrich and Hatzinger (1981). The interpretation of the
estimates denoted by SCORE depend on the assumed underlying sampling scheme. This
may be seen from the different derivation of the log-linear Rasch model by Kelderman
and Tjur . However, different sampling schemes lead to same log-linear model for the
expected cell counts, as has been discussed in Section 8.1.1. The fifth level of SCORE
has been aliased. GLIM automatically constrains parameters to zero – aliasing – if the
design matrix is not of full rank. SCORE(5) corresponds to a parameter for observations
with response pattern (1,1,1,1), which do not provide information for estimating the
parameters as mentioned earlier. Thus, SCORE(5) is set to zero and is omitted during
the model fitting process. The large standard errors for the estimates in the log-linear
Rasch model are due to the small number of observations compared to the number of
cells in the contingency table.
112 10. The Dichotomous Log-linear Rasch Model
Example 10.2. Again consider fictitious data obtained from 7 subjects for a ques-
tionnaire with 4 items. The following GLIM statements compute the log-linear Rasch
model analogous to Example 10.1 above.
(1) $SLENGTH 7
(2) $READ I1 I2 I3 I4
1 1 0 1
0 1 1 1
0 1 0 1
0 0 0 1
0 1 0 0
1 1 0 1
0 1 0 1
(3) $CALCULATE INDEX=1+I1∗8+I2∗4+I3∗2+I4
(4) $SLENGTH 16
(5) $CALCULATE Y=0
(6) $CALCULATE Y(INDEX)=Y(INDEX)+1
(7) $CALCULATE L1=%GL(2,8)-1
(8) $CALCULATE L2=%GL(2,4)-1
(9) $CALCULATE L3=%GL(2,2)-1
(10) $CALCULATE L4=%GL(2,1)-1
(11) $CALCULATE SCORE=L1+L2+L3+L4+1
(12) $FACTOR SCORE 5
(13) $YVARIATE Y
(14) $ERROR P
(15) $LINK L
(16) $FIT L1+L2+L3+L4+SCORE
(17) $DISPLAY E
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After ten iterations GLIM stops the calculations providing the following output:
scaled deviance = 0.00064799 at cycle 10
residual df = 8
-- (no convergence yet)
estimate s.e. parameter
1 -10.69 127.3 1
2 -5.045 48.54 A
3 5.392 48.54 B
4 -5.738 48.54 C
5 5.392 48.54 D
6 5.301 102.3 SCORE(2)
7 0.6027 97.08 SCORE(3)
8 5.648 102.3 SCORE(4)
9 0.000 aliased SCORE(5)
This output is suspicious for two reasons. The first reason is nonconvergence. The
IRLS-algorithm used in GLIM usually converges within 4 or 5 iterations for log-linear
models. The default value of ten iterations will be exceeded only in situations with large
tables and many zero cells. The second and more serious reason concerns the behaviour
of the deviance and the estimates. The deviance approaches zero indicating a (nearly)
perfect fit, and the parameter estimates as well as their estimated standard errors are all
very large. In fact, the data are ill-conditioned rather than well-conditioned, according
to Fischer ’s terminology. A necessary but nonsufficient condition for existence and
uniqueness of parameter estimates in the Rasch model is that the data matrix is well
conditioned, as proved by Fischer (1981). Data are defined to be ill-conditioned if there
exists a partitioning of the subjects into two subgroups G1 and G2, and a partitioning
of the items into two non-empty subsets I1 and I2, such that yij = 0 if j ∈ I1 and
i ∈ G1, and yij = 1 if j ∈ I2 and i ∈ G2.
This can easily be seen by slightly rearranging the data. According to the assumption
of local independence all rows and colums of the data matrix may be interchanged. If
the columns are sorted by the number of zeros in a first step and the rows are sorted in
a second step the data matrix can be easily seen to be ill-conditioned from Table 10.2.
In practical applications, if one encounters a situation where the deviance tends to zero
and the parameters estimates simultaneously tend to infinity it is very likely that the
data are ill-conditioned. A possible solution to the problem is to collect more data. If,
e.g., one observation with reponse pattern {1, 0, 0, 1} is added to the above data, the
matrix is no longer ill-conditioned and the parameters become estimable.
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I1 I2
G1
0 0
0 0
0 0
0 0
0 1
1 0
1 1
1 1
G2
0 1
0 1
1 0
1 1
1 1
1 1
TABLE 10.2. Example of an ill-conditioned data matrix.
10.2 Testing the Log-Linear Rasch Model
To test the assumptions of the Rasch model a number of statistical tests have been
developed (cf. Section 3.3), all of them sensitive to specific violations. The log-linear
approach allows for a unified treatment of these tests (Kelderman , 1984). All the tests
presented in the following are likelihood ratio tests between two hierarchical models,
where minus twice the difference between the log likelihoods of the models to be tested
against each other is χ2-distributed with corresponding df. For illustrative purposes
the models to be tested (see Table 10.3) are presented in GLIM notation and Example
10.1 from the previous section is used. Additionally introducing a covariate describing
subject characteristics (GROUP), which might be either categorical or metrical, the
Rasch model becomes
1+GROUP+SCORE+L1+L2+L3+L4 (10.11)
Note that for each distinct value of GROUP a separate table has to be set up. Two classes
of tests based on (10.11) can be distinguished, one class against violations of the Rasch
model ([A],. . . ,[F]), the other class concerning additional questions of interest ([G],[H]).
The saturated model [A] includes all possible violations against the assumptions but
this test is not very informative concerning the violation of specific assumptions. The
assumption of parallel logistic ICCs for all difficulty parameters λ which should be
independent of the individual scores, can be tested by adding the term [B] to the model.
Kelderman (1984) showed that this is identical to Andersen ’s (1973a) conditional
likelihood ratio test. Tests for score × item interactions can also be performed on
single items or subsets of items. Adding the term [C] provides a test on invariance of
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Difference to model (10.11) Test
+GROUP∗SCORE∗L1∗L2∗L3∗L4 [A]
+SCORE∗(L1+L2+L3+L4) [B]
+GROUP∗(L1+L2+L3+L4) [C]
+L1∗L2+L1∗L3+L1∗L4+L2∗L3+L2∗L4+L3∗L4 [D]
+L1∗L2+L2∗L3+L3∗L4 [E]
-SCORE [F]
+SCORE.GROUP [G]
-L1-L2-L3-L4 [H]
TABLE 10.3. Goodness-of-fit tests for the Rasch model.
the ICCs over subgroups of individuals. (cf. Fischer and Scheiblechner , 1970). Second
or higher order interactions between items, e.g. [D] reflect the lack of unidimensionality
or local independence. Possible learning effects (cf. Kempf , 1977) or serial dependence
(cf. Duncan , 1985) can be tested by adding second order interactions of consecutive
items, [E]. Fitting [F] yields the complete independence model where the item responses
are purely random (cf. Wood , 1978).
Finally two other tests might be of interest when investigating special hypotheses. If
the term [G] is needed to fit the data then the marginal distribution is different in
each score group and thus the distribution of the latent variable is different in the
subgroups. Equal item difficulties can be tested comparing model [H] to (10.11). As
Plackett (1981) noted, this is equivalent to Cochran ’s Q-Test (1950).
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11
Polytomous Log-linear Item Response Models
11.1 The Polytomous Nominal Log-linear Rasch Model
The relationship of multinomial logit models and log-linear models (cf. Section 8.3)
allows for a representation of the polytomous extensions of the Rasch model in the
context of generalized linear models with Poisson error distribution. The polytomous
Rasch model (5.2) was given by
P (Y
(m)
ij = 1|ξ(m)i , λ(m)j ) = π(m)ij =
exp(ξ
(m)
i − λ(m)j )∑
m′ exp(ξ
(m′)
i − λ(m
′)
j )
.
This is equivalent to the log-linear representation, when choosing m = 0 as the reference
category (i.e., ξ
(0)
i = λ
(0)
j = 0)
ln
⎛⎝π(m)ij
π
(0)
ij
⎞⎠ = ξ(m)i − λ(m)j for m = 1, . . . ,M .
An alternative way according to Tjur ’s approach, which differs only in the parameter-
ization, is to model the expected cell frequencies in the corresponding (M + 1)J table.
Following the arguments of Section 10.1, the polytomous log-linear Rasch model can
be written as
lnE(ny) = µ + σ
({y}) −∑
j
λ
(mj)
j ,
where σ({y}) = σ({m1,...,mj ,...,mJ}), and mj denotes a response in category m to item j.
Hence, σ({y}) corresponds to a random effects parameterization for the subjects.
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response
pattern µ λ
(1)
2 λ
(2)
2 λ
(1)
3 λ
(2)
3 σ
B σC σD σE σF σG σH σI σJ
A = {0, 0, 0} 1 0 0 0 0 0 0 0 0 0 0 0 0 0
B = {0, 0, 1} 1 0 0 1 0 1 0 0 0 0 0 0 0 0
C = {0, 0, 2} 1 0 0 0 1 0 1 0 0 0 0 0 0 0
B = {0, 1, 0} 1 1 0 0 0 1 0 0 0 0 0 0 0 0
D = {0, 1, 1} 1 1 0 1 0 0 0 1 0 0 0 0 0 0
E = {0, 1, 2} 1 1 0 0 1 0 0 0 1 0 0 0 0 0
C = {0, 2, 0} 1 0 1 0 0 0 1 0 0 0 0 0 0 0
E = {0, 2, 1} 1 0 1 1 0 0 0 0 1 0 0 0 0 0
F = {0, 2, 2} 1 0 1 0 1 0 0 0 0 1 0 0 0 0
B = {1, 0, 0} 1 0 0 0 0 1 0 0 0 0 0 0 0 0
D = {1, 0, 1} 1 0 0 1 0 0 0 1 0 0 0 0 0 0
E = {1, 0, 2} 1 0 0 0 1 0 0 0 1 0 0 0 0 0
D = {1, 1, 0} 1 1 0 0 0 0 0 1 0 0 0 0 0 0
G = {1, 1, 1} 1 1 0 1 0 0 0 0 0 0 1 0 0 0
H = {1, 1, 2} 1 1 0 0 1 0 0 0 0 0 0 1 0 0
E = {1, 2, 0} 1 0 1 0 0 0 0 0 1 0 0 0 0 0
H = {1, 2, 1} 1 0 1 1 0 0 0 0 0 0 0 1 0 0
I = {1, 2, 2} 1 0 1 0 1 0 0 0 0 0 0 0 1 0
C = {2, 0, 0} 1 0 0 0 0 0 1 0 0 0 0 0 0 0
E = {2, 0, 1} 1 0 0 1 0 0 0 0 1 0 0 0 0 0
F = {2, 0, 2} 1 0 0 0 1 0 0 0 0 1 0 0 0 0
E = {2, 1, 0} 1 1 0 0 0 0 0 0 1 0 0 0 0 0
H = {2, 1, 1} 1 1 0 1 0 0 0 0 0 0 0 1 0 0
I = {2, 1, 2} 1 1 0 0 1 0 0 0 0 0 0 0 1 0
F = {2, 2, 0} 1 0 1 0 0 0 0 0 0 1 0 0 0 0
I = {2, 2, 1} 1 0 1 1 0 0 0 0 0 0 0 0 1 0
J = {2, 2, 2} 1 0 1 0 1 0 0 0 0 0 0 0 0 1
TABLE 11.1. Design matrix for a log-linear polytomous Rasch model with 3 items and 3 unordered categories.
The integration for the subject parameters with respect to an unknown distribution
G(ξ) yields a marginal distribution that has a quasi-symmetry structure.
Using the notation of Section 10.1 the polytomous nominal log-linear Rasch model with
J = 3 items and M + 1 = 3 categories may be written as
lnE(ny) = µ + λ
(1)
2 + λ
(2)
2 + λ
(1)
3 + λ
(2)
3 + σ
({0,0,1}) + · · ·+ σ({2,2,2}) (11.1)
where the λ’s have been constrained such that λ
(0)
j = 0, j = 1, . . . , J , and λ
(m)
1 = 0, for
m = 1, . . . ,M , and where the argument of σ({m1,...,mJ}) is permutationally invariant,
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that is,
σ({0,1,2}) = σ({0,2,1}) = σ({1,0,2}) = σ({1,2,0}) = σ({2,0,1}) = σ({2,1,0})
Thus, the polytomous Rasch model using the conditional approach to estimate the
λ
(m)
j ’s has a log-linear representation and can be fitted using GLIM. The design matrix
for model (11.1) is given in Table 11.1.
Example 11.1.1. The GLIM statements below fit the polytomous Rasch model to J =
3 items representing aspects of life satisfaction: satisfaction with hobbies, satisfaction
with residence, and satisfaction with the family. The number of categories of each item
was M +1 = 3, where the highest category referred to the least amount of satisfaction.
The data have been presented by Clogg (1979) and have been reanalysed by Andersen
(1990, p.464).
(1) $SLENGTH 27
(2) $READ Y
466 27 16 191 38 14 64 18 5
126 31 5 117 58 12 45 23 3
54 12 7 49 26 11 23 16 15
(3) $GFACTOR L1M 3 L2M 3 L3M 3
(4) $CALCULATE SYM=3∗∗(L1M-1)+3∗∗(L2M-1)+3∗∗(L3M-1)
(5) $GROUP SYM
(6) $YVARIATE Y
(7) $ERROR P
(8) $LINK L
(9) $CYCLE 20
(10) $FIT L2M+L3M+SYM
(11) $DISPLAY E
The code is similar to the code for Example 10.1 in section 10. A main difference is
that the data are already given as frequencies in the 33 contingency table. Having read
the data for the response variable Y, lines (3) generates the factors representing the
λ
(m)
j ’s. The constraints implied in line (3) set λ
(0)
j = 0, for all j. Lines (4) and (5)
construct the dummies for the symmetry parameters σ({y}). Line (4) uses a mapping of
the response patterns onto N, that is unique for all sets of symmetrical patterns, i.e.,∑J
j=1 J
mj (cf. Friedl and Hatzinger , 1994). Now SYM has to be declared to be a factor,
but the number of levels would be J (M+1), which is much larger than the number of
symmetry parameters,
(
J+M−2
M−2
)
. In line (5) the $group-directive, not mentioned so far,
transforms SYM accordingly. (The directive $GROUP vector, usually applied to recode
values of a ‘continuous’ variable into some categories, redefines vector to be set up
of consecutive integers in the ordering of the original contents and declares vector to
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be a factor having the approriate number of levels.) The remaining directives, (6) to
(11), specify the model and fit it to the data. (Another GLIM directive, not mentioned
previously, is $CYCLE integer given in line (9). It simply sets the number of iterations
of the IRLS-algorithm (cf. Section 7.3) to integer.) The second required constraint
becomes obvious from the $fit statement, where only L2M to L3M are contained in the
linear predictor, which is equivalent to setting λ
(m)
1 = 0, for all m.
The following output is provided by GLIM, where the estimates for the symmetry
parameters are omitted. (It should be noted that the categories in GLIM are numerated
such that the first category is denoted by 1, correspoding to the definition of factor
levels, instead of 0, used elsewhere in this monograph.)
scaled deviance = 18.964 at cycle 3
residual df = 13
estimate s.e. parameter
1 6.144 0.04632 1
2 0.4127 0.09373 L2M(2)
3 0.2013 0.1218 L2M(3)
4 -1.098 0.1062 L3M(2)
5 -1.568 0.1549 L3M(3)
11.2 The Log-Linear Rating Scale Model
A simpler model results if the response scale is ordinal rather than nominal. The general
form of the ordinal Rasch model, as given in Section 5.1, is
P (Y
(m)
ij = 1|ξi, λj) = π(m)ij =
exp(κ(m) + φ(m)(ξi − λj))∑
m′ exp(κ(m
′) + φ(m′)(ξi − λj)) .
If the φ’s are known and φ(m) − φ(m−1) = 1, for m > 1, then this model is equivalent
to the rating scale model of Section 5.3 and has the adjacent logit representation
ln
⎛⎝ π(m)ij
π
(m−1)
ij
⎞⎠ = κ(m) − κ(m−1) + ξi − λj .
The likelihood for this model results from the same arguments as given for the di-
chotomous log-linear Rasch model. The probability of observing a particular response
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pattern is
P (Y = y) = exp (
∑
m
κ(m)k(m) −∑
j
λjmj)
∫ exp(ξr)
h(ξ)
dG(ξ) ,
where the sufficient statistics are k(m) =
∑
j y
(m)
j , mj =
∑
m my
(m)
j , r =
∑
m m
∑
j y
(m)
j ,
and
h(ξ) =
∏
j
∑
m′
exp ((κ(m
′) + m′(ξ − λj)) .
Again, by conditioning on the total score r, the integral cancels and the probability of
observing response pattern y given the marginal r is
P (Y = y|R = r) = exp(
∑
m κ
(m)k(m) −∑j λjmj)
γ(r;λ1, . . . , λJ)
.
The expected number of subjects with response pattern y given r is
E(ny) = nr · P (Y = y|R = r)
and has the log-linear form
lnE(ny) = µ + σ
(r) +
M∑
m=0
κ(m)k(m) −
J∑
j=1
λjmj .
A rating scale model with J = 3 items and M + 1 = 3 categories as in Example 11.1.1
is given as
lnE(ny) = µ + λ2m2 + λ3m3 + κ
(2)k(2) + σ(1) + · · ·+ σ(6) , (11.2)
where the parameters have been constrained such that λ1 = κ
(0) = κ(1) = σ(0) = 0 (cf.
Section 5.3). The design matrix for this model is given in Table 11.2.
Example 11.1.1 continued. Having once fitted the nominal model only a few fur-
ther GLIM statements are required to specify and fit the ordinal model with adjacent
categories.
(12) $CALCULATE L1=L1M-1
(13) $CALCULATE L2=L2M-1
(14) $CALCULATE L3=L3M-1
(15) $CALCULATE KAPPA0=(L1==0)+(L2==0)+(L3==0)
(16) $CALCULATE KAPPA1=(L1==1)+(L2==1)+(L3==1)
(17) $CALCULATE KAPPA2=(L1==2)+(L2==2)+(L3==2)
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(18) $CALCULATE SCORE=L1+L2+L3+1
(19) $FACTOR SCORE 7
(20) $FIT L2+L3+KAPPA2+SCORE
(21) $DISPLAY E
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response
pattern µ λ2 λ3 κ
(2) σ(1) σ(2) σ(3) σ(4) σ(5) σ(6)
{0, 0, 0} 1 0 0 0 0 0 0 0 0 0
{0, 0, 1} 1 0 1 0 1 0 0 0 0 0
{0, 0, 2} 1 0 2 1 0 1 0 0 0 0
{0, 1, 0} 1 1 0 0 1 0 0 0 0 0
{0, 1, 1} 1 1 1 0 0 1 0 0 0 0
{0, 1, 2} 1 1 2 1 0 0 1 0 0 0
{0, 2, 0} 1 2 0 1 0 1 0 0 0 0
{0, 2, 1} 1 2 1 1 0 0 1 0 0 0
{0, 2, 2} 1 2 2 2 0 0 0 1 0 0
{1, 0, 0} 1 0 0 0 1 1 0 0 0 0
{1, 0, 1} 1 0 1 0 0 0 0 0 0 0
{1, 0, 2} 1 0 2 1 0 0 1 0 0 0
{1, 1, 0} 1 1 0 0 0 1 0 0 0 0
{1, 1, 1} 1 1 1 0 0 0 1 0 0 0
{1, 1, 2} 1 1 2 1 0 0 0 1 0 0
{1, 2, 0} 1 2 0 1 0 0 1 0 0 0
{1, 2, 1} 1 2 1 1 0 0 0 1 0 0
{1, 2, 2} 1 2 2 2 0 0 0 0 1 0
{2, 0, 0} 1 0 0 1 0 1 0 0 0 0
{2, 0, 1} 1 0 1 1 0 0 1 0 0 0
{2, 0, 2} 1 0 2 2 0 0 0 1 0 0
{2, 1, 0} 1 1 0 1 0 0 1 0 0 0
{2, 1, 1} 1 1 1 1 0 0 0 1 0 0
{2, 1, 2} 1 1 2 2 0 0 0 0 1 0
{2, 2, 0} 1 2 0 2 0 0 0 1 0 0
{2, 2, 1} 1 2 1 2 0 0 0 0 1 0
{2, 2, 2} 1 2 2 3 0 0 0 0 0 1
TABLE 11.2. Design matrix for a log-linear rating scale model with 3 items and 3 equidistant ordered cate-
gories.
In lines (12) to (14) the M -dimensional λj’s are transformed to represent the unidi-
mensional structure, i.e., the corresponding factors are stored into variates. The values
for the categories are now 0, 1, and 2. In lines (15) to (17) the covariates corresponding
to the κ(m)’s and in line (18) the dummies for the scoregroups are calculated. Finally,
the model is fitted where the parameters are constrained as in (11.2) above.
The corresponding output is given below (the estimates for the subject effects are
omitted).
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scaled deviance = 64.110 at cycle 4
residual df = 17
estimate s.e. parameter
1 6.144 0.04632 1
2 0.1599 0.05853 L2
3 -0.9016 0.07088 L3
4 -0.7831 0.09233 KAPPA2
The goodness-of-fit statistic is 64.11 on df = 17 and indicates a bad fit. Compared
to the nominal model, the difference of the deviances is 45.146 with df = 4. The
simpler structure assuming ordinal responses with adjacent categories is obviously not
in accordance with the data.
11.3 The Ordinal Item Effects Model
A model that is more complex than the ordinal Rasch model (5.4) but less complex
than the nominal model (5.2) has been suggested by Agresti (1993a) who termed it
the ordinal item-effects Rasch model. This model is given by
P (Y
(m)
ij = 1|ξ(m)i , λj, φ(m)) = π(m)ij =
exp(ξ
(m)
i − φ(m)λj)∑
m′ exp(ξ
(m′)
i − φ(m′)λj)
.
If, as in the rating scale model, the φ’s are known and φ(m) − φ(m−1) = 1, for m > 0,
then the odds of choosing category m + 1 instead of m for item j are exp(λj′ − λj)
times the odds for item j′. The subject effects are not identical for the logit of each
pair of adjacent categories, but the model primarily focusses on the structure of the
item parameters. To obtain conditional ML estimates for the λ′s the same arguments
apply as for the models presented above. The corresponding log-linear model is given
as
lnE(ny) = µ + σ
({y}) −
J∑
j=1
λjmj ,
where mj =
∑
m φ
(m)y
(m)
ij as above and the σ
({y})’s are the symmetry parameters re-
flecting the random effects parameterization of the subject effects. This is a special
case of the quasi symmetry model where λ
(m)
j = κ
(m) − φ(m)λj. The case of complete
symmetry is obtained by setting λ1 = · · · = λJ .
Example 11.1.1 continued. The ordinal item-effects Rasch model can immediately
be fitted having calculated all necessary covariates as before:
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(22) $FIT L2+L3+SYM
(23) $DISPLAY E
The GLIM output is the following where again the subject effects have been omitted.
scaled deviance = 52.501 at cycle 4
residual df = 15
estimate s.e. parameter
1 6.144 0.04632 1
2 0.1556 0.05776 L2
3 -0.9279 0.07308 L3
The estimates of the λj’s for the ordinal Rasch model and for the ordinal item-effects
model differ very little. The likelihood ratio test comparing the ordinal item-effects
model to the model with nominal categories yields a value of 33.537 on df = 2, leading
to the conclusion that the ordinal-item effects model, like the ordinal model, is not
acceptable.
11.4 The Log-linear Partial Credit Model
If the response categories cannot be assumed to be equidistant and if the items differ
in number of response categories the partial credit model of Section 5.4 may provide
an adequate tool for analysis. The probability of observing a response of a subject i in
category m of item j, m = 0, . . . ,Mj, was given as
P (Y
(m)
ij = y
(m)
ij |ξi, λmj ) =
exp(y
(m)
ij (mξi − λ(m)j ))∑Mj
`=0 exp(`ξi − λ(`)j )
.
Under local independence the probability for obtaining a certain response pattern may
be written as
P (Yi = yi|ξi,λ) =
exp(ξiri) exp(−∑j λ(m)j y(m)ij ))∏
j
∑Mj
`=0 exp(`ξi − λ(`)j )
,
where ri =
∑
j
∑
m my
(m)
ij are the sufficient statistics for the ξi’s.
By conditional arguments again the conditional probability of observing a certain re-
sponse pattern given the marginal ri’s is obtained as
P (Yi = yi|Ri = r) =
exp(−∑j λ(m)j y(m)ij ))
γ(r;λ
(1)
1 , . . . , λ
(MJ )
J )
.
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The log-linear representation of the partial credit model is thus
lnE(ny) = µ + σ
(r) −∑
j
λ
(mj)
j . (11.3)
The design matrix for model (11.3) with 3 items each having 3 categories is given in
Table 11.3.
Example 11.1.1 continued. The partial credit model can easily be fitted since all
necessary structures have already been calculated. A slight modification concerning
the item-category parameters needs to be made in order to account for the constraints
λ
(0)
j = 0 for j = 1, . . . , J and λ
(1)
1 = 0. This is done in lines (24) to (28) as follows.
(24) $CALCULATE L12=(L1==2)
(25) $CALCULATE L21=(L2==1)
(26) $CALCULATE L22=(L2==2)
(27) $CALCULATE L31=(L3==2)
(28) $CALCULATE L32=(L3==2)
(29) $FIT L12+L21+L22+L31+L32+SCORE
(30) $DISPLAY E
In line (29) the model is fitted. Again the subject effects are ordinal as in the rating
scale model. The following GLIM output is produced (omitting the subject effects).
scaled deviance = 35.790 at cycle 3
residual df = 15
estimate s.e. parameter
1 6.144 0.04632 1
2 -0.6396 0.1356 L12
3 0.4046 0.09275 L21
4 -0.4290 0.1629 L22
5 -1.022 0.1001 L31
6 -2.179 0.1957 L32
The partial credit model does not fit the data as can be seen from the deviance and
the degrees of freedom. It seems that an ordinal structure, however specified, is not
appropriate. The nominal model thus is the only one providing a reasonable fit.
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response
pattern µ λ
(2)
1 λ
(1)
2 λ
(2)
2 λ
(1)
3 λ
(2)
3 σ
(1) σ(2) σ(3) σ(4) σ(5) σ(6)
{0, 0, 0} 1 0 0 0 0 0 0 0 0 0 0 0
{0, 0, 1} 1 0 0 0 1 0 1 0 0 0 0 0
{0, 0, 2} 1 0 0 0 0 1 0 1 0 0 0 0
{0, 1, 0} 1 0 1 0 0 0 1 0 0 0 0 0
{0, 1, 1} 1 0 1 0 1 0 0 1 0 0 0 0
{0, 1, 2} 1 0 1 0 0 1 0 0 1 0 0 0
{0, 2, 0} 1 0 0 1 0 0 0 1 0 0 0 0
{0, 2, 1} 1 0 0 1 1 0 0 0 1 0 0 0
{0, 2, 2} 1 0 0 1 0 1 0 0 0 1 0 0
{1, 0, 0} 1 0 0 0 0 0 1 1 0 0 0 0
{1, 0, 1} 1 0 0 0 1 0 0 0 0 0 0 0
{1, 0, 2} 1 0 0 0 0 1 0 0 1 0 0 0
{1, 1, 0} 1 0 1 0 0 0 0 1 0 0 0 0
{1, 1, 1} 1 0 1 0 1 0 0 0 1 0 0 0
{1, 1, 2} 1 0 1 0 0 1 0 0 0 1 0 0
{1, 2, 0} 1 0 0 1 0 0 0 0 1 0 0 0
{1, 2, 1} 1 0 0 1 1 0 0 0 0 1 0 0
{1, 2, 2} 1 0 0 1 0 1 0 0 0 0 1 0
{2, 0, 0} 1 1 0 0 0 0 0 1 0 0 0 0
{2, 0, 1} 1 1 0 0 1 0 0 0 1 0 0 0
{2, 0, 2} 1 1 0 0 0 1 0 0 0 1 0 0
{2, 1, 0} 1 1 1 0 0 0 0 0 1 0 0 0
{2, 1, 1} 1 1 1 0 1 0 0 0 0 1 0 0
{2, 1, 2} 1 1 1 0 0 1 0 0 0 0 1 0
{2, 2, 0} 1 1 0 1 0 0 0 0 0 1 0 0
{2, 2, 1} 1 1 0 1 1 0 0 0 0 0 1 0
{2, 2, 2} 1 1 0 1 0 1 0 0 0 0 0 1
TABLE 11.3. Design matrix for a log-linear partial credit model for 3 items with 3 ordered categories.
11.5 Summary of Log-linear Item Response Models
The basic item response models as presented in this and the previous section may
be classified according to the structure of their parameters. The dichotomous Rasch
model has a unique structure of the item and subject parameters since no distinc-
tion can be made between an ordinal or a nominal response scale. This difference is
crucial, however, when specifying a model for polytomous data. Four different models
result from different definitions of the structure of the item and the subject effects.
The polytomous nominal Rasch model has nominal structure in both types of param-
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eters. This is obviously the most complex model. If the response scale is ordinal three
other models may possibly provide adequate fit. The partial credit model, as the most
complex of this second group of models, is ordinal concerning the subject effects but
parameterizes each item × category effect and is thus nominal in structure concerning
the item parameters. In contrast, the ordinal item effects model allows for ordering
in the item parameters but distinguishes subject effects in accordance to symmetrical
response patterns. The least complex model is the rating scale model where both types
of parameters are ordinal. The following Table 11.4 gives an overview of these models
and their parameterization.
model item effects subject effects category effects
dichotomous Rasch λ1, . . . , λJ σ
(r) = σ({y}) —
polytomous Rasch nominal: nominal:
(unordered) λ
(0)
1 , . . . , λ
(M)
J σ
({y}) —
partial credit nominal: ordinal:
λ
(0)
1 , . . . , λ
(MJ )
J σ
(r) —
ordinal item ordinal: nominal:
effects λ1, . . . , λJ σ
({y}) —
rating scale ordinal: ordinal:
λ1, . . . , λJ σ
(r) κ(0), . . . , κ(M)
TABLE 11.4. Overview of Log-Linear Item Response Models.
12
Dichotomous Log-linear Item Response Models with
Covariates
Depending on the structure of the response data (binary, ordinal or nominal), some
rather general item response models will be presented in this and the next section.
These models allow for covariates reflecting structure of items and/or subject specific
conditions that may be time dependent. Essentially, they are extensions of the dichoto-
mous Rasch model and will be shown to be generalized linear models. In a series of
papers, Fischer (1972, 1974, 1976, 1977, 1983, 1991, 1994) proposed the basic idea of
imposing linear constraints on the item parameters to account for covariates. These
models were referred to as the LLTM, the LLRA, the hybrid model, the LRSM and
the LPCM. Logistic versions of these models have been discussed in Sections 4.1, 4.2,
4.3, 6.1, and 6.2. This section concentrates on dichotomous responses and covers two
cases of linearized extensions of the basic log-linear Rasch model. At first, the linear
logistic test model of Section 4.1 is reformulated in terms of log-linear models and an
example of estimation in the case of incomplete data is presented. Secondly, the more
general approach of the hybrid model will be shown to have a log-linear representation
and three small examples will be used to illustrate possible applications.
12.1 The Log-linear Test Model
In Section 4.1 an extension of the Rasch model was presented, which is termed the
linear logistic test model (LLTM; Fischer , 1972). The reparameterization of the item
parameters by a linear combination of some other parameters,
λj =
∑
p
ujpηp + c for j = 1, . . . , J, p = 1, . . . , P, P < J ,
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response
pattern µ η1 η2 σ
(1) σ(2) σ(3) σ(4)
{0, 0, 0, 0} 1 0 0 0 0 0 0
{0, 0, 0, 1} 1 1 1 1 0 0 0
{0, 0, 1, 0} 1 0 1 1 0 0 0
{0, 0, 1, 1} 1 1 2 0 1 0 0
{0, 1, 0, 0} 1 1 0 1 0 0 0
{0, 1, 0, 1} 1 2 1 0 1 0 0
{0, 1, 1, 0} 1 1 1 0 1 0 0
{0, 1, 1, 1} 1 2 2 0 0 1 0
{1, 0, 0, 0} 1 0 0 1 0 0 0
{1, 0, 0, 1} 1 1 1 0 1 0 0
{1, 0, 1, 0} 1 0 1 0 1 0 0
{1, 0, 1, 1} 1 1 2 0 0 1 0
{1, 1, 0, 0} 1 1 0 0 1 0 0
{1, 1, 0, 1} 1 2 1 0 0 1 0
{1, 1, 1, 0} 1 1 1 0 0 1 0
{1, 1, 1, 1} 1 2 2 0 0 0 1
TABLE 12.1. Design matrix for the log-linear version of the LLTM with 4 items composed of 2 effects.
allows for a reduction of the dimensionality of the item parameter space and to evaluate
some characteristics, reflected by the η′s, that constitute the items. In the psychometric
context the η′s are called effect parameters. The LLTM (4.2) has a log-linear represen-
tation, which is
lnE(ny) = µ + σ
(r) −∑
p
ηp
∑
j
ujpyj
in analogy to (10.10). Like the log-linear Rasch model the log-linear version of the
LLTM is a generalized linear model and can be fitted using GLIM.
Example 12.1.1. Let the problem be that of Example 10.1, where a log-linear Rasch
model was fitted to data from 10 subjects who have responded to 4 dichotomous items.
Suppose, two effect parameters ETA1 and ETA2 reflect the structure in the item param-
eters and the corresponding values of the covariates u are contained in two vectors U1
and U2 of length 4, equal to the number of items. Additionally assume that the items
are composed such that neither η1 nor η2 affect item 1, η1 affects item 2, η2 affects item
3, and item 4 is affected by both η1 and η2. According to the notation of Section 10.1
the model has the form
lnE(ny) = µ + η1 + η2 + σ
(1) + · · ·+ σ(4)
The corresponding design matrix is given in Table 12.1.
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Assuming that the first 17 lines of Example 10.1 have been specified the remaining
directives to fit this model are
(18) $ASSIGN U1=0,1,0,1
(19) $ASSIGN U2=0,0,1,1
(20) $CALCULATE ETA1=L1∗U1(1)+L2∗U1(2)+L3∗U1(3)+L4∗U1(4)
(21) $CALCULATE ETA2=L1∗U2(1)+L2∗U2(2)+L3∗U2(3)+L4∗U2(4)
(22) $FIT ETA1+ETA2+SCORE
(23) $DISPLAY E
The resulting output is
scaled deviance = 11.888 at cycle 8
residual df = 9
estimate s.e. parameter
1 -8.693 46.83 1
2 -0.3549 0.5991 ETA1
3 6.575e-16 0.5970 ETA2
4 8.567 46.84 SCORE(2)
5 8.622 46.84 SCORE(3)
6 8.922 46.85 SCORE(4)
7 0.7098 66.25 SCORE(5)
The adequacy of imposing the linear structure (defined by
∑
p ujpηp) on the item param-
eters can be tested by the usual likelihood ratio procedure, i.e. by comparing likelihoods
of the Rasch model and the log-linear test model. The difference in deviance between
the log-linear test model and the Rasch model is 3.296 with 1 degree of freedom. This
corresponds to a p-value of 0.069, which nearly reaches the usual 5%-significance level,
and indicates that the simplification to the linear structure is somewhat critical for the
(fictitious) data in the above example.
Example 12.1.2. Another example concerns the estimation of a log-linear test model
with incomplete data (cf. Fischer , 1974, p.535). Assume a questionnaire consisting
of 6 items, where one group of 10 subjects has responded to items 1, 2, 3, and 4,
and a second group, consisting of 15 subjects, has responded to items 1, 2, 5, and 6.
The problem is to estimate the item parameters for all items and the effect of three
covariates that are supposed to affect the difficulty of the items. The first step is to
specify the model for incomplete data. The GLIM code is as follows.
(1) $SLENGTH 10
(2) $READ I1 I2 I3 I4
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0 1 1 0 1 0 1 1 1 1 0 0 1 1 1 0 1 0 0 0
0 1 1 0 0 0 1 0 0 0 1 0 0 1 1 1 0 1 1 1
(3) $CALCULATE INDEX=1+I1∗8+I2∗4+I3∗2+I4
(4) $SLENGTH 16
(5) $CALCULATE Y1=0
(6) $CALCULATE Y1(INDEX)=Y1(INDEX)+1
(7) $DELETE INDEX I1 I2 I3 I4
(8) $SLENGTH 15
(9) $READ I1 I2 I3 I4
1 0 0 1 0 1 1 0 0 1 0 1 1 1 1 0 1 1 0 1
1 0 1 0 0 1 0 0 0 0 1 0 1 0 0 1 0 1 1 0
0 1 0 0 1 0 1 0 0 1 1 1 1 0 0 1 0 1 1 0
(10) $CALCULATE INDEX=1+I1∗8+I2∗4+I3∗2+I4
(11) $SLENGTH 16
(12) $CALCULATE Y2=0
(13) $CALCULATE Y2(INDEX)=Y2(INDEX)+1
(14) $DELETE INDEX I1 I2 I3 I4
(15) $SLENGTH 32
(16) $ASSIGN Y=Y1,Y2
(17) $GFACTOR GROUP 2 L1 2 L2 2 D3 2 D4 2
(18) $CALCULATE L3=(D3-1)∗(GROUP==1)
(19) $CALCULATE L4=(D4-1)∗(GROUP==1)
(20) $CALCULATE L5=(D3-1)∗(GROUP==2)
(21) $CALCULATE L6=(D4-1)∗(GROUP==2)
(22) $CALCULATE SCORE=1+(L1-1)+(L2-1)+(D3-1)+(D4-1)
(23) $FACTOR SCORE 5
(24) $VARIATE 32 L1 L2
(25) $CALCULATE L1=L1-1
(26) $CALCULATE L2=L2-1
(27) $YVARIATE Y
(28) $ERROR P
(29) $LINK L
(30) $FIT L1+L2+L3+L4+L5+L6+GROUP∗SCORE
(31) $DISPLAY E
Lines (1) through (14) read the data into the system according to the two groups,
each analogous to Example 10.1. The observed frequencies are stored in the vectors
Y1 and Y2, correspondingly. The $delete identifiers - directive removes the vectors
specified by the identifiers from the work space in order to free unnecessary memory
or to reuse them with new length and contents. Lines (7) and (14) have been specified
here to facilitate reading the code. The main part of the model definition starts with
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line (15), where the standard length is redefined, and (16), where the new dependent
variate is computed by stacking Y1 and Y2 into Y. The classifying factors for the 2× 24
contingency table are specified in line (17). GROUP is the factor for the two groups of
subjects, and the factors D3 and D4 are defined to represent the classifying variables
for items 3 and 4 in group 1, and items 5 and 6 in group 2. The dummy variables for
the respective items are calculated in lines (18) through (21). The dummies for items
3 and 4 need to be zero for group 2 and the dummies for items 5 and 6 need to be
zero for group 1. This is accomplished by the definition of L3 to L6 as given in the lines
(18) through (21). To conclude the set-up of all required data structures, the marginal
scores are computed in lines (22) and (23). Additionally, the factors for the first two
items parameters, L1 and L2, are redefined to be variates in lines (24) to (26), to let
them have the same structure as L3 to L6. The lines (27) through (31) specify and fit
the model. The interaction term GROUP∗SCORE in the linear predictor as given in the
fit-statement accounts for the different marginal distributions of the subject effects
in the two groups. The deviance and the estimates for the items parameters are given
as follows (the subject effects are omitted):
scaled deviance = 22.328 at cycle 9
residual df = 17
estimate s.e. parameter
1 -9.693 77.21 1
2 -0.4160 27.30 L1
3 0.1615 27.30 L2
4 1.164 27.31 L3
5 -0.9091 27.31 L4
6 -0.1318 27.31 L5
7 -0.5810 27.31 L6
A log-linear test model is specified and fitted by the following directives analogous to
Example 12.1.1, where the vectors U1 to U3 represent a certain covariate structure.
(32) $ASSIGN U1=1,0,0,1,1,0
(33) $ASSIGN U2=0,1,0,0,1,1
(34) $ASSIGN U3=0,0,1,1,0,1
(35) $CALCULATE ETA1=L1∗U1(1)+L2∗U1(2)+L3∗U1(3)+L4∗U1(4)+L5∗U1(5)+L6∗U1(6)
(36) $CALCULATE ETA2=L1∗U2(1)+L2∗U2(2)+L3∗U2(3)+L4∗U2(4)+L5∗U2(5)+L6∗U2(6)
(37) $CALCULATE ETA3=L1∗U3(1)+L2∗U3(2)+L3∗U3(3)+L4∗U3(4)+L5∗U3(5)+L6∗U3(6)
(38) $FIT ETA1+ETA2+ETA3+GROUP∗SCORE
(39) $DISPLAY E
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The output is
scaled deviance = 26.243 at cycle 8
residual df = 19
estimate s.e. parameter
1 -8.693 46.83 1
2 -0.8004 0.5238 ETA1
3 -0.3180 0.5611 ETA2
4 -0.4736 0.4591 ETA3
The difference of the deviances is 3.915 on 2 degrees of freedom. The linear reparam-
eterization of the item parameters is in accordance with the data, though none of the
individual estimates of the η’s is of relevance in this data set.
This example illustrates the estimation in the case of incomplete data, when two groups
of subjects have responded to different subsets of items. The most extreme case of
incomplete data is given if each subject has responded to a different number of items.
A discussion on estimability in such instances is given, e.g., by Fischer (1983) and
Glas (1989). In the context of log-linear models estimation is possible following the
lines of the above procedure. A separate table has to be formed for each group of
subjects (or even for each single subject), that have responded to a distinct subset of
items, provided that at least one item is common to all distinct subsets and the data
are well-conditioned. A similar situation occurs when longitudinal models are fitted to
data where the number of observations varies among subjects. An application of such
a model will be given in Section 14.3.
12.2 The Log-Linear Hybrid Model
Let πijt be the probability for subject i (i = 1, . . . , n) responding to item j (j =
1, . . . , Ji) at time t (t = t0, . . . , Ti) When convenient to simplify notation, let Ji = J
and Ti = T without loss of generality. Then a model that allows for subject effects for
the response probabilities is
πijt =
exp (ξij − λj + τit)
1 + exp (ξij − λj + τit) (12.1)
where ξij denotes the latent propensity of subject i to give a positive reponse to item
j, λj is the latent affective value of item j, and τit may be linearly reparameterized as
τit =
P∑
p=1
uitpηp , (12.2)
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where
τit − τi,t−1 =
∑
p
(uitp − ui,t−1,p)ηp
is the log odds of the probabilities responding with 1 at time t compared to t− 1, and
reflects the effects of treatments per unit change in the covariates. The covariates uitp
may be quantitative as well as categorical. In certain instances an additional parameter
η0 may be introduced to represent a baseline trend. The parameters λj are confounded
with the ξij’s and may be absorbed into ξ
∗
ij = ξij − λj without further restricting the
model. Due to this absorption, a subject i responding to two different items, say j
and j′, may be considered as two different ‘virtual subjects’, w and w′, represented
by the subject parameters ξw = ξ
∗
ij and ξw′ = ξ
∗
ij′ , respectively. Formally, this is to
reduce the J latent dimensions to one virtual dimension. The concept of virtuality of
subjects and items by defining certain subject × trait × time point combinations was
already introduced in Section 4.3. There, the derivation of the hybrid model built on
the concept of virtual items, i.e., a combination of real items and observation times. For
reasons of symmetry of subject and item parameters, the model may also be derived
applying the concept of virtual subjects as used in the present section.
Model (12.1) may thus be written as
πwt =
exp(ξw + τit)
1 + exp(ξw + τit)
.
Let ywt = 1 if the virtual subject w makes a positive response at time t, and let ywt = 0
otherwise. The probability of observing a particular response pattern for virtual subject
w is
P (Yw = yw|ξw, τit) = exp (ξw
∑
t ywt +
∑
t τitywt)∏
t (1 + exp (ξw + τit))
.
The sufficient statistics for ξw are rw =
∑
t ywt, i.e., the number of times subject w gave
a positive response. The conditional likelihood for subject w given rw is
L(τ )w =
exp (
∑
t τitywt)∑
y|r exp (
∑
t τitywt)
, (12.3)
where the terms ξw cancel. The summation in the denominator is over all response
patterns y that satisfy a certain marginal score r, i.e., y|r.
By introducing the linear reparameterization (12.2) the conditional likelihood (12.3)
becomes
L(η)w =
exp (
∑
p ηp
∑
t uitpywt)∑
y|r exp (
∑
p ηp
∑
t uitpywt)
,
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where the sufficient statistic for ηp is
∑
t uitpywt = u
+
ip.
Following the arguments analogous to those given in Section 10, model (12.1) has the
log-linear representation
ln πyi|ui = µ + σ
(ri) +
∑
p
ηpu
+
ip ,
where πyi|ui is the probability, that subject i with covariates ui enters cell indexed by
yi in the 2
J ·T contingency table, and σ(ri) is a nuisance parameter and corresponds to
the marginal subject effect.
Example 12.2.1. A dichotomous response (to a single item) has been recorded for
two groups of subjects (10 and 15 subjects, respectively) at times t = 0, 1, 3, 5. The
interesting questions are whether the groups differ in the response probabilities at
different times, and whether there is a trend in the response probabilities that possibly
differs between the groups. The GLIM code is as follows:
(1) $SLENGTH 10
(2) $READ I1 I2 I3 I4
0 1 1 0 1 0 1 1 1 1 0 0 1 1 1 0 1 0 0 0
0 1 1 0 0 0 1 0 0 0 1 0 0 1 1 1 0 1 1 1
(3) $CALCULATE INDEX=1+I1∗8+I2∗4+I3∗2+I4
(4) $SLENGTH 16
(5) $CALCULATE Y1=0
(6) $CALCULATE Y1(INDEX)=Y1(INDEX)+1
(7) $DELETE INDEX I1 I2 I3 I4
(8) $SLENGTH 15
(9) $READ I1 I2 I3 I4
1 0 0 1 0 1 1 0 0 1 0 1 1 1 1 0 1 1 0 1
1 0 1 0 0 1 0 0 0 0 1 0 1 0 0 1 0 1 1 0
0 1 0 0 1 0 1 0 0 1 1 1 1 0 0 1 0 1 1 0
(10) $CALCULATE INDEX=1+I1∗8+I2∗4+I3∗2+I4
(11) $SLENGTH 16
(12) $CALCULATE Y2=0
(13) $CALCULATE Y2(INDEX)=Y2(INDEX)+1
(14) $DELETE INDEX I1 I2 I3 I4
(15) $SLENGTH 32
(16) $ASSIGN Y=Y1,Y2
(17) $CALCULATE T1=%GL(2,8)-1
(18) $CALCULATE T2=%GL(2,4)-1
(19) $CALCULATE T3=%GL(2,2)-1
(20) $CALCULATE T4=%GL(2,1)-1
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(21) $CALCULATE XI=1+T1+T2+T3+T4
(22) $FACTOR XI 5
(23) $CALCULATE GROUP=%GL(2,16)
(24) $FACTOR GROUP 2
(25) $YVARIATE Y
(26) $ERROR P
(27) $FIT T1+T2+T3+T4+XI∗GROUP
(28) $FIT +(T1+T2+T3+T4).GROUP
In lines (1) through (14) the data for the two groups are read into the system analogous
to Example 12.1.2. Again, the main part of the model definition starts with redefining
the standard length in line (15), and the computing the new response variable in (16).
Both statements account for the two tables according to the groups. The remaining
lines are analogous to Example 10.1. The $fit - statements in (27) specifies a model
with parameters for the 4 time points common to both groups. In line (28) a model is
fitted with separate time parameters for the groups. The GLIM output is
scaled deviance = 24.506 at cycle 8
residual df = 19
scaled deviance = 22.227 (change = -2.278) at cycle 9
residual df = 16 (change = -3 )
As can be seen from the above values, there is no evidence for a group effect, the
response probabilities are the same for both groups. The second hypothesis concerns a
trend effect. The response probabilities may change linearly with time and they may be
different for the groups. These hypotheses can be tested using the following statements.
(31) $CALCULATE T=T1∗0+T2∗1+T3∗3+T4∗5
(32) $FIT T+XI∗GROUP
(33) $FIT +T∗GROUP
Line (31) computes a variate for the trend, line (32) fits the model with common trend
and line (33) fits the model for different trends. The ouput from these lines is
scaled deviance = 28.660 at cycle 8
residual df = 21
scaled deviance = 28.656 (change = -0.003906) at cycle 8
residual df = 20 (change = -1 )
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The fit of a trend × group interaction, the second model, does obviously not improve
the fit. The likelihood ratio test between the model with separate estimates for the
4 observation times and the common trend model is 28.66-24.51=4.15 on df = 2,
indicating that response probabilities may be expressed in terms of a single parameter.
Inspection of the trend parameter T shows an estimate of -0.06328 with an estimated
standard error of 0.09710. It can be concluded that the response probabilities do not
change with time and are equal in both groups. Further possible refinements of the
model, such as fitting quadratic or cubic trends, are omitted.
Example 12.2.2. There are two groups of subjects. Each group of subjects has re-
ponded twice to two different items at two different times. The period between the two
measurements is constant for all subjects. The interesting questions are whether the
groups differ in the response probabilities at different times for the two different items.
The data are taken from Example 12.2.1 above, thus the GLIM code is identical for
the lines (1) through (24). The remaining statements are
(25) $CALCULATE TIME2=(T3==1)+(T4==1)
(26) $CALCULATE ITEM2=(T2==1)+(T4==1)
(27) $YVARIATE Y
(28) $ERROR P
(29) $FIT GROUP∗(TIME2+ITEM2+XI)
(29) $FIT GROUP∗XI
The deviances for the two models, as given in the following GLIM ouput, indicate that
the response probabilities are the same for both groups, for both items and there is no
change between the two measurements.
scaled deviance = 27.947 at cycle 8
residual df = 18
scaled deviance = 29.086 (change = 1.139) at cycle 8
residual df = 22 (change = 4 )
Example 12.2.3. Five subjects have responded to 1 item at 4 different times, where
the periods of observation are different for each subject. Again, the question of interest
is whether a change of response probabilities may be attributable to a trend. The GLIM
code for a situation like this is the following.
(1) $SLENGTH 5
(2) $READ R1 R2 R3 R4 T1 T2 T3 T4
0 1 1 0 0 1 3 5
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1 0 1 1 0 2 4 6
1 1 0 0 0 1 2 3
1 1 1 0 0 2 3 4
1 0 0 0 0 3 4 5
(3) $GFACTOR SUBJ 5
(4) $TABULATE FOR R1,R2,R3,R4,SUBJ INTO Y BY TR1,TR2,TR3,TR4,S
(5) $CALCULATE XI=TR1+TR2+TR3+TR4+1
(6) $FACTOR XI 5
(7) $CALCULATE TREND=T1(S)∗TR1+T2(S)∗TR2+T3(S)∗TR3+T4(S)∗TR4
(8) $YVARIATE Y
(9 ) $ERROR P
(10) $CYCLE 20
(11) $FIT TREND+XI∗S
(12) $DISPLAY E
By line (2) the data are read into the system, where R1 to R4 denote the responses at
times T1 to T4. Each of the subsequent data lines corresponds to one subject. Line (3)
defines a factor to index the subjects. Line (4) sets up the required 5 · 24–contingency
table, and stores the individual entries into Y (cf. line (3A) in Example 10.1) by inserting
a 1 in the appropriate cell of each of the five subtables. Lines (5) and (6) compute the
factor for the score-parameters for all subjects and line (7) calculates the covariate
corresponding to the trend. Finally, the model is specified and fitted.
The output provided by GLIM gives a scaled deviance of 13.16, the estimate for TREND
is −0.3895 with an estimated standard error of 0.2740. Again the further application
of model fitting strategies is omitted.
An application of this model to a more complex situation is given in Section 14.3.
There, the number of observations as well as the duration of periods between successive
measurements varies among subjects. Additionally, the effects of some constant and
time-dependent covariates are evaluated, that are specific to the subjects. In general,
some care has to be taken when specifying the design matrix. To ensure estimability,
the parameters have to be appropriately constrained and due to these constraints only
differences between the τ ’s can be estimated. Hence, failure of the estimation procedure
occurs if uipt = uipt′ for all i or uipt = ui′pt for all t, since
τit − τit′ =
∑
p
(uipt − uipt′)ηp = 0, and, τit − τi′t =
∑
p
(uipt − ui′pt)ηp = 0 .
To evaluate the effect of a constant variate (such as gender), the corresponding uip has
to be multiplied by t to ensure estimability.
Regarding the second case, τit − τi′t, additional care has to be taken when parameter-
izing the σ’s. The parameterization of the subject effects depends on the kind of data
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structure to be represented by (13.5) or its specializations. If the response of subject
i is to be explained by covariates that are unique for i (e.g. metrical covariates, or
treatment periods that differ between subjects), then the set of the subject random
effects is also specific for i. If, on the other hand, the design is such that covariates are
common to a certain number of subjects (e.g. factorial designs with equal number and
spacing of treatment periods) than the random effect parameters are common to the
group of subjects with equal covariate structure. It is implied in the log-linear versions
of the models that in the first case a MJ ·T table has to be specified for each subject i
with only one entry corresponding to the response pattern, whereas in the second case,
when subject i′ has covariates equal to subject i, a second entry occurs in the the ith
table and no separate table is constructed for i′.
In principle, all the above considerations apply also to data, where the responses are
classified into more than two categories. In particular, the examples above are easily
extended to model polytomous responses. This topic will be covered in the next section.
13
Polytomous Log-linear Item Response Models with
Covariates
In the previous section log-linear models for repeated dichotomous responses have been
presented, where some linear reparameterizations were incorporated to account for
explanatory variables describing item structures and experimental or subject specific
conditions. This section extends these ideas to polytomous responses based on IRT
models discussed in Chapter 6. First, a geneneral formulation of log-linear Rasch models
for repeated nominal responses, as suggested by Hatzinger and Katzenbeisser (1994),
is given. Sections 13.2 and 13.3 formulate log-linear versions of the LRSM and the
LPCM, accompanied with small examples.
13.1 The Polytomous Log-Linear Rasch Model with Covariates
A longitudinal log-linear version of the general Rasch model for multinomial data that
takes covariates into account may be formulated as proposed by Hatzinger and Katzen-
beisser (1994). Let π
(m)
ijt be the probability for subject i (i = 1, . . . , n) responding to
item j (j = 1, . . . , Ji) at time t (t = t0, . . . , Ti) in category m (m = 0, . . . ,M). When
convenient to simplify notation, let Ji = J and Ti = T without loss of generality. Then
a model that allows for subject effects for the response probabilities is
π
(m)
ijt =
exp (ξ
(m)
ij − λ(m)j + τ (m)it )∑
m′ exp (ξ
(m′)
ij − λ(m
′)
j + τ
(m′)
it )
(13.1)
where ξ
(m)
ij denotes the latent propensity of subject i to choose category m in item j,
λ
(m)
j is the latent attractivity of category m represented by item j and τ
(m)
it may be
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linearly reparameterized as
τ
(m)
it =
P∑
p=1
uitpη
(m)
p , (13.2)
to allow for explanatory variables. The differences
τ
(m)
it − τ (m)i,t−1 =
∑
p
(uitp − ui,t−1,p)η(m)p
can be interpreted as the log odds of the probabilities responding in category m at
time t compared to t− 1, that depend on treatment effects. Again, the covariates uitp
may be quantitative as well as categorical and a parameter η
(m)
0 can be specified such
that a linear (baseline) trend referring to the mth category is modelled. As in the
previous section the item parameters λ
(m)
j are confounded with the ξ
(m)
ij ’s and may be
absorbed into ξ
∗(m)
ij = ξ
(m)
ij − λ(m)j without further restricting the model. A situation,
where subject i responds to two different items, j and j′, may thus be considered as
if two different ‘virtual subjects’, w and w′, represented by the subject parameters
ξ(m)w = ξ
∗(m)
ij and ξ
(m)
w′ = ξ
∗(m)
ij′ , respectively, respond to one item each. Formally, this
is to reduce the J × (M + 1) latent dimensions to M + 1 dimensions. Model (13.1)
becomes
π
(m)
wt =
exp (ξ(m)w + τ
(m)
it )∑
m′ exp (ξ
(m′)
w + τ
(m′)
it )
. (13.3)
Now, let y
(m)
wt = 1, if the virtual subject w makes a response m at time t, and let
y
(m)
wt = 0 if the response is other than m. The probability of observing a particular
response pattern for virtual subject w is
exp (
∑
m ξ
(m)
w
∑
t y
(m)
wt +
∑
m
∑
t τ
(m)
it y
(m)
wt )∏
t
∏
m
(∑
m′ exp (ξ
(m′)
w + τ
(m′)
it )
) .
The sufficient statistics for ξ(m)w are r
(m)
w =
∑
t y
(m)
wt , i.e., the number of times subject
w gave a response in category m, for m = 0, . . . ,M . The conditional likelihood for
subject w given rw = (r
(0)
w , . . . , r
(M)
w ) is
exp (
∑
m
∑
t τ
(m)
it y
(m)
wt )∑
y|rw exp (
∑
m
∑
t τ
(m)
it y
(m)
wt )
, (13.4)
where the terms ξ(m)w cancel. The summation in the denominator is over all response
patterns y, that satisfy a certain item × category combination rw, i.e., y|rw. For
instance, if the number of categories M +1 = 3 and the sufficient statistics for subjects
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w take the values r(0)w = 0, r
(1)
w = 3 and r
(2)
w = 1, then the summation is over all
response patterns satisfying rw, {1, 1, 1, 2}, {1, 1, 2, 1}, {1, 2, 1, 1}, and {2, 1, 1, 1}.
By introduction of the linear reparameterization (13.2) the conditional likelihood (13.4)
becomes
exp (
∑
m
∑
p η
(m)
p
∑
t uitpy
(m)
wt )∑
y|rw exp (
∑
m
∑
p η
(m)
p
∑
t uitpy
(m)
wt )
,
where the sufficient statistics for η(m)p are
∑
t uitpy
(m)
wt = u
∗(m)
ip , i.e., the number of times
virtual subject w has responded in category m multiplied by the value of the covariate
for η(m)p at time t.
Following the arguments analogous to those given in Section 10, model (13.1) has the
log-linear representation
ln πyi|ui = µ + σ
({yi}) +
∑
m
∑
p
η(m)p u
∗(m)
ip (13.5)
where πyi|ui is the probability, that subject i with covariates ui enters cell yi in the
(M + 1)J ·T contingency table specific to subject i, and σ({yi}) is the nuisance subject
effect and corresponds to a symmetry parameter in the equivalent quasi-symmetry
log-linear model (cf. Agresti , 1993a).
13.2 The Log-Linear Rating Scale Model with Covariates
Model (13.1) can easily be specialized for ordinal and dichotomous responses. The
dichotomous case was discussed in Section 12.2. For the ordinal case, let in (13.3) be
ξ(m)w = ξwφ
(m) + κ(m) and τ
(m)
it = τitφ
(m), where φ(m) is a scaling parameter and κ(m) is
a parameter that reflects the mth category. Then an ordinal version of (13.3) is
π
(m)
wt =
exp (κ(m) + φ(m)(ξw + τit))∑
m′ exp (κ(m
′) + φ(m′)(ξw + τit))
, (13.6)
The parameters φ cause some problems since they enter the sufficient statistics for
the ξ’s. For a discussion see Section 5.2. No problems arise, however, when the φ’s
are assumed to be known constants which reflect the ordering of the categories, e.g.
φ(m) = m. Model (13.6) then becomes
π
(m)
wt =
exp (κ(m) + m(ξw + τit))∑
m′ exp (κ(m
′) + m′(ξw + τit))
,
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which was introduced by Fischer and Parzer (1991) and was termed the Linear Rating
Scale Model (LRSM). By using the same arguments as given above, i.e., conditioning
on the sufficient statistics rw =
∑
m m
∑
t y
(m)
wt for the ξw’s, the kernel of the conditional
likelihood is
exp (
∑
m κ
(m)∑
t y
(m)
wt +
∑
t τit
∑
m my
(m)
wt )∑
y|rw exp (
∑
m κ(m)
∑
t y
(m)
wt +
∑
t τit
∑
m my
(m)
wt )
, (13.7)
where summation is over all response patterns y, that satisfy
∑
m m
∑
t y
(m)
wt = rw, i.e.,
y|rw. Inserting the linear structure (13.2) into (13.7) gives
exp (
∑
m κ
(m)∑
t y
(m)
wt +
∑
p ηpu
∗
ip)∑
y|rw exp (
∑
m κ(m)
∑
t y
(m)
wt +
∑
p ηpu
∗
ip)
,
where u∗ip =
∑
t uitp
∑
m my
(m)
wt . The log-linear representation of the LRSM is
ln πAi|ui = µ + σ
(ri) +
∑
m
κ(m)
∑
t
y
(m)
wt +
∑
p
ηpu
∗
ip . (13.8)
It should be noted that σ(ri) is not a symmetry parameters as σ({yi}) in the nominal
case, but has the same value for all response patterns with equal marginal score r. For
instance the same estimate σˆ(ri) is obtained for the response patterns {0, 1, 2, 2} and
{1, 1, 1, 2}, in contrast to the estimate for the symmetry parameters σ({yi}) in (13.5).
Example 13.1. Assume that 5 subjects have responded to 1 item at 3 different times
in one of 4 ordered categories (coded 1, 2, 3, and 4). The periods of observation are
different for each subject as in Example 12.2.3 above. Additionally, a certain drug has
or has not been administered to the subjects in the period, prior to each response. The
question of interest is whether a change of response probabilities may be attributable
to the treatment and/or to a trend. The GLIM code could be as follows.
(1) $SLENGTH 5
(2) $READ R1 R2 R3 T1 T2 T3 D1 D2 D3
3 2 1 16 18 21 0 0 1
4 3 2 21 29 40 1 1 0
1 2 1 16 23 28 1 0 1
2 1 1 12 19 27 1 0 1
3 4 3 13 20 34 1 0 1
(3) $GFACTOR SUBJ 5
(4) $FACTOR R1 4 R2 4 R3 4
(5) $TABULATE FOR R1,R2,R3,SUBJ INTO Y BY TR1,TR2,TR3,S
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(6) $CALCULATE KAPPA3=(TR1==3)+(TR2==3)+(TR3==3)
(7) $CALCULATE KAPPA4=(TR1==4)+(TR2==4)+(TR3==4)
(8) $CALCULATE XI=TR1+TR2+TR3-2
(9) $FACTOR XI 10
(10) $CALCULATE TREND=T1(S)∗TR1+T2(S)∗TR2+T3(S)∗TR3
(11) $CALCULATE DRUG=D1(S)∗TR1+D2(S)∗TR2+D3(S)∗TR3
(12) $YVARIATE Y
(13) $ERROR P
(14) $CYCLE 20
(15) $FIT TREND∗DRUG+KAPPA3+KAPPA4+XI∗SUBJ
(16) $FIT TREND+DRUG+KAPPA3+KAPPA4+XI∗SUBJ
(17) $FIT TREND+KAPPA3+KAPPA4+XI∗SUBJ
(18) $FIT DRUG+KAPPA3+KAPPA4+XI∗SUBJ
(19) $FIT KAPPA3+KAPPA4+XI∗SUBJ
The set-up of the code is analogous to Example 12.2.3 above. The difference is that ad-
ditionally the covariate values for drug effect D1 to D3 at times T1 to T3 are defined, and
that the response now is ordinal with four categories. As a consequence the indvidual
responses are required as factors, line (4), in order to properly construct the table with
the $tabulate-directive in line (5) . The dummies for the category parameters κ(3) and
κ(4) are computed in lines (6) and (7). Since the κ’s have to have to be constrained, κ(1)
and κ(2) are set to zero and can be neglected in the calculations. Line (8) calculates the
marginal scores and line (9) defines the corresponding factor. It should be noted again,
that the parameters representing the subject effects are not the symmetry parameters
as in the nominal case but are the dummies for the scores, since the response scale is
defined to be ordinal. Lines (10) and (11) computes the covariates for the treatment
effect DRUG and the trend. Having specified all necessary structures in lines (12) to
(14), the model is fitted to the data. The analysis of deviance table from lines (15) and
(19) is:
∆df ∆ deviance
model linear predictor deviance to model 1 to model 1
1 KAPPA3+KAPPA4+TREND*DRUG 9.258 – –
2 KAPPA3+KAPPA4+TREND+DRUG 10.149 1 0.891
3 KAPPA3+KAPPA4+TREND 11.781 2 2.523
4 KAPPA3+KAPPA4+DRUG 15.357 2 6.099
5 KAPPA3+KAPPA4 15.877 3 6.619
TABLE 13.1. Results from backward model selection (the term 1+XI*SUBJ is included in all models).
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From Table 13.1, model 3 seems to represent the data reasonably. The likelihood ratio
test comparing model 3 to model 5 (the model with no treatment effect and equal
response probabilities over time) is 4.196 on df = 1. The estimate for TREND is −0.1677
indicating a general linear trend to respond in the categories with lower values.
13.3 The Log-Linear Partial Credit Model with Covariates
A somewhat more complex model not assuming equidistant ordering of the the cate-
gories may be formulated by specializing (13.3) as
π
(m)
wt =
exp (mξw + τ
(m)
it )∑
m′ exp (m′ξw + τ
(m′)
it )
.
This model was suggested by Fischer and Ponocny (1994) who termed it a linear partial
credit model (cf. Section 6.2). A likelihood may again be obtained by conditioning on
the sufficient statistics r for the ξ’s, rw =
∑
m m
∑
t y
(m)
wt . After multiplying over all time
points and all categories, the kernel of the conditional likelihood for virtual subject w
given r is
exp (
∑
m
∑
t τ
(m)
it y
(m)
wt )∑
y|r exp (
∑
m
∑
t τ
(m)
it y
(m)
wt )
,
where again the terms that are specific to the subjects cancel. This conditional like-
lihood has the same structure as the likelihood (13.4) for the model with unordered
categories. The summation in the denominator, however, is not over all symmetrical re-
sponse patterns y|r as in the nominal case but over all response patterns y|r satisfying
the marginal score r as for the rating scale model (13.7), but also having ordered cat-
egories. Introducing the linear reparameterization (13.2) into the partial credit model
yields the conditional likelihood
exp (
∑
p ηp
∑
t uitpy
(m)
wt )∑
y|r exp (
∑
p ηp
∑
t uitpy
(m)
wt )
.
The derivation of the log-linear representation follows the line of arguments as for the
cases presented earlier and is given by
ln πyi|ui = µ + σ
(ri) +
∑
p
ηpu
∗∗
ip ,
where u∗∗ip =
∑
t uitpy
(m)
wt is the sufficient statistic for ηp and σ
(ri) is defined as in (13.8).
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Example 13.2. Two groups of subjects (70 and 64 subjects, respectively) have re-
sponded twice to two items with 4 ordered categories (coded as 0, 1, 2, and 3) repre-
senting symptom severity (0 is least severe).
64 subjects belonged to the therapy group and were measured prior and after the
therapy; the remaining 70 subjects belonged to the control group receiving no therapy
and were measured at the same times as the therapy group. Besides the parameters
describing the categories of the items the main interest concerns the estimation of a
treatment effect parameter. The constrained log-linear model corresponding to this
specification can be written as
lnE(ny) = µ + λ
(2)
1 + λ
(3)
1 + λ
(1)
2 + λ
(2)
2 + λ
(3)
2 + η
T
0 + η
G
1 + η
T ·G
2
+σ(1) + · · ·+ σ(12) + ηG1 · σ(1) + · · ·+ ηG1 · σ(12) .
The λ’s are the item category parameters, ηT0 is a trend effect parameter, η
G
1 is a
parameter describing the groups and the interaction effect ηT ·G2 is the interestingtherapy
effect parameter. The others are nuisance subject score parameters for the two tables
corresponding to the treatment groups. The GLIM code is as follows:
(1) $SLENGTH 70
(2) $READ I1 I2 I3 I4
1 1 3 2 3 3 3 3 2 0 2 1 2 3 1 1 3 3 3 3 3 1 0 2 3 3 3 2 2 1 2 3 2 1 2 1 0 0 2 1
3 3 3 3 2 3 3 3 2 2 2 1 3 3 0 3 0 1 0 1 0 0 0 0 3 3 2 3 3 3 3 1 2 1 3 1 2 3 1 0
2 3 3 3 2 0 2 2 0 0 0 0 3 1 2 1 3 1 0 0 2 1 3 1 0 0 1 1 3 3 3 3 3 0 2 1 2 2 2 0
2 2 3 1 3 2 3 1 2 1 2 1 3 1 2 0 1 0 0 1 3 2 3 3 3 3 3 3 2 1 2 2 0 2 2 1 0 1 3 3
2 1 0 1 3 1 1 1 1 1 3 1 3 2 3 1 3 2 1 3 2 0 0 1 3 1 3 1 3 1 3 3 2 2 2 3 2 3 3 3
3 2 2 3 0 1 0 1 0 0 0 2 3 2 2 2 0 1 2 0 3 0 2 1 0 3 2 2 3 2 2 1 1 3 1 2 3 2 1 2
3 2 2 1 0 1 1 3 3 3 3 3 1 1 1 2 3 2 3 1 0 0 1 1 0 2 3 1 3 3 2 2 1 2 2 2 3 3 3 2
(3) $TABULATE FOR I1,I2,I3,I4 INTO Y1 BY A,B,C,D
(4) $DELETE I1 I2 I3 I4 A B C D
(5) $SLENGTH 64
(6) $READ I1 I2 I3 I4
2 3 1 2 2 2 3 0 0 0 0 0 2 0 0 0 2 0 0 3 3 2 2 0 2 2 2 0 1 0 0 1 3 1 1 1 0 0 0 1
3 3 2 2 1 1 2 1 3 3 3 0 3 2 2 1 1 3 0 0 0 3 2 1 3 0 2 1 3 1 0 1 3 3 2 3 2 0 0 0
3 3 1 3 0 0 0 0 2 3 3 2 3 3 3 0 2 3 3 1 3 3 3 3 0 3 2 1 2 1 0 0 1 1 2 0 0 2 3 1
1 0 2 0 0 0 0 0 0 2 0 1 3 3 3 2 3 3 0 3 2 2 1 2 3 3 2 1 3 1 3 2 1 3 3 3 1 1 0 1
0 0 0 0 2 3 0 1 0 2 2 2 1 3 1 1 0 2 1 1 2 2 2 1 3 3 1 1 0 2 0 0 1 1 0 0 2 0 2 0
0 1 0 0 2 1 0 0 3 2 3 3 0 0 0 0 0 0 0 1 3 3 1 1 3 3 3 3 3 3 2 3 3 2 1 1 3 3 3 2
0 1 0 0 3 2 1 0 3 3 3 0 0 0 0 0
(7) $TABULATE FOR I1,I2,I3,I4 INTO Y2 BY A,B,C,D
(8) $CALCULATE SCORE=1+A+B+C+D
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(9) $SLENGTH 512
(10) $ASSIGN Y=Y1,Y2 : SCORE=SCORE,SCORE :A=A,A :B=B,B :C=C,C :D=D,D
(11) $CALCULATE L12=(A==2)+(C==2) :L13=(A==3)+(C==3)
(12) $CALCULATE L21=(B==1)+(D==1) :L22=(B==2)+(D==2): L23=(B==3)+(D==3)
(13) $GFACTOR G 2
(14) $CALCULATE TREND=C+D
(15) $CALCULATE TREAT=(G-1)∗TREND
(16) $FACTOR SCORE 13
(17) $YVARIATE Y
(18) $ERROR P
(19) $FIT L12+L13+L21+L22+L23+TREND+G+TREAT+G∗SCORE
(20) $DISPLAY E
Lines (1) to (7) read the data for the two groups and store it into the vectors Y1 and Y2
that correspond to the two 44-tables. The marginal scores are calculated in (8). Line
(9) defines the new standard length for the required 2× 44-table, line (19) accordingly
stacks the vectors for the frequency counts Y, the new scores and the covariates for
the items A, B, C, and D. Since the same 2 items have been presented to the subjects
prior and after the therapy the covariates for the items are combined in lines (11) and
(12). L12 and L13 correspond to the categories 2 and 3 of item 1. L21, L22, and L23
correspond to the categories 1, 2, and 3 of the second item. The parameters for the
other categories are set to zero due to the constraints that ensure estimability, and can
be neglected. Lines (11) and (12) use a GLIM facility not mentioned so far, the ‘:’. This
is the repetition symbol and just means that the last directive is repeated. In this case
‘:’ is short for $CALCULATE. Line (13) defines the dummy variable which represents the
treatment group. Line (14) calculates the trend variable to account for possible changes
in the response probabilities between the two observation times. The treatment effect
TREAT is set up in line (15) as the interaction effect between trend and treatment
group. This covariate has to be zero for the control group which is achieved by the
expression (G-1), since due to the $gfactor-directive in line (13) the variable G has the
value 1 for the first and 2 for the second group. Line (16) defines the factor levels for
the scoregroups. Finally, the model is specified and fitted. The linear predictor in line
(19) consists of the item category parameters, the trend, the group, and the treatment
parameter, and, finally, the nuisance group × subject effects. The interaction term is
required to account for the different score marginals in the two tables.
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The output provided by GLIM is
scaled deviance = 272.32 at cycle 6
residual df = 479
estimate s.e. parameter
1 0.6931 0.7071 1
2 0.7258 0.3962 L12
3 0.4652 0.6361 L13
4 0.9444 0.2942 L21
5 0.3532 0.5152 L22
6 -0.03025 0.7612 L23
7 -0.01878 0.1370 TREND
8 1.099 0.8165 G
9 -0.7963 0.2146 TREAT
The values show an increase along the categories corresponding to the degree of sever-
ity of the symptoms measured by the two items. The treatment parameter is highly
significant and negative, indicating the effectiveness of the therapy in reducing the
probability of having severe symptoms.
13.4 Some Remarks on Large Contingency Tables
In certain applications the log-linear approach fails. This is particularly true for psy-
chometric applications where questionnaires have to be analysed that consist of many
items. It is not uncommon that a psychological scale is made up of hundred and more
items. Even if the response is dichotomous it is required to specify a table of dimen-
sion 2100 or larger. In such cases, log-linear analyses fail for two reasons. One concerns
the number of respondents, the other concerns computational aspects. As can be seen
from the examples given in Chapter 14, even in problems that require the specification
of only moderate tables zero cells frequently occur. The failure to satisfy the large
sample assumptions can result in actual null distributions of a general goodness-of-fit
test that is far from the asymptotic χ2-approximation and may sometimes mislead in
model selection. It is not possible to construct efficient estimates of the parameters and
hypothesis testing lacks power. However, the sample size in sparse tables is often suf-
ficiently large to use the likelihood ratio test (7.19) for comparing two nested models.
The null distribution of these statistics converge to its limiting χ2-distribution more
quickly than the overall goodness-of-fit statistics since they depend on the data only
through the sufficient statistics for the marginals rather than through individual cell
frequencies, and, as for most log-linear models the expected values refer to marginal ta-
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bles. Thus, the χ2 approximation is likely to be adequate for the model-based statistics
in most cases (cf. Haberman , 1977b).
Some approaches have been suggested how to deal with the problem of sparse tables.
Recent advances in computing power and algorithmic sophistication allow for using
exact methods or at least approximations to exact distributions using Monte Carlo
methods (cf. Mehta et al., 1988). An alternative is to rely on asymptotic approximations
(Koehler and Larntz , 1980; Koehler , 1986) where expected frequencies in the cells
need not increase as they must do in the usual large-sample theory. Further alternatives
have been proposed by McCullagh (1984), who presented a normal approximation of
the generalized goodness-of-fit statistic, and Cressie and Read (1984), who introduced
a family of so-called power divergence statistics. A different approach is due to Baker et
al. (1985), who noted that ML estimates always exist and are unique when models are
formulated using constraint equations rather than log-linear equations. The number of
constraint equations for a certain model is the same as the residual df (for a discussion in
the context of minimum modified χ2-estimation see Agresti , 1990, Ch. 13.5.1). Haslett
(1985, 1989) gave an algorithm to determine the number of estimable parameters based
on the number of residual df . Further research is needed to find satisfying ways to deal
with the problem of sparse tables.
In the context of item response models, however, one can use the logistic rather than
the log-linear formulation of the models, as presented in Part I. In the logistic represen-
tation, the individual responses of each subject contribute to the likelihood rather than
all possible response patterns and the number of times each of them has been observed.
Thus, the problem of infinite parameter estimates due to zero cells cannot occur if the
data are well-conditioned and the parameters are appropriately constrained (cf. Section
3.2). Moreover, powerful and highly sophisticated algorithms have been developed re-
cently to compute the elementary symmetric functions, based on recurrence relations,
and the iterative scheme by a quasi-Newton procedure that avoids the computation of
the second-order partial derivatives (for details see Fischer and Parzer , 1991; Fischer
and Ponocny , 1994). A collection of programs, partly using these algorithms, allows
for estimation in even huge problems, that otherwise could not be handled. Seliger and
Fischer (1994) give a variety of practical examples covering all (but the polytomous
nominal) models, as presented in Part I.
14
Applications to Log-linear Longitudinal Analysis
Two kinds of models can be distinguished that take repeated categorical responses
into account. The first class of models incorporates time effects into the dichotomous
and the polytomous log-linear Rasch model, by an alternative parameterization of the
item parameters. These models may be called models with a ‘population-averaged’
covariate structure. The second class consists of models that have been developed in
the psychometrical context and have particularly been designed to provide means for
the analysis of item response data, observed repeatedly. In contrary to the first class,
these models may be termed models with ‘subject-specific’ covariates, since they allow
for covariates to be includedthat are specific both to the subject and the time point
of measurement. Both types of models have in common that conditional likelihood
methods are used to eliminate nuisance parameters, which usually are subject effects.
In some cases the same models result where the line of development had started from
different areas of scientific interest. (For an extensive review of longitudinal models see
Lindsey , 1993.)
This section presents examples from three types of studies where, commonly, repeatedly
observed categorical data are involved. First the analysis of panel data is shown to be
facilitated by using latent variable log-linear models and new interpretations compared
to those found by traditional models may be found. The second example deals with
data from a cross-over study where the aim is to estimate treatment, carry-over and
period effects. Finally, an example from a therapy evaluation study is given. In practice
these kind of studies often fail to satisfy the usual requirements of complete and regular
observations, e.g., loss of follow-ups, irregularly spaced and variable number of obser-
vations. Additional complexity sometimes arises from changing covariate structures.
Again application of latent variable models may prove to be useful. (These examples
are just a selection. The methodology, as presented in this monograph, may find sensi-
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ble applications in numerous other research areas. For instance, Agresti (1994) recently
proposed log-linear Rasch type models for estimating the population size in capture–
recapture situations, and Darroch et.al. (1993) gave an application to estimating census
undercount in demographic analysis.)
14.1 Panel Studies
As mentioned above, a class of models for repeated categorical data which has been
reported in the recent statistical literature can also be viewed as extensions of Rasch
type models. Various reparameterizations of the item parameters and inclusion of ad-
ditional parameters into the linear predictor led to model formulations tailored for
specific applications, sometimes violating the basic assumptions of the Rasch model in
order to reflect particular structures in data, such as time dependences.
Conaway (1989) gave an application of the polytomous log-linear Rasch model to panel
data where he reparameterized the item parameters to account for wave effects. The
method can be seen as a reformulation of the polytomous version of the LLTM (cf.
Section 4.1), a model that was first formulated by Fischer (1974).
As given in (5.2) the model is
P (Y
(m)
ij = 1|ξ(m)i , λ(m)j ) = π(m)ij =
exp(ξ
(m)
i − λ(m)j )∑
m′ exp(ξ
(m′)
i − λ(m
′)
j )
,
describing the probability of subject i giving an answer to item j in category m, where
ξ
(m)
i is the parameter corresponding to the location of subject i on the mth latent
dimension and λ
(m)
j is the affective value of item j. Inserting the linear structure
λ
(m)
j =
∑
p
ujpη
(m)
p + c
(m) for j = 1, . . . , J, p = 1, . . . , P, P < J,
into the above formula yields the polytomous LLTM
P (Y
(m)
ij = 1|ξ(m)i , η(m)p ) = π(m)ij =
exp(ξ
(m)
i −
∑
p ujpη
(m)
p − c(m))∑
m′ exp(ξ
(m′)
i −
∑
p ujpη
(m′)
p − c(m))
.
Alternatively this model can be written as
ln
⎛⎝π(m)ij
π
(0)
ij
⎞⎠ = ξ(m)i − u′jη(m) for m = 1, . . . ,M . (14.1)
14.1. Panel Studies 153
Again maximization of the conditional likelihood of (14.1) yields estimation equations
for η(m), where the subject parameters ξ
(m)
i cancel out. The corresponding log-linear
model is
lnE(ny) = µ + σ
({y}) −∑
j
∑
m
u′jη
(m) . (14.2)
Example 14.1.1. Three Mile Island Data. Conaway (1989) used model (14.1) to
analyse data from a four-wave panel study (originally reported by Fienberg et al., 1985),
aimed to investige the psychological effects of the accident at the Three Mile Island
nuclear power plant in 1979. The responses concerned the level of stress of mothers of
young children caused by the nuclear power plant. The responses were classified into
one of three categories, L (low), M (medium), or H (high stress), at each of the four
interviews or waves. Parts of the data (responses from mothers with residence within
5 miles of the plant) are given in Table 14.1.
Wave 3
L M H
Wave 4 Wave 4 Wave 4
Wave 1 Wave 2 L M H L M H L M H
L L 2 0 0 2 3 0 0 0 0
M 0 1 0 2 4 0 0 0 0
H 0 0 0 0 0 0 0 0 0
M L 5 1 0 1 4 0 0 0 0
M 3 2 0 2 38 4 0 2 3
H 0 0 0 0 2 0 0 1 1
H L 0 0 0 0 0 0 0 0 0
M 0 0 0 0 4 3 0 1 4
H 0 0 0 1 2 0 0 5 12
TABLE 14.1. Three Mile Island data.
Let π
(H)
ij be the probability, that subject i responds in the high-stress category H in
wave j,
π
(H)
ij =
exp(ξ
(H)
i − λj(H))∑
m exp(ξ
(m)
i − λj(m))
,
where ξ
(H)
i is the latent tendency of subject i to respond in the high-stress category
and λ
(H)
j is a parameter, that describes the effect on the perceived amount of stress at
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wave j attributable to the nuclear power plant. The summation in the denominator is
over all three stress-levels, L, M , and H. The probabilities π
(M)
ij and π
(L)
ij are defined
analogously for the medium and the low-stress category.
A first approach to analysis is to investigate the changes of stress levels over time.
Allowing for different stress levels at each interview, a sequence of models based on
ln
⎛⎝π(H)ij
π
(L)
ij
⎞⎠ = ξ(H)i − λ(H)j , and, ln
⎛⎝π(M)ij
π
(L)
ij
⎞⎠ = ξ(M)i − λ(M)j , (14.3)
for the waves j, j = 1, . . . , 4, may be fitted. The overparameterization can be avoided
by setting λ
(L)
j = 0 for all j, as well as λ
(H)
1 = λ
(M)
1 = 0. These constraints lead to the
interpretation of λ
(H)
j and λ
(M)
j , j = 2, 3, 4, as the log-odds ratios of the probabilities
determined by the effects of wave j compared to wave 1. In a log-linear representation,
(14.3) may alternatively be written as
lnE(ny) = µ + λ
(M)
2 + λ
(H)
2 + λ
(M)
3 + λ
(H)
3 + λ
(M)
4 + λ
(H)
4 + (14.4)
+σ({L,L,M}) + · · ·+ σ({H,H,H}) .
The following GLIM statements fit a sequence of models according to (14.2) or (14.3),
respectively.
(1) $SLENGTH 81
(2) $READ Y
2 0 0 2 3 0 0 0 0 0 1 0 2 4 0 0 0 0 0 0 0 0 0 0 0 0 0
5 1 0 1 4 0 0 0 0 3 2 0 2 38 4 0 2 3 0 0 0 0 2 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 4 3 0 1 4 0 0 0 1 2 0 0 5 12
(3) $GFACTOR W1 3 W2 3 W3 3 W4 3
(4) $CALCULATE S=4∗∗(W1-1)+4∗∗(W2-1)+4∗∗(W3-1)+4∗∗(W4-1)
(5) $GROUP S
(6) $CALCULATE L2M=(W2==2)
(7) $CALCULATE L2H=(W2==3)
(8) $CALCULATE L3M=(W3==2)
(9) $CALCULATE L3H=(W3==3)
(10) $CALCULATE L4M=(W4==2)
(11) $CALCULATE L4H=(W4==3)
(12) $YVARIATE Y
(13) $ERROR P
(14) $LINK L
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(15) $CYCLE 20
(16) $FIT S
(17) $FIT +L2M+L2H
(18) $FIT +L3M+L3H+L4M+L4H
The code corresponds to the specification for the polytomous log-linear Rasch model
of Example 11.1.1. The difference is, that the parameters according to medium and
high-stress levels (L2M, . . ., L4H) at each wave are explicitly defined in lines (6) through
(11). From the output produced by lines (16) to (18) the following analysis of deviance
table (Table 14.2) results.
∆ deviance
model linear predictor deviance df to model 4
1 1+S 35.94 66 –
2 1+S+L2M+L2H 33.02 64 2.92
3 1+S+L2M+L2H+L3M+L3H+L4M+L4H 30.41 60 5.53
TABLE 14.2. Results from fitting different nominal wave effects to the Three Mile Island data.
The table shows that there is little change in the response probabilities over the four
waves. The largest contribution to the change in deviance is due to the wave two effects,
where the odds ratio of the high-stress compared to low-stress has been reduced with
respect to wave one. For waves three and four the odds ratios are equal to wave one.
The parameter estimates for model 3 including different effects for all waves are given
below.
scaled deviance = 30.412 at cycle 11
residual df = 60
estimate s.e. parameter
1 0.6931 0.7071 1
16 -0.4506 0.4865 L2M
17 -1.337 0.6806 L2H
18 0.004800 0.4950 L3M
19 -0.3264 0.6789 L3H
20 -0.4578 0.4870 L4M
21 -1.003 0.6743 L4H
Conaway argues that the venting of radioactive gas that occurred after wave two (cf.
Gatchel , et al., 1985) may have led to increased stress-levels at wave three reaching
the levels of wave one. Some decrease of stress has occurred again at wave four.
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However, Conaway ’s modelling does not account for the ordinal structure of the re-
sponses. A simpler model may thus be obtained when the probability of choosing one
of the ordered categories is modelled using the rating scale formulation
P (Y
(m)
ij = 1|ξi, λj) = π(m)ij =
exp(κ(m) + φ(m)(ξi − λj))∑
m′ exp(κ(m
′) + φ(m′)(ξi − λj)) ,
where the categories are assumed to be equidistant, φ(m) = m. The corresponding
log-linear representation after appropriately constraining the parameters (λ1 = κ
(L) =
κ(M) = σ(0) = 0) is
lnE(ny) = µ + σ
(1) + · · ·+ σ(8) + κ(H) + λ2 + λ3 + λ4 . (14.5)
The parameters λ again have the interpretation of log odds of the probability of choos-
ing category m at wave j compared to wave one.
Having defined all necessary structures as before, the model can be fitted in GLIM
using the following additional statements
(19) $CALCULATE OW1=W1-1
(20) $CALCULATE OW2=W2-1
(21) $CALCULATE OW3=W3-1
(22) $CALCULATE OW4=W4-1
(23) $CALCULATE KAPPA2=(OW1==2)+(OW2==2)+(OW3==2)+(OW4==2)
(24) $CALCULATE SCORE=1+OW1+OW2+OW3+OW4
(25) $FACTOR SCORE 9
(26) $FIT KAPPA2+SCORE
(27) $FIT +OW2
(28) $FIT +OW3+OW4
These specifications follow those of Example 11.1.1 in Section 11.2. Lines (19) through
(24) calculate the ordinal wave effects, OW1, . . . , OW4, the covariate KAPPA2 for the
high category parameter, and the ordinal subject effect SCORE, that is declared to be
a factor having 9 levels in line (25). The remaining lines fit three suitable models. The
deviances are given in Table 14.3.
The results do not differ from those obtained by fitting models with unordered cat-
egories. There is again little evidence for a wave 2 effect. Furthermore, the ordinal
specification is in accordance with the data as can be seen from a comparison of the
deviances and degrees of freedom of the models with ordinal effects and the comparable
models with nominal effects. The parameter estimates from model 6 as specified in line
(27) omitting the nuisance subject effects are
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∆ deviance
model linear predictor deviance df to model 4
4 1+SCORE+KAPPA2 41.28 71 –
5 1+SCORE+KAPPA2+OW2 38.63 70 2.65
6 1+SCORE+KAPPA2+OW2+OW3+OW4 36.28 68 5.00
TABLE 14.3. Results from fitting different ordinal wave effects to the Three Mile Island data.
scaled deviance = 36.282 at cycle 7
residual df = 68
estimate s.e. parameter
1 0.6931 0.7071 1
2 -0.6714 0.3391 OW2
3 -0.1694 0.3363 OW3
4 -0.5043 0.3374 OW4
5 -6.375 1.008 KAPPA2
So far, it was assumed in the analysis that, given the subject effects, the responses were
stochastically independent according to the assumptions of the Rasch model. However,
in a longitudinal study it seems to be reasonable to assume dependences of a response
at a certain wave to the responses given at previous waves. A model, that allows for
first order dependences (cf. hypothesis [E] in Section 3.3 and Duncan , 1985) is
lnE(ny) = µ + σ
(1) + · · ·+ σ(8) + κ(H) + λ2 + λ3 + λ4 +
+δ
(M)
2 + δ
(H)
2 + δ
(M)
3 + δ
(H)
3 + δ
(M)
4 + δ
(H)
4 .
The parameters δj
(M) and δj
(H) with covariates u
(M)
j−1 and u
(H)
j−1 are parameters reflect-
ing the influence of response m at wave j − 1 on the response δ(m)j at wave j. The
corresponding covariates can be defined as
u
(H)
j−1 = 1 for yi,j−1 = 2
= 0 for yi,j−1 = 1
= -1 for yi,j−1 = 0
and
u
(M)
j−1 = 0 for yi,j−1 = 2
= 1 for yi,j−1 = 1
= -1 for yi,j−1 = 0 ,
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where yi,j−1 = 2 denotes a response in the high-stress category at wave j − 1, wheras
1 and 0 denote responses in the medium and low-stress category, respectively.
Example 14.2 continued. With the following GLIM directives the ordinal model
with first order time-dependence effects is specified and fitted.
(29) $CALCULATE D2M=L2M∗((OW1==1) - (OW1==0))
(30) $CALCULATE D2H=L2H∗((OW1==2) - (OW1==0))
(31) $CALCULATE D3M=L3M∗((OW2==1) - (OW2==0))
(32) $CALCULATE D3H=L3H∗((OW2==2) - (OW2==0))
(33) $CALCULATE D4M=L4M∗((OW3==1) - (OW3==0))
(34) $CALCULATE D4H=L4H∗((OW4==2) - (OW4==0))
(35) $FIT +D2M+D2H+D3M+D3H+D4M+D4H
The deviance is 25.03 with df = 62, which is a reduction of 11.25 on 6 degrees of
freedom compared to model 6 with different effects for all four waves. The corresponding
probability value based on the χ2-distribution is 0.081 suggesting some evidence for
first order effects. A more parsimonious model that fits the data well, can be obtained
by introducing a common dependence parameter for both the medium and the high
categories over all waves. The corresponding GLIM statements are:
(36) $CALCULATE D=D2M+D2H+D3M+D3H+D4M+D4H
(37) $FIT +D-D2M-D2H-D3M-D3H-D4M-D4H
(38) $DISPLAY E
The deviance increases to 27.49 with df = 67. The likelihood ratio statistic for the
comparison of the two models is thus 2.46 with df = 5 indicating that the dependence
structure may be represented by a common parameter. If additionally the effects for
wave 3 and wave 4 are removed from the linear predictor the model becomes
lnE(ny) = µ + σ
(1) + · · ·+ σ(8) + κ(H) + λ2 + δ . (14.6)
This model can be fitted by the directives:
(39) $FIT -OW3-OW4
(40) $DISPLAY E
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The output is:
scaled deviance = 28.279 (change = +0.7864) at cycle 7
residual df = 69 (change = +2 )
estimate s.e. parameter
1 0.6931 0.7071 1
2 -0.6839 0.3115 OW2
3 -4.751 1.100 KAPPA2
4 0.5992 0.1915 D
The deviance of model (14.6) is 28.28 with df = 69, the contribution of the effects
for wave 3 and wave 4 is only 0.79 on 2 degrees of freedom and can be neglected.
The difference in deviances between model 5, describing wave 2 effects only, and the
model with an additional common dependence parameter is 10.35 based on df = 1.
The independence assumption has thus to be rejected. The value of the estimate for
the common dependence parameter is positive indicating the tendency that subjects
are consistent in their responses over all waves. The negative wave 2 effect indicates a
temporary reduction of stress after wave 1 and is in accordance to the interpretation
given above. Conaway ended up with the same conclusions but fitted a nominal model.
Since the response categories are ordered rather than unordered the ordinal formulation
of the model seems to be more appropriate.
Example 14.1.2. Swedish Election Data. Other models can be formulated for
panel studies, where a combination of certain types of structures in the item parameters
of the polytomous LLTM are specified. A typical example is the voting behaviour for the
Swedish parliamental elections 1974, 1978, and 1980. (The data have been reported by
Fingleton, 1984, p.151, and have been reanalysed by Lindsay, 1993, p.190). Four parties
have been taken considered and the votes of n = 1651 subjects have been recorded.
The data are given in Table 14.4.
Lindsay presents these data in the context of Markov chains, where he discusses re-
versibility and equilibrium state. The term reversibility means that the conditional
probability of transition between events is the same in each direction. This is the
quasi-symmetry structure of Section 8.1.2. Furthermore, a Markov chain is said to
be in equilibrium state, if the margins are not changing over time. This is known as
marginal homogeneity. Both combined together correspond to complete symmetry in
log-linear models (see, e.g., Agresti , 1990).
Lindsay reports that neither the equilibrium nor the reversibility model fits the data
well. A different approach is to consider a latent variable model for the individual
propensity to elect a certain party, i.e., the polytomous LLTM. This model including
effects for first order dependences is
lnE(ny) = µ + σ
({y}) + λ(m)A + λ
(m′)
B + λ
(m′′)
C + λ
(m,m′)
AB + λ
(m′,m′′)
BC , (14.7)
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Elections Elections Elections 1970
1964 1968 S C P Co
Social S 812 27 16 5
Democrats C 5 20 6 0
(S) P 2 3 4 0
Co 3 3 4 2
Centre S 21 6 1 0
(C) C 3 216 6 2
P 0 3 7 0
Co 0 9 0 4
People S 15 2 8 0
(P) C 1 37 8 0
P 1 17 157 4
Co 0 2 12 6
Conservatives S 2 0 0 1
(Co) C 0 13 1 4
P 0 3 17 1
Co 0 12 11 126
TABLE 14.4. Swedish election data.
where λ
(m)
j denotes the attractiveness of party m at election j, and λ
(m,m′)
AB is a parameter
that reflects the dependence of the choice of party m′ at the 1968 election (B) on the
choice of party m in 1964 (election A). The parameter λ
(m′,m′′)
BC is defined analogously
for elections B and C in 1968 and 1970. This model does not assume, however, a
dependence of election C on election A. Again, the parameter σ({y}) describes the
marginal distribution of the subjects and is permutationally invariant in its argument
as discussed earlier.
The GLIM statements to fit model (14.7) are:
(1) $SLENGTH 64
(2) $READ Y
812 27 16 5 5 20 6 0 2 3 4 0 3 3 4 2
21 6 1 0 3 216 6 2 0 3 7 0 0 9 0 4
15 2 8 0 1 37 8 0 1 17 157 4 0 2 12 6
2 0 0 1 0 13 1 4 0 3 17 1 0 12 11 126
(3) $GFACTOR A 4 B 4 C 4
(4) $CALCULATE SYM=3∗∗(A-1)+3∗∗(B-1)+3∗∗(C-1)
(5) $GROUP SYM
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(6) $YVARIATE Y
(7) $ERROR P
(8) $LINK L
(9) $FIT SYM+A∗B+B∗C
Apart from a different number of response categories and the fit of additional first-order
dependence parameters, the code is analogous to Example 11.1.1 in Section 11.1. The
factors A, B, and C correspond to the elections in 1964, 1968 and 1970. The four factor
levels refer to the parties and are in the same order as given in Table 14.4.
The deviance for the first-order dependence model (which may be interpreted as a
conditional independence model concerning the election parameters) is 15.19 on df =
20, indicating a good fit. Given the subject’s propensities to choose a certain party,
the voting behaviour in a certain election is only dependent on the behaviour in the
previous election. By inspection, some of the interaction parameters (that correspond
to changes from a certain party to another) may be set to zero to obtain a more
parsimonious model. An alternative is to fit quasi-symmetry structures separately to
the A×B and to the B × C table. The GLIM statements are
(10) $CALCULATE SC1=(A==1)∗(B==2)+(A==2)∗(B==1)
(11) $CALCULATE SC2=(B==1)∗(C==2)+(B==2)∗(C==1)
(12) $CALCULATE SP1=(A==1)∗(B==3)+(A==3)∗(B==1)
(13) $CALCULATE SP2=(B==1)∗(C==3)+(B==3)∗(C==1)
(14) $CALCULATE SCO1=(A==1)∗(B==4)+(A==4)∗(B==1)
(15) $CALCULATE SCO2=(B==1)∗(C==4)+(B==4)∗(C==1)
(16) $CALCULATE CP1=(A==2)∗(B==3)+(A==3)∗(B==2)
(17) $CALCULATE CP2=(B==2)∗(C==3)+(B==3)∗(C==2)
(18) $CALCULATE CCO1=(A==2)∗(B==4)+(A==4)∗(B==2)
(19) $CALCULATE CCO2=(B==2)∗(C==4)+(B==4)∗(C==2)
(20) $CALCULATE PCO1=(A==3)∗(B==4)+(A==4)∗(B==3)
(21) $CALCULATE PCO2=(B==3)∗(C==4)+(B==4)∗(C==3)
(22) $FIT SYM+A+B+C+SC1+SC2+SP1+SP2+SCO1+SCO2
+CP1+CP2+CCO1+CCO2+PCO1+PCO2
The $calculate - statements explicitely define symmetry variables between two par-
ties. For instance, SC1 estimates a parameter that describes transfer of votes between
the social democrats and the centre in both directions, from the 1964 to the 1968 elec-
tions. SC2 refers to the vote transfer for the same parties from the 1968 to the 1970
elections.
The goodness-of-fit test for the ‘conditional-independence quasi-symmetry’ model, as
fitted by line (22), yields a value of 38.78 on df = 26, the corresponding p-value is
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0.051 and indicates that the reversibility hypothesis between two successive elections
is doubtful. The difference in deviance for this model compared to the conditional
independence model A∗B+B∗C above is significant. Thus the conditional-independence
quasi-symmetry model, as fitted by line (22), has to be rejected. A strategy now is to
relax the constraints on some of quasi-symmetry parameters, separately for each of the
two tables. Those interactions, where the transfer of votes between two parties is not
symmetrical given the margins, may hence be split into two corresponding parameters.
This means, to fit η
(m,m′)
AB and a possibly different β
(m′,m)
AB instead of β
(m,m′)
AB = β
(m′,m)
AB .
Table 14.5 gives the observed and estimated frequencies of the A×B crossclassification.
Elections Elections 1968
1964 S C P Co
S 860 31 9 12
(860.00) (33.16) (10.97) (7.87)
C 28 227 10 13
(25.84) (227.00) (12.60) (12.56)
P 25 46 179 20
(23.032) (43.40) (179.00) (24.57)
Co 3 18 21 149
(7.13) (18.44) (16.43) (149.00)
TABLE 14.5. Observed and expected (in brackets) frequencies for the Swedish election data in 1964 and 1968.
The expected value of 7.13 for those who changed from the conservatives to the social
democrats is more than twice the observed value of 3. The following statements refit
the model replacing the quasi-symmetry parameter for that cell with simple two-way
interaction parameters.
(27) $CALCULATE A1B4=(A==1)∗(B==4)
(28) $CALCULATE A4B1=(A==4)∗(B==1)
(29) $FIT -SCO1+A1B4+A4B1
The deviance reduces from 38.78 to 30.04 with a change of one degree of freedom.
Inspection of the parameter A1B4 (reflecting changes from social democrats to conser-
vatives) and its standard error shows that these changes are explainable by the margins,
indicating independence for that cell. It suffices therefore to include only A4B1 in the
model accounting for the fact that very few conservative voters change to elect the
social democratic party. Removing A1B4 increases the deviance by 1.61 to 31.65, now
having 26 degrees of freedom. The goodness-of-fit statistic has improved to p = 0.205 .
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Elaborating on other divergencies of observed and expected frequencies, such as A3B2
and A2B3, does not essentially improve the model. Thus, the conditional-independence
quasi-symmetry structure for the A × B table seems to be acceptable except for the
transfer between conservatives and social democrats.
The same model fitting strategy may be applied to the second table. The observed and
estimated frequencies for the B × C crossclassification are given in Table 14.6.
Elections Elections 1970
1968 S C P Co
S 850 35 25 6
(850.00) (37.63) (23.72) (4.65)
C 9 286 21 6
(6.37) (286.00) (23.95) (5.68)
P 3 26 185 5
(4.28) (23.05) (185.00) (6.67)
Co 3 26 27 138
(4.35) (26.32) (25.33) (138.00)
TABLE 14.6. Observed and expected (in brackets) frequencies for the Swedish election data in 1968 and 1970.
For the years 1968 and 1970 particularly, the expected transfer of votes between the
center and the people party does not seem to be in accordance with the data. Replacing
again the restricted interaction term CP2 by two different parameters B2C3 and B3C2
reduces the deviance to 28.07 with df = 25. Setting βBC23 = 0 increases the deviance by
only 0.12 on df = 1. Hence, the transfer of votes from the centre to the people’s party
can be explained by the marginal distributions. Relaxing other terms, such as SC2 or
SCO2, does not markedly improve the fit.
However, the underestimated transfer of votes from the people’s to the centre party
does not significantly contradict the quasi-symmetry hypothesis. Compared to the con-
ditional independence model A∗B+B∗C the partly relaxed quasi-symmetry model is
still significantly worse. For sake of simplicity of interpretation one might accept the
quasi-symmetry structure. Alternatively, one might start off with the conditional inde-
pendence model and successively restrict interactions to symmetry until a reasonable
representation of the data is achieved. It is a matter of substantive interpretation as
to which model is preferred. The main point is that the inclusion of a latent vari-
able structure, reflecting the subject’s underlying attitude towards voting for a certain
party, may lead to completely different conclusions and in this case to a model that is
parsimonious and easily interpreted.
164 14. Applications to Log-linear Longitudinal Analysis
14.2 Cross-over Studies
Assume an experiment where each subject is exposed to a sequence of treatments and
where all possible orders of treatments form a particular sequence. For instance, let
the treatments be A, B and C. Then, the 6 possible sequences are ABC, ACB, BAC,
BCA, CAB, and CBA. The advantage of cross-over designs is that each subject can
be regarded as his or her own control, in the sense that the between-subject variation
is eliminated from the treatment comparisons, leading to gain in power even with
small samples. Since the treatments have to be reversible, some problems may arise
with cross-over designs. If the later periods are influenced by earlier periods, carry-
over effects may be observed. If treatment effects change between different periods,
treatment × period interactions may occur. The isolation of such effects and their
direct estimation can be achieved when the design is appropriately chosen and the
experiment is carefully conducted. This is not possible, however, in AB–BA designs.
(For a thorough discussion of cross-over trials see Jones and Kenward , 1989.)
Let Yi(k)j be a binary response of subject i to treatment sequence k in period j, where
the subjects are nested within the treatment sequences. A generalized Rasch model is
P (Yi(k)j = yi(k)j|ξi(k), ηjk) = πi(k)j = exp(yi(k)j(ξi(k) − ηjk))
1 + exp(ξi(k) − ηjk) , (14.8)
where ξi(k) is a parameter describing a subject’s underlying propensity to a positive
response and ηjk reflects a combination of certain treatment and period effects. As in
Section 10, the log-linear form of this model is given as
lnE(nyk) = µ + σ
({yk}) −∑
j
ηjk .
The ηjk correspond to the treatment effects within sequence k, i.e., the main effects
of the treatments are assumed to be different for each sequence, and the σ({yk}) are
the score parameters for the response pattern yk for sequence k. As in the previous
sections, the Poisson likelihood yields estimation equations for the treatment effects
that correspond to the conditional likelihood for the generalized Rasch model, i.e., the
ηjk’s can be estimated independently from the subject parameters. The consequence
is that the analysis of the treatment effects does not depend on the randomization of
subjects to treatment sequences.
Example 14.2. The following GLIM directives illustrate the analysis of an orthogonal
Latin square cross-over design for three treatments and a binary outcome. Each subject
has been exposed to j = 3 treatments, and each subject belonged to one of the k = 6
possible sequence groups. (The data have been presented by Jones and Kenward , 1987,
and have been reanalysed by Agresti , 1993b).
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(1) $SLENGTH 48
(2) $READ Y
0 2 2 9 0 0 1 1
2 0 0 9 1 0 0 4
0 1 1 8 1 3 0 1
0 1 1 8 1 0 0 1
3 0 0 7 0 1 2 1
1 5 0 4 0 3 1 0
(3) $GFACTOR SEQU 6 A 2 B 2 C 2
(4) $CALCULATE SCORE=A+B+C-2
(5) $FACTOR SCORE 4
(6) $YVARIATE Y
(7) $ERROR P
(8) $FIT A+B+C+SEQU+(A+B+C).SEQU+SCORE∗SEQU
By the first two lines the data are read into the system. The data are the frequencies
for the 6 × 23 contingency table, where each of the six lines correspond to one of the
treatment sequences ABC, . . . , CBA, as given above. The entries in each line are given
in binary order (000, 001, . . . , 111), and correspond to the eight possible response
patterns over the periods ignoring the order of treatments. (For example, the sixth
entry in row three is 3, that means that 3 subjects responded with pattern ’101’, i.e.,
there was response 1 to treatment A, 0 to treatment B, and 1 to treatment C in the
sequence BAC.) The subsequent lines set up the dummies for the treatments and for
the sequences, line (3), and for scores, lines (4) and (5). The remaining code again
specifies the model and invokes the estimation process. The output from line (8) is:
scaled deviance = 22.153 at cycle 9
residual df = 12
A simpler model includes only treatment effects β` and does not account for treatment
× sequence interaction. The parameter β` describes the `th treatment (` = A,B,C),
where equal treatment effects are assumed for all sequences. This simpler models is
given as
P (Yi(k)j = yi(k)j|ξi(k), β`) = exp(yi(k)j(ξi(k) − β`))
1 + exp(ξi(k) − β`) , (14.9)
or in log-linear form
lnE(nyk) = µ + σ
({yk}) −∑
`
β` .
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Example 14.1 continued. To fit this model, it is only necessary to remove the term
for interaction effects between treatment and sequence from the linear predictor,
(9) $FIT -(A+B+C).SEQU
(10) $DISPLAY E
GLIM provides the following output (for sake of simplicity the estimates for the nui-
sance score parameters are omitted):
scaled deviance = 34.923 (change = +12.77) at cycle 9
residual df = 22 (change = +10 )
estimate s.e. parameter
1 -9.693 77.21 1
2 -1.290 36.40 A(2)
3 0.3506 36.40 B(2)
4 0.9399 36.40 C(2)
The change in deviance corresponding to the likelihood ratio test between the two mod-
els indicates that the simpler model is in accordance with the data. The interpretation
of the estimates is, that the odds of success for treatment B are exp(βˆB − βˆA) =
exp(1.614) = 5.2 times the odds for treatment A. The estimated asymptotic standard
error for the difference βˆB − βˆA is 0.338, indicating a significant log odds ratio. This
can be obtained by the GLIM directive $display s, which displays the matrix of stan-
dard errors of parameter estimate differences. The remaining standard errors for the
differences are βˆC − βˆA = 0.388 and βˆC − βˆB = 0.393. By inspection of the estimates
one can conclude that both treatments B and C are effective, compared to A, but do
not differ with respect to each other.
Other possible models, that are intermediate, concern the evaluation of special treat-
ment × sequence interactions, such as carry-over or period effects. A period effects
model is
P (Yi(k)j = yi(k)j|ξi(k), β`, τ ) = πi(k)j =
exp(yi(k)j(ξi(k) − β` +∑jj′=1 τj′))
1 + exp(ξi(k) − β` +∑jj′=1 τj′) , (14.10)
or in log-linear form
lnE(nyk) = µ + σ
({yk}) −∑
`
β` +
j∑
j′=1
τj′ ,
where τj reflects the influence of a positive effect of any treatment in the jth period.
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Example 14.1 continued. The following GLIM statements fit the model with period
effects TAU1 and TAU2. To avoid overparameterization TAU3 is set to zero. Its specifica-
tion can thus be omitted.
(11) $CALCULATE TAU1=(SEQU==1)∗(A==2)+(SEQU==2)∗(A==2)
(12) $CALCULATE TAU1=TAU1+(SEQU==3)∗(B==2)+(SEQU==4)∗(B==2)
(13) $CALCULATE TAU1=TAU1+(SEQU==5)∗(C==2)+(SEQU==6)∗(C==2)
(14) $CALCULATE TAU2=(SEQU==3)∗(A==2)+(SEQU==5)∗(A==2)
(15) $CALCULATE TAU2=TAU2+(SEQU==1)∗(B==2)+(SEQU==6)∗(B==2)
(16) $CALCULATE TAU2=TAU2+(SEQU==2)∗(C==2)+(SEQU==4)∗(C==2)
(17) $FIT +TAU1+TAU2
(18) $DISPLAY E
As can be seen from lines (11) to (13), the dummy for τ1 is constructed such that
whenever a treatment in the first period is set to 1, then the corresponding element of
TAU1 is also set to 1. The same takes place for TAU2 in lines (14) to (26). The output
from fitting the model with period effects is
scaled deviance = 34.259 (change = -0.6643) at cycle 9
residual df = 20 (change = -2 )
estimate s.e. parameter
1 -9.693 77.21 1
2 -1.158 36.40 A
3 0.5032 36.40 B
4 1.066 36.40 C
5 -0.3030 0.3846 TAU1
6 -0.1082 0.3810 TAU2
Both the likelihood ratio test and the test based on the asymptotic normal distribution
of the parameter estimates do not indicate a period effect.
Originally, the response variable was defined on a scale with three categories, and the
reduction to only two categories is somewhat doubtful. Kenward and Jones (1991) used
a polytomous Rasch model for nominal categories and obtained a slightly better fit.
The substantive conclusions, however, did not differ from using the dichotomous model.
14.3 Therapy Evaluation Studies
Research in the medical field often encounters two problems. One is that for ethical
reasons rigorous experimental designs may not be applicable, the second is that the
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investigators have to rely on the compliance of patients. An example of the first kind of
problem is the lack of a control group when therapeutic measures are to be evaluated.
One might use a standard therapy as the controlling condition with a new therapy
being additionally applied to a sample of patients. Violation of the random sampling
principle may be another example of this first kind of methodological problems. The
varying willingness of patients (or doctors) to follow the instructions of the investigators
may cause a second problem often occurring in that research field. This may lead to
incomplete data or, in case of longitudinal studies, observations that vary both in
numbers and lengths of investigation periods. To a certain extent, the latent variable
approach may be helpful to cope with such problems.
Example 14.3.1. Anxiety Data. Consider data from a psychiatric study where 45
female patients with a depressive syndrome were repeatedly evaluated on a dichotomous
item which measured whether they had anxiety symptoms or not. (The study has been
conducted between 1984 and 1987 at the Psychobiological Research Unit, Department
of Psychiatry, University of Vienna) The aim of the study was to assess the effects of
a psychopharmacological therapy and psychobiological stress on recovery from anxiety
symptoms. The data are given in Table 14.10.
The number of observation periods was from two up to eleven, i.e., there was a vary-
ing number of records among the patients. Besides the observation time T (days on
treatment) three variables, all of them defined as two-level factors, were included in
the analysis: B, the TSH (Thyroid stimulating hormone) response to TRH (Thyroid
releasing hormone) prior to therapy (coded as 1 for a ’blunted’ response, indicating
high psychobiological stress), N, the TSH response during the therapy (coded as 1
for a ’nonblunted’ response, indicating normalized psychobiological stress) and C, the
Clomipramine plasma level (coded as 1 for a level within a therapeutic range). Whereas
B was constant throughout the observation period, the other two variables were time
dependent. The aim of the analysis was to investigate the effect of these variables as
well as a general trend to recovery from anxiety symptoms. The main hypothesis was
that high stress at admission, normalized stress during therapy and drug levels within
the hypothesized therapeutic range are favourable.
Let πit be the probability that subject i is evaluated as having anxiety symptoms at
time t, t = t0, . . . , Ti. A model according to Section 12.2 may be specified as
πit =
exp (ξi + τit)
1 + exp (ξi + τit)
where ξi denotes the latent propensity of subject i to show anxiety symptoms, and τit
may be linearly reparameterized as
τit =
∑
p
uitpηp .
14.3. Therapy Evaluation Studies 169
The log-linear representation of this model for subject i is
ln πyi = µ + σ
(ri) +
∑
p
uitpηp ,
where yi is the pattern of responses over time, yi = {yi,t0 , . . . , yi,Ti}, σ(ri) is the subject
random effect corresponding to the score and uitp are the values of the covariates that
may vary with time. Let the main effect parameters ηp for the current example be
denoted as:
parameter identifier description
ηT T general trend
ηC C Clomipramine plasma level (time dependent)
ηTB TB blunted TSH-response at admission multiplied with time
ηN N nonblunted TSH-response during therapy (time dependent)
According to the considerations on estimability in Section 13, some assumptions have
to be made concerning effects that do not change with time. Assuming, for instance,
that the effect of the variable B, ‘blunted TSH-response at admission’, is linear with
time, the value of this variable is multiplied by T the number of days on treatment and
the resulting variable is denoted by TB. The log-linear model including all interaction
effects may be written as
ln πyi = µ + σ
(ri) + ηT + ηC + ηTB + ηN
+ηT ·C + ηT ·N + ηC·N + ηTB·C + ηTB·N + ηT ·C·N + ηTB·C·N .
Since the covariate structure is specific to each subject, n distinct contingency tables
have to be set up. As an example the following GLIM statements specify the structure
for subject 10:
(1) $SLENGTH 1
(2) $NUMBER T1 T2 T3 C1 C2 C3 B1 B2 B3 N1 N2 N3
(3) $READ R1 R2 R3 T1 T2 T3 C1 C2 C3 B1 B2 B3 N1 N2 N3
1 0 0 0 1 16 0 0 1 0 0 0 1 1 1
(4) $CALCULATE R1=R1+1 : R2=R2+1 : R3=R3+1
(5) $FACTOR R1 2 R2 2 R3 2
(6) $TABULATE FOR R1,R2,R3 INTO YS BY I1,I2,I3
(7) $CALCULATE TS=T1∗(I1-1)+T2∗(I2-1)+T3∗(I3-1)
(8) $CALCULATE CS=C1∗(I1-1)+C2∗(I2-1)+C3∗(I3-1)
(9) $CALCULATE BS=B1∗(I1-1)+B2∗(I2-1)+B3∗(I3-1)
(10) $CALCULATE NS=N1∗(I1-1)+N2∗(I2-1)+N3∗(I3-1)
(11) $CALCULATE TBS=TS∗BS
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(12) $CALCULATE SCORES=I1+I2+I3-2
(13) $VARIATE 8 NOS
(14) $CALCULATE NOS=10
If the data are read for each subject separately, the standard length has to be set to
1. Line (3) reads the data in the order of the observation times. R1 to R3 denote the
responses at times 1, 2, and 3. The other variables, T1, . . . , N3 are the values for the
respective covariates as defined above. They have been declared to be scalars in line
(2). The required 23-table for subject 10 is specified by the subsequent lines (4) to
(6). Line (4) adds 1 to the 0/1 variables for the responses so that they can be used
as factors, line (5), to properly set up the contingency table by line (6). The variate
YS then contains the values for the dependent variable which are 0 throughout, except
the fifth element of YS, which is 1 according to the reponse pattern {1, 0, 0} of subject
10. The classification of the output table is stored in I1, I2, and I3. Lines (7) through
(12) calculate the values for the required covariates. An ‘S’ is added to all identifiers
that are specific to the subject whose structures are actually specified. Finally, the
identification of the actual subject is defined in lines (13) and (14).
An extract of the design matrix for subject 10 is given in Table 14.7.
response
pattern response µ ηT ηC ηTB ηN
{0, 0, 0} 0 1 0 0 0 0
{0, 0, 1} 0 1 16 1 0 1
{0, 1, 0} 0 1 1 0 0 1
{0, 1, 1} 0 1 17 1 0 2
{1, 0, 0} 1 1 0 0 0 1
{1, 0, 1} 0 1 16 1 0 2
{1, 1, 0} 0 1 1 0 0 2
{1, 1, 1} 0 1 17 1 0 3
TABLE 14.7. Extract of the design matrix for subject 10.
It would obviously be cumbersome to specify all required structures for each subject as
in this example. By using appropriately defined macros the code may be substantially
reduced. However, the complete table is made up of n individual contingency tables.
If a sequential coding is performed the individual structures have to be stacked into
global vectors. This may be done by the directives:
(15) $ASSIGN Y=Y,YS
(16) $ASSIGN T=T,TS
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(17) $ASSIGN C=C,CS
(18) $ASSIGN B=B,BS
(19) $ASSIGN N=N,NS
(20) $ASSIGN TB=T,TBS
(21) $ASSIGN SCORE=SCORE,SCORES
(22) $ASSIGN NO=NO,NOS
After deleting all unnecessary identifiers the structures for the next subject can be
defined analogously. Having worked through all data definitions the interesting models
can be fitted. The following directives fit model 1 of Table 14.8 below.
(23) $VARIATE Y
(24) $ERROR P
(25) $FIT SCORE∗NO+T∗C∗N+C∗TB∗N
By fitting a sequence of models using backward selection the following results are
obtained.
∆ deviance
model linear predictor to model 1 ∆df
1 T+C+TB+N+T.C+T.N+C.TB+C.N+TB.N+T.C.N+C.TB.N – -
2 T+C+TB+N+T.C+T.N+C.TB+C.N+TB.N+T.C.N 3.0677 1
3 T+C+TB+N+T.C+T.N+C.TB+C.N+TB.N 3.0686 2
4 T+C+TB+N+T.C+T.N+C.TB+C.N 3.5816 3
5 T+C+TB+N+T.C+C.TB+C.N 5.0141 4
6 T+C+TB+N+T.C+T.N+C.N 6.9622 4
7 T+C+N+T.N+C.N 8.0628 6
8 T+C+N+C.N 10.6640 7
9 C+N+C.N 19.9174 8
10 T+C+N 21.8815 8
TABLE 14.8. Results from backward model selection (the term 1+SCORE*NO is included in all models).
It can be concluded from these results that model 8 is a parsimonious, well-fitting
representation of the data. The estimates from this model are given in Table 14.9,
where the the grand mean and the nuisance parameters are omitted.
The model indicates that the combination of Clomipramine levels within the thera-
peutic range and nonblunted TSH responses during therapy, C.N, is favourable to the
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parameter estimate standard error
T -.0349 .0124
C .5615 .6460
N 1.3401 .8220
C.N -2.9248 .9299
TABLE 14.9. Parameter estimates of model 8.
reduction of the probability for anxiety symptoms. Independently from the effects of
TSH responses and drug levels there is a general trend to recovery from the symptoms
which might be due to the overall therapeutic setting given in psychiatric wards. There
is no support for the hypothesis that a blunted TSH-response prior to admission is
favourable to therapeutic outcome. It should be noted that the parameter TB.C is not
a third-order effect since TB is the main effect of the constant covariate B, linearly
adjusted for time.
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1 1 1 0 1 0 7 0 48 0 0 0 14 1 21 0 1 0 21 1 1 0 1 0 29 1 37 1 1 0 38 1 3 0 0 1
1 1 2 0 1 0 14 0 29 0 1 0 21 1 8 1 1 0 29 1 44 1 1 1 38 0 13 1 0 1
1 1 6 0 1 0 8 1 19 1 1 1 14 0 36 1 1 1 21 0 16 1 1 0 38 0 20 1 0 1
1 0 8 0 1 0 8 0 27 1 1 1 21 1 20 1 1 0 30 1 3 0 0 1 38 1 27 0 0 1
1 1 11 0 1 0 8 1 34 1 1 1 15 1 1 0 0 1 21 1 24 1 1 0 30 1 6 0 0 1 38 1 34 0 0 1
1 1 18 1 1 0 8 1 59 0 1 1 15 1 16 0 0 1 21 1 27 0 1 0 30 1 14 0 0 0
1 0 24 1 1 0 8 1 85 0 1 0 15 1 22 1 0 1 21 0 31 0 1 0 30 0 21 1 0 1 39 1 0 0 1 0
8 1 91 0 1 1 15 1 35 1 0 1 30 0 31 1 0 1 39 1 3 0 1 0
2 1 0 0 0 1 8 1 102 0 1 1 15 1 37 1 0 1 22 1 0 0 0 1 30 0 33 0 0 1 39 1 10 0 1 0
2 0 13 0 0 1 8 1 123 0 1 1 15 1 44 0 0 1 22 0 33 0 0 1 30 0 42 1 0 1 39 0 21 0 1 0
2 1 21 1 0 1 8 1 133 0 1 1 15 1 51 1 0 1 22 1 41 0 0 1 30 0 56 1 0 1
2 1 29 0 0 1 8 1 140 0 1 1 15 0 58 1 0 1 40 1 1 0 0 1
2 0 40 1 0 1 23 0 1 0 1 0 31 1 0 0 0 1 40 0 8 0 0 1
9 1 0 0 0 1 16 1 0 0 0 1 23 0 19 1 1 0 31 1 16 0 0 1 40 0 11 0 0 1
3 1 1 0 0 1 9 1 3 0 0 1 16 1 1 0 0 1 23 1 29 1 1 0 31 1 23 1 0 1 40 0 15 1 0 1
3 1 16 1 0 1 9 1 3 0 0 1 16 1 5 0 0 1 23 0 36 1 1 0 40 0 21 1 0 1
3 1 23 1 0 1 9 1 12 0 0 0 16 0 16 1 0 1 32 1 3 0 0 1 40 0 29 1 0 1
9 1 19 1 0 0 16 1 19 1 0 1 24 0 1 0 1 0 32 1 17 1 0 1
4 1 0 0 1 0 9 1 27 1 0 1 16 1 21 1 0 1 24 1 16 0 1 0 32 1 17 1 0 1 41 0 1 0 1 0
4 1 1 0 1 0 9 1 35 1 0 1 16 0 26 1 0 1 24 1 23 1 1 0 32 1 31 1 0 1 41 0 2 0 1 0
4 0 12 0 1 0 16 1 35 1 0 1 24 1 29 1 1 0 32 1 31 1 0 1 41 0 11 1 1 1
4 0 19 1 1 0 10 1 0 0 0 1 16 0 49 1 0 1 24 1 35 1 1 0 32 1 45 1 0 1
4 0 27 0 1 0 10 0 1 0 0 1 24 1 44 1 1 0 32 1 45 1 0 1 42 1 0 0 1 0
10 0 16 1 0 1 17 1 1 0 0 1 24 1 49 1 1 0 42 1 3 0 1 0
5 1 1 0 0 1 17 0 15 1 0 1 33 1 0 0 0 1 42 0 9 0 1 0
5 0 13 0 0 1 11 1 3 0 0 0 17 1 27 1 0 1 25 1 3 0 0 1 33 1 2 0 0 1 42 1 16 1 1 0
5 0 20 1 0 1 11 0 6 0 0 0 17 0 34 1 0 1 25 1 11 0 0 1 33 1 10 0 0 0 42 1 23 0 1 0
5 0 34 1 0 1 11 0 10 0 0 0 17 0 41 0 0 1 25 1 17 1 0 1 33 1 17 1 0 0 42 0 32 0 1 0
5 0 40 1 0 0 11 1 17 1 0 0 17 1 43 0 0 1 33 0 24 1 0 1
5 0 47 0 0 0 11 1 24 1 0 0 17 1 50 0 0 1 26 0 0 0 1 0 33 1 31 0 0 1 43 1 2 0 1 0
5 0 54 1 0 0 11 1 32 0 0 1 17 1 62 0 0 1 26 0 9 0 1 0 33 1 37 1 0 0 43 1 16 0 1 0
5 0 57 1 0 0 11 0 34 0 0 1 17 0 76 0 0 1 26 0 17 0 1 0 43 1 24 1 1 0
5 0 61 1 0 0 11 1 39 1 0 1 17 0 83 0 0 1 34 1 0 0 0 1 43 1 31 1 1 0
5 0 68 1 0 1 11 1 46 1 0 1 27 1 3 0 1 0 34 1 3 0 0 1 43 1 37 1 1 0
11 1 52 0 0 1 18 1 9 0 0 1 27 0 8 1 1 1 34 1 11 0 0 1 43 0 42 1 1 0
6 1 1 0 0 0 11 0 67 0 0 1 18 1 15 0 0 1 34 0 19 1 0 1
6 1 9 1 0 1 18 1 22 1 0 1 28 1 0 0 1 0 44 1 0 0 0 1
6 1 29 0 0 1 12 0 0 0 0 0 18 1 29 1 0 1 28 1 13 0 1 0 35 1 0 0 0 1 44 0 5 0 0 1
6 1 36 0 0 1 12 1 27 1 0 1 18 1 43 1 0 1 28 1 21 1 1 0 35 1 7 0 0 1 44 1 12 0 0 1
6 1 49 1 0 1 12 0 33 1 0 1 28 1 28 1 1 0 35 1 12 0 0 1 44 0 19 1 0 1
6 1 56 1 0 1 19 1 7 0 0 1 28 1 35 1 1 0 35 1 27 1 0 1 44 0 28 0 0 1
13 1 4 0 1 0 19 0 13 0 0 1 28 1 42 1 1 0 44 1 35 0 0 1
7 0 0 0 0 1 13 0 13 1 1 0 19 0 20 0 0 1 28 0 64 1 1 1 36 1 3 0 1 0
7 1 2 0 0 1 13 0 13 1 1 0 36 1 7 0 1 0 45 1 0 0 0 1
7 0 15 0 0 0 13 0 18 1 1 0 20 1 3 0 1 0 29 1 1 0 1 0 36 1 17 1 1 1 45 1 14 1 0 1
7 0 92 0 0 0 20 0 18 1 1 1 29 1 16 1 1 1 45 1 21 1 0 1
7 0 34 0 0 0 14 1 4 0 1 0 20 1 25 1 1 1 29 1 23 1 1 1 37 1 1 0 1 0 45 0 28 1 0 1
7 0 41 1 0 0 14 1 15 0 1 0 29 1 28 0 1 0 37 1 12 1 1 1
TABLE 14.10. Anxiety Data: Variables: Patient ID, anxiety symptom, days on treatment, therapeutic
Clomipramine level, TSH admission, TSH during treatment
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15
Software Considerations and Conclusions
15.1 Limitations of GLIM using the Log-Linear Approach
One potential difficulty of the log-linear approch is the size of the contingency table
which has to be built based on the number of items J in a questionnaire and/or the
number of observation times T . If there is concomitant information and the effect of
some subject-specific covariates is of interest, then the number of subjects (or groups
of subjects) also may become crucial for the size of the problem. Since the dimension
of the table for the basic log-linear IRT models of sections 10 and 11 is (M +1)J , where
M + 1 is the number of response categories, it is obvious that the log-linear approach
must fail in certain applications, in particular when questionnaires with a large number
of items or observation times are involved.
In addition to considerations concerning sparseness in large contingency tables as given
in 13.4 this section is intended to provide an overview of some concrete limits in com-
puting capacities one may encounter in practical applications. It is beyond the scope
of this monograph to thoroughly discuss the variety of aspects that are involved in
the computation of IRT models, such as software comparisons in general, the specific
algorithmic implementation of a statistical method and its behaviour, or simulation
experiments to investigate the precision of the results. But, as in any discussion of
computability of a particular problem, there are two main points (amongst others)
to be considered: one concerns memory requirements, the other concerns the perfor-
mance. Since GLIM was chosen for illustrative purposes, some of the following results
are specific to this software. Nevertheless, certain aspects generalize to other statistical
packages (that will be referred to later) as well. To ease the presentation we restrict
the investigation to the basic log-linear IRT models, as presented in Table 15.1: the
dichotomous Rasch model (RM), the polytomous Rasch model with unordered cate-
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gories (PRM), the partial credit model (PCM), the ordinal item effects model (OIEM),
and the rating scale model (RSM).
15.1.1 Memory Requirements
The dimension of a table for these basic models is (M + 1)J . In order to apply a
log-linear model to such a table there are at least two kinds of data structures to
be considered: the cell frequencies and the systematic parts that specify a certain
model. Both structures are usually combined in a matrix (or set of columns vectors)
of dimension NC × NP + 1, where NC = (M + 1)J is the number of cells in the table,
and NP+ 1 is 1 (for the vector of cell frequencies) plus NP, the number of covariates or
dummy variables that represent the model and are associated with the parameters to
be estimated. The following Table 15.1 gives the (appropriately constrained) number
NP of parameters to be estimated in each of the five models:
item subject category grand total
model effects effects effects mean (NP)
dichotomous
Rasch J (J + 1)− 1 — 1 2J + 1
polytomous
Rasch M(J − 1)
(
J+M
M
)
− 1 — 1 M(J − 1) +
(
J+M
M
)
(unordered)
partial credit JM − 1 (JM + 1)− 1 — 1 2JM
ordinal item J − 1 (JM + 1)− 1 — 1 J(M + 1)
effects
rating scale J − 1
(
J+M
M
)
− 1 M − 1 1 J + M +
(
J+M
M
)
− 2
TABLE 15.1. Number of Parameters of Basic Log-Linear Item Response Models.
To determine the memory required to fit a certain model in GLIM some considerations
have to be made about the internal organisation of this package and the implemen-
tation. All data structures in GLIM are stored in the Workspace. Its size is system
dependent and is expressed in data space units, where each unit is capable of storing
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a number (typically one or two) of characters or reals (the storage capacity of a data
space unit is again system dependent). This section refers to the most common imple-
mentations, where 2 single precision reals or 1 double precision real are stored in one
data space unit. Besides the vectors that specify a certain model, i.e. the dependent
variate (cell frequencies) and the vectors that contain the covariate information there
are additional data structures in GLIM which occupy work space and which have to be
taken into account when memory requirements are to be determined. These additional
structures may be subdivided into those which require constant space independent
from the specific model dimensions and those which grow with the size of the model.
The first group consist mainly of structures that are designed for internal maintainance
and scalars that contain information of current system status. They occupy approxi-
mately 2500 data space units. The other data structures are defined after the fit of a
model and are dependent on the size of that particular model. These are six vectors:
3 vectors (directly accessible to the user) which contain the expected values for the
dependent variate, the (standardized) residuals, and the values of the linear predictor.
Two other vectors (double precision and not directly accessible to the user) contain
the values of the adjusted dependent variate z and the iterative weights w. All these
vectors have the same length as the other model vectors, i.e., (M+1)J . Additionally the
lower triangle of the current working matrix is defined after each iteration and occupies
(NP+1)(NP+3)/2 data space units (see Section 7.3 for details of the IRLS-algorithm).
The memory requirements for the log-linear IRT models as given in Table 15.1 may be
approximated by the following formula
MEM = 2500+ dLENGTH(M +1)J/2e(NI(model)+ 9)+ d(NP+1)(NP+3)/2e ,(15.1)
where LENGTH = (M+1)J , NI(model) is the number of covariates necessary to represent
the item structure of the respective model: NI(RM) = J , NI(PRM) = NI(OIEM) =
J − 1, and NI(PCM) = NI(RSM) = J + M − 2), and d·e denotes the ceiling function.
The accurate size of MEM is dependent on the number of characters necessary to repre-
sent the model formula but is approximately MEM ± 300. For illustrative purposes the
following two tables give the required data space for the five basic IRT models for a
different number of items and a different number of response categories according to
approximation (15.1):
The PC version of GLIM (which is written in Fortran) is distributed with five different
memory models where a standard implementation with 1000000 data space units (or
data cells) requires 12 MB of RAM. Larger versions which use virtual RAM (a swapfile
on a harddisc) may be implemented but are very slow. The ’∗’ in Tables 15.2 and 15.3
marks the data space for the maximal dimensions of those models that can be fitted
using the standard implementation of GLIM. Usually UNIX workstations allow larger
versions to be installed but as can be seen from the tables the rapid growth of the
required data space quickly exhausts even huge implementations when the number of
items and/or the number of categories becomes larger.
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model number of items data space number of items data space
RM 10 12492 16 ∗ 822312
11 23292 17 1707120
12 45872 18 3542204
13 93032 19 7343372
14 191396 20 15207776
15 396260
TABLE 15.2. Required data dpace for the log-linear Rasch model (∗ denotes the largest model to be computed
on a standard PC).
The PC version of GLIM (which is written in Fortran) is distributed with five different
memory models where a standard implementation with 1000000 data space units (or
data cells) requires 12 MB of RAM. Larger versions which use virtual RAM (a swapfile
on a harddisc) may be implemented but are very slow. The ’∗’ in Tables 15.2 and 15.3
marks the data space for the maximal dimensions of those models that can be fitted
using the standard implementation of GLIM. Usually UNIX workstations allow larger
versions to be installed but as can be seen from the tables the rapid growth of the
required data space quickly exhausts even huge implementations when the number of
items and/or the number of categories becomes larger.
Similar considerations apply for the log-linear IRT models with covariates and the lon-
gitudinal models as presented in Sections 12 and 13. In certain cases the data space
limits may be approached more slowly, in particular when item parameters are replaced
by a small number of effect parameters as in the linearized versions of the models. If re-
sponses at several time points have to be analyzed the memory requirements depend on
both the number of items J and the number of observations times T , i.e. J in the above
presentation has to be replaced by J ·T . In the case of incomplete data or in situations
where the presence of subject specific information lead to more complex design matri-
ces there are no general rules concerning limitations. It depends on the structure of the
problem if more or fewer parameters can be estimated using the log-linear approach.
For example, the length of the vectors in Example 12.1.2 where 6 item parameters
have to be estimated from 2 groups of subject with incomplete data observations is
only half the length which would be necessary if the data were complete. It is easy,
on the other hand, to imagine situations where an incomplete data problem leads to
situations where estimation is completely impossible using the log-linear approach. An
example is if each of a number of subjects answers to a random sample of dichotomous
items drawn from a questionnaire with J = 10 items, a situations otherwise easily to
behandled if the data were complete.
To conclude, certain applications of log-linear IRT models fail for reasons of the di-
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model number of items M + 1 = 3 M + 1 = 4 M + 1 = 5
PRM 6 8408 36272 138792
7 20158 135180 ∗ 651811
8 56854 ∗ 544460 3265318
9 172476 2260982 16884568
10 ∗ 537646 9489296 88432896
PCM 6 8311 35990 136569
7 20452 142732 ∗ 707314
8 58853 ∗ 593574 3715623
9 180376 2494436 19536496
10 ∗ 564355 10490182 102544936
OIEM 6 7828 31564 112492
7 19196 125892 ∗ 589243
8 55358 ∗ 527436 3128518
9 170262 2231524 16605319
10 ∗ 534492 9440652 87894640
RSM 6 8585 39408 158863
7 20970 149956 ∗ 762754
8 59733 ∗ 607462 3840453
9 181766 2519318 19796570
10 ∗ 566437 10532364 103053640
TABLE 15.3. Required Data Space for Polytomous Log-linear IRT Models. (∗ denotes the largest model to be
computed on a standard PC).
mensionality of the problem. This is especially true for mental testing situations, where
it is not uncommon to employ questionnaires with a large number of items, i.e., 100
or more. As mentioned in Section 13.4, a natural alternative is to rely on the logistic
approach, where memory limitations are not so crucial since the information required
to estimate the interesting parameters consists of only the observed rather than of all
possible response patterns. Unfortunately, these models are not implemented in stan-
dard statistical packages but there is special purpose software that allows for estimation
in variety of applications. and in even huge problems. Recently, the programs LrsM,
LrsmG, and LpcM have been developed (see Fischer and Parzer , 1991; Fischer and
Ponocny , 1994) and are available on request from these authors.
However, in situations where the dimensionality of the problem is moderate (see the
examples in Section 14) the log-linear approach provides an alternative. The implen-
tation of the corresponding routines in GLIM or general-purpose standard packages
makes the ideas of IRT models accessible and applicable to a wider audience.
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15.1.2 Performance Considerations
Wheras memory requirements depend mainly on the complexity of the problem, the
performance of certain software additionally depends heavily on properties of algo-
rithms and hardware. To get an impression about the performance when fitting log-
linear IRT models, some of the models that have been discussed in the last section
have been computed on a IBM compatible PC with an iDX486/50Mhz processor and
a Silicon Graphics UNIX-workstation. Tables give the results where the time is given
that has elapsed during the fit of the corresponding model. No time is included for
building up the data structures (definition of the model and computation of covariates
values) or for reading data. The data have been generated by using an inverse Poisson
distribution function (with parameter λ = 3) applied to uniform random numbers in
[0,1). The fit of all the models required 4 iteration cycles of the IRLS alogorithm each,
a value typical in applications of log-linear models.
Models
number of items RM PRM PCM OIEM RSM
6 11 5 6 4
7 48 19 29 14
8 3:29 1:10 2:08 52
9 14:44 4:20 9:04 3:06
10 6 1:00:47 15:41 37:37 10:57
11 14
12 31
13 1:12
14 2:41
15 5:58
16 13:15
TABLE 15.4. Elapsed time in hh:mm:ss for fitting basic log-linear IRT models on a standard PC.
As can be seen from these tables the time required to fit the models grows rapidly
with the number of items. Special purpose programs, such as the LrsM, LrsmG, and
particularly the LpcM (as mentioned in the previous section and in Section 13.4) show
better performance due to the logistic conditional ML estimation approach and their
algorithmic structure. A detailed discussion of numerical properties of all of these algo-
rithms is beyond the scope of this monograph and may be found in the corresponding
literature.
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Models
number of items RM PRM PCM OIEM RSM
6 2 1 2 1
7 9 4 7 3
8 40 13 31 10
9 2:49 47 1:16 34
10 2 12:01 2:53 7.17 1:58
11 7
12 6
13 13
14 31
15 1:12
16 2:37
TABLE 15.5. Elapsed time in hh:mm:ss for fitting basic log-linear IRT models on a UNIX workstation.
15.1.3 Other Software for Fitting Log-Linear Models
For fitting GLMs in general and log-linear models in particular GLIM is a very efficient
package. There are two other pieces of software, SPlus and GENSTAT, which make
provision to fit generalized linear models. They use similar facilities for manipulation
of data structure and the same algorithm for maximum likelihood estimation as GLIM.
Other standard statistical packages, such as SAS, SPSS, BMDP, or SYSTAT, are de-
signed for general purposes. They partially cover the range of possibilities that are
offered by GLIM, but are less flexible in specifying different models as treated in the
context of this monograph. In particular, the dummy variables in the design matrix
have to be explicitely defined to allow for fitting log-linear IRT models. The number of
these dummy variables for the basic log-linear IRT models is given in Table 15.1 under
the heading total, and is larger than the number of vectors required in GLIM.
15.2 Concluding Remarks
The development of generalized linear models lead to a unification of widely used mod-
els which had been treated independently and hided some common structure behind
superficial dissimilarities. The classical linear model, which had its origin in astronomy,
(one of the first sciences where large amounts of numerical data had to be reduced and
interpreted) had a major impact on the development of statistical methodology. The
nature of these measurements was primarily continuous. Another root of statistics
evolved in probability calculations applied to gambling situations. The concern was
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mainly on considerating discrete events, such as particular configuration of cards or
dices and their enumeration. The nature of data in this context is not of the form of
continuous measurements but of counts of events. Generalized linear models allow for
the development of methods for the analysis of data in the form of counts analogous
to classical linear models. Closely related are the models for data given in the form
of proportions which occur when, e.g., disease incidence is related to factors such as
age or social class. Again generalized linear models supply analogues to classical linear
models for such data. The rapid development of statistics and the need for statisti-
cal methodology in diverse sciences, e.g., the physical sciences, biology, agriculture,
geography, medicine, and the social sciences, to name just a few, caused the devel-
opment of specific methods which seemed to be unrelated at first sight. Prior to the
formulation of generalized linear models procedures such as analysis of variance, linear
regression, dilution assay analysis, probit and logit models, log-linear models, models
using inverse polynomials, survival models, and many more had been treated quite
separately, though they share a common structure. An important aspect of generalized
linear models is that the ideas and techniques acquired in connection with one type of
model can be carried over to other models within this class of structures. Thus, this
class not only represents a compact and useful characterization of standard models but
also offers the opportunity of choosing from this wider class the particular structure
that reflects most closely the process being modelled. The integration of specific results
into a more general framework broadens the scope of the general methodology. Though
specific developments often provide results that exceed general methodological consid-
erations results from a more general theory, on the other hand, carry over into specific
models, thus leading to mutual stimulation. In the case of generalized linear models
the full methodological power of results from the theory of likelihood inference (i.e.,
estimation of parameters and tests of hypotheses), the general algorithmic framework,
and methods of model diagnostics are available. It is still a matter of scientific interest
to both the development of new models by generalizing ideas from specific results and
the formulation of relationships between a general class and special models which have
evolved in specific applications.
Many important theoretical developments have arisen in the context of item reponse
theory but have found little recognition in the statistical community. Mainly, these de-
velopments concern the way of dealing with repeated categorical data and the concept
of latent variables. Common approaches to the analysis of repeated categorical data
(cf. Zeger and Liang , 1992?). are transitional or Markov chain models, where the de-
pendence of a current observation is modelled as a function of past oberservations, and
possibly past as well as present concomitant information. A second approach are so-
called marginal models, where the dependence between repeated observations is mod-
elled by introducing a properly parameterized covariance structure into the estimation
equations. This methodology (generalized estimating equations) has been developed
from the GLM framework as a starting point a has made usage of results from quasi-
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likelihood theory. A third approach are random effects or variance components models.
The main characteristic of random effects models is the assumption that parameters
vary from subject to subject (cluster to cluster) and thus reflect natural heterogeneity
due to unmeasured factors. They are closely related to the methodology as treated
in this monograph since one of the key aspects of IRT models is the incorporation of
subject heterogeneity. Standard statistical models usually rely on the assumption of
equal response probabilities for all subjects. The idea of modelling latent subject spe-
cific effects, as in IRT models, provide a basis for the distinction of within subject and
between subject variability and suggest an alternative formulation of models for longi-
tudinal categorical data. The covariation amongst observations is assumed to be due
to their common dependence on the latent parameters. Besides specific features of item
response models which contribute to the theory of (psychological) measurement one of
their most interesting properties from a statistical point of view is the flexibility and
applicability to a variety of practical situations which cannot be achieved by standard
statistical models. There are many more results from item response theory that are
worthwile being considered. An exhaustive presentation of these is nearly impossible
and is obviously beyond the scope of this monograph. However, there are many lines
of development, which may be followed in future work.
The aim of this monograph was to show how certain items response models may be
represented in a generalized linear models framework. The formal technique was to
relate this class of models to the more general class of log-linear models. Despite some
limitations of this approach in certain applications the main idea may be expressed
following Cox and Snell (1981, p.3),: “Statistical analysis deals with those aspects of
the analysis of data that are not highly specific to particular fields of study. That is,
the object is to provide concepts and methods that will, with suitable modification, be
applicable in many different fields of application; indeed one of the attractions of the
subject is precisely this breadth of potential application.”
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