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Avant-Propos
Ce manuscrit est accompagné d’un support numérique. Ce support numérique contient
d’une part, une version numérique de la thèse, et d’autre part, tous les codes des procédures
développées au cours de ce travail. Il est disponible à l’adresse :
ftp ://ftpobs.univ-bpclermont.fr/GEOL/volcano/Augier/TEST_TOOLBOX/
La boite à outils contenant les codes est localisée dans le répertoire TOOLBOX_MOI. Elle
est accompagnée de données permettant de tester toutes les procédures, ces données sont
présentes dans le répertoire SAMPLES. Une partie supplémentaire du manuscrit (Partie IV)
est mise à disposition uniquement en version numérique. Cette partie, rédigée sous forme
de tutoriel, pourra faciliter la prise en main de la boite à outils pour le lecteur désireux de
tester les procédures numériques.
Un site internet permet par ailleurs d’avoir un accès numérique en html du présent
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I.1 Contexte géologique et géographique du Piton de
la Fournaise
I.1.1 Le Piton de la Fournaise dans son contexte géologique
L’île de la Réunion est localisée dans la partie sud du Bassin des Mascareignes (Océan
Indien), à 800 km à l’est de l’île de Madagascar. Elle serait la manifestation actuelle du
point chaud ayant engendré les Trapps du Deccan formés il y a 65 Ma (Fig. I.1 A). Ce point
chaud serait aussi à l’origine de l’alignement d’îles volcaniques dont l’île Maurice et l’île de
la Réunion sont les jalons les plus jeunes et les plus australs (Duncan, 1981; Duncan et Pyle,






















































































































Figure I.1 – Contexte géodynamique de l’île de la Réunion. –a– Localisation de l’île de la Réu-
nion et âges des diﬀérentes îles formées par le point chaud Deccan-Réunion. –b– Topographie
sous-marine et aérienne de l’édiﬁce Réunion.
1
2 INTRODUCTION
L’île de la Réunion repose sur une lithosphère océanique d’âge Crétacé Supérieur à
Paléocène et s’apparente à un cône aplati de 7000 à 8000 mètres d’altitude pour un rayon
basal d’environ 230 km (Fig. I.1 B). Elle est caractérisée par deux massifs qui lui confèrent
sa forme. Le massif du Piton des Neiges, au nord-ouest de l’île est le plus ancien (environ
2 Ma) et n’est plus actif. Le second massif, le Piton de la Fournaise, au sud-est de l’île est
quant à lui toujours actif. À partir de campagnes de mesures magnétiques et gravimétriques
Malengreau et al. (1994, 1999), suggèrent l’existence d’un hypocentre volcanique situé à l’est
du Piton de la Fournaise, partiellement immergé, appelé Volcan des Alizés (Fig. I.2). Sa
formation serait contemporaine de celle du Piton des Neiges. Des données de gravimétrie et
de sismicité tendent aussi à montrer l’existence d’un quatrième centre volcanique, le Taka-






































































































































Figure I.2 – Topographie de l’île de la Réunion et localisation des principaux objets.
I.1.2 Structure du Piton de la Fournaise
Le volcan bouclier du Piton de la Fournaise se situe au sud-est de l’île de la Réunion et
culmine à 2631 mètres d’altitude. Il est actif depuis 530 000 ans (Gillot et Nativel, 1989).
Cinq phases sont identiﬁables, marquées par la formation de quatre calderas se chevauchant
en partie d’est en ouest, la dernière correspondant à la mise en place de l’Enclos Fouqué
(Bachèlery, 1981; Gillot et Nativel, 1989; Staudacher et Allègre, 1993). La caldera des Rem-
parts serait la première à s’être eﬀondrée il y a 290 000 ans et l’activité du Piton se serait
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alors décalée une première fois vers l’est. Les coulées ont été canalisées par la Rivière des
Remparts, jusqu’à la formation il y a 220 000 ans, de la caldera du Morne Langevin (Gillot
et Nativel, 1989). La caldera des Sables s’est formée il y a 65 000 ans, suivie par la mise en
place de l’Enclos Fouqué, il y a 4500 ans (Bachèlery, 1981; Abchir, 1996). Ce dernier est une
dépression de 9 kilomètres de diamètre ouverte vers l’est jusqu’à l’océan et bordée par des
remparts pouvant atteindre une centaine de mètres de haut (Fig. I.3). Ces remparts sont
considérés comme le témoin d’une subsidence de l’édiﬁce, résultant soit d’un eﬀondrement
caldeirique (Bachèlery, 1981), soit d’un glissement généralisé de l’Enclos Fouqué (Labazuy,
1996; Merle et Lénat, 2003; Oehler et al., 2004). Michon et Saint Ange (2008) expliquent
la morphologie générale de l’édiﬁce par un phénomène d’étalement gravitaire auquel se su-
perposent plusieurs épisodes d’eﬀondrement de caldeira. Ces eﬀondrements pourraient être
à l’origine de grandes failles traversant le ﬂanc est du volcan (Michon et Saint Ange, 2008).
Au centre de l’Enclos Fouqué se dresse un cône sommital de 400 m de haut et d’un
diamètre de 3 km environ ; à son sommet se situent les cratères Dolomieu et Bory, respec-
tivement de 700 à 1000 mètres et de 200 à 350 mètres de diamètre (Fig. I.3). Alors que le
Bory n’a pas beaucoup changé depuis ses premières descriptions en 1766 (Lénat et Bachèlery,
1990), le Dolomieu a connu de fortes modiﬁcations morphologiques, subissant successivement
des épisodes de remplissage et d’eﬀondrement (Bachèlery, 1981; Lénat et al., 2011), dont le
dernier s’est achevé de manière spectaculaire en 2007 avec un eﬀondrement de plus de 300
m de haut du Dolomieu.
Les Grandes Pentes et le Grand Brûlé séparent les cratères sommitaux de la côte. Les
Grandes Pentes peuvent atteindre une inclinaison d’une trentaine de degrés et sont parfois
considérées comme la cicatrice d’un glissement de terrain (Kieﬀer, 1990; Merle et Lénat,
2003; Oehler et al., 2007), alors que le Grand Brûlé, dont les pentes sont plus faibles, serait
le témoin de blocs basculés (Merle et Lénat, 2003). Michon et Saint Ange (2008) ont identiﬁé
des structures linéaires traversant les Grandes Pentes, qu’ils interprètent comme des failles
normales ayant joué durant les diﬀérents épisodes de glissement.
L’édiﬁce n’est pas homogène : il présente de nombreuses hétérogénéités, telles que des
complexes intrusifs denses, ou encore des niveaux de décollement, plus ductiles que le reste
de l’édiﬁce et probablement issus d’une altération hydrothermale. Ces hétérogénéités seraient
en partie à l’origine d’un contrôle structural de la déformation de l’édiﬁce par aﬀaissement
gravitaire mais aussi lors des épisodes de glissement (Merle et Borgia, 1996; Merle et Lénat,
2003; Michon et Saint Ange, 2008). L’anomalie gravimétrique présente sous le Grand Brûlé
suggère que la masse du complexe intrusif des Alizés a une importance prépondérante dans










































































































































Figure I.3 – Topographie et localisation des principales structures du Piton de la Fournaise.






































Figure I.4 – Carte des coulées de lave émises depuis 1998. Les coulées de l’éruption d’avril 2007
ont un contour marqué en noir. La ligne de rivage avant l’éruption d’avril 2007 est marquée en
noir. Les cônes de scories sont indiqués en marron, les ﬁssures éruptives en noir (d’après Peltier
(2007)).
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Des zones d’injection préférentielle bordent le Dolomieu selon deux directions principales
(Rift-Zone sur la ﬁgure I.4) (Lénat et Bachèlery, 1990; Michon et al., 2009). Bachèlery
(1981) a montré que ces zones d’injection pouvaient être assimilées à des Rift-Zones de très
faible étendue comparativement aux exemples hawaiien ou islandais. La présence de ces
zones d’injections préférentielles est conﬁrmée par des données PS (polarisation spontanée)
qui montrent des anomalies positives sous le cône sommital avec des axes N10 et N170
(Lénat et Bachèlery, 1987; Saracco et al., 2004), par la distribution des cônes de scories et
l’orientation des ﬁssures éruptives (Fig. I.4, et Peltier (2007)), ainsi que par tomographie
sismique (Brenguier et al., 2007). Ces Rift-Zones semblent donc contrôler l’injection des
dykes et la localisation des ﬁssures éruptives à l’intérieur de l’Enclos Fouqué.
I.1.3 Activité récente du Piton de la Fournaise
Le Piton a débuté un nouveau cycle d’activité en 1998, après une période de repos de
six années. Depuis, les éruptions se sont succédées à un rythme de deux à trois éruptions
par an. L’étude des micro-séismes enregistrés au cours de l’épisode éruptif de 1998 montre
une migration des hypocentres vers le sommet depuis une profondeur de 5 km au-dessous
du niveau de la mer (Battaglia et al., 2005). Le magma remonterait à partir d’un réservoir
profond, localisé à la base de la croûte, et visible en tomographie sismique (Hirn et al., 1998;
Prôno et al., 2009). Il alimenterait ensuite un réservoir superﬁciel constitué par des dykes
et des sills interconnectés entre eux (Lénat et Bachèlery, 1990). Cette hypothèse permet
d’expliquer la grande variabilité de composition des magmas émis. Nercessian et al. (1996)
proposent plutôt l’existence d’une chambre superﬁcielle unique située au niveau de la mer,
concept largement repris par Peltier et al. (2007, 2009a) à partir de données de déformation.
Si la question de la morphologie et de la position du réservoir superﬁciel fait encore débat, le
double stockage du magma au niveau d’un réservoir profond puis d’un réservoir superﬁciel
a été conﬁrmé par l’étude des isotopes du plomb et des éléments traces dans les laves émises
entre 1998 et 2002 (Vlastélic et al., 2007).
Le magma est injecté dans l’édiﬁce à partir du réservoir superﬁciel d’abord verticalement
puis latéralement (Peltier et al., 2005; Fukushima et al., 2010). Ces dykes sont à l’origine
des ﬁssures éruptives, orientées la plupart du temps dans l’axe des Rift-Zones (Toutain et al.
(1992), Michon et al. (2009), Fig. I.4).
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I.2 Objectifs de cette étude
Le cycle éruptif commencé en 1998 semble s’être terminé lors de l’éruption d’avril 2007,
après laquelle le volcan a connu une période de repos d’un an et demi. Cette éruption a été
marquée par l’eﬀondrement du Dolomieu sur plus de 300 mètres de haut, ainsi que par les
plus gros volumes de laves émis durant ces deux derniers siècles. Deux ﬁssures éruptives se
sont ouvertes. La première, apparue le 30 mars, est localisée au sud-est de la base du cône
central. La seconde, à l’origine de l’éruption du 2 avril, est localisée dans les Grandes Pentes,
contre le rempart du Tremblet, à plus de 5 km à l’est de la première ﬁssure (Fig. I.4).
L’instrumentation de mesure de la déformation in situ (station GPS, inclinomètres, exten-
somètres) était essentiellement concentrée au niveau du cône central lors de cette éruption.
Ces instruments ont principalement enregistré la déformation provoquée par l’intrusion du
30 mars (Peltier et al., 2009b; Staudacher et al., 2009) ainsi que celle associée par l’eﬀon-
drement du Dolomieu (Staudacher et al., 2009; Michon et al., 2011). Aucun instrument n’a
donc pu suivre la déformation des Grandes Pentes ni celle associée à la ﬁssure du 2 avril.
Cette éruption a été suivie depuis l’espace par le Service d’Observation OI2 (Observa-
toire InSAR de l’Océan Indien) et le calcul de nombreux interférogrammes a permis de
cartographier la déformation de l’ensemble de l’édiﬁce. La ﬁgure I.5 montre deux de ces
interférogrammes, le premier couvre l’intégralité de l’éruption et le second la période post-
éruptive. Ces données montrent que durant l’éruption, la déformation la plus importante
a eu lieu au niveau des Grandes Pentes, à plusieurs kilomètres des ﬁssures éruptives et du
cratère Dolomieu. Par ailleurs, l’interférogramme couvrant la période post-éruptive montre
que la déformation de l’édiﬁce s’est poursuivie plus d’un an après la ﬁn de l’éruption, tant
dans les Grandes Pentes qu’au niveau du cône central.
Les déplacements les plus importants sont généralement associés à l’injection de dykes
(Toutain et al., 1992). Depuis 1998, année à partir de laquelle a commencé la surveillance du
volcan par interférométrie radar, la caractérisation des déplacements associés à ces injections
a pu être aﬃnée grâce à l’utilisation de procédures de modélisation pouvant prendre en
compte des géométries de dykes réalistes (Froger et al., 2004; Fukushima et al., 2005; Tinard,
2007).
Les déformations inter-éruptives sont de faible amplitude (Tinard, 2007; Peltier et al.,
2009a). La déformation enregistrée durant l’éruption d’avril 2007 est donc exceptionnelle
d’une part parce que la localisation du maximum de déformation est éloignée des ﬁssures
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Figure I.5 – Interférogrammes caractéristiques de l’éruption d’avril 2007 et de la période post-
éruptive. La déformation est proportionnelle au nombre de franges ; une frange correspond à
2,83 cm de déformation dans l’axe de visée du satellite (LOS).
éruptives et d’autre part parce que la déformation post-éruptive a été de forte amplitude et
a duré plus d’un an.
Ces observations nous amènent à nous demander quelle est l’origine de la déformation, à
la fois au niveau du cône central et au niveau des Grandes Pentes. L’un des objectifs de cette
étude est d’essayer de proposer des mécanismes pour expliquer ces comportements dépendant
du temps mais aussi la localisation des motifs de déformation. Au delà de la recherche de
la cause des processus responsables des déplacements, on cherchera aussi à confronter les
informations fournies par les données InSAR aux diﬀérents modèles conceptuels proposés
dans la littérature pour expliquer la structure Enclos-Grandes Pentes-Grand Brûlé.
Nous présenterons dans la première partie, la méthode d’interférométrie radar et les
particularités du calcul interférométrique au Piton de la Fournaise. Les traitements appliqués
aux interférogrammes seront détaillés et nous insisterons sur la méthode d’interpolation
temporelle, développée aﬁn de faciliter l’étude de déplacements continus dans le temps.
Dans la seconde partie, nous présenterons diﬀérentes méthodes de modélisation numérique,
permettant de contraindre la géométrie et les paramètres physiques des sources à l’origine
des déformations enregistrées. Une attention particulière sera accordée à la méthode de to-
mographie de déplacements, en partie développée durant cette thèse.
La troisième partie sera entièrement consacrée à l’éruption d’avril 2007. Après avoir
détaillé la chronologie de l’éruption, nous étudierons la déformation de l’édiﬁce en couplant les
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données interférométriques et GPS. Cette étude permettra d’identiﬁer les diﬀérents processus
et les sources potentielles à l’origine de la déformation. Nous utiliserons ensuite les méthodes
de modélisation aﬁn de contraindre la géométrie et la déformation de ces sources. Enﬁn, nous
proposerons une chronologie des diﬀérents événements ayant eu lieu durant cette éruption.
Une partie de ce travail a consisté au développement d’outils informatiques concernant
les procédures développées durant la thèse (interpolation temporelle d’interférogrammes,
tomographie de déplacements), mais aussi pour l’amélioration d’algorithmes d’inversion. Aﬁn
de faciliter la prise en main des diﬀérents codes, de nombreux utilitaires interfacés ont été
codés et intégrés dans une boîte à outils dédiés à l’interférométrie radar. La dernière partie
de cette thèse présentera cette boîte à outils et pourra servir de guide d’utilisation.
Première partie
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Chapitre 1
Mesure des déplacements par
interférométrie SAR et applications
au Piton de la Fournaise
1.1 Introduction à l’interférométrie radar
Les radars, comme l’origine de leur nom radio detecting and ranging l’indique, détectent
des objets éloignés et déterminent leur position et leur vitesse (Zebker et al., 2000). Les images
utilisées pour l’InSAR (Interferometric Synthetic Aperture Radar) sont acquises par un radar
embarqué à bord d’un satellite. Elles contiennent des informations sur la phase et l’amplitude
de l’onde radar rétrodiﬀusée. Le principe de l’imagerie InSAR est de comparer les phases de
deux images radar avec pour objectif d’obtenir une carte des changements de la distance entre
l’antenne radar et l’objet étudié. Les premières applications faites dans les années 1970 et
1980 concernaient la cartographie de la topographie (Massonnet et Feigl, 1998) et ce domaine
reste l’un des principaux objectifs de l’InSAR. Après des développements techniques réalisés à
la ﬁn des années 80, (Massonnet, 1985; Gabriel et al., 1989), les applications géophysiques de
l’interférométrie radar ont permis, depuis le début des années 1990 et le lancement du satellite
ERS-1, de mesurer de faibles déplacements de la topographie (de l’ordre du centimètre).
L’InSAR représente une avancée notable dans le sens où elle permet de cartographier
les déplacements de grandes zones de terrain avec une résolution ﬁne (de l’ordre du mètre
à la dizaine de mètres) sans nécessiter d’instrumentation au sol sur la zone étudiée. Ces
caractéristiques ont permis de mieux surveiller et de mieux modéliser des processus variés,
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pouvant être localisés dans des zones diﬃciles d’accès, ou faiblement équipée en stations
GPS. Ainsi, des séismes tels que ceux du Sichuan (Hao et al., 2009) et de l’Aquila en 2010
(Guerrieri et al., 2010), ou des processus volcaniques localisés dans des endroits isolés tels que
les Galápagos (Amelung et al., 2000; Jónsson et al., 1999) ou les Aléoutiennes (Masterlark et
Lu, 2004), ont pu être étudiés à l’aide de l’InSAR. D’autres processus générant très peu de
déformation tels que la subsidence urbaine de Paris (Fruneau et Sarti, 2000) sont également
suivis par InSAR. De plus, les données InSAR peuvent être combinées avec d’autres types de
données (GPS, sismiques) aﬁn de mieux contraindre les modèles, comme l’ont fait Delouis
et al. (2010) pour le séisme du 27 février 2010 au Chili.
Depuis quelques années, de nouveaux développements méthodologiques tels que les Per-
manent Scatters (Feretti et al., 2001) ou les Persistent Scatters (Hooper et al., 2004) (PS),
permettent de détecter les déplacements de points du sol dont les caractéristiques de rétrod-
iﬀusion changent peu dans le temps.
En plus de l’interférométrie, qui utilise l’information de phase du signal radar, il est
possible d’utiliser l’information sur l’amplitude du signal rétrodiﬀusé pour déterminer les
déplacements du sol (Michel et al., 1999). Ce calcul se base sur la détection du décalage
de la position d’un point donné entre les deux images d’amplitude, et permet d’estimer les
déplacements du sol selon l’azimut (direction du sol parallèle à la direction de vol du satellite).
Cependant, ce type de mesure est entaché d’une forte incertitude et n’est utilisable que dans
des situations où les déplacements du sol sont très importants, ce qui est rarement le cas au
Piton de la Fournaise. Jónsson et al. (2002) ont par exemple couplé ce type d’informations
aux données InSAR et GPS pour étudier le séisme d’Hector Mine en 1999 (Californie), et le
DLR (Deutsches Zentrum für Luft- und Raumfahrt) a par exemple fourni une cartographie
des déplacements de la zone de Sendaï 1 à partir d’images en bande X (TerrasarX), après le
séisme M8.9 de Tohoku-oki du 11 mars 2011 au large du Japon.
1.2 L’interférométrie radar au Piton de la Fournaise
Le Service d’Observation OI2 est une composante labellisée du Service National d’Obser-
vations en Volcanologie. OI2 a pour mission la surveillance régulière des déplacements du sol
induits par l’activité du volcan Piton de la Fournaise, à la Réunion, en utilisant des données
InSAR. 429 images radar ASAR, ont été acquises, depuis 2003, par le satellite ENVISAT
1. Image disponible sur le site : http ://supersites.earthobservations.org
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sur le Piton de la Fournaise (projet ESA AOE 746). A partir de ces images, fournies à l’Ob-
servatoire de Physique du Globe de Clermont-Ferrand par l’Agence Spatiale Européenne, il
a été possible de mesurer les déplacements du sol produits par 26 éruptions successives.
Depuis 2007, des données ALOS-PALSAR (JAXA ALOS ADEN 3622) et TerraSAR
(DLR LAN 0237) viennent compléter les acquisitions ASAR. De manière ponctuelle, la base
de données est enrichie par des images RADARSAT-2 et CosmoSkyMed. La gamme élargie
de sensibilité aux déplacements et de géométrie d’acquisition fournie par ces diﬀérents jeux de
données permet de caractériser plus ﬁnement les déplacements et donc de mieux contraindre
les processus à leur origine. Cette base de données peut être consultée librement sur internet
en se connectant sur la plateforme CASOAR 2.
Les interférogrammes calculés permettent non seulement la surveillance opérationnelle du
volcan mais aussi la compréhension des processus fondamentaux qui contrôlent son fonction-
nement et son évolution à long terme. Les déplacements liés aux éruptions et mesurés par
InSAR, peuvent être modélisés aﬁn de contraindre la géométrie des dykes (Froger et al., 2004;
Fukushima et al., 2005, 2010; Tinard, 2007), puis de déterminer les orientations préféren-
tielles d’injection.
Les méthodes d’interférométrie classique ont permis de mettre en évidence de faibles
déplacements du cône pendant les périodes inter-éruptives (Tinard, 2007). La méthode PS
(Permanent Scatters) permet d’améliorer le rapport signal sur bruit lorsque les déplacements
sont très faibles, et Peltier et al. (2010) proposent d’utiliser cette méthode dans le but de
surveiller les déformations pré-éruptives du volcan.
2. Base de donnée CASOAR : https ://wwwobs.univ-bpclermont.fr/lmv/RV/casoar
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1.3 Principes de l’interférométrie radar
1.3.1 Formation des images radar
Un radar est constitué d’un générateur d’impulsions électromagnétiques de longueur
d’onde λ donnée et d’une antenne fonctionnant successivement en émission puis en réception.
En mode émission, l’antenne illumine une bande de terrain d’un faisceau d’ondes radar. Le
faisceau est dirigé vers le bas, perpendiculairement à la trajectoire du satellite ; la visée se
fait à droite du satellite par rapport à sa trajectoire. L’angle entre la verticale et le faisceau
émis est appelé angle de visée ; l’angle entre le faisceau incident et la verticale au sol est










Figure 1.1 – Géométrie d’une acquisition radar.
Le faisceau radar émis par l’antenne est rétrodiﬀusé dans toutes les directions par les
cibles au sol. Une partie plus ou moins importante du signal revient donc vers le satellite.
L’antenne radar passe alors en mode réception et mesure l’amplitude du signal reçu mais
aussi sa phase. Chaque pixel radar comporte donc deux informations :
– une information d’amplitude, qui dépend des caractéristiques de rétrodiﬀusion (géométrie
et propriétés diélectriques) des cibles élémentaires contenues dans le pixel radar.
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– une information de phase, qui correspond au déphasage entre l’onde radar rétrodiﬀusée
et une onde de référence générée par l’horloge du satellite.
La phase enregistrée est elle-même la somme de deux eﬀets :
– la phase de trajet, qui dépend du temps qu’a mis le signal pour parcourir le trajet
aller-retour entre le satellite et le sol
– la phase pixellaire, qui correspond à la rotation de phase de l’onde lorsqu’elle est
rétrodiﬀusée, et est liée aux propriétés diélectriques et géométriques de la cible.
1.3.2 Calcul interférométrique
Dans un cas idéal, c’est-à-dire si la phase pixellaire est restée stable et si les propriétés
de l’atmosphère sont restées constantes entre deux acquisitions, il est possible de connaître
la variation de la phase de trajet entre les acquisitions. Par ailleurs, si le satellite se retrouve
exactement à la même position au moment des deux acquisitions, alors les variations de la
phase de trajet correspondront uniquement aux changements de la position de la topographie






Figure 1.2 – Principes de l’interférométrie radar pour la surveillance des déplacements du sol.
Si le satellite revient exactement à la même position et si la phase pixellaire est restée stable
entre l’acquisition de la première scène (maîtresse) et de la seconde (esclave), alors la diﬀérence
des valeurs de phase enregistrées donne accès à la déformation de l’édiﬁce entre les deux dates.
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Dans le cas de la surveillance du Piton de la Fournaise, c’est cette diﬀérence de phase entre
les deux acquisitions qui nous intéresse puisqu’elle permet d’avoir accès à la déformation de
l’édiﬁce :
φdep ≡ φImE − φImM(2π) (1.1)
où φImM et φImE sont respectivement les valeurs de phase enregistrées lors de la première
acquisition (image maîtresse) et de la seconde (image esclave), et φdep est la diﬀérence entre
les phases des pixels correspondant aux deux acquisitions.
Sur cette nouvelle image des diﬀérences de phases, appelée interférogramme, les déphasages
s’organisent en motifs réguliers appelés franges. Chaque frange correspond à une variation
de phase de 0 à 2π radians dans l’axe de visée du satellite. La déformation n’est donc connue
qu’en radians et modulo 2π.
En pratique, plusieurs eﬀets viennent perturber la mesure de déformation. Si les propriétés
des réﬂecteurs ont radicalement changé entre les deux acquisitions, par exemple lorsqu’une
coulée de lave se met en place, alors la phase pixellaire sera très diﬀérente entre les deux
acquisitions. Ces changements de la phase pixellaire rendent le signal inexploitable (voir











Figure 1.3 – Origines des perturbations du signal de déformation. Les variations des propriétés
diélectriques ou de la géométrie du sol peuvent être à l’origine d’une perte de cohérence due au
changement de la phase pixellaire. Une trop grande diﬀérence entre les positions du satellite
entre les deux acquisitions sera la cause de la présence de résidus topographiques ainsi que d’une
perte de cohérence sur l’interférogramme ﬁnal. Les variations des propriétés de l’atmosphère
sont souvent la cause de signaux parasites.
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Si la phase pixellaire est restée stable entre les deux acquisitions, alors le déphasage
calculé entre les deux images provient de trois contributions diﬀérentes (Hanssen, 2001) :
– la variation cohérente de position des cibles élémentaires entre les deux prises de vue
(composante déplacements φdep).
– la diﬀérence de position de l’antenne radar, relativement à la topographie au moment
des deux prises de vue (composantes orbitale φorb et topographique φtopo). La com-
posante orbitale φorb peut être simulée et corrigée de façon relativement satisfaisante si
l’on dispose des coordonnées orbitales précises des satellites au moment des deux acqui-
sitions. La composante φtopo sera à l’origine des résidus topographique (cf paragraphe
suivant).
– les variations du temps de trajet de l’onde radar induites par les variations des pro-
priétés physiques de l’atmosphère entre les deux prises de vue (composante atmo-
sphérique φatmo)
1.3.3 Composante topographique et altitude d’ambiguïté
La composante topographique φtopo se manifeste, dans l’interférogramme, par des franges
d’interférences corrélées à la topographie et dont le nombre est proportionnel à la distance
séparant les deux positions successives du satellite, aussi appelée baseline. Massonnet et
Rabaute (1993) ont proposé un paramètre quantiﬁant cette proportionnalité, l’altitude d’am-





où λ est la longueur d’onde du radar, R la distance satellite - sol, θ l’angle d’incidence de
l’onde radar, et B⊥ la composante orthogonale de la baseline. Ces trois derniers paramètres
varient dans l’espace image donc h2π est aussi variable dans l’espace image. Ainsi un dénivelé
de 100 m se traduira par 100
h2π
franges dans l’interférogramme.
Dans l’approche « two-pass » du calcul interférométrique (Massonnet et Feigl, 1998), un
MNT (modèle numérique de terrain) est utilisé pour simuler et éliminer la composante to-
pographique des interférogrammes. Le MNT est un modèle qui fournit une représentation
discrète et de précision limitée de la topographie réelle. Tous les écarts entre cette représen-
tation et la topographie réelle se traduiront dans les interférogrammes par des résidus to-
pographiques. Ces résidus seront d’autant plus forts que l’altitude d’ambiguïté de l’interféro-
gramme sera faible. Ainsi, une erreur de 20 mètres sur le MNT sera à l’origine d’une frange
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sur un interférogramme dont l’altitude d’ambiguïté est égale à 20 mètres. La ﬁgure 1.4 montre

























































Figure 1.4 – Origine des résidus topographiques. –a– Interférogramme TerraSAR-X SMSD-
12980-13147 couvrant la période du 17 au 28 octobre 2009 (h2π = 39m) calculé avec un MNT
IGN de 1997 obtenu par stéréo-photogramétrie. De nombreux résidus topographiques corre-
spondant aux coulées de lave émises après le calcul du MNT (depuis 1997) sont visibles. –b– Le
même interférogramme calculé avec un MNT Lidar acquis entre 2008 et 2009. Les coulées de
laves émises depuis 1997 ont été prises en compte lors de l’acquisition du MNT. Les résidus to-
pographiques ont été en grande partie enlevés. –c– Diﬀérence entre les deux MNT. Les coulées
émises entre 1997 et 2009 sont visibles en rouge. Les zones bleues hors enclos correspondent
probablement à des zones végétalisées : en stéréo-photogramétrie (MNT de 1997) on mesure
la position de la canopée, alors que le laser utilisé en Lidar permet de mesurer la position du
sol sous le couvert végétal. La table de couleurs est saturée et ne prend donc pas en compte
l’eﬀondrement du Dolomieu.
Au cours de cette étude, les interférogrammes ont été calculés à l’aide du MNT IGN
de 1997, qui ne prend pas en compte les coulées émises depuis 1997. Sur les interféro-
grammes à altitude d’ambiguïté faible, des résidus topographiques associés à ces coulées
seront donc présents. Il sera donc diﬃcile de discriminer les franges correspondant aux
résidus topographiques des franges dues à de la subsidence de coulée. A titre d’exemple,
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la ﬁgure 1.4b montre la présence de franges au niveau de la coulée d’avril 2007 malgré l’u-
tilisation d’un MNT Lidar, acquis entre 2008 et 2009. Ces franges sont donc probablement
dues à la déformation de la coulée.
1.3.4 Cohérence
Tout changement dans les caractéristiques de rétrodiﬀusion des cibles élémentaires amène
à une modiﬁcation de la phase pixellaire. De tels changements concernent par exemple des
cibles mobiles (végétation, surface d’eau libre), des cibles recouvertes d’un dépôt entre les
deux acquisitions (neige, retombées pyroclastiques, coulées de lave) mais aussi l’ouverture





















Figure 1.5 – Carte de cohérence d’un interférogramme. –a– Cohérence de l’interférogramme
TerraSAR-X couvrant la période du 1er septembre au 26 octobre 2010. La zone 1 correspond
à une perte de cohérence due à la mise en place de la coulée de l’éruption d’octobre 2010.
Le Formica Leo (zone 2) semble être plus faiblement cohérent que le reste de l’Enclos, ce qui
pourrait correspondre à un remaniement de la surface du cône de scories par le passage répété
des randonneurs. –b– Image Google Earth du Piton de la Fournaise. Les surfaces fortement
végétalisées (vertes sur l’image) correspondent à la plupart des zones incohérentes.
La cohérence permet de déterminer les zones les plus propices à la détection d’un signal
de déplacement exploitable sur l’interférogramme. Elle est inversement proportionnelle à
la variance locale de la phase (Massonnet et Feigl, 1998). Les valeurs de cohérence sont
comprises entre 0 et 1 ; les surfaces les plus cohérentes tendent vers une valeur de 1. Elle
est un reﬂet de la stabilité temporelle et spatiale des cibles élémentaires au sol. Elle est
fortement dégradée s’il existe une diﬀérence trop importante entre les angles d’incidence (θ)
lors des deux acquisitions successives ou si les cibles élémentaires de chaque pixel radar ont
trop évolué en termes de géométries et de propriétés diélectriques.
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1.4 Lignes de visée des satellites et distorsions géométriques
dues à la topographie
1.4.1 Caractéristiques des diﬀérents satellites disponibles
Dans cette étude, les images utilisées ont été acquises par trois satellites, ENVISAT,
ALOS et TerraSAR-X. Ils évoluent tous les trois le long d’une orbite polaire, et l’on parlera
d’image acquise en passe ascendante lorsque l’image est acquise pendant que le satellite se
dirige vers le pôle Nord. Une image acquise en passe descendante correspond à une image
acquise lorsque le satellite se dirige vers le pôle Sud. Ces trois satellites sont complémentaires
et le tableau 1.1 récapitule leurs principales caractéristiques.
Satellite/Mission ENVISAT ALOS TerraSAR-X
Radar ASAR PALSAR TSX/TDX
Agence ESA JAXA DLR
Bande / λ
Bande C Bande L Bande X
λ = 5.66 cm λ = 23.6 cm λ = 3.5 cm
Date de lancement 1 mars 2002 24 janvier 2006 15 juin 2007
Temps de revisite (révolution) 35 jours 46 jours 11 jours
Nombre de swaths utilisés sur le
Piton de la Fournaise (A/D) 1
5/5 3/0 1/1
Table 1.1 – Principales caractéristiques des satellites utilisés dans cette étude.
1 swath en passe ascendante (A) et descendante (D)
Le temps de revisite d’ENVISAT est de 35 jours, c’est-à-dire que le satellite reviendra
à une position donnée au bout de 35 jours. La période la plus courte que couvrira un
interférogramme sera donc de 35 jours. Pendant une révolution, ENVISAT tourne 501 fois
autour de la Terre en empruntant 501 orbites diﬀérentes, appelées tracks. Sur un track donné,
le satellite passe toujours au-dessus des même zones. L’antenne radar est orientable selon 7
angles diﬀérents, appelés swaths, ce qui permet des acquisitions dans des géométries variées
(Fig. 1.6). Les zones couvertes par deux swaths donnés ne se chevauchent pas, et un objet
ne pourra donc être observé que dans un seul swath sur un track donné. Chaque couple de
swath/track correspondra à une ligne de visée, et seules les images acquises dans une même
ligne de visée seront combinables entre elles.
Par convention, nous appellerons les scènes acquises en faisant référence à leur swath, leur
track et un numéro correspondant au nombre de tours qu’a fait le satellite autour de la terre
depuis son lancement. Par exemple, une scène nommée 7170_26777 correspond à une image
acquise en swath 7 dans le track 170 après avoir fait 26777 fois le tour de la Terre. Les in-
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terférogrammes seront nommés de manière similaire : l’interférogramme 7170_26777_27278










t 2 084 25,87 5,74 26,30
2 313 20,87 5,74 21,48
3 356 30,54 4,56 18,44
5 399 39,01 4,6 14,88







t 2 363 22,7 5,74 24,28
3 091 27,5 4,56 20,29
5 048 36,38 4,61 15,79
6 277 40,36 5,61 14,47
7 005 43,94 4,64 13,50
Figure 1.6 – Caractéristiques des swaths du radar ASAR. Les zones couvertes dans chaque
swath ne se chevauchent pas. Le tableau indique la résolution en azimut ∆A et en distance ∆R
en fonction des swaths des images au niveau du cratère Dolomieu.
Tinard (2007) a proposé une étude complète des géométries d’acquisition d’ENVISAT
disponibles au Piton de la Fournaise. 14 lignes de visée sont accessibles pour imager l’édiﬁce.
Sur la période 2007–2009, les images de la base de données ont été acquises selon 10 lignes
de visée diﬀérentes : 5 swaths en passe ascendante et 5 en passe descendante. La ﬁgure 1.7
montre les limites des acquisitions des géométries utilisées sur cette période.
La longueur d’onde utilisée par le radar PALSAR embarqué à bord du satellite ALOS
est de 23.6 cm. Cette longueur d’onde relativement élevée permet d’obtenir un signal radar
peu aﬀecté par la végétation, les interférogrammes sont donc cohérents sur la quasi totalité
du Piton de la Fournaise. Cependant, seulement 3 lignes de visée en passe ascendante sont
disponibles avec PALSAR, dans une géométrie proche du swath 5 d’ENVISAT.
La longueur d’onde utilisée par TerraSAR-X est petite (3.5 cm) et permet d’enregistrer
des déplacements de faible amplitude. Deux lignes de visée sont disponibles, une en passe
ascendante et l’autre en passe descendante. Les interférogrammes calculés à partir d’images
acquises par TerraSAR-X sont de très bonne qualité, mais les données n’ont été acquises
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Figure 1.7 – Dates de passage et limites des acquisitions ASAR-ENVISAT. –a– Dates de
passage d’ENVISAT au-dessus du Piton de la Fournaise au cours d’une révolution. Les couleurs
correspondent à un swath donné. –b– Limites des acquisitions ASAR-ENVISAT sur l’île de La
Réunion. A gauche en passe ascendante, à droite en passe descendante. Les couleurs des cadres
correspondent à un swath donné.
que tardivement après la ﬁn de l’éruption d’avril 2007 et nous ne disposons que de quelques
interférogrammes couvrant la période de repos qui a suivi l’éruption.
1.4.2 Topographie et distorsions géométriques au Piton de la Four-
naise
La présence d’un relief important peut être à l’origine de distorsions géométriques visibles
sur les images radar. Ces distorsions dépendent de l’orientation du faisceau radar par rapport
à l’orientation de la pente de la topographie, et sont de diﬀérentes natures.
Lorsque le ﬂanc d’une montagne est orienté presque perpendiculairement au faisceau
radar, les signaux rétrodiﬀusé par la surface de ce ﬂanc arriveront tous en même temps vers le
radar. Le ﬂanc sera représentée par un faible nombre de pixels sur l’image radar, il apparaîtra
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donc comme compressé (Fig. 1.8). De plus, comme la totalité de l’énergie rétrodiﬀusée par
le ﬂanc vers le satellite sera condensée dans peu de pixels, ces pixels apparaîtront blancs sur
l’image d’amplitude (Fig. 1.10). Ce phénomène est appelé raccourcissement ou foreshortening
en anglais (Curlander et McDonough, 1991).
Passedescendante swath 7
pas de raccourcissement
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Figure 1.8 – Raccourcissement (foreshortening) au niveau des Grandes Pentes. –a– Si l’angle
d’incidence au niveau des Grandes Pentes est presque perpendiculaire à la topographie (ligne
de visée descendante swath 2), les Grandes Pentes seront représentées par un faible nombre de
pixels sur l’image radar. –b– Pour un angle d’incidence plus faible (ligne de visée descendante
swath 7), il n’y a pas de phénomène de raccourcissement dans les Grandes Pentes.
Au Piton de la Fournaise, ce phénomène est particulièrement important sur les images
acquises en passe descendante avec un angle d’incidence proche de la verticale (swath 2,
Fig. 1.6) : dans cette géométrie d’acquisition, le faisceau radar fait un angle d’environ 85◦
avec la topographie au niveau des Grandes Pentes et dans la partie est du cône central. Les
zones de foreshortening y sont très importantes (Fig. 1.10).
Lorsque la pente locale orientée vers le satellite est plus importante que l’angle de visée
du satellite, les échos provenant du sommet de la structure arriveront au niveau de l’antenne
radar avant les échos provenant de la base. Les échos des ﬂancs et du sommet seront alors
mélangés sur l’image radar et on parlera de recouvrement (layover en anglais, Fig. 1.9). Ce
type de distorsion est assez fréquent au niveau de la partie ouest de l’Enclos Fouqué lorsque
les images sont acquises en passe descendante avec un angle de visée proche de 45◦ (swath
7, Fig. 1.6 et ﬁgure 1.10).
Enﬁn, des zones sans signal peuvent apparaître sur l’image radar lorsque le faisceau n’est
pas capable d’atteindre le sol à cause d’une zone d’ombre créée par des structures verticales
(rebord de falaise par exemple) ou par des pentes très marquées (Fig. 1.9). Ces zones d’ombre
sont fréquentes au niveau des remparts de l’Enclos Fouqué pour les images aquises en passe
ascendante avec un angle d’incidence fort (swath 5 et 7), mais aussi au niveau du Piton de
Crac.
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Figure 1.9 – Recouvrement (layover) et ombre portée au niveau des remparts. –a– En passe
descendante, l’écho provenant du point a arrivera en même temps que l’écho du point c, celui
du point b en même temps que celui du point d. Les signaux correspondant aux segments ab,
bc et cd se superposeront. –b– En passe ascendante, le fort dénivelé au niveau des remparts sera
responsable d’une zone d’ombre, pour laquelle il ne sera pas possible d’obtenir d’information.
Passe descendante
swath 2















Figure 1.10 – Exemples de distortions géométriques sur les images radar. –a– Si l’angle
d’incidence est faible (20◦ pour le swath 2 descendant), les phénomènes de raccourcissement
(foreshortening) seront importants et aﬀecteront essentiellement les Grandes Pentes et le ﬂanc
est du cône central. –b– Pour des angles d’incidence plus importants (43◦ pour le swath 7 de-
scendant), des phénomènes d’ombre portée et de recouvrement (layover) seront plus nombreux.
(D’après Tinard (2007))
Chapitre 2
Traitement des données InSAR
2.1 Déroulement des interférogrammes
Les déplacements calculés par interférométrie radar ne sont connus que modulo 2π et il
est possible de les convertir en déplacements absolus le long de la ligne de visée en comp-
tant le nombre de cycles de phases (franges sur les interférogrammes). Cette étape, appelée
déroulement, considère que la valeur ambiguë en radians de la phase φij du pixel de la ième





(φij + nij2π) + l (2.1)
où λ est la longueur d’onde du signal radar, nij est un entier et l est une constante. Le
déroulement consiste à trouver la valeur de nij pour chaque pixel de l’interférogramme. Cette
valeur est caractéristique de chaque frange, c’est à dire que tous les pixels appartenant à une
même frange seront caractérisés par un nij identique. La constante l peut être déterminée
soit en considérant que les pixels éloignés de la zone de déformation ne bougent pas (uij = 0)
soit directement durant les procédures de modélisation (Masterlark et Lu, 2004; Fukushima
et al., 2005), en cherchant la valeur de l qui minimise l’écart entre le modèle et les données
(Chap 5 et 6).
La ﬁgure 2.1 montre un exemple de déroulement à partir d’un interférogramme synthé-
tique.
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Figure 2.1 – Principes du déroulement à partir d’un interférogramme synthétique. –a– In-
terférogramme initial enroulé et interférogramme déroulé. Le trait AB représente un trait de
coupe dans les valeurs de déplacement. –b– Principes du déroulement : sur l’interférogramme
initial, on ajoute à tous les pixels d’une même frange la valeur nij × π où nij est un entier,
de sorte que les déplacements soient le plus continus possible. Les déplacements sont ensuite
convertis en mètres.
En pratique, les interférogrammes sont déroulés selon une procédure itérative articulée
autour de l’algorithme SNAPHU (Chen et Zebker, 2000). Le but de cette procédure itérative
est de faciliter le déroulement lorsque les gradients de déplacement sont importants et que
les franges sont serrées. Elle consiste en un ﬁltrage successif des déplacements présents sur
l’interférogramme depuis les déplacements de grande étendue vers les déplacements de plus
faible étendue (Fukushima, 2005). À chaque itération, l’interférogramme est déroulé, puis est
ﬁltré de sorte à ne garder que les déplacements de plus grande étendue. Ces déplacements sont
soustraits de l’interférogramme d’origine puis les résidus obtenus sont de nouveau déroulés
dans SNAPHU. D’itération en itération, l’interférogramme déroulé est reconstruit jusqu’à ce
que le résidu du dernier déroulement ne contienne plus d’information de déplacements.
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Figure 2.2 – Principes du déroulement itératif. Les étapes du déroulement sont représentées
enroulées aﬁn de faciliter la comparaison avec l’interférogramme initial. Cet exemple montre le
déroulement d’un interférogramme ALOS couvrant l’éruption d’avril 2007.
En général, les procédures de modélisation nécessitent de travailler sur des interféro-
grammes déroulés et ﬁltrés pour enlever le bruit de très faible étendue. Aﬁn d’éviter un
ﬁltrage supplémentaire, les interférogrammes présentés dans cette étude sont issus de la
dernière étape du déroulement itératif, avant que les résidus de plus courte longueur d’onde
ne soient ajoutés dans la reconstruction de l’interférogramme.
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2.2 Composante atmosphérique et rampes orbitales
Froger et al. (2007) ont mené une étude sur les volcans sud-américains à partir d’une
base de données ASAR. Ils ont pu évaluer que la composante orbitale maximale était de
l’ordre de 5 franges pour un interférogramme de 100×100 km. Ramené à l’échelle du Piton
de la Fournaise où la zone d’étude est de l’ordre de 10×10 km, un maximum de 0,5 franges
d’origine orbitale peut être présent, soit de l’ordre de 0,05 franges par km ; la composante
orbitale sera donc faible face aux 1,5 à 23,4 franges par km observées lors des éruptions
(Tinard, 2007).
Lors des épisodes inter-éruptifs, le gradient de déplacement est de l’ordre de 0,5 franges
par km. Ainsi la composante orbitale pourra représenter au maximum 10% du gradient, ce
qui n’est plus négligeable comme dans le cas des déplacements co-éruptifs. Cette composante
orbitale peut être modélisée par un plan d’équation φorb = ax+by+l, où x et y correspondent
au numéros de ligne et de colonne des pixels de l’interférogramme, et a, b et l sont les
coeﬃcients de l’équation du plan. Ce plan sera modélisé et soustrait des interférogrammes
en même temps que les eﬀets atmosphériques.
Deux composantes atmosphériques diﬀérentes peuvent se superposer : la première est
locale et très variable dans l’espace (Fig. 2.3-a), la seconde est horizontalement homogène à
l’échelle de l’édiﬁce et est corrélée à la topographie (Fig. 2.3-b).
La composante locale est due à des turbulences de l’atmosphère ou des nuages, modiﬁant
localement la vitesse de propagation de l’onde radar. Elle se traduit sur les interférogrammes
par un signal aléatoire assimilable à un bruit de moyenne étendue. Cette composante n’est
pas modélisable, mais il est possible de la considérer comme un signal aléatoire dont on peut
calculer les caractéristiques statistiques. Par exemple, une fonction d’autocorrélation peut
être calculée et permet de prendre en compte ces caractéristiques lors des inversions (voir
partie 4.3.2 page 76 et Fukushima et al. (2005)).
La seconde composante résulte de variation verticale des indices de refractivité de l’at-
mosphère entre deux acquisitions, et est plus facile à modéliser puisqu’elle est corrélée à la
topographie (Delacourt et al., 1998; Beauducel et al., 2000a).
Il est possible de modéliser ces eﬀets atmosphériques en reliant les déplacements et l’alti-
tude de manière polynomiale (Beauducel et al., 2000a). Pour cela, les zones incohérentes de
l’interférogramme, les zones sujettes aux résidus topographiques ou ayant subi une défor-
mation sont masquées. Les pixels restant sont utilisés aﬁn de chercher la relation entre les
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Figure 2.3 – Deux types de perturbation du signal par des eﬀets atmosphériques. Les deux
interférogrammes couvrent une période de 35 jours. Les franges de l’interférogramme de droite
suivent la topographie, ce qui n’est pas le cas de celui de gauche.



























































Figure 2.4 – Prise en compte des eﬀets atmosphériques corrélés à la topographie. À partir
d’un interférogramme et d’un modèle numérique de terrain, on calcule la corrélation entre la
valeur des déplacements et l’altitude pour l’ensemble des pixels. À partir du coeﬃcient obtenu,
un modèle d’atmosphère est calculé puis retranché de l’interférogramme initial (Résidus).
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données déroulées restantes et le modèle numérique de terrain. Un modèle d’atmosphère est
ensuite calculé à partir du MNT et soustrait de l’interférogramme.
Pour bien contraindre la relation entre altitude et déplacement, il est nécessaire que
l’interférogramme soit cohérent sur de larges zones ne contenant pas de déplacements ni de
résidus topographiques, ce qui est rarement le cas au Piton de la Fournaise. Par ailleurs, le
cône central correspond au point culminant de la zone étudiée, et il subit régulièrement des
déplacements. Lors du calcul du modèle d’atmosphère, le cône sera donc très souvent masqué,
et nous n’aurons pas de points de calculs pour les altitudes supérieures à 2000 mètres, altitude
correspondant à l’élévation de la base du cône. L’utilisation de relations polynomiales entre
déplacement et altitude lors du calcul du modèle d’atmosphère peut donc amener à des
corrections inexactes au niveau du cône. Pour éviter ces corrections mal contraintes, nous
utiliserons un modèle d’atmosphère le plus simple possible : nous faisons donc l’hypothèse
que les eﬀets atmosphériques φatmo et la topographie z sont reliés de manière linéaire tel
φatmo = cz (Fig. 2.4).






uobs correspond à un vecteur contenant les pixels non masqués, c = [a, b, c, l]
T contient les
coeﬃcients du modèle d’atmosphère (c), de la rampe orbitale (a et b), et du décalage l dû
au déroulement (Équ. 2.1) ; A est une matrice dont une ligne contient les informations de
position d’un pixel i non masqué dans le MNT : Ai = [xi, yi, zi, 1].
Le modèle d’atmosphère et de rampe matmo-rampe est ensuite obtenu par :
matmo-rampe = CA (2.3)
puis l’interférogramme ﬁnal uclean est obtenu en soustrayant le modèle aux données origi-
nales :
uclean = uobs −matmo-rampe (2.4)
La ﬁgure 2.4 montre un interférogramme avant la correction atmosphérique, le modèle
d’atmosphère ainsi que l’interférogramme corrigé de la composante atmosphérique. Dans cet
exemple, les signaux restants correspondent à des résidus topographiques.
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2.3 Calcul de séries temporelles
2.3.1 Principes généraux
Le calcul interférométrique permet d’estimer les déplacements entre deux scènes, acquises
à deux dates données dans une même ligne de visée. Si l’on dispose de n scènes, il est alors
théoriquement possible de calculer C2n interférogrammes diﬀérents en combinant toutes les
scènes disponibles deux à deux. Ces interférogrammes constitueront une base de donnée
redondante. Le calcul de séries temporelles permet d’obtenir une base de donnée plus com-
pacte, où les déplacements sont connus par rapport à une scène de référence (Beauducel
et al., 2000a; Lundgren et al., 2001; Berardino et al., 2002), et à partir de laquelle il est
possible de recalculer les déplacements entre n’importe quel couple de scènes.
Par ailleurs, les interférogrammes ayant une longue baseline temporelle Bt, c’est à dire
pour lesquels les deux scènes ont été acquises à des dates éloignées, sont généralement faible-
ment cohérents, et le calcul direct d’un interférogramme couvrant une grande période ne
donne généralement pas de résultats satisfaisants. Le calcul en série temporelle permet d’es-
timer les déplacements sur une grande période en combinant des interférogrammes à faible
baseline temporelle (Fig. 2.5). Enﬁn, la perte de cohérence peut aussi être due à une baseline
perpendiculaire B⊥ trop élevée entre deux acquisitions. Le calcul en série temporelle peut
répondre à ce problème de perte de cohérence si l’on combine entre eux des interférogrammes




Figure 2.5 – Principes du calcul par combinai-
son d’un interférogramme. Trois scènes A,B et C
acquises aux temps ta, tb et tc (ta < tb < tc) per-
mettent de calculer 3 interférogrammes diﬀérents
(AB BC et AC) ayant chacun leur propre base-
line perpendiculaire B⊥. Considérons que l’inter-
férogramme AC qui a la plus forte baseline tem-
porelle est aussi celui ayant la plus forte baseline
perpendiculaire. Il risque donc d’être incohérent,
mais il peut être calculé par la combinaison des
deux autres interférogrammes aux baselines tem-
porelles et perpendiculaires plus faibles : AC =
AB+BC.
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Enﬁn, les diﬀérentes étapes du calcul interférométrique sont susceptibles d’introduire du
bruit dans les observations. Grâce à la redondance du jeu de données, le calcul en série
temporelle permet d’estimer la variabilité de la base de données et de la prendre en compte
dans les procédures de modélisation.
2.3.2 Principes mathématiques
Soient A,B,C,D et E, 5 scènes acquises dans une ligne de visée donnée. À partir de ces
scènes, 10 interférogrammes peuvent être calculés puis déroulés, possédant chacun leur propre
baseline perpendiculaire B⊥ et temporelle Bt. Seuls seront gardés les n interférogrammes les
plus cohérents.
scène A scèneB scène C scène D scène E
Interférogrammes faiblement cohérents,




à faible B ou faible Bt ┴
Figure 2.6 – Principes du calcul en séries temporelles. 5 scènes A, B, C, D et E permettent
de calculer 10 interférogrammes, dont seulement 6 ont des B⊥ et Bt assez faibles. Le calcul en
série temporelle permet de retrouver les déplacements à chaque date par rapport à la scène de
référence A.
Soit dˆ un vecteur contenant les déplacements d’un pixel donné pour chacun des in-
terférogrammes sélectionnés tel que dˆ =
[
dˆAB, dˆAC , · · · , dˆDE
]T
. On cherche à calculer les
déplacements d à chaque date par rapport à la date d’acquisition de la scène A : d =
[dAB, dAC , dAD, dAE]
T .
Soit R une matrice décrivant les relations entre les scènes pour chaque interférogramme.
La colonne correspondant à la scène de référence A est supprimée. Pour chaque interféro-
gramme i, il est possible de calculer la variance moyenne σ2i des pixels ne contenant pas de
déplacements et d’ordonner ces variances moyennes dans la matrice diagonale V , telle que
Vi,i = σ2i . La variance moyenne calculée sur les pixels ne contenant pas de déplacements nous
renseigne sur la variance du bruit. dˆ, R et V sont donc déﬁnies ainsi :
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. . . σ2CE 0
0 · · · · · · 0 σ2DE

(2.5)
La valeur des déplacements d pour un pixel donné et pour chaque scène est celle qui
permet de minimiser la fonction misﬁt :
χ2 = (dˆ−Rd)TV −1(dˆ−Rd) (2.6)
d est alors résolu par calcul matriciel :
d = (RTV −1R)−1RTV −1dˆ (2.7)







dˆT (V −1 − V −1R(RTV −1R)−1RTV −1)dˆ
(m− n)
où mse, est un facteur de mise à l’échelle de la covariance donné par Strang (1986), m est
le nombre d’interférogrammes pris en compte dans le calcul, et n + 1 le nombre de scènes
diﬀérentes.
Il est aussi possible d’estimer la variance moyenne de chaque interférogramme de la série
temporelle :
Σ = (RTV −1R)−1 (2.9)
Dans les deux cas, la variance dépend donc du choix des interférogrammes sélectionnés et
de leur variance moyenne. Enﬁn, si l’on considère que le calcul par série temporelle donne la
position du sol en fonction du temps, alors le sol est à la position 0 sur la scène de référence
(dAA = 0), et dAS = dS où dS est la position du sol sur la scène S . Dès lors, la variance de
l’interférogramme AA est nulle et les covariances entre AA et les autres interférogrammes le
sont aussi. Ainsi, d et Σ peuvent être complétés :
d =
(
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2.3.3 Conditions nécessaires au calcul de séries temporelles
En pratique, on construit un réseau d’interférogramme, dans lequel chaque scène corre-
spond à un nœud, et chaque interférogramme à un lien (Fig. 2.7). Ce réseau est représenté
dans un graphique des baselines permendiculaires en fonction des baselines temporelles, et
est utilisé pour construire la matrice R. Les interférogrammes sont sélectionnés de sorte
que leurs baselines perpendiculaire B⊥ et temporelle Bt soient inférieures à un seuil déter-
miné de manière empirique. Aﬁn de permettre le calcul des déplacements pour chaque scène
(Équ. 2.7), il est nécessaire de veiller à ce que la matrice R soit bien conditionnée, ce qui est
le cas si le réseau est connexe, c’est-à-dire si chaque scène est reliée directement ou indirecte-
ment à toutes les autres (réseau 1, (Fig. 2.7). En pratique, les valeurs de B⊥ et Bt permettant
d’obtenir un réseau connexe sont plus élevées que les valeurs seuil ﬁxées empiriquement. De
nombreux interférogrammes incohérents sont alors pris en compte.
Pour palier à ce problème, les valeurs seuil de B⊥ et Bt sont ﬁxées à des valeurs relative-
ment basse, de sorte que seuls les interférogrammes les plus cohérents soient sélectionnés.
Le réseau obtenu n’est alors pas connexe (réseau 2, Fig. 2.7). On ajoute alors manuellement
quelques interférogrammes dont les B⊥ et Bt sont supérieures aux valeurs seuil ﬁxées aﬁn de
relier entre eux les diﬀérents sous-réseaux (Fig. 2.7), tout en évitant les connexions uniques
entre les sous-réseaux.














































































Figure 2.7 – Exemple de réseaux d’interférogrammes pour la ligne de visée 2084. Les réseaux 1
et 2 sont obtenus en sélectionnant les interférogrammes selon leurs baselines perpendiculaire
B⊥ et temporelle Bt. (Réseau 1 : B⊥ < 1000m, et Bt < 800j ; Réseau 2 : B⊥ < 350m, et
Bt < 280j). Les interférogrammes représentés par des tirets ont été ajouté au réseau 2 aﬁn de
le rendre connexe et de sorte que toutes les scènes soient prises en compte.
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Le réseau doit être fermé, c’est-à-dire qu’il faut éviter qu’un nœuds donné ne soit rélié
au reste du réseau par un seul lien. En eﬀet, la résolution de ce type de conﬁguration est
assez mauvaise. Cependant, si des scènes cumulent une forte B⊥ et une forte Bt, ce type de
conﬁguration permet la prise en compte de la scène sans pour autant propager son incertitude
au reste du réseau (par exemple la scène 07653 sur la ﬁgure 2.7).
2.4 Calcul des composantes 3D des déplacements
2.4.1 Principes mathématiques
Les interférogrammes donnent accès aux déplacements du sol dans la direction du satel-
lite. Interpréter ces images nécessite donc de connaître la ligne de visée dans laquelle les
scènes ont été acquises. Si l’on dispose de plusieurs interférogrammes couvrant la même
déformation, mais selon des lignes de visées diﬀérentes, il est possible de retrouver les com-
posantes 3D (est-ouest, nord-sud et vertical) des déplacements (Fialko et al., 2001; Wright
et al., 2004; Dawson et Tregoning, 2007). L’accès à ces composantes de déplacements est
assimilable à un changement de repère : les données InSAR donnent les déplacements dans
le repère des lignes de visée, et l’on cherche leur expression dans le repère géographique
(Fig. 2.8).
Soient dlos = [d1, · · · , dn]T les valeurs de déplacements pour un pixel donné selon n lignes
de visée diﬀérentes, et V , la matrice des variances, déﬁnie telle que Vi,i = σi où σi est la
variance des déplacements dans la géométrie i pour le pixel. Comme les interférogrammes
dans diﬀérentes lignes de visée sont indépendants entre eux, les covariances entre interféro-
grammes sont nulles. Soit L une matrice de dimension n× 3 déﬁnie telle chaque ligne de L
contienne le vecteur directeur d’une ligne de visée particulière dans le repère géographique
(est-ouest, nord-sud, haut-bas) : Li = [Ei, Ni, Ui]. Les composantes des déplacements dans
le repère géographique d3D = [dEO, dNS, dUD]T sont celles qui permettent de minimiser la
fonction misﬁt :
χ2 = (d3D − Ldlos)T V −1 (d3D − Ldlos) (2.11)
d3D est alors résolue de manière matricielle selon :
d3D = (LTV −1L)−1LTV −1dlos (2.12)
Si le calcul est fait avec un nombre de lignes de visée n > 3, alors le système d’équation est
sur-déterminé. La matrice de covariance Σ3D due à cette sur-détermination est alors donnée
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Repèredes lignes de visée
Repère 3D des déplacements
Figure 2.8 – Principes du calcul des composantes 3D des déplacements : les déplacements
sont enregistrés dans le repère des lignes de visée A2 A7 D7 et D2, le calcul des composantes
revient à exprimer les déplacements dans le repère géographique.
par (Strang, 1986) :
Σ3D = (LTV −1L)−1 ×mse (2.13)
avec : mse =
1
n− 3dlos
T (V −1 − V −1L(LTV −1L)−1LTV −1)dlos
Comme dans le cas du calcul de série temporelle, il est possible d’utiliser à la place de
la matrice V une matrice V contenant les variances moyennes des interférogrammes. La
variance moyenne des déplacements dans les trois composantes est donnée par la diagonale




2.4.2 Lignes de visée et précision par composante
La précision du calcul des déplacements dans le repère géographique dépend des lignes de
visée utilisées dans le calcul. Il est possible d’estimer la capacité d’une combinaison de lignes
de visée à fournir une bonne estimation des composantes. Si l’on considère que la variance
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moyenne de chaque interférogramme est égale à 1, alors l’équation 2.14 devient :
Σ3D = (LTL)−1 (2.15)
Soient εx, εy et εz la racine carrée des termes diagonaux de la matrice Σ3D. Ces termes
donnent alors une mesure des écarts types dus à la combinaison des lignes de visée sur le
calcul de la variance moyenne. Il est enﬁn possible de déterminer un critère de qualité de la
combinaison des lignes de visée équivalant à la DoP (Dilution of Precision) habituellement
utilisée pour caractériser la géométrie d’un réseau de satellites GPS (Strang et Borre, 1997),
et transposée à la méthode InSAR (Wright et al., 2004) :
DoP =
√
ε2x + ε2y + ε2z (2.16)
Nombre Swaths
de Ascendants Descendants εx εy εz DoP
swaths A2a A2b A3 A5 A7 D2 D3 D5 D6 D7
4 • • • • 16.59 59.95 2.32 62.25
4 • • • • 963 4232 2.73 4340
4 • • • • 1.2 30.95 3.28 31.15
4 • • • • 0.93 8.95 1.39 9.1
4 • • • • 0.91 9.56 1.54 9.73
6 • • • • • • 0.71 9.12 1.54 9.28
6 • • • • • • 0.69 10 1.76 10.18
6 • • • • • • 0.72 9.36 1.54 9.51
8 • • • • • • • • 0.63 8.95 1.46 9.09
10 • • • • • • • • • • 0.59 7.85 1.19 7.96
Table 2.1 – Dilution de Précision (DoP) de diﬀérentes combinaisons de lignes de visée. εx,
εy et εz sont respectivement les DoP des composantes est-ouest, nord-sud et verticale. Les
combinaisons utilisées dans cette étude sont marquées en gras et grisées. Ce sont les meilleures
combinaisons n’utilisant pas les swaths D2 et D3, pour lesquels les phénomènes de raccour-
cissement (foreshortening) sont très importants.
Le tableau 2.1 montre que plus le nombre de lignes de visée considérées est important,
plus la DoP diminue. D’autre part, plus les lignes de visée sélectionnées ont des angles
d’incidences variés, plus la DoP diminue. Enﬁn, la DoP est d’autant plus faible que les lignes
de visée sont également réparties entre les passes ascendantes et descendantes.
Quelle que soit la combinaison utilisée, εy est beaucoup plus élevée que εx et εz. Cette
valeur forte est due au fait que les satellites utilisés en InSAR ont des orbites polaires et les
observations sont faites perpendiculairement à la trajectoire. La composante nord-sud Ni du
vecteur de la ligne de visée sera donc proche de 0 pour toutes les lignes de visée. Ainsi, les
interférogrammes seront donc très peu sensibles aux déplacements nord-sud.
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À cause des zones de foreshortening et de layover, les swaths descendants D2 et D3 ne
couvrent pas la totalité du cône central et des Grandes Pentes. Les combinaisons regroupant
ces lignes de visée seront écartées du calcul des composantes 3D. Les combinaisons les plus





La méthode d’interpolation permet de rendre les interférogrammes de plusieurs lignes de
visée temporellement compatibles entre eux. Cette méthode se base sur la recherche d’une rela-
tion reliant les déplacements au temps dans chaque ligne de visée. Les déplacements sont ensuite
recalculés entre deux dates, identiques pour toutes les lignes de visée. Diﬀérentes méthodes d’in-
terpolation par parties sont examinées (linéaire par parties, spline cubique et interpolation par
spline d’Hermite), ainsi que deux méthodes d’interpolation par ajustement des données par une
exponentielle, utilisable si l’on a un a priori sur la dynamique des déplacements. Pour chaque
méthode, une attention particulière a été apportée à l’estimation de la variance de l’interféro-
gramme interpolé.
Les diﬀérentes méthodes d’interpolation ont été testées sur un jeu de données synthétiques
reproduisant les déplacements d’une source dont la dynamique et les paramètres géométriques
sont ﬁxés. Elles sont ensuite comparées entre elles aﬁn d’en dégager les principales qualités. Les
interférogrammes interpolés ainsi que leur variance estimée sont enﬁn utilisés dans deux situations
aﬁn de quantiﬁer l’apport de l’interpolation : elle permet d’améliorer la précision du calcul des
composantes 3D des déplacements ainsi que les résultats de modélisation.
3.1 Introduction
La combinaison d’interférogrammes acquis selon plusieurs géométries permet de retrou-
ver les composantes 3D des déplacements mais aussi de mieux contraindre les modèles de
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déplacements (Wright et al., 2004). Cependant, ces combinaisons nécessitent que les dé-
placements enregistrés soient les mêmes dans toutes les lignes de visée. Cette condition est
vériﬁée si les déplacements ont été rapides par rapport à la durée séparant deux acquisitions.
Si les déplacements se poursuivent sur plusieurs acquisitions, alors les interférogrammes des
diﬀérentes géométries couvrant l’événement ne contiennent pas forcément les mêmes déplace-
ments et leur combinaison n’est plus possible.
Les méthodes d’interpolation permettent d’homogénéiser les périodes couvertes par les
interférogrammes acquis dans diﬀérentes géométries en calculant la quantité de déplacement
sur une période identique. Les interférogrammes ainsi reconstruits sont temporellement com-
patibles.
Nous verrons diﬀérentes méthodes d’interpolation par parties, faisant appel soit à des
interpolateurs linéaires soit à des interpolateurs cubiques (Spline cubique, interpolation cu-
bique d’Hermite). Une interpolation fonctionnelle basée sur une fonction exponentielle sera
aussi présentée. Pour chacune des méthodes, on proposera un moyen d’estimer la variance
de l’interférogramme interpolé. Enﬁn, les méthodes d’interpolation seront testées sur une
base de données synthétiques, d’une part, aﬁn d’estimer les apports de l’interpolation pour
le calcul des composantes 3D des déplacements, et, d’autre part, aﬁn de quantiﬁer le gain
de précision lors des inversions de géométrie de source.
3.2 Méthodes d’interpolation
Les méthodes que nous présentons, mises en œuvre pixel par pixel, permettent de recon-
stituer les cartes de déplacements dans une ligne de visée donnée entre deux dates quelcon-
ques. La construction d’un interférogramme interpolé à partir d’un jeu d’interférogrammes
complet comprend plusieurs étapes (Fig. 3.1).
La première étape est un calcul de série temporelle 1(Lundgren et al., 2001) à partir des
interférogrammes déroulés. Ce calcul permet de connaître pour un pixel donné la position du
sol pour chaque scène par rapport à une scène de référence. Nous appelerons d = [d1, · · · , dn]T
le vecteur de déplacement obtenu par calcul de série temporelle pour un pixel donné aux
temps t = [t1, · · · , tn]T .
La seconde étape consiste à trouver une fonction f permettant de relier les déplacements
d et le temps. La troisième étape utilise la fonction f précédente pour interpoler les déplace-
ments à n’importe quelle date. Soient tm et te les dates des images maîtresse et esclave entre






Figure 3.1 – Principes de l’interpolation temporelle d’un interférogramme. Les plans gris cor-
respondent à une image et le quadrillage délimite les pixels. Les lettres A,B,...,E correspondent
à des scènes, les couples de lettres, par exemple AB, correspondent à un interférogramme. Les
diﬀérentes étapes de l’interpolation sont réalisées pixel par pixel. 1© : calcul des déplacements
d = [d1, ..., dn] pour chaque scène par série temporelle. 2© : loi reliant le temps et les déplace-
ments pour un pixel donné. Les points noirs du graphique correspondent aux déplacements
pour chaque scène calculés par série temporelle. 3© et 3’© : interpolation des déplacements dˆm
et dˆe pour les dates maîtresse (tm) et esclave (te) de l’interférogramme ﬁnal (ronds blancs).
4© : calcul de l’interférogramme interpolé ﬁnal : dˆme = dˆe − dˆm.
lesquelles on veut connaître les déplacements. Nous appellerons dˆm et dˆe les déplacements
interpolés à ces dates. La diﬀérence des deux valeurs de déplacement permet donc d’estimer
les déplacements dˆme entre les deux dates (Fig 3.1, étape 4©). L’interférogramme interpolé
est reconstruit en réitérant les calculs pour chaque pixel.
3.2.1 Interpolations par parties, généralités
Les méthodes d’interpolation par parties consistent à interpoler les déplacements entre
deux acquisitions successives. Sur chaque intervalle de temps déﬁni tel que t ∈ [tk, tk+1],
1. La section 2.3 à la page 33 détaille la méthode du calcul des séries temporelles.
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Figure 3.2 – Principes de l’interpolation par
parties pour un pixel donné. Les points noirs
correspondent aux déplacements de la série
temporelle. Entre chaque point, une fonction
sk décrit le comportement des déplacements
en fonction du temps. Les déplacements in-
terpolés pour les dates tm et te sont indiqués
par des ronds de couleur.
Admettons pour l’instant qu’il est possible d’exprimer sk(t) comme une somme pondérée





aki(t)di = akd (3.1)
où ak est un vecteur contenant les coeﬃcients de pondération des déplacements de la série
temporelle et est une fonction de t et des dates de la série temporelle : ak = f(t, t1, · · · , tn).
Soit ts ∈ [tk, tk+1] le temps de la scène pour laquelle on souhaite obtenir des déplacements
interpolés dˆs, on notera par la suite ak(ts) = as. On écrit donc :
dˆs = sk(ts) = asd (3.2)
Si si et sj sont les fonctions décrivant les variations des déplacements d’un pixel donné
au niveau des intervalles [ti, ti+1] et [tj, tj+1], alors les déplacements interpolés dˆme de ce
pixel entre une date maîtresse tm appartenant à l’intervalle [ti, ti+1] et une date esclave te
appartenant à l’intervalle [tj, tj+1] seront calculables par :
dˆme = sj(te)− si(tm) = dˆe − dˆm = aed− amd (3.3)
En factorisant cette diﬀérence par les valeurs des déplacements de la série temporelle, dˆme
peut être écrit sous la forme d’une somme pondérée des déplacements de la série temporelle,
où les coeﬃcients de pondération sont ame = ae − am :
dˆme = amed (3.4)
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Comme am = f(tm, t1, · · · , tn) et ae = f(te, t1, · · · , tn), alors ame ne dépendra que de tm, te et
de t1, · · · , tn. Ces coeﬃcients seront donc identiques pour tous les pixels de l’interférogramme
à interpoler. Notons maintenant D, une matrice contenant les valeurs des déplacements
mesurés pour tous les pixels de tous les interférogrammes de la série temporelle, et Dˆ, un
vecteur contenant les valeurs des déplacements de l’interférogramme interpolé pour tous les
pixels. D et Dˆ sont donc déﬁnis tels que :
D =

d1,1 · · · d1,m
...
...
dn,1 · · · dn,m
 et Dˆ = ( dˆ1me · · · dˆmme ) (3.5)
où di,j est la valeur des déplacements de la série temporelle pour le ième pixel à la jème date,
et dime correspond à la valeur des déplacements interpolés pour le ième pixel. Le calcul de
l’interférogramme interpolé entier peut alors se résumer à un simple produit matriciel :
Dˆ = ameD (3.6)
Nous montrerons par la suite comment les interpolations par parties utilisées dans cette
étude permettent d’écrire les déplacements interpolés dˆme comme une somme pondérée des
déplacements d issus du calcul de série temporelle. Trois formes d’interpolation par parties
seront détaillées par la suite, chacune présentant des avantages diﬀérents. Nous expliciterons
pour chacune des méthodes d’interpolation, l’expression du vecteur de pondération ame.
3.2.2 Interpolation linéaire par parties
Pour chaque pixel, on considère que le taux de déplacement est constant entre deux scènes




















































Figure 3.3 – Principes de l’interpolation
linéaire par parties. Entre deux dates suc-
cessives de la série temporelle (points noirs),
les déplacements évoluent de manière linéaire.
Les déplacements interpolés pour les dates tm
et te sont indiqués par des ronds de couleur.
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Soit sk(t) l’interpolateur pour t dans l’intervalle [tk, ..., tk+1]. sk(t) peut être exprimé
selon :
sk(t) = αkts + βk avec αk =
dk+1 − dk
tk+1 − tk et βk = dk −
dk+1 − dk
tk+1 − tk tk (3.7)




tk+1 − tk dk +
ts − tk
tk+1 − tk dk+1 avec t ∈ [tk, tk+1] (3.8)
Le vecteur as de pondération pour le temps ts ∈ [tk, ..., tk+1] s’écrit donc :
as =
(
0, · · · , 0, tk+1−ts
tk+1−ts ,
ts−tk
tk+1−tk , 0, · · · , 0
)
Ainsi, la diﬀérence des déplacements dˆme interpolés entre les deux dates tm et te peut
alors s’exprimer sous la forme d’une combinaison linéaire des déplacements d de la série
temporelle :
dˆme = dˆe − dˆm = (ae − am)d = amed
3.2.3 Interpolation par Spline Cubique
L’interpolation par spline cubique consiste à modéliser les déplacements entre deux dates
successives de la série temporelle par une équation cubique, donnés par :
sk(t) = sk,0 + sk,1 (t− tk) + sk,2 (t− tk)2 + sk,3 (t− tk)3 t ∈ [tk, tk+1] (3.9)
où sk,i correspond au coeﬃcient du polynôme pour le degré i.























Polynômes de degré 3 Figure 3.4 – Principes de l’interpolation par
spline cubique. Entre deux dates successives
de la série temporelle (points noirs), les dé-
placements évoluent selon une équation cu-
bique, telle que les dérivées et les dérivées sec-
ondes soient continues au niveau des points de
la série temporelle.
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L’équation d’interpolation est de plus soumise à des contraintes de continuité de la fonc-
tion sk, ainsi qu’a des contraintes de continuité de ses dérivées premières et secondes. Ces
contraintes s’écrivent :
sk(tk) = dk
sk (tk+1) = sk+1 (tk+1)
 La courbe passe par tous les points (continuité)
s
′





k (tk+1) = s
′′
k+1 (tk+1)
 Les dérivées premières et secondes sont continues (lissage)
(3.10)
La détermination de l’expression du vecteur de pondération ame fait appel à diﬀérentes
étapes de la construction du spline cubique proposée par de Boor (1978). Elle est détaillée à
l’annexe A.1.1 page 337 et montre qu’il est possible d’exprimer la valeur des déplacements
interpolés dˆs à la date ts sous la forme :
dˆs = sk (ts) = asd avec as = f(t, t1, · · · , tn) et ts ∈ [tk, tk+1] (3.11)
Les coeﬃcients as dépendent de l’ensemble des tk, ce qui implique que la présence d’un
seul point aberrant ou fortement bruité aura une inﬂuence sur l’interpolateur dans son ensem-
ble. Par conséquent, l’interpolation par spline cubique peut-être amenée à onduler fortement
d’un segment à l’autre (l’explication des ondulations est donnée à la ﬁgure 3.6 page 49).
De même que pour l’interpolation linéaire par parties, la diﬀérence des déplacements dˆme
interpolés entre les deux dates tm et te peut alors s’exprimer sous la forme d’une combinaison
linéaire des déplacements d de la série temporelle :
dˆme = dˆe − dˆm = (ae − am)d = amed
3.2.4 Interpolation par Spline Cubique d’Hermite
L’interpolation par spline cubique présentée ci-dessus contient parfois des ondulations de
forte amplitude (Fig. 3.6), ce qui la rend peu ﬁable (Fritsch et Carlson, 1980). L’interpola-
tion par Spline Cubique d’Hermite (Piecewise Cubic Hermite Interpolating Polynomial ou
PCHIP), très similaire à l’interpolation par spline cubique, a été développée aﬁn de palier à
cet inconvénient (Fritsch et Carlson, 1980; Catmull et Rom, 1974). Aucune condition n’est
imposée sur la continuité des dérivées secondes au niveau des points, seule est imposée la
continuité des dérivées premières. Ce type d’interpolation est construit sur la combinaison
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linéaire de 4 polynômes unitaires de degré 3 h00(τ), h10(τ), h01(τ) et h11(τ), tels que :
h00(τ) = 2τ 3 − 3τ 2 + 1 h01(τ) = −2τ 3 + 3τ 2 τ ∈ [0, 1]
h10(τ) = τ 3 − 2τ 2 + τ h11(τ) = τ 3 + τ 2
(3.12)
La ﬁgure 3.5 montre la forme des 4 polynômes unitaires ainsi qu’un exemple d’interpolation.






































Figure 3.5 – Principes de l’interpolation par PCHIP. –a– Les 4 polynômes unitaires de l’in-
terpolation. –b– Exemple d’interpolation. Les dérivées des extrema locaux sont ﬁxées à 0 (en
rouge). La courbe du spline cubique est donnée à titre de comparaison.
Pour dériver les équations correspondant au Spline d’Hermite, on écrit cette fois les
conditions de continuité du polynôme sk et de ses dérivées s′k en fonction des valeurs du
polynôme dk,dk+1, et de ses dérivées mk,mk+1 aux temps d’acquisition successifs tk et tk+1
sk(tk) = dk sk(tk+1) = dk+1
s′k(tk) = mk s
′
k(tk+1) = mk+1 (3.13)
On peut montrer que le polynôme suivant vériﬁe ces conditions :




∈ [0, 1] et t ∈ [tk, tk+1]
(3.14)
Il est possible d’estimer mk à l’aide du spline Catmull-Rom (Catmull et Rom, 1974) :
mk = (1− c)
dk+1 − dk−1
2 (tk+1 − tk−1)
c ∈ [0, 1] (3.15)
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où c est compris entre 0 et 1 et est généralement choisi égal à 0.5. Ce coeﬃcient permet de
contrôler la tension de l’interpolateur (Catmull et Rom, 1974) : plus c est proche de 0, plus
l’interpolation se rapproche d’une interpolation linéaire par parties alors que plus c est proche
de 1, plus l’interpolation se rapproche d’une interpolation par spline cubique (Fig. 3.6). Si
les déplacements à la date tk correspondent à un extremum local, alors mk sera ﬁxée à 0,
ce qui aura comme eﬀet de limiter fortement les ondulations de la courbe interpolée même
si c n’est pas ﬁxé à 0 (Fig. 3.6). Les interpolations par méthode PCHIP utilisées dans cette
étude seront faites en ﬁxant les dérivées des extrema à 0 et c à 0.5.






























Figure 3.6 – Inﬂuence du paramètre c et du contrôle des dérivées au niveau des extrema
locaux. L’interpolation obtenue par spline cubique est montrée en référence. Les déplacements
de la série temporelle sont indiqués par les points noirs. Le paramètre c permet de contrôler la
tension de l’interpolateur si c = 1 l’interpolation par PCHIP se comporte de manière similaire à
l’interpolation par spline cubique et présente les mêmes ondulations. Les ondulations sont plus
faibles si l’on ﬁxe c à 0 et que l’on impose une valeur de 0 aux dérivées des points correspondant
à des extrema locaux.
En utilisant la formulation de la dérivée mk dans l’équation 3.14, puis en factorisant par
les dk, dˆs peut être exprimé sous la forme d’une combinaison linéaire des dk (voir annexe A.1.2
pour le détail du calcul) :
dˆs = asd avec as = f(ts, tk−1, · · · , tk+2) si ts ∈ [tk, tk+1] (3.16)
L’expression de as ne dépend que des tk−1, tk, tk+1 et tk+2 2. Ainsi, chaque point n’aura
qu’une inﬂuence locale sur la forme de la courbe, ce qui fait de l’interpolation par Spline Cu-
2. La démonstration est présentée en annexe A.1.2 à la page 341
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bique d’Hermite une méthode provoquant moins d’ondulations que le spline cubique (Fritsch
et Carlson, 1980) (Fig. 3.6).
De même que pour les interpolations linéaire par parties et par spline cubique, la diﬀérence
des déplacements dˆme interpolés entre les deux dates tm et te peut alors s’exprimer sous la
forme d’une combinaison linéaire des déplacements d de la série temporelle :
dˆme = dˆe − dˆm = (ae − am)d = amed
3.2.5 Variance d’un interférogramme interpolé par une méthode
d’interpolation par parties
La variance d’une somme pondérée de variables aléatoires non indépendantes X est don-















Nous avons vu que les trois méthodes d’interpolations par parties permettent d’exprimer
les déplacements dˆme interpolés pour un pixel donné comme la somme pondérée des déplace-
ments de la série temporelle : dˆme = amed. En considérant que d est une variable aléatoire,



















2 (di) + 2
∑
1≤i≤j≤n
aiajcov (di, dj) (3.17)
où ame = [a1, · · · , an] et d = [d1, · · · , dn]T .
Soit Σ la matrice de covariance pour un pixel donné par le calcul de série temporelle 3

















3. voir l’équation 2.9 à la page 35
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Variance moyenne d’un interférogramme interpolé par une méthode d’interpo-
lation par parties
Les équations précédentes permettent de calculer les matrices de variance-covariances
pour chaque pixel de l’interférogramme. Aﬁn de limiter le temps de calcul et l’espace de





















où M est le nombre de pixels de l’interférogramme et σ2 (dime) est la variance du i
ème pixel
(donnée par l’équation 3.17).
Si l’on développe l’équation 3.19 en utilisant l’équation 3.17, il est possible de regrouper
tous les coeﬃcients de pondération ai et aj, communs à tous les pixels, puisqu’ils ne dépen-









2 (di) + 2
∑
1≤i≤j≤n
aiajcov (di, dj) (3.20)
Cette équation indique que la variance moyenne d’un interférogramme interpolé est égale à
la somme des variances et covariances moyennes des interférogrammes de la série temporelle
pondérée par les coeﬃcients du vecteur ame. Ainsi, la variance moyenne de l’interférogramme











où Σ est la matrice de covariance moyenne des interférogrammes de la série temporelle
obtenue avec l’équation 2.9 4.
4. l’équation 2.9 est donnée à la page 35
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3.2.6 Interpolations par une fonction unique
Si l’on a un a priori sur la dynamique des déplacements, une interpolation par l’utilisation
d’une fonction simple permet d’estimer la valeur des déplacements à un moment donné. Ce
type d’interpolation n’impose pas à la fonction de passer par les points de déplacements de
la série temporelle d, il sera donc impossible de retrouver les interférogrammes d’origine,
contrairement aux interpolations par parties.
On ne traitera que de l’exemple de déplacements ayant une dynamique exponentielle,
ce type de fonction rendant compte de beaucoup de processus physiques tels que le retour
apériodique à l’état d’équilibre d’un système après une perturbation. On cherche donc la









où d0 correspond aux déplacements initiaux, et λ, temps de relaxation du système, peut être
exprimé en fonction de la demi-vie du système 5, c’est-à-dire au temps dont le système a
besoin pour que l’amplitude des déplacements soit divisée par 2. t0 est la date pour laquelle
les déplacements sont égaux à d0. Il est alors possible de calculer les déplacements interpolés
pour une date t :
dˆt = d0e−λ(t−t0) (3.23)
Dans ces conditions, si l’on dispose des variances σ2d0 et σ
2
λ et des covariances covd0,λ des




0(t− t0)2σ2λ − d0(t− t0)e−2λ(t−t0)covd0,λ (3.24)
Les valeurs du déplacement dˆmei et de la variance σ
2
mei
du ième pixel de l’interférogramme
interpolé entre les dates tm et te s’écrivent :
dˆmei = d0e




0(tm − t0)2σ2λ − d0(tm − t0)e−2λ(tm−t0)covd0,λ
+e−2λ(te−t0)σ2d0 + d
2
0(te − t0)2σ2λ − d0(te − t0)e−2λ(te−t0)covd0,λ
5. λ = ln 2
τ
où τ est la demi-vie du système.
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La variance moyenne de l’interférogramme interpolé est alors la moyenne de la variance







La diﬃculté réside dans la minimisation de l’équation 3.22 et dans le calcul de σ2d0 , σ
2
λ et
de covd0,λ. Plusieurs méthodes permettent d’accéder à ces valeurs.
Résolution par linéarisation
La minimisation présentée à l’équation 3.22 peut être résolue en linéarisant le système
par la fonction logarithme (Fraile et García-Ortega, 2005). Aﬁn que la méthode fonctionne
lorsque, en raison du bruit, des déplacements négatifs sont rencontrés, on minimise le loga-
rithme du carré, en espérant que le nombre de valeurs négatives soit très faible . On cherche




















 , X =
 ln |d0|
λ












 , y = ln |d| (3.28)
où W est la matrice contenant les variances des déplacements, normalisée de manière à
prendre en compte la linéarisation. L’expression de W ainsi que le calcul de la variance de
ln |d| sont démontrés en annexe A.2, page 344. En dérivant l’équation 3.27, X est résolu de
manière matricielle :
C = (ATW−1A)−1 (3.29)
X = CATW−1y (3.30)
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où C est la matrice de variances et covariances de X = [ln |d0| , λ]T . Ainsi, il est possible de
calculer d0, λ,σ2d0 , σ
2
λ et covd0,λ (démontré en annexe A.2) :








Enﬁn, les déplacements interpolés et leur variance seront trouvés selon les équation 3.23
et 3.24.
Cette méthode a l’avantage d’être très rapide à mettre en œuvre, et de permettre un
calcul complet de la variance des déplacements. Cependant, la matrice de pondération W
ne prend pas en compte les covariances de la série temporelle, mais seulement leur vari-
ance. D’autre part, la minimisation de ‖d0e−λ(ti−to) − d0‖ approchée par la minimisation de
‖ ln
∣∣∣d0e−λ(ti−to)2∣∣∣ − ln(|d2|)‖ n’est pas trop approximative si le rapport signal sur bruit est
grand. Les résultats sont plus incertains si ce ratio est faible.
Résolution par méthode numérique
Aﬁn de ne pas modiﬁer les données de la série temporelle comme cela est nécessaire
pour la résolution par linéarisation de l’exponentielle, il est possible d’utiliser des méthodes
numériques d’ajustement de fonction. Le logiciel Matlab propose un outil d’ajustement des
données dans sa toolbox ﬁt. Cet outil ne permet pas de prendre en compte la covariance des
données de la série temporelle mais les données peuvent être pondérées par leur variance.
D’autre part, la fonction ne permet pas de récupérer les variances ni les covariances de λ
et d0. Cependant, les intervalles de conﬁance à 95% de λ et d0 sont accessibles. Il est alors










où CIλ et CId0 correspondent aux intervalles de conﬁance des deux paramètres, et 3.92 est
un coeﬃcient découlant du fait que l’on suppose que les densités de probabilité de λ et d0
suivent une loi normale et que l’on a accès aux intervalles de conﬁance à 95% (Pouget et al.,
1997). Si l’on considère que covd0,λ = 0, il est alors possible de calculer les déplacements de
l’interférogramme interpolé et leur variance selon les équations 3.23 et 3.24.
3.3. APPLICATION SUR DES DONNÉES SYNTHÉTIQUES 55
3.3 Application sur des données synthétiques
3.3.1 Jeu de données synthétique
Les déplacements synthétiques provoqués par une source sphérique localisée sous la to-
pographie du Piton de la Fournaise ont été calculés dans diﬀérentes lignes de visée. La source
est superﬁcielle et localisée sous le Dolomieu, elle a un rayon de 500 mètres. La source subit
une déﬂation progressive de dynamique exponentielle. Ce type de dynamique a été choisi
pour simuler des déplacements continus dans le temps, pouvant par exemple correspondre à
la vidange progressive d’un réservoir. La pression initiale de la source est ﬁxée à 15 MPa, et
est divisée par 2 tous les 50 jours (demi-vie = 50 jours).
Les interférogrammes synthétiques sont calculés à partir de cette dynamique de source
de façon à ce que les dates d’acquisition des scènes synthétiques et leur géométrie soient
équivalentes aux caractéristiques d’acquisition d’ENVISAT au niveau du Piton (Fig. 1.7
page 24). Un bruit corrélé réaliste est ensuite ajouté aux interférogrammes synthétiques aﬁn
de s’approcher des caractéristiques des vrais interférogrammes en terme de ratio signal/bruit
(distance de corrélation = 1000 mètres, variance = 10−5 mètres, (Fukushima et al., 2005)).
Certaines scènes ont été supprimées de sorte que le jeu de données synthétiques soit aussi
incomplet que la base de donnée InSAR disponible au Piton de la Fournaise.
La ﬁgure 3.7 montre les scènes du jeu de données synthétiques et la dynamique de la
source. Seules 4 lignes de visée diﬀérentes ont été utilisées, les décalages temporels des ac-
quisitions des scènes entre les lignes de visée sont les mêmes que ceux d’ENVISAT.
Les séries temporelles synthétiques pour chaque ligne de visée ont été calculées en prenant
comme référence leur dernière scène pour laquelle les déplacements sont supposés nuls.
Deux combinaisons d’interférogrammes synthétiques ont été sélectionnées pour retrouver
la géométrie 3D des déplacements ainsi que la géométrie de la source. Les séries temporelles
calculées pour chacune des lignes de visée ont été utilisées pour interpoler des interféro-
grammes. La période couverte par les jeux de données interpolés correspond à la période la
plus longue commune à toutes les lignes de visée.
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Figure 3.7 – Jeu de données synthétiques et dynamique de la source utilisée. La date de
référence correspond au jour où la variation de volume commence, les tracks des scènes sont
équivalents à ceux d’ENVISAT. Les données sont projetées dans 4 lignes de visée diﬀérentes
(A7 A2 : passe ascendante swath 7 et 2 ; D7 D3 : passe descendante swath 7 et 3).
3.3.2 Exemples d’interpolation par les diﬀérentes méthodes
Les séries temporelles ont été utilisées pour comparer les 5 méthodes d’interpolations
présentées. Les comparaisons seront tout d’abord réalisées temporellement sur deux pixels
(Fig. 3.10), l’un associé à un rapport signal sur bruit élevé (pixel 1), l’autre dont le signal est
de l’ordre du bruit (pixel 2), puis spatialement sur des interférogrammes interpolés couvrant
des périodes de durées diﬀérentes (Fig. 3.10, 3.8 et 3.9).
Comparaison temporelle
Pour la comparaison temporelle, lorsque le ratio signal sur bruit est important (Fig. 3.8,
pixel 1), toutes les méthodes d’interpolation donnent des résultats équivalents. Cependant,
lorsque ce ratio est faible (Fig. 3.9, pixel 2), les méthodes PCHIP et linéaire par parties
sont similaires, mais la méthode par spline cubique donne des déplacements pouvant être
diﬀérents de ceux obtenus par les autres méthodes d’interpolation par parties. Ces diver-
gences sont d’autant plus fortes que les interpolations sont faites pour des temps éloignés
des points de la série temporelle. En ce qui concerne l’interpolation par l’exponentielle, les
deux méthodes donnent des résultats similaires. D’autre part, lorsque le ratio signal sur bruit
est fort, l’interpolation par la fonction exponentielle a tendance à lisser le signal.
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Passe descendante swath 3 Passe descendante swath 7
Figure 3.8 – Interpolations temporelles pour le pixel 1 (fort ratio signal sur bruit) en fonction
des diﬀérentes méthodes d’interpolation et de deux lignes de visée diﬀérentes. La position du
pixel est indiquée à la ﬁgure 3.10. Les rectangles gris symbolisent les périodes pour lesquelles
les interférogrammes de la ﬁgure 3.10 ont été interpolés.
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Passe descendante swath 3 Passe descendante swath 7
Figure 3.9 – Interpolations temporelles pour le pixel 2 (faible ratio signal sur bruit) en fonction
des diﬀérentes méthodes d’interpolation et de deux lignes de visée diﬀérentes. La position du
pixel est indiquée à la ﬁgure 3.10. Les rectangles gris symbolisent les périodes pour lesquelles
les interférogrammes de la ﬁgure 3.10 ont été interpolés.
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En ce qui concerne les variances, les trois méthodes d’interpolation par parties donnent
des résultats très similaires lorsque le ratio signal sur bruit est important mais aussi lorsque
l’interpolation est faite pour une date proche des points de la série temporelle. En revanche,
les variances obtenues par la méthode par spline cubique sont beaucoup plus importantes
qu’avec les autres méthodes lorsque l’interpolation donne des déplacements éloignés de ceux
de la série temporelle. Parce qu’elles utilisent tous les points de la série temporelle pour
déﬁnir les deux paramètres de l’exponentielle, les méthodes d’interpolation par une fonction
exponentielle donnent des variances faibles lorsque le ratio signal sur bruit est fort. En
revanche, les variances sont plus importantes qu’avec les méthodes d’interpolation par parties
lorsque le ratio signal sur bruit est faible.
Comparaison spatiale
Pour la comparaison spatiale, les interférogrammes ont été interpolés selon deux lignes de
visée (D7 et D3) avec les diﬀérentes méthodes pour deux périodes diﬀérentes. La première
période couvre la même période que le jeu de données interpolées qui sera utilisé par la
suite pour le calcul des composantes 3D et pour les modélisations (Fig. 3.7), la seconde
période est choisie de sorte que les dates d’interpolation soient proches des dates de la série
temporelle de la ligne de visée D3 et éloignées de celles de la ligne D7. La ﬁgure 3.10 montre
ces interférogrammes interpolés.
Les méthodes linéaire par parties et PCHIP donnent de nouveau des résultats équivalents.
Lorsque les dates d’interpolation sont proches des dates des séries temporelles (période 2,
angle de visée D3 ; période 1 D7), la méthode par spline cubique donne des résultats similaires
aux deux autres interpolations. En revanche, si les dates d’interpolation sont éloignées des
dates des séries temporelles (période 2, angle de visée D7, période 1, D3), les imprécisions
de l’interpolation par spline cubique sont à l’origine d’une augmentation de l’amplitude du
bruit, se traduisant par des plus fortes variances (Tab. 3.1). Dans ce cas, le signal peut être
fortement dégradé comme le montrent les interférogrammes interpolés D3 pour la période 1
et D7 pour la période 2 (Fig. 3.10).
Les interférogrammes interpolés par la linéarisation de la fonction exponentielle sont très
similaires à ceux obtenus par l’interpolation numérique lorsque le ratio signal sur bruit est
important. Cependant, lorsque ce ratio est faible, la méthode par linéarisation fait appa-
raître localement un bruit haute fréquence important et les déplacements sont associés à
des variances de deux ordres de grandeur supérieures aux variances obtenues par la méth-
ode numérique d’ajustement de l’exponentielle. Ce phénomène est probablement dû à la
linéarisation par une fonction logarithme laquelle donne des valeurs se rapprochant de moins


















Figure 3.10 – Interférogrammes interpolés par les diﬀérentes méthodes. La première image de
chaque ligne montre l’interférogramme synthétique non bruité couvrant chacune des périodes
dans chacune des lignes de visée. Les points 1 et 2 renvoient aux pixels 1 et 2 des ﬁgures 3.9 et
3.8.
l’inﬁni lorsque les déplacements sont proches de zéro. (Équ. 3.27). Localement, certains pixels
peuvent avoir des valeurs aberrantes, créant ce bruit haute fréquence. Les interférogrammes
obtenus par la méthode numérique d’ajustement de l’exponentielle sont moins bruités que
les autres,ce qui se traduit par de plus faibles variances (Tab. 3.1). Ils sont aussi plus proches
du modèle de référence.
La variance moyenne du bruit présente dans les interférogrammes interpolés a été estimée
d’une part en utilisant l’équation 3.19 ou l’équation 3.26 (σ2calc) et d’autre part en mesurant
la variance des pixels ne couvrant pas de déplacements sur les interférogrammes interpolés




mes pour les diﬀérentes méthodes d’interpolation.
Pour toutes les interpolations par parties ainsi que pour l’interpolation par la fonction
exponentielle (méthode numérique), σ2calc et σ
2
mes sont très similaires entre elles. Si les inter-
polations concernent des périodes proches des points de la série temporelle (cas D7 période
1 et D3 période 2) alors toutes les méthodes d’interpolation donnent des variances moyennes
comparables. En revanche, si les dates d’interpolation sont éloignées des dates des séries
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D7 période 1 3.12 2.54 3.39 2.76 3.49 2.88 4×106 204 4.84 1.69
D3 période 1 1.67 2.14 10.09 12.90 2.17 2.77 4×105 0.12 3.74 0.98
D7 période 2 1.50 1.11 6.08 5.2 2.00 1.48 240 5.58 5.4 1.70
D3 période 2 2.27 2.27 3.35 3.42 2.80 2.83 230 212 3.51 0.30
Table 3.1 – Estimation de la variance des interférogrammes interpolés. La variance σ2 des
interférogrammes interpolés est estimée soit de manière analytique (σ2calc) soit mesurée directe-
ment sur l’ensemble des pixels ne couvrant pas les déplacements σ2mes. Les valeurs de σ
2 sont
exprimées en 10−5 m2, sauf pour les valeurs grisées.
temporelles (cas D3 période 1 et D7 période 2), alors l’interpolation par Spline donne des
variances environ 5 fois supérieures aux autres méthodes d’interpolation.
3.3.3 Calcul des composantes 3D
Les composantes 3D des déplacements (Paragraphe 2.4 page 37 pour la méthode de cal-
cul) ont été recalculées à partir de diﬀérentes combinaisons d’interférogrammes synthétiques
initiaux (Fig. 3.7) ou d’interférogrammes interpolés par les diﬀérentes méthodes. Lors de
chaque calcul, les interférogrammes sont pondérés par leur variance moyenne calculée selon
l’équation 3.19.
La ﬁgure 3.11 montre le résultat de ces calculs. Seules les composantes est-ouest et ver-
ticale sont montrée puisque la géométrie des diﬀérentes lignes de visée ne permet pas de
calculer de façon ﬁable la composante nord-sud (Wright et al., 2004; Fialko et al., 2001). Les
composantes recalculées sont comparées au modèle synthétique initial non bruité par l’inter-








dataset 1 58.6 4.74×10-5 9.0 13.64×10-5
dataset 2 17.0 5.33×10-5 4.52 15.36×10-5
bilin 3.16 1.37×10-5 2.32 3.93×10-5
spline 10.86 2.39×10-5 9.88 6.87×10-5
pchip 5.61 1.11×10-5 4.25 3.19×10-5
exp-lin 99.99 139×10-5 99.99 402×10-5
exp-num 2.37 0.42×10-5 2.04 1.20×10-5
Table 3.2 – Résultats du calcul 3D des composantes pour chaque jeu de données non inter-
polées et pour les diﬀérentes méthodes d’interpolation. χ2EO et χ
2
HB correspondent aux misﬁts
exprimés en % entre le calcul des composantes et le modèle synthétique non bruité. Ce misﬁt
est obtenu par la méthode des moindres carrés puis normalisé. σ2EO et σ
2
HB correspondent à la
variance moyenne en m2 mesurée sur chacune des composantes.
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Déplacementsest-ouest Déplacements verticaux

































































































































































































































































































Figure 3.11 – Calcul des composantes 3D des déplacements à partir des diﬀérents jeux de
données, ou des diﬀérentes méthodes d’interpolation. Les résidus sont donnés à partir du modèle
synthétique non bruité. Pour le cas Exp-lin, les tables de couleurs ont été saturées, les valeurs
minimales et maximales sont indiquées.
est et haut : en rouge, ouest et vers le bas : en bleu
Les trois méthodes d’interpolation par parties ainsi que la méthode par ajustement
numérique de l’exponentielle donnent des composantes recalculées plus proches des com-
posantes initiales que celles obtenues avec les jeux de données non interpolées. Les cartes
d’écart type ainsi que le tableau 3.2 montrent que les composantes sont bien mieux con-
traintes avec les interférogrammes interpolés. L’interpolation des données de séries tem-
porelles permet donc d’améliorer le calcul des composantes 3D des déplacements.
La méthode d’interpolation par linéarisation de l’exponentielle donne des résultats locale-
ment très similaires aux composantes initiales, mais certaines zones sont aberrantes, donnant
des déplacements et des écart-types très importants. Le tableau 3.2 rend compte de ces pix-
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els aberrants par des valeurs de variance moyenne très élevées ainsi que par le misﬁt. Les
trois méthodes d’interpolation par parties donnent des misﬁts très similaires, cependant, les
cartes d’écart type ainsi que les variances moyennes mesurées sur les composantes (Tab. 3.2)
montrent que les composantes sont moins bien déterminées avec l’interpolation par spline
cubique qu’avec les deux autres méthodes d’interpolation par parties.
3.3.4 Résultats de modélisation
Les paramètres de la source à l’origine des déplacements synthétiques ont été inversés à
l’aide d’un modèle numérique (Cayol et Cornet, 1997) couplé à une méthode d’optimisation
par proches voisins (Fukushima et al., 2005), en utilisant soit les jeux de données non in-
terpolées (dataset 1 et 2), soit les jeux de données interpolées par les diﬀérentes méthodes
(Fig. 3.7). Les deux jeux de données initiaux contiennent des interférogrammes ne couvrant
pas exactement la même période, ce qui introduira des biais dans les résultats de modélisa-
tion. Les jeux de données interpolées devraient permettre de corriger ces biais. La variation
de pression attendue sur la période couverte par les jeux de données interpolées est de -9.95
MPa, et est comprise entre -13 et -3 MPa pour les interférogrammes des jeux de données 1
et 2 (Fig. 3.7).
Les paramètres des meilleurs modèles trouvés avec chacun des jeux de données sont
présentés avec leur intervalle de conﬁance dans le tableau 3.3. Les intervalles de conﬁance
ont été estimés à partir du calcul des fonctions de densité de probabilité marginale 1D
(Sambridge, 1999b; Fukushima et al., 2005), présentées à la ﬁgure 3.12. Aﬁn de s’aﬀranchir
du fort lien existant entre la pression et le rayon (phénomènes de trade-oﬀ), la variation de
volume ∆V de la source et sa variance σ2∆V ont été recalculées à partir des résultats obtenus












où µ est le module de Young, σ2r et σ
2
∆P sont les variances du rayon et de la variation de
pression.
Le pourcentage de données expliquées (DE) est calculé selon :
DE =
(
1− (dobs − dmod)
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où dobs et dmod sont respectivement les jeux de données observées et modélisées par le modèle
ajustant le mieux les observations.
Paramètre xc (m) yc (m) zc (m) rayon (m) pression (MPa) ∆V (×105m3) DE (%)
Modèle initial 566 265 1849 500
-9.95 -7.08
-
ou ∈ [−13,−3]1 ou ∈ [−10.2,−2.4]1






−88 −24.0+2.4−15.8 −6.52+0.92−0.29 86.9









































−19 −5.6+0.4−0.4 −7.12+0.06−0.13 99.2
Table 3.3 – Résultats d’inversions de la géométrie de la source à partir des diﬀérents jeux de
données. Les valeurs indiquées correspondent au meilleur modèle trouvé, les valeurs en exposant
et en indice donnent les limites des intervalles de conﬁance par rapport au meilleur modèle.
DE indique le pourcentage de données expliquées.
1 Comme les données non interpolées ne couvrent pas une période unique, la pression de la source n’est
pas la même pour chaque interférogramme. Les intervalles de pression et de variation de volume donnés
pour le modèle initial indiquent les pressions et variations de volumes maximales et minimales réellement
enregistrées par les données non interpolées.
Quel que soit le jeu de données utilisé, les paramètres xc, yc et zc correspondant au
centre de la source sont proches des valeurs de la source d’origine. En revanche, le rayon et
la pression ne sont bien contraints que dans le cas des données interpolées par PCHIP ou
par méthode linéaire par parties, les intervalles de conﬁances trouvés contiennent en eﬀet
le modèle initial. Les jeux de données non interpolées donnent des valeurs de rayon deux
fois plus faibles que le modèle initial, et des variations de pression plus importantes. Il est
à noter que les valeurs de la variation de pression trouvées ne sont pas comprises entre les
valeurs réelles enregistrées par chacune des lignes de visée (Tab. 3.3). Toutes les méthodes
d’interpolation permettent d’obtenir des variations de volume proches du modèle initial,
alors que ce paramètre n’est pas bien retrouvé lorsque les inversions sont faites à partir des
données non interpolées.
D’autre part, les PPD1D (probabilités de densités en une dimension) concernant le jeu
de données 1 ont une forme de gaussienne clairement bimodale en ce qui concerne la pression
et le rayon. Cette répartition peut être la conséquence du fort lien existant entre la pression
et le rayon (trade-oﬀ). Cependant, ce trade-oﬀ aurait alors dû provoquer ce type de répar-
tition pour toutes les méthodes d’interpolation. Pourtant, le jeu de données 1 est le seul à
être composé d’interférogrammes couvrant deux périodes distinctes dans le jeu de données
(Fig. 3.7). La répartition bimodale des PPD1D peut aussi être expliquée par la présence de
ces deux périodes distinctes, chaque pic correspondant alors aux paramètres des modèles
reproduisant au mieux les déplacements de l’une ou l’autre des périodes. Cette hypothèse
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Figure 3.12 – Résultats d’inversion : fonction de densité de probabilité marginale 1D pour
les jeux de données non interpolées ou interpolées. Les intervalles de conﬁances de la variation
de volume on été calculés a posteriori et sont donnés à titre indicatif. Les résultats pour la
méthode Exp-lin montrent des intervalles de conﬁance très larges et ne sont pas montrés ici.
est cohérente avec le fait que l’intervalle de conﬁance de la variation de volume pour le jeu
de données 1 est beaucoup plus large que pour les autres jeux de données (méthode Exp-lin
exclue).
Enﬁn, le tableau 3.3 montre qu’à l’exception de la méthode Exp-lin, les déplacements
provoqués par le meilleur modèle trouvé permettent de reproduire plus ﬁnement les dé-
placements observés si l’inversion est réalisée à partir de données interpolées qu’à partir de
données réelles. L’interpolation par spline donne des résultats légèrement moin bons que les
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autre méthodes. Cet écart est probablement la conséquences des ondulations (Fig. 3.6) dues
à l’interpolation par spline cubique.
3.4 Conclusion
Les méthodes d’interpolation temporelle des interférogrammes permettent d’améliorer les
procédures usuelles nécessitant de combiner des interférogrammes issus de diﬀérentes lignes
de visée. Quelle que soit la méthode d’interpolation par parties utilisée, les composantes 3D
des déplacements sont mieux contraintes qu’avec l’utilisation d’interférogrammes non inter-
polés et les inversions de géométrie de source donnent des résultats plus précis. A cause des
ondulations inhérentes à l’interpolation par spline cubique, les interférogrammes interpolés
par cette méthode ont une variance moyenne assez élevée. Cette variance élevée peut être à
l’origine d’imprécisions sur le calcul 3D des composantes de déplacements mais aussi sur les
résultats d’inversion de caractéristiques de source. Les méthodes par PCHIP ou par interpo-
lation linéaire par parties donnent les meilleurs résultats. Les méthodes d’interpolation par
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Chapitre 4
Introduction à la modélisation
numérique
4.1 Principes généraux de la modélisation
Les données de déformation (InSAR et GPS par exemple) contiennent des informations
pouvant permettre de remonter aux paramètres géométrie et physiques de la source à l’origine
de cette déformation. La modélisation numérique est une voie pour retrouver ses paramètres.
Supposons que nous disposons de données de déplacements, ordonnées dans le vecteur
d. Supposons maintenant que nous disposons d’une fonction F permettant de calculer les
déplacements dm dus à une source de paramètres quelconques. Soit m un vecteur contenant
les paramètres de la source. Nous avons donc :
dm = F (m) (4.1)
La fonction F est appelée modèle direct, dans la mesure où l’on est capable de cal-
culer directement dm si l’on ﬁxe m. Dans le cadre de la modélisation de données de dé-
placement, cette fonction correspond à un modèle de déformation plus ou moins complexe,
pouvant par exemple prendre en compte des rhéologies complexes, une topographie réaliste,
des géométries de sources variées ...
Le but commun à toutes les procédures de modélisations est la rechercher des paramètres
m permettant de reproduire au mieux les déplacements. Cette recherche est appelée prob-
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lème inverse, mais est parfois appelée inversion 1. On recherche donc m tel que :
d = F (m) + ε (4.2)
où ε correspond au erreurs d’observations.
En d’autres termes, on recherche m tel que la diﬀérence entre les données et le modèle,
pondérée par la variance des données, soit la plus faible possible. Cela revient à minimiser
la fonction coût (au sens des moindres carrés) déﬁnie selon :
χ2 = (d− F (m))T C−1d (d− F (m)) (4.3)
où Cd est la matrice de covariance sur les données. Dans cette expression, plus les données
seront associées à une forte incertitude (fortes valeurs de variances et covariances), moins
elles auront de poids dans le calcul du coût.
Deux situations peuvent alors être envisagées :
– La fonction F est linéaire ou linéarisable
– La fonction F n’est pas linéarisable
Les deux situations amènent à des résolutions diﬀérentes.
4.2 Résolution du problème inverse
4.2.1 Cas où le modèle direct F est une fonction linéaire ou linéaris-
able
Dans ce cas, la fonction F correspond à une application linéaire reliant les paramètres du
modèle m aux déplacements modélisés dm. L’équation 4.1 peut alors être écrite sous forme
matricielle selon :
dm = Fm (4.4)
où F, souvent appelée « matrice des fonctions de Green », est une matrice contenant autant
de lignes que de données observées, et autant de colonnes que de paramètres du modèle.
1. Le terme « inversion »et ses dérivés se sont imposés par comparaison à l’inversion matricielle, dans la
mesure où cette dernière permet la résolution d’inconnues. Cependant, de nombreux problèmes inverses ne
sont pas linéaires et ne peuvent pas être résolus directement par inversion matricielle.
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L’équation 4.3 peut alors être écrite comme :
χ2 = (d− Fm)T C−1d (d− Fm) (4.5)
On cherche m tel que χ2 soit minimum, ce qui revient à chercher le m qui annule la
dérivée de l’équation précédente. L’annexe B.1 page 347 montre que cette dérivée est de la
forme :
χ˙2 (m) = 0 ⇒ FTC−1d Fm− FTC−1d d = 0






En général, lorsque la fonction F est linéarisable, la matrice des fonctions de Green est
construite à l’aide d’un modèle de déplacement. La méthode de tomographie de déplace-
ments, développée au cours de ce travail et présentée au chapitre 6 (page 99) est basée sur
une telle matrice des fonctions de Green et sur la minimisation d’une fonction F linéarisable.
4.2.2 Cas où le modèle direct F n’est pas linéarisable
Dans ce cas, le modèle direct F ne permet pas de relier de manière linéaire les paramètres
du modèle m et les déplacements modélisés dm. Il est alors nécessaire d’explorer l’espace
des paramètres m.
Cette exploration se fait en général de manière itérative. À chaque étape, on calcule les
déplacements modélisés dm = F (m) pour une combinaison de paramètres donnée, puis on
calcule la fonction coût présentée à l’équation 4.3 que l’on peut aussi écrire :
χ2 = (d− dm)T C−1d (d− dm) (4.7)
L’exploration de l’espace des paramètres est menée de sorte que m converge vers la combi-
naison permettant de minimiser la fonction coût.
Diﬀérents algorithmes permettent d’explorer de manière optimisée l’espace des paramètres,
chacun étant adaptés à des conﬁgurations particulières. Les algorithmes dits de « dérivées » se
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basent sur le gradient ou le Laplacien de la fonction coût et sont performents dans des situ-
ations où l’espace des paramètre est convexe et s’il ne présente pas de minimas locaux.
Des algorithmes basés sur des méthodes de Monte-Carlo permettent d’améliorer l’ex-
ploration d’espaces concaves ou présentant plusieurs minima locaux. Ils introduisent une
part de hasard dans la recherche du meilleur modèle, permettant ainsi d’éviter les min-
ima locaux de la fonction coût. Les algorithmes génétiques, ou les algorithmes de type
« Proches Voisins » sont bien adaptés aux problèmes inverses rencontrés en géophysique. Le
chapitre 5 détaille la procédure NA-MBEM, combinant une fonction F non linéaire (mod-
èle MBEM développée par Cayol et Cornet (1997)) avec un algorithme de type « Proches
Voisins » (procédure NA, proposée par Sambridge (1999a) et appliquée aux données InSAR
par Fukushima et al. (2005) au Piton de la Fournaise)
4.3 Sous échantillonnage des données et covariance
4.3.1 Sous-échantillonnage des données
Les données InSAR permettent d’avoir accès à un nombre de mesures égal au nom-
bre de pixels de l’interférogramme. Ces données sont trop nombreuses pour pouvoir être
toutes prises en compte sans entraîner des temps de calcul rédhibitoires, il est donc néces-
saire de sous-échantillonner les données. Plusieurs méthodes de sous-échantillonnage sont
disponibles :
Grille régulière
Les points de sous-échantillonnage sont répartis sur une grille rectangulaire régulière.
Autour de chaque point, on déﬁnit un environnement, puis on aﬀecte au point la valeur
moyenne de tous les pixels localisé dans l’environnement.
Grille circulaire
Les points de sous-échantillonnage sont répartis sur une grille circulaire, dont la den-
sité en points diminue du centre vers la périphérie. Autour de chaque point, on déﬁnit un
environnement à l’aide de cellules de voronoï, puis on aﬀecte au point la valeur moyenne
de tous les pixels localisé dans l’environnement. Ce type de grille permet de concentrer le
sous-échantillonnage au niveau d’une zone d’intérêt choisie.
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Grille quadtree
L’image est fragmentée en carrés de plus en plus petits jusqu’à ce que la variance des
déplacements dans un carré ait atteint la valeur de la variance du bruit (Jónsson et al., 2002;
Fukushima et al., 2005). On récupère ensuite la valeur moyenne des pixels présents dans
chaque quadrant. Cette méthode permet de densiﬁer le sous-échantillonnage au niveau des
zones où le gradient des déplacements est le plus important (Fig. 4.1).
Figure 4.1 – Méthodes de sous-échantillonage. Pour chaque exemple, des points sont créés
en suivant une méthode particulière, et les points localisés sur des zones incohérentes sont
éliminés. Un voisinage est déﬁni autour de chaque point. La valeur aﬀectée à chaque point
correspond à la moyenne des pixels présents dans son voisinage. Les trois exemples contiennent
approximativement le même nombre de points (respectivement 973, 944 et 950)
Fukushima et al. (2005) ont étudié l’inﬂuence du type de sous-échantillonnage sur la qual-
ité des inversions de type NA-MBEM, à partir de déplacements synthétiques. Ils montrent
que les trois méthodes permettent de retrouver convenablement les paramètres géométriques
des sources. Cependant, comme la forme des déplacements varie beaucoup en fonction de la
géométrie d’acquisition, le nombre de points de sous-échantillonnage peut varier fortement
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d’un interférogramme à l’autre. Lors des inversions, la valeur de la fonction coût dépend du
nombre de points de sous-échantillonnage.
Lors d’une inversion prenant en compte plusieurs lignes de visée, l’utilisation de la méth-
ode quadtree introduira donc une pondération pour chaque ligne de visée qui dépendra du
nombre de points de sous-échantillonnage dans chaque interférogramme. Pour deux inter-
féogrammes contenant un nombre équivalent de pixels cohérents mais n’enregistrant pas
la même quantité de déplacements, le nombre de points ne sera pas le même. Si le nom-
bre de points est très diﬀérent d’un interférogramme à l’autre, il sera alors préférable de
sous-échantillonner les données à partir d’une grille circulaire, de sorte que tous les inter-
férogrammes aient un nombre équivalent de points, permettant d’équilibrer ainsi les poids
relatifs attribués à chaque ligne de visée.
Nous proposons à la section 6.5.4 page 134 une méthode pour équilibrer les poids relatifs
de données de nature diﬀérentes – InSAR et GPS par exemple – lors des inversions.
En pratique, nous échantillonnerons les données InSAR par méthode quadtree. Lors des
inversions prenant en compte plusieurs interférogrammes ou des données de nature dif-
férentes, si le nombre de points de sous-échantillonnage est trop déséquilibré entre les lignes
de visée, nous sous-échantillonnerons les interférogrammes par une grille circulaire.
4.3.2 Matrice de covariance
La matrice de covariance Cd doit reﬂéter l’incertitude associée aux données. Cette in-
certitude est essentiellement due aux eﬀets atmosphériques qui modulent le signal de dé-
formation. Nous avons vu comment corriger les données de la composante atmosphérique
dont les paramètres varient de manière linéaire avec l’altitude (Partie 2.2 et Beauducel et al.
(2000a)). Les variations de courte longueur d’onde de l’atmosphère ne sont pas modélisables
ni corrigeables et constituent une partie du bruit dans les données. La matrice Cd permet
de prendre en compte ce bruit dans les inversions.
Sur un interférogramme donné, seules les zones ne subissant pas de déformation et ne
contenant pas de résidus topographiques sont sélectionnées. Les pixels sont ensuite analysés
deux à deux : pour chaque couple de pixels, on détermine la diﬀérence de leur valeur et
la distance les séparant. Il est alors possible de connaître la relation entre la diﬀérence
des valeurs en fonction de la distance séparant les pixels. La courbe résultante est appelée
fonction d’autocorrelation. Cette mesure permet de connaître la distance de corrélation a
4.3. SOUS ÉCHANTILLONNAGE DES DONNÉES ET COVARIANCE 77
entre deux pixels à partir de laquelle on peut considérer que les valeurs du bruit de ces deux
pixels sont indépendantes (Fukushima et al., 2005; Tarantola, 1987). Fukushima et al. (2005)
et Tinard (2007) ont montré qu’une fonction exponentielle permet d’ajuster convenablement
la fonction d’autocorrélation pour les données InSAR acquises au Piton de la Fournaise.




où σi et σj correspondent aux écarts-types des ième et jème données du vecteur d des obser-
vations, et ri,j est la distance séparant ces deux pixels.
Si l’on ne dispose pas de la variance de chaque pixel mais seulement de la variance




La matrice de covariance est donc telle que ses termes diagonaux sont égaux à σ2d et ses
termes non diagonaux dépendront de la distance de corrélation a entre les données échan-
tillonnées. Dans le cas des données GPS, la variance utilisée est l’erreur RMS (root mean
square) sur chaque composante et la distance de corrélation sera supposée nulle.





Les données de déplacements peuvent être utilisées aﬁn de connaître la ou les sources à leur
origine. Ce chapitre présente les principes de la méthode de modélisation numérique NA-MBEM,
utilisée dans cette étude. Elle est basée sur l’utilisation d’un modèle direct de déformation à
partir duquel il est possible de calculer les déplacements provoqués par une ou plusieurs sources
de géométrie ﬁxée (MBEM : Mixte Boundary Element Model). Les déplacements obtenus par
le modèle sont ensuite comparés aux données par le calcul d’une fonction coût. En fonction du
nombre de jeux de données utilisé ou bien de la dynamique des déplacements observés dans les
données, le formalisme de la fonction coût peut être amené à changer. Une procédure d’optimi-
sation par proches voisins (NA : Neighborhood algorithm) permet de trouver la géométrie de la
source minimisant la fonction coût, c’est-à-dire reproduisant au mieux les déplacements. Enﬁn,
une méthode d’analyse statistique permet d’en déterminer les intervalles de conﬁance de chacun
des paramètres de la source.
5.1 Introduction
En général, la modélisation des déplacements a pour but de retrouver les paramètres
géométriques et physiques de la source à l’origine de la déformation. Elle passe par l’util-
isation d’un modèle direct de déformation F à partir duquel il est possible de calculer les
déplacements dm de la topographie dus à une source dont les paramètresm = [m1, · · · ,mm]
sont ﬁxés par l’utilisateur. Il est alors possible de calculer une fonction coût χ2 entre les
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données de déplacement d et les données modélisées dm (voir chapitre 4 page 73). Cette
fonction coût, encore appelée misﬁt, permet de comparer de manière pondérée les déplace-
ments modélisés aux observations :
dm = F (m1, · · · ,mm) = F (m) (5.1)
χ2 = (d− dm)T Cd−1 (d− dm) (voir équ 4.7 page 73) (5.2)
Trouver la géométrie de la source la plus probable revient donc à rechercher les paramètres
de la source permettant de minimiser cette fonction coût. Dans le cas où le modèle direct
F ne permet pas de relier m et dm de manière linéaire, la recherche de ce minimum est
eﬀectuée en explorant l’espace des paramètres de m.
Nous présenterons dans ce chapitre quelques uns des modèles de déformations usuellement
utilisés en modélisation des déplacements, puis nous justiﬁerons le choix de l’utilisation du
modèle direct MBEM développé par (Cayol et Cornet, 1997). Nous détaillerons ensuite la
procédure de recherche par Proches Voisins, utilisée pour trouver le modèle le plus probable et
caractériser les incertitudes sur les paramètres du modèle. Enﬁn, nous proposerons diﬀérentes
expressions de la fonction coût, permettant de limiter le nombre de paramètres à inverser
ainsi que d’accélérer la convergence de la procédure de recherche.
5.2 Choix du modèle direct de déformation
5.2.1 Modèles de déformation disponibles
Les modèles directs de déformation se classent en deux catégories distinctes : les modèles
analytiques et les modèles numériques.
Les modèles analytiques permettent de calculer les déplacements provoqués par une
source à l’aide d’une fonction mathématique simple. Ils sont en général rapides à mettre
en œuvre et ne nécessitent pas de grosses ressources numériques. Cependant, ils sont spé-
ciﬁques d’une géométrie de source bien déﬁnie et en général valables dans des contextes
particuliers : par exemple, le modèle de Mogi (Mogi, 1958), basé sur l’expression des défor-
mations dues à la variation de volume d’une source ponctuelle en milieu élastique semi inﬁni
(Yamakawa, 1955), permet de calculer les déplacements provoqués par une source sphérique
dont le volume varie. Grâce à sa simplicité, le modèle de Mogi a été utilisé dans de nom-
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breuses études concernant les variations de pression de chambres magmatiques, comme l’on
fait Sigmundsson et al. (1997),Lu et al. (2000a,c,b, 2002, 2003) ou encore Pritchard et Simons
(2002). Cependant, ce modèle n’est valable qu’à la condition que le milieu considéré soit semi
inﬁni et que le rayon de la source soit petit face à la profondeur de la source. Un modèle de
Mogi ne permet donc pas de prendre en compte une topographie réaliste (Cayol et Cornet,
1998a; Williams et Wadge, 1998), ni de modéliser les eﬀets d’une source superﬁcielle. Le
modèle de source ponctuelle de Yamakawa (1955) a été décliné de sorte à pouvoir prendre
en compte des sources superﬁcielles (McTigue, 1987), une topographie réaliste (Williams et
Wadge, 2000) ou même des géométries de sources plus complexes telles que des ellipsoïdes
(Yang et al., 1988), des dislocations elliptiques ou des cubes (Okada, 1992). Quel que soit le
modèle utilisé, la géométrie de la source reste donc très simple, et les conditions d’utilisation
contraignantes.
Les modèles numériques s’aﬀranchissent en grande partie de ces contraintes : ils sont basés
sur une discrétisation de la topographie et de la source, et permettent donc de modéliser
les déplacements d’une où de plusieurs sources de géométrie quelconque sur une topogra-
phie réaliste. Cette souplesse est contrebalancée par un temps de calcul beaucoup plus long
que pour les modèles analytiques. De plus, à cause de la discrétisation, les déplacements
modélisés seront d’autant plus précis que les maillages des sources et de la topographie
seront ﬁns. Le calcul nécessitera alors beaucoup de temps pour obtenir un résultat précis.
De nombreux modèles numériques ont été développés et permettent de prendre en compte
diﬀérentes rhéologies. Ainsi Andrew V. Newman et al. (2006) se basent sur la visco-élasticité
et la méthode des éléments ﬁnis pour leur modèle de déformation de la caldeira de Long Val-
ley en Californie entre 1995 et 2000, un modèle élasto-plastique à éléments ﬁnis est utilisé
par Trasatti et al. (2005) pour contraindre la source des déplacements associés à l’activité
des Champs Phlégréens (Italie) durant la crise de 1982 à 1984. Plus récemment, Manconi
et al. (2007) ont utilisé une méthode d’éléments ﬁnis considérant un milieu hétérogène pour
l’édiﬁce volcanique (empilement de couches avec des propriétés mécaniques diﬀérentes) et
l’ont appliquée à la modélisation des déplacements observés par InSAR entre 1992 et 1998
aux Galápagos.
5.2.2 Nécessité de la prise en compte de la topographie
Cayol et Cornet (1998a) et Fukushima et al. (2005) ont mis en évidence que l’eﬀet de
la topographie est important et que, la négliger, pouvait induire des erreurs d’estimation de
l’ordre de 30 % sur les paramètres géométriques – profondeur de base du dyke et volume du
dyke notamment – et jusqu’à 50 % sur les surpressions pour une topographie dont la pente
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moyenne est de 30˚ . Négliger la topographie peut donc conduire à des erreurs d’interprétation
importantes lorsque l’on étudie les édiﬁces volcaniques dont les pentes moyennes varient de
5˚ pour les volcans boucliers basaltiques à plus de 35˚ pour les stratovolcans.
La pente moyenne du Piton de la Fournaise est supérieure à 5˚ . Au sein de l’Enclos
Fouqué, dans la partie sommitale limitée à l’est par les Grandes Pentes, la pente moyenne
est de l’ordre de 15˚ . Sur le cône sommital où se situent les cratères Bory et Dolomieu, les
pentes sont plus marquées et varient de 25 à 35˚ (Michon et Saint Ange, 2008). La prise en
compte de la topographie dans les modélisations sur le Piton de la Fournaise est donc une
condition nécessaire à l’obtention de modèles valides.
5.2.3 Modèle direct 3D-MBEM
La méthode d’éléments frontières mixtes (MBEM : Mixte Boundary Element Model),
développée par Cayol et Cornet (1997), permet de prendre en compte une topographie réal-
iste. Ce modèle numérique permet de calculer les déplacements provoqués par des sources
volumiques ou des dislocations dans un encaissant élastique et considéré comme homogène. Il
combine deux méthodes d’éléments frontières : la méthode directe Rizzo (1967) et la méthode
des discontinuités de déplacements Crouch (1976). La méthode directe, prenant en compte
des variations linéaires des déplacements et des contraintes sur les éléments est la plus eﬃcace
et la plus précise pour le calcul des déplacements provoqués par des structures massives. La
méthode des discontinuités de déplacements est la plus adaptée pour modéliser les fractures ;
avec cette méthode, nous supposerons que les déplacements et les contraintes sont constants
sur les éléments. D’autre part, le temps de calcul d’un modèle est suﬃsamment bref pour
être implémenté dans des inversions par méthode de Monte-Carlo.
Ce modèle a déjà été utilisée par Cayol et Cornet (1998a) puis Beauducel et al. (2000b)
aﬁn de retrouver la surpression et la combinaison surpression/contrainte cisaillante sur une
source de pression permettant d’expliquer au mieux leurs données. Beauducel et Cornet
(1999) ont réalisé des inversions de données pour localiser une source sphérique et son
changement de volume. Plus récemment Froger et al. (2004) ont réalisé une inversion de
données interférométriques pour caractériser la géométrie du dyke de l’éruption d’août 2003
au Piton de la Fournaise en combinant la méthode d’éléments frontières mixtes (Cayol et
Cornet, 1997) et d’inversion par proches voisins développée par Fukushima et al. (2005).
Dans ces situations, la déformation se met en place plus rapidement que la fréquence de
revisite des satellites lors de l’acquisition d’images destinées à l’InSAR. L’encaissant peut
donc être considéré comme élastique. Nercessian et al. (1996) à partir de données sismiques
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et Gailler et al. (2009) à partir de données gravimétriques, ont mis en évidence la présence
d’hétérogénéités dans la structure du Piton de la Fournaise. Ces hétérogénéités peuvent avoir
une inﬂuence sur les champs de déformation, mais ne pourront pas être prises en compte
avec MBEM.
5.2.4 Intégration de MBEM dans une procédure d’inversion
En pratique, le programme MBEM a besoin de plusieurs ﬁchiers : le premier contient
un maillage de la topographie, le second (ou les suivants) contient le maillage de la source
provoquant les déplacements. On indique ensuite quel type de contrainte on souhaite appli-
quer à la source et on spéciﬁe la valeur de ces contraintes (valeur de variation de pression par
exemple). MBEM est donc capable de calculer les déplacements provoqués par une source
de géométrie quelconque sur la topographie.
Aﬁn d’utiliser MBEM avec une procédure d’inversion, il est nécessaire d’avoir un a priori
sur le processus à l’origine de la déformation, ainsi que sur la géométrie de la source. La
géométrie de la source à l’origine de la déformation doit pouvoir être décrite par quelques
paramètres (par exemple, le rayon et la position du centre d’une sphère). Les procédures
d’inversion permettent de générer des maillages de source correspondant aux paramètres
désirés, et d’indiquer à MBEM les valeurs des contraintes que l’on souhaite appliquer à la
source.
MBEM renvoie alors les déplacements provoqués par la source au niveau des points du
maillage de la topographie, qui seront ensuite interpolés au niveau des points des données.
C’est entre ces déplacements et les déplacements observés que l’on calculera la fonction coût
(Fig. 5.1).
5.3 Optimisation par algorithme de proches voisins (NA)
Le modèle numérique MBEM (fonction F ) ne permet pas de relier linéairement la géométrie
de la source aux déplacements de la topographie. Aﬁn de résoudre un problème inverse basé
sur un tel modèle de déformation, il est nécessaire de rechercher le minimum de la fonction χ2
de manière numérique, ce qui implique de choisir convenablement l’algorithme d’exploration
de l’espace des paramètres.
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Paramètresgéométriques








Fichier de déplacements modélisés
aux points des maillages
Interpolation des déplacements
modélisés au niveau
des points des données
données de déplacement
Calcul de la fonction coût
Figure 5.1 – Succession des étapes lors d’un calcul de la fonction coût avec MBEM. Les
paramètres géométriques de la source sont utilisés pour générer un ﬁchier contenant le mail-
lage de la source. Ce ﬁchier, ainsi qu’un ﬁchier contenant le maillage de la topographie, sont
utilisés par le programme MBEM pour calculer les déplacements. Les résultats du calcul sont
enregistrés dans un troisième ﬁchier, contenant les déplacements au niveau des points des mail-
lages. Ces déplacements modélisés sont ensuite interpolés au niveau des points des données,
puis utilisés pour le calcul de la fonction coût.
Les algorithmes dits de « dérivées » se basent sur le gradient ou le Laplacien de la fonction
coût et ne fournissent des résultats satisfaisants, dans des temps de calcul raisonnables, que
dans des situations où l’espace des paramètres est convexe et s’il ne présente pas de minima
locaux. Cette condition est rarement vériﬁée dans les problèmes inverses de géophysique. Les
algorithmes basés sur des méthodes de Monte-Carlo permettent d’améliorer l’exploration de
l’espace des paramètres en introduisant une part de hasard dans la recherche du meilleur
modèle. Ces méthodes permettent d’éviter les minima locaux de la fonction coût. Sambridge
(1999a) a comparé deux algorithmes de type Monte-Carlo – algorithme génétique et proches
voisins – pour inverser des données sismiques. Il montre que la méthode dite de proches
voisins permet de converger plus rapidement vers une solution que l’algorithme génétique.
5.3.1 Principes
La méthode par proches voisins est inscrite dans le cadre de l’inférence bayésienne (se
référer à Tarantola (1987) pour plus de détails). Dans ce cadre, la solution bayésienne d’un
problème inverse est la fonction de densité de probabilité a posteriori (PPD). Le but de la
méthode par proches voisins est donc de rechercher une région de l’espace des paramètres
pour laquelle les déplacements modélisés reproduisent convenablement les déplacements ob-
servés (faible χ2), plutôt que de trouver une seule solution m permettant de minimiser χ2.
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Cette approche probabiliste revient à rechercher P (m|d), la probabilité du modèle m
sachant que nous observons les déplacements d. P (m|d) sera notée par la suite P (m). Si
χ2 a une distribution normale, alors P (m) nous est donnée par :







(Tarantola, 2005; Fukushima et al., 2005) où k est un facteur de normalisation.
On cherche donc in ﬁne le modèle m permettant de maximiser cette probabilité. Le
modèle direct F (m) est un modèle numérique, et ne permet pas d’établir une expression
analytique de P (m). La diﬃculté d’une inversion établie dans le cadre bayésien réside dans
l’estimation de P (m), déﬁnie dans un espace continu, à partir d’une estimation discrète de
χ2.
Dès lors, l’estimation de la PPD P (m) nécessite deux étapes : la première permettra
d’estimer χ2 en explorant l’espace des paramètres, la seconde permettra d’avoir accès à
P (m) à partir de l’exploration réalisée, puis de déterminer le modèle moyen, ainsi que de
quantiﬁer les intervalles de conﬁance de tous les paramètres.
5.3.2 Étape 1 : exploration de l’espace des paramètres par méth-
ode de proches voisins (NA)
La première étape de l’inversion a pour but d’explorer l’espace des paramètres. Elle per-
met aussi d’avoir accès à un meilleur modèle. La ﬁgure 5.2 illustre le principe de l’algorithme
itératif (proches voisins) à partir d’un exemple d’inversion pour un espace à deux dimensions.
La fonction de Rosenbrock (ou fonction banane) que l’on cherche à minimiser est souvent
utilisée pour tester les algorithmes d’optimisation. Elle a la particularité de posséder une
vallée dans laquelle la valeur du coût varie très peu. Le minimum que l’on cherche à retrouver
correspond au point de coordonnées [1,1].
À la première itération,Ns1 modèles sont tirés de manière aléatoire et pour chacun d’entre
eux, la fonction coût est calculée. L’espace des paramètres est ensuite divisé en cellules de
Voronoï, puis ces cellules sont triées selon les valeurs croissantes de la fonction coût.
À l’itération n+1, les Ns2 cellules associées aux Ns2 meilleurs modèles sont sélectionnées,
c’est à dire celles pour lesquelles la fonction coût est la plus faible, puis un nouveau modèle
est tiré de manière aléatoire dans chacune de ces cellules. De nouveau, les fonctions coût sont
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Figure 5.2 – Exemple de minimisation d’une fonction par proches voisins. On cherche le
minimum de la fonction banane montrée à la première ﬁgure (minbanane = [1, 1]). Les bornes
utilisées sont (x, y) ∈ [−2, 2], Ns1 = 25 et Ns2 = 10. Pour l’itération n, tous les points tirés aux
itérations < n sont marqués en noir, les cellules contenant les meilleurs modèles sont surlignées
en rouge, et les points tirés dans ces meilleures cellules sont marqués en rouge.
calculées pour ces nouveaux modèles, puis l’espace des paramètres est de nouveau fragmenté
en cellules de Voronoï en prenant en compte les nouveaux modèles calculés.
À chaque itération, les nouveaux modèles sont tirés dans les cellules ayant un coût faible.
Dès lors, au fur et à mesure des itérations, les modèles tirés convergent vers le modèle
correspondant au minimum de la fonction coût. La taille (ou surface dans notre exemple)
des cellules de voronoï nouvellement créées diminue avec le nombre d’itérations, et l’espace
des paramètres est d’autant mieux sous-échantillonné que la procédure se rapproche du
minimum de la fonction χ2.
L’exploration de l’espace des paramètres par méthode de proches voisins a été implémenté
en langage Matlab par Fukushima et al. (2005). Nous présentons un guide d’utilisation d’une
version très modiﬁée de cette procédure dans la partie 14 (fonction nasearch_moi) ainsi que
diﬀérentes variantes de la recherche par proches voisins.
5.3.3 Étape 2 : analyse statistique
La seconde étape de l’inversion a pour objectif d’estimer la fonction de densité a postériori
(PPD ou encore P (m)), puis d’en déduire les incertitudes sur les paramètres m du modèle.
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Dans le cadre de l’inférence bayésienne, l’équation 5.3 1 nous permet de relier la PPD
au misﬁt χ2 à condition que la distribution de χ2 soit normale. Cependant, la procédure de
recherche détaillée précédemment nous donne accès à une version discrétisée de χ2 (m), et
ne garantie nullement la répartition normale du misﬁt χ2 puisque l’espace des paramètres a
été d’autant plus sous échantillonné que la procédure convergeait vers un bon modèle.
Plutôt que de chercher à résoudre P (m), Sambridge (1999b) propose de l’approximer en
se basant sur deux propriétés :
1. Dans le cadre de l’inférence bayésienne, on montre que si un échantillon de χ2 a une
distribution normale, alors la densité de la distribution de χ2 tend de manière asympto-
tique vers P (m) (Tarantola, 2005). Dans ce cas, un moyen simple de connaître P (m)
est donc d’estimer la distribution h (m) de χ2. Nous avons donc :
P (m) ≈ h (m) (5.4)
2. La PPD dans une cellule (PNA (m)) est approximable par la PPD du point pi de
la cellule (P (pi)) et est donc considérée comme uniforme dans la cellule entière. En
d’autres termes, au voisinage d’un point, on peut écrire :
PNA (m) = P (pi) (5.5)
L’estimation de P (m) peut alors être résumé à un problème d’interpolation de la fonc-
tion χ2 (m) dans l’espace des paramètres, de sorte que la nouvelle distribution du χ2 des
modèles soit normale. Les valeurs du χ2 des modèles interpolés seront déﬁnies en se bas-
ant sur l’uniformité du χ2 dans une cellule. Sambridge (1999b) propose une procédure de
re-échantillonnage de la population obtenue lors de l’étape de recherche, en utilisant une
procédure de Monte-Carlo de type « Marche Aléatoire » (Gibbs sampler) qui permet d’as-
surer une distribution uniforme du χ2
À partir de ce re-échantillonnage de la fonction χ2 (m), nous avons accès à la PPD,
qui peut elle même nous renseigner sur densités de probabilité marginale, les PPD-1D et les
PPD-2D. Ces densités de probabilité marginales peuvent être comprises comme la projection
de la PPD selon une seule dimension (PPD-1D) ou deux dimensions (PPD-2D).
1. Équation 5.3 page 85
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Les PPD-1D permettent une représentation de la distribution des modèles pour un
paramètre donné, ainsi que les intervalles de conﬁance à 95%. La représentation des PPDs
2D renseigne quant à elle sur les éventuels compromis entre les diﬀérents paramètres qui se
manifesteraient par une forme allongée des iso-contours. Elle indique aussi si les intervalles
de recherche sont suﬃsamment larges. Si ce n’est pas le cas, les formes des iso-contours sont
quadrangulaires et suivent les bornes des intervalles. La ﬁgure 5.3 montre les PPD-1D et 2D
dans l’exemple de l’inversion réalisée pour trouver le minimum de la fonction banane.
Enﬁn, à partir de la PPD, il est aussi possible de calculer le modèle moyen. Si après
re-échantillonnage, les distributions des paramètres sont aussi gaussiennes, alors le modèle
moyen sera proche du meilleur modèle trouvé lors de la procédure de recherche. Dans le cas
contraire, le modèle moyen pourra être relativement éloigné du meilleur modèle.
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Figure 5.3 – Densité de probabilité
1D (PPD1D) et 2D (PPD2D) après la
recherche du minimum de la fonction ba-
nane. Le meilleur modèle est indiqué en
rouge, le modèle moyen en vert, et les in-
tervalles de conﬁance sur les paramètres
en rose sur les PPD1D. Les PPD2D re-
produisent la forme de la vallée.
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5.4 Déclinaisons de la fonction coût
5.4.1 Prise en compte du shift et de plusieurs jeux de données
L’équation 5.2 2 donne une fonction coût simple. Cependant, les déplacements enregistrés
par InSAR sont connus à une constante près, appelée shift s. Ce décalage peut être corrigé
si l’on dispose d’une zone de référence où l’on est certain qu’il n’y a pas eu de déplacements.
Si l’on ne dispose pas d’une telle zone sur les interférogrammes, il est possible de déterminer
un shift optimal au cours des inversions.
Si l’on prend en compte le shift s, l’équation de la fonction coût devient :
χ2 = (d− s− dm)T Cd−1 (d− s− dm) (5.6)
D’autre part, Wright et al. (2004) ont montré qu’utiliser plusieurs géométries d’acquisi-
tion lors des inversions permet d’améliorer les résultats. Si on a M jeux de données supposés
indépendants, dans M géométries d’acquisition diﬀérentes, alors chaque jeu de données dj
aura son propre shift sj et sa propre matrice de covariance Cdj, et la fonction coût pourra







(dj − sj − dmj)T Cd−1j (dj − sj − dmj) (5.7)
5.4.2 Fonction coût sans le paramètre de l’amplitude des déplace-
ments
S’il existe une relation linéaire entre la quantité de déplacement et la norme du vecteur
contrainte appliqué à la source à l’origine des déplacements, alors la norme du vecteur con-
trainte ψ peut être estimée sans avoir à être pris en compte en tant que paramètre dans
l’inversion par méthode de Monte-Carlo. Ceci permet de réduire le nombre de paramètres
2. Équation 5.2 page 80
χ2 = (d− dm)T Cd−1 (d− dm)
où Cd est la matrice de covariance, d sont les déplacements observés et dm sont les déplacements modélisés
pour le modèle m
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de l’inversion et donc d’accélérer la convergence. Ainsi, les déplacements modélisés peuvent
s’écrire :





correspond aux déplacements pour lesquels la norme du vecteur contrainte ψ est ﬁxée
à 1. Dès lors, la fonction misﬁt peut s’écrire :
χ2 =
(









Source unique et variation de volume unique
Si on a M jeux de données couvrant exactement le même événement, alors la géométrie
de la source et sa variation de volume doivent être identiques pour tous les jeux de données,










































alors le shift sj pour chaque jeu de données et la norme du vecteur contrainte ψ de la source








Source unique et variations de volume multiples
Lorsque les déplacements ne sont pas instantanés, il se peut que les données de déplace-
ments ne couvrent pas exactement la même période : dans ce cas, les interférogrammes ne
contiendront pas la même quantité de déplacements. Si la géométrie de la source et la direc-
tion du vecteur contrainte sont restées ﬁxes durant toute la période couverte par les données,
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alors la relation de linéarité présentée à l’équation précédente sera toujours valable, et chaque
jeu de données aura un shift et une norme du vecteur contrainte qui lui seront spéciﬁques.
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alors le shift sj et la norme du vecteur contrainte ψj de la source pour chaque jeu de données








Comparaison des diﬀérents calculs de misﬁt
Ces diﬀérentes formulations de la fonction coût ont été testées sur les modèles synthétiques
de sphère présentés au chapitre 3. La contrainte appliquée à la sphère correspond à une
variation de pression. La pression de la sphère diminue avec le temps de manière exponentielle
et le jeu de données 1 (Fig. 3.7 page 56) contient 4 interférogrammes couvrant diﬀérentes
périodes. La géométrie de la source et sa variation de pression ont été inversées soit en prenant
en compte la pression de la source comme paramètre dans l’inversion, soit en considérant
une variation de pression unique de la source, soit en considérant une variation de pression
diﬀérente par jeu de données.
La ﬁgure 5.4 montre les PPD1D pour chacune des fonctions misﬁt utilisées. Quelle que soit
la méthode, la position du centre de la source (xc, yc et zc) est bien retrouvée. Les méthodes
par inversion de la variation de pression ou par recalcul d’une variation de pression unique
donnent des résultats similaires, mais dans les deux cas, le rayon initial n’est pas compris dans
les intervalles de conﬁance. La méthode recalculant une variation de pression pour chaque
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interférogramme a des intervalles de conﬁance plus grands que les deux autres méthodes,
mais l’intervalle de conﬁance contient la valeur réelle du rayon de la source.
Paramètre Modèle initial Inversion pression ∆P unique ∆P multiple




























Pression D3 −3.13 −2.79± 0.22
Pression D7 −5.58 −5.02± 0.21
Pression A7 −12.66 −12± 0.25
DE(%) - 86.9 85.5 98.9
Itération de convergence - 48 23 23
Table 5.1 – Résultats d’inversions de la géométrie de la source pour diﬀérentes fonctions misﬁt.
Les valeurs indiquées correspondent au meilleur modèle trouvé, les valeurs en exposant et en
indice donnent les intervalles de conﬁance. La valeur de la pression indiquée correspond soit à
la valeur inversée (inversion pression), soit aux valeurs de pression recalculées (∆P unique et
∆P multiple). DE indique le pourcentage de données expliquées.
La ﬁgure 5.4-b et le tableau 5.1 montrent que la convergence est deux fois plus rapide si
l’on n’inverse pas la variation de pression. Enﬁn, le tableau 5.1 montre que la méthode recal-
culant la variation de pression pour chaque jeu de données permet de retrouver de manière
satisfaisante les variations de pression réelles de la source pour chaque interférogramme.
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Figure 5.4 – PPD1D en fonction du type de la fonction coût et vitesse de convergence.
–a– PPD1D en fonction du type de la fonction coût. Pour les paramètres xc et yc, les valeurs sont
données par rapport à une position de référence (x0 = 357000 et y0 = 7640000). –b– Vitesse
de convergence. Le misﬁt moyen de l’itération est calculé à chaque itération, les barres d’erreur
indiquent l’écart-type du misﬁt moyen. Courbe rouge : la variation de pression est inversée.
Courbe bleue : la variation de pression n’est pas inversée, et on cherche une pression unique par
recalcul pour l’ensemble des interférogrammes. Courbe verte : la variation de pression n’est pas
inversée et on recalcule une pression pour chaque interférogramme. L’inversion utilisant une
fonction coût par recalcul de la variation de pression pour chaque interférogramme permet de
converger plus vite vers une solution, et d’obtenir un misﬁt plus faible que les autres méthodes.
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5.4.3 Fonction coût sans inversion de l’amplitude des déplace-
ments, dans le cas où plusieurs sources sont inversées
Principes
Supposons que nous cherchons les paramètres de k sources diﬀérentes permettant de re-
produire les déplacements. La source j est décrite parmj paramètres :mj = [m
j
1, · · · ,mjmj−1]
sont les paramètres géométriques et ψj la norme du vecteur contrainte appliqué à la source.
Supposons maintenant que nous disposons d’un modèle de calcul de la déformation tel que
les déplacements provoqués par toutes les sources prises conjointement soient équivalents à
la somme des déplacements djm provoqués par chacune des sources prises indépendamment :








De même que précédemment, les déplacements modélisés dus à la source j peuvent être
écrits comme le produit entre les déplacements provoqués par la source pour un vecteur
contrainte unitaire (dj1
m
) et la variation de volume de la source ψj :







correspond aux déplacements provoqués par la source j pour lesquels la norme du
vecteur contrainte ψj est ﬁxée à 1.
Comme nous avons supposé que le modèle de déformation permet de sommer les dé-
placements dus à chaque source, il suﬃt de résoudre un système linéaire d’équations pour
rechercher la norme du vecteur contrainte appliqué à chaque source permettant de reproduire
au mieux les déplacements. Soient Ψ un vecteur contenant ces normes optimales, et D une
matrice contenant les déplacements provoqués par chaque source pour une norme du vecteur






 et D = ( d11m · · · dk1m ) (5.18)
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Nous cherchons donc Ψ tel que la fonction misﬁt suivante soit minimisée :
Φ2 = (DΨ− d)T Cd−1 (DΨ− d) (5.19)
Ψ est résolu par calcul matriciel selon :
Ψ = (DTD)−1DTCd−1d (5.20)
Les déplacements modélisés permettant d’ajuster aux mieux les déplacements observés sont
alors obtenus selon :
dm = DΨ (5.21)
et la fonction coût pour le calcul peut alors s’écrire :
χ2 = (dm − d)T Cd−1 (dm − d) (5.22)
Cette procédure permet donc de n’inverser que les paramètres géométriques et d’é-
conomiser un paramètre par source. En revanche, elle nécessite de calculer autant de modèles
de déplacements que de sources.
Étude de la sommabilité avec le programme MBEM
Le programme MBEM permet de calculer les déplacements d’une source ainsi que son
inﬂuence sur toutes les autres sources. Il n’est possible de sommer les déplacements qu’à
la condition de superposer les réponses à des sollicitations qui s’appliquent sur les mêmes
frontières. En d’autres termes, il n’est possible de sommer les déplacements dus à chaque
sources que si toutes les frontières sont prises en compte. En pratique, pour pouvoir sommer
les déplacements calculés par MBEM, les déplacements dj1
m
dus à la source j pour une norme
du vecteur contrainte unitaire, doivent être calculés en prenant en compte les frontières de
toutes les autres sources.
La ﬁgure 5.5 montre comment il est possible de décomposer le calcul des déplacements
par MBEM. On calcule dans un premier temps les déplacements dus à deux sources prises
simultanément : une faille à laquelle on applique une contrainte d’azimut -50◦ (nord-ouest)
de pendage 50◦ vers le bas, et de norme 5 MPa, et une sphère à laquelle on applique une
contrainte correspondant à une surpression de 80 MPa (Fig 5.5-a). Les déplacements obtenus
sont projetés dans la ligne de visée A7 (swath 7 passe ascendante, Fig 5.5-b). Ces déplace-
ments nous serviront de référence. On calcule ensuite les déplacements dus à chaque source
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sans prendre en compte les frontières de l’autre source (sources isolées). Les déplacements
dus à chaque source sont par ailleurs calculés en prenant en compte les frontières de l’autre
source, mais sans leur appliquer de contrainte (sources conjointes). Enﬁn, dans les deux
cas, on somme les déplacements obtenus pour les deux sources, puis on les compare aux
déplacements de référence.
Les résidus présentés à la ﬁgure 5.5-c montrent que si toutes les frontières ne sont pas
prises en comptes durant le calcul, alors la somme des déplacements dus à chaque source
n’est pas équivalente aux déplacements de référence. Ce résultat est dû au fait que ce calcul
ne prend pas en compte les interactions mutuelles entre les sources. En revanche, la somme
des déplacements dus à chaque source en prenant en compte toutes les frontières donne un
résultat identique aux déplacements de référence. Ce résultat indique qu’il est possible de
décomposer les déplacements dus à chaque source, à la condition de calculer les déplacements
pour chaque source en prenant en compte toutes les frontières.
Le modèle MBEM permet donc de sommer les déplacements dus à chacune des sources,
à la condition de prendre en compte les frontières de toutes les sources. Il sera donc possible
de calculer une fonction misﬁt sans inverser les variations de volume des sources.
Temps nécessaire à la convergence avec NA
Si l’on inverse plusieurs sources, Le calcul de la fonction coût sans inversion de l’amplitude
des déplacements nécessite de calculer les déplacements pour chaque source. En fonction de
la ﬁnesse des maillages utilisés, le programme MBEM peut mettre plus d’une minute à
eﬀectuer un calcul de déplacements. Dans ces conditions, le temps nécessaire à l’obtention
d’une valeur de la fonction coût peut dépasser 5 minutes si l’on cherche à inverser 5 sources,
alors qu’il suﬃrait d’une minute avec les méthodes présentées dans les parties précédentes.
Cependant, pour une telle inversion, cette méthode de calcul de la fonction coût permet
d’éliminer 5 paramètres à inverser. Malgré le temps de calcul relativement long pour une
itération, l’inversion nécessitera beaucoup moins d’itérations pour converger et le temps
nécessaire pour que le calcul converge vers un bon modèle sera plus court.
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Figure 5.5 – Décomposition des déplacements dus à deux sources, calculés avec MBEM.
–a– Deux sources sont prises en compte : une sphère de 300 mètres de rayon subissant une
surpression de 80 MPa, et une faille à laquelle on applique une contrainte d’azimut -50◦ (nord-
ouest) de pendage 50◦ vers le bas, et de norme 5 MPa. –b– Les déplacements dus à ces deux
sources sont calculés avec MBEM, puis projetés dans la ligne de visée A7 (swath 7 passe
ascendante). Ces déplacements serviront de référence. –c– Les déplacements dus à la sphère
et à la faille sont calculés de deux manière diﬀérentes. sources isolées : les déplacements dus à
chaque source sont calculés avec MBEM sans prendre en compte les frontières de l’autre source.
sources conjointes : les déplacements dus à chaque source sont calculés en prenant en compte
les frontières de l’autre source. Aucune contrainte n’est imposée aux frontières supplémentaires
prises en compte. Dans les deux cas, les déplacements calculés pour chaque source sont sommés,
puis comparés aux déplacements de référence.
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Chapitre 6
Modélisation par tomographie de
déplacements
Résumé
La méthode de modélisation du type NA-MBEM présentée au chapitre précédent nécessitent
d’avoir des a priori sur le nombre de sources à l’origine de la déformation et sur leur géométrie.
La tomographie de déplacements est une méthode de modélisation des déplacements permettant
de s’aﬀranchir de ces a priori. Elle est basée sur une discrétisation du sous-sol en sources unitaires
pour lesquelles on cherche la variation de volume permettant de reproduire les déplacements.
Cette recherche est basée sur la minimisation de deux fonctions coût : la première concerne la
capacité du modèle à reproduire les déplacements et la seconde permet de contrôler la compacité
de la répartition des variations de volume des sources unitaires.
Ce chapitre complète les études précédentes (Masterlark et Lu, 2004; Vasco et al., 2002) sur
plusieurs aspects. Dans un premier temps, nous proposons une solution pour prendre en compte
une topographie réaliste. Nous cherchons ensuite un moyen de trouver de manière objective le
modèle assurant le meilleur compromis entre la reproduction des données observées et la compacité
de la solution (CVSS). Nous proposons ensuite un moyen d’accéder à la géométrie de la source en
cherchant le meilleur compromis entre reproduction des données et nombre de sources unitaires
(critère d’Akaiké). Nous étendons le formalisme de la tomographie pour pouvoir prendre en compte
plusieurs jeux de données. Ce dernier aspect est complété par une étude sur les apports du
multiswath ainsi que sur la possibilité d’utiliser la tomographie sur des données GPS. Enﬁn, nous
quantiﬁons les eﬀets de diﬀérents paramètres tels que la ﬁnesse de la grille de discrétisation et la
présence de bruit dans les données.
Au chapitre précédent, nous avons présenté la méthode NA-MBEM qui permet de calculer
les déplacements dus à une source dont la géométrie est paramétrable. Cependant cette
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méthode nécessite d’avoir un a priori sur la géométrie de la source. Plus la géométrie de la
source est complexe, c’est-à-dire plus le nombre de paramètres nécessaires pour décrire cette
géométrie est élevé, plus le temps de calcul nécessaire à la recherche d’un bon modèle sera
élevé.
Des méthodes de tomographie de déplacements 1, basées sur une superposition de sources
et l’utilisation d’une matrice de lissage, ont été utilisées par exemple par Vasco et al. (2002)
et Masterlark et Lu (2004). Elles permettent de s’aﬀranchir des a priori nécessaires lors des
inversions basées sur un modèle direct de déformation. Cependant, les études utilisant la
tomographie se limitent en général à des situations simpliﬁées et aucune étude ne présente
les limites de validité d’une telle méthode.
On se propose donc de déﬁnir plus précisément le cadre d’utilisation de la tomographie.
Après avoir présenté les principes de cette méthode, nous passerons en revue diﬀérents points
critiques de sa mise en oeuvre pour lesquels nous avons développé des solutions originales.
6.1 Formalisme mathématique de la tomographie
6.1.1 Principes généraux de la tomographie
La méthode de tomographie est basée sur l’hypothèse que chaque point du sous-sol est
susceptible d’être à l’origine d’une partie des déplacements et propose de retrouver une
version discrétisée des sources à l’origine des déplacements.
En pratique, le volume sous la topographie est discrétisé en petites sources unitaires cu-
bique, puis l’on cherche les variations de volume de chacune des sources unitaires permettant
de reproduire les déplacements observés (Fig. 6.1).
1. La dénomination de tomographie est utilisée par analogie avec les méthodes d’inversion de vitesses
sismiques, du fait de la possibilité qu’oﬀre cette approche de caractériser la contribution d’éléments discrétisés
du sous-sol dans les déplacements observés en surface.
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Grillede sous-échantillonnage Calcul de la contribution
de chaque source unitaire
Sources inconnues à
l’origine des déplacements
Figure 6.1 – Principes généraux de la tomographie. Nous cherchons à connaître les sources
à l’origine des déplacements. Le volume sous la topographie est discrétisé en sources unitaires
contribuant toutes aux déplacements observés. La tomographie permet de retrouver la variation
de volume de chacune des sources unitaires puis de trouver une discrétisation des sources
initiales.
6.1.2 Problème inverse
Les déplacements d observés à la surface peuvent être décrits comme une fonction F
d’une source quelconque de paramètres m :
d = F (m) + ε = dm + ε (6.1)
où ε correspond aux résidus entre le modèle et les données, et peut être interprété comme
les erreurs d’observation. dm correspond aux déplacements modélisés et la fonction F décrit
comment les variations de volume des sources unitaires provoquent des déformations de la
surface du sol.
La tomographie doit permettre de retrouver les déplacements d à partir d’une version
discrétisée du sous-sol en m sources unitaires, la position des sources unitaires est donc
ﬁxée. Pour chaque source unitaire, seule sa variation de volume ∆V est inconnue. Le vecteur
[∆V1, · · · ,∆Vm], regroupant les variations de volume de toutes les sources, constituera donc
les paramètres m de la fonction F .
On cherche donc les paramètres m tels que les déplacements modélisés soient les plus
proches possibles des déplacements observés, ce qui revient à minimiser la fonction coût
suivante :
Φ2a = ‖W (F (m)− d)‖2 (6.2)
où W est la matrice de pondération issue de la décomposition de Cholesky de l’inverse de
la matrice de covariance des données, déﬁnie telle que W TW = Cd−1. Cette formulation
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est équivalente à celle proposée à l’équation 4.3 page 72 2, mais elle a l’avantage de ne pas
nécessiter de stocker la matrice de covariance Cd en mémoire vive.
6.1.3 Principe de superposition et linéarisation du problème
Supposons que nous disposons d’un modèle de déformation f , analytique ou numérique,
permettant de calculer la quantité de déplacement de la topographie provoqué par n’importe
quelle source unitaire. Pour la jème source, nous pouvons donc déﬁnir une fonction fj telle
que :
dj = fj(∆Vj) (6.3)
où dj sont les déplacements de la topographie provoqués par la jème lorsqu’elle subit une
variation de volume ∆Vj.
Supposons maintenant que ce modèle de déformation réponde au principe de superposi-
tion. f doit donc satisfaire les deux conditions suivantes :
– Le modèle f relie de manière linéaire la norme de la contrainte et la quantité de
déplacements. Dans le cadre de la tomographie, la quantité de déplacement de la to-
pographie provoqué par la jème source subissant une variation de volume ∆Vj doit être
proportionnelle à ∆Vj
fj(∆Vj) = ∆Vjfj(1) (6.4)
– Les déplacements en un point de la surface, produits par un ensemble de sources
unitaires localisées dans le sous-sol, peuvent être obtenus en sommant les déplacements
produits en ce point par chacune des sources unitaires. Pour deux sources α et β on a
donc :
fα + fβ = fα+β (6.5)
En d’autres termes, si on sait décomposer l’origine de la déformation de la topographie en
une somme de fonctions simples, il sera possible de calculer la déformation de la topographie
en additionnant des déformations individuelles calculables explicitement. Il est alors possible
d’écrire :
dm = F (m) = Gm (6.6)
où G est une matrice de taille n ×m où n est le nombre d’observations et m le nombre de
sources unitaires. G est encore appelée « Matrice des Fonctions de Green » , et est construite
2. χ2 = (d− dm)T C−1d (d− dm) où Cd est la matrice de covariance sur les données.
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de sorte que sa jème colonne contienne les déplacements provoqués par la jème source pour
une variation de volume unitaire :
Gj = fj(∆V ) avec ∆V = 1 (6.7)
Le principe de superposition est vériﬁé si le modèle de déformation f utilisé est par exemple
un modèle de sources ponctuelles (Masterlark et Lu, 2004) ou bien un modèle de cube
d’Okada (Mossop et Segall, 1999; Vasco et al., 2002). Nous montrerons à la partie 6.2.2
page 108 que le principe de superposition reste valable, sous certaines conditions, si le modèle
MBEM (Cayol et Cornet (1997), partie 5.2.2 page 81) est utilisé.
6.1.4 Résolution simple
En combinant les équations 6.6 et 6.2, on constate que le problème est linéaire. Il peut
être re-écrit sous forme matricielle selon :
Φ2a = ‖W (Gm− d)‖2 (6.8)
et m peut être résolu comme indiqué à l’équation 4.6 page 73 3 (voir annexe B.1 page 347)
La résolution matricielle dem donne des résultats géométriquement non réaliste : la ﬁgure
ﬁgure 6.2 (cas sans Laplacien) montre en eﬀet que 2 sources unitaires côte-à-côte peuvent
avoir un comportement très diﬀérent, l’une subissant une augmentation de son volume et
l’autre une diminution, dans des gammes de valeurs peu réalistes pour leur taille. Ce type
de conﬁguration amène les eﬀets de deux sources contiguës à s’annuler et confère un aspect
aléatoire à la répartition des variations de volume.
6.1.5 Régularisation
La minimisation de la dérivée seconde de m dans l’espace (Laplacien) permet d’obtenir
une solution lissée. On cherche doncm tel que la fonction misﬁt suivante soit aussi minimisée :
Φ2b = ‖Lm‖2 (6.9)


































































































































































Figure 6.2 – Exemple de tomographie synthétique. Les déplacements synthétiques utilisés ont
été obtenus avec le modèle de Cayol et Cornet (1997) (topographie plate et une sphère de 500 m
de rayon localisée à -1000 mètres subissant une variation de pression de 25 MPa, représentée en
gris au centre des ﬁgures). Le modèle de déformation f utilisé est un modèle de cubes d’Okada,
répondant au principe de superposition. Les sources unitaires sont des cubes de 180 mètres de
côté, la grille de sous-échantillonnage contient 13 × 13 × 13 sources (cube de 2340 mètres de
côté pour 2197 sources). –a– Distribution de la variation de volume trouvée pour diﬀérents β.
–b– Deux représentations de la relation entre misﬁt et rugosité. Les diﬀérents β présentés à la
ﬁgure a ont été replacés.
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où L est l’opérateur permettant d’exprimer la dérivée seconde de m par diﬀérences ﬁnies au
second ordre. L’expression et la construction de l’opérateur L sont détaillées à l’annexe B.3
page 349.
En posant 4 :
dˆ = Wd et Gˆ = WG (6.10)
la minimisation simultanée de Φ2a et Φ
2
b peut alors être assimilée à la minimisation de la
fonction coût déﬁnie telle que :
Φ2 = Φ2a + βΦ
2
b =
∥∥∥(Gˆm− dˆ)∥∥∥2 + β2 ‖Lm‖2 (6.11)
où le paramètre β permet de contrôler le poids relatif de la norme Φ2b par rapport à la norme
Φ2a. L’annexe B.2 montre que la norme Φ











β est le seul paramètre qui n’est pas ﬁxé. On cherche donc l’expression de mβ pour un β
donné qui permet de minimiser Φ, c’est-à-dire d’annuler la dérivée de l’équation 6.12. La















Pour chaque β, on déﬁnit deux nouveaux paramètres : la rugosité de la solution Rβ et
son coût χ2β. La rugosité permet de quantiﬁer l’intensité du lissage et de juger dans une
certaine mesure de la vraisemblance géologique de la source, c’est-à-dire que deux sources
contiguës n’ont pas des comportements opposés. Le coût de la solution χ2β donne un aperçu











4. On rappelle que W est la matrice de pondération issue de la décomposition de Cholesky de l’inverse
de la matrice de covariance des données, déﬁnie telle que WTW = Cd
−1
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où m est le nombre de sources unitaires. La ﬁgure 6.2 montre d’une part la solutionmβ pour
diﬀérents β et d’autre part la relation entre Rβ et χ2β. Plus β est fort, plus la solution mβ
est lissée, plus la rugosité R est faible mais plus le misﬁt χ2β sera élevé.
6.1.6 Objectifs de cette étude
Choix du modèle de déformation f
Les études menées par Masterlark et Lu (2004) et par Mossop et Segall (1999) utilisent
respectivement des sources ponctuelles et cubiques. L’utilisation de ces deux modèles de
déformation est justiﬁée si la topographie est faible par rapport à l’extension spatiale des
déformations (Cayol et Cornet, 1998a; Williams et Wadge, 1998), ce qui n’est pas le cas pour
le Piton de la Fournaise, dont les pentes sont importantes. Le principe de superposition n’est
alors plus vériﬁé avec ces deux modèles de déformation. Nous étudierons la possibilité de
prendre en compte la topographie à l’aide d’un modèle numérique de type MBEM (Cayol et
Cornet, 1998b). Les sources utilisées avec ce modèle numérique ne peuvent a priori pas être
superposées car on ne peut superposer que les réponses à des sollicitations qui s’appliquent
sur une même frontière. Nous essaierons de quantiﬁer les erreurs faites si nous négligeons
cette condition et établirons un cadre de validité du principe de superposition de sources
avec l’utilisation de ce modèle numérique.
Recherche et simpliﬁcation du meilleur modèle
L’équation 6.13 permet de calculer une solution pour un β donné. Il est donc nécessaire de
trouver un compromis entre rugosité et misﬁt, aﬁn d’obtenir une solution qui soit d’une part
géométriquement réaliste et d’autre part, qui reproduise de manière convenable les données
observées. Ce compromis est généralement résolu de manière empirique (Jónsson et al., 2002;
Masterlark et Lu, 2004) en se basant sur le changement de pente de la courbe χ2β = f(Rβ). Ils
considèrent que c’est au niveau de ce changement de pente que la répartition des variations
de volume la plus vraisemblable est atteinte : le misﬁt et la rugosité restent relativement bas,
la source permet donc de reproduire les déplacements tout en étant compacte (point pour
lequel β = 1.26 × 107 sur la ﬁgure 6.2). Cependant, une représentation logarithmique de la
relation entre la rugosité et le misﬁt montre que les relations entre les deux quantités sont
complexes et qu’il semble exister plusieurs domaines de changements de concavité (Fig. 6.2).
Aﬁn de trouver le meilleur modèle, c’est-à-dire celui pour lequel le compromis entre misﬁt
et rugosité est satisfaisant, Matthews et Segall (1993) proposent une méthode analytique
appelée Leave One Out, basée sur la Cross Validation Sum of Square (CVSS) (Wahba et
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Wang, 1990). Cependant, Masterlark et Lu (2004) indiquent que cette résolution analytique
n’est pas eﬃcace dans toutes les situations. On se propose donc d’étudier diﬀérents moyens
pour déterminer le β assurant le meilleur compromis entre misﬁt et rugosité. Cette étude
sera menée à l’aide de diﬀérents déplacements synthétiques, pour lesquels les paramètres
géométriques et la variation de volume de la source seront connus, et à partir desquels nous
pourrons juger de la qualité du meilleur modèle trouvé.
L’équation 6.13 donne une solution où toutes les sources unitaires du sous-sol participent
aux déplacements. La solution mβ ne permet donc pas d’avoir accès à la géométrie de la
source. On proposera un moyen de simpliﬁer la solution mβ de sorte à ne prendre en compte
que les sources les plus inﬂuentes, ce qui pourra permettre d’avoir accès à une géométrie de
la source initiale.
Extrapolation du formalisme de la tomographie
La procédure présentée par Masterlark et Lu (2004) utilise des données InSAR dans
une seule ligne de visée. Cependant, Wright et al. (2004) ont montré que les modèles sont
d’autant mieux contraints que l’on dispose de plusieurs lignes de visée. D’autre part, on
peut disposer de données GPS en plus de données InSAR et il peut être intéressant d’utiliser
de manière conjointe ces diﬀérentes données. On commencera par donner un formalisme de
l’inversion permettant d’une part d’utiliser plusieurs lignes de visée, des données de natures
diﬀérentes, et d’autre part de prendre en compte d’éventuelles corrections atmosphériques,
de shift, ou de rampe orbitale.
Nous continuerons cette analyse en étudiant comment l’utilisation de plusieurs lignes de
visée permet d’améliorer la relocalisation de sources par tomographie. Nous étudierons aussi
l’inﬂuence du nombre de données disponibles sur le résultat de tomographie aﬁn de voir si
l’utilisation de données GPS seules peut permettre de contraindre la géométrie de la source.
Étude de l’inﬂuence de diﬀérents paramètres
Le principe de superposition sous-entend qu’une source de forme quelconque peut être
discrétisée. Aucune des études précédentes n’a éprouvé la tomographie sur des données syn-
thétiques pour vériﬁer quelles sont les approximations induites par la discrétisation. Nous
présenterons dans un premier temps une analyse détaillée des conséquences de la discréti-
sation, puis nous étudierons l’inﬂuence de la ﬁnesse de la discrétisation d’une source de
forme quelconque sur la reproduction des déplacements. La résolution de la variation de
volume nécessitant l’inversion de matrices de grandes dimensions, nous chercherons enﬁn un
compromis entre ﬁnesse de la discrétisation et capacité numérique.
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6.2 Choix du modèle de déformation f pour la con-
struction de la matrice des fonctions de Green
6.2.1 Cas où la topographie est négligeable
Les études menées par Masterlark et Lu (2004) et par Mossop et Segall (1999) utilisent re-
spectivement un modèle de source ponctuelle (Yamakawa, 1955) et de cube d’Okada (Okada,
1992), dont les expressions sont données en annexe B.4 page 352. Ces deux modèles de dé-
formation permettent de calculer les déplacements dus aux sources dans le cadre d’un milieu
élastique isotrope semi-inﬁni. Le cadre de validité de ces deux modèles impose donc que
le relief de la topographie soit négligeable. En supposant qu’une contrainte constante est
appliqué sur chaque source unitaire, alors les déplacements du sol seront proportionnels à
la norme de la contrainte (Vasco et al., 2002; Masterlark et Lu, 2004), et le principe de
superposition est respecté (Mossop et Segall, 1999; Vasco et al., 2002). La tomographie peut
donc être utilisée avec ces deux modèles.
6.2.2 Prise en compte d’une topographie réaliste
Problématique
Si le relief de la zone étudiée est important alors son inﬂuence n’est plus négligeable sur
les déplacements (Cayol et Cornet, 1998a; Williams et Wadge, 1998) et les conditions de
milieu élastique semi inﬁni ne sont plus vériﬁées pour les modèles de source ponctuelle et de
cube d’Okada. Le principe de superposition n’est donc plus respecté avec ces deux modèles
et il est souhaitable d’utiliser un modèle pouvant prendre en compte la topographie.
Le tableau 6.1 référence les principaux modèles de déformation pour les sources sphériques
ou cubiques. Certains modèles présentent des singularités de calculs dans le cas où la topogra-
phie est suﬃsamment importante pour que le sous-échantillonnage de la topographie contient
des points dont l’altitude ztopo est incluse entre l’altitude zc du centre d’une source plus ou
moins son rayon r (ztopo ∈ [zc−r, zc+r]). Ces singularités peuvent être évitées en choisissant
un rayon très faible pour les sources unitaires, auquel cas, on se retrouve dans une situation
identique au modèle de source ponctuelle de Yamakawa (1955).





Yamakawa (1955) point (A) × √ √ √
Okada (1992) cube (A) × √ √ √
Mogi (1958) sphère (A) × × ! √
McTigue (1987) sphère (A) × √ ! ? ? ?
Williams et Wadge (2000) sphère (A)
√ √
! ? ? ?
Cayol et Cornet (1997) (MBEM) tout type (N)
√ √ √
? ? ?
Table 6.1 – Principaux modèles de déformation et leurs caractéristiques utiles pour la tomo-
graphie.
1 : A : modèle analytique, N : modèle numérique
2 :
√
: prise en compte, × : non prise en compte
3 :
√
: pas de singularités, ! : singularités possibles
4 :
√
: oui, ? ? ? : a priori non
Aucun modèle analytique ne permet de prendre en compte à la fois la topographie et des
sources superﬁcielles tout en évitant les singularités de calcul et en répondant au principe
de superposition.
On se propose donc d’utiliser le modèle numérique de Cayol et Cornet (1997) pour la
construction de la matrice G. Ce modèle permet de prendre en compte une topographie
réaliste, ainsi que des sources superﬁcielles tout en évitant les singularités de calcul. Le
programme MBEM permet de superposer les réponses à des sollicitations qui s’appliquent
sur les mêmes frontières. Or, dans le cadre de la tomographie, le nombre des frontières de
toutes les sources unitaires est trop important pour qu’elles soient toutes prises en compte
lors de la construction de la matrice des fonctions de Green. Le principe de superposition
n’est donc pas respecté avec MBEM. D’autre part, ce modèle numérique prend en compte
les interactions mutuelles pouvant exister entre plusieurs sources. Si on calcule la matrice des
fonctions de Green source par source, on ne prendra donc pas en compte ces interactions.
On cherchera dans cette partie à quantiﬁer l’erreur que l’on fait sur le calcul de la fonction
de Green si on néglige le fait que les déplacements provoqués par les sources ne sont pas
superposables, et que les sources peuvent s’inﬂuencer mutuellement.
Protocole et résultats
La question précédente revient à se demander si la somme des déplacements produits
par plusieurs sources indépendantes, calculés numériquement en tenant compte de la to-
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– d∪(s1,··· ,sn) déplacements provoqués conjointement par plusieurs sources
– dsi déplacements provoqués par la source i
On notera par la suite pour alléger les notations :
– d∪s déplacements provoqués conjointement par plusieurs sources
– dΣs somme des déplacements provoqués par chaque source
Aﬁn de répondre à cette question, nous utiliserons le modèle numérique MBEM (Cayol et
Cornet, 1997) pour calculer les déplacements provoqués par deux sources sphériques de même
rayon subissant un même ∆V sur une topographie plate. Les déplacements seront calculés
dans un premier temps avec une prise en compte conjointe des deux sources (d∪s). Dans
un second temps, nous calculerons la somme des déplacements provoqués par chacune des
sources prise de manière isolée (dΣs). Nous ferons ensuite varier le rayon r des sources et la
distance d séparant leurs centres, elles ne seront donc pas forcément jointives. Enﬁn, nous
ferons varier leur variation de volume ∆V , puis pour chaque combinaison de paramètres, un
misﬁt sera calculé entre les déplacements d∪s et dΣs :
χ2 =
(d∪s − dΣs)T (d∪s − dΣs)
dT∪sd∪s
× 100 (6.17)
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Distance entre les centres (m)
a b
Figure 6.3 – Inﬂuence mutuelle de deux sources sphériques lors du calcul de déformation
par calcul numérique. –a– Inﬂuence de la pression. –b– Inﬂuence de la distance séparant les
centres des sources. Les données sont regroupées selon le ratio entre le diamètre et la distance
séparant les centres. Si ce ratio est égal à 1, alors les sources sont tangentes. Les valeurs de
rayons indiquées correspondent aux rayons ayant le plus fort misﬁt dans la ﬁgure a.
La ﬁgure 6.3-a montre que la pression n’est pas un facteur contrôlant les interactions
mutuelles entre les sources. En revanche, le rayon et la distance séparant les centres semblent
avoir un eﬀet sur le misﬁt. La ﬁgure 6.3-b conﬁrme que ces deux paramètres contrôlent
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l’inﬂuence mutuelle des sources. Deux sources sphériques ne s’inﬂuencent que si leur diamètre
est proche de la distance séparant leur centre.
6.2.3 Conclusion
Dans le cadre de la tomographie, un modèle numérique peut permettre de prendre en
compte la topographie dans la mise en forme de la matrice G. Cependant, le principe de
superposition n’est alors vériﬁé que si le diamètre des sources est au moins deux fois plus
faible que le pas de la grille utilisé pour la création de la fonction de Green G. Dans ces
conditions, il est alors possible de calculer les déplacements unitaires dus à chaque source
en présence d’une topographie. Il ne sera donc pas possible d’envisager des sources jointives
comme cela est fait avec le modèle d’Okada, la conﬁguration est donc intermédiaire entre un
modèle analytique de sources ponctuelles et un modèle d’Okada. Les erreurs faites avec un
modèle analytique en présence de topographie seront détaillés au paragraphe 6.7.4
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6.3 Recherche du meilleur modèle
L’équation 6.13 permet de contrôler la répartition des variations de volumem des sources
unitaires1. Le paramètre β permet d’ajuster ce contrôle : plus β est petit, moins la répar-
tition des variations de volume sera compacte (forte rugosité), plus β est grand, plus cette
répartition sera lissée (faible rugosité), mais moins bons sera l’accord entre les déplacements
modélisés et observés (misﬁt élevé). Comment trouver la valeur de β la plus pertinente ?
On se propose d’évaluer la méthode de Cross Validation Sum of Square (CVSS) pour la
détermination du meilleur compromis entre misﬁt et rugosité. Diﬀérentes versions de cette
méthode seront testées sur des modèles synthétiques dont les paramètres sont parfaitement
connus a priori. Après avoir présenté les modèles synthétiques utilisés, nous détaillerons les
principes de diﬀérentes méthodes de CVSS, puis nous testerons ces méthodes sur les modèles
synthétiques.
6.3.1 Modèles synthétiques
Des déplacements synthétiques de la topographie du Piton de la Fournaise provoqués
par diﬀérentes sources ont été calculés à l’aide du modèle numérique MBEM de (Cayol et
Cornet, 1997). Trois modèles synthétiques diﬀérents ont été générés.
Le premier modèle synthétique concerne les déplacements dus à un tore (Fig. 6.4). La
géométrie de la source utilisée n’a pas forcément de réalité géologique mais elle permet de
connaître la capacité de la tomographie à retrouver une source de géométrie complexe.
Le second modèle concerne les déplacements dus à une source en forme de lentille très
superﬁcielle aﬁn de tester la capacité de la tomographie à retrouver une source très super-
ﬁcielle en présence d’une topographie. La grille de discrétisation du sous-sol utilisée a été
volontairement prolongée en profondeur. Cette conﬁguration permet de reproduire une sit-
uation réelle où l’on n’a pas d’a priori sur la localisation de la source. Elle permettra de




































































































Figure 6.4 – Les diﬀérents modèles synthétiques utilisés durant cette étude. Les déplace-
ments ont été calculés à l’aide du modèle numérique MBEM, puis projetés dans deux lignes de
visée diﬀérentes (A7 : passe ascendante swath 7, D7 : passe descendante swath 7). Les grilles
représentées sur les ﬁgures de gauche correspondent aux grilles de sous-échantillonnage utilisées
pour les calculs de tomographie.
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juger de la capacité de la tomographie à retrouver la position de la source si la grille n’est
pas centrée sur la source.
Le troisième modèle concerne les déplacements générés par trois sources diﬀérentes, subis-
sant soit une augmentation soit une diminution de leur volume. Cet exemple permet d’ap-
précier la capacité de la tomographie à retrouver plusieurs sources agissant conjointement.
Dans les trois cas, les déplacements sont projetés selon deux lignes de visée d’ENVISAT
(swath A7 et D7) 5, la tomographie est réalisée à partir de ces déplacements synthétiques non
bruités. Le modèle de déformation f utilisé pour la construction de la matrice des fonctions
de Green G est le modèle numérique MBEM, capable de prendre en compte la topographie 6
6.3.2 Méthode de Cross Validation Sum of Square (CVSS)
Le principe de la CVSS est de juger de la capacité d’un modèle à reproduire des données
d’observation non prises en compte dans le calcul du modèle. On déﬁnit une fonction de Non-
Prédictibilité calculée pour chaque β : NP (β). Moins le modèle est capable de reproduire
ces données non prises en compte, moins ce modèle est ﬁable et plus NP (β) sera élevée.
En revanche, si le modèle est capable de reproduire ces données, alors NP (β) sera faible et
le modèle sera jugé plus robuste car plus prédictible. Deux méthodes de CVSS, la première
numérique (CVSS stricto sensu) et la seconde analytique (LOO pour Leave One Out), seront
étudiées pour le calcul de NP (β).
Principe
À chaque itération, c’est-à-dire pour chaque β, le jeu de données d et la fonction de Green












5. Nous verrons au paragraphe 6.5 page 131 comment prendre en compte des jeux de données dans des
lignes de visée diﬀérentes
6. Nous verrons au paragraphe 6.2.2 page 108 que le principe de superposition est valable avec MBEM
sous certaines conditions. Ces conditions sont respectées dans ce paragraphe
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Le jeu de données segmenté est utilisé pour recomposer deux jeux de données complé-
mentaires di et d˜i, tel que le premier ne contienne qu’un seul élément i, et le second tous
les éléments sauf le ième. Les matrices Gi et G˜i sont recomposées de manière à ce qu’elles
correspondent aux deux jeux de données.








puis cette solution est utilisée pour calculer dmi, les déplacements modélisés correspondant
aux données non prises en compte lors la résolution :
dmi = Gim˜i (6.19)
Aﬁn de vériﬁer si la solution m˜i est capable de prédire des données non prises en compte,
il est possible de calculer un misﬁt entre di et dmi selon :
χ2i = (di − dmi)T (di − dmi) (6.20)
Il est possible de réitérer les opérations précédentes pour les n fragments du jeu de données
initial, et ainsi calculer un misﬁt χ2 pour chacun des fragments. On déﬁnit enﬁn la fonction
de Non-Prédictibilité NP
cvss








di et d˜mi peuvent être obtenus de manière aléatoire, ou en regroupant spatialement les
points. D’autre part, il est aussi possible de faire varier le nombre d’éléments (Fig. 6.5).
Cas particulier : méthode analytique Leave One Out (LOO)
Il est possible d’envisager une segmentation des données telle qu’on n’enlève qu’un seul
point dans le jeu de données. L’opération serait alors répétée autant de fois que l’on a de
points dans le jeu de données. Ce type de procédure est appelé Leave One Out (LOO). Dans
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répartitionaléatoire
16 domaines
répartition spatiale répartition aléatoirerépartition spatiale
4 domaines
Figure 6.5 – Diﬀérents types de segmentation des données utilisés pour la CVSS. Les points
d’une même couleur appartiennent à un même élément di, tous les éléments contiennent ap-
proximativement le même nombre de points.
ce cas, il existe une expression analytique de la fonction de Non-Prédictibilité (NP
loo
), donnée


















La fonction de Non-Prédictibilité NPloo (β) admet donc un minimum pour le β permettant
d’obtenir le modèle le plus prédictible.
6.3.3 Comparaison des méthodes LOO et CVSS par rapport à la
meilleure discrétisation attendue
Aﬁn de comparer les diﬀérentes procédures de recherche du meilleur β, la méthode LOO et
diﬀérentes versions de la méthode CVSS ont été testées sur les trois modèles synthétiques, le
tore, la lentille et le modèle 3-sources (Fig. 6.4). On fait varier β de 100 à 1010 par pas réguliers
de la puissance. Pour chaque β, on calcule le misﬁt χ2 entre les données et les déplacements






Aﬁn de pouvoir juger quelle méthode de recherche du meilleur modèle est la plus perfor-
mante, nous comparerons les meilleurs modèles trouvés pour chaque méthode à un modèle
de référence appelé modèle idéal, en nous appuyant sur deux indices de comparaisons que
nous allons détailler par la suite.
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Modèle idéal
On considère que la meilleure répartition des variations de volume des sources unitaires
que l’on peut trouver par la tomographie pour une grille de sous-échantillonnage donnée,
est celle pour laquelle toutes les sources unitaires comprises dans l’enveloppe de la source
initiale subissent une variation de volume telle que m∈source = ∆Vn , et où toutes les sources
situées en dehors de cette enveloppe ne subissent pas de variation de volume (m/∈source = 0).
Ce modèle est noté mideal et les déplacements provoqués par ce modèle idéal sont obtenus
par dideal = Gmideal. On cherche donc le β permettant de s’approcher au mieux de ce modèle
idéal.
Indices de comparaison
Pour chaque β, on déﬁnit deux indices de comparaison du modèle obtenumβ par rapport
au modèle idéal mideal. Le premier indice χ23Dβ correspond à un misﬁt normalisé sur les
variations de volume des sources et permet de quantiﬁer l’adéquation de la répartitions des
variations de volume entre mβ et mideal dans l’espace :
χ23Dβ =
(amβ −mideal)T (amβ −mideal)
mTidealmideal
× 100 (6.23)





Plus cet indice est faible, plus les répartitions des variations de volume des sources uni-
taires sont équivalentes entre le modèle idéal et les modèles trouvés pour chaque β. Comme
la tomographie permet de résoudre une variation de volume pour chacune des sources et
comme le mideal contient beaucoup de sources ne variant pas de volume, la valeur de χ23Dβ
peut être très élevée même pour des solutions convenables. On considèrera que si χ23Dβ < 70%
le modèle trouvé est proche du modèle idéal, et si χ23Dβ > 90% alors le modèle est relative-
ment éloigné du modèle idéal. Le coeﬃcient a permet de modiﬁer les valeurs de mβ pour
qu’elles soient le plus près possible de mideal. Cet indice ne fournit pas de renseignement sur
les variations de volume des sources.
Le second indice permet de quantiﬁer la capacité des modèles à retrouver la variation de







118 CHAPITRE 6. TOMOGRAPHIE DE DÉPLACEMENTS
De même, plus cet indice est faible, plus l’estimation totale de la variation de volume des
sources pour chaque modèle sera proche de la variation de volume totale réelle.
Résultats
Les ﬁgures 6.6, 6.7 et 6.8 montrent le modèle idéal, les meilleurs modèles obtenus selon





en fonction de la rugosité. Les meilleurs modèles obtenus par la méthode
CVSS sont recherchés pour diﬀérentes segmentations du jeu de donnée : CVSS 4,9, ou 16
domaines correspondent à une segmentation des données en 4, 9, ou 16 domaines répartis de
manière spatiale, CVSS rand 2, rand 4 correspondent à une segmentation des données en 2
ou 4 domaines, pour lesquels les points sont sélectionnés de manière aléatoire (Fig. 6.5).
Le tableau 6.2 montre les indices de comparaison χ23Dβ et χ
2
Σ∆V des meilleurs modèles
obtenus pour les diﬀérentes méthodes de recherche du meilleur modèle.






LOO et CVSS rand 2 80.9 1.5
CVSS 4 domaines 86.9 2.4
lentille
LOO 99.9 517
CVSS 4-9-16 domaines 66.2 37.1
CVSS rand 2 67.3 44.4
3 sources
LOO et CVSS rand 2 48.2 10.2
CVSS 4 domaines 52.2 5.2
Table 6.2 – Comparaison des meilleurs modèles obtenus avec le LOO ou avec la CVSS pour
diﬀérentes segmentations du jeu de données : CVSS 4,9, ou 16 domaines correspondent à une
segmentation des données en 4, 9, ou 16 domaines répartis de manière spatiale, CVSS rand
2 correspond à une segmentation des données en 2 domaines, pour lesquels les points sont
sélectionnés de manière aléatoire (Fig. 6.5).
Les comparaisons sont faites à partir des deux indices présentés page 117 :
(1) χ2
3Dβ
: comparaison sur la répartition des variations de volume des sources (Équ. 6.23)
(2) χ2
Σ∆V : comparaison sur la variation de volume totale (Équ. 6.24)
En ce qui concerne le modèle 3-sources, le tableau 6.2 montre que les diﬀérentes méthodes
donnent des résultats satisfaisants tant sur la répartition de la variation de volume des sources
que sur leur variation de volume totale. La ﬁgure 6.6 montre que la répartition des variations
de volume des sources unitaires est très proche de celle du modèle idéal. Les déplacements
modélisés génèrent moins de résidus que ceux provoqués par le modèle idéal.






























































































Figure 6.6 – Résultats de la tomographie dans le cas 3-sources. –a– Relation entre le misﬁt ou
la Non-Prédictibilité en fonction de la rugosité. Les numéros encerclés donnent la position du
minimum des fonctions NP –b– Résultats de tomographie avant et après simpliﬁcation pour la
discrétisation idéale et les meilleurs modèles trouvés par les diﬀérentes méthodes. Les méthodes
CVSS-rand 2 et LOO donnent le même minimum. Les modèles obtenus par les trois méthodes
sont très similaires, et seul est montré le modèle obtenu par la méthode CVSS-4 domaines
(position 2©). La procédure de simpliﬁcation sera détaillée à la section 6.4 page 124.
Les meilleurs modèles obtenus par CVSS et par LOO pour le tore sont assez semblables,
mais la CVSS semble donner des résultats moins satisfaisants (Tab. 6.2). La ﬁgure 6.7 montre
que les résultats obtenus par CVSS sont plus lissés que ceux obtenus par LOO, le modèle
obtenu par CVSS ne reproduisant pas le trou du tore. Dans ce cas, la procédure par LOO
semble plus pertinente.
Le cas de la lentille est plus complexe. La ﬁgure 6.8 montre que les minima des courbes
LOO et CVSS en fonction de la rugosité correspondent à des β très diﬀérents. Le meilleur
modèle obtenu par LOO est très éloigné du modèle idéal (misﬁt proche de 100, tableau 6.2)
mais la courbe LOO admet un minimum local correspondant au minimum absolu de la


























































































































2 meilleur modèle CVSS 4 domaines




Figure 6.7 – Résultats de la tomographie dans le cas du tore. –a– Relation entre le misﬁt et
la Non-Prédictibilité en fonction de la rugosité. Les numéros encerclés donnent la position du
minimum des fonctions NP –b– Résultats de tomographie avant et après simpliﬁcation pour la
discrétisation idéale et les meilleurs modèles trouvés par les diﬀérentes méthodes. Les méthodes
CVSS-rand 2 et LOO donnent le même minimum. La procédure de simpliﬁcation sera détaillée
à la section 6.4 page 124.



































































































































Figure 6.8 – Résultats de la tomographie dans le cas de la source superﬁcielle en forme
de lentille. –a– Relation entre le misﬁt ou la Non-Prédictibilité en fonction de la rugosité.
Les numéros encerclés donnent la position du minimum des fonctions NP –b– Résultats de
tomographie avant et après simpliﬁcation pour la discrétisation idéale et les meilleurs modèles
trouvés par les diﬀérentes méthodes. Les meilleurs modèles obtenus par les méthodes CVSS par
segmentation des données en 4,9 et 16 domaines sont identiques. Le meilleur modèle obtenu
par la CVSS en fragmentant aléatoirement les données en 2 domaines (CVSS rand 2, position
3©) est très similaire aux modèles obtenus par les autres CVSS (position 4©). Le modèle obtenu
par la CVSS-rand 4 (position 2©) a un aspect équivalent à celui obtenu par la méthode LOO
(position 1©). La procédure de simpliﬁcation sera détaillée à la section 6.4 page 124.
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CVSS. Les modèles obtenus par CVSS pour les diﬀérentes fragmentations du jeu de données
sont diﬀérents entre eux pour les fortes rugosités. Le modèle le plus proche du modèle idéal
est obtenu pour les procédures de CVSS par fragmentation spatiale du jeu de données. Dans
ce cas, le meilleur modèle obtenu est très proche du modèle idéal.
La méthode CVSS par fragmentation spatiale des données donne toujours un meilleur
modèle, proche du modèle idéal. Cependant, cette méthode a tendance trouver un β imposant
une trop forte régularisation de la source.
La méthode LOO est celle s’approchant le mieux de la discrétisation optimale dans deux
des trois cas. Cependant, dans le cas de la lentille, le minimum absolu de cette fonction donne
un modèle trop peu compact. Dans ce genre de situation, la fonction LOO admet plusieurs
minima locaux dont l’un concordant avec le minimum des fonctions CVSS.
6.3.4 Conclusion
La recherche du meilleur modèle passe donc par la recherche du minimum de la fonction
de Non-Prédictibilité, que cette fonction soit calculée par la méthode CVSS ou par la méthode
LOO. Il est donc judicieux d’utiliser un algorithme d’optimisation aﬁn de trouver ce minimum
en faisant le moins de calculs possible. L’utilisation d’un algorithme de type proches voisins
(Sambridge, 1999a,b; Fukushima et al., 2005) est bien adapté à ce type de problème et
permet d’obtenir une bonne estimation du meilleur modèle en une dizaine d’itérations.
La méthode LOO a l’avantage de ne nécessiter qu’un seul calcul par itération, et est donc
assez rapide à mettre en œuvre. Cependant, comme cela a été vu dans le cas de la lentille,
cette fonction peut admettre plusieurs minima locaux, le minimum global n’étant pas celui
du meilleur modèle qu’on s’attendrait à avoir. L’utilisation d’un algorithme d’optimisation
ne permettra donc pas systématiquement de trouver le meilleur modèle avec ce type de
fonction.
La méthode CVSS par segmentation spatiale des données (4,9, ou 16 domaines) admet
systématiquement un minimum absolu dans le domaine du modèle idéal, et peut donc être
utilisée en routine. L’exemple de la lentille montre que quel que soit le taux de segmentation
des jeux de données (4,9 ou 16 segments), les meilleurs modèles sont très similaires. Une
segmentation des données en 4 segments semble donc suﬃsante. L’exemple du tore montre
que cette méthode peut surestimer légèrement la compacité de la source. Cette méthode
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présente l’inconvénient de nécessiter plus de calculs que la méthode LOO, puisque pour
chaque itération, il est nécessaire de faire un calcul par segmentation du jeu de données.
La méthode CVSS par segmentation aléatoire donne une courbe NP
cvss
en fonction de la
rugosité pouvant admettre des minima locaux importants. La minimisation de NP
cvss
(β) risque
donc de donner un meilleur modèle correspondant à un minimum local de la fonction de
Non-Prédictibilité
En pratique, nous rechercherons le meilleur modèle par méthode CVSS en segmentant
les données en 4 quadrants (segmentation spatiale des données), puis nous minimiserons la
fonction NP
cvss
(β) à l’aide d’un algorithme d’optimisation par proches voisins. En parallèle,
nous calculerons la fonction NP
loo
(β) sans chercher à la minimiser.
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6.4 Simpliﬁcation du meilleur modèle
La solutionm donnée par l’équation 6.13 considère que chaque source unitaire du volume
discrétisé intervient dans la déformation de la topographie. Une fois la recherche du meilleur β
eﬀectuée, nous observons que certaines sources ont une variation de volume quasi nulle : nous
pouvons alors nous demander s’il est possible de reproduire la déformation en ne considérant
que les sources les plus inﬂuentes.
6.4.1 Principes
Dans le cadre de la tomographie, on déﬁnit la complexité d’un modèle comme étant le
nombre de sources unitaires prises en compte. Un modèle simple sera donc un modèle ne
prenant en compte que peu de sources unitaires. La qualité du modèle sera déﬁnie comme
étant sa capacité à reproduire les données observées.
On accepte de trouver un modèle reproduisant moins ﬁdèlement les déplacements ob-
servés, mais étant plus simple que le meilleur modèle obtenu. Ce modèle simpliﬁé doit être
constitué d’un nombre de sources signiﬁcativement inférieur au nombre de sources du meilleur
modèle. On cherche donc une combinaison des sources unitaires obtenues avec le meilleur β
permettant de faire un compromis entre qualité et complexité du modèle.
Il conviendrait dans l’absolu d’explorer l’ensemble des combinaisons possibles. Le nombre




k! (n− k)! (6.25)
où n correspond au nombre de sources dans la grille de sous échantillonnage, et k est un
nombre de sources tirées parmi les n sources. Les situations pour lesquelles k = 0 et k = n ont
été enlevées puisqu’elles correspondent au cas où aucune source n’a été prise en compte (pas
de déplacement du sol) et où toutes les sources ont été prises en compte (meilleur modèle).
Pour une petite grille de sous-échantillonnage du volume sous la topographie contenant 100
sources, cela correspond à plus de 1030 conﬁgurations diﬀérentes. Il n’est donc pas possible
d’envisager une exploration de toutes les conﬁgurations.
Aﬁn de réduire le nombre de possibilités à explorer, une procédure en 3 étapes a été mise
en place :
6.4. SIMPLIFICATION DU MEILLEUR MODÈLE 125
1. Les sources obtenues avec le meilleur β sont triées selon leur contribution décroissante
2. Le modèle de déplacement est recalculé de manière itérative. À la première itération,
le modèle est calculé avec la source contribuant le plus aux déplacement. À l’itération
n + 1 on ajoute la source dont la contribution suit directement les contributions des
sources déjà prises en compte. Dès lors, plus on rajoutera de sources, meilleurs seront
les déplacements modélisés, mais plus le modèle sera complexe.
3. Le critère d’Akaike (Akaike, 1974) sera calculé à chaque itération et servira à identiﬁer
le modèle permettant d’obtenir le meilleur compromis entre qualité et complexité.
Tri des sources selon leur contribution
Pour chaque source unitaire j, on peut déﬁnir sa contribution cj comme la somme des





où mj est la variation de volume de la source j trouvée pour le meilleur β et n le nombre de
données. Il est alors possible de trier les sources unitaires selon la quantité de déplacement
qu’elles provoquent.
Reconstruction itérative du modèle
Les sources sont classées selon leur contribution croissante et on déﬁnit deux ensembles
de sources, sk et s˜k tels que sk contienne toutes les sources dont la contribution est supérieure
à la contribution de la kième source , et s˜k celles dont la contribution est inférieure à celle de
la source k.
Il est alors possible de recalculer la tomographie en ne sélectionnant que les sources sk. La
ﬁgure 6.9 montre la relation entre le nombre de sources sélectionnées k et le misﬁt en % entre
les données et le modèle simpliﬁé dans l’exemple du tore. On remarque que les déplacements
sont bien reproduits même pour un nombre faible de sources.
Identiﬁcation d’un bon modèle par le critère d’Akaike
On cherche maintenant le nombre de sources k permettant d’obtenir le meilleur compro-
mis entre qualité et complexité.




































3 4161 sources, AIC = 8773
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Figure 6.9 – Relation entre le nombre de sources, la valeur du critère d’Akaike et le misﬁt entre
les déplacements synthétiques et modélisés dans le cadre du tore. La position 2© correspond au
minimum du critère. Les répartitions des sources sont montrées pour trois exemples diﬀérents.
.
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De manière générale, plus le nombre de paramètres utilisés pour décrire la réalité est
important, c’est à dire plus le modèle est complexe, meilleur est l’ajustement des données.
En revanche, plus le modèle est simple, moins bon est l’ajustement des données et la perte
d’information est importante. Le critère d’Akaike (Akaike, 1974) permet de quantiﬁer cette
perte d’information pour un modèle donné. Ce critère peut donc être utilisé pour comparer
diﬀérents modèles, dont les nombres de paramètres diﬀèrent. Il est noté AIC, et est donné
par :
AIC = 2k − 2 ln (L) (6.27)
où k est le nombre de paramètres du modèle. Dans le cadre de la tomographie, le nombre





























Le second terme correspond à un misﬁt au sens des moindres carrés entre les données ob-
servées di et modélisées dmi, et sera noté χ2. Le premier terme sera noté C. Ce terme ne
dépend pas des déplacements modélisés ni du nombre de sources, il sera constant et commun
à tous les modèles.
ln (L) = C − 1
2
χ2 (6.29)
En combinant les équations 6.29 et 6.26, il vient :
AIC = 2k − 2C + χ2 (6.30)
Comme C est constant, et comme nous cherchons à comparer le critère d’Akaiké de chacun
des modèles, il peut alors être ignoré. Il vient donc :
AIC = 2k + χ2 (6.31)
La ﬁgure 6.9 montre la relation entre le critère d’Akaiké et le nombre de sources prises en
compte. La courbe admet un minimum, indiquant pour quel nombre de sources le meilleur
compromis entre qualité et simplicité est atteint. De même que pour la recherche du minimum
de la fonction NP
cvss
(β) (voir partie 6.3 page 112), la recherche de ce minimum est réalisée en
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pratique à l’aide de l’algorithme d’optimisation par proches voisins, adapté pour la recherche
de nombres entiers (partie ??, page ??).
6.4.2 Application
Le tableau 6.3 montre les résultats de simpliﬁcation pour les trois modèles synthétiques
présentés à la ﬁgure 6.4 page 113. Il apparaît que la procédure de simpliﬁcation permet
d’éliminer un grand nombre de sources sans pour autant modiﬁer la capacité du modèle
à reproduire les déplacements (χ2 presque inchangé après la simpliﬁcation). D’autre part,
l’indice χ23Dβ (Équ. 6.23) est plus faible pour les modèles simpliﬁés que pour les modèles non
simpliﬁés, ce qui indique que la procédure de simpliﬁcation permet de se rapprocher de la
dicrétisation idéale. Enﬁn, la contribution moyenne des sources après simpliﬁcation est plus
proche de celle calculée pour la discrétisation idéale.
Tore Lentille 3-sources
(LOO)(4) (CVSS-4 domaines)(4) (CVSS-4 domaines)(4)
Av-simp Ap-simp Ideal Av-simp Ap-simp Ideal Av-simp Ap-simp Ideal
Nb sources 4161 1311 198 5480 239 167 4161 416 281
c (m) (1) 0.04 0.12 0.80 0.01 0.15 0.21 0.04 0.20 0.50
χ2 (%) (2) 0.61 0.60 0.84 1.15 1.17 1.73 0.57 0.78 0.87
χ2
3Dβ
(%) (3) 80.9 69.1 - 66.2 43.3 - 48.2 34.4 -
Table 6.3 – Comparaison des meilleurs modèles trouvés avant et après simpliﬁcation. Les car-
actéristiques du modèle idéal sont données en référence.
(1) c correspond à la contribution moyenne des sources (Équ. 6.26)




correspond au misﬁt entre les modèles et le modèle idéal (Équ. 6.23)
(4) les meilleurs modèles correspondent à ceux montrés aux ﬁgures 6.6, 6.7 et 6.8
La procédure de simpliﬁcation permet de retrouver plus ﬁnement les détails de la source
initiale. La ﬁgure 6.10 montre l’exemple de la lentille : les contributions sont mieux réparties
sur l’ensemble de la source initiale après la simpliﬁcation. La procédure permet en outre
d’éliminer les sources profondes à fort ∆V mais contribuant peu aux déplacements. Ceci
permet de limiter l’extension vers le bas de la variation de volume ∆V . La procédure de
simpliﬁcation permet enﬁn de supprimer les sources à faible contribution, localisées au niveau
de la couronne de ∆V négatifs en bordure de la grille de sous-échantillonnage.
La source simpliﬁée est malgré tout plus volumineuse que la source initiale. Les sources
les plus inﬂuentes se trouvent cependant localisées au centre de la source initiale.













Figure 6.10 – Sélection des sources inﬂuentes sur l’exemple de la lentille. La position de la
source initiale est indiquée.
6.4.3 Contraintes sur le signe des variations de volume des sources
unitaires
Si l’on suppose que les déplacements sont dus à une seule source ou à plusieurs sources
toutes en surpression ou en déﬂation, il est alors possible de résoudre la variation de volume
de chacune des sources unitaires en ajoutant une condition supplémentaire sur le signe de
leurs variations de volume. L’algorithme de résolution par méthode des moindres carrés non
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négatifs proposé par Lawson et Hanson (1974) permet de résoudre un système d’équations en
imposant à la solution un signe positif. Cependant, cet algorithme n’est utilisable que pour
un nombre restreint d’inconnues, le temps de résolution étant trop important si le nombre
d’inconnues est supérieur à 800. Cet algorithme n’est donc pas utilisable directement dans
la recherche du meilleur modèle par CVSS. En revanche, comme la simpliﬁcation permet
d’éliminer un grand nombre de sources (inconnues), la méthode de résolution par moindres
carrés positifs peut être utilisée pour résoudre la variation de volume pour les ns sources
obtenues après la procédure de simpliﬁcation.
Imposer un signe positif à toutes les variations de volume revient à minimiser la norme :
‖Gˆkmk − dˆ‖2 tel que mk ≥ 0 (6.32)
où Gˆk est la fonction de Green pour les k sources sélectionnées par la procédure de simpliﬁ-
cation, et mk est la variation de volume pour chacune de ces sources, résolue par la méthode
des moindres carrés non négatifs (Lawson et Hanson, 1974). En pratique, cette résolution
est réalisée à l’aide de la fonction lsqnonneg de Matlab. Si l’on souhaite résoudre mk en
lui imposant un signe négatif, il suﬃt de résoudre l’équation précédente en remplaçant Gˆk
par −Gˆk, puis de multiplier le résultat obtenu par -1. Cet algorithme renvoie pour chaque
élément de mk soit une valeur positive, soit 0 (source unitaire ne variant pas de volume), le
nombre total de sources susceptibles de varier de volume pourra donc être amené à diminuer
légèrement.
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6.5 Extrapolation du formalisme de la tomographie
6.5.1 Prise en compte de plusieurs jeux de données
Dans leurs études respectives utilisant la tomographie, Mossop et Segall (1999), Vasco
et al. (2002) et Masterlark et Lu (2004) n’ont à disposition qu’une seule géométrie d’ac-
quisition des données InSAR pour retrouver la source des déformations. Dans la suite de
ce travail, nous allons extrapoler le formalisme de la tomographie pour pouvoir prendre en
compte des données InSAR dans diﬀérentes lignes de visée mais aussi pour pouvoir com-
biner des données de nature diﬀérentes. Supposons que nous disposons de N jeux de données
couvrant le même événement tels que des donnée InSAR dans des géométries d’acquisition
diﬀérentes ou bien des données GPS.
Si l’on souhaite prendre en compte toutes ces données dans l’inversion, alors la solution des
variations de volume des sources unitaires(Équ. 6.13 page 105) 7 sera obtenue en redéﬁnissant
les variables d (données observées), G (fonction de Green) et W (matrice de pondération)















. . . 0
0 0 αNWN
 (6.33)
où di correspond au jeu de données i, Gi et Wi correspondent respectivement à la fonction
de Green et à la décomposition de Cholesky de l’inverse de la matrice de covariance pour le
jeu de données i. αi correspond à un coeﬃcient de pondération supplémentaire permettant
de contrôler le poids respectif de chaque jeu de données : plus αi augmente, plus le jeu de
données i aura de poids dans l’inversion.
Si tous les αi sont ﬁxés à 1, alors W correspond à la matrice de covariance réelle de
l’ensemble des données. Dans ce cas, si l’on combine des données InSAR et GPS, les données
GPS qui comptent en général peu de points, n’auront que très peu d’impact sur la solution. Il
est alors préférable d’augmenter le poids des données GPS par rapport aux données InSAR
en ﬁxant les coeﬃcients de pondération αGPS pour les données GPS et αInSAR pour les
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où nInSAR et nGPS correspondent respectivement au nombre de données obtenues par InSAR
et par GPS. En général, comme nInSAR est grand devant nGPS, αInSAR sera proche de 1 et
seul le poids des données GPS sera signiﬁcativement augmenté.
Dans ce cas, il n’est plus possible d’estimer σmβ comme à l’équation 6.14
8, puisque W ne
correspond plus exactement à une matrice de pondération issue de la covariance. Cependant,
le système d’équations contient m inconnues pour m + n équations, m étant le nombre de
sources unitaires et n le nombre d’observations. Strang (1986) propose d’estimer l’écart-type




avec : mse =
dT (W TW −W TWG(GTW TWG)−1GTW TW )d
n+m−m
6.5.2 Prise en compte de correction
En InSAR, le signal de déplacement est fréquemment modiﬁé par une composante or-
bitale résiduelle pouvant être prise en compte dans le calcul de tomographie. D’autre part,
les opérations de déroulement permettent de connaître les déplacements à une constante
près (shift). Enﬁn, il est fréquent d’observer une composante atmosphérique corrélée à la
topographie dans le signal InSAR, qu’il est possible de modéliser en considérant une relation
linéaire entre l’altitude et le signal (Partie 2.2 page 30).
Toutes ces composantes peuvent être prises en compte à l’aide d’une matrice de coeﬃcient
C, déﬁnie en fonction des diﬀérentes corrections comme indiqué dans le tableau 6.4. En
considérant Gˆ = W [G,C], alors l’équation 6.13 (page 105 ou en note 7 page 131) permet de
résoudre le vecteur [m, A]T où A contient les valeurs des coeﬃcients de la correction.
Le tableau 6.4 montre la construction de C en fonction des corrections souhaitées ainsi
que le formalisme de la solution m.
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Plan orbital et shift Atmosphère corrélée Toutes les corrections
Équation de
la correction
d = ax+ by+ d d = cz d = ax+ by+ cz+ d
C






 x1 y1 z1 1... ... ... ...
xn yn zn 1

A [a, b, d]T c [a, b, c, d]T
Table 6.4 – Formulation des matrices de correction C et des vecteurs de coeﬃcients A en
fonction des corrections souhaitées. x, y et z correspondent aux coordonnées des données
observées d.
Si N jeux de données sont pris en compte, alors GˆA etmA, correspondant respectivement




Gˆ1 α1W1C1 0 0
... 0
. . . 0
GˆN 0 0 αNWNCN
 et mA = [m, A1, · · · , An]T
et il sera possible d’obtenir les coeﬃcients des corrections pour chacun des interférogrammes.
Il est par ailleurs possible de prendre en compte des modèles d’atmosphères plus complexes
qu’une simple relation linéaire entre les déplacements et l’altitude, en prenant en compte
par exemple un polynôme de degré 4 comme le proposent Beauducel et al. (2000a). Dans ce
cas, il faudra rajouter les coeﬃcients correspondants aux degré 2 à 4 dans les matrices des
coeﬃcients C1, · · · , CN .
6.5.3 Inﬂuence de l’utilisation de plusieurs géométries d’acquisi-
tion (multiswath)
Wright et al. (2004) montrent qu’il est préférable d’utiliser plusieurs angles de visée dif-
férents pour inverser les paramètres géométriques d’une source dans le cadre d’une inversion
classique. Aﬁn de vériﬁer si cela est aussi le cas lors d’une inversion par tomographie, les
déplacements provoqués par la lentille ont été inversés en prenant en compte qu’une seule
ou plusieurs lignes de visée. La tomographie est calculée dans des situations où les interféro-
grammes ont été bruités ou non avec un bruit de paramètres équivalents à ceux classiquement
mesurés sur les interférogrammes calculés au Piton de la Fournaise (Tab. 6.5).
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Lignes de visée A7 D7 A7 + D7














Sans nettoyage 84.2 1.6 81.9 2.2 80.8 1.7
Avec nettoyage 77.9 3.5 77.8 1.7 69.5 8.4
Avec bruit
Sans nettoyage 84.2 3.5 85.8 2.2 81.0 1.0
Avec nettoyage 79.3 6.4 81.4 2.4 68.9 8.3
Table 6.5 – Inﬂuence de l’utilisation de plusieurs directions de déplacement. La tomographie
est calculée pour le modèle synthétique de la lentille.
(1) χ2
3Dβ
: comparaison sur la répartition des variations de volume des sources (Équ. 6.23)
(2) χ2
Σ∆V : comparaison sur la variation de volume totale (Équ. 6.24)
Il ressort du tableau 6.5 que l’utilisation de plusieurs lignes de visée permet de mieux con-
traindre la répartition des variations de volume des sources, et ce d’autant plus en présence
de bruit.
6.5.4 Inﬂuence du sous-échantillonnage des données
Inﬂuence du nombre de données
Les déplacements synthétiques dus au modèle de lentille puis projetés dans les lignes de
visée A7 et D7 ont été sous-échantillonnés de diﬀérentes manières de telle sorte à contenir un
nombre variable de points. D’autre part, les déplacements est-ouest, nord-sud et verticaux
dus à la lentille ont été sous-échantillonnés au niveau de la localisation des stations GPS
du Piton de la Fournaise (10 stations GPS), aﬁn d’obtenir des données GPS synthétiques
réalistes (Fig. 6.11). La tomographie a ensuite été calculée à partir de ces diﬀérents sous-
échantillonnages. Pour chacun des jeux de données, le meilleur modèle obtenu a été nettoyé
aﬁn de ne garder que les principales sources unitaires.
À partir des résultats obtenus, la variation de volume totale Σ∆V des sources unitaires
et leur écart-type total σΣ∆V ont été calculés aﬁn de comparer les résultats à la variation de








Le tableau 6.6 montre que quel que soit le nombre de points de données utilisé, la tomo-
graphie permet de retrouver la géométrie de la source (χ23Dβ < 60%), mais aussi d’estimer
convenablement sa variation de volume (χ2Σ∆V < 6%, Σ∆V proche du ∆V de la source
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364 365 366 367 368 369
Est (km)
364 365 366 367 368 369
Est (km)
364 365 366 367 368 369
Est (km)
Configuration à 1828 points
(914 points par LOS)
Configuration à 400 points
(200 points par LOS)
Configuration à 150 points
(75 points par LOS)
Configuration à 30 points
(10 points par LOS)
Figure 6.11 – Inﬂuence du nombres de points de sous-échantillonnage. Les tomographies
calculées avec les conﬁgurations à 1828, 400 et 150 points ont été calculées à partir de deux jeux
de données dans deux lignes de visées diﬀérentes. La tomographie calculée avec la conﬁguration
à 30 points a été calculée à partir de 3 jeux de données, correspondants aux 3 composantes de
déplacements enregistrables par le réseau GPS du Piton de la Fournaise.
nb LOS (1)
nb pts







Modèle synthétique - - 348×103 - - -
InSAR 914(5) 2 1828 366×103 5.97×103 43.3 5.0
InSAR 400 2 800 364×103 6.13×103 50.5 4.4
InSAR 150 2 300 367×103 11.13×103 43.3 5.2
équivalent GPS 3 30 339×103 26.84×103 59.4 2.65
Table 6.6 – Inﬂuence du nombre de données. Les résultats sont donnés après nettoyage.
(1) nb LOS et nb pts total : nombre de lignes de visée et de points de sous-échantillonnage
(2) Σ∆V et σΣ∆V : somme et écart-type des variations de volume des sources unitaires
(3) χ2
3Dβ
: comparaison sur la répartition des variations de volume des sources en % (Équ. 6.23)
(4) χ2
Σ∆V : comparaison sur la variation de volume totale en % (Équ. 6.24)
(5) jeux de données utilisés dans les parties précédentes
initiale). Cependant, on remarque que plus le nombre de données est important, plus σΣ∆V
diminue. Dès lors, plus les données contiendront de points, plus l’estimation de la variation
de volume totale de la source sera précise.
La tomographie calculée à partir des données GPS synthétiques montre qu’il est possible
d’estimer convenablement la géométrie de la source ainsi que sa variation de volume avec un
nombre très réduit de données.
Inﬂuence du type de sous-échantillonnage
Les données de déplacement synthétiques dues au modèle de lentille projetées dans les
lignes de visée A7 et D7 ont été sous-échantillonnées à partir d’une grille circulaire, d’une
grille régulière ou bien par quadtree, en veillant à ce que tous les sous-échantillonnages
contiennent un nombre similaire de points (Fig. 6.12). Puis la tomographie a été calculée
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dans chacune des situations. Le meilleur modèle obtenu a ensuite été nettoyé. Le tableau 6.7
montre les résultats de la tomographie pour chaque sous-échantillonnage.
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Figure 6.12 – Types de sous-échantillonnage. Chaque sous-échantillonnage contient approxi-
mativement le même nombre de points.
nb LOS (1)
nb pts







Modèle synthétique - - 348×103 - - -
InSAR circle (5) 2 1828 366×103 5.97×103 43.3 5.0
InSAR quadtree 2 1700 368×103 5.15×103 48.8 5.08
InSAR regular 2 1680 348×103 3.3×103 45.8 0.43
Table 6.7 – Inﬂuence du type de sous-échantillonnage. Les résultats sont donnés après net-
toyage.
(1) nb LOS et nb pts total : nombre de lignes de visée et de points de sous-échantillonnage
(2) Σ∆V et σΣ∆V : somme et écart-type des variations de volume des sources unitaires
(3) χ2
3Dβ
: comparaison sur la répartition des variations de volume des sources en % (Équ. 6.23)
(4) χ2
Σ∆V : comparaison sur la variation de volume totale en % (Équ. 6.24)
(5) jeux de données utilisés dans les parties précédentes
Le tableau 6.7 montre que toutes les méthodes de sous-échantillonnage permettent de
retrouver la géométrie de la source (χ23Dβ < 50%), mais aussi d’estimer convenablement sa
variation de volume (χ2Σ∆V < 6%, Σ∆V proche du ∆V de la source initiale). Cependant, le
sous-échantillonnage à partir d’une grille régulière donne une estimation de la variation de
volume légèrement plus juste (χ2Σ∆V proche de 0%) et plus précise (σΣ∆V le plus faible) que
les autres types de sous-échantillonnage.
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6.6 Inﬂuence du bruit dans les données
6.6.1 Inﬂuence du bruit lors de la recherche du β optimal
Les jeux de données synthétiques obtenus à partir du modèle synthétique de tore ont
été dégradés en injectant un bruit censé reproduire les eﬀets atmosphériques. Ces bruits
sont caractérisés par une distance de corrélation identique (500 m) (Fukushima et al., 2005)
mais des variances diﬀérentes, s’étalant de 10−7 m2 (bruit négligeable) à 10−2.4 m2 (bruit
40 fois plus important que le bruit moyen mesuré sur les interférogrammes du Piton de la
Fournaise). Pour chaque variance du bruit, on cherche le modèle optimum. La ﬁgure 6.13
montre les courbes du misﬁt ou de la fonction de Non-prédictibilité NP
loo
(calculée par méthode
Leave One Out, LOO) en fonction de la rugosité, ainsi que la valeur de la rugosité, la valeur
de la fonction NP
loo




























































































Figure 6.13 – Inﬂuence du bruit sur la recherche du meilleur modèle. –a– Relation entre le
misﬁt en fonction de la rugosité, et la valeur de la fonction de Non-Prédictibilité NP
loo
(calculée
par méthode LOO) en fonction de la rugosité, pour diﬀérentes valeurs de la variance du bruit
ajouté aux données. –b– Les 3 courbes présentent la valeur de la rugosité, de NP
loo
et de β des
meilleurs modèles (minimisant la fonction NP
loo
) pour diﬀérentes valeurs de la variance du bruit.
Plus le bruit est important, plus la courbe du misﬁt en fonction de la rugosité s’aplatit
et moins le minimum des fonctions de Non-prédictibilité NP
loo
est marqué. Le meilleur modèle
est donc plus diﬃcile à trouver.
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La valeur du β des meilleurs modèles et la variance du bruits ne sont pas reliées entre
elles : la présence de bruit ne semble donc pas modiﬁer la valeur du β correspondant au
meilleur modèle. La valeur de la rugosité du meilleur modèle semble légèrement corrélée
à la variance du bruit. Cependant, cette corrélation est assez chaotique. En revanche, la
valeur de NP
loo
est fortement corrélée à la variance du bruit. Ce résultat est la conséquence de
l’aplatissement des courbes représentant la valeur de NP
loo
en fonction de la rugosité.
La présence de bruit dans les données ne modiﬁe pas la position du minimum de la
fonction de Non-prédictibilité, ni la valeur du β pour lequel ce minimum est atteint. La seule
inﬂuence du bruit réside dans la profondeur du minimum de la fonction de Non-prédictibilité.
6.6.2 Inﬂuence du bruit lors de la simpliﬁcation
Nous cherchons maintenant à savoir si la présence de bruit dans les données inﬂue sur la
simpliﬁcation du meilleur modèle. Les meilleurs modèles obtenus dans la partie précédente,









































































































Figure 6.14 – Inﬂuence du bruit sur la simpliﬁcation du meilleur modèle. –a– Relation entre
le critère d’Akaike AIC et le nombre de sources en fonction de la variance du bruit des données.
–b– Relation entre le critère d’Akaike AIC et la variance du bruit des données. –c– Relation
entre le nombre de sources du modèle simpliﬁé et la variance du bruit des données.
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La ﬁgure 6.14 a montre la relation entre le critère d’Akaike AIC et le nombre de sources
en fonction de la variance du bruit. Les minima des courbes ne correspondent pas au même
nombre de sources, le bruit présent dans les données a donc une inﬂuence sur la simpliﬁcation
du meilleur modèle.
La ﬁgure 6.14 c précise cette relation : plus la variance du bruit est importante, moins
le modèle est complexe, c’est à dire qu’il nécessite moins de sources. Il semble exister une
relation linéaire entre le nombre de sources et la variance du bruit. Des données contenant
beaucoup de bruit donneront donc un modèle plus simple que des données contenant peu de
bruit.
6.7 Inﬂuence de la discrétisation sur la reconstruction
du champ de déplacement
6.7.1 Erreur induite par la reconstruction du champ de déplace-
ment sur l’estimation de la variation de volume
La tomographie est basée sur le principe de superposition (Partie 6.1.3 page 102). En
d’autres termes, ce principe sous-entend qu’une source massive de géométrie quelconque est
discrétisable par des sources unitaires. La discrétisation du sous-sol en sources unitaires doit
donc permettre de retrouver une discrétisation de la source initiale (Fig. 6.1). On peut donc
se demander si les déplacements reconstruits à partir d’une version discrétisée d’une source
sont vraiment équivalents aux déplacements provoqués par la source.
Pour répondre à cette question, il convient dans un premier temps de quantiﬁer les
diﬀérences entre les déplacements dus à une source massive et par une version discrétisée
de cette source. Nous étudierons ensuite l’inﬂuence de la ﬁnesse de la discrétisation de la
source massive sur la qualité de la reconstruction des déplacements. Cette étude sera basée
sur les déplacements provoqués par une source synthétique dont on connaît la géométrie et
la variation de volume.
Modèle synthétique et discrétisation
Les déplacements dus à une source massive de géométrie complexe (un tore) subissant
une variation de volume ∆Vtore sont calculés à l’aide du modèle numérique MBEM (Cayol et
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Cornet, 1997). Le tore a un grand rayon de 1900 mètres, un petit rayon de 150 mètres et son
centre est à -1400 mètres sous la topographie (Fig. 6.15). Ces déplacements sont notés dtore.
Cette géométrie de source n’a pas forcément de réalité géologique mais elle est suﬃsamment
complexe pour permettre d’éviter les biais dus à des sources de géométrie trop simples telles
qu’une sphère ou un cube. En eﬀet, les déplacements provoqués par de telles géométries de
source pourraient être convenablement reproduits par une seule source ponctuelle.
Discrétisationen sources ponctuelles Discrétisation en cubes jointifs
Figure 6.15 – Discrétisation du tore par des sources ponctuelles (à gauche) ou des cubes
jointifs (à droite). Dans cet exemple, le pas de discrétisation est de 166 mètres.
Une grille de sous-échantillonnage régulière de pas = 166 mètres permet de discrétiser le
tore. Les noeuds de la grille déﬁnissent la position des sources unitaires. On suppose que la
meilleure discrétisation du tore est celle pour laquelle les n sources unitaires localisées dans
le volume occupé par le tore s∈tore subissent une variation de volume de ∆Vtoren , les autres
sources s/∈tore ne variant pas de volume sont éliminées.
Nous proﬁterons de cette étude pour comparer deux modèles directs, le modèle de sources
ponctuelles et le modèle de sources cubiques d’Okada. L’annexe B.4 présente les équations
permettant le calcul des déplacements avec ces deux modèles. Les noeuds de la grille seront
donc occupés par des sources ponctuelles ou par des sources cubiques d’Okada, de côté égal
au pas de sous-échantillonnage. Dans ce cas, les cubes sont jointifs (Fig. 6.15).
Comparaison des reconstructions obtenues avec des sources ponctuelles et cubes
d’Okada
On cherche dans ce paragraphe à déterminer si une discrétisations du tore par des sources
unitaires permet de reproduire convenablement les déplacements dtore dus au tore. Ces
derniers, calculés par le modèle numérique MBEM serviront de référence (Fig. 6.16). En
d’autres termes, on cherche à vériﬁer si la variation de volume du tore, répartie sur l’ensem-
ble des sources unitaires, permet de reconstruire convenablement les déplacements.
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fj(1) = ∆Vtored1Σs (6.37)
où sj∈tore correspond aux n sources unitaires localisées dans le tore, ∆Vtore est la variation
de volume du tore et f est la fonction permettant de calculer les déplacements dus à une
source unitaire pour une variation de volume égale à 1. d1Σs correspond à la somme des
déplacements provoqués par les sources unitaires, pour une variation de volume unitaire, et
f correspond donc soit au modèle de cube d’Okada, soit au modèle de source ponctuelle.
Un calcul de misﬁt nous permet de comparer les déplacements dtore calculés pour le
modèle synthétique du tore et ceux obtenus par reconstruction dΣs :
χ2 =
(dtore − dΣs)T (dtore − dΣs)
dTtoredtore
× 100 (6.38)
La ﬁgure 6.16 montre que les déplacements calculés avec une discrétisation de type sources
ponctuelles donne des déplacements équivalents à ceux obtenus avec le modèle d’Okada.
D’autre part, la forme des déplacements reconstruits est similaire à celle obtenue avec le
modèle numérique MBEM. Cependant, les amplitudes des déplacements ne sont pas iden-
tiques dans les deux situations.
Inversion de la variation de volume à partir du champ de déplacement
Pour cette même discrétisation, on cherche ensuite à vériﬁer si la variation de volume
initiale ∆Vtore, répartie sur l’ensemble des sources unitaire, est celle qui permet la meilleure
reconstruction des déplacements initiaux. On cherche donc la variation de volume totale
optimale ∆Vopt permettant de minimiser le misﬁt entre dtore et ∆Voptd1Σs. ∆Vopt peut être






La reconstruction optimale est donc obtenue par ∆Voptd1Σs puis comparés aux déplace-
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Distance au centre (m) Distance au centre (m)
Déplacements est-ouest Déplacements verticaux
Figure 6.16 – Déplacements calculés pour le tore, ou pour une version discrétisée du tore par
2573 sources unitaires. Les déplacements dus à chaque source unitaire sont calculés soit avec
un modèle de source ponctuelle, soit à l’aide d’un modèle de cube d’Okada.











































Distance au centre (m) Distance au centre (m)
Déplacements est-ouest Déplacements verticaux
MBEM (référence) Ponctuel : c2 = %0.1853 Okada : c2 = %0.1853
Figure 6.17 – Déplacements calculés pour le tore, ou pour une version discrétisée du tore par
2573 sources unitaires. Les déplacements dus à la version discrétisée du tore sont calculés soit
avec un modèle de source ponctuelle, soit à l’aide d’un modèle de cube d’Okada, en prenant
en compte une variation de volume optimale des sources unitaires, permettant de reconstruire
le plus ﬁdèlement possible les déplacements dus au tore.
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Dès lors, si la variation de volume optimale ∆Vopt est égale à la variation de volume initale
du tore ∆Vtore, alors la reconstruction optimale correspondra à celle pour laquelle ∆Vtore est
répartie de manière uniforme sur toutes les sources unitaires (présentée à la ﬁgure 6.16).
La ﬁgure 6.17 montre les reconstructions optimale pour un modèle de déformation de
type source ponctuelle ou cube d’Okada. Ces deux reconstructions sont très similaires entre
elles, mais sont clairement diﬀérentes de celles présentés ﬁgure 6.16 et sont plus proches des
déplacements dus aux tores. Les misﬁts trouvés sont plus faibles que précédemment. Dès lors,
∆Vopt ne correspond pas à ∆Vtore. Il ne suﬃt donc pas de répartir la variation de volume
totale de la source initiale sur l’ensemble des sources unitaires pour obtenir le modèle le plus
ressemblant.
Implications pour la tomographie
Une discrétisation donnée ne permettra donc pas de reproduire parfaitement les déplace-
ments dus à la source initiale. Dans le cadre de la tomographie, on cherche à retrouver la
variation de volume des sources unitaires à partir des déplacements observés. Dès lors, la
variation de volume optimale, reproduisant au mieux le champ de déplacement initial, ne
correspond pas exactement à la variation de volume initiale. La tomographie pourra amener
à une légère surestimation de l’ordre de quelques pourcents de la variation de volume des
sources unitaires
6.7.2 Inﬂuence de la ﬁnesse de la discrétisation sur la reproduction
du champ de déplacement
Cas de grilles ﬁxes de pas variable
En général, plus une discrétisation est ﬁne, meilleure est l’approximation du phénomène
visé. On cherche dans ce paragraphe à déterminer l’inﬂuence de la ﬁnesse de la discrétisation
sur la reconstruction des déplacements dûs au tore (Fig. 6.15).
Plusieurs grilles de sous-échantillonnage de pas variable et centrées sur le tore ont été
créées. Pour chaque discrétisation, les sources incluses dans le tore sont gardées, les autres
sont éliminées. Les déplacements dus à la source discrétisée sont reconstruit comme indiqué
à l’équation 6.37 en prenant le cube d’Okada comme modèle de déformation. Toutes les
144 CHAPITRE 6. TOMOGRAPHIE DE DÉPLACEMENTS
sources sont jointives, les centres des sources coïncident avec les nœuds de la grille et leur
variation de volume est 1
n
∆Vtore.
Enﬁn un misﬁt exprimé en % est calculé aﬁn de comparer les déplacements dus au tore
et la reconstruction à partir des sources d’Okada, en prenant les déplacements dus au tore
comme référence (Équ. 6.38 9).
La ﬁgure 6.18 montre la relation entre le misﬁt et le nombre de sources considéré pour
chaque discrétisation, et ne fait pas apparaître de tendance claire entre les deux variables.



























Figure 6.18 – Misﬁt en fonction
du nombre de sources unitaires. Le
misﬁt est calculé entre les déplace-
ments obtenus par le modèle numérique
MBEM pour le tore, et les déplace-
ments calculés pour diﬀérentes discréti-
sations. Les déplacements dus aux dif-
férentes discrétisations sont calculés avec
un modèle de cube d’Okada.
Cas de grilles variant en z et de pas variable
La position de la grille peut déterminer le nombre de sources prises en compte dans la
discrétisation, et perturber l’alignement entre les sources sélectionnées et le tore. On cherche
à comprendre si un décalage de la grille peut perturber de manière signiﬁcative la qualité de
la discrétisation et inﬂuencer la reconstruction du signal.
De la même manière que précédemment, plusieurs grilles de pas variables sont créées,
et des sources d’Okada (∆V = 1
n
∆Vtore) sont utilisées pour le calcul des déplacements.
Cependant, pour chaque pas de grille, on calcule les déplacements pour plusieurs translations
verticales de la grille, ce qui peut faire varier de manière importante le nombre de sources
sélectionnées pour le calcul des déplacements (Fig. 6.19).
9. Le misﬁt en % est donné par :
χ2 =
(dtore − dmod)T (dtore − dmod)
dTtoredtore
× 100
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Pas: 400 mètres
décalage z = 50 m décalage z = 100 m
Pas : 200 mètres






































Figure 6.19 – Diﬀérentes discrétisation du tore en fonction du pas de discrétisation et du
décalage de la grille de discrétisation. A pas constant, les discrétisations peuvent contenir un
nombre très variable de sources, en fonction du décalage en z de la grille, qui peut faire sortir
ou entrer des sources dans le tore.
Enﬁn, un misﬁt simple en % est calculé entre les déplacements reconstruits et les dé-
placements dus au tore (Équ. 6.38 page 141) modélisés par le modèle numérique MBEM. La
ﬁgure 6.20 montre que pour les pas de discrétisation élevés, c’est-à-dire quand la source est
discrétisée par un faible nombre de sources unitaires, il existe une forte variabilité du misﬁt
en fonction du nombre de sources. Plus le pas de discrétisation diminue, plus la discrétisation
fait intervenir de sources et plus la variabilité du misﬁt diminue.
Les sous-ﬁgures de la ﬁgure 6.20 montrent que la variabilité du misﬁt est périodique pour
un pas donné. La période observée a la valeur du pas considéré. La variabilité du misﬁt n’est
donc que la conséquence du décalage en z imposé à la grille de discrétisation.
Par ailleurs, pour chacune de ces discrétisations, on cherche la variation de volume op-
timale permettant de reconstruire le plus ﬁdèlement possible les déplacements dus au tore
(Équ 6.39 page 141) . De même, un misﬁt en % est calculé entre les déplacements initiaux
et les reconstructions obtenues pour les variations de volume optimales 10
Pour des déplacements reconstruits en recalculant la variation de volume optimale, le
misﬁt atteint des valeurs très basses dès les discrétisations ne prenant en compte qu’une
cinquantaine de points (Fig. 6.21). Ceci indique que des discrétisations diﬀérentes repro-
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Figure 6.20 – Misﬁt entre déplacements dus au tore et déplacements pour diﬀérentes discréti-
sations du tore. –a– Les discrétisations varient en fonction de deux paramètres : pas de la grille,
et du décalage en z de la grille. Le décalage en z de la grille a pour conséquence de réduire ou
d’augmenter le nombre de sources impliquées dans la discrétisation du tore (Fig. 6.19). Pour
chacune des discrétisations obtenues, on compte le nombre de sources unitaires, puis on calcule
un misﬁt en % entre les déplacements provoqués par la discrétisation du tore et les déplace-
ments du tore calculés par le modèle numérique MBEM. Les rectangles noirs regroupent toutes
les discrétisations ayant le même pas. –b– Relation entre misﬁt et décalage en z de la grille. Ces
courbes montrent qu’il existe une périodicité du misﬁt en fonction du décalage de la grille pour
un pas donné. Cette périodicité est de période égale au pas de la grille. Les chiﬀres indiquent
le nombre de sources pour chaque discrétisation.
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Figure 6.21 – Misﬁt entre déplacements dus au tore et reconstruction pour une variation de
volume optimale, pour diﬀérentes discrétisations du tore. Les discrétisations varient en fonction
du pas de la grille, et du décalage en z de la grille.
6.7. DISCRÉTISATION ET RECONSTRUCTION DES DÉPLACEMENTS 147
duisent bien la forme des déplacements mais moins bien leur amplitude. Dans le cadre de la
tomographie, l’estimation du ∆V de la source ne sera pas forcément bien estimé, même si
les déplacements sont bien reproduits.
Conclusion
Plus la discrétisation est ﬁne, plus les déplacements dus à la version discrétisée de la source
se rapprochent des déplacements calculés par le modèle numérique MBEM. Dans le cas du
tore, une discrétisation de la source massive par 50 sources unitaire permet de reproduire
99% des déplacements initiaux. Cependant, une discrétisation trop faible du milieu pourra
entraîner une erreur sur l’estimation du ∆V de l’ordre de quelques %. Dans le cadre de la
tomographie, il sera donc seulement nécessaire de discrétiser le milieu pour faire en sorte
qu’au moins une cinquantaine de sources unitaires se trouvent eﬀectivement dans la source
initiale.
La tomographie nécessite de stocker en mémoire vive les matrices G et L et d’inverser la
matrice GTG + β2L2. Cette dernière est de dimension n × n où n est le nombre de sources
unitaires dans la discrétisation du sous-sol. Cette inversion doit être réalisée pour chaque β à
tester. Pour une grille de sous-échantillonnage contenant de 8000 à 10000 sources unitaires, le
temps nécessaire à cette inversion commence à être trop long (de l’ordre de 5 minutes) pour
être répété de nombreuses fois. Un bon compromis consiste à utiliser une grille contenant
entre 3000 et 8000 sources unitaires.
6.7.3 Inﬂuence de la position de la source massive sur la qualité
de la discrétisation
Le principe de Saint-Venant nous indique que les détails de la forme d’une source sont
d’autant plus inﬂuents sur la forme des déplacements que la source est superﬁcielle. Ce
principe nous amène à nous demander si la position de la source, par rapport à la surface,
est un paramètre important à prendre en compte pour déterminer le pas de discrétisation à
utiliser.
Pour répondre à cette question, les déplacements dus au tore ont été calculés pour dif-
férentes profondeurs du toit du tore. Dans chaque cas, un misﬁt en % a été calculé entre les
déplacements de référence donnés par la modélisation numérique et les déplacements obtenus
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pour deux discrétisations diﬀérentes, calculées soit à l’aide d’un modèle de source ponctuelle,
soit à l’aide d’un modèle d’Okada.


















































Figure 6.22 – Déplacements cal-
culés pour diﬀérentes profondeurs
du toit du tore, et pour diﬀérentes
discrétisations du tore. Les calculs
des déplacements discrétisés sont
réalisés soit à l’aide d’un modèle de
source ponctuelle, soit à l’aide d’un
modèle de cube d’Okada. Le mis-
ﬁt est calculé en référence aux dé-
placements obtenus avec le modèle
numérique MBEM .
La qualité de la reproduction de déplacements par discrétisation dépend de la profondeur
de la source : plus la source est profonde, moins il est nécessaire de discrétiser ﬁnement la
source initiale. Au contraire, plus la source est superﬁcielle, plus il est nécessaire de discrétiser
ﬁnement pour reproduire les déplacements initiaux (Fig. 6.22).
Les deux modèles de déformation donnent des résultats très similaires, quelle que soit la
profondeur de la source. L’annexe B.4.3 présente une étude complémentaire où l’on montre
que les deux modèles peuvent donner des résultats légèrement diﬀérents si les sources uni-
taires sont très superﬁcielles et disposées sur un seul niveau, mais les diﬀérences sont de plus
en plus faibles si le calcul fait intervenir des sources disposées sur plusieurs niveaux. Dans le
cas de la discrétisation du tore, les sources ponctuelles sont disposées sur plusieurs niveaux,
permettant aux deux modèles de donner des déplacements similaires, même si le toit du tore
est très proche de la topographie.
Dans le cadre de la tomographie, avoir un a priori sur la profondeur de la source peut
permettre de choisir une grille de sous-échantillonnage adaptée au cas étudié.
6.7.4 Comparaison entre modèle d’Okada et modèle numérique
en présence d’une topographie
Nous avons vu qu’il est possible de prendre en compte la topographie en utilisant un
modèle numérique de type MBEM pour le calcul de la matrice des fonctions de Green G.
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L’une des limites à l’utilisation d’un modèle numérique pour le calcul de G est le temps de
calcul : comme il est nécessaire de calculer pour chaque source unitaire les déplacements
qu’elle provoque sur la topographie, le temps de calcul de la matrice des fonctions de Green
peut durer plusieurs jours (3 jours pour une grille contenant 6000 sources).
D’autre part, le modèle de déformation de cube d’Okada est valide si l’on calcule les
déplacements sur une topographie plane, et ne devrait donc pas être utilisé lorsque la to-
pographie de la zone étudiée n’est plus négligeable (Partie 6.2.2). Il est malgré tout possible
d’approximer la présence de la topographie en prenant en compte la diﬀérence d’altitude
entre les points de la topographie et le centre des sources (voir annexe B.4). L’utilisation
d’un modèle de cube d’Okada pour générer la matrice G permet de réduire signiﬁcativement
le temps de calcul, qui ne dure que quelques minutes (4 minutes pour une grille de 6000
sources).
Il est donc avantageux, en termes de temps de calcul, de construire la fonction de Green
G à partir d’un modèle de cube d’Okada même en présence d’une topographie importante.
Il apparaît alors nécessaire de quantiﬁer les erreurs sur la répartition et l’estimation des ∆V
lorsque l’on utilise un modèle de cube d’Okada.
Le tableau 6.8 synthétise les résultats de tomographie obtenus pour le tore et la lentille
en utilisant une fonction de green générée soit à l’aide d’un modèle numérique, soit à l’aide
d’un modèle de cube d’Okada.
Avant simpliﬁcation (%) Après simpliﬁcation (%)





Tore MBEM 80.9 1.5 69.1 9.1
cube d’Okada 83.0 49.2 74.4 51.1
Lentille MBEM 66.2 37.1 43.3 5.0
cube d’Okada 69.0 26.2 54.3 24.0
Table 6.8 – Inﬂuence du modèle direct de déplacement. La fonction de Green est construite à
l’aide d’un modèle numérique (MBEM) puis à l’aide d’un modèle de cube d’Okada.
(1) χ2
3Dβ
: comparaison sur la répartition des variations de volume des sources en % (Équ. 6.23)
(2) χ2
Σ∆V : comparaison sur la variation de volume totale % (Équ. 6.24)
Il apparaît que l’indice χ23Dβ est relativement similaire quel que soit le modèle utilisé, ce
qui indique que la position de la source est convenablement retrouvée avec les deux méthodes.
La méthode numérique reste malgré tout toujours meilleure que la méthode analytique. En
ce qui concerne l’indice χ2Σ∆V , le misﬁt obtenu par méthode analytique est 5 fois plus élevé
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qu’avec la méthode numérique. Ceci indique que l’on estimera moins bien les variations de
volume des sources unitaires en utilisant un modèle analytique.
6.8 Conclusions et perspectives
La méthode de tomographie de déplacements telle que nous la proposons, permet de
retrouver la position, la géométrie et la variation de volume de la ou des sources à l’origine
de la déformation, sans avoir besoin de faire d’a priori ni sur la géométrie des sources ni
sur leur nombre. Cette méthode permet aussi de prendre en compte la topographie, que la
fonction de Green ait été construite à l’aide d’un modèle numérique ou à l’aide d’un modèle
de cube d’Okada. En revanche, la variation de volume des sources ne pourra être bien estimée
que si la fonction de Green est calculée à l’aide d’un modèle numérique.
Nous avons proposé l’utilisation d’un opérateur Laplacien construit de sorte que la régu-
larisation spatiale de la répartition des variations de volume soit faite dans les 3 directions
de l’espace. Ce type de construction pourrait alors favoriser des répartitions des variations
de volume spatialement isotropes. L’exemple du tore montre qu’il est malgré tout possible
de retrouver des géométries complexes. Il serait cependant possible de construire l’opérateur
Laplacien de manière à favoriser la régularisation dans un plan ou une direction donnée.
D’autre part, l’utilisation de modèles de source ponctuelle ou de cube d’Okada pour le
calcul de la fonction de Green est bien adaptée à la recherche des caractéristiques de sources
massives telles que des chambres magmatiques. Un développement possible de la méthode
serait de construire la fonction de Green à l’aide d’un autre modèle de déformation aﬁn de
pouvoir retrouver la géométrie de sources planaires ou subissant un cisaillement, telles que
des dykes ou des plans de failles.
La méthode de tomographie permet d’obtenir un résultat en un temps relativement court,
en comparaison à la procédure d’inversion NA-MBEM (de l’ordre d’une heure pour une
tomographie basée sur un sous-échantillonnage du sous-sol par 4000 sources, pour environ
une semaine pour une inversion par méthode NA-MBEM, basée sur une inversion de 7
paramètres). D’autre part, nous avons vu que la tomographie permet de retrouver la position
d’une source à partir de très peu de données de déplacements. Ces deux avantages, faible
durée du calcul et possibilité de prendre en compte peu de données, permettent de proposer la
tomographie de déplacements comme outils pour la surveillance des déformations d’édiﬁces
volcanique. Elle pourrait permettre d’obtenir un premier aperçu de la position de la source à
l’origine de la déformation en temps quasi réel à partir de données GPS acquises en continu.
Troisième partie
Étude de l’éruption d’avril 2007 du
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Chapitre 7
Transferts de magmas associés à
l’éruption d’avril 2007 du Piton de la
Fournaise
Résumé
L’éruption d’avril 2007 du Piton de la Fournaise s’est déroulée en deux temps, avec une
première émission de lave à la base du cône central le 30 mars, puis l’ouverture d’une seconde
ﬁssure éruptive le long du rempart du Tremblet. Entre le 5 et le 7 avril, le cratère sommital s’est
eﬀondré sur plus de 300 mètres. Les données de déformation InSAR montrent que le cône central
ainsi que le ﬂanc est se sont fortement déformés durant cette éruption et que les déplacements se
sont poursuivis plus d’un an après la ﬁn de l’éruption. L’analyse couplée des données InSAR et
GPS permet de distinguer plusieurs processus à l’origine des déformations du cône central, tels que
l’injection du dyke de mars, la vidange d’un réservoir magmatique localisé sous le cône, mais aussi
le drainage d’un système hydrothermal ainsi que la compaction d’une colonne de roche suite à
l’eﬀondrement. Les déplacements des Grandes Pentes n’ont été suivis que par InSAR. Ces données
permettent de supposer que le ﬂanc s’est déstabilisé le 30 mars, et que cette déstabilisation a été
accompagnée du remplissage d’un réservoir temporaire superﬁciel localisé sous le ﬂanc est. La
vidange de ce réservoir serait à l’origine de l’éruption d’avril. Enﬁn, après sa déstabilisation, le
ﬂanc reviendrait progressivement vers un nouvel état d’équilibre.
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7.1 Synopsis de l’éruption d’avril 2007 du Piton de la
Fournaise (Île de la Réunion)
L’éruption sommitale qui a commencé le 30 août 2006 s’est terminée le 1er janvier 2007,
et a été la plus longue depuis l’éruption de mars 1998. La sismicité enregistrée au niveau du
Piton de la Fournaise a repris à la ﬁn du mois de janvier, annonçant une nouvelle éruption.
Du 1er janvier au 18 février, les inclinomètres ont enregistré une augmentation de pente dans
la partie nord de l’Enclos Fouqué. Le 18 février à 12h15 TU (Temps Universel), 97 séismes
ont été enregistrés en 12 minutes sous le sommet et une ﬁssure s’est ouverte à 12h40 au
sommet du Piton, traversant d’est en ouest le cratère Dolomieu. Après 8 heures d’activité
eﬀusive et l’émission de moins de 1 Mm3 de lave, le trémor éruptif a disparu à 22 heures. Au
cours de l’éruption, le cratère Dolomieu a été complètement rempli par la lave, qui a ﬁni par
déborder côté est à la ﬁn de l’éruption (Massin, 2009).
Durant la semaine suivant cette éruption, aucun séisme n’a été enregistré, mais l’inﬂation
du sommet amorcée au début de l’éruption a continué et a été enregistrée par GPS : la station
BORg s’est déplacé de 1,5 cm vers l’ouest entre le 20 février et le 30 mars (Fig. 7.1). La
sismicité a repris le 28 février, puis une nouvelle crise sismique s’est déclarée le 30 mars à
16h23 TU sous le nord-est du sommet, se décalant vers le sud-est. Une ﬁssure éruptive s’est
ouverte à 19h00 TU à 1900 mètres d’altitude sur le ﬂanc sud-est du cône, produisant une
coulée de lave aphyrique. Cette éruption a pris ﬁn quelques heures après, le 31 mars à 5h15
TU, et aura émis un volume de lave inférieur à 1Mm3 (Massin, 2009).
Les déformations enregistrées pendant les 15 premières minutes de la crise sismique mon-
trent une inﬂation généralisée du sommet (BORg se déplace de 3,5 cm vers l’ouest), suivie
par une déﬂation du sommet alors que les GPS de la base du cône (FJSg, FORg, FERg) ont
enregistré des déplacements vers le sud-est (Peltier et al., 2009b; Staudacher et al., 2009). Ces
déplacements sont interprétés par Peltier et al. (2009b) comme la déformation générée par
l’injection d’un même dyke, alimentant d’abord l’éruption de mars puis l’éruption d’avril.
L’éruption proximale du 30 mars n’a arrêté ni la sismicité, ni la déﬂation du sommet,
visible sur tous les GPS sommitaux (Peltier et al., 2009b; Staudacher et al., 2009). À partir
du 31 mars, la sismicité sous le sommet s’intensiﬁe et une troisième phase éruptive débute le
2 avril à 6h00 TU. L’éruption est distale et la ﬁssure éruptive est localisée dans la partie sud
du Grand Brûlé à 550 mètres d’altitude, à une centaine de mètres du Rempart du Tremblet.
La lave émise est alors aphyrique et elle rejoint la mer rapidement. Du 2 au 5 avril, la
sismicité, le trémor et le débit de lave s’intensiﬁent.
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Le 5 avril à 20h49 TU, un événement sismique de magnitude 3.2 s’est produit sous le
sommet (Michon et al., 2011). Ce séisme est accompagné d’une déﬂation importante, du-
rant une minute, enregistrée par inclinométrie puis suivie par une déﬂation de deux minutes
(Staudacher et al., 2009). Cet événement marque le début d’une série de 44 cycles d’inten-
siﬁcation du trémor provenant du sommet du volcan (Michon et al., 2011) : chaque cycle
est caractérisé par une augmentation de l’amplitude du trémor accompagnée par une déﬂa-
tion du sommet jusqu’au déclenchement d’un événement sismique de forte amplitude couplé
à une brutale inﬂation sommitale (Fig. 7.2)(Staudacher et al., 2009; Michon et al., 2007,
2011). La ﬁn de la plupart des cycles est marquée par l’émission d’un nuage de cendres ou
de poussières au sommet du volcan et par une chute brutale de l’amplitude du trémor. La
fréquence de ces cycles augmente progressivement du 5 au 6 avril : les cycles durent deux
heures le 5 avril puis une trentaine de minutes en ﬁn de journée le 6 avril, avant de devenir
de moins en moins marqués et plus irréguliers. Le phénomène s’arrête le 7 avril.
Cette cyclicité du trémor et de la déformation accompagne l’eﬀondrement du Dolomieu
sur 340 mètres de hauteur (Staudacher et al., 2009). Le volume de l’eﬀondrement est estimé
à 110 Mm3 par Urai et al. (2007) à partir d’images ASTER. L’eﬀondrement est corrélé à
une forte augmentation de la hauteur des fontaines de lave (Michon et al., 2007; Staudacher
et al., 2009) puis à une émission d’océanites.
À la suite de l’eﬀondrement, l’intensité du trémor diminue progressivement. Le 10 avril
à 10h00 TU, le trémor éruptif a pratiquement disparu. L’éruption reprend six heures après,
accompagnée par un trémor irrégulier et par l’émission de gaz pistons du 15 au 19 avril,
pendant lesquels le débit de lave est estimé à plus de 200 m3.s-1. Cette éruption de 27 jours
s’est terminée le 29 avril avec l’émission de picrite.
Le volume de la coulée est estimé à 90 Mm3 pour sa partie aérienne (Staudacher et al.,
2009) et à 90 Mm3 pour sa partie sous-marine (Saint-Ange, 2009), soit un volume total de
180 Mm3, ce qui représente le plus grand volume de lave émis pendant la période historique
de l’activité du Piton de la Fournaise. L’eﬀondrement a été suivi d’une sismicité profonde,
pouvant atteindre -7 km au début du mois de mai. Cette sismicité s’est prolongée après la
ﬁn de l’éruption. Plusieurs séismes locaux ont été enregistrés sous la partie sud-ouest de la
Réunion, l’un d’eux ayant eu une magnitude de 3,6 le 26 août.
Le 11 mai, l’OVPF (Observatoire Volcanologique du Piton de la Fournaise) signale une
légère reprise du trémor qui ne sera pas associée à une reprise de l’éruption. Cependant, la
déﬂation du cône central s’intensiﬁe (OVPF, 2007) et continuera en s’amortissant jusqu’en
juin 2008.
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Eruptiondu 18 février Eruption du 30 mars Eruption du 2 avril
Figure 7.1 – Données relatives aux trois phases de l’éruption. En haut : nombre d’événements
sismiques en fonction du temps. Au milieu : données d’inclinométrie. En bas : données de
déformation GPS. (D’après Massin (2009)).
a b
Figure 7.2 – Cyclicité des mesures géophysiques durant l’eﬀondrement. –a– Spectrogrammes
et déformation du 5 au 6 avril 2007. En haut : spectrogramme du trémor sismique. Au milieu :
Composante radiale de l’inclinomètre de la station Bory. En bas : Composante nord-sud de la
station GPS Soufrière. –b– Détail de la ﬁgure a. (D’après Staudacher et al. (2009)).
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Deux modèles conceptuels de l’éruption ont été proposés par Peltier et al. (2009b) et par
Staudacher et al. (2009). Ces deux modèles proposent la présence d’une chambre magmatique
unique localisée au niveau de la mer (Fig. 7.3). Cette chambre permet d’expliquer l’apparente
concordance entre les volumes de lave émis et le volume de l’eﬀondrement. D’autre part, ces
deux modèles expliquent l’augmentation du débit de lave au niveau de la ﬁssure d’avril par un
mécanisme de piston : l’eﬀondrement aurait permis à la colonne de roche de faire augmenter
la pression dans la chambre magmatique. Cette augmentation de la pression aurait permis
un brassage du magma dans la chambre, permettant l’émission des cumulats de base de
chambre (océanites).
a b
Figure 7.3 – Modèles proposés pour l’éruption d’avril 2007. –a– Modèle proposé par Peltier
et al. (2009b). Un dyke unique est à l’origine des ﬁssures du 30 mars et du 2 avril. –b– Modèle
proposé par Staudacher et al. (2009). Chaque ﬁssure est provoquée par une injection propre.
Le modèle de Peltier et al. (2009b) propose l’existence d’un dyke unique aﬁn de rendre
compte de l’alignement apparent des deux ﬁssures éruptives, alors que le modèle de Stau-
dacher et al. (2009) suppose la présence de deux injections diﬀérentes. Ce dernier modèle est
en accord avec l’étude de Massin et al. (2011) qui propose une injection d’un dyke lors de
l’éruption du 30 mars et l’injection d’un sill pour l’éruption du 2 avril.
7.2 Données InSAR couvrant l’éruption d’avril 2007 et
la période post-éruptive
Le Piton de la Fournaise est l’un des édiﬁces volcaniques les mieux surveillés par InSAR.
Sa position isolée dans l’Océan Indien a permis la mise en place d’une base de données
exceptionnelle, tant par la quantité des images acquises que par le nombre lignes de visée dans
lesquelles les images ont été acquises. L’éruption d’avril 2007 a bien été suivie, ainsi que la
période de retour à l’équilibre qui lui a succédé pendant plus d’une année. Les enregistrements
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montrent des patrons de déformation inédits pour une éruption, puisque les déplacements
les plus importants ont lieu dans les Grandes Pentes, relativement loin des ﬁssures éruptives.
D’autre part, les interférogrammes montrent pour la première fois qu’une éruption peut
avoir des conséquences longtemps après sa ﬁn, en terme de déformation de l’édiﬁce. En eﬀet,
des déplacements étaient toujours mesurables plus d’un an après l’éruption, alors qu’aucune
sortie de magma n’était en cours.
Nous présenterons dans cette partie la base de données InSAR couvrant les déplacements
liés à l’éruption d’avril 2007, puis nous montrerons deux interférogrammes caractéristiques
de cette éruption. Enﬁn, nous justiﬁerons la démarche de modélisation entreprise dans cette
étude.
7.2.1 Jeu de données concernant l’éruption
Nous disposons d’un total de 97 scènes selon 13 lignes de visée diﬀérentes, acquises juste
avant le début de l’éruption d’avril 2007 et pendant la période post-éruptive (Fig. 7.4 et 7.5).
Ces scènes ont été acquises par les satellites ENVISAT (81 scènes dans 10 lignes de visée, 5
en passe ascendantes et 5 en passe descendantes) et ALOS (16 scènes dans 3 lignes de visée
en passe ascendantes).
À partir de ces scènes, 355 interférogrammes ont été calculés mais seulement 270 sont
suﬃsament cohérents pour être exploités. Ce jeu de données peut être divisé en trois groupes :
– Les interférogrammes couvrant le début de l’éruption et l’eﬀondrement du Dolomieu
(4 interférogrammes ENVISAT exploitables en passe ascendante et 1 en passe descen-
dante, 2 interférogrammes ALOS)
– Les interférogrammes couvrant la période post-eﬀondrement et la ﬁn de l’éruption (4
interférogrammes exploitables, 2 en chaque passe)
– Les interférogrammes couvrant la période post-éruptive (259 interférogrammes), jusqu’à
l’éruption de septembre 2008
À cause du faible nombre d’interférogrammes couvrant le début de l’éruption en passe de-
scendante, un interférogramme supplémentaire sera pris en compte pour mieux caractériser
les déplacements. L’interférogramme 7005_25109_27113 1 est acquis en passe descendante
1. On rappelle que les interférogrammes sont nommés en fonction du swath de l’acquisition, du track de
l’orbite, et des numéros absolus des scènes maîtresse et esclave. (Paragraphe 1.4.1, page 22)


























Avr07 Jui07 Oct07 Jan08 Avr08 Jui08
27113 27614 30620 32624 336267005
26383 26884 27385 29890 30892 31894 32395 32896 33397 338986277
26655 27156 27657 30663 32166 32667 33168 336695048
26698 27700 29704 30706 32209 33211 337123091
26469 26970 27471 27972 30477 30978 31980 32481 32982 334832363
26777 27278 27779 28280 28781 32288 32789 332907170
26505 27006 27507 30012 30513 32016 32517 33018 335195399
26462 27464 319733356
26419 26920 27421 28423 28924 30427 30928 31429 31930 32431 32932 334332313



























Figure 7.4 – Liste des scènes disponibles couvrant l’éruption d’avril 2007 et la période post-
éruptive. Les surfaces rose correspondent aux éruptions, le trait rouge marque le jour de l’eﬀon-
drement du Dolomieu. Le nom d’une scène correspond au numéro absolu de l’orbite de passage
(track). Les lignes de visée sont désignées en fonction du swath d’acquisition et du numéro de



























































Figure 7.5 – Liste des scènes disponibles couvrant l’éruption d’avril 2007. Aucune scène n’a
été acquise entre l’éruption de mars et l’eﬀondrement, une scène a été acquise juste après
l’eﬀondrement.
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swath 7 et couvre la période du 19 décembre 2006 au 8 mai 2007. Les déplacements associés à
l’éruption sommitale de février 2007 sont donc enregistrés dans cet interférogramme. Cepen-
dant, ces déplacements ne concernent que la partie sommitale du Dolomieu, et sont d’une
amplitude relativement faible. Cet interférogramme pourra donc être utilisé pour contraindre
les déplacements dans les Grandes Pentes.
Il est à noter qu’aucune acquisition d’image n’a été faite entre le début de l’éruption et
l’eﬀondrement du Dolomieu. Il sera donc diﬃcile d’établir une chronologie relative entre les
diﬀérents motifs de déplacement sur les interférogrammes couvrant le début de l’éruption.
7.2.2 Interférogrammes caractéristiques de l’éruption d’avril 2007
La ﬁgure 7.6 montre trois interférogrammes caractéristiques des trois périodes. Ces in-
terférogrammes ont été acquis dans des lignes de visée très proches (passes descendantes,
swath 5 ou 6). Durant la période syn-éruptive, plusieurs motifs de déformation sont visibles
et se chevauchent en partie.
Durant les périodes post-eﬀondrement et post-éruptive, seuls deux motifs sont encore visi-
bles, au niveau du cône central et dans les Grandes Pentes. La forme du motif de déplacement
du cône central est relativement stable après l’eﬀondrement et après la ﬁn de l’éruption. En
revanche, les motifs de déformation des Grandes Pentes ont des formes diﬀérentes durant les
deux périodes, ce qui pourrait être expliqué par l’évolution de la dynamique de la source à
l’origine de ces déplacements, ou par diﬀérentes sources.
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Figure 7.6 – Interférogrammes ENVISAT caractéristiques des trois phases de l’éruption. En
haut à gauche : interférogramme syn-éruptif (durée : 35 jours). En haut à droite : interféro-
gramme post-eﬀondrement (durée : 35 jours). En bas : interférogramme post-éruptif (durée :
420 jours). Les ﬁssures éruptives du 30 mars et du 2 avril sont indiquées en rouge, les coulées
de lave associées à chaque ﬁssure sont indiquées en gris.
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7.3 Déplacements syn-eﬀondrement
7.3.1 Interférogrammes
Les interférogrammes couvrant le début de l’éruption et l’eﬀondrement présentent une
superposition de grands motifs de déformation. La ﬁgure 7.7 montre quelques-uns des inter-
férogrammes les plus caractéristiques. Sur ces derniers, une frange correspond à 2,83 cm de
déplacement pour les interférogrammes ENVISAT, et à 11,8 cm pour les interférogrammes
ALOS.
Le motif le plus visible, composé d’une trentaine de franges, est localisé dans les Grandes
Pentes et est bien visible sur les interférogrammes ascendants. Il est délimité au nord et à
l’est par de fortes ruptures de pentes de la topographie. Ce motif semble être subdivisé en
plusieurs sous-motifs. Le maximum de déformation est donc localisé loin des manifestations
visibles de l’éruption (ﬁssures éruptives, eﬀondrement du Dolomieu) et n’a pas été surveillé
par GPS.
Le second motif de déformation le plus important est localisé autour du Dolomieu. L’-
eﬀondrement a causé une perte complète de cohérence, aucun signal n’est exploitable dans
le Dolomieu. Cependant, le gradient de déformation est très important en périphérie du
cratère et est probablement la conséquence de l’eﬀondrement. Ce motif semble se prolonger
de manière asymétrique vers l’ouest selon un gradient de déplacement de plus en plus faible
(franges de plus en plus espacées).
À l’est du Dolomieu, deux lobes de déformation orientés du nord au sud sont connectés
avec la ﬁssure éruptive de mars (sud-est du Dolomieu). Deux petits motifs caractéristiques
des déplacements provoqués par des injections de dykes sont visibles à proximité de la ﬁssure
éruptive de mars : l’un correspond à l’injection de mars mais le plus à l’ouest n’est associé à
aucune sortie de lave référencée. Ce signal correspond probablement à une injection s’étant
arrêtée avant d’atteindre la surface.
Un dernier signal est visible au sud-est, dans la direction de la ﬁssure éruptive d’avril.
Ce signal se prolonge vers le maximum de déformation des Grandes Pentes.
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Figure 7.7 – Interférogrammes enroulés et déroulés caractéristiques de la période syn-éruptive.
Une frange correspond à 2,83 cm de déplacement pour les interférogrammes ENVISAT, et à 11,8
cm pour ALOS. Pour les interférogrammes déroulés, E correspond à un éloignement et R à un
rapprochement. L’interférogramme en passe descendante présente un gradient de déformation
très important dans les Grandes Pentes. Les franges y sont très serrées et les déplacements sont
alors diﬃciles à dérouler (phénomène d’aliasing). Cette zone est masquée sur l’interférogramme
déroulé.
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7.3.2 Projection 3D des déplacements
La combinaison d’interférogrammes dans diﬀérentes lignes de visée permet de recalculer
les composantes des déplacements selon les directions est-ouest et verticale. À cause des
directions des lignes de visée, principalement orientées dans l’axe est-ouest, la composante
nord-sud des déplacements n’est pas exploitable (Wright et al., 2004). Les interférogrammes
utilisés pour le calcul des composantes ne couvrent pas exactement la même période, mais
tous on enregistré les déplacements les plus importants. Leur combinaison permettra donc
une estimation assez ﬁable des déplacements. Les interférogrammes ont été sélectionnés de
manière à avoir une PDOP la plus favorable possible au calcul des composantes (Parap-
graphe 2.4 page 37) tout en couvrant une période la plus similaire possible. La ﬁgure 7.8
présente le calcul des composantes ainsi que la localisation des principaux motifs de déplace-
ment.
Interférogramme Date maîtresse Date esclave Passe Alti. ambi.
2313-26419-26920 20.03.2007 24.04.2007 ascendante -23.5
5399-26505-27006 26.03.2007 30.04.2007 ascendante -65.9
6277-26383-26884 18.03.2007 22.04.2007 descendante -75.5
Table 7.1 – Interférogrammes utilisés pour le calcul des composantes des déplacements.
Le ﬂanc est (motif a) se déplace dans son ensemble vers l’est, avec un maximum de 83
centimètres. Cependant, ce déplacement n’est pas homogène : la partie centrale nord monte
alors que la périphérie et la zone sud subside. La partie en inﬂation correspond à la zone
de l’interférogramme 6277-26383-26884 (passe descendante swath 6) où les franges sont très
serrées, provoquant un phénomène d’aliasing équivalent à celui observé sur l’interférogramme
7005-25109-27113 (Fig. 7.7). Cependant, cette zone en gonﬂement correspond à un motif de
déplacement particulier lors de la période post-eﬀondrement (motif a’, correspondant au
motif a de la ﬁgure 7.12). Malgré le phénomène d’aliasing, cette inﬂation semble donc être
cohérente. Le ﬂanc est du volcan a subi une déstabilisation et glisse vers l’est.
La ﬁssure d’avril semble être reliée au maximum de déformation des Grandes Pentes par
l’intermédiaire du motif b. Ce dernier est probablement la conséquence de l’injection à l’orig-
ine de l’éruption du 2 avril. Ce dyke ne s’enracinerait donc pas à l’aplomb du Dolomieu, mais
plutôt sous les Grandes Pentes. La zone en inﬂation dans les Grandes Pentes correspondrait
alors au remplissage d’un réservoir intermédiaire.














































































































































































































Figure 7.8 – Composantes est-ouest et verticale des déplacements syn-éruptifs, calculées à
partir d’interférogrammes couvrant la période du 18 mars au 30 avril 2007. La position des
stations GPS a été reportée (ronds blancs) ainsi que la position des ﬁssures éruptives de mars
et avril (traits rouges). Les diﬀérents motifs de déformation ont été schématisés en noir ; a :
motif des Grandes Pentes ; b : motif associé à l’injection d’avril ; c : subsidence associée à
l’eﬀondrement du Dolomieu ; d : inﬂation associée à l’injection de mars ; e : motif de l’Enclos
Fouqué. Le motif a’ en blanc correspond aux déplacements principaux de la période post-
eﬀondrement (Fig. 7.12).
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Figure 7.9 – Coupes de déplacements. Les vecteurs des ﬁgures a, b et c représentent les
déplacements dans le plan est-ouest–vertical au niveau de plusieurs proﬁls. Ces déplacements
sont obtenus à partir des cartes de la ﬁgure 7.8 calculées à partir d’interférogrammes couvrant
la période du 18 mars au 30 avril 2007. Les localisations des proﬁls sont indiquées sur la ﬁgure d
ainsi que les diﬀérents motifs de déplacement visibles durant la période syn-éruptive.
Le motif c montre que la périphérie du Dolomieu a subi une subsidence importante, at-
teignant localement plus de 60 cm. Cette subsidence est probablement due à un réajustement
de l’édiﬁce suite à l’eﬀondrement.
À l’est du Dolomieu, le motif d semble être associé à la ﬁssure éruptive de mars. Ce motif
est orienté selon l’axe nord-sud, les déplacements verticaux se font vers le haut. La ﬁgure 7.9
montre que la partie est de cette zone se déplace vers l’est et la partie la plus à l’ouest se
déplace vers l’est. Les déplacements ont la forme d’un éventail déversé vers l’est.
7.3.3 Dynamique des déplacements
Les données GPS présentées à la ﬁgure 7.10 permettent d’établir une chronologie de la
déformation de l’édiﬁce. Le 30 mars, seules les stations localisées dans le motif de déformation
d à l’est du Dolomieu enregistrent des déplacements. Ces déplacements correspondent à
une inﬂation brutale et sont cohérents avec les données InSAR. Le motif de déformation d
correspond donc à la mise en place de l’injection de mars. L’orientation nord-sud du motif d
suggère que cette injection est aussi orientée dans l’axe nord-sud. Ce constat est en accord
avec le modèle conceptuel de Staudacher et al. (2009) qui propose deux injections, une pour
chaque ﬁssure éruptive.
À partir du 30 mars toutes les stations enregistrent des déplacements cohérents avec une



























































































Figure 7.10 – Déplacements GPS syn-éruptifs enregistrés par diﬀérentes stations. Les déplacements sont indiqués par rapport à la position
du sol le 29 mars. Les zones gris clair correspondent aux éruptions, la zone gris foncé représente le moment où s’eﬀondre la plus grande
partie du Dolomieu.
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registrent des déplacements vers l’est, les stations localisées au nord des déplacements vers
le sud, celles au sud vers le nord. Les stations localisées à l’est du Dolomieu enregistrent
des déplacements vers l’ouest sauf la station FLR qui part vers l’est. Ces déplacements sont
cohérents avec le motif e (Fig. 7.8), correspondant à une subsidence de la partie ouest de
l’Enclos. Cette subsidence est visible sur les données GPS des stations les plus éloignées
du cratère jusqu’au 10 avril (stations CHA, CHF, FJS et RIV). Peltier et al. (2009b) ont
modélisé la source à l’origine de ces déplacements en ne prenant en compte que les déplace-
ments entre le 2 avril et le 5 avril. La source trouvée est un ellipsoïde prolate localisé sous
le Dolomieu dont l’axe long est orienté verticalement. La subsidence est interprétée comme
la conséquence de la remonté d’une cavité en déﬂation durant l’eﬀondrement. Cependant,
cette interprétation n’explique pas pourquoi cette subsidence est toujours enregistrée après
la ﬁn de l’eﬀondrement par les stations périphériques, ni pourquoi elle s’arrête le 10 avril.
Les modèles calculés par Peltier et al. (2009b) ne présentent pas d’intervalles de conﬁance
pour les paramètres géométriques de la source. Comme cette subsidence aﬀecte l’Enclos dans
son intégralité (Fig. 7.7 et 7.8) , il est probable que la source à l’origine de ces déplacements
soit plus profonde que ce que proposent Peltier et al. (2009b). Une telle source en déﬂation
pourrait alors correspondre à un réservoir magmatique en cours de vidange après l’intrusion
du 30 mars et continuant de se vidanger après l’eﬀondrement du 5 avril.
Nous avons mentionné que la station FLR continue à enregistrer des déplacements vers
l’est après l’injection du 30 mars. La ﬁgure 7.11 montre qu’avant l’éruption du 30 mars, la
station n’enregistre pas de déplacements. La station est brutalement décalée vers l’est au mo-
ment de l’injection du 30 mars, puis continue à se déplacer progressivement après l’injection.
Ces déplacements ne sont donc pas cohérents avec la subsidence générale de l’Enclos centrée
sur le Dolomieu, amorcée le 30 mars et enregistré par les autres stations. Cette station est
localisée dans la partie est du motif de déplacement d causé par l’injection du 30 mars.
Les déplacements vers l’est ne sont donc pas non plus cohérents avec une vidange partielle
du dyke de mars. En eﬀet, les déplacements devraient alors se faire vers l’ouest. La station
FLR est aussi localisée sur le motif de déplacement a caractéristique de la déstabilisation
des Grandes Pentes. Les déplacements verticaux enregistrés après l’injection indiquent une
subsidence alors que cette station est localisée sur une zone en inﬂation (Fig. 7.8). Cette
apparente contradiction est due au fait que l’inﬂation provoquée par l’injection n’est que
partiellement compensée par la subsidence post-injection.
Les déplacements enregistrés par la station FLR après la mise en place de l’intrusion du
30 mars pourraient être dus à la déstabilisation des Grandes Pentes (motif de déplacement
d). Selon cette hypothèse, comme les déplacements commencent juste après la mise en place
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Figure 7.11 – Déplacements GPS de la station FLRG (composante est-ouest). Avant l’éruption
du 30 mars, la station n’enregistre pas de déplacements. La station est brutalement décalée
vers l’est au moment de l’injection du 30 mars, puis continue à se déplacer progressivement
après l’injection. Les traits gris indiquent les tendances des déplacements.
Aucune station GPS n’étant disponible dans les Grandes Pentes, il n’est pas possible de
contraindre le moment ni la durée de mise en place de l’inﬂation visible dans les Grandes
Pentes. Cependant, le motif de déformation b reliant la ﬁssure éruptive du 2 avril et le
maximum de déplacement des Grandes Pentes est probablement dû à une intrusion. Cette
intrusion ne semble pas s’enraciner sous le Dolomieu, mais plutôt sous les Grandes Pentes.
L’inﬂation visible dans les Grandes Pentes pourrait alors être due au remplissage d’un réser-
voir temporaire, au niveau duquel s’enracinerait l’intrusion du 2 avril. Ce remplissage aurait
donc commencé avant le 2 avril. Ce mécanisme peut aussi expliquer le glissement des Grandes
Pentes : le remplissage du réservoir temporaire aurait déstabilisé le ﬂanc. Famin et Michon
(2010) ont montré que des injections sont probablement à l’origine des grands glissements
de ﬂancs dont les cicatrices sont observables au niveau du Piton des Neiges. Ce mécanisme
n’exclut pas l’hypothèse considérant que le glissement du ﬂanc a été provoqué par l’intrusion
du 30 mars. Les deux mécanismes – intrusion du 30 mars et mise en place d’un réservoir
temporaire – ont pu provoquer simultanément le glissement du ﬂanc.
Les stations GPS proches du Dolomieu enregistrent les déplacements causés par l’eﬀon-
drement du 5 avril, largement décrits par Michon et al. (2011); Staudacher et al. (2009). Ces
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déplacements sont cohérents avec le fort gradient de déplacements visible en périphérie du
cratère. Jusqu’à la ﬁn de l’éruption, ces déplacements suivent une dynamique exponentielle
caractéristique d’un retour à l’équilibre après une perturbation.
7.4 Déplacements post-eﬀondrement
La ﬁgure 7.12 montre plusieurs interférogrammes en passes ascendante et descendante
couvrant la période post-eﬀondrement. Sur tous ces interférogrammes, seuls deux motifs de
déplacement persistent, le premier au niveau du cône central et le second dans les Grandes
Pentes. Les déplacements du cône central s’organisent en un motif presque circulaire. En
revanche, les déplacements des Grandes Pentes sont très diﬀérents en fonction de la ligne
de visée considérée. L’interférogramme 5048-26655-27156 couvre l’intégralité de la période
post-eﬀondrement. Il montre que les déplacements des Grandes Pentes s’organisent selon un
motif de forme approximativement triangulaire (motif a). Ce motif est en partie localisé
au même endroit que la zone d’inﬂation visible durant la période syn-éruptive (Fig. 7.8).
Cependant, les déplacements correspondent cette fois-ci à une augmentation de la distance
entre le sol et le satellite, ce qui est plutôt cohérent avec l’hypothèse d’une subsidence.
Les interférogrammes 6277-26884-27385 (passe descendante) et 2313-26920-27421 (passe
ascendante) couvrent pratiquement la même période. Sur l’interférogramme descendant, les
déplacements s’organisent de manière similaire à l’interférogramme précédent. En revanche,
les déplacements de l’interférogramme ascendant concernent l’ensemble des Grandes Pentes,
et sont organisés selon un motif de forme trapézoïdale, bordé au nord par la rupture de
pente séparant la Plaine des Osmondes des Grandes Pentes (structure c1). Cependant, le
maximum de déplacement des interférogrammes en passe ascendante se situe de nouveau au
niveau du motif a, correspondant à la zone d’inﬂation visible durant la période syn-éruptive.
Le motif de déformation des Grandes Pentes de l’interférogramme 7170-26777-27278
(passe ascendante) est limité au sud, par un gradient de déplacement important très linéaire
indiqué sur la ﬁgure 7.12 par la structure c2, reliant les deux ﬁssures éruptives sans pour au-
tant être connectée à une faille connue. Il existe probablement un découplage mécanique de
part et d’autre de cette structure, permettant au ﬂanc de se déformer sans aﬀecter la partie
la plus septentrionale de l’Enclos. D’autre part, la partie nord du motif se déforme moins
que la partie sud. Les deux parties sont séparées par une frange de déformation localisée au
niveau d’une faille répertoriée par Michon et Saint Ange (2008) (pointillés sur la ﬁgure 7.12)
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Figure 7.12 – Déplacements couvrant la période après l’eﬀondrement jusqu’à la ﬁn de l’érup-
tion. Le trait en pointillé correspond à une faille répertoriée par Michon et Saint Ange (2008).
Les structures remarquables sur chaque interférogramme sont indiquées en noir, les autres
structures sont indiquées en blanc. a : motif de déformation principal des Grandes Pentes.
b : motif de déformation reliant la ﬁssure éruptive d’avril aux Grandes Pentes. L’ellipse est
la même que celle présentée à la ﬁgure 7.8. c1 c2 c3 : limites du motif de déplacement de
l’interférogramme 7170-26777-27278.
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témoignant d’un contrôle structural de la déformation. Sur tous les interférogrammes, cette
faille semble contrôler la déformation.
Enﬁn, de même que lors de la période syn-eﬀondrement, tous les interférogrammes mon-
trent un motif de déformation reliant le maximum des déplacements des Grandes Pentes à
la ﬁssure éruptive du 2 avril (motif b).
7.5 Déplacements post-éruptifs
7.5.1 Interférogrammes
La ﬁgure 7.13 montre plusieurs interférogrammes, en passes ascendante et descendante,
ayant enregistré les déplacements cumulés entre la ﬁn de l’éruption d’avril 2007 et l’érup-
tion d’octobre 2008. Sur tous les interférogrammes de la ﬁgure 7.13, seuls deux motifs de
déplacement persistent, le premier en périphérie du Dolomieu, et le second dans les Grandes
Pentes.
Le motif de déplacement du cône central a une forme très similaire à la forme qu’il avait
durant la période post-eﬀondrement. Les déplacements dans les Grandes Pentes ont des
formes équivalentes dans les lignes de visée ascendantes et descendantes. La forme générale
du motif de déformation est similaire à la forme trapézoïdale qui était visible sur les in-
terférogrammes en passe ascendante durant la période post-eﬀondrement. Ce motif est de
nouveau délimité par les structures c1,c2 et c3. Le maximum de déplacement se situe là
encore au niveau de la structure a visible sur les interférogrammes en passe descendante
lors de la période post-eﬀondrement (Fig. 7.12). En revanche, le motif a contient moins de
franges sur les interférogrammes en passe descendante durant la période post-éruptive que
durant la période post-eﬀondrement.
7.5.2 Projection 3D des déplacements
Quatre interférogrammes pris dans plusieurs swaths et dans les deux passes ont été inter-
polés temporellement (Augier et al., 2012) de manière à ce qu’il couvrent tous la période du
22 avril 2007 au 29 janvier 2008, puis les interpolations ont été utilisées pour recalculer les dé-
placements selon les composantes est-ouest et verticales (Wright et al., 2004). La ﬁgure 7.14
présente ces déplacements.
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Figure 7.13 – Interférogrammes enroulés et déroulés caractéristiques de la période post-
éruptive. En haut : déplacements cumulés sur toute la période. Le contour des déplacements
ayant eu lieu juste après l’eﬀondrement est indiqué en blanc, la faille traversant les Grandes
Pentes proposée par Michon et Saint Ange (2008) est indiquée en pointillé. b : motif met-
tant en relation le maximum de déplacement des Grandes Pentes et la ﬁssure éruptive d’avril.
c1,c2,c3 : contours du motif de déplacement dans les Grandes Pentes.























































































































































Figure 7.14 – Calcul des composantes est-ouest et verticales des déplacements durant la
période post-éruptive, du 22 avril 2007 au 29 janvier 2008. Les structures remarquables des
périodes post-eﬀondrement et post-éruptive ont été reportées (structures blanches et noires)
ainsi que la position des station GPS (ronds blancs).
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Le cône central voit sa partie est se déplacer vers l’ouest, et sa partie ouest vers l’est.
D’autre part, le cône se déplace entièrement vers le bas. Il subit donc une subsidence cen-
tripète. Les stations GPS périphériques n’enregistrent pas cette subsidence, ce qui indique
que la source à l’origine de ces déplacements est superﬁcielle.
Un eﬀondrement de caldera peut être accompagné par une fragmentation de la colonne
de roche. Ce type d’eﬀondrement incohérent se met en place si le rapport entre le diamètre
de l’eﬀondrement et sa hauteur est inférieur à 1 (Roche et al., 2000, 2001), ce qui est le cas
lors de l’eﬀondrement de 2007, si l’on considère que la chambre magmatique est localisée
proche du niveau de la mer. D’autre part, Gailler et al. (2009) ont montré à partir de
données gravimétriques qu’une colonne de roche moins dense que l’encaissant est présente
à l’aplomb du cratère. Aoki et Montgomery-Brown (2010) ont enregistré des déplacements
dans le cratère du Miyakajima durant les années qui ont suivi la formation de la caldera
de 2000. Ils interprètent ces déplacements comme la compaction de la colonne de roche
eﬀondrée. Le modèle numérique de terrain utilisé pour le calcul des interférogrammes ne
prend pas en compte l’eﬀondrement. Il nous est donc impossible de calculer les déplacements
à l’intérieur du cône, et nous ne pouvons pas vériﬁer directement si une telle compaction a
lieu dans le cratère. Cependant, nous pouvons supposer qu’une telle compaction a eu lieu
après l’eﬀondrement du Dolomieu, provoquant les déplacements du cône central du Piton
de la Fournaise : dans ce cadre, la colonne de roche incohérente pourrait se compacter sous
la pression de l’encaissant, et le cône se réajusterait au fur et à mesure que la compaction
s’intensiﬁe. Nous testerons cette hypothèse au chapitre 8.
D’autre part, Lénat et al. (1999) ont montré à l’aide d’une étude géoélectrique que le
système hydrothermal du Piton de la Fournaise est assez superﬁciel sous le cône central.
Staudacher (2010) a montré que de nombreuses fumerolles étaient présentes dans le cratère
après l’eﬀondrement. Ces fumerolles étaient toujours visibles par imagerie thermique le 5
mai 2008 indiquant que le système hydrothermal était toujours actif. Enﬁn, Gouhier et
Coppola (2011) ont montré qu’avant l’eﬀondrement, les principales émissions de SO2 se sont
faites au niveau de la ﬁssure éruptive d’avril, alors qu’après l’eﬀondrement, les plus grosses
quantités ont été émises au niveau du cratère. Cette émission de SO2 pourrait correspondre
à un drainage du système hydrothermal provoqué par l’eﬀondrement. Les déplacements
sommitaux pourraient donc être la conséquence du drainage du système hydrothermal suite
à l’eﬀondrement du Dolomieu.
Pendant la période post-éruptive, les Grandes Pentes se déplacent entièrement vers l’est et
vers le bas, la composante verticale étant environ deux fois plus importante que la composante
horizontale (Fig. 7.14). La quantité de déplacements atteint environ 30 cm sur la totalité de
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la période (Fig. 7.15). Les Grandes Pentes ont été déstabilisées lors de l’injection du 30 mars,
et ces déplacements sont cohérents avec un retour à l’équilibre sous la forme d’un glissement
du ﬂanc dans son ensemble. La faille proposée par Michon et Saint Ange (2008) semble de
nouveau contrôler les déplacements : les déplacements du compartiment nord compris entre
la structure c1 et la faille sont moins importants que les déplacements du compartiment sud
(compris entre la faille et la structure c2). Les déplacements des deux compartiments sont
donc probablement découplés au niveau de la faille. Enﬁn, le maximum de déplacements se
trouve de nouveau au niveau du motif a, correspondant au maximum de déformation de la
période post-eﬀondrement.
Le motif b reliant le maximum des déplacements des Grandes Pentes et la ﬁssure éruptive
d’avril est toujours visible, mais moins marqué que durant les périodes précédentes.








































Figure 7.15 – Proﬁl et carte de quantité de déplacement. –a– Proﬁl représentant les déplace-
ments est-ouest et verticaux. La localisation du proﬁl est indiquée en gris sur la ﬁgure b. Le
proﬁl est le même que le proﬁl AB de la ﬁgure 7.9. –b– Carte des quantités de déplacement
(norme des vecteurs de déplacements est-ouest et verticaux). La faille proposée par Michon
et Saint Ange (2008) est indiquée en pointillés. Les structures caractéristiques de la période
post-éruptive sont indiquées en noir.
180 CHAPITRE 7. L’ÉRUPTION D’AVRIL 2007 DU PITON DE LA FOURNAISE
7.6 Dynamique des déplacements post-eﬀondrement et
post-éruptifs
7.6.1 Comparaison des dynamiques du cône et des Grandes Pentes
La série d’interférogrammes de la ﬁgure 7.16-a a été obtenue par interpolation temporelle
linéaire par parties (Chap. 3 page 41) à partir de l’ensemble des interférogrammes calculés
dans la ligne de visée A7 (passe ascendante, swath 7), de sorte que chaque interférogramme
couvre une durée identique de 114 jours.
L’amplitude des déplacements diminue avec le temps autant au niveau des Grandes Pentes
qu’au niveau du cône central. Cependant, les déplacements du cône s’amortissent plus vite
que ceux des Grandes Pentes. La ﬁgure 7.16-a montre la dynamique de deux pixels diﬀérents,
l’un localisé au niveau de la station GPS BON, et l’autre dans les Grandes Pentes. La
dynamique des déplacements enregistrés par InSAR est équivalente à celle enregistrée par
GPS au niveau du cône. Les déplacements des deux motifs semblent suivrent une décroissance
exponentielle, permettant de conjecturer la présence d’un ﬂuage de type visco-élastique.
Les déplacements des deux pixels obtenus par InSAR ont été ajustés par une exponentielle
de la forme :




où d est un vecteur contenant les déplacements et t les dates d’acquisition. λ correspond
au temps de relaxation du système. Dans la suite de l’exposé, nous utiliserons la constante
de temps τ , qui correspond à la demi-vie du système, c’est-à-dire au temps nécessaire pour
que les déplacements aient été divisés par 2. Ce type de dynamique est caractéristique d’un
système retournant à un état d’équilibre suite à une perturbation (Lévy, 1988).
La ﬁgure 7.16-b montre les courbes trouvées. Les deux pixels ont des dynamiques du
même ordre de grandeur mais signiﬁcativement diﬀérentes : la dynamique du pixel sommital
est caractérisée par une demi-vie de 61 jours contre 110 jours pour les Grandes Pentes.
D’autre part, le taux de déplacement après l’eﬀondrement est deux fois plus important au
niveau du sommet qu’au niveau des Grandes Pentes (62 cm.an-1 contre 32 cm.an-1). Comme
les zones couvertes par les deux motifs de déformation ne se chevauchant pas, et comme
les constantes de temps des deux motifs sont signiﬁcativement diﬀérentes, nous pouvons
supposer que les déplacements sommitaux et des Grandes Pentes sont la conséquence de
deux sources diﬀérentes et indépendantes. Nous nous baserons sur cette conjecture dans la
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Figure 7.16 – Dynamique des déplacements post-éruptifs. –a– Interférogrammes interpolés
couvrant tous la même durée (A7 : passe ascendante swath 7). Les signaux du sommet s’amor-
tissent plus vite que les signaux des Grandes Pentes. –b– Comparaison des dynamiques de
deux pixels localisés au niveau du sommet ou dans les Grandes Pentes (ronds noirs sur les
interferogrammes). Le pixel sommital correspond à la position de la station GPS BON, les
déplacements enregistrés par GPS puis projetés dans la ligne de visée A7 sont donnés à titre
de comparaison (en gris, barre d’erreur à 1σ). Pour chacun des deux pixels, les déplacements
enregistrés par InSAR ont été ajustés par une exponentielle. Les taux moyens de déplacement
ont été calculés pour la période couverte par les 5 premiers points (du 14 avril au 1er septembre
2007). La barre grise représente la durée de l’éruption, le trait vertical noir, l’eﬀondrement du
Dolomieu.
182 CHAPITRE 7. L’ÉRUPTION D’AVRIL 2007 DU PITON DE LA FOURNAISE
section suivante, ainsi que lors des chapitres traitant de la modélisation de ces deux motifs
de déformation (Chap. 8 et 9).
7.6.2 Dynamique des déplacements du cône central
La ﬁgure 7.17 montre la composante est-ouest des déplacements enregistrés au niveau
du sommet par la station GPS BON. Après l’eﬀondrement, les déplacements s’amortissent
brutalement, puis suivent une dynamique exponentielle jusqu’à la crise sismique du 10 mai
(OVPF, 2007). Le 10 mai, une reprise de la subsidence est enregistrée par toutes les stations
GPS sommitales, les déplacements suivent de nouveau une dynamique exponentielle.
La ﬁgure 7.17-b montre l’ajustement des déplacements par deux exponentielles (Équ. 7.1)
sur deux périodes de même durée : la période 1 couvre les déplacements enregistrés du 10
avril au 10 mai, la période 2 ceux enregistrés du 10 mai au 9 juin. Les déplacements du 5
au 10 avril peuvent être attribués à un réajustement élastique du cône suite aux diﬀérentes
phases de l’eﬀondrement et n’ont pas été pris en compte pour l’ajustement de la première
période. Les exponentielles trouvées sur les deux périodes sont très similaires et les constantes
de temps (demi-vies) calculées sont équivalentes sur les deux périodes.
Un système donné est caractérisé par une constante de temps (Lévy, 1988) donnée :
supposer qu’une source unique est à l’origine de la déformation est donc plus parcimonieux
que d’envisager un ensemble de phénomènes dont les résultantes suivent une dynamique
équivalente. Nous conjecturons donc la présence d’une source unique, subissant un processus
dépendant du temps. Cette source unique aurait subi une première déstabilisation à la suite
de l’eﬀondrement, puis serait revenue à un état d’équilibre jusqu’au 10 mai. La crise sismique
du 10 mai aurait alors de nouveau déstabilisé la source, cette dernière revenant ainsi à un
nouvel état d’équilibre. Le chapitre 8 aura pour but de rechercher la ou les sources à l’origine
de ce motif de déformation.
7.6.3 Dynamique des déplacements des Grandes Pentes
Les déplacements enregistrés par InSAR entre le 06 avril 2007 et le 08 août 2008 ont
été utilisés pour caractériser la dynamique des Grandes Pentes. La ﬁgure 7.18 a montre
la carte de demi-vie calculée par interpolation temporelle des déplacements (Augier et al.,
2012) (Chap. 3 page 41). Deux zones distinctes apparaissent, la première est localisée au
centre du motif a et témoigne de déplacements rapides (demi-vie faible). La seconde zone
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Figure 7.17 – Composante est-ouest des déplacements sommitaux post-éruptifs au niveau de
la station GPS BON. Les déplacements sont donnés par rapport à la position moyenne de la
station le 10 avril. –a– Déplacements enregistrés entre avril 2007 et septembre 2008. –b– Détail
des déplacements entre le 10 avril et le 9 juin 2007. La crise sismique du 10 mai est indiquée par
un rectangle blanc. Les déplacements ont été ajustés par une exponentielle sur deux périodes
de même durée : période 1 : du 10 avril au 10 mai, période 2 : du 10 mai au 9 juin. Les demi-vies
trouvées pour les deux ajustements sont équivalentes. Le rectangle gris représente la durée de
l’éruption, le trait vertical noir, l’eﬀondrement du Dolomieu.
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concerne le reste des Grandes Pentes et montre que l’ensemble des Grandes Pentes se déplace
relativement lentement (demi-vie grande).
La ﬁgure 7.18 b montre la dynamique de deux pixels localisés dans chacune de ces zones.
Un système donné est caractérisé par une constante de temps (Lévy, 1988) donnée. Comme
les constantes de temps des deux pixels sont diﬀérentes, nous pouvons conclure qu’ils subis-
sent les eﬀets d’au moins deux processus diﬀérents, dont un ou plusieurs paramètres diﬀèrent.
D’après la répartition des demi-vies (Fig. 7.18 a), il est probable que les grandes pentes subis-
sent les eﬀets d’au moins deux sources diﬀérentes, l’une à l’origine de la dynamique rapide
aﬀectant l’ensemble des Grandes Pentes, et l’autre n’aﬀectant que la partie centrale des
Grandes Pentes. Les Grandes Pentes subissent donc les eﬀets de deux sources distinctes
mais superposées, ayant deux dynamiques diﬀérentes.
La ﬁgure 7.18 c montre les déplacements le long du proﬁl AB traversant les Grandes
Pentes entre le 06 avril 2007 et le 08 août 2008. Le long de ce proﬁl, les déplacements vont
dans le sens d’un éloignement du sol par rapport au satellite et s’organisent en deux motifs
distincts : le premier a une forme de plateau, délimité au sud-ouest par la structure c2 et au
nord-est par la structure c3 et concerne des déplacements lents. Le second motif est localisé
au centre des Grandes Pentes et concerne des déplacements rapides de grande amplitude.
La ﬁgure 7.18 d montre l’évolution des déplacements le long de ce proﬁl en fonction du
temps. Pour chaque proﬁl, les déplacements sont calculés par rapport à la position du sol le
08 août 2008. Dès le 11 mai 2007, les déplacements rapides semblent s’être amortis et seul
le plateau de déformation persiste. L’amplitude des déplacements au niveau de ce plateau
diminue progressivement.
Les déplacements rapides sont localisés au même endroit que l’inﬂation observée durant
la période syn-éruptive et sont alignés avec la ﬁssure éruptive. La source à l’origine de
ces déplacements pourrait donc être le réservoir temporaire, que nous avons supposé être
responsable de l’inﬂation lors de la période syn-éruptive (Paragraphe 7.4 page 172). La
vidange de ce réservoir durant la ﬁn de l’éruption est cohérente avec le sens des déplacements
observés à la ﬁgure 7.18 a.
Par ailleurs, le motif de déformation correspondant à la vidange du réservoir temporaire
(motif a) semble persister sur les interférogrammes post-éruptifs, mais avec une amplitude
des déplacements beaucoup plus faible que durant la période post-eﬀondrement. Une pre-
mière hypothèse pour expliquer la persistance de ce signal pourrait être la poursuite de la
vidange du réservoir. Il est alors nécessaire de supposer la présence d’un autre réservoir, ou la
percolation du magma dans l’encaissant. Nous ne disposons pas d’argument de déformation
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Figure 7.18 – Dynamique des Grandes Pentes. –a– Carte des déplacements cumulés entre le
06 avril 2007 et 08 août 2008 et carte de demi-vie. La carte de demi-vie a été obtenue par
interpolation temporelle (Augier et al., 2012). Les zones n’ayant pas une dynamique clairement
exponentielle ont été masquées. Les structures remarquables des périodes post-eﬀondrement
et post-éruptives ont été reportées. –b– Dynamique des déplacements pour deux pixels. La
position des pixels est donnée sur la ﬁgure a. –c– Proﬁl des déplacements cumulés entre le
06 avril 2007 et 08 août 2008. La position du proﬁl est indiquée sur la ﬁgure a. La position
des structures remarquables est indiquée. –d– Proﬁls de déplacements à diﬀérentes dates. Pour
chaque proﬁl, la date de référence est le 08 août 2008.
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pour justiﬁer ces processus. D’autres processus, tels que la contraction thermique ou l’eﬀon-
drement du toit du réservoir temporaire pourraient expliquer la persistance de ce signal sans
avoir à faire l’hypothèse d’un troisième réservoir.
Les déplacements lents correspondent à un retour à l’équilibre des Grandes Pentes après
leur déstabilisation provoquée par l’injection de mars. Nous avons vu que la faille décrite par
Michon et Saint Ange (2008) semblait contrôler la déformation, les déplacements de la partie
nord des Grandes Pentes étant plus faibles que ceux de la partie sud. La carte de demi-vie
ne montre pas de diﬀérence entre la dynamique des deux blocs, le processus à l’origine de
ces déformations serait donc le même de part et d’autre de la faille.
7.7 Conclusion
L’analyse qualitative des motifs de déplacement liés à l’éruption d’avril 2007 permet d’i-
dentiﬁer plusieurs sources potentielles à l’origine des déformations. La ﬁgure 7.19 présente la
localisation de ces diﬀérentes sources ainsi que leur dynamique. Ni la position ni la dynamique
des sources n’ont été inversées.
Durant l’éruption de mars, l’injection d’un ou de plusieurs dykes pourrait être la cause de
l’inﬂation orientée nord-sud visible à l’est du Dolomieu durant la période syn-éruptive. Cette
injection serait aussi à l’origine de la déstabilisation des Grandes Pentes. Les mécanismes de
déstabilisation du ﬂanc sont très hypothétiques, et nous apporterons quelques éléments de
réponse à partir d’un modèle préliminaire des déplacements syn-éruptifs (Annexe C). Après
sa déstabilisation, le ﬂanc est revient à un nouvel état d’équilibre en glissant lentement vers
l’est et vers le bas jusqu’à juillet 2008. Nous tenterons de caractériser la surface de glissement
au chapitre 9.
Par ailleurs, la subsidence de la partie ouest de l’Enclos Fouqué commence lors de l’érup-
tion de mars et se poursuit jusqu’au 10 avril. Elle pourrait être assimilée à la vidange du
réservoir principal localisé sous le Dolomieu, ou bien à un autre processus faisant appel à
une source profonde.
Les déplacements post-eﬀondrement et post-éruptifs suggèrent la présence de deux sources
sous les Grandes Pentes, que nous supposons correspondre d’une part au plan de glissement
sur lequel se déplacent les Grandes Pentes, et d’autre part, à un réservoir temporaire. Avant
l’éruption d’avril, une injection reliant la chambre magmatique principale et les Grandes
Pentes aurait permis le remplissage du réservoir temporaire localisé sous les Grandes Pentes,
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provoquant l’inﬂation visible sur les interférogrammes syn-éruptifs. La vidange de ce réservoir
temporaire se ferait par l’intermédiaire d’une troisième injection, reliant les Grandes Pentes
à la ﬁssure d’avril, et responsable du signal de déformation aligné avec ces deux structures.
L’hypothèse du réservoir temporaire sera testée au chapitre 9.
Enﬁn, l’eﬀondrement du Dolomieu a provoqué le fort gradient de déplacement visible
sur les interférogrammes syn-éruptifs autour du cratère, et enregistré par les stations GPS
sommitales du 5 au 10 avril. Ces déplacements correspondent au réajustement du cône central
suite à l’eﬀondrement. La compaction progressive de la colonne incohérente présente sous
le Dolomieu ainsi que le drainage du système hydrothermal suite à l’eﬀondrement peuvent
expliquer la subsidence centripète du cône central durant les périodes post-eﬀondrement et
post-éruptive. Nous tenterons de caractériser les processus à l’origine de ces déplacements
au chapitre 8.
Avr07 Mai07 Oct08
















compaction de la colonne
de roche et/ou drainage
du système hydrothermal
réajustement du cône


























































Figure 7.19 – Modèle qualitatif de l’éruption. –a– Localisation des diﬀérentes sources de
déformation. La forme et la position de ces sources n’ont pas été inversées. –b– Dynamique des
diﬀérentes sources. La localisation des triangles gris indique les moments où les sources ont été
actives et leur épaisseur représente leur activité.





Lors de l’éruption d’avril 2007 du Piton de la Fournaise, le cratère Dolomieu s’est eﬀondré sur
plus de 300 mètres. Cet eﬀondrement a été suivi après l’éruption par une subsidence centripète
de l’ensemble du cône central qui s’est poursuivie durant plus d’un an après la ﬁn de l’éruption.
Les données InSAR et GPS ont été utilisées pour contraindre la géométrie de la source à l’origine
de la subsidence soit par tomographie de déplacements, soit à l’aide d’un modèle numérique de
déformation. Pour expliquer les déplacements, il est nécessaire de prendre en compte la faille
circulaire bordant l’eﬀondrement ainsi qu’une source superﬁcielle en déﬂation. Cette dernière est
interprétée comme un système hydrothermal, et la déﬂation serait la conséquence du drainage de
ce système hydrothermal causé par l’eﬀondrement. Des successions d’inﬂation-subsidence du cône
sont visibles avant et après de nombreuses éruptions. Cette cyclicité pourrait être la conséquence
de la mise sous pression puis de la décompression du système hydrothermal en fonction de l’apport
et de l’extraction de matériel chaud dans la chambre magmatique lors des éruptions.
8.1 Introduction
Il a été vu précédemment que le cône central du Piton de la Fournaise a subi une sub-
sidence centripète suite à l’eﬀondrement du Dolomieu le 5 avril 2007 (Fig. 7.14). Cette
subsidence a continué après la ﬁn de l’éruption pendant plus d’un an en suivant une dy-
namique exponentielle polyphasée (Fig. 7.17). Plusieurs hypothèses peuvent expliquer cette
subsidence :
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– la perte de volume due à la compaction progressive de la colonne de roche eﬀondrée
– la perte de volume progressive d’un réservoir, due au refroidissement ou au drainage
d’une chambre magmatique ou bien d’un système hydrothermal.
Ces déplacements ont la particularité de durer environ un an après la ﬁn de l’éruption,
ce qui nous amène à nous poser des questions sur la rhéologie de l’édiﬁce lors de cette
subsidence :
– l’édiﬁce se comporte-il de manière visqueuse suite à l’eﬀondrement ? Dans ce cas, la
durée des déplacements serait due à un réajustement non instantané de l’édiﬁce.
– la source à l’origine des déplacements subit-elle un processus qui dure dans le temps ?
L’encaissant pourrait alors se comporter de manière élastique, se réajustant à chaque
moment avec la source.
Quelle que soit la rhéologie de l’édiﬁce et de la source, les déplacements sont approx-
imables par un modèle élastique (Dragoni et Magnanensi, 1989). En eﬀet, la rhéologie n’est
pas un facteur déterminant la forme ﬁnale des déplacement mais plutôt leur amplitude et
leur dynamique. Dès lors, si l’on considère les déplacements dans leur ensemble, c’est-à-dire
si la déformation est ﬁnie et ne varie plus avec le temps, les géométries de sources trouvées à
l’aide d’un modèle à rhéologie complexe ou d’un modèle élastique seront équivalentes, seuls
changeront les paramètres physiques de la source (variation de volume par exemple).
Nous modéliserons tout d’abord les déplacements observés à l’aide de la méthode de
tomographie (Chap. 6), puis nous essaierons de quantiﬁer la dynamique de la source trouvée.
Ces modèles nous permettrons d’avoir un premier a priori sur la position et la géométrie
de la source. Nous chercherons ensuite à préciser les caractéristiques de la source à l’aide
de la méthode NA-MBEM que nous avons présentée au chapitre 5. Cette procédure utilise
un modèle numérique en milieu élastique, capable de prendre en compte une topographie
réaliste (Cayol et Cornet, 1997). Nous testerons l’hypothèse de déplacements provoqués par
la perte de volume d’un réservoir ainsi que celle de déplacements provoqués par la compaction
d’une colonne de roche. Enﬁn, nous proposerons une interprétation et un scénario permettant
d’expliquer d’une part la géométrie et la position de la source et d’autre part sa dynamique.
Nous verrons comment le scénario proposé permet d’expliquer les déplacements inter-éruptifs
enregistrés entre la plupart des éruptions.
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8.2 Modélisations
8.2.1 Jeux de données utilisés
Nous disposons de 259 interférogrammes couvrant la période post-éruptive, selon 13 lignes
de visée diﬀérentes. Ces interférogrammes couvrent des périodes diﬀérentes et aucun inter-
férogramme cohérent ne couvre l’intégralité de la période post-éruptive. Aﬁn que les critères
d’équivalence entre modèle élastique et modèle non-élastique soient respectés, il convient d’u-
tiliser des interférogrammes couvrant au mieux la totalité des déplacements. D’autre part,
il a été montré que l’utilisation d’interférogrammes selon plusieurs géométries d’acquisition
permet de mieux contraindre la géométrie de la source (Fukushima et al., 2005; Wright et al.,
2004). Enﬁn, une inversion est d’autant mieux contrainte que les données utilisées couvrent
les mêmes événements (Augier et al., 2012). Il convient donc d’interpoler temporellement
les interférogrammes dans chaque ligne de visée de sorte qu’ils couvrent au mieux la même
quantité de déplacements.
Nous utiliserons donc 6 interférogrammes interpolés, 3 en passe ascendante et 3 en passe
descendante. Les lignes de visée ont été choisies de sorte que la PDOP soit la plus faible
possible (Tab. 2.1 page 39) tout en permettant une interpolation sur la durée la plus grande
possible. Tous les interférogrammes couvrent la période du 08 mai 2007 au 12 juillet 2008.
Passe Swath-track Nb Interf Nb scènes Nb points σ2 (m2)
Ascendante
2-313 11 11 427 34.0× 10−5
5-399 12 8 478 8.82× 10−5
7-170 9 8 554 20.9× 10−5
Descendante
3-091 11 7 477 15.36× 10−5
5-048 12 8 495 16.44× 10−5
7-005 8 5 561 3.77× 10−5
Table 8.1 – Caractéristiques des interférogrammes utilisés pour les inversions : Nb Interf :
nombre d’interférogrammes pris en compte pour le calcul des séries temporelles. Nb scènes :
nombre de scènes disponibles pour le calcul de séries temporelles. Nb points et σ2 : nombre de
points de sous-échantillonnage et variance moyenne des interférogrammes interpolés.
Pour chaque ligne de visée, l’interférogramme interpolé a été obtenu à partir d’une série
temporelle (Lundgren et al., 2001), elle-même calculée à partir d’interférogrammes déroulés,
corrigés des eﬀets atmosphériques corrélés à la topographie et d’une rampe orbitale (Beaudu-
cel et al., 2000a). On considère qu’entre chaque date d’acquisition, les taux de déplacement
sont constants (interpolation linéaire par partie, Chap. 3 page 41). Les interférogrammes
ainsi obtenus ont été sous-échantillonnés de telle sorte qu’ils contiennent des nombres de
points équivalents. Les zones correspondant au cratère, à des résidus topographiques ou sus-
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ceptibles de contenir des déplacements dus à de la subsidence de coulée risquent d’altérer
les résultats de modélisation. Elles ont donc été masquées et ne seront pas prises en compte
dans l’inversion. Une distance de corrélation de 1000 mètres ainsi que la variance moyenne
de l’interférogramme interpolé (Équ. 3.20 page 51) sont prises en compte pour le calcul de
la matrice de covariance selon la procédure proposée par Fukushima et al. (2005) (Équ. 4.9
page 77).
8.2.2 Modélisation par tomographie de déplacements
Données utilisées
Un calcul de tomographie a été réalisé à partir d’un jeu de données de déplacements
contenant les déplacements enregistrés par GPS pour la période du 08 mai 2007 au 12 juillet
2008 ainsi que les 6 interférogrammes présentés précédemment, interpolés pour cette même
période. On dispose de 10 stations GPS permettant d’avoir accès aux composantes est-
ouest, nord-sud et verticale des déplacements. Pour chaque composante de chaque station,
les données GPS ont été ﬁltrées de manière à ne récupérer que les valeurs dont la RMS (Root
Mean Square) est inférieure à 0.05 m.
Pour une journée donnée, la position du sol p et sa variance σ ont été obtenues en
moyennant les données GPS sur l’intégralité de la journée. Les déplacements entre les deux
journées et leurs variances sont obtenus selon :
dGPS = pf − pi
σ2 = σ2f + σ
2
i (8.1)
où pf , σ2f , pi, σ
2
i sont respectivement la position du sol et sa variance le 12 juillet 2008 et le
08 mai 2007.
Les 3 composantes de déplacement enregistrées par toutes les stations ont été regroupées
dans 3 vecteurs de déplacements (dEO, dNS et dV ). On considère que la variance moyenne
σ2C des déplacements pour une composante donnée est égale à la moyenne des variances des








Pour chacune des composantes, une distance de corrélation nulle ainsi que la variance
moyenne σ2C sont prises en compte pour le calcul de la matrice de covariance selon la procé-
dure proposée par Fukushima et al. (2005) (Équ. 4.9 page 77).
Les données InSAR contiennent beaucoup plus de points que les données GPS. Aﬁn
d’attribuer un poids similaire entre les diﬀérentes lignes de visée InSAR et les composantes
de déplacements enregistrés par GPS, la matrice de covariance Σ utilisée durant le calcul de
tomographie est déﬁnie selon :











oùW1, · · · ,W9 sont les décompositions de Cholesky des matrices de covariance calculées pour
les 9 jeux de données (3 composantes GPS et 6 lignes de visée InSAR), et n1, · · · , n9 sont
les nombres de points pour chacun des jeux de données. Cette formulation de la matrice de
covariance Σ permet de pondérer les diﬀérents jeux de données en fonction de leur variance
moyenne tout en équilibrant les poids relatifs des données InSAR et GPS (Paragraphe 6.5
page 131).
Résultats de tomographie
La tomographie a été calculée à partir d’un sous-échantillonnage du sous-sol par 3547
sources unitaires cubiques jointives, de 150 mètres de coté. Le modèle direct utilisé pour le
calcul de la fonction de Green est un modèle de cube d’Okada (1992). Ce type de conﬁgura-
tion permet de retrouver convenablement la position de la source à l’origine de la déformation
mais la variation de volume de la source sera sous-estimée (Partie 6.7.4 page 148). Le meilleur
modèle de tomographie a été obtenu par la minimisation d’une fonction de Non-Prédictibilité
de type CVSS, les données ayant été fragmentées à chaque itération en 4 quadrants (Par-
tie 6.3, ﬁgure 6.5 page 116). La ﬁgure 8.1-a montre les relations entre misﬁt, rugosité, et
fonction de Non-Prédictibilité. Les ﬁgures 8.1-b-c-d et le tableau 8.2 présentent les carac-
téristiques de diﬀérentes distributions de la variation de volume du sous-sol.
La fonction de Non-Prédictibilité présente un minimum très marqué. Le modèle corre-
spondant à ce minimum est présenté à la ﬁgure 8.1-b, les déplacements modélisés et les
résidus sont présentés à la ﬁgure 8.2. Les déplacements sont ﬁnement reproduits (misﬁt <
8%) et les variations de volume s’organisent en deux domaines distincts : la périphérie du






























































































































Figure 8.1 – Résultats de modélisation par tomographie pour la subsidence sommitale du
Piton de la Fournaise. –a– Evolution du misﬁt et de la fonction de Non-Prédictibilité en fonction
de la rugosité. Le minimum de la fonction de Non-Prédictibilité et le coeﬃcient de lissage
β correspondant sont indiqués par l’étoile rouge. –b– Solution pour le β correspondant au
minimum de la fonction de Non-Prédictibilité. –c– Même solution, après simpliﬁcation. –d–
Même solution après simpliﬁcation, résolue de telle sorte que toutes les sources aient une
variation de volume de même signe.
Modèle Toutes les sources Sources >0 Sources<0 Misfit
NB sources ∆V (m3) NB sources ∆V (m3) NB sources ∆V (m3) (%)
best CVSS 3547 −135200± 26341 1805 854000± 18428 1742 −989225± 18822 7.53
clean CVSS 539 −303500± 9865 218 −243000± 6177 321 −546400± 7692 9.11
clean all neg 227 −428200 0 0 227 −428200 12.78
Table 8.2 – Résultat du calcul de tomographie. best CVSS correspond au meilleur modèle
trouvé par la minimisation de la fonction de Non-Prédictibilité de type CVSS. clean CVSS
correspond au meilleur modèle simpliﬁé, pour lequel seules les sources les plus inﬂuentes sont
sélectionnées. clean all neg correspond au meilleur modèle simpliﬁé, résolu de telle sorte que
les variations de volume des sources unitaires aient toutes le même signe.
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Figure 8.2 – Déplacements, déplacements modélisés et résidus pour les modèles de tomogra-
phie. Les résidus correspondent à dobs − dmod.
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sous-échantillonnage du sous-sol augmente de volume alors que le centre, localisé sous le
Dolomieu diminue fortement de volume.
Le meilleur modèle a été simpliﬁé aﬁn de ne prendre en compte que les sources les plus
inﬂuentes (Partie 6.4 page 124) : il ne contient plus que 539 sources unitaires, principalement
localisées sous le Dolomieu, et dont la variation de volume totale est négative.
Enﬁn, les variations de volume des 539 sources du modèle après simpliﬁcation sont ré-
solues par méthode des moindres carrés non négatifs (Lawson et Hanson, 1974). Ce type de
résolution permet d’imposer à toutes les sources d’avoir des variations de volume nulles ou
de même signe, mais ne permet pas de calculer la variance des variations de volume (Para-
graphe 6.4). Parmi les 539 sources initiales, seules 227 sources localisées de manière compacte
à l’aplomb du Dolomieu varient encore de volume. Les déplacements modélisés reproduisent
légèrement moins bien les déplacements que les autres modèles (misﬁt = 12.7%) : la forme
générale des déplacements est bien reproduite, mais des résidus sont toujours présents en
périphérie de l’eﬀondrement.
Après simpliﬁcation, les sources subissant une variation de volume sont regroupées de
manière compacte et superﬁcielle sous le Dolomieu. Elles sont légèrement orientées dans
l’axe nord-sud et enveloppent en partie la topographie du cratère Dolomieu. La variation
de volume totale atteint environ -430 000 m3. Ces résultats mettent en évidence la présence
d’une source très superﬁcielle en déﬂation à l’aplomb du Dolomieu.
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8.2.3 Modélisation par la procédure NA-MBEM
Toutes les inversions présentées dans cette partie ont été réalisées à l’aide de la procédure
d’inversion développée par Fukushima et al. (2005). On impose une géométrie a priori de la
source à l’origine de la déformation, puis on cherche les paramètres de la source permettant
d’ajuster au mieux les déplacements observés. Le meilleur modèle est recherché à l’aide d’un
algorithme de type proches voisins (Sambridge, 1999a; Fukushima et al., 2005) (Fig. 5.2
page 86), puis les intervalles de conﬁance de chacun des paramètres sont estimés à partir des
densités de probabilité 1D et 2D (Sambridge, 1999b; Fukushima et al., 2005). Aﬁn de limiter
le nombre de paramètres réglant la position, la dimension, l’orientation et éventuellement
la variation de pression de la source, la variation de pression de la source n’est pas inversée
mais ajustée à chaque itération, ce qui permet d’accélérer la convergence de l’inversion. Les
données ayant été interpolées, elles couvrent la même période et enregistrent donc les mêmes
événements. La fonction coût à minimiser sera déﬁnie telle que les déplacements soient dus
à une seule source et que la variation de la pression soit identique pour tous les jeux de
données (voir l’équation 5.11 page 90 1)
Inversion d’une source sphérique
Les résultats de tomographie mettent en évidence une source superﬁcielle compacte lo-
calisée sous le Dolomieu. On cherche dans un premier temps à vériﬁer si une source de
géométrie simple permet d’expliquer les déplacements. Les déplacements dus à une sphère
sont calculés sur une topographie prenant en compte ou non l’eﬀondrement. Le tableau 8.3
donne les paramètres géométriques des meilleurs modèles trouvés pour les deux situations,
ainsi que les intervalles de conﬁance. La variation de volume n’ayant pas été inversée, les
intervalles de conﬁance ne sont pas disponibles pour ce paramètre. La valeur donnée corre-
spond à la variation de volume calculée a posteriori pour le meilleur modèle. Les ﬁgures 8.3-a
et 8.3-b montrent le meilleur modèle et les densités de probabilité 1D et 2D pour chaque
paramètre.
Pour l’inversion avec une topographie sans prise en compte de l’eﬀondrement, la meilleure
sphère trouvée est très superﬁcielle et occupe en grande partie le volume libéré par l’eﬀon-
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Figure 8.3 – Modèles de sphères et modèle lenticulaire. –a– Modèle de sphère, topographie sans
eﬀondrement. –b– Modèle de sphère, topographie avec eﬀondrement. –c– Modèle de lentille.
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Figure 8.4 – Déplacements et résidus pour les modèles de sphères et lenticulaire.
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Modèle X centre Y centre Z centre Rayon ∆V Misfit
(m) (m) (m) (m) (m3) (%)


















Table 8.3 – Résultat de l’inversion pour une source sphérique.
drement. Son rayon est d’environ 400 mètres et concorde avec le rayon de l’eﬀondrement
(Fig. 8.3-a). Les déplacements modélisés reproduisent bien les déplacements observés (misﬁt
= 12.34%, Tab. 8.3). Cependant, la source trouvée n’a pas de réalité géologique puisqu’elle
correspond en grande partie au cratère provoqué par l’eﬀondrement.
Pour l’inversion avec une topographie tenant compte de l’eﬀondrement, la meilleure
sphère trouvée est superﬁcielle, localisée sous le Dolomieu, et a un rayon très faible d’environ
160 mètres (Fig. 8.3-b). Son toit est tangent avec le plancher du cratère. Les déplacements
modélisés reproduisent le fort gradient de déplacement visible autour du cratère, mais des
déplacements supplémentaires sont générés à l’est du Dolomieu, provoquant les résidus visi-
bles sur les interférogrammes ascendants (Fig. 8.4). Le misﬁt trouvé est plus important que
lorsque la topographie ne prend pas en compte l’eﬀondrement (misﬁt = 15.7%, Tab. 8.3).
La présence de l’eﬀondrement semble empêcher la recherche de la meilleure sphère de
converger vers une source ayant un diamètre de l’ordre de grandeur du diamètre de l’eﬀon-
drement. Une géométrie sphérique est donc trop simple pour reproduire les déplacements en
présence de l’eﬀondrement.
Inversion d’une source lenticulaire
Aﬁn de permettre à la procédure de recherche du meilleur modèle de converger vers
une source superﬁcielle, ayant un diamètre supérieur à la dimension de l’eﬀondrement, on
considère maintenant une source lenticulaire. Cette géométrie est basée sur une sphère pour
laquelle on ajoute un paramètre d’aplatissement dans la direction de l’axe vertical (Fig. 8.5).
Figure 8.5 – Paramètres de la lentille. Les axes hori-
zontaux axe1 et axe2 ont la même longueur. L’axe ver-
tical axe3 est déﬁni tel que axe3 = ratio × axe1. L’el-
lipsoïde obtenu est oblate si ratio < 1, et prolate si
ratio > 1. Dans cet exemple, ratio = 0.5
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La lentille trouvée est localisée sous le Dolomieu, elle a un rayon plus important que celui
de l’eﬀondrement (Fig. 8.3-c). Les déplacements modélisés sont plus proches des déplace-
ments observés que ceux obtenus avec le modèle de sphère prenant en compte l’eﬀondrement
(misﬁt de 11.75% Tab. 8.4, contre 15.7% Tab. 8.3). Les déplacements modélisés reproduisent
moins bien le fort gradient de déplacement visible autour du cratère, mais les résidus visibles
sur les interférogrammes ascendants à l’est du Dolomieu (Fig. 8.4) sont plus faibles que ceux
obtenus avec le modèle de sphère.
Modèle X centre Y centre Z centre Rayon Ratio ∆V Misfit












Table 8.4 – Résultat de l’inversion pour une source lenticulaire seule. La topographie utilisée
prend en compte l’eﬀondrement.
Les résidus sont principalement localisés en bordure du Dolomieu (Fig. 8.4), une géométrie
simple de lentille permet de reproduire au premier ordre les déplacements observés, mais ne
permet pas de reproduire le fort gradient de déplacement visible en bordure du Dolomieu.
Inversion d’une colonne de roches
On cherche maintenant l’origine du fort gradient de déplacement visible en bordure du
Dolomieu. Comme ces déplacements ne sont reproductibles ni par un modèle simple de
sphère, ni par le modèle de lentille, ils pourraient être la conséquence de l’eﬀondrement du
Dolomieu.
À partir de données gravimétriques, Gailler et al. (2009) ont montré que la colonne de
roche eﬀondrée sous le Dolomieu a une densité plus faible que l’encaissant. Pour modéliser le
signal gravimétrique, ils considèrent une colonne de roche dont la base est proche du niveau
de la mer, et dont la masse volumique est plus faible que celle de l’encaissant de 200 kg.m-3.
On cherche à vériﬁer si la compaction progressive de cette colonne de roche peut être à
l’origine des déformations observées après la ﬁn de l’éruption.
On considère que la pression lithostatique de l’encaissant sur la colonne de roche augmente
de manière linéaire avec la profondeur et qu’elle est nulle au niveau du toit de la colonne de
roches :
P (h) = −(ρe − ρc)g(hmax − h) (8.5)
où ρe et ρc sont respectivement les masses volumiques de l’encaissant et de la colonne de
roche, hmax est l’altitude du toit de la colonne, et P (h) est la pression lithostatique exercée
par l’encaissant sur la colonne à une hauteur h donnée.
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La ﬁgure 8.6-a montre les déplacements provoqués par la compaction d’une colonne de
roche ayant les mêmes caractéristiques que celle proposée par Gailler et al. (2009). Les
déplacements modélisés aﬀectent l’ensemble de l’Enclos, et l’amplitude des déplacements au
niveau du cône central est beaucoup plus faible que l’amplitude des déplacements observés. Le
misﬁt entre les données modélisées et observées dépasse les 40% (Tab. 8.5). Un tel modèle
ne permet donc pas de reproduire les déplacements post-eﬀondrement. En revanche, les
déplacements obtenus ont quelques caractéristiques similaires aux déplacements syn-éruptifs :
en passe ascendante, les déplacements aﬀectent toute la partie ouest de l’Enclos, alors que
zone ne subit presque pas de déformation en passe descendante. Un phénomène similaire à
cette compaction pourrait expliquer les déplacements de grande longueur d’onde visible dans
la partie ouest de l’Enclos durant la période post-éruptive (Les interférogrammes syn-éruptifs
sont présentés à la ﬁgure 7.7).
Gailler et al. (2009) précisent que l’altitude de la base de la colonne n’est pas connue
avec précision, et le contraste de masse volumique entre l’encaissant et la colonne n’a pas
été inversé. On se propose donc de chercher les caractéristiques d’une colonne permettant de
reproduire au mieux les déplacements. Deux paramètres sont donc inversés : l’altitude de la
base de la colonne ainsi que le gradient de la pression lithostatique le long de l’interface entre
la colonne et l’encaissant. Le contraste de densité entre l’encaissant est calculé a posteriori à
partir des résultats de l’inversion et de l’équation 8.5. Le tableau 8.5 montre les paramètres
de la meilleure colonne trouvée et la ﬁgure 8.6 la géométrie de la meilleure colonne, les
déplacements modélisés ainsi que les résidus entre les données et les modèles.
Modèle Base de la colonne Gradient de pression Contraste masse volumique Misfit
(m) MPa.m-1 kg.m-3 (%)








Table 8.5 – Résultat du calcul direct en prenant en compte les caractéristiques de la colonne
proposée par Gailler et al. (2009) et caractéristiques de la meilleure colonne trouvée par inver-
sion.
La ﬁgure 8.6 montre que les déplacements modélisés reproduisent convenablement les ob-
servations au niveau du cône central : les fort gradients de déplacement présents en bordure
du cratère sur tous les interférogrammes sont bien reproduits. En revanche, les interféro-
grammes modélisés en passe ascendante présentent un signal à l’est du Dolomieu qui n’est
pas visible sur les interférogrammes réels. La base de la meilleure colonne trouvée est située à
plus de 2000 mètres d’altitude, c’est-à-dire à proximité du plancher du cratère Dolomieu. Le
contraste de masse volumique trouvé est environ 6 fois plus important que celui proposé par
Gailler et al. (2009) (Tab. 8.5). Les caractéristiques de cette meilleure colonne ne sont pas









































































































































































Figure 8.6 – Modèles de colonne. –a– Déplacements, déplacements modélisés et résidus pour
les modèles de Gailler et al. (2009), et pour l’inversion d’une colonne de roche. Les résidus
correspondent à dobs−dmod. –b– Géométrie de la meilleure colonne. –c– Intervalles de conﬁance
des paramètres de la colonne.
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Si ce phénomène de compaction est à l’origine de déplacements, seule la partie supérieure
de la colonne subit cette compaction.
Inversion d’une lentille avec prise en compte de la fracturation liée à l’eﬀon-
drement du Dolomieu
Nous avons vu qu’une source massive de géométrie simple ne permet pas de reproduire le
fort gradient de déplacement visible en périphérie du Dolomieu, alors que les déplacements de
plus grande longueur d’onde sont bien reproduits. D’autre part, nous avons vu que la présence
d’une colonne de roche se compactant sous la pression de l’édiﬁce, permet de reproduire les
forts gradients périphériques, alors que les déplacements de plus grande longueur d’onde sont
moins bien reproduits. Par ailleurs la géométrie de la meilleure colonne trouvée n’est pas en
accord avec l’hypothèse de la compaction : cette géométrie pourrait correspondre à l’eﬀet de
la présence de la faille circulaire bordant l’eﬀondrement en réponse à la déformation d’une
autre source.
Nous allons maintenant essayer de reproduire en une seule inversion, les forts gradients
de déplacement en bordure du Dolomieu ainsi que les déplacements de plus grande longueur
d’onde.
Cette recherche est réalisée en inversant simultanément les paramètres d’une lentille et
d’une faille circulaire entre la colonne de roche et l’encaissant. Cette faille permet de prendre
en compte les eﬀets de la fracturation liée à l’eﬀondrement. Aucune contrainte cisaillante
n’est imposée sur cette faille, qui peut donc jouer librement en fonction de la variation
de volume imposée à la lentille. La faille est jointive avec la topographie au niveau de la
périphérie de l’eﬀondrement. MBEM peut générer des erreurs s’il existe des intersections
entre les diﬀérentes sources prises en compte lors du calcul. Pour permettre au calcul de se
dérouler, nous éviterons les intersections entre les sources en ﬁxant l’altitude de la base de
la colonne au même niveau que l’altitude du toit de la lentille.
Modèle X centre Y centre Z centre Rayon Ratio ∆V Misfit
(m) (m) (m) (m) - (m3) (%)






















Table 8.6 – Résultat de l’inversion pour une source lenticulaire avec prise en compte de la
fracturation liée à l’eﬀondrement. Les paramètres trouvés pour la lentille seule sont rappelés à
titre de comparaison.
La ﬁgure 8.7 montre les déplacements provoqués par le meilleur modèle et la géométrie




































































































































Figure 8.7 – Modèle de lentille et de faille. –a– Déplacements, déplacements modélisés et
résidus pour le modèle de lentille avec prise en compte de la fracturation liée à l’eﬀondrement.
Les résidus correspondent à dobs−dmod. –b– Géométrie de la meilleure lentille. –c– Intervalles
de conﬁance et PPD2D des paramètres de la lentille.
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lentille inversée sans prise en compte de la fracturation (Tab. 8.6). Dans les deux cas, la
source trouvée est localisée sous le Dolomieu, et l’axe vertical de la source est environ deux
fois plus court que les axes horizontaux (Ratio proche de 0.5). Avec la prise en compte de la
fracturation liée à l’eﬀondrement, le misﬁt est inférieur à 10% et les résidus en bordure du
Dolomieu sont plus faibles que sans la prise en compte de la fracturation. Les résidus restent
cependant principalement localisés en bordure du Dolomieu (Fig. 8.4).
La variation de volume de la lentille atteint -520 000 m3 et est du même ordre de grandeur
que celle calculée à l’aide de la tomographie (-430 000 m3). D’autre part, la position et la
forme de la lentille sont tout à fait cohérentes avec la répartition des variations de volume
des sources unitaires trouvée par tomographie (Fig. 8.2).
8.3 Étude de la dynamique de la source
8.3.1 Position de la source en fonction du temps
Aﬁn de connaître la position de la source à l’origine de la subsidence dans le temps,
plusieurs tomographies ont été calculées pour diﬀérentes périodes. Ces tomographies ont été
calculées à partir d’interférogrammes dans deux lignes de visée (passe ascendante swath 7,
passe descendante swath 6), interpolés de telle sorte qu’ils couvrent la même période. La
grille de sous-échantillonnage du sous-sol contient 1664 sources unitaires cubiques de 150
mètres de côté. De même que précédemment, la fonction de Non-Prédictibilité utilisée est
de type CVSS, les meilleurs modèles obtenus ont été simpliﬁés aﬁn de ne sélectionner que
les principales sources, puis ces modèles simpliﬁés ont été utilisés pour résoudre la variation
de volume des sources unitaires, de sorte qu’elles aient toutes le même signe. La ﬁgure 8.8
montre les répartitions des variations de volume pour les diﬀérentes périodes et le tableau 8.7
montre leurs caractéristiques.
Modèle
du 22.04.2007 du 12.08.2007 du 01.12.2007 du 22.03.2008
au 12.07.2008 au 12.07.2008 au 12.07.2008 au 12.07.2008
Misfit (%) 9.6 11.5 16 21.3
∆V (m3) −465716± 8549 −201597± 3502 −107417± 3015 −75104± 752
NB sources 339 444 515 408
Table 8.7 – Caractéristiques des tomographies calculées pour 4 périodes. La grille de sous-
échantillonnage du sous-sol contient 1664 sources unitaires cubiques de 150 mètres de côté. ∆V
correspond à la variation de volume totale du sous-sol. NB sources correspond au nombre de
sources ayant une variation de volume inférieure à 0.
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Figure 8.8 – Résultats de tomographie en fonction du temps pour 4 périodes diﬀérentes. Les
tomographies sont présentées après simpliﬁcation et résolues de sorte que toutes les sources
unitaires aient le même signe.
La ﬁgure 8.8 montre que pour les 4 périodes, les sources à l’origine de la déformation
sont regroupées de manière compacte sous l’eﬀondrement. La position de ces sources pour
les 4 périodes est cohérente avec le meilleur ellipsoïde trouvé par inversion numérique. Le
tableau 8.7 montre que la variation de volume totale diminue avec le temps, mais que le
nombre de sources unitaires varie peu. La position et la forme de la source à l’origine de la
déformation sont donc stables dans le temps, seule sa variation de volume évolue dans le
temps.
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8.3.2 Évolution de la variation de volume
Les tomographies ont mis en évidence que la position de la source et sa forme ne varient
pas dans le temps (Fig. 8.8). La position de la source à l’origine de la déformation étant
cohérente avec la position de la meilleure lentille trouvée (Fig. 8.4), nous considèrerons que
cette lentille est à l’origine de la déformation du cône durant l’intégralité de la période
post-éruptive. Sa position et sa forme restant constantes, seule sa variation de volume est à
l’origine de la déformation.
À partir de la géométrie de la meilleure lentille trouvée, le modèle numérique de Cayol
et Cornet (1997) nous permet de calculer les composantes est–ouest, nord–sud et verticales
des déplacements provoqués par cette lentille pour une variation de volume de 1 m3 ( d∆V=1EO ,
d∆V=1NS et d
∆V=1
HB ). Pour les 204 interférogrammes de la base de données couvrant la période
après l’eﬀondrement (10 lignes de visée diﬀérentes), on cherche la variation de volume de la
lentille permettant d’ajuster au mieux les déplacements enregistrés au niveau du cône. La



















où A est un vecteur 3×1 contenant les caractéristiques de la ligne de visée (radarlook),
dmod représente les déplacements provoqués par la lentille pour une variation de volume de
1m3 projetés dans la ligne de visée de l’interférogramme, dobs sont les données observées,
∆V et σ2∆V sont la variation de volume et sa variance permettant d’ajuster au mieux les
déplacements.
Soit ∆Vk et Σ2∆Vk , deux vecteurs regroupant les variations de volume et leur variance
calculées pour tous les interférogrammes d’une ligne de visée k donnée. À l’aide d’un calcul
de série temporelle (Partie 2.3 page 33), la variation de volume de la source lenticulaire est
recalculée en fonction du temps par rapport à une date de référence. Soit f l’application
permettant le calcul de série temporelle ; la variation de volume de la source ∆Vk(t) en
fonction du temps et sa variance Σ2∆Vk(t) sont données pour la ligne de visée k par :[
∆Vk(t),Σ2∆Vk(t)
]
= f(∆Vk,Σ2∆Vk , t) (8.7)
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On considère maintenant que le sol ne se déforme plus à partir du 1er juillet 2008, la
variation de volume de la source est donc nulle après cette date. Cette hypothèse nous
permet de connaître pour chaque ligne de visée la variation de volume absolue de la source
et non plus par rapport à une date de référence. Les variations de volume ∆Vk(t) calculées
pour chaque ligne de visée sont alors combinables, et nous permettent d’avoir accès à un
échantillonnage relativement ﬁn de la variation de volume de la source ∆V(t) en fonction





La constante de temps τ est équivalente à la demi-vie du système, c’est-à-dire le temps
nécessaire pour que ∆V ait été divisée par 2.























































Figure 8.9 – Évolution de la variation de volume en fonction du temps. Les séries temporelles
calculées sur la variation de la source sont indiquées pour chaque ligne de visée. La variation
de volume a été ajustée à l’aide d’une exponentielle.
La demi-vie trouvée (77 ± 36 jours) est similaire à celle calculée pour caractériser la
dynamique des déplacements ( 61 jours, Fig. 7.16), l’évolution de la variation de volume
calculée est donc cohérente avec la dynamique des déplacements observés. L’évolution de la
variation de volume selon une exponentielle décroissante suggère un tassement de la source,
c’est à dire une migration des défauts.
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8.4 Discussion
8.4.1 Origine de la subsidence post-éruptive
Nous avons vu que la compaction de la colonne de roche sur l’intégralité de sa hauteur
ne peut pas expliquer les déplacements post-éruptifs. D’autre part, la compaction de la par-
tie superﬁcielle de la colonne permet de reproduire les forts gradients de déplacements en
périphérie du cratère, mais génère des motifs de déformation non présents sur les interféro-
grammes dans la partie est du cône central (Fig. 8.6). La compaction de la colonne de roche
ne peut donc pas expliquer à elle seule la subsidence du cône.
Les résultats obtenus par inversion numérique et par tomographie de déplacements met-
tent en évidence la présence d’une source en déﬂation très superﬁcielle localisée sous le
Dolomieu. Cette source est trop superﬁcielle pour correspondre à la chambre magmatique,
dont la position est généralement estimée au niveau de la mer sous le Dolomieu (Peltier
et al., 2009b).
À partir de données géoélectriques, Lénat et al. (1999) ont montré que le système hy-
drothermal du Piton de la Fournaise est très superﬁciel sous le Dolomieu. D’autre part,
Urai et al. (2007) ont montré à partir de données ASTER la présence d’une anomalie de
température dans le Dolomieu après l’eﬀondrement, et Staudacher (2010) a noté la présence
de nombreuses fumerolles dans le cratère après l’eﬀondrement. Ces fumerolles étaient tou-
jours visibles par imagerie thermique le 5 mai 2008 indiquant que le système hydrothermal
était toujours actif. Enﬁn, Gouhier et Coppola (2011) ont montré qu’avant l’eﬀondrement,
les principales émissions de SO2 se sont faites au niveau de la ﬁssure éruptive d’avril, alors
qu’après l’eﬀondrement, les plus grosses quantités ont été émises au niveau du cratère. Ils
supposent que le réservoir de SO2 correspond au système hydrothermal. La source superﬁ-
cielle à l’origine de la déformation pourrait donc être la conséquence du drainage du système
hydrothermal suite à l’eﬀondrement. La perte de pression du système hydrothermal étant
associée à une perte de volume, elle aurait alors provoqué la déformation du cône.
Les résultats de modélisation par méthode numérique et par tomographie permettent
de retrouver convenablement la forme générale des déplacements. Cependant, des résidus
de déformation sont toujours présents en périphérie du cratère (Fig. 8.4 et 8.2), résidus
que l’hypothèse du drainage du système hydrothermal seule ne permet pas d’expliquer. Les
eﬀets d’une faille circulaire permettent de réduire partiellement ces résidus périphériques,
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qui restent cependant plus importants que ceux obtenus avec le modèle de la compaction de
la colonne de roche.
Aﬁn d’expliquer l’intégralité des signaux, il est nécessaire de considérer deux processus
(Fig. 8.10) : les déplacements de l’ensemble du cône seraient principalement dus à la perte
de volume du système hydrothermal, alors que les forts gradients de déplacements de la
périphérie du cône seraient la conséquence de la présence de la fracturation autour de la






Figure 8.10 – Sources à l’origine de la subsidence post-éruptive : l’eﬀondrement du 5 avril a
permis d’initier le drainage du système hydrothermal. Ce drainage se manifeste par de fortes
émissions de SO2 et l’apparition de fumerolles. Il a pour conséquence une perte de volume du
système hydrothermal. La subsidence du cône est la conséquence de cette perte de volume et
la faille circulaire due à l’eﬀondrement contrôle la déformation de la périphérie du cratère.
Par ailleurs, la tomographie montre une légère orientation dans l’axe nord-sud de la répar-
tition des variations de volume des sources unitaires. Cette orientation peut être due au fait
que les données à partir desquelles la tomographie a été calculée contiennent peu d’informa-
tion sur les déplacements nord-sud. Cependant, cette orientation correspond à l’orientation
des rift-zones au niveau du cône central. Les mesures de polarisation spontanée (PS), mon-
trent la présence d’un système hydrothermal actif, orienté dans la même direction que les
rift-zones (Taquet, 2008). L’orientation que nous trouvons est donc cohérente avec les don-
nées PS et avec l’hypothèse d’un système hydrothermal actif principalement au niveau des
rift-zones.
L’hypothèse de drainage d’un système hydrothermal suite à l’eﬀondrement nécessite que
le système hydrothermal soit sous pression avant que n’ait eu lieu l’eﬀondrement. Le rem-
212 CHAPITRE 8. MODÉLISATION DES DÉPLACEMENTS SOMMITAUX
plissage de la chambre magmatique avant l’éruption par du magma chaud aurait permis de
réchauﬀer l’eau présente dans l’édiﬁce. Cette eau réchauﬀée aurait alors provoqué la mise
sous pression progressive du système hydrothermal (Fig. 8.10). Lors de l’eﬀondrement, seules
quelques faibles explosions phréatiques ont eu lieu dans le cratère. Aucune venue magma-
tique n’est entrée en contact avec le système hydrothermal à proximité de l’eﬀondrement, ce
qui expliquerait la faible amplitude de ces explosions phréatiques.
8.4.2 Dynamique inter-éruptive du système hydrothermal
La ﬁgure 8.11 montre une série d’interférogrammes couvrant les périodes pré-éruptive,
syn-éruptive et post-éruptive pour 4 éruptions postérieures ou antérieures à celle d’avril
2007. Durant les périodes pré-éruptives, on distingue des franges localisées au niveau du
cône central témoignant d’une inﬂation (de la périphérie vers le centre du signal, les franges
passent du jaune au rouge puis au bleu, ce qui correspond à une diminution de la distance
Terre-satellite). Ce signal est toujours visible après les éruptions, mais les franges mettent
en évidence une subsidence.
Ces signaux peuvent être expliqués par des eﬀets atmosphériques (atmosphère corrélée
avec la topographie, Partie 2.2 page 30 et Beauducel et al. (2000a)). Cependant, la local-
isation des signaux semble contrôlée par la ligne de visée : en passe ascendante, la défor-
mation est décalée vers l’ouest par rapport au cratère, et vers l’est en passe descendante.
Ces décalages ne peuvent pas être expliqués par les eﬀets atmosphériques. D’autre part, la
répétition systématique du sens des déplacements (inﬂations pré-éruptives et subsidences
post-éruptives) permet de penser qu’ils sont la conséquence d’un phénomène géologique.
Le signal de déformation est localisé principalement autour du cône central, la source à
l’origine de la déformation ne peut donc pas être très profonde, et ne peut pas correspondre
à une chambre magmatique. En revanche, la venue de matériel chaud avant une éruption
pourrait permettre une augmentation de température des ﬂuides hydrothermaux. Lénat et al.
(2011) proposent que la mise en pression du système hydrothermal durant la période pré-
éruptive soit à l’origine de fracturations dans la colonne de roche sous le Dolomieu. Cette
fracturation faciliterait alors la propagation des injections magmatiques vers la surface, au
niveau du cône central. Elle progresserait du niveau de la chambre magmatique vers la
surface provoquant la migration d’essaims de microséismes vers la surface. En remontant
vers la surface, ces ﬂuides provoqueraient la mise sous pression du système hydrothermal
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Figure 8.11 – Cycles inﬂation-éruption-subsidence. Avant une éruption, les déplacements du
cône sont cohérents avec une inﬂation ; après l’éruption, les déplacements correspondent à une
subsidence.
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Après l’éruption, la quantité de matériel chaud n’est pas suﬃsante pour entretenir la
circulation de ces ﬂuides. La température du système hydrothermal ainsi que sa pression











Figure 8.12 – Cycle du système hydrothermal. –a– Avant une éruption : du materiel chaud 1©
remplit la chambre magmatique 2©. La chaleur provoque l’augmentation de température et la
remontée de ﬂuides hydrothermaux le long de la colonne de roche 3©. Le système hydrothermal
superﬁciel 4© entre en surpression et provoque l’inﬂation sommitale pré-éruptive 5©. –b– Après
une éruption : la chambre magmatique 1© n’est plus assez chaude pour entretenir la convection
des ﬂuides hydrothermaux. Le système hydrothermal 2© refroidit et sa diminution de volume
provoque la subsidence post-éruptive 3©.
Lors des éruptions présentées à la ﬁgure 8.11, les déplacements pour un demi-cycle (in-
ﬂation ou subsidence) sont inférieurs à 5 cm et sont donc trop faibles pour être discriminés
convenablement à partir de données GPS. Lors de l’éruption d’avril 2007, suite à l’eﬀon-
drement, le drainage du système hydrothermal a été très important et s’est poursuivi durant
la période post-éruptive. Ainsi, la subsidence a pu être plus facilement détectée et caractérisée
par GPS. Les données InSAR montrent quant à elles que les subsidences post-éruptives sont
des phénomènes récurrents. En revanche, l’origine et surtout l’amplitude de celle observée
en avril 2007 sont remarquables.
Chapitre 9
Modélisation des déplacements des
Grandes Pentes durant les phases
post-eﬀondrement et post-éruptive
Résumé
Durant les périodes post-eﬀondrement et post-éruptive, le ﬂanc est s’est déplacé en suivant
deux dynamiques diﬀérentes. Pour chacune de ces périodes, les déplacements ont été modélisés
aﬁn de retrouver la géométrie des sources à l’origine des déplacements. Durant la période post-
eﬀondrement, les modèles de tomographie de déplacements et la modélisation par procédure NA-
MBEM mettent en évidence une source superﬁcielle, aplatie et localisée sous les Grandes Pentes.
Cette source est en déﬂation et pourrait correspondre à la vidange d’un réservoir superﬁciel
localisé sous les Grandes Pentes. Durant la période post-éruptive, les résultats de modélisation
mettent en évidence une source de nouveau superﬁcielle et plane mais le vecteur contraintes
permettant de reproduire le mieux les déplacements correspond à un cisaillement couplé à une
fermeture. Des modèles complémentaires mettent en évidence la présence d’un contrôle structural
de la déformation par deux failles. La source inversée est interprétée comme un niveau altéré se
compactant tout en subissant un cisaillement. Cette couche d’argiles aurait pu servir de niveau
de décollement permettant au ﬂanc est de glisser vers l’océan.
9.1 Introduction
Nous avons vu que durant l’éruption d’avril, les déplacements les plus importants ont
aﬀecté les Grandes Pentes (Fig. 7.8 page 167). La déformation des Grandes Pentes a été
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polyphasée et trois périodes diﬀérentes de déformation ont été identiﬁées : la période syn-
eﬀondrement, durant laquelle les déplacements ont atteint près d’un mètre, la période suivant
l’eﬀondrement, caractérisée par des déplacements cohérents avec une subsidence (Fig. 7.12
page 173), et enﬁn la période post-éruptive, durant laquelle le ﬂanc dans son ensemble glisse
vers l’est et vers le bas (Fig. 7.14 page 176).
Durant la période syn-eﬀondrement, plusieurs motifs de déformation se superposent,
conséquences de la présence de diﬀérentes sources jouant simultanément. Ces déplacements
seront donc diﬃcilement modélisables. Aﬁn de faciliter les procédures de modélisation des
déplacements durant la période syn-eﬀondrement, il est donc nécessaire d’avoir un a priori
sur le nombre de sources, leur mode de fonctionnement et leur géométrie.
Cette partie sera consacrée à la détermination de ces sources potentielles à partir des
données des périodes post-éruptive et post-eﬀondrement. La ﬁgure 7.18 page 185 montre
que les déplacements des Grandes Pentes ont deux dynamiques très diﬀérentes, témoignant
de la présence de deux sources, l’une provoquant des déplacements rapides de grande am-
plitude jusqu’à la ﬁn de l’éruption, et l’autre étant à l’origine de déplacements plus faibles
et plus lents. Dans un premier temps, nous essaierons de caractériser la source à l’origine
de la déformation visible sur les interférogrammes couvrant la ﬁn de l’éruption, puis nous
caractériserons la géométrie et le mode de fonctionnement du plan de glissement à l’origine
des déplacements du ﬂanc est après la ﬁn de l’éruption.
9.2 Modélisation des déplacements post-eﬀondrement
Quatre interférogrammes couvrent en partie la ﬁn de l’éruption (Partie 7.4 page 172).
Cependant, seul l’interférogramme 5048-26884-27385 (du 06 avril au 11 mai 2007) couvre
l’intégralité de la période post-eﬀondrement. Lui seul permettra de caractériser convenable-
ment la géométrie de la source provoquant les déplacements rapides (Fig. 7.18 page 185 et
ﬁgure 9.1).
9.2.1 Tomographie de déplacements
Aﬁn de s’aﬀranchir des a priori inhérents à la procédure d’inversion numérique sur la
géométrie de la source, une modélisation par tomographie de déplacements a été calculée à
partir des données de déplacements de l’interférogramme 5048-26884-27385. La tomographie
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a été réalisée à partir d’une grille de sous-échantillonnage du sous-sol, cubique de 3000 mètres
de côté, et centrée au niveau du maximum des déplacements. La fonction de Green utilisée
est un modèle de cube d’Okada (Okada, 1992). Les cubes sont jointifs et font 200 mètres de
côtés. Le sous-sol contient 2068 sources unitaires.
Le meilleur modèle de tomographie a été obtenu par la minimisation d’une fonction de
Non-Prédictibilité de type CVSS, les données ayant été fragmentées à chaque itération en 4
quadrants (Partie 6.3, ﬁgure 6.5 page 116).
Le meilleur modèle a été simpliﬁé aﬁn de ne prendre en compte que les sources les plus
inﬂuentes (Partie 6.4 page 124) : il ne contient plus que 216 sources unitaires, principalement
localisées sous le maximum de déformation, et dont la variation de volume totale est négative.
Enﬁn, les variations de volume des 216 sources du modèle simpliﬁé sont résolues par méthode
des moindres carrés non négatifs (Lawson et Hanson, 1974). Ce type de résolution permet
d’imposer à toutes les sources d’avoir des variations de volume nulles ou de même signe,
mais ne permet pas de calculer la variance de ces variations. Le tableau 9.1 résume les
caractéristiques de ces trois modèles, la ﬁgure 9.1 montre la répartition des variations de
volume pour le modèle simpliﬁé et les déplacements modélisés pour chacun des trois modèles.
Sources total Sources ∆V > 0 Sources ∆V < 0 Misﬁt
NB ∆V NB ∆V NB ∆V
(%)
sources (×103 m3) sources (×103 m3) sources (×103 m3)
best CVSS 3547 −319± 58 885 672± 38 1183 −991± 44 0.84
clean CVSS 216 −273± 22 59 237± 11 157 −510± 18 1.85
clean all neg 98 −291 - - 98 −291 5.01
Table 9.1 – Résultat du calcul de tomographie. best CVSS correspond au meilleur modèle
trouvé par la minimisation de la fonction de Non-Prédictibilité de type CVSS. clean CVSS
correspond au meilleur modèle simpliﬁé, pour lequel seules les sources les plus inﬂuentes sont
sélectionnées. clean all neg correspond au meilleur modèle simpliﬁé, résolu de telle sorte que les
variations de volume des sources unitaires aient toutes le même signe. Les résultats concernant
les sources ayant des variations de volume de signes diﬀérents sont donnés à titre d’information.
Les deux modèles, n’imposant aucune contrainte sur l’unicité du signe des variations de
volume, permettent de reproduire très ﬁnement les déplacements (misﬁt < 2%). Le modèle
simpliﬁé imposant l’unicité du signe des variations de volume reproduit légèrement moins
bien les déplacements, mais reste très satisfaisant (misﬁt = 5%). La ﬁgure 9.1 montre que la
zone subissant une variation de volume est localisée à proximité de la surface. Les sources sont
globalement organisées de manière coplanaire, parallèlement à la topographie. La variation
de volume totale des sources unitaires indique que la source à l’origine de la déformation est
en déﬂation. Le plan trouvé pourrait donc correspondre à un sill en cours de vidange.
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Figure 9.1 – Résultats d’inversion pour la période post-eﬀondrement. –a– Résultat de la
tomographie et meilleures géométries trouvées pour les deux inversions. Le résultat de tomo-
graphie présenté correspond au meilleur modèle simpliﬁé, résolu en imposant un signe identique
à toutes les variations de volume. –b– Déplacements modélisés et résidus pour la période du 06
avril au 11 mai 2007 (interférogramme 5048-26884-27385). Les résultats de tomographie avant
simpliﬁcation et sans condition sur le signe des sources sont montrés à titre indicatif. Le trait
en pointillé sur l’interférogramme initial correspond à la faille décrite par Michon et Saint Ange
(2008).
9.2.2 Inversion numérique
La tomographie montre que la source à l’origine de la déformation a une géométrie rela-
tivement plane et est très superﬁcielle. On cherche à aﬃner le résultat obtenu par tomogra-
phie en modélisant la déformation par méthode numérique à l’aide du modèle MBEM (Cayol
et Cornet, 1997) et de la procédure d’optimisation NA (Sambridge, 1999a,b; Fukushima
et al., 2005). On considère dans un premier temps que ces déplacements sont la conséquence
d’une source de forme quadrangulaire. La ﬁgure 9.2 montre les 11 paramètres géométriques
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nécessaires pour caractériser un quadrangle. Ce quadrangle sera susceptible de subir en même
temps un cisaillement et une ouverture et on déﬁnit un vecteur contraintes caractérisé par
son pendage et son azimut. Aﬁn de limiter le nombre de paramètres, l’amplitude des déplace-
ments est recalculée a posteriori et la fonction coût à minimiser sera donc déﬁnie comme
indiqué à l’équation 5.11 (source unique, variation de volume identique pour tous les jeux
de données). Cette méthode nous permet de ne pas inverser la norme du vecteur contrainte
et de se limiter à 13 paramètres.
Le tableau 9.2 donne les paramètres du meilleur quadrangle plan. La variation de vol-
ume totale, la quantité de glissement et l’ouverture du quadrangle sont calculés a posteriori à
partir du meilleur modèle. La ﬁgure 9.1 (Quadrangle seul) présente la géométrie, les déplace-
ments modélisés et les résidus. La forme générale des déplacements est bien reproduite (misﬁt
= 9%), cependant, le maximum des déplacements modélisés ne correspond pas exactement
au maximum des déplacements observés.
Quadrangleseul Quadrangle et faille
Figure 9.2 – Géométrie d’un quadrangle plan à 13 et 14 paramètres. –Quadrangle seul– On
déﬁnit les coordonnées x et y des quatre coins du polygone, puis on calcule les coordonnées
xc et yc de leur barycentre. On cherche ensuite l’équation du plan d’azimut et de pendage
ﬁxés, passant par le barycentre. Enﬁn, les quatre coins sont projetés sur le plan. Le vecteur
contrainte appliqué au quadrangle permet de prendre en compte une composante cisaillante et
une composante d’ouverture et n’est déﬁni que par un azimut et un pendage. –Quadrangle et
faille– Le quadrangle est déﬁni de la même manière, puis est coupé en 2 demi-quadrangles au
niveau de la faille. Le pendage et l’azimut du vecteur contrainte des deux quadrangles seront
identiques, mais pas leurs normes. Le ratio entre les normes sera un paramètre supplémentaire.
On considère maintenant que la faille décrite par Michon et Saint Ange (2008) (Fig. 9.1 –
Quadrangle et faille, et Fig. 7.15 page 179) est susceptible de contrôler la déformation. On
suppose que le mécanisme à l’origine de la déformation est le même de part et d’autre de
la faille mais que la faille permet un découplage mécanique entre le bloc sud et le bloc
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x1 (m) y1 (m) x2 (m) y2 (m) x3 (m) y3 (m)











x4 (m) y4 (m)
azimut pendage azimut pendage
plan (◦) plan (◦) contrainte (◦) contrainte (◦)
Q seul 370625+256−256 7648293
+301
−224 −70+41−40 22+8.7−7.8 112+35−28 77+7.7−7.2
zc (m) ratio normes
ouverture cisaillement ∆V misﬁt
moyenne (m) moyen (m) (m3) %







Table 9.2 – Résultat d’inversion pour un quadrangle. Q seul : paramètres trouvés pour le
quadrangle sans prise en compte de la faille proposée par Michon et Saint Ange (2008). QF :
inversion eﬀectuée à partir des paramètres du meilleur quadrangle trouvé, en prenant en compte
la faille. QFS et QFN correspondent aux deux demi-quadrangles nord et sud. Le ratio des
normes est le seul paramètre inversé. Il est déﬁni par rapport à la norme du vecteur contrainte
du quadrangle nord.
nord. Pour modéliser ce mécanisme, le quadrangle trouvé précédemment est divisé en deux
demi-quadrangles au niveau de son intersection avec la faille (Fig. 9.2). Aﬁn de modéliser un
mécanisme de déformation identique sur les deux quadrangles, les contraintes appliquées aux
deux quadrangles ont le même pendage et le même azimut. La direction de la contrainte,
et le rapport entre contrainte cisaillante et ouverture sont donc identiques sur les deux
quadrangles. Aﬁn de prendre en compte un découplage mécanique dû à la faille, on permet
aux deux contraintes d’avoir chacune leur propre norme. Seul le rapport entre ces normes
sera inversé, ce qui permettra de ne prendre en compte qu’un seul paramètre dans l’inversion.
La ﬁgure page 370 donne les PPD-1D et 2D de l’inversion.
La ﬁgure 9.1 montre que le maximum des déplacements modélisés est localisé au même
endroit que le maximum des déplacements observés. Les résidus sont plus faibles que ceux
obtenus avec le quadrangle simple et le misﬁt est inférieur à 8%. La variation de volume
totale trouvée est du même ordre de grandeur que dans le cas précédent. On peut remarquer
que la prise en compte de la faille proposée par Michon et Saint Ange (2008) permet de
reproduire ﬁnement la disymétrie entre les parties nord et sud du motif de déformation
(Fig. 9.1 – Quadrangle et faille). Les résidus dans la partie centrale/sud du motifs sont plus
faibles que si la faille n’est pas prise en compte. Cette faille contrôle donc la déformation
durant la période suivant l’eﬀondrement du Dolomieu.
Dans les deux situations (prise en compte ou non de la faille décrite par Michon et Saint
Ange (2008)), le tableau 9.2 montre que la composante cisaillante des déplacements le long
des quadrangles est plus faible d’un ordre de grandeur à la composante en ouverture. Les
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quadrangles ne peuvent donc pas correspondre à un plan de faille sur lequel glisserait le ﬂanc
est. D’autre part, la variation de volume des quadrangles est négative : la déformation de la
source est donc cohérente avec un réservoir en déﬂation.
9.2.3 Interprétations
Les résultats obtenus par tomographie et par modélisation numérique donnent des résul-
tats similaires. Les sources trouvées avec les deux méthodes sont localisées au même niveau,
de manière superﬁcielle, et sont parallèles à la topographie. Elles sont toutes les deux com-
patibles avec la présence d’un réservoir en déﬂation sous les Grandes Pentes.
Nous avons indiqué au paragraphe 7.4 que la localisation de la subsidence visible sur
l’interférogramme post-eﬀondrement 5048-26884-27385 correspond à une inﬂation durant la
période syn-éruptive (Fig. 7.12 page 173 et ﬁgure 7.8 page 167). Ce gonﬂement serait donc
la conséquence du remplissage d’un réservoir temporaire localisé sous les Grandes Pentes.
La tomographie comme les inversions numériques tendent à montrer que ce réservoir est très
aplati, il pourrait donc correspondre à un sill en cours de vidange. Nous avons aussi évoqué
la présence d’un petit signal reliant le maximum de déformation des Grandes Pentes à la
ﬁssure éruptive du 2 avril (Fig. 7.12) et avons interprété ce signal comme la conséquence
de l’injection d’avril. Cette injection permettrait donc le transfert du magma du réservoir
temporaire vers la ﬁssure éruptive, expliquant ainsi la déﬂation du réservoir temporaire.
9.3 Modélisation des déplacements post-éruptifs
Durant la phase post-éruptive, les déplacements du ﬂanc est concernent l’ensemble des
Grandes Pentes, qui glissent lentement vers l’est et vers le bas (Fig. 7.14 page 176). On
cherche à caractériser la géométrie et les contraintes de la surface de décollement sur laquelle
glisse le ﬂanc. Les modèles qui suivront ont été calculés à partir de deux interférogrammes
caractéristiques de la période post-éruptive, choisis de sorte qu’ils couvrent une période la
plus proche possible tout en ayant des lignes de visée suﬃsamment diﬀérentes 1.
1. La procédure d’interpolation temporelle des déplacements n’était pas opérationnelle au moment où
ont été calculés ces modèles.
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La caractérisation de la géométrie du plan de glissement et de ses contraintes est faite
étape par étape : nous considèrerons dans un premier temps des géométries simples aﬁn de
dégager les principales caractéristiques des contraintes, puis nous aﬃnerons la détermination
de la géométrie du plan de glissement en complexiﬁant les modèles.
9.3.1 Déplacements dus à une source rectangulaire
Nous cherchons à vériﬁer dans un premier temps si une faille simple peut expliquer
les déplacements. La faille a une forme rectangulaire, un pendage et un azimut. Elle subit
exclusivement une contrainte cisaillante. La contrainte appliquée est donc coplanaire au plan
de la faille mais peut avoir un azimut diﬀérent de celui de la faille (Fig. 9.3). Dans un second
temps, nous chercherons à vériﬁer si les eﬀets d’une ouverture sans cisaillement peuvent
expliquer les déplacements observés. Nous imposerons alors au vecteur contrainte d’être
perpendiculaire au plan de faille. Enﬁn, nous permettrons à la faille de subir un cisaillement
et une ouverture.
Figure 9.3 – Géométrie d’un rectangle à 9 ou 10
paramètres. On déﬁnit la position xc, yc et zc du rect-
angle, la longueur L du petit côté, et le ratio entre le
petit et le grand côté. Le rectangle appartient à un plan
d’azimut et de pendage ﬁxé (az et pd plan), et subit
une rotation d’un angle ang sur ce plan. Deux types de
contraintes sont appliqués au rectangle. Pour modéli-
ser une ouverture du rectangle, le vecteur contrainte
qui lui est appliqué est orienté perpendiculairement au
plan. Pour modéliser un cisaillement, le vecteur con-
trainte est coplanaire au rectangle et est orienté (az
contrainte). Si le vecteur contrainte est déﬁni par un
azimut et un pendage, alors le rectangle subira un ci-
saillement couplé à une ouverture.
Le tableau 9.3 donne les paramètres des meilleurs modèles trouvés pour chacune des con-
ﬁgurations. La ﬁgure 9.4 montre les résultats pour le modèle prenant en compte un cisaille-
ment et une ouverture, ou seulement un cisaillement, Les ﬁgures pages 371 à 373 donnent les
PPD-1D et 2D des l’inversions. Dans le cas d’un vecteur contrainte coplanaire comme pour
un vecteur contrainte perpendiculaire au rectangle, la source trouvée est profonde et pend
vers l’est. Les déplacements modélisés ne permettent pas de reproduire convenablement les
observations.
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Figure 9.4 – Résultats d’inversion pour un rectangle subissant soit un cisaillement (vecteur
contrainte coplanaire), soit une ouverture, soit un cisaillement et une ouverture (vecteur con-
trainte 3D).
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Le modèle prenant en compte un cisaillement et une ouverture permet de mieux repro-
duire les déplacements. Le vecteur contrainte pend de plus de 70 degrés vers l’est alors que
la source ne pend que de 14 degrés. La composante cisaillante de la contrainte est donc
plus faible que sa composante en ouverture. L’ouverture moyenne est négative, le plan de
glissement perd donc du volume. Enﬁn, la source pend principalement vers le nord, la partie
nord du rectangle est donc plus loin de la surface que la partie sud. Cette géométrie permet
de reproduire au premier ordre la forme asymétrique des déplacements.
modèle xc (m) yc (m) zc (m) L (m) rL ang(◦) az p(◦)
trac. coplan. 371109 7649766 −2487 2321 1.18 3.2 −96
trac. perp. 370932 7649191 −1266 2704 1.24 39 −120
trac. 3D 371095 7649197 96 2997 1.7 4.0 −10
modèle pd p(◦) az t(◦) pd t(◦) ∆V (m3)
ouverture cisaillement
misﬁt (%)
moyenne (m) moyen (m)
trac. coplan. 40 −46 - -2.52 ×106 -0.36 5.12 21.8
trac. perp. 10 - - -8.70 ×106 -0.97 0.006 24.2
trac. 3D 14.2 −90 69.10 -7.30 ×106 -0.48 0.25 16.0
Table 9.3 – Résultat d’inversion pour un rectangle. xc, yc et zc sont les coordonnées du centre,
L la longueur du petit côté, rL le ratio entre les longueurs des côtés, ang est l’angle de rotation
du rectangle sur le plan, az p, pd p, az t et pd t sont respectivement les azimuts et pendages
du rectangle et du vecteur contrainte. Le nord correspond à un azimut de 0◦, l’est de -90◦.
9.3.2 Complexiﬁcation de la géométrie de la source et prise en
compte de contrôles structuraux
La source rectangulaire trouvée précédemment ne permet de reproduire qu’au premier
ordre la forme des déplacements. Le modèle ayant un vecteur contrainte 3D permet de
reproduire en partie l’asymétrie des déplacements observés mais ne rend pas compte des
forts gradients de déplacement ni en bordure du signal, ni au niveau de la faille décrite par
Michon et Saint Ange (2008). Une géométrie rectangulaire est probablement trop simple et
nous cherchons maintenant à caractériser plus ﬁnement la géométrie de la source. De même
que pour la modélisation des signaux couvrant la ﬁn de l’éruption, nous considérerons un
quadrangle plan subissant un cisaillement et une ouverture, en présence ou non de la faille
traversant les Grandes Pentes. Les paramètres du quadrangle sont donnés à la ﬁgure 9.2.
Dans la conﬁguration pour laquelle la faille est prise en compte, les azimuts et pendages des
vecteurs contrainte sont inversés indépendamment les uns des autres. La ﬁgure 9.5 montre les
résultats pour les deux conﬁgurations et le tableau 9.4 les paramètres des meilleurs modèles
trouvés.













































































































































































































































































Figure 9.5 – Résultats d’inversion pour un quadrangle, avec ou sans la faille décrite par
Michon et Saint Ange (2008). Le troisième modèle montre un modèle direct pour lequel deux
quadrangles et deux failles sont pris en compte.
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La prise en compte d’une géométrie plus complexe qu’un simple rectangle permet de
mieux reproduire les déplacements. La déformation de la source quadrangulaire simple cor-
respond de nouveau à un cisaillement couplé à une fermeture de la source (Tab. 9.4). Cepen-
dant, les déplacements modélisés ne permettent pas de reproduire l’asymétrie des déplace-
ments visible dans la ligne de visée ascendante (swath 7-170).
Le meilleur modèle obtenu avec l’inversion prenant en compte la faille de Michon et Saint
Ange (2008) permet de reproduire cette asymétrie. Le plan pend vers l’est d’environ 11
degrés, ce qui est légèrement plus faible que le pendage de la topographie dans cette zone.
Les vecteurs contrainte des quadrangles nord et sud pointent respectivement vers le nord-est
et le sud-est et pendent de 53 degrés. De nouveau, les contraintes inversées correspondent à
un cisaillement couplé à une fermeture de la source. Enﬁn, ni le modèle de quadrangle simple,
ni l’inversion prenant en compte la faille, ne permettent de reproduire le fort gradient de
déplacement visible au sud du signal.
x1 (m) y1 (m) x2 (m) y2 (m) x3 (m) y3 (m)
Q seul 369610 7651423 373055 7651804 372445 7645527
2Q F 368646 7651146 373040 7652384 372440 7645009
x4 (m) y4 (m) az plan (◦) pd Plan (◦) zc (m) ratio normes
Q seul 368115 7648040 -70 14 600 -
2Q F 368447 7647915 −80+1.6−42 11+5.2−3.7 725 2.06
az T (◦) pd T (◦)
ouverture cisaillement ∆V misﬁt
moyenne (m) moyen (m) (m3) %
Q seul -90 70 -0.34 0.23 -6.99×106 12.12
2Q F
QN −41+6−32 53−0.1−9 -0.23 0.22 -7.53×106 11.02
QS −139+24−7 53+2−6 -0.37 0.40
Table 9.4 – Résultat d’inversion pour un quadrangle. Quad seul : paramètres trouvés pour
le quadrangle sans prise en compte de la faille proposée par Michon et Saint Ange (2008).
2Q F : inversion eﬀectuée en prenant en compte la faille. QS et QN correspondent aux deux
demi-quadrangles nord et sud. Le ratio des normes est déﬁni par rapport à la norme de la
contrainte du quadrangle nord.
Le modèle direct présenté à la ﬁgure 9.4 prend en compte une seconde faille reliant les
deux ﬁssures éruptives. On considère deux sources coplanaires, en forme de quadrangle, dont
un coté est commun et est superposé à la faille proposée par Michon et Saint Ange (2008). Le
quadrangle sud est délimité au sud par la seconde faille. L’altitude du barycentre des deux
quadrangles est légèrement plus haute que celle trouvée par inversion (950 m), et le plan sur
lequel reposent ces deux quadrangles est parallèle à la topographie. Les vecteurs contrainte
appliqués à ces deux quadrangles sont les mêmes que ceux trouvés à l’inversion précédente.
Les déplacements modélisés reproduisent le gradient de déplacement important visible au
sud du motif de déformation de l’interférogramme ascendant. Il existe donc probablement
un contrôle structural de la déformation par une faille reliant les deux ﬁssures éruptives.
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9.4 Discussion
9.4.1 Origine des déplacements post-eﬀondrement et post-éruptifs
des Grandes Pentes
Arguments en faveur d’un sill
Le plan de glissement trouvé pour les inversions des données de la période post-éruptive
est orienté dans la même direction et avec un pendage similaire à la source quadrangulaire
trouvée pour les inversions des données de la période post-eﬀondrement, et interprétée comme
un réservoir temporaire (Fig. 9.1). La géométrie de la source quadrangulaire trouvée paraît
donc dans un premier temps compatible avec un sill sur lequel glisserait le ﬂanc est. Famin
et Michon (2010) ont remarqué que de tels sills se sont injectés successivement au niveau du
Piton des Neiges, formant une pile de sills pouvant dépasser la centaine de mètres d’épaisseur.
L’analyse de la déformation de ces sills indique qu’ils ont subi un cisaillement important avant
qu’ils ne refroidissent. Ils en concluent que ces injections répétitives peuvent être à l’origine
de la déstabilisation d’un des ﬂancs du Piton des Neiges, observation concordante avec le
glissement du ﬂanc enregistré durant l’éruption d’avril 2007 du Piton de la Fournaise. Le sill
ferait alors oﬃce de surface de décollement ductile, sur laquelle le ﬂanc glisserait de manière
asismique ou faiblement sismique.
Arguments en faveur d’un niveau de décollement argilisé
Cependant, la composante cisaillante et la composante perpendiculaire (fermeture) de
la déformation des quadrangles modélisés sont équivalentes, et l’épaisseur de la surface de
décollement a diminué d’environ 30 cm (Tab. 9.4). Il est donc nécessaire de justiﬁer cette
perte de volume : le sill a-t-il subi une contraction thermique ? Une partie du magma du sill
s’est-elle injectée ailleurs ? La composante en fermeture de la déformation est probablement
trop importante et trop rapide pour être explicable par la contraction d’un sill en cours
de refroidissement. De plus, la déformation modélisée concerne la période post-éruptive,
période durant laquelle aucune sortie de magma vers la surface n’a été enregistrée. La perte
de volume du sill est trop importante pour être expliquée par une vidange, contrairement à
ce que l’on observe durant la phase syn-éruptive. D’autre part, les sills observés au Piton des
Neiges par Famin et Michon (2010) sont parfois mylonitisés. De plus, ces derniers ont observé
quelques pseudotachylites au-dessus de cette pile de sills, roches partiellement fondues sous
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l’eﬀet d’une déformation rapide ou s’étant produite sous une épaisse couche de roches. Les
sills observés au Piton des Neiges se seraient donc mis en place en profondeur, alors que
les modélisations des déplacements post-éruptifs tendent à montrer la présence d’un plan
de glissement très superﬁciel. Enﬁn, le plan de glissement que nous modélisons se trouve à
une altitude proche du plancher de la plaine des Osmondes : si ce plan correspondait à un
sill, une ﬁssure éruptive se serait plus facilement ouverte dans la plaine des Osmondes qu’au
niveau du rempart du Tremblet.
À partir de données géoélectriques et de modèles numériques, Join et al. (2005) ont
montré que la principale partie du réseau hydrologique du Piton de la Fournaise est peu
profonde. Une nappe superﬁcielle, approximativement parallèle à la topographie, assure la
plus majorité des transferts hydrologiques : l’eau de pluie ruisselle en grande partie sur un
niveau imperméable proche de la surface avant de rejoindre la mer. La pluviométrie pouvant
atteindre 10 mètres par an au Piton de la Fournaise, de grandes quantités d’eau empruntent
ce réseau superﬁciel. Ce ruissellement peut ainsi accélérer l’altération des roches. Ce processus
assurerait donc le développement d’un niveau de roches altérées et poreuses au dessus d’un
niveau argilisé et imperméable, pouvant contenir de grandes quantités d’eau.
Exfiltrationde l’eau









Figure 9.6 – Exﬁltration d’eau d’un aquifère à la suite du glissement du ﬂanc. En glissant,
le ﬂanc comprime un niveau poreux et gorgé d’eau, reposant lui même sur un niveau argilisé
imperméable. La pression exercée par le ﬂanc sur le niveau poreux permet une diminution de
la porosité, elle même à l’origine de l’exﬁltration de l’eau de l’aquifère.
En glissant sur ces deux niveaux, le ﬂanc est les comprimerait : l’eau pourrait alors être
extraite du niveau poreux par une migration et une réduction de la porosité, expliquant
ainsi la perte de volume et la fermeture de la source que nous modélisons (Fig. 9.6). Si
l’on considère que seule l’extraction d’eau est à l’origine de la perte de volume du plan de
glissement pendant la période post-éruptive, la quantité d’eau extraite correspondrait à une
pluviométrie de 0.3 mètres par mètres carrés et par an. Cette quantité est presque négligeable
par rapport à la pluviométrie annuelle au Piton de la Fournaise. En revanche, le glissement
de ﬂanc durant la période syn-éruptive a provoqué des déplacements très importants sur une
durée courte (moins d’un mois). Le niveau altéré aurait alors été beaucoup plus fortement














Figure 9.7 – Torrents associés à l’éruption d’avril 2007. –a– L’arrivée de la coulée au niveau
de l’océan a provoqué une forte évaporation et le développement d’un cumulonimbus. –b–
Trois panaches diﬀérents sont visibles : en gris, panache de cendres ou de poussières dû à
l’eﬀondrement du Dolomieu. En orange, panache de S02 libéré au niveau de la coulée. En
blanc, cumulonimbus dû à l’arrivée de la coulée dans l’océan. Ce dernier serait à l’origine
des fortes précipitations enregistrées entre le 5 et 18 avril. –c,d– Des torrents avec un débit
très important sont visibles durant cette période au niveau du rempart du Tremblet (c) et
au niveau de la ravine Pont Rouge (d). –e– Les torrents observés sont probablement dus soit
aux fortes précipitations liées à l’arrivée de la lave dans l’océan, soit à des résurgences dues
à la forte compaction d’un niveau altéré superﬁciel, sur lequel glisserait le ﬂanc est. Les deux
phénomènes ne sont pas mutuellement exclusifs. (Photographies : F. Caillé)
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Durant la période s’étalant du 5 au 9 avril 2008, de nombreux torrents ont été observés
au niveau du rempart du Tremblet ainsi qu’au niveau de la Ravine Pont Rouge (Fig. 9.7-
c-d). L’arrivée de magma chaud dans l’océan a provoqué une évaporation très importante
de l’eau et le développement d’un cumulonimbus au-dessus du ﬂanc (Tulet et Villeneuve
(2010), Fig. 9.7-a-b). La condensation de l’eau dans le nuage serait ensuite à l’origine des
fortes précipitations observées entre le 6 et le 7 avril, et par conséquent du fort ruissellement
observé (N. Villeneuve com. pers.). Cependant, les bassins versants du Piton de la Fournaise
sont petits, et le ruissellement s’arrête en général quelques heures après la ﬁn d’un orage.
Les torrents sont observés jusqu’au 9 avril, c’est-à-dire deux jours après la ﬁn du maximum
des précipitations. Ce délai paraît trop long pour expliquer la présence de ces torrents. Ces
derniers pourraient être la conséquence de la forte compaction du niveau altéré, qui aurait pu
libérer de grandes quantités d’eau. Ces deux hypothèses ne sont pas mutuellement exclusives,
et les deux phénomènes ont pu avoir lieu de manière simultanée (Fig. 9.7-e).
L’hypothèse de la compaction d’un niveau altéré n’explique pas la similarité entre la
position du plan de glissement et celle du réservoir temporaire au cours de la période post-
eﬀondrement. Cependant, un niveau ayant un comportement mécanique diﬀérent du reste de
l’édiﬁce peut inﬂuencer fortement la direction de propagation d’une intrusion (Gudmundsson
et Brenner, 2004; Gudmundsson, 2006; Manconi et al., 2007). La présence du niveau argilisé
pourrait être à l’origine d’une discontinuité dans le comportement mécanique de l’édiﬁce.
À la rencontre de la discontinuité, l’intrusion s’horizontaliserait et s’y propagerait. Cette
hypothèse est compatible avec l’inﬂation visible sur les interférogrammes couvrant le début
de l’éruption (période syn-éruptive, Fig. 7.8 page 167).
Enﬁn, l’hypothèse du glissement du ﬂanc sur un niveau altéré existant avant l’éruption
n’explique pas la cause de sa déstabilisation. Cependant, les données GPS suggèrent que le
glissement a commencé le 30 mars, il pourrait donc être la conséquence de l’intrusion du
30 mars : cette dernière aurait déstabilisé le ﬂanc est, le niveau argilisé servant de surface
de décollement. De plus, la mise en place du réservoir aurait pu faciliter le glissement du
ﬂanc, de la même manière que le proposent Famin et Michon (2010) pour les déstabilisations
provoquées par des sills au Piton des Neiges.
9.4.2 Proposition d’un scénario pour expliquer les déplacements
des Grandes Pentes
La ﬁgure 9.8 propose un scénario pour expliquer la chronologie des déplacements observés
















a - Du 30 mars au 2 avril b - Du 2 avril au 6 avril
c - Du 6 avril au 30 avril d - De mai 2007 à juin 2008
Figure 9.8 – Origine des déplacements post-eﬀondrement et post-éruptifs des Grandes Pentes.
–a– Du 30 mars au 2 avril : l’injection du 30 mars (non représentée) a déstabilisé le ﬂanc est,
qui glisse de manière asismique sur un niveau altéré gorgé d’eau (a1). La pression exercée par
le ﬂanc sur le niveau altéré provoque une expulsion de l’eau (ﬂèches bleues) et la diminution de
volume du niveau. Une injection se propage vers les Grandes Pentes (a2), où elle croise le niveau
altéré. Elle s’horizontalise et remplit un réservoir temporaire superﬁciel (a3), provoquant une
inﬂation de la topographie.
–b– Du 2 avril au 6 avril : une seconde injection relie le réservoir temporaire à la topographie
(b1) et est à l’origine de la coulée d’avril. Le réservoir temporaire est toujours alimenté par le
réservoir principal, et l’eﬀondrement, agissant comme un piston (b2), a probablement permis
de maintenir les ﬂux entrants du réservoir temporaire supérieurs aux ﬂux sortants, ampliﬁant
l’inﬂation des Grandes Pentes.
–c– Du 6 avril au 30 avril : le réservoir principal n’alimente pas (ou peu) le réservoir
temporaire, qui continue à se purger (c1). Le ﬂanc est continue à glisser sur le niveau altéré.
–d– De mai 2007 à juin 2008 : le ﬂanc glisse encore sur le niveau altéré (d1), qui continue
à perdre de l’eau. La déformation du ﬂanc est contrôlée structuralement par des failles.
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9.4.3 Dynamique du ﬂanc est
La ﬁgure 9.9 montre une série d’interférogrammes couvrant plusieurs éruptions et une
période inter-éruptive, soit avant, soit après la phase éruptive d’avril 2007. Les quatre inter-
férogrammes sont en passe ascendante, et il est possible de voir sur chaque interférogramme
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Figure 9.9 – Déplacements des Grandes Pentes durant la phase post-éruptive d’avril 2007
et pour des périodes indépendantes d’avril 2007. Les structures remarquables du motif de
déformation des Grandes Pentes durant la phase post-éruptive d’avril 2007 sont reportées.
Deux des interférogrammes ont enregistré des déplacements provoqués par des intrusions
(l’interférogramme A3-356, couvre l’éruption de janvier 2006, et l’interférogramme A-00Q8
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couvre les éruptions de janvier 2010 et octobre 2010). Les deux autres couvrent des phases
post-éruptives. L’interférogramme A2-313 couvre la période succédant à l’éruption d’août
2006. L’interférogramme A7-170 couvre la période post-éruptive suivant l’éruption d’avril
2007 et a enregistré des déplacements sommitaux dus à la décompression du système hy-
drothermal (Fig. 8.11 page 213).
En revanche, sur tous les interférogrammes, les Grandes Pentes sont couvertes par un
motif de déplacement indiquant une augmentation de la distance entre la Terre et le satel-
lite. Ces déplacements sont donc compatibles avec une subsidence et un glissement vers l’est.
D’autre part, sur tous les interférogrammes, le motif de déplacement est bordé au sud par
un gradient de déformation assez fort et très linéaire, indiqué par la structure c2. L’orienta-
tion de ce gradient de déplacement est remarquablement conservée sur les interférogrammes
précédant avril 2007 et durant la période post-éruptive de mai 2007 à juin 2008, suggérant
que la faille sud présentée à la ﬁgure 9.8 contrôle structuralement la déformation du ﬂanc.
D’autre part, l’éruption d’août 2006, précédant les déplacements enregistrés par l’inter-
férogramme A2-313 était une éruption sommitale, et n’a pas généré beaucoup de déformation.
Par ailleurs, les interférogrammes A3-356 et A-00Q8 semblent indiquer que les intrusions
n’étaient pas centrées au niveau des Grandes Pentes mais plutôt sur les rift-zones. Les dé-
placements des Grandes Pentes ne seraient donc pas associés directement à une injection de
sill. Cette observation accrédite l’hypothèse d’un plan de décollement préexistant, probable-
ment le niveau superﬁciel d’argiles altérées (Fig. 9.8), permettant le glissement du ﬂanc vers
l’est.
Le glissement des Grandes Pentes enregistré durant la période de repos succédant à
l’éruption d’avril 2007 ne serait donc pas un phénomène exceptionnel. Seules son amplitude
et sa rapidité seraient remarquables. Le plan de glissement serait occasionnellement réactivé,
à la faveur d’une éruption.
9.4.4 Glissement de ﬂanc au Piton de la Fournaise
Oehler et al. (2004, 2007) ont mis en évidence, à partir de données bathymétriques, des
dépôts de débris d’avalanches tout autour de l’île de la Réunion, et en particulier dans le
prolongement sous-marin de l’Enclos Fouqué. Ces dépôts témoignent de glissements de ﬂanc
récurrents au Piton de la Fournaise. Le plan de glissement superﬁciel que nous modélisons
pourrait servir de niveau de décollement lors d’un futur épisode d’eﬀondrement de ﬂanc
du volcan. À cause de la proximité de l’Océan Indien, un tel glissement de ﬂanc pourrait
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être à l’origine d’un tsunami. Kelfoun et al. (2010) ont modélisé la hauteur et la vitesse de
propagation d’un tsunami généré à l’occasion d’un eﬀondrement du ﬂanc est. Ils ont considéré
deux situations diﬀérentes : la première envisage que seul le Grand Brûlé s’eﬀondre (environ
10 km3 de matériel) et la seconde prend en compte le Grand Brûlé et les Grandes Pentes
(environ 25 km3). Les deux situations amènent à la propagation de vagues pouvant atteindre
localement plus de 50 mètres de haut.
Le plan de glissement que nous modélisons est très superﬁciel et ne concerne que les
Grandes Pentes. Le volume de roche susceptible de s’eﬀondrer, compris entre la surface
modélisée et la topographie, n’est que d’environ 6 km3, et est donc plus faible que les 10 à 25
km3 proposés par Kelfoun et al. (2010). D’autre part, en cas de glissement, une grande partie
du matériel serait probablement déposée dans le Grand Brûlé et n’atteindrait pas l’océan.
La quantité de matériel entrant dans l’océan serait donc relativement faible et le tsunami
généré serait donc moins important que celui du scénario proposé par Kelfoun et al. (2010).
Chapitre 10
Proposition d’un scénario pour
l’éruption d’avril 2007
Les deux tableaux suivants présentent une synthèse des observations, des modèles calculés,
ainsi que des interprétations qui ont été proposées pour les période pré-eﬀondrement, post-
eﬀondrement et post-éruptive. En vis-à-vis de ces tableaux, nous proposons une chronologie
des événements permettant de rendre compte des observations, tout en replaçant les diﬀérents
modèles dans leur contexte géologique. La lecture de ce bilan pourra être complétée avec la




































Période Durée Objet Observations Réf obs Modèle Réf mod Interprétations
pré-
éruptive
- cône inﬂation (Peltier et al., 2009b)



































30 mars cône (est)
GPS (stations à l’est du cône) : inﬂa-




deux quadrangles en ouverture Fig. C.2







GPS (Stations en base de cône
sauf FLRG) : subsidence centrée vers
Dolomieu. InSAR : signal dans la par-
tie ouest de l’Enclos
Fig. 7.10
Fig. 7.7




tique de l’édiﬁce du-






GPS : FLRG seule station enregis-
trant un déplacement vers l’est. In-




plan superﬁciel parallèle à la topogra-
phie, composante cisaillante de la trac-




















InSAR : relation entre ﬁssure d’avril
et max de déformation GP
Fig. 7.7






2 avril, traction peu
vraisemblable
Table 10.1 – Récapitulatif des observations, des modèles et des interprétations pour la période pré-eﬀondrement. Réf obs et Réf
mod renvoient aux ﬁgures relatives aux observations et aux modèles. Les mécanismes proposés pour la période syn-éruptive ne sont
déduits qu’à partir de l’analyse des déplacements. Le modèle préliminaire présenté en annexe C permet cependant d’étayer certaines
















Du 30 mars au 2 avril
Un conduit permet la remontée du magma. il al-
imente un dyke qui s’injecte d’abord vers le nord,
puis vers le sud, avant d’atteindre la surface (coulée
de mars). Cette intrusion est à l’origine de l’inﬂation
de l’est du cône a©. Un second conduit achemine le
magma vers l’est et rencontre un niveau altéré : le
magma s’injecte dans ce niveau sous la forme d’un
sill (réservoir temporaire), provoquant une inﬂation
dans les Grandes Pentes d©. Le dyke de mars et le
remplissage de ce réservoir temporaire provoquent la
déstabilisation du ﬂanc le 30 mars, c©. La perte de
volume de la chambre magmatique est importante,
et amorce l’eﬀondrement du Dolomieu, provoquant











Du 2 avril au 6 avril
Une intrusion relie le réservoir temporaire à la ﬁs-
sure éruptive du 2 avril. Le réservoir temporaire est
toujours alimenté et sa variation de volume provoque
une inﬂation ou une subsidence. Les déplacements d©
dépendent des ﬂux entrants et sortants et ne sont pas
contraints. L’eﬀondrement se poursuit, ainsi que la
subsidence de l’Enclos b©. Les Grandes Pentes contin-
uent à revenir à un nouvel état d’équilibre en glissant
sur le niveau altéré c©.
Figure 10.1 – Proposition d’un scénario pour l’éruption d’avril 2007 (pré-eﬀondrement). Les
mécanismes proposés pour la période syn-éruptive ne sont déduits qu’à partir de l’analyse des
déplacements. Le modèle préliminaire présenté en annexe C page 357 permet cependant d’é-
tayer certaines conjectures (localisation de l’intrusion de mars, orientation de l’injection d’avril,
remplissage du réservoir temporaire ...). Le réseau d’alimentation du réservoir temporaire a été
représenté de manière schématique, mais sa forme et son orientation restent conjecturels. Il en



















































































ﬁssure éruptive Terrain, (Staudacher et al., 2009)
augmentation du débit de lave, émis-
sion d’océanites
eﬀet piston de l’eﬀon-
drement sur la cham-
bre magmatique, ra-


















InSAR : glissement vers l’est et vers
le bas
Fig. 7.14
plan superﬁciel parallèle à la topogra-
phie, composante cisaillante équiva-
lente à la composante en ouverture
Fig. 9.5
Tab. 9.4


















GPS : reprise de la subsidence suite à






Table 10.2 – Récapitulatif des observations, des modèles et des interprétations pour les périodes post-eﬀondrement et post-éruptive.









Cratère Le 6 avril
L’eﬀondrement e© aﬀecte des zones de plus en plus
superﬁcielles et atteint le système hydrothermal. Ce
dernier commence à se décomprimer, ce qui engendre
la subsidence centripète du cône f©. Quelques explo-
sions phréatiques sont associées à l’eﬀondrement. Le
cône central se réajuste suite à la perte de matériel
dans le cône et provoque le fort gradient de déplace-
ment en périphérie du cratère f©. L’édiﬁce continue
à se réajuster après l’eﬀondrement et la subsidence
de l’Enclos continue b©. Les déplacements d© dus au
réservoir temporaire ne sont pas contraints. Enﬁn, les











Du 6 avril au 30 avril
Le système hydrothermal continue à se décomprimer
et engendre la subsidence centripète du cône f©. Les
Grandes Pentes continuent à glisser sur le niveau
altéré c©. Le réservoir temporaire se vidange et
provoque la subsidence visible au niveau de la partie
centrale des Grandes Pentes g©. Il n’est probablement
plus alimenté par la chambre magmatique principale.
L’arrêt de la vidange de la chambre magmatique prin-
cipale le 10 avril expliquerait pourquoi la subsidence








De mai 2007 à juin 2008
Le système hydrothermal continue à se décomprimer
et engendre la subsidence centripète du cône f©. Les
Grandes Pentes continuent à glisser sur le niveau al-
téré c©. La perte de volume du plan de glissement
pourrait être due à une diminution de la quantité
d’eau dans les argiles.
Figure 10.2 – Proposition d’un scénario pour l’éruption d’avril 2007 (post-eﬀondrement et
post-éruptif)
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Chapitre 11
Présentation de la toolbox,
installation et principales fonctions
usuelles
Résumé
Ce chapitre présente la boîte à outils pour la Modélisation Optimisée pour l’InSAR
(toolbox_moi), contenant un certain nombre de routines utilisables pour le traitement des données
InSAR ainsi que pour la modélisation, implémentées pour Matlab R©. Dans ce chapitre, utilisable
comme un tutoriel, nous présenterons les étapes nécessaires au paramétrage de la toolbox, ainsi
que les fonctions usuelles, telles que l’ouverture et la visualisation des données, le calcul de séries
temporelles, l’interpolation temporelle des interférogrammes, ainsi que les procédures de prépa-
ration des données. Tous les modèles présentés dans cette thèse ont été réalisés à partir de cette
boîte à outils.
11.1 Présentation de la toolbox
Les études à partir de données InSAR font souvent appel à la modélisation. Or, il n’existe
pas à l’heure actuelle de suite logicielle regroupant tous les traitements, du calcul d’inter-
férogramme jusqu’à la modélisation. Chacun doit alors programmer ses propres routines en
fonction de ses besoins, ce qui rend le partage des codes et la mutualisation des compétences
diﬃciles.
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Aﬁn de faciliter la diﬀusion des méthodes développées dans cette thèse, une boîte à
outils est mise à disposition, qui regroupe la plus grande partie des routines utilisées dans ce
mémoire. Cette boîte à outils a été développée sous Matlab car c’est un langage très utilisé
dans les laboratoires, interprété, facile à comprendre et léger à programmer. Cependant,
ce n’est pas un langage libre, il est donc nécessaire de disposer d’une licence Matlab pour
pouvoir l’utiliser.
D’autre part, de nombreuses interfaces graphiques ont été codées aﬁn de faciliter la prise
en main des outils et de limiter le temps passé à l’étude des programmes.
Cette toolbox est composée de routines variées (ouverture de ﬁchiers, recherches diverses,
géoréférencement, retour graphique), auxquelles font appel de grandes fonctions (tomogra-
phie de déplacement, modélisation NA-MBEM, calcul de séries temporelles). Ces grandes
fonctions font donc oﬃce de chef d’orchestre entre les petites routines et l’utilisateur, et ont
été programmées aﬁn qu’un maximum d’options soit disponible.
Il est souvent diﬃcile de connaître les options associées à ces grandes fonctions, et les
sources d’erreurs sont multiples (options incompatibles, mauvais formatage des données par
exemple). Les grandes fonctions de cette boîte à outils ont été interfacées pour faciliter leur
utilisation. En général, les interfaces graphiques ne sont programmées que pour gérer les
options et permettent ainsi d’éviter des erreurs avant le lancement d’un gros calcul.
D’autre part, l’utilisation de codes sous forme de script présente de gros avantages lorsque
les tâches à eﬀectuer sont répétitives et ne nécessitent que très peu d’interventions de l’utilisa-
teur. En revanche, l’utilisation de scripts peut s’avérer très lourde pour des tâches spéciﬁques
et ponctuelles. Un des objectifs des interfaces présentées est donc de résumer l’écriture de
plusieurs lignes de code en un clic de souris pour certaines tâches stéréotypées.
11.2 Installation
L’installation est rapide et nécessite seulement de redéﬁnir dans le pool de chemins de
Matlab, le chemin de certains répertoires de la toolbox.
Copiez la toolbox dans un répertoire de votre ordinateur. Dans toute la partie qui va
suivre, ’chemin/de/la/toolbox’ indiquera le chemin absolu de la toolbox. Le CD contient
par ailleurs de nombreuses données pour tester la toolbox. Ces données se trouvent dans
le répertoire samples. La conﬁguration par défaut de la toolbox fait appel à des données
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présentes dans ce répertoire. Il est conseillé de copier ce respertoire sur votre disque dur,
dans le même répertoire que celui qui contient le répertoire toolbox_moi. Dans la suite de
ce tutoriel, les exemples font appel aux données présentes dans les sous-répertoires contenus
dans samples.
11.2.1 Utilisation occasionnelle
Aﬁn d’inscrire les répertoires nécessaires dans le path de Matlab, il suﬃt de lancer le




cd (’chemin /de/la/ toolbox /’)
startup_toolbox
✡✝ ✆
La toolbox est prête à être utilisée, mais le path ainsi déﬁni n’est pas sauvegardé, il faut
donc refaire cette opération à chaque lancement de Matlab.
Si la toolbox doit être utilisée de manière récurrente, il est possible de modiﬁer le path
de Matlab. Il est déconseillé d’ajouter la toolbox directement dans le path, aﬁn d’éviter les
conﬂits entre diﬀérentes fonctions qui pourraient avoir le même nom. Plusieurs possibilités
permettent d’ajouter la toolbox à chaque démarage de Matlab :
1. (UNIX et Widows) modiﬁcation du ﬁchier ’startup’ de Matlab (’help startup’)
2. (UNIX) modiﬁcation du PATH du système d’exploitation aﬁn d’ajouter une macro qui
lance Matlab directement dans le répertoire de la toolbox.
La seconde solution est à préférer car elle permet de pouvoir lancer une “version” de Matlab
dédiée à la toolbox.
11.3 Paramétrage de la toolbox pour le site étudié
Le paramétrage de la toolbox est un peu moins aisé. Il faut connaitre certains paramètres
aﬁn de pouvoir utiliser convenablement cette toolbox. Les diﬀérents ﬁchiers décrits ci-dessous
permettent de paramétrer convenablement la toolbox aﬁn de pouvoir l’utiliser sur un site
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spéciﬁque. Par défaut, la toolbox est fournie avec les paramètres utilisés au Piton de la
Fournaise.
11.3.1 Fichier de chemins pour la toolbox
Le ﬁchier ’chemin/de/la/toolbox/arbo_auto.txt’ contient des données permettant de paramétrer
la toolbox en fonction du système d’exploitation utilisé. Ils permettent de renseigner Matlab
sur la localisation de la toolbox. Si l’ordinateur est équipé en double boot avec Linux et
Windows, ce ﬁchier permet d’utiliser la même toolbox sur les deux systèmes et de spéciﬁer
le chemin de la toolbox en fonction du système d’exploitation utilisé :
% TYPEOS -tab- arbo/contenant/la/toolbox
GLNX86 /media/LMV_G/matlab_lmv/toolbox_moi_maison/
PCWIN G:/matlab_lmv/toolbox_moi_maison/
Ce ﬁchier est généré automatiquement à chaque lancement de la toolbox et est nécessaire
à son bon fonctionnement.
11.3.2 Fichier de chemins pour les paramètres de diﬀérents sites
d’étude
En général, les interférogrammes utilisés pour un site donné ont toujours la même di-
mension. Cette dimension est souvent la même que celle du MNT utilisé dans le calcul des
interférogrammes. Dès lors, plutôt que de faire appel à des ﬁchiers header pour chaque in-
terférogramme, la toolbox permet de déﬁnir un certain nombre de constantes, de chemins
et de ﬁchiers utilisés fréquemment. La toolbox permet de paramétrer ces diﬀérentes données
de manière spéciﬁque à plusieurs sites d’étude.
Pour pouvoir utiliser la toolbox sur diﬀérents sites d’étude, les constantes doivent être
déﬁnies pour chaque site étudié. Le ﬁchier ’chemin/de/la/toolbox/LISTE_SITES.txt’, contient
le chemin d’un répertoire qui référence tous les ﬁchiers de paramétrage spéciﬁques à un site
d’étude. La première colonne correspond à une étiquette pour discriminer les sites, la seconde
colonne correspond au chemin du dossier contenant les ﬁchiers de paramétrage. Ces chemins
sont déﬁnis de manière relative à l’emplacement de la toolbox (’chemin/de/la/toolbox/’)





La première colonne correspond au nom du site et la seconde au dossier contenant les
ﬁchiers de paramètres. Par exemple, tous les ﬁchiers de paramètres concernant le Piton de
la Fournaise sont dans le répertoire ’chemin/de/la/toolbox/config_site/piton’. Le dernier site
correspond au dernier site utilisé. Ce sera ce chemin qui sera utilisé au lancement de la
toolbox.
Pour changer les paramétrages de la toolbox, et l’utiliser par exemple pour le Piton de





11.3.3 Fichiers de paramètres spéciﬁques à un site d’étude
Tous les ﬁchiers présentés ici doivent être présents dans chaque répertoire listé dans
’chemin/de/la/toolbox/LISTE_SITES.txt’. On va décrire dans cette section l’exemple du site
piton, dont les ﬁchiers de paramètres doivent se trouver dans le répertoire ’chemin/de/la/-
toolbox/config_site/piton’.
Fichier de raccourcis de chemins : arbo_data.txt
Ce ﬁchier contient des chemins pour accéder à des données ou des répertoires plus rapi-
dement. Il est organisé en 3 colonnes séparées par des tabulations.
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La première colonne indique le type de l’OS (système d’exploitation). Cette information
est obtenue en tapant dans un terminal Matlab : computer
La seconde colonne contient quelques lettres servant d’étiquette pour trouver le répertoire
voulu. La troisième colonne contient le chemin absolu du répertoire. Ce chemin dépend du
système d’exploitation, il est donc nécessaire de répéter l’opération pour tous les systèmes
présents sur l’ordinateur, utilisant la toolbox.
Ces dossiers correspondent par défaut à :
– TEMP : dossier qui contiendra des données temporaires
– COH : dossier contenant des ﬁchiers cohérence
– UNWM : dossier contenant des interférogrammes déroulés en mètres
– SERIE : dossier contenant des séries temporelles
– MASK : dossier contenant une banque de masques
– GPS : dossier contenant des données GPS
– MC3 : dossier contenant le code MC3 compilé (Linux)
Le dossier TEMP doit être déﬁni, car il contiendra des intermédiaires de calculs pou-
vant être nombreux. Ce dossier ne doit contenir aucune donnée importante car il est purgé
régulièrement. Les autres dossiers sont facultatifs, mais il est préférable de les renseigner,
aﬁn d’éviter des erreurs de programmes. Ces dossiers ne sont que des raccourcis, aucune
donnée n’y sera écrite. Il est possible par exemple de mettre pour tous les champs (autres
que TEMP) ’chemin/de/la/toolbox/toolbox_moi_maison’. Le dossier MC3 est indispensable
pour utiliser MC3. Il faut qu’une version compilée de MC3 soit présente dans ce dossier (voir
partie 13).
Pour vériﬁer que les dossiers sont bien pris en compte, tapez dans un terminal Matlab :
Code Matlab
✞ ☎
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trouve_arbo_auto (’ALL ’)
✡✝ ✆
Si aucune erreur n’est générée, le code renvoie une stringcell contenant tous les répertoires.
En cas d’erreur, corriger le ﬁchier pour que les noms correspondent à un vrai répertoire.
11.3.4 Données fréquemment utilisées : fichier_auto.txt
Ce ﬁchier contient des noms de ﬁchiers souvent utilisés :
TYPE ; nom/de/fichier/dans/toolbox_moi_maison
% fichier contenant le mnt par defaut
MNT; data_utile/MNT/mnt_pdf_12_5.r4
.....
Il est constitué de deux colonnes séparées par un ;. La première colonne est une étiquette,
la seconde contient le chemin relatif du ﬁchier d’intérêt par rapport à la localisation de la
toolbox (’chemin/de/la/toolbox/toolbox_moi_maison’)
Ces ﬁchiers sont :
– MNT : chemin du modèle numérique de terrain le plus utilisé
– MNTJPG : chemin d’un shading relief du MNT, cette image jpg est utilisée pour des
incrustations de topologie pour des rendus.
– DATES : chemin du ﬁchier contenant les dates d’événements remarquables.
– ALTI : chemin du ﬁchier contenant certains paramètres de la banque de données des
interférogrammes, tels que l’altitude d’ambiguité.
Par défaut, ces ﬁchiers sont localisés dans le répertoire chemin/de/la/toolbox/config_site/piton
et sont respectivementmnt_pdf_12_5.r4,mnt_pdf_12_5.jpg, dates_evenement.txt et AA_total.dat.
Pour vériﬁer les noms de ﬁchier, tapez :
Code Matlab
✞ ☎
nom_flag =[{ ’MNT ’},{’MNTJPG ’},{’DATES ’},{’ALTI ’}];
for i=1: numel( nom_flag )
trouve_fichier_auto ( nom_flag {i})
end
✡✝ ✆
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Si le code génère une erreur, modiﬁer les noms des ﬁchiers pour qu’ils pointent vers des
ﬁchiers réels.
11.3.5 Géoréférencements automatiques
En général, les interférogrammes utilisés pour un site donné ont toujours la même dimen-
sion. Cette dimension est en général la même que celle du MNT utilisé dans le calcul des
interférogrammes. Dès lors, plutôt que de faire appel à des ﬁchiers header pour chaque inter-
férogramme, le ﬁchier ’data_utile/param_satellites/param_sites.txt’ contient les informations
de base pour l’ouverture et le géoréférencement des formats de ﬁchiers les plus employés.
Ce ﬁchier est organisé en plusieurs colonnes séparées par des tabulations. Seules les deux
premières lignes sont indispensables.
SITE HEMIPH PIX_REF X0(m) Y0(m) DX(m) DY(m) NBLIG NBCOL
defaut; SUD; BAS_G; 357000; 7640000; 12.5; 12.5; 1360; 1680
dolo; SUD; BAS_G; 364500; 7648000; 12.5; 12.5; 321; 321
encl_GP; SUD; BAS_G ; 362475; 7644175; 12.5; 12.5; 945; 1167
.....
– SITE : nom des ROI. Seul le ROI defaut est obligatoire.
– HEMIPH : NORD ou SUD
– PIX_REF : BAS_G : localisation du pixel de référence
– X0 et Y0 : coordonnée UTM du pixel en bas à gauche de l’interférogramme
– DX et DY : taille en X et Y d’un pixel (en mètres)
– NBLIG et NBCOL : nombre de lignes et de colonnes de l’interférogramme.
Le site peut être une zone d’intérêt. Plusieurs programmes permettent de sélectionner
des ROI juste à partir du nom de la zone d’intérêt.
Pour vériﬁer le ﬁchier, taper dans un terminal Matlab :
Code Matlab
✞ ☎
[noms_sites ,x0 ,y0 ,dx ,dy ,nblig ,nbcol ,pix_ref , hemisph ]=...
open_sites (’param_sites .txt ’)
✡✝ ✆
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11.3.6 Paramètres des satellites
Le ﬁchier ’data_utile/param_satellites/param_satellite.txt’ contient diﬀérents types de don-
nées sur les satellites utilisables. Si les satellites utilisés sont ENVISAT, ALOS ou TerraSAR,




[liste_sat , liste_radar , liste_lambda , liste_data1 , liste_acoeff ,...
liste_cte ]= open_param_sat (’param_satellite .txt ’)
✡✝ ✆
11.3.7 Paramètres des angles de visée
Le ﬁchier ’data_utile/param_satellites/param_strack.txt’ contient diﬀérents types de don-
nées sur les swaths-tracks utilisables. Les valeurs des vecteurs de visée peuvent varier en
fonction du site étudié et du track. Il est donc nécessaire de faire tous les calculs aﬁn de
connaître les valeurs des paramètres pour les sites étudiés.
Les 5 premières lignes ne doivent pas être modiﬁées et concernent les axes géographiques.
La première colonne est appelée strack (swath-track), elle contient une étiquette pour pouvoir
récupérer les valeurs souhaitées.
STRACK SAT RADAR RADARLOOK_X RADARLOOK_Y RADARLOOK_Z
00HB XYZ NON 0.0000000 0.0000000 1.0000000
00NS XYZ NON 0.0000000 1.0000000 0.0000000
00EO XYZ NON 1.0000000 0.0000000 0.0000000
0000 XYZ NON 0.0000000 0.0000000 0.0000000
7170 envisat asar -0.6569510 -0.1743855 0.7334885
.....
Le strack ’0000’ sert pour nommer les interférogrammes sans avoir à utiliser un vrai nom
de strack.
En général, on dispose des angles φsar et θsar. Pour convertir ces angles en vecteur,
taper :
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Code Matlab
✞ ☎
phisar =50; thetasar =60; unite=’deg ’
radarlook = sar2look (phisar ,thetasar ,unite)
✡✝ ✆




[ liste_strack ,liste_sat ,liste_rad , radarlook ]...
= open_radarlook (’param_strack .txt ’)
help trouve_radarlook
trouve_radarlook (’00HB’)
trouve_radarlook ( liste_strack )
✡✝ ✆
11.4 Nomenclature des données
Une des très fortes contraintes de la toolbox est la nomenclature des ﬁchiers. Nous verrons
plus tard pourquoi cette nomenclature est stricte. La toolbox a été créée aﬁn d’assouplir la
gestion des métadonnées principales relatives aux interférogrammes et de limiter le nombre
de ﬁchiers descripteurs de données. Les informations principales pour un interférogramme
donné sont :
son géoréférencement : il est pris en charge par les ﬁchiers de paramétrage de la toolbox
la géométrie d’acquisition : les coordonnées du vecteur de la ligne de visée
les dates des images : les dates des images esclave et maîtresse
Plutôt que d’avoir un ﬁchier header par interférogramme, la toolbox recrée un header à






_ mmmmm︸ ︷︷ ︸
track maîtresse
_ eeeee︸ ︷︷ ︸
track esclace





– préﬁxe et suﬃxe sont des chaînes de caractères de n’importe quelle longueur
– ssss est une chaîne de 4 caractères et correspond à l’étiquette du swath-track (voir le
ﬁchier ’data_utile/param_satellites/param_strack.txt’
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– mmmmm et eeeee sont des chaînes de 5 caractères et correspondent au track absolu
des scènes maîtresse et esclave.
À partir de l’étiquette du swath-track et du ﬁchier ’data_utile/param_satellites/param_strack.txt’
de la toolbox , il sera possible de retrouver les paramètres des angles de visée et du satellite
ainsi que les dates d’acquisition des images.
11.5 Principales fonctions usuelles
Cette partie présente les principales fonctions usuelles. Aﬁn de pouvoir utiliser les codes
sur des exemples de données, il est nécessaire de charger le répertoire contenant les données
d’exemple dans le path de Matlab ainsi que les paramètres par défaut :
Code Matlab
✞ ☎
%%% chargement des donnees d’ exemple
arbo = char( trouve_arbo_auto (’TOOLBOX ’));
ind= strfind (char(arbo),’/’)
arbo_ex = [arbo (1:( ind(end -1))) , ’donnees_exemple /’]
addpath ( arbo_ex )
%%% chargement des constantes pour le site
change_site (’test_site ’)
✡✝ ✆
11.5.1 Gestion des données
Fonctions d’input/output et visualisation pour les images
La toolbox permet d’ouvrir des ﬁchiers avec des extensions classiques. Cependant, les
données ne sont parfois pas simples à manipuler. Pour rendre plus facile la manipulation et
la gestion des images (interférogrammes déroulés, enroulés) certaines fonctions et extensions
particulières ont été déﬁnies.
Les ﬁchiers de données peuvent être soit des images *.tiff, *.jpg, mais aussi la plupart
des formats usuels *.r4 (ﬂoat 32), *.oct (uchar). Aﬁn de pouvoir conserver les métadonnées
relatives aux interférogrammes sans avoir à accumuler les variables, les fonctions d’ouverture
fournissent deux variables : la première correspond à la matrice des données, et la seconde à
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une structure de données contenant les métadonnées. Voici diﬀérents moyens pour charger
un interférogramme déroulé (format *.r4).
Placez-vous dans le répertoire samples/data_pour_test_ouverture, et essayez les codes
suivants. Toutes les méthodes donneront le même résultat :
Code Matlab
✞ ☎
nom = ’i15_nettoye_7170_27278_28781 .r4’;
%% ouverture en faisant appel aux fichiers de parametrage de
%% la toolbox par defaut
[data , datastr ]= open_r4 (nom );
datastr .data = data;
%% ouverture en faisant appel aux fichiers de parametrage de
%% la toolbox pour une zone definie
nom_site = ’piton ’;
[data , datastr ]= open_r4 (nom , nom_site );
datastr .data = data;
%% ouverture en faisant appel a un header d’ENVI si dispo
nom_header = ’interfero_7170_26777_28781_deroule .hdr ’;
[data , datastr ]= open_r4 (nom , nom_header );
datastr .data = data;
%% ouverture ’manuelle ’
x0 = 357000; % pixel bas gauche
y0 = 7640000; % pixel bas gauche
dx = 12.5; % resolution en x
dy = 12.5; % resolution en y
nb_lig = 1360;% nb de lignes
nb_col = 1680;% nb de colonnes
[data , datastr ]= open_r4 (nom ,x0 ,y0 ,);
datastr .data = data; % ajout des donnees dans la structre
✡✝ ✆
La structure de données datastr contient les métadonnées ainsi que les données, il n’y
a plus qu’une variable pouvant être facilement manipulable. Le champs s_m_e contient les
informations nécessaires pour accéder aux dates des images ainsi qu’à la géométrie d’acqui-
sition :
Les codes suivants montrent comment accéder aux informations :
11.5. PRINCIPALES FONCTIONS USUELLES 259
Code Matlab
✞ ☎
[s_m_e ,s,m,e]= trouve_s_m_e ( datastr .s_m_e );
%%% vecteur d’ acquisition
look = trouve_radarlook (s)
%%% date de l’image maitresse
date_m = converti_date (m,’track ’)
%%% date de l’image esclave
date_m = converti_date (m,’track ’)
✡✝ ✆
Voici une liste des fonctions permettant d’accéder aux données de la même manière que
l’exemple donné avant :
nom de la fonction type de ﬁchiers ouverts
open_r4 matrices sous format ﬂoat 32 big-endian ou little-endian
open_oct matrices sous format uchar
open_mask images rendues sous format logical pour les masques
open_image tous types d’images(peu robuste)
open_str tous types de structures de données
Pour enregistrer des images et conserver les métadonnées :
nom de la fonction type de ﬁchiers ouverts réciproque d’ouverture
save_r4 matrices sous format ﬂoat 32 big-endian ou little-endian open_r4
open_str tous types de structures de données open_r4 et open_str
Pour visualiser des données, plusieurs possibilités sont disponibles en plus des fonctions





imagesc_UTM (data) % georeferencement par defaut
imagesc_UTM ( datastr ) % georeferencement par structure
imagesc_UTM (data , datastr ) % georeferencement par structure annexe
%%% figure_sar
figure_sar (data)%sans georeferencement
figure_sar ( datastr )%avec georeferencement
✡✝ ✆
La fonction figure_sar est un outil permettant la visualisation de données ainsi que des
manipulations rapides telles que l’enroulement, la saturation, le déphasage, la fusion de
shading relief et la mise en forme des données.
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Fonctions d’input/output autres
Quelques-unes des principales fonctions d’ouverture et de sauvegarde de données.
fonction de sauvegarde fonction d’ouverture commentaire
save_str open_str
fonction I/O principale de la toolbox
Sert à sauver et ouvrir toutes les données
de type structure de données
(tomo, modèles, nambem ...)
save_dat open_dat
I/O d’une matrice m×n en
format ﬂoat 32
sans avoir à connaître ses dimensions
save_datn open_datn idem pour des matrices m×n×k
save_pts open_pts I/O d’une matrice en format ASCII
save_mail open_mail I/O pour mail_interface et interface_sous_ech_data
save_ex3 open_ex3 modiﬁcation de ie3 pour maillages
- open_res ouverture du *.res de MC3
- open_res ouverture du *.res de MC3 et sélection de points
save_cell2ASCII open_ASCII2cell I/O d’une stringcell
savenares loadnares I/O d’un *.nares vieille version
save_nares load_nares I/O d’un *.nares nouvelle version
vertface2obj loadawobj_moi
I/O d’un *.obj compatible avec
Blender pour maillages manuels
Les fonctions save_str et open_str concernent la majorité des données. Elle permettent
d’enregistrer dans une structure des données de natures très variées (matrices, cell, char,
struct). Les formats de sortie de la plupart des grandes fonctions de la toolbox sont dans ce
format de données. Les données y sont organisées sous forme d’arborescence hiérarchisée.
Les structures de données peuvent porter diﬀérentes extensions (*.str *.tomo *.nambem
*.mc3 *.r4) en fonction du type d’application faisant appel à ces données.
Pour faciliter la visibilité de ces données, une interface a été crée aﬁn d’explorer ces
structures : interface_explore_str.
Toutes les fonctions possèdent une aide accessible par la commande help nom_de_la_fonction.
11.5.2 Recherche, visualisation et mise en forme des interféro-
grammes
La fonction trouve_interf_liste permet de trouver dans un répertoire donné les ﬁchiers cor-
respondant à des interférogrammes (ﬁchiers ayant une nomenclature de type s_m_e). Cette
fonction accepte des entrées optionnelles allant par paire du type (...,’nom_option’,val_option,...)
et permet de créer une liste contenant des interférogrammes sélectionnés selon des critères de
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% repertoire de recherche
arbo = ’data_series_pour_interpolation / interferos_synthetiques ’
liste = trouve_interf_liste (’interferos_synthetiques ’)
% que les fichiers avec un strack 7170
liste = trouve_interf_liste (’interferos_synthetiques ’ ,...
’strack ’,’7170 ’)
% que les interfero avec un strack 7170
trouve_interf_liste (’interferos_synthetiques ’,’strack ’ ,...
’7170 ’,’filtre ’,’*.r4’)
% que les interfero avec un strack 7170
trouve_interf_liste (’interferos_synthetiques ’,’strack ’ ,...
’7170 ’,’filtre ’,’*.r4’)
% autre exemple avec selection des dates : maitresse apres mi
% et esclave avant ef
arbo = ’data_7170_pour_serie ’
trouve_interf_liste (arbo ,’strack ’,’7170 ’,’filtre ’,’*.r4’ ,...
’mi’,’07 -08 -2007 ’,’ef’,’01 -08 -2008 ’,’dateform ’,’dd -mm -yyyy ’)
✡✝ ✆
Une interface a été créée aﬁn de faciliter la recherche d’interférogrammes et leur visuali-
sation (ﬁgures 11.2 et 11.1).
Code Matlab
✞ ☎
%%% permet la visualisation des donnees
interface_trouve_interfero
%%% recupere une liste d’ interferogrammes dans un repertoire
arbo = pwd;
[liste ,arbo ]= interface_trouve_interfero (arbo );
✡✝ ✆
Recherchez les interférogrammes présents dans le dossier samples/data_7170_pour_serie
à l’aide de l’interface. Dans l’interface, appuyer sur le bouton voir permettra de lancer un
module de visualisation (voir ﬁgure 11.2). Visualisez quelques interférogrammes, enroulez-les,
changez la couleur de la colormap, incrustez un ombrage, puis sélectionnez ceux ou celui qui
vous intéresse. Le bouton OK (retour WS) permet d’exporter la liste des interférogrammes
sélectionnés dans l’espace de travail (seulement si un répertoire a été rentré en argument).







Figure 11.1 – Interface trouve interf : a : choix du
répertoire ; b : raccourcis ; c : sélection des inter-
férogrammes contenant une chaîne de caractères
dans leur nom ; d : fermer l’interface et exporter
les interférogrammes dans l’espace de travail ; e :
sélection des interférogrammes selon leur swath-
track ; f : aﬃchage des périodes couvertes par les
interférogrammes ; g : voir l’interférogramme sélec-
tionné dans la liste (figure_sar) ; h : liste des inter-
férogrammes répondant aux critères de sélection ;
i : critères de sélection selon la date des images
maîtresse et esclave.
b c
a Figure 11.2 – Interface ﬁgure sar : interface
permettant la visualisation et les manipulations
basiques des interférogrammes. Cette interface
s’articule en 3 modules : a : gestion de l’aﬃchage
et ouverture/fermeture des ﬁchiers. Les icônes sup-
plémentaires correspondent de droite à gauche à la
gestion de la table de couleurs, à la gestion de l’en-
roulement, à la sélection de zones d’intérêt, à l’in-
crustation d’un ombrage, à l’aﬃchage du LOS, à
la gestion des options spéciﬁques de images_UTM,
et à l’ouverture / enregistrement des données. b :
module permettant l’enroulement et la conversion
en radians/mètres de l’interférogramme. c : mod-
ule permettant le contrôle de la table de couleurs.
Le tableau suivant référence les principales fonctions pour la recherche et la visualisation
des données.
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nom de la fonction actions
interface_imagesc_UTM
aﬃchage et mise en forme d’interférogrammes
mise en forme des résidus de modélisation
masques, shading relief ...
figure_sar





aﬃche les ﬁchiers d’un répertoire
permet d’aﬃcher des interférogrammes figure_sar
permet d’explorer des structures de données explore_str
Atmosphère / shift
Les interfaces suivantes permettent de prendre en compte des corrections atmosphériques
et de corriger certaines erreurs de déroulement. Ces interfaces fonctionnent mais ne sont pas
très robustes et génèrent souvent des erreurs.
nom de la fonction actions
interface_surf_shift_reg
sélection d’interférogrammes
calcul de corrélation phase / altitude
lancement des interfaces de shift et de pontage
interface_interface_shift_interf shift précis d’un interférogramme
interface_pontage_interfero
permet de corriger certains sauts
de phases lors du déroulement
11.5.3 Séries temporelles et projection 3D
La nomenclature des ﬁchiers sous format s_m_e est indispensable pour ces traitements :
en eﬀet, les dates des diﬀérentes scènes et les lignes de visée sont référencées dans les noms
de ﬁchiers et les matrices de design sont créées à partir de ces noms de ﬁchiers.
Fonctions communes
trouve_s_m_e trouve le s_m_e dans le nom des ﬁchiers
Séries temporelles
serie_temporelle permet le calcul de séries temporelle
serie_temp_MAT_EQ création de la matrice de design à partir des s_m_e
serie_temp_calcule_reste
calcul de tous les interférogrammes possibles
à partir d’une série temporelle
Projection 3D
los2xyz calcul des composantes 3D à partir des interférogrammes
trouve_radarlook trouve le radarlook à partir du s_m_e
Le code suivant montre un exemple d’utilisation de ces fonctions pour la projection 3D.
Le calcul de série temporelle fonctionne sur le même principe.
Code Matlab
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✞ ☎
%%% creation d’ interfero synthétiques
dx =25; dy =25; x0 = -3000; y0 = -3000
[X,Y]= meshgrid (x0:dx :3000 , y0:dy :3000); Z=0*X;
matstr .x0=x0; matstr .y0=y0; matstr .dx=dx; matstr .dy=dy;
matstr .los=’yes ’
xs =0; ys =0; zs = -1000; rayon =200; DP =200
noms = {’7170 _xxxxx_xxxxx ’,’7005 _xxxxx_xxxxx ’ ,...
’2313 _xxxxx_xxxxx ’,’3091 _xxxxx_xxxxx ’};
[s_m_e ,s]= trouve_s_m_e (noms );
[Ux ,Uy ,Uz ,Ur] = mogi_DP (X,Y,Z, xs , ys , zs , rayon ,DP);
MAT = xyz2los (Ux ,Uy ,Uz ,s)
figure (’name ’,’interferos ’)
for i=1: numel(MAT)
% ajout de bruit
corrdist =500; varnoise =10^ -5;
MAT{i}= MAT{i}+ expnoiseunwr ([ size(MAT{i},2), size(MAT{i} ,1)] ,...
50,50, corrdist , varnoise ); matstr . strack =s{i};




[NOM ,XYZ ,STD ]= los2xyz (MAT ,s)
%%% affichage
figure (’name ’,’projection ’);
for i=1: numel(XYZ)
subplot (2,3,i); imagesc_UTM (XYZ{i}); title ([’dep ’,NOM{i}]);
subplot (2 ,3 ,3+i); imagesc_UTM (STD{i}); title ([’std ’,NOM{i}]);
end
✡✝ ✆
Les traitements de séries temporelles et de projection 3D font appel à beaucoup de rou-
tines identiques pour la sélection des interférogrammes. Une interface unique permet de faire





L’interface permet de sélectionner les interférogrammes en plusieurs temps :
– recherche d’interférogrammes
– sélection de certains interférogrammes dans le pool disponible
– sélection des interférogrammes contenant une scène spéciﬁque
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Nous allons traiter un exemple de calcul de série temporelle : appuyez sur le bouton ajouter
des interfero, puis, dans l’interface qui s’ouvre, choisir un repertoire et choisissez ’samples/-
data_7170_pour_serie’. Ensuite, sélectionnez les interférogrammes d’intérêt puis validez la
sélection en appuyant sur OK. Dans la fenêtre de liste des interférogrammes de la première
interface, la liste des interférogrammes sélectionnés apparaît. Vous pouvez compléter cette
liste en recommençant la recherche, ou purger cette liste avec le bouton purge. Les boutons
add et rm permettent d’ajouter des interférogrammes dans la liste du centre. Le calcul sera
fait à partir de cette liste. Vous pouvez choisir des scènes à ne pas prendre en compte avec
le module de droite.
Quand la liste est prête, cliquer sur le bouton valider la sélection. Les interférogrammes
sélectionnés sont ensuite copiés dans le répertoire temporaire. Cette copie permet de pou-
voir les transformer (shift, atmosphère) sans modiﬁer les données initiales. Le calcul de la
projection et de la série temporelle se fera sur ces interférogrammes copiés et pas sur les
originaux.
Chaque calcul possède des options qui lui sont spéciﬁques (pondération des interféro-
grammes, choix de la scène de référence pour les série temporelles...). Pour accéder aux
options de calcul de série temporelle, cliquer sur le bouton choisir les options. La fenêtre
d’options s’ouvre. Le module de pondération des données n’est pas encore fonctionnel, mais
vous pouvez déjà choisir la scène qui servira de référence (p : première scène, d dernière
scène) : cliquez sur generer les options et validez.
Enﬁn, lancez le calcul à partir de l’interface principale. Les résultats du calcul génèrent
beaucoup de ﬁchiers diﬀérents, le programme propose donc de créer un répertoire (enregistrer
calcul) où seront enregistrés les résultats. Les résultats seront enregistrés au format *.r4 et un
ﬁchier *.txt est ajouté. Ce ﬁchier contient toutes les informations relatives au calcul eﬀectué,
et sera nécessaire pour les procédures d’interpolation temporelle des interférogrammes.
11.5.4 Interpolation temporelle
Cette toolbox permet le calcul d’interférogrammes interpolés à partir des ﬁchiers d’une
série temporelle générés par l’interface interface_traitement_liste. Le détail des principes de
l’interpolation est présenté en partie 3 à la page 41.
Lancer l’interface par le code









Figure 11.3 – Interface traitement liste : a : sélection d’interférogrammes
(interface_trouve_interfero) et ajout dans la liste ; b : sélection d’interférogrammes dans
la liste a ; c : scènes à ne pas prendre en compte ; d : ajout d’un masque ; e : options de calcul ;
f : quelques options d’aﬃchage ; g : interférogrammes copiés dans le répertoire temporaire,
pour pouvoir manipuler les données. Le calcul sera fait à partir de ces données et pas sur les
données réelles ; h : commandes pour le calcul et l’enregistrement des résultats ; i : fenêtre
contenant les résultats du calcul. Aﬃchages complémentaires du réseau d’interférogrammes ou
des périodes couvertes par les interférogrammes en appuyant sur les boutons correspondants.





puis choisissez un répertoire (open_arbo) contenant une série temporelle (par exemple sam-
ples/ data_series_pour_interpolation/interferos_synthetiques/ SERIE_7170_26777_32288_PARAMETRES.txt
Remarquez que l’interface propose directement le répertoire contenant les séries temporelles
si celui-ci a été renseigné dans les ﬁchiers de paramètres. Le programme va lire ce ﬁchier et
ouvrir les données de la série temporelle.
À l’aide des sliders, visualisez un interférogramme interpolé, ainsi que l’évolution des







Figure 11.4 – Interface d’interpolation d’inter-
férogrammes. a1 : ouverture d’une structure de
série temporelle ; a2 : ouverture d’un dossier con-
tenant les ﬁchiers d’une série temporelle générée
par interface_traitement_liste ; a3 : sauvegarde de
la série temporelle en format *.str ; b : module de
sélection de l’interférogramme interpolé : il faut
sélectionner le track des dates maîtresse et esclave.
Le menu déroulant permet de choisir la méthode
d’interpolation ; c : options de visualisation : il
est possible de voir l’interférograme interpolé et
de le sauver. Pour voir la dynamique d’un pixel,
il faut rentrer ses coordonnées (ou sélectionner
un point sur l’interférogramme). Le bouton voir
courbe permet d’aﬃcher la dynamique du pixel se-
lectionné. d : module d’aﬃchage conjoint des dé-
placements enregistrés par GPS et par interpola-
tion temporelle. e : module permettant de modiﬁer
la variance moyenne des interférogrammes utilisés
pour le calcul de série temporelle.
Il est à noter que l’interpolation par ajustement numérique d’une exponentielle n’est pas
pris en charge par l’interface. Cette interpolation est cependant visualisable par l’interface si
elle a été calculée en amont. Le script script_calcule_reg_expfit_from_serieSTR.m permet de
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lancer ce calcul à partir d’une structure de données contenant une série temporelle. Le ﬁchier
structure_de_serie/SERIE_7170_26777_32288.str contient une structure de série temporelle
sur laquelle ce script a été lancé. Ouvrez cette série temporelle à l’aide de l’interface et
visualisez un interférogramme interpolé par méthode exp_fit.
Principales fonctions pour l’interpolation :
serie_to_seriestr.m
fonction permettant de convertir un dossier
contenant les résultats de série temporelle
en structure de série temporelle
script_calcule_reg_expfit_from_serieSTR.m interpolation méthode numérique pour exponentielle
eval_bilin_interf,eval_pchip_interf,eval_spline_interf fonctions d’interpolation d’un interférogramme
eval_exp_interf,eval_expfit_interf pour les diﬀérentes méthodes
eval_bilin_var,eval_pchip_var,eval_spline_var fonctions d’interpolation d’un pixel
eval_exp_var,eval_expfit_var pour les diﬀérentes méthodes
11.5.5 Sous-échantillonnage/maillage
Une interface pour le sous-échantillonnage des interférogrammes et pour la création de
maillages pour la modélisation a été développée pour faciliter ces opérations et obtenir un
retour graphique rapide. Cette interface est peu ergonomique et contient quelques bugs. Elle
sera amenée à évoluer. Nous allons étudier un exemple de sous-échantillonnage des données.





Ouvrez un interférogramme ainsi qu’un MNT (le MNT par défaut correspond à celui
renseigné dans les ﬁchiers de paramétrages de la toolbox). Les deux types de données sont
géoréférencés et peuvent donc être utilisés directement sans opération supplémentaire. Une
proposition de sous- échantillonnage, appelée points, apparaît à l’écran. Choisissez les options
de sous-échantillonnage (quadtree ou base circulaire), puis cliquez sur cree fichier point pour
actualiser la position des points de sous-échantillonnage. Diﬀérents modules de masques
sont accessibles à partir des boutons gestio_masque. Ces masques permettent d’éliminer
certains points de la proposition de sous-échantillonnage. Quand le sous-échantillonnage
paraît satisfaisant, cliquez sur sous_ech_XYZV ou sous_ech_XYV permettant respectivement
de prendre en compte ou non la topographie.
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Figure 11.5 – Interface de sous-échantillonnage et de maillage : a : module d’ouverture des don-
nées ; b : module d’ouverture et de composition de masques ; c : module de sous-échantillonnage ;
d : module d’optimisation de maillages ; e : module d’analyse de bruit et de création de matrice
de covariance ; f : module de maillage et d’export de maillage ; g : module de contrôle de la
ligne de visée ; h : module d’export des données sous-échantillonnées ; i : module d’aﬃchage.
Un module permet de calculer la variance et la distance de corrélation du bruit, puis de
créer la matrice de covariance du sous-échantillonnage.
Les données sous-échantillonnées peuvent être exportées en diﬀérents format :
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*.dat XYV open_dat 3 colonnes (pas besoin de MNT)
*.dat XYZV open_dat
4 colonnes (MNT nécessaire)
format de données pour la tomographie
*.str strack COV open_str
structure de données
format de données pour la tomographie et NAMBEM
prise en charge de la covariance
*.str strack open_str
structure de données
format de données pour la tomographie et NAMBEM
sans prise en charge de la covariance
Le module de maillage permet de créer un maillage à partir du sous-échantillonnage de
la topographie. Les maillages peuvent prendre en compte des objets tels que des fractures ou
des ﬁssures éruptives, puis être optimisés aﬁn de limiter les angles des triangles. Les données
de maillages peuvent être exportés en format *.ex3 compatible avec le modèle numérique
MC3 ou en format *.obj compatible avec le logiciel Blender.
Chapitre 12
Suite logicielle pour la tomographie
12.1 Présentation de la toolbox
Cette partie est consacrée à la présentation de la suite logicielle pour la tomographie. Si
la toolbox a été installée, vous pouvez essayer cette suite à partir de diﬀérents échantillons
disponibles dans le répertoire samples/data_pour_tomo. Les exemples donnés font appel aux
ﬁchiers présents dans ce répertoire.
12.1.1 Rappel des principes mathématiques
Le détail des principes mathématiques de la tomographie est donné à la partie 6 page 99.
On rappelle pour mémoire que cette méthode consiste en la résolution de la variation de vol-
ume d’une grille de sources unitaires, et que cette résolution doit satisfaire deux conditions :
– la reproduction des déplacements observés dobs
– la compacité de la solution m







où G est la matrice contenant les déplacements unitaires provoqués par chacune des sources
en chacun des points de la topographie,W est la décomposition de Cholesky de la matrice de
covariance des données Σ−1, L est l’expression matricielle de l’opérateur Laplacien permet-
tant de lisser la solution, β est un paramètre contrôlant le poids du lissage par rapport à la
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résolution des déplacements observés. Dans ces conditions, la solution mβ peut être résolue






où Gˆ = WG et dˆobs = Wdobs.
La position des sources unitaires étant ﬁxe, le seul paramètre variable de ce système est la
valeur de β, et pour chaque β, il est possible de déﬁnir un misﬁt χ2 et une quantité R appelée
rugosité. Les méthodes de CVSS – soit numérique soit analytique – permettent de trouver
de manière objective le β assurant le meilleur compromis entre misﬁt et rugosité grâce à la
minimisation de la fonction de Non-Prédictibilité (NP ). Tout l’enjeu de la tomographie est
donc de trouver ce β optimal. Enﬁn, le meilleur modèle m étant trouvé, il est possible de le
simpliﬁer en cherchant quelles sont les sources les plus inﬂuentes dans la solution m.
12.1.2 Vue générale de l’algorithme
L’équation 12.2 montre que deux sous-échantillonnages sont nécessaires : le premier con-
cerne les données et permet la construction du vecteur des données observées dobs ainsi que
de la matrice de pondération W . Le second concerne la discrétisation du sous-sol en sources
unitaires. Ces deux sous-échantillonnages permettront alors de construire la matrice G ainsi
que l’opérateur Laplacien L. La phase appelée preprocessing dans la ﬁgure 12.1 permet la
construction de toutes ces variables.
Ces données étant préparées, elles peuvent être injectée dans la procédure itérative de
recherche du meilleur β. Cette recherche passe par la minimisation de la fonction de Non-
Prédictibilité NP et nécessite donc une procédure d’optimisation. En fonction des besoins, il
peut être nécessaire de prendre en compte des corrections d’atmosphère corrélée ou de shift
(matrice C).
12.1.3 Vue générale de la toolbox
En pratique, seules les données d’observation, la grille de sous-échantillonnage et une
structure de données vierge de tomographie sont à préparer avant de lancer un calcul de
tomographie.
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Figure 12.1 – Vue générale des procédures pour la tomographie. Les variables et les données
sont indiquées en gris sombre, les procédures en gris clair.
La préparation des données se déroule en plusieurs étapes et peut être relativement
longue. Elle sera détaillée par la suite. Cette préparation des données aboutit à la création
d’une structure de données appelée g_interf. Cette structure de données contient pour un
interférogramme donné :
1. les données de déplacement sous-échantillonnées avec les coordonnées XYZ de chaque
point
2. la fonction de green G pour le sous-échantillonnage
3. la matrice de covariance pour le sous-échantillonnage (facultative)
4. diﬀérentes métadonnées (fonction utilisée pour la création de G, la grille de sous-
échantillonnage du volume utilisée) qui permettront de vériﬁer les compatibilités entre
les diﬀérents jeux de données.
La préparation du ﬁchier de tomographie vierge permet la prise en compte de toutes
les options nécessaires au calcul de la tomographie. Le ﬁchier *.str enregistré contient entre
autres :
1. les options relatives au Laplacien (conditions aux bordures, type de Laplacien)
2. les options relatives à la minimisation de la fonction NP (type de fragmentation des
données, CVSS ou LOO ...)
3. les options de paramétrage de la fonction NAsearch
4. le nom des ﬁchiers g_interf pris en compte
5. les options pour la pondération des jeux de données
6. des options d’aﬃchage du déroulement du calcul
La ﬁgure 12.2 replace les principaux ﬁchiers et les principales fonctions nécessaires à la
préparation des données.
La fonction tomo_lance_tomo_script permet de lancer le calcul de la tomographie. Cette
fonction permet dans un premier temps de créer le Laplacien, puis de préparer la matrice G






























préparation des données préparation de la tomographie
Calcul de la tomographie
Traitements à posteriori
Figure 12.2 – Vue générale des outils et des ﬁchiers pour la tomographie. Les ﬁchiers sont
indiqués en gris sombre, les fonctions en gris clair.
en fonction des jeux de données pris en compte ainsi que des options de pondération. Elle
permet aussi de lancer la minimisation de la fonction NP , ainsi que le nettoyage.
La minimisation de la fonction NP est gérée par la sous-fonction tomo_objfun_TOMO.
C’est cette sous-fonction qui prendra en compte les options de calcul de la CVSS.
Enﬁn, les résultats sont visualisables avec la fonction interface_tomo_explore_tomo et le
nettoyage est paramétrable avec la fonction interface_tomo_nettoie_tomo.
12.2 Préparation des données
12.2.1 Préparation de la grille de sous-échantillonnage
La grille de sous-échantillonnage peut être préparée à l’aide de la fonction fonction_sous_ech_volume.
Cette fonction permet de créer une grille de sous-échantillonnage du volume sous une topogra-
phie sous-échantillonnée. Les points au-dessus de la topographie et en dehors de la topogra-
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phie sont éliminés. L’exemple suivant fait appel à un ﬁchier de sous-échantillonnage de to-
pographiemnt_pdf_12_5_cercle_XYZV.dat présent dans le répertoire samples/data_pour_tomo,
ayant été préparé avec l’interface interface_sous_ech_data.
Code Matlab
✞ ☎
% ouverture du sous echantillonnage de la topo
mnt = open_dat (’mnt_pdf_12_5_cercle_XYZV .dat ’);
% centre du sous echantillonnage du volume
xc = 366466; yc = 7650173; zc = 1050;
% cotes du parallelepipede du volume
cote = [4800 , 4800 , 2000];
pas = 400 % distance entre deux centres
sousech = fonction_sous_ech_volume (xc ,yc ,zc ,cote ,pas ,mnt );
% visualisation
figure
scatter_source_topo ( sousech )
% sauvegarde
save_str (sousech ,’mon_premier_sous_ech .str ’)
✡✝ ✆
où :
– xc , yc , zc sont les coordonnées du centre de la grille
– cote est un vecteur 3×1 contenant les longueurs des cotés de la grille de sous-échantillonnage
– pas est la distance séparant deux points de la grille
– mnt est une matrice m×3 contenant les coordonnées des points de la topographie
Cette fonction retourne une structure de maillage composée des champs détaillés dans le
tableau suivant.
sousech.topo
sousech.topo.Xmnt coordonnées des points
sousech.topo.Ymnt de la topographie
sousech.topo.Zmnt
sousech.grille
sousech.grille.Xs coordonnées des points
sousech.grille.Ys de la grille de
sousech.grille.Zs sous-échantillonnage
Les points ne peuvent pas se situer à moins de pas de la topographie. Si le cas de ﬁgure
se présente, alors ces points sont éliminés.
Aﬁn de faciliter la création des grilles de sous-échantillonnage, cette fonction a été inter-
facée (voir ﬁgure 12.3). Pour accéder à l’interface, il faut entrer dans un terminal la fonction
suivante :












Figure 12.3 – Interface de sous-échantillonnage du vol-
ume. a1/a2 : ouverture d’un maillage de topographie
sous-échantillonnée en format *.dat ou *.ex3 ; b : créa-
tion d’un sous-échantillonnage de topographie à l’aide
de l’interface interface_sous_ech_data ; c : calcul d’un
sous-échantillonnage du volume ; d : paramètres de la
grille de sous-échantillonnage ; d1 : impose une grille
cubique ; e : enregistrement de la grille en format *.str ;
f1-f2-f3 : modes d’aﬃchages.
Il est important que le sous-échantillonnage de la topographie soit assez ﬁn car c’est à
partir de celui-ci que sera calculée la matrice G (voir partie 12.2.3).
12.2.2 Préparation des données d’observation
Les interférogrammes doivent être sous-échantillonnés à l’aide de interface_sous_ech_data.





format XYZV*.dat (sans cov)
jouet_7005_xxxxx_xxxxx_cercle_XYZV_sans_cov.str
jouet_7005_xxxxx_xxxxx_cercle_XYZV_sans_cov.str
Les données d’observation peuvent être enregistrées soit en format *.dat soit en format
*.str. Il est à noter que seul le format *.str permet la prise en compte d’une matrice de
covariance. Il est nécessaire que les noms des ﬁchiers de données répondent aux règles de
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nomenclature s_m_e : en eﬀet, les lignes de visée seront récupérées à partir du nom de
ﬁchier.
12.2.3 Préparation de la matrice G
La matrice G est construite en plusieurs temps (voir ﬁgure 12.5) :
1. création d’une matrice G XYZ type sous forme de structure de données (G_XYZ)
2. création d’une matrice G pour un interférogramme donné (G_interf)
3. création de la vraie matrice G
En eﬀet, en fonction du modèle direct utilisé, la construction de G peut être très longue,
surtout si elle est calculée à l’aide d’un modèle numérique. Plutôt que de calculer G pour
chaque source unitaire en chaque point de la topographie pour chaque interférogramme, on
calcule 3 matrices G contenant les déplacements est-ouest, nord-sud et verticaux de la to-
pogaphie pour une grille de sous-échantillonnage du volume et pour un sous-échantillonnage
de la topographie donnés. Ces trois matrices sont rangées dans une structure de données
G_XYZ (format *.str) et sauvegardées.
Ce calcul peut être très long (plusieurs jours), mais il permet d’obtenir une banque de
déplacements unitaires à partir de laquelle le calcul de la matrice G_interf pour un inter-
férogramme donné sera très rapide (quelques minutes). Le calcul de G_interf est fait par
interpolation de G_XYZ au niveau des points de données, puis par projection de ces trois
matrices interpolées dans la ligne de visée du jeu de données. G_interf est ensuite enregistrée
en format structure de données *.str.
Enﬁn la matrice G utilisée dans le calcul de tomographie sera créée directement au
lancement du calcul à partir des diﬀérentes matrices G_interf voulues pour le calcul.
Ce mode de création est assez fastidieux, mais il permet d’une part de gagner beaucoup
de temps au moment du lancement d’un calcul, mais aussi de créer une banque de G_interf,
qui seront alors combinables entre elles à souhait. Enﬁn, ce mode de création fragmenté
permet de contrôler toutes les étapes de la création de G.
Préparation de la matrice G_XYZ
La structure de données G_XYZ est calculée à l’aide de la fonction :
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Code Matlab
✞ ☎
G_XYZ= cree_g_unitaire (sousech , interf ,’nom_option_i ’,val_option_i ,...);
✡✝ ✆
Cette fonction est complexe et peut prendre en compte de nombreuses options. Nous ne
détaillerons pas son fonctionnement complet. Aﬁn d’éviter des conﬂits entre les nombreuses










Figure 12.4 – Interface de préparation de G_XYZ.
a : ouverture d’une structure de données de sous-
échantillonnage du sous-sol. Cette structure contient
aussi les points de la topographie où seront faits les
calculs (sauf pour MC3) ; b : choix du modèle direct ;
b2 : options spéciﬁques au calcul de G à l’aide de MC3
(nom de la topographie en format ex3, décalage en x et
y, type de source à prendre en compte) ; c : module de
visualisation du sous-échantillonnage de la topographie
et du volume ; d : options de paramétrage des sources
unitaires (rayon, pression unitaire).
Dans un premier temps, il est nécessaire d’ouvrir une structure de données de sous-
échantillonnage du volume. Cette structure de données contient les positions des centres de
chacune des sources unitaires, mais aussi les points de la topographie sur lesquels seront faits
les calculs de déformation (sauf pour MC3). Placez Matlab dans le répertoire data_pour_tomo/jouets_petite_grille
et ouvrez par exemple le ﬁchier maillage_leger.str.
Il est possible de choisir le modèle direct de déformation utilisé. Tous les modèles de
déformation utilisables doivent être rangés dans le dossier dossier/de/la/toolbox/fonctions/-
tomo_pression/fichiers_communs/modeles. Il apparaîtrons alors dans le popup qui leur est
consacré. Choisissez par exemple okada_tomo.
Le modèle de déformation MC3 nécessite des options qui lui sont spéciﬁques. Ces options
ne sont activées que si MC3 est choisi dans le popup des modèles et concernent surtout les
informations relatives à la topographie utilisée.
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L’encart consacré aux paramètres des sources unitaires permet de choisir leur rayon (ou
demi-côté). Par défaut, le rayon est ﬁxé à 1/2 du pas séparant les points de la grille de
sous-échantillonnage (200 dans notre exemple). Il est enﬁn possible d’imposer un coeﬃcient
à l’amplitude des déplacements unitaires. Ce coeﬃcient correspond donc à une pression ou
une variation de volume des sources unitaires. Par défaut, ce coeﬃcient est ﬁxé à 1.
Lancer le calcul en appuyant sur le bouton calcul et save. Le calcul commence et lorsqu’il
est terminé, une fenêtre s’ouvre pour inviter à choisir un répertoire d’enregistrement. La
structure de données G_XYZ contient en plus des matrices G toutes les métadonnées nécés-
saires à son identiﬁcation (modèle de déformation utilisé, paramètres des sources ...).
Préparation des matrices G_interf
Les G_interf sont obtenues en interpolant les matrices G de la structure de données
G_XYZ au niveau des points d’observation de l’interférogramme sous-échantillonné, puis
en projetant les déplacements dans l’axe de visée de l’interférogramme. Il est donc néces-
saire d’avoir accès à G_interf ainsi qu’aux données sous-échantillonnées. Les données sous-
échantillonnées sont soit en format *.dat soit en format *.str (voir partie 12.2.2). On rappelle
que seul le format *.str permet d’avoir accès à la covariance.
La préparation des structures de données G_interf a été interfacée :
Code Matlab
✞ ☎
en ligne de commande
[G_interf , liste_dir_nom_G_interf ]= cree_g_unitaire_from_g_XYZ_liste ...




L’interface est simple et permet des contrôles à diﬀérents moments de chacun des paramètres :
en ﬁn de calcul, diﬀérentes fenêtres s’ouvrent de manière successives pour permettre à l’u-
tilisateur de contrôler les paramètres de la ligne de visée, des dates des images maîtresse et
esclave, ainsi que le répertoire et le nom d’enregistrement. Il est à noter que cette interface
permet de traiter par lot les données.
Enﬁn, pour d’éviter la multiplication des ﬁchiers, et comme la matrice G dans G_interf
est spéciﬁque d’un jeu de données, les structures de données G_interf contiennent aussi les
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Figure 12.5 – Interface de préparation de G_interf a : ouverture d’une structure de données
G_XYZ ; b : module de contrôle de G_XYZ ; c : format des données d’observation et recherche ;
d : liste des données sous-échantillonnées prises en compte ; e : visualisation des données sous-
échantillonnées ; f : lancement de la préparation ; g : nom du modèle de déformation utilisé
pour G_interf ; h : module de contrôle des paramètres de l’interférogramme. Ce module ne
s’ouvre que lorsque le calcul est terminé. Il permet de modiﬁer le s_m_e de l’interférogramme
ainsi que la ligne de visée.
Lancez l’interface, choisissez le ﬁchier G_XYZ que vous avez créé (ou bien le ﬁchier
gXYZ_810_oka.str), puis importez les interférogrammes disponibles dans le dossier, au for-
mat de votre choix. Les interférogrammes synthétiques de l’exemple sont dans le référentiel
terrestre.
12.3 Préparation et lancement de la tomographie
La structure de données de tomographie est une structure composite qui servira d’une
part de ﬁchier de conﬁguration contenant toutes les options nécessaires au calcul de la
tomographie, et d’autre part de ﬁchier de sauvegarde où seront enregistrés les résultats.
Nous verrons dans un premier temps comment paramétrer convenablement la tomographie
point par point et enﬁn comment lancer le calcul de tomographie.
En dehors des données d’observations, toutes les options sont renseignées par des valeurs
par défaut. Aﬁn de lancer l’application permettant de paramétrer la tomographie, il suﬃt
de taper dans un terminal :
Code Matlab




La fenêtre A présentée à la ﬁgure 12.6 apparaît alors.
12.3.1 Renseignement des options
Dans la fenêtre A, appuyer sur le bouton a1 (préparer tomo) permettra de lancer le
module de préparation de la tomographie (ﬁgure 12.6b). Ce module permet de renseigner
les diﬀérentes options :
– données à inverser (ces données sont des G_interf)
– prise en compte de corrections et pondération
– paramètres de convergence
– paramètres du Laplacien
– paramètres d’aﬃchages
– paramètres du nettoyage
Préparation des données
Pour préparer les données, dans l’interface B, mettez le popup sur textsfimport_g_data,
puis cliquez sur preparer les donnees. La fenêtre C s’ouvre alors (ﬁgure 12.6-C) et invite à
rechercher des ﬁchiers g_interf (format *.str).
c1 ouvre un popup permettant de rechercher des ﬁchiers g_interf
c2 module de visualisation des données : sélectionner la visualisation souhaitée
dans le popup puis cliquer sur le bouton voir nasearch_moi. Les données rela-
tives à l’interférogramme en surbrillance dans la liste seront aﬃchées.
Table 12.1 – Interface de sélection des données. La première colonne renvoie aux zones de
l’interface présentée à la ﬁgure 12.6.
Choisissez les deux ﬁchiers g_interf présents dans le dossier data_pour_tomo/jouets_petite_grille.
Cette interface vériﬁe que tous les ﬁchiers G_interf sélectionnés sont compatibles entre eux,
c’est-à-dire que leur matrice G a été calculée pour une même grille de sous-échantillonnage
du volume et que le modèle de déformation utilisé est le même pour toutes les données.
Enﬁn, il est possible de vériﬁer les données par diﬀérents types d’aﬃchages (ﬁgure 12.6-c2).
L’interface B (interface_tomo_prepare_tomo) permet aussi de créer des structures de don-
nées g_interf si celles-ci n’ont pas été créées avant. Pour lancer les interfaces de création des
























Figure 12.6 – Interface de préparation/lancement de la tomographie. A : Inter-
face maîtresse (interface_tomo_lance_tomo) ; B : Interface de renseignement des
options (interface_tomo_prepare_tomo) ; C : Interface de recherche des données
(interface_tomo_sel_g_interf) ; D : Interface de paramétrage de la pondération et des correc-
tions ; E : Interface de conﬁguration de la convergence (interface_tomo_option_convergence) ;
F : Interface de paramétrage de nasearch ; G : Interface d’options du Laplacien
(interface_tomo_option_laplacien) ; H : Interface de paramétrage de l’aﬃchage ; I : In-
terface de paramétrage du nettoyage.
données, sélectionner dans le popup le type de données que vous voulez créer, une interface
adéquate apparaîtra alors (non montrée).
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Pondération et correction des données
Si l’on utilise des données GPS couplées à des données InSAR, il peut être utile d’aﬀecter
plus de poids aux données GPS, pour compenser le déséquilibre entre le nombre de points
des deux catégories de données. D’autre part, il est possible de prendre en compte diﬀérents
types de corrections des données. Les principes mathématiques de la correction et de la
pondération sont donnés en partie 6.5 page 131.
Pour conﬁgurer la pondération et la correction, dans l’interface B, cliquer sur le bouton
correspondant. La fenêtre D s’ouvre alors (ﬁgure 12.6-D).
Pour l’exemple de tomographie présent dans le répertoire data_pour_tomo/jouets_petite_grille,
ne pas prendre en compte de correction ni de pondération des données : les données sont
synthétiques et n’ont pas de shift ; les jeux de données contiennent le même nombre de points
et ne contiennent pas de matrice de covariance.
d1 → ifdata Pondération si une matrice de covariance est trouvée dans les données (seul
cas de vraie matrice de covariance, format de données FYZ_COV.str). Sinon,
pas de pondération.
d1 → no Pas de pondération même si une matrice de covariance est trouvée dans les
données.
d1 → los Équilibre chaque ligne de visée en fonction du nombre de points.
d1 → losvar Équilibre chaque ligne de visée en fonction du nombre de points, tout en
prenant en compte la covariance si celle-ci est donnée. (voir équation 6.33
page 131).
d2 → global Correction similaire pour tous les jeux de données.
d2 → losbylos Correction spéciﬁque pour chaque jeu de données. Libère le popup d3.
d2 et d3 → shift Correction d’un shift.
d2 et d3 → plan Correction d’un plan orbital.
d2 et d3 → atmo Correction d’une atmosphère corrélée de manière linéaire avec l’altitude.
d2 et d3 → all Toutes les corrections sont prises en compte.
Table 12.2 – Interface de sélection des données. La première colonne renvoie aux zones de
l’interface présentée à la ﬁgure 12.6.
Paramètres de convergence
Pour accéder à la fenêtre de contrôle de la convergence, dans la fenêtre B, cliquer sur le
bouton preparer la convergence. La fenêtre E apparaît alors. Les options concernent soit la
convergence (e1) soit la fonction objective (e2).
Pour l’exemple de tomographie présent dans le répertoire data_pour_tomo/jouets_petite_grille,
choisir CVSS comme fonction à minimiser, cocher calcul pour le LOO (on le calculera aussi),
ﬁxer les bornes de log10(β) à 6 et 12 et choisir la convergence par nasearch. Laisser les
options de nasearch par défaut.
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options de recherche
e1 → log10(beta) min/max Bornes des β en log10 entre lesquelles sera cherché le meilleur modèle (pour
NAsearch).
e1 → nasearch/pas Permet de chercher le meilleur modèle par NAsearch si nasearch est coché, ou
recherche par pas réguliers entre les bornes si pas est coché.
options de la fonction objective
e2 → CVSS/LOO Choix de la fonction de non-prédictibilité (coût : cross validation ou leave one
out).
e2 → calculer Permet de calculer CVSS si LOO est choisi comme fonction de non-
prédictibilité ou réciproquement. Le calcul convergera vers la fonction cochée
par les radioboutons, mais on pourra calculer l’autre fonction coût.
e2 → CVSS (pizza/carre/rand) Permet de choisir le type de fragmentation pour le calcul de la CVSS.
e2 → CVSS fragments Permet de choisir le nombre de fragments pour le calcul de la CVSS.
options de NAsearch
F Paramètres de convergence pour la fonction nasearch_moi. On se reportera
au tableau 14.1 page 326 pour toutes les options possibles. Les options par
défaut sont en général adaptées à la convergence pour la tomographie.
Table 12.3 – Interface des paramètres de la convergence. La première colonne renvoie aux
zones de l’interface présentée à la ﬁgure 12.6.
Paramètres du Laplacien
Les options du Laplacien concernent d’une part sa forme et d’autre part, ses conditions
aux bordures.
La forme du Laplacien permet de lisser la solution selon des directions préférentielles ou
de manière isotrope. La forme croix correspond à la déﬁnition du Laplacien par diﬀérences
ﬁnies. Il est isotrope. iso est une autre forme isotrope. Les autres formes correspondent aux
diﬀérents plans de symétrie du cube. Le bouton afficher permet de voir pour une source
unitaire donnée quelles seront les sources contigües prises en compte dans la formulation du
Laplacien.
Les conditions aux bordures modiﬁent les valeurs des coeﬃcients pour les sources en
bordure de la grille de sous-échantillonnage. La méthode idéal aﬀecte le coeﬃcient -6 à la
source centrale, alors que la méthode somme lui aﬀecte l’opposé de la somme des coeﬃcients
des sources réellement présentes dans son entourage. Cette valeur dépendra alors de la forme
du Laplacien (voir annexe B.3 page 349 pour plus de détails).
Pour l’exemple de tomographie présent dans le répertoire data_pour_tomo/jouets_petite_grille,
choisir un Laplacien en forme de croix, et ﬁxer les bordures à ideal.
Paramètres d’aﬃchage
Cette fenêtre permet de contrôler la convergence de la tomographie en cours de calcul.
Diﬀérents types d’aﬃchages sont paramétrables et leurs options spéciﬁques permettent de
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g1 Forme du Laplacien pour un lissage directionnel. Les formes sont calculées
d’après les plans de symétrie du cube.
g1 → afficher Permet d’aﬃcher la géométrie du Laplacien sélectionné.
g2 → ideal Conditions aux bordures du Laplacien idéales. Tous les coeﬃcients centraux
auront la même valeur, ce qui aura pour conséquence la création de sources
fantômes à 0 en dehors de la grille de sous-échantillonnage du volume. Si β
est très élevé, la répartition des ∆V aura une forme de bulle enfermée dans
la grille de sous-échantillonnage, à cause de la présence des sources fantômes.
g2 → somme OPTION IMPLÉMENTÉE MAIS PAS ENCORE FONCTIONNELLE. Le
coeﬃcient de la source centrale correspondra à la somme des sources dans
son environnement. Cette option élimine les sources fantômes. Si β est très
élevé, toutes les sources de la grille auront la même valeur.
g3 Importation du Laplacien à partir d’un ﬁchier extérieur. Cette option permet
d’éviter le calcul du Laplacien au lancement.
Table 12.4 – Interface des paramètres du Laplacien. La première colonne renvoie aux zones
de l’interface présentée à la ﬁgure 12.6.
les ajuster plus ﬁnement. Si la tomographie est lancée en lignes de commandes, il est conseillé
de supprimer tous les aﬃchages.
h → option_courbes aﬃchage des courbes misﬁt et Non-Prédictibilité en fonction de la rugosité
h → option_3D aﬃchage de la solution en 3D
h → option_res aﬃchage des résidus de déplacement
h → option_nasearch aﬃchage de la progression de convergence (voir tableau 14.2 page 327)
Table 12.5 – Interface des paramètres d’aﬃchage. La première colonne renvoie aux zones de
l’interface présentée à la ﬁgure 12.6.
Pour l’exemple de tomographie présent dans le répertoire data_pour_tomo/jouets_petite_grille,
mettre tous les aﬃchages à ’yes’ pour voir la progression du calcul.
Paramètres du nettoyage
Cette fenêtre permet de contrôler le nettoyage du meilleur modèle trouvé. Le nettoy-
age permet de rechercher le nombre de sources permettant d’obtenir un modèle légèrement
moins bon que le meilleur modèle mais contenant moins de sources. La recherche se fait par
NAsearch avec l’option de recherche d’un nombre entier. Pour accélérer le calcul, la recherche
est faite en deux étapes : la première correspond à la première itération de NAsearch et bal-
aye l’espace du nombre des sources par pas réguliers. La seconde correspond à la recherche
proprement dite.
Pour l’exemple de tomographie présent dans le répertoire data_pour_tomo/jouets_petite_grille,
on peut ﬁxer pas = 30, tresh = 0.5, ns = maximum.
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i1 → pas À la première itération avec nasearch_moi, le modèle n+1 calculé contiendra
pas sources de plus que le modèle n (NS1_meth = uniforme, voir tableau 14.1
page 326).
h → tresh Valeur du misﬁt en % que l’on souhaite atteindre. Le modèle recherché cor-
respond à celui pour lequel les sources sélectionnées permettent d’obtenir un
misﬁt supérieur de tresh % supérieur au misﬁt du modèle prenant en compte
toutes les sources.
h → ns Borne supérieure du nombre de sources que l’on recherche. Permet d’éviter
des calculs trop longs si la grille de sous-échantillonnage contient beaucoup
de sources.
Table 12.6 – Interface des paramètres du nettoyage. La première colonne renvoie aux zones
de l’interface présentée à la ﬁgure 12.6.
12.3.2 Lancement de la tomographie
Une fois la tomographie paramétrée, enregistrez-la dans le répertoire contenant les G_interf
sélectionnés.
Il est possible de lancer la tomographie directement à partir de l’interface générale (ﬁg-
ure 12.6a). Cette méthode permet d’avoir accès à un controle de l’aﬃchage en cours de
calcul. Aﬁn de lancer la tomographie sur un serveur de calcul ou bien directement en ligne
de commande, il est nécessaire d’enregistrer la structure de données contenant toutes les
options choisies en format *.str. Il est nécessaire de s’assurer que les ﬁchiers G_interf sont
dans le même répertoire que le ﬁchier de tomographie. Le lancement de la tomographie se





Il est à noter que le script tomo_lance_tomo_script est compilable avec mcc, permettant
de lancer la tomographie sur un serveur de calcul. Enﬁn, à chaque itération, le ﬁchier de
tomographie est mis à jour. Il est alors possible d’interrompre un calcul et de le reprendre là
où il s’était arrêté. Si la recherche se fait par nasearch, un ﬁchier temporaire *.nares est créé.
Eﬀacer ce ﬁchier empêchera de reprendre le calcul en cas d’interruption, mais ne provoquera
pas de perte de données.
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12.4 Exploration d’un ﬁchier de tomographie
Plusieurs interfaces permettent d’explorer les résultats de tomographie. Toutes ces inter-





Lancez l’interface et choisissez une tomographie à explorer parmi les tomographies disponibles
dans les répertoires localisés dans : data_pour_tomo/.
A : Interface principale
a1 → slider de β Permet d’aﬃcher le résultat pour un β donné. Actualise l’interface d’aﬃchage
3D et l’interface d’aﬃchage des résidus, si celle-ci est active.
a2 → contrôle 2D Permet d’aﬃcher les diﬀérents paramètres les uns en fonction des autres. Deux
courbes sont paramétrables, on peut choisir le paramètre commun en abscisse
et les deux paramètres en ordonnées.
a3 → contrôle 3D Permet de choisir la variable à aﬃcher en 3D (variation de volume = S, écart-
type de variation de volume = stdS , contribution= contrib).
a4 → nettoyage Lancement de l’interface de nettoyage et d’exploration des itérations particu-
lières.
a5 → discrimine source Lance l’interface de discrimination de domaines et de calculs de volume.
B : Interface d’affichage 3D
b1 → tranches Diﬀérents sliders permettant de contrôler la position des plans de coupe, leur
transparence, ainsi que les isosurfaces. Il est possible de contrôler l’aﬃchage
des NaN et des 0.
b2 → éléments Module de contrôle pour l’importation et l’aﬃchage d’objets extérieurs. Ces
objets peuvent être des ﬁchiers *.ex3 ou *.obj.
b3 → colormap Module de contrôle de la table de couleurs. Peut lancer l’interface
uitool_palette.
C : Interface d’affichage des résidus (quelques bugs)
c1 / c2 Contrôle des données : normalement, lors du lancement de cette interface,
la matrice G est recalculée automatiquement. Si les ﬁchiers G_interf ne sont
pas dans le répertoire de travail, il est possible d’aller les rechercher, ou bien
d’ouvrir une structure G_XYZ. L’interface fonctionne convenablement si les
G_interf sont dans le répertoire de travail.
c3 → résidus Module de contrôle de l’aﬃchage des déplacements modélisés et des résidus.
Table 12.7 – Interfaces d’aﬃchage de la tomographie. La première colonne renvoie aux zones
des interfaces présentées à la ﬁgure 12.7.
L’interface interface_tomo_explore_tomo (ﬁgure 12.7-A) permet d’aﬃcher les résultats
de tomographie pour chaque β mais aussi d’aﬃcher les relations entre toutes les variables
calculées à chaque itération (β, LOO, CV SS, χ2, rugosité). Cette interface permet aussi de
lancer l’interface d’exploration des résidus et de nettoyage.
L’interface d’exploration 3D d’une itération de tomographie (ﬁgure 12.7-B) permet d’ob-
server les variations de volume des sources unitaires. Diﬀérents modes d’aﬃchages sont ac-













Figure 12.7 – Interface d’exploration de la tomographie. A : Interface maîtresse
(interface_tomo_explore_tomo) permettant d’explorer toutes les itérations et de lancer les
autres interfaces ; B : Interface d’aﬃchage 3D de la tomographie ; C : Interface d’exploration
des résidus : permet de comparer les modèles aux données.
cessibles en un clic. D’autre part, il est possible d’ajouter des objets au graphique (format
*.ex3 *.obj).
L’interface de résidus permet de comparer les modèles obtenus avec un β donné aux
observations. Cette interface nécessite de recalculer la matrice G au premier démarrage, ce
qui peut prendre quelques secondes. L’itération en cours est automatiquement mise à jour
si le β est modiﬁé dans l’interface A. Diverses options d’enroulement, de tables de couleurs
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et de modes d’aﬃchage sont disponibles. Cette interface nécessite que le répertoire actif soit
celui où sont enregistrées les structures de données G_interf.
12.5 Exploration du nettoyage et post-traitements
Les modules d’exploration de nettoyage ont été séparés de l’interface d’exploration de
tomographie. Il est possible de lancer ce module depuis l’interface d’exploration de tomogra-
phie (bouton a4 - nettoyage) mais ce module peut aussi fonctionner indépendemment. Pour





Ce module permet d’explorer les résultats de nettoyage, mais aussi d’en relancer avec
de nouveaux paramètres. D’autre part, ce module donne accès à deux autres interfaces :
interface_tomo_discrimine_sources et interface_tomo_iteration_specifique.
La ﬁgure 12.8 montre ces diﬀérentes interfaces.
12.5.1 Nettoyage
L’interface de nettoyage interface_tomo_nettoie_tomo permet de simpliﬁer le résultat en
ne considérant que les sources ayant le plus contribué aux déplacements. Cette simpliﬁcation
nécessite deux étapes : la première est un calcul itératif où la tomographie est calculée pour
un nombre croissant de sources. Cette étape permet d’avoir un aperçu de la relation entre le
misﬁt et le nombre de sources. La seconde étape consiste en une optimisation où l’on cherche
le nombre de sources permettant de s’approcher au plus près du misﬁt minimum plus une
quantité ﬁxée par l’utilisateur. Cette étape fait appel à nasearch_moi. Tous les calculs sont
sauvés, et il est possible d’observer les modèles obtenus ainsi que les résidus à l’aide des
interfaces précédentes.













Figure 12.8 – Interface d’exploration de la tomographie. A : Interface de nettoyage
(interface_tomo_nettoie_tomo) permettant d’explorer tous les intermédiaires de nettoyage, de
relancer un nettoyage, ainsi que d’explorer les itérations spéciﬁques ; B : Interface de discrimi-
nation de domaines et de calculs de variations de volume ; C : Interface de calcul d’une itération
spéciﬁque.
a1 → slider Exploration du nettoyage par pas réguliers.
a1 → recalculer Relance l’étape de nettoyage par pas réguliers en prenant en compte le pas spéciﬁé.
a2 → slider Exploration du nettoyage par nasearch. Le calcul est réitéré jusqu’à ce que le résultat
obtenu soit stable. Le slider permet d’accéder au meilleur modèle de chaque itération.
a2 → recalculer Relance l’étape de nettoyage par nasearch, en prenant en compte le tresh spéciﬁé.
a2 → voir fcn Module essayant de prévoir le nombre de sources en fonction du tresh demandé.
a3 → old recherches Permet d’explorer les anciens nettoyages. Le lancement d’un nettoyage n’écrase pas
les résultats plus anciens, ceux-ci sont déplacés dans la structure de données de to-
mographie.
a4 Module d’exploration des itérations spéciﬁques : ces itérations sont obtenues à partir
de l’interface interface_tomo_iteration_specifique, et sont visualisables exclusivement
à partir de ce module.
Table 12.8 – Interface de nettoyage. La première colonne renvoie aux zones de l’interface
présentée à la ﬁgure 12.8 A.
12.5.2 Discrimination de domaines et calculs de volume
Cette interface se lance à partir de l’interface de nettoyage en cliquant sur le bouton
discrimine source. Elle donne accès à l’organisation des variations de volume des sources
unitaires en domaines, ainsi qu’aux calculs de variations de volume et de leurs intervalles de
conﬁance.
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b1 → visualisation Visualisation de la variation de volume, de l’écart-type, de la contribution ou des
diﬀérents domaines trouvés.
b2 → volume Calculs de volume soit pour chacun des domaines, soit pour toutes les sources néga-
tives, positives ou pour toutes les sources.
Table 12.9 – Interface de discrimination de domaines et de calcul de volume. La première
colonne renvoie aux zones de l’interface présentée à la ﬁgure 12.8 B.
12.5.3 Itérations spéciﬁques
Cette interface se lance à partir de l’interface de nettoyage en cliquant sur le bouton
lsqnonneg interface. Elle donne accès à des calculs spéciﬁques d’itérations, en choisissant le
β, les sources à inverser ainsi que l’algorithme de calcul.
C’est à partir de cette interface que le calcul de la tomographie peut être fait en imposant
un signe unique à toutes les sources unitaires.
c1 → β Choix du β (par défaut : celui du meilleur modèle trouvé par inversion).
c2 → selection Module de sélection des sources : possibilité de choisir les sources en fonction de leur
position, de leur signe, ou leur contribution.
c2 → voir sel Visualisation des sources sélectionnées pour le calcul.
c2 → algorithme Choix de l’algorithme de calcul : lscov : algorithme de base. lsqnonneg : résolution
de sorte que toutes les sources aient le même signe. Attention, cet algorithme peut
mettre beaucoup de temps pour résoudre le système, il est fortement déconseillé de
l’utiliser sur l’intégralité des sources.
c2 → signe Choix du signe de la solution (uniquement pour lsqnonneg) : positif : toutes les sources
doivent être positives, negatif : toutes les sources doivent être négatives.
Table 12.10 – Interface de calcul d’une itération spéciﬁque. La première colonne renvoie aux
zones de l’interface présentée à la ﬁgure 12.8 C.
12.6 Organisation des structures de données
Cette partie décrit les principales structures de données et les diﬀérents champs qui les
composent. Toutes ces structures sont ouvrables avec la fonction open_str, il est possible
d’en explorer le contenu avec l’interface explore_str.
12.6.1 Structure G_interf
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G_interf.interf.interf_1. nom nom des données initiales
strack coordonnées du vecteur de visée
Xmnt / Ymnt / Zmnt / Vmnt coordonnées et déplacements des observations
G_interf.interf.maillage.grille Xs / Ys / Zs / Vs
grille de sous-échantillonnageG_interf.interf.maillage.topo Xmnt / Ymnt /Zmnt / Vmnt
G_interf.interf.maillage.nom
G_interf.fonction_modele fonction_modele modèle de déformation utilisé
G_interf. infos quelques informations sur le calcul
G_interf. G matrice G
Table 12.11 – Structure de données G_interf
12.6.2 Structure tomo
tomo.fichiers. maillage nom du sous-échantillonnage du volume utilisé
liste_interf nom des interférogrammes sous-échantillonnés
liste_g_interf nom des ﬁchiers G_interf
nom_tomo nom du ﬁchier tomo
tomo.interf. interf_1 ... interf_n structures de données des interférogrammes
tomo.iteration.S_i.
S résultat pour l’itération i
stdS écart-type pour l’itération i
contrib contribution pour l’itération i
shift coeﬃcients de correction pour l’itération i
tomo.Lstr
L matrice du Laplacien
grille grille utilisée pour le Laplacien
topo maillage de la topographie utilisé pour les aﬃchages
coef_maillage coeﬃcient de moyennage du Laplacien
F structure de forme du Laplacien
bordure conditions aux bordures
tomo maillage structure de la grille de sous-échantillonnage utilisée
tomo GI paramètres de la matrice G
tomo cleanning structure contenant le nettoyage
tomo M misﬁt χ2 pour chaque itération
tomo R rugosité pour chaque itération
tomo LOO LOO pour chaque itération
tomo CVSS CV SS pour chaque itération
tomo MCVSS CV SS pour chaque fragment de chaque itération
tomo beta β de chaque itération
tomo ind numéro de l’itération
tomo options options
Table 12.12 – Structure de données des ﬁchiers tomo
Chapitre 13
Suite logicielle pour MC3 et
NA-MBEM
Avant de commencer, si vous disposez d’une version de MC3 compilée, copier le pro-
gramme MC3 dans le répertoire chemin_de_la_toolbox/fonctions/Mc3/interfaces. Dans le
ﬁchier de conﬁguration des sites (par défaut chemin_de_la_toolbox/config_site/piton_arbo_data.txt),




Vériﬁer que le chemin indiqué pour MC3 correspond bien au répertoire de votre installa-
tion. Une version de MC3 compilée sur un ordinateur GLNX86 est présente dans la toolbox.
Elle permet de tester les outils, mais risque de ne pas fonctionner si vous utilisez un autre
système d’exploitation. Les codes sources de MC3 ne sont pas distribués dans la toolbox,
il ne sera donc pas possible d’utiliser les outils dédiés à MC3 si cette version ne fonctionne
pas sur votre machine. Tous les outils de visualisation seront cependant fonctionnels, et des
échantillons sont disponibles dans le répertoire samples/data_pour_mc3.
13.1 Interface pour modèles directs MC3
La toolbox propose une série d’outils de modélisation et d’inversion. Le modèle numérique
utilisé est MC3 (Cayol et Cornet, 1997) et ne fonctionne que sous Linux. Il est de plus
nécessaire de posséder les droits d’utilisation de ce code. Pour les utilisateurs de Windows
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et ceux ne disposant pas des droits d’utilisation, il sera malgré tout possible d’utiliser les
outils développés, tant sur la préparation des modélisations que sur la visualisation des
résultats. Seule l’étape de calcul du modèle ne sera pas réalisable. Des résultats de modèles
sont disponibles dans le répertoire d’échantillons, et peuvent être utilisés pour se familiariser
avec les outils.
13.1.1 Lancement de MC3 (Linux seulement)
Le programme MC3 peut être lancé à partir de Matlab à l’aide de la fonction lance_mc3. Il
est nécessaire de spéciﬁer à cette fonction le nom d’un ﬁchier de maillage de la topographie,
le nom des ﬁchiers de maillages de sources, ainsi que les paramètres des sources. Dans le




% definition des sources :
nom_sources = {’grosse_sphere .ex3 ’;’petite_sphere .ex3 ’;’cylindre .ex3 ’};
% parametres des sources (massives , ajout d’une contrainte , ...
constante , de n MPa)
param_sources = { {’m’,’y’,’c’,’20’};{ ’m’,’y’,’c’,’ -20’};...
{’m’,’y’,’c’,’ -20’}};
% topo et decalage de la topo
nom_topo = ’TOPO_test .ex3 ’;
decalage = [357000 ,7640000];
% affichage de la progression du calcul
disp = ’yes ’;
% affichage des sources
figure , plot_ex3 (’grosse_sphere .ex3 ’),hold on ,
plot_ex3 (’petite_sphere .ex3 ’)
plot_ex3 (’cylindre .ex3 ’)
plot_ex3 (nom_topo ,’vire_boite ’),axis equal
[mc3 , status ]= lance_mc3 (nom_topo , param_sources , nom_sources ,...
decalage ,disp)
✡✝ ✆
Durant le calcul, des ﬁchiers temporaires sont créés, puis eﬀacés en ﬁn de calcul si au-
cune erreur n’a interrompu celui-ci. Le programme compilé MC3 est récupéré à partir d’un
répertoire déﬁni dans la toolbox, et copié dans le répertoire de travail. Le code renvoie deux
variables : mc3 est une structure de données contenant le résultat du calcul, ainsi que les
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ﬁchiers des sources, leurs paramètres et le ﬁchier de topographie ; status indique si MC3 a
réussi à faire le calcul. La valeur de ’status’ est diﬀérente de 0 en cas d’échec.
Le code suivant permet d’aﬃcher le résultat du calcul :
Code Matlab
✞ ☎
figure , plot_mc3 (mc3)
✡✝ ✆
La structure de données contient les ﬁchiers en format ASCII de la topographie, des
sources et du résultat renvoyé par MC3. Aﬁn de manipuler plus facilement les résultats du
calcul, la fonction suivante permet d’extraire les données du modèle :
Code Matlab
✞ ☎
mc3str = met_en_forme (mc3 );
figure , plot_mc3 ( mc3str )
✡✝ ✆
La structure de données mc3str ne contient que les points de la topographie, les déplace-
ments de la topographie et les points des sources. Les données de déplacement des sources
ne sont pas récupérées.




V_7170 = xyz2los ( mc3str .UXmnt , mc3str .UYmnt , mc3str .UZmnt ,’7170 ’);
[ matstr ]= interp_interf_auto ( mc3str .Xmnt , mc3str .Ymnt ,V_7170 ,12.5 , ’struct ’);
matstr .data= flipud ( matstr .data );
figure_sar ( matstr )
✡✝ ✆
13.1.2 Interfaces de lancement et d’exploration (Windows et Linux)
Aﬁn de faciliter l’utilisation de la fonction lance_mc3, une interface a été développée,
permettant d’une part de lancer un calcul et de visualiser les résultats de déplacements, mais
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aussi de gérer les sources prises en compte dans le calcul de déplacements. Cette interface
est composée de diﬀérents modules interconnectés. Ils sont présentés à la ﬁgure 13.1.
Pour les utilisateurs de Windows, toutes les étapes de préparation sont disponibles, sauf
le lancement du calcul (bouton Calculer). Le ﬁchier mc3_jouets.mc3 est disponible dans le
répertoire data_pour_mc3 et peut être utilisé pour tester les interfaces.
Le code suivant permet d’accéder à l’interface de lancement :
Code Matlab
✞ ☎
% lancement de l’ interface
interface_lance_MC3
% ouverture directe du fichier
interface_lance_MC3 (’mc3_jouets .mc3 ’)
✡✝ ✆
Les diﬀérents modules de préparation des sources sont accessibles à partir de l’interface
principale. L’interface permet d’importer des sources et des topographies en format *.ex3,
mais aussi en format *.obj. Ce dernier format est intéressant dans la mesure où il est com-
patible avec le logiciel d’animation Blender, et que les maillages sont relativement aisés à
construire sous ce logiciel. Blender est un logiciel sous licence GNU GPL, téléchargeable
gratuitement. En cas d’import d’un ﬁchier en format *.obj, un module d’aide à la conversion
des données s’ouvrira (non représenté sur la ﬁgure 13.1).
Le code suivant permet d’accéder à l’interface d’exploration :
Code Matlab
✞ ☎
% lancement de l’ interface
interface_explore_mc3
% ouverture directe du fichier
interface_explore_mc3 (’mc3_jouets .mc3 ’)
✡✝ ✆
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13.2 Interfaces pour modèles directs MC3 avec fonc-
tion objective
L’interface de lancement interface_lance_MC3 permet de générer des ﬁchiers de géométrie
de source, mais les sources ne sont plus paramétrables une fois créées. Aﬁn de faciliter la
création de sources et de garder une trace de leurs caractéristiques, il est préférable de calculer












































Figure 13.1 – Interface de préparation, de lancement et de visualisation pour lance_mc3.
A : interface principale ; a1 : ouverture d’une structure de données (reprise d’un calcul) ; a2 :
paramètres du ﬁchier de topographie ; a3 : module de gestion des sources (paramétrage, ajout,
création...) ; a4 : module de post-traitement ; B : interface de paramétrage des sources : permet
de déﬁnir le type de source et le type de contraintes appliquées à la source ; C : module de
création de sources : permet de mailler des géométries simples et de les intégrer dans le calcul ;
D : module de modiﬁcation de source : permet de modiﬁer les sources (rotations, dilatations,
translations) ; E : interface d’exploration des ﬁchiers mc3 et mc3str : permet de générer des
interférogrammes synthétiques, d’ajouter du bruit sur les interférogrammes, de mesurer les
variations de volume des sources unitaires ; F : module de calcul de misﬁt : permet de comparer
les déplacements générés à des vraies données aﬁn de calculer un misﬁt et de générer des résidus.
Les calculs de variation de volume des sources sont aussi accessibles.
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partir d’une fonction objective dont les arguments d’entrée sont les paramètres géométriques








Figure 13.2 – Interface de préparation de lance_mc3 par fonction objective. a : Ouverture de
ﬁchiers ; b : paramètres de la topographie ; c : choix de la fonction objective et options ; d :
choix du modèle et appel aux sous-interfaces ; e : enregistrement ; f et g : modules de choix du
modèle.
L’intérêt de cette interface réside dans la possibilité de choisir la fonction objective parmi
une banque de fonctions objectives prédéﬁnies, mais aussi de tester de nouvelles fonctions
objectives. Pour pouvoir être référencée par l’interface, une fonction objective doit se trouver
dans le répertoire de travail, et avoir un nom contenant la chaîne de caractères objfun. Au
moment du lancement de l’interface, si un tel ﬁchier est repéré dans le répertoire de travail, il
sera intégré à la liste des fonctions objectives. Aﬁn de pouvoir être utilisées par cette interface,
les fonctions objectives doivent être écrites de manière stéréotypée, nous ne détaillerons pas
leur structure ici. On pourra se référer aux fonctions préexistantes pour adapter n’importe
quelle fonction objective.
Aﬁn de tester cette interface même sousWindows, la fonction objective nambem_objfun_mogi
ne faisant pas appel à MC3 a été créée. Nous allons étudier cette interface à partir de cette
fonction, qui est structurée exactement de la même manière que les fonctions objectives
faisant appel à MC3, et est basée sur un modèle de Mogi. Placez-vous dans le répertoire
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✡✝ ✆
Dans le module de topographie, ouvrez un ﬁchier topographie (*.ex3), choisissez le type
de coordonnées (réelles ou décalées), et remplissez le x0 et y0.
Dans le module des fonctions objectives, choisissez la fonction nambem_objfun_mogi. Une
fenêtre s’ouvre et vous invite à choisir des options : sélectionnez l’option plot_geometrie et
mettez la valeur de l’option à yes. Laissez les autres options par défaut et validez.
Dans le module de test, cliquez sur le bouton modele a tester. Une fenêtre s’ouvre, invitant
à saisir les paramètres du modèle que l’on veut tester. Le bouton ouvrir permet d’importer
un modèle à partir d’un ﬁchier extérieur. Ouvrez le ﬁchier model_de_test.txt, la colonne du
tableau va alors se remplir toute seule. Validez.
Enﬁn, cliquez sur tester un modèle, la fonction objective se lance. Lorsque le calcul est
ﬁni, il est possible d’envoyer le résultat du calcul vers l’interface interface_calcule_misfit_MC3
en cliquant sur le bouton résidus, ou bien d’envoyer le résultat vers interface_explore_mc3
en appuyant sur le bouton affiche_mc3. Enﬁn, il est possible d’enregistrer le modèle direct
obtenu en format *.mc3. Ces ﬁchiers sont ouvrables avec interface_lance_MC3.
Certains types de ﬁchiers contiennent une base de données contenant des modèles. C’est le
cas des structures de données de type NA-MBEM, générées lors des inversions (Partie 13.3).
L’interface est capable d’ouvrir de telles structures et de permettre de tester les modèles
référencés. À partir de l’interface, ouvrir le ﬁchier nambem_mogi_pour_windows.str. Une
fenêtre s’ouvre, indiquant qu’un meilleur modèle a été référencé dans le ﬁchier. En cliquant
sur le bouton in res, il est possible de choisir le modèle à tester parmi une liste de modèles
proposés. Cette interface liste tous les modèles disponibles en les classant du meilleur au
moins bon, et permet d’aﬃcher leur géométrie.
13.3 Interface NA-MBEM
Cette interface permet de préparer et de lancer une inversion du type NA-MBEM (en util-
isant MC3). Comme MC3 n’est disponible que sous Linux, nous allons détailler cette toolbox
à l’aide d’un exemple particulier ne faisant pas appel à MC3, mais permettant ainsi de tester
la procédure sous Windows. Nous utiliserons la fonction objective nambem_objfun_mogi, qui
a besoin des même routines que celles utilisées par les fonctions objectives faisant appel à
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MC3. La ﬁgure 13.3 montre la procédure permettant de préparer les données, de lancer une
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format *.ex3 ou *.obj
















Figure 13.3 – Vue générale des outils et des ﬁchiers pour les procédures d’inversion. Les
ﬁchiers sont indiqués en gris sombre, les fonctions en gris clair et les variables en blanc.
13.3.1 Préparation des données
Les données doivent être préparées à partir de l’interface interface_sous_ech_data, puis
enregistrées en format XYZV_COV.str ou en format XYZV.dat. On rappelle que seul le format
XYZV_COV.str permet de prendre en compte une matrice de covariance spéciﬁque à chaque
jeu de données, mais la procédure permet de recalculer une matrice de covariance à chaque
itération. Dans ce cas, tous les jeux de données auront la même variance de bruit et la même
distance de corrélation.
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13.3.2 Maillage de la topographie
L’interface interface_sous_ech_data peut être utilisée pour préparer un maillage de la
topographie. Cette interface peut prendre en compte des structures autour desquelles le
maillage sera plus ﬁn. L’interface gère la fermeture de la topographie par une boîte, mais
quelques fonctions d’appoint peuvent parfois être utiles pour vériﬁer le maillage de la to-
pographie :
– add_boite : fermeture d’une topographie par une boîte.
– met_boite_fin : déplace les nœuds et les éléments de la boîte à la ﬁn des matrices de
points et d’éléments. Cette fonction est à utiliser pour vériﬁer une topographie réalisée
sous Blender.
– interface_converti_XYZ : interface assurant la conversion des ﬁchiers *.obj en *.ex3
et réciproquement. Très utile pour importer des topographies ou des sources depuis
Blender.
13.3.3 Préparation de l’inversion
Dans le répertoire data_pour_nambem, on trouvera des données à partir desquelles il est
possible de préparer une inversion :
– topo_pour_nambem_boite_coord_reel.ex3 : ﬁchier de maillage d’une topographie.
– 7005_27113_31930_regression_bilin_cercle_XYZV_cov.str : structure de données con-
tenant un interférogramme synthétique sous-échantillonné et sa matrice de covariance,
ouvrable avec open_str.
– 7170_27113_31930_regression_bilin_cercle_XYZV_cov.str : structure de données équiv-
alente à la précédente ; l’interférogramme couvre le même événement mais dans une
géométrie d’acquisition diﬀérente.
– bornes.pts : ﬁchier texte contenant les bornes pour l’inversion.


















Figure 13.4 – Interface de préparation d’une inversion.A : interface principale ; a1 : module de
préparation de la topographie ; a2 : module d’ouverture des données ; a3 : module de vériﬁcation
de la fonction objective ; B : interface de préparation de la fonction objective ; b1 : choix de
la fonction objective ; b2 : bornes des paramètres de recherche de la fonction objective (pour
nasearch_moi) ; b3 : options de misﬁt et de pondération des données ; b4 : options spéciﬁques
à la fonction objective (aﬃchage, données extérieures) ; C : interface des paramètres de la
convergence (pour nasearch_moi) ; D : interface de l’analyse statistique ; E : choix d’un modèle
à tester.
Préparation des données
Dans le module consacré à la topographie, ouvrir le ﬁchier de topographie topo_pour_nambem_boite_co
La topographie est en coordonnées réelles, et les coordonnées de x0 et y0 sont celles par dé-
faut (cocher defaut dans le popup correspondant). Dans le module des données, ouvrir les
deux interférogrammes. Il est nécessaire que les données soient dans le répertoire de tra-
vail durant l’inversion. Le module des données permet de vériﬁer les données, ainsi que la
présence des matrices de covariance.
Préparation de la fonction objective
Cliquer sur le bouton preparer objfun pour préparer la fonction objective. La fenêtre de la
ﬁgure 13.4-b s’ouvre. Dans le popup du haut, sélectionner la fonction objective nambem_objfun_mogi.
Si une fonction objective se trouve dans le répertoire de travail, elle sera ajoutée au popup.
La fonction objective nambem_objfun_mogi contient 4 paramètres (xc, yc, zc, rayon) obliga-
toires, plus un paramètre optionnel (Pression). Cocher inverser la pression pour inverser ou
non la pression. Si la case est décochée, il sera possible d’inverser l’amplitude des déplace-
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ments indépendamment pour chaque jeu de données. Rentrer maintenant les bornes pour
chaque paramètre dans le tableau. Il est possible de remplir automatiquement les bornes par
l’ouverture d’un ﬁchier extérieur : cliquer sur le bouton ouvrir et choisir le ﬁchier bornes.pts.
Nous allons maintenant paramétrer les options du calcul du misﬁt. Le popup scale permet
de paramétrer le type de calcul du misﬁt. Si la pression est inversée, il n’est pas possible de
choisir d’option. Si la pression n’est pas inversée, alors les déplacements pourront être ajustés
de deux manière diﬀérentes (Partie 5.4, page 89). Les deux interférogrammes synthétiques
couvrent les même déplacements, cochez donc unique pour ajuster une pression identique
pour tous les interférogrammes.
Il est possible de prendre en compte ou non un décalage de déplacements sur les in-
terférogrammes en sélectionnant shift dans le popup adéquat. Ne prenez pas en compte le
shift. D’autres options (aﬃchage par exemple) sont accessibles par le bouton autres options.
Enﬁn le dernier module permet de remplir les options spéciﬁques à la fonction objective.
Sélectionnez plot_geometrie et choisissez la valeur source.
Cliquez sur OK pour valider le paramétrage de la fonction objective.
Préparation de la convergence
Cliquez sur preparation de la convergence pour faire apparaître l’interface des paramètres
de nasearch_moi. Les diﬀérentes options sont détaillées dans le tableau 14.1 page 326 de la
partie 14.
Préparation de l’analyse statistique
Après la ﬁn de la recherche du meilleur modèle par nasearch_moi, une analyse statistique
sera eﬀectuée sur l’ensemble des modèles tirés pour calculer les intervalles de conﬁance des
diﬀérents paramètres. L’interface de préparation de l’analyse est accessible en cliquant sur
le bouton option NAB et deux options principales sont à renseigner :
1. nb resamp : nombre de reéchantillonnages de l’espace des paramètres : plus ce nombre
est fort, plus le temps de calcul sera long. D’autre part, plus le nombre de paramètres
à inverser est grand, plus il faut reéchantillonner l’espace. Pour une inversion à 4
paramètres, une valeur de 2000 est convenable, 10000 pour une dizaine de paramètres.
Au-delà, le temps de calcul peut être très long (semaines)
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Fonction objective
b1 → popup Choix de la fonction parmi une liste de fonctions par défaut ou celles repérées
dans le répertoire de travail.
b1 → help Aﬃchage de l’aide de la fonction.
b2 → inverser pression Inverser ou non la pression (permet d’enlever un paramètre). Bloque ou
débloque le popup de scale.
b2 → liste Ouvrir des bornes pour les paramètres.
b3 scale → no Pas de scale (si pression inversée).
b3 scale → unique Pression unique pour tous les jeux de données : on considère que les interféro-
grammes couvrent la même période, ils doivent couvrir les mêmes déplace-
ments (Équ. 5.11 page 90).
b3 scale → unique Une pression pour chaque jeu de données (single source) : on considère que
la géométrie de la source est restée ﬁxe sur les périodes couvertes par les
données, mais chaque interférogramme pourra couvrir une quantité diﬀérente
de déplacement (cas où la variation de volume de la source évolue avec le
temps, Équ. 5.13 page 91).
b3 shift → yes Prise en compte d’un décalage par jeu de données.
b3 shift → no Pas de décalage.
b3 ponderation → no Pas de pondération des données.
b3 ponderation → ifdata Pondération des données si une matrice de covariance est détectée.
b3 ponderation → mk_cov Pondération avec la distance de corrélation et la variance du bruit déﬁnies
par l’utilisateur. Création d’une matrice de covariance au cours de l’inversion.
Dans ce cas, il est nécessaire de choisir une distance de corrélation et une
variance du bruit corrdist et var. Ces paramètres seront utilisés pour tous les
jeux de données.
b3 datavar → Variance du bruit (si b3 ponderation → mk_cov).
b3 ponderation → mk_cov Distance de corrélation (si b3 ponderation → mk_cov).
b4 → level Finesse du maillage de la source (par défaut à 2).
b4 → display Aﬃchage de la progression du calcul et de certains messages (yes par défaut).
b4 → plot_geometrie Aﬃchage de la géométrie de la source tirée.
b4 → h_fig_geometrie Numéro de la ﬁgure où se fera l’aﬃchage.
b4 → filesave Nom d’un ﬁchier où se fera une sauvegarde de la progression du calcul itéra-
tion par itération. Il n’est pas nécessaire de remplir ce champ, nasearch_moi
enregistre lui-même un ﬁchier de résultats lui permettant de reprendre un cal-
cul en cas d’interruption. Ce champ peut être rempli si un autre algorithme
que nasearch_moi est utilisé pour la recherche du meilleur modèle.
b4 → ... Autres options en fonction de la fonction objective utilisée (ﬁchiers extérieurs,
paramètres spéciﬁques).
Table 13.1 – Interface de la fonction objective. La première colonne renvoie aux zones de
l’interface présentée à la ﬁgure 13.4.
2. Colonne : ce chiﬀre est la position de l’argument de sortie de la fonction objective
correspondant au misﬁt. Il ne doit pas correspondre à la colonne du misﬁt %.
L’analyse statistique n’a de sens que si une matrice de covariance a été donnée dans les
jeux de données, il n’est donc pas nécessaire de la faire si la matrice de covariance n’a pas
été rentrée, ou si elle n’a pas été calculée au cours de l’inversion.
Tester l’inversion
Enregistrement et lancement
Il est possible de lancer l’inversion selon deux méthodes diﬀérentes : soit directement
de l’interface, soit par un script. Le lancement par interface permet de modiﬁer les options
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Tester l’inversion
a3 → tester model lancer une itération avec le modèle choisi
a3 → model a tester paramétrage du modèle à tester ; ouvre l’interface e
a3 → moyen teste le modèle correspondant à la moyenne des bornes pour chaque paramètre
a3 → open ouvre un modèle à tester à partir d’un ﬁchier extérieur
a3 → lance MC3 lance l’interface interface_lance_mc3 pour pouvoir vériﬁer le résultat
a3 → affiche MC3 lance l’interface interface_explore_mc3 pour pouvoir vériﬁer le résultat
a3 → misfit_mc3 lance l’interface interface_calcule_misfit_mc3 ; cette interface permet de cal-
culer des misﬁts entre le modèle direct et des jeux de données extérieurs
(Fig. 13.1)
Table 13.2 – Module de test de l’inversion. La première colonne renvoie aux zones de l’interface
présentée à la ﬁgure 13.4.
d’aﬃchage en cours d’inversion. Le lancement par script permet de lancer l’inversion à partir
d’un script compilé et de la gérer par un gestionnaire de processus.
Pour lancer l’inversion à partir d’un script, il faut enregistrer les paramètres de l’inver-
sion dans une structure de données en cliquant sur enregistrer. Une fenêtre s’ouvre aﬁn de
renseigner un nom de ﬁchier. La structure peut être ouverte par la fonction open_str.
Pour lancer l’inversion, il suﬃt de taper dans un terminal :
Code Matlab
✞ ☎
nambem_script_lance_nambem (’nom_du_fichier_nambem .str ’)
✡✝ ✆
Une structure de données a été préparée et est présente dans le répertoire data_pour_nambem.





Des ﬁchiers temporaires vont être créés dans le répertoire, tant que l’inversion n’est pas
terminée, il ne faut pas eﬀacer le ﬁchier appelé ’nom_du_fichier_nambem.nares’, qui contient
la progression du calcul et les modèles tirés par nasearch_moi. En cas d’interruption du calcul,
c’est à partir de ce ﬁchier que sera récupéré le calcul. En ﬁn d’inversion, tous les ﬁchiers
temporaires seront eﬀacés et intégrés à la structure d’inversion. L’inversion proposée dans
cet exemple dure une quarantaine de minutes, et le ﬁchier nambem_mogi_pour_windows.str
contient une inversion achevée.
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13.3.4 Visualisation des résultats d’inversion
Ouverture de la structure
La structure de données issue de l’inversion est en format *.str ouvrable avec open_str.
Elle contient les champs suivants :
objfun structure de données des options de la fonction objective
nasearch structure de données des options pour nasearch_moi
fichiers structure de données contenant les interférogrammes sous-échantillonnés sans
la matrice de covariance
option structure de données contenant les options d’inversion
resultat matrice contenant les modèles tirés à toutes les itérations (ancien ﬁchier
*.nares)
resultat_resamp matrice contenant les modèles resamplés (ancien ﬁchier resamp_*.nares)
noise_analysis structure de données contenant les paramètres d’analyse du bruit des résidus
best_model structure de données contenant les paramètres du meilleur modèle, et la struc-
ture mc3 du meilleur modèle
topo structure de données contenant le ﬁchier *.ex3 de la topographie
nab structure de données contenant les options pour nab
Table 13.3 – Structure de données nambem
Interface explore nambem





La ﬁgure 13.5 montre cette interface. Il est possible de l’utiliser avec le ﬁchier nambem_sphere.str,
qui est un résultat d’inversion utilisant la fonction objective nambem_objfun_sphere (faisant
appel à MC3), sous Linux comme sous Windows. Ce ﬁchier comprend 4 interférogrammes
en interne.
Pour les aﬃchages des modèles, il est préférable de renvoyer les données vers l’interface
interface_calcule_misfit_mc3 en appuyant sur le bouton mc3 résidu, qui oﬀre plus de possi-
bilités et qui est plus stable que les modules de cette interface. interface_calcule_misfit_mc3
permet d’avoir accès aux variations de volume des sources tout en prenant en compte dif-
férentes options de scale dans le calcul du misﬁt.






Figure 13.5 – Interface d’exploration d’une
inversion. a : ouverture, exploration et sauve-
garde de ﬁchier ; b : module d’aﬃchage
des résidus du meilleur modèle ; c : mod-
ule d’aﬃchage de la convergence (Tab. 14.2
pour le détail des options d’aﬃchage) ; d :
module d’aﬃchage de l’analyse statistique
(Tab. 14.3) ; d : module d’analyse du meilleur
modèle.
L’interface permet d’exporter les résultats d’inversion sous format *.nares (attention, le
format de ﬁchier n’est plus compatible avec les versions antérieures), mais aussi de remplacer
les données existantes par des données extérieures.
Enﬁn, l’interface interface_lance_mc3_objfun donne un accès à tous les modèles tirés
durant l’inversion. Pour voir les géométries sans recalculer les modèles, il faut appuyer sur
le bouton in res (voir ﬁgure 13.2).




14.1 Principes de la méthode d’optimisation par proches
voisins (NA search)
Cette méthode permet de résoudre des problèmes de géophysique et a fait ses preuves
en tomographie (Sambridge (1999a), Sambridge (1999b)) mais aussi en modélisation de dé-
formation (Fukushima et al., 2005). Elle se base sur un calcul itératif : à chaque itération,
les combinaisons de paramètres sont choisies de telle sorte qu’elles soient dans un domaine
proche (voisin) des meilleures combinaisons trouvées à l’itération précédente. Le nom de
l’algorithme (near-neighborhood algorithm) est dû à cette méthode de recherche itérative.
L’algorithme utilisé par Fukushima et al. (2005) contenait quelques bugs à l’origine de com-
portements bizarres de l’algorithme. Cet algorithme a donc été corrigé et entièrement recodé
pour une utilisation généralisée. Cette partie présente l’algorithme et un guide d’utilisation
du code d’optimisation. De nombreux exemples sont donnés pour une prise en main rapide.
14.1.1 Fonction banane
On se propose d’étudier cet algorithme par la minimisation de la fonction de Rosenbrock
en deux dimensions, autrement appelée fonction banane, et déﬁnie par :
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coût (x, y) =
√
100 (y − x2)2 + (1− x)2 (14.1)
Cette fonction contient une vallée dont le fond est presque plat et a une forme de banane.
Le minimum unique de cette fonction est pour le couple {x, y} = {1, 1}. La ﬁgure 14.1
montre cette fonction.
Figure 14.1 – Fonction banane. Le min-
imum de cette fonction se trouve au
niveau de la croix rouge, pour le couple
{x, y} = {1, 1}
14.1.2 Recherche du minimum de la fonction banane
Pour chaque paramètre, on déﬁnit des bornes entre lesquelles on pense que se trouve le
minimum de la fonction coût :
 x ∈ [−2, 2]y ∈ [−2, 2]
A l’itération d’initialisation, 10 couples de paramètres {x, y} sont tirés de manière aléa-
toire entre les bornes de recherche. La fonction coût est calculée pour chacun de ces couples.
Autour de chacun de ces points, on déﬁnit des cellules de Voronoï. Les bordures des cellules
sont les médiatrices tronquées de chacun des couples de points. La troncature des médiatrices
se fait de telle sorte que chaque cellule est convexe.
A la première itération, on tire de manière aléatoire 10 nouveaux points, de telle sorte
que chaque cellule contienne un nouveau point (Fig. 14.2).
A chaque itération, on calcule la fonction coût pour les nouveaux couples de paramètres,
puis de nouvelles cellules de Voronoï sont calculées autour de tous les points tirés depuis
l’itération d’initialisation. Enﬁn, les couples de paramètres donnant les 10 plus faibles valeurs
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Créationdes cellules de VoronoïTirage aléatoire Tirage dans les cellules de Voronoï
Figure 14.2 – Initialisation de l’algorithme. À l’itération 0, la fonction coût est calculée pour
10 couples de paramètres tirés aléatoirement. Pour chaque point, une cellule de Voronoï est
déﬁnie, puis à l’itération suivante, 10 nouveaux points sont tirés (en rouge), un dans chaque
cellule de Voronoï.
de la fonction coût sont sélectionnés puis on tire de nouveau 10 couples de paramètres dans
les cellules sélectionnées.
Ainsi, au fur et à mesure de la progression, le tirage aléatoire se fait dans le voisinage
des meilleurs couples de paramètres calculés depuis l’itération d’initialisation. Les tailles
des cellules diminuent d’autant plus vite qu’elles contiennent des paramètres donnant une
faible fonction coût, et les tirages progressent vers le minimum de la fonction objective.
La ﬁgure 14.3 montre la progression de la convergence et les cellules de Voronoï pour les
premières itérations.
Itération 2 Itération 3 Itération 10
Figure 14.3 – Progression de l’algorithme. À chaque itération, des cellules de Voronoï sont
créées autour de tous les points tirés aux itérations précédentes. Les 10 cellules correspondant
aux points ayant la plus faible fonction coût sont gardées, puis on tire de nouveau 10 points
(en rouge), un dans chacune des cellules sélectionnées. A la dixième itération, la recherche a
presque convergé vers le meilleur modèle.
Par la suite, on notera
– NS1 : le nombre de tirages eﬀectués à l’itération d’initialisation
– NS2 : le nombre de tirages eﬀectués à chaque autre itération (NS2 ≤ NS1)
– NR : le nombre de cellules de Voronoï reéchantillonnées à chaque itération. Si NR > NS2,
alors chaque cellule pourra contenir plusieurs nouveaux points, si NR = NS2 alors
chaque cellule ne contiendra qu’un nouveau point.
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14.1.3 Critères d’arrêt de la convergence
Quand la recherche s’arrête-t-elle ? Un premier critère d’arrêt consiste à ﬁxer un nombre
limite d’itérations. Quand ce nombre limite est atteint, alors la recherche s’arrête et on
récupère le couple de paramètres ayant le plus faible coût.
Il est possible de considérer que la recherche a convergé lorsque la valeur de la fonction
coût n’évolue plus, ou bien lorsque les paramètres tirés sont très proches les uns des autres
dans une itération donnée. Ces critères sont déﬁnis à partir de l’écart-type du misﬁt ou des
paramètres pour une itération donnée. Aﬁn de permettre l’utilisation d’un critère d’arrêt
standardisé, les écarts-types calculés sont normalisés.
Soient [{x1,k, y1,k} , · · · , {xNS2,k, yNS2,k}] les couples de paramètres tirés pour la kième itéra-
tion, et [c1,k, · · · , cNS2,k] les fonctions coût obtenues pour ces couples de paramètres.
Critères d’arrêt sur les paramètres
Chacun des n paramètres p obtenus pour l’itération k (dans ce cas xi,k ou yi,k) est
















Enﬁn, le critère d’arrêt sur les paramètres est obtenu en moyennant les σnormp calculés








Critères d’arrêt sur le coût
Les coûts calculés pour toutes les combinaisons de paramètres de l’itération k sont nor-















La recherche s’arrête lorsque CAcoût et CAparam sont inférieurs à une valeur ﬁxée par
l’utilisateur.
14.2 Visualisations
Plusieurs outils de visualisation ont été créés aﬁn de juger de la convergence du calcul. La
ﬁgure 14.4 montre l’évolution des paramètres en fonction des itérations, ainsi que la fonction
coût en fonction des couples de paramètres. Ce type de visualisation permet d’appréhender si
l’un ou l’autre des paramètres converge ou non. Cependant, ce type de visualisation n’est pas
forcément adapté si la fonction objective que l’on minimise contient beaucoup de paramètres.
Figure 14.4 – Visualisation des mo-
dèles tirés pour les résultats de la
minimisation de la fonction banane.
Le graphique central montre les cou-
ples de paramètres et leur coût. Les
graphiques périphériques montrent pour
chaque paramètre la convergence en
fonction de l’itération.
314 CHAPITRE 14. ALGORITHME NA (NEIGHBORHOOD ALGORITHM)
La ﬁgure 14.4 montre que les deux paramètres convergent vers 1, ce qui est le minimum
réel de la fonction banane.
La ﬁgure 14.5 montre une visualisation synthétique de la convergence de la minimisation.
Ce type de visualisation est conventionnellement utilisé pour montrer la qualité de la con-
vergence d’une optimisation. Dans cet exemple, les critères d’arrêt de l’algorithme sont ﬁxés
tels que le programme s’arrête si CAparam et CAcoût < 10−5. Les critères de convergence sont
dépassés au bout de la 25ème itération.



































Figure 14.5 – Résultats de la minimisation de la fonction banane. Le graphique 1 montre l’évo-
lution du misﬁt en fonction des itérations. Les barres d’erreur montrent l’écart-type normalisé
de la fonction coût pour tous les couples d’une itération. Le graphique 2 montre l’évolution de
l’écart-type normalisé de la fonction coût, ainsi que l’écart-type normalisé des paramètres.
14.3 Traitements statistiques
Il convient d’analyser statistiquement la convergence obtenue aﬁn d’avoir un aperçu de la
pertinence des valeurs obtenues. Cette analyse statistique analyse la répartition des modèles
trouvés par fonction de densité de probabilité aﬁn de fournir un intervalle de conﬁance pour
chaque paramètre (Sambridge (1999a), Sambridge (1999b)).
La ﬁgure 14.6 montre que le couple de paramètres pour lequel la fonction coût est la plus
faible est très proche du minimum réel. D’autre part, l’analyse statistique met en évidence la
vallée de la fonction banane, et montre la zone pour laquelle la fonction coût est très faible.
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Figure 14.6 – Résultats de la minimi-
sation de la fonction banane (PPD1D et
PPD2D). Le graphique central montre
les couples de paramètres et leur coût.
Les graphiques périphériques montrent
pour chaque paramètre la convergence
en fonction de l’itération.
14.4 Matlab et la fonction nasearch_moi
Cette partie propose un petit tutoriel pour une prise en main rapide de la fonction
nasearch_moi.
Aﬁn d’harmoniser la procédure d’optimisation NAsearch avec les autres procédures d’op-
timisation de Matlab, la fonction a été reécrite. Les ﬁchiers *.nares ne sont plus compatibles
avec les anciennes versions. On se propose dans un premier temps de trouver le minimum de
la fonction banane déﬁnie par :
Code Matlab
✞ ☎
function [cost ]= objfun_banana (model)
X=model (1);
Y=model (2);
cost=sqrt ((100*(Y-X .^2).^2+(1 - X ).^2));
✡✝ ✆
14.4.1 Optimisation par défaut
L’optimisation propose des valeurs par défaut pour les paramètres de convergence :
– NS1 : 30 (nombre de tirages pour l’itération d’initialisation)
– NS2 : 10 (nombre de tirages pour les autres itérations)
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– NR : 10 (nombre de cellules resamplées)
– NIT : 30 (nombre maximum d’itérations)
– TOL : 0 (critère d’arrêt : le programme va par défaut jusqu’à la dernière itération)
La fonction objective peut être une chaîne de caractères renvoyant vers une fonction, ou
une fonction handel de Matlab :
Code Matlab
✞ ☎
% limites de recherches pour chaque paramètres
lim_x = [ -2 ,2];
lim_y = [ -2 ,2];
LIM = [lim_x;lim_y ];
% definition de la fonction objective par un fichier fonction
func_objfun =’objfun_banana ’;




% limites de recherches pour chaque paramètres
lim_x = [ -2 ,2];
lim_y = [ -2 ,2];
LIM = [lim_x;lim_y ];
% definition de la fonction objective par function handle
fun = @(model) sqrt ((100*( model (2) - model (1).^2).^2+(1 - model (1)).^2));
out = nasearch_moi (fun ,LIM)
✡✝ ✆
14.4.2 Optimisation par options
Pour modiﬁer les options par défaut, deux méthodes diﬀérentes sont possibles. La fonction
accepte les arguments optionnels du type :
Code Matlab
✞ ☎
out = nasearch_moi ( func_objfun ,LIM ,... , ’nom_option_i ’,val_option_i )
✡✝ ✆
ou bien sous forme de structure :
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Code Matlab
✞ ☎
options . nom_option_1 = val_option_1 ;
options . nom_option_i = val_option_i ;
out = nasearch_moi ( func_objfun ,LIM , options )
✡✝ ✆
Ainsi, les deux codes suivants donneront la même procédure de calcul.
Code Matlab
✞ ☎
% limites de recherches pour chaque paramètres
lim_x = [ -2 ,2];
lim_y = [ -2 ,2];





% definition de la fonction objective
func_objfun =’objfun_banana ’;





% limites de recherches pour chaque paramètres
lim_x = [ -2 ,2];
lim_y = [ -2 ,2];
LIM = [lim_x;lim_y ];
options .NS1 = 100;
options .NS2 = 50;
options .NR = 50;
options .NIT = 20;
% definition de la fonction objective
func_objfun =’objfun_banana ’;
out = nasearch_moi ( func_objfun ,LIM , options )
✡✝ ✆
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14.4.3 Sauvegarde du résultat
Les codes précédents ne permettent pas de sauver le résultat dans un ﬁchier annexe. Pour




options .NS1 = 100;
options .NS2 = 50;
options .NR = 50;
options .NIT = 20;
options . FILENARES = ’fichier_de_resultat .nares ’
% definition de la fonction objective
func_objfun =’objfun_banana ’;
out = nasearch_moi ( func_objfun ,LIM , options )
✡✝ ✆
14.4.4 Ne pas prendre en compte certains modèles
Il peut être utile de ne pas prendre en compte certains modèles dans l’inversion. Ainsi,
si une fonction coût basée sur un misﬁt en % dépasse 100, il est possible d’indiquer à
nasearch_moi que le modèle ne doit pas être pris en compte pour la convergence. De même,
si un calcul réalisé avec MC3 échoue, il suﬃt de spéciﬁer un ﬂag = 0 en cas d’échec. Cela se
fait au niveau de la déﬁnition de la fonction objective :
Code Matlab
✞ ☎
function [cost ,flag ]= objfun_banana (model)
X=model (1);
Y=model (2);
cost=sqrt ((100*(Y-X .^2).^2+(1 - X ).^2));
if cost >100
flag = 0; % modèle pas pris en compte
else
flag = 1; % modèle pris en compte
end
✡✝ ✆
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L’argument de sortie ﬂag indique si nasearch_moi doit prendre en compte ou pas le
modèle. Si ﬂag est à 0, alors le modèle ne sera pas pris en compte, et nasearch_moi ne
changera pas d’itération tant qu’il n’aura pas calculé NS2 modèles (ou NS1 modèles pour
l’itération d’initialisation) avec un ﬂag égal à 1.
14.4.5 Enregistrer des données secondaires
Il peut être utile d’enregistrer plusieurs paramètres dans le *.nares. Par exemple, les
fonctions misﬁt peuvent donner un misﬁt, un misﬁt exprimé en % et une RMS. Toutes ces
valeurs peuvent être enregistrées dans le *.nares, à condition de spéciﬁer le nombre de valeurs
de sortie de la fonction objective dans les options. Par exemple, si on veut enregistrer le log
de x et de y de la fonction banane, la fonction objective doit être formulée ainsi :
Code Matlab
✞ ☎
function [cost ,logx ,logy ,flag ]= objfun_banana (model)
X=model (1);
Y=model (2);





Attention : dans ce cas, ﬂag doit être spéciﬁé et doit être le dernier argument de sortie.




options .NAO = 4; % 4 arguments de sortie dans objfun_banana
options . FILENARES = ’fichier_de_resultat .nares ’
% definition de la fonction objective
func_objfun =’objfun_banana ’;
out = nasearch_moi ( func_objfun ,LIM , options )
✡✝ ✆
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14.4.6 Fonctions objectives vectorisables
Si la fonction objective est vectorisable, alors tous les modèles d’une itération donnée
peuvent être calculés en même temps. Dans ce cas, tous les modèles de l’itération seront pris
en compte, même si ﬂag = 0. Cette option est utile pour les fonctions objectives analytiques,
où l’on cherche un minimum et où tous les modèles aboutiront. Dans ce cas, les diﬀérents




function [cost ]= objfun_banana (model)
X=model (: ,1);
Y=model (: ,2);





option . vectorized = ’yes ’ % ’no ’ par defaut
% definition de la fonction objective
func_objfun =’objfun_banana ’;
out = nasearch_moi ( func_objfun ,LIM , options )
✡✝ ✆
14.4.7 Recherche de nombres entiers
La procédure permet de rechercher les valeurs entières permettant de minimiser la fonc-
tion coût. On se propose par exemple de chercher le couple de nombre entiers (x, y) tels
que x2 + y2 soit le plus proche d’une valeur donnée v. La fonction coût peut alors s’écrire :
χ2 = ‖v−x2− y2‖. L’exemple suivant permet de chercher le couple de nombres entiers dont
la somme des carrés v est égale à 34 :
Code Matlab
✞ ☎
LIM = [0 ,1000;0 ,1000]
option .int = ’yes ’; % recherche d’ entiers
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option . vectorized = ’yes ’; %la fonction objective est vectorisable
fun = @(model) abs (34- model (: ,1).^2 - model (: ,2).^2)
nasearch_moi (fun ,LIM , option )
✡✝ ✆
Le meilleur modèle obtenu est soit le couple (3,5), soit le couple (5,3). Si l’on ﬁxe v = 35, le
meilleur modèle obtenu pourra être (6,0), (0,6), (5,3) ou (3,5).
14.4.8 Aﬃchages
La procédure autorise un aﬃchage durant le calcul. Cet aﬃchage est optionnel et est




option .disp = ’yes ’ % {’yes ’}|’no ’: affichage du deroulement du calcul .
option .plot = ’costvsnumit ’
%’paramvsparam ’, ’numitvsparam ’, ’reseau ’, ’paramvscost ’
% definition de la fonction objective
func_objfun =’objfun_banana ’;
out = nasearch_moi ( func_objfun ,LIM , options )
✡✝ ✆




option .plot = ’costvsnumit ’
option .plot = ’PARAMNAME ’ = {’x’ ’y’}; %nom des parametres
option .tresh = ’yes ’ % ’yes ’ | {’no ’}
plotnares_moi (’fichier_de_resultat .nares ’,option )
✡✝ ✆
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14.4.9 Analyse statistique
L’analyse statistique est basée sur le code nab de Yo Fukushima, sur lequel a été ajoutée
une couche permettant d’assurer la compatibilité avec le format *.nares actuel. Pour pouvoir
faire l’analyse statistique d’une inversion, il est nécessaire d’avoir enregistré les résultats dans
un ﬁchier extérieur. La fonction coût à minimiser doit correspondre à un véritable misﬁt,
prenant en compte la variance des données. L’analyse sera faite à partir de ce ﬁchier et
génèrera un ﬁchier resample à l’aide du code :
Code Matlab
✞ ☎
nom_resamp = nab_moi (file_nares ,... , ’nom_option_i ’,option_i )
✡✝ ✆
Les diﬀérentes options sont
– ’nb_resamp’ : nombre de cellules à reéchantillonner
– ’col’ : numéro de la colonne contenant le misﬁt (par défaut col = 1, correspondant à
la colonne ND+1). Il est utile de spéciﬁer cette option si le *.nares contient plus d’une
colonne de résultats et si la première colonne ne correspond pas au misﬁt réel.
14.4.10 Un exemple de code plus complexe
Cet exemple propose de créer des données synthétiques de déplacements provoqués par
une source de Mogi, et de retrouver la source à l’origine des déplacements. Cet exemple




%%% creation d’une topo
xc =0; yc =0; rayon_int =2000; rayon_ext =4500; intv =100;
[pts ]= circprog (xc ,yc ,rayon_int ,rayon_ext ,intv );
X=pts (: ,1); Y=pts (: ,2); Z=zeros(size(X));
%%% creation d’une source
xs =200; ys =500; zs = -800; rayon =300; P=50;
lambda =0.0283; strack =[ -0.656951 -0.1743855 0.7334885];
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%%% calcul des donnees synthetiques (mogi)
EO_NS_HB =cell (1 ,3);
[ EO_NS_HB {:}] = mogi_DP (X, Y, Z, xs , ys , zs , P, rayon );
[V]= xyz2los (EO_NS_HB , strack );
[matstr ,bidon ,bidon ,dx] = interp_interf_auto (X,Y,V,’struct ’);
matstr . strack = strack ;
matstr .data= flipud ( matstr .data );
figure_sar ( matstr ) %%% affichage des donnees propres
%%% bruitage des donnees
CORRDIST =500; % distance de correlation du bruit
VARI = 10^ -5; % variance du bruit
NOISE = expnoiseunwr (size( matstr .data),dx ,dx ,CORRDIST ,VARI );
matstr .data = matstr .data+NOISE;
figure_sar ( matstr ) %%% affichage des donnees bruitees
%%% sous echantillonnage des donnees
xc =0; yc =0; rayon_int =2000; rayon_ext =4000; intv =100;
[pts ]= circprog (xc ,yc ,rayon_int ,rayon_ext ,intv );
X=pts (: ,1); Y=pts (: ,2);
[X,Y,V]= sous_ech_pts_mat (X,Y, matstr );
%%% affichage du jeux de donnees
figure (’name ’,’interfero synthetique ’)
scatter (X,Y,[], dist2phase (V, lambda ),’filled ’),axis equal




data. interf_1 . strack = strack ;% ligne de visee
% matrice de covariance pour prise en compte du bruit





%%% parametres de l’ inversion
limX =[ -2000 ,2000];
limY =[ -2000 ,2000];
limZ =[ -100 , -3000];
limR =[100 ,1000];
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limP =[0 ,100];
LIM =[ limX;limY;limZ;limR;limP ];
option_NA . PARAMNAME = {’Xc’ ’Yc’ ’Zc’ ’Rayon ’ ’Pression ’};
option_NA .NSR =1; % 1 tirages aleatoires par iteration
option_NA . FILENARES =’test_mogi .res ’;
option_NA .NAO = 4;%4 arguments de sortie dans la objfun
option_NA .h_fig = 5;
option_NA .NIT = 50;
option_NA .NS1 = 50;
option_NA .NS2 = 10;
option_NA .NR = 10;
option_NA .plot = ’yes ’;
✡✝ ✆
Options de la fonction objective
Code Matlab
✞ ☎
%%%% options specifiques a objfun_mogi (help objfun_mogi )
option . h_fig_geometrie =3;
option . plot_geometrie =’source ’;
%%% option du calcul du cout (help calcmisfit_moi )
option . option_misfit . affichage =’scatter ’; % retour graphique
option . option_misfit .h_fig =2;
option . option_misfit .shift =’no’;% pas de shift des donnees
option . option_misfit .scale =’no’;% pas d’ ajustement d’ amplitude
option . option_misfit . weight =’ifdata ’;% ponderation des donnees





out = nasearch_moi (fun ,LIM , option_NA );
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✞ ☎
op_nab .col = 1;
op_nab . nb_resamp =2000;
op_nab . option_nab . affichage = ’yes ’;
nom_resamp = nab_moi (filesave , op_nab );
plot_bayes ( nom_resamp )
✡✝ ✆
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14.4.11 Liste des options disponibles
Fonction nasearch_moi
syntaxe : nasearch_moi(fun,LIM,...,’nom_option_i’,val_option_i)
option {valeur défaut} description
| valeurs possibles
’NS1’ 20 nombre de modèles pour l’itération d’initialisation
’NS2’ 10 nombre de modèles pour les autres itérations
’NR’ 10 nombre de cellules resamplées
’ NIT’ 30 nombre maximum d’itérations
’NLST’ 10
nombre des derniers modèles utilisés pour le calcul du critère
d’arrêt
’TOL’ 0 valeur du critère d’arrêt
’stop_TOL’ {’cost’}
arrête la recherche si l’écart-type normalisé du coût des NLST
dernières itérations est < TOL
’param’
arrête la recherche si l’écart-type normalisé des paramètres des
NLST dernières itérations est < TOL
’bothor’ arrêt sur le coût ou sur les paramètres
’bothand’ arrêt sur le coût et sur les paramètres
’NIT’ pas de critère d’arrêt
’FILENARES’ [ ] string d’un nom de ﬁchier pour la sauvegarde
’PARAMNAME’ [ ] nom des paramètres (ex {’x’ ’y’})
’disp’ {’yes’} | ’no’ aﬃchage de l’avancement du calcul
’plot’
{’no’} option d’aﬃchage
’paramvsparam’ aﬃchage paramètre Vs paramètre
’costvsnumit’ aﬃchage coût, écart-type normalisé en fonction des itérations
’paramvsnumit’ aﬃchage paramètre en fonction des itérations
’NS1_meth’
{’rand’} itération d’initialisation tirée au hasard
’uniform’ par pas réguliers dans toutes les dimensions
’gauss’
selon une gaussienne autour du modèle donné dans ’noyau’ ou
de la moyenne des bornes
’data’ selon les modèles donnés dans ’noyau’
’noyau’ [ ]
si NS1_meth = ’data’ : vecteur contenant un seul modèle ; si
NS1_meth =’gauss’ : matrice contenant les modèles à tester
’NSR’ 0 nombre de tirages complètement aléatoires par itération
’vectorized’ {’yes’} | ’no’ à utiliser si la fonction est vectorisable (permet de calculer
tous les modèles d’une itération en une seule étape)
’NAO’ 1
nombre d’outputs de la fonction objective (enregistrement de
données supplémentaires) ; si NAO > 1, le dernier output de
la fonction objective doit être un ﬂag (0 ou 1)
’h_GUI’ [ ]
handle d’une interface (pour changement d’options d’af-
ﬁchage en cours de calcul). L’interface doit permettre une
récupération d’une structure d’options selon op = getapp-
data(h_GUI,’option_plot_nasearch’)
’h_fig’ [ ]
handle d’une ﬁgure pour l’aﬃchage, si ’plot’ est diﬀérent de
’no’. L’aﬃchage se fera toujours sur la ﬁgure demandée.
’Nlim’ 2×NS2
nombre maximum de tentatives pour trouver un modèle dans
une cellule de Voronoï. Au-delà, recherche d’un modèle aléa-
toire. Cette option ne sert que dans quelques cas particuliers,
pour éviter de rester bloqué dans une cellule (fonctionnel seule-
ment si ’vectorized’=’no’ et si un ﬂag est donné en sortie de la
fonction objective).
’NPRL’ [ ] nombre de processeurs (pas implémenté)
Table 14.1 – Liste des options possibles avec nasearch_moi
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Fonction plotnares_moi
syntaxe : plotnares_moi(filenares,...,’nom_option_i’,val_option_i)
option {valeur défaut} description
| valeurs possibles
’PARAMNAME’ [ ]
nom des paramètres (ex {’x’ ’y’}) : permet d’aﬃcher les noms
des paramètres sur les axes
’plot’ ’yes’ | {’no’} option d’aﬃchage
’paramvsparam’ aﬃchage paramètre Vs paramètre
’costvsnumit’
aﬃchage du coût, de l’écart-type normalisé en fonction des
itérations
’paramvsnumit’ aﬃchage paramètre en fonction des itérations
’paramvscost’ aﬃchage paramètre en fonction du coût
’paramvscost’ aﬃchage paramètre en fonction du coût
’reseau’
aﬃchage des relations génétiques entre les itérations, et des
meilleurs modèles sous forme d’arbre généalogique.
’col’ [ ]
numéro de la colonne du coût : permet de choisir la colonne
selon laquelle seront triés les modèles. Utile si le *.nares con-
tient des colonnes additionnelles (NAO>1) par exemple pour
aﬃcher les résultats en fonction d’un misﬁt en % plutôt qu’en
fonction du coût réel
’maxi’ [ ]
valeur seuil du coût : tous les modèles dont le coût est
supérieur à cette valeur ne seront pas aﬃchés
’tresh’ {’no’} | ’yes’ aﬃchage en scatter ou selon 3 domaines
Table 14.2 – Liste des options possibles avec plotnares_moi
Fonction plot_bayes
syntaxe : plot_bayes(fileresamp,...,’nom_option_i’,val_option_i)
option {valeur défaut} description
| valeurs possibles
’PARAMNAME’ [ ]
nom des paramètres (ex {’x’ ’y’}) : permet d’aﬃcher les noms
des paramètres sur les axes
’ref_model’ [ ]
modèle de référence : vecteur contenant les valeurs d’un mo-
dèle particulier
’color_plot’ ’k’ ’m’ ’c’ ’g’ ’r’ ’b’ ’y’ couleur du plot
’scale’ {’auto’} | ’auto2’ | ’space’ zoom sur l’espace des paramètres
’max_PDD’ [ ]
chaîne de caractères d’un ﬁchier *.nares ou vecteur cellule con-
tenant plusieurs noms de ﬁchiers
’plot’ ’1D’ | ’2D’| {’all’} type d’aﬃchage (PPD1D, PPD2D ou les deux)
’display’ ’no’ | ’latex’ | {’yes’} aﬃchage des paramètres du meilleur modèle, du modèle moyen
et des intervalles de conﬁance, pouvant être sous format LATEX
’conf’ 0.05 valeur des intervalles de conﬁance (95% -> 0.05)
’filetype_resamp’ ’yo’ | {’moi’} format du ﬁchier resamp (’yo’ est compatible avec les anciens
formats)
’filetype_nares’ ’yo’ | {’moi’} format du ﬁchier nares (’yo’ est compatible avec les anciens
formats)




Conclusions générales et perspectives
C.1 Conclusions
Depuis 2003, le Piton de la Fournaise est surveillé par InSAR. La base de données inter-
férométrique ainsi établie a permis de mieux caractériser sa déformation. Lors de l’éruption
d’avril 2007, les méthodes de surveillance de l’édiﬁce par InSAR et par GPS permanents se
sont révélées particulièrement complémentaires. En eﬀet, en ce qui concerne le cône central,
les interférogrammes ont enregistré de manière cumulée beaucoup d’événements successifs
pendant la période syn-éruptive. Les données des GPS permanents ont, quant à elles, permis
d’identiﬁer les moments durant lesquels les diﬀérentes sources de déformation ont été actives.
Au niveau du ﬂanc est, qui a subi les déplacements les plus importants dans les Grandes
Pentes, seule une surveillance par InSAR a été réalisée et nous ne disposons pas des moyens
d’établir une chronologie à partir de données GPS.
L’ensemble des données a été modélisé grâce à une version transformée de NA-MBEM
et par tomographie de déplacements (méthode développée dans le cadre de cette étude) et
les résultats obtenus avec ces deux méthodes ont conduit à des conclusions équivalentes. De
nouvelles interprétations des mécanismes en jeu lors de cette éruption remarquable ont donc
pu être proposées, tant au niveau du cône central qu’au niveau du ﬂanc est.
Au niveau du cône central, la subsidence post-éruptive serait due au drainage d’un sys-
tème hydrothermal suite à l’eﬀondrement du cratère Dolomieu. L’activité du système hy-
drothermal pourrait aussi expliquer les déplacements pré-éruptifs et post-eruptifs lors d’érup-
tions antérieures. Les déformations du cône durant les périodes pré et post-éruptives pour-
raient donc être dues à une cyclicité dans la dynamique du système hydrothermal : ce dernier
subirait une surpression due à la remonté de ﬂuides réchauﬀés par le magma avant une érup-
tion, puis une décompression après la ﬁn d’une éruption, provoquée par le refrodissement de
ces ﬂuides.
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Au niveau du ﬂanc est, les Grandes Pentes ont été déstabilisées durant l’éruption puis ont
mis plus d’un an à revenir à un nouvel état d’équilibre en glissant vers l’est. Ce glissement est
probablement corrélé à la présence d’un réservoir temporaire localisé sous les Grandes Pentes
ainsi que l’attestent les modèles calculés pour la période post-eﬀondrement. Les premiers
résultats concernant la période syn-éruptive, même s’ils sont à aﬃner, semblent conﬁrmer la
présence d’un tel réservoir en cours de remplissage. Les transferts de magma ayant eu lieu
durant cette éruption semblent inhabituels pour le Piton de la Fournaise, et indiquent que
les Grandes Pentes correspondent à une structure très dynamique pouvant être à l’origine
d’un eﬀondrement de ﬂanc tel qu’il engendrerait un tsunami. La surveillance des Grandes
Pentes est donc indispensable, pour mieux comprendre la dynamique de l’édiﬁce et estimer
les risques liés à l’activité du volcan. C’est dans cette optique qu’en 2009, l’Observatoire
Volcanologique du Piton de la Fournaise a installé des stations GPS permanentes au niveau
du ﬂanc est.
C.2 Perspectives
C.2.1 Amélioration de la base de données
Les interférogrammes que nous avons utilisés durant cette étude ont été calculés à par-
tir du modèle numérique de terrain IGN de 1997. Ce MNT ne prend donc pas en compte
les coulées émises depuis 1997. Nous avons vu que la présence de ces nouvelles coulées est
à l’origine de résidus topographiques sur les interférogrammes (Fig. 1.4 page 20). Depuis
2010, nous disposons d’un MNT Lidar qui prend en compte les coulées émises jusqu’en 2009.
L’utilisation de ce MNT pour recalculer les interférogrammes utilisés dans cette étude per-
mettrait d’améliorer la qualité des interférogrammes ayant une faible altitude d’ambiguïté.
D’autre part, à chaque éruption, les coulées de lave modiﬁent la topographie, et sont à l’o-
rigine de nouveaux résidus topographiques sur les interférogrammes. L’utilisation d’un MNT
mis à jour pour chaque éruption permettrait de s’aﬀranchir en grande partie de ces résidus
topographique. La mise à jour de ce MNT pourrait être réalisée à partir d’images radar
acquises par les deux satellites de la mission TanDEM-X : ces deux satellites évoluent côte
à côte et acquièrent deux images radar selon deux lignes de visées légèrement diﬀérentes. La
combinaison de ces images acquises en même temps permet d’évaluer l’élévation du sol et de
corriger les modèles numériques de terrain.
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C.2.2 Amélioration, développement et distribution de la boîte à
outils dédiée à l’InSAR
La toolbox contient pour le moment de nombreux bugs. Une première amélioration con-
sisterait à corriger ces erreurs et d’harmoniser toutes les routines. Ce travail est en partie
eﬀectué doit être terminé avant d’envisager une distribution des codes.
D’autre part, le langage Matlab c© n’est pas un langage libre et les interfaces graphiques
ne sont pas entièrement programmables. Ces points peuvent être un frein à la diﬀusion
de la toolbox. Toutes les procédures pouraient être retranscrite en langage Pythontm, qui
a les avantages d’être libre, d’avoir une syntaxe proche de celle de Matlab c©, et surtout
d’être indépendante du système d’exploitation, même après compilation. D’autre part, les
bibliothèques Pythontm sont en général installées par défaut sur la plupart des ordinateurs,
et Pythontm peut facilement faire appel au bibliothèques QT, elles aussi installées par défaut
sur beaucoup de machines. QT permet d’éditer des interfaces graphiques très intuitives, et
met à disposition de nombreuses options de programmation, tout en restant compatible avec
Pythontm mais aussi C/C++.
C.2.3 Développements supplémentaires pour la tomographie
Au Piton de la Fournaise, les déplacements les plus importants sont souvent la con-
séquence de l’injection de dykes. Ces déplacements sont souvent diﬃciles à modéliser par
la procédure NA-MBEM. La méthode de tomographie telle qu’elle est implémentée pour le
moment, ne peut être utilisée que pour modéliser les déplacements dus à des sources volu-
miques. Un développement supplémentaire de la tomographie est envisageable pour étendre
la méthode à la modélisation des déplacements provoqués par les intrusions. Ce développe-
ment concernerait principalement le calcul de la fonction de Green, aﬁn qu’elle puisse prendre
en compte des sources en ouverture. Un tel développement serait aussi envisageable pour
prendre en compte une composante cisaillante et ainsi permettre la relocalisation de failles
à partir de données de déplacements.
Par ailleurs, nous avons montré qu’il est possible de coupler la méthode de tomographie
à un modèle numérique. Le calcul de la matrice des fonctions de Green peut donc se faire
à l’aide de modèles de déformation complexes. Ce constat permet d’envisager la prise en
compte de milieux hétérogènes, et d’obtenir des modèles plus réalistes.
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Le calcul de tomographie est très rapide et donne des résultats satisfaisants même si
nous disposons de très peu de données de déplacements. Ces deux propriétés permettent
d’envisager d’utiliser cette méthode pour retrouver en temps quasi réel la source à l’origine
de déplacements à partir de données de stations GPS permanentes, directement au niveau
d’un observatoire. Les modèles obtenus permettraient par exemple d’obtenir un aperçu de
la profondeur de la source à l’origine de la déformation et ainsi d’avoir un a priori sur la





Interpolation temporelle, annexes de
calculs
A.1 Expression du vecteur de pondération a dans les
méthodes d’interpolation par parties
Les interpolations par parties permettent d’exprimer les déplacements dˆ pour n’importe
quelle date comme une somme pondérée des déplacements aux dates d’acquisition de la série
temporelle de la forme :
dˆ = ad
où d = [d1, · · · , dn] sont les valeurs de déplacements de la série temporelle aux moments
[t1, · · · , tn], et a sont les coeﬃcients de pondération. Nous allons montrer l’expression de a
pour les diﬀérents types d’interpolations par partie.
A.1.1 Expression de a dans le cas du spline cubique
dk et dk+1 sont les déplacements enregistrés aux dates tk et tk+1. Nous voulons estimer
la valeurs des déplacements dˆ à la date t par spline cubique, telle que tk ≤ t ≤ tk+1.
L’interpolateur s(t) sur l’ensemble de la courbe est déﬁni sur l’intervalle k (entre deux points
consécutifs de la série temporelle) par la fonction sk(t). sk(t) est un polynome de degré 3
(de Boor, 1978), déﬁni par les conditions suivantes :
– sk(tk) = dk
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– sk (tk+1) = dk+1
– s
′





k (tk+1) = s
′′
k+1 (tk+1)
Il est donc nécessaire que s(t) soit cubique par morceaux, ce qui implique que s
′
k(t) soit
quadratique par morceaux et que s
′′
(t) soit linéaire par morceaux. Par interpolation linéaire
(Lagrangienne), on peut obtenir l’expression de s
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kt) lui même :
dˆ = sk(t)
= dk (t− tk)0 +
[
dk+1 − dk





(t− tk)1 + · · ·
mk
2
(t− tk)2 + mk+1 −mk6(tk+1 − tk) (t− tk)
3 (A.1)
où mk est la dérivée seconde de l’interpolateur au point tk : mk = s
′′
k(tk).
Le problème consiste dans un premier temps à résoudre les valeurs desmk puis à exprimer
dˆ comme une combinaison linéaire de tous les dk.
Résolution des mk
Déﬁnissons les quantités suivantes :
pk =
dk+1 − dk




Les seules inconnues qui restent dans l’équation A.1 sont les mk. La seule contrainte non
utilisée est la continuité des dérivés premières. En déterminant les mk en utilisant les dérivés




k−1(tk), il vient :
hk−1mk−1 + 2(hk−1 + hk)mk + hkmk+1 = 6(pk − pk−1) (A.3)
En divisant par hk−1 + hk et en substituant par λk, cette équation devient :
(1− λk)mk−1 + 2mk + λkmk+1 = 6 pk − pk−1
hk−1 + hk
(A.4)
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Les mk (dérivées secondes de l’interpolateur en tk) sont obtenues par inversion d’un
système linéaire Mm = b tel que :

2 λ2 0 · · · · · · · · · 0
1− λ3 2 λ3
. . .
...











. . . 1− λn−3 2 λn−3 0
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M est de taille n− 2× n− 2, on a donc n− 2 équations pour n inconnues (les n mk). Il est
donc nécessaire de spéciﬁer les valeurs de m1 et mn, qui seront choisies nulles. D’autre part,
il est à noter que M ne dépend pas des dk mais que de t1, · · · , tn.
On peut montrer que M est inversible. m, contenant les mk, est résolue par m =M−1b.
En développant ce produit puis en factorisant par les valeurs des déplacements des séries



























































où M−1k,j désigne le j
ème élément de la kème colonne de l’inverse de M
Introduisons maintenant θk un vecteur qui permet d’exprimermk comme une combinaison
linéaire des di. Comme M ne dépend que de t1, · · · , tn, θk ne dépend que de t1, · · · , tn .
L’équation précédente devient :
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Expression du vecteur de pondération a
Posons maintenant γ0 · · · γ5 les quantités déﬁnies par :


















tk+1 − tk − (tk+1 − tk)(t− tk)
]
L’équation A.1 peut alors être exprimée comme :
dˆ = γ0dk + γ1dk+1 + γ2mk + γ3mk+1 (A.6)
En injectant les expressions de mk et mk+1 dans l’expression précédente, dˆ s’ecrit :



























γ2θk,k + γ3θk+1,k + γ0
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dˆ peut donc s’exprimer comme une somme pondérée des déplacements calculés par série
temporelle. Le vecteur de pondération ne dépendra que de t, t1, · · · , tn.
A.1.2 Expression de a dans le cas PCHIP
Ce type d’interpolation est construit pour chaque intervalle [tk, tk+1] sur la combinaison
linéaire de 4 polynômes unitaires de degré 3 h00(τ), h10(τ), h01(τ) et h11(τ), tels que :
h00(τ) = 2τ 3 − 3τ 2 + 1 h01(τ) = −2τ 3 + 3τ 2 τ ∈ [0, 1]
h10(τ) = τ 3 − 2τ 2 + τ h11(τ) = τ 3 + τ 2
(A.9)
Si l’on impose les valeurs des tangentes mk et mk+1 aux points tk et tk+1, alors l’inter-
polateur sk s’exprime sur le fragment [tk, tk+1] sous la forme d’une combinaison unique des
polynômes unitaires :




∈ [0, 1] et t ∈ [tk, tk+1]
(A.10)
On pose comme condition supplémentaire quemk est égal à 0 si le point (tk, dk) correspond
à un extremum local. D’après l’équation précédente, h10 et h11 sont les euls termes qui auront
comme facteur les dérivées. On considèrera alors que h10 = 0 simk = 0 et h11 = 0 simk+1 = 0.
Le problème consiste dans un premier temps à résoudre les valeurs desmk puis à exprimer
dˆ comme une combinaison linéaire de tous les dk.
Si mk n’est pas un extremum local, son expression peut être donnée par l’expression du
spline cardinal.
Expression de a dans le cas des Diﬀérences Finies
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On considèrera plusieurs situations :
1. Si le point k ne correspond pas à un extremum local, alors w1k = w2k = 12
2. Si le point k correspond à un extremum local, alors w1k = w2k = 0
3. Si k = 1 alors w1k = 1 et w2k = 0
4. Si k = n alors w1k = 0 et w2k = 1






























Enﬁn, en substituant les expression demk etmk+1 dans l’équation A.9, puis en factorisant















− h11w2k+1 + h00



























Expression de a dans le cas du Spline Cardinal
On considèrera plusieurs situations :
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1. Si le point k correspond à un extremum local, si k = 1 ou si k = n alors l’expression
sera la même que dans le cas des diﬀérences ﬁnies
2. Si le point k ne correspond pas à un extremum local, alors l’expression de mk est donné
par l’équation suivante (spline Catmull-Rom (Catmull et Rom, 1974))
mk = (1− c)
dk+1 − dk−1
2 (tk+1 − tk−1)
c ∈ [0, 1] (A.14)




























Enﬁn, en substituant les expression demk etmk+1 dans l’équation A.9, puis en factorisant
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A.2 Variance de la fonction exponentielle lors du calcul
par linéarisation
Soit la fonction f suivante :
f(a, b, t) −→ y = ae−bt (A.17)
























En injectant ces valeurs dans l’équation A.18, on peut reécrire σ2f :
σ2f = e
−2btσ2a + a
2t2e−2btσ2b − ate−2btcov (a, b) (A.20)
Il est donc nécessaire de déterminer σ2e ,σ
2
b et cov (a, b). Cette détermination passe par la
résolution de a et b.
A.2.1 Résolution de a et b
Soient les N points de mesure (ti, yi) et σi la variance sur ces mesures. Trouver l’expo-









La fonction ln étant bijective sur R+, il est possible de linéariser le problème par le
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 , X =
 ln a
b

















alors le problème peut s’écrire sous forme matricielle :
Σln a,b = (ATΣ−1y˜ A)
−1 (A.25)
X = Σln a,bATΣ−1y˜ y˜ (A.26)
où Σln a,b est la matrice de variances-covariances entre ln(a) et b.
Ainsi, il est possible de calculer a et b.
a = eX1 et b = X2 (A.27)
A.2.2 Variances et covariance
Comme Σln a,b est la matrice de variances-covariances entre ln(a) et b, il vient :
σ2b = Σln a,b(2,2) (A.28)
Par ailleurs, l’expression de la variance de ln a nous est donnée par :





ce qui implique que la variance de a est donnée par :
σ2a = a
2σ2ln a (A.30)
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D’autre part, on a aussi Σln a,b(1,2) = cov(ln a, b) or :































B.1 Minimisation de la fonction coût (cas linéaire)
Soit la fonction misﬁt déﬁnie par :
χ2 (m) = (d− F (m))T C−1d (d− F (m)) (B.1)
où d est un vecteur contenant les données observées, F , une fonction reliant les paramètres
m d’un modèle aux déplacements modélisés dm et Cd correspond à la matrice de covariance
des données.
Si la fonction F est linéaire ou linéarisable, alors on peut re-écrire cette équation selon :
χ2 (m) = (d− Fm)T C−1d (d− Fm) (B.2)
où F est appelé matrice des fonctions de Green.
On cherche le modèle m permettant de minimiser la fonction χ2 (m). Comme χ2 est
positive ou nulle, trouver son minimum revient à trouver m tel que la diﬀérencielle de χ2
soit égale à 0. Le développement limité au premier ordre de la fonction χ2 nous donne :
χ2 (m+ h) =
h→0
χ2 (m) + hχ˙2 (m) + o (‖h‖) (B.3)
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Développons χ2 (m+ h) :
χ2 (m+ h) =
(
mTFT + hTFT − dmT
)
Cd (mF+ hF− dm)
= χ2 (m) + 2
(
mTFTC−1d F− dTC−1d F
)
h+ hTFTC−1d Fh (B.4)
Par identiﬁcation, on trouve donc que χ˙2 (m) = 2
(
mTFTC−1d F− dTC−1d F
)
. Or nous
cherchons m tel que χ˙2 (m) = 0, on peut donc extraire m :
χ˙2 (m) = 0 ⇒ mTFTC−1d F− dTC−1d F = 0
⇒ FTC−1d Fm− FTC−1d d = 0
(B.5)







B.2 Équivalence dans l’expressions des fonctions misﬁt
Nous allons montrer ici que les expressions des fonctions coût suivantes sont équivalentes
Γ2 =


















+ β2 (Lm)T (Lm)
⇔ Γ2 =
(









⇔ Γ2 =mT GˆT Gˆm−mT GˆT dˆobs − dˆobsT Gˆm+ dˆobsT dˆobs + β2mTLTLm (B.9)
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mT GˆT , βmTLT
) Gˆm
βLm












⇔ Ω2 = mT GˆT Gˆm−mT GˆT dˆobs − dˆobsT Gˆm+ dˆobsT dˆobs + β2mTLTLm (B.10)
d’où : Ω2 = Γ2, les deux expressions sont donc équivalentes.
B.3 Expression du Laplacien
B.3.1 Expression générale
Le Laplacien est obtenu par la minimisation de la somme des dérivées secondes de la










Comme la tomographie nécessite l’utilisation d’une discrétisation du volume sous la topogra-








Nous utiliserons une grille régulière de pas identique en x, y et z, l’écriture du Laplacien
peut donc être simpliﬁée comme :
∇2 = m(i−1,j,k) +m(i+1,j,k) +m(i,j−1,k) +m(i,j+1,k) +m(i,j,k−1) +m(i,j,k+1) − 6m(i,j,k)
p2
(B.11)
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Conditiongénérale Condition aux bordures
Figure B.1 – Construction du Laplacien. Soit une source de référence (en rouge). i, j et
k représentent les indices spatiaux de la source de référence, nc, n1, ...n6 sont les indices des
sources dans le vecteur m. À gauche : géométrie générale : 6 sources sont en contact avec la
source de référence ; à droite : exemple d’une condition aux bordures : seules 3 sources sont en
contact avec la source de référence.
L’opérateur laplacien L correspondra donc à une matrice m × m où m correspond au
nombre de sources dans la grille de sous-échantillonnage du volume. Une ligne de L contiendra
les coeﬃcients de l’équation B.11
B.3.2 Expression aux bordures
Lorsque la source de référence n’est pas en bordure de la grille, on peut considérer que
la minimisation du Laplacien revient à imposer que la variation de volume de la source de
référence nc soit la moyenne des variations de volume des sources adjacentes.
Lorsque la source de référence est en bordure de la grille, deux solutions sont possibles :
soit on aﬀecte le coeﬃcient -6 à la source de référence, c’est-à-dire la même valeur pour les
sources qui ne sont pas en bordure, soit on lui aﬀecte un coeﬃcient correspondant à l’opposé
du nombre de sources réellement dans son entourage.
En utilisant la première solution, on considère implicitement qu’il existe des sources en
dehors de la grille dont la variation de volume est ﬁxée à 0. Cette manière de construire
L ne maintient pas le fait que la source de référence corresponde à la moyenne des sources
adjacentes. Lorsque β est fort, c’est-à-dire quand on veut que le lissage soit important, la
présence de ces sources fantôme impose à la répartition des variations de volume d’avoir une
forme de bulle coincée dans la grille de sous-échantillonnage.
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Si l’on utilise la seconde solution, alors le coeﬃcient aﬀecté à la source de référence permet
de maintenir le fait qu’elle soit la moyenne des sources qui lui sont adjascentes. Le coeﬃcient
dépendra donc du nombre de sources contiguës à la source de référence. Lorsque β est fort,
c’est-à-dire quand on veut que le lissage soit important, toutes les sources unitaires pourront
avoir la même valeur.


















Conditions aux bordures par sommeConditions aux bordures avec “sources fantômes”
Source au niveau d’un coin Source centrale (cas général)
Figure B.2 – Construction du Laplacien en fonction des conditions aux bordures. Les deux
images correspondent à la matrice L calculée à partir d’un sous-échantillonnage contenant 27
sources, en forme de cube de 3 sources unitaires de côté (Fig. B.1. Dans cet exemple, seule
la source centrale (source n◦14) n’est pas en bordure. Le Laplacien est calculé soit en sous-
entendant la présence de sources fantômes en dehors de la grille, soit en aﬀectant un coeﬃcient
à la source de référence (sur la diagonale) qui soit l’opposé de la somme des sources qui lui sont
réellement contiguës.
Les meilleurs modèles obtenus avec l’une ou l’autre des deux formulations sont très sim-
ilaires. Cependant, si le sous-échantillonnage du sous-sol est grossier et si la topographie est
importante, alors il se peut que le maillage contienne des sources n’étant en contact qu’avec
une seule autre source. Dans ce cas, si l’on construit L en tenant compte des sources fan-
tômes, cette source presque isolée sera fortement inﬂuencée par les sources fantômes et sa
variation de volume sera proche de 0 même si β est faible. Dans ce type de conﬁguration,
on pourra préférer la seconde construction de L. Dans cette étude, les sous-échantillonnages
ont été réalisés de manière à éviter la présence de ces sources presques isolées. Toutes les
matrices L de cette étude ont été construites en considérant la présence de sources fantômes.
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B.4 Modèles de déformation
B.4.1 Formulation du champ de déplacements dû à une source
ponctuelle en milieu élastique semi inﬁni
Le modèle de Mogi n’est utilisable que dans sa formulation ponctuelle puisque la ma-
trice G peut contenir les déplacements unitaires de sources superﬁcielles. Les déplacements









(xt − x)2 + (yt − y)2 + (zt − z)2
B.4.2 Formulation analytique des déplacements dus à un cube
d’Okada
Okada (1992) propose d’intégrer en x,y et z la formulation ponctuelle de manière à obtenir
les déplacements dus à un cube. Cette formulation paraît plus adaptée à la discrétisation


















(xt − x)2 + (yt − y)2 + (zt − z)2
où :
– Uc correspond aux déplacements dans la composante c, Uc pouvant être Ux, Uy ou Uz,
respectivement pour les composantes est-ouest, nord-sud ou verticale
– x,y et z sont les coordonnées du centre du cube,
– r est le demi-côté du cube
– xt, yt et zt sont les coordonnées d’un point de la topographie
– ∆V la variation de volume du cube
– R est la distance euclidienne entre le point de la topographie et le centre de la source
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– xi = xt − x+ (−1)i r
– yj = yt − y + (−1)j r
– zk = zt − z + (−1)k r
– Rijk =
√
x2i + y2j + z2k
B.4.3 Comparaison d’une superposition de sources
Conﬁguration à 1 étage de sources
Aﬁn de vériﬁer si les modèles de source ponctuelle peuvent être utilisés à la place du
modèle de cube d’Okada dans le cadre de la tomographie, les déplacements provoqués par
une superposition de sources ont été calculés avec les deux modèles. Pour le calcul des dé-
placements doka avec le modèle d’Okada, on considère 8 sources cubiques jointives et alignées
dans l’axe nord-sud. On calcule pour chacune des sources les déplacements provoqués sur la
topographie pour une variation de volume unitaire, puis on somme ces déplacements. Pour
le calcul des déplacements dpon avec le modèle de sources ponctuelles, les sources sont posi-
tionnées au niveau des centres des cubes (Fig. B.3–a). Aﬁn de pouvoir comparer directement
les diﬀérences entre les modèles, les déplacements pour chaque composante sont normalisés






































On déﬁnit r le demi-côté des cubes et d la distance séparant les centres de la topographie.
Pour diﬀérents ratio entre r et d, les déplacements des superpositions de sources sont calculés
avec les deux modèles, puis on calcule un misﬁt en % entre les deux modèles en prenant






































































































































Figure B.3 – Comparaison entre une superposition de sources d’Okada et de sources
ponctuelles.–a– Conﬁguration de l’étude : 8 cubes sont alignés selon l’axe nord-sud. On déﬁnit
r= demi-côté du cube, d = distance entre le centre du cube et la topographie. Les sources
ponctuelles sont localisées au niveau du centre des cubes. –b– Relation entre le misﬁt et le
ratio d/r. –c– Modèles de déplacements pour diﬀérents ratios d/r, pour la superposition de
cubes ou de sources ponctuelles. La diﬀérence entre les deux modèles est montrée (résidus).









où doka sont les déplacements calculés avec le modèle d’Okada et dpon les déplacements cal-
culés avec le modèle de sources ponctuelles. La normalisation eﬀectuée sur les déplacements
n’aﬀecte pas cette valeur de misﬁt.
La ﬁgure B.3–b montre la relation entre le misﬁt et le ratio d/r. Si ce ratio est proche de
1 (source très superﬁcielle) alors le modèle de sources ponctuelles reproduit les déplacements
B.4. MODÈLES DE DÉFORMATION 355
avec une erreur de 1.5 %. Cette erreur diminue très rapidement avec la profondeur de la
source et si le ratio est supérieur à 2.5, l’erreur est inférieure à 0.0001 %.
La ﬁgure B.3–c montre la localisation des diﬀérences entre les deux modèles pour deux
ratios diﬀérents (résidus). Si la source est superﬁcielle, les résidus maximaux sont 5 fois
inférieurs aux déplacements. Pour des sources plus profondes, les résidus sont inférieurs de
trois ordres de grandeur aux déplacements.
Dans le cadre de la tomographie, l’utilisation de sources ponctuelles peut donc être à
l’origine d’une légère erreur sur l’estimation de la variation de volume des sources unitaires,
surtout si la source à l’origine des déplacements observés est superﬁcielle.
Conﬁguration à plusieurs étages de sources
On cherche maintenant à voir si les diﬀérences entre les deux modèles persistent si les
sources sont superposées selon l’axe vertical. Comme dans le cas précédent, on calcule les
déplacements cumulés dus à une superposition de sources avec les deux modèles. Les sources
sont organisées en étages, contenant chacun 8 sources alignées dans l’axe nord-sud (Fig. B.4).
Toutes les sources subissent une variation de volume identique. On déﬁnit maintenant r
comme étant le demi-côté des cubes et d la distance séparant le centre des cubes du premier
étage et la topographie. Pour diﬀérents ratio entre d et r, les déplacements des superpositions
de sources sont calculés avec les deux modèles, puis on calcule un misﬁt en % entre les deux
modèles en prenant comme référence le modèle d’Okada (Équ. B.15)
La ﬁgure B.4–b montre que plus on ajoute d’étages de sources, plus les déplacements
obtenus avec le modèle de source ponctuelle sont proches des déplacements calculés avec
le modèle de cube d’Okada. Les sources profondes permettent donc de limiter les erreurs
provoquées par les sources superﬁcielles.
















Configuration à 3 étages










Figure B.4 – Comparaison entre une superposition de sources d’Okada et de sources
ponctuelles. –a– Conﬁguration de l’étude : 8 cubes sont alignés selon l’axe nord-sud. Cette
conﬁguration est répétée vers le bas (dans cet exemple, il y a 3 étages). On déﬁnit r= demi-
côté du cube, d = distance entre le centre du cube du premier étage et la topographie. Les
sources ponctuelles sont localisées au niveau du centre des cubes.




Cette annexe propose un modèle préliminaire des déplacements de la période syn-éruptive.
Ce modèle est critiquable dans la mesure où il est incomplet, très complexe et qu’il ne prend
en compte qu’un seul interférogramme. Cependant, il peut donner quelques pistes pour mieux
comprendre les événements syn-éruptifs, idées qui pourront être reprises dans un modèle plus
robuste.
Nous avons vu au paragraphe 7.3 (page 164) que les déplacements ayant eu lieu durant
l’éruption étaient probablement provoqués par plusieurs sources dont les eﬀets se super-
posent. Nous avons émis plusieurs hypothèses quand à l’origine des déplacements syn-éruptifs
en partie prouvées par l’étude des déplacements post-éruptifs. Nous cherchons ici à vériﬁer si
ces hypothèses, c.à.d a priori sur le nombre de sources et leurs processus, sont compatibles
avec les déplacements syn-éruptifs.
Nous aﬃnerons nos a priori en cherchant les géométries des sources permettant de re-
produire au mieux les déplacements. Cette recherche sera eﬀectuée à l’aide d’une procédure
de type NA-MBEM (Chap. 5, page 79). Dans un premier temps, préciserons le choix des
données prises en compte, puis nous déterminerons les sources susceptibles de participer à la
déformation et présenterons les paramètres géométriques utilisés pour caractériser chacune
de ces sources. Ensuite, nous détaillerons le formalisme de la fonction coût, particulière, que
nous avons cherché à minimiser au cours de la recherche du meilleur modèle par procédure
NA-MBEM. Nous présenterons et discuterons enﬁn les résultats de l’inversion.
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C.1 Choix du jeu de données
C.1.1 Décomposition temporelle des déplacements
Seulement 8 interférogrammes diﬀérents couvrent le début de l’éruption, parmi lesquels,
seul un est exploitable en passe descendante. Aucune scène n’a été acquise entre le début de
l’éruption et l’eﬀondrement (Fig. 7.5 page 161). Par exemple, au niveau du cône central, nous
ne disposons pas de jeu de données n’enregistrant que les déplacements dus à l’injection du
30 mars, où à l’eﬀondrement. Tous les interférogrammes dont nous disposons ont enregistré
les déplacements dus aux deux phénomènes. Il en est de même pour les Grandes Pentes,
où les déplacements sont dus d’une part au glissement du ﬂanc et aux variations de volume
d’un réservoir temporaire.
Il n’est donc pas possible de décomposer temporellement, à partir des données InSAR, la
modélisation des déplacements ayant eu lieu durant la période syn-éruptive.
C.1.2 Utilisation du multiswath
Par ailleurs, nous avons vu que l’édiﬁce subit des déplacements continus après l’ef-
fondrement, tant au niveau du cône central qu’au niveau des Grandes Pentes (Fig. 7.16
page 181). À ces déplacements continus, se superposent des déplacements dont la dynamique
est quasi-instantanée, tels que ceux dus à l’injection du 30 mars, ou à l’eﬀondrement du
Dolomieu (Fig. 7.10 page 169) . Aucun des interférogrammes dont nous disposons ne cou-
vrent exactement la même période. À cause de l’aspect continu des déplacements dans le
temps, chaque interférogramme a donc enregistré une quantité de déplacements qui lui sera
propre, tant au niveau du cône central qu’au niveau des Grandes Pentes.
Il n’est donc pas possible de combiner directement entre eux ces interférogrammes lors
de la modélisation des déplacements syn-éruptifs. Nous vériﬁerons donc nos hypothèses sur
les déplacements syn-éruptif en ne prenant en compte qu’un seul interférogramme.
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C.1.3 Décomposition spatiale des déplacements
Enﬁn, nous avons vu que les interférogrammes syn-éruptifs ont enregistré les déplace-
ments dus à plusieurs sources, dont les eﬀets se superposent (Fig. 7.8 page 167 et (Fig. 7.19
page 187)). Les motifs de déplacements dus à chacune de ces sources se chevauchent, et il
n’est pas possible d’isoler sur les interférogrammes syn-éruptifs un motif de déplacement qui
ne serait la conséquence que d’une seule source.
Il n’est donc pas possible de décomposer spatialement la modélisation des déplacements
ayant eu lieu durant la période syn-éruptive.
C.1.4 Interférogramme utilisé
Comme il est dans un premier temps préférable de n’utiliser qu’un seul interférogramme
pour cette inversion, nous avons choisi l’interférogramme ALOS A539_05903_06574, cou-
vrant la période du 4 mars 2007 au 19 avril 2004. Cet interférogramme couvre donc la période
pré-eﬀondrement et une partie de la période post-eﬀondrement. Par ailleurs, contrairement
aux interférogrammes acquis par ENVISAT, cet interférogramme est cohérent sur une large
zone puisque la longueur d’onde utilisée par le radar PALSAR (23,6 cm) embarqué à bord
du satellite permet de calculer des interférogrammes cohérents même sur les zones fortement
végétalisées. Par conséquent, les déplacements provoqués par l’éruption ont été intégralement
enregistrés sur l’interférogramme, à l’exception de deux zones faiblement cohérentes : la pre-
mière est localisée au niveau de l’eﬀondrement, la seconde correspond à la surface couverte
par la coulée de lave émise à partir du 2 avril.
C.2 A prioris et paramètres géométriques pris en compte
C.2.1 Identiﬁcation des sources à prendre en compte
Les résultats de modélisation pour la période post-eﬀondrement ont permis de mettre en
évidence la présence d’un réservoir temporaire localisé sous les Grandes Pentes, en cours de
vidange durant la ﬁn de l’éruption. Par ailleurs, les modèles obtenus pour la période post-
éruptive ont permis de mettre en évidence la présence d’un plan de décollement superﬁciel
sur lequel le ﬂanc est a glissé (Fig. 9.8 page 231). Les déplacements sommitaux sont dus
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à un système hydrothermal en cours de drainage après l’eﬀondrement du Dolomieu le 6
avril, associé au jeu d’une faille circulaire (Fig. 8.10 page 211). Nous avons également émis
l’hypothèse de la présence d’un dyke à l’origine de l’éruption du 30 mars (Fig. 7.19 page 187)
et d’un autre pour l’éruption d’avril. Nous faisons l’hypothèse que ces diﬀérentes sources
participent aux déplacements observés sur l’interférogramme ALOS.
Nous cherchons à inverser la géométrie de 7 sources diﬀérentes, la ﬁgure C.1 montre un
exemple de conﬁguration des sources et le tableau C.1 résume leurs caractéristiques. Aﬁn
de limiter le nombre de paramètres à rechercher lors de l’inversion, nous utiliserons des
géométries de source simpliﬁées.
C.2.2 Caractéristiques des sources prises en compte
Le tableau suivant liste les diﬀérentes sources prises en compte dans l’inversion.
Source Nombre de paramètres Caractéristiques
structure C 1 Faille circulaire bordant l’eﬀondrement
(réajustement lithostatique) : surface
cylindrique
structures DN et DS) 4 Deux demi-dykes pour l’injection de
mars (nord et sud) : deux surfaces
trapézoïdales
structure GP 8 Plan de glissement sur lequel glisse le
ﬂanc est : trapèze isocèle
structure DA 7 Injection d’avril reliant la ﬁssure d’avril
au réservoir temporaire
structure SH 0 Système hydrothermal en déﬂation
structure CMT 0 Réservoir temporaire
Table C.1 – Paramètres géométriques des sources considérées dans l’inversion. Au total, 7
sources diﬀérentes sont prises en compte. La ﬁgure C.1 montre un exemple de géométrie.
Faille circulaire bordant le Dolomieu (structure C)
Cette source est sensée permettre de prendre en compte une compaction de la colonne
de roche suite à l’eﬀondrement. À partir de modèles analogiques, Roche et al. (2001) ont
montré qu’un eﬀondrement se fait de manière incohérente si ce rapport est supérieur à 1. Le
rapport entre la hauteur de la colonne de roche eﬀondrée et son diamètre est probablement
supérieur à 2 (Peltier et al., 2009b). La colonne de roche est susceptible de se fragmenter,
entraînant ainsi une diminution de sa masse volumique, l’édiﬁce est donc susceptible de se
réajuster après l’eﬀondrement. On considère que la pression lithostatique de l’encaissant sur
la colonne de roche augmente de manière linéaire avec la profondeur, qu’elle dépend du
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contraste de densité entre la colonne et l’encaissant et qu’elle est nulle au niveau du toit de
la colonne de roche :
P (h) = −(ρe − ρc)g(hmax − h) (C.1)
où ρe et ρc sont respectivement les masses volumiques de l’encaissant et de la colonne de
roche, hmax est l’altitude du toit de la colonne, et P (h) est la pression lithostatique exercée
par l’encaissant sur la colonne à une hauteur h donnée.
Injection du 30 mars (structures DN et DS)
On considère que l’injection de mars est constituée de deux dykes, l’un s’injectant vers
le nord et l’autre vers le sud. On suppose de plus que le conduit alimentant ces deux dykes
remonte le long de la colonne de roche et que les dykes s’enracinent au niveau de l’interface
entre la colonne de roche et l’encaissant (Staudacher et al. (2009), Fig. 7.3 page 159). Ce
conduit ne sera pas pris en compte. Comme la ﬁssure du 30 mars est située à l’est de la
colonne de roche, et comme nous supposons que les lobes de déformation visibles sur les
interférogrammes syn-éruptifs.
Pour limiter le nombre de paramètres à inverser, les deux sources formant le dyke seront
coplanaires. Les deux dykes sont tous les deux issus d’un trapèze isocèle coupé en son milieu
et ont donc une forme de trapèze rectangle. Le trapèze isocèle de départ est déﬁni par un
grand côté (longtop 2D) et son petit côté est ﬁxé à longtop 2D/2. L’abscisse du centre du
petit côté est ﬁxée au niveau du point le plus à l’est de la colonne. Les ordonnées des centres
du grand côté et du petit côté sont ﬁxées au niveau de l’ordonnée du point le plus à l’est de
la colonne. L’altitude du centre du grand côté ZT 2D ainsi que son abscisse sont inversées.
Enﬁn, on impose que le trapèze isocèle de départ pende vers l’ouest, la valeur du pendage
(PD 2D) sera inversée. L’a priori sur le sens du pendage est justiﬁable par le fait que la
ﬁssure éruptive du 30 mars est localisée à l’ouest du réservoir magmatique principal. Les
deux demi-dykes subiront une ouverture, dont la valeur sera recalculée a posteriori.
Plan de glissement du ﬂanc est (structure GP)
Aﬁn de limiter le nombre de paramètres, cette source aura une géométrie simpliﬁée. Le
plan de glissement sur lequel glisse le ﬂanc est sera un trapèze isocèle. Son pendage est ﬁxé à
12 degrés vers l’est (valeur proche de celle trouvée pour les inversions des déplacements de la
période post-éruptive), son petit côté se trouve à l’ouest et son grand côté à l’est. Le vecteur
contrainte appliqué aura une composante cisaillante et une composante en ouverture. Les
paramètres inversés seront la longueur du grand côté du trapèze (L GP), la longueur de son
petit côté (l GP), la valeur de sa hauteur (H GP), la position de son barycentre (x GP, y
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GP, z GP), ainsi que l’azimut et le pendage du vecteur contrainte (pd t GP et az t GP) .
La norme du vecteur sera recalculée a posteriori.
Réservoir temporaire (structure CMT)
La géométrie du réservoir temporaire ne sera pas inversée, et on se basera sur la géométrie
trouvée lors de l’inversion des déplacements post-eﬀondrement (Chapitre 9). Cette source
subira une ouverture et la norme du vecteur contrainte sera recalculée a posteriori.
Système hydrothermal en déﬂation (structure SH)
La géométrie de cette source ne sera pas inversée. On se basera sur la géométrie de la
source trouvée au chapitre 8. Pour permettre au programme MBEM d’eﬀectuer le calcul, il
faut éviter au maximum les intersections entre les sources. Pour cette raison, la géométrie du
système hydrothermal correspondra à une lentille incluse dans le maillage de la colonne. Elle
sera donc plus petite que celle trouvée lors de l’inversion des déplacements sommitaux post-
éruptifs. L’altitude de la lentille sera ﬁxée à la valeur trouvée au chapitre 8 (1700 mètres,
Tab. 8.4 page 201). La valeur de l’ouverture sera recalculée a posteriori
Injection d’avril (structure DA)
Cette injection sera considérée rectangulaire. Elle aura un pendage et une direction. Le
centre de rotation (Fig. C.1) sera déﬁni par rapport à un point de la ﬁssure éruptive du 2
avril. La contrainte appliquée pourra contenir une composante cisaillante et une composante
en ouverture. Les paramètres correspondent donc à la longueur et la hauteur du rectangle
(L DA et l DA), son pendage et son azimut (pd DA et az DA), un angle déﬁnissant une
rotation du rectangle (AR DA) sur le plan auquel il appartient, enﬁn les valeurs de pendage
et d’azimut du vecteur contrainte (pd t DA et az t DA). La norme du vecteur contrainte sera
recalculée a posteriori.
C.3 Choix de la fonction coût
Nous allons rechercher les paramètres géométriques des sources par procédure NA-MBEM.
Aﬁn de réduire le nombre de dimensions de l’espace des paramètres à explorer, nous avons
considéré des géométries de sources simpliﬁées et nous ne re-inverseront pas les géométries
des sources trouvées pour le réservoir temporaire des Grandes Pentes et pour le système
hydrothermal. Cependant, le nombre de paramètres reste important. Aﬁn d’accélérer la
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recherche d’un bon modèle, nous n’inverserons pas la norme des contraintes appliquées à
chaque source. Ces normes seront recalculées à chaque itération, de sorte que les déplace-
ments modélisés soient les plus proches des déplacements observés. Le détail du formalisme
de cette fonction coût est donné au chapitre 5 (paragraphe 5.4.3 page 94)
Ce formalisme du calcul de la fonction coût nécessite de calculer 7 modèles de déplacement
à chaque itération. Le temps de calcul d’un coût est donc plus long que si les contraintes
appliquées aux sources étaient inversées. Cependant, ce formalisme permet de n’inverser que
20 paramètres au lieu de 27. Le temps nécessaire à l’obtention d’un modèle satisfaisant sera


















Figure C.1 – Paramètres géométriques des sources. 7 sources sont considérées.
GP : plan de glissement des Grandes Pentes ayant une forme de trapèze isocèle. x,y,zGP : co-
ordonnées du barycentre. lGP, LGP, HGP : petit côté, grand côté et hauteur du trapèze.
DN (dyke nord) et DS (dyke sud) : les deux dykes du 30 mars. Les deux dykes sont obtenus
à partir d’un trapèze isocèle coupé en deux en son milieu. Les paramètres de ce trapèze sont :
longtop 2D : longueur du grand côté (le petit côté est ﬁxé à longtop 2D/2), pd 2D : pendage
vers l’ouest, XT 2D et ZT 2D : abscisse et altitude du centre du grand côté. L’abscisse du petit
côté est ﬁxée au niveau de la partie la plus à l’est de la colonne (XB 2D non inversée).
DA : intrusion du 2 avril en forme de rectangle. l DA et L DA : cotés du rectangle. az, pd AT :
angles de rotation du rectangle. Le centre de rotation est positionné au niveau de la ﬁssure
d’avril.
C : colonne de roche. AB altitude de la base de la colonne.
SH : système hydrothermal (pas de paramètre géométrique).
CMT : réservoir magmatique temporaire des Grandes Pentes (pas de paramètre géométrique).
Le tableau C.1 détaille les paramètres de chaque source.
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C.4 Résultats
Le nombre de paramètres à inverser est trop important pour que l’inversion converge vers
un bon modèle. Nous n’aurons donc pas accès aux intervalles de conﬁance sur les paramètres.
Cependant, quelques bons modèles ont été obtenus (misﬁt < 6%), et nous ne présenterons
ici que le meilleur d’entre eux.
Le meilleur modèle a été recalculé avec le programme MBEM en prenant en compte
toutes les sources auxquelles on applique les contraintes dont les normes ont été recalculées
a posteriori (Chap 5, paragraphe 5.4.3 page 94). Lors de ce calcul, nous prendrons aussi en
compte une faille reliant les deux ﬁssures éruptives. Nous avons vu que cette faille contrôle
les déplacements post-éruptifs (Fig. 9.5 page 225). Aucune contrainte supplémentaire ne sera
imposée à cette faille.
La ﬁgure C.2 montre la géométrie des sources obtenues pour le meilleur modèle, et la
ﬁgure C.3 les déplacements obtenus pour le meilleur modèle et pour le modèle recalculé. Les
deux types de calcul aboutissent à des déplacements très similaires et à des misﬁts presque
identiques (5,71% pour le meilleur modèle et 5,53% pour le modèle recalculé). Les résidus
sont principalement localisés au niveau des Grandes Pentes, ainsi qu’au niveau des ﬁssures
éruptives.
Le tableau C.2 donne les paramètres géométriques ainsi que les paramètres de déformation
des sources obtenues pour le meilleur modèle.
L’altitude de la base de la meilleure colonne de roche trouvée atteint environ 500 mètres
et le contraste de masse volumique est de 160 kg.m-3 entre la colonne et l’encaissant. Cette
valeur est proche des 200 kg.m-3 proposés par Gailler et al. (2009) pour expliquer les données
gravimétriques. Nous avons vu que cette colonne de roche ne pouvait pas expliquer les
déplacements post-éruptifs. En revanche, cette colonne est tout à fait cohérente avec les
déplacements syn-éruptifs. La fragmentation de la colonne de roche durant l’eﬀondrement
aurait donc provoqué un réajustement lithostatique instantané de l’édiﬁce (à l’échelle des
acquisitions InSAR).
Aﬁn d’expliquer le fort gradient de déplacement en périphérie du cône, il est nécessaire de
considérer une perte de volume d’environ 2× 106 m3 du système hydrothermal (SH). Cette
valeur est probablement surestimée. En eﬀet, il est probable que la partie supérieure du
cône ait subi un réajustement lithostatique important suite à l’eﬀondrement et ait généré un
fort gradient de déplacement en périphérie du cratère. La variation de volume importante
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GP
L GP (m) l GP (m) H GP (m) x GP (m) y GP (m)
[3000–5000] [1000–3000] [2000–9000] [368000–372000] [7648000–7652000]
3362 1846 3750 370785 7649702





ZT 2D (m) XT 2D (m) PD 2D (◦) longtop 2D (m)
[500–2000] [366500–370000] [0–80] [1000–4000]
1601 367611 8 3301
ouverture DN (m) cisaillement DN (m) ouverture DS (m) cisaillement DS (m)
0.4 0.02 0.7 0.04
DA
L DA (m) l DA (m) AZ DA (◦) PD DA (◦) AZT DA (◦)
[1500-6000] [200-800] [-90– -50] [0–90] [-20–0]
3440 566 -55 3.9 -8.9












ouverture (m) cisaillement (m)
2.8×106 0.2 0.14
Table C.2 – Paramètres du meilleur modèle pour la période syn-éruptive. Les paramètres
sont donnés source par source. Les bornes entre lesquelles sont cherchés les paramètres sont
indiquée sous forme de doublet ([min,max]) et les résultats de l’inversion correspondent au
nombre seul. Les valeurs indiquées en italique sont recalculées après l’inversion. GP : plan de
glissement des Grands Pentes ; 2D : les deux dykes du 30 mars (DN : dyke nord et DS : dyke
sud) ; DA : intrusion du 2 avril ; C : colonne de roches ; SH : système hydrothermal ; CMT :
réservoir magmatique temporaire des Grandes Pentes. Les ouvertures et les cisaillements sont
donnés pour les sources planaires, ∆V est donné pour les sources volumiques.
du système hydrothermal que nous trouvons compenserait ces déplacements. En eﬀet, le
modèle de colonne que nous avons utilisé ne prend pas en compte de réajustement au niveau
du cratère, alors qu’un tel réajustement est équivalent à un contraste de densité d’environ
2500 kg.m-3 entre l’édiﬁce et le cratère.
Les deux dykes trouvés pour l’éruption de mars (2D) ont un très faible pendage (environ
8◦) et s’enracinent au niveau de la colonne à une altitude d’environ 1500 mètres. La partie
supérieure des deux injections est très proche de la surface. L’ouverture trouvée pour chaque
source (40 et 70 cm) est cohérente avec l’épaisseur d’un dyke. Cependant, les déplacements
modélisés dans la partie est du cône central ne reproduisent que partiellement les déplace-
ments observés. Les résidus indiquent que les déplacements modélisés provoqués par les dykes
sont trop faibles à l’ouest et trop forts à l’est. Ces résidus peuvent être expliqués par le fait































Figure C.2 – Géométrie des sources trouvées pour le meilleur modèle.
que lors de l’inversion, nous avons volontairement limité l’extension vers l’ouest des dykes
au niveau de la colonne. Cette contrainte est nécessaire pour éviter les intersections entre
sources, que le programme MBEM ne gère pas toujours bien. Le modèle ne pouvait donc pas
converger vers des dykes localisés plus vers l’ouest, qui auraient pourtant permis d’ajuster
plus ﬁnement les déplacements observés. Enﬁn, nous avons considéré une géométrie de dyke
très simple. De plus, même si les dykes modélisés sont très proches de la surface, ils ne l’at-
teignent pas (Fig. C.2), ce qui ne correspond pas à la réalité. Les déplacements observés au
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Meilleur modèle (résultat brut d’inversion) : misfit = 5.71 %
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Figure C.3 – Données, modèles et résidus pour diﬀérents modèles. Au milieu : meilleur mod-
èle trouvé en sortie d’inversion. Les déplacements sont obtenus en sommant les déplacements
obtenus pour chaque source. Le misﬁt obtenu entre les données et les déplacements modélisés
est de 5,71% . En bas : déplacements obtenus en considérant toutes les sources ensemble,
auxquelles on applique les contraintes dont les normes sont recalculées a posteriori. La faille
faisant la jonction entre les deux ﬁssures éruptives a été ajoutée, mais aucune contrainte ne lui
est appliquée. Le misﬁt obtenu entre les données et les déplacements modélisés est de 5,53%
La source correspondant au réservoir temporaire (CMT) subit une ouverture d’une ving-
taine de centimètres, ce qui est cohérent avec un remplissage du réservoir. L’ouverture trouvée
est plus faible que la valeur obtenue pour la fermeture lors de la vidange du réservoir (40 cm,
Tab. 9.2 page 220), mais ces valeurs restent dans le même ordre de grandeur. D’autre part, la
valeur trouvée de 20 cm est probablement sous-estimée, dans la mesure où l’interférogramme
utilisé couvre une partie de la période post-eﬀondrement, durant laquelle le réservoir se vide
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en grande partie. Ce réservoir temporaire est nécessaire pour reproduire en partie l’aspect
en plusieurs lobes du motif de déformation des Grandes Pentes, et est à l’origine du lobe de
déformation le plus à l’est. Okuyama (2008) propose que l’intégralité des déplacements des
Grandes Pentes soit la conséquence de l’injection d’un sill dont le volume atteint 10×106 m3.
Le réservoir que nous trouvons est de taille plus modeste (0.55×106 m3) et n’est responsable
que d’une partie des déplacements.
Le plan de glissement (GP) trouvé a une altitude inférieure au plan de glissement obtenu
pour la période post-éruptive (611 mètres contre environ 900 mètres pour la période post-
éruptive). Cette altitude relativement faible est probablement due à des échecs de calcul
du programme MBEM lorsque diﬀérentes sources s’intersectent : si l’on ﬁxe une altitude
supérieure à 700 mètres pour le plan de glissement, alors le maillage obtenu intersecte le
maillage du réservoir temporaire et le calcul du modèle échoue. L’altitude du plan obtenue
pour le meilleur modèle est donc artiﬁciellement trop basse. Enﬁn, la déformation de la source
correspond à une fermeture d’environ 40 cm couplée à un cisaillement. Le cisaillement obtenu
est plus important que durant la période post-éruptive (0.75 mètres contre 0.23 mètres durant
la période post-éruptive). La plus grande partie des déplacements ne seraient donc pas due
au sill que propose Okuyama (2008), mais plutôt à une source subissant un cisaillement
important.
Enﬁn, l’orientation de la source correspondant à l’injection d’avril (DA) est alignée avec
le réservoir temporaire et la ﬁssure d’avril. La localisation de cette source est donc plutôt
concordante avec une injection. En revanche, la source trouvée est presque horizontale (PD
DA environ -4◦ et la contrainte appliquée à la source est essentiellement cisaillante. Les
valeurs de cisaillement et d’ouverture trouvées sont peu réalistes (cisaillement de 1.5 mètres,
pour une fermeture de 7 cm). Il est probable que ces paramètres soient faiblement contraints,
mais nous ne disposons pas des intervalles de conﬁance.
Annexe D















































































































































Figure D.1 – Densités de probabilité 2D et 1D pour l’inversion des déplacements post-eﬀondrement dans les Grandes Pentes. Le modèle









































































Figure D.2 – Densités de probabilité 2D et 1D pour l’inversion des déplacements post-éruption dans les Grandes Pentes. Le modèle
considéré est un rectangle et le vecteur contrainte est perpendiculaire au rectangle (ouverture) (8 paramètres géométriques et 0 paramètres

























































































































Figure D.3 – Densités de probabilité 2D et 1D pour l’inversion des déplacements post-éruption dans les Grandes Pentes. Le modèle
considéré est un rectangle et le vecteur contrainte est coplanaire au rectangle (cisaillement) (8 paramètres géométriques et 1 paramètre






























































































Figure D.4 – Densités de probabilité 2D et 1D pour l’inversion des déplacements post-éruption dans les Grandes Pentes. Le modèle
considéré est un rectangle et le vecteur contrainte peut contenir une composante cisaillante et en ouverture (8 paramètres géométriques et

































































































































































































Figure D.5 – Densités de probabilité 2D et 1D pour l’inversion des déplacements post-éruption dans les Grandes Pentes. Le modèle
considéré prend en compte deux quadrangles coplanaires, séparés par la faille proposée par Michon et Saint Ange (2008). Les vecteurs
contrainte appliqués aux quadrangles ont la même direction mais pas la même norme. Ils peuvent contenir une composante cisaillante et
en ouverture (14 paramètres géométriques et 3 paramètres pour les vecteurs contraintes). Le quadrangle est déﬁni dans un autre sustème
de coordonnées que celui présenté à la ﬁgure9.2, mais les deux système de coordonnées sont équivalents. Les paramètres az Plan, pd Plan,
az T, pd T et ratio normes sont communs aux deux systèmes de coordonnées.
Annexe E
Liste des interférogrammes
Le point dans la colonne ST indique que l’interférogramme a été utilisé dans le calcul de
série temporelle de la ligne de visée correspondante. Ces séries temporelles ont été utilisées
pour le calcul des interférogrammes interpolés.
Interférogramme ENVISAT en passe ascendante, swath 2 (2084)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
28695 26.08.2007 29196 30.09.2007 -53.22 235.34 35
28695 26.08.2007 29697 04.11.2007 109.28 -84.44 70
28695 26.08.2007 30699 13.01.2008 -90.08 154.08 140
28695 26.08.2007 32202 27.04.2008 -54.67 193.8 245
28695 26.08.2007 32703 01.06.2008 -242.73 81.89 280
28695 26.08.2007 33204 06.07.2008 78.48 -139.49 315
28695 26.08.2007 33705 10.08.2008 103.36 -117.92 350
29196 30.09.2007 29697 04.11.2007 35.79 -319.78 35
29196 30.09.2007 30699 13.01.2008 130.08 -81.26 105
29196 30.09.2007 32202 27.04.2008 2013.95 -41.54 210
29196 30.09.2007 32703 01.06.2008 68.17 -153.45 245
29196 30.09.2007 33204 06.07.2008 31.71 -374.83 280
29196 30.09.2007 33705 10.08.2008 35.13 -353.27 315
29697 04.11.2007 30699 13.01.2008 -49.38 238.52 70
29697 04.11.2007 32202 27.04.2008 -36.44 278.24 175
29697 04.11.2007 32703 01.06.2008 -75.36 166.33 210
29697 04.11.2007 33204 06.07.2008 278.39 -55.05 245
29697 04.11.2007 33705 10.08.2008 1907.34 -33.49 280
30699 13.01.2008 32202 27.04.2008 -139.06 39.72 105
30699 13.01.2008 32703 01.06.2008 143.24 -72.19 140
30699 13.01.2008 33204 06.07.2008 41.94 -293.57 175
30699 13.01.2008 33705 10.08.2008 48.13 -272.01 210
32202 27.04.2008 32703 01.06.2008 70.56 -111.91 35
32202 27.04.2008 33204 06.07.2008 32.22 -333.29 70
32202 27.04.2008 33705 10.08.2008 35.76 -311.72 105
32703 01.06.2008 33204 06.07.2008 59.3 -221.38 35
32703 01.06.2008 33705 10.08.2008 72.49 -199.82 70
33204 06.07.2008 33705 10.08.2008 -325.96 21.56 35
Table E.1 – Interférogrammes post-éruption ENVISAT en passe ascendante, swath 2 (2084)
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Interférogramme ENVISAT en passe ascendante, swath 2 (2313)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
26920 24.04.2007 27421 29.05.2007 124.52 -51.79 35
26920 24.04.2007 28423 07.08.2007 -81.05 143.33 105 •
26920 24.04.2007 28924 11.09.2007 63.43 -111.4 140 •
26920 24.04.2007 30427 25.12.2007 -34.63 294.26 245 •
26920 24.04.2007 30928 29.01.2008 242.12 11.9 280
26920 24.04.2007 31429 04.03.2008 -26.52 362.85 315
26920 24.04.2007 31930 08.04.2008 35.08 -234.58 350
26920 24.04.2007 32431 13.05.2008 315.09 6.22 385
26920 24.04.2007 32932 17.06.2008 44.26 -148.29 420
26920 24.04.2007 33433 22.07.2008 45.74 -168.68 455
27421 29.05.2007 28423 07.08.2007 -49.1 195.12 70
27421 29.05.2007 28924 11.09.2007 129.3 -59.61 105
27421 29.05.2007 30427 25.12.2007 -27.1 346.05 210 •
27421 29.05.2007 30928 29.01.2008 -256.37 63.69 245
27421 29.05.2007 31429 04.03.2008 -21.86 414.64 280
27421 29.05.2007 31930 08.04.2008 48.85 -182.79 315
27421 29.05.2007 32431 13.05.2008 -205.88 58.01 350
27421 29.05.2007 32932 17.06.2008 68.66 -96.5 385
27421 29.05.2007 33433 22.07.2008 72.31 -116.89 420
28423 07.08.2007 28924 11.09.2007 35.58 -254.72 35
28423 07.08.2007 30427 25.12.2007 -60.47 150.93 140
28423 07.08.2007 30928 29.01.2008 60.73 -131.43 175
28423 07.08.2007 31429 04.03.2008 -39.41 219.52 210 •
28423 07.08.2007 31930 08.04.2008 24.49 -377.91 245
28423 07.08.2007 32431 13.05.2008 64.47 -137.11 280
28423 07.08.2007 32932 17.06.2008 28.63 -291.61 315
28423 07.08.2007 33433 22.07.2008 29.24 -312.01 350
28924 11.09.2007 30427 25.12.2007 -22.4 405.65 105
28924 11.09.2007 30928 29.01.2008 -85.95 123.3 140
28924 11.09.2007 31429 04.03.2008 -18.7 474.25 175
28924 11.09.2007 31930 08.04.2008 78.5 -123.18 210
28924 11.09.2007 32431 13.05.2008 -79.42 117.62 245
28924 11.09.2007 32932 17.06.2008 146.39 -36.89 280
28924 11.09.2007 33433 22.07.2008 164.04 -57.29 315
30427 25.12.2007 30928 29.01.2008 30.3 -282.35 35
30427 25.12.2007 31429 04.03.2008 -113.19 68.59 70
30427 25.12.2007 31930 08.04.2008 17.43 -528.84 105
30427 25.12.2007 32431 13.05.2008 31.2 -288.04 140
30427 25.12.2007 32932 17.06.2008 19.43 -442.54 175
30427 25.12.2007 33433 22.07.2008 19.71 -462.94 210
30928 29.01.2008 31429 04.03.2008 -23.9 350.95 35 •
30928 29.01.2008 31930 08.04.2008 41.03 -246.48 70
30928 29.01.2008 32431 13.05.2008 -1045.58 -5.68 105
30928 29.01.2008 32932 17.06.2008 54.16 -160.19 140 •
30928 29.01.2008 33433 22.07.2008 56.4 -180.58 175
31429 04.03.2008 31930 08.04.2008 15.1 -597.43 35
31429 04.03.2008 32431 13.05.2008 24.46 -356.63 70 •
31429 04.03.2008 32932 17.06.2008 16.58 -511.14 105
31429 04.03.2008 33433 22.07.2008 16.79 -531.53 140
31930 08.04.2008 32431 13.05.2008 -39.48 240.8 35
31930 08.04.2008 32932 17.06.2008 -169.27 86.29 70
31930 08.04.2008 33433 22.07.2008 -150.55 65.9 105 •
32431 13.05.2008 32932 17.06.2008 51.49 -154.51 35 •
32431 13.05.2008 33433 22.07.2008 53.51 -174.9 70 •
32932 17.06.2008 33433 22.07.2008 -1360.98 -20.39 35
Table E.2 – Interférogrammes post-éruption ENVISAT en passe ascendante, swath 2 (2313)
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Interférogramme ENVISAT en passe descendante, swath 2 (2363)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
26970 28.04.2007 27471 02.06.2007 87.36 -158.16 35
26970 28.04.2007 27972 07.07.2007 21.39 -506.8 70
26970 28.04.2007 30477 29.12.2007 39.03 -274.83 245
26970 28.04.2007 30978 02.02.2008 18.44 -543.9 280
26970 28.04.2007 31980 12.04.2008 15.21 -645.47 350
26970 28.04.2007 32481 17.05.2008 70.24 -193.52 385
26970 28.04.2007 32982 21.06.2008 57.28 -203.43 420
26970 28.04.2007 33483 26.07.2008 49.6 -213.69 455
27471 02.06.2007 27972 07.07.2007 28.33 -348.64 35
27471 02.06.2007 30477 29.12.2007 70.55 -116.67 210
27471 02.06.2007 30978 02.02.2008 23.37 -385.74 245
27471 02.06.2007 31980 12.04.2008 18.42 -487.31 315
27471 02.06.2007 32481 17.05.2008 358.47 -35.35 350
27471 02.06.2007 32982 21.06.2008 166.38 -45.27 385
27471 02.06.2007 33483 26.07.2008 114.75 -55.53 420
27972 07.07.2007 30477 29.12.2007 -47.34 231.97 175
27972 07.07.2007 30978 02.02.2008 133.58 -37.1 210
27972 07.07.2007 31980 12.04.2008 52.67 -138.67 280
27972 07.07.2007 32481 17.05.2008 -30.76 313.29 315
27972 07.07.2007 32982 21.06.2008 -34.14 303.37 350
27972 07.07.2007 33483 26.07.2008 -37.61 293.11 385
30477 29.12.2007 30978 02.02.2008 34.95 -269.06 35
30477 29.12.2007 31980 12.04.2008 24.93 -370.64 105
30477 29.12.2007 32481 17.05.2008 -87.84 81.32 140
30477 29.12.2007 32982 21.06.2008 -122.49 71.41 175
30477 29.12.2007 33483 26.07.2008 -183.15 61.14 210
30978 02.02.2008 31980 12.04.2008 86.95 -101.58 70
30978 02.02.2008 32481 17.05.2008 -25 350.39 105
30978 02.02.2008 32982 21.06.2008 -27.19 340.47 140
30978 02.02.2008 33483 26.07.2008 -29.35 330.21 175
31980 12.04.2008 32481 17.05.2008 -19.42 451.97 35
31980 12.04.2008 32982 21.06.2008 -20.71 442.05 70
31980 12.04.2008 33483 26.07.2008 -21.94 431.78 105
32481 17.05.2008 32982 21.06.2008 310.47 -9.91 35
32481 17.05.2008 33483 26.07.2008 168.78 -20.18 70
32982 21.06.2008 33483 26.07.2008 369.84 -10.26 35
Table E.3 – Interférogrammes post-éruption ENVISAT en passe descendante, swath 2 (2363)
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Interférogramme ENVISAT en passe descendante, swath 3 (3091)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
26698 09.04.2007 27700 18.06.2007 52.58 -313.78 70 •
26698 09.04.2007 29704 05.11.2007 88.59 -159.15 210
26698 09.04.2007 30706 14.01.2008 42.69 -322.78 280
26698 09.04.2007 32209 28.04.2008 52.88 -281.1 385
26698 09.04.2007 33211 07.07.2008 447.52 -56.87 455
26698 09.04.2007 33712 11.08.2008 48.17 -284.31 490
27700 18.06.2007 29704 05.11.2007 -129.34 154.62 140 •
27700 18.06.2007 30706 14.01.2008 227.05 -9.01 210 •
27700 18.06.2007 32209 28.04.2008 -9208.39 32.68 315 •
27700 18.06.2007 33211 07.07.2008 -59.58 256.9 385
27700 18.06.2007 33712 11.08.2008 575.01 29.46 420
29704 05.11.2007 30706 14.01.2008 82.4 -163.63 70 •
29704 05.11.2007 32209 28.04.2008 131.18 -121.95 175 •
29704 05.11.2007 33211 07.07.2008 -110.46 102.28 245 •
29704 05.11.2007 33712 11.08.2008 105.59 -125.16 280 •
30706 14.01.2008 32209 28.04.2008 -221.59 41.69 105 •
30706 14.01.2008 33211 07.07.2008 -47.19 265.91 175
30706 14.01.2008 33712 11.08.2008 -375.21 38.47 210 •
32209 28.04.2008 33211 07.07.2008 -59.97 224.22 70
32209 28.04.2008 33712 11.08.2008 541.21 -3.21 105
33211 07.07.2008 33712 11.08.2008 53.98 -227.44 35
Table E.4 – Interférogrammes post-éruption ENVISAT en passe descendante, swath 3 (3091)
Interférogramme ENVISAT en passe ascendante, swath 3 (3356)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
27464 01.06.2007 29969 23.11.2007 -167.27 117.84 175
27464 01.06.2007 31973 11.04.2008 184.41 -90.37 315
27464 01.06.2007 32474 16.05.2008 -215.24 90.76 350
27464 01.06.2007 32975 20.06.2008 139.71 -64.37 385
27464 01.06.2007 33476 25.07.2008 180.92 -79.84 420
29969 23.11.2007 31973 11.04.2008 87.71 -208.22 140
29969 23.11.2007 32474 16.05.2008 750.58 -27.08 175
29969 23.11.2007 32975 20.06.2008 76.13 -182.21 210
29969 23.11.2007 33476 25.07.2008 86.92 -197.68 245
31973 11.04.2008 32474 16.05.2008 -99.32 181.13 35
31973 11.04.2008 32975 20.06.2008 576.32 26 70
31973 11.04.2008 33476 25.07.2008 9554.14 10.53 105
32474 16.05.2008 32975 20.06.2008 84.72 -155.13 35
32474 16.05.2008 33476 25.07.2008 98.3 -170.6 70
32975 20.06.2008 33476 25.07.2008 -613.32 -15.47 35
Table E.5 – Interférogrammes post-éruption ENVISAT en passe ascendante, swath 3 (3356)
379
Interférogramme ENVISAT en passe descendante, swath 5 (5048)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
26655 06.04.2007 27156 11.05.2007 126.15 -167.74 35 •
26655 06.04.2007 27657 15.06.2007 121.03 -258.9 70
26655 06.04.2007 30663 11.01.2008 69.86 -309.78 280
26655 06.04.2007 32166 25.04.2008 66.7 -333.19 385
26655 06.04.2007 32667 30.05.2008 78.47 -338.1 420
26655 06.04.2007 33168 04.07.2008 -252.17 30.26 455
26655 06.04.2007 33669 08.08.2008 67.94 -305 490
27156 11.05.2007 27657 15.06.2007 2984.58 -91.16 35 •
27156 11.05.2007 30663 11.01.2008 156.56 -142.04 245 •
27156 11.05.2007 32166 25.04.2008 141.53 -165.45 350 •
27156 11.05.2007 32667 30.05.2008 207.64 -170.36 385
27156 11.05.2007 33168 04.07.2008 -84.08 198 420
27156 11.05.2007 33669 08.08.2008 147.25 -137.26 455 •
27657 15.06.2007 30663 11.01.2008 165.22 -50.88 210
27657 15.06.2007 32166 25.04.2008 148.57 -74.3 315 •
27657 15.06.2007 32667 30.05.2008 223.16 -79.2 350 •
27657 15.06.2007 33168 04.07.2008 -81.78 289.16 385 •
27657 15.06.2007 33669 08.08.2008 154.89 -46.1 420 •
30663 11.01.2008 32166 25.04.2008 1474.18 -23.41 105 •
30663 11.01.2008 32667 30.05.2008 -636.39 -28.32 140
30663 11.01.2008 33168 04.07.2008 -54.7 340.04 175
30663 11.01.2008 33669 08.08.2008 2477.83 4.78 210 •
32166 25.04.2008 32667 30.05.2008 -444.5 -4.9 35
32166 25.04.2008 33168 04.07.2008 -52.75 363.46 70
32166 25.04.2008 33669 08.08.2008 -3639.47 28.19 105
32667 30.05.2008 33168 04.07.2008 -59.85 368.36 35
32667 30.05.2008 33669 08.08.2008 506.34 33.09 70
33168 04.07.2008 33669 08.08.2008 53.52 -335.26 35 •
Table E.6 – Interférogrammes post-éruption ENVISAT en passe descendante, swath 5 (5048)
Interférogramme ENVISAT en passe ascendante, swath 5 (5399)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
27006 30.04.2007 27507 04.06.2007 191.67 -51.32 35
27006 30.04.2007 30012 26.11.2007 351.23 30.68 210 •
27006 30.04.2007 30513 31.12.2007 -80.1 356.91 245
27006 30.04.2007 32016 14.04.2008 173.43 -87.88 350 •
27006 30.04.2007 32517 19.05.2008 282.8 14.02 385
27006 30.04.2007 33018 23.06.2008 105.47 -101.44 420
27006 30.04.2007 33519 28.07.2008 118.99 -128.34 455
27507 04.06.2007 30012 26.11.2007 -421.89 82 175
27507 04.06.2007 30513 31.12.2007 -56.49 408.23 210 •
27507 04.06.2007 32016 14.04.2008 1822.34 -36.56 315
27507 04.06.2007 32517 19.05.2008 -594.76 65.34 350
27507 04.06.2007 33018 23.06.2008 234.51 -50.12 385 •
27507 04.06.2007 33519 28.07.2008 313.79 -77.02 420 •
30012 26.11.2007 30513 31.12.2007 -65.23 326.23 35 •
30012 26.11.2007 32016 14.04.2008 342.58 -118.56 140 •
30012 26.11.2007 32517 19.05.2008 1451.56 -16.66 175
30012 26.11.2007 33018 23.06.2008 150.73 -132.12 210
30012 26.11.2007 33519 28.07.2008 179.95 -159.02 245
30513 31.12.2007 32016 14.04.2008 54.79 -444.8 105 •
30513 31.12.2007 32517 19.05.2008 62.42 -342.89 140
30513 31.12.2007 33018 23.06.2008 45.53 -458.35 175 •
30513 31.12.2007 33519 28.07.2008 47.87 -485.25 210 •
32016 14.04.2008 32517 19.05.2008 -448.41 101.9 35 •
32016 14.04.2008 33018 23.06.2008 269.14 -13.56 70
32016 14.04.2008 33519 28.07.2008 379.06 -40.46 105
32517 19.05.2008 33018 23.06.2008 168.19 -115.46 35
32517 19.05.2008 33519 28.07.2008 205.42 -142.36 70
33018 23.06.2008 33519 28.07.2008 -928.17 -26.9 35 •
Table E.7 – Interférogrammes post-éruption ENVISAT en passe ascendante, swath 5 (5399)
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Interférogramme ENVISAT en passe descendante, swath 6 (6277)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
26884 22.04.2007 27385 27.05.2007 330.35 -151.14 35 •
26884 22.04.2007 29890 18.11.2007 69.64 -348.14 210
26884 22.04.2007 30892 27.01.2008 52.42 -472.32 280
26884 22.04.2007 31894 06.04.2008 56.05 -419.66 350 •
26884 22.04.2007 32395 11.05.2008 175.57 -232.84 385
26884 22.04.2007 32896 15.06.2008 2014.21 -100.31 420
26884 22.04.2007 33397 20.07.2008 354.45 -104.48 455 •
27385 27.05.2007 29890 18.11.2007 88.24 -197 175 •
27385 27.05.2007 30892 27.01.2008 62.3 -321.18 245 •
27385 27.05.2007 31894 06.04.2008 67.51 -268.52 315 •
27385 27.05.2007 32395 11.05.2008 374.72 -81.7 350
27385 27.05.2007 32896 15.06.2008 -395.16 50.83 385
27385 27.05.2007 33397 20.07.2008 -4858.81 46.66 420 •
29890 18.11.2007 30892 27.01.2008 211.96 -124.18 70 •
29890 18.11.2007 31894 06.04.2008 287.29 -71.52 140 •
29890 18.11.2007 32395 11.05.2008 -115.42 115.3 175 •
29890 18.11.2007 32896 15.06.2008 -72.13 247.83 210
29890 18.11.2007 33397 20.07.2008 -86.67 243.66 245 •
30892 27.01.2008 31894 06.04.2008 -808.4 52.66 70 •
30892 27.01.2008 32395 11.05.2008 -74.73 239.48 105 •
30892 27.01.2008 32896 15.06.2008 -53.82 372.02 140
30892 27.01.2008 33397 20.07.2008 -61.52 367.84 175 •
31894 06.04.2008 32395 11.05.2008 -82.34 186.82 35 •
31894 06.04.2008 32896 15.06.2008 -57.66 319.35 70
31894 06.04.2008 33397 20.07.2008 -66.58 315.18 105
32395 11.05.2008 32896 15.06.2008 -192.34 132.53 35
32395 11.05.2008 33397 20.07.2008 -347.89 128.36 70
32896 15.06.2008 33397 20.07.2008 430.15 -4.17 35
Table E.8 – Interférogrammes post-éruption ENVISAT en passe descendante, swath 6 (6277)
Interférogramme ENVISAT en passe descendante, swath 7 (7005)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
27113 08.05.2007 27614 12.06.2007 -1149.41 -79.58 35 •
27113 08.05.2007 29618 30.10.2007 161.33 -184.8 175
27113 08.05.2007 30620 08.01.2008 152.76 -206.23 245
27113 08.05.2007 32624 27.05.2008 215.85 -221.82 385 •
27113 08.05.2007 33626 05.08.2008 143.73 -199.73 455 •
27614 12.06.2007 29618 30.10.2007 141.47 -105.22 140
27614 12.06.2007 30620 08.01.2008 134.84 -126.66 210 •
27614 12.06.2007 32624 27.05.2008 181.72 -142.24 350 •
27614 12.06.2007 33626 05.08.2008 127.75 -120.15 420 •
29618 30.10.2007 30620 08.01.2008 2875.58 -21.43 70
29618 30.10.2007 32624 27.05.2008 -638.72 -37.02 210
29618 30.10.2007 33626 05.08.2008 1317.33 -14.93 280
30620 08.01.2008 32624 27.05.2008 -522.63 -15.59 140
30620 08.01.2008 33626 05.08.2008 2430.99 6.51 210 •
32624 27.05.2008 33626 05.08.2008 430.16 22.09 70 •
Table E.9 – Interférogrammes post-éruption ENVISAT en passe descendante, swath 7 (7005)
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Interférogramme ENVISAT en passe ascendante, swath 7 (7170)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
26777 14.04.2007 27278 19.05.2007 607.11 -47.06 35 •
26777 14.04.2007 27779 23.06.2007 130.52 -100.45 70
26777 14.04.2007 28280 28.07.2007 279.92 -23.05 105
26777 14.04.2007 28781 01.09.2007 94.66 -227.13 140
26777 14.04.2007 32288 03.05.2008 221.46 -86.37 385
26777 14.04.2007 32789 07.06.2008 80.7 -206.75 420
26777 14.04.2007 33290 12.07.2008 66.12 -333.95 455
27278 19.05.2007 27779 23.06.2007 166.26 -53.39 35 •
27278 19.05.2007 28280 28.07.2007 519.39 24 70 •
27278 19.05.2007 28781 01.09.2007 112.15 -180.07 105
27278 19.05.2007 32288 03.05.2008 348.62 -39.31 350
27278 19.05.2007 32789 07.06.2008 93.07 -159.69 385
27278 19.05.2007 33290 12.07.2008 74.2 -286.89 420
27779 23.06.2007 28280 28.07.2007 -244.54 77.4 35 •
27779 23.06.2007 28781 01.09.2007 344.57 -126.68 70 •
27779 23.06.2007 32288 03.05.2008 -317.84 14.08 315
27779 23.06.2007 32789 07.06.2008 211.42 -106.3 350
27779 23.06.2007 33290 12.07.2008 134.01 -233.5 385
28280 28.07.2007 28781 01.09.2007 143.03 -204.08 35 •
28280 28.07.2007 32288 03.05.2008 1060.33 -63.31 280
28280 28.07.2007 32789 07.06.2008 113.39 -183.69 315
28280 28.07.2007 33290 12.07.2008 86.57 -310.89 350
28781 01.09.2007 32288 03.05.2008 -165.33 140.76 245
28781 01.09.2007 32789 07.06.2008 547.16 20.38 280
28781 01.09.2007 33290 12.07.2008 219.3 -106.82 315 •
32288 03.05.2008 32789 07.06.2008 126.97 -120.38 35
32288 03.05.2008 33290 12.07.2008 94.26 -247.58 70 •
32789 07.06.2008 33290 12.07.2008 365.99 -127.2 35 •
Table E.10 – Interférogrammes post-éruption ENVISAT en passe ascendante, swath 7 (7170)
Interférogramme ALOS en passe ascendante, swath A (A539)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
06574 19.04.2007 09929 05.12.2007 230
06574 19.04.2007 11271 06.03.2008 322
06574 19.04.2007 11942 21.04.2008 368
06574 19.04.2007 13284 22.07.2008 460
08587 04.09.2007 13955 06.09.2008 368
09929 05.12.2007 11271 06.03.2008 92
09929 05.12.2007 11942 21.04.2008 138
09929 05.12.2007 13284 22.07.2008 230
11271 06.03.2008 11942 21.04.2008 46
11271 06.03.2008 13284 22.07.2008 138
11942 21.04.2008 13284 22.07.2008 92
Table E.11 – Interférogrammes post-éruption ALOS en passe ascendante, swath A (A539)
Interférogramme ALOS en passe ascendante, swath A (A540)
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
08164 06.08.2007 13532 08.08.2008 368
08164 06.08.2007 14203 23.09.2008 414
08835 21.09.2007 10848 06.02.2008 138
08835 21.09.2007 11519 23.03.2008 184
10848 06.02.2008 11519 23.03.2008 46
13532 08.08.2008 14203 23.09.2008 46
Table E.12 – Interférogrammes post-éruption ALOS en passe ascendante, swath A (A540)
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N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
Interférogramme ENVISAT en passe ascendante, swath 2 (2313)
26419 20.03.2007 26920 24.04.2007 -23.49 326.54 35
Interférogramme ENVISAT en passe descendante, swath 2 (2363)
26469 24.03.2007 26970 28.04.2007 -18.34 534.45 35
Interférogramme ENVISAT en passe ascendante, swath 5 (5399)
26505 26.03.2007 27006 30.04.2007 -65.94 236.93 35
Interférogramme ENVISAT en passe descendante, swath 6 (6277)
26383 18.03.2007 26884 22.04.2007 -75.55 334.22 35
Interférogramme ALOS en passe descendante, swath A (A539)
05903 04.03.2007 06574 19.04.2007 46
Table E.13 – Interférogrammes couvrant la période syn-éruptive
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
Interférogramme ENVISAT en passe ascendante, swath 2 (2313)
11890 08.06.2004 12391 13.07.2004 -16.36 544.56 35
Interférogramme ENVISAT en passe descendante, swath 3 (3091)
21688 24.04.2006 22690 03.07.2006 -35.2 350.39 70
Interférogramme ENVISAT en passe ascendante, swath 3 (3356)
13436 24.09.2004 15440 11.02.2005 56.06 -217.86 140
Interférogramme ENVISAT en passe descendante, swath 5 (5048)
15633 25.02.2005 16134 01.04.2005 -52.99 361.01 35
Interférogramme ENVISAT en passe ascendante, swath 5 (5399)
10473 01.03.2004 11475 10.05.2004 -79.02 205.93 70
11475 10.05.2004 11976 14.06.2004 20.67 -968.82 35
14481 06.12.2004 15483 14.02.2005 -31.42 674.75 70
15483 14.02.2005 15984 21.03.2005 330.16 -105.4 35
15984 21.03.2005 16485 25.04.2005 16.35 -1340.83 35
Interférogramme ENVISAT en passe descendante, swath 6 (6277)
21874 07.05.2006 22876 16.07.2006 -36.01 579.45 70
22876 16.07.2006 23377 20.08.2006 43.46 -496.37 35
23377 20.08.2006 23878 24.09.2006 39.44 -549.29 35
Interférogramme ENVISAT en passe descendante, swath 7 (7005)
12083 22.06.2004 13085 31.08.2004 242.73 -44.52 70
13085 31.08.2004 13586 05.10.2004 -26.51 942.63 35
Table E.14 – Interférogrammes sur lesquels la dynamique du cône est visible
N◦ track maîtresse Date maîtresse N◦ track esclave Date esclave Alti. Ambi B⊥ Bt ST
Interférogramme ENVISAT en passe ascendante, swath 2 (2313)
13393 21.09.2004 15397 08.02.2005 -77.19 128.46 140
Interférogramme ENVISAT en passe ascendante, swath 3 (3356)
19448 18.11.2005 22454 16.06.2006 -74.8 139.2 210
Interférogramme ENVISAT en passe ascendante, swath 7 (7170)
27278 19.05.2007 32789 07.06.2008 93.07 -159.69 385
Interférogramme RADARSAT-2 00Q8
08789 20.08.2009 17707 06.05.2011 93.07
Table E.15 – Interférogrammes sur lesquels le glissement du ﬂanc est visible
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L’éruption d’avril 2007 du Piton de la Fournaise (Île de la Réunion, Océan Indien) a été marquée par les
plus gros volumes de lave émis de ces deux derniers siècles, ainsi que par l’eﬀondrement du cratère sommital
(le Dolomieu) sur plus de 300 mètres de haut. Des données d’interférométrie radar (InSAR) montrent que
les déplacements associés à cette éruption sont inhabituels pour deux raisons : (1) ils ont aﬀecté l’ensemble
de l’enclos Fouqué durant l’éruption, (2) deux motifs de déformation ont persisté plus d’un an après la ﬁn
de l’éruption. Le premier résulte d’une subsidence centripète du cône central et le second d’un glissement
vers l’est du ﬂanc est du volcan. Une méthode, appelée tomographie de déplacements, a été développée
pour modéliser les déplacements, basée sur une discrétisation du sous-sol en sources unitaires, et sur la
minimisation de deux fonctions coût. Elle permet de trouver une répartition compacte des variations de
volume des sources unitaires permettant de reproduire au mieux les déplacements observés. En parallèle,
la procédure NA-MBEM, une méthode de modélisation basée sur la combinaison d’un modèle numérique
(MBEM) et d’une inversion de type Monte Carlo (NA), a été modiﬁée pour diminuer le temps de calcul
nécessaire à l’obtention d’un bon modèle, et nous montrons que l’utilisation de données temporellement
interpolées permet d’améliorer les résultats d’inversion. L’application des deux méthodes de modélisation aux
données de déplacements de l’éruption d’avril 2007, montre que durant la période post-éruptive, la subsidence
du cône central est provoquée par une source localisée de manière superﬁcielle sous le cône central. Cette
source est interprétée comme un système hydrothermal en déﬂation, dont le drainage aurait été amorcé par
l’eﬀondrement du Dolomieu. Les déplacements du ﬂanc est seraient dus à deux sources diﬀérentes, toutes
les deux superﬁcielles et parallèles à la topographie. L’une est interprétée comme un réservoir temporaire en
cours de vidange durant la ﬁn de l’ éruption, et l’autre comme un niveau de glissement sur lequel glisserait
le ﬂanc est. Enﬁn, nous proposons un modèle préliminaire des déplacements ayant eu lieu durant l’éruption,
ainsi qu’un scénario de la succession de tous les événements à l’origine des déformations enregistrées entre
le 30 mars 2007 et juin 2008.
Abstract
The April 2007 eruption of the Piton de la Fournaise (Réunion Island), study from radar
interferometry and GPS data, development and application of modelling procedures
The April 2007 eruption of Piton de la Fournaise (Réunion Island, Indian Ocean) was characterised by the
largest lava emission in the past two centuries, and by a 300 m deep caldera collapse at the summit craters (the
Dolomieu). Synthetic aperture radar interferometry (InSAR) data show complex displacements associated
with this eruption, which are unusual for two reasons : (i) the whole Enclos Fouqué was aﬀected during the
eruption, (ii) two deformation patterns persist more than one year after the end of the eruption. The ﬁrst
signal results from subsidence of the summit area, and the second from a sliding of the volcano’s eastern ﬂank
towards the East. A method, called displacement tomography, was developed to model these displacements.
It is based on discretization of the volcano’s interior into unitary sources, and on a minimisation of two cost
functions to ﬁnd a compact repartition of the volumetric variations of these sources, which best reproduce
the observed displacements. On the other hand, the NA-MBEM procedure (a modelling procedure based on a
combination of a fully 3D boundary element method and a Monte Carlo inversion procedure), was improved
to reduce the necessary computational time to obtain satisfying results. Furthermore, we show that temporal
interpolation of the data improves the inversion results. The application of both modelling methods on the
April 2007 displacement data, shows that during the post-eruptive period, the subsidence of the central cone
is caused by a shallow source, located under the cone. This source is interpreted as a deﬂating hydrothermal
system, whose drainage could have begun during the Dolomieu collapse. The eastern ﬂank displacements
could be the consequence of two sources, both shallow and parallel to the topography. The ﬁrst one is
interpreted as a temporary magma chamber, which is emptying during the end of the eruption. The second
one is interpreted as a layer on which the eastern ﬂank was sliding. Finally, we propose a preliminary model
of the displacements that occurred during the eruption, and a scenario of the successive events causing the
displacements recorded between March 30, 2007, and June 2008.
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