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A completely symmetric duality theory is derived for convex integral func- 
tion&. As an example we derive an infinite-dimensional version of prototype 
geometric programming. In this case the dual problem may turn out to be 
finite-dimensional. Examples from statistics are included. 
1. INTRODUCTION 
The use of duality principles in finite-dimensional optimization theory is 
now well established. The reasons for this are manifold. It usually turns out that 
either the primal or the dual problem is computationally more simple and the 
notion of primal-dual furnishes a very powerful termination criterion for algo- 
rithms. Furthermore, the dual problem often admits new interpretation and 
insight into the problem. For finite dimensions, many dual problems have been 
formulated and successfully utilized [7, 8, IO]. 
It is the purpose of this paper to develop a completely symmetric duality 
theory for convex integral functionals by an appropriate extension of generalized 
geometric programming. To date, most research on duality in infinite-dimen- 
sional mathematical programming has concentrated on linear functionals [3, 63. 
As a specific example of the theory, we look at the generalization of prototype 
geometric programming. A major result here is that although the primal problem 
is infinite-dimensional, the dual may be finite-dimensional and hence more 
easily solved by standard techniques. This is then illustrated by applications 
to statistics. 
2. CONVEXITY AND CONJUGACY 
We consider convex functionals of the form 
G(x) = f R(& 49) P(W, 
‘T 
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where T is a measure space with a complete u-finite measure p. x EL, a linear 
space of mappings s: T + X having the following properties: (i) complete 
separable real metric space, and (ii) measurable space. g is a convex normal 
integrand, i.e., g is a nontrivial closed convex function of x(t) bounded from 
below for each t and for each x and g is measurable on T x S. 
Define the dual space of X to be Y and M to be the space of linear measurable 
functions y: T + Y. Bv construction x(t) . y(t) is well defined for all t. Hence so _ 
is 
(x, Y> = /,x(t) . Y(f) (4. (2) 
L (and M) must be decomposable sets, i.e., if 3x,: S + X and x1: T/S -+ X, S 
is a measurable subset and x0 , *t’r EL, then 
belongs to L. 
x n x() on x 
n Xl = on TIS 
Under these conditions, Rockafellar [9] has shown that G(x) and its conjugate 
transform (given in Definition 2) are well defined. 
DEFINITION 1. The subgradient set of G at a point (function) z is defined by 
W4 = (Y I G(4 - ( y, z - x) < G(x) Vx E C}, where C is a convex set. 
DEFINITION 2. The conjugate transform of a functional G(x) defined on 
x E C, [G(x): C], is [H(y): n], where H(y) = SU~~~~{(X, y) - G(x)) and 
D = (y I (x,y) - G(x) < co}. 
DEFINITION 3. The positive homogeneous extension of a conjugate trans- 
form is [H+(y, A): D+], where 
if X = 0 and sup(x,y) < co, 
XEC 
D, = NY, 4 I SUP(X,Y) < ~0, h --y 0) u {(XX) I y/he D,h > O}, 
and A(t) is a measurable mapping T - R (the real numbers). 
The conjugate transform and its positive homogeneous extension are both 
closed convex functionals by construction. 
If [G(x): C] and [H(y): D] are closed conjugate functionals, we have by 
construction that 
G(x) .+ H(y) ‘: x:.x, y” forye n, s E c. (3) 
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The following two lemmas are generalizations of Peterson’s work [7] to 
infinite dimensions. 
LEMMA 1. The conjugate transform of [G+(x, K): KC] for fixed K > 0 is 
[ jT K(t) Wt y(t)) CL@): u) . 
Proof. By definition, the conjugate transform of [Gf(x, K): KC] for fixed 
K > 0 is given by 
sup{(r, 3,:; - G+(x, ~11 
SEKC 
= SUP ]<x> Y> - I, K(t) & x(t)/fdt)) /@I j since K > 0, 
IEKC 
= 
J 
; K(t) h(t, Y(t)) tL(dth where y E D. 
LEMMA 2. The conjugate transform of [Gi-(x, K): C+] is the identically zero 
function on {(y, (b) ! y E D and h(t, y(t)) + 4(t) < 0 p-a.e. on T) 
Proof. The conjugate transform of [srg+: C+] is given by 
Explicit evaluation of Eq. (4) using Definitions 2 and 3 and Lemma 1 gives 
a finite value of zero iff 
W, Y(t), K(t)) + 4(t) < 0 p-a.e. on T. 
Further, we define a measure space A with complete u-finite measure v to be 
an index set on the functionals. This set is partitioned into three measurable 
subsets -4,) -4,) and A,. 
We define 
G,(x,) g 1 G(x(a), a) v(da) 
‘Ai 
--= i r n g(t, x(t, 4, a) Adt) v(da). 
- .4/” T 
(5) 
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We strengthen condition (ii) to read ‘If is measurable on T x X x A and 
x(t, a), h(t, a) are T x ,4 measurable”. 
The functionals G(x(a), u) are defined over a convex subset C, CL,. Also 
and 
Li g x L, , i==o, 1,2. 
EA, 
Hence we can associate with G,(q) a convex subset Ci C Li , i == 0 1, 2. The 
inner product is also extended to X i< Ai, Y x Ai to be 
and with 
(6) 
(7) 
3. DUAL PROBLEMS AND THE OPTIMALITY CONDITIONS 
The primal formulation of an infinite-dimensional mathematical program is 
given below as Program A. 
Program A: 
@ = inf G,(x,) + GS+(x2 , K) (8) 
subject to the explicit constraints 
g(t, x(t, a>, a) G 0, p x v-a.e. on T x A, (9) 
the implicit constraints 
*o E co, XlE c-1, (x2, 4 E c,+, (10) 
and the subspace condition 
where 
x E x, (11) 
c,+ = {(x2 ) x) 1 K = 0 and SUP (%, y2) < GO) u {(x2, K) I K > 0, and X~:~ E c,), 
Y&J* 
(12) 
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and 
G-+(x(u), ~(44 
=-= sup 6, , yz) 
Y?G 
if K = 0 and sup (x2 , yz) < 03, 
Y&D, 
J 
(13) 
=: T '+, a) k'(t, x(t, +(t, a>, a> P(dt) 
if K > 0 and x(u)/K(u) E C, , a E& . 
In Section 4, we show that the dual problem, Program B, corresponding to 
Program A, is given by 
Program B: 
* = inf &(YJ + ~&+(YI ,4 
subject to the explicit constraints 
NC Y(4 4, 4 < 0, p x v-a.e. on T x A,, 
the implicit constraints 
YOEDOP (Yl, h)Ea+, Y2ED2, 
(14) 
(15) 
(16) 
and the subspace condition 
where 
4+ 
= 
YEXL, 
u {(yl , W I h > 0, andy,lA E 41. 
(17) 
(18) 
if h=O and sup<x,,y,) < co, 
%ECl 
P P (19) 
if X > 0 and YJXE D,, and x1 is the orthogonal 
complement of x. 
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We note that programs A and B are completely symmetric. The primal and dual 
solutions are related by 
x0 E who, Xl E WYl,i~), h >o; 
3/K E =h(YA, K > 0. 
WY 
Alternatively, we have 
yo f =o(ro), ?;,/A E ~G,(xd, x > 0; % E =&,/K), K > 0. 
(21) 
In addition, the primal and dual objective functionals sum to zero (see Section 
4 for proof). Hence 
cD+yh=o. (22) 
These optimality conditions combined with feasibility conditions on the 
primal variables provide us with sufficient information to determine a primal 
optimal point from a dual optimal point. 
4. DUALITY THEORY 
We now derive the results of Section 3 using Section 2. By construction, 
using Definition 2 and Eqs. (5) and (6), we have that 
Go@,) -t Ho(yo) 2 Go 7 YO) (23) 
for feasible x0 and y. . 
Similarly, but using in addition Lemma 2, we have that 
G+(x, > K) + 0 2 (x2 , Yz) (24) 
for feasible xa and ya and 
(25) 
for feasible x1 and yr . 
Summing inequalities (23), (24), and (25), we obtain 
Go@,) + G %z > K) + f-&(yo) + q+(Y, Y A) 3 <x, Y> = 03 (26) 
where we have used Eqs. (7), (1 i), and (17). 
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THEOREM 1. Given that Programs A and B are both consistent and the func- 
tionals have the properties stated in Section 1, then 
Gob,) i G’h t K) + ff”(YO) + fG’(Y2 ) 4 = 0 
for optimal (x, K) and (y, A). 
Proof. By construction, G,(3c,) + G,+(x, , K) is convex in (x, K) and 
W,(y,J + H,+(y, , X) is convex in (y, X). Suppose Program B attains its mini- 
mum at point (y*, h*). Consider the subgradient set of H&y,) + H,+(y, , A) 
at point (y”, h*) and call it ?H(y*, h*). Now 
aqy*, A*) c 2 ci. 
i-0 
Since the functionals are closed and convex we have 
Go+,) + G+@, , K) + HOCY”) + ff,+(Y, ,A) == (% y) 
for (x, K) 6 iM(y*, h*). 
If aH(y*, X*) n x # 4, then choose any point in the intersection and 
(x, y*> = 0 
since x E x and y* E x1 and the result follows immediately. 
Hence suppose aH(y*, h*) n x = 4. Let P(y*, A*) be the closed convex cone 
of feasible directions at (y*, h*). Now aH(y*, X*) n P(y*, A*) is a compact 
convex set and x is a subspace. By the Hahn-Banach theorem, there exist a 
function y’ such that 
and 
CGY’) = 0 forx6x 
(x, Y’> < 0 for (x, fc) E aH(y*, A*) n P(y*, A*). 
This implies that 
y” + cdy’ E XL. 
Continuity tells us that there exists a small positive a! such that Ho + H,+ 
at (y* + my’, A* + cwh’) is less than at (y*, A*), which contradicts the optimality 
of (Y *, X*). The result thus follows. 
COROLLARY. The relationship between the primal and dual variables at opti- 
mality is given by Eqs. (20) and (21). 
Proof. Straightforward from the definitions. 
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5. INFINITE-DIMENSIONAL PROTOTYPE GEOMETRIC PROGRAMMING 
By prototype geometric programming, we mean the well known posynomial 
programming 141 as opposed to the more recent generalized geometric pro- 
gramming [7]. Many versions of infinite dimensional prototype geometric 
programming are possible. The following seems to be most useful from the 
point of view of its application to statistics. 
We consider a finite index set of the integers 1, 2,..., n with p + 1 subsets 
(01, (l),..., (p]. Our version of prototype geometric programming is 
Minimize ” 
SC 
Si(t) In &(t)/cJt) - i x,(t) In x,(t) ~(‘(dt) 
= i-l k=l 
subject to 
Ix h(t) PW = 1, = PI 
($; &(t) = A,(t), k = l,..., p, I”--a.e. on T, 
h(f) >, 0, i = l,..., n, p-a.e. on T, 
s 
A*(t) S(t) dt = 0, 
7 
w = Gw,..., w))*, 
where * denotes a transpose and A(t) = jl ~,~(t)ll is an n x m matrix. 
Writing the above in the generalized geometric format, Program B, given in 
Section 3, we obtain 
Minimize jT g h(t) In W/c&) ~(4 + i j C W In W/M~) h&N ~(4 
kl T{k} 
(27) 
subject to 
SC W) PW = 1, (28) = (01 
c 4(t) = &(t>, k==l ,..., p, p-a.e. on T, (29) 
w 
h(f) b 0, p-a.e.onT, i=l,..., n, (30) 
s 
A*(t) s(t) dt = 0. (31) 
T 
The terms in Eq. (27) correspond to H,(y,,) and HIi (yr , h), respectively. 
These are easily shown to be convex functionals. There are no explicit con- 
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straints and Equations (28) (29) and (30) comprise the implicit constraints. 
Equation (31) corresponds to the subspace condition in Program B, Eq. (17). 
Hence Program A may be evaluated by calculation of the appropriate transforms 
and orthogonality conditions. Taking conjugate transforms we find Program A 
to be 
subject to 
Minimize In j C ci(t) exp(Pi(t)) p(dt) 
T (0) 
(32) 
In C ci(t) exp Pi(t) .< 0, k-l ,..., p, p-a.e. on T. (33) 
UC) 
From Eq. (1 l), p belongs to the orthogonal complementary subspace of 
Eq. (31). Hence 
A(4 = 4(f) z, (34) 
where Ai are the columns of A and z is a finite-dimensional variable. 
Using Eq. (34), Eqs. (32) and (33) may be written as 
Minimize In jT ~ Ci(t) exp(&t) X) p(dt) (35) 
subject to 
k-l ,..., p, CL-a.e. on T. (36) 
Making the transformation 
zj = In sj , j = I,..., m, 
and dispensing with the logarithms and Eqs. (35) and (36) we obtain an equi- 
valent mathematical program: 
subject to 
Minimize jr z c,(t) n $+p(dt) 
I 
(37) 
z c,(t) fl $‘~j(~) < 1, k = l,..., p, CL-a.e. on T, (38) 
j 
si 2 0, j = l,..., m. (39) 
A significant point is that Program A is finite-dimensional whereas the dual 
program is infinite-dimensional. The fact that Program A is finite-dimensional 
is a direct result of the subspace condition, Eq. (31), being generated by a 
finite number of equations. 
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6. EXAMPLES 
We note that the functional form of the objective in Program B for infinite- 
dimensional prototype geometric programming is the same as in entropy. Hence 
the results of Section 5 are applicable to problems involving entropy. A number 
of such problems are to be found in statistics. It is straightforward to show that 
the probability density function which maximizes entropy for an n-dimensional 
vector random variable with given mean and nonsingular covariance matrix is 
multivariate normal [l]. Constraints on the moments is one way of ensuring 
that the entropy is finite. Another way is to discretise the measure space as 
Csiszar does 121. This is interesting in that these methods are dual to parameteric 
and nonparametric statistics respectively. 
Here we will consider in detail an application by Krafft [5] which examines 
the asymptotic properties of likelihood ratio tests in detail. An infinite-dimen- 
sional posynomial program arises naturally and Krafft derives a dual by analogy 
to finite-dimensional prototype geometric programming. 
Krafft relates a prototype geometric programming problem 
minimize . T g(t) u~*~~%(*) ‘“(‘)p(dt) 
i 
subject to 
e -1u < 1 7 u-1 .< 1 . > u ;3 0, 
with a dual problem which has information theoretic content: 
(40) 
(41) 
subject to 
where 
maximize exp (42) 
1 s(t) ddt) = 1, (43) 
-’ 7 
i’ W Wof,o(~M~N + s,(t) - h(t)> ~(4 = 0, (44 T 
S(t) > 0, s,(t) > 0, &2(t) 3 0, IL-a.e. on T, (45) 
Wl> = u4 Vt, , t, E T, 
h(h) = w,> Vt, , t, E T. (46) 
fs, and g are previously specified functions, h, is a specified scalar, and T is the 
domain space for the functions. The primal problem, given by Eqs. (40) and 
(41), has a finite variable u to optimize over whereas the dual is maximized over 
two scalar variables, 6, and 6, , and one function variable s(t) defined on T. To 
place this problem in our framework, let us start with Program B. (0) is 
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associated with the single function s(t), and {I} and (21 are associated with S,(l) 
and s,(t), respectively. We can now develop the primal program using the 
results of Section 5. For our problem, 
A* = (In ~,&(~)/g(~), 1, - 1). 
Hence, using Eqs. (37), (38), and (45), the corresponding primal problem is 
given by 
minimize rg(t) zPnO’e~(r) “l(t)p(dt) 
s (45) 
subject to 
e-4 sg; 1, IL-1 < 1, u 3 0. 
This is Krafft’s primal problem. 
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