The benefits of exploiting the presence of symmetries in tensor network algorithms have been extensively demonstrated in the context of matrix product states (MPSs). These include the ability to select a specific symmetry sector (e.g. with a given particle number or spin), to ensure the exact preservation of total charge, and to significantly reduce computational costs. Compared to the case of a generic tensor network, the practical implementation of symmetries in the MPS is simplified by the fact that tensors only have three indices (they are trivalent, just as the Clebsch-Gordan coefficients of the symmetry group) and are organized as a one-dimensional array of tensors, without closed loops. Instead, a more complex tensor network, one where tensors have a larger number of indices and/or a more elaborate network structure, requires a more general treatment. In two recent papers, namely (i) [Phys. Rev. A 82, 050301 (2010)] and (ii) [Phys. Rev. B 83, 115125 (2011)], we described how to incorporate a global internal symmetry into a generic tensor network algorithm based on decomposing and manipulating tensors that are invariant under the symmetry. In (i) we considered a generic symmetry group G that is compact, completely reducible and multiplicity free, acting as a global internal symmetry. Then in (ii) we described the implementation of Abelian group symmetries in much more detail, considering a U(1) symmetry (e.g., conservation of global particle number) as a concrete example. In this paper we describe the implementation of non-Abelian group symmetries in great detail. For concreteness we consider an SU (2) symmetry (e.g., conservation of global quantum spin). Our formalism can be readily extended to more exotic symmetries associated with conservation of total fermionic or anyonic charge. As a practical demonstration, we describe the SU(2)-invariant version of the multi-scale entanglement renormalization ansatz and apply it to study the low energy spectrum of a quantum spin chain with a global SU(2) symmetry.
I. INTRODUCTION
In recent years, tensor network states have become an important tool to study quantum many-body systems on a lattice. On the theoretical side, they offer a natural framework to investigate and classify the possible phases of quantum matter [68] [69] [70] [71] [72] . On the numerical side, they are the basis of novel computational approaches capable of addressing non-perturbatively a large range of interacting systems, including two-dimensional systems of frustrated spins [36] [37] [38] 47, 57 and of interacting fermions.
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Tensor network states for one dimensional systems include the matrix product state [1] [2] [3] [4] (MPS), which is the basis of the density matrix renormalization group 5, 6 (DMRG) algorithm for computing ground states and the time-evolving block-decimation 18 (TEBD) algorithm for simulating time evolution; the tree tensor network 29 (TTN); and the multi-scale entanglement renormalization ansatz 30, 31 (MERA) for critical systems. In two (and more) spatial dimensions, one can still use a MPS [36] [37] [38] or TTN, 39, 40 although these tensor networks can only represent small systems since they do not offer an efficient, scalable description. In contrast, a projected entangled pair state 48 (PEPS), which is a higher dimensional generalization of MPS, as well as higher dimensional versions of the MERA, 45 offer a scalable description in two and larger dimensions. Presently, the main limitation of tensor network methods comes from the fact that simulation costs increase rapidly with the amount of entanglement in the system, which introduces a bias towards weakly entangled phases. In addition, in dimensions larger than one, both PEPS and MERA can only efficiently represent ground states that obey a boundary law for entanglement entropy, 73, 74 although the recently proposed branching MERA overcomes this limitation. 75, 76 In this paper we are concerned with incorporating symmetries into tensor networks. The presence of symmetries can be a powerful advantage in numerical approaches. A many-body HamiltonianĤ may be invariant under certain transformations, which form a group of symmetries. 77 The symmetry group divides the Hilbert space of the theory into symmetry sectors labeled by quantum numbers or conserved charges. By targeting a specific symmetry sector during a calculation, computational costs can often be significantly reduced while explicitly preserving the symmetry. Here we will be concerned with global internal symmetries of lattice models, where internal means that the symmetry acts on the Hilbert space of each site of the lattice, whereas global means that the symmetry acts identically on all sites.
In this paper we address, in a pedagogical way, the implementation of (global internal) non-Abelian symmetries in tensor network algorithms. For concreteness we consider the context of SU(2) symmetry which corresponds, for instance, to spin isotropy. Following Ref. Here χ is a refinement parameter, a larger χ leads to a better accuracy of the method. For sufficiently large χ, exploiting symmetry leads to reductions in computation time. The horizontal line on this graph shows that this reduction in computation time equates to the ability to evaluate MPSs with a higher bond dimension χ: For the same cost per iteration incurred when optimizing a regular MPS in MATLAB with bond dimension χ = 220, one may choose instead to optimize a U(1)-symmetric MPS with χ = 380 or an SU(2)-symmetric MPS with χ = 1300.
we consider tensors that are invariant under the symmetry and describe how an SU(2)-invariant tensor compactly decomposes into a degeneracy part, which contains all degrees of freedom not determined by symmetry, and a structural part that corresponds to intertwiners or generalized Clebsch-Gordan coefficients) of SU (2) . [In contrast to the Abelian case, which we addressed in detail in Ref. 79 , here the Clebsch-Gordan coefficients of the group are non-trivial.] Consequently, a tensor network made of SU(2)-invariant tensors decomposes as a linear superposition of spin networks 80 which, here, encode the constraints imposed by the symmetry on the tensor network. We describe how this decomposition of an SU(2)-invariant tensor network can be maintained and exploited for computational gain in a tensor network algorithm. As a practical demonstration we describe the SU(2)-invariant version of the MERA and apply it to study the low energy spectrum of a quantum spin chain with spin isotropy.
Our approach to incorporate the symmetry into tensor network algorithms takes into account only the total spin j while the Clebsch-Gordan coefficients and the quantum number m, corresponding to the spin projection along the z-axis, appear only to develop the formalism and facilitate discussion. Instead, the only data required from the symmetry group are the (i) list of irreps of the group, (ii) the fusion rules, that is, the decomposition of the tensor product of two irreps into the direct sum of irreps, (iii) the recoupling coefficients (or 6j-symbols) of the group that relate the different ways of fusing three irreps, and (iv) the swap coefficients, Eq.(B49). On the one hand, working only with this data allows for a manifestly SU(2)-invariant treatment of tensors. On the other, it leads to reduction in computational costs in symmetric tensor network algorithms, since the Clebsch-Gordan coefficients are eliminated from the description of SU(2)-invariant tensor networks.
Moreover, by not emphasizing the internal degrees of freedom m of the symmetry group our formalism can be readily generalized (see Sec. V) to include more exotic symmetry constraints associated, for instance, with the deformed group SU (2) k that appears in the context of conservation of total anyonic charge in lattice models of anyons (in case of SU (2) k there is no internal irrep space corresponding to the label m and therefore no ClebschGordan coefficients). Our formalism may be generalized to this case by replacing the data (i)-(iv) for SU (2) by that for SU (2) k . In fact, the present work corresponds to the special case k → ∞ and as such also serves to illustrate the basic ingredients that are required for the implementation of anyonic constraints albeit in the more familiar context of SU(2) symmetry and spin systems.
A. Related work
The implementation of symmetries is well understood in the context of the MPS. Both space (e.g. translation invariance) and global internal symmetries (Abelian and non-Abelian) have been thoroughly incorporated into algorithms based on an MPS, namely in DMRG [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] and TEBD, 3, [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] where it has been exploited to obtain computational gains. Figure 1 is demonstrative of the colossal computational gain that has been obtained by exploiting the symmetry in the context of the MPS. Figure  18 shows an analogous comparison in the context of the MERA.
The use of symmetric tensors in more complex tensor networks has also been discussed in Refs. 83, 84 . In particular, Ref. 83 has shown that under convenient conditions (injectivity), a PEPS that represents a symmetric state can be represented with symmetric tensors, generalizing similar results for MPS obtained in Ref. 16 . We notice that these studies are not concerned with how to computationally protect or exploit the symmetry, which is the focus of the present paper.
The implementation of non-Abelian symmetries in generic tensor network algorithms was recently addressed in Ref. 81 , based again on the use of symmetric tensors.
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A remarkable aspect of Ref. 81 is that it deals with non-Abelian groups with multiplicity, 82 such as SU(3) (also see Sec. V). However, we note that in Ref. 81 , the Clebsch-Gordan coefficients that appear in the de- composition of invariant tensors explicitly participate in the contraction of tensors. This is in contrast with our approach where Clebsch-Gordan are not used (only 6j-symbols are required), which leads to computational gains. In addition, in spite of claiming to address generic tensor networks, Ref. 81 only demonstrates the approach in the context of an MPS, for which there is already extensive literature. In contrast, here we will describe and address the practical computational issues that arise in using non-Abelian symmetries in complex tensor networks.
The implementation of conservation of total fermionic and anyonic charges was described in e.g. Refs. [59] [60] [61] [62] [63] [64] [65] [66] [67] and Refs. 85 and 86, respectively.
B. Organization of the paper
The schematic organization of this paper is shown in Fig. 2 . It closely follows Ref. 79 , where implementation of Abelian symmetries was presented by the authors. Therefore the differences between the Abelian and non-Abelian implementation are highlighted throughout the discussion. We note that our specific implementation of non-Abelian symmetries in tensor networks, which is based on tree decompositions of SU(2)-invariant tensors, is presented in App. C.
In Sec. II we characterize SU(2) invariant tensors and describe their compact canonical decomposition into degeneracy and structural parts. Then in Sec. III we consider tensor networks made of such tensors. We describe how a set P of primitive tensor networks manipulations is adapted to the presence of the symmetry. Section IV contains a practical demonstration of exploiting SU (2) symmetry in a tensor network algorithm by presenting MERA calculations of the ground state and low energy states of the spin-1/2 anti-ferromagnetic Heisenberg chain. Section V contains a brief summary of the paper and some remarks pertaining to extending the present formalism to more general symmetry constraints.
An important part of the paper is devoted to appendices, where we present review material and specific implementations. App. A reviews the tensor network formalism and the diagrammatic representation of tensors. It also describes a set P of primitive operations for manipulating tensor networks, namely, the reversal, permutation, fusion and splitting of the indices of a tensor and matrix operations, namely, matrix multiplication and matrix factorization. App. B reviews the relevant results from the representation theory of SU (2) . In App. C we describe our implementation of the set P of primitive tensor networks manipulations based on decomposing individual SU(2) invariant tensors as a tree.
II. SU(2)-INVARIANT TENSORS
In this section we consider tensors that are invariant under the action of SU (2) and explain how such tensors decompose into a compact canonical form which exploits their symmetry. For a review on the tensor network formalism and its diagrammatic notation, see App. A. For a review on the representation theory of SU(2), see App B.
A. Symmetry constraints
LetT be a rank-k tensor with componentsT i1i2···i k (see App. A) and D denote the directions of its indices i 1 , i 2 , · · · , i k . Here, D(l) ='in' if index i l is incoming and D(l) ='out' if it is outgoing. Each index i l is associated with a vector space V (l) on which SU(2) acts by means of
r . Also consider the action of SU(2) on the space
given byŶ
(Ŵ (l) * r denotes the complex conjugate ofŴ
acts differently depending on whether index i l is an incoming or outgoing index.
We say that tensorT is SU(2)-invariant if it is invariant under the transformation of Eq.(2). In components,
for all r ∈ R 3 . 
in accordance with Eq.(B25), see Fig.3(a) . Example 2. An SU(2)-invariant matrixT fulfillŝ
for all r ∈ R 3 , in accordance with Eq.(B29), see Fig.3(b) .
Example 3. TensorT with componentsT abc where a and b are incoming indices and c is an outgoing index is SU(2)-invariant if
for all r ∈ R 3 , see Fig.3(c) .
B. Block structure
Let us now write tensorT that fulfills Eq.(4) in the spin basis for each factor space in Eq. (1) , that is,
For fixed value of j's, each index i l decomposes [ Fig.4(a) ] into a degeneracy index (j l , t j l ) and a spin index (j l , m j l ) in accordance with the decomposition (B14) of the vector space V (l) associated with it. TensorT decomposes into a degeneracy tensorP that carries all the degeneracy indices and a structural tensor (or an intertwiner) that carries all the spin indices. In particular, this implies that an SU(2)-invariant tensorT has a sparse block structure -several of its components are identically zero. Next, we describe this block structure for SU(2)-invariant tensors with one, two, three and then an arbitrary number of indices. (e).
One index
Consider an SU(2)-invariant tensorT with an index a = (j, t j , m j ) = (0, t 0 , 0) (that is, only irrep j = 0 is relevant on the one index). We have [ Fig.4(b) ]
where (P ) t0 , shorthand for (T j=0 ) t0,m0=0 , encodes the non-trivial components ofT .
Two indices
An SU(2)-invariant tensorT with an outgoing index a = (j a , m ja , t ja ) and an incoming index b = (j b , m j b , t j b ) decomposes as (Schur's lemma)
where (degeneracy) tensorsP jaj b with components (P jaj b ) tj a tj b carry the two degeneracy indices (j a , t ja ) and (j b , t j b ), see Fig.4 (c). The term δ jaj b δ mj a mj b corresponds to the constraints imposed by the symmetry on the tensorT , namely, only components (T ) ab with j a = j b and m ja = m j b are non-trivial. The constraints, and therefore the decomposition of T , depend on the arrangement of arrows on the indices (since different arrangement of arrows correspond to a different action of the group). When both a and b are incoming indices, tensorT decomposes as
where C fuse jamj a ,j b mj b →00 corresponds to the constraint that spins j a and j b fuse into a total spin j = 0, Fig.4(d) . That is, components (T ) ab are identically zero unless j a = j b and m ja + m j b = 0.
Analogously, when a and b are both outgoing indices we have [ Fig.4 
The decomposition of an SU(2)-invariant tensorT with two indices a and b can generally be written as
which can also be recast in a block-diagonal form,
Example 4. Let us estimate the sparseness of an SU(2)-invariant tensor when it is decomposed into degeneracy and structural parts. Consider an SU(2)-invariant tensor T with two incoming indices each of which is associated with the vector space V,
where the dimensions of the degeneracy spaces D 0 , D 1 and
whereP j is a (degeneracy) matrix that acts on the space D j andQ j is a matrix made of Clebsch-Gordan coefficients, (Q j ) mj m ′ j ≡ C fuse jmj ,jm ′ j →00 , that acts on the space V j . The dimension of the vector space V is j d j ∆ j = 15. Thus, the total number of complex coefficients contained inT is |T | = 15 × 15 = 225. However,T can be stored compactly by only storing the degeneracy tensorŝ P 0 ,P 1 andP 2 . The total number of complex coefficients to be stored in this case is equal to
That is, by exploiting the symmetry the number of coefficients that need to be stored is about twenty times smaller.
Three indices
The Wigner-Eckart theorem establishes that an SU(2)-invariant tensorT with three indices a = (j a , m ja , t ja ), b = (j b , m j b , t j b ) and c = (j c , m jc , t jc ) decomposes as where tensorsQ jaj b jc depend on the particular choice D of incoming and outgoing indices. The components (Q jaj b jc ) mj a mj b mj c are the Clebsch-Gordan coefficients given as (e.g. see Fig.5 )
(The remaining two cases D = {'in', 'in', 'in'} and D = {'out', 'out', 'out'} correspond to rank-4 intertwiners associated with fusing j a , j b and j c into a total spin j = 0, and are covered in the next subsection.) The decomposition Eq.(16) can be recast in a "block" form,
where we use the direct sum symbol to denote that the different tensors (or blocks)T jaj b jc are supported on orthonormal subspaces of the tensor product of the spaces associated with indices a, b and c; the direct sum is over all compatible values of j a , j b and j c .
k > 3 indices
A rank-4 SU(2)-invariant tensorT with incoming indices a = (j a , t ja , m ja ), b = (j b , t j b , m j b ) and c = (j c , t jc , m jc ) and
is the intertwiner (analogous to Eq.(B72)) that describes the fusion of j a , j b and j c into a
6: (Color online) Two different canonical decompositions of a rank-4 SU(2)-invariant tensorT into (P ,Q) and (P ′ ,Q ′ ) tensors corresponding to two different choices of the fusion tree.
total spin j d by first fusing j c and j b into an intermediate spin j e and then fusing j e with j a .
Alternatively, tensorT can be decomposed as
(analogous to Eq.(B74)) is the intertwiner associated with fusing j a , j b and j c differently. That is, first fusing j b and j a into an intermediate spin j f and then fusing spin j c with j f . Since Eqs. (24) and (25) represent the same tensorT ,P andP ′ are related by an F-move [Eq.(B75)],
For a different choice of incoming and outgoing indices, the degeneracy tensorsP andP ′ are related by a different F-move e.g. Fig.29(a) . (Analogous to the rank-3 case, a rank-4 SU(2)-invariant tensor with all incoming or all outgoing indices corresponds to rank-5 intertwiners associated with fusing the four spins into a total spin j = 0.) More generally, an SU(2)-invariant tensorT with k can further be decomposed into a trivalent tree tensor network made of C fuse and C split tensors. This decomposition is completely specified by its underlying graph, the fusion-splitting tree 90 , that is additionally decorated by labeling its links with j's. Here, the fusion-splitting tree consists of k − 2 vertices associated with fusions (two incoming arrows and one outgoing arrow) and/or splittings (one incoming arrow and two outgoing arrows), k − 3 internal edges that interconnect the vertices and k open edges. The internal edges are labeled by {j e1 , j e2 , . . . , j e k−3 } while the open edges are labeled by {j 1 , j 2 , . . . , j k }.
We refer to the decomposition (P ,Q) as the canonical decomposition or the canonical form of tensorT . The canonical form is the most compact description of an SU(2)-invariant tensorT in thatT can be stored in memory by only storing the degeneracy tensorsP and the underlying fusion-splitting tree. A different choice of the tree will produce different sets of tensorsP ′ and Q ′ , related to P and Q by F-moves (and also possibly R swap coefficients in case the underlying fusion-splitting tree has crossings). We also refer the reader to App. C where we describe tree decompositions, a canonical form of SU(2)-invariant tensors that is based on splitting trees, that is, trees made of only splitting vertices.
III. SU(2)-INVARIANT TENSOR NETWORKS
In this section we describe how to incorporate SU(2) symmetry into tensor networks. We refer to App. A for a review on the tensor network formalism.
In particular, in App. A 7 we review how a tensor net-work N can be interpreted as a collection of linear maps composed into a single linear mapT of which N is a tensor network decomposition. By introducing a spin operator on the vector space associated to each line of N , we can define a unitary representation of SU(2) on each index of each tensor in N . Then we say that N is an SU(2)-invariant tensor network if all its tensors are SU(2)-invariant. Notice that, by construction, if N is an SU(2)-invariant tensor network, then the resulting linear mapT is also SU(2)-invariant. This is illustrated in Fig.7(a) . Linear superposition of spin networks. We can now investigate how the tensor network decomposes if we write each of its tensorsT in the (P ,Q) form. For any fixed value of the j's on all the indices, the whole tensor network factorizes into two terms, as illustrated in Fig.7(b) . The first one is a tensor network of degeneracy tensors. The second one is a directed graph with edges labeled by spins j and vertices labeled by intertwining operators of SU (2) i.e. theQ tensors. This is nothing other than a spin network. Accordingly, an SU(2)-invariant tensor network for the |Ψ ∈ V ⊗L of a lattice L of L sites can be regarded as a linear superposition of spin networks with L open edges. The number of spin networks in the linear superposition grows exponentially with the size of the tensor network. The expansion coefficients are given by the degeneracy tensors.
A. Tensor network states and algorithms with SU(2) symmetry
As reviewed in App. A 6, a tensor network N can be used to describe certain pure states |Ψ ∈ V ⊗L of a lattice L. If N is an SU(2)-invariant tensor network then it will describe a pure state |Ψ that has a well-defined total spin j = 0. That is, an SU(2)-invariant pure state fulfillŝ
In this way we can obtain a more refined version of popular tensor network states such as MPS, TTN, MERA, PEPS, etc. As a variational Ansatz, an SU(2)-invariant tensor network state is more constrained (by the appearance of spin networks in its canonical decomposition) than a regular tensor network state, and consequently it can represent fewer states |Ψ ∈ V ⊗L . However, it also depends on fewer parameters (those encoded in the degeneracy tensors). This implies a more economical description, as well as the possibility of reducing computational costs during its manipulation.
In the rest of the section we explain how to reduce computational costs by exploiting the symmetry. This is based on storing and manipulating SU(2)-invariant tensors expressed in the canonical form of Eq. (27) and the consequent decomposition of the tensor network as a linear superposition of spin networks. By decomposing the tensor network in this way, the primitive tensor network manipulations belonging to the set P reviewed in App. A 5, namely, reversal, permutation and reshaping indices, matrix multiplication and factorizations, can be addressed separately for the degeneracy term and the spin network term, see Table I . App. C describes our implementation of the primitive tensor network manipulations based on tree decompositions of SU(2)-invariant tensors.
B. Reversal of indices
Unlike regular tensors, bending indices of an SU(2)-invariant tensorT produces a different SU(2)-invariant tensor. Moreover, the resulting tensor is generally different when bending an index from the left than when bending it from the right. That is, the "parity" of the bend has to be taken into account. For example, consider an SU(2)-invariant tensorT with outgoing indices a = (j a , t ja , m ja ) and b = (j b , t j b , m j b ) and incoming index c = (j c , t jc , m jc ) and components [Eqs. (16) , (21)],
and letT ′ denote the SU(2)-invariant tensor that is obtained fromT by bending the outgoing index a from the left. In the canonical form tensorT
Here a = (j a , t ja , m ja ) = (j a , t ja , −m ja ) denotes the index obtained by bending a and the factor µ cup jajcj b is defined according to Eq.(B79). The derivation of Eq. (30) is shown in Fig.8(a) . Note that the components of degeneracy tensorP jaj b jc remain unchanged when bending its index (j a , t ja ) (recall that the degeneracy tensors are not constrained by the symmetry). On the other hand, The leftward bending of an outgoing index a = (ja, tj a , mj a ) of an SU(2)-invariant tensorT given in the canonical form (P , C split ) to obtain another SU(2)-invariant tensorT ′ , shown in two steps. The first step shows that for fixed values of ja, j b and jc, the degeneracy index (ja, tj a ) and the spin index (ja, mj a ) can be bent separately. Degeneracy tensorPj a j b jc remains unchanged (like a regular tensor) by bending its index (ja, tj a ). In contrast, bending the index (ja, mj a ) corresponds to "multiplying" the structural tensor C split with the cup Ω bending of the spin index (j a , m ja ) is subject to the symmetry constraint that j a and j a must fuse to a total spin j = 0. This corresponds to multiplying the structural tensor C split with the cup Ω cup ja , as shown in the figure. The SU(2)-invariant tensorT may be recovered from T ′ by bending down index a from the left. This is achieved by multiplying the structural tensor with the cap Ω cap ja , as shown in Fig.8(b) . We havê
where the factor µ cap jajcj b is defined according to Eq.(B80). Next, bending the same index a of the SU(2)-invariant tensorT from the right may result in a different SU(2)-invariant tensorT ′′ . In the canonical form, the SU(2)-invariant tensorsT ′ andT ′′ are related as (see Fig.29 (e))
Notice that in case j a ∈ {0, 1, 2, . . .} the factor R swap j a ,ja→0
is equal to one and the leftward or rightward bending of a results in the same final tensor,T ′′ =T ′ . More generally, consider bending an outgoing index i r = (j r , t jr , m jr ) of a rank-k SU(2)-invariant tensor given in the canonical form of Eq. (27) . When bending i rP from the left Eq. (30) is generalized tô
where j r , j es and j label three edges that meet at a vertex in the underlying fusion-splitting tree. Depending on the specific choice of the tree, here j may label either an open or an internal edge. Equation (31) can be generalized in a similar way for the downward bending of an index of a rank-k SU(2)-invariant tensor.
C. Permutation of indices
Next consider permuting indices of an SU(2)-invariant tensor that is given in the canonical form. As reviewed in App.A 2, an arbitrary permutation of indices of a tensor can be decomposed into a sequence of reversals and pairwise swaps. Here we explain how to swap two adjacent indices, both 'in' or both 'out', of an SU(2)-invariant tensor given in the canonical form. 
where
as explained by Fig.9 . More generally, consider the swap of indices i r = (j r , t jr , m jr ) and i r+1 = (j r+1 , t jr+1 , m jr+1 ) of a rank-k SU(2)-invariant tensor. Let us work in a canonical form in which the two indices i r and i r+1 fuse to an intermediate index i es = (j es , t je s , m je s ) in the underlying fusionsplitting tree. Then Eq.(35) can be readily generalized asP
Notice that the canonical form of an SU(2)-invariant tensor facilitates a computational speedup for permutation of indices since computational cost is incurred only by the permutation of indices of the degeneracy tensors. Figure 12 illustrates the computational speedup corresponding to a permutation of indices performed using our reference implementation in MATLAB.
D. Reshape of indices
Two adjacent outgoing indices of an SU(2)-invariant tensor that is given in the canonical form can be fused together by using the transformation Υ 
(a) where (see Fig.10 (a))
(The sum is over all ja and j b that are compatible with jc.)
The original tensorT may be recovered fromT ′ by splitting index d back into indices a and b. This is achieved by using the inverse transformation Υ split [Eq.(B60)]. In the canonical form we have (see Fig.10 
More generally, consider reshaping indices of a rank-k SU(2)-invariant tensor, for instance, by fusing two outgoing indices ir = (jr, tj r , mj r ) and ir+1 = (jr+1, tj r+1 , mj r+1 ). Let us once again work in a canonical form in which the adjacent indices ir and ir+1 fuse to an intermediate index ie s = (je s , tj es , mj es ) in the underlying fusion-splitting tree. In such a canonical form Eq.(38) generalizes tô
where the sum is over the two degeneracy indices (jr, tj r ) and (jr+1, tj r+1 ) that are fused.
Finally, when fusing and splitting incoming indices, the transformations Υ fuse and Υ split reverse roles, as illustrated in Fig. 11 .
Notice in Eq. (40) that reshape of indices in the canonical form corresponds to rearranging components of the degeneracy tensors and then taking a linear combination of them. This requires more work, and can therefore incur additional computational cost, than reshaping indices of regular tensors which is a simple rearrangement of the tensor components. For instance, Fig.12 shows that fusing indices of SU(2)-invariant tensors can be more expensive than fusing indices of regular tensors.
E. Multiplication of two SU(2)-invariant matrices
LetM andN be two SU(2)-invariant matrices given in the canonical form , or the size ofT , since this is the number of coefficients which need to be rearranged. We note that the fixed-cost overheads associated with symmetric manipulations could potentially vary substantially with choice of programming language, compiler, and machine architecture. The results given here show the performance of our MATLAB implementation of SU (2) symmetry.
Then the SU(2)-invariant matrixT =MN obtained by multiplying together matricesM andN has the canonical form
whereTj is obtained by multiplying matricesMj andNj ,
Clearly, computational gain is obtained as a result of performing the multiplicationT =RŜ block-wise. This is illustrated In contrast, the cost of multiplying two regular matrices of the same size scales as
, requiring O(q 5 ) times more computational time. Figure 13 shows a comparison of the computation times when multiplying two matrices for both SU(2)-invariant and regular matrices.
F. Factorization of an SU(2)-invariant matrix
The factorization of an SU(2)-invariant matrixT can also benefit from the block-diagonal structure. Consider, for instance, the singular value decomposition (SVD),T =ÛŜV , whereÛ andV are unitary matrices andŜ is a diagonal matrix with non-negative components. IfT has the canonical formT =
we can obtain the SU(2)-invariant matriceŝ
by performing SVD of each degeneracy matrixTj independently,T j =ÛjŜjVj.
A different factorization ofT , such as spectral decomposition or polar decomposition, can be obtained by the analogous factorization of the blocksTj . The computational savings are analogous to those described in Example 5 for the multiplication of matrices. Figure 13 shows a comparison of computation times required to perform a singular value decomposition on SU(2)-invariant and regular matrices using MATLAB.
G. Discussion
In this section we have seen that SU(2)-invariant tensors can be written in the canonical form of Eq. (27) and that this canonical form offers a compact description in terms of components that are not constrained by the symmetry (degeneracy components). Moreover reversal, permutation and reshape of indices can be implemented only at the level of the degeneracy tensors while the intertwiners, which are completely constrained by the symmetry, only contribute numerical factors in the manipulation. In particular, these factors depend only on the j's and not on the m's [Eqs. (33) , (36), (40)]. The canonical decomposition therefore allows for a manifestly SU(2)-invariant treatment of tensors -that is, an SU(2)-invariant tensor is completely specified by the degeneracy tensors and the underlying fusion-splitting tree. Computationally, this implies a reduction both in memory cost, since the Clebsch-Gordan coefficients are not required to be stored in memory (instead we only store theF and R swap coefficients), and in computational times since the Clebsch-Gordan coefficients are not required to be manipulated explicitly.
We have also seen that maintaining the canonical form during tensor manipulations adds some computational overhead when reversing or reshaping (fusing or splitting) indices but reduces computation time when permuting indices (for sufficiently large tensors) and when multiplying or factorizing matrices (for sufficiently large matrix sizes). The cost of reversing, reshaping and permuting indices is proportional to the size |T | of the tensors, whereas the cost of multiplying and factorizing matrices is a larger power of the matrix size, for example, |T | 3/2 . The use of the canonical form when manipulating large tensors therefore frequently results in an overall reduction in computation time, making it a very attractive option in the context of tensor network algorithms. This is exemplified in the next section, where we apply the MERA to study the ground state of a quantum spin chain which has an SU(2) symmetry.
On the other hand, however, the cost of maintaining the invariant tensors in the canonical form becomes more relevant when dealing with smaller tensors. In the next section we will also see that in some situations, this additional cost may significantly reduce, or even offset, the benefits of using the canonical form. In this event, and in the specific context of algorithms where the same tensor manipulations are iterated many times, it is possible to significantly decrease the additional cost by precomputing the parts of the tensor manipulations that are repeated on each iteration (see App. C 7). The performance of precomputing is illustrated in the next section.
IV. TENSOR NETWORK ALGORITHMS WITH SU(2) SYMMETRY: A PRACTICAL EXAMPLE
In this section we demonstrate the implementation of SU(2) symmetry in tensor network algorithms with practical examples. We do so in the context of the Multi-scale Entanglement Renormalization Ansatz, or MERA, and present numerical results from our reference implementation of SU(2) symmetry in MATLAB.
A. Multi-scale entanglement renormalization ansatz Figure 14 shows a MERA that represent states |Ψ ∈ V
of a lattice L made of L = 18 sites. Recall that the MERA is made of layers of isometric tensors, known as disentanglersû and isometriesŵ, that implement a coarse-graining transformation. In this particular scheme, isometries map three sites into one and the coarse-graining transformation reduces the L = 18 sites of L into two sites using two layers of tensors. A collection of states on these two sites is then encoded in a top tensort, whose upper index a = 1, 2, · · · , χtop is used to label χtop states |Ψa ∈ V (L) . This particular arrangement of tensors corresponds to the 3:1 MERA described in Ref. 32 . We will consider a MERA analogous to that of Fig.14 with Q layers of disentanglers and isometries, which we will use to describe states on a lattice L made of 2 × 3 Q sites. We will use the MERA as a variational ansatz for ground states and excited states of quantum spin models described by a local HamiltonianĤ. In order to find an approximation to the ground state ofĤ, we set χtop = 1 and optimize the tensors in the MERA so as to minimize the expectation value Ψ|Ĥ|Ψ (46) where |Ψ ∈ V (L) is the pure state represented by the MERA. In order to find an approximation to the χtop > 1 eigenstates ofĤ with lowest energies, we optimize the tensors in the MERA so as to minimize the expectation value
The optimization is carried out using the MERA algorithm described in Ref. 32 , which requires contracting tensor networks (by sequentially multiplying pairs of tensors) and performing singular value decompositions.
B. MERA with SU(2) symmetry
An SU(2)-invariant version of the MERA, or SU(2) MERA for short, is obtained by simply considering SU(2)-invariant versions of all of the isometric tensors, namely the disentanglersû, isometriesŵ, and the top tensort. This requires assigning a spin operator to each index of the MERA. We can characterize the spin operator by two vectors, j and d: a list of the different values the spin takes and the degeneracy associated with each such spin, respectively. For instance, an index characterized by j = {0, 1} and d = {2, 1} is associated to a vector space V that decomposes as V ∼ = d0V0 ⊕ d1V1 with d0 = 2 and d1 = 1.
Let us explain how a spin operator is assigned to each link of the MERA. Each open index of the first layer of disentanglers corresponds to one site of L. The spin operator on any such index is therefore given by the quantum spin model under consideration. For example, a lattice with a spin- associated to each site corresponds to assigning spin- For the open index of the tensort at the very top the MERA, the assignment of spins will depend on spin sector J that one is interested in. For instance, in order to find an The error is calculated with respect to the exact solutions and is seen to decay polynomially with χ for the particular choice of spins listed in Table II . For each of the remaining indices of the MERA, the assignment of the pair ( j, d) needs careful consideration and a final choice may only be possible after numerically testing several options and selecting the one which produces the lowest expectation value of the energy.
For demonstrative purposes, we will use the SU(2) MERA as a variational ansatz to obtain the ground state and excited states of the spin- 
Jx,Ĵy andĴz are the spin- 
Each spin- For computational convenience, we will consider a lattice L where each site contains two spins. Therefore each site of L is described by a space V ∼ = V0 ⊕ V1, where d0 = 1 and d1 = 1, also discussed in Example B6. This corresponds to the assignment j = {0, 1} and d = {1, 1} at the open legs at the bottom of the MERA. Thus, a lattice L made of L sites corresponds to a chain of 2L spins. Table II lists some of the spin and degeneracy dimensions assignment (for the internal links of the MERA) that we have used in the numerical computations for L = 54 (or 108 spins). For a given value of j and d the corresponding dimension χ can be obtained as,
(51) Figure 15 shows the error in the ground state energy of the Heisenberg chain as a function of the bond dimension χ, for the assignments of j and d that are listed in Table II . For the choice of spin assignments listed in the table the error is seen to decay polynomially with χ, indicating increasingly accurate approximations to the ground state.
C. Advantages of exploiting the symmetry
We now discuss some of the advantages of using the SU(2) MERA.
Selection of spin sector
An important advantage of the SU(2) MERA is that it exactly preserves the SU(2) symmetry. In other words, the states resulting from a numerical optimization are exact eigenvectors of the total spin operator
. In addition, the total spin J can be pre-selected at the onset of optimization by specifying it in the open index of the top tensort. Figure 16 shows the low energy spectrum of the Heisenberg modelĤ for a periodic system of L = 54 sites (or 108 spins), including the ground state and several excited states in the spin sectors J = 0, 1, 2. The states have been organized according to spin projection mJ . We see that states with different spin projections mJ (for a given J) are obtained to be exactly degenerate, as implied by the symmetry.
Similar computations can be performed with the regular MERA. However, the regular MERA cannot guarantee that the states obtained in this way are exact eigenvectors of J 2 . Instead the resulting states are likely to have total spin fluctuations. This is shown in inset of Fig.16 , which corresponds to the zoom in of the region in the plot that is enclosed within the box. The inset shows (black asterix points) the corresponding 2 close to the boundary of a loop indicates that the loop encloses two-fold degenerate states e.g., the second, third and fourth spin-1 triplets are twofold degenerate. The inset shows a zoom in of the region enclosed within the box. It compares the energies of the two-fold degenerate spin-one states within the box with those obtained using the regular MERA (black asterix points). Since the symmetry is not protected the states obtained with the regular MERA corresponding to different mJ do not have the same energies.
energies obtained for the enclosed two-fold degenerate J = 1 states using the regular MERA. We see that the states corresponding to different values of mJ are obtained with different energies.
Also note that by using the SU(2) MERA, the three sectors J = 0, 1 and 2 can be addressed with independent computations. This implies, for instance, that finding the gap between the first singlet (J = 0) and the first J = 2 state, can be addressed with two independent computations by respectively setting (J = 0, χtop = 1) and (J = 2, χtop = 1) on the open index of the top tensort. However, in order to capture the first J = 2 state using the regular MERA, we would need to consider at least χtop = 20 (at a larger computational cost and possibly lower accuracy), since this state has only the 20 th lowest energy overall.
Reduction in computational costs
The use of SU(2)-invariant tensors in the MERA also results in a reduction of computational costs. We compared the computational costs (memory and CPU) associated with using the regular MERA and the SU(2) MERA. We also found it instructive to compare the analogous costs associated with a MERA that is made of tensors that remain invariant under only a subgroup U(1) of the symmetry group. This entails introducing the spin projection operatorsĴz on the links of the MERA and imposing the invariance of constituent tensors under the action of these operators. For such a U(1) MERA, imposing such constraints corresponds to conservation of the Figure 17 shows a comparison of the total number of complex coefficients that are required to be stored for L = 54 sites (corresponding to 108 spins) in the three cases: regular MERA, U(1) MERA and the SU(2) MERA. U(1)-invariant tensors 79 have a block structure in the eigenbasis ofĴz operators on each index of the tensor, and therefore they incur a smaller memory cost in comparison to regular tensors. For example, it can be seen that for the same memory required to store a regular MERA with χ = 15, one can instead consider storing a U(1) MERA with χ = 21. On the other hand, SU(2)-invariant tensors are substantially more sparse. When written in the canonical form, SU(2)-invariant tensors are not only block-sparse but each block, in turn, decomposes into a degeneracy part and a structural part such that the structural part need not be stored in memory. With the same amount of memory that is required to store, for example, a χ = 15 regular MERA, one can already store a χ = 39 SU(2) MERA.
In Fig.18 we show an analogous comparison of the computational performance in the three cases. We plot the computational time required for one iteration of the energy minimization algorithm of Ref. 32 (during which all tensors in the MERA are updated once), as a function of the total bond dimension χ for the cases of regular MERA, U(1) MERA and SU(2) MERA. We see that for sufficiently large χ, using SU(2)-invariant tensors leads to a shorter time per iteration of the optimization algorithm. In the symmetric versions of the algorithm we considered precomputation of repeated operations, see App. C. 
V. SUMMARY AND OUTLOOK
In this paper we have addressed the theoretical and implementation aspects of incorporating a global SU(2) symmetry into tensor network algorithms. On the theoretical side we described how SU(2)-invariant tensors decompose in a compact canonical form that is made of two terms -degeneracy tensors that are unconstrained by the symmetry and intertwiners of SU(2) that are completely determined by the group. We explained how a set of primitive tensor manipulations (reversal, permutation and reshape of indices and matrix multiplication and matrix factorizations) are adapted to the canonical form of SU(2)-invariant tensors. To this end we introduced certain transformations (listed in Table I ), determined completely by the symmetry group, that play an instrumental role in the manipulation of SU(2)-invariant tensors.
On the implementation side we described (see App. C) a practical scheme to implement SU(2) symmetry into tensor network algorithms. This scheme is based on organizing the non-trivial components of an SU(2)-invariant tensor into an SU(2)-invariant vector. A highlight of this approach is that the reversal, permutation and reshape of indices of an SU(2)-invariant reduce to matrix operations, specifically, the multiplication of an SU(2)-invariant matrix and vector.
Finally, we described the SU(2)-invariant MERA and used it to demonstrate how incorporating the symmetry allows for the selection of total spin and also the significant reduction of computational costs (by a factor of between forty and fifty). These gains may be used either to reduce overall computation time or to permit substantial increases in the MERA bond dimension χ, and consequently in the accuracy of the results obtained.
Though we have focused on SU(2) symmetry, the formalism presented here may equally well be applied to any nonAbelian group that is compact, completely reducible and multiplicity free. In particular, one can consider composite symmetries such as SU(2)×U(1), corresponding to spin isotropy and particle number conservation, and SU(2)×SU(2), corresponding to conservation of spin and isospin, etc. Such a composite symmetry is characterized by a set of charges (a1, a2, a3, . . .) .
When fusing two such sets of charges (a1, a2, a3, . . .) and (a ′
fuse . On the other hand, our formalism can be extended to nonAbelian groups e.g. SU(3) where inner and/or outer multiplicity appears in the representations of the group. In the present formalism, inner multiplicity corresponds to the occurrence of multiple states with the same value of mj for a given j. This can be accounted in a straightforward way by replacing the existing label mj with the pair (mj, pj) where the additional label pj ∈ {1, 2, . . .} allows distinction between states with inner multiplicity. The label pj does not appear on the degeneracy tensors, nor do theF andR coefficients depend on pj. However, this is not the case with outer multiplicity. Outer multiplicity corresponds to the occurrence of multiple copies of the same irrep j in the tensor product of two irreps (fusion rules). In this case Eq.(B40) is replaced with V
is the (outer) multiplicity space of irrep j. In order to account for this multiplicity we replace j with the pair (j, qj ) throughout the discussion, where qj ∈ {1, 2, . . . , dim(M (AB) j )} labels different copies of j in the decompositions (52) .
Our formalism can also be extended to incorporate more general symmetry constraints such as those associated with conservation of total fermionic and anyonic charge. We proceed by defining the transformations listed in Table I for the relevant charges. As an example, consider fermionic constraints where the relevant charge, p, is the parity of fermion particle number. Charge p takes two values, p = 0 and p = 1 corresponding to even or odd number of fermions. The fuse tensor Υ fuse encodes the fusion rules that specify how charges p and p ′ fuse together to obtain a charge p ′′ . These correspond to the fusion rules for the group Z2, given as,
The recoupling coefficientsF
, associated with the fusion of three charges p1, p2 and p3 are simple in this case owing to the Abelian fusion rules. They take valueF In
fuse . For anyonic charges, the recoupling coefficientsF are obtained as solutions to the pentagon equations whereas the tensors R swap are replaced with the anyonic braid generators that are obtained as solutions to the hexagon equations, see Refs. 85,91,92. Thus, having defined these tensors for the relevant charges, the formalism and the implementation framework presented in this paper can be readily adapted to incorporate the constraints corresponding to the presence of fermionic or anyonic charges.
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Appendix A: Tensor network formalism
In this appendix we review the basic formalism of tensors and tensor networks. Even though we do not make any explicit reference to symmetry here, our formalism is directed towards SU(2)-invariant tensors.
Tensors
A tensorT is a multi-dimensional array of complex numbersTi 1 i 2 ...i k . The rank of a tensor is the number k of indices. For instance, a rank-0 tensor (k = 0) is a complex number. Similarly, rank-1 (k = 1) and rank-2 (k = 2) tensors corresponds to vectors and matrices, respectively. The size of an index i, denoted |i|, is the number of values that the index takes, i ∈ 1, 2, . . . , |i|. Each index i l , l = 1, 2, . . . , k, of the tensor is also equipped with a direction: 'in' or 'out', that is, either incoming into the tensor or outgoing from the tensor respectively. The size of a tensorT , denoted |T |, is the number of complex numbers it contains, namely,
It is convenient to use a graphical representation of tensors, as illustrated in Fig. 1 , where a tensor is depicted as a "blob" (or by a shape e.g., circle, square etc.) and each of its indices is represented by a line emerging perpendicular to the boundary of the blob. Each line carries an arrow that indicates the direction of the corresponding index. By convention, all arrows in a diagram point downward in the page. Therefore arrows are redundant. Nonetheless we draw them explicitly to emphasize the direction. In order to specify which index corresponds to which emerging line, we follow the prescription that the lines corresponding to indices {i1, i2, . . . , i k } emerge in counterclockwise order. The first index corresponds to the line emerging closest to a mark (black dot) inside the boundary of the blob (or to the first line encountered while proceeding counterclockwise from nine o'clock in case the tensor is depicted as a circle without a mark).
Elementary manipulations of a tensor
A tensor can be transformed into another tensor in several elementary ways. These include, reversing the direction of Reversing an index corresponds to creating a new tensor T ′ fromT by flipping the direction of the index e.g.
where a denotes the index that is obtained by reversing the direction of a, andT ′ is component-wise equal to tensorT . Reversal of an index is depicted [ Fig.20(a) ] by "bending" the line corresponding to the index upward if the index is outgoing or downward if it is incoming (since we allow arrows to point only downward). In this paper, we will use the terminology "reversing an index" and "bending an index" interchangeably.
A permutation of indices corresponds to creating a new tensorT ′ fromT by simply changing the order in which the indices appear, e.g.
Permutation of indices is depicted by intercrossing the lines corresponding to the indices, as illustrated in Fig.20(b) . A cyclic permutation of indices e.g. (T ′ ) cab =T abc can also be depicted by simply shifting the starting mark (black dot) to a new location within the blob instead of intercrossing lines, Fig.20(c) .
A tensorT can be reshaped into a new tensorT ′ by "fusing" and/or "splitting" some of its indices. For instance, in
tensorT ′ is obtained from tensorT by fusing indices a ∈ {1, · · · , |a|} and b ∈ {1, · · · , |b|} together into a single index d of size |d| = |a| · |b| that runs over all pairs of values of a and b, i.e. d ∈ {(1, 1), (1, 2), · · · , (|a|, |b| − 1), (|a|, |b|)}, whereas in
tensorT is recovered fromT ′ by splitting index d ofT ′ back into outgoing indices a and b, see Fig.20(d)-(e) .
Though the direction of an index appears to be of limited relevance here, Eq.(A1), it will play an important role when we consider SU(2)-invariant tensors where it specifies how the group acts on that index. In particular, directions have to be Analogously, the fusion of an incoming and an outgoing index corresponds to first bending, say, the incoming index downward and then fusing it with the outgoing index, as illustrated in Fig.21(b) . In this case, the original tensor is recovered by splitting back the fused index and then bending the index that was initially incoming. These decompositions of permutations and reshapes into more basic steps involving bending of lines will appear more relevant and more useful in the context of SU(2)-invariant tensors where bending lines corresponds to transforming the tensor in a non-trivial way.
Multiplication of two tensors
Given two matricesR andŜ with componentsR ab and S bc , we can multiply them together to obtain a new matrix T ,T =R ·Ŝ, with componentŝ
by summing over or contracting index b. The multiplication of matricesR andŜ is represented graphically by connecting together the emerging lines ofR andŜ corresponding to the contracted index, as shown in Fig.22(a) . Matrix multiplication can be generalized to tensors, such that, an incoming index of one tensor is identified and contracted with an outgoing index of the other. For instance, given tensorR with componentsR abcde and directions {'in', 'out', 'in', 'out', 'out'}, and tensorŜ with componentŝ S cdf bg and directions {'out', 'in', 'in', 'in', 'out'}, we can define a tensorT with componentsT af eg that are given bŷ
Note that each of the indices b, c and d that are contracted is incoming into one tensor and outgoing from the other. The multiplication is represented graphically by connecting together the lines emerging fromR andŜ corresponding to each of these indices, as shown in Fig.22(b) . Multiplication of two tensors can be broken down into a sequence of elementary steps by transforming the tensors into matrices, multiplying the matrices together, and then transforming the resulting matrix back into a tensor. Next we describe these steps for the contraction given in Eq.(A6). They are illustrated in Fig.23 . as outgoing indices,
2. Reshape tensorR ′ into a matrixR ′′ by fusing into a single index u all the indices that are not contracted, u = a × e, and into a single index y all indices that are contracted, y = b × c × d; similarly reshape tensorŜ ′ into a matrixŜ ′′ with indices y and w = f × g (in order to obtain the same index y, the three indices b, c and d are fused according to the same sequence of pairwise fusions for both the tensors as shown in the figure),
3. Multiply matricesR ′′ andŜ ′′ to obtain a matrixT ′ with components
4. Reshape matrixT ′′ into a tensorT ′ by splitting indices u = a × e and w = f × g, 5. Reverse and Permute indices of tensorT ′ in the order in which they appear inT ,
The contraction of Eq.(A6) can be implemented at once, without breaking the multiplication down into elementary steps. However, it is often more convenient to compose the above elementary steps since, for instance, in this way one can use existing linear algebra libraries for matrix multiplication. In addition, it can be seen that the leading computational cost in multiplying two large tensors is not changed when decomposing the contraction in the above steps.
Factorization of a tensor
A matrixT can be factorized into the product of two (or more) matrices in one of several canonical forms. For instance, the singular value decomposition
factorizesT into the product of two unitary matricesÛ andV , and a diagonal matrixŜ with non-negative diagonal elements sc =Ŝcc known as the singular values ofT [ Fig.24(a) ]. On the other hand, the eigenvalue or spectral decomposition of a square matrixT is of the form
whereM is an invertible matrix whose columns encode the eigenvectors |λc ofT ,T
M −1 is the inverse ofM , andD is a diagonal matrix, with the eigenvalues λc =Dcc on its diagonal. Other useful factorizations include the LU decomposition, the QR decomposition, etc. We refer to any such decomposition generically as a matrix factorization.
A tensorT with more than two indices can be converted into a matrix in several ways by specifying how to join its indices into two subsets. After specifying how tensorT is to be regarded as a matrix, we can factorizeT according to any of the above matrix factorizations, as illustrated in Fig.24(b) for a singular value decomposition. Generally, this requires first 
Tensor networks and their manipulation
A tensor network N is a set of tensors whose indices are connected according to a network pattern, e.g. Fig.25 .
Given a tensor network N , a single tensorT can be obtained by contracting all the indices that connect the tensors in N [ Fig.25(b) ]. Here, the indices of tensorT correspond to the open indices of the tensor network N . We then say that the tensor network N is a tensor network decomposition of T . One way to obtainT from N is through a sequence of contractions involving two tensors at a time [ Fig.25(c) ]. Notice how a tensor that is obtained by contracting a region of a tensor network is conveniently depicted by a blob or shape that covers that region.
From a tensor network decomposition N for a tensorT , another tensor network decomposition for the same tensorT can be obtained in many ways. One possibility is to replace two tensors in N with the tensor resulting from contracting them together, as is done in each step of Fig.25(c) . Another way is to replace a tensor in N with a decomposition of that tensor (e.g. with a singular value decomposition). In this paper, we will be concerned with manipulations of a tensor network that, as in the case of multiplying two tensors or decomposing a tensor, can be broken down into a sequence of operations from the following list:
1. Reversal of direction of indices of a tensor, Eq.(A1).
Permutation of the indices of a tensor, Eq.(A2).

Reshape of the indices of a tensor, Eqs. (A3)-(A4).
5. Factorization of a matrix e.g. singular value decomposition Eq.(A12) or spectral decomposition Eq.(A13).
These operations constitute a set P of primitive operations for tensor network manipulations (or, at least, for the type of manipulations we will be concerned with). In Sec. III (and also in App. C we discuss how this set P of primitive operations can be generalized to tensors that are invariant under the action of the group SU(2).
Tensor network states for quantum many-body systems
Tensor networks are used as a means to represent the wavefunction of certain quantum many-body systems on a lattice. Let us consider a lattice L made of L sites, each described by a complex vector space V of dimension d. A generic pure state |Ψ ∈ V ⊗L of L can always be expanded as
where is = 1, · · · , d labels a basis |is of V for site s ∈ L. TensorΨ, with componentsΨi 1 i 2 ···i L , contains d L complex coefficients. This is a number that grows exponentially with the size L of the lattice. Thus, the representation of a generic pure state |Ψ ∈ V ⊗L is inefficient. However, it turns out that an efficient representation of certain pure states can be obtained by expressing tensorΨ in terms of a tensor network. Popular tensor networks such as the MPS, PEPS, TTN and the MERA correspond to decomposition of tensorΨ into a set of tensors that are interconnected according to a given network pattern. The open indices of each of these tensor networks correspond to the indices i1, i2, · · · , iL of tensorΨ. All these tensor networks contain O(L) tensors. If p is the rank of the tensors in one of these tensor networks, and χ is the size of their indices, then the tensor network depends on O(Lχ p ) complex coefficients. For a fixed value of χ this number grows linearly in L, and not exponentially. It therefore does indeed offer an efficient description of the pure state |Ψ ∈ V ⊗L that it represents. Of course only a subset of pure states can be decomposed in this way. Such states, often referred to as tensor network states, are used as variational ansätze, with the O(Lχ p ) complex coefficients as the variational parameters. Given a tensor network state, a variety of algorithms (see e.g. Refs. 1-46) are used for tasks such as: (i) computation of the expectation value Ψ|ô|Ψ of a local observableô, (ii) optimization of the variational parameters so as to minimize the expectation value of the energy Ψ|Ĥ|Ψ , or (iii) simulation of time evolution, e.g. e −iĤt |Ψ . These tasks are accomplished by manipulating tensor networks.
On most occasions, all required manipulations can be reduced to a sequence of primitive operations in the set P introduced in Sec. A 5. Thus, in order to adapt the tensor network algorithms of e.g. Refs. 1-46 to the presence of a symmetry, we only need to modify the set P of primitive tensor network operations. This will be done in Sec. III.
Tensors as linear maps
A tensor can be used to define a linear map between a tensor product of vector spaces and complex numbers, C, in the following way. Let us use index i of the tensor to label a basis |i of a complex vector space V (i) ∼ = C |i| of dimension |i|. Then a rank-one tensor with an outgoing index i represents a vector in V (i) or alternatively a linear map from V (i) to C. Analogously, a rank-two tensorT with an incoming index a and an outgoing index b represents a matrix or equivalently a linear mapT : (
* is the dual of vector space V (a) . More generally, we can use a rank-k tensorT to define a linear map from the tensor product of k vector spaces to C in the following way. Define a set W (i l ) , l = 1, 2, . . . , k, of k spaces,
where the (V (i l ) ) * is the dual of vector space V (i l ) and D denotes the directions associated with the indices of tensor T , namely, D(l) = 'in' if i l is an incoming index and D(l) = 'out' if i l is outgoing. Then tensorT can be regarded as the linear mapT :
In this view, a tensor network N can be regarded as a composition of linear maps -namely, one linear map for each tensor in N . Manipulations of a tensor network, namely, reversal, permutation and reshaping of indices of tensors can also be interpreted as linear maps. For instance, reversal of an index of a tensor corresponds to mapping the vector space that is associated with the index to its dual -e.g. in Eq.(A1), if index a is associated to a vector space V (a) , then index a that is obtained by reversing the direction of a is associated with the dual space (V (a) ) * .
Appendix B: Representation theory of the group SU(2)
In this appendix we review basic background material concerning the representation theory of the group SU(2). We first consider the action of SU(2) on a vector space that is an irreducible representation of the group and then more generally on a vector space which decomposes as a direct sum of (possibly degenerate) irreducible representations. We then consider vectors in such a space that are invariant under the action of SU(2) as well as linear operators that are SU(2)-invariant. Then we consider the action of SU(2) on the tensor product of two irreducible representations and also on two reducible representations, and its generalization to the tensor product of an arbitrary number of representations. (In this appendix we also introduce the transformations that play an instrumental role in adapting the set P of primitive tensor network manipulations to the presence of the symmetry [Sec. III], see Table I .)
Irreducible representations
Let V be a finite dimensional vector space on which the group SU(2) acts by means of unitary transformationsŴr,
where r ≡ (rx, ry, rz) ∈ R 3 parameterizes the elements of SU (2) . The transformationsŴr are a representation of the group SU(2), which is generated by hermitian operatorsĴx,Ĵy andĴz that close the lie algebra su(2), namely,
where ǫ αβγ is the Levi-Civita symbol. In terms of the operatorsĴα the transformationsŴr read Wr = e i(rxĴx+ryĴy +rzĴz ) .
If V transforms as an irreducible representation (or irrep) of SU (2) with charge j ∈ {0, 1 2 , 1, 3 2 , 2, . . .} it has dimension ∆j = 2j + 1. For concreteness, in this paper we identify the charge j as labeling the angular momentum or spin and the operatorsĴx,Ĵy andĴz with the projection of spin along the three spatial directions x, y and z. We denote by |jmj vectors that form an orthonormal basis of V and which are the simultaneous eigenvectors of the operator
andĴz. That is,
where mj ∈ {−j, −j + 1, . . . , j} is the spin projection along the z direction. In the basis |jmj the action of the operatorŝ Jx andĴy is conveniently described in terms of the raising operatorĴ+ =Ĵx + iĴy and the lowering operatorĴ− =Ĵx − iĴy aŝ
Example B1. Vector space V that is a spin j = 0 irrep of SU(2) has dimension one i.e. V ∼ = C and the operatorsĴα are trivial,Ĵx =Ĵy =Ĵz = (0).
Example B2. Consider a two-dimensional vector space V that transforms as an irrep j = . Then the orthogonal vectors (in column vector notation)
form a basis of V. In this basis operatorsĴα and J 2 read aŝ
Or in terms of Pauli matricesσα
Example B3. Consider a three-dimensional vector space V that transforms as an irrep j = 1. The orthogonal vectors
Reducible representations
More generally, SU(2) can act on a vector space V reducibly, in that, V may decompose as the direct sum of irreps of SU (2),
Here space Vj accommodates a spin j irrep of SU (2) and dj is the number of times Vj appears in the decomposition. The decomposition can also be written in terms of a dj-dimensional space Dj ,
We say that irrep j is dj-fold degenerate and that Dj is the degeneracy space. The total dimension of space V is
Let tj = 1, 2, . . . , dj label an orthonormal basis |jtj in the degeneracy space Dj. Then a natural choice for a basis of V is the set of orthonormal vectors |jtj mj ≡ |jtj ⊗ |jmj , where j assumes various values that occur in the direct sum decomposition Eq.(B14). In this basis the action of SU(2) on V is given byŴ
as generated by the operatorŝ
whereĴα,j now denote (with an explicit subscript j) the generators of the spin j irreducible representationŴr,j : Vj → Vj andÎ d j is the dj × dj Identity matrix. Example B4. Consider a vector space V of dimension six that transforms as an irrep j = 
The operator J 2 reads 
Example B5. Consider a five-dimensional Hilbert space V that decomposes into two different irreps j = 0 and j = 1 with degeneracy d0 = 2 and d1 = 1 respectively so that irrep j = 0 is two-fold degenerate. The space V decomposes as V ∼ = (D0 ⊗ V0) ⊕ (D1 ⊗ V1), where D0 is the two-dimensional degeneracy space of irrep j = 0 and D1 is the one-dimensional degeneracy space of irrep j = 1. The orthogonal vectors
form a basis of V. In this basis the operatorsĴα take the form
whereĴα,0 andĴα,1 are operators that generate irrep j = 0 (Example B1) and irrep j = 1 (Example B3) respectively. OperatorsĴα and J 2 read aŝ 
Invariant states and operators
In this paper we are interested in states and operators that are invariant under the action of SU (2) .
A pure state |Ψ ∈ V is invariant if it transforms trivially under the action of SU (2),
Equivalently, the state |Ψ is annihilated by the action of the generators [Eq.(B4)]
and therefore also by the operator J 2 ,
This implies that |Ψ corresponds to a pure state with j = 0 and m = 0. Thus, it can be expanded in the basis {|j = 0, t0, m0 = 0 } of the subspace (D0 ⊗ V0) ⊆ V,
where we have used (Ψ0)t 0 as a shorthand for (Ψj=0)t 0 ,m 0 =0 and d0 is the dimension of the degeneracy space D0.
A linear operatorT : V → V is SU(2)-invariant if it commutes with the action of the group,
or equivalently, if it commutes with the generatorsĴα,
According to Schur's lemma, an SU(2)-invariant operatorT decomposes asT
whereTj is a dj ×dj matrix that acts on the degeneracy space Dj andÎ2j+1 is the (2j + 1) × (2j + 1) Identity matrix acting on the irrep Vj. This decomposition implies, for instance, that operatorT transforms pure states belonging to the spin j subspace to pure states within the same subspace. Thus, SU(2)-invariant operators conserve spin(j). Example B6. Using Eq.(B3) it follows that
that is, the operator J 2 = αĴ 2 α is SU(2)-invariant and has the form (B31), as can be verified in Examples B2-B5. In particular, for an irreducible representation j we have
Example B7. An SU(2)-invariant mixed state in a vector space V is described by a density matrixρ : V → V that is an SU(2)-invariant operator. That is,
Note that in the decomposition (B31) ofρ, j may also take values different from zero (while an SU(2)-invariant pure state corresponds to only j = 0). Example B8. A generic state |Ψ in the vector space V ∼ = 2V0 ⊕ V1 of Example B5 has the form
where we have used (Ψ0)1,0, for instance, as shorthand notation for (Ψj=0)t 0 =1,m 0 =0 and so on. Clearly, |Ψ is generally not a state with j = 0, and thus not SU(2)-invariant. An SU(2)-invariant vector |Ψ0 has the form
with non-trivial components only in the spin j = 0 subspace. Notice that this state is annihilated by the action of the operatorsĴα of Eq.(B24) in accordance with Eq.(B26). Analogously a state with a well defined spin j = 1 must be of the form
with non-trivial components only in the spin j = 1 subspace. An SU(2)-invariant operatorT : V → V has the form
Notice that an SU(2)-invariant vector e.g. |Ψ0 of Eq.(B35) and an SU(2)-invariant matrix e.g.T of Eq.(B37) have a sparse structure, that is, several components are identically zero.
In particular, the non-trivial components of the SU(2)-invariant matrixT are organized into blocksTj. This structure can be exploited to storeT compactly in memory by only storing the blocksTj. Moreover, multiplication and factorizations of an SU(2)-invariant matrix can be performed block-wise (as described in Sec. III) resulting in a significant computational speedup (see Fig.13 ) for these operations. Our strategy for exploiting the symmetry in the context of tensor network algorithms is based on identifying the analogous sparse block structure for generic SU(2)-invariant tensors, as is described in Section III.
Tensor product of two irreducible representations
Let V (A) and V (B) be two vector spaces which carry irreps jA and jB of SU(2) as generated by spin operatorsĴ α . Also consider the action of SU(2) on the tensor product space
that is generated by the total spin operatorsĴ
and which corresponds to the unitary transformations,
The space V (AB) is in general reducible and decomposes as
where the total spin jAB assumes values |jA − jB|, |jA − jB| + 1, . . . , jA + jB. Introduce a coupled basis |jABmAB in V (AB) given by
. If |jAmA and |jB mB denote the basis of spaces V (A) and V (B) then the coupled basis |jABmAB is related to the product basis |jAmj A ; jBmj B ≡ |jAmj A ⊗ |jBmj B by means of the transformation
are the Clebsch-Gordan coefficients of SU (2) . These coefficients are real and are identically zero unless the j ′ s and the m ′ s fulfill
We say that jA, jB and jAB are compatible if they satisfy the above inequality. The product basis can in turn be expressed in terms of the coupled basis as
The basis |jAB mj AB is orthonormal and complete. Then it follows that
The change of basis (B45) [and also (B42)] is related in a simple way to the corresponding change of basis with spaces V (A) and V (B) swapped as
where the factor R swap j A ,j B →j AB depends only on the value of the j's, R
The graphical representation of the transformations C fuse and C split is shown in Fig.26(a) . Note the arrangement of arrows and the order in which indices (jA, mj A ), (jB, mj B ) and (jAB, mj AB ) are assigned to the three lines in the graphical representations of C fuse and C split . This graphical representation allows for an intuitive depiction of Eqs.(B47)-(B49), as shown in Fig.26(b)-(d) .
Example B9. Consider two vector spaces V (A) and V (B) , both transforming as the spin 1 2 irrep, and let |jA = , mj B denote the spin basis in the respective spaces. The space 
. The coupled basis |jAB, mj AB of
is related to the product basis,
by means of the Clebsch-Gordan coefficients, for instance,
where the numerical values of the Clebsch-Gordan coefficients can be read off from standard tables 87 . Here we have
It can also be readily verified, for instance, that
→00
.
in accordance with Eqs.(B48)-(B49).
Tensor product of two reducible representations
More generally, consider vector spaces V (A) and V (B) that transform reducibly under the action of SU (2) . That is, they decompose as
where the degeneracy dj AB of a total spin jAB has a contribution from all pairs of irreps jA and jB that are compatible with it, that is,
Let |jAtj A mj A and |jB tj B mj B denote the spin basis of spaces V (A) and V (B) respectively. We can then introduce a coupled basis |jAB tj AB mj AB in V (AB) that fulfills
and is related to the product basis
by means of the transformation
can be expressed in terms of the Clebsch-Gordan coefficients as
Let us explain how this expression is obtained. By definition we have
According to the direct sum decomposition (B52) each vector |jAB tj AB mj AB belongs to the subspace (D
) where it factorizes as
Similarly, we can factorize vectors |jAtj A mj A and |jBtj B mj B . Substituting these factorizations into Eq.(B57) and re-arranging terms we obtain where
can all be chosen to be either zero or one corresponding to the choice of a change of basis that maps vectors |jAtj A ; jBtj B to vectors |jAB tj AB in a one-to-one way (see Examples B9 and B10). The product basis can be expressed in terms of the coupled basis as
and
The graphical representation 88 of the transformations Υ fuse and Υ split and their decomposition into X and C terms is shown in Fig.27(a)-(b) . By construction, Υ fuse and Υ split fulfill the equalities that are depicted in Fig.27(c) .
Example B10. Consider vector spaces V (A) and V (B) that both correspond to the vector space of Example B4,
).
The product space
A coupled basis |jAB tj AB mj AB can be introduced in V (AB)
by performing a change of basis Υ fuse from the product basis for the spaces V Note that the change of basis in a degeneracy space, as described by X fuse , is not constrained by symmetry and therefore we can fix the value of coefficients X fuse j A t j A ,j B t j B →j AB t j AB to be 0 or 1 in this simple way. Example B11. Let V (A) and V (B) correspond to the vector spaces of Example B3 and Example B5 respectively, that is,
Here the non-zero coefficients X fuse j A t j A ,j B t j B →j AB t j AB that correspond to the change from the product basis to the coupled basis in the three degeneracy spaces D 
Intertwiners and F-moves
Now consider the action of SU(2) on a space V that is a tensor product of L vector spaces,
where each vector space V (l) , l = 1, 2, . . . , L, transforms as a finite dimensional representation of SU (2) as generated by spin operatorsĴ (l) α , α = x, y, z. We consider the action of SU (2) on the space V that is generated by the total spin operators,
(each term in the sum acts asĴ
α on site l and the Identity on the remaining sites) and which corresponds to the unitary transformationŝ
In the tensor product of L representations one can consider different coupled spin bases corresponding to the existence of different ways of decomposing the tensor product space into the factor spaces. For example, the tensor product
or as
For simplicity, let us consider that V (A) , V (B) and V (C) transform as irreps jA, jB and jC respectively. The space VAB in (B68) then generally decomposes as
The space V (ABC) is also reducible, and may contain several copies of an irrep jABC . It decomposes as
where we have used jAB to label different copies of irrep jABC .
The F-move that relates two different ways of fusing three spins jA, jB, jC into a total spin jABC , Eq.(B75).
basis to the corresponding coupled basis |jABC mj ABC , jAB . In terms of Clebsch-Gordan coefficients we have
where the coefficients C 
and use jBC to label another coupled basis |jABC mj ABC , jBC of V (ABC) . Denote by (Q
HereQ
are rank-4 intertwiners or generalized Clebsch-Gordan coefficients of the group SU(2).
The two coupled bases |jABC mj ABC , jAB and |jABC mj ABC , jBC are related by an F-move (see Fig.28 )
are the recoupling coefficients of SU(2). By using Eqs. (B72) and (B74) the recoupling coefficients can be expressed in terms of Clebsch-Gordan coefficients aŝ
where the summation is over mj A , mj B , mj C , mj AB , mj BC and mj ABC . Since all the m's are summed over, the recoupling coefficients depend only on the j's. A manifestly m independent definition is given in terms of the 6-j symbols of SU(2),F
Other F-moves are possible corresponding to a different arrangement of arrows, as illustrated in Fig.29(a) . Notice that the F-move (b) is a special instance of (a) corresponding to the choice jD = 0 and only compatible values jG = jC and jH = jA. Also notice that the index (jA, mj A ) appears as outgoing on the split tensor (l.h.s.) and as incoming on the fuse tensor (r.h.s.). Thus, this F-move corresponds to bending the index (jA, mj A ) of the split tensor upward from the left. This is depicted more explicitly (c) where we have deleted the jD = 0 edge and replaced its parent tensor with a left directed "cup". Here we have defined
where ∆j A = 2jA +1 is the dimension of irrep jA. The F-move (d) is the inverse of (c) where
(Notice the additional factor (−1) 2j A ). That is, the F-move (d) describes the downward bending of index (jA, mj A ), as explicitly depicted by a left directed "cap".
More generally, the cup-cap 89 transformations and the Fmoves (c) − (d) play an instrumental role in bending indices of an SU(2)-invariant tensor, as described in Sec. III. By construction the cup and cap fulfill
which ensures that indices are bent in a reversible way. Right directed cup and caps may also appear, corresponding to bending indices from the right. These are equal to their left counterparts times a factor, see Fig.29(e) . Finally, we remark that in the tensor product of L > 3 representations two different coupled bases may be related by several F-moves.
Appendix C: Practical implementation of SU(2)-invariant tensors
In this appendix we describe in detail a possible implementation of the set P of primitive tensor network manipulations [App. A 5] for SU(2)-invariant tensor networks. Our implementation is based on tree decompositions of SU(2)-invariant tensors. A tree decomposition of an SU(2)-invariant tensor is a canonical decomposition [Sec. II B] where the underlying fusion-splitting tree is made of only splitting vertices i.e. a splitting tree. The highlight of working with tree decompositions is that the reversal, permutation and reshape of indices of SU(2)-invariant tensors simply correspond to the multiplication of an SU(2)-invariant matrix and vector (see App. C 7 for other benefits of using tree decompositions).
Tree decompositions of SU(2)-invariant tensors
A tree decomposition, denoted D(T ), of a rank-4 SU(2)-invariant tensorT with indices i1, i2, i3, i4 and directions 'in','out','out', and 'in' is shown in Fig.30 . It consists of (i) an SU(2)-invariant vectorv with components (v)i, (ii) three split tensors Υ split , and (iii) two cups [ Fig.29(c) ,(e)]. The cups are attached to indices that are incoming inT , that is, i1 and i4; the parity (left or right) of the cups is additionally specified. In the figure,T ′ denotes the SU(2)-invariant tensor with only outgoing indices that is obtained by bending the incoming indices ofT (using the cap transformations, Fig.29(d) ). Equivalently, tensorT may be recovered by multiplyingT ′ and the corresponding cups.
The tree decomposition D(T ) is obtained by inserting a resolution of Identity I(τ ) as shown and then multiplying togetherT ′ and all the fuse tensors in I(τ ) to obtain the vectorv. The resolution of Identity I(τ ) is given by a tensor network made of tensors Υ fuse that fuse the indices ofT ′ according to the given fusion tree τ and the corresponding tensors Υ split that invert this fusion. More generally, a tree decomposition D(T ) of a rank-k SU(2)-invariant tensorT with kin incoming indices consists of an SU(2)-invariant vectorv with an index i that is obtained by fusing indices i1, i2, . . . , i k according to a fusion tree τ , the (k − 1) split tensors that invert this fusion and kin cups. In practice, the tree decomposition D(T ) of an SU (2) 
the indices
2. the parity of the bend B on each index e.g. for the tree decomposition of Fig.30 we have B ≡ {'left','straight', 'straight', 'right'}, 3 . the fusion tree τ according to which the indices of the tensor are fused into the single index i (equivalently, we also say that the tree decomposition is based on an underlying splitting tree τ ), and
MtoM.eps 
Mapping between tree decompositions
The same tensorT may be expressed in different tree decompositions corresponding to different choices of the fusion tree. A different choice of left and right directed cups also generally corresponds to a different tree decomposition of the tensor (see Sec. C 3). However, here we will only consider how tree decompositions with different fusion trees are related. 
whereΓ is a matrix that is obtained by multiplying together the split tensors Υ split in D X (T ) and the fuse tensors Υ fuse in D Y (T ). By construction, the matrixΓ is SU(2)-invariant and has a block-diagonal form. Notice that only the block with j = 0 is relevant in Eq.(C1), sinceΓ is multiplied with an SU(2)-invariant vectorv. (App. C 7 describes how to obtain the matrixΓ in the block diagonal form in practice.)
Next we describe how the set P of primitive tensor network manipulations, namely, the reversal, permutation and reshape of indices, and matrix multiplication and matrix factorization, are adapted to tree decompositions of SU (2) 
Reversal of indices
Consider an SU(2)-invariant tensorT that is given in a tree decomposition D(T ) ≡ ({i1, i2, . . . , i k }, B, τ ,v) and letT ′ denote the SU(2)-invariant tensor obtained fromT by bending some of its indices. When bending a 'straight' index either leftward or rightward, a tree decomposition D(T ′ ) of tensor T ′ is obtained by simply attaching the left or right directed cup to the index in the tree decomposition D(T ) respectively. In practice, this corresponds to only updating the parity of the index in B to 'left' or 'right'. In particular, the decompositions D(T ) and D(T ′ ) comprise of the same vectorv.
Next, when bending (downward) a 'left' index from the left or a 'right' index from the right, a tree decomposition ofT ′ is obtained from D(T ) by simply detaching the original bend (cup) from the index. Once again, in practice, this corresponds to simply updating the parity of the index in B, to 'straight' in this case.
However, bending a 'left' index from the right or a 'right' index from the left results in a "loop", as shown in Fig.33 . A tree decomposition of tensorT ′ is obtained by subsuming the loop into D(T ). This is achieved by first applying the resolution of Identity I(τ ) as illustrated in the figure. The vectorv ′ that comprises the tree decomposition ofT ′ is then obtained asv ′ is obtained by subsuming the intercrossings into the decomposition D(T ). This is achieved by applying a resolution of Identity I(τ ′ ) (for a specified fusion tree τ ′ ) as shown and then multiplying together the split tensors in D(T ) and the fuse tensors in I(τ ′ ) to obtain a matrixΓ perm . The vectorv ′ that comprises the tree decomposition ofT ′ is obtained by multiplyingΓ perm and the vectorv, Eq.(C3).
Permutation of indices
As described in App. A 2, an arbitrary permutation of indices of a tensor can be decomposed into a sequence of reversals and pairwise swaps. For a tree decomposition this corresponds to first detaching all the cups, then intercrossing the indices and finally reattaching the cups. This is equivalent to applying the permutation of indices before the cups (i.e. in the corresponding graphical representation the intercrossing of lines appears above the cups). Thus, cups are irrelevant when subsuming the intercrossings (permutation of indices) into the tree decomposition.
Consider an SU(2)-invariant tensorT ′ that is obtained by permuting, in an arbitrary way, the indices of an SU(2)-invariant tensorT given in the tree decomposition D(T ). A tree decomposition D(T ′ ) of the tensorT ′ is obtained by subsuming the intercrossings into the decomposition D(T ). This is achieved by first applying the resolution of Identity I(τ ′ ), as illustrated in Fig.34 , where τ ′ is the fusion tree specified for the decomposition D(T ′ ). Vectorv ′ that comprises the decomposition D(T ′ ) is then obtained aŝ
whereΓ perm is the SU(2)-invariant matrix obtained by multiplying together the split tensors in D(T ) and the fuse tensors in I(τ ′ ).
Reshape of indices
Two 'straight' indices of an SU(2)-invariant tensor given in a tree decomposition are fused by using the transformation Υ fuse . A 'straight' index is split into two indices by using Fig.35(a) . (Since the split tensor cancels out with the applied fuse tensor, Fig.27(c) ). TensorT may be recovered fromT ′ by splitting the fused index back into indices i l and i l+1 . That is, the tree decomposition D(T ) is recovered by reattaching the split tensor Υ split to the decomposition D(T ′ ), as illustrated in Fig.35(b) . Note that the tree decompositions D(T ′ ) and D(T ) comprise the same vector. Finally, consider reshaping an SU(2)-invariant tensor by fusing a 'left'/'right' index with a 'straight' index. Once again, consider that the two indices belong to the same split node in the tree decomposition. In this case the reshape proceeds by first detaching the left/right cup and then fusing the two indices as described above. The original tensor, and its tree decomposition, may be recovered by simply reattaching the removed Υ split and the removed cup.
Matrix multiplication and factorizations
Two SU(2)-invariant matrices, each given as a tree decomposition, may be multiplied together by first obtaining the matrices in a block-diagonal form (that is, the (P ,Q) form described in Sec. II B) from the respective tree decompositions, performing block-wise multiplication (see Sec. III E) and recasting the resulting block-diagonal matrix into a tree decomposition. An SU(2)-invariant matrix may be factorized e.g. singular value decomposed in a similar way. That is, by first obtaining the matrix in a block-diagonal form, then performing block-wise factorization (see Sec. III F), and finally recasting each of the factor block-diagonal matrices into a ThenT ′ is multiplied with the cup to obtain the block diagonal matrixT . (b) The two multiplications of (a) as performed in the canonical form at each step. The "multiplication" with the cup simply corresponds to applying the F-move of Fig.29(b) . tree decomposition.
The tree decomposition of an SU(2)-invariant matrixT consists of a vectorv, a split tensor Υ split and a cup. The block diagonal form ofT can be obtained from its tree decomposition as shown in Fig.36 . Analogously, the tree decomposition of an SU(2)-invariant matrixT can be obtained from its block-diagonal form by reversing the depicted procedure.
Precomputation scheme for iterative tensor network algorithms
We conclude this appendix by describing how the SU(2)-invariant matrix Γ of Eq.(C1), and also the closely related SU(2)-invariant matrixΓ bend of Eq.(C2) andΓ perm of Eq.(C3), is obtained in the block-diagonal form.
The SU(2)-invariant matrixΓ of Fig.32 is separately shown in Fig.37 . It is obtained by contracting a tensor network M made of fuse tensors Υ fuse and split tensors Υ split , and decomposes asΓ = j (Dj ⊗Îj).
Here we are interested only in the j = 0 block sinceΓ is multiplied with the SU(2)-invariant vectorv. The (degeneracy) matrixDj=0 is obtained as explained by Fig.37 . Note that the contraction of the X tensors can be performed in a fast way by exploiting the fact that they are sparse and made of only 0's and 1's in a very specific way. We refer the reader to the appendix of Ref. 79 where one method for the fast multiplication of the X tensors was outlined 88 .
In this appendix we have described how by working in tree decompositions the reversal, permutation and reshaping of indices of SU(2)-invariant tensors corresponds to multiplying a matrix with an SU(2)-invariant vector [Eqs. (C1)-(C3)]. Note that these matrices are purely structural and do not depend on the components of tensors that are e.g. reshaped or permuted. In the specific context of algorithms where the same tensor manipulations are iterated many times the same structural matrices are computed in every iteration. In such a scenario it is possible to significantly decrease the running cost by precomputing all such matrices once and reusing them in subsequent iterations thus reducing computational times at the expense of incurring an additional memory cost. In our implementation the use of precomputation led to a significant speedup of simulations, Fig.18 . We also remark that by implementing tensor network algorithms in terms of only matrix operations the implementation code is readily set up for further optimization by using vectorization and parallelization techniques. decomposes into X and C parts. Subsequently, the tensor network M factorizes into two terms tensors. The first one is a tensor network is made of X tensors that can be contracted to obtain a matrix made of 0's and 1's. The second term is a spin network which, here, can be contracted to obtain a number (the "value" of the spin network) since the open indices take only one value: j = 0, m = 0, i.e. have size one. This "evaluation" can be achieved by applying a sequence of F-moves (instead of actually multiplying the Clebsch-Gordan tensors). Therefore, the value of the spin network is given in terms ofF coefficients (and possibly also the R swap coefficients when considering the contractions for obtaining the matriceŝ Γ bend orΓ perm ).
