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In this paper we collect some asymptotical properties of linear codes in Hamming
space and state some problems. Let Fn2 be the Hamming space of the binary n-tuples
with Hamming metric d(; ). Let Cn(a; r) =
P
x2Fn2 :d(x;a)=r x be the sphere and let
Bn(a; r) =
Pr
t=0 Cn(a; t) be the ball of the radius r and center a 2 Fn2 . The linear
code Ank is the subspace of Fn2 , jAnk j = 2k and RA = k=n is the rate of the code Ank .
Dene the sum A+ B for arbitrary sets A; BFn2 by the equality
A+ B= fa+ b; a 2 A; b 2 Bg:
Denote by o(1) a variable such that o(1)>0; o(1) ! 0 when n ! 1.
Let n=o(n)> 0; nn−1=2 !1; when n!1. Dene the sequence O(sn) for sn>0
such that for some constant C> 0 and all large enough n the following relations are
valid:
1> 1=C >O(sn)=sn >C> 0:
1. First consider the problem of the linear covering. Let fMng be a sequence of the
sets from Fn2 . The linear code Ank Fn2 is called Mn-dense if the following relation is
valid:
Mn + Ank = Fn2 : (1)
Since jAnk +Mnj6jMnjjAnk j, we obtain from (1) the so-called packing bound
RA>1− log jMnj=n: (2)
We have from
H (r=n)− 1
2
log 8r

1− r
n

6
log jBn(0; r)j
n
6H (r=n);
where H (x) = −x log x − (1 − x) log(1 − x) is the binary entropy function and
(2) (Mn = Bn(0; r)), that there exists a linear code Ank with rate RA and covering
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radius rA satisfying the inequality
RA>1− H (r=n): (3)
If (1) holds for Mn = Bn(0; r) and does not hold for Mn = Bn(0; r − 1), then r = rA is
called the covering radius of the linear code Ank . Bound (3) is asymptotically tight:
there exists a linear code Ank with parameters the rate RA and the covering radius rA
satisfying the relation
RA61− H (rA=n) + o(1): (4)
This was shown in [6]. For an arbitrary set MnFn2 we can rewrite (4)
RA61− log jMnjn + o(1): (5)
One interesting problem is to nd the number of the linear codes of length n and
dimension k = [RAn] for which inequality (4) holds. In [1] we prove that bound (4)
or (5) is valid for the fraction of the linear codes dn (the ratio of the number of the
linear codes Ank which have some property to the whole number of linear codes Ank
is called the fraction) greater than 1 − 2−O(n) and o(1) in (4) is equal to O(n)=n.
Can one improve this bound for dn and write dn>1 − 2−O(nn); n ! 1; n ! 1?
This improvement will be useful for many applications such as the problem of reducing
the decoding complexity, the complexity of constructing codes that correct defects. Our
answer is that in the case of an arbitrary Mn such an improvement is impossible. Indeed,
if Mn=Cn(0; 2t+1) and Ank consists of n-tuples of even weights, then Mn+Ank 6= Fn2 ,
but the partition of such codes is greater than 2−k(1 − 2k−n). If k  RAn, then one
can obtain the best bound on dn: dn> 1− 2−O(n). But the situation is changed if we
do not consider an arbitrary set MnFn2 but a set Mn having some special structure:
in some sense it must contain some points with its L-bound (L- bound DL(Mn) of the
set Mn dened by the equality DL(Mn) = fx 2 Fn2 : d(x;Mn)6Lg). For details see [3].
In particular, this condition is satised for the set Mn = Bn(0; r) and in [3] we prove
that (4) is valid for the partition of the linear codes dn> 1− 2−O(2n); o(1) in (4) in
this case is equal to O(n2n)
1=3=n. An open problem is: whether is it possible to prove
the same result with o(1) = O(n)=n in (4)?
2. The next problem we consider here is to obtain the bounds for the spectrum of
a linear code and the related problem of estimating the probability of an undetected
error. The spectrum of the linear code Ank Fn2 is the set A= fA0; A1; : : : ; Ang, where
Ai = jCn(0; i)\Ank j is the number of code vectors which are at the Hamming distance
i from the all-zero vector. The problem we consider is to establish the existence of a
linear code with a good upper bound for Ai; i=1; : : : ; n (A0 =1) which is valid for all
n; k. In [4] we state for all n; k the existence of the linear code Ank such that Ai; i> 0,
satisfy the inequality
Ai < (C
p
n ln n+ 1)2k−nCin: (6)
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We prove these inequalities using the random coding method. It will be interesting to
improve the coecient in the brackets on the right-hand side of the last inequality. Is
it possible to replace the expression (C
p
n ln n + 1) on the right-hand side of (6) by
(C
p
n+ 1)?
The next problem we should like to consider here is closely connected with the
previous one. Let us dene the probability of the undetected error P(n; k) by the
equality
P(n; k) = min
Ank  Fn2
max
p2[0;1]
nX
i=1
Aipi(1− p)n−i :
The sum on the right-hand side of this equality is the probability that the output of the
binary symmetric channel with the probability of inversion of binary symbol p is a
code vector when the input is the all-zero vector. In [5] we prove the following bound,
which is valid for all n; k:
P(n; k)< (C
p
ln n+ 1)2k−n: (7)
An open problem is whether it is possible to replace (C
p
ln n + 1) on the right-hand
side of (7) by a constant?
3. The next problem we should like to consider here is that of obtaining a lower
asymptotical bound for the maximal cardinality of the list-of-L decoding linear code.
The linear code Ank Fn2 is called the list-of-L decoding code correcting t errors ifT
x2JfBn(0; t)+xg=; for arbitrary J Ank ; jJ j>L. An open problem is to nd lower
(existence) asymptotical bound for the maximal cardinality fl(n; L; t) of the linear code
Ank correcting t errors, i.e., to nd the lower bound on the value
'l(L; ) = lim sup
n!1
logfl(n; L; [n])
n
:
The corresponding lower bound for some (nonlinear) code can be obtained using the
expurgation technique (see [2]). It is easy to show that the bound from [2] is valid
for linear codes for small values of L and it is actually a natural continuation of the
Varshamov{Gilbert (VG) bound (when L= 1). So an unsolved problem is to nd the
lower bound for 'l(L; ) for arbitrary L which must be in some sense (as VG bound)
the nal.
References
[1] V. Blinovsky, Lower asymptotic bound on the number of linear code words in a sphere of given
radius in Fnq , Problemy Peredachi Informatsii 23(2) (1985) 50{53 (in Russian). Problems of Information
Transmission 23(2) (1985) 130{132 (in English).
[2] V. Blinovsky, Bounds for codes in the case of list decoding of nite volume, Problemy Peredachi
Informatsii 22(1) (1986) 11{25 (in Russian). Problems of Information Transmission 22(1) (1986) 7{19
(in English).
[3] V. Blinovsky, Asymptotically exact uniform bound for spectra of cosets of linear codes, Problemy
Peredachi Informatsii 26(1) (1990) 99{103 (in Russian). Problems of Information Transmission 26(1)
(1990) 83{86 (in English).
28 V. Blinovsky /Discrete Mathematics 213 (2000) 25{28
[4] V. Blinovsky, Estimation of the spectrum of random linear code, Proceedings of the Fifth International
Workshop on Algebraic and Combinatorial Coding Theory, Sozopol, 1996, p. 43.
[5] V. Blinovsky, Estimation of the probability of undetected error, Problemy Peredachi Informatsii 32(2)
(1996) pp. 3{9 (in Russian). Problems of Information Transmission 32(2) (1996) to appear (in English).
[6] T. Goblick, Coding for discrete information sourse with distortion measure, Ph.D. Thesis Department of
Electrical Engineering, MIT, Cambridge, 1962.
