Abstract. A discrete DJS-hypergroup is constructed in connection with the linearization formula for the product of two spherical elements for a quantum Gelfand pair of two compact quantum groups. A similar construction is discussed for the case of a generalized quantum Gelfand pair, where the role of the quantum subgroup is taken over by a two-sided coideal in the dual Hopf algebra. The paper starts with a review of compact quantum groups, with an approach in terms of so-called CQG algebras. The paper concludes with some examples of hypergroups thus obtained.
Introduction
Convolution algebras of K-biinvariant measures on a locally compact group G for a Gelfand pair (G, K) were motivating examples for the introduction of DJShypergroups, see for instance Jewett [9] . In the case of compact G, one can also associate a (discrete) dual hypergroup with such a Gelfand pair. The convolution on this dual hypergroup is related to the positivity of the coefficients in the linearization formula for spherical functions. Therefore, it is natural to expect that hypergroups may also arise in the context of quantum groups and quantum analogues of Gelfand pairs. In an earlier paper [12] I gave many indications for this. I introduced quantum Gelfand pairs of compact matrix quantum groups and I showed positivity results associated with it, but I did not go all the way to realize a hypergroup structure.
In an informal note [13] , which was not widely circulated, I showed that there is indeed a DJS-hypergroup structure associated with these compact quantum Gelfand pairs for the dual case. This result is not completely trivial, because one has to replace the involution on the Hopf * -algebra by another involution (canonically determined) in order to obtain the involution for the hypergroup.
It is the purpose of the present paper to give the details of the construction in [13] . Compared to [12] , [13] , the results are formulated in terms of CQG algebras (cf. Koornwinder [15, §2] , Dijkhuizen [4, Ch. 2] and, earlier with a different terminology, Effros & Ruan [5] ), which both generalize and simplify the Woronowicz compact matrix quantum groups [23] . Furthermore, a structure of dual hypergroup is now also established for the case of a generalized quantum Gelfand pair (A, J), where A is a CQG algebra and J is a two-sided coideal in the algebraic linear dual AThe following notation is often useful in a Hopf algebra A. If a ∈ A then we can choose sets of elements a (1)i and a (2) i in A (i running over a finite set) such that ∆(a) = i a (1)i ⊗ a (2)i . We write this symbolically as (2.2) ∆(a) = (a) a (1) ⊗ a (2) , a ∈ A.
Similarly, we write (∆ ⊗ id)(∆(a)) = (a)
This notation is justified by the coassociativity property of ∆. A * -algebra (always assumed to be unital) is a complex associative unital algebra A equipped with an involutive antilinear antimultiplicative operation a → a * : A → A.
A Hopf * -algebra is a Hopf algebra which, considered as an algebra, is a * -algebra such that the algebra homomorphisms ∆ and ε are homomorphisms of * -algebras. Here A ⊗ A is considered as a * -algebra such that (a ⊗ b) * = a * ⊗ b * (a, b ∈ A). In a Hopf * -algebra the following property is valid. By way of example let G be a compact group and let A = A(G) be the complex linear space of all functions on G which are linear combinations of matrix elements of finite dimensional unitary matrix representations of G. Then A is a commutative unital * -algebra under pointwise multiplication and pointwise complex conjugation.
There is a linear embedding of A ⊗ A in the space of functions on G × G such that (f ⊗ g)(x, y) := f (x) g(y) for x, y ∈ G and f, g ∈ A. For f ∈ A let ∆(f ) be the function on G × G defined by (∆(f ))(x, y) := f (xy) (x, y ∈ G). If t ij is a matrix element of a unitary matrix representation t = (t ij ) i,j=1,... ,n of G then it follows that
Hence ∆ maps A into A ⊗ A. Also define, for f ∈ A, that ε(f ) := f (e) and (S(f ))(x) := f (x −1 ) (x ∈ G). With these operations A becomes a commutative Hopf * -algebra.
Let A be a Hopf-algebra. Let A * be its algebraic linear dual. Then A * becomes a unital algebra with identity element ε and multiplication defined by
Furthermore, the multiplication, unit and antipode on A induce linear operations ∆: A * → (A ⊗ A) * , ε: A * → C and S: A * → A * as follows.
Then A * , with the operations defined by formulas (2.5)-(2.8), satisfies the axioms of a Hopf algebra, except for slight modifications because ∆ maps A * to (A ⊗ A) * rather than A * ⊗A * . If A is moreover a Hopf * -algebra then A * becomes a * -algebra (almost a Hopf * -algebra) with involution given by
Consider the example A = A(G) (G a compact group). Then a complex regular Borel measure µ on G determines a linear functional µ: f → G f (x) dµ(x) on A and µ is the unique regular measure which gives rise to this linear functional. Then the product of two regular Borel measures µ, ν on G considered as linear functionals on A is the linear functional on A corresponding to the convolution product µ * ν,
. Let A be a Hopf algebra. We can define left and right actions of the unital algebra A * on A as follows.
In particular,
A matrix corepresentation of a Hopf algebra A is a matrix t = (t ij ) i,j=1,... ,n with entries in A such that (2.4) is valid and also
A matrix corepresentation t of a Hopf * -algebra is called unitary if
In the example of A = A(G), where G is a compact group, a square matrix t with elements in A is a unitary matrix representation of G if and only if it is a unitary Two matrix corepresentations s and t of a Hopf algebra, both of the same dimension n, are called equivalent if there is a complex invertible n × n matrix B such that B s = t B.
A matrix corepresentation t (of dimension n) of a Hopf algebra is called irreducible if t is not equivalent to a matrix corepresentation of the form * * 0 * .
If t = (t ij ) is a matrix corepresentation of A then so is its contragredient corepresentation t ′ , where (t ′ ) ij := S(t ji ). Then the corepresentation t ′′ := (t ′ ) ′ has matrix elements (t ′′ ) ij = S 2 (t ij ). In Koornwinder [15, §2] the following two definitions were given. A CQG algebra is a Hopf * -algebra which is the linear span of the matrix elements of its unitary matrix corepresentations. A CMQG algebra is a Hopf * -algebra A which, as a unital algebra, is generated by the matrix elements of a certain unitary matrix corepresentation of A. It follows easily (cf. [15] ) that a Hopf * -algebra is a CMQG algebra if and only if it is a CQG algebra which, as an algebra, is finitely generated. Clearly, the Hopf * -algebra A(G) (G a compact group) is a CQG algebra. It is a CMQG algebra if and only if G is isomorphic to a closed subgroup of a unitary group U (n), which, in its turn, is equivalent to the fact that G is a compact Lie group.
The theory of CQG algebras was developed by the author [15, §2] jointly with M. S. Dijkhuizen [4] . It is intended as an alternative approach to the compact matrix quantum groups introduced by Woronowicz [23] Define the Haar functional h on A as the linear mapping h: A → C such that
Then it is immediately verified that
while it is a deeper result that
In the example A = A(G) (G a compact group) we have h(f ) = G f (x) dx, where dx is the normalized Haar measure on G. 
All these results are essentially due to Woronowicz [23] , but they are proved somewhat differently in the CQG algebra approach of [15, §2] .
I will now point out how CQG algebras are related to the compact matrix quantum groups of Woronowicz, cf. [15, §2.3, §2.5]. For each element a of a CQG algebra A put a := sup π π(a) . Here π runs through all * -representations on Hilbert spaces of the * -algebra A. Then, by making essential use of the fact that A is spanned by matrix elements of unitary corepresentations, it can be shown first that a < ∞ for all a ∈ A, and next that the seminorm . is in fact a norm on A. This norm satisfies aa * = a 2 (C * -norm). Denote the completion of A with respect to this norm by A. Then A is a unital C * -algebra. Equip the algebraic tensor product A ⊗ A with the C * -norm a := sup π 1 ,π 2 (π 1 ⊗ π 2 )(a) , where a ∈ A ⊗ A and π 1 , π 2 run through all * -representations on Hilbert spaces of A. Then ∆: A → A ⊗ A continuously extends to a C * -homomorphism from A to the completion of A ⊗ A with respect to this norm.
It can be deduced from Woronowicz [23] that the compact matrix quantum groups defined there, can be characterized as pairs (A, A), where A is a C * -algebra, A is a CMQG algebra and a dense * -subalgebra of A, and ∆: A → A ⊗ A continuously extends to a C * -homomorphism from A to a suitable C * -completion of A ⊗ A. Thus a CQG algebra A can be brought in correspondence with a Woronowicz compact matrix quantum group (A, A) if and only if A is a CMQG algebra, but A does not determine A uniquely.
A second involution for CQG algebras
Let A be a Hopf algebra. A nonzero linear functional f on A is called multiplica-
Then also f (1) = 1. A multiplicative linear functional on A can equivalently be characterized as a nonzero element f ∈ A * such that
Such elements are called group-like. In the example A = A(G) the point evaluations
and similarly for the other identity. Here we used (2.5), (2.8), (3.1), (2.6) and Definition 2.1(d). If f is group-like then so is Sf . If f ∈ A * is group-like then let the linear mapping τ f : A → A be defined by
We call the mappings τ f inner automorphisms of A, since the next Proposition shows that τ f is a Hopf algebra automorphism and since, if
Proposition 3.1. Let A be a Hopf algebra and let f ∈ A * be group-like. Then
Proof. Formula (3.4) follows immediately from (3.3) and (3.2). Formula (3.5) follows from (2.14). Then (3.5) immediately yields (3.6). Finally, (3.7) is proved as follows.
Here we used (3.3), Definition 2.1(c), (3.2) and (2.5).
Remark 3.2. Let f ∈ A
* be group-like. If t = (t ij ) is a matrix corepresentation of the Hopf algebra A then put r ij := τ f (t ij ) and r := (r ij ). Then r is a matrix corepresentation of A which is equivalent to t. Indeed,
by (3.3) and (2.4). Furthermore, the matrices f (t ij ) and (S(f ))(t ij ) are inverse Let now A be a Hopf * -algebra and let f ∈ A * be group-like. Define the mapping
Then it follows immediately that a → a − is an involutive anti-linear mapping and that, by Proposition 3.1, the Hopf algebra A, together with the involution a → a − , has the structure of a Hopf * -algebra.
Let A be a CQG algebra. The intertwining operators F α (α ∈ A ) give rise to a remarkable family of multiplicative linear functionals f z (z ∈ C) on A which were introduced by Woronowicz [23] , see also [15, §2.4]. We will summarize their properties. Define for each z ∈ C the linear functional f z on A such that
Here arbitrary complex powers F z α of the positive definite matrix F α are defined in an evident way. Note that the definition of f z is independent of the choice of the unitary matrix corepresentation representing α ∈ A .
is an entire analytic function and there are constants M > 0 and µ ∈ R such that |f z (a)| ≤ M e µ Re z .
Thus, for each z ∈ C, we have a group-like element f z ∈ A which gives rise to an inner automorphism τ f z : a → f −z .a.f z of A. We will consider the corresponding involution defined by (3.8). First we need a few simple properties concerning the action of A * on a Hopf * -algebra A.
Proof. For the proof of (a) note that
where we used (2.9), (2.8) and (2.3). The first identity in (b) is proved as follows.
Here we used (2.10), (2.8), (2.1) and (2.11). The second identity can be proved in For the proof of (c) we write:
Here we used (2.10) and part (a) of the Lemma. This settles the first identity in (c). The second identity is proved in a similar way.
Let A be a CQG algebra, let z ∈ C and let the involution a → a − be defined by (3.8) with f := f z . Then, by Lemma 3.4(c),
Let t = (t ij ) be a unitary matrix corepresentation of A and put (t * ) ij := (t ij ) * and (t − ) ij := (t ij ) − . Then t * and t − are equivalent matrix corepresentations of A because of (3.10) and Remark 3.2. In general, the corepresentation t * is not unitary. We want to determine z such that t − is unitary, independent of the choice of t. So we want that
Now, on the one hand we have
Here we used (3.10), (2.16), Proposition 3.3(c), Lemma 3.4(b) and Proposition 3.3(d) and (a). On the other hand,
Here we used (3.10), Lemma 3.4(c) and Proposition 3.3(c). Thus (3.11) is satisfied if Re z = . Because of (3.10), we may as well take z real and equal to 1 4 . We summarize the results in the following theorem. .a
is an involution on A such that
. We can now use (2.9) in order to define an involution f → f − on A * which corresponds to the involution a → a − on A:
Then (3.14)
For the proof note that, with a ∈ A,
)(a).
Here we used (3.13), (3.12), (2.12), (2.9) and Proposition 3.3(c).
The following version of the quantum Schur orthogonality relations (2.17) in-
Let us prove the first equality. The proof of the second one is analogous. The case α = β is clear from (2.17) . For α = β we have
where we used (3.12), (2.10), (2.11) and (2.4). Hence
where we used (2.16), (2.8), Proposition 3.3(c), (2.17), (3.9), (2.4), (2.5) and Proposition 3.3(a). As a special case of (3.15) we have
where the last inequality follows because tr F α > 0 and f 1
Positive definite elements
The notion of a positive definite element was introduced in [12, §7] for compact matrix quantum groups. The properties proved there remain true for positive definite elements of CQG algebras and will be recapitulated below. Some further properties can be formulated with the aid of the involution a → a − defined in (3.12).
Let A be a CQG algebra. An element a ∈ A is called positive definite if
In Since S 2 = id in general, positive definiteness of a will not imply that a * is positive definite. The involution a → a − introduced in (3.12) has more pleasant properties with respect to positive definiteness. Proof. For the proof of (a) expand a as in (4.1). Then all matrices (a α ij ) are positive semi-definite. We obtain from (4.1) that
Then the matrix corepresentations ((t Next we prove (b). Since a and a * are positive definite, it follows from Proposi- = a * , which proves (b).
Quantum Gelfand pairs
In the author's paper [12, §7] quantum Gelfand pairs of compact matrix quantum groups were introduced. Here these results will be briefly recapitulated, but reformulated now in terms of CQG algebras. We will also consider a generalized notion of quantum Gelfand pair, where we deal with a CQG algebra A and a twosided coideal J in A * . In Vainerman [21] a different definition of quantum Gelfand pair was given, but it is equivalent to the definition below.
Let A be a CQG algebra. A sub-CQG algebra of A is a pair (B, Ψ) with B a CQG algebra and Ψ: A → B a surjective homomorphism of Hopf * -algebras. These biinvariant elements form a unital * -subalgebra of A.
A pair of a CQG algebra A and a sub-CQG algebra (B, Ψ) of A is called a quantum Gelfand pair of CQG algebras if, for each α ∈ A , the elements in Span{t α ij } which are biinvariant with respect to (B, Ψ), form a subspace of dimension 0 or 1. From now on we will suppress the surjective Hopf * -algebra homomorphism in our notation: we will speak about the quantum Gelfand pair (A, B) and about B-biinvariant elements in A. If (A, B) is a quantum Gelfand pair then the set of all α ∈ A for which the B-biinvariant elements in Span{t α ij } form a subspace of dimension 1, will be denoted by (A, B) . We will assume that, for each α ∈ (A, B) , the unitary matrix corepresentation (t The next Proposition describes how α → α acts on (A, B) .
Proposition 5.2. Let (A, B) be a quantum Gelfand pair of CQG algebras. Let α ∈ (A, B) . Then α ∈ (A, B)
, the element (t α 11 ) * is spherical and
Proof. The element (t The reader may now continue in the next section, where the hypergroup structure following from Propositions 5.1 and 5.2 is described. Below we introduce a generalized notion of quantum Gelfand pair.
Let A be a CQG algebra. Let J be a two-sided coideal of A * , i.e., a linear subspace such that ∆(J) ⊂ J ⊗ A * + A * ⊗ J and f (1) = 0 for all f ∈ J. An element a ∈ A is called J-biinvariant if f.a = 0 = a.f for all f ∈ J. The J-biinvariant elements form a unital subalgebra of A * . This follows from (2.14). If t = (t ij ) is a unitary matrix corepresentation of a Hopf * -algebra A and if we put π ij (f ) := f (t ij ) for f ∈ A * , then π: f → (π ij (f )) is a matrix * -representation of the * -algebra A * . If A is a CQG algebra and α ∈ A then we write π α for the * -representation of A * thus corresponding to the unitary corepresentation t α of A. Let H α denote the representation space on which the representation π α is acting. It can be identified with C d α . Let e 1 , e 2 , . . . , e d α be the standard basis of H α . Let A be a CQG algebra and let J be a two-sided coideal of A * such that J = J * . We call the pair (A, J) a generalized quantum Gelfand pair if, for each α ∈ A , the J-invariant elements in H α form a subspace of dimension 0 or 1. Let (A, J) denote the set of all α ∈ A for which this dimension is 1. For α ∈ (A, J) we may assume, after possibly making a basis transformation, that e 1 is a J-invariant vector in H α . Proof. Let α ∈ A , f ∈ A * and let the c ij be arbitary complex coefficients. Then
Hence, i,j c ij t α ij is J-biinvariant if and only if, for all f ∈ J and for all indices k, l the following two equalities hold:
The first equality implies that c lj = 0 for all l, j if α / ∈ (A, J) and that c lj = 0 for l = 1 if α ∈ (A, J) . The second equality can be equivalently written as Again we call the elements t α 11 (α ∈ (A, J) ) spherical elements for the generalized quantum Gelfand pair (A, J). In order to obtain some analogue of Proposition 5.2, we need a further assumption. 
Proof. Apply Lemma 3.4(c) with the involution a → a − . We get:
Since S(J) = J − , part (a) of the Proposition follows. Next, part (b) is obtained because, for α ∈ (A, J) , a := (t α 11 )
− is B-biinvariant and satisfies ε(a) = 1 (cf. Proposition 5.4).
Discrete DJS-hypergroups from quantum Gelfand pairs
In this section it will be shown that, in case of a quantum Gelfand pair of CQG algebras, one can associate the structure of a discrete DJS-hypergroup with the linearization formula (5.1). A similar result will be proved in case of a generalized quantum Gelfand pair (A, J) under the additional assumption that S(J) = J − . DJS-hypergroups were introduced by Jewett [9, pp. 12 and 17], who called them convos. Slightly different definitions were given almost simultaneously by Dunkl and Spector. In many subsequent papers by various authors these structures were called hypergroups. I follow the suggestion of G. Litvinov and K. Ross to use the term DJS-hypergroups (after Dunkl, Jewett and Spector), in order to distinguish Jewett's axioms for a DJS-hypergroup were neatly rephrased by Lasser [16, §1] , see his conditions (H1)-(H6). Below I will conform to his terminology and notation. Thus K is a locally compact Hausdorff space, M (K) denotes the space of all complex regular Borel measures and M 1 (K) the subset of all probability measures. If x ∈ K then p x denotes the corresponding point measure, i.e., p x ∈ M 1 (K) and p x ({x}) = 1. A DJS-hypergroup is determined by K together with the following three data. After identification of x with p x , the mapping in (a) has a unique extension to a continuous bilinear mapping (µ, ν) → µ * ν:
Definition 6.1. Let the quadruple (K, * ,
− , e) be as above. Then this forms a DJS-hypergroup if the following conditions are satisfied. Proof.
(H * ) First we prove that p α * p β ∈ M 1 (K). Indeed, c α,β (γ) ≥ 0 by Proposition 5.1(e), and (p α * p β )(K) = 1 because 1 = ε(t 7. The quantum group SU q (2)
By way of example of the theory developed in the previous sections we treat now the CMQG algebra A = A q (SU (2)) associated with the quantum group SU q (2) (cf. for instance Woronowicz [24] ). Fix q ∈ (0, 1). Define A as the unital associative algebra with generators α, β, γ, δ and relations αβ = qβα, αγ = qγα, βδ = qδβ, γδ = qδγ, βγ = γβ, αδ − qβγ = δα − q −1 βγ = 1.
It turns out that A becomes a Hopf * -algebra under the following actions of the comultiplication ∆: A ⊗ A, counit ε: A → C (unital multiplicative linear mappings), antipode S: A → A (unital antimultiplicative linear mapping), and involution * : A → A (unital antimultiplicative antilinear mapping).
Here the formula for ∆ has to be interpreted in the sense of matrix multiplication:
It was already pointed out in [12, Example 7.7] that, by application of (5.1), the little q-Legendre polynomials have a linearization formula
It seems that this result has not yet been proved by analytic methods (however, see the remark at the end of this section). Theorem 6.2 gives the structure of (commutative) DJS-hypergroup corresponding to (7.3). Next we consider generalized quantum Gelfand pairs (A, J), where we take A = A q (SU (2)) and J is a two-sided coideal in A * . Results on this, obtained in Koornwinder [11] , [14] , [12, §9], will be summarized and next an application of Theorem 6.3 will be given.
We can completely characterize elements A z (z ∈ C), B and C in A * by the properties
Hence, J := C X σ is a two-sided coideal in A * satisfying J = J * and S(J) = J − . The expression (7.4) for X σ was used in [12, §9] . In [14] a slightly different expression for X σ is used, such that (X σ ) * = S(X σ ) instead of (X σ ) * = X σ . However, it is easy to reformulate results from [14] in terms of (7.4) .
It follows from [14] that the pair (A, J) is a generalized quantum Gelfand pair and that, with A = {0, 1 2 , 1, . . . } as above, (A, J) = Z + . The spherical element corresponding to n ∈ (A, J) is a positive multiple of
where
and p n in (7.5) is an Askey-Wilson polynomial [3] generally defined by 
Noumi's quantum analogue of the Gelfand pair (U (N ), SO(N ))
A very interesting generalized quantum Gelfand pair quantizing the pair (U (N ), SO(N )) was recently studied by Noumi [18] . We will show that not just Proposition 5.4, but also Proposition 5.5 and Theorem 6.3 are applicable to this situation. We will heavily refer to [18] for notation, see also the summary in Floris [6, §2, Example 2].
Fix q ∈ (0, 1). The CMQG algebra A = A q (U (N )) is generated by elements t ij (1 ≤ i, j ≤ N ) satisfying relations [18, (1. which is the inverse of det q given by [18, (1.5) ]. The Hopf * -structure is determined by requiring that both ((det q ) −1 ) and t := (t ij ) i,j=1,... ,N are unitary matrix corepresentations of A. A Hopf subalgebra U = U q (gl(N )) of A * can be given with generators q λ (λ ∈ Z N ) and e k , f k (1 ≤ k ≤ N − 1), satisfying relations [18, (1.8)] and with comultiplication, counit and antipode given by [18 , (1.9) ]. Take ε 1 , . . . , ε N as a standard basis for Z N . The generators of U are completely characterized as by these linear functionals. These evaluations are given by [18, (1.20) ] and can be reformulated as q λ (t ij ) = δ ij q λ,ε i , e i (t kl ) = δ ik δ i+1,l , f i (t kl ) = δ i+1,k δ il , (8.1)
It follows from [19, (3.1) , (3.2)] that S 2 (t ij ) = q 2i−2j t ij .
Hence, F t = t ′′ F, where F ij = δ ij q −N−1+2i .
Since tr (F ) = tr (F −1 ) > 0, the operator F is associated with t as in Proposition 2.2. Hence, we obtain by (3.9) that
where the second formula follows because (det q ) −1 is group-like. It follows that Consider now the two-sided coideal k q (a) in U for the case (SO) with a := (1, 1, . . . , 1), as defined in [18, (2.4) ]. Then (k q (a)) * = k q (a) (cf. [18, (3. Hence J * = J. Now, by the results in [18] , the pair (A, J) is a generalized quantum Gelfand pair.
Let us inspect if the condition S(J) = J − is satisfied. On the one hand, by (8.4) and [18, (1.9) ], S(X i ) = −q −(ε i +ε i+1 ) (ε i f i − q −1 q ε i+1 e i ).
On the other hand, by (8. 
