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Abstract—We propose a novel deep training algorithm for joint
representation of audio and visual information which consists of a
single stream network (SSNet) coupled with a novel loss function
to learn a shared deep latent space representation of multimodal
information. The proposed framework characterizes the shared
latent space by leveraging the class centers which helps to elimi-
nate the need of pairwise or triplet supervision. We quantitatively
and qualitatively evaluate the proposed approach on VoxCeleb, a
benchmarks audio-visual dataset on multitude of tasks including
cross-modal verification, cross-modal matching and cross-modal
retrieval. State-of-the-art performance is achieved on cross-modal
verification and matching while comparable results are observed
on the remaining applications. Our experiments demonstrate
the effectiveness of the technique for cross-modal biometric
applications.
Index Terms—cross-modal learning, audio visual mappings,
cross-modal retrieval, cross-modal verification, cross-modal
matching
I. INTRODUCTION
Why do people watching a large screen in a movie theater
hear an actor’s voice coming from his face, even though the
audio speakers are on the side of the hall? The illusion of
third voice due to association of visual data with the auditory
information is known as the McGurk effect [1]. It is not
surprising that auditory experience is influenced by the visual
input. This is the case with the ventriloquist who exploit the
visual capturing ability of the audience to sell the idea that
their puppets speak. Since the audience sees the puppet moving
its lips, the location of sound also changes simultaneously and
the audience experiences the McGurk effect.
It is a well studied fact that humans end up associating
voices and faces of people [2], [3] due to the fact that
neuro-cognitive pathways for voices and faces share the same
structure [4]. This behavioral tendency is best exploited in
a Hollywood film where a person can be identified just by
hearing his/her voice. In fact a movie named ‘Taken’ is based
on the identification of a person using only the auditory
input. Recognition of speakers from their voices requires
information from cross domains to be mapped onto a shared
latent space [5]. Once the joint representation is obtained, a
*Equal contribution
family of algorithms can be introduced, ranging from match-
ing, verifying, authenticating, retrieving and even searching.
However, speaker recognition under unconstrained conditions
is an exceedingly difficult task, since real-world scenarios are
not limited to noise-free environments. Background noises
play an important role and have become an inevitable part
of our everyday life. Without characterizing the background
noise and variation, holistic understanding and robust learning
is not possible [6].
The task of cross-modal mapping is supported by the
hypothesis presented by studies above that it may be possible
to find association between voices and faces as well. With
this in perspective, the current paper focuses on the task of
obtaining a joint representation of auditory and visual input
employing a single stream network for both modalities. The
problem setup is that we have a corpus of auditory and visual
information (voices and faces) and we perform following tasks
on the dataset using a single network: matching, retrieval and
verification.
One of the major hindrance in performing such experiments
is the unavailability of large-scale corpus consisting of in-
formation from both domains (images and audio). However,
recently VoxCeleb dataset [6] has been introduced which
comprises of a collection of video and audio recordings of
a large number of celebrities. Previous works in literature [7],
[5], [8] have modeled the problem of cross modal matching by
employing separate networks for multiple modalities in either
triplet network fashion or subnetwork. Separate networks in
triplet fashion may help with modularity given few modalities
(two in this case) at input, but it is important to take into
account the possibility of multiple input streams (text, image,
voice, etc). In a triplet fashion, each modality acquires O(n3)
space complexity, where n is sample size. In VoxCeleb dataset,
there are 1, 251 identities which becomes 2, 502 if we consider
single image and single voice for each identity; the space
complexity grows exponentially if we increase number of
instances of each of each identity.
Nagrani et. al [5] performed experiments in static and
dynamic settings. A five stream dynamic-fusion architecture1
requires five subnetworks to account for this fusion. We
achieve the five stream dynamic-fusion results with a single
network trained in end-to-end fashion. Our network performs
under no restrictions in terms of triplet selection. We perform
series of experiments inspired from [5], [9]. Furthermore, we
perform two additional experiments to establish the robustness
of our methodology. Our main contributions are listed below.
– We introduce a single, end-to-end trainable network for
performing auditory and visual information matching,
verification and retrieval.
– We propose a novel training procedure which can be
coupled with deep neural networks to map multiple
modalities to shared latent space without pairwise or
triplet information.
– We perform series of cross modal matching, verification
and retrieval experiments considering multiple demo-
graphic, age, and gender factors in the wild.
The rest of the paper is structured as follows: we explore
the related literature in Section II; details of the proposed
approach are discussed in Section III, followed by experiments
and evaluations in Section IV and Section V respectively.
Section VI presents discussion, followed by ablation study in
Section VII. Finally, conclusions are in Section VIII.
II. RELATED WORK
In this section we study previous works under multiple
subsections. We lay the foundation of the problem in cognitive
neuroscience studies followed by the introductory work done
by the vision community.
A. Cognitive Neuroscience Studies
The characteristic display of auditory information in emo-
tional analysis dates back to the times of Darwin. In his
book The expression of emotions in man and animals, Darwin
recognized emotions as non-private experiences and described
their characteristic displays. Speech perception studies in psy-
chology provide experimental support to Darwin’s idea of an
existence of link between auditory and visual information [10],
[1], [11]. Studies like [2], [3] provide evidence that equiv-
alent information about identity is available cross-modally
from both the auditory and visual information domains. The
McGurk effect illustrates the fundamental idea what is seen
can affect what is heard. It also explains how ventriloquists
enhance spatial attention to sound by employing the cross
modal information from the visual cues. More generally, the
study in [12] explains that having the speaker’s face visible
improves the perception of speech in noise. It is important
to note that human perception studies have performed static
matching of voices and faces, but argue that the results lie
at chance level [13], [2]. We see that these studies have
been conducted previously under the cognitive psychological
1The five stream dynamic-fusion architecture consists of two face sub-
networks, one voice network along with two extra streams as dynamic feature
subnetworks
perspective in detail and have recently been introduced to the
vision community.
B. Audio and Visual Recognition
Audio and visual recognition are important tasks and main
stream vision techniques have been focused towards solving
the problem. In recent years, this problem of face and audio
recognition has seen extensive progress [14], [15], [16], [17],
[18], [19]. It is important to note that these approaches allow
for effective representation of unimodal information. However,
the alignment of information learned across modalities is not
accounted for in these approaches. In the current work we
present a single stream architecture trained with the distance
learning paradigm to obtain effective representations of audio
and visual signals in the shared latent space.
C. Joint Latent Space Representation
To effectively capture cross modal embeddings, information
across all the modalities have to be learned and mapped onto
a joint latent space. Cross modal learning employing visual
and textual data has seen significant progress [20], [21], [22],
[23]. However, not much work has been directed towards
exploring joint representation of audio and visual data. Few
works focus on the tasks of audio-visual matching for scene
understanding [24], [25], [26], [27], [28]. Recently, a dataset
tailored towards audio-visual biometrics was introduced [6],
[29] to aid the learning of audio and visual information and
thus obtaining a joint representation. Many works have been
focused towards speaker recognition and matching from audio
and visual signals [5], [8]. Although these works effectively
capture cross modal embeddings, however they require ei-
ther separate networks for each modality and/or require pair
selection during training to effectively penalize the negative
pairs. Considering the data explosion, pair selection in the wild
becomes impractical. Although work in [9] does not require
pair selection, it requires sequential input to two separate
networks with covariate knowledge which is obtained via a
multi-task classification network conditioned under covariate
supervision to obtain a joint representation of the audio and
visual signals. In the current work we remove the overhead of
pair selection or requirement of knowledge of any covariate
or separate networks for each modalities. Instead we propose
a single stream network to capture joint representation in the
shared latent space employing a distance learning approach.
III. DEEP LATENT SPACE LEARNING APPROACH
One of the core ideas of this paper is to bridge the gap be-
tween the images and encoded voice signals i.e. spectrograms.
Our proposed approach eliminates the need for multiple net-
works for either modality, since similar results can be achieved
with a single network. Fig. 1 visually explains the framework
of the proposed approach. Consider {Aj , Ij , yj}
N
j=1 be N
training data points whereAj and Ij represent audio and visual
signals belonging to a class j and yj represents the labels. The
objective of latent space learning is based on minimization
of distance Dθ(Aj , Ij) between features and center of class
Fig. 1: The proposed cross-modal framework based on single stream network and a novel loss function to embed both audio
and visual signals in the latent space. The single stream network extracts the representation from both modalities while the
loss function learns to bridge the gap between them.
j. This can be achieved with the help of a single stream
convolutional neural network which is trained in an end-to-end
fashion. The details of the proposed approach are presented in
the following subsections:
A. Visual Signals
The input to single stream network consists of three channel
(RGB) facial image cropped to represent only the facial region.
The input image size is fixed to 256 × 256 pixels. Note
that under the proposed framework, single stream network is
capable of handling both dynamic and static input regardless
of any conditioning.
B. Audio Signals
In addition to visual input, audio signals are also fed to the
network. The encoded audio signals are short term magnitude
spectrograms generated directly from raw audio of length three
seconds. The audio stream is extracted, converted to single
channel at 16kHz sampling rate with sampling frequency in
accordance to the frame rate. The methodology is explained
in [6], [5], however, we do not perform any normalization as
a part of pre or post processing.
C. The Single Stream Network
Our proposed network is generic and an appropriate deep
neural network can be employed. In our implementation, we
use InceptionResNet-V1 as a single stream network for joint
embedding of audio and visual signals (Fig. 1). The network
is trained using both face images and spectrograms. Suppose
there are ns audio spectrograms associated with ni face images
in a class c representing an identity. Each image and the
spectrogram is input to the network and ns+ni feature vectors
fc are obtained at the output of the network. During training,
geometric center of ns + ni feature vectors is computed and
the objective function consisting of the distance of each feature
vector from the center, is minimized.
d(fc) =
ns+ni∑
i=1
‖ f i −
1
ns + ni
ns+ni∑
j=1
f j ‖22 (1)
Thus during the training phase, face images and the spectro-
grams are treated in similar fashion and a single stream net-
work can effectively bridge the gap between image and audio
eliminating the need of multiple networks for each modality.
In our implementation, instead of using the traditional loss
functions, we extend center loss for cross-modal distance
learning jointly trained with softmax loss [30]. This loss
function simultaneously learns centers for all classes including
face images and spectrograms in a mini-batch and minimzes
the distances between each center and the associated images
and spectrograms. It thus imposes neighborhood preserving
constraint within each modality as well as across modalities.
If there are n classes in a mini batch m, the loss function is
given by
L(mini batch) = −
m∑
i=1
log
e
WTyi
fi+byi
∑n
j=1 e
WTj f
i+bj
+
λ
2
m∑
i=1
d(fc)
(2)
In Eq. 2, f i ∈ Rd denotes the ith deep feature, belonging
to the yj th class and d is the feature dimension. Wj ∈ R
d
denotes the jth column of the weights W ∈ Rd×n is the last
fully connected layer and b ∈ Rn is the bias term. A scalar λ
is used for balancing the two loss functions. The conventional
softmax loss can be considered as a special case of this joint
supervision, if λ is set to 0 [30].
This loss function minimizes the variation between face
image and spectrogram within a class and effectively preserves
the neighborhood structure. In this way, face image and
spectrogram which do not belong to the same identity do not
occur in the same neighborhood. Implementation details are
explained in the next section.
IV. EXPERIMENTS
We perform a series of experiments on various tasks con-
sisting of cross-modal verification, cross-modal matching and
cross-modal retrieval to evaluate the embeddings learned by
the single stream network under the proposed framework. The
experimental setup and dataset details are explained below.
A. Experimental Setup
We perform three different experiments which are as below.
1) Cross-Modal Verification: The first task is to perform
cross-modal verification where the goal is to verify if an
audio segment and a face image belong to the same identity.
Two inputs are considered i.e. face and voice and verification
between the two depends upon a threshold on the similarity
value. The threshold can be adjusted in accordance to wrong
rejections of true match and/or wrong acceptance of false
match. We report results on standard verification metrics i.e.
ROC curve (AUC) and equal error rate (EER).
2) Cross-Modal Matching: The second task consists of
cross-modal matching where the goal is to match the input
modality (probe) to the varying gallery size nc which consists
of the other modality. We increase nc to determine how the
results change. For example, in 1 : 2 matching task, we are
given a modality at input, e.g. face, and the gallery consists
of two inputs from other modality, e.g. audio. One of them
contains a true match and other serves as an imposter input.
We employ matching metric i.e. accuracy to report results. We
perform this task in five settings where in each setting the nc
is increased as 2, 4, 6, 8, 10.
3) Cross-Modal Retrieval: Lastly, we evaluate the learned
embedding on cross-modal retrieval. Given a single modality
input, the task is to retrieve all the semantic matches of the
opposite modality. We perform this task for both Face→ Voice
and Voice → Face formulation. We report results in terms
of R@K which evaluates accuracy in terms of the first K
retrieved results against a query.
B. Dataset
Recently, Nagrani et. al [6] introduced a large-scale dataset
of audio-visual human speech videos extracted ‘in the wild’
from YouTube. Nagrani et. al [8] created two train/test splits
out of this dataset to perform various cross-modal tasks. The
first split consists of disjoint videos from the same set of
speakers while the second split contains disjoint identities.
We train the model using these two training sets, allowing
us to evaluate on both test sets, the first one for seen-heard
identities, and the second for unseen-unheard identities. Note
that we followed the same train, validation and test split
configurations as used in [8] for fair comparisons.
TABLE I: Cross-modal verification results on seen-heard
and unseen-unheard configurations with model trained from
Scratch.
AUC % EER %
Seen-Heard
Learnable Pins [8] 73.8 34.1
Proposed SSNet 91.1 17.2
Un-seen-Un-heard
Learnable Pins [8] 63.5 39.2
Proposed SSNet 78.8 29.5
C. Implementation Details
We learn single stream network with standard hyper-
parameters setting. The size of the input images and spec-
trograms is specified to 256 × 256 and output feature vector
is 128 − d extracted from the last fully connected layer of
single stream network. For optimization we employ Adam
optimizer [31] because of its ability to adjust the learning
rate during training. We use Adam’s initial learning rate of
0.05 and employ weight decay strategy with decaying by a
factor of 5e−5. The network is trained for 100 epochs. The
mini-batch size was fixed to randomly selected 45 images and
spectrograms. Training with mini-batch speeds up the process
and helps with generalization.
V. EVALUATION
A. Cross-modal Verification
In this section we report results of the single stream network
on cross-modal verification task, the aim of which is to
determine whether an audio segment and a face image are
from the same identity or not. Recently [8] used VoxCeleb
dataset to benchmark this task under two evaluation protocols,
one for seen-heard identities and the other for unseen-unheard
identities. We evaluate on the same test pairs2 provided in [8]
for each evaluation. More specifically, 30, 496 pairs from
unseen-unheard identities and 18, 020 pairs from seen-heard
identities are selected. The results for cross-modal verification
are reported in Table I. We use area under the ROC curve
(AUC) and equal error rate (EER) metrics for verification. As
can be seen from the table, our model trained from scratch
outperformed the state-of-the-art work on seen-heard protocol
and unseen-unheard protocol.
Furthermore, we examine the effect of Gender (G), Nation-
ality (N) and Age (A) separately, which influence both face and
voice verification. It is important to note that [8] employed pre-
trained network, whereas we trained the model from scratch.
Our network outperformed on G, N, A and the combination
(GNA) in seen-heard formulation regardless of pre-trained
network as a backbone, see Table II. However, our network
shows comparable results on unseen-unheard formulation for
N,A and GNA, whereas it outperformed on random and G
regardless of pre-trained network, see in Table II.
2http://www.robots.ox.ac.uk/∼vgg/research/LearnablePins
TABLE II: Analysis of cross-modal biometrics under varying demographics for seen-heard and unseen-unheard identities. Note
that SSNet has produced best results when trained from scratch.
Demographic Criteria Configuration Random G N A GNA
Seen-Heard (AUC %)
Learnable Pins [8] Scratch 73.8 - - - -
Learnable Pins [8] Pre-train 87.0 74.2 85.9 86.6 74.0
Proposed SSNet Scratch 91.2 82.5 89.9 90.7 81.8
Unseen-Unheard (AUC %)
Learnable Pins [8] Scratch 63.5 - - - -
Learnable Pins [8] Pre-train 78.5 61.1 77.2 74.9 58.8
Proposed SSNet Scratch 78.8 62.4 53.1 73.5 51.4
TABLE III: Accuracy score of cross-modal forced matching
task comparing Learnable PINS [8], SVHF-Net [5] and SSNet.
Inputs Learnable PINS. SVHF-Net Proposed SSNet
Voice → Face (%)
2 84 78 78
4 54 46 56
6 42 39 42
8 36 34 36
10 30 28 30
B. Cross-modal Matching
In this section we perform the cross-modal matching task
employing single stream network. We perform the 1 : nc
where nc = 2, 4, 6, 10 matching tasks to evaluate the per-
formance of our approach. Unlike others [5], [8], we do not
require positive or negative pair selection since under the
proposed framework, the network learns in a self-supervised
manner. Table III reports results on said task along with com-
parison with recent approaches on the same task. In Table III,
the probe is voice while the matching gallery consists of faces.
For instance consider the case where the input is voice and is
1 : 2 matching task, we find that out the entry in gallery which
best matches the input. It is important to note that for nc > 2
tasks, the work in [5] trains separate network for each nc.
However, the major advantage of training under the proposed
framework is that it is not restricted to a particular value of nc.
The single stream network can effectively handle any value
of nc without increasing sub-network size. We observe that
increasing nc decreases performance in a linear fashion due to
increase in the challenge. Fig. 2 shows the qualitative analysis
of forced N-way matching tasks. We realize that the results
are comparative, but the detailed result discussion is done in
the upcoming Section VI.
C. Cross-modal Retrieval
In this section we evaluate the results of cross-modal
retrieval task employing both face and voice as probe with
other modality at the retrieval end. We report results in terms
of R@K metric which evaluates the top K retrieved results.
Table IV demonstrates quantitative results of our approach
on the said task. We also perform retrieval conditioned on
Gender as well for both formulations. Note that in Table IV
Random corresponds to retrieval results on complete test set
regardless of gender, nationality or age considerations. As an
added experiment, we perform R@10 for gender.
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Fig. 2: Qualitative results for Face → Voice matching task.
D. Qualitative Evaluation
Fig. 3 is tSNE [32] embedding result of learned features
extracted from test set of VoxCeleb dataset of 10 identities.
We visualize learned embedding for both formulations i.e.
seen-heard and unseen-unheard. Visual illustrations support
the hypothesis that no pair selection knowledge at pre/post
processing stage is required for network to learn mapping of
identities in shared latent space. Given the faces and voices at
input, the network learns to map both modalities conditioned
at class information due to formulated loss function in Eq. 2.
Note that, unseen-unheard formulation has very high level of
difficulty even though results shown in Fig. 3 are impressive.
VI. RESULT DISCUSSION
In this section we discuss the results obtained for all three
cross-modal tasks i.e. verification, matching and retrieval and
performance of our approach. We compare our approach
with [5] and [8] to list out the benefits of employing deep
latent space learning framework as a training procedure along
with the network coupled with formulated loss function.
A. No Pair Selection
One of the main benefits on learning features in a shared la-
tent space is no overhead of pair or triplet selection. As dataset
increases exponentially over time, so does the overhead of pair
or triplet selection. The proposed framework ensures that class
TABLE IV: Cross-modal retrieval, R@10, results of single stream network trained under the framework employing both
modalities as probe.
Random Gender Random Gender
Voice → Face (R@10) Face → Voice (R@10)
Seen-Heard
Proposed SSNet 36.27 37.20 50.00 51.20
Unseen-Unheard
Proposed SSNet 8.70 - 13.20 -
Fig. 3: Visualization of learned voice and face embedding extracted from test set of the VoxCeleb dataset of 10 identities. The
pink oval encloses female entities while the male entities are enclosed in blue one. (Best viewed in color)
TABLE V: Cross-modal Verification results on Seen-Heard
and unseen-unheard configurations to illustrate the effect of
proposed loss function.
Configuration AUC % EER %
Seen-Heard
λ = 0.0 81.2 26.3
λ = 1.0 91.1 17.2
Un-seen-Un-heard
λ = 0.0 72.6 33.6
λ = 1.0 78.8 29.5
TABLE VI: Accuracy score of cross-modal forced matching
task to illustrate the effect of proposed loss function.
Inputs λ = 0.0 λ = 1.0
Voice → Face (%)
2 73 78
4 49 56
6 38 42
8 34 36
10 29 30
information is leveraged to penalize distance between learned
embedding.
B. Ease of Fine tuning
A biometrics system is supposed to be robust to age
progression and capable of learning end-to-end from dynamic
scenes as well. It is certain that fine tuning pre-existing
systems can solve the problem of age progression. However,
a major drawback of existing approaches is need of new
pair wise information as soon as the input data changes. For
every identity i, new pairs have to be selected to ensure
robust representations. However, this is not the case with
SSNet and the proposed loss function since it relies only
on class information. Therefore, even though faces change
over time, their parent class i.e. identity i remains the same.
Consequently, fine tuning just requires new input data with no
pre/post processing and pretraining.
C. Component Modularity
We argue that our approach is modular since single stream
network coupled with loss functions are just components
which are trained under the proposed framework. Therefore, it
is inexpensive to switch between networks depending on the
data.
VII. ABLATION STUDY
We experiment with the hyperparameter λ which is used to
couple conventional softmax with the proposed loss signal, in
Eq 2. When the value of λ is set to 0, the loss function is a
special case where only softmax’s penalization is utilized. In-
creasing value of λ introduces the increasing effect of coupled
penalization. We experiment with two values of λ where we
set it to 0 and 1 for two evaluation protocol of cross-modal
verification and forced matching. The quantitative scores are
reported in Table V and VI. In these experiments, only λ is
varied otherwise joint formulation configuration is same as for
previous experiments. These experiments explain the crucial
need for penalization beyond softmax in the proposed setting
and establish the effectiveness of penalization based on centers
for tasks such as verification, matching and retrieval.
VIII. CONCLUSION
In this work, we presented a novel training procedure
coupled with a single stream network capable of jointly
embedding visual and audio signals into a shared latent space
without any pairwise or triplet supervision. Furthermore, we
introduced a novel supervision signal coupled with the single
stream network to aid the joint projection of embedding. We
demonstrated results on various cross-modal tasks: verifica-
tion, matching and retrieval considering several demographic
factors such as age, gender, and nationality. We achieved state-
of-the-art results on several tasks and comparable results on
others despite simple strategy.
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