In this paper, we present a face fairness framework for 3D meshes that preserves the regular shape of faces and is applicable to a variety of 3D mesh restoration tasks. Specifically, we present a number of desirable properties for any mesh restoration method and show that our framework satisfies them. We then apply our framework to two different tasks-mesh-denoising and mesh-refinement, and present comparative results for these two tasks showing improvement over other relevant methods in the literature.
Introduction
Although in recent years it has become easier to acquire 3D data using either depth cameras or by solving a dense multi-view stereo problem using RGB images, the inherent limitation of the quality of raw 3D data available is still present. For example, depth representations obtained from depth cameras contain significant amount of noise both due to the quantisation and also due to the estimation technique involved. In other acquisition modalities like multi-view stereo which generate point clouds, isotropic noise is expected to be present. Thus meshes obtained from such modalities contain noise that are distributed in all the directions and all 3D reconstruction pipelines that deal with such meshes require a denoising scheme. However, even after denoising, meshes that are obtained either directly from depth cameras or from multi-view stereo are often of poor quality in terms of details. Recently, there has been significant research towards improving the quality of these meshes (Wu et al. 2011a; Haque et al. 2014; Kim et al. 2016; Haque and Govindu 2017) . In almost all the 3D reconstruction pipelines that generate meshes, it is desired that the quality of the final meshes obtained is also adequate in terms of a certain number of properties like smoothness while simultaneously preserving details, quality of the face shapes, etc.
In this paper, a general face fairness framework for improving the quality of faces in 3D meshes is proposed. This is an extended version of our work in Haque and Govindu (2015) . Our proposed approach encourages regular fat faces thereby preventing skinny faces and flipped faces and ensures smoothness while simultaneously preserving surface details. Our framework is very general and is applicable to a variety of 3D mesh processing or enhancing tasks.
Related Work
Fairness of face shapes deals with the quality of the shape of the faces in 3D meshes. Early works include those from finite element methods. In these methods, approximate solutions to partial differential equations are computed in the form of piecewise linear functions using triangle meshes. Theoretical conditions have been developed that determine good shapes of the triangles such that the errors in the approximations are minimised (Fried 1960; Babuška and Aziz 1976) . A popular criterion is the Delaunay triangulation that guarantees a number of geometric aspects of well-shaped triangles (Du and Hwang 1995) . Unlike these works where the mesh topology is either created or improved, in many situations the mesh topology is retained and only the vertex positions are modified. Such examples are abundant in 3D reconstruction pipelines. e.g. 3D mesh denoising, 3D mesh refinement.
For denoising, 3D reconstruction pipelines either explicitly apply a denoising algorithm on the input data or implicitly use a smoothing prior during processing of the raw 3D data. There are many methods for explicit 3D mesh denoising proposed in the literature. We may classify most of these approaches into a) local, or b) global methods. In local methods, the correction for the noisy mesh is applied locally, resulting in approaches that are iterative in nature (Field 1988; Fleishman et al. 2003; Sun et al. 2007 Sun et al. , 2008 Taubin 2001; Zheng et al. 2011) . Often simple local methods also result in artefacts like geometric distortion and surface shrinkage (Liu et al. 2007; Taubin 2001) . In global methods, a global cost function is optimised (Desbrun et al. 1999; Hoppe et al. 1993; Ji et al. 2005; Liu et al. 2007; Nealen et al. 2006; Ohtake et al. 2002; Zheng et al. 2011 ). This typically involved solving a sparse system of equations that are usually linear in nature (Liu et al. 2007 ). More recent methods of removing noise from meshes are engineered to recover as much detail as possible (Wei et al. 2015; Lu et al. 2017a, b) .
On the other hand, the implicit smoothing priors are very frequently used in methods that use an optimisation framework in contexts other than explicit denoising. For example Wu et al. (2011b) uses an anisotropic smoothing prior in their shading based mesh-refinement step to avoid noisy reconstructions in areas that are ill-constrained. However, methods that do not use such smoothing regularisers (Nehab et al. 2005; Wu et al. 2011a ) suffer from irregular faces and often noisy artefacts in the final reconstructed meshes. Ideally, these methods assume that the initialisation is smooth and very near to their optimal solution. Very different from directly defining smoothing priors on meshes, methods like TSDF (Curless and Levoy 1996), VolumeDeform (Innmann et al. 2016 ) define smoothing priors across 3D voxels.
Many of these mesh denoising algorithms and smoothing prior frameworks ignore the true distribution of observation noise in depth representations and assume the noise to be restricted along the direction of the surface normal. As a result, they correct for the position of a mesh vertex (point) by moving it along this normal direction. The noise component in the tangent plane about a surface point is completely ignored. For mesh denoising, this works well for low noise scenarios and is reasonable from the surface recovery perspective (Fleishman et al. 2003) . But at higher noise levels, the noise component in the tangent plane leads to a severe distortion of the face shapes in the mesh, including face flipping with the surface normals being forced to point into a surface rather than out of it. Figure 1 illustrates such a scenario when denoising a noisy 3D mesh of an archaeological structure. The left image shows that the denoising using the method of Sun et al. (2007) introduces flipped faces that are rendered as Sun et al. (2007) . The columns correspond to initial smooth mesh, refined output from Sun et al. (2007) and output of 1 iteration of Laplacian smoothing on the refined mesh respectively black patches in smooth-shaded rendering mode. However, ideally we desire to obtain a denoised mesh as the right image. In mesh refinement frameworks where surface-details are fused into an initial smooth mesh lacking details, like Nehab et al. (2005) and Wu et al. (2011a) , the vertices are allowed to move only along the normal directions. Such restriction with fewer degrees of freedom does not allow the mesh to fit the fine scale details adequately and instead undesired artefacts like surface breakage develop during the refinement process. For such surfaces, subsequent post-processing completely fails to remove such artefacts. For example, Fig. 2 shows the application of mesh-refinement technique of Sun et al. (2007) on a portion of an initial smooth mesh (left) with a high quality normal map obtained through photometric stereo. The centre image shows the introduction of the surface-breakage artefacts after application of Sun et al. (2007) . An attempt to remove the artefacts using a mild Laplacian filtering aggravates the situation by smoothing the details. The reason for such artefacts is that the initial mesh is too smooth and is very far from the final expected mesh and the movement of vertices only along the normal directions is inadequate to solve the task.
Apart from carefully accounting for the presence of noise in different directions, mesh frameworks including denoising methods should also avoid typical problems such as volume shrinkage and smoothing over surface features such as edges and corners. Although the classical Laplacian mesh smoothing method (Field 1988) does account for noise in all directions, methods based on such Laplacian smoothing do not preserve surface features and are also affected by the problem of volume shrinkage (Sun et al. 2007; Taubin 2001) . More recent works that present methods designed to preserve features include Cheng et al. (2014) , Fan et al. (2010) , He and Schaefer (2013) , Ji et al. (2005) , Jones et al. (2003) , Sun et al. (2007) , Sun et al. (2008) , Zheng et al. (2011 ), Wang et al. (2014 , Zhang et al. (2015a) , Wang et al. (2016) and Lu et al. (2016) . The methods of He and Schaefer (2013) and Cheng et al. (2014) are good for piecewise flat surfaces. However, they result in introducing artificial edges in smooth regions and hence work poorly on natural data. Moreover some methods either involve complicated stages or expensive optimisations. For example, the method of He and Schaefer (2013) solves a sequence of expensive minimisation tasks to obtain the final results.
In 3D mesh optimisation, a mesh optimisation framework desires to address a number of issues. The final mesh should be as smooth as possible while preserving all the surface details. It should allow enough degrees of freedom to the optimising vertices to fit the assumed model sufficiently. The shapes of the faces in the optimised mesh should be prevented from becoming skinny and getting folded. The framework should be efficient to be run on large meshes.
In Sect. 2, we describe our face fairness framework for 3D meshes. Specifically, in Sect. 2.1 we briefly describe the observation model for a 3D mesh and give a general perspective of a class of approaches to how mesh vertices are optimised. Section 2.2 lays down our fairness framework for meshes that is based on minimising a global cost function that is quadratic and sparse in nature and explicitly incorporates a measure of face fairness. After that we demonstrate the application of our framework in two different contexts, namely, mesh denoising in Sect. 3.1 and mesh normal fusion in Sect. 3.2. We also present extensive results of our method on a variety of datasets and compare our performance with that of other related approaches in the literature.
Proposed Face Fairness Framework

Preliminaries and Mesh Degradation
We consider a clean oriented surface S 0 which is piece-wise smooth. Let M 0 be an oriented mesh approximated from S 0 and is given as
(1)
is the noise-free set of the N V sampled points in S 0 . E 0 is the set of N E 1D edges given as
(2) Fig. 3 Conventions used in the paper: The left image shows a portion of a mesh where v i is a vertex with a normal n V i . The green shaded area around v i is the face neighbourhood of v i used in the paper. The right image represents the same portion of a mesh where f j is a face with vertices v j1 , v j2 , v j3 . This face has a normal n F j defined at its centroid. The blue shaded area consisting of all the faces around f j is the face neighbourhood used in the paper and F 0 is the set of N F triplets defining the 2D faces of the mesh and is given as
We note here that for convenience we will use the term v i for both the ith vertex itself and its position and the meaning can be easily identified from the context. Similarly, based on the context, we will use the term V for both the set of vertices itself and the 1D concatenation of their positions ordered by their indices. Also, since we consider only triangle meshes, we will use the terms triangle and face interchangeably. As shown in Fig. 3 , the left image shows a normal n V i defined at a vertex v i which is usually computed using the normals defined on the neighbouring faces shown in green shade. For a face f j which is defined by the vertices v j 1 , v j 2 , v j 3 in counter-clockwise order, the normal vector n F j at its centroid is same as the normal of the plane in which the triangle resides. A number of averaging schemes are used for the computation of the vertex normal. In the simplest cases, the mean of the surrounding faces is taken. However, it is consistent with the geometry only in very smooth regions. To compute vertex normals more accurately, weighted averaging schemes based on incident angles (Thürrner and Wüthrich 1998) , incident edge lengths (Max 1999) , etc. considering the discrete mesh topology are proposed in the literature. A comprehensive discussion can be found in Meyer et al. (2003) . The boundary of a mesh M is denoted as an ordered pair
we denote a neighbourhood operator on an entity x which can be either a vertex or a face, depending on the context.
Observation model A general model of degraded observation for any vertex v i can be given as
where v i0 ∈ V 0 is the true noise-free but unknown vertex set, s i is the additive degradation usually assumed as zero-mean σ 2 -variance i.i.d. Gaussian noise and l i is the local scale of sampling around vertex i. We assume that the observed topology i.e. the face set and the edge set are unaltered during the generative process and focus on the noise model on the vertex set. Hence, the observed mesh can be represented as
is the degraded set of vertex position measurements.
Vertex modification Before proceeding further, we would like to mention a commonly used general form of vertex modification (Taubin 2001) . It is given as
where v i is the estimated vertex, A i j is a linear operator defined locally around v i and w i j are the weights on the corresponding neighbouring vertices v j ∈ {N (v i )∪i}. Such a vertex modification is often iteratively applied (Fleishman et al. 2003; El Ouafdi and Ziou 2008; Taubin 1995) . The weights w i j and the local operator A i j vary depending on the algorithm. In Laplacian smoothing (Field 1988) , A i j = I, i.e. the identity operator which is isotropic in nature, weights w i j can be either constant or depend on the corresponding face areas or cotangents. Such Laplacian smoothing does not preserve features and also results in high volume shrinkage.
To mitigate these problems to an extent, non-identity A i j 's have been used, e.g. bilateral mesh filtering (Fleishman et al. 2003) where w i j are set to the bilateral weights and A i j are the orthogonal projections onto the respective normal directions resulting in anisotropy. Many methods like Nehab et al. (2005) , Wu et al. (2011a) and Kim et al. (2016) use an optimisation framework to minimise a global energy. Interestingly, these methods implicitly use the vertex improvement iterations of Eq. 5. They move the vertices only along their normal directions to avoid selfintersections leading to a final update step as
where δ i is obtained from optimising their cost function. Such a restriction of movement of vertices to their normal directions is often insufficient in tasks like mesh refinement. In Nehab et al. (2005) and Wu et al. (2011a) , no explicit smoothing prior is used. As we will show later in Sect. 3.2, such methods suffer from presence of noise in their output meshes.
Our Framework
into a single concatenated vector denoted as V, we denote the initial observed vertices as V and the vertices obtained after applying our optimisation framework as V respectively. In our mesh optimisation framework, we minimise a global cost function C V ( V) which has three terms, namely,
The resulting cost function to be minimised becomes
where λ V are η are parameters depending only on the type and amount of noise.
Data Term
From our observation model in Eq. 4 for each vertex v i , we have that the quantity u i given as
has a normalised i.i.d. 3D Gaussian distribution. Hence, the data term is a quadratic penalty given as
where W is a diagonal matrix with entries w ii = 1 l i . Since the true local scale l i is unknown, it is typically estimated from the local neighbourhood around v i in the degraded mesh M itself. However, we will assume that the scale does not vary significantly and hence W = I is an identity matrix.
Our Laplacian Smoothing Term
Our Laplacian operator is anisotropic in nature which is defined only along the normal directions at the vertices. However, in our approach we have carefully selected a bilateral weighting scheme. Specifically we use the following operator L i (·) to define the Laplacian form for each vertex v i i.e.
where
and
Here, a i j and b i j form the bilateral weighting functions and n F j is the normal of the neighbouring face f j corresponding to the vertex v i i.e. N V (i) is the set of 1-ring neighbouring faces to the vertex v i and v j 1 , v j 2 , v j 3 are vertices of f j . We denote v i j as the difference between the vertex v i and the centroid of face f j , i.e. v i j = v j 1 +v j 2 +v j 3 3
− v i . Consequently, for our approach we define
which is the weighting along the normal direction of the considered neighbouring face corresponding to the vertex v j . Similarly, we have
We note here that each Laplacian L i (v i ) is a function pertaining to a single vertex and all such terms are concatenated to form our global weighted Laplacian L (V) used in Eq. 7.
Face Fairness Penalty
As discussed in previous sections, while most optimisation methods apply vertex correction only along the surface normal, the actual noise or imperfection present in a mesh also has a component that lies in the tangent plane about a vertex. Neglecting this fact even under moderate noise levels leads to irregular-shaped faces and very often undesirable folding of faces. In our mesh optimisation framework, we desire that the shape of the faces in the estimated mesh become as regular as possible without changing its geometry. To integrate this into our framework, we explicitly introduce a face fairness term d V f that ensures triangular faces do not become skinny or folded. The face fairness penalty for a single estimated vertex v i , is
where v c,i is the centroid of the 1-ring face neighbourhood N V (i) around the vertex v i and the weight r i is given as
where β = max{mean p,q∈N V (i) (n F,T p n F q − δ), 0} and δ is a small positive value (δ ∼ 0.2). Note that that in Haque and Govindu (2015) , β was chosen as min
Illustration of our face fairness penalty δ). However, this was susceptible to erroneous normals. Choosing the mean value instead of minimum increases its robustness. Also, we note that the first condition in the weight defined in Eq. 16 ignores the boundary in open meshes whereas the second condition carefully gives less weight to the edges and corners. Also, the fairness penalty constrains the solution only in the tangential plane about a vertex without affecting the Laplacian smoothness term significantly. Figure 4 explains how our face fairness penalty encourages well-shaped triangles. We consider a 1-ring neighbourhood around the vertex v 0 in a portion of a mesh that has poorly-shaped faces. The neighbourhood contains the seven vertices v i , i = 0, 1, . . . , 6 and the six triangles formed by them. Clearly, the shaded face f 0 formed by v 0 , v 1 and v 2 is skewed in shape. From Eq. 15, for vertex v 0 , we have
The
measures the projection of the difference of between v c,0 and v 0 onto the tangent space at v 0 . The factor r 0 weights the distance according to the amount of flatness at v 0 . Keeping everything else constant, minimisation of the cost in Eq. 17 over v 0 leads to the movement of v 0 towards v c,0 in the tangent plane and thereby minimises the disparity between the magnitude of the angles of f 0 .
The significance of our fairness penalty is illustrated in Fig. 5 where we compare the denoised mesh faces obtained by applying on an initial noisy cube, the method of Sun et al. (2007) and our method where we solve Eq. 7 both with and without the fairness penalty term d V f . We can observe that the solutions of Sun et al. (2007) as well as our global method without the fairness penalty lacks the regular shape in the mesh faces. However, as is clearly evident, incorporating our fairness penalty term rectifies this problem and results in an accurate recovery of the mesh while also preserving the fairness of faces. In Table 1 we quantify the relative performance of the different methods in terms of the corresponding mean absolute errors of denoised normals in degrees and mean Euclidean error distances of the denoised vertices with respect to the ground truth. As can be seen, not only does Sun et al. (2007) . Middle image: our method without fairness penalty. Right image: our method with fairness penalty. Our method with the fairness penalty is able to ensure face fairness whereas the other two methods fail to do so the face fairness penalty improve the shapes of the denoised faces, it also improves the estimation of the vertex positions and the face normals.
Optimisation
We note here that since our cost function is quadratic, we have a closed form solution for our mesh fairness optimisation where the optimised V is given as
where K is formed from Eq. 15. Since the cost function of Eq. 7 is sparse in nature, we solve efficiently using gradient descent.
Comparison with Other Face Fairness Penalties
In the mesh denoising literature, a similar technique (He and Schaefer 2013; Lu et al. 2017a ) to avoid face-flipping is recently being used by defining a penalty across all the edges in the mesh. We however prefer to define our fairness term around the vertices. We observe that our face fairness term is more effective, resulting in better face shapes than defining the penalty on the edges as in Lu et al. (2017a) .
To demonstrate this fact, we perform the following experiment. We take a plane grid mesh of grid-size 36 × 36. We then collapse some edges to deliberately introduce irregular and folded faces as shown in the first column in Fig. 6 . With the assumption that we know the true normals of the surface, we apply our optimisation and also the method used in Lu et al. (2017a) . We find that our fairness penalty is better than Lu et al. (2017a) in two aspects. Firstly, our fairness results in better fat-shaped triangles whereas although Lu et al. (2017a) successfully unfolds the flipped faces, it results in more skinny triangles than there are in the initial irregular mesh. Secondly, in Lu et al. (2017a) , the effect of improving the triangles is not localised as shown in the second column in Fig. 6 . To verify this fact quantitatively, we also compute the histograms of the face corner angles in the initial mesh and the two optimised meshes. As shown in Fig. 7 , the histograms have two large peaks at 45 • and 90 • , which is natural as these meshes arise from a grid. However, we note that the initial mesh has a profile (top row in Fig. 7) showing a large fraction of the face corners has near zeros or very large (> 130 • ) angles. The output from the method of Lu et al.
(2017a) has a profile (middle row in Fig. 7) that is much flatter than the initial one showing that although the flipped faces are removed, the triangles become skinnier. However, output from our method has a profile (bottom row in Fig. 7) shows significant decrease in the number of face corners with near-zero or very large angles.
Applications
Mesh Denoising
We now apply our framework to the problem of mesh denoising. Apart from being robust to discontinuities at the edges, we seek to account for the presence of noise in all directions by using our fairness framework which explicitly induces fairing of face shapes in the denoised mesh.
The operator A i j in Eq. 5 depends on the local geometry using the normals which is more sensitive to noise than the vertex positions themselves (Jones et al. 2003) . Therefore, a mesh denoising algorithm requires a normal mollification step for smoothing the normals before vertex correction. Mollification is often implemented in two different ways (Sun et al. 2007 ), i.e.
methods that iteratively improve the normals and vertex
positions in an interleaved fashion, or 2. methods that first mollify the normals and then correct the vertex positions.
In the latter case which move the noisy vertices only along the mollified normal directions, due to the large discrepancy between the mollified normals with respect to the noisy input vertices, the output mesh ends up with faces that are folded.
Adaptation to Denoising
As said in the previous section, to adapt our fairness framework to the denoising function, we first need to mollify the normals required to estimate the linear operators A i j . We pose our normal mollification as the minimisation of a global cost function. Being quadratic and sparse, our cost function has a solution which can be efficiently computed unlike methods that minimises the 0 -norm of certain functions. Once mollified normals are available, our fairness mesh optimisation framework can be directly applied. However, for proper denoising of 3D meshes, a pre-filtering is required (Lu et al. 2017a ). So, we apply the above two steps twice. By explicitly incorporating the face fairness penalty term, our method removes noise both along the normal as well as in the tangent plane about a vertex. Such an approach coupled with a careful design of the data-adaptive weights of our cost function leads to proper denoising while ensuring fairness of the face shapes.
Mollification The first step of our denoising approach is a mollification of the normals. As explained in the previous section, the local operators A i j and weights w i j depend on local surface properties and need to be estimated from the noisy mesh M. Hence, while the neighbourhood or topology of M is assumed to be unaltered, in our method we only require to mollify the set of face normals n F i N F i=1 . However unlike previous methods like Jones et al. (2003) and Sun et al. (2007) , we minimise a global cost function defined on the set of face normals, to obtain n F i N F i=1 which is a smoothed version of the noisy face normals.
For each face normal n F i , our cost function contains two terms, i.e. i) a data term d N o n F i , n F i which applies a quadratic penalty to the difference between the observed and estimated normals and ii) a weighted quadratic smoothness term over a local neighbourhood j∈N F (i) w 2 i j d N s n F j , n F i which induces local anisotropic smoothness. By adding up all the terms for each face normal, i.e. summing over index i, our solution for global mollification becomes one of minimising 19) where λ N is a regularising parameter depending on the noise variance and the face neighbourhood operator N F (i) is defined as the set of faces which share a common vertex with the face f i which is depicted in Fig. 3 . We use the weighting function of Zheng et al. (2011) , i.e.
where A j is the area of face j and c i and c j are the centroids of faces i and j. The cost function in Eq. 19 is minimised using gradient descent. In the case where the noise level is moderate or high, we recompute weights w i j at every iteration of our gradient descent approach.
Vertex correction Once we obtain an estimate of the face normals n F i N F i=1 , we can apply our vertex correction step. Most of the previous denoising methods update the vertex positions only in the normal direction. As we demonstrate in Sect. 3.1.2, for many existing methods this leads to irregular and folded faces in the denoised mesh which in turn results in shadow artefacts when we use smooth-shaded rendering We compare both normal angle error (NE) and vertex position Euclidean distance (VPE) error. The best performance for each dataset is indicated in bold. See text for details mode in graphics pipelines. To this end while we have shown for a particular adaptation to the mesh denoising problem, our framework can possibly be applied to other mesh-denoising schemes for the vertex optimisation step.
Results
We compare the denoising performance of our algorithm with some of the relevant methods in the literature. Specifically, we compared our results with the bilateral normal filtering (Zheng et al. 2011 ) and guided mesh denoising (Zhang et al. 2015b ).
Quantitative evaluation of performance
We first demonstrate the denoising performance of our method on three meshes, namely, sphere, fandisk and bunny face, corrupted with additive Gaussian noise to the vertex positions as compared to some of the other relevant methods. For our evaluation, we use both the mean and median absolute deviation of the face normals measured in degrees and the mean and median Euclidean error metric on the vertex positions. We manually tune the parameters of each of the methods we used for best performance with respect to the mean face normal deviations. The comparisons are tabulated in Table 2 . It can be observed that, in all the cases, our method has the lowest vertex position errors. This is mainly due to the addition of the fairness penalty for the face shapes which carefully denoises the vertex positions on the surface along the tangential directions. Additionally, we can easily see that in all of the cases, the mean normal error is much higher in other two approaches compared to ours. This is due to the presence of folded faces in the outputs of these two approaches. However, the median normal error of guided mesh denoising (Zhang et al. 2015b ) is lowest. In Fig. 8 the first row shows the surface quality of the results obtained from different methods applied on the Bunny scan from the Stanford repository (N V = 11,614, N F = 22,574) corrupted with isotropic Gaussian noise with standard deviation σ = 0.35 × mean edge length. The second row shows the same results rendered in the smooth-shaded mode in OpenGL revealing the presence of folded faces as regions of black spots. Our result minimises such artefacts.
Tangential Denoising Performance
Since our framework explicitly optimises meshes in the tangent planes to the mesh surface, we evaluate the performance of our framework against increasing tangential noise. Specifically, we perform the following experiment on the Fandisk model (N V = 6475, N F = 12,946). We add uniformly distributed random noise with increasing support centred at zero to the mesh vertices along their tangent planes. We then apply our framework on them and measure the accuracy of the estimated meshes, i.e. mean and median face normal errors and mean and median vertex Euclidean position errors normalised by the diagonal length of the model. Figure 9 shows the error plots. It can be observed that even when the noise is high (σ = 0.5× mean edge-length). The mean face normal error is only at 5.5 • . However, the rate of increase in mesh face normal error increases after σ = 0.5× mean edge-length while still remaining below 16 • at an extreme noise level of σ = 1× mean edge-length. The vertex position errors normalised by the diagonal length of the model shows a linear trend with increasing tangential noise. In extreme tangential noise condition, all the initial face normals are flipped. Since our framework requires initial mollified face normals, we increase the σ 1 in Eqn. 20 and Fig. 8 Denoised mesh quality of different methods on the bunny face (N V = 11,614, N F = 22,574) corrupted with isotropic Gaussian noise with standard deviation σ = 0.35 × mean edge length. The columns correspond to the ground truth, noisy mesh and solutions for bilateral normal filtering (Zheng et al. 2011) , guided normal filtering (Zhang et al. 2015b ) and our method respectively. The first row shows the surface quality. The second row shows the same surface in a smooth-shaded rendering mode. In this mode, the folded face artefacts prominently appear as black spots for the two methods other than ours Right image: denoised mesh allow high amount of mollification of the face normals before feeding them to our framework. Figure 10 shows the Fandisk model with tangent noise of σ = 1× mean edge-length and the denoised output of our framework respectively. It can be observed that even at such a high noise level, our method is able to remove almost all of the faces flips.
Evaluation on real datasets
We present visual comparison on a real dataset. Figure 11 shows the denoising results on a mesh (N V = 185,546,N F = 360,814) of a sculptured pillar from the Vitthala temple complex at Hampi, a heritage site. This mesh was generated using a standard multi-view stereo package on a set of RGB images of the pillar (Furukawa and Ponce 2010) . The second row shows the zoomed-in views (in smooth-shaded rendering mode) of the region marked as a black square. Our method has the lowest number of folded mesh faces which is due to our explicit incorporation of a fairness penalty term. Fig. 11 Denoising quality of different methods on a mesh (N V = 185,546, N F = 360,814) of a sculptural pillar generated using multiview stereo applied to a set of images. The columns correspond to the noisy mesh and bilateral normal filtering (Zheng et al. 2011) , guided normal filtering (Zhang et al. 2015b ) and our method respectively. The first row shows the overall surface. The second row shows the zoomedin views with marked regions that show the presence of folded faces visible as black spots in smooth-shaded rendering mode. Such artefacts are not present in our denoised mesh
Mesh Normal Fusion
Consumer-grade depth scanners are of low quality resulting in low quality 3D reconstructions. Although, the low frequency content of the depth estimates from these scanners is known to be reliable, their high frequency content is rather poor (Nehab et al. 2005) . To improve the quality of such 3D reconstructions, a number of methods have been proposed. These methods use additional information like RGB colour images or IR images to complement the depth estimates with reliable high frequency details. These methods can be broadly classified into two groups, namely, a) implicit methods and b) explicit methods. While implicit methods are in general tuned to run in real-time (Or El et al. 2015; Innmann et al. 2016) , the explicit methods generate higher quality 3D reconstructions offline.
In the explicit methods (Haque et al. 2014; Chatterjee and Govindu 2015) , a smooth low quality 3D mesh is generated from the raw depth maps using volumetric methods like TSDF (Curless and Levoy 1996) . The high frequency content is explicitly and independently recovered as normal maps. These normal maps are then fused with the initial smooth low quality 3D mesh to obtain the final reconstruction. One popular method that has been used in the literature is that of Nehab et al. (2005) which is used in Wu et al. (2011a) , Haque and Govindu (2015) and Haque and Govindu (2017) . This process is illustrated in Fig. 12 . The first column shows the high quality normal map and the second column shows Fig. 12 Illustration of mesh normal fusion. The columns correspond to the given high quality normal map, the initial mesh and refined mesh using Nehab et al. (2005) respectively the initial mesh. The third column shows the fused output mesh as obtained from the method of Nehab et al. (2005) . In contrast to our proposed method, in the formulation of Nehab et al. (2005) , the vertex positions are not allowed to move in the tangential directions to prevent face flipping. This is needed in their approach as their method does not enforce any explicit face-fairness penalty. The result, in turn, is the lowering of the degrees of freedom of the vertices to adequately fit to the high quality normals.
Adaptation to Mesh Normal Fusion
In the context of mesh-normal fusion, we have an initial smooth mesh M s = (V s , E, F) that has low frequency fidelity and a normal map N d containing high frequency details defined on the vertices V s by their respective normals N V h over M s . We would then like the initial vertices V s to locally fit these normals N V h or equivalently, we would like to ensure that the Laplacian of our desired mesh to be determined by the high quality input normal map N V h . Simultaneously, we would like to make the final surface as smooth as possible. To achieve this, we use the vertex-normal map N V h to define A j in Eq. 12. However, since A j is defined over face normals, we use a weighted averaging scheme to transform the high quality vertex normal field N V h to a face normal field N F h . For the jth face, we compute n F h, j as
where w i j = max(n V ,T h,i n F s, j , 0) and n F s, j is the normal on the jth face of the initial smooth mesh. Similarly, in the face fairness term in Eq. 15, n V i is replaced with n V h, to use the high quality normals.
As can be seen, the above transformation together with the Laplacian term in Eq. 10 implicitly induces smoothness on the estimated surface, thereby minimising any residual noise in the normal map. Moreover, coupled with the face fairness term, our method allows more degrees of freedom to adequately fit the vertices to the high quality input normal field and simultaneously increasing the regularity of the face shapes. Figure 13 shows the comparison of our method with Fig. 13 Comparison of mesh normal fusion. The columns correspond to the initial smooth mesh, the normal-map rendered on the smooth mesh, refined mesh using Nehab et al. (2005) , and refined mesh using our method respectively Nehab et al. (2005) and output of our method respectively that of Nehab et al. (2005) on a portion of a mesh. It can be observed that the output from our method has fitted the input high quality normal map better than Nehab et al. (2005) . This is evident from the top view as the geometric render of our output matches the input high quality normal-map render much more closely than that of Nehab et al. (2005) .
Cube experiment Further to analyse the performance of our method, we run a simple synthetic experiment. We consider a cube mesh of unit side with 6146 vertices and 12,288 faces. We smooth it using the Taubin filter (Taubin 1995) and set it as our initial mesh. For the high quality normal map N V h , we use the true vertex normals. We then run both our fusion approach and the method of Nehab et al. (2005) and compare the outputs. Figure 14 shows the visual comparisons. Top row shows the overall refined results. Middle and bottom rows respectively show the zoomed-in views near two different corners. The columns correspond to the original mesh, smooth initial mesh, true vertex normals, output of Nehab et al. (2005) and output of our method respectively. It can be seen from the middle row that the corner is not recovered properly by the method of Nehab et al. (2005) and is tapered off. The reason for this is as follows. The vertex normals are not well-defined at surface edges and corners. Given that the method of Nehab et al. (2005) moves vertices only along the normal directions, the fusion at the edges and corners, hence, is neither well-defined nor adequate. In contrast, the face fairness term in our method compensates for the ill-defined input vertex normals at the edges and corners by implicitly conditioning the surface in the tangential directions. In the bottom row of Fig. 14, we can observe that some of the faces near another corner of the cube are flipped by the method of Nehab et al. (2005) whereas in the output of our method, such face-flipping does not occur. We also compare the performances quantitatively. Specifically, we compare the relative volume shrinkages, mean and median face normal errors and the mean vertex-to-mesh 2 -distance errors (absolute scale) w.r.t. ground truth and tabulate them in Table 3 . Our method shows much lesser volume shrinkage. Both the face normal errors and vertex-to-mesh 2 -distance error are also much less in case of our method.
Results
To evaluate the performance of our method, we consider the final mesh-normal fusion step of the 3D reconstruction pipeline proposed in Haque et al. (2014) and Haque and Govindu (2017) . We compare our method with the method of Nehab et al. (2005) and a version of ours without the fairness term. We test on a number of real datasets. Figure 15 shows a visual comparison of the results of applying the three different mesh refinement techniques using photometric normals on a terracotta Buddha model. The rows correspond to the full refined meshes, zoomed-in views (flat-shaded and smooth-shaded) and the corresponding underlying mesh-edges of the highlighted regions respectively. The columns correspond to the initial mesh, refined meshes using Nehab et al. (2005) , our method (without face fairness) and our method (with face fairness) respectively. It can be observed from the second row that the output from Nehab et al. (2005) has not adequately refined the mesh and is noisy at the edges, whereas in our method, both of our meth- Fig. 15 Visual comparison on terracotta Buddha model. The rows correspond to the full refined meshes, zoomed-in views (flat-shaded and smooth-shaded) and the corresponding underlying mesh-edges of the highlighted regions respectively. The columns correspond to the initial mesh, refined meshes using Nehab et al. (2005) , our method (without face fairness) and our method (with face fairness) respectively ods (with and without face fairness) has recovered smooth surface with sharp edges. However, from the third row, it can be seen that the addition of our fairness penalty has removed the flipped faces (black spots). Not only that, it can also be seen from the fourth row that our method has improved the shapes of the triangles at the same time. Figure 16 shows a visual comparison of the results of applying the three different mesh refinement techniques using photometric normals on a terracotta Horse model. The second and third rows compare the eye region. Clearly, our method with face fairness (fourth column) has simultaneously recovered the fine edges and resulted in better-shaped triangles. The fourth and fifth rows compare the mane region of the horse. Although Nehab's method (second column) has preserved the triangle shapes, it has failed to recover as much detail of the edges as ours. Figure 17 shows a visual comparison of the results for a terracotta Jar model. As can be seen from the respective zoomed-in views of the forehead region, our method with face fairness (fourth column) recovers sharp details and simultaneously preserves face shapes thus preventing occurrences of flipped faces in the refined meshes.
Discussion
We here discuss the different properties of our framework. While enabling optimisation simultaneously in the normal and tangential directions reduces to the Laplacian smoothing which is well known for its inability to preserve surface features, our formulation separates the optimisation cost in the two spaces into two different penalties. We have shown that our framework is resistant to irregular face shapes and Fig. 16 Visual comparison on terracotta Horse model. The rows correspond to the full refined meshes, zoomed-in views and the corresponding underlying mesh-edges of the highlighted regions respectively (fourth row images are rendered in smooth-shaded mode.) The columns correspond to the initial mesh, refined meshes using Nehab et al. (2005) , our method (without face fairness) and our method (with face fairness) respectively
Fig. 17
Visual comparison on terracotta Jar model. The rows correspond to the full refined meshes, zoomed-in views (in smooth-shaded rendering mode) and the corresponding underlying mesh-edges of the highlighted regions respectively. The columns correspond to the initial mesh, refined meshes using Nehab et al. (2005) , our method (without face fairness) and our method (with face fairness) respectively still recovers features, e.g. in the mesh-normal fusion application, we have shown in the cube experiment (see Fig. 14) that our method does not introduce artefacts at the edges of the cube. Unlike existing methods (e.g. Sun et al. 2007 ) that use only the normal directions to optimise vertices, our framework uses all 3 degrees of freedom to optimise the vertices. We have used gradient descent algorithm. Our framework is highly parallelisable, i.e. at every iteration, each vertex can be updated independently. Unlike our iterative method, the method of Nehab et al. (2005) in mesh-normal fusion solves a large linear system of equation that suffers from numerical stability when the initial surface is far from the desired solution.
Conclusion
We have presented a face fairness framework for 3D meshes that accounts for noise in all directions by incorporating a cost function for enforcing face fairness in the mesh. We have presented the applicability of our method to the tasks of mesh denoising and mesh-normal fusion. We have demonstrated the superiority of face fairness on a number of datasets.
