Abstract. In this paper we give a necessary and sufficient condition in which a sequence of Kleinian punctured torus groups converges. This result tells us that every exotically convergent sequence of Kleinian punctured torus groups is obtained by the method due to Anderson and Canary (Invent. Math. 1996). Thus we obtain a complete description of the set of points at which the space of Kleinian punctured torus groups self-bumps. We also discuss Hausdorff limits of sequences of Bers slices.
converges in D(S), whereas the sequence
in (T (S) × T (S)) \ Δ converges to (c, c) ∈ Δ. Our main result, Theorem 1.1 below (see Theorems 4.5 and 4.8), implies that all exotically convergent sequences are essentially obtained by the method of Anderson and Canary. More precisely, it states that for a given simple closed curve c on S, if either {x n } or {y n } converge "horocyclically" to c in T (S) then {Q(x n ,y n )} diverges, and that if both {x n } and {y n } converge "tangentially" to c then {Q(x n ,y n )} converges provided that the speeds of their convergence to c are in the ratio of p : p + 1 for some integer p.
We denote by l x (c) the hyperbolic length of the geodesic realization of a simple closed curve c on the Riemann surface x ∈ T (S). THEOREM 1.1. (Theorems 4.5 and 4.8) Suppose that a sequence {(x n ,y n )} in (T (S) × T (S)) \ Δ converges to (c, c) ∈ Δ for some simple closed curve c on S as n → ∞. Then we have the following:
(1) If either {l x n (c)} or {l y n (c)} tend to zero, the sequence {Q(x n ,y n )} diverges in D(S).
(2) Suppose that both {l x n (c)} and {l y n (c)} are uniformly bounded below by a positive constant. We may also assume, by passing to a subsequence if necessary, that there exist sequences {k n }, {l n } of integers such that both {τ k n x n }, {τ l n y n } converge in T (S) \ {c}, where τ is the Dehn twist around c. In this situation, the sequence {Q(x n ,y n )} converges in D(S) if and only if there exists an integer p such that
for all n large enough.
Remark. Recently, Ohshika [Oh2] obtained a generalization of Theorem 1.1 to general hyperbolic surfaces of finite area.
One of our main tools in the proof of Theorem 1.1 is the "re-marking trick" on representations which is originally due to Kerckhoff and Thurston [KT] (see also [Brock] ). We also make essential use of Minsky's Pivot Theorem [Mi] (see Theorem 3.1) which relates a pair of end invariants of an element in D(S) to the complex translation length of a short closed geodesic in the quotient manifold.
We now give a brief sketch of the proof of Theorem 1.1(2). For simplicity we assume that τ k n x n and τ l n y n are constantly equal to u, v ∈ T (S) \ {c}, respectively. Then we have
where τ * : π 1 (S) → π 1 (S) is the isomorphism induced by the Dehn twist τ . As we will see in Section 4, we only need to consider the case that |l n − k n | diverge as n → ∞. In this case we have Q(u, c) in D(S). Let ρ n : π 1 (S) → PSL 2 (C) be representatives in the conjugacy classes Q(u, τ l n −k n v) such that {ρ n } converges algebraically. Then {ρ n (c)} converges to a parabolic transformation δ. Moreover, we can show that the sequence { ρ n (c) } of the cyclic groups converges geometrically to a rank-2 parabolic group δ,δ witĥ δ = lim n→∞ ρ n (c) l n −k n (see Theorem 4.9). On the other hand, since {Q(u, τ k n −l n v)} converges, one can see from (1.1) that {Q(x n ,y n )} converges if and only if {ρ n (c) k n } converges (see Lemma 4.7). If {ρ n (c) k n } converges, its limit must lie in the rank-2 parabolic group δ,δ . This implies that there exist integers p, q such that k n ≡ p(l n − k n ) + q, or, equivalently (p + 1)k n − pl n ≡ q. The converse is easier. This paper is organized as follows. In Section 2, we give the basic notion and definitions. Especially we recall Minsky's ending lamination theorem for punctured torus groups. In Section 3, we study the relation between geometric limits of loxodromic cyclic groups and the complex translation lengths of generators. Using preparations of Section 3, we prove the main theorem in Section 4. Applications of the main theorem are discussed in Sections 5, 6, and 7: in Section 5, we recall Bers and Maskit slices, and the Maskit embedding. We rephrase the main theorem in terms of the Maskit embedding. In Section 6, we consider Hausdorff limits of sequences of Bers slices and obtain a condition in which the Hausdorff limit of a sequence of Bers slices is strictly bigger than the limit of point wise convergence (see Theorem 6.1). In Section 7, we obtain a complete description of the set of points at which D(S) self-bumps (see Theorem 7.2). Hideki Miyachi for useful conversations and information. He is also grateful to the referee for valuable comments and suggestions for improvement of the article.
Preliminaries.

Teichmüller space.
Let S be a once-punctured torus. Throughout this paper, we fix an ordered pair (α, β) of generators for π 1 (S), which determines a positively oriented ordered pair
denote homology classes of α and β, respectively.
The Teichmüller space T (S) consists of pairs (f, X), where X is a hyperbolic Riemann surface of finite area and f : S → X is an orientation preserving homeomorphism. Two pairs (f 1 ,X 1 ) and (f 2 ,X 2 ) represent the same point in T (S) if there is a holomorphic isomorphism g :
The Teichmüller space T (S) is identified with the upper half plane H = {z ∈ C | Im z > 0} as follows: to a point x in H, we associate the point (f, X) ∈ T (S) where X is the quotient C/(Z ⊕ Zx) with one point removed, and f : S → X is an orientation preserving homeomorphism which take the curves [α] and [β] to the images of the segments [0, 1] and [0,x] in X, respectively.
In this identification, Thurston's compactification T (S) of the Teichmüller space T (S) with the set PL(S) of projective measured laminations on S corresponds to the closure H = H ∪R of H in the Riemann sphereĈ, whereR = R ∪ {∞}. Then the simple closed curve on S that represent an unoriented homology class ±(s [α] + t[β] ) ∈ H 1 (S) is identified with the rational number −s/t ∈ Q = Q ∪ {∞}. Especially, the homology classes [α], [β] , and [α −1 β] correspond to 1/0 = ∞, 0, and 1 inQ, respectively.
We let l x (c) denote the hyperbolic length of the geodesic in the homotopy class of a simple closed curve c on a Riemann surface x ∈ T (S). Via the identification T (S) with H described above, a horocircle in H touching ∂H at c ∈Q is the set of Riemann surfaces x ∈ H = T (S) with the same hyperbolic lengths l x (c).
Kleinian groups.
A Kleinian group Γ is a discrete subgroup of PSL 2 (C), which acts on the hyperbolic 3-space H 3 as isometries, and on the sphere at infinity ∂H 3 =Ĉ as conformal automorphisms. The region of discontinuity Ω Γ for a Kleinian group Γ is the largest open subset of C on which Γ acts properly discontinuously, and the limit set Λ Γ of Γ is its complement C − Ω Γ .
We say that a sequence {Γ n } ∞ n=1 of Kleinian groups converges geometrically to a subgroupΓ of PSL 2 (C) if Γ n →Γ in the Hausdorff topology on closed subsets of PSL 2 (C), or more precisely, if the following conditions are satisfied:
(1) for any γ ∈Γ there exists a sequence γ n ∈ Γ n such that γ n → γ, and (2) if elements γ n j ∈ Γ n j converge to γ, then γ ∈Γ. Let G be an abstract group and let ρ n : G → Γ n ⊂ PSL 2 (C) be a sequence of homomorphisms form G onto Kleinian groups Γ n . We say that {ρ n } converges algebraically to a homomorphism ρ ∞ :
In this situation, if {Γ n } also converges geometrically to Γ ∞ , we say that {Γ n } converges strongly to Γ ∞ .
Let R(S) denote the space of conjugacy classes [ρ] of representations ρ of π 1 (S) into PSL 2 (C) which take the commutator of α and β to parabolic elements. We endow R(S) the algebraic topology; i.e., a sequence [ρ n ] ∈ R(S) converges to [ρ] ∈ R(S) if and only if there exist representatives ρ n ∈ [ρ n ] and ρ ∈ [ρ] such that ρ n → ρ algebraically. It is known that R(S) has a structure of 2-dimensional complex manifold, and especially it is a Hausdorff space. More precisely, R(S) can be identified with the space
where Z 2 × Z 2 acts by changing signs of two of three entries (see [Bow] ). Let D(S) ⊂ R(S) denote the set of discrete faithful representations. It is known that D(S) is a closed subset of R(S) (see [Jø] ).
Minsky's ending lamination theorem.
Here we review Minsky's work ( [Mi] ) on the classification of elements [ρ] ∈ D(S) by using pairs of their end invariants (ν − ,ν + ) ∈ (H × H) \ Δ, where Δ is the diagonal of ∂H × ∂H:
We refer the reader to [Mi] for more details.
Given [ρ] ∈ D(S) with Γ = ρ(π 1 (S)), Bonahon's Theorem [Bo] guarantees that there exists an orientation preserving homeomorphism
which induces the representation ρ. The region of discontinuity Ω Γ (possibly empty) decomposes into two parts
Γ /Γ is either once-punctured torus, thrice-punctured sphere or empty. For each cases, we define the end invariant ν s ∈ T (S) = H for [ρ] as follows:
(1) If Ω s Γ /Γ is a once-punctured torus, its conformal structure with the marking induced by ϕ determines a point ν s in T (S) = H. Thus we obtain a map ν :
It is known that the map ν is surjective onto (H × H) \ Δ as a consequence of Bers' Simultaneous Uniformization Theorem, and of Thurston's Double Limit Theorem. Minsky [Mi] showed that the map ν is injective; that is, all elements 
is a continuous bijection.
This theorem is an extension of the following well-known result. 
is a homeomorphism onto the interior int(D(S)) of D(S).
We remark that the map ν : D(S) → (H × H) \ Δ is not continuous at the boundary of D(S). In fact, it was shown by McMullen [Mc1] by using the method of Anderson and Canary [AC] that there is a convergent sequence in D(S) whose end invariants converge to a point in Δ. Therefore the map Q is not a homeomorphism. We will explain more details of this phenomenon in Section 4.
Action of Mod(S)
. In this section, we recall the action of the mapping class group on the space R(S) of representations.
The mapping class group Mod(S) is the group of isotopy classes of orientation-preserving homeomorphisms from S to itself. The action of σ ∈ Mod(S) on T (S) is defined by
Via our identification of T (S) with H, Mod(S) is identified with PSL 2 (Z). The action of Mod(S) = PSL 2 (Z) on T (S) = H naturally extends to automorphisms of T (S) = H.
The action of σ ∈ Mod(S) on a representation ρ :
where σ * is the group automorphism of π 1 (S) induced by σ. Then the action of σ ∈ Mod(S) on R(S) is defined by
Note that these actions are compatible with the map Q, i.e., we have
Throughout of this paper, we denote by τ ∈ Mod(S) the Dehn twist around the curve [α], whose orientation is chosen so that the group isomorphism τ * :
Given a representation ρ : π 1 (S) → PSL 2 (C), one can check that
It is often useful to consider the restriction of a representation ρ :
Here H is a rank-2 free subgroup of π 1 (S) generated by α and β −1 αβ. The following lemma is clear from a geometric point of view:
. This is directly verified as follows:
Complex translation lengths and limits of cyclic groups.
In this section, we study geometric limits of loxodromic cyclic groups when their generators converge to parabolic transformations. The result is applied in the next section to prove our main theorems.
Recall that the complex translation length λ(γ) of a loxodromic element γ ∈ PSL 2 (C) is defined to be λ(γ) = log(γ (z)) = l + iθ with l > 0 and θ ∈ (−π, π], where γ (z) is the derivative at the repelling fixed point of γ. This is equivalent to say that γ is conjugate in PSL 2 (C) to
The number λ(γ), or its reciprocal 2πi/λ(γ), is important to understand the modulus of the quotient torus Ω( γ )/ γ :
is close to a parabolic transformation, the complex translation length of ρ(α) is related to the end invariants x, y ∈ H of [ρ] as follows: THEOREM 3.1. (Minsky's Pivot Theorem [Mi] ) There exist positive constants , C which satisfy the following: given an element
where d H denotes the hyperbolic distance in H.
Note that if a sequence {γ n } in PSL 2 (C) converges to a parabolic transformation, then λ(γ n ) → 0. We characterize two ways of convergence λ(γ n ) → 0 as follows (see Figure 1 ): Definition 3.2. Suppose that a sequence {λ n } in the right-half plane C + = {z ∈ C | Re z > 0} converges to 0. We say that λ n → 0 horocyclically if for any > 0, |λ n − | < for all large n, and that λ n → 0 tangentially if there is a constant
Note that λ n → 0 horocyclically if and only if | Im(2πi/λ n )| → ∞, and that tangentially if and only if | Im(2πi/λ n )| are uniformly bounded above. In the proofs of our main theorems, we will make essential use of the following theorem, whose essence can be found in McMullen [Mc2, Theorem 5 .1]. Our argument is based on that of Jørgensen and Marden [JM, Section 5] and Marden [Ma, Section 4.9] . THEOREM 3.3. Suppose that a sequence {γ n } of loxodromic transformations converges to a parabolic transformation δ in PSL 2 (C). Then we have the following:
(
In addition, by passing to a subsequence if necessary, we may assume that there is a sequence {m n } of integers such that
converges to some ω ∈ C. In this situation, if ω ∈ R, the sequence γ n converges geometrically to a rank-2 parabolic group δ,δ generated by δ = lim n→∞ γ n and δ = lim n→∞ γ m n n . Furthermore, there is an element in PSL 2 (C) which conjugates δ,δ to translations z + 1, z − ω, respectively.
Proof. We denote λ(γ n ) by λ n for simplicity. We may assume that δ(z) = z + 1. Then, as n tend to ∞, γ n (0) tend to 1 and the attracting fixed points a n of γ n tend to ∞. Now let θ n ∈ PSL 2 (C) be a Möbius transformation which takes 0, γ n (0) and a n to 0, 1 and ∞, respectively. Then θ n γ n θ −1 n is of the form θ n γ n θ −1 n (z) = α n z + 1. By considering the complex translation length of γ n , one can see that α n = e λ n . Since θ n → id in PSL 2 (C), the geometric limit of the sequence γ n is equal to that of θ n γ n θ −1 n . Therefore we may assume that γ n is of the form
without loss of generality. Then one can easily check that
(1) To show that γ n → δ strongly, suppose for contradiction that there is a subsequence of {γ n }, which is also denoted by {γ n }, and a sequence {k n } of integers with |k n | → ∞ such that {γ k n n } converges in PSL 2 (C). Then the sequence
converges in C. Especially e λ n k n → 1, and hence there is a sequence of integers {p n } such that λ n k n − 2p n πi → 0. By Taylor's formula for e x , the limit of (3.2) is equal to the limit of
But the sequence k n − p n 2πi/λ n diverges in C from our assumption that |k n | → ∞ and | Im(2πi/λ n )| → ∞. This is the desired contradiction. Therefore we have shown that γ n → δ strongly.
Since 2πi/λ n − m n → ω and |m n | → ∞, one can see that 2πi/(λ n m n ) → 1, and thus λ n m n → 2πi. By Taylor's formula for e x , we have
Therefore γ m n n (z) →δ(z) = z − ω uniformly on any compact subset of C, and hence γ m n n →δ in PSL 2 (C). We next show that γ n → δ,δ geometrically. Suppose that there is a subsequence of {γ n }, which is also denoted by {γ n }, and a sequence {k n } of integers with |k n | → ∞ such that {γ k n n } converges in PSL 2 (C). We have to show that the limit lies in δ,δ . By the same argument as in (1), we see that the sequence (3.2) converges to some ζ ∈ C, and that there is a sequence {p n } of integers such that
Since 2πi/λ n − m n → ω and Im ω = 0, we obtain p n ≡ p for all large n by considering the imaginary part of the right-most side of (3.3). We next consider the real part of the right-most side of (3.3) to see that k n − pm n ≡ q for some integer q. Thus we have k n ≡ pm n + q and hence
Conditions for convergence and divergence.
In this section, we will prove our main theorems (Theorems 4.5 and 4.8).
Suppose that we are given a sequence
Our aim is to investigate conditions in which the sequence
Here we say that a sequence Q(x n ,y n ) diverges in D(S) if it eventually exits any compact subset of D(S), or, in other words, it contains no convergent subsequence. It is immediately follows from Theorem 2.1 (which can be viewed as a refinement of Thurston's Double Limit Theorem for punctured torus groups) that if (x ∞ ,y ∞ ) does not lie in Δ, then the sequence Q(x n ,y n ) converges in D(S) and its limit is Q(x ∞ ,y ∞ ). Thus we are interested in the case where
In other words, we are interested in exotically convergent sequences:
We can also eliminate the case of x ∞ = y ∞ ∈R \Q by applying the result of Ohshika [Oh1] to the case of once punctured torus: THEOREM 4.2 (Ohshika) . Let x ∞ ∈R \Q and suppose that a sequence
Thus, in what follows, we concentrate our attention to the case of x ∞ = y ∞ ∈Q. By changing bases of π 1 (S) if necessary, we may always assume that
is the simple closed curve on S corresponding to ∞ ∈Q, and that τ ∈ Mod(S) denotes the Dehn twist around [α] . It was first shown by McMullen [Mc1] by using the method of Anderson and Canary [AC] that there exist exotically convergent sequences: 
in D(S) converges as n → ∞, whereas the sequence
We will see in Theorem 4.8 that every exotically convergent sequence in D(S) is essentially in the form of (4.1). To proceed our argument, we now prepare the notion of horocyclical/tangential convergence for sequences in H.
Definition 4.4. (horocyclical/tangential convergence) Let {x n } ⊂ H be a convergent sequence with limit x ∞ ∈ ∂H. Then we say:
• x n → x ∞ horocyclically if for any closed horoball B ⊂ H touching ∂H at x ∞ , x n ∈ B for all n large enough.
• x n → x ∞ tangentially if there is a closed horoball B ⊂ H touching ∂H at x ∞ such that x n ∈ B for all n large enough.
Note that the convergence x n → ∞ ∈ ∂H is horocyclic if and only if Im x n → ∞, and tangential if and only if {Im x n } are uniformly bounded above and | Re x n | → ∞. Therefore a sequence {λ n } ⊂ C + converges horocyclically (resp. tangentially) to 0 in the sense of Definition 3.2 if and only if {2πi/λ n } ⊂ H converges horocyclically (resp. tangentially) to ∞ in the sense of Definition 4.4.
We also remark that for a given c ∈Q and a sequence {x n } in H, x n → c horocyclically if and only if the hyperbolic lengths l x n (c) tend to zero, and x n → c tangentially if and only if l x n (c) are uniformly bounded below by a positive constant.
Horocyclic convergence.
In this section, we consider the case where either {x n } or {y n } converge horocyclically to ∞. The case where both {x n } and {y n } converge tangentially to ∞ will be discussed in the next section. Our main result in this section is the following:
The argument in the proof of Theorem 4.5 is similar to the argument of Minsky in [Mi, §12.3] proving the properness of the map x → Q(x, ∞) on H \ {∞}. We divide the proof of Theorem 4.5 into the following two cases:
Case I. Both {x n } and {y n } converge horocyclically to ∞, or Case II. One of {x n } and {y n }, say {x n }, converges tangentially to ∞, and the other one, {y n }, converges horocyclically to ∞.
Before proving Case I of Theorem 4.5, we recall the foundations of the thin parts of hyperbolic 3-manifolds. Let M be a complete hyperbolic 3-manifold. Given > 0, the -thin part M < of M is the set of all points in M where the Proof of Theorem 4.5: Case I. For simplicity, we assume that x n = ∞ and y n = ∞ for all n, but the proof for the general case is essentially the same. Since {x n }, {y n } converge to ∞ horocyclically, both Im x n , Im y n tend to ∞. Let 0 be the 3-dimensional Margulis constant and let < 0 . Then there is an integer N > 0 such that l x n ([α]) < and l y n ([α]) < for all n ≥ N . We fix such n ≥ N and denote the manifold Q(x n ,y n ) by Q n . Let c * be the geodesic realization of [α] in Q n , and let c 1 ,c 2 be its geodesic realizations on each connected components of the boundary ∂C(Q n ) of the convex core C(Q n ) of Q n , where ∂C(Q n ) is regarded as a hyperbolic pleated surface. It is known by Sullivan (see [EM] ) that there exists a constant K > 0, which does not depend on n, such that the hyperbolic lengths of c 1 , c 2 are less than K .
By modifying c 1 , c 2 slightly in C(Q n ) in their homotopy classes if necessary, we may assume that both curves c 1 ,c 2 are unions of finitely many geodesic arcs. Let A be an immersed annulus in C(Q n ) with the following properties (see Figure 2):
• ∂A = c 1 c 2 , and • A is a finite union of geodesic triangles each of whose edges is a geodesic arc in ∂A or a geodesic arc joining a point in c 1 to a point in c 2 . Then one can easily check that A is contained in the -thin tube T (c * ) where = 2K . Let d * be the geodesic realization in Q n of the homology class [β] of the generator β of π 1 (S) = α, β . Since [β] intersects [α] in S, d * must intersects A, and hence T (c * ).
We now let → 0. Then N → ∞ and thus n → ∞. Then = 2K tends to zero and the distances between ∂T (c * ) and ∂T 0 (c * ) in Q n tend to ∞. Since d * ⊂ Q n is not contained properly in T 0 (c * ) for every n, the hyperbolic lengths of d * in Q n diverge as n → ∞. Since the translation lengths of the image of β ∈ π 1 (S) diverge, the sequence Q(x n ,y n ) of representation diverges in D(S).
Before considering Case II of Theorem 4.5, we prepare the following two lemmas, which are originally due to Kerckhoff-Thurston [KT] (see also [Brock] Proof. Since the sequence {[ρ n ]} converges in D(S), there exist elements θ n ∈ PSL 2 (C) such that the sequence {θ n · ρ n · θ −1 n } converges algebraically. To show that {ρ n } converges algebraically, it suffice to show that {θ n } converges in PSL 2 (C).
On the other hand {ρ n | H } also converges by assumption. It then follows from the argument in [KT, p. 35 ] (see also [Brock] ) that {θ n } converges in PSL 2 (C): in fact, let h 1 ,h 2 and h 3 be a triple of non-commuting elements of H. For i = 1, 2 and 3, θ n maps the attracting fixed points a n,i of ρ n (h i ) to the attracting fixed points a n,i of (θ n · ρ n · θ −1 n )(h i ). Since both triples {a n,1 ,a n,2 ,a n,3 } and {a n,1 ,a n,2 ,a n,3 } converge to distinct triples inĈ, we see that {θ n } converges. 
Since {ρ n } converges algebraically, {η n } converges algebraically if and only if {ρ n (α) k n } converges in PSL 2 (C).
On the other hand, note from Lemma 2.3 that η n | H = ρ n | H for all n. Since the sequence η n | H = ρ n | H converges, we see from Lemma 4.6 that {[η n ]} converges if and only if {η n } converges. Thus we have shown that
We now back to the proof of Theorem 4.5.
Proof of Theorem 4.5: Case II. Recall that τ ∈ Mod(S) is the Dehn twist around [α] = ∞ ∈Q acting on H = T (S) by z → z + 1. To obtain a contradiction, we assume that there exists a subsequence of the sequence {(x n ,y n )} ∞ n=1 (which is also denoted by the same symbol) such that {Q(x n ,y n )} converges. By passing to a further subsequence if necessary, we may assume that there exists a divergent sequence {k n } of integers such that {τ k n x n } converges to some x ∞ ∈ H \ {∞}.
Note that {τ k n y n } converges horocyclically to ∞ ∈ ∂H as well as {y n }. Then we have a convergent sequence
in D(S) and let ρ n → ρ ∞ be a convergent sequence of their representatives. Since ρ ∞ (α) is parabolic, the complex translation lengths λ(ρ n (α)) of ρ n (α) tend to zero as n → ∞. Therefore, we can apply the Pivot Theorem (Theorem 3.1) to the representations
for all n large enough. Since τ k n x n → x ∞ = ∞ and since τ k n y n → ∞ horocyclically, one can see that
Therefore ρ n (α) converges strongly to ρ ∞ (α) by Theorem 3.3(1). Since we are assuming that the sequence
also converges in D(S), it follows from Lemma 4.7 that {ρ n (α) −k n } converges in PSL 2 (C), which contradicts to the fact that ρ n (α) → ρ ∞ (α) strongly. This completes the proof.
Tangential convergence.
In this section we consider the case where both {x n } and {y n } converge tangentially to ∞. Our main result in this case is the following: THEOREM 4.8. Suppose that a sequence (x n ,y n ) ∈ (H × H) \ Δ converges to (∞, ∞) ∈ Δ as n → ∞, and that both {x n }, {y n } converge tangentially to ∞. Furthermore, we assume that there exist sequences {k n }, {l n } of integers such that both {τ k n x n }, {τ l n y n } converge in H \ {∞}.
Then the sequence {Q(x n ,y n )} converges in D(S) if and only if there exists an integer p such that
Remark. By passing to a subsequence if necessary, we may always assume that there exist sequences {k n }, {l n } which satisfy the assumption in Theorem 4.8. We also remark that the equations (p + 1)k n − pl n + q ≡ 0 (n 0) imply p = 0, −1 because both |k n | and |l n | tend to ∞.
One of the key observations in the proof of Theorem 4.8 is the following:
convergent sequences in H \ {∞}, and let {m n } be a sequence of integers such that |m
, and let ρ n → ρ ∞ be a convergent sequence of their representatives. In this situation, we have the following:
(1) lim n→∞ ρ n (α) m n exists.
(2) The sequence ρ n (α) of cyclic groups converges geometrically to a rank-2 parabolic group δ,δ where δ = ρ ∞ (α) andδ = lim n→∞ ρ n (α) m n .
Remark. The essential points in Theorem 4.9 are that the sequence ρ n (α) converges geometrically without passing to a subsequence, and that the limitδ = lim n→∞ ρ n (α) m n is primitive in the geometric limit.
Proof. (1) By changing the marking of the convergent sequence
we obtain another convergent sequence
We letρ
We first show that {ρ n } converges algebraically. Since {ρ n } converges, and sinceρ n | H = ρ n | H for all n by Lemma 2.3, {ρ n | H } also converges. In addition, since {[ρ n ]} converges in D(S), we see from Lemma 4.6 that {ρ n } converges algebraically. Note that the limitρ ∞ = lim n→∞ρn of the sequence {ρ n } is a representative of Q(∞,v ∞ ).
Now one sees fromρ
which is rewritten as ρ n (α) m n = ρ n (β)ρ n (β) −1 . Therefore {ρ n (α) m n } has a limit:
(2) To show that ρ n (α) → δ,δ geometrically, it suffices to show that any subsequence {n } of {n} ∞ n=1 has a further subsequence {n } such that ρ n (α) → δ,δ geometrically. Applying the Pivot Theorem (Theorem 3.1) to the representa-
for all n large enough. Since {u n − v n + i} has a limit u ∞ − v ∞ + i in H, we can take a subsequence {n }of {n } so that the sequence 2πi λ ρ n (α) + m n has a limit in H. It then follows from Theorem 3.3 (2) that ρ n (α) → δ ,δ geometrically, where δ = lim n →∞ ρ n (α) andδ = lim n →∞ ρ n (α) m n . Since δ = δ andδ =δ, we obtain ρ n (α) → δ,δ geometrically. Therefore ρ n (α) → δ,δ geometrically without passing to a subsequence.
We now back to the proof of Theorem 4.8.
Proof of Theorem 4.8. We begin by fixing our notation. Let
and let u ∞ ,v ∞ ∈ H \ {∞} denote the limits of {u n }, {v n }, respectively. Let
and let us consider the re-marked sequence
To show Theorem 4.8, we first show that the following two conditions are equivalent under the assumption that |m n | = |k n − l n | → ∞:
(1) {Q(x n ,y n )} converges.
(2) There exists an integer p such that (p + 1)k n − pl n ≡ const. for all n large enough. After that, we will show that each of both conditions (1) and (2) implies |m n | → ∞ to complete the proof.
We now assume that |m n | → ∞. Then
, and let ρ n → ρ ∞ be a convergent sequence of their representatives. It then follows from Theorem 4.9 that
geometrically, where δ = ρ ∞ (α) andδ = lim n→∞ ρ n (α) m n . Recall from Lemma 4.7 that the sequence
converges if and only if {ρ n (α) −k n } converges in PSL 2 (C). Therefore we need to show that {ρ n (α) −k n } converges if and only if the condition (2) is satisfied. Now suppose that {ρ n (α) −k n } converges. Then its limit must lie in δ,δ , and thus is of the formδ p δ q for some integers p, q. Since {ρ n (α) pm n +q } also converges toδ p δ q , it follows from discreetness that ρ n (α) −k n ≡ ρ n (α) pm n +q for all n large enough (see Lemma 3.6 in [JM] ). Therefore −k n ≡ pm n + q (n 0). Using m n = k n − l n , we obtain the equations (p + 1)k n − pl n ≡ const. for all n large enough. Conversely, suppose that there exist integers p, q such that (p + 1)k n − pl n + q ≡ 0 for all n large enough. Using m n = k n − l n we have ρ n (α) −k n = ρ n (α) pm n +q → δ p δ q . Thus {ρ n (α) −k n } converges. So far we have shown the theorem under the assumption that |m n | → ∞.
We now show that the convergence of {Q(x n ,y n )} implies |m n | → ∞. Suppose that the sequence Q(x n ,y n ) converges in D(S). In addition, suppose for contradiction that there exists a subsequence of {m n } (which is also denoted by {m n }) and an integer m such that m n ≡ m for all n large enough. Then
We let ρ n → ρ ∞ be a convergent sequence of their representatives. Since both u ∞ and
, which is a contradiction. Thus we obtain |m n | → ∞.
Finally, we show that the condition (p + 1)k n − pl n ≡ const. (n 0) implies |m n | → ∞. This follows immediately from (p + 1)k n − pl n = k n + pm n and |k n | → ∞.
In the next section, we will give an explicit description of the limits of exotically convergent sequences.
Bers and Maskit slices and the Maskit embedding. In this section, we recall Bers and Maskit slices of D(S)
, and a natural embedding of a Maskit slice into the complex plane C which is called the Maskit embedding. We will rephrase Theorem 4.8 in terms of the Maskit embedding. We will also explain AndersonCanary's wrapping construction.
Bers and Maskit slices.
Given y ∈ H, we define an embedding (x, y) , and denote the image of b y by
The image B y is called a Bers slice if y ∈ H, and a Maskit slice if y ∈Q ⊂ ∂H. However, if there is no confusion, we generally called the set B y for arbitrary y ∈ H as a Bers slice for simplicity. By Theorem 2.1 the map b y : H → B y is a homeomorphism if y ∈ H. It is also known that the map b y : H \ {y} → B y is a homeomorphism even when y ∈ ∂H by Theorem 2.1 together with the arguments by Minsky [Mi] in the case of y ∈Q, and by Ohshika [Oh1] in the case of y ∈R \Q.
Given x ∈ H, we similarly define a slice B * x ⊂ D(S) by
The Maskit embedding.
We now explain a natural embedding of the Maskit slice B ∞ for ∞ ∈Q into the complex plane C, which is known as the Maskit embedding. We refer the reader to [KS] for more details.
Given z, μ ∈ C, we define elements T z , U μ of PSL 2 (C) by
We will later use the fact that
The representation ρ μ is normalized so that the fixed points of ρ μ (α), ρ μ (β −1 αβ) and ρ μ (α −1 β −1 αβ) coincide with ∞, 0 and −1, respectively. One can see that the map
is a holomorphic embedding, and from Theorem 2.1 that
We let denote the preimages of B ∞ and B * ∞ in C by
It is known that the subset M ⊂ C is contained in the upper half plane H, and that M * = {μ | μ ∈ M} is the complex conjugation of M. The set M is also called the Maskit slice. Now we define a bijective map
Limits of exotically convergent sequences.
The next theorem gives us a precise description of the limit of an exotically convergent sequence in Theorem 4.8. THEOREM 5.1. Suppose that a sequence (x n ,y n ) ∈ (H × H) \ Δ satisfies the same assumption as in Theorem 4.8. Let u ∞ , v ∞ ∈ H \ {∞} be the limits of the sequences u n = τ k n x n , v n = τ l n y n , and let μ, ν ∈ M be the corresponding points of u ∞ , v ∞ via the map Ψ : H \ {∞} → M, respectively. Assume that there exist integers p, q such that (p + 1)k n − pl n + q ≡ 0 for all n large enough. Then we have
Proof. Let m n := k n − l n . Then the equation (p + 1)k n − pl n + q = 0 can be rewritten as k n = −pm n − q. As observed in the proof of Theorem 4.8 we have
We next show thatδ :
Then as observed in the proof of Theorem 4.8, {ρ n } converges algebraically, and the limit lim n→∞ρn represent Q (∞,v ∞ 
, it follows from Lemma 2.3 thatρ n → ρ ν . Therefore one sees form the proof of Theorem 4.9 that
One can observe that η n → ρ ξ with ξ = (p + 1)μ − pν + 2q as follows:
Therefore we have shown that the sequence 
Anderson-Canary's wrapping construction.
Here we remark connection between our result and Anderson-Canary's wrapping construction. More information can be found in [AC, Brom, Mc1] .
Let μ, ν ∈ M. Then the group
generated by the images of ρ μ and ρ ν uniformizes a manifold MΓ = H 3 /Γ homeomorphic to S × (0, 1) with simple closed curve α × {1/2} removed:
Here the subgroup of π 1 (MΓ) ∼ =Γ carried by the surface S × {1/4} ⊂ MΓ is equal to ρ μ (π 1 (S)) and the subgroup carried by the surface S × {3/4} is equal to ρ ν (π 1 (S)). The rank-2 parabolic subgroup
ofΓ corresponds to the fundamental group of the rank-2 cusp of MΓ. For a given integer p, we define a wrapping map
as follows (see Figure 3) :
(1) The wrapping map w p is an immersion determined up to homotopy.
(2) When p = 0, we let w 0 : S → S × {1/4} ⊂ MΓ be the identity map.
(3) For general p, we let w p : S → MΓ be an immersion such that the image w p (S) in MΓ is obtained by cutting S × {1/4} along α × {1/4} and inserting at the cut locus an annulus which wraps p times around the rank-2 cusp α × {1/2} of MΓ. It is also required that w p is homotopic to w 0 in S × (0, 1).
We remark that when p = −1, w −1 is homotopic to the identity map S → S × {3/4} in MΓ.
The group homomorphism (w 0 ) * : π 1 (S) → PSL 2 (C) induced by w 0 is conjugate to ρ μ . Similarly (w −1 ) * is conjugate to ρ ν . In general, one sees that (w p ) * is conjugate to the representation
Therefore (w p ) * is conjugate to ρ ξ with
Since ρ ξ (π 1 (S)) ⊂Γ is discrete, one sees that ξ ∈ M if p ≥ 0 and ξ ∈ M * if p ≤ −1. Now let
be the (1,n) Dehn filling of MΓ at the rank-2 cusp without changing the end invariants x, y ∈ T (S) = H of MΓ. Then we obtain a sequence
. This is Anderson-Canary's wrapping construction of exotically convergent sequence. Note that in this case k n := −pn and l n := −(p + 1)n satisfy (p + 1)k n − pl n ≡ 0. One can easily see from Theorems 4.8 and 5.1 that every exotically convergent sequence is obtained by Anderson-Canary's wrapping construction.
Subsets of the Maskit slice.
For later use, here we study some properties of the set of ξ ∈ C in Theorem 5.1.
For an given integer p, we define a subset M(p) of C by
Note that M(0) = M, and that for every p, the set M(p) is invariant under the translation z → z + 2. The set M(p) is equal to the set of points ξ ∈ C such that [ρ ξ ] are induced by wrapping maps w p . We denote by M * (p) the complex conjugation of M(p):
Then one can easily check that Proof.
(1) For any μ, ν ∈ M and an integer p ≥ 1, we see from the argument in Section 5.4 that (p + 1)μ − pν ∈ M. This implies that M(p) ⊂ M.
(2) Suppose that p ≥ 2. For any μ, ν ∈ M, we want to show that (p + 1)μ − pν lies in M(1). Let k ≥ 1 so that p = k + 1. Then we have 
Hausdorff limits of Bers slices.
In this section, we consider Hausdorff limits of sequences of Bers slices. Especially, we obtain a condition such that the Hausdorff limit is strictly bigger than a Bers slice.
Let y n → y ∞ be a convergent sequence in H. Then by Theorem 2.1 the maps (2) Suppose that y n → y ∞ tangentially and that y ∞ = ∞ ∈Q. We further assume that there exists a sequence {l n } of integers such that {τ l n y n } converges to some v ∞ ∈ H \ {∞}. Let ν ∈ M be the corresponding point of v ∞ via the map Ψ : H \ {∞} → M. Then we havê
Proof.
(1) Assume first that B y ∞ B . Then there exists a sequence {x n } in H such that the sequence Q(x n ,y n ) ∈ B y n converges in D(S) to a point which does not lie in B y ∞ . By passing to a subsequence if necessary, we may assume that {x n } converges to some x ∞ ∈ H. If (x ∞ ,y ∞ ) ∈ Δ, Theorem 2.1 implies that Q(x n ,y n ) → Q(x ∞ ,y ∞ ) ∈ B y ∞ , which contradicts our assumption. Therefore we have (x ∞ ,y ∞ ) ∈ Δ, i.e., x ∞ = y ∞ ∈ ∂H. Since the sequence Q(x n ,y n ) converges in D(S), we see from Theorem 4.2 that y ∞ must lie inQ ⊂ ∂H, and from Theorem 4.5 that {y n } converges to y ∞ tangentially. The converse is deduced from the statement of (2). (2) We first show for a given sequence {Q(x n ,y n ) ∈ B y n } ∞ n=1 that every accumulation points of this sequence must lie in the set
In fact, pass to a subsequence so that the sequence Q(x n ,y n ) converges to some [ρ ∞ ] ∈ D(S), and that {x n } converges to some
M}. Now let us consider the case that x ∞ = y ∞ = ∞. Since Q(x n ,y n ) converges, one sees from Theorem 4.5 that {x n } converges tangentially to ∞ as well as {y n }. Recall that we are assuming that there is a sequence {l n } of integers such that the sequence v n = τ l n y n converges to v ∞ ∈ H \ {∞}. Passing to a further subsequence, we may also assume that there is a sequence {k n } of integers such that the sequence
where k = −p − 1 ≥ 1, and hence ξ ∈ M * + 2ν from Lemma 5.2. In both cases the limit [ρ ∞ ] = [ρ ξ ] of the sequence Q(x n ,y n ) must lie in the set (6.1).
We next show that for a given
Then the sequence (x n ,y n ) ∈ (H × H) \ Δ satisfies the condition of Theorem 5.1 in the case of p = −2 and q = 0, and thus the sequence
Thus we have shown that the geometric limitB equals the set (6.1). The last sentence is obvious.
Self-bumping of D(S).
In this section, we consider sequences which give rise to the self-bumping of D(S), and obtain a precise description of the set of points at which D(S) self-bumps.
To state our result, we need to define subsets of Maskit slices B y for y ∈Q associated to the subsets M(p) of M. For every y ∈Q, let σ y ∈ Mod(S) denote a mapping class which takes the homology class ±[α] ∈ H 1 (S) associated to ∞ ∈Q to the homology class ±(s[α] + t [β] ) ∈ H 1 (S) associated to y = −s/t ∈Q. Such an element σ y is unique up to pre-composition with a power of the Dehn twist τ around [α], and we take and fix one of them. Then we obtain a map
Recall from Section 5.2 that the map
. Using these maps, we define a map
Note that the map Φ y is unique up to pre-composition with a power the translation z → z + 2. We set
for integers p ≥ 1. We denote by ∂D(S) and int(D(S)) the boundary and the interior of D(S) in R(S), respectively.
We define the following two subsets of ∂D(S): 
We divide the proof of Theorem 7.2 into the following two Lemmas 7.3 and 7.4; the former is a consequence of Theorems 4.8 and 5.1, and the latter is a consequence of Minsky's ending lamination theorem (Theorem 2.1). In fact, we make use of Theorem 2.1 to show that any self-bumping phenomena are induced by exotically convergent sequences. We remark that McMullen [Mc1] used complex projective structures to show that any exotically convergent sequence induces selfbumping of D(S) for general surface S. Proof. We begin by fixing some notation of subsets of H×H. We regard H×H as a subset ofĈ ×Ĉ, and define a distance between two points (x, y), (x ,y ) is a homeomorphism onto its image. We remark that Q(int(K)) = int(Q(K)), which can be seen by checking that int(K) is mapped by Q into int(Q(K)) and K \ int(K) is mapped into Q(K) \ int(Q(K)).
It is essential to observe that Q(K) does not self-bump at [ρ 0 ], whereas D(S) does. In fact, first observe that K does not self-bump at (x 0 ,y 0 ); that is, for any neighborhood U of (x 0 ,y 0 ) in K there is a neighborhood V ⊂ U of (x 0 ,y 0 ) such that V ∩ int(K) is connected. This can be seen precisely as follows: one can choose > 0 so that 
