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Резюме 
Разработката е фокусирана върху приложението на статистическите ме-
тоди за анализ на динамични зависимости. Тезата е, че статистическите методи за 
анализ на динамични зависимости са модерни и мощни инструменти, които 
позволяват да се разкрият нови характеристики на взаимодействията между явле-
нията и процесите в областта на икономиката, но приложението им е съпроводено 
с редица условия, което налага да се познават техните предпоставки и ограничения.  
Целта на материала е да се систематизират статистическите методи за 
анализ на зависимости на основата на динамични редове, като се характеризират 
техните възможности за разширяване и задълбочаване на анализа. За постигането 
на целта се поставят следните задачи: а) да се характеризира кроскорелационният 
анализ; б) да се даде характеристика на моделите на разпределени лагове; в) да се 
характеризират моделите на векторната авторегресия; г) да се даде характеристика 
на коинтеграцията.  
Като резултат са изведени и систематизирани характеристиките на мето-
дите за анализ на динамични зависимости, които позволяват да се установи 
взаимната обвързаност между два динамични реда, да се изследват единични и 
множествени зависимости и тяхното разпределено влияние, да се анализират както 
дългосрочни равновесни зависимости, така и взаимодействието между промен-
ливите в краткосрочен аспект, характеризиращо отклоненията от равновесното 
състояние. 
 
Ключови думи: динамична зависимост, коинтеграция, векторна авто-
регресия, кроскорелация, разпределени лагове. 
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Abstract 
The paper is focused on the application of the statistical methods for the analysis 
of dynamic relationships. The relationships among the economic phenomena are realized 
not only in the distributions of the population, (static aspect) but also in the changes that 
have occurred into it with the time (dynamic aspect). 
The thesis supported by the authors is that statistical methods used for the 
analysis of dynamic relationships are both modern and powerful instruments for the 
researchers that allow to discover new characteristics of the interdependence among 
economic phenomenon but at the same time, their application is accompanied with many 
conditions that have to be known and taken into account. 
The goal of the paper is to systematize the statistical methods for analysis of 
relationships based on time series data, and to point out their abilities in the advancement 
and enhancement of the analysis of the economic phenomenon. In order to achieve this 
goal, we have solved the following tasks: a) to describe the cross-correlation analysis; b) 
to characterize the distributed lag models (aka transfer function models); c) to study the 
vector auto regression (VAR) models; d) to describe the cointegration as advanced 
statistical method for the analysis of non-stationary time series. 
The established results cover the advanced features of the dynamic relationship 
models: the interdependence between two (or more) time series; exploration of single 
relationships and distributed influence; the representation of multidimensional dynamic 
relationship; the survey of both long-term equilibrium relation and short-term interaction 
between the variables induced by the deviations from equilibrium state. 
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Увод 
 
Статистико-иконометричното моделиране е основен инструмент за 
решаването на задачите на статистическия анализ на динамични зависи-
мости. Моделите за анализ на динамични зависимости принадлежат към 
класа регресионни модели, които се прилагат при класическия анализ на 
зависимости. Едновременно с това чрез тях следва да могат да се решат и 
допълнителните задачи, присъщи на изследванията в динамичен аспект на 
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връзките между социално-икономическите явления. Това обстоятелство не-
минуемо налага необходимостта да се откроят специфичните характерис-
тики на моделите за анализ на динамични зависимости. 
От формална гледна точка моделите за анализ на зависимости в 
динамичен аспект се отличават от тези в статичен аспект в следните 
направления: 
 Първо, при построяването на моделите на зависимостта трябва да 
се дължи сметка за инерционността, присъща на икономическите 
явления и процеси, т.е. размерът на изучаваното явление-резултат в 
текущия период зависи от миналото му – от размера на явлението 
през предходните периоди. Това изисква, за да се извърши коректна 
спецификация на моделите, в тях да се включват лагове на 
зависимата променлива. 
 Второ, при формулирането на теоретичните съотношения между 
изучаваните явления следва да се отчита синхронизацията между 
явленията, т.е. възможността размерът на явлението‒следствие през 
текущия период да се определя от размера на явлението‒фактор не 
само през текущия, но и през редица предходни периоди. На тази 
основа е необходимо, в модела на динамичната зависимост да се 
включат лагове на независимите променливи. 
 Трето, при специфицирането на вероятностното разпределение на 
случайния компонент в модела на динамичната зависимост следва 
да се отчита, че той се проявява като стохастичен процес, т.е. като 
подредена във времето последователност от случайни величини. Те-
зи случайни величини може да отговарят на условията за стацио-
нарност и ергодичност, но може и да притежават различни ве-
роятностни разпределения. Поради това в моделите на динамични 
зависимости често се налага да се използват допълнителни уравне-
ния, моделиращи по определен начин променящите се характерис-
тики на случайния компонент: специфична автоковариационна 
структура, налагаща да се включват компоненти на плъзгащи се 
средни (MA); различия във вариацията на случайните компоненти, 
обуславящи уравнения на дисперсията във вида на модели с условна 
хетероскедастичност (ARCH, GARCH, EGARCH, TARCH). 
 Четвърто, динамиката във времето носи възможност за пълна про-
мяна в характера на зависимостта или за частична промяна в ня-
кои от аспектите й. Поради това параметрите на моделите, характе-
ризиращи основните закономерни съотношения, пропорции или си-
лата на факторното влияние, невинаги остават константи за целия 
изследван период, а могат да се променят в определени граници. 
Това налага, в моделите на динамични зависимости да се включват 
уравнения на отделните параметри (time-varying parameters) или 
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фиктивни променливи, представящи резките промени в основни 
характеристики на зависимостта (structural breaks). 
За целите на настоящото изследване приемаме следната класифика-
ция на моделите за анализ на динамични зависимости, съобразно наличието 
на тенденция в динамичните редове на анализираните показатели: 
 модели въз основа на стационарни динамични редове; 
 модели въз основа на нестационарни динамични редове. 
Подобно разграничение се основава на множеството теоретични, 
методологични и емпирични изследвания в научната литература относно 
проблемите, които нестационарността поражда при статистическия анализ 
на динамични зависимости, в т.ч. погрешна спецификация на модела на 
зависимостта, некоректно оценяване на параметрите на моделите (оценките 
стават изместени, неефективни и несъстоятелни), установяване на зави-
симости, които не съществуват в социално-икономическата действителност 
(фалшиви зависимости), и в крайна сметка неправилни изводи и заключения 
поради опорочаването на базовите предпоставки, залегнали при извежда-
нето на методите и моделите на статистическия анализ на зависимости.  
 
 
1. Моделиране на динамични зависимости  
    при стационарни редове 
 
Статистическият анализ на динамични зависимости, който има за 
непосредствен резултат построяването на конкретните модели, се пред-
хожда от изследване на статистическите свойства и емпиричните зако-
номерности в динамичните редове. Този първи етап от изследването, често 
наричан предварителен анализ, протича в две направления – анализ на раз-
витието на динамичните редове и кроскорелационен анализ. Самостоятел-
ното изследване на динамичните редове цели както да се разкрият вътреш-
но присъщите им закономерности (автокорелацията и кроскорелация), така 
и да се определи характерът на тенденцията (нестационарността). Чрез 
кроскорелационния анализ може да се направи предварителна оценка на 
лаговата структура на зависимостта. 
 
1.1. Корелация във времето 
 
Зависимостите между икономическите показатели са сложни както 
по своята форма, така и по отношение на времевото си разпределение. 
Промените във фактора предизвикват промени в резултативния показател, 
но измененията настъпват с известно закъснение във времето. Определяне-
то на времето на реакция на резултата е една от задачите при анализа на 
динамичните зависимости, заедно с установяването на силата на зависи-
мостта и нейната форма. Построяването на адекватен модел следователно е 
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по-сложно при динамичните зависимости, в сравнение с класическите 
зависимости, тъй като забавянето (закъснението или лага) може да не е 
предварително известно. 
За да се определи най-подходящият модел като посока на връзката 
и оптимално изоставане, се налага да се използват средствата на кроско-
релационния анализ. Основната му задача е идентификация на силата на 
динамичната зависимост във времето, а допълнителните задачи са устано-
вяване на синхронизацията и установяване посоката на обусловеността. 
Нека разполагаме с два показателя: yt и xt, които са регистрирани на 
равни интервали време и за един и същ период: 
 
nt
nt
xxxxx
yyyyy
,...,,,:
,...,,,:
321
321
. 
Разгледани като свързана система, при двата показателя се появява 
допълнителна характеристика, наречена кросковариационна функция. Тя 
измерва ковариацията на показателите. Означава се като: 
       ytxktyktxtkxy yxEyxE   )( , 
,...3,2,1,0k  
където: к е изоставането (лагът) на показателя y спрямо показателя x. 
 
Фигура 1. Кросковариация между два показателя 
 
Ковариацията на двата показателя е именована величина, която за-
виси от мащаба на измерването. За по-лесна интерпретация се използва 
кроскорелационната функция, която се движи в интервала от -1 до +1. За 
целта кросковариационната функция се разделя на произведението от 
стандартните отклонения на двата показателя: 
t t+k t-k 
x 
y 
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Изчисляването на кроскорелационната функция дава възможност да 
се определят изоставането на реакцията на резултата спрямо фактора, както 
и посоката на зависимостта. За удобство при анализа се използва графично 
изображение, наречено кроскорелограма. На абсцисната ос се нанасят 
стойностите на изоставането k, а по ординатата ос се нанасят стойностите 
на кроскорелационните коефициенти 
)(kxy . 
 
Фигура 2. Кроскорелограма 
 
При интерпретацията на корелограмата и стойностите на кроскоре-
лационните коефициенти трябва да се имат предвид следните положения: 
 когато най-високите стойности се достигат при изоставане на пока-
зателя y, той се разглежда като резултат, а показателят x се 
разглежда като фактор; 
 когато най-високи стойности на кроскорелационните коефициенти 
се достигат при изоставане на показателя x, то y се интерпретира 
като фактор, а x се разглежда като резултат; 
 когато се търси точното изоставане, се взема този лаг, при който 
кроскорелационните коефициенти имат най-висока стойност. 
Резултатите от кроскорелационния анализ представляват база за 
построяване на моделите на динамични зависимости при стационарните 
редове. 
 
  
k 
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1.2. Единични модели на динамични зависимости  
       при стационарни редове 
 
Основният проблем при статистическия анализ на зависимости въз 
основа на динамични редове се състои в разграничението на редовете по 
отношение на свойството стационарност. Конвенционалните методи за ана-
лиз на динамични зависимости се основават на допускането за ста-
ционарност на динамичните редове, които участват в изследваната връзка. 
Инерционната природа на социално-икономическите явления е предпос-
тавка, динамичните редове, които ги описват, да са нестационарни.  
Стационарност в тесен смисъл означава, че динамичният ред се 
характеризира чрез постоянни, независещи от времето, математическо 
очакване, дисперсия и автоковариация. Стационарните редове са интегри-
рани от нулев порядък – I(0). Динамичен ред, интегриран от порядък d – I(d) 
е такъв ред, който се свежда до стационарен чрез филтриране с после-
дователни разлики d пъти. Когато едно от условията за стационарност е 
нарушено, динамичният ред е нестационарен. 
От предложената дефиниция за стационарност произтичат следните 
специфични характеристики на стационарните и нестационарните 
динамични редове. Първо, за стационарните динамични редове е присъщо 
съществуването на вътрешно равновесие, което се характеризира от сред-
ната му величина. Динамичният ред се колебае около нея, като очакваната 
продължителност от време между преминаванията на реда през средната му 
стойност е крайна величина. За нестационарните редове не могат да се 
оценят средната величина и дисперсията и, следователно, за тези редове не 
е присъщо вътрешно равновесие. Дисперсията на нестационарните редове 
клони към безкрайност при безкрайно увеличение на времето (Box & 
Jenkins, 1970). Второ, автокорелационните коефициенти, оценени въз ос-
нова на стационарни редове, намаляват и клонят към нула при увеличаване 
на лаговия порядък, т.е. текущото значение на реда е слабо повлияно от 
далечни предходни значения. Автокорелационните коефициенти, оценени 
въз основа на нестационарни редове, са статистически значими дори при 
дълги отмествания във времето. На тази основа в научната литература е 
възприето схващането, че стационарните редове са с крайна (къса) памет, а 
нестационарните редове – с безкрайна (дълга) памет. Разграничението меж-
ду редове с крайна и безкрайна памет се основава на продължителността и 
разпределението на ефекта от даден шок върху бъдещото развитие на 
динамичния ред. При стационарните редове ефектът е временен и изчезва с 
течение на времето. При нестационарните редове ефектът е постоянен, тъй 
като текущото значение на ред с безкрайна памет е кумулирана сума от 
всички предходни шокове (иновации) (Hatanaka, 1996). 
Нестационарност. Инерционната природа на социално-икономи-
ческите явления е предпоставка за наличие на тенденция в развитието им. 
Тя се формира в резултат от действието на систематични фактори, които 
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действат през целия изследван период и наличието й предполага наруша-
ване на изискването за стационарност в динамичните редове. От същест-
вено значение за анализа на динамични зависимости е установяването на 
характера на тенденцията в развитието на динамичните редове. В научната 
литература съществуват два подхода за моделиране на тенденцията в зави-
симост от това, дали тя е с детерминистичен или стохастичен характер 
(Nelson & Plosser, 1982). 
Тенденция с детерминистичен характер е налице, когато разви-
тието на динамичния ред може да се представи чрез: 
𝑦𝑡 = 𝑑𝑡 + 𝑐𝑡, 
където: 𝑑𝑡 е детерминистичен тренд, представен като функция на времето, 
а 𝑐𝑡 е стационарен компонент, съдържащ информация за цикличните, 
сезонните и случайните компоненти в развитието на реда. 
Такъв тип нестационарни динамични редове се наричат стационар-
ни около тренд (тренд-стационарни). Характерно за тях е, че те могат да се 
сведат до стационарни след премахване на детерминистичната функция на 
времето.   
Тенденция със стохастичен характер е налице, когато развитието 
на динамичния ред може да се представи чрез: 
𝑦𝑡 = 𝑑𝑡 + 𝑠𝑡 + 𝑐𝑡, 
където: 𝑠𝑡 е стохастичен тренд, който е интегриран от ненулев порядък 
процес. 
Такъв тип нестационарни динамични редове се наричат разликово-
стационарни. Характерно за тях е, че те могат да се сведат до стационарни 
след филтриране посредством последователни разлики.  
Разграничаването (идентифицирането) на характера на тенденцията 
в развитието на динамичните редове намира проявление в следните 
направления: 
Първо, наличието на детерминистичен тренд в динамичния ред 
предполага съществуването на дългосрочна равновесна крива, към която 
явлението се стреми, след временни отклонения от нея. Тази крива е детер-
министичната функция на времето, с която е описано развитието на 
динамичния ред. При условие че за реда е присъщ и стохастичен тренд, 
детерминистичният тренд не може да бъде равновесно състояние за разви-
тието на явлението. 
Второ, моделите за описване на тенденцията в развитието на дина-
мичен ред чрез детерминистичен тренд са грешно специфицирани, ако за 
динамичния ред е присъщ стохастичен тренд. Грешките при прогнозите въз 
основа на модели с детерминистичен тренд са определени дори и при 
безкраен прогнозен хоризонт. Грешките при прогнозите, ако не е отчетено 
наличието на стохастичен тренд, са неопределени с увеличаване на прог-
нозния хоризонт. 
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Трето, при статистическия анализ на динамични зависимости се 
прилагат различни подходи в зависимост от характера на тенденцията в 
динамичните редове. 
За да се идентифицира тенденцията на динамичните редове, се 
използват различни статистически методи, които могат да се групират на 
параметрични и непараметрични. Към параметричните методи се включват 
тестовете за единичен корен, коефициентите на автокорелация и спек-
тралните оценки, а към непараметричните – коефициентите на корелация 
на ранговете, броя на сериите на отклоненията около средната и критерия 
на Форстър и Стюърт и др. Параметричните методи се характеризират с по-
висока мощност от непараметричните, което е предпоставка за предпочи-
тането им при емпирични изследвания. 
Стационарните модели могат да се представят с едно уравнение 
или със система от уравнения. В първия случай се изучава зависимостта 
между едно явление‒резултат и един или повече фактора, а във втория се 
анализират сложни зависимости от системен характер, когато има препли-
тане между явленията и процесите или когато наличните зависимости меж-
ду показателите са двупосочни. 
Макар че взаимовръзките между явленията и процесите в социално-
икономическата действителност са сложни и често имат комплексен 
характер, моделите с едно уравнение намират своето широко приложение. 
Те са подходящи при изучаването както на единични, така и на множест-
вени зависимости, когато е обоснована причинната обусловеност между 
явленията, като един или повече показатели се интерпретират като фактор-
ни променливи, определящи явлението‒следствие, представено чрез 
променливата‒резултат.  
Два са основните подхода при построяването на модели на зависи-
мостта: 
Първият подход представя текущото значение на резултативната 
величина като линейна комбинация (линеен филтър) на текущото и пред-
хождащите значения на факторните променливи. Този вид модели са из-
вестни в практиката като трансферни функции или модели на разпределени 
лагове. 
Вторият подход представя обусловеността на текущото значение 
на резултата от текущото значение на факторите и от предходните значения 
както на резултата, така и на факторните променливи. Този вид модели се 
обозначават като  смесени модели на регресия и авторегресия. 
На практика и двата подхода водят до един и същи резултат, тъй 
като смесените модели на регресия и авторегресия могат да се редуцират до 
модели на разпределени лагове (Box & Jenkins, 1970)2. 
                                                          
2 Именно поради това по-нататък в изложението термините „модели на 
разпределени лагове“ и „модели на трансферни функции“ ще се използват като 
синоними. 
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Статистическият анализ на динамични зависимости между социал-
но-икономическите явления чрез модели с едно уравнение от вида на тран-
сферните функции (разпределени лагове) е приложен за първи път през 
тридесетте години на двадесети век и се свързва първоначално с из-
следванията на Фишер за зависимостта между паричната маса, равнището 
на цените и лихвените проценти (Fisher, 1926), (Fisher, 100% Money and the 
Public Debt, 1936), а в средата на века – с изследванията на динамични 
процеси (Astrom & Bohlin, 1966). Моделите на разпределение на лаговете 
намират приложение при изучаването на: функцията на инвестициите – 
(Koyck, 1954), (Eisner, A Distributed Lag Investment Function, 1960), (Eisner, 
The Permanent Income Theory for Investment: Some empirical explorations, 
1967), (Diamond, 1962), (de Leeuw, 1962), (Greenberg, 1964), (Griliches & 
Wallace, 1965), (Almon, 1965), (Jorgenson, 1963), (Jorgenson & Stephenson, 
The Time Structure of Investment Behavior in United States 
Manufacturing,1947-1960, 1967), (Jorgenson & Stephenson, Investment 
Behavior in United States Manufacturing, 1947-1960, 1967), (Jorgenson & 
Stephenson, Issues in the Development of the Neoclassical Theory of Investment 
Behavior, 1969), (Jorgenson & Siebert, A Comparison of Alternative Theories of 
Corporate Investment Behavior, 1968), (Jorgenson & Siebert, Optimal Capital 
Accumulation and Coroporate Investment Behavior, 1968), (Jorgenson & Hall, 
Tax Policy and Investment Behavior: Replay and Further Results, 1969); 
паричното предлагане при хиперинфлация – (Cagan, 1956), (Allais, 1966), 
(Barro, 1970); търсене и предлагане на селскостопански стоки – (Nerlove, 
1956), (Nerlove, The Dynamics of Supply: Estimation of Farmers' Response to 
Price, 1958), (Nerlove & Waugh, Advertising without Supply Control: Some 
Implications of a Study of the Advertising of Oranges, 1961); функцията на 
потреблението – (Brown, 1952), (Zellner, 1957), (Zellner, Huang , & Chau, 
Further Analysis of the Short-Run Consumption Function with Emphasis on the 
Role of Liquid Assets, 1965), (Griliches, Maddala, Lucas , & Wallace, 1962), 
(Friedman, 1957), (Houthakker & Taylor, 1966), (Heien, 1969), (Nerlove, Lags 
in Economic Behavior, 1972). 
Целта на изследователите е насочена към създаването на модели, 
позволяващи подобряването на контрола на производствените и техноло-
гичните процеси в индустрията и редица дейности в сферата на услугите, 
както и да се разработват по-точни прогнози за ефективно управление на 
материалните запаси и производствените цикли. Обобщено представяне на 
този тип модели и на методите за тяхното идентифициране и оценяване е 
извършено от Бокс и Дженкинс (Box & Jenkins, 1970). Те установяват, че 
трансферните функции са подходящи при характеризирането на инерцион-
ни динамични системи и използването им води до значително намаление на 
грешките при прогнозиране. Поради това статистическите модели с 
трансферни функции продължават да намират широко приложение в 
редица области в икономиката, инженерните науки, биологията, химията и 
астрономията. 
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Моделите на разпределени лагове са разработени, за да се иденти-
фицира и оцени разпределението във времето на влиянието на факторите, 
обуславящи зависимата променлива. Това се прави на базата на аргументи-
рано предположение за наличието на обективна, причинно-следствена 
връзка между явленията. Моделът на разпределени лагове е такъв дина-
мичен модел, при който ефектът от изменението на независимата промен-
лива се проявява в резултата с течение на времето, а не изцяло и изведнъж. 
Извеждането на трансферната функция се основава на тезата на Юл, че 
даден динамичен ред, чиито стойности са автокорелирани, може да се тре-
тира като ред от независими случайни „шокове”, трансформирани пос-
редством линеен филтър (Yule, 1927). Линейният филтър представлява пре-
теглена сума на случайните „шокове”. Общият вид на модела с раз-
пределени лагове (модел на трансферна функция) е следният (Tsay, 1985): 
(2.1) 𝑦𝑡 = 𝛼 + 𝛽0𝑥𝑡 + 𝛽1𝑥𝑡−1 + 𝛽2𝑥𝑡−2 + ⋯ + 𝜀𝑡, 
където: 𝑦𝑡 е ендогенната променлива, представяща явлението‒резултат 
(стационарен процес); 
𝑥𝑡 е екзогенната (или поне предварително определена) променлива, 
отразяваща явлението‒фактор (стационарен процес); 
𝜀𝑡 са остатъчните компоненти, отчитащи влиянието на невклю-
чените в модела фактори, под формата на стационарната променлива с 
нулева средна и постоянна ковариационна структура; 
𝛼 е свободният член; 
 𝛽0, 𝛽1, 𝛽2, … са лаговите коефициенти, наричани още лагови тегла, 
които формират функцията на реакцията (impulse-response function) и се 
наричат линеен филтър и разкриват начина, по който динамиката в екзо-
генната променлива се трансферира (прехвърля) върху ендогенната про-
менлива. Филтърът може да се представи в компактна форма като: 
𝛽(𝐿) = 𝛽0 + 𝛽1𝐿 + 𝛽2𝐿
2 + ⋯ + 𝛽𝑘𝐿
𝑘 + ⋯, 
където: L е лаговият оператор. 
При общия вид на модела се приема, че ефектът върху резултата от 
изменението на фактора настъпва незабавно, т.е. започва от текущия 
период. Понякога е възможно влиянието да не е непосредствено, а да има 
известно забавяне в реакцията на резултата. В този случай първите s на брой 
лагови коефициента ще приемат нулеви значения, като величината на s 
определя изоставането във времето между промените във фактора и 
промените в резултата. 
Интерпретацията на лаговите коефициенти е следната. Лаговият 
коефициент 𝛽0 е измерител за незабавния (краткосрочния) ефект от еди-
ница изменение на независимата променлива в текущия период върху из-
менението в зависимата променлива през същия период. При условие че 
изменението в явлението‒фактор се запази на същото равнище и в следва-
щи периоди, промяната в явлението‒резултат се определя от сумата от 
коефициентите през съответните периоди. Тази частична сума е възприета 
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в литературата като динамичен пределен ефект или кумулативен ефект 
при определен лаг.  
Когато двете променливи са в равновесие, промяна в независимата 
води до промяна в зависимата, която след определено време се установява 
на ново равновесно състояние. Разликата между старото и новото равно-
весно състояние на зависимата променлива се интерпретира като дългосро-
чен ефект от промяната на фактора върху резултата. Този пълен (дъл-
госрочен) ефект от изменението на независимата променлива върху зави-
симата променлива се измерва с общата сума на всички лагови коефи-
циенти. Отношението на всеки лагов коефициент спрямо общата сума на 
лаговите тегла е измерител за дела на ефекта в дадения момент от дъл-
госрочния ефект. 
Неограниченият брой коефициенти 𝛽𝑖 може да се редуцира до краен 
брой параметри, ако се използва следното представяне на линейния филтър: 
(2.2) 𝛽(𝐿) =
𝜔0−𝜔1𝐿−⋯−𝜔𝑟𝐿
𝑟
1−𝛿1𝐿−⋯−𝛿𝑞𝐿𝑞
𝐿𝑠, 
където: 𝜔𝑖 и 𝛿𝑖 са параметрите на два полинома, които апроксимират 
линейния филтър и са от порядък съответно 𝑟 и 𝑞; 
s е забавянето в проявлението на ефекта от фактора върху резултата. 
Общият брой параметри, които трябва да се оценяват в тази специ-
фикация на линейния филтър е (𝑟 + 𝑞 + 1). Основните предизвикателства 
при приложението на моделите с трансферни функции произтичат от това, 
че лаговата структура на зависимостите между социално-икономическите 
явления не е теоретично обоснована. Това от своя страна поражда труд-
ности при спецификацията на моделите на разпределение на лаговете и при 
тяхното последващо решаване, тъй като не могат да се определят порядъкът 
и структурата на полиномите 𝜔(𝐿) и 𝛿(𝐿).  
В научната литература се срещат разнообразни подходи за специ-
фикация и решаване на моделите на разпределение на лаговете. Без да пре-
тендираме за изчерпателност, тук ще представим някои от подходите, които 
могат да се систематизират в две основни направления. При първото броят 
на лаговете на независимата променлива се ограничава до определена 
дължина, отговаряща на момента, след който се допуска, че ефектът е нула. 
При второто се използва функционална форма, която позволява, лаговото 
разпределение да затихва до нула постепенно. 
Първият подход, наречен подход „от частното към общото“, е 
предложен от Алт (Alt, 1942) и Тинберген (Tinbergen, 1949), и се състои в 
процедура за последователно оценяване на лаговите коефициенти чрез 
метода на най-малките квадрати, като моделът се представя във вида: 
(2.2) 𝑦𝑡 = 𝑎 + 𝑏0𝑥𝑡 + 𝑏1𝑥𝑡−1 + ⋯ + 𝑏𝑘𝑥𝑡−𝑘 + 𝜀𝑡, 
където: k е броят на лаговете на зависимата променлива, оказващи влияние 
върху резултата. 
Първоначално се оценява регресионен модел между текущите зна-
чения на изследваните показатели. Впоследствие в модела се добавят 
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лагове на обясняващата променлива, докато се изпълни едно от следните 
две условия за новите лагови коефициенти – или те да не са статистически 
значими (чрез t- критерий), или да се промени знакът им (от положителен в 
отрицателен или обратно).  
Недостатъците на оценяването на модел с разпределени лагове чрез 
този подход са следните: Първо, възможно е да се допусне грешка при 
спецификацията на модела, тъй като максималният лаг, който следва да 
бъде включен в модела, е неизвестен. Пропускането на съществен за 
обясняването на зависимостта лаг на явлението‒фактор би породило по-
лучаването на изместени и несъстоятелни оценки на параметрите на 
модела. Второ, заключенията въз основа на оценения модел са неустой-
чиви. Този недостатък се дължи на това, че включването на всеки допълни-
телен лаг на независимата променлива води до намаляване с две на 
степените на свобода. Една, защото е необходимо да се оцени допълнителен 
параметър и една, поради намаляването на извадката с едно наблюдение. 
Трето, поражда се мултиколинеарност, тъй като за динамичните редове за 
социално-икономическите явления е присъща силна автокорелация. Така се 
нарушава изискването на метода на най-малките квадрати ‒ обясняващите 
променливи да са независими помежду си. В резултат се получават големи 
стандартни грешки за оценените параметри, което може да доведе до 
погрешно заключение, че съответният лагов коефициент не е статистически 
значим. 
Втори подход е разработен от Фишер (Fisher, Note on a Short-Cut 
Method for Calculating Distributed Lags, 1937), като се приема, че последо-
вателността от неизвестните параметри следва аритметична прогресия. При 
допускане, че намалението започва след определен период t-1, при оп-
ределена стойност на 1 , могат да се установят и останалите параметри: 
(2.3) 




 

k
i
i
1
11 . 
На тази основа модел (2.2) придобива вида: 
(2.4) tkttt zxy   10 , 
където: it
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Едно просто ограничение върху лаговите тегла е, последните да 
намаляват линейно до нула от първоначална положителна или отрицателна 
стойност. С други думи всяко от следващите тегла са линейно намаляващи 
части от незабавния ефект.  
В този модел трябва да се оценят три параметъра ‒  , 0  и 1 . 
Намирането на оценките им е възможно по метода на най-малките квадра-
ти. Изборът на k , такова че при ki  , параметрите 0i , се постига чрез 
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минимализиране на сумата от квадратите на остатъчните елементи, т.е. при 
най-голям коефициент на детерминация.  
Трети подход – последователността от неизвестните параметри се 
приема, че намалява като геометрична прогресия. На тази основа са мо-
делите, разработени от Койк (Koyck, 1954), Каган (Cagan, 1956) и Нерлоув 
(Nerlove, Lags in Economic Behavior, 1972). Отново има допускане, че 
коефициентите са с еднакъв знак. Моделът на Койк се базира на чисто ал-
гебрична трансформация на модела с безкрайни разпределени лагове (2.1), 
докато тези на Каган и Нерлоув се основават на икономическата теория за 
адаптивните очаквания.  
Моделът се представя в следния вид: 
(2.5) tttt vyaxaay  1210 . 
Модел (2.5) се отличава от модел (2.1) със следното: първо, лаговете 
на независимата променлива tx  не участват в модела, а са заменени от един 
лаг на зависимата променлива 1ty . Второ, остатъчните елементи са 
автокорелирани, дори и в изходния модел да не са били. Трето, необходимо 
е да се оценят само три неизвестни параметъра. 
Предимствата при оценяването на модел (2.5) са, че няма мултико-
линеарност. От друга страна, обаче оценката на модела (2.5) по метода на 
най-малките квадрати се затруднява (оценките на параметрите са изместени 
и несъстоятелни) поради автокорелацията в остатъчните елементи 
(нарушава се изискването за независимост на остатъците) и зависимостта 
между остатъчните елементи и 1ty . Допълнителна трудност пред прила-
гането на метода на най-малките квадрати е, че не може точно да се оцени 
автокорелацията в остатъчните елементи. Класическият тест на Durbin-
Watson е неприложим. Все пак обаче може да се използва модифициран 
негов вариант – DW-h.  
Един възможен начин за оценка, при който се неутрализира автоко-
релацията в остатъчните елементи, е да се приложи авторегресионна 
трансформация или друга сходна процедура. Ако по някакъв начин тази 
корелация се премахне, методът на най-малките квадрати може да се 
приложи и да се получат състоятелни оценки при достатъчно дълги редове. 
При къси редове е възможно да се получат изместени оценки на пара-
метрите. За да се избегне неустойчивостта, е необходимо остатъчните еле-
менти да не са автокорелирани. С помощта на обобщения метод на най-
малките квадрати се извършва трансформация на модела, след която е 
изчистена автокорелацията. Тъй като оценките по метода на най-малките 
квадрати са неустойчиви, такива са и всички тестови характеристики, ба-
зирани на остатъчните елементи. Например тестовата характеристика на 
Дърбин-Уотсън и други диагностични тестове за автокорелация и хетерос-
кедастичност. За да се преодолее тази трудност, е необходимо, остатъчните 
елементи да бъдат получени по метод, различен от метода на най-малките 
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квадрати и неговите разновидности. Процедурата на Хилдрет-Лу е 
подходяща за оценка на модел с автокорелирани от първи порядък оста-
тъчни елементи и лагова зависима променлива, но процедурите на Парис-
Винстен и Кохран-Оркът не са подходящи и не бива да се използват. 
Освен с техническите трудности при оценката на модели от типа 
(2.5), съществуват и трудности от теоретично естество. Например допуска-
нето, че влиянието на явлението‒фактор е най силно през текущия период 
не е реалистично за всички социално-икономически явления. Особено 
когато динамичните редове са с по-висока честота на регистрация, т.е. при 
тримесечни или месечни данни.  
Четвърти подход. По-обща спецификация на ограничен модел с 
разпределени лагове е полином, изследван за първи път от Алмон (Almon, 
1965). Алмон допуска, че последователността от лаговите коефициенти 
може да се апроксимира като полином от определена степен: 
m
mi ia...iaiaa 
2
210 . 
Моделът (2.2) се предефинира в: 
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окончателният модел, подлежащ на оценка, придобива вида: 
(2.6) tmtmtttt z...zzzy   221100 . 
Така трансформираният модел (2.6) може да бъде оценен по метода 
на най-малките квадрати. Въз основа на оценките на параметрите 𝛼𝑖 могат 
да се получат оценки на параметрите 𝛽𝑖. Стандартните грешки се получават 
по формулата:  
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Приложението на метода на Алмон изисква да се определят пред-
варително максималната дължина на лага и степента на полинома. Това са 
субективни решения на всеки отделен изследовател, което поражда проб-
леми поради липсата на ясни насоки и препоръки. Неточното определяне 
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на тези характеристики директно поражда мултиколинеарност в модела 
поради специфичния начин на конструиране на 𝑧𝑖,𝑡.  
В практико-приложен аспект най-често се използват полиноми от 
втора или трета степен. Най-общото приложение на полиномните лагове е 
да се ограничат коефициентите, да лежат на квадратична функция. Това 
осигурява плавна промяна на коефициентите, но позволява разнообразие 
във формите, в зависимост от това, каква част от параболата се използва. 
Полиномът от трета степен дава също плавна промяна, но с повече възмож-
ности за колебания. След трансформация моделът (2.6) се решава със 
стандартни линейни методи. 
Квадратичното лагово разпределение може да доведе и нереалис-
тични резултати. Например коефициенти, които не са сходящи към нула 
при дълги лагове или с отрицателни стойности в средата. Подобни резул-
тати могат да са доказателство за грешна спецификация. Могат да се нало-
жат такива ограничения върху квадратичните лагове, като например да са 
сходящи към нула. 
Методът може да се използва и за полиноми от по-висока степен. 
Колкото по-висока е степента, толкова по-малко плавно е лаговото разпре-
деление и повече параметри трябва да се оценят. 
Предимствата на подхода на Алмон са, че: позволява да се оцени 
моделът (2.6) чрез оценка на полинома, като се елиминират проблемите, 
породени от автокорелацията; може да се използва при различна лагова 
структура на началния модел; броят на оценяваните параметри е по-малък, 
което дава по-ефективни оценки. Проблем на метода е, че се губи известен 
брой наблюдения в началото на редовете.   
Пети подход – рационална функция. Целта на Йоргенсон 
(Jorgenson, Rational Distributed Lag Functions, 1966) е да представи клас от 
функции на разпределените лагове, които имат свойството, че произволна 
функция на разпределените лагове може да се апроксимира с известна сте-
пен на точност от член на този клас и че броят на параметрите, необходими 
за задоволително апроксимиране, е по-малък от изискваните за еднакво 
добро приближение от крайна функция на разпределени лагове. Този клас 
функции на разпределени лагове е дефиниран от изискването, че последо-
вателността от параметрите има рационална пораждаща функция. Тъй като 
този клас включва крайните разпределени лагове като частен случай, 
винаги е възможно да се апроксимира с известна степен на точност с най-
много параметри, изисквани от крайна функция на разпределени лагове.  
Класът рационални функции за разпределените лагове се дефинира 
от условието, че последователността от търсените параметри има рацио-
нална пораждаща функция. Пораждащата функция за редицата от пара-
метри е: 
  ...spsppsP  2210  
Ако функцията е рационална, може да се запише като: 
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 
 
 sV
sU
sP  , 
където:   mmsu...suusU  10 ; 
  nnsv...svvsV  10 . 
Подходът на Йоргенсон се реализира като трансформация на 
лаговото разпределение под формата на отношение на два крайни полинома 
на лаговия оператор: 
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Построяването на статистически модел за анализ на динамичната 
зависимост с трансферна функция (модел на разпределени лагове) преми-
нава през три основни етапа – идентификация, решаване на модела и диаг-
ностика. 
Основно средство за идентификация на модела е кроскорелацион-
ната функция, разкриваща взаимовръзката между явлението‒резултат и 
явлението‒фактор във времето. На основата на кроскорелационните кое-
фициенти се получават началните оценки на лаговите тегла на линейния 
филтър (2.2), както и предположения за броя на лаговете r и q на двата 
полинома и за изоставането s. Идентификацията преминава през следните 
стъпки: 
1. Изчистване на автокорелацията в реда на факторната променлива. 
Наличието на автокорелация в двата реда води да получаване на изместени 
оценки на кроскорелационните коефициенти, което налага изчистване на 
автокорелацията, наречено „избелване“ (pre-whitening). За целта се пост-
роява смесен модел на авторегресия и плъзгащи се средни за факторната 
променлива: 
𝐴𝑅𝑀𝐴(𝑚, 𝑘): 𝜑(𝐿)𝑥𝑡 = 𝜃(𝐿)𝑒𝑡, 
където: m е порядъкът на компонента на авторегресия; 
k – порядъкът на компонента на плъзгащите се средни. 
2. На базата на модела 𝐴𝑅𝑀𝐴(𝑚, 𝑘) се конструира линеен филтър, с 
който се трансформира резултативната променлива: 
𝑦𝑡 =
𝜃(𝐿)
𝜑(𝐿)
𝑢𝑡. 
3. Оценките на кроскорелационните коефициенти се изчисляват на 
базата на остатъчните величини 𝑒𝑡 и 𝑢𝑡: 
𝜌𝑠 =
𝑐𝑜𝑣(𝑢𝑡;𝑒𝑡−𝑠)
𝜎𝑢𝜎𝑒
, 
където: 𝜌𝑠 са оценките на кроскорелационните коефициенти, характеризи-
ращи силата на зависимостта между значенията на резултата и значенията 
на фактора, отместени s периода назад във времето. 
4. Определят се оценките на лаговите тегла: 
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𝛽𝑗 = 𝜌𝑗
𝜎𝑢
𝜎𝑒
. 
Анализът на лаговите тегла позволява да се изведат приблизител-
ните значения на изоставането s и на порядъка r и q на полиномите. Това 
става на базата на следните положения: 
 𝛽𝑗 = 0 при 𝑗 < 𝑠; 
 значенията на коефициентите 𝛽𝑠, 𝛽𝑠+1, 𝛽𝑠+2, … , 𝛽𝑠+𝑟−𝑞 не следват 
определена последователност; 
 значенията на коефициентите 𝛽𝑗 при 𝑗 > 𝑠 + 𝑟 − 𝑞𝑠 изпълняват 
условието 𝛽𝑗 = 𝛿1𝛽𝑗−1 + ⋯ + 𝛿𝑞𝛽𝑗−𝑞.  
Когато е необходимо да се идентифицира трансферната функция 
при повече фактори, се използва методологията на Лу и Хансен (Liu & 
Hanssen, 1982) и Цей (Tsay, 1985). Тя следва основните стъпки на вече 
посочената схема, но с тази разлика, че филтърът, с който се преобразуват 
зависимата и независимите променливи, се построява не на базата на сме-
сен модел на авторегресия и плъзгащи се средни на фактора, а на базата на 
авторегресионен модел, построен за случаен вектор, извлечен от обедине-
нието на всички променливи – факторни и резултативни. Първоначалните 
оценки на порядъка на компонентите на факторите и на резултативната 
променлива се получават на базата на метода, предложен от Бегуин и 
Монфор (Beguin & Monfort, 1980).  
Решаването на модела на трансферната функция става с помощта 
на метода на максималното правдоподобие (използват се разновидностите 
CMLE и EMLE). По време на максимализирането на функцията на правдо-
подобието се извършва съвместно оценяване на всички неизвестни пара-
метри на вече специфицирания през фазата на идентификацията модел. 
Остатъчните елементи в модела се приемат за независими и идентично раз-
пределени случайни величини, следващи нормално разпределение. Важно 
е да се отбележи, че получените оценки са условни, тъй като свойствата им 
(неизместеност, ефективност и състоятелност) зависят от коректността на 
идентификацията. В определени частни случаи, когато линейният филтър 
има сравнително опростена форма, е възможно, функцията на максимал-
ното правдоподобие да се максимализира аналитично. В повечето практи-
чески изследвания обаче, функцията на правдоподобието има сложен нели-
неен характер и се налага числово оптимизиране за установяване на нейния 
максимум, като за целта се използва специализиран статистически софтуер. 
Диагностичната проверка на модела се състои в това, че остатъч-
ните елементи трябва да са случайни по смисъла на теорията на вероятнос-
тите. Иначе казано, те трябва да са независими и нормално разпределени 
случайни величини с равни дисперсии. При спазване на тези изисквания 
параметрите на модела са неизместени, ефективни и състоятелни оценки, 
които могат да се използват за анализ и интерпретация. Диагностиката се 
извършва в следните направления: 
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 проверка за нормалност, която се основава на тестовете на Жак-
Бера и Колмогоров-Смирнов; 
 проверка за автокорелация (независимост) с помощта на коре-
лограмата, тестовете на Бокс-Люнг, Бокс-Пиърс и обобщения тест 
на независимост; 
 проверка за хетероскедастичност чрез тестовете на Уайт, Бройш-
Паган, Глейзер, Годфри-Квандт; 
 проверка за условна авторегресионна хетероскедастичност на 
основата на корелограмата на квадратите на остатъчните елементи 
и на тестовете за наличие на ARCH ефект; 
 проверка за адекватност на базата на теста на Фишер и информа-
ционните критерии. 
Целта на диагностичната проверка е да се установи коректността на 
спецификацията на модела и доколко са изпълнени предположенията, 
залегнали при извеждането на оценките на параметрите и метода за оце-
няване. Поради динамичния характер на изучаваните зависимости диаг-
ностичният анализ фокусира основно върху анализа на автокорелацията в 
остатъчните елементи. 
 
1.3. Множествени модели на динамични зависимости  
       при стационарни редове 
 
Всички представени дотук модели са от вида модели с едно урав-
нение, при което е налице допускане за липса на обратна връзка между 
променливите. При практическото приложение на моделите за анализ на 
динамични зависимости често са налице ситуации, когато предположе-
нието за еднопосочна зависимост не е достатъчно обосновано, тъй като 
включеният в модела – като независима променлива – показател на свой ред 
зависи от други фактори, в т.ч. и от самата зависима променлива, т.е. налице 
е взаимозависимост или двупосочна връзка. В социално-икономическата 
сфера връзките имат сложен и комплексен характер, което изисква, за 
задълбочаване на анализа да се използва модел, който да обхване важните, 
съществени връзки между променливите и то разгледани не поотделно – 
всяка сама за себе си, а като система от връзки и взаимодействия. Само така 
може да се осъществи пълноценен анализ на динамичните зависимости и 
взаимодействия и да се използва цялата налична информация в дина-
мичните редове на показателите – като се използва система от уравнения, 
наречена в статистическия анализ на зависимости система от симултанни 
уравнения. Симултанните уравнения се разглеждат като структурни моде-
ли, тъй като чрез решаването и интерпретирането им могат да се извличат 
знания за вътрешната структура на връзките между явленията и процесите.  
Приложението на симултанните системи уравнения обогатява поз-
навателното значение на статистическия анализ на динамични зависимости 
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поне в три направления. На първо място, свързването на различни рег-
ресионни уравнения в система позволява да се разкрие степента на зави-
симост от други фактори, включени в системата в динамичен аспект – т.е. 
да се проследи комплексно синхронизацията (избързването и изоставането) 
между всички показатели. На второ място, появява се възможност да се 
изследват посоките на зависимостите и по този начин да се проверяват 
предположенията за екзогенност (ендогенност) на променливите. На трето 
място, построяват се комплексни форми на функциите на реакцията, които 
позволяват да се проследи ефектът от промяна на една отделна контроли-
рана променлива върху всички останали и по този начин се разкриват нови 
възможности за контрол и управление на процесите и явленията.  
Приложението на комплексни модели в икономиката обхваща мо-
дели, които съдържат повече от едно уравнение (обикновено наричани 
структурни) и свързано, в система описват основните икономически сфери, 
дейности и взаимоотношения между тях. Свързано означава, че едни и 
същи променливи (особено вътрешни) могат да присъстват в повече от едно 
уравнение в системата. Въпреки че математически модели се изграждат и 
преди това, прието е, че историята на създаването на такива иконометрични 
модели преди всичко започва с моделите на Тинберген за бизнес-циклите 
(Tinbergen, Business Cycles in the United States, 1919–1932, 1939)  и 
макроикономическото моделиране, развито от Клайн и Голдбергер (Klein & 
Goldberger, 1955), според които са необходими поне 50 уравнения, за да се 
представи адекватно поведението на националната икономика. Развитието 
на изчислителната техника позволява да се прилагат тези, а и по-сложни 
модели. 
За разлика от моделите с едно уравнение, в симултанните модели са 
включени повече от една зависими (ендогенни) променливи. Това налага да 
се състави система от толкова уравнения, колкото са ендогенните про-
менливи. Характерно за тях е, че зависима променлива в едно уравнение 
участва като независима в друго. Като следствие тази променлива е коре-
лирана с остатъчните елементи в уравнението, където е независима. Това 
води до трудности при оценката с класическия метод на най-малките квад-
рати, тъй като оценките стават изместени и несъстоятелни.  
Общо представяне на система от симултанни уравнения има вида: 
ttt uxy  , T,,t 1 , 
където: ty  е вектор от G на брой взаимно определени или ендогенни 
променливи; 
tx  са K на брой предварително определени (екзогенни и лагове на 
ендогенните) променливи; 
tu  са случайните отклонения; 
B и Г са матриците със структурните параметри, с размерност 
съответно GxG и GxK.  
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В подобна структурна форма всяко уравнение описва част от ико-
номиката (икономическите зависимости), представящо ендогенната про-
менлива чрез други ендогенни и предварително определени променливи.  
За да се открои начинът, по който предварително определените 
променливи дефинират ендогенните, моделът може да се представи в ре-
дуцирана форма: 
ttt vxy  , 
където  1  и tt uv
1 . 
При системите от симултанни уравнения променливите се класи-
фицират като ендогенни и екзогенни. Класическите определения са, че 
ендогенните променливи са определени в рамките на модела, докато екзо-
генните не са. Ендогенните променливи са взаимно определени, а екзо-
генните са предварително определени. Лаговете на ендогенните промен-
ливи влизат в групата на предварително определените. Ендогенните про-
менливи са тези, които са обект на изследване чрез модела, т.е. тяхното 
поведение трябва да се установи и прогнозира. Екзогенните променливи от 
своя страна не зависят от ендогенните, но ги определят. 
Идентификацията е проблем, който предшества оценката на па-
раметрите на симултанните уравнения и се свързва най-общо с възмож-
ността да се получат състоятелни оценки. Един модел е точно идентифи-
циран, само когато е възможно да се получат оценки за структурните 
коефициенти въз основа на коефициентите, получени при решаването на 
модела в редуцирана форма. Ако това е възможно за конкретно уравнение 
в системата, то се определя като идентифицирано. Ако не е възможно, то 
уравнението не е идентифицирано. Идентифицираното уравнение може да 
бъде точно идентифицирано или свръхидентифицирано. Уравнението е 
точно идентифицирано, ако единствени структурни параметри могат да се 
получат от редуцираните параметри. Свръхидентифицирано е, ако повече 
от една стойност могат да се получат за структурните параметри. Този 
идентификационен проблем се появява, защото различни значения на 
структурните параметри могат да са едновременно в съответствие с емпи-
ричните данни, т.е. дадено уравнение в редуцираната си форма може да е в 
съответствие с различни структурни модели.  
Установяването на идентификацията на системата от уравнения се 
свежда до проверка, дали всяко уравнение е идентифицирано или не. Необ-
ходимо условие за идентификация на едно уравнение е условието, че броят 
на променливите, които не са включени в уравнението, трябва да бъде по-
голям или равен на броя на ендогенните променливи в уравнението минус 
единица. Ако g е броят на ендогенните променливи в системата и k е 
общият брой на ендогенни и екзогенни променливи, които не са включени 
в уравнението, тогава: 
при k = g - 1, уравнението е точно идентифицирано; 
при k > g - 1, уравнението е свръхидентифицирано; 
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при k < g - 1, уравнението е неидентифицирано. 
Класификацията на уравненията в тези групи е важна. Не е възмож-
но да се получат състоятелни оценки за неидентифицираните уравнения. 
Разликата между свръхидентифицираните и точно идентифицираните е, че 
последните са по-лесни за оценка.  
Методите за оценка на параметрите на симултанните уравнения се 
разделят на две основни групи – решаване на всяко уравнение по отделно и 
решаване на всички уравнения едновременно, като система. Едно-
временното решаване на цялата система е сложен и ресурсно тежък процес, 
дори и с развитието на изчислителната техника, тъй като се базира на 
твърде много предположения относно случайните компоненти в системата. 
В практиката са получили развитие голям брой методи за оценка уравнение 
по уравнение. При тях всяко уравнение се оценява по-отделно, като се 
отчитат ограниченията върху коефициентите във всяко уравнение. Из-
ползват се ограниченията само в уравнението, което се решава. Затова този 
тип методи са наречени методи при ограничена информация. Ограни-
ченията в другите уравнения се ползват само за идентификацията. При 
методите с пълна информация се използват както ограниченията във всички 
уравнения, така и за вариацията и ковариацията във всички уравнения.  
Основните методи за оценка на параметрите са: 
 косвен метод на най-малките квадрати;  
 метод на инструментални променливи; 
 двустъпков метод на най-малките квадрати; 
 тристъпков метод на най-малките квадрати; 
 метод на максималното правдоподобие при ограничена информа-
ция; 
 метод на максималното правдоподобие с пълна информация. 
Когато едно уравнение е точно идентифицирано, всички методи да-
ват еквивалентни резултати. При свръхидентифицираните уравнения, ме-
тодът на инструменталните променливи дава различни резултати в зависи-
мост от това, кои от липсващите екзогенни променливи са избрани за 
инструменти. Двустъпковият метод на най-малките квадрати може да се 
разглежда като вариант на метода на инструменталните променливи с 
претегляне. 
При свръхидентифицирани уравнения двустъпковият метод на най-
малките квадрати зависи от нормализацията при преминаването в ре-
дуцирана форма, докато методът на максималното правдоподобие при ог-
раничена информация не зависи от нея. Това е съществено предимство на 
метода на максималното правдоподобие при ограничена информация, тъй 
като всички ендогенни променливи са взаимно определени и нормализа-
цията не би трябвало да има значение. 
Както може да се проследи, оценката на параметрите на симул-
танните уравнения е пряко свързана с идентификацията на уравненията. 
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Поради това често в сложните модели се въвеждат допълнителни промен-
ливи или се премахват вече включени единствено с цел да се постигне точна 
идентификация, дори и да се влезе в противоречие с изискванията за 
теоретичната състоятелност. Именно поради това анализът на комплекс-
ните зависимости между повече променливи се изследва с помощта на друг 
тип модели – векторната авторегресия (Sims, 1980). 
Моделите на векторна авторегресия приличат на симултанни мо-
дели по това, че няколко променливи са ендогенни. В чистия си вид обаче 
те представят всяка ендогенна променлива като зависима от определен брой 
нейни лагове и лагове на другите променливи. Моделите на векторна 
авторегресия са един от най-успешните, гъвкави и лесни за приложение 
модели за анализ на динамични зависимости. Те са естествено надграждане 
на методите за анализ на динамични редове до анализ на многомерни 
динамични зависимости между редовете. Моделите на векторна авторегре-
сия са особено полезни за описване на динамичната зависимост между 
явленията и за прогнозиране. Видът им е подходящ за разработване на 
прогнози, тъй като те се основават на развитието във времето на вклю-
чените в модела променливи, чието минало е известно. Освен това този клас 
модели служи за отправна точка на коинтеграционния анализ. 
Тъй като се разполага с повече от един динамичен ред, може да се 
състави система от авторегресионни модели. Ако моделът на векторна 
авторегресия се разгледа като редуцирана форма, то съответстващата му 
структурна форма се нарича модел на структурна векторна авторегресия.  
Моделите на структурна векторна авторегресия имат четири основ-
ни области на приложение. Първо, те се използват, за да се изучи очак-
ваната реакция в променливите при въвеждане на еднократен структурен 
шок. Второ, те позволяват да се конструират измерители на основата на 
декомпозицията на вариацията на грешките, които измерители да отчетат 
средния принос на даден структурен шок към разсейването на данните. 
Трето, могат да се използват за осигуряване на историческо декомпозиране, 
което измерва кумулативния принос на всеки структурен шок към 
еволюцията на всяка от променливите. Историческите декомпозиции са 
съществени например за опознаването на генезиса на рецесиите или 
шоковете от енергийните цени (Edelstein & Kilian, 2009), (Kilian & Murphy, 
2011). Четвърто, моделите позволяват да се правят прогнозни сценарии въз 
основа на хипотетични последователности от бъдещи шокове (Waggoner & 
Zha, 1999), (Baumeister & Kilian, 2012).  
Симс поставя акцент върху необходимостта да се премахнат ог-
раниченията за изключване и емпирично неаргументираните допускания за 
екзогенност. Също така той акцентира върху необходимостта, всички 
променливи да се моделират съвместно като ендогенни. Всички тези точки 
издържат проверката на времето. Има много литература за спецификацията 
и оценката на редуцирани модели на векторна авторегресия – (Watson, 
1994), (Lütkepohl, 2005), (Lütkepohl, Vector autoregressive models, 2011). 
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Успехът на подобни модели на векторна авторегресия като средства за 
описване и донякъде прогнозиране е добре установен. В същото време 
възможността на структурните представяния на векторната авторегресия да 
се използват за разграничение между корелация и причинност, остава 
спорна.  
Структурната интерпретация на моделите на векторна авторегресия 
изисква въвеждането на допълнителни идентификационни допускания, 
които следва да са мотивирани въз основа на институционални знания, 
икономическа теория или други външни ограничения за реакциите в 
модела. Само след като се декомпозират прогнозните грешки в структур-
ните шокове, които са взаимно независими и имат икономическа интерпре-
тация, можем да определим причинните ефекти на тези шокове върху 
променливите. Много от ранните изследвания с модели на векторна авто-
регресия пропускат да отчетат това изискване и разчитат на емпирично 
правдоподобни допускания за идентификацията, които нямат икономи-
ческа логика. Такива атеоретични модели на векторна авторегресия стават 
мишена на силна критика (Cooley & LeRoy, 1985), подсилваща развитието 
на експлицитни структурни модели на векторна авторегресия след 1986 
година. Това от своя страна води до развитие на методологията, за да се 
даде отговор на въпросите за валидността на широко използваните иден-
тификационни допускания.  
Моделът на векторна авторегресия може да се представи в следния 
вид: 
tptptt UYA...YAY  11 , 
tptptt zB...zBz  11 , 
където: tz  и t  са 1n  вектори; 
jB  са nn матрици. 
Всеки показател зависи от миналата история на всички редове през 
съответните лагове. Моделът на векторна авторегресия включва m про-
менливи, всяка от които е представена като линейна функция на p свои лага 
и на останалите променливи и остатъчни елементи.  
Структурната форма на модела на векторна авторегресия е: 
tptptt uy...yy  110 , 
където: tu  е структурен шок, който се характеризира с нулева средна и 
липса на автокорелация.  
  tt uyL  , 
където:   ppL...LLL 
2
210 . 
Вариационно-ковариационната матрица на структурните шокове се 
нормализира така, че: 
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  ku'ttuu  . 
Това означава, че: първо, има толкова на брой структурни шока, 
колкото са променливите в модела. Второ, структурните шокове не са 
взаимно корелирани, т.е. u  е диагонална матрица. Трето, матрицата е така 
нормализирана, че вариацията на всички структурни шокове да е единица. 
Това не създава проблеми, тъй като диагоналните елементи на 0  не са 
ограничени.  
Структурната форма позволява да се представи зависимостта и от 
текущото значение на променливите. Това създава проблем при оценява-
нето, тъй като има изместване, породено от симултанността. За разлика от 
структурната форма на модела, при редуцирана форма зависимостта е само 
от предходни стойности и няма мигновено влияние. Преходът от 
структурната към редуцираната форма се извършва чрез умножение с 
обратната матрица:  
tptptt uy...yy
1
0
1
011
1
00
1
0




   
tptptt y...yy  11  
  ttyL   
  ppL...LLL 
2
21  
ii 
1
0 , p,...,i 1 , tt u
1
0
  
Тъй като приложението на моделите на векторна авторегресия 
представлява многомерен вариант на авторегресионните модели, то и 
наличните  изисквания за стационарност се запазват, но вече трябва да са 
валидни за всички уравнения в системата. Само по този начин се гарантира 
стабилност на моделираните процеси и обратимост, при условие че се 
премине към процеси на плъзгащи се средни. 
Лесната спецификация на моделите на векторна авторегресия е 
важна причина за тяхната популярност в иконометричното моделиране. 
Моделите имат свойството, че всяка променлива се представя като функция 
на собствените си лагове и лаговете на всички останали променливи в 
системата. По този начин лаговата структура (разпределение) за всички 
променливи във всички уравнения е една и съща, което опростява изчис-
лителните и оценъчните процедури. Тъй като динамиката на зависимостта 
се обхваща чрез лаговите променливи, основните детерминанти са броят 
на променливите и броят на лаговете.  
Общият брой на параметрите, които трябва да се оценяват в модела 
на векторна авторегресия, е: 
𝑛 = 𝑘2𝑝 + 𝑘, 
където: 𝑘 е броят на участващите променливи; 
𝑝 – броят на лаговете на променливите. 
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Увеличаването на броя на участващите променливи, както и увели-
чаването на броя на лаговете намалява степените на свобода на модела и 
понижава ефективността на оценките, затруднява и интерпретацията на 
динамичните зависимости между променливите. Поради това при практи-
ческото използване на векторната авторегресия е необходимо да се из-
вършва прецизна идентификация и спецификация на модела.  
При избора на променливите, които участват в модела, трябва да 
се държи сметка за природата на анализираните икономически явления и 
теоретичните постановки на икономическата наука, както и да се използват 
емпиричните резултати от анализите на други изследователи. Внима-
телният подбор на променливите предполага да се използват тези, които 
най-точно измерват интересуващото ни явление. Добавянето на странични 
променливи намалява степените на свобода и понижава ефективността. Из-
пускането на важни променливи поражда изместване и затруднява 
интерпретацията на оценките на параметрите. 
При определяне на броя на включените лагове в модела се из-
ползват три основни подхода: първият се основава на теста за причинност 
на Грейнджър, вторият се базира на оценка на функцията на реакцията на 
променливите и третият има за основа вариацията на шоковете в модела. 
Тестът на Грейнджър се използва най-общо, за да се провери дали 
динамиката на един ред поражда измененията, налични в друг ред, т.е. 
показва доколко е полезна една променлива за прогнозиране на изме-
ненията в друга. Подобен естествен подход за разкриване на динамичната 
структура на модела на векторна авторегресия позволява да се разграничи 
дали определена променлива се обяснява от лаговете на някоя друга про-
менлива по-добре отколкото от собствените си лагове. Когато един ред се 
прогнозира по-добре на основата на информация от други редове, а не от 
своето минало, това се дефинира като „причинност по Грейнджър“3. Кон-
кретната форма на теста е на базата на хипотеза, проверяваща статисти-
ческата значимост на регресионните коефициенти на единичен модел, 
оценен като смесен модел на регресия и авторегресия. Важно е да се от-
бележи, че тестът се извършва и в двете посоки – т.е. всяка от променливите 
се проверява доколко поражда другата. Тъй като векторната авторегресия 
се характеризира от всяка променлива, изразена чрез лаговете на другите 
променливи в системата, преминаването през теста е еквивалентно на 
идентифициране на това, кои променливи са важни за прогнозирането на 
дадена зависима променлива, респективно – лаговете на кои променливи да 
се включват в уравнението на зависимата променлива.  
                                                          
3 Трябва да се отбележи, че „причинността по Грейнджър“ не е синоним на 
причинно-следствена връзка. Причинно-следствената връзка води до регистриране 
на „причинност по Грейнджър“, но обратното твърдение не е гарантирано. Поради 
това и се въвежда терминът „причинност по Грейнджър“, за да се разграничи от 
закономерно обусловената причинно-следствена връзка. 
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Оценката на функцията на реакция е алтернативен подход, ба-
зиран на трансформация на векторната авторегресия в модел на вектор на 
плъзгащи се средни. Трансформацията позволява, зависимите (ендоген-
ните) променливи да се представят чрез текущите и миналите значения на 
шоковете. Чрез тази трансформация, която е съществена за методологията 
на Симс, е възможно да се проследи влиянието във времето на различните 
шокове върху зависимите променливи. Функцията на реакцията се оценява 
директно от параметрите на модела на плъзгащите се средни, като се 
спазват условията на обратимост. Значимите параметри дават възможност 
да се прецени как шоковете в едни променливи оказват влияние и върху 
другите променливи и по този начин да се установи кои лагове трябва да се 
включват в модела. 
Вариацията на шоковете се използва на основата на информа-
ционните критерии, тъй като те измерват информацията за зависимата про-
менлива, която се съдържа в набора от регресори. Те са измерители за 
адекватност (goodness-of-fit) като коефициента на детерминация, но без да 
дават информация за дела на обяснената вариация. Най-често се прилагат 
информационният критерий на Акайке (AIC) и бейсовият информацион-
ният критерий (BIC), наречен още критерий на Шварц. Целта е да се пос-
тигне минимална сума от квадратите на остатъчните елементи. Всички 
модели трябва да се оценяват при еднакви по обем извадки. При моделите 
с по-късите лагове има повече наблюдения. Първият компонент е лога-
ритъмът на стандартната грешка на оценката, некоригирана със степени на 
свобода. Той измерва колко добре моделът обяснява зависимата променли-
ва. Вторият компонент е наказателен, който е в пряка зависимост от броя 
на оценяваните параметри. Увеличаването на лагове подобрява адек-
ватността, но и увеличава втория компонент. Чрез информационните кри-
терии се търси баланс между намаляването на грешката и намаляването на 
степените на свобода, което е директно свързано с принципа за пестеливост. 
BIC наказва допълнителните параметри по-силно от AIC. По BIC винаги се 
избира по-къса или равна на AIC дължина. Използването на двата критерия 
става съвместно, като единият определя горната граница за броя на 
лаговете, а другият – долната граница. 
Тъй като моделът векторна авторегресия в своята редуцирана форма 
може да се разглежда като разширение на авторегресионните модели – 
многомерен вариант, при определени предположения за независимост и 
идентичност на остатъчните елементи, за оценката на параметрите може 
да се използва методът на най-малките квадрати за всяко уравнение по-
отделно. Ако остатъчните елементи освен това са нормално разпределени, 
оценките по метода на най-малките квадрати съвпадат с оценките по метода 
на максималното правдоподобие – те са неизместени, състоятелни и 
ефективни. Неизместени са и оценките на шоковете (грешките) от редуци-
рания модел и тяхната вариационно-ковариационна матрица.  
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При условие че не са наложени допълнителни ограничения върху 
матрицата на параметрите Bj и вариационно-ковариационната матрица, и 
при положение че във всяко уравнение може да има различен брой регре-
сори, се налага да се използва методът на максималното правдоподобие. 
Ефективни и асимптотично състоятелни оценки се получават след мак-
симализиране на функцията на правдоподобието, което най-често става с 
приблизителни методи. Най-често се използват итеративните процедурите 
на Гаус-Нютон  и Нютон-Рафсън, тъй като функцията на правдоподобието 
е нелинейна по отношение на оценяваните параметри. Алгоритмите за 
оптимизация са на разположение в повечето софтуерни пакети за статис-
тически анализ на динамични редове и зависимости. 
Основните проблеми при използването на моделите на векторна 
авторегресия са свързани с трудностите при идентификацията и с ефек-
тивността на оценките. Тези два въпроса са свързани помежду си. 
Поради включването на лагове на всички променливи във всяко 
едно уравнение дори при малки по обем модели се генерират много пара-
метри. Това от своя страна намалява степените на свобода, понижава ефек-
тивността и затруднява интерпретацията на динамичните зависимости 
между променливите в системата, ако се вземат предвид стойностите 
(величините) и знаците на оценките на параметрите на модела. От друга 
страна, ако не се включат достатъчно на брой лагове, ще се появи 
автокорелация в остатъчните елементи, което при наличие на лагове на 
зависимата променлива води до изместени и несъстоятелни оценки на кое-
фициентите. 
Когато предмет на интерес представляват структурните шокове, 
трябва да се има предвид, че те не могат винаги да се получат на основа на 
редуцираните. Това е принципен проблем, който може да се разреши само 
в известен брой конкретни спецификации на модела на векторната авторе-
гресия. В общия случай обаче обратната трансформация – от редуцирана в 
структурна форма не е еднозначна – на една и съща редуцирана форма 
съответстват повече от една структурни форми. Поради това структурният 
модел не може да бъде възстановен от оценения модел.  
При специфицирането на модела на векторна авторегресия за ана-
лиз на икономически явления и процеси се налага да се въвеждат и огра-
ничения съобразно постановките на икономическата теория. Тези ограни-
чения по отношение на знаците на параметрите, лаговата структура на 
зависимостта и броя на променливите може да предизвикат усложняване на 
модела и проблеми при оценката и диагностиката. Например при 
структурните векторни авторегресионни модели, стоящият в основата им 
икономическият модел предполага мигновена реакция на процесите при 
промени на едни или други явления. Така, те позволяват идентификацията 
на параметрите на икономическия модел и структурните шокове.  
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2. Моделиране на динамични зависимости  
    при нестационарни редове 
 
Икономическите динамични редове в огромната си част са неста-
ционарни, което силно затруднява анализа на зависимости, базиран на съ-
държащата се в тях информация. В литературата по въпроса има различни 
препоръки, свързани с използването на първите разлики (диференчен ме-
тод), елиминиране на тенденцията, включване на времето като факторна  
променлива и т.н. При тези методи са наблюдава често загуба на част от 
информацията, включително се пропускат важни закономерности, които се 
изразяват в съвместната динамика в равнищата и в обусловеността на 
такива икономически явления, които се намират в силна, закономерна при-
чинно-следствена връзка. Тези идеи се доразвиват през 70-те години от 
David Hendry. Неговата методология се различава от тази на Бокс и Джен-
кинс и се базира на принципа за балансираност на регресионното уравне-
ние. Фактът, че редовете са нестационарни в равнища, изисква техни ли-
нейни комбинации да са стационарни, за да бъдат остатъчните елементи 
стационарни. Емпиричният успех на подобни модели поставя необходи-
мост, аналитично да се изследва въпросът за комбинирането на неста-
ционарните променливи, което довежда и до идеите за коинтеграция през 
80-те години на 20 век. 
 
2.1. Моделиране на дългосрочни зависимости 
 
Коинтеграцията най-общо представлява специфична особеност на 
група (два или повече) нестационарни динамични редове. Понятието за 
„коинтеграция“ (cointegration) е въведено от Грейнджър (Granger, 1981). 
Редовете с тенденция на развитие се наричат интегрирани редове от 
определен порядък, като броят на първите последователни разлики, които 
трябва да се приложат, за да трансформират редовете в стационарни, оп-
ределя порядъка на интеграцията. Когато се състави линейна комбинация 
на интегрирани редове, тя би трябвало също да е интегрирана – т.е. линей-
ната комбинация от нестационарни редове също е нестационарна. Същест-
вува обаче един особен случай, при който линейната комбинация на неста-
ционарни редове става стационарен ред, или в общия случай – линейната 
комбинация на интегрирани редове от определен порядък е интегрирана от 
по-нисък порядък. Този специфичен случай се дефинира като наличие на 
коинтеграция между участващите в линейната комбинация динамични 
редове. 
Коинтеграционният анализ се свързва първоначално с разработките 
на Грейнджър – (Granger, 1981), (Granger & Weiss, Time series analysis of 
error-correction models, 1983) и е формализиран от Грейнджър и Енгъл 
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(Engle & Granger, 1987). Оттогава коинтеграционният анализ е предмет на 
множество теоретични и емпирични изследвания. 
В основата на приложението на моделите на коинтеграция и мо-
делите с корекция на грешката лежи идеята за равновесното състояние 
между социално-икономическите явления. Устойчиво е това равновесие, 
при което съществува механизъм за възстановяване на равновесното със-
тояние, ако последното е нарушено вследствие на определено въздействие. 
За редица икономически показатели е характерно да са в постоянна 
пропорция помежду си в дългосрочен аспект, т.е. да следват обща тенден-
ция в динамичното си развитие. Краткосрочните им отклонения от общия 
тренд, които са следствие от различни външни или вътрешни фактори, се 
неутрализират в дългосрочен план от действието на пазарен, регулаторен 
или друг механизъм. Например в резултат от пазарния арбитраж такива 
показатели могат да са доходността с различен матуритет и цените на 
различни пазари, а държавните приходи и разходи са нормативно уредени 
в националните бюджетни системи. В различни икономически отрасли се 
очаква постоянно съотношение между реализираните продажби и произ-
водствените разходи и др. 
Формалната дефиниция за наличие на коинтеграция гласи:   
Нека 𝒙𝒕 е вектор от 𝑛 на брой променливи, представени с динамични 
редове, като всички те са интегрирани от порядък 𝑑: 
𝒙𝒕~𝐼(𝑑). 
Ако съществува вектор от коефициенти: 
𝛽 = (𝛽1, 𝛽2, … , 𝛽𝑛),  
такъв, че линейната комбинация: 
𝛽. 𝒙𝒕
′ = 𝛽1𝑥1,𝑡 + 𝛽2𝑥2,𝑡 + ⋯ + 𝛽𝑛𝑥𝑛,𝑡  
е интегрирана от порядък 𝑑 − 𝑐, където 𝑐 > 0, то компонентите на 
вектора са коинтегрирани от порядък 𝑑, 𝑐: 
𝒙𝒕~𝐶𝐼(𝑑, 𝑐). 
Векторът 𝛽 се нарича коинтеграционен вектор.  
Елементите на коинтеграционния вектор могат да бъдат нули, но 
поне два трябва да са различни от нула. Ако има два вектора, които водят 
до интегрирана от един и същи порядък комбинация, тогава всяка линейна 
комбинация на тези два вектора също е коинтеграционен вектор. Това се 
нарича проблем на идентификацията. Ако е налице подобен случай и няма 
на разположение допълнителна информация, дългосрочната зависимост не 
може да се идентифицира. 
Най-простият възможен случай е, когато има два динамични реда, 
всеки интегриран от първи порядък и тяхната линейна комбинация е ста-
ционарна. Тогава са казва, че редовете са коинтегрирани.  
От дефиницията произтичат следните особености: 
Първо, коинтеграцията се отнася до линейна комбинация на не-
стационарни динамични редове. Теоретично е възможно да съществува и 
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нелинейна дългосрочна зависимост. Коинтеграционният вектор не е един-
ствен. Ако 𝛽 = (𝛽1, 𝛽2, … , 𝛽𝑛) е коинтеграционен вектор, тогава за всяко k, 
различно от нула, 𝑘𝛽 = (𝑘𝛽1, 𝑘𝛽2, … , 𝑘𝛽𝑛) е също коинтеграционен вектор. 
Обикновено една от променливите се използва, за да се нормализира 
векторът, като се фиксира коефициентът й на единица: 
𝑘 =
1
𝛽1
. 
Второ, по дефиницията коинтеграцията се отнася до променливи, 
които са интегрирани от еднакъв порядък. Не всички интегрирани про-
менливи са коинтегрирани. Липсата на коинтеграция предполага липса на 
дългосрочно равновесие между променливите, така че те се отклоняват 
едни от други. Ако две променливи са интегрирани от различен порядък, те 
не могат да са коинтегрирани. Възможно е, обаче, да се намери равновесна 
зависимост на групи променливи, които са интегрирани от различен 
порядък, но само ако в групата има повече от една коинтеграционна зави-
симост, при което се получава изравняване на порядъка. Например, ако има 
променливи, интегрирани от втори порядък, за които съществува линейна 
комбинация, интегрирана от първи порядък, тогава е възможно, тази тяхна 
комбинация на свой ред да бъде коинтегрирана с други интегрирани от 
първи порядък променливи. Този случай се нарича мултикоинтеграция. 
Трето, тъй като е възможно да има повече от един коинтеграционен 
вектор за набор от интегрирани от първи порядък променливи, то броят на 
тези коинтеграционни вектори се нарича коинтеграционен ранг на 𝒙𝒕. Ако 
в 𝒙𝒕 има установени n на брой нестационарни компонента, то може да има 
най-много (n – 1) линейно независими коинтеграционни вектора. Ако 
променливите са само две, между тях може да съществува само един 
коинтеграционен вектор. Този единствен коинтеграционен вектор съдържа 
дългосрочната информация, с което се отличава от модела, в който 
зависимата променлива е трансформирана с първи последователни разлики. 
Най-важно предимство на подхода е, че използването на модели 
на коинтеграция между нестационарните редове позволява да се изследват 
едновременно дългосрочни и краткосрочни зависимости и по този начин се 
обогатяват възможностите за анализ на зависимостите между социално-
икономическите явления и процеси в динамичен аспект и се създават нови 
предпоставки за тяхното прогнозиране, управление и контрол. 
Тъй като между нестационарните променливи може да съществува 
коинтеграция, но това не е задължително, процедурата за проверка за нали-
чие на коинтеграция е съществена част от процеса на построяване на 
модела. Тестовете за коинтеграция могат да се разграничат според раз-
мерността си на две групи: 
Първата обхваща проверка на остатъчните елементи от коинтегра-
ционната зависимост между две променливи в един модел, респективно 
проверява се един коинтеграционен вектор. В тази група се отнасят 
традиционните тестове на Енгъл и Грейнджър и техните модификации, 
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тестовете на Дики и Фулър, приложени към остатъчните елементи от ко-
интеграционната регресия и тестовете на Филипс и Улиарис (Phillips & 
Ouliaris, 1990). 
Втората група обхваща проверката за наличие на повече от един 
коинтеграционен вектор в система от уравнения. Тук се включват тестове-
те, основани на матричното представяне на коинтеграционните зависимос-
ти на Йохансен, както и редица тестове, основани на максималното правдо-
подобие. 
В научната литература няма еднозначен отговор на въпроса за 
избора на тест. Всички тестове имат своите предимства и ограничения. От 
гледна точка на емпиричните изследвания изборът често е продиктуван от 
природата на изследваните явления и процеси. Ако научният интерес е 
насочен към определена зависимост между известни променливи, която е 
издигната като хипотеза, тогава се препоръчва тест въз основа на остатъч-
ните елементи от модел с едно уравнение. Когато се анализират група от 
променливи, без да е налице предварителна информация за вида и броя на 
коинтеграционните вектори, се препоръчва да се използват тестове от вто-
рата група, в съчетание със системния подход. 
Най-ранният тест за коинтеграция е предложен от Енгъл и Грейнд-
жър и се състои от процедура, преминаваща последователно пред следните 
етапи:  
Първи етап. Извършва се предварителен тест за порядъка на ин-
тегрираност на отделните променливи. Използват се тестовете за единичен 
корен на Дики-Фулър, Филипс-Перон, тестът KPSS, точковите и спектрал-
ните тестове за единичен корен. Ако се установи, че променливите са ин-
тегрирани от различен порядък, може да се направи обоснованото заключе-
ние, че те не са коинтегрирани. Ако са интегрирани от един и същи порядък, 
може да се премине към анализ на коинтеграцията, а при повече промен-
ливи – и към анализ на мултикоинтеграция. 
Втори етап. Оценка на дългосрочната коинтеграционна зависимост 
под формата на линеен регресионен модел чрез метода на най-малките 
квадрати. Ако променливите са коинтегрирани, то получените оценки са 
суперсъстоятелни, т.е. стандартните грешки на тези оценки намаляват 
пропорционално при увеличаването на дължината на редовете, т.е. по-
бързо отколкото при стационарни променливи, при които стандартните 
грешки намаляват пропорционално на корен квадратен от дължината на 
редовете. Този ефект се дължи на доминиращото влияние на общия тренд 
спрямо стационарния компонент, тъй като ковариацията на двете промен-
ливи е положителна, при условие че двете променливи нарастват и нама-
ляват заедно. 
Трети етап. Получаване на остатъчните елементи от модела и при-
лагане на тест за единичен корен върху тях. За да се определи дали про-
менливите са коинтегрирани, се изследват остатъчните елементи около дъл-
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госрочната регресионна линия. Те са оценка за отклоненията от дъл-
госрочната равновесна зависимост. Ако отклоненията са стационарни, то 
променливите са коинтегрирани. Проверката се извършва с подобрения 
тест на Дики-Фулър. Тъй като са остатъчни елементи от регресия и по кон-
струкция имат със средна стойност равна на нула, тестът се прилага във 
форма без свободен член. Нулевата хипотеза е за наличие на неста-
ционарност. Когато тя не може да се отхвърли, можем да заключим, че 
остатъчните елементи съдържат единичен корен, т.е. променливите не са 
коинтегрирани. Отхвърлянето на нулевата хипотеза при определен риск от 
грешка означава, че остатъчните елементи са стационарни. Може да се 
заключи, че променливите са коинтегрирани, при условие че изходните 
променливи са интегрирани от първи порядък. При проверката не могат да 
се използват критичните знамения, табулирани от Дики и Фулър. Пробле-
мът се състои в това, че редът от остатъчните елементи е получен в резултат 
от решаването на регресионно уравнение. Действителните стойности не са 
известни, разполагаме с оценки. Методологията избира такива оценки на 
параметрите, че сумата от квадрата на остатъчните елементи да е 
минимална. Тъй като остатъчната вариация е направена възможно мини-
мална, процедурата предполага да се получава стационарен процес. Тесто-
вата статистика трябва да отчита това. Само ако параметрите са известни 
предварително и са използвани за получаването на остатъчните елементи, 
стандартните таблици на Дики и Фулър имат приложение. Когато се оце-
нява коинтеграционен вектор, се използват други критични стойности, кои-
то зависят от големината на извадката и броя на включените в анализа 
променливи. 
Четвърти етап. Преходът към четвъртия етап на процедурата на 
Енгъл и Грейнджър се осъществява само в случай, че при третия етап е 
открита коинтеграционна зависимост. В този случай линейното регресион-
но уравнение характеризира дългосрочната равновесна зависимост между 
показателите. Анализират се и се интерпретират получените оценки на 
параметрите. Оценките на остатъчните елементи около регресионната ли-
ния характеризират отклоненията от равновесието между променливите. За 
да се анализират тези отклонения, които са стационарни, се построява 
допълнителен модел, наречен модел с корекция на грешката. Той характе-
ризира краткосрочната зависимост между показателите, в т.ч. и постепен-
ното или бързото възстановяване на равновесното положение между тях 
при отклонение от него по една или друга причина.  
В обобщение може да се каже, че идеята на теста се основава на 
обстоятелството, че коинтеграционните зависимости могат да бъдат оцене-
ни състоятелно (поне теоретично) поради суперсъстоятелността на оцен-
ките на параметрите. Тази процедура е лесна за приложение, но в същото 
време се характеризира с определени ограничения: 
 Оценките, получени по метода на най-малките квадрати, са супер-
състоятелни независимо дали в модела са включени лагове. Тъй 
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като оценките при малки извадки (къси динамични редове под 100 
наблюдения) имат съществено изместване, е установено, че включ-
ването на лагове е важно за оценката на дългосрочните коефи-
циенти. 
 Оценката на дългосрочното равновесие изисква нормализация, т.е. 
една променлива да се избере за зависима, а другите за независими. 
Например при две променливи всяка от тях може да се избере за 
нормализация, поради което са възможни две регресионни урав-
нения, описващи дългосрочната зависимост. От тях се получават 
два реда с остатъчни елементи, всеки от които може да се използва 
за проверката. Асимптотично тестовете за единичен корен и в двата 
случая би трябвало да дават съгласувани резултати. На практика 
обаче, особено при къси редове, е възможно тестът на остатъците от 
едното уравнение да потвърди предположението за наличие на 
коинтеграция, а от другото – да го отхвърли. Подобно противоречие 
е нежелано свойство на процедурата, тъй като коинтеграцията би 
следвало да е инвариантна по отношение на нормализацията. 
Проблемът в това отношение се задълбочава при анализ на повече 
от две променливи. 
 Въведено е имплицитно ограничение за съществуване на един общ 
фактор между променливите. 
 Невъзможно да се идентифицира повече от един коинтеграционен 
вектор между повече от две променливи, за които по принцип могат 
да съществуват повече коинтеграционни зависимости. 
 Има необходимостта от непараметрична корекция или преработ-
ване (augmentation) на модела, за да се направят статистически из-
води и заключения за коинтеграционната зависимост на базата на 
𝜒2-квадрат анализ.  
 Друг недостатък е, че процедурата се базира на условни оценки на 
остатъчните елементи. При получаване на оценката на остатъчните 
елементи се използват оценките на регресионните параметри, които 
на свой ред съдържат грешки. Поради тази причина оценките на 
остатъчните елементи са състоятелни само при условие, че регре-
сионните коефициенти са известни или предварително дефинирани. 
Използването на оценки за получаване на оценки води до 
натрупване и увеличаване на грешките, което понижава мощността 
на тестовата процедура. 
Процедурата на Йохансен (Johansen, 1988) се основава на пред-
ставяне на коинтеграционните зависимости с многомерен модел, сходен с 
векторната авторегресия, който се нарича векторна регресия с коинте-
грация или коинтегрирана векторна авторегресия. Оценките на парамет-
рите се извеждат по метода на максималното правдоподобие. Методът 
получава широко разпространение в научните изследвания и реализация в 
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редица софтуерни продукти за анализ на динамични редове, тъй като поз-
волява да се проверяват хипотези за множество от коинтеграционни векто-
ри; дава възможности да се тестват ограничени версии на коинтегра-
ционните вектори и скоростта на приспособяване; да се потвърдят или 
отхвърлят изводите на икономическата теория чрез емпирична проверка за 
конкретни стойности на съответните регресионни коефициенти.  
Процедурата на Йохансен се основава на връзката между ранга на 
матрицата и характеристичните й корени, като по този начин е своеобразно 
обобщение на теста за единичен корен на Дики и Фулър, но в матрична 
форма. В единичния случай се проверява дали един ред е стационарен, на 
основата на оценката на параметъра π, измерващ силата на връзката на 
първите разлики с предходния лаг в уравнението:  
ttt xx   1 . 
По аналогия с този единичен случай се съставя матричното урав-
нение: 
t
p
i
ititt xxx  


 
1
1
1 , 
където: 





 

p
i
i
1
 ; 



p
ij
ji
1
 . 
Проверката за наличие на коинтеграционни вектори (и съответните 
зависимости) се основава на ранга на матрицата π. Рангът на π е равен на 
броя на коинтеграционните вектори. Ако рангът на матрицата π е нула, 
между редовете не съществуват коинтеграционни зависимости. Анализът 
може да продължи, но зависимости  трябва да се търсят в стационарните 
части, например като се построи модел на векторна авторегресия на 
първите последователни разлики. Ако рангът е пълен, векторният процес е 
стационарен. Ако рангът е единица, има само един коинтеграционен вектор 
и 1tx  е описание на процеса на корекция на грешката. В останалите 
случаи процедурата открива повече коинтеграционни вектора.  
На практика оценката на ранга на матрицата π става на базата на 
характеристичните й корени, които са различни от нула. След получаване 
на оценката на матрицата π, корените й се подреждат последователно 
n...   21  в низходящ порядък. Ако променливите не са коинте-
грирани, рангът е нула и всички характеристични корени са нули. Тъй като 
те са оценки и имат поведение на случайни величини, трябва да се 
проверява тяхната статистическа значимост (дали е статистически значима 
разликата им от нулата). Това става със следните тестови характеристики: 
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   


n
ri
itrace
ˆlnTr
1
1   и    111  rmax ˆlnTr,r  , 
където: iˆ  са оценените стойности на характеристичните корени (собстве-
ните стойности), получени от оценената матрица π; 
Т е броят на използваните наблюдения (дължината на редовете).  
Чрез първата тестова характеристика се проверява нулевата хипоте-
за, че броят на различните коинтеграционни вектори е по-малък или равен 
на r срещу обща алтернатива. Тази характеристика е нула, когато всички 
параметри 𝜆𝑖 са нула. Втората характеристика проверява нулевата хипотеза, 
че броят на коинтеграционните вектори е равен на r срещу алтернативната 
хипотеза броят на коинтеграционните вектори да е равен на r + 1. 
Критичните значения за тестовите характеристики са табулирани по метода 
„Монте Карло“. Разпределението им зависи от следните две неща: от броя 
на нестационарните компоненти (𝑛 − 𝑟) и от начина на специфициране на 
детерминистичната част на моделите (без свободен член, само свободен 
член, свободен и линеен тренд). 
Изводите от процедурата на Йохансен могат да се използват и за 
частния случай на два динамични реда, за да се определи дали те са коин-
тегрирани. Матрицата π е с размерност 2х2 и притежава два характе-
ристични корена, които са 𝜆1 и 𝜆2. Възможни са следните ситуации: 
Първо, ако двата характеристични корена 𝜆1 и 𝜆2 лежат вътре в 
единичната окръжност. Тогава матрицата π има пълен ранг (ранг 2) и про-
менливите са съвместно стационарни. Между тях не съществува коин-
теграция. 
Второ, ако някой от корените 𝜆1 и 𝜆2 лежи извън единичната 
окръжност, процесите са експлозивни. Никоя променлива не е интегрирана, 
следователно двете не могат да са коинтегрирани.  
Трето, ако  𝜆1 = 𝜆2 = 1, и двете променливи се развиват без дъл-
госрочна зависимост, между тях не може да има коинтеграция. Тъй като 
матрицата π има ранг нула, променливите са интегрирани, но не са коин-
тегрирани.  
Четвърто, единият от корените 𝜆1 и 𝜆2 е равен на единица, а дру-
гият е по-малък от единица по абсолютна стойност. Детерминантата на 
матрицата π е нула, а рангът на матрицата е единица. Така всяка променлива 
ще има същия стохастичен тренд и първите разлики на всяка ще бъдат 
стационарни. Налице е коинтеграция между двата динамични реда, която 
се описва от един коинтеграционен вектор.  
Въпреки многообразието от коинтеграционни подходи, редица въп-
роси продължават да са обект на внимание от изследователите: 
 Трябва ли да се моделират експлицитно краткосрочните зависи-
мости.  
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 Дали коинтеграционните процеси трябва да бъдат изследвани в 
затворени многомерни системи, частични системи или само с едно 
уравнение от типа модел с корекция на грешката. Въпреки превъз-
ходството на системите, условните модели имат същите свойства, 
когато условията за екзогенност са изпълнени. В този случай от 
практико-приложна гледна точка системите с по-малък размер са за 
предпочитане. Стандартните разпределения важат за оценките на 
коинтеграционния вектор. 
 Да се предложи коя теория за асимптотичното разпределение дава 
най-добро приближение при крайна извадка.  
 Да се анализира погрешното включване или изпускане на интегри-
рани променливи, което може значително да промени свойствата на 
модела в някои случаи и да не се отрази изобщо в други. 
 Да се оцени влиянието на интегрираните променливи и коинтегра-
цията при приложението на някои други процедури като например 
за корекция на автокорелацията.  
 Проблемите при използването на моментни и периодни редове и 
размерността им освен ако не са интегрирани от еднакъв порядък. 
 Главният проблем при опитите да се анализират зависимости, в 
които участват променливи, интегрирани от по-висок от нулев по-
рядък, е, че статистическите свойства на първи втори момент не са 
валидни. Т.е. извадковите моменти не съвпадат с тези на генерал-
ната съвкупност. Необходима е друга теория за разпределението, 
когато редовете не са стационарни и ергодични. 
 
2.2. Моделиране на краткосрочни зависимости 
 
Моделът с корекция на грешката е въведен за първи път от Сарган 
(Sargan, 1964) и популяризиран от Дейвидсън (Davidson & Hendry, 1978). 
Той се третира като алтернатива на моделите на векторна авторегресия. Има 
различни интерпретации на модела с корекция на грешката. Основните 
характеристики на модела с корекция на грешката в сравнение с векторната 
авторегресия са дългосрочното равновесие и включването на отклонението 
от равновесието като обясняваща променлива. 
В основата на връзката между модел с корекция на грешката и 
коинтеграцията е теоремата на Грейнджър. Ограниченията, които се нала-
гат, за да се постигне коинтеграция между променливите, гарантират съще-
ствуването на модел с корекция на грешката. Променливите са интегрирани 
променливи, които се намират в устойчиво равновесие помежду си, 
представено чрез нормализирания коинтеграционен вектор. Тяхната линей-
на комбинация е стационарна, поради което при всяко отклонение от 
равновесието в краткосрочен аспект, трябва да се задействат механизми, 
които да възстановят равновесието. Поради това в обикновената си форма 
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моделът с корекция на грешката съдържа два основни елемента: първо, 
настройка спрямо неравновесно предходно състояние, чрез която равнове-
сието се постига плавно; второ, настройка към моментните изменения на 
променливите, която определя равновесието. 
Модел с корекция на грешката има следния вид при две променливи 
𝑥𝑡 и 𝑦𝑡: 
нормализиран по отношение на 𝑥𝑡: 
𝐴(𝐿)Δ𝑦𝑡 = 𝛼 + 𝐵(𝐿)Δ𝑥𝑡 + 𝜆𝑦/𝑥(𝑦𝑡−1 − 𝛽0 − 𝛽1𝑥𝑡−1) + 𝑢𝑡; 
нормализиран по отношение на 𝑦𝑡: 
𝐶(𝐿)Δ𝑥𝑡 = 𝛿 + 𝐷(𝐿)Δ𝑦𝑡 + 𝜆𝑥/𝑦(𝑦𝑡−1 − 𝛽0 − 𝛽1𝑥𝑡−1) + 𝑒𝑡, 
където: 𝐴(𝐿), 𝐵(𝐿), 𝐶(𝐿), и 𝐷(𝐿) са полиноми на лаговия оператор; 
𝛼 и 𝛿 – константи на моделите;  
𝜆𝑦/𝑥 и 𝜆𝑥/𝑦 – регресионни коефициенти, характеризиращи ско-
ростта, с която се възстановява равновесното състояние на системата;  
𝛽0 и 𝛽1 – коефициентите, формиращи коинтеграционния вектор;  
𝑢𝑡 и 𝑒𝑡 – остатъчните елементи, които трябва да имат поведение на 
независими и нормално разпределени случайни величини. 
Интерпретацията на модел, който съдържа информация както за 
дългосрочната, така и за краткосрочната зависимост между две явления, е 
такава, че промяна в първото явление настъпва или в резултат от нарушение 
на равновесието в предходния период, или поради изменение на другото 
явление в текущия период. Коефициентът пред коригиращия компонент се 
очаква да е отрицателен и в интервала −1 ≤ 𝜆 ≤ 0, тъй като, ако в 
предходния период първото явление е надвишавало равновесното си рав-
нище, то в текущия трябва да се намали, за да се възстанови равновесието. 
Обратно, ако в предходния период е имало недостиг в първото явление, в 
текущия то трябва да се увеличи. При условие че коефициентът 𝜆 е равен 
на -1, то равновесието е напълно възстановено през текущия период. В 
противен случай само част от отклонението от равновесното състояние е 
премахната. 
По принцип в система, която е коинтегрирана, двете променливи 
реагират на отклонението от равновесието. Възможно е обаче един, но не и 
двата параметъра 𝜆𝑦/𝑥 и 𝜆𝑥/𝑦 да са нула. Тогава едната променлива е слабо 
екзогенна, защото не участва в корекцията на грешката. Така може да се 
изследва иконометричен модел само за другата променлива. 
Прави впечатление, че моделът с корекция на грешката наподобява 
комбинация на векторна авторегресия в първи разлики и компонент на 
корекция на грешката. Параметрите пред тях се интерпретират като скорост 
на приспособяване. Колкото по-голям е параметърът  𝜆 по абсолютна 
стойност, толкова по-бързо се възстановява равновесието. Обратно, колко-
то е по-близо до нулата, толкова по-бавно се възстановява равновесието. 
Ако е приблизително равен на нула, зависимата променлива не реагира на 
Алманах научни изследвания, юбилейно издание, том 26, 2018 
221 
отклонението от равновесието през последния период. В този случай не е 
налице стабилно равновесие и променливите не са коинтегрирани.  
 
 
Заключение 
 
Анализът на динамични зависимости е своеобразно развитие на 
класическия анализ на зависимости в частния случай, когато данните пред-
ставляват динамични редове. Това има двояко влияние, тъй като, от една 
страна, създава проблеми пред класическите методи за анализ, но от друга 
– предоставя повече възможности за задълбочаване на анализа по отно-
шение на редица специфични характеристики на зависимостите. 
Поради разположението на данните във времето, става възможно да 
се изучава не само влиянието на фактора върху резултата, но и времевата 
синхронизация – първо, кога се проявява влияние – веднага или след 
изтичане на определен период време; и второ – как се проявява влиянието 
– пълно или частично – разпределено във времето. Само в този аспект на 
анализа може да се направи разграничението между дългосрочен ефект от 
влиянието на фактора и краткосрочните ефекти, които настъпват в опре-
делен период. Именно това извършват моделите на трансферните функ-
ции, известни в практиката и като модели на разпределени лагове. 
При анализа на зависимостите в динамика важно значение оказва 
наличието на компонента на тенденция в редовете. При класическия анализ 
наличието на тенденция е проблем, който не позволява да се прилагат 
статистическите методи на регресионния анализ. Необходимо е да се из-
върши предварителна преработка на редовете, като тенденцията се пре-
махне чрез някаква процедура на филтриране – най-често чрез последо-
вателни разлики. Премахването на компонент води до загуба на част от ин-
формацията, която се съдържа в редовете по отношение на зависимостта 
между тях. На практика така може да се установят и изследват само 
краткосрочни зависимости. Този проблем получава своето разрешаване с 
разработването на концепцията на коинтеграцията, която описва законо-
мерностите при взаимната зависимост между нестационарни променливи – 
каквито са повечето икономически динамични редове. Трябва да се действа 
много внимателно, тъй като границата между коинтеграцията и „фалшивата 
регресия“ е тясна и може да се премине лесно при използване на неадек-
ватни или неточни методи за диагностична проверка. Когато тестовете са 
приложени коректно и коинтеграцията е установена, тя показва дългосроч-
ното динамично равновесие между изследваните показатели. Коинтегра-
цията е директно свързана с моделите с корекция на грешката. Те показват 
как се възстановява дългосрочното равновесие, като по една или друга при-
чина то се наруши в краткосрочен аспект. Едновременното използване на 
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тези модели дава възможност да се задълбочава анализът на икономи-
ческата динамика както в краткосрочен, така и в дългосрочен аспект и да се 
подобрят качествата на прогнозите. 
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