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The paper considers the problem of determining the parameters in static equality- 
constrained neoclassical models frequently encountered in economic analysis. These 
include the utility-maximizing household, subject to income and time constraints; 
and the profit-maximizing firm, subject to a given technology. The approach applies 
equally to the traditional (regression-based) stochastic econometric model (with 
additive normally distributed errors) or to a deterministic analog, where the 
“distance” between the actual data and model solutions for the agents’ decisions is 
minimized. Conventional econometric practice is extended in that closed-form, 
analytic solutions for the decision functions are not required; and essentially 
arbitrary contigurations of available data are permitted. The computer is employed 
to jointly: (1) solve the agents’ optimization problems, (2) impute missing data, and 
(3) determine whether there is sufficient information in the available data set to 
uniquely calibrate or estimate the model’s parameters. 0 1988 Academic Press. Inc. 
I. INTRODUCTION 
This paper develops an approach to the problem of determining the 
parameters in a class of equality-constrained static optimization models 
frequently encountered in microeconomic analysis.’ These include the 
profit maximizing firm, subject to the constraint of a given technology; and 
the utility maximizing household, subject to income and time constraints. 
The approach (here) applies equally to the traditional (regression-based) 
econometric model, in which a vector of random disturbances-“stochastic 
* This paper is based upon Hartley (1981a. 1981b), and was also circulated as a discussion 
paper (Hartley (1985a)) when the author was still in the employ of the World Bank (as an 
econometric advisor/economist in the Development Research Department). To this extent, the 
research was supported by the World Bank under research project RPO 672-02. 
+ The author wishes to thank Myriam Bailey and Lynn Scheltens for their excellent word 
processing; Roberta Stewart for her inspiration and patience; and Richard Bellman, George 
Adomian, Lawrence Klein, Marcello Pagano, Richard Quandt, and Robert Roth for com- 
ments on earlier versions. 
’ See, for example, the influential textbook by Henderson and Quandt [21] or the classic 
discussion in Samuelson 1241. 
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errors of maximization”- is added to the decision functions; as well as a 
deterministic analog, in which the problem is to minimize the “distance” 
between the observed data and the model-solutions, relative to any 
calibration of the unknown parameters. 
While the approach involves no new mathematical ideas, it extends con- 
ventional econometric practice in two significant ways. First, it does not 
restrict the class of maintained hypotheses on the behavior of economic 
units to those which admit a closed-fom, analytic solution for the decision 
functions, such that conventional, regression-based statistical estimation 
methods can be employed. Second, essentially arbitrary configurations of 
available panel data are permitted, and the computer is employed to deter- 
mine whether or not, in a particular application, the resulting parameter 
values can be uniquely determined, relative to the available data. This is of 
particular importance to applications in less developed countries (LDCs), 
given the configurations economic time-series data presently available. 
II. THE STANDARD NEOCLASSICAL MODEL OF AN ECONOMIC UNIT: 
THE CASE OF EQUALITY CONSTRAINTS 
Neoclassical economy theory is based upon the maintained hypothesis 
that all decision-making units-households, firms, and so forth-maximize 
a specified objective function or goal, g, with respect to a decision vector, d, 
given the value of a state and/or exogenous vector, s, while subject to cer- 
tain known constraints and the fact that, when embedded within a general 
equilibrium model, their decisions are not independent of those of their 
neighbors. 
In this paper, we consider only the special case of equality constraints on 
the domain of the decision vector in the context of a partial equilibrium 
model. We begin this section by formulating the maintained hypothesis. We 
then provide two simple illustrations from economic theory to tix the ideas. 
Finally, we review the standard analytical methods to solve this problem. 
In the next section, we consider the inverse (neoclassical econometric) 
problem-formulated as either a deterministic or stochastic model-and 
provide a simple algorithm to calibrate or estimate the unknown 
parameters from the available data. 
A. The Maintained Hypothesis (Rationality) 
We assume that individual economic units have knowledge of the Sx 1 
state/exogenous vector, s; the P x 1 parameter vector, 0; the objective 
function, g; and the Cx 1 constraint vector, c. Each unit then chooses a 
D x 1 decision vector, d, to maximize the objective function, 
d4 s, e), (2.1) 
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subject to the C < D functionally independent equality constraints, 
c(d, s) = 0. (2.2) 
This formulation assumes all parametric constraints have been eliminated 
by substitution (see Illustration 1 below). 
We assume g is quasi-convex in d for all values in some region, D”; that 
the data vector, z = [d’s’]‘, belongs to the data space, Z”; and the 
parameter vector, 8, is restricted to a compact space, 0”. Further, we 
assume that the functions g and c are twice continuously differentiable in d 
over Z” x 0”. 
B. Two Simple Illustrations 
1. The Competitive Firm 
The competitive (single product) firm within a given industry chooses 
the levels of demand for its variable inputs (and thereby determines its level 
of output) to maximize profits, 
g=d2.s*-d1’.s’-s3’.s4, 
subject to the constraint of a given technology, 
d2 = f(d’, s3; O), 
where 
g = profits, 
d’ = variable input vector, 
d2 = output 
s1 = price vector of variable inputs, 
s* = price of output, 
s3 = fixed input vector, 
s4 = price vector of fixed inputs, 
and 
f is any “well-behaved” neoclassical production function. 
2. The Representative Household 
The “representative” household chooses its demand for goods and ser- 
vices and its supply of labor to various segments of the labor market to 
maximize its utility, 
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subject to a budget constraint, 
and a set of time constraints, 
where 
g is any “well-behaved” utility function, 
d1 = demand vector of goods and services, 
d2 = labor market supply vector of household, 
d3 = leisure (non-market) time vector, 
s’ = price vector of goods and services, 
s2 = wage rate vector for household labor force, 
s3 = nonlabor household income, 
s4 = available time for household labor force, 
s5 = household characteristics vector. 
C. Classical Solutions 
Presuming an “interior solution,” there are two classical approaches to 
finding a solution, d *, to the problem of maximizing (2.1), subject to (2.2).* 
1. Approach 1 
Partition the decision vector as d E [d”d2’]‘, where d2 is now a C x 1 
vector containing any of the parameters in 0, and, presuming the con- 
ditions of the implicit function theorem hold, solve (2.2) for 
d* =d’(d’, s; 0). Substitute this into g, and solve the unconstrained 
maximization problem: 
n-y { dd’, d2(d’, s; 01, s; e)> 
given by 
d’* = dl*(s; O), (2.34 
with 
d2* = d*(d’*, s; 0). (2.3b) 
2 If, for example, the elements of d* are constrained to be. nonnegative, then we have a non- 
linear programming problem, for which classical solution methods may be inapplicable. See 
Hartley [19] for a standard case, and Bellman and Hartley Cl] for a more complex dynamic 
programming example. 
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2. Approach 2 
Form the Lagrangian function, 
A (d, 1, s; 0) = g(d, s; t3) - 5’ . c(d, s), 
and solve the first-order conditions, 





alL = -c(d, s) = 0, 
(2.4a) 
for a stationary value in both d and 5. The resulting solution for 
d* = [dl*‘d’*‘]’ is the same as in (2.3a) and (2.3b), which we now rewrite 
as 
d* E d*(s; 0). (2.5) 
It is important to note that for many “well-behaved” choices for g and c 
under the maintained hypothesis, it will not always be possible to obtain 
closed-form, analytic solutions, d*(s; O), by classical methods. In such 
cases, however, for given values of s and 0, the numerical solution values, 
d*, may still be calculated via use of an unconstrained optimization or a 
nonlinear simultaneous equations solution algorithm.3 Further, as in 
Illustration 1, the objective function often will be an ordinal, as opposed to 
a cardinal function. In such cases, d* must be calculated by Approach 2 
[21, 241. 
Furthermore, in cases where the investigator is not aware of the explicit 
function, g, in (2.1), so-called “flexible functional forms” may be utilized 
[8,6]. By varying the order of the expansion relative to the available data, 
and by imposing the additional requirements of “well-behavedness,” the 
parameter determination methods of Section III may be modified to 
approximate the function, g, to the desired (but feasible) degree of accuracy 
[ 17, 18, 201. Effectively, this obviates the need for the investigator to 
specify even the form of the objective function. 
3 See, for example, Dennis and Schnabel [S] for a comprehensive discussion of such 
algorithms. 
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III. THE INVERSE (NEOCLASSICAL ECONOMETRIC) PROBLEM 
However, the problem confronting the investigator is the inverse of that 
of the decision-maker under the maintained hypothesis: Thus, given a 
suitably sized sample of data,4 
{ (di,, s,~): i= 1, . . . . N; t = 1, . . . . T}, (3.1) 
on the decision and state/exogenous variables associated with unit i in 
period t with N, T> 1, the problem for the investigator is to try to uniquely 
calibrate/estimate the unknown parameter vector, 8, for particular 
specifications of g and c in (2.1) and (2.2), respectively. 
We shall formulate both a deterministic model and the traditional 
(regression-based) stochastic analog to relate the observed set/sample of 
data to the maintained hypothesis. If we adopt a quadratic loss function in 
the former and a normal distribution for the random disturbances in the 
latter, the problems of calibration and estimation of the parameter vector, 
8, are equivalent in structure. We then provide a simple algorithm to deter- 
mine 8, regardless of whether or not a closed-form, analytic expression for 
d*(s; 0) can be derived. Instead, we require only that the d*(s; 0) be com- 
putable for known values of the state/exogenous vector, s, for any given 
feasible value of the parameter vector, 8. Finally, we provide a discussion of 
our neoclassical econometric methods, consider some extensions, and 
indicate some problems for further research. 
A, The Deterministic Model 
In the deterministic case, we adopt the model, 
d, = d$ + err = d*(si,; 0) + e,,, (3.2) 
where the {eit} denote a set of constant vectors of discrepancies between the 
actual values, {d,), of the decision vectors and their model-solution coun- 
terparts, (a:}, under the maintained hypothesis-the latter relative to a 
particular calibration of the parameter vector, 0. 
The neoclassical econometric problem in the deterministic case is to 
determine a value of 8 which brings the set of solution values, {a:}, as 
4 The choice of subscripts permits time-series, cross section, and panel data samples. The 
latter are essential for problems, such as utility maximization, involving an ordinal, individual- 
specific objective function, which is taken as constant over time. This requires micro-level panel 
data. Also, we permit state variables, involving lagged elements of the decision vector 
d,,-,, 4-2. and so forth, along with other exogenous variables, to be included in sir. 
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“close as possible” to the observed decision, {d,}. To this end we adopt 




where (here) we employ the constant weighting matrix, 
Wi, = W(e) = &.C (d,,df)-(d..-dZ)‘)-‘, (3.4) 
I, 1 
and minimize L(8) with respect to 8. 
B. A Stochastic Model 
In the traditional (regression-based) stochastic analog, the model is of 
the same form as (3.2), except that now the {eil} are a set of random 
vectors of disturbances. Here, it is customary to assume a multivariate 
normal probability density function (pdf), 
ei, - we, x:), (3.5) 
where, under this particular (if not standard) stochastic form of the main- 
tained hypothesis, 0 and X are regarded as the “true” parameters of the 
model to be estimated.6 
A maximum likelihood estimate (MLE) of 8 (and X) is then obtained by 
maximizing the log-likelihood function, 
(3.6) 
5 The choice of a particular loss function is at the discretion of the investigator and plays 
the same role as the choice of the distribution for the disturbances in a regression-based 
stochastic analog (see below). The present choice is particularly attractive as it represents a 
least squares criterion, adjusting for different units of measurement-not to mention its 
(Gaussian) historical precedents. 
6 See Hartley [ 14, IS] for some extensions to the stochastic case of decision-making under 
risk and uncertainty, arising from a subvector, s2, of unobserved values of random state 
variables within s = [SW’]‘. In this situation, maximization of a cardinnl objective function 
(profits) under uncertainty is reduced to direct maximization of an ordinol objective function 
(utility) with non-srochustic arguments involving the expected value and other higher-order 
moments of profits. These, in general, are only computable functions, relative to prevailing 
values of the unknown parameters. 
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with respect to both 8 and C. Upon “concentrating” the log-likelihood to 
eliminate X, the estimation problem reduces to minimizing L(8) of (3.3), 
with 2 = W(8))‘. 
C. Preliminaries 
Evidently, the deterministic calibration and stochastic estimation 
problems are equivalent under the above formulation.’ If d*(si,, 0) can be 
derived analytically, we have a nonlinear seemingly unrelated regression 
(SUR) system with cross-equation parameter restrictions, and iteration 
on Zellner’s method [25] applies directly-see also Oberhiifer and 
Kmenta [22]. However, how do we determine 0 (and X, in the stochastic 
case) when g and c are chosen such that the parametric functional form of the 
decision function, d*, cannot he derived analytically? 
It will be convenient to rewrite (3.3) in “stacked notation” as 
L(8) = 4. ((I - d*)’ . Diag(W) . (4 -d*), (3.7) 
where 
d = vec(djl) and a* = vec(di:), 
“stack” the {dill and {di:) in a D . N. T x 1 column vector. Minimization of 
L(8) with respect to 8 requires solution of the first-order conditions, 
$=J.Diag(W).(d-A*)=& 
where J = (@*/de) is an D . N. TX P Jacobian matrix and d* is an 
unknown vector of decision functions.’ 
D. A SIMPLE ALGORITHMS 
Let 8’ be an initial (feasible) parameter vector. Let n = 1,2, . . . be an 
iteration index, where for any function, u(e), we let u” denote u(W). Then 
our simple algorithm is given by: 
’ In many problems, however, deterministic calibration and tranditional stochastic 
estimation methods will differ-see, for example, Hartley [ 14, 17,201 for examples involving 
simultaneous equations models, and Hartley [19] for an extension of the present model to the 
case where the decision variables are subject to nonnegativity constraints. 
* We implicitly assume J is of full rank, so that D. N. T> P is the customary order-con- 
dition for identification. However, in some cases (as with incomplete data), the Jacobian 
matrix will be rank-deficient. Here, we employ a Moore-Penrose generalized inverse, using a 
singular value decomposition-see Sections IILF and IILG below. 
’ See Hartley [ 12, 131. 
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Iteration (n) 
INNER (OPTIMIZATION OR SOLUTION) ALGORITHM. Given 8”, for every 
(i, t) within the sample, calculate d,fn as the numerical solution to the 
problem of determining a value of d to: 
Maximize g(d, sit, 0”) subject to c(d, s,) = 0. 
Then, for each of the p = 1,2, . . . . P elements of 8”, successively replace the 
pth element by 0; + 6, where 6 > 0 is a small, prespecified perturbation, and 
re-solve the above problem-yielding a set of P perturbed solution values, 
id *p-“: p = 1, . . . . P}. Th e e ements 1 of J” may then be approximated by the 
numericaE derivatives (vec((dz”- dzp,n) -F 6)). 
OUTER (PARAMETER-UPDATING) ALGORITHM. Consider quasi-linearization 
(for example, as in Bellman and Roth [2]) of the first-order conditions. 
Thus, we replace a* in (3.7) by a linear approximation around 8”, that is, 
a*++-+r(e-en), (3.9) 
while fixing J and W at their previous iteration’s values, J” and W”, respec- 
tively; that is, with evaluation at 0”. Solution for 0, using the iterative 
approximation, (3.9), leads to the parameter updating condition, 
8 “+‘=8”+~“.[J*‘.Diag(W”).J”]-‘. [J”‘.Diag(W”).(d-d*“)], (3.10) 
where 1” is a scalar step-size parameter.” 
E. DISCUSSION 
The above simple algorithm provides a method for calibration/ 
estimation of the parameter vector, 8, regardless of whether or not the 
particular maintained hypothesis adopted by the investigator admits an 
analytic solution. This considerably expands the class of microeconomic 
equality-constrained optimization models that can be accommodated 
econometrically.” All that we reequire is an algorithm that can calculate 
numerical solutions for given parameter values under a specified main- 
tained hypothesis. 
” See Berndt, Hall, Hall, and Hausman [3] or Dennis and Schnabel [S] for comprehensive 
discussions of line searches, scaling, and stopping rules for such “quasi-Newton” methods. See, 
also, Hartley [ 111 for an early discussion. 
i’ Some investigators apply such models to macroeconomic time-series data (N= 1). This 
presumes the composite behavior of all microeconomic units can be approximated by an 
“aggregate production/utility function,” defined over aggregate decision/state-exogenous 
variables. 
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Our simple approach then involves iterating between a set of “inner 
(optimization/solution) algorithms”-one for each simple observation, 
(i, t), as well as a set of P (parameter-perturbation) solutions to calculate 
the required numerical derivatives-and an “outer (parameter-updating) 
algorithm,” with direction and step size chosen such that the loss function, 
L(0), is successively reduced. The algorithm then iterates between the 
“inner” and “outer” algorithms until convergence to a limit point, 
0= lim (fY>, (3.11) 
n-02 
is obtained. 
In the event that a closed-form analytic solution for d*(s; 0) can be 
derived, we simply replace the “inner algorithms” to calculate d:” and 
cYdi:“/c%l by the appropriate function evaluations-as is customary in 
standard econometric practice. In the standard stochastic version adopted, 
this reduces to Zellner’s method [25]. In this case, we may employ the 
(asymptotic) covariance matrix, 
Co~(fi)=>irn~ {[J”‘.Diag(W”).J”]P’} (3.12) 
to test “statistical” hypothesis on 6”. 
One of the more appealing features of our numerical approach is that the 
algorithm automatically imposes all so-called cross-equation parameter 
restrictions on the elements of d* in the course of calculating 8. To 
elaborate, given the early, but inherent appeal of linear (regression) systems 
of decision functions, as in 
d* = l-I(O). s, (3.13) 
much initial effort was devoted to formulating utility functions g, 
in Illustration 1 of Section IIB, such that the demand-system, d*, 
the expenditure-system (d* =R p - d*) or the budget-share-system 
(d* =R pmd*/i’(p*d*)) is linear in the “reduced-form” parameters in the 
D x S matrix, IT.‘* In this case, under the maintained hypothesis, the 
elements (zU(e)) are not functionally independent. Rather, each is a 
(possibly complicated) nonlinear function of the primal parameter vector, 
8. Our methods thus obviate the need for the investigator to work out 
analytic expressions for theform of the nonlinear restrictions on each of the 
elements of TI, which should then be imposed on a linear or iteratively 
approximated “linear” SUR system. 
‘* In the above, we employ the notation ‘E R’ to denote ‘is replaced by’ and the dot product, 
x y 3 (xi vi), to denote a vector containing the scalar product of each corresponding element. 
Finally, p denotes the price vector (here, a sub-vector of s) and i denotes the unit vector. 
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F. Incomplete Data 
In the above discussion we have implicitly assumed that the investigator 
has available a complete sample of data, (3.1), to calibrate/estimate 
&--whether a set of macro time-series data, microlevel cross section or 
panel data, or various combinations of these. Missing data in the context 
of administration of a census or a sample survey is the typical situation. 
In many applications, one must make use of whatever data are 
available-however incorrect this may be on “realistic grounds.” Ideally, 
since the optimization problem confronting each economic unit is different, 
micro-level panel data should be employed, with explicit aggregation to the 
macro-level. We pursue this issue in considerable detail elsewhere. Unfor- 
tunately, in many practical applications-particularly in less developed 
countries-the configuration of available data confronting the investigator 
may be quite arbitrary, and it may be tempting to discard all incomplete 
observations. This loss of potential information may be critical in situations 
where data are scarce.13 We therefore consider how to accommodate essen- 
tially arbitrary configurations of available data through modifications in our 
simple algorithm. 
It will now be convenient to emphasize the (possibly) dynamic structure 
of the model by rewriting the state/exogenous vector explicitly asI 
sir 5 [df- 1x;,]‘, (3.14) 
where d,- i is the previous period’s decision vector of unit i, and xi, 
contains current exogenous (and other predetermined) variables. 
Consider first the case, where d,, and {xir} are complete, but certain of 
the elements in {a,,} are missing. There are three consequences of a missing 
d,, value: 
(1) the element, e,,, in the loss function cannot be calculated, 
(2) if d,, is a lagged decision variable, the entire vector di:+ i (and 
hence e, + i ) is not computable, and 
(3) the definition of the weighting matrix may have to be modified. 
We modify the algorithm of Section D as follows. In the Inner Algorithm 
introduce the simple missing data updating condition, 
d.. z&V’ 
1Jl IJr 7 if d,, is missing, (3.15) 
I3 For example, in many cases in LDCs only macro time series (N= 1) are available to 
examine certain issues. These data may span different time periods-sometimes with selective 
gaps [ 17,203. 
I4 Higher order time lags on the decision vectors can be accommodated by introduction of a 
set of dynamic identities [7]. 
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employed seyuentiully for t = 1, . . . . T for given i and d,,.” This eliminates 
the (i, j, t) term from the loss function (3.3) in iteration n, while permitting 
a solution for dz’;, in the next period. Thus (3.15) permits iterative 
updating of all missing decision variables, relative to the maintained 
hypothesis and the prevailing calibration 8”. Upon convergence of {On) to 
6, the algorithm will have automatically filled-in all missing d,j, values with 
the solutions, (d$(dllp 1, xi,, e)}. These, in turn, have been used in deter- 
mining i7i itself. 
We now modify the parameter updating condition, (3.10), in the Outer 
Algorithm. For each unit i in period t, let D, d D denote the number of 
observed d,,-values within d,,, and let Qi, denote an Di, x D selection 
matrix, with zeros in every row except for the column j associated with an 
observed drj, value, which is unity.“j Thus, Qj, is the identity matrix when 
all elements of d, are observed. Suppose this is not the case. We may then 
rewrite the model for the observed elements of (3.2) as 
Y;, G Qir .d,t = Qit ’ (dZ + e,,) 
-QQi,.d*(d,,- ,, x;,; e)+u;,~yy,r +u;,. (3.16) 
Following analogous procedures to derive (3.10), we obtain the modified 
Outer Algorithm, 
8 fl+l=fln+)>~~.[JW .Diag(W*“)) . J*“] ~ . J*“’ . Diag(W*“) . (Y- y*“)], 
(3.17) 
where, to account for a possible rank deficiency (due to the arbitrary con- 
figuration of available data), we use A- to denote a generalized inverse of 
A [23]. Let (DNT)* s xi , D, d D . N. T denote the total number of obser- 
vations on all, decision variables in the incomplete data set. Then, we define 
the P x (DNT)* Jacobian matrix, J*“‘= vec(Jzfl’); the (DNT)*-order 
weighting matrix, Diag(W*“) = Diag(WZ”) and the (DNT)*-vector of 
observed decisions, I= vec(y,), with corresponding solution vector, 
y*n = vec(yz”). Here, JZ” = Qi,. Jz; WE = Qi,. Wzn .Qi,; yi, = Qi, .di,, and 
y;” = Qi, ’ a,:“. 
Finally, we modify the weighting matrix to accommodate incomplete 
data. Let 
d,, = 1, 
if dg, is observed 
0, otherwise, 
Is Note that in the stochastic model, where the e,, have pdf, (3.5), Eq. (3.15) iteratively 
replaces each missing d,,, by its conditional expectation, d$,“, given d,,-, and x,,, as in the 
expectation-maximization (E-M) algorithm of Hartley [lo] and Dempster, Laird, and 
Rubin [4]. 
I6 For example, if d,, is a 4 x 1 vector with elements 2 and 4 observed, Q,,= (~~~~). 
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where (NT),*, = xi,, 6,, *a,,. Then we employ WY, = (&in)-‘, where 
The above modifications permit determination of 8 with an arbitrary 
configuration of available data within {a,,>, provided that complete data 
area available for the initial decision vector, die, and the sequence of 
exogenous vectors, { xit }. 
We now relax these requirements. In this case, our approach is to treat 
each missing d,p or Xik, value as an additional parameter to be 
determined.” Suppose there are P,A missing values with d .O = vec(d,), and 
P$ missing values within x ., c vec(xi,). Define the PA = I,‘=, Pf element 
vector of additional parameters, 
(3.18) 
where each element of t& satisfies a restriction of the form 
for p = 1, . . . . Pi; and each element of Q,, t = 1, . . . . T, satisfies a restriction of 
the form, 
etp = xikt, (3.19b) 
for p = 1, . . . . P$. We then replace the original P-element parameter vector, 
8, by the augmented (P+ PA)-element vector, [MIA’]‘, and the basic 
calibration algorithm applies-subject to suitable augmentation of the 
Jacobian matrices, J*“. which now take on a patterned form-as in 
Hartley [ 17]4ue to imposition of the restrictions, (3.19a) and (3.19b). 
G. Uniqueness 
We have therefore provided simple modifications in the basic algorithm 
to determine 8 from essentially arbitrary configurations of available data. 
In such circumstances, it is natural to enquire whether or not the resulting 
calibration of the model, 6, is unique. This is intrinsically connected with 
the rank of the (P+ PA) x (DNT)* (augmented) Jacobian matrix, 
J* = lim, _ mJ*n, in (3.17). We also approach this issue via numerical 
methods. 
I7 Also, see Hartley [17,20] for the case of missing data in the context of dynamic 
simultaneous equations models, where more complex procedures must be invoked. 
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To evaluate the numerical rank of J*” at each iteration, as well as 
calculate the MooreePenrose generalized inverse required in (3.17), we 
employ a singular value decomposition (SVD)-see Golub [9]. An 
appropriate SVD for J*” is given by 
J*” (DNT)’ x (P + PA) - -*;bNT)*x(DNT)*‘*;DNT)*x(P+PA)‘B;P+P”)x(P+PR,r (3.20) 
where A” is an orthonormal matrix in the inner-product space defined by 
W*“; that is, A”’ . W*” A” = I; B” is an orthonormal matrix, B”’ B” = I; 
and A” is an (DNT)* x (P + PA) matrix, which can be represented as V” : 0 A”= [ 1 . .,.. ;.. . . .  , (3.21) 0 i 0 
where V” is a diagonal P*” x P** matrix with strictly positive diagonal 
elements-the “singular values” of J*” [9]. 
Substitution of (3.20) into (3.27) yields the alternative parameter updating 
formula, 
0 n+ ’ = fJ” + 1”. B”. A”- l’ . A”‘. W*” . (y - y*‘l), (3.22) 
which has improved numerical accuracy. In addition, the number of 
functionally independent parameters within fi = lim, _ ~ 8” is the numercial 
rank, P* = lim, _ uc P*“, of J* = lim,, o. J*“. If P* = P + PA, then all 
parameters 0 are uniquely determined. Otherwise, with P* < P + P,, the 
SVD imposes the extraneous criterion of a minimum distance norm, 
(W’W)r’*, to achieve “uniqueness” [9, 231. 
IV. CONCLUSIONS 
This paper has developed methods for the calibration/estimation of the 
unknown parameters of an equality-constrained, optimization model of a 
particular(type of) economic unit-presuming that each such unit has the 
same utility/production/and so forth function with (possibly) different 
exogenous and state variables, but identical parameter values over time. 
Usually, this requires panel data at the level of the individual economic 
unit. A simple algorithm to treat a complete time-series of panel data has 
been proposed; and modifications to treat essentially arbitrary con- 
figurations of incomplete data have been introduced. In the present case, 
the particular forms of the deterministic and stochastic versions of the 
model result in equivalent methods for parameter determination. This will 
not be true in general. 
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Introduction of further domain constraints on the decision vector, such 
as inequality (nonnegative-strong or weak), integer-valued or general 
mixed, etc., restrictions will destroy the equivalence of the deterministic 
calibration and traditional stochastic (regression-based) estimation 
methods. We shall explore these implications in subsequent papers-see, 
however, Hartley [16-18,201. These arise, in part, because governments 
change their policies and institutional arrangements-possibly each period, 
and sometimes on an unpredictable basis [17]. 
Of particular appeal is the fact that we employ numerical methods 
throughout. To determine the parameter values which “best explain” an 
arbitrary configuration of available data under any “well-behaved” 
neoclassical maintained hypothesis with equality constraints, suitable 
computer software will calculate such a parameter vector and inform the 
investigator, a posteriori, whether or not it is unique. If not, more data are 
required or a simpler model must be adopted by the investigator in the 
light of the data presently at hand. 
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