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Abstract
We study the Drinfeld-Sokolov hierarchies of type A
(1)
n associated
with the regular conjugacy classes of W (An). A class of fourth order
Painleve´ systems is derived from them by similarity reductions.
1 Introduction
Three types of fourth order Painleve´ type ordinary differential equations have
been studied [FS, NY1, S]. They are extensions of the Painleve´ equations
PII, . . . , PVI and expressed as Hamiltonian systems
HX(1)n : dqi
dt
=
∂HX
(1)
n
∂pi
,
dpi
dt
= −∂H
X
(1)
n
∂qi
(i = 1, 2),
with the Coupled Hamiltonians
HA
(1)
4 = HIV(q1, p1;α2, α1) +HIV(q2, p2;α4, α1 + α3) + 2q1p1p2,
tHA
(1)
5 = HV(q1, p1;α2, α1, α1 + α3)
+HV(q2, p2;α4, α1 + α3, α1 + α3) + 2q1p1(q2 − 1)p2,
t(t− 1)HD(1)6 = HVI(q1, p1;α0, α3 + α5, α3 + α6, α2(α1 + α2))
+HVI(q2, p2;α0 + α3, α5, α6, α4(α1 + 2α2 + α3 + α4))
+ 2(q1 − t)p1q2{(q2 − 1)p2 + α4},
1
Lie algebra Partition Painleve´ system
A
(1)
1 (2) PII
(1, 1) PIV
A
(1)
2 (3) PIV
(2, 1) PV
(1, 1, 1) PVI
A
(1)
3 (4) PV
A
(1)
4 (5) HA
(1)
4
A
(1)
5 (6) HA
(1)
5
Table 1: Relation between A
(1)
n -hierarchies and Painleve´ systems
where
HIV(q, p; a, b) = qp(p− q − t)− aq − bp,
HV(q, p; a, b, c) = q(q − 1)p(p+ t) + atq + bp− cqp,
HVI(q, p; a, b, c, d) = q(q − 1)(q − t)p2 − {(a− 1)q(q − 1)
+ bq(q − t) + c(q − 1)(q − t)}p+ dq.
But complete classification of fourth order Painleve´ systems is not achieved,
so that the existence of unknown ones is expected. In this article, we derive a
class of fourth order Painleve´ systems from the Drinfeld-Sokolov hierarchies
of type A
(1)
n by similarity reductions.
The Drinfeld-Sokolov hierarchies are extensions of the KdV (or mKdV)
hierarchy for the affine Lie algebras [DS]. For type A
(1)
n , they imply several
Painleve´ systems by similarity reductions [AS, KIK, KK1, KK2, NY1]; see
Table 1. Such fact clarifies the origines of several properties of the Painleve´
systems, Lax pairs, affine Weyl group symmetries and particular solutions in
terms of the Schur polynomials.
The Drinfeld-Sokolov hierarchies are characterized by the Heisenberg sub-
algebras, that is maximal nilpotent subalgebras, of the affine Lie algebras.
And the isomorphism classes of the Heisenberg subalgebras are in one-to-one
correspondence with the conjugacy classes of the finite Weyl group [KP]. In
this article, we choose the regular conjugacy classes of W (An) and consider
their associated hierarchies, called type I hierarchies [GHM]. In the notation
of [DF], the regular conjugacy classes of W (An) correspond to the partitions
(p, . . . , p) and (p, . . . , p, 1). For the derivation of fourth order Painleve´ sys-
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Lie algebra Partition Painleve´ system
A
(1)
3 (2, 2) PVI
(3, 1) HA(1)4
A
(1)
4 (4, 1) HA
(1)
5
(2, 2, 1) system (1.1) with (1.2)
A
(1)
5 (3, 3) system (1.1) with (1.2)
Table 2: List of Painleve´ systems obtained in this article
tems, we investigate the partitions (2, 2), (3, 1), (4, 1), (2, 2, 1) and (3, 3); see
Table 2.
One of impotant results in this article is the derivation of a new Painleve´
system. It is expressed as a Hamiltonian system
dqi
dt
=
∂Hc
∂pi
,
dpi
dt
= −∂Hc
∂qi
(i = 1, 2), (1.1)
with a Coupled Hamiltonian
t(t− 1)Hc = HVI(q1, p1;α2, α0 + α4, α3 + α5 − η, ηα1)
+HVI(q2, p2;α0 + α2, α4, α1 + α3 − η, ηα5)
+ (q1 − t)(q2 − 1) {(q1p1 + α1)p2 + p1(p2q2 + α5)} .
(1.2)
This system admits affine Weyl group symmetry of type A
(1)
5 ; see Appendix
B. On the other hand, the system HD(1)6 admits one of type D(1)6 . The
relation between those two coupled Painleve´ VI systems is not clarified.
Remark 1.1. For the partition (1, . . . , 1) of n + 2, we have the Garnier
system in n-variables [KK2]. Also for each partition (5, 1) and (2, 2, 2), a
system of sixth order is derived; we do not give the explicit formula here.
Thus we conjecture that any more fourth order Painleve´ system do not arise
from the type I hierarchy.
This article is organized as follows. In Section 2, we recall the affine Lie
algebra of type A
(1)
n and realize it in a flamework of a central extension of the
loop algebra sln+1[z, z
−1]. In Section 3, the Heisenberg subalgebra of ŝln+1
corresponding to the partition n is introduced. In Section 4, we formulate the
Drinfeld-Sokolov hierarchies and their similarity reductions. In Section 5 and
6, the Painleve´ systems are derived from the Drinfeld-Sokolov hierarchies. In
3
Appendix A, we give explicit descriptions of Lax pairs by means of a bases
of ŝln+1. In Appendix B, we discuss a group of symmetries for the system
(1.1) with (1.2).
2 Affine Lie algebra
In this section, we recall the affine Lie algebra of type A
(1)
n and realize it in
a flamework of a central extension of the loop algebra sln+1[z, z
−1].
In the notation of [Kac], the affine Lie algebra g = g(A
(1)
n ) is generated
by the Chevalley generators ei, fi, α
∨
i (i = 0, . . . , n) and the scaling element
d with the fundamental relations
(adei)
1−ai,j (ej) = 0, (adfi)1−ai,j (fj) = 0 (i 6= j),
[α∨i , α
∨
j ] = 0, [α
∨
i , ej ] = ai,jej , [α
∨
i , fj ] = −ai,jfj, [ei, fj] = δi,jα∨i ,
[d, α∨i ] = 0, [d, ei] = δi,0e0, [d, fi] = −δi,0f0,
for i, j = 0, . . . , n. The generalized Cartan matrix A = [ai,j]
n
i,j=0 for g is
defined by
ai,i = 2 (i = 0, . . . , n),
ai,i+1 = an,0 = ai+1,i = a0,n = −1 (i = 0, . . . , n− 1),
ai,j = 0 (otherwise).
We denote the Cartan subalgebra of g by
h = Cα∨0 ⊕ Cα∨1 ⊕ · · · ⊕ Cα∨n ⊕ Cd = h′ ⊕ Cd.
The normalized invariant form (·|·) : g× g→ C is determined by the condi-
tions
(α∨i |α∨j ) = ai,j, (ei|fj) = δi,j , (α∨i |ej) = (α∨i |fj) = 0,
(d|d) = 0, (d|α∨j ) = δ0,j, (d|ej) = (d|fj) = 0,
for i, j = 0, . . . , n.
Let n+ and n− be the subalgebras of g generated by ei and fi (i = 0, . . . , n)
respectively. Then the Borel subalgebra b+ of g is defined by b+ = h ⊕ n+.
Note that we have the triangular decomposition
g = n− ⊕ h⊕ n+ = n− ⊕ b+.
The corresponding infinite demensional groups are defined by
N± = exp(n∗±), H = exp(h
′), B+ = HN+,
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where n∗± are completions of n± respectively.
Let s = (s0, . . . , sn) be a vector of non-negative integers. We consider a
gradation g =
⊕
k∈Z gk(s) of type s by setting
deg h = 0, deg ei = si, deg fi = −si (i = 0, . . . , n).
With an element ϑ(s) ∈ h such that
(ϑ(s)|α∨i ) = si (i = 0, . . . , n),
this gradation is defined by
gk(s) =
{
x ∈ g ∣∣ [ϑ(s), x] = kx} (k ∈ Z).
We denote by
g<k(s) =
⊕
l<k
gl(s), g≥k(s) =
⊕
l≥k
gl(s).
Note that a gradation sp = (1, . . . , 1), called the principal gradation, implies
g<0(sp) = n−, g≥0(sp) = b+.
The affine Lie algebra g can be identified with
ŝln+1 = sln+1[z, z
−1]⊕ Cz d
dz
⊕ CK,
whereK is a canonical central element. In a flamework of ŝln+1, the Chevalley
generators and the scaling element are given by
ei = Ei,i+1, fi = Ei+1,i, α
∨
i = Ei,i −Ei+1,i+1 (i = 1, . . . , n),
e0 = zEn+1,1, f0 = z
−1E1,n+1, α∨0 = En+1,n+1 − E1,1 +K, d = z
d
dz
,
where Ei,j = (δi,rδj,s)
n+1
r,s=1 are matrix units. The Lie bracket is defined by
[zkX, zlY ] = zk+l(XY − Y X) + kδk+l,0tr(XY )K,
where X, Y ∈ sln+1.
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3 Heisenberg subalgebra
For type A
(1)
n , the isomorphism classes of the Heisenberg subalgebras are in
one-to-one correspondence with the partitions of n + 1. In this section, we
introduce the Heisenberg subalgebra of ŝln+1 corresponding to the partition
n following the manner in [KL].
Let n = (n1, n2, . . . , nr, nr+1, . . . , ns) be a partition of n + 1 with n1 ≥
n2 ≥ . . . ≥ nr > nr+1 = . . . = ns = 1. Consider a partition of matrix
corresponding to n 
B11 B12 · · · B1s
B21 B22 · · · B2s
...
...
. . .
...
Bs1 Bs2 · · · Bss
 ,
where each block Bij is an ni × nj-matrix. With this blockform, we define
matricies Λ′i ∈ ŝln+1 (i = 1, . . . , r) by
Λ′i =

O · · · O
... Bii
...
O · · · O
 , Bii =

0 1 0 · · · 0
0 0 1 0
...
...
. . .
0 0 0 1
z 0 0 · · · 0
 ,
diagonal matricies H ′j ∈ ŝln+1 (i = j, . . . , s− 1) by
H ′j = nj+1z
−1(Λ′j)
nj − njz−1(Λ′j+1)nj+1,
and a diagonal matrix η′
n
∈ ŝln+1 by
Bii =
1
2ni
diag(ni − 1, ni − 3, . . . ,−ni + 1) (i = 1, . . . , r).
Denoting the matrix η′
n
by diag(η′1, η
′
2, . . . , η
′
n+1), we consider a permuta-
tion
σ =
(
η′1 η
′
2 . . . η
′
n+1
η1 η2 . . . ηn+1
)
,
such that η1 ≥ η2 ≥ . . . ≥ ηn+1. This permutation can be lifted to the
transformation σ acting on the matricies Λ′i and H
′
j . We set
Λi = σ(Λ
′
i) (i = 1, . . . , r), Hj = σ(H
′
j) (j = 1, . . . , s− 1).
6
Then the Heisenberg subalgebra of ŝln+1 corresponding to the partition n is
defined by
s
n
=
r⊕
i=1
⊕
k∈Z\niZ
CΛki ⊕
s−1⊕
j=1
⊕
k∈Z\{0}
CzkHj ⊕ CK.
Let N ′
n
be the least common multiple of n1, . . . , ns. Also let
N
n
=
 N
′
n
if N ′
n
(
1
ni
+
1
nj
)
∈ 2Z for ∀(i, j)
2N ′
n
otherwise
.
We consider a operator corresponding to n
ϑ
n
= N
n
(
z
d
dz
+ adη
n
)
,
where η
n
= σ(η′
n
). Then the operator ϑ
n
implies a gradation s = (s0, . . . , sn)
as follows:
ϑ
n
(ei) = siei (i = 0, . . . , n).
Note that the Heisenberg subalgebra s
n
admits the gradation s defined by
ϑ
n
.
4 Drinfeld-Sokolov hierarchy
In this section, we formulate the Drinfeld-Sokolov hierarchy associated with
the Heisenberg subalgebra s
n
. Its similarity reduction is also formulated.
Let Λi and Hj be the generators for sn given in Section 3. Introducing
time variables ti,k (i = 1, . . . , r; k ∈ N), we consider an N−B+-valued function
G = G(t1,1, t1,2, . . .) defined by
G = exp
(
r∑
i=1
∞∑
k=1
ti,kΛ
k
i
)
G(0).
Here we assume the n-reduced condition
ti,l = 0 (i = 1, . . . , r; l ∈ niN).
Then we have a system of partial differential equations
∂i,k(G) = Λ
k
iG (i = 1, . . . , r; k ∈ N), (4.1)
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where ∂i,k = ∂/∂ti,k Via the trianglar decomposition
G = W−1Z, W ∈ N−, Z ∈ B+,
the system (4.1) implies a Sato equation
∂i,k(W ) = Bi,kW −WΛki (i = 1, . . . , r; k ∈ N), (4.2)
where Bi,k stands for the b+-component of WΛ
k
iW
−1. The compatibility
condition of (4.2) gives the Drinfeld-Sokolov hierarchy
[∂i,k − Bi,k, ∂j,l −Bj,l] = 0 (i, j = 1, . . . , r; k, l ∈ N). (4.3)
Under the system (4.2), we consider an equation
(ϑ
n
− adρ)(W ) =
r∑
i=1
∞∑
k=1
dikti,k∂i,k(W ), (4.4)
where di = deg Λi (i = 1, . . . , r) and ρ =
∑s−1
j=1 ρjHj . Note that each ρj is
independent of time vatiables ti,k. The compatibility condition of (4.2) and
(4.4) gives
[ϑ
n
−M, ∂i,k − Bi,k] = 0 (i = 1, . . . , r; k ∈ N), (4.5)
where
M = ρ+
r∑
i=1
∞∑
k=1
dikti,kBi,k.
We call the systems (4.3) and (4.5) a similarity reduction of the Drinfeld-
Sokolov hierarchy.
Remark 4.1. The similarity reduction can be regarded as the compatibility
condition of a Lax form
∂i,k(Ψ) = Bi,kΨ (i = 1, . . . , r; k ∈ N), ϑn(Ψ) =MΨ.
Here an N−B+-valued function Ψ is given by
Ψ = W exp
(
r∑
i=1
∞∑
k=1
ti,kΛ
k
i
)
.
5 Derivation of Coupled PVI
In this section, we derive the Painleve´ system (1.1) with (1.2) from the
Drinfeld-Sokolov hierarchies for s(3,3) and s(2,2,1) by similarity reductions.
8
5.1 For the partition (3, 3)
At first, we define the Heisenberg subalgebra s(3,3) of g(A
(1)
5 ). Let
Λ1 = e1,2 + e3,4 + e5,0, Λ2 = e0,1 + e2,3 + e4,5, H1 = α
∨
1 + α
∨
3 + α
∨
5 ,
where
ei1,i2,...,in−1,in = adei1adei2 . . . adein−1(ein).
Then we have
s(3,3) =
⊕
k∈Z\3Z
CΛk1 ⊕
⊕
k∈Z\3Z
CΛk2 ⊕
⊕
k∈Z\{0}
CzkH1 ⊕ CK.
The grade operator for s(3,3) is given by
ϑ(3,3) = 3
(
z
d
dz
+ adη(3,3)
)
,
where
η(3,3) =
1
3
(α∨1 + 2α
∨
2 + 2α
∨
3 + 2α
∨
4 + α
∨
5 ).
It follows that s(3,3) admits the gradation of type s = (1, 0, 1, 0, 1, 0), namely
ϑ(3,3)(ei) = ei (i = 0, 2, 4), ϑ(3,3)(ej) = 0 (j = 1, 3, 5).
Note that
g≥0(1, 0, 1, 0, 1, 0) = Cf1 ⊕ Cf3 ⊕ Cf5 ⊕ b+.
We now assume t2,1 = 1 and t1,k = t2,k = 0 (k ≥ 2). Then the similarity
reduction (4.3) and (4.5) for s(3,3) is expressed as[
ϑ(3,3) −M, ∂1,1 −B1,1
]
= 0. (5.1)
Here the b+-valued functions M and B1,1 are defined by
M = ϑ(3,3)(W )W
−1 +W (ρ1H1 + t1,1Λ1 + Λ2)W−1,
B1,1 = ∂1,1(W )W
−1 +WΛ1W−1,
(5.2)
where W is an N−-valued function; its explicit formula is given below. In the
following, we derive the Painleve´ system from the system (5.1) with (5.2).
We denote by
W = exp(ω0) exp(ω−1) exp(ω<−1),
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where
ω0 = −w1f1 − w3f3 − w5f5,
ω−1 = −w0f0 − w2f2 − w4f4 − w0,1f0,1 − w1,2f1,2 − w2,3f2,3 − w3,4f3,4
− w4,5f4,5 − w5,0f5,0 − w1,2,3f1,2,3 − w3,4,5f3,4,5 − w5,0,1f5,0,1,
and ω<−1 ∈ g<−1(1, 0, 1, 0, 1, 0). Then the b+-valued function M is described
as
M = κ0α
∨
0 + κ1α
∨
1 + κ2α
∨
2 + κ3α
∨
3 + κ4α
∨
4 + κ5α
∨
5 − (t1,1w5 − w1)e0 + ϕ1e1
− (t1,1w1 − w3)e2 + ϕ3e3 − (t1,1w3 − w5)e4 + ϕ5e5 + t1,1Λ1 + Λ2,
with dependent variables
ϕ1 = t1,1w2 − w0, ϕ3 = t1,1w4 − w2, ϕ5 = t1,1w0 − w4,
and parameters
κ0 = −t1,1w5,0 − w0,1, κ1 = t1,1(w1w2 − w1,2)− (w0w1 + w0,1) + ρ1,
κ2 = −t1,1w1,2 − w2,3, κ3 = t1,1(w3w4 − w3,4)− (w2w3 + w2,3) + ρ1,
κ4 = −t1,1w3,4 − w4,5, κ5 = t1,1(w0w5 − w5,0)− (w4w5 + w4,5) + ρ1.
Note that
∂1,1(κi) = 0 (i = 0, . . . , 5).
We also remark that
w1ϕ1 + w3ϕ3 + w5ϕ5 + κ0 − κ1 + κ2 − κ3 + κ4 − κ5 + 3ρ1 = 0.
The b+-valued function B1,1 is described as
B1,1 = u0K + (u1 + w1x1)α
∨
1 + u2α
∨
2 + (u3 + w3x3)α
∨
3 + u4α
∨
4
+ w5x5α
∨
5 − w5e0 + x1e1 − w1e2 + x3e3 − w3e4 + x5e5 + Λ1,
where
u1 =
−2w1ϕ1 + w3ϕ3 + w5ϕ5 − 2κ0 + 2κ1 + κ2 − κ3 + κ4 − κ5
3t1,1
,
u2 = −w1ϕ1 + κ0 − κ1 + ρ1
t1,1
,
u3 =
−w1ϕ1 − w3ϕ3 + 2w5ϕ5 − κ0 + κ1 − κ2 + κ3 + 2κ4 − 2κ5
3t1,1
,
u4 =
w5ϕ5 + κ4 − κ5 + ρ1
t1,1
, x1 =
t21,1ϕ1 + t1,1ϕ5 + ϕ3
t31,1 − 1
,
x3 =
t21,1ϕ3 + t1,1ϕ1 + ϕ5
t31,1 − 1
, x5 =
t21,1ϕ5 + t1,1ϕ3 + ϕ1
t31,1 − 1
.
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Hence the system (5.1) with (5.2) can be expressed as a system of ordinary
differential equations in terms of the variabes ϕ1, ϕ5, w1, w3, w5; we do not
give its explicit formula.
Let
q1 =
w1
t21,1w3
, p1 =
t21,1w3ϕ1
3
, q2 =
w5
t1,1w3
, p2 =
t1,1w3ϕ5
3
, t =
1
t31,1
.
We also set
α0 =
1
3
(1− 2κ0 + κ1 + κ5), α1 = 1
3
(κ0 − 2κ1 + κ2),
α2 =
1
3
(1 + κ1 − 2κ2 + κ3), α3 = 1
3
(κ2 − 2κ3 + κ4),
α4 =
1
3
(1 + κ3 − 2κ4 + κ5), α5 = 1
3
(κ0 + κ4 − 2κ5),
and
η = ρ1 +
1
2
(α1 + α3 + α5).
Then we have
Theorem 5.1. The system (5.1) with (5.2) gives the Painleve´ system (1.1)
with (1.2). Furthermore, w3 satisfies the completely integrable Pfaffian equa-
tion
t(t− 1) d
dt
logw3 = −(q1 − 1)(q1 − t)p1 − (q2 − 1)(q2 − t)p2
− α1q1 − α5q2 + 1
3
(α1 + α2 − α3 − α4 + 2η)t
− 1
3
(α1 + α2 + 2α3 − α4 − 4η).
5.2 For the partition (2, 2, 1)
The Heisenberg subalgebra s(2,2,1) of g(A
(1)
4 ) is defined by
s(2,2,1) =
⊕
k∈Z\2Z
CΛk1 ⊕
⊕
k∈Z\2Z
CΛk2 ⊕
⊕
k∈Z\{0}
CzkH1 ⊕
⊕
k∈Z\{0}
CzkH2 ⊕ CK,
with
Λ1 = e4,0 + e1,2,3, Λ2 = e0,1 + e2,3,4,
H1 = α
∨
1 + α
∨
2 − α∨3 , H2 = −α∨2 + α∨3 + α∨4 .
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The subalgebra s(2,2,1) admits the gradation of type s = (2, 0, 1, 1, 0) with the
grade operator
ϑ(2,2,1) = 4
(
z
d
dz
+ adη(2,2,1)
)
, η(2,2,1) =
1
4
(α∨1 + 2α
∨
2 + 2α
∨
3 + α
∨
4 ).
Note that
g≥0(2, 0, 1, 1, 0) = Cf1 ⊕ Cf4 ⊕ b+.
We now assume t1,2 = 1 and t1,k = t2,k = 0 (k ≥ 3). Then the similarity
reduction (4.5) for s(2,2,1) is expressed as[
ϑ(2,2,1) −M, ∂1,1 − B1,1
]
= 0, (5.3)
with
M = ϑ(2,2,1)(W )W
−1 +W (ρ1H1 + ρ2H2 + 2t1,1Λ1 + 2Λ2)W−1,
B1,1 = ∂1,1(W )W
−1 +WΛ1W−1.
(5.4)
Let
W = exp(ω0) exp(ω−1) exp(ω−2) exp(ω<−2),
where
ω0 = −w1f1 − w4f4,
ω−1 = −w2f2 − w3f3 − w1,2f1,2 − w3,4f3,4,
ω−2 = −w0f0 − w0,1f0,1 − w2,3f2,3 − w4,0f4,0
− w1,2,3f1,2,3 − w2,3,4f2,3,4 − w4,0,1f4,0,1 − w1,2,3,4f1,2,3,4,
and ω<−2 ∈ g<−2(2, 0, 1, 1, 0). Then the system (5.4) gives explicit formulas
of M,B1,1 as follows:
M = κ0α
∨
0 + κ1α
∨
1 + κ2α
∨
2 + κ3α
∨
3 + κ4α
∨
4 + 2(w1 − t1,1w4)e0
+ ϕ1e1 + (ϕ2 − w1ϕ1,2)e2 + (ϕ3 + w4ϕ3,4)e3 + ϕ4e4
+ ϕ1,2e1,2 + 2(t1,1w1 − w4)e2,3 − ϕ3,4e3,4 + 2t1,1Λ1 + 2Λ2,
B1,1 = u0K + (u2 + w1x1)α
∨
1 + u2α
∨
2 + u3α
∨
3 + w4x4α
∨
4 − w4e0
+ x1e1 − w1x1,2e2 + ϕ3
2t1,1
e3 + x4e4 + x1,2e1,2 − w1e2,3 + Λ1,
where
ϕ1 = −2w0 + t1,1w2w3 − 2t1,1w2,3, ϕ2 = −2w3,4, ϕ3 = 2t1,1w1,2,
ϕ4 = 2t1,1w0 + w2w3 + 2w2,3, ϕ1,2 = 2t1,1w3, ϕ3,4 = −2w2,
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and
u2 = −w1ϕ1 + κ0 − κ1 + ρ1
2t1,1
, u3 =
w4ϕ4 + κ3 − κ4 + ρ1
2t1,1
,
x1 =
(t1,1ϕ1 + ϕ4)ϕ3 + (w1ϕ1 + w4ϕ4 + κ0 − κ1 + κ3 − κ4 + 2ρ1)ϕ3,4
2(t21,1 − 1)ϕ3
,
x4 =
(ϕ1 + t1,1ϕ4)ϕ3 + t1,1(w1ϕ1 + w4ϕ4 + κ0 − κ1 + κ3 − κ4 + 2ρ1)ϕ3,4
2(t21,1 − 1)ϕ3
,
x1,2 =
w1ϕ1 + w4ϕ4 + κ0 − κ1 + κ3 − κ4 + 2ρ1
ϕ3
.
Note that κ0, . . . , κ4 are constants. We also remark that
ϕ2ϕ3,4 + 2(w1ϕ1 + w4ϕ4 + κ0 − κ1 + κ2 − κ4 + 2ρ2) = 0,
ϕ3ϕ1,2 − 2t1,1(w1ϕ1 + w4ϕ4 + κ0 − κ1 + κ3 − κ4 + 2ρ1) = 0.
Hence the system (5.3) can be expressed as a system of ordinary differential
equations in terms of the variables ϕ1, ϕ3, ϕ4, ϕ3,4, w1, w4.
Let
q1 = −
t21,1ϕ3,4w4
ϕ3
, p1 = − ϕ3ϕ4
4t21,1ϕ3,4
,
q2 = −t1,1ϕ3,4w1
ϕ3
, p2 = − ϕ3ϕ1
4t1,1ϕ3,4
, t = t21,1.
We also set
α0 =
1
4
(2− 2κ0 + κ1 + κ4), α1 = 1
4
(κ0 + κ3 − 2κ4),
α2 =
1
4
(1 + κ2 − 2κ3 + κ4), α3 = 1
4
(−κ2 + κ3 + 2ρ1 − 2ρ2),
α4 =
1
4
(1 + κ1 − κ2 − 2ρ1 + 2ρ2), α5 = 1
4
(κ0 − 2κ1 + κ2),
η =
1
4
(2κ0 − 2κ1 + 2κ3 − 2κ4 + 3ρ1 − ρ2).
Then we have
Theorem 5.2. The system (5.3) with (5.4) gives the Painleve´ system (1.1)
with (1.2). Furthermore, ϕ3 and ϕ3,4 satisfy the completely integrable Pfaffian
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equations
t(t− 1) d
dt
logϕ3 = −q1(q1 − t)p1 − q2(q2 − t)p2 − α1q1 − α5q2
+
1
4
(1 + 2α2 − 2α3 − 2α4 − 2α5 + 6η)t
− 1
4
(1 + 2α2 + 2α3 − 2α4 − 2α5 + 2η),
t(t− 1) d
dt
logϕ3,4 = −(q1 − t)p1 − (q2 − t)p2 − η.
6 Derivation of other systems
In this section, we discuss the derivation of the Painleve´ systems for s(2,2),
s(3,1) and s(4,1) by a similar manner as in Section 5.
6.1 For the partition (2, 2)
The Heisenberg subalgebra s(2,2) of g(A
(1)
3 ) is defined by
s(2,2) =
⊕
k∈Z\2Z
CΛk1 ⊕
⊕
k∈Z\2Z
CΛk2 ⊕
⊕
k∈Z\{0}
CzkH1 ⊕ CK,
with
Λ1 = e1,2 + e3,0, Λ2 = e0,1 + e2,3, H1 = α
∨
1 + α
∨
3 .
The subalgebra s(2,2) admits the gradation of type s = (1, 0, 1, 0) with the
grade operator
ϑ(2,2) = 2
(
z
d
dz
+ adη(2,2)
)
, η(2,2) =
1
2
(α∨1 + 2α
∨
2 + α
∨
3 ).
Note that
g≥0(1, 0, 1, 0) = Cf1 ⊕ Cf3 ⊕ b+.
We now assume t1,2 = 1 and t1,k = t2,k = 0 (k ≥ 3). Then the similarity
reduction (4.5) for s(2,2) is expressed as[
ϑ(2,2) −M, ∂1,1 −B1,1
]
= 0, (6.1)
with
M = ϑ(2,2)(W )W
−1 +W (ρ1H1 + t1,1Λ1 + Λ2)W
−1,
B1,1 = ∂1,1(W )W
−1 +WΛ1W−1.
(6.2)
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Let
W = exp(ω0) exp(ω−1) exp(ω<−1),
where
ω0 = −w1f1 − w3f3,
ω−1 = −w0f0 − w2f2 − w0,2f0,2 − w1,2f1,2
− w2,3f2,3 − w3,0f3,0 − w1,2,3f1,2,3 − w3,0,1f3,0,1,
and ω<−1 ∈ g<−1(1, 0, 1, 0). Then the system (6.2) gives explicit formulas of
M,B1,1 as follows:
M = κ0α
∨
0 + κ1α
∨
1 + κ2α
∨
2 + κ3α
∨
3 + (w1 − t1,1w3)e0
+ ϕ1e1 + (w3 − t1,1w1)e2 + ϕ3e3 + t1,1Λ1 + Λ2,
B1,1 = u0K + u1α
∨
1 + u2α
∨
2 + w3x3α
∨
3 + w1e0 + x1e1 + w3e2 + x3e3 + Λ1,
where
ϕ1 = t1,1w2 − w0, ϕ3 = t1,1w0 − w2,
and
u1 =
w1
t1,1
x3 − κ0 − κ1 + ρ1
t1,1
, u2 =
w3ϕ3 + κ2 − κ3 + ρ1
t1,1
,
x1 =
(w1 − t1,1w3)ϕ3 − (κ0 − κ1 + κ2 − κ3 + 2ρ1)t1,1
(t21,1 − 1)w1
,
x3 =
(t1,1w1 − w3)ϕ3 − (κ0 − κ1 + κ2 − κ3 + 2ρ1)
(t21,1 − 1)w1
.
Note that κ0, . . . , κ3 are constants. We also remark that
w1ϕ1 + w3ϕ3 + κ0 − κ1 + κ2 − κ3 + 2ρ1 = 0.
Hence the system (6.1) can be expressed as a system of ordinary differential
equations in terms of the variables ϕ3, w1, w3.
Let
p =
w1ϕ3
2t1,1
, q =
t1,1w3
w1
, t = t21,1.
We also set
α0 =
1
2
(1 + κ1 − 2κ2 + κ3), α1 = 1
2
(−κ1 + κ3 + 2ρ1),
α2 = κ0 + κ2 − 2κ3, α3 = 1
2
(1− 2κ0 + κ1 + κ3),
α4 =
1
2
(−κ1 + κ3 − 2ρ1),
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and
a = α0, b = α3, c = α4, d = α2(α1 + α2).
Then we have
Theorem 6.1. The system (6.1) with (6.2) gives the sixth Painleve´ equation.
Furthermore, w1 satisfies the completely integrable Pfaffian equation
t(t− 1) d
dt
logw1 = −(q − 1)(q − t)p− α2q
+
1
4
(1 + 2α1 − 2α3 − 4α4)t− 1
4
(1− 2α1 − 4α2 − 2α3).
6.2 For the partition (3, 1)
The Heisenberg subalgebra s(3,1) of g(A
(1)
3 ) is defined by
s(3,1) =
⊕
k∈Z\3Z
CΛk1 ⊕
⊕
k∈Z\{0}
CzkH1 ⊕ CK,
with
Λ1 = e0 + e1 + e2,3, H1 = α
∨
1 + 2α
∨
2 − α∨3 .
The subalgebra s(3,1) admits the gradation of type s = (1, 1, 0, 1) with the
grade operator
ϑ(3,1) = 3z
(
d
dz
+ adη(3,1)
)
, η(3,1) =
1
3
(α∨1 + α
∨
2 + α
∨
3 ).
Note that
g≥0(1, 1, 0, 1) = Cf2 ⊕ b+.
We now assume t1,2 = 1 and t1,k = 0 (k ≥ 3). Then the similarity
reduction (4.5) for s(3,1) is expressed as[
ϑ(3,1) −M, ∂1,1 −B1,1
]
= 0, (6.3)
with
M = ϑ(3,1)(W )W
−1 +W (ρ1H1 + t1,1Λ1 + 2Λ21)W
−1,
B1,1 = ∂1,1(W )W
−1 +WΛ1W−1.
(6.4)
Let
W = exp(−w2f2) exp(ω−1) exp(ω−2) exp(ω<−2),
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where
ω−1 = −w0f0 − w1f1 − w3f3 − w1,2f1,2 − w2,3f2,3,
ω−2 = −w0,1f0,1 − w3,0f3,0 − w0,1,2f0,1,2 − w1,2,3f1,2,3 − w2,3,0f2,3,0,
and ω<−2 ∈ g<−2(1, 1, 0, 1). Then the system (6.4) gives explicit formulas of
M,B1,1 as follows:
M = κ0α
∨
0 + κ1α
∨
1 + κ2α
∨
2 + κ3α
∨
3 + ϕ0e0 + (ϕ1 + w2ϕ1,2)e1
+ ϕ2e2 + (ϕ3 − w2ϕ2,3)e3 + ϕ1,2e1,2 + ϕ2,3e2,3 − 2w2e3,0 + 2Λ21,
B1,1 = u3K − ϕ1 − t1,1
2
α∨0 +
ϕ0 − t1,1
2
α∨1 +
w2ϕ1,2
2
α∨2 +
ϕ1,2
2
e2 − w2e3 + Λ1,
where
ϕ0 = 2w1 + 2w2,3 + t1,1, ϕ1 = −2w0 − 2w2,3 + t1,1,
ϕ2 = (w0 − 2w1 + t1,1)w3 − 2w3,0, ϕ3 = 2w1,2,
ϕ1,2 = 2w3, ϕ2,3 = 2w0 − 2w1 + t1,1.
Note that κ0, . . . , κ4 are constants. We also remark that
2w2ϕ2 − ϕ3ϕ1,2 = 2(κ2 − κ3 − 3ρ1), ϕ0 + ϕ1 + ϕ2,3 = 3t1,1.
Hence the system (6.3) can be expressed as a system of ordinary differential
equations in terms of the variables ϕ0, ϕ1, ϕ2, ϕ1,2, w2.
Let
q1 = −w2ϕ1,2√
6
, p1 = − 2ϕ2√
6ϕ1,2
, q2 =
ϕ1√
6
, p2 = − ϕ0√
6
, t = −
√
6t1,1
2
.
We also set
α1 =
1
3
(κ2 − κ3 − 3ρ1), α2 = 1
3
(κ1 − 2κ2 + κ3),
α3 =
1
3
(1 + κ0 − 2κ1 + κ2), α4 = 1
3
(1− 2κ0 + κ1 + κ3).
Then we have
Theorem 6.2. The system (6.3) with (6.4) gives the Painleve´ system HA(1)4 .
Furthermore, ϕ1,2 satisfies the completely integrable Pfaffian equation
d
dt
logϕ1,2 = p1 + p2 − 2
3
t.
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6.3 For the partition (4, 1)
The Heisenberg subalgebra s(4,1) of g(A
(1)
4 ) is defined by
s(4,1) =
⊕
k∈Z\4Z
CΛk1 ⊕
⊕
k∈Z\{0}
CzkH1 ⊕ CK,
with
Λ1 = e0 + e1 + e4 + e2,3, H1 = α
∨
1 + 2α
∨
2 − 2α∨3 − α∨4 .
The subalgebra s(4,1) admits the gradation of type s = (2, 2, 1, 1, 2) with the
grade operator
ϑ(4,1) = 8
(
z
d
dz
+ adη(4,1)
)
, η(4,1) =
1
8
(3α∨1 + 4α
∨
2 + 4α
∨
3 + 3α
∨
4 ).
Note that
g≥0(2, 2, 1, 1, 2) = b+.
We now assume t1,2 = 1 and t1,k = 0 (k ≥ 3). Then the similarity
reduction (4.5) for s(4,1) is expressed as[
ϑ(4,1) −M, ∂1,1 −B1,1
]
= 0, (6.5)
with
M = ϑ(4,1)(W )W
−1 +W (ρ1H1 + 2t1,1Λ1 + 4Λ21)W
−1,
B1,1 = ∂1,1(W )W
−1 +WΛ1W−1.
(6.6)
Let
W = exp(ω−1) exp(ω−2) exp(ω−3) exp(ω−4) exp(ω<−4),
where
ω−1 = −w2f2 − w3f3,
ω−2 = −w0f0 − w1f1 − w4f4 − w2,3f2,3,
ω−3 = −w1,2f1,2 − w3,4f3,4,
ω−4 = −w0,1f0,1 − w4,0f4,0 − w1,2,3f1,2,3 − w2,3,4f2,3,4,
and ω<−4 ∈ g<−4(2, 2, 1, 1, 2). Then the system (6.6) gives explicit formulas
of M,B1,1 as follows:
M = κ0α
∨
0 + κ1α
∨
1 + κ2α
∨
2 + κ3α
∨
3 + κ4α
∨
4 + ϕ0e0 + ϕ1e1
+ ϕ2e2 + ϕ3e3 + ϕ4e4 + ϕ1,2e1,2 + ϕ2,3e2,3 + ϕ3,4e3,4 + 4Λ
2
1,
B1,1 = u4K + u0α
∨
0 +
ϕ0 − 2t1,1
4
α∨1 + u2α
∨
2 + u3α
∨
3 +
ϕ1,2
4
e2 +
ϕ3,4
4
e3 + Λ1,
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where
ϕ0 = 4w1 − 4w4 + 2t1,1, ϕ1 = −4w0 + 2w2w3 − 4w2,3 + 2t1,1,
ϕ2 = −2(2w1 − w4 − t1,1)w3 − 4w3,4, ϕ3 = 2(w1 − 2w4 − t1,1)w2 + 4w1,2,
ϕ1,2 = 4w3, ϕ2,3 = −4w1 + 4w4 + 2t1,1, ϕ3,4 = −4w2,
and
64t1,1u0 = (ϕ0 − 4t1,1)(4ϕ1 + ϕ1,2ϕ3,4) + 4ϕ2ϕ3,4
+ 16t21,1 + 16(κ0 − κ1 + κ2 − κ4 − 2ρ1),
64t1,1u2 = ϕ0(4ϕ1 + ϕ1,2ϕ3,4) + 4(ϕ2 − t1,1ϕ1,2)ϕ3,4
− 16t21,1 + 16(κ0 − κ1 + κ2 − κ4 − 2ρ1),
64t1,1u3 = ϕ0(4ϕ1 + ϕ1,2ϕ3,4) + 4ϕ2ϕ3,4
− 16t21,1 + 16(κ0 − κ1 + κ2 − κ4 − 2ρ1).
Note that κ0, . . . , κ4 are constants. We also remark that
(ϕ0 − 4t1,1)ϕ1,2ϕ3,4 + 4ϕ3ϕ1,2 + 4ϕ2ϕ3,4 = 16(−κ2 + κ3 + 4ρ1),
4ϕ1 + 4ϕ4 + ϕ1,2ϕ3,4 = 16t1,1, ϕ0 + ϕ2,3 = 4t1,1.
Hence the system (6.5) can be described as a system of ordinary differential
equations in terms of the variables ϕ0, ϕ1, ϕ2, ϕ1,2, ϕ3,4.
Let
q1 =
ϕ0
4t1,1
, p1 =
t1,1ϕ1
8
,
q2 =
ϕ0
4t1,1
+
ϕ2
t1,1ϕ1,2
, p2 =
t1,1ϕ1,2ϕ3,4
32
, t = −t
2
1,1
2
.
We also set
α1 =
1
8
(2− 2κ0 + κ1 + κ4), α2 = 1
8
(2 + κ0 − 2κ1 + κ2),
α3 =
1
8
(1 + κ1 − 2κ2 + κ3), α4 = 1
8
(κ2 − κ3 − 4ρ1),
α5 =
1
8
(1− κ3 + κ4 + 4ρ1).
Then we have
Theorem 6.3. The system (6.5) with (6.6) gives the Painleve´ system HA(1)5 .
Furthermore, ϕ1,2 satisfies the completely integrable Pfaffian equation
t
d
dt
logϕ1,2 = −q1p1 − q2p2 + tq2 − 3
4
t− 1 + 2α1 + 2α3 + 2α5
4
.
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A Lax pair
In the previous section, we have derived several Painleve´ systems. Each
of them can be regarded as the compatibility condition of a Lax pair (see
Remark 4.1)
dΨ
dt
= BΨ, ϑ
n
(Ψ) =MΨ.
In this section, we give an explicit description of M and B by means of a
bases of sln+1[z, z
−1].
A.1 For the partition (2, 2)
The matrix M is described as follows:
M =

ε1 −2(qp+α1+α2)w1
√
t 0
0 ε2
w1(q−t)√
t
1√
tz 0 ε3
2
√
tp
w1
w1(1− q)z z 0 ε4
 ,
where ε1, . . . , ε4 are linear conbinations of α0, . . . , α3. The matrix B is ex-
pressed as follows:
B =
1
2
√
t

u1 − u0 x1 1 0
0 u2 − u1 x2 0
z 0 u3 − u2 x3
x0z 0 0 u0 − u3
 .
Each component of B is rational in q, p, w1; see Section 6.1. The compatibility
condition of this Lax pair gives the sixth Painleve´ equation.
Remark A.1. It is known that PVI arises from the Lax pairs of two types,
2 × 2 matrix system [IKSY] and 8 × 8 matrix system [NY3]. The result of
this section means that we derive a new Lax pair for PVI.
A.2 For the partition (3, 1)
The matrix M is described as follows:
M =

ε1
√
6(q2 − q1) ϕ1,2 2
2z ε2 −
√
6ϕ1,2p1
2
√
6(p2 − q2 − t)
2
√
6q1
ϕ1,2
z 0 ε3
6{q1(p1+p2−q2−t)−α1}
ϕ1,2
−√6p2z 2z 0 ε4
 ,
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where ε1, . . . , ε4 are linear conbinations of α0, . . . , α3. The matrix B is ex-
pressed as follows:
B =
−2√
6

u1 − u0 1 0 0
0 u2 − u1 x2 1
0 0 u3 − u2 x3
z 0 0 u0 − u3
 .
Each component of B is rational in q1, p1, q2, p2, ϕ1,2; see Section 6.2. The
compatibility condition of this Lax pair gives the Painleve´ system HA(1)4 .
Note that the system HA(1)4 also arise from the Lax pair by means of 5×5
matricies [NY1].
A.3 For the partition (4, 1)
The matrix M is described as follows:
M =

ε1
8p1√−2t ϕ1,2 4 0
0 ε2
√−2tϕ1,2(q2 − q1) 4
√−2t(1− q1) 4
0 0 ε3
32{(1−q2)p2−α4}
ϕ1,2
32p2√−2tϕ1,2
4z 0 0 ε4 −8(p1+p2+t)√−2t
4
√−2tq1z 4z 0 0 ε5
 ,
where ε1, . . . , ε5 are linear conbinations of α0, . . . , α4. The matrix B is ex-
pressed as follows:
B =
1√−2t

u1 − u0 1 0 0 0
0 u2 − u1 x2 1 0
0 0 u3 − u2 x3 0
0 0 0 u4 − u3 1
z 0 0 0 u0 − u4
 .
Each component of B is rational in q1, p1, q2, p2, ϕ1,2; see Section 6.3. The
compatibility condition of this Lax pair gives the Painleve´ system HA(1)5 .
Note that the system HA(1)5 also arise from the Lax pair by means of 6×6
matricies [NY1].
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A.4 For the partition (2, 2, 1)
The matrix M is described as follows:
M =

0 −4
√
tϕ3,4p2
ϕ3
8
√
t(q1p1+q2p2+η)
ϕ3
2
√
t 0
0 0 ϕ2
2ϕ3(tq2−q1)
tϕ3,4
2
0 0 0 ϕ3(t−q1)
s
ϕ3,4
2
√
tz 0 0 0 −4tϕ3,4p1
ϕ3
2ϕ3(q1−q2)√
tϕ3,4
z 2z 0 0 0
 ,
where ε1, . . . , ε5 are linear conbinations of α0, . . . , α4 and
ϕ2 =
8{(q2 − 1)(q1p1 + q2p2 + η) + α3}
ϕ3,4
.
The matrix B is expressed as follows:
B =
1
2
√
t

u1 − u0 x1 x1,2 1 0
0 u2 − u1 x2 x2,3 0
0 0 u3 − u2 x3 0
z 0 0 u4 − u3 x4
x0z 0 0 0 u0 − u4
 .
Each component of B is rational in q1, p1, q2, p2, ϕ3, ϕ3,4; see Section 5.2. The
compatibility condition of this Lax pair gives the system (1.1) with (1.2).
A.5 For the partition (3, 3)
The matrix M is described as follows:
M =

ε1
3t2/3p1
w3
1
t1/3
0 0 0
0 ε2
w3(t−q1)
t
1 0 0
0 0 ε3 −3(q1p1+q2p2+η)w3 1t1/3 0
0 0 0 ε4
w3(q2−1)
t1/3
1
1
t1/3
z 0 0 0 ε5
3t1/3p2
w3
w3(q1−q2)
t2/3
z z 0 0 0 ε6

,
where ε1, . . . , ε6 are linear conbinations of α0, . . . , α5. The matrix B is ex-
pressed as follows:
B =
−1
3t4/3

u1 − u0 x1 1 0 0 0
0 u2 − u1 x2 0 0 0
0 0 u3 − u2 x3 1 0
0 0 0 u4 − u3 x4 0
z 0 0 0 u5 − u4 x5
x0z 0 0 0 0 u0 − u5
 .
22
Each component of B is rational in q1, p1, q2, p2, w3; see Section 5.1. The
compatibility condition of this Lax pair gives the system (1.1) with (1.2).
B Affine Weyl group symmetry
The system (1.1) with (1.2) admits affine Weyl group symmetry of type
A
(1)
5 . In this section, we describe its action on the dependent variables and
parameters.
Let ri (i = 0, . . . , 5) be birational canonical transformations defined by
α0 → −α0, α1 → α0 + α1, α5 → α0 + α5,
p1 → p1 − α0
q1 − q2 , p2 → p2 −
α0
q2 − q1 ,
for i = 0;
α0 → α0 + α1, α1 → −α1, α2 → α1 + α2, q1 → q1 + α1
p1
,
for i = 1;
α1 → α1 + α2, α2 → −α2, α3 → α2 + α3, p1 → p1 − α2
q1 − t ,
for i = 2;
α2 → α2 + α3, α3 → −α3, α4 → α3 + α4,
q1 → q1 + α3q1
q1p1 + q2p2 − α3 + η , p1 → p1 −
α3p1
q1p1 + q2p2 + η
,
q2 → q2 + α3q2
q1p1 + q2p2 − α3 + η , p2 → p2 −
α3p2
q1p1 + q2p2 + η
,
for i = 3;
α3 → α3 + α4, α4 → −α4, α5 → α4 + α5, p2 → p2 − α4
q2 − 1 ,
for i = 4;
α0 → α0 + α5, α4 → α4 + α5, α5 → −α5, q2 → q2 + α5
p2
,
for i = 5. Then the system (1.1) with (1.2) is invariant under the action of
them. Furthermore, a group of symmetries 〈r0, . . . , r5〉 is isomorphic to the
affine Weyl group of type A
(1)
5 .
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The group of symmetries defined above arises from the gauge transfor-
mations
ri(Ψ) = exp
(
αi
ϕi
fi
)
Ψ (i = 0, . . . , 5),
where
ϕ0 =
w3(q2 − q1)
3t2/3
, ϕ1 = −t
2/3p1
w3
, ϕ2 =
w3 (q1 − t)
3t
,
ϕ3 =
q1p1 + q2p2 + η
w3
, ϕ4 =
w3(1− q2)
3t1/3
, ϕ5 = −t
1/3p2
w3
,
for the Lax pair of Appendix A.5. Note that those transformations are de-
rived from the following ones [NY2]:
ri(G) = G exp(−ei) exp(fi) exp(−ei) (i = 0, . . . , 5),
where G is an N−B+-valued function given in Section 4.
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