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Abstract
It is a fundamental challenge for geologists to create quantitative estimates of rainfall
and temperature in past climates. Yet, records of past climates are integral for un-
derstanding the complexities of earth system dynamics. The research presented in this
dissertation begins to establish a framework for reconstructing paleoclimates using the
magnetic properties of fossilized soils. Magnetic minerals are ubiquitous in soils, and
their composition, grain size, and concentration is often directly related to the ambi-
ent climatic conditions that were present during soil formation. Using rock magnetic
methods, it is possible to sensitively characterize the magnetic mineral assemblages in
natural materials - including soils and paleosols. The fundamentals of rock magnetism
and many of the common methods used in rock magnetic applications are presented
in chapter 2 and chapter 3, respectively. Chapter 4 reviews the physical, chemical,
and biological factors that affect magnetic mineral assemblages in soils, the magnetic
methods we use to characterize them, and the known relationships between magnetic
minerals in soils and climate. A critical component to developing replicable tools for
reconstructing paleoclimate is developing analytical and statistical tools that are acces-
sible to the greater community. Chapter 5 introduces a new model, MAX UnMix, that
was developed as an open-source, online tool for rock magnetic data processing that is
designed to be user-friendly and accessible. Two case studies, on both fossil (Chapter
7) and modern (Chapter 6) soils, are presented and discuss many issues related to ap-
plying magnetic paleoprecipitation proxies in deep time. Chapter 7 discusses difficulties
in disentangling the effects of pedogenesis, diagenesis, and recent surficial weathering in
Paleocene-Eocene (∼ 56-55 Ma) paleosols. Chapter 6 explores the relative influence of
soil forming factors (vegetation vs. climate) on controlling the pedogenic formation of
magnetic minerals in soils developing across the forest-to-prairie ecotone in NW Min-
nesota. The body of research presented in this dissertation provides many challenges
to future workers, while at the same time highlighting that rock magnetism should be
a useful tool for researchers interested in deep time paleoclimates moving forward.
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Chapter 1
Introduction
Interactions between climate, life, tectonics, and the environment are complex and oc-
cur over different timescales, ranging from decadal variability in the climate system to
tectonic changes that occur over millions of years. Effectively understanding the com-
plexity amongst these disparate, yet interconnected systems is critically important for
anticipating and preparing for the long-term future of our climate, environment, nat-
ural resources, and human societies. Changes in the modern earth system can often
be directly observed. Yet, understanding what the earth system might look like in the
future requires an understanding of how the earth system has changed and operated in
the past. Luckily, the geologic record preserves a treasure trove of information about
past environments (both marine and terrestrial) and the biotic communities that inhab-
ited them. However, it remains a challenge to reconstruct the climates in which these
environments and biotic communities existed - particularly for deep time (> 2.5 Ma)
terrestrial deposits that preserve many of the non-analog environments and climates we
cannot study in modern systems (for example, greenhouse climates of the early Cenozoic
∼65-34 Ma).
In order to understand the complexities of the climate system in deep time, geologists
need tools that allow us to look into the past and to reconstruct variables such as annual
precipitation and temperature. The particular class of tools that allow geologists to do
this are called paleoclimate proxies. Proxy methods can vary greatly, for instance models
exist to reconstruct paleoclimate from the size and shape of fossil leaves (Peppe et al.,
2011; Royer , 2012) and from the isotopic composition of carbonate nodules that form
1
2in soils (e.g., Snell et al., 2012). A common characteristic amongst all paleoclimate
proxies, regardless of how different the analytical approach may be, is that studies
of modern systems have established a relationship between climate and some physical,
biological, or chemical property that has the potential to be preserved in the sedimentary
record. In turn, that relationship can be applied throughout the geologic record to
reconstruct climate. The motivation behind the research presented in this dissertation
was to improve our understanding of the relationships between magnetic minerals in
soils with climate, and as a result to create more robust models for reconstructing
paleoclimate in deep time.
For many decades, geologists have focused efforts on understanding terrestrial pale-
oclimates through investigating the physical and chemical properties of fossilized soils
(paleosols), which are ubiquitous in the fossil record and form in direct connection with
ambient climatic conditions. Quantitative geochemical proxy models are now widely
applied to reconstruct mean annual precipitation (MAP) and mean annual temperature
(MAT) from paleosols preserved in deep time (see review by Sheldon and Tabor , 2009).
Similarly, in more recent loess-paleosol sequences (Quaternary and younger, < 2.5 Ma)
the magnetic properties of paleosols have become a powerful tool to reconstruct ancient
rainfall and temperature fluctuations (Heller and Liu, 1986; Maher et al., 1994; Porter
et al., 2001; Balsam et al., 2004). Yet, magnetic methods have rarely been applied to
more ancient paleosols in pre-Quaternary systems and as a result, magnetic proxies that
are appropriate for deep time applications are underdeveloped relative to geochemical
methods.
This dissertation establishes the framework to begin using magnetic minerals (mag-
netite, maghemite, hematite, and goethite) preserved in pre-Quaternary paleosols as
proxies for paleoprecipitation. This is no small task, and I am fortunate to be able
to rely on decades of work by others that established environmental magnetism as a
powerful tool in Quaternary environments, including a variety of lacustrine and marine
systems (see reviews by Thompson and Oldfield , 1986; Evans and Heller , 2003; Maher ,
2007, 2011; Liu et al., 2012). There remain challenges to applying quantitative magnetic
paleoclimate models in deep time, but this dissertation present compelling evidence that
support a strong influence of climate on magnetic mineral assemblages in both mod-
ern and fossil soils. Looking to the future, there is enormous potential that has yet to
3be reached for deep time applications of environmental magnetism. As always, there
simply remains more work to be done.
1.1 Overview of Chapters
The chapters of this dissertation represent a collection of papers that address key is-
sues regarding the development of more widely applicable magnetic-based paleoclimate
proxies. The contents of each chapter are briefly outlined below.
• Chapters 2 and 3 provide an overview of the fundamentals of rock and mineral
magnetism as well as details regarding some of common methods. Much of these
two chapters were orignally published as an appendix to Maxbauer et al. (2016a),
but some modifications and additions have been made for this dissertation.
• Chapter 4 presents a review (recently published in Earth Science Reviews, see
Maxbauer et al., 2016a) of many of the key aspects of this work including a review
of magnetic minerals in soils (formation mechanisms and magnetic properties),
current magnetic paleoprecipitation proxies, complications that arise when relat-
ing magnetic mineral assemblages in soils to climate and environment, and research
themes that present challenges to the community moving forward.
• Building accurate and robust magnetic paleoclimate proxies hinges, in part, on
replicability in the analytical approaches used to characterize magnetic mineral
assemblages in soils and paleosols. In Chapter 5 of this dissertation, I describe
a new model, MAX UnMix, that allows users to unmix coercivity distributions
from field-dependent magnetizations curves. Coercivity analysis of this type is
critical in studying magnetic mineral assemblages where complex signals must
be decomposed into their constituent parts. This work builds off of pre-existing
models (Kruiver et al., 2001; Heslop et al., 2002; Egli , 2003) and attempts to strike
a balance between complexity that improves model performance (e.g., Egli , 2003)
and simplicity that encourages a diverse group of researchers to apply the model
(e.g., Kruiver et al., 2001). MAX UnMix functions as an online web-application
(www.irm.umn.edu/maxunmix) that is designed to be accessible, user-friendly, and
4intuitive. The contents of Chapter 5 were originally published in Computers and
Geosciences, see Maxbauer et al. (2016c) for details.
• A study of modern soils from Minnesota is presented in Chapter 6. The goal of
this study was to investigate the impact of vegetation on the magnetic properties
of soils that develop under uniform climate. A soils transect across the forest-to-
prairie transition in NW Minnesota allows us to compare the magnetic properties
of prairie, transitional, and forest soils that have developed under uniform cli-
mates. The results presented in Chapter 6 highlight the importance of isolating
specific populations of magnetic minerals out of the overall assemblage in order to
properly interpret environmental and climatic processes. For instance, isolating
the fine-grained, soil formed fraction of magnetic material in these MN soils shows
a general consistency - which supports climate as a primary driver for pedogenic
magnetic minerals found in soils. Supplemental material to Chapter 6 is included
as an appendix to this dissertation and can be found in section A.
• In Chapter 7, I present results from a unique study where magnetic properties
of paleosol layers were compared from exposures in outcrop to equivalent pale-
osols recently recovered as sediment cores from the Bighorn Basin, Wyoming.
Results from this study of Paleocene-Eocene (∼56-55 Ma) sediments highlighted
two critical concepts regarding magnetic mineral assemblages in paleosols. First,
diagenetic and more recent surface weathering processes affect the preservation
of magnetic minerals in ancient paleosols. Establishing novel and reproducible
methods to fingerprint and correct for different types of alterations will be essen-
tial to developing robust magnetic paleoclimate models moving forward. Second,
magnetic properties of paleosols in the Bighorn Basin compare favorably to geo-
chemical records and it is likely that the geochemical and magnetic properties of
paleosols record complementary information about paleoclimate. Integrated geo-
chemical and magnetic methods are likely to be a key theme of future research.
The contents of Chapter 7 were originally published in Earth and Planetary Sci-
ence Letters, see Maxbauer et al. (2016b) for details. The supplement that was
originally published with Maxbauer et al. (2016b) is included in this dissertation
as an appendix, see section B.
Chapter 2
Fundamentals of mineral
magnetism
The contents of this section were originally published as an appendix the a review article
published in the journal Earth Science Reviews under the title ‘Magnetic mineral as-
semblages in soils and paleosols as the basis for paleoprecipitation proxies: A review of
magnetic methods and challenges’. The main body of this paper is presented as Chapter
4 of this dissertation. See reference to Maxbauer et al. (2016a) for details. All published
material is reproduced with permission of the coauthors. In some instances, additional
material as been added to supplement the original, published work. Much of the addi-
tional material is summarized from Tauxe et al. (2014), who provide a more complete
overview of the fundamentals discussed here.
2.1 Origin of magnetism in natural materials
Magnetic fields arise in response to flow of electrical currents through conductive wire.
A basic definition of a magnetic field (H) is given by Ampe´re’s Law:
H = i/2pir (2.1)
where i is an electrical current (units of Ampe´re, A) and r is the distance between the
current and the induced magnetic field (units of meters, m). From equation 2.1 it follows
5
6that the unit measure for H is Am-1, and that the magnetitude of H scales with the
strength of the current, i. We can expand the definition of a magnetic field by imaging
a current that is flowing through a wire that is twisted into a loop, here the magnetic
field produced is quantified as a magnetic moment, m, where:
m = nipir2 (2.2)
and r now refers to the radius of the loop, i is again the electrical current, and n is the
number of individual loops in a given set. Following this definition we derive units for
m as Am2.
The electrical current required to produce a magnetic moment in natural materials
is provided by phenomena related to the motion and arrangement of electrons at the
atomic level. In any atom, there is a small magnetic moment that arises from angular
momentum created by electron motion. The magnetic moment that is created by this
electron orbital angular momentum is defined as a Bohr magneton (mb). Magnetic
moments are also created at the atomic level as a results of unpaired electron spins within
orbital shells surrounding an atomic nucleus. Each unpaired electron spin produces a
magnetic moment of 1 mb. In the case of iron (Fe), with an electron configuration of
1s22s22p63s23p63d64s2 (note that the 3d orbital has a capacity of 10 electrons), there
are 4 unpaired spins - giving Fe a net magnetic moment of 4 mb. In natural systems, iron
exists as an ion of Fe3+ or Fe2+ where electrons have first been lost from the 4s and then
3d orbitals - resulting in a 5 mb moment for Fe
3+ and 4 mb for Fe
2+. The arrangement
of iron atoms, or other transitional metals with unpaired electron spins, in mineral
crystal structures is what ultimately determines a material’s magnetic properties (see
section 4.3 for more details). In most cases, magnetic moments of natural materials are
expressed as magnetization (M), where the magnetic moment is normalized to either
volume (M with units of Am-1) or mass (M with units of Am2kg-1).
2.2 Magnetic susceptibility
Natural samples can often contain a mixture of various mineral and organic constituents
of various grain size and composition. When a material is placed in an applied mag-
netic field (H) it will produce an induced magnetization (M). The volume magnetic
7susceptibility (κ) of that material is expressed as the induced magnetization divided by
H:
κ = M/H (2.3)
where M and H both have units of Am-1 and κ is dimensionless (Evans and Heller ,
2003; Tauxe et al., 2014). Mass normalized susceptibility (χ), which is predominantly
used in soil and paleosol studies, is defined as the volume magnetic susceptibility divided
by the density (ρ) of the material (Thompson and Oldfield , 1986):
χ = κ/ρ (2.4)
where χ has units of m3kg-1. Reported values of χ are frequently measures of the low-
field (< 800 Am-1) magnetic susceptibility (χlf ). We note that susceptibility is defined
using the applied magnetic field, H (Am-1) while the induced magnetic field (B, units
of Tesla) can be derived using the relationship B = µoH, where µo is the permeability
of free space (4pi × 10−7 Hm-1; Stacey and Banerjee, 1974). Most recent studies report
magnetic properties with respect to B fields, and we will use B predominately through
the remainder of this appendix and throughout the main body of the review.
2.3 Diamagnetism, paramagnetism, and ferromagnetism
Measured values of χ represent contributions of induced magnetizations from diamag-
netic, paramagnetic, and various ferromagnetic minerals in a soil. The distinction be-
tween these mineral types is related to crystal structure and the interactions between
unpaired electron spins in neighboring atoms (Harrison and Feinberg , 2009; Tauxe et al.,
2014). Diamagnetic minerals (e.g., quartz, carbonates) have very weak, negative induced
magnetizations (χ ∼ −8 × 10−8 m3kg-1). Paramagnetic minerals (e.g., ferromagnesian
silicate minerals) produce a weak, positive magnetization that varies linearly with ap-
plied magnetic field strength. Both diamagnetic and paramagnetic minerals have no
net magnetization in the absence of an applied field.
Ferromagnetic materials (e.g., pure iron) produce a permanent spontaneous magne-
tization in the absence of an applied field that arises due to a parallel coupling of mag-
netic moments produced by unpaired electron spins within a mineral’s crystal lattice.
8Perfect antiferromagnetic minerals should have an antiparallel arrangement of magnetic
sub-lattices and no net magnetization in the absence of an applied field. However,
due to defects in crystal structures and spin canting, so-called antiferromagnetic min-
erals (e.g., hematite and goethite) produce permanent magnetizations as well as weak
positive induced magnetization (χ ∼ 60 − 70 × 10−8 m3kg-1; Maher , 2007). Ferrimag-
netic minerals (e.g., magnetite and maghemite) have unequal antiparallel arrangements
of electron spin moments and characteristically produce both strong permanent and
induced magnetizations (e.g., χ of magnetite is ∼ 500 ×10−6 m3kg-1; Maher , 2007).
Due to the order of magnitude difference in strength of the induced magnetizations
between ferrimagnetic minerals and all other soil constituents (e.g., antiferromagnetic,
paramagnetic, and diamagnetic minerals), χ is often viewed as a rough proxy for the
abundance of ferrimagnetic minerals, when present, regardless of grain size and com-
position. However, in some clay rich soils paramagnetic susceptibility can be dominant
(Dearing et al., 1996b; Yamazaki and Ioka, 1997; Jordanova and Jordanova, 1999).
2.4 Magnetic grain size
The magnetic properties of iron oxide minerals in soils are highly dependent on the grain
sizes of individual mineral particles. The smallest iron oxide nanoparticles (< 30 nm; all
grain size boundaries discussed here are specific to magnetite; Dunlop, 1973; Butler and
Banerjee, 1975) are superparamagnetic (SP). SP particles are uniformly magnetized,
however they are unable to hold a permanent magnetization because thermal energy
randomizes any magnetic alignment at room temperature in the absence of an applied
field. As grain size increases (30 − ∼75 nm; Dunlop, 1973; Butler and Banerjee, 1975)
magnetic particles have a stable, uniform magnetization and are referred to as stable
single domain (SSD). These grains are capable of accurately recording the direction and
strength of the Earth’s magnetic field, and their presence is critical to paleomagnetic
studies. For larger mineral particles (> 300 nm − 100 µm; Worm and Markert , 1987;
Heider et al., 1992), it becomes more energetically favorable for grains to form multiple
zones of uniform magnetization separated by highly mobile domain walls, and mineral
particles of this size are referred to as multidomain (MD). Notably, grains that fall in the
grain size range between SSD and MD have variable magnetic behavior and are referred
9to as pseudo-single domain (PSD). As will be highlighted below (and throughout the
main portions of this review), the interpretation of a soil’s magnetism is informed in
large part by the distribution of magnetic domain states (SP, SSD, PSD, and MD) that
are present.
2.5 Magnetic remanence and hysteresis
If a natural material is exposed to a weak magnetic field, then the measured magne-
tization relative to the field is expressed as the low field χ (discussed above). If the
applied field is then reduced to zero, then the material’s induced magnetization returns
to zero (e.g., magnetization goes from t1 back to t0 in Figure 2.1A and 2.1B). If the
applied field is large enough to “flip” the magnetic moments of some individual ferri-
magnetic or antiferromagnetic SSD grains and/or unpin magnetic domain walls in MD
mineral grains, then the specimen will retain a permanent magnetization parallel to
the applied field when the field is removed. This permanent magnetization is referred
to as magnetic remanence (Mr, see Figure 2.1; recall that SP grains do not retain re-
manence). Mr acquired in response to a direct field at room temperature is referred
to as an isothermal remanent magnetization (IRMxmT , where the subscript describes
the strength of the applied field used to impart remanence in units of milliTesla). A
specimen typically reaches saturation magnetization, where the magnetizations of its
constituent grains are maximally aligned with the applied field (Figure 2.1A,B) in large
applied fields (generally greater than or equal to the 1T available in most laborato-
ries). These fields are strong enough to saturate ‘soft’ ferrimagnetic minerals, such as
magnetite and maghemite, but larger fields are required to saturate ‘hard’ magnetic min-
erals like hematite and goethite (e.g., Maher et al., 2004; Rochette et al., 2005). When
a sufficiently strong field is used to completely saturate a specimen’s magnetization,
the specimen will retain a saturation remanence when the field is removed (saturation
isothermal remanent magnetization, SIRM or saturation remanent magnetization Mrs;
see Figure 2.1). Application of a field in the opposite direction will begin to reduce the
magnetization of the sample from SIRM towards saturation in the opposite direction.
The strength of the field required to reduce a saturated specimen’s induced magne-
tization to zero is referred to as the bulk coercivity (Bc; Figure 2.1C). If a specimen’s
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remanence is monitored as successively larger, negative fields are momentarily applied,
then we can determine the coercivity of remanence (Bcr; Figure 2.1C), which corre-
sponds to the field that reduces the specimen’s Mr from SIRM to zero. By definition,
Bcr is equal to or greater than Bc. At the scale of an individual, uniaxial SSD grain,
coercivity is defined as the field required to irreversibly ‘flip’ the direction of magneti-
zation. For a natural specimen, Bc can be thought of as the field required to reverse the
magnetic moments of enough grains within a specimen such that half of the magnetiza-
tion is aligned in the opposite direction of the saturating field. Coercivity for individual
grains of ferrimagnetic and antiferromagnetic minerals varies greatly, and is influenced
by mineralogy, shape, volume, and internal strain. The distribution of coercivity values
present within an individual specimen is critical to several magnetic methods (e.g., co-
ercivity unmixing and first order reversal curves) used to differentiate between various
sub-populations of magnetic iron oxides (discussed in section 4.5).
A separate form of magnetic remanence, anhysteretic remanent magnetization (ARM),
is used extensively in environmental magnetic studies of soils (e.g., Geiss and Zanner ,
2007; Geiss et al., 2008). In most rock magnetic laboratories, an ARM is imparted
to a specimen using a magnetizer that is capable of simultaneously generating a small
direct field (∼ 8 − 16 × 104 Am-1; referred to as Hbias, similar in magnitude to the
Earth’s magnetic field) as well as a much stronger alternating field (AF), whose peak
strength, frequency, and attenuation rate are controlled by the user. As the alternating
field oscillates back and forth, it forces the magnetization of magnetic grains within
the specimen to align in both the positive and negative directions of the attenuating
wave form according to their own individual coercivities. The small direct field acts
to bias the alignment of the grains’ magnetizations as the alternating field decays. If
no direct field bias is used, and the peak alternating field strength is greater than the
coercivity of all grains in the specimen, then half of the magnetization will be positive
with the other half being negative, ultimately resulting in a net zero remanence (i.e.,
AF demagnetization; Tauxe et al., 2014). ARM is commonly normalized by Hbias, in
which case it is referred to as the ARM susceptibility (χARM ), with units of m
3kg-1.
ARM , χARM , and the ratio of ARM (or χARM ) to IRM are excellent indicators of
the presence of SSD grains in a sample (e.g., Maher and Taylor , 1988) due to the fact
that MD grains generally have exceedingly low coercivities and are unable to retain any
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significant ARM .
As a soil specimen is exposed to increasing fields its constituent magnetic minerals
will eventually become saturated, where the magnetization of each grain has reached
maximum alignment with the applied field. At field strengths higher than saturation,
a specimen’s magnetization will continue to increase linearly as magnetic moments in
paramagnetic and purely antiferromagnetic minerals become progressively more aligned
with the applied field. The slope of the linear increase is referred to as the high field
susceptibility (χhf ; see Figure 2.1D) and the difference between χ and χhf yields the
contribution of ferrimagnetic minerals (regardless of grain size) to the susceptibility and
is termed ‘ferrimagnetic susceptibility’ (χferri; Evans and Heller , 2003).
2.6 Temperature dependence of magnetism
Ferromagnetism (including ferrimagnetism and antiferromagnetism discussed above)
arises in natural materials as a result of interactions between neighboring iron atoms
with the crystal structure of magnetic minerals. Both the induced and remanent magne-
tization of ferromagnetic materials are dependent in part on temperature. At high tem-
peratures the crystal structure of magnetic minerals will expand, resulting in decreased
interactions between the magnetic moments of neighboring iron atoms. It follows then
that an increasing temperature will act to decrease the magnetization (both induced
and remanent) of ferromagnetic materials up to a certain characteristic temperature,
known as the Curie Temperature (TC). The TC is unique to the crystal structure of each
magnetic mineral and represents the transition where thermal energy dissipates all the
interaction between neighboring iron atoms, resulting in a change from ferromagnetism
to paramagentism. For ferrimagnetic material (for example, magnetite and maghemite
described in section 4.3) the critical transitions at high temperature are termed Curie
Temperatures, although for the antiferromagnets (hematite and goethite, see section
4.3) these critical temperatures are termed Ne´el Temperatures (TN ). Low-temperatures
also result in characteristic changes in the magnetism of ferromagnetic materials. In
particular magnetite and hematite loose magnetization as a result of the Verway Tran-
sition (TV ) and the Morin Transition (TM ), respectively. These transitions are due to
a reordering of crystal structures from cubic (above TV ) to monoclinic (below TV ) in
12
magnetite and in a loss of spin-canting below TM in hematite. The details of these
transitions are discussed in more detail in section 4.3 and some useful application of
temperature dependent experiments in rock magnetism are discussed in the following
chapter.
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Figure 2.1
Magnetic hysteresis and coercivity. A. Schematic representation of the magnetic moments
(arrows) of an ensemble of individual single domain grains (represented as green ovals). Paired
with the magnetization curve in B it is possible to follow the effects of increasing the applied
field to the magnetization.
(continued on next page)
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Figure 2.1: continued caption
From t0 to t1 some of the individual magnetic moments begin to align with the magnetic field
(indicated by blue arrows within grains at t1), which results in a measurable low-field suscep-
tibility (χ). If the applied field remains less than the coercivities of all individual grains, the
magnetic moments for all particles will return to their original state at t0 when the field is re-
moved. In the case that the applied field exceeds the coercivities of some individual grains, those
magnetic moments will permanently change to be more in line with the field direction (orange
arrows at t2) and there will be a remanent magnetization (Mr) when the applied field is removed.
Further increases in the magnetic field will continue to align the magnetic moment of individual
grains until a maximum alignment is reached. The magnetization measured in the presence of
this saturating field is the saturation magnetization (Ms). The magnetization measured in the
absence of the field, after saturation, is the remanent saturation magnetization (Mrs) and is
shown at t4. C. The application of an increasing field in the opposite direction will eventually
reduce the induced magnetization to zero, and the strength of this field is referred to as the
bulk coercivity (Bc). A slightly larger field is required to reduce the remanent magnetization to
zero (Bcr). Bcr is a measure of the direct field that must be applied to remagnetize individual
particles in the ensemble such that the remanent magnetization is zero. The outline of the black
curve is referred to as a major hysteresis loop. D. The hysteresis loop shown in C is an idealized
loop where all measured particles are capable of retaining a remanence. The slope of the line
above the loop closure in D is referred to as high field susceptibility (χhf ) and represents the
net induced contribution from paramagnetic and diamagnetic materials in a specimen (both of
which respond linearly in applied magnetic fields). Typically this contribution is mathematically
removed during data processing and a ferromagnetic hysteresis loop is obtained that is similar
to that shown in C (green loop in D). Figures and captions adapted from Tauxe et al. (2014).
Chapter 3
Common methods in mineral
magnetism
Much of the content in this section were originally published as an appendix the a review
article published in the journal Earth Science Reviews under the title ‘Magnetic mineral
assemblages in soils and paleosols as the basis for paleoprecipitation proxies: A review of
magnetic methods and challenges’. The main body of this paper is presented as Chapter
4 of this dissertation. See reference to Maxbauer et al. (2016b) for details. All published
material is reproduced with permission of the coauthors. In some instances, additional
material as been added to supplement the original, published work.
There are many ways in which the rock magnetic properties of natural materials
can be manipulated and observed in order to characterize the concentration, composi-
tion, and magnetic grain size of magnetic mineral assemblages. Using instrumentation
common in most paleomagnetic laboratories, it is possible to observe basic induced and
remanent magnetizations such as magnetic susceptibility (discussed in section 2.2) and
low-field remanences and hysteresis properties (discussed in section 2.5). Some other
useful magnetic methods, particularly those that are important for this dissertation, are
discussed in detail in chapter 4. These include the frequency dependence of suscepti-
bility (χfd, see section 4.5.1), the ‘hard’ isothermal remanent magnetization (HIRM)
typically used to characterize the concentration of antiferromagnets like hematite and/or
geothite (see section 4.5.2), and techniques to unmix magnetization held by individual
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magnetic mineral populations in a mixed magnetic mineral assemblage (see section 4.3).
More detail on common methods not discussed in chapter 4 are provided below.
3.1 Demagnetization techniques
Magnetization (either natural or laboratory induced) in soils or sediments arises due to
an alignment of magnetic moments held by individual mineral grains in a sample. In
samples with a mixed magnetic mineral assemblage it is often useful to progressively
remove (demagnetize) magnetization of a sample using one of three methods.
3.1.1 Direct current demagentization
As discussed above in section 2.5, application of a direct current (DC) magnetic field
along the +z axis of a sample will align the magnetic moments of magnetic mineral
grains whose coercivities are less than the applied field strength, the result being that
the material will acquire an IRM in the absence of a field. The IRM imparted on a
sample, in theory, can be reversed by simply applying a DC field in the -z direction,
where all grains whose coercivities where low enough to be affected by the DC field
in the +z direction will be reversed to align in the -z direction. In the case that a
“saturating” field is used, in most instances a 1 or 1.5 T field, the measured remanence
will be ±Mr or ±SIRM . In practice, once a saturating field is applied to a sample and
Mr or SIRM can be measured, the +Mr is removed progressively by applying a DC field
that incrementally increases to a saturating field in the -z direction (for example, 0 to -1
T by 50 steps). The remanence measured during this progressive DC demagnetization is
referred to as a backfield remanence curve. At some point during DC demagnetization,
the measured remanence will be zero and the field strength required to demagnetize a
sample from SIRM to zero is referred to as the coercivity of remanence (Bcr, defined
above in section 2.5). Subsequent work in this dissertation highlight the utility of
decomposing backfield remanence curves to identify magentic mineral components in
mixed mineral assemblages (see chapters 4, 5, 7, and 6).
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3.1.2 Alternating field demagnetization
Alternating field (AF) demagnetization relies on the same concepts as DC demagne-
tization - namely that magnetic grains whose coercivities are lower than the applied
field will align in the direction of the applied field. AF fields oscillate between positive
and negative field strengths as a magnetic field decays from some peak field to zero.
As the field decays, magnetic moments of individual grains will track with the oscilla-
tions of the AF until the field has decayed below that characteristic coercivity of an
individual grain, at which point the grain moment will become locked in and will no
longer be affected by progressively weaker fields. In a natural sample composed of mixed
magnetic mineral assemblages with variable coercivities, AF demagnetization results in
about half of the grain magnetic moments aligned along the +z axis and half along the
-z axis, consequently reducing the measured remanence to zero. AF demagnetization
is used extensively in a variety of applications in rock and paleomagnetism and can be
particularly useful for isolating magnetization of grains with specific coercivities.
3.1.3 Thermal demagnetization
Magnetization can also be removed from a sample by heating. At room temperature,
grains that hold stable magnetization have relaxation times that are long enough that
magnetization (both natural and laboratory induced) can be stable for millions of year or
longer. This is due, in part, because the thermal energy at room temperature is much less
than the anisotropy energy (which is controlled by grain volume, crystal structure, stress,
and grain shape). As thermal energy increases at elevated temperatures relaxation
times decrease to a point that magnetization is lost, or unblocked. The unblocking
temperature of a given mineral can be informative of its composition - but is often
below the Curie Temparature of the same mineral phase.
3.2 S-Ratio and L-Ratio
The S-Ratio is a common parameter that is used in environmental magnetism to quan-
tify the proportion of hard and soft magnetic minerals in natural sediments (e.g., Stober
and Thompson, 1979; Bloemendal et al., 1992). The S-Ratio originally was expressed as
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the ratio of an IRM acquired at some non-saturating backfield (often −300 mT or −100
mT) measured after the acquisition of an SIRM (e.g., −IRM−300mT /SIRM ; Stober
and Thompson, 1979). Values close to unity are interpreted to indicate that remanence
within a specimen is held primarily by soft magnetic minerals. In most cases in which
natural sediment or soil specimens are studied, there will be a measurable remanence
in the backfield direction after the application of a small backfield (the blue arrow in
Figure 3.1) because of the strong remanence held by even trace amounts of soft ferri-
magnets. In the traditional treatment of the S-Ratio, IRM−300mT will represent the
contribution of soft minerals to the initially measured SIRM . However, in theory the
true contribution of the soft minerals to SIRM is one half the original SIRM minus
IRM−300mT . This is highlighted by the special case that IRM−300mT is zero (shown as
red in Figure 3.1). If the original SIRM is held equally by a soft and hard component,
the application of a backfield will reduce the specimen’s remanence to zero and a tradi-
tional S-Ratio will be zero. For these reasons, the S-Ratio is often calculated following
the definition of Bloemendal et al. (1992):
S −Ratio = 0.5× (SIRM − IRM − 300mT )/SIRM (3.1)
where the numerator now represents the true contribution from the soft mineral compo-
nent to SIRM (the compliment to HIRM). If calculated according to eq. 3.1, values
for the S-Ratio between 1 and 0.5 would indicate greater than 50% remanence held by
a soft component, values less than 0.5 would indicate greater than 50% remanence held
by a hard component (green arrow in Figure 3.1), and a value of 0.5 would indicate
remanence held equally by soft and hard minerals. We stress that magnetic based com-
parisons of relative contributions to remanence are not equivalent to mass or volume
estimates of these minerals (see section 4.5.4). For example, a 0.5 S-Ratio (according
to eq. 3.1) would indicate an order of magnitude difference between the mass/volume
fractions of the hard antiferromagnets with respect to magnetite/maghemite in order
for the bulk remanence held by these components to be equivalent(Bloemendal et al.,
1992).
Liu et al. (2007a) proposed the L-Ratio as a complimentary measure to aide in
the interpretation of both the S-Ratio and HIRM . The L-Ratio is defined as the
ratio of the resultant IRM1T magnetization remaining after AF demagnetization at
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two intermediate fields (e.g., 300 and 100 mT):
L−Ratio = IRMAF@300mT /IRMAF@100mT (3.2)
where values close to 1 indicate higher Bcr values. For a given set of samples, if the
L-Ratio remains relatively constant it can be taken that coercivity distributions are
constant and that traditional interpretations of HIRM and the S-Ratio are valid. In
the case that the L-Ratio is variable for a set of samples, it is suggested to indicate that
coercivity distributions are variable within individual specimens and that variations in
the HIRM and the S-Ratio are likely due to coercivity variations rather than relative
differences in the contributions of these minerals to overall remanence.
3.3 Some useful high and low temperature measurements
Lowrie (1990) proposed orthogonal IRM acquisition followed by thermal demagneti-
zation as a way to isolate a soft (∼120 mT), intermediate (∼400 mT), and hard (5 T)
component within a specimen. Monitoring the remanence loss as temperature increases
allows for identification of major slope changes indicating remanence lost at characteris-
tic transition temperatures for ferromagnetic minerals (e.g. Curie temperature, TC for
ferrimagnets and Ne´el Temperature, TN for antiferromagnets; see Lowrie, 1990; Tauxe
et al., 2014, for more details related to TC and TN). In the case that thermal de-
magnetization confirms that individual mineral components hold remanence only along
one orthogonal axis (e.g., soft axis is held entirely by magnetite, intermediate only by
hematite, and hard only by goethite), an absolute value for the remanence held by indi-
vidual mineral components can be attained. However, because variability in coercivity
can cause overlap between coercivity distributions of mineral phases (e.g., low coercivity
hematite and hard maghemite) and the potential to induce mineral transformations at
elevated temperature, care needs to be taken in order to assign a specific mineral phase
to the remanence held along each axis.
Low temperature remanence cycling is a useful alternative to high temperature cy-
cling because it avoids thermal alteration of mineral phases. Using a Magnetic Proper-
ties Measurement System (MPMS; Quantum Designs Inc., San Diego CA) it is possible
to impart large direct current fields (∼5−7 T) and to observe induced magnetization
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and remanence while temperature is cycled from room temperature (RT, ∼300 K) down
to ∼10 K. A typical routine used to characterize magnetic mineralogy is a RT-SIRM
(shown in Figure 3.2; see Lascu and Feinberg , 2011). An initial IRM at some saturating
field (∼2.5−7 T) is applied while the specimen is at room temperature. Following this
treatment, remanence is monitored while the temperature is decreased to ∼10 K and
subsequently increased back to 300 K. Hematite displays a large drop in remanence at
the Morin transition (TM, ∼260 K; see Figure 3.2) while magnetite loses remanence
at the Verwey transition (TV, ∼110 K; see Figure 3.2). Goethite is characterized by
a factor of ∼2 increase in remanence on cooling (Lascu and Feinberg , 2011). We note
that in many soils the Morin transition is suppressed due to defects and substitutions
common to soil hematite; however it is possible to identify hematite by inspection of the
first derivative of the RT-SIRM curve where sharp deviations of the derivative curve
at TM are indicative of hematite (see Lascu and Feinberg , 2011; Moro´n et al., 2013).
For magnetic mineral characterization, particularly for the identification of goethite
and hematite within a specimen, RT-SIRM is a particularly useful tool that ought
to be applied in the study of soils. It is possible to quantify the remanence held by
each mineral phase by conducting a series of RT-SIRM experiments that are separated
by sequential demagnetization experiments aimed to “remove” the magnetization of
individual mineral phases. Demagnetization of the soft ferrimagnets can be achieved by
AF demagnetization (either via traditional methods in a U-channel magnetometer or
via the “oscillation” mode of a MPMS), while goethite can be demagnetized by heating
of the sample to 400 K (above the TN of goethite, but not sufficiently high to induce
mineral transformations; see Guyodo et al., 2006, for a detailed example).
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Figure 3.1: Schematic representation of the magnetizations and formula used to calculate the
S-Ratio. If the S-Ratio is calculated according to the equation shown here (eq. 3.1 in text) then
values between 1 and 0.5 indicate greater than 50% of the remanence is held by soft ferrimagnetic
minerals. An S-Ratio of 0.5 is a special case such that exactly 50% of remanence is held by
ferrimagnets and 50% is held by antiferromagnets. An S-Ratio of less than 0.5 indicates that
antiferromagnets hold more than 50% of the remanence measurable in a specimen. See text for
more details.
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Figure 3.2: Room temperature (RT) SIRM for synthetic specimen of magnetite, goethite
(with trace magnetite), and hematite. Note the characteristic loss of remanence at the Verwey
transition for magnetite (TV; indicated with dashed line at 110 K) and the Morin transition for
hematite (TM; indicated with dashed line at 260 K). Goethite is characterized by an increase
in remanence upon cooling. Note that the Verwey transition is apparent from this synthetic
powder sample, indicating a trace amount of magnetite contamination in this specimen. All data
displayed here is freely available from the Institute for Rock Magnetism online Rock Magnetic
Bestiary (http://www.irm.umn.edu/bestiary2/). Remanence values for hematite and magnetite
are normalized to initial SIRM values measured at 300 K. Goethite values are normalized to
the IRM value measured at 10 K.
Chapter 4
Magnetic mineral assemblages in
soils and paleosols as the basis for
paleoprecipitation proxies: A
review of magnetic methods and
challenges
The contents of this section were originally published in the journal Earth Science Re-
views under the title ‘Magnetic mineral assemblages in soils and paleosols as the basis
for paleoprecipitation proxies: A review of magnetic methods and challenges’. See refer-
ence to Maxbauer et al. (2016b) for details. This work is included below it its published
form with permission of all authors.
4.1 Synopsis
Magnetic iron oxide minerals, principally magnetite, maghemite, hematite, and goethite
are formed in well-drained soils in response to a suite of physical, chemical, and bio-
logical factors. Despite a wide range of complexity in the pedogenic processes that
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lead to magnetic mineral formation, dissolution, and transformation, there are well-
documented empirical relationships between various magnetic mineral assemblages in
soils with environmental and climatic conditions. Recently there has been an increase
in the number of quantitative magnetic paleoprecipitation proxies that have been devel-
oped, and there is great potential for magnetic methods to be used in the geologic record
to develop reconstructions of past climates. Magnetic paleoprecipitation proxies have
been widely utilized in Quaternary or younger loess-paleosol systems; however, they
have yet to be utilized in the pre-Quaternary fossil record. Future studies of magnetic
mineralogy of soils and paleosols should aim to explore non-loessic modern soils and
pre-Quaternary paleosols with more focus on understanding the interaction between
magnetic mineral assemblages and soil moisture. Applications of existing and novel
magnetic paleoprecipitation proxies in the fossil record should prove to be a valuable
resource for paleoclimatologists.
4.2 Introduction
Magnetism in well-drained soil is controlled by the abundance, grain size, and chemi-
cal composition of various iron oxide and oxyhydroxide minerals (hereafter referred to
simply as “oxides”). In soils, the most abundant (by volume) iron oxides are goethite
(α−FeOOH) and hematite (α−Fe2O3), which are antiferromagnetic and produce weak
permanent magnetizations. Magnetite (Fe3O4) and maghemite (γ−Fe2O3), both ferri-
magnetic with strong magnetizations, are far less abundant in soils but tend to dom-
inate bulk magnetic properties. Magnetic minerals form in soil in response to a suite
of complex pedogenic processes that are sensitive to physical, chemical, and biological
conditions. Despite these complexities, empirical relationships between soil iron ox-
ides and climate have been observed for decades (e.g., Kampf and Schwertmann, 1983)
and environmental magnetic studies of soils and sediments routinely make qualitative
climatic interpretations (see reviews by Maher , 1998, 2007, 2011; Liu et al., 2012).
Quantitative reconstructions of past environmental conditions, such as mean an-
nual precipitation and temperature, are of fundamental interest to paleoclimatologists.
For example, methods to reconstruct paleoprecipitation in pre-Quaternary terrestrial
systems (>2.6 Ma) have been developed using leaf physiognomic approaches (Peppe
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et al., 2011; Royer , 2012), bulk geochemical weathering indices of paleosols (Sheldon
et al., 2002; Sheldon and Tabor , 2009), the depth to the carbonate horizon of pale-
osols (Retallack , 2005), and the ecophysiology of mammalian fauna (e.g., Eronen et al.,
2010b,a). A growing number of studies have proposed methods to link magnetic min-
erals within a soil quantitatively to the mean annual precipitation (MAP) under which
the soil developed (e.g., Maher and Thompson, 1995; Balsam et al., 2011; Geiss et al.,
2008; Orgeira et al., 2011; Hyland et al., 2015). Historically this work has focused on
magnetite/maghemite variations in loess-derived soils developed under a limited range
of MAP (∼200-1000 mm yr-1), although some recent studies have expanded their scope
to recognize quantitative relationships between precipitation rates and the abundance
of hematite and goethite in soils that have experienced more rainfall (up to 3000 mm
yr-1; Long et al., 2011; Hyland et al., 2015).
Magnetic paleoprecipitation proxies have the potential to be broadly applicable to
pre-Quaternary paleosols. However, current models have large uncertainties (Heslop and
Roberts, 2013; Maher and Possolo, 2013) and it is clear from well-studied loess-paleosol
sequences in China (Maher and Thompson, 1991; Porter et al., 2001), New Zealand (Ma
et al., 2013), Alaska (Bege´t et al., 1990), North America (Geiss et al., 2004; Geiss and
Zanner , 2006, 2007), and Russia (Maher et al., 2002, 2003a) that relationships between
iron oxide mineralogy and MAP can vary regionally. This variability highlights the need
to re-evaluate our current understanding of the factors that control the abundance of
iron oxides in soils, the magnetic methods we use to identify them, and the potential
applicability of magnetic paleoprecipitation proxies to paleosols in the pre-Quaternary
geological record.
In the first part of this review we provide an overview of the major iron oxide miner-
als found in soils (§4.3). This is followed by a discussion of the pedogenic processes that
lead to the formation and transformation of magnetic iron oxides in soils (§4.4). We
then discuss the relevant magnetic methods used to identify and quantify the abundance
of magnetic minerals in soils (§4.5). The available magnetic paleoprecipitation proxies
are reviewed in section five (§4.6). In section 6 (§4.7) we address natural mechanisms
that complicate and limit the applicability of different magnetic paleoprecipitation prox-
ies. Further, we explore the potential pathways for iron oxide mineral destruction or
transformation due to diagenetic processes that occur during the transition from soil
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to paleosols (§4.8). We conclude this review with a number of challenges and research
themes that we hope will guide future research (§4.9).
We direct readers that are relatively new to the field of environmental magnetism
to the appendix (note: the contents of the appendix to this paper has been repurposed
for this dissertation as Chapters 2 and 3) where we include a brief primer on many
common magnetic properties. This review draws from a broad body of previous pub-
lished work. For further details on specific topics, readers are referred to the following
resources: for a full review of iron oxide minerals see Cornell and Schwertmann (2003);
for previous reviews on magnetism in soils see Mullins (1977) and Maher (1998); for
more encompassing reviews of environmental magnetism in general see Thompson and
Oldfield (1986), Evans and Heller (2003), Maher (2007), Maher (2011), and Liu et al.
(2012).
4.3 Major Iron Oxides in Soil
We describe here the magnetic minerals that display correlation between mineral abun-
dance and precipitation (i.e., goethite, hematite, magnetite, maghemite). In addition,
we have included some related information about ferrihydrite because it is a common soil
constituent and often is involved as a precursor phase in pedogenic processes that lead
to the formation of the more stable magnetic iron oxides. Lepidocrite (γ−FeOOH) is a
polymorph of goethite that is generally less abundant compared with other iron oxides,
but is associated with goethite in some poorly drained redoximorphic soils (Schwert-
mann, 1988; Till et al., 2014). Siderite (FeCO3), greigite (Fe3S4), and pyrrhotite (Fe7S8
− Fe11S12) are other magnetic iron minerals that are sometimes found in poorly drained,
water-logged soils (Postma, 1983; Fassbinder and Stanjek , 1994). The hydration state
of these water-logged soils is often more related to drainage than to climate, and the
production of these minerals is not necessarily related to precipitation in most cases.
4.3.1 Magnetite and Maghemite
Magnetite (Fe3O4) is a mixed Fe(II)/Fe(III) oxide with an inverse spinel crystal structure
(see Figure 4.1). Ferric iron occupies all of the tetrahedral A−sites (yellow in Figure
4.1) while both Fe(III) and Fe(II) occupy octahedral B-sites (maroon in Figure 4.1).
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Figure 4.1
Crystal structure and magnetic moment alignments for common soil iron oxides and hydroxides.
Orientations of the magnetic moments for individual iron atoms are shown with grey arrows.
Octahedral sites are shown in maroon and tetrahedral sites are shown in yellow. Hydrogen is
shown as blue in the crystal structure of goethite.
(continued on next page)
The spin moments of A−site and B−site iron atoms are aligned antiparallel along
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Figure 4.1: continued caption
In each mineral structure the alignment of individual spin moments of iron atoms are aligned
antiparallel along the indicated crystallographic axes. Except in the case of hematite, shown
here with hexagonal crystal structure, where the spin alignment is nearly anti-parallel within the
c-plane (above 260 K) however because of spin-canting of neighboring iron atoms there is a weak
permanent magnetization that aligns along to the c-axis (Stacey and Banerjee, 1974; Dunlop
and O¨zdemir , 2001, 2006). For goethite, spin alignments are antiparallel along the b-axis and
weak parasitic and permanent remanence is due to defects and substitutions within the crystal
structure that are not shown here (Liu et al., 2006)(Liu et al., 2006). In magnetite imbalance
in the antiparallel alignment along the crystallographic <111> axis is due to Fe(II), which
occupies octahedral B-sites, and gives rise to magnetite’s ferromagnetic properties (Banerjee
and Moskowitz , 1985). Maghemite is composed entirely of Fe(III) and its ferrimagnetism is
attributed to cation vacancies within the B sub-lattice. Crystal structure and spin alignment
for ferrihydrite follows Michel et al. (2010). Note that the spin alignment for ferrihydrite shown
here represents the transient ferrimagnetic ferrihydrite (also referred to as “hydromaghemite”)
phase that has been identified as a possible source of magnetic enhancement in soils. See section
4.6 for more discussion.
the crystallographic 111 axis (denoted <111> in Figure 4.1) and the imbalance caused
by Fe(II) within the B sub−lattice gives rise to magnetites ferrimagnetism (Banerjee
and Moskowitz , 1985). Maghemite (γ−Fe2O3) is a ferric oxide with similar cubic spinel
crystal structure and ferrimagnetic properties to magnetite. The ferrimagnetism of
maghemite is due to vacancies within octahedral B−sites that cause imbalance between
the A and B sub−lattice alignment along the <111> axis (Figure 4.1).
Magnetite and maghemite are typically minor constituents (by volume or mass) of
both bulk soils and the magnetic mineral fraction, but their ferrimagnetic properties
tend to dominate many of the magnetic properties of soils (Maher , 1998). Magnetic
susceptibility (χ; defined in § A.1) values for magnetite can be as high as ∼500 x10-6
m3kg-1, with slightly lower values for maghemite (Maher , 2007). Saturation magneti-
zation (Ms; see § A.3) for magnetite is ∼92 Am2kg-1 and ∼74 Am2kg-1 for maghemite
(Pauthenet , 1950; Hunt et al., 1995; Tauxe et al., 2014). For an assemblage of purely
stable single domain (SSD) magnetite/maghemite grains with random orientations a
saturation remanence (Mrs; see § A.3) would be half of Ms (Mrs/Ms = 0.5; Day et al.,
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1977; Parry , 1982; Dunlop, 2002). This ratio decreases both as grain size increases
into multi domain (MD) size classes and/or as grain size decreases and behavior begins
to resemble that of superparamagnetic (SP) grains (see § A.2 for further discussion of
magnetic grain size). Coercivity (Bc) and coercivity of remanence (Bcr) for magnetite
and maghemite are generally low (typically 10’s of mT; parameters defined in § A.3)
with a maximum Bcr for magnetite of ∼300 mT (Hunt et al., 1995), meaning that sat-
uration properties of these minerals can be easily studied using instruments that are
standard to most rock magnetic laboratories. Magnetite and maghemite are referred to
as magnetically “soft” minerals because of their relatively low coercivities.
4.3.2 Hematite and Goethite
Hematite (α-Fe2O3) and goethite (α-FeOOH) are both so-called ‘antiferromagnetic’
minerals and are usually the most abundant and stable iron oxides present in the soil
environment (Cornell and Schwertmann, 2003). Despite their nearly antiferromagnetic
alignments both hematite and goethite produce weak permanent magnetizations (note
that pure antiferromagnetism is characterized by a lack of permanent magnetization in
the absence of an applied field). In hematite, weak permanent magnetization arises at
temperatures above ∼260 K (temperature of the Morin transition in hematite) due to
spin canting in neighboring iron atoms that have magnetic moments nearly antiparallel
within the crystallographic c-plane (see Figure 4.1; Stacey and Banerjee, 1974; Dunlop
and O¨zdemir , 2001, 2006). When temperature falls below the Morin transition (∼260
K) the spin alignment in pure hematite will become perfectly antiparallel along the c-
axis and the weak permanent magnetization due to canting is lost (Stacey and Banerjee,
1974). In goethite, a weak permanent magnetization is due to parasitic remanence that
arises as a result of defects and substitutions within the crystal structure (Figure 4.1;
Liu et al., 2006). In general, hematite and goethite are best characterized by their
relatively weak magnetizations and remarkably high coercivities (see below).
The χ of hematite and goethite is similar, and roughly 2−3 orders of magnitude
weaker than ferrimagnetic minerals (Dekkers, 1989; Maher, 2007). The saturation mag-
netization and remanence (Ms and Mrs) of these minerals is less well-constrained, but
typically reported values for Ms are ∼0.4 Am2kg-1 for pure hematite and ∼0.05−0.30
Am2kg-1 for naturally occurring goethite (Dekkers, 1989; Maher , 2007; Martin-Hernandez
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and Garc´ıa-Herna´ndez , 2010; Martin-Hernandez and Guerrero-Sua´rez , 2012; O¨zdemir
and Dunlop, 2014). The Mrs/Ms ratio in goethite and hematite is typically between
0.5 and 1 and is sensitive to variations in grain size and degree of saturation (for exam-
ple, calculating the ratio for goethite, for which true saturation is often not possible to
achieve, using magnetizations measured at 5 T vs. 9 T will likely yield variable results).
Many previous studies report Mrs/Ms ratios that are largely incorrect, as they were
calculated from non-saturated specimens (see Rochette and Fillion, 1989; O¨zdemir and
Dunlop, 2014).
In contrast to the “soft” ferrimagnetic minerals, hematite and goethite are referred
to as “hard” magnetic minerals due to their characteristically high Bcr (in general >
300 mT) and the large fields required to saturate these minerals. Maher et al. (2004)
reported non-saturation in a range of hematite samples above 2 T and in some samples
as high as ∼4-5 T (achieving only ∼60-70% true Mrs value at 2 T; Maher , 2011). In
goethite, and some fine-grained hematite, non-saturation has been reported in fields
up to 57 T, as an extreme example (Rochette et al., 2005). Goethite is almost never
saturated in fields produced by most laboratory instruments (1−3 T) and some studies
suggest that only 10-20% of the true Mrs is imparted by 2 T (e.g., Rochette and Fillion,
1989; France and Oldfield , 2000; Maher et al., 2004; Maher , 2011).
The magnetic properties of hematite and goethite can vary greatly depending on
grain size, defect density, and crystalline impurities such as aluminum substitutions (e.g.,
Dekkers, 1989; Liu et al., 2004, 2006; Roberts et al., 2006; O¨zdemir and Dunlop, 2014).
Goethite, which is prone to Al-substitution (Fitzpatrick , 1988), has a characteristic
decrease in Bcr and an increase in Ms with increasing Al% (Liu et al., 2006; Roberts
et al., 2006). Further, increasing Al% in goethite acts to lower the Ne´el temperature
(400 K for pure goethite, above this temperature goethite is unable to hold stable
remanence) towards room temperature (Liu et al., 2006; Roberts et al., 2006). Aluminum
substitution in hematite results in an increase in Bcr and a more variable effect on Ms
with increasing Al% (Liu et al., 2006; Roberts et al., 2006). These complications become
important when using magnetic measurements to estimate the abundance of hematite
and goethite in natural sediments (see section 4.5.4).
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4.3.3 Ferrihydrite
Ferrihydrite (Fe2O3 · 4H2O; Figure 1) is a poorly crystalline, metastable ferric iron oxide
that is ubiquitous in many modern soils, particularly in young soils where weathering
rates are high (Childs, 1992; Schwertmann, 1993; Jambor and Dutrizac, 1998; Cornell
and Schwertmann, 2003). Ferrihydrite occurs in small, nanoscale (1−7 nm) particles
that typically form coatings on silt and sand sized soil particles. The small particle
size and poor crystallinity of ferrihydrite result in a high specific surface area (200−500
m2g-1) and a high residual structural charge, both of which act to make it highly reactive
(Childs, 1992; Jambor and Dutrizac, 1998; Cornell and Schwertmann, 2003).
Ferrihydrite is a frequent precursor to the more thermodynamically stable iron ox-
ides, such as goethite and hematite (see Cornell and Schwertmann, 2003). Despite
its ubiquity, the magnetic properties of ferrihydrite are very poorly constrained. Fur-
ther, the crystal structure of pure, synthetic ferrihydrite remains an active area of debate
(e.g., Michel et al., 2007; Maillot et al., 2011; Manceau, 2012; Peak and Regier , 2012a,b).
Natural ferrihydrites are commonly impure (i.e., have isomorphic substitution) and sorb
silica, aluminum, and soil organic matter (Cismasu et al., 2011, 2012, 2013). This results
in a decrease in long-range crystallinity for natural ferrihydrites, as compared with syn-
thetic samples, and causes spatially variable surface properties (e.g., Eusterhues et al.,
2008; Cismasu et al., 2013). Accordingly, the crystal structure of natural ferrihydrite is
even less well understood. Lab experiments that describe transformation pathways of
iron oxides (discussed in more detail in section 4.4) often use synthetic samples of 2−line
or 6−line ferrihydrite (where the latter exhibits slightly more long range order than the
former) or isolated natural specimens. The heterogeneity of natural ferrihydrites likely
is a cause of the variable magnetic properties of ferrihydrite and of the complexities of
transformation pathways that occur in soils.
4.4 Formation of Iron Oxides in Soils
Iron oxide minerals occur in soils variously from pedogenic formation, input from eolian
processes (i.e., wind-blown dust), formation by burning during forest and grassland fires,
deposition from industrial pollution, or inheritance from the soil parent material. When
using precipitation proxies that link soil iron oxides with climate processes, it is critical
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that the iron oxides of interest are formed through pedogenic processes related to the
soil moisture budget, and ultimately the long term input of rainfall to the soil. Here, we
focus solely on the pedogenic processes known to produce iron oxide minerals in soils.
In oxic soils with a pH greater than 3, dissolution of ferrous iron-bearing primary
minerals (e.g., pyroxene, olivine, biotite, fayalite) releases Fe2+ ions into the soil solution
where rapid oxidation occurs, and poorly soluble Fe3+ ions rapidly undergo hydroly-
sis to precipitate ferrihydrite (Schwertmann, 1988; Cornell and Schwertmann, 2003).
Ferrihydrite is unstable with respect to the more crystalline ferrimagnetic and antifer-
romagnetic minerals and, with time, will progressively transform into these more stable
phases as soil conditions allow.
4.4.1 Iron oxide formation models describing magnetic enhancement
In many well-drained soils there is an observed increase in χ (and certain other mag-
netic properties such as anhysteretic and isothermal remanent magnetization, ARM
and IRM respectively; for descriptions of these parameters see §A.3) between the up-
per A and/or B soil horizon compared to the unaltered parent material (e.g., Figure
4.2). This phenomenon is referred to as “magnetic enhancement” and has been a topic
of interest for decades (e.g., Le Borgne, 1955, 1960; Mullins, 1977; Dearing et al., 1996a;
Maher , 1998; Boyle et al., 2010; Orgeira et al., 2011). Magnetic enhancement arises pri-
marily from the presence of SP/SSD magnetite and/or maghemite. Below we discuss
the two main pathways that are attributed to the pedogenic production of SP/SSD
ferrimagnetic minerals in soils.
Redox oscillations and the fermentation mechanism
The first mechanism proposed to explain the magnetic enhancement of well drained,
temperate soils involves a so called “fermentation” process in which redox oscilla-
tions during wet/dry cycles result in the production of very-fine grained magnetite
(Le Borgne, 1955, 1960; Mullins, 1977; Maher , 1998; Orgeira et al., 2011). During wet
periods, where water saturation in a soil is prolonged enough to create anoxic conditions
in soil pore spaces, reduction of Fe(III) in oxides (primarily ferrihydrite) or other soil
minerals releases Fe2+ into solution. The resultant mixed Fe2+/Fe3+ solution can then
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Figure 4.2: Example of a magnetically enhanced alluvial Vertisol from Buttermilk Creek,
Texas (Lindquist et al., 2011). Data at left is shown next to an image of the soil profile with
sample cubes in place. The increase in magnetic susceptibility of the upper soil horizons relative
to the lower horizons is common in many modern soils and is attributed in most cases to the
pedogenic production of magnetite and/or maghemite. Magnetic unmixing methods have shown
that “pedogenic” magnetite occurs in a variety of modern soils (see Figure 3). Horizons are
denoted with grey lines and follow descriptions in (Lindquist et al., 2011). ss denotes presence
of slickensides, k denotes the presences of carbonate
precipitate nanocrystalline magnetite (in the SP/SSD size class) upon drying at near
neutral pH (Taylor et al., 1987; Maher and Taylor , 1988).
This process has been demonstrated to occur abiotically in laboratory settings (Tay-
lor et al., 1987; Maher and Taylor , 1988); however, under anoxic conditions the oxidation
of organic matter is often coupled to the microbial reduction of Fe(III)-oxides in a pro-
cess referred to as dissimilatory iron reduction (DIR; for reviews see Lovley et al., 2004;
Lovley , 2013). The DIR bacterium Geobacter metallireducins (formerly strain GS-15)
was the first organism discovered that coupled degradation of organic matter (acetate)
to the reduction of ferric iron leading to the extracellular precipitation of SP/SSD mag-
netite Lovley et al. (1987). This discovery was coincident with the experimental results
of Taylor et al. (1987), which along with subsequent studies showed that biotic and abi-
otic precipitates of magnetite were both similar to natural SP/SSD magnetites (Maher
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and Taylor , 1988; Sparks et al., 1990). Despite a lack of direct observational evidence,
it is now generally assumed that DIR bacteria play an integral role in the pedogenic
production of magnetite during wet/dry cycles in well-drained temperate soils (e.g.,
Maher et al., 2003a; Guyodo et al., 2006; Maher , 2007).
Maghemite is commonly present in soils in combination with magnetite. The phys-
ical relationship between these two minerals is important to consider. Following the
fermentation mechanism, maghemite is interpreted to have formed via the slow oxida-
tion of magnetite (van Velzen and Dekkers, 1999; Chen et al., 2005, see section 4.4.1
below for alternative model). The oxidation of magnetite occurs at the rims of indi-
vidual grains and proceeds inward while oxidizing structural Fe2+ slowly diffuses out
of the crystal structure. Oxidation of magnetite commonly results in partially oxidized
magnetite grains that have a maghemitized rim and a magnetite core (van Velzen and
Dekkers, 1999; Chen et al., 2005; Ge et al., 2014). Partial oxidation of magnetite may
produce unusual, yet distinctive hysteresis behavior (e.g., Ge et al., 2014) and may
ultimately lead to the complete maghemitization of the original grain.
Ageing pathway of ferrihydrite to hematite
More recently, the slow transformation of ferrihydrite to hematite, during which an in-
termediate ferrimagnetic phase is produced, has been proposed as an alternative path-
way that can lead to magnetic enhancement (Barro´n and Torrent , 2002; Barro´n et al.,
2003; Torrent et al., 2006; Liu et al., 2008). Initial experiments showed that phosphate
2-line ferrihydrite ages to hematite in a two-step process where an ordered ferrimag-
netic phase, similar to maghemite, is produced as a metastable intermediary (Barro´n
and Torrent , 2002). Subsequent studies referred to the intermediate phase as hydro-
maghemite (Barro´n et al., 2003; Torrent et al., 2006; Liu et al., 2008; Cabello et al.,
2009) and ferrimagnetic ferrihydrite (Michel et al., 2010, shown in Figure4.1). Extrap-
olation of laboratory conditions (transition occurs in the laboratory at ∼150 ◦C under
ambient atmosphere) indicates that the timescale for a full transformation of ferrihy-
drite to hematite would be on the order of 105−106 years. This transformation is highly
dependent on the presence of ligands in the soil to effectively block the direct transfor-
mation of ferrihydrite to more thermodynamically favored phases, such as hematite and
goethite, at such elevated temperatures (Liu et al., 2010).
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Ferrihydrite is often categorized as one of two different types based on the number
of distinctive X−ray diffraction peaks: 2−line and 6−line ferrihydrite. 2−line ferri-
hydrite is generally considered to represent a less crystalline form of ferrihydrite than
6−line. Ageing of 2−line ferrihydrite at ∼150 ◦C in open air results in the production of
hematite with the characteristic magnetic intermediate phase being produced (Barro´n
and Torrent , 2002). However, ageing of 6−line ferrihydrite (∼175 ◦C) undergoes a direct
transformation to hematite or goethite without a magnetic intermediate phase (Barro´n
et al., 2003). Tetrahedrally coordinated iron is thought to be present in 2−line, but
not 6−line, ferrihydrite and maghemite (see Michel et al., 2007; Janney et al., 2000),
and this has been suggested as a reason why only 2−line ferrihydrite ages into a tran-
sient maghemite-like intermediary (Barro´n et al., 2003; Liu et al., 2010, see Figure 4.1).
However, recent work has reported the presence of tetrahedrally coordinated Fe(III)
in 6−line ferrihydrite, which appears to have antiferromagnetic spin coupling between
tetrahedral and octahedral sublattices (Guyodo et al., 2012). The crystallographic com-
plexities in ferrihydrite highlight the likelihood that transformations of iron oxides in
soils are more complex than controlled laboratory experiments.
An important gap in this ageing model is that there is no pathway for the production
of magnetite, which is a common pedogenic mineral that causes magnetic enhancement
in modern soils. However, it does not appear to be necessary that these two pathways
(fermentation and ageing) be exclusive. There is no necessity for anoxic conditions in
the ferrihydrite ageing mechanism, so it may be the case that during prolonged dry
seasons magnetic mineral production is associated primarily with ferrihydrite ageing
while rainy season conditions favor a fermentation model.
4.4.2 Goethite and Hematite formation and distribution
Transformations of less crystalline iron oxides, like ferrihydrite, directly to goethite and
hematite are common in soils and are dependent on the soil conditions. In general,
goethite is favored in cool, moist soils that only rarely experience prolonged intervals of
aridity. By contrast, hematite is more abundant in subtropical, Mediterranean, or trop-
ical soils with frequent episodes of prolonged dryness (Kampf and Schwertmann, 1983;
Schwertmann, 1988; Cornell and Schwertmann, 2003). Soils with near neutral pH and
low organic content tend to favor hematite over goethite, and vice-versa (Schwertmann
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and Murad , 1983; Das et al., 2011).
Transformations between the more crystalline iron oxides are also possible, and likely
occur in soils over a range of timescales. Goethite dehydroxylates to hematite when
heated in ambient air in the laboratory and converts to magnetite when heating occurs
in reductive conditions (Till et al., 2015). Hematite can also form simply as the ultimate
product of the slow oxidation of magnetite (first to maghemite and then to hematite) via
structural rearrangements (Cornell and Schwertmann, 2003). Transformations between
iron oxides in soils after burial and disconnection with prevailing climatic conditions
may be a serious source of error in any proxy method relating iron oxide minerals with
precipitation, and this is discussed in more detail below. However, despite complexities
in the transformational pathways described in laboratory experiments, the predomi-
nance of goethite and/or hematite in modern soils in specific environmental conditions
suggests that climate does play a profound role in the iron mineralogy of soils (e.g.,
Kampf and Schwertmann, 1983).
4.5 Characterizing iron oxide mineral assemblages
Below we discuss the environmental magnetic parameters that have been utilized in
previous work to characterize magnetic mineral assemblages with the aim of determining
emperical relationships with precipitation. Some additional environmental magnetic
methods and parameters are described in the appendix (§A) and may be of interest to
readers seeking further detail.
4.5.1 Frequency dependence of susceptibility
The frequency dependence of magnetic susceptibility (χfd) is a measure of the contri-
bution of SP sized grains to the mass normalized magnetic susceptibility (χ, m3kg-1)
of a specimen (Dearing et al., 1996b). Nearly all SP grains can become dynamically
aligned with an alternating magnetic field (< ∼1×104 Am-1) of low frequency (e.g., 465
Hz). The relaxation time of SP grains (τ , defined as the time for the magnetization
of an ensamble of grains to decay to 1/e of its original value following Ne´el’s equation;
see Dunlop and O¨zdemir , 2001) is typically much shorter than the period of the weak
alternating magnetic field (AF) used during measurement of susceptibility, and thus the
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magnetizations of these grains will contribute strongly to the measured magnetic sus-
ceptibility (χ465Hz; Thompson and Oldfield , 1986; Dearing et al., 1996b; Maher , 2007).
However, at higher frequencies (e.g., 4650 Hz) the relaxation time of SP grains near the
threshold for SP/SSD behavior is longer than the period of the AF. Accordingly, these
grains are unable to fully align with the AF and their magnetization is out-of-phase
with the alternating field. At such high frequencies these grains are no longer able to
contribute as much to the measured magnetic susceptibility (χ4650Hz). Thus, specimens
enriched in SP grains will display an inverse relationship between susceptibility and AF
frequency. It is important to note that SSD and MD grains do not fully track the alter-
nating current at either low or high frequency, and so their contribution to χ remains
constant at variable frequency (Dearing et al., 1996b). Although we note, as an aside,
that MD grains tend to show a variable χ response to the amplitude of the AF (Jackson
et al., 1998).
It is conventional to report χfd as a percentage, where:
χfd = [(χ465Hzχ4650Hz)/χ465Hz]× 100 (4.1)
Diamagnetic, paramagnetic, and non-saturated high-coercivity ferromagnetic min-
erals contribute equally to susceptibility regardless of frequency. Accordingly, the
contribution of paramagnetic and diamagnetic minerals is removed from numerator,
but not the denominator, when χfd is calculated according to Equation 4.1. It is
more appropriate to calculate the frequency dependence of susceptibility using the
ferrimagnetic susceptibility (χferri; defined in §A.3) in the denominator (e.g., χfd =
[(χ465Hzχ4650Hz)/(χ465Hz−χferri)]×100) so that the contribution of paramagnetic and
diamagnetic minerals is removed in all cases. This is rarely done in practice and in
many cases would only have a minimal impact on calculated values due to the low χlf
values associated with diamagnetic and paramagnetic material. Although, we wish to
emphasize the importance using χferri in clay rich soils, where the contribution of para-
magnetic minerals to susceptibility may be dominant (Dearing et al., 1996b; Yamazaki
and Ioka, 1997; Jordanova and Jordanova, 1999).
The low and high frequency values of 465 Hz and 4650 Hz are not specific to the
calculation of frequency dependence of magnetic susceptibility; nor is the specific form
of Equation 4.1, for example some researchers simply report the difference between the
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low and high frequency values, rather than normalize it (Thompson and Oldfield , 1986).
These frequencies simply represent the factory settings included on the most commonly
used commercial susceptibility meter in environmental magnetism labs around the world
(the Bartington 2). However, regardless of the exact frequency values used, it is im-
portant to include instrument details, such as the frequency and amplitude of magnetic
field, in published studies so that future workers may be able to reproduce the measure-
ments.
In general, χfd percentages greater than ∼6% indicate a considerable abundance of
SP ferrimagnetic particles, while maximum observed values of ∼15% indicate a spec-
imen whose susceptibility is dominated by SP ferrimagnets (Dearing et al., 1996b).
Studies of modern soils and loessic paleosols routinely use χfd as an indicator of SP
ferrimagnets; however, this method cannot by itself distinguish the composition of the
magnetic minerals in the specimen (e.g., magnetite vs. maghemite). However, magnetic
paleoprecipitation proxies routinely use χ, χfd, and the susceptibility of ARM (χARM ;
see §A.3) as indirect measures of ferrimagnetic mineral abundance.
4.5.2 HIRM
The remanence held by “hard” magnetic minerals (goethite and hematite) within sedi-
ments has been estimated by the “hard” IRM , or HIRM for decades (Robinson, 1986).
HIRM is typically defined as half of the difference in saturation and non-saturation
IRM (e.g., HIRM = 0.5 ∗ SIRM + IRM−300mT ; Robinson, 1986), where a backfield
IRM (typically on the order of ∼ 100−300 mT) is applied following saturation in the
opposite direction. The origination of HIRM was based on the longstanding observa-
tion that above ∼300 mT isothermal remanence is held primarily by hematite and/or
goethite (Collinson, 1968). Increasing values of HIRM are interpreted to represent
greater contributions of hard antiferromagnetic minerals to remanence.
Care needs to be taken in interpretations of soil HIRM for a number of reasons.
First, HIRM is a remanence parameter, which means zero representation is given to
SP grains and grains whose remanence state is a non-uniformly magnetized configura-
tion will be underrepresented (e.g., pseudo-single domain, PSD, and multi-domain, MD,
grains; see §A.2). Second, HIRM is often calculated using ‘saturating’ fields of ∼1 T,
which is too low to be a true saturating field for antiferromagnetic minerals (see section
38
4.3.2 above). Finally, an implicit assumption in HIRM is that all antiferromagnetic
minerals acquire only minimal remanence in fields < 300 mT, while the ferrimagnetic
minerals stop acquiring additional remanence in fields > 300 mT (or some other in-
termediate field of choice). However, maghemite and partially oxidized magnetite can
continue to acquire remanence in fields > 300 mT (Liu et al., 2002) and nanometer-
scale or aluminous hematite can have widely variable Bc (Liu et al., 2007a; O¨zdemir and
Dunlop, 2014). For these reasons, we stress that HIRM values be evaluated with some
caution and that additional parameters be used to aid in the interpretation of HIRM
data (e.g., Liu et al., 2002, see the appendix (§A.4) for more detail).
4.5.3 Unmixing magnetic mineral mineral components
Natural sediments represent a complex assemblage of magnetic minerals that vary in
composition and magnetic grain size due to environmental or geological processes that
promote iron oxide formation, dissolution, or transformation. In order to investigate
these processes, it is often necessary to magnetically “unmix” sediments in order to
identify the relative contributions from various individual magnetic mineral components
(Robertson and France, 1994; Stockhausen, 1998; Kruiver et al., 2001; Heslop et al., 2002;
Egli , 2003, 2004a,b; Heslop et al., 2004; Geiss and Zanner , 2006; Heslop and Dillon,
2007; Heslop, 2015).
In the simplest sense, the intensity of remanence (IRM or ARM) is a reflection of
remanence carried by SSD and MD grains. For example, take the following expressions
for IRM and ARM (Geiss and Zanner , 2006):
IRM = IRMSSD + IRMMD = MsαISDfSSD +MsαIMD(1− fSSD) (4.2)
ARM = ARMSSD +ARMMD = MsαASDfSSD +MsαAMD(1− fSSD) (4.3)
where IRMSSD, IRMMD and their ARM equivalents are the SSD and MD components
of IRM or ARM , Ms is the saturation magnetization described in §A.3, fSSD is the
volumetric fraction of SSD particles (ranging from 0−1), and the α terms describe the
acquisition efficiency of SSD and MD domain grains for IRM (αISD and αIMD) and
ARM (αASD and αAMD). The α terms are generally unknown but can be approximated
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based on theoretical and empirical arguments. Setting (eq.4.2) equal to (eq. 4.3) yields
a solvable expression for fSSD that can be thought of as representing the “pedogenic”
component of remanence (fped), because SSD magnetic minerals are often associated as
byproducts of pedogenic processes (section 4.4; Geiss and Zanner , 2006).
In many instances it is desirable to isolate the relative magnetic contribution of
individual magnetic mineral phases (e.g., magnetite, hematite, etc.) within a specimen
at a finer detail than simply SSD versus MD grains. Robertson and France (1994)
proposed that because the shape of an IRM acquisition curve for a monomineralic
specimen often resembles a cumulative log-Gaussian (CLG) function it may be possible
to approximate a specimen’s IRM acquisition curve given three parameters: the mean
coercivity (Bh), a dispersion parameter (Dp, equivalent to one standard deviation in
log space), and the inferred saturation IRM (Mr; see Figure 4.3). If there is more than
one magnetic mineral phase contributing to the measured IRM acquisition, Robertson
and France (1994) suggested that each magnetic component could be represented by
individual CLG functions where the parameters (Bh, Dp, and Mr) would be informative
about their respective mineral phase.
If it assumed that any interaction between magnetic mineral grains is negligible, then
a simple linear combination of these component CLG function would create a modeled
IRM acquisition curve that could be compared against observations (Robertson and
France, 1994). Subsequent work built on these concepts and began to use log-Gaussian
probability density functions to model coercivity spectra (the absolute value of the first
derivative of a magnetization curve, e.g., IRM or ARM acquisition or demagnetization
curves and backfield curves; see Figure 4.3 Stockhausen, 1998; Kruiver et al., 2001;
Heslop et al., 2002). Coercivity distributions represent the individual coercivities of all
particles contained within a specimen. Models that approximate coercivity distributions
for a natural specimen by linear combinations of component distributions assume that
individual magnetic components represent a specific subset of magnetic minerals that are
similar in composition, degree of crystallinity, grain size, grain shape, and concentration
of defects (Egli , 2003).
Despite the wide use of log-Gaussian functions in modeling natural coercivity spec-
tra, it was noted by Robertson and France (1994) and confirmed by subsequent stud-
ies (e.g., Egli , 2004a; Heslop et al., 2004) that many populations of magnetic mineral
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grains produce coercivity distributions that deviate from pure log-Gaussian behavior.
The distribution of coercivities within a magnetic mineral assemblage can diverge from
normality for a number of reasons, including: grain size distribution, grain elongation,
thermal relaxation, and the initial magnetization state after demagnetization or satu-
ration (see Egli , 2004a; Heslop et al., 2004). Importantly, it appears that non-Gaussian
behavior is to be expected in natural samples. In order to more accurately account for
these deviations, Egli (2003) describes an adaption to the generalized Gaussian func-
tion (skewed generalized Gaussian, SGG) that incorporates both skewness and kurtosis.
Many natural samples display left-skewed tails (particularly at low fields) that may
require two log-Gaussian distributions to fit appropriately (Egli , 2004a; Heslop et al.,
2004). In contrast, the SGG model of Egli (2003) allows for a single component to fit
a skewed distribution. For this reason we suggest that methods incorporating skewness
be favored over earlier work (Egli , 2003; Heslop et al., 2004; Heslop, 2015).
Unmixing methods have been applied to a wide range of natural materials, including
soils (Egli , 2004a; Geiss et al., 2008; Lindquist et al., 2011). Importantly, the main pa-
rameters describing the distributions of individual magnetic components (Bh and Dp)
are remarkably consistent for soils regardless of the unmixing methods used (see Figure
4.3; Egli , 2004b; Geiss et al., 2008). In general, unmixing approaches are used in or-
der to differentiate between various types of soft ferrimagnetic magnetite because field
strengths achievable in most laboratories are sufficient to saturate the magnetization of
these minerals (usually saturated in fields below ∼300 mT). However, recent work has
attempted to use the unmixing methods developed by Kruiver et al. (2001) to quan-
tify the abundance of antiferromagnetic minerals in marine sediment cores (Abrajevitch
et al., 2009) and soils (Hyland et al., 2015).
4.5.4 Determination of goethite and hematite concentrations
In order to effectively relate precipitation to the abundance of hematite and goethite
within a soil it is critical that estimates of mineral abundances are accurate. Due to the
large fields required to saturate both goethite and hematite, and their relatively weak
magnetizations, it is common to estimate their absolute abundances using non-magnetic
methods. The most commonly used techniques are X-Ray diffraction (XRD), diffuse
reflectance spectroscopy (DRS; Balsam et al., 2004; Torrent et al., 2007; Zhang et al.,
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Figure 4.3: A. Schematic representation of an IRM acquisition curve (in black) and its first
derivative, commonly referred to as a coercivity distribution (in blue). The coercivity distri-
bution can be described by its median coercivity (Bh) and the distribution width (dispersion
parameter, Dp). Representation is a simplification of Figure 1 from Kruiver et al. (2001) and
assumes a log Gaussian probability distribution approximates the coercivity distribution. Note
that both the IRM and gradient data are normalized to their respective maximum values. B.
A biplot of Dp and log10 (Bh) for isolated magnetic components from a mixture of natural
sediments. Data taken from Egli (2004b), Geiss and Zanner (2006), and Lindquist et al. (2011).
Blue shaded oval highlights the ranges of Dp and Bh observed for pedogenic magnetite in soils.
Blue symbols = soils, grey symbols = lake sediments, red symbols = loess, green asterisks =
dissimilatory iron reducing (DIR) bacteria produced magnetite (extracellular magnetite). Open
triangles = detrital + pedogenic magnetite, closed triangles = pedogenic magnetite, open cir-
cles = biogenic hard component, open diamonds = eolian dust, + = biogenic soft magnetite,
closed circles = detrital + extracellular magnetite. Red rectangle corresponds to the “hematite”
component used by Abrajevitch et al. (2009). All magnetic component descriptions follow Egli
(2004b).
2007; Lyons et al., 2014; Hu et al., 2015), or Mo¨ssbauer spectroscopy (e.g., Carter-
Stiglitz et al., 2006). Often these methods are more costly in comparison with magnetic
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approaches and are only sufficiently sensitive when the iron oxide minerals within a
specimen are concentrated using chemical treatments (Liu et al., 2002). Magnetic de-
terminations of hematite and goethite abundance would be advantageous because of
their lower analytical costs, their greater sensitivity to iron oxides in low volume abun-
dances, and for their potential to more quickly analyze a greater number of samples.
However, despite the increasingly frequent use of magnetic methods (e.g., Sangode et al.,
2008; Abrajevitch et al., 2009; Hao et al., 2009; Moro´n et al., 2013; Hyland et al., 2015)
there is no straightforward protocol for accurately estimating the abundance of goethite
or hematite by mass or volume from rock magnetic measurements (Hao et al., 2009).
One recent approach estimates the contribution of individual antiferromagnetic min-
erals to remanence by unmixing high field IRM acquisition curves (e.g., Abrajevitch
et al., 2009; Hyland et al., 2015). This approach requires a priori knowledge of what
magnetic minerals are present in a set of specimens (which, for example, can be achieved
by the heating experiments described in the appendix, §A.5) or an assumption that each
of the magnetic components chosen to fit an IRM acquisition curve represents a differ-
ent magnetic mineral. The Mrs value of each magnetic component in theory represents
the Mrs held by an individual magnetic mineral (Kruiver et al., 2001). In order to con-
vert these values into estimates of mass or volume, it is necessary to normalize the Mrs
derived from unmixing with a Mrs value for a pure standard of hematite or goethite
(e.g., Abrajevitch et al., 2009; Moro´n et al., 2013). There is considerable variability in
the Mrs values for pure hematite and naturally occurring goethite (Figure 4.4) due to
grain size, crystal defects, substitutions, and the field strength used to achieve satura-
tion (Dekkers, 1989; Liu et al., 2006; O¨zdemir and Dunlop, 2014). This is particularly
true for goethite because of the extreme difficulty in achieving saturation (e.g., Rochette
et al., 2005). We stress that care needs to be taken when magnetic measurements are
converted into absolute estimates of mineral abundances by mass or volume.
4.6 Magnetic proxies for precipitation
In the mid 1980’s researchers first began to recognize that variations in magnetic sus-
ceptibility of loess-paleosol sequences on the Chinese Loess Plateau (CLP) correlated
well with marine δ18O records of benthic foraminifera (Heller and Liu, 1986). This
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Figure 4.4: Saturation remanence (Mrs) values reported in the literature for hematite
(hm, shown in red) and goethite (gt, shown in black) shown with respect to grain size.
Literature values displayed for hematite come from the compilation in O¨zdemir and
Dunlop (2014) and for goethite are shown from Dekkers (1989). For goethite data,
grain size ranges are reported in Dekkers (1989) and we plot data here according to the
midpoint of each size class. Note that the Mrs values shown here are not necessarily
true saturation values due to the large field required to saturate these minerals. The
Mrs values for goethite were all acquired in a 15 T field (Dekkers, 1989). Field strengths
corresponding to the reported values of Mrs in hematite vary.
discovery sparked interest in using magnetic variations within loessic paleosol sequences
to reconstruct climatic changes in central China. Early work aimed to elucidate the
relative importance of various processes that might contribute to the observed magnetic
variability. The two processes that received the most attention were aeolian dust flux,
whose variability was controlled by regional monsoonal climate patterns, and pedogenic
processes that intensified with increasing rainfall and temperature (e.g., Kukla et al.,
1988; Maher and Thompson, 1991, 1992). Since these early studies there has been a
tremendous amount of work on loess records in China (see recent review by Liu et al.,
2007b) and elsewhere (Alaska, Russia, and Argentina) to explore the relationships be-
tween iron oxide mineralogy and climate. Here we focus only on the work that has
documented correlation between precipitation and pedogenic magnetic minerals.
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4.6.1 Relationships between magnetic enhancement and precipitation
in loessic soils
After establishing that χ variations in CLP soils and paleosols were driven by the pe-
dogenic production of SP/SSD magnetite (Maher and Thompson, 1991, 1992), quanti-
tative estimates of the relationships between χ and mean annual precipitation (MAP;
typically defined as a 30 year average of nearby or interpolated meteorological data)
began to arise. Maher et al. (1994) introduced the concept of pedogenic susceptibility
(χped), which is an absolute measure of the difference in χ between a soil’s B horizon
and its underlying C horizon (χped = χB − χc; note that the C horizon is assumed to
be equivalent to the parent material). The B horizon is used instead of the A hori-
zon, which in most soils is more magnetically enhanced than the B horizon, in order to
avoid the effects of contamination in modern soils and because the A horizon is rarely
preserved in paleosols (Maher et al., 1994).
In a preliminary set of modern soils from the CLP (37 soils from 9 locations), χped
showed strong positive, log-linear correlation with MAP (R2 = 0.95; Figure 4.5) and
was used to reconstruct precipitation records back some ∼125 ka (Maher et al., 1994).
Correlations between χ and mean annual temperature were also noted (Maher et al.,
1994; Jiamao et al., 1996), although far more attention has been given to relationships
with precipitation. Subsequent studies (e.g., Liu et al., 1995; Jiamao et al., 1996) ob-
served similar empirical relationships between χ and climate on the CLP and recognized
the potential for quantitative estimates of paleoprecipitation from magnetic mineral as-
semblages preserved within paleosols. The calibration of χped with MAP was expanded
to include loessic soils from across the Northern Hemisphere (Maher and Thompson,
1995), additional CLP soils (Porter et al., 2001), as well as loessic soils in Russia (Maher
et al., 2002, 2003a).
However, the addition of more soils from diverse environmental settings introduced
considerable scatter to the initial relationship (n = 115, R2 = 0.52; see Figure 4.5). More
recent work on loessic soils in the U.S. Great Plains shows only weak positive correlation
between χped and MAP (R
2 = 0.25, n = 72; Geiss and Zanner , 2007, Figure 4.5). A
compilation of all available χped data for loessic soils displays a similarly weak (R
2 =
0.24), but still significant (p < 0.001) positive correlation (see Figure 4.5). Despite
the statistical significance of these correlations, the relatively low R2 values that result
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from combining regional datasets suggest that global χped models are poor predictors
of MAP.
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Figure 4.5: Pedogenic susceptibility (χped) versus mean annual precipitation. Great Plains
data from Geiss et al. (2008) and Geiss and Zanner (2007), data for China are from Porter
et al. (2001) and Maher et al. (1994), data from Russia from Maher et al. (2002) and Alekseev
et al. (2003), and Northern Hemisphere data compiled in Maher and Thompson (1995). All
lines represent simple linear regression models. All models were statistically significant (p <
0.05). Thin blue line = Russia (R2 = 0.35), double dashed black line = Great Plains (R2 =
0.25), thick green line = China (R2 = 0.61), coarse-dashed purple line = N. Hemisphere (R2 =
0.60), fine-dashed orange line = Russia, China, and N. Hemisphere data combined (R2 = 0.52),
thick solid red line = all data (R2 = 0.24).
Additional complications in the interpretation of soil magnetic mineral assemblages
were revealed during investigations of loess-paleosol sequences in Alaska ((Bege´t et al.,
1990) and Argentina (Orgeira et al., 1998, 2003), which showed magnetic depletions in
paleosols (in contrast to magnetic enhancement). In these settings the role of aeolian
dust flux and wind strength was interpreted to outweigh the efficiency of pedogenic
enhancement (Lagroix and Banerjee, 2002, 2004). Thus, it is important to note that no
single model of soil magnetism can explain the magnetic mineral assemblage of all soils.
Rather, the variability of local processes (e.g., wind speed, mean annual precipitation
and temperature) can lead to different controlling mechanisms for the formation of
magnetic minerals in soils, and great care needs to be taken during the interpretation
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of soil magnetism records.
The χped parameter defined by Maher et al. (1994) is an example of an absolute
magnetic enhancement parameter that aims to quantify the concentration of pedogenic
magnetite and/or maghemite. Geiss and Zanner (2007) argue that simple ratios be-
tween magnetically enhanced soil horizons relative to their parent materials provide a
more direct measure of pedogenic ferrimagnetic mineral production (e.g., χenh/χparent).
Variations in the physical and chemical properties of the parent material can have a
large influence on absolute enhancement parameters (see section 4.7.1). For example,
some geologic materials are enriched in iron (e.g., basalts), and thus, the absolute value
of pedogenic enhancement for soils developed on these materials may be different than
that of soils developed on less iron-rich materials (e.g., limestone). By using relative
parameters, such as those proposed by Geiss and Zanner (2007), the influence of par-
ent material is normalized. For the U.S. Great Plains, mean annual precipitation rates
of loessic soils show stronger correlations with relative enhancement parameters (Geiss
and Zanner , 2007; Geiss et al., 2008) than with absolute enhancement parameters like
χped. It is important to note, however, that despite these improved correlations with
relative enhancement parameters, there are still regional differences in the relationships
between precipitation and magnetic enhancement (Geiss and Zanner , 2007). Thus, a
precipitation transform function calibrated using data from loessic soils in Russia is not
able to accurately reproduce precipitation rates in the U.S. Great Plains. Extraneous
variables such as the floral and faunal soil ecology or parent material (amongst others)
are likely contributing to the observed regional variation in modern systems. The inabil-
ity to sufficiently control for these variables in the fossil record poses a serious problem
for the application of these methods to ancient systems.
In an effort to directly quantify magnetic enhancement and remove the influence of
parent material altogether, Geiss et al. (2008) proposed the ratio of χARM/IRM as a
direct estimate of pedogenic (SSD) magnetite. For the loessic Great Plains soils, this
ratio shows strong positive correlation with MAP (R2 = 0.70; Figure 4.6), although
data from other areas again highlight regional differences (Geiss et al., 2008). Coer-
civity unmixing of modern soils has shown that the pedogenic magnetite component
appears to be relatively consistent across different continents and environmental condi-
tions (Egli , 2004b; Geiss and Zanner , 2006; Geiss et al., 2008). Typically, pedogenic
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magnetite/maghemite assemblages in modern soils have a Bh of ∼20 mT and a Dp of
∼0.3 (log10 scale; see shaded blue area in Figure 3; Egli , 2004b; Geiss et al., 2008). Using
coercivity unmixing to directly characterize the abundance of pedogenic magnetite in
an individual specimen, rather than comparing an enhanced specimen to an unaltered
parent material has major advantages over traditional approaches. If future work is
able to describe pedogenic magnetite in more modern soils, across a range of soil types
and climates, it may become possible to identify additional empirical relationships that
exist solely between pedogenic magnetite and MAP or soil moisture. Ultimately, such
approaches would render magnetic characterization of the parent material unnecessary
(Geiss et al., 2008) but may prove challenging to develop.
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Figure 4.6: Correlation between MAP and χARM/IRM for an assemblage of modern loessic
soils. Simple linear regression through the Great Plains data has an R2 = 0.70 (data from Geiss
et al., 2008). However, data from other locations highlight that regional variation exists in this
relationship, which inhibits the predictive power of this relationship in ancient systems. Czech
Republic data from Oches and Banerjee (1996), Russian data from Alekseev et al. (2003), and
Alaska data from Sharpe (1996).
A complicating factor in the relationship between MAP and magnetic enhancement
in loessic soils is variation in soil moisture, which ultimately controls the chemical reac-
tions that form or dissolve magnetic minerals in soil, that is not captured by changes in
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MAP (e.g., Porter et al., 2001; Orgeira et al., 2011). For example, in two systems receiv-
ing equivalent MAP but with different temperatures and vegetation there is likely to be
variation in soil moisture that will drive changes in the magnetic mineralogy. Orgeira
et al. (2011) describe the magnetic enhancement proxy (MEP), which is a quantita-
tive model based on physical principles that describes magnetic mineral production
(magnetite and maghemite) with respect to soil moisture. The MEP model relates the
soil moisture ratio (W), defined as the ratio of MAP to potential evapotranspiration
(PET), with ferrimagnetic mineral production (p). The MEP model assumes that mag-
netite forms according to the fermentation mechanism (described in section 4.4.1) where
wet-dry cycles in soils are critical in maintaining the balance of ferrimagnetic mineral
production and dissolution (see Orgeira et al., 2011, for details). Their model can more
accurately describe variations in magnetic enhancement observed in loessic, and some
non-loessic, soils from various geographical regions, which suggests that regional vari-
ations in the MAP magnetic enhancement correlations may be due more to deviations
in soil moisture with respect to MAP than to variable regional processes that form
magnetic minerals (Orgeira et al., 2011).
The MEP model successfully reproduces magnetic enhancements in many modern
environments, although one of its limitations is that it relies on parameters that are
difficult to extend to the past and that inhibit its use as a paleoenvironmental tool.
The difficulty in applying the MEP model to ancient systems underscores the fact that
many of our existing environmental magnetic tools for understanding past climate are
based on overly simple variables that do not take into account natural processes that
are known to influence the magnetic properties of modern soils. Future work should aim
to develop new methods that incorporate aspects of the MEP, like the focus given to
soil moisture, while remaining simple enough to allow for application to fossil systems.
All of the magnetic methods discussed to this point have been calibrated using
modern soils, where magnetic enhancement is controlled by the pedogenic production
of magnetite and/ maghemite. MAP ranges for these calibrations are generally lim-
ited to temperate conditions between ∼200 1000 mm yr-1. Rates of pedogenesis are
likely to be too slow to generate magnetic enhancement in climates where the MAP is
less than 200 mm yr-1. Conversely, in humid climates where MAP exceeds ∼1000 mm
yr-1, it is observed that positive correlations between MAP and magnetic enhancement
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parameters either flatten (e.g., Maher and Thompson, 1995) or become negative (e.g.,
Balsam et al., 2011; Long et al., 2011). This non-linear response is attributed to the
increased dissolution of iron oxides and leaching that persists in water-saturated soils
with only limited dry periods Maher (2011). The calibration range for magnetic pa-
leoprecipitation proxies poses an important problem in the fossil record where MAP
exceeded ∼1000 mm yr-1. This problem is not unique to magnetic methods and also
limits geochemically-based paleoprecipitation proxies for paleosols.
4.6.2 Relationships between precipitation and abundances of goethite
and hematite
Goethite and hematite are more abundant (by volume and mass) in modern soils than
magnetite and maghemite, and are also thought to be more stable and resistant to re-
ductive dissolution. Further, as mentioned in section 4.4.2, there is a well-documented,
general relationship between goethite and hematite and climate, where hematite is gen-
erally thought to occur in warmer drier conditions, while goethite is thought to occur
in cooler wetter environments (Kampf and Schwertmann, 1983). There have been a
number of recent studies that have proposed precipitation proxies that include, either
directly or indirectly, information about the abundance of goethite and hematite (Bal-
sam et al., 2004; Torrent et al., 2007, 2010a,b; Long et al., 2011; Liu et al., 2013; Hyland
et al., 2015).
Qualitative interpretations of paleoprecipitation changes are often inferred using
variable abundances of goethite with respect to hematite. For example, Balsam et al.
(2004) used DRS-based estimates of goethite and hematite abundances to study climatic
variations on the CLP dating back some 2.6 Ma. Sangode and Bloemendal (2004) used
goethite-to-hematite ratios, estimated using IRM4−3T /IRM1−0.5T (where remanence
acquired between fields of between 4 and 3 T is attributed to goethite and between 1
and 0.5 T is attributed to hematite), to reconstruct the soil hydration state of Pliocene-
Pleistocene paleosols of the Siwalik Group from the Himalaya, India. Later studies from
modern soils in Spain highlighted the relationship between hematite (derived from DRS)
and χfd and suggested that precipitation reconstructions should be based on proxies
such as the hematite−to−χfd ratio or a ratio of hematite to goethite (Torrent et al.,
2007, 2010a,b).
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A promising study of 10 modern soils in China spanning ∼300−1000 mm yr-1 MAP
shows a strong, positive correlation with χfd/HIRM of the A/B horizons (R
2 = 0.92;
Liu et al., 2013). In theory, this relationship represents the partitioning of iron between
hard magnetic phases such as goethite and hematite (as represented by HIRM) and SP
ferrimagnets (represented by χfd) during pedogenesis. Higher values correspond to a
greater iron allocation to magnetite and/or maghemite as MAP increases up to ∼1000
mm yr-1. The χfd/HIRM ratio is calculated as the slope of a bivariate plot of χfd
versus HIRM (where the “background” values for each parameter are subtracted from
the data) for the entire B horizon, which removes the need to construct an enhancement
ratio or to select an “enhanced” sample from the B horizon alone (Liu et al., 2013).
Other recent studies have presented encouraging new magnetic paleoprecipitation
proxies that relate MAP to the ratio of goethite-to-hematite (Gt/Hm) in modern soils
distributed globally (Hyland et al., 2015) and for a climosequence in South China (Long
et al., 2011). Methods relating Gt/Hm to MAP are particularly desirable because this
ratio appears to be sensitive to a wide range of MAP (200 − 3000 mm yr-1; Hyland
et al., 2015) and goethite and hematite are likely to be stable iron oxide minerals over
geologically relevant timescales. Hyland et al. (2015) report Gt/Hm ratios for the B
horizon of 70 modern soils that have a remarkably strong correlation with MAP (R2
= 0.96; Figure 4.7). Long et al. (2011) also report a strong correlation between the
ratio of hematite-to-goethite and MAP within soil B horizons (R2 = 0.64; Layer II in
Long et al., 2011, taken as equivalent to B horizon; Figure 4.7). These new correlations
demonstrate the great potential that Gt/Hm based magnetic paleoprecipitation proxies
may hold for application in the fossil record.
Although Gt/Hm paleoprecipitation proxies hold considerable potential for advanc-
ing paleoclimate studies, we note a number of problems inherent in the analytical ap-
proach taken by Hyland et al. (2015). Hyland et al. (2015) assign mineral abundances
to goethite and hematite using remanence unmixing methods developed by Kruiver
et al. (2001). This approach is problematic for two reasons. First, minor amounts of
cation substitution (usually Al) into goethite or hematite can dramatically alter the
coercivities of these minerals Liu et al. (2006); Roberts et al. (2006), and thus, the mag-
netic components identified using these proxies may not in fact accurately represent
the true concentrations of goethite and hematite present in a specimen. Second, the
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Figure 4.7: Correlations between goethite and hematite abundances in modern soils with MAP.
A.) Data shown in closed red symbols are from Long et al. (2011) from modern soils in South
China and are derived using a DRS-based calibration between hematite and goethite weight
percent and redness (see Long et al., 2011, for details). Open red symbols are corrected using
the relationship described by Long et al. (2011) between DRS and XRD based estimates (see
Figure 2 in Long et al., 2011). B.) Black open circles show data from Hyland et al. (2015) for 70
modern soils with a global distribution. Methods used to derive data are a mixture of magnetic
and XRD based approaches. The XRD-equivalent estimates from Long et al. (2011) have been
transformed to the Gt/Hm ratio for comparison purposes. Note that only Layer II data is shown
(approximated as B horizon).
proxies are only sensitive to a fraction of the goethite present in a specimen. Unusually
high fields (as much as > 57 T; Rochette et al., 2005) are required to fully saturate
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goethite, whereas most paleomagnetic labs are only able to generate impulse fields of
∼5 T. Thus, the highest coercivity fractions of goethite are unlikely to be included
in Gt/Hm paleoprecipitation estimates or the calibrations that underlie the method.
Further, soils frequently contain significant concentrations of goethite and hematite in
superparamagnetic grain sizes (Maher , 1998; Guyodo et al., 2006; Till et al., 2015). By
definition, these grains are unable to retain remanence and would be invisible to existing
Gt/Hm paleoprecipitation proxies. The calibration presented by Hyland et al. (2015)
contains data from the literature derived mostly from XRD-based ratios, but also from
magnetism-based ratios. The authors report equivalence (a nearly 1:1 relationship) be-
tween these non-magnetic and magnetic methods for 5 modern soils; however, methods
based on the coercivity distributions of magnetic remanence are not sensitive to the
entire magnetic mineral assemblage in a soil, and hence, should not show equivalence
with Gt/Hm estimates derived from X-ray diffraction (e.g., Hao et al., 2009).
A final concern regarding these methods is the poor correlation that the two data
sets show when combined (Figure 4.7). The data from Long et al. (2011) are derived
from DRS based goethite and hematite abundances. Previous work has shown that DRS
methods do not agree well with magnetic-based approaches to quantify antiferromag-
netic abundance (Hao et al., 2009). However, even after correcting the DRS estimates
to be equivalent to XRD based estimates (using a relationship provided in Long et al.,
2011, see their Figure 2), there is still a dramatic disagreement in calibrations. The
calibration of Hyland et al. (2015) is far more sensitive to variation in MAP and will
produce vastly different estimates of MAP than the Long et al. (2011) model for the
same abundances of goethite and hematite, which should be cause for concern. Some of
these discrepancies may be due to local or regional-scale processes that complicate this
relationship as observed in calibrations for magnetic enhancement in loessic soils (e.g.,
Geiss et al., 2008; Maher and Thompson, 1995) or to variations in soil moisture that
are not related to precipitation (e.g., Orgeira et al., 2011). However, the scale of differ-
ences between the existing Gt/Hm paleoprecipitation proxies is much greater than the
regional differences observed with magnetic proxies based on pedogenic enhancement
of magnetite and maghemite. We highlight these variations as examples of complica-
tions that can arise when non-uniform methods are used for estimates of goethite and
hematite abundances.
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4.6.3 Recognizing error in magnetic paleoprecipitation proxies
The goal of developing suitable magnetic paleoprecipitation proxies is ultimately to use
these methods to make quantitative estimates of MAP in the geologic past. It is critical
that any proxy-based estimation of MAP is reported with a realistic uncertainty. Re-
cent discussions in the literature about how best to calculate uncertainties for magnetic
paleoprecipitation proxies for loessic soils show that susceptibility-based paleoprecipi-
tation estimates have large uncertainties (e.g., Heslop and Roberts, 2013; Maher and
Possolo, 2013). The uncertainties in recent Gt/Hm paleoproxies have yet to be criti-
cally evaluated (e.g., Long et al., 2011; Liu et al., 2013; Hyland et al., 2015). Considering
the ambiguities associated with estimating the abundance of these minerals using mag-
netic methods, and the complexities in the pedogenic formation of these minerals, a
responsible appraisal of the uncertainty in these methods should be a theme for future
research.
4.7 Physical, chemical, and biological complications
4.7.1 Physical
Three physical factors play an important role in soil formation (Jenny , 1941) and may
confound relationships between precipitation and iron oxide mineralogy: (1) duration
of pedogenesis, (2) parent material, and (3) topography/soil drainage.
An important assumption for magnetic paleoprecipitation proxies is that soils reach
a quasi-equilibrium state with respect to ferrimagnetic and/or antiferromagnetic min-
eral production (Thompson and Maher , 1995; Orgeira et al., 2011). In other words, we
assume that the relative abundance of iron oxide minerals does not change after some
equilibrium state has been reached within a soil, regardless of the duration of pedoge-
nesis. For instance, alternating redox oscillations under wet/dry cycles promotes both
the precipitation of new magnetite as well as the dissolution of preexisting magnetite
or maghemite. If these paleoprecipitation proxies are to be useful in reconstructing
environmental conditions on timescales of centuries, then the competition between pre-
cipitation and dissolution must reach steady state equilibrium on timescales of decades
to centuries.
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The influence of time on the magnetic properties of soils remains poorly constrained.
Studies of soil chronosequences in northern California have shown that the duration of
pedogenesis has a strong correlation with soil magnetism and that soils younger than
∼40 ka display only minimal magnetic enhancement (Fine et al., 1989; Singer et al.,
1992). This is supported by Holocene soils in the Wind River Range, Wyoming (Quin-
ton et al., 2011) and the Chinese Loess Plateau (Vidic et al., 2004). However, others
have argued that such soils have not yet attained equilibrium and that soil age is not
the primary control on a soil’s magnetic properties (e.g., Maher et al., 2003b). This
line of reasoning is supported by observations of significant magnetic enhancement in
loessic soils in the Great Plains that formed since the retreat of the last glaciation (∼15
ka; Geiss et al., 2004; Geiss and Zanner , 2007). Observations of soils and paleosols
within the Chinese Loess Plateau also support this interpretation (compare Vidic et al.,
2004; Maher and Hu, 2006). A study of alluvial vertisols in Texas documented mag-
netic enhancement that developed over the course of centuries (Figure 4.2; Lindquist
et al., 2011). However, recent observations of magnetism in alluvial soils developed on
differently aged river terraces along the Delaware River Valley suggest that time does
influence magnetic mineralogy in this system (Stinchcomb and Peppe, 2014).
These observations do not exclude the effects of time on the development of magnetic
enhancement within soils, but rather suggest that the rate of magnetic enhancement in
any given region is a reflection of several interconnected environmental conditions, in-
cluding MAP, temperature, seasonality of precipitation, parent material, topography,
and time. Thus, soils in each landscape will require their own characteristic time to
equilibrate their magnetic mineral assemblages. Such regionally variable rates of mag-
netic enhancement are a concern for researchers aiming to reconstruct precipitation
rates from paleosols whose pedogenic equilibration rates are unknown.
The iron content of a soil’s parent material is likely to be a major control on the
amount of iron that is supplied to the soil solution during weathering reactions and
pedogenesis. Studies using a large dataset of χ and χfd measurements in topsoil (upper
15 cm) across England and Wales have suggested that parent material is the primary
control of bulk χfd in the soils of this region (Dearing et al., 1996a; Blundell et al.,
2009; Boyle et al., 2010). This is consistent with soils from across Austria where parent
material is important in determining the amount of ferrimagnetic mineral production via
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pedogenesis (Hanesch and Scholger , 2005). However, (Orgeira et al., 2011) argue that
the wt% iron that is present within soils in ferrimagnetic minerals is so small (generally
<0.1 wt%) in comparison to total iron content (∼2−5 wt%) that it is unlikely that a
supply of iron is a limiting factor in their formation, at least in loess derived soils (see also
Maher , 1998). Instead, it is more likely that ferrimagnetic mineral formation is more
closely linked to environmental factors like soil moisture (Maher , 1998; Orgeira et al.,
2011). Although, total iron content may be more important for magnetic minerals that
occur in greater abundance (hematite and goethite) and future work should continue to
treat parent material as a potential complication in magnetic paleopreciptiation proxies.
Topography and soil drainage are two factors that might have considerable control
on soil moisture, and ultimately the formation and transformation of magnetic minerals.
Topography and drainage, as well as duration of pedogenesis, were factors identified as
secondary controls on χfd in the dataset of English topsoil (Blundell et al., 2009; Boyle
et al., 2010). Well-drained soils have higher χfd, while more poorly drained (or ‘gleyed’)
soils have characteristically low χfd (Dearing et al., 1996a; Blundell et al., 2009; Lu et al.,
2012). This is consistent with nearly all other studies to our knowledge that document
magnetic enhancement. In fine-grained (clay rich) soil sequences, χ increases as you
proceed downhill (de Jong et al., 1998); this pattern is reversed in soil with grain sizes
dominated by coarser sands (higher χ at hilltops; de Jong et al., 2000; Blundell et al.,
2009). Given these patterns, it is advisable that calibrations linking magnetic mineral
assemblages to climate variables be based exclusively on soils that are well-drained and
located within uniform topography. In turn, application of these proxy calibrations
must be applied in the fossil record only when independent evidence exists to support
similar conditions of drainage and topography at the time of soil formation.
4.7.2 Chemical
The chemical conditions in a soil environment influence the abiotic and biotic processes
that initiate the precipitation, dissolution, and transformation of various iron oxide min-
eral phases. These factors include soil pH, isomorphic substitutions and ion adsorption,
abundance of soil organic matter, and the concentration of molecular oxygen.
The combination of pH and oxygenation of pore spaces and fluids within a soil are
two main controls on the solubility of ferrous and ferric iron. Ferric iron (Fe3+) is only
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soluble in acidic soils (pH < ∼3). In near neutral pH ranges, common in most soils,
Fe3+ ions in solution will rapidly undergo hydrolysis to form poorly crystalline ferric
iron hydroxides and ferrihydrite if the soil conditions are oxic (Colombo et al., 2013).
In contrast to ferric iron, ferrous iron (Fe2+) is much more soluble in soils with near
neutral pH. However, if the soil solution at these pH levels is also oxygenated the Fe2+
ions will rapidly oxidize to Fe3+ and initiate mineral precipitation.
Isomorphic substitution is common in natural iron oxides. The most common ion
that substitutes into Fe(III)-oxides is Al3+ because of its abundance in the soil envi-
ronment, its similar valence state to Fe3+, and its tendency towards octahedral site
occupancy (Cornell and Schwertmann, 2003; Essington, 2004). Aluminum for iron
substitution generally does not cause changes in structural charge, indicating that the
reactivity of various iron oxides is likely to be dominated by surface area and structural
vacancies (Essington, 2004). However, aluminum substitution does impact the mag-
netic properties of iron oxides, particularly goethite and hematite as discussed above
(Murad , 1988, see section 4.3). Importantly, pedogenic magnetite and maghemite are
often substitution free, indicating direct in-situ formation rather than transformation
from other commonly substituted iron oxides (Maher and Taylor , 1988).
Organic matter inhibits the formation of more crystalline iron oxide phases. Soils
with high organic matter content tend to have more abundant iron-organic complexes
and ferrihydrites. These soils require longer durations to attain equilibrium between
ambient climate conditions and stable oxide phases, and are likely not as useful for
magnetic paleoprecipitation proxies. For example, Histosols (wetland soils) have the
highest average soil organic matter content of any soil order, and consistently display
low χ (Dearing et al., 1996a; Blundell et al., 2009; Lu et al., 2012). These low χ values
are likely due to a combination of reductive dissolution of preexisting stable iron oxide
phases, the inhibition of ferrihydrite transformation to more stable phases by soil organic
matter, and simply dilution due to the abundance of non-magnetic organic material.
4.7.3 Biological
Microbes play an integral role in the redox cycling of iron across a diverse range of
natural settings, including soils (Colombo et al., 2013). Similar to abiotic reactions,
biological processes are sensitive to soil conditions such as pH and dissolved oxygen
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content. Therefore, in a broad sense, physio-chemical soil conditions are the overriding
control on both biotic and abiotic processes that control iron oxide mineral speciation.
As previously noted, dissimilatory iron reducing bacteria (DIRB) couple the oxi-
dation of organic matter with the reduction of ferrous oxide minerals for metabolic
energy gain (see reviews by Lovley et al., 2004; Lovley , 2013). DIRBs include those in
the well-studied genera Geobacter and Geothrix among others (Lovley , 2013, provides
a complete list of DIRBs). DIRB contribute to both to the dissolution of ferrous iron
oxide minerals when soils become anoxic and also to the production of extracellular
magnetite (see section 4.4.1). However, DIRBs are typically anaerobic and occupy lo-
calized water-logged zones within a soil. As we have noted, water-logged soils that are
anoxic for prolonged periods of time should be avoided in magnetic paleoprecipitation
proxy calibrations.
If DIRBs are the primary drivers for the production of pedogenic magnetite in well-
drained soils, which are largely oxic for long periods of time, then it follows that there
must be a way for these bacteria to tolerate or avoid oxic conditions. DIRBs survive
oxic conditions using a combination of at least four mechanisms. First, DIRBs prefer-
entially occupy anoxic microenvironments, such as pore spaces within soil aggregates
where anoxic conditions are more stable (Ranjard and Richaume, 2001; Hansel et al.,
2008). Second, in some species of DIRBs we observe metabolic flexibility in the presence
of oxygen (i.e., switching from anaerobic metabolism to aerobic; Methe´ et al., 2003; Lin
et al., 2004; Nu´n˜ez et al., 2006). Third, some DIRBs go dormant in unfavorable condi-
tions by lowering their metabolism and energy requirements (Holmes et al., 2009; Lin
et al., 2009; Mouser et al., 2009; Marozava et al., 2014). And lastly, DIRBs have been
shown to secrete enzymes with a high redox potential so that their reducing potential
is maintained even in microoxic conditions (Mehta-Kolte and Bond , 2012).
The rate and extent of DIRB dissolution in soils is likely to be governed by the
amount of soil organic matter, humic substances within the soil (which act as electron
shuttles during dissimilatory iron reduction; Nevin and Lovley , 2000; Weiss et al., 2004),
and the degree of crystallinity and composition of ferrous iron oxide minerals within the
soil (Bonneville et al., 2004; Roden, 2006). Predictably, high soil organic matter, high
concentrations of humic acids, high reactive surface area, and low crystallinity are all
associated with more rapid rates of mineral dissolution (e.g., Emerson and Weiss, 2004;
58
Dubinsky et al., 2010). The reduction of structural ferric iron releases Fe2+ ions into the
soil solution (Cornell and Schwertmann, 2003) and over time scales of many hours the
accumulation of Fe2+ in solution appears to limit the rates of DIRB dissolution (Roden,
2006).
Of importance for understanding the magnetic enhancement observed in many soils
is the biotic precipitation of iron oxides, principally magnetite. Biological mineraliza-
tion processes can produce magnetite intracellularly (e.g., magnetotactic bacteria) or
extracellularly as has been discussed with respect to DIR bacteria (Frankel and Blake-
more, 1991). The most well-known example of biologically synthesized magnetite is that
of magnetotactic bacteria (see reviews by Blakemore, 1982; Moskowitz , 1995; Bazylin-
ski et al., 2013). Magnetotactic bacteria synthesize SSD grains of magnetite (termed
magnetosomes) that are encased in a protein membrane and often are aligned in chains
along a common crystallographic axis (Baumgartner et al., 2013). The principle func-
tion of the magnetosomes are for navigation and orientation in a process referred to as
magnetotaxis.
Magnetotactic bacteria are common in oxic-anoxic transition zones in stratified water
columns or surface sediments in both freshwater and marine environments (Bazylinski
et al., 2013). Fassbinder et al. (1990) discovered magnetotactic bacteria in a water-
logged soil in Germany and others have noted biogenic greigite in gley soils (Stanjek
et al., 1994); however to our knowledge there has been no other report of magnetotactic
bacteria in soils. Further, the amount of bacterial cells recovered by Fassbinder et al.
(1990) was insufficient to have been a significant cause of magnetic enhancement (Ma-
her , 1998). The well-developed euhedral crystals produced by magnetotactic bacteria
are easily distinguishable from pedogenic magnetite using scanning electron microscopy
images and by magnetic measurements (Moskowitz et al., 1993; Moskowitz , 1995). Given
that inputs of magnetite into a soil by magnetotactic bacteria should be detectable by
electron microscopy and by rock magnetic measurements, the rarity of magnetosomes
in soils suggests that magnetotactic bacteria are not a significant source of magnetite
in most soils.
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4.8 Diagenetic concerns
There is still much to learn about the influence of post-burial diagenetic processes that
occur during the transition from an active soil into a paleosol. In this review, diagenesis
refers to post-burial processes excluding metamorphism.
Compaction is one of the most fundamental processes that occur to soils upon burial.
Compaction in paleosols is a function of burial overburden and soil solidity (the density
ratio between the soil and the solid parent material), and therefore varies between
different soil orders (Sheldon and Retallack , 2001; Sheldon and Tabor , 2009). Paleosol
compaction alone is not likely to influence the iron oxide mineral phases, although
the extent of soil compaction will decrease the porosity and permeability, which in turn
controls the exposure of magnetic minerals to potentially altering groundwater solutions.
Yet burial depths are important to the magnetic mineral assemblages in paleosols.
Investigations of a sequence of Miocene to Holocene paleosols showed that increasing
burial depths (range from 0 − 5 km) were associated with an increase in hematite and
goethite abundance and a decrease in the SP/SSD fraction of magnetite and maghemite
(Sangode et al., 2008). If the observed differences in the paleosols are due to diagenetic
processes driven by overburden pressure, rather than to changing environmental con-
ditions between the Miocene to Holocene, then these diagenetic processes may be a
significant source of uncertainty when using magnetism to study paleosols from deep
time. Alternatively, the observed variation in magnetic mineral assemblages with depth
may reflect processes that are simply related to burial time. Disentangling a paleosol’s
primary recording of the environmental conditions in which it equilibrated from the dis-
torting effects of diagenesis remains a difficult challenge to the paleoclimate community.
Gleying (prolonged reduction under water-logged conditions) of previously well-
drained soils upon burial can occur in paleosols that subside below the water table,
and can create anoxic conditions in paleosol pore spaces (Retallack , 1991). Post-burial
gleying often causes dissolution of ferric iron oxides and may decrease the preservation
of magnetic minerals in paleosols. Typically, post-burial gleying results in fine iron ox-
ide coatings on ped surfaces, in particular coatings that span microfractures through
pedogenic structures (Nordt et al., 2011). Iron oxides precipitated in root casts, usu-
ally surrounding a grey interior core, are common evidence of surface gleying (PiPujol
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and Buurman, 1997; Kraus and Hasiotis, 2006). If significant post-burial gleying has
occurred, then it is likely that this will disturb the original assemblage of pedogenic
magnetic minerals. For practical purposes, large root trace zones or other prominent
redoximorphic features should be avoided when sampling paleosols for magnetic analy-
ses.
The dehydration of goethite and recrystallization to hematite has been proposed
as one mechanism for the post-burial reddening of many terrestrial red beds and pa-
leosols (Retallack , 1991). Post-burial dehydration reactions should impact iron oxide
minerals pervasively within a paleosol, given the timescales over which these processes
occur (Kraus and Hasiotis, 2006). The presence of goethite and hematite mixtures
in paleosols, as well as their complex color assemblages, has been used as evidence of
the minimal role played by diagenetic transformations of iron oxides in paleosols from
the Bighorn Basin, Wyoming (Kraus and Hasiotis, 2006). However, recent recovery of
sediment cores by the Bighorn Basin Coring Project shows that oxidative weathering
fronts penetrate nearly 30 meters below the Earth’s surface (Clyde et al., 2013). This
recent observation suggests that oxidative surficial weathering significantly alters the
magnetic mineral assemblage of paleosols exposed as outcrops. However, the extent of
this process has yet to be quantified in detail.
Several studies have documented that diagenetic processes can create secondary
chemical remagnetizations in terrestrial sandstone and carbonate deposits within oro-
genic belts (e.g., McCabe and Elmore, 1989; Banerjee et al., 1997; Katz et al., 2000;
Cox et al., 2005; Tohver et al., 2008). Possible mechanisms for chemical remagneti-
zation include the dissolution and remobilization of Fe2+ by thermal maturation of
organic matter (Banerjee et al., 1997), and the release of Fe2+ during the illitization
of Fe-rich smectite clay minerals (McCabe and Elmore, 1989; Woods et al., 2002; Cox
et al., 2005). Both of these processes are associated with the authigenic production of
magnetite. Paleomagnetic studies of the Chinese Loess Plateau have explored remagne-
tization in loessic deposits (e.g., Lovlie et al., 2011). However, to our knowledge these
mechanisms have not been considered in the context of paleosol diagenesis, particularly
with respect to magnetic minerals produced during pedogenesis. These processes are
likely only relevant for paleosols that have subsided to burial depths of at least 2 − 3
km (the depth associated with illitization of smectites; Woods et al., 2002; Cox et al.,
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2005).
Diagenesis may also be microbially mediated. Microbes, particularly Archaea, can
exist in some of the most extreme environments on Earth. This holds true for the
subsurface, including buried paleosols (e.g., Khomutova et al., 2014). Dormant microbial
communities have been recovered in buried paleosols of age 1 − 4 Ma (Brockman et al.,
1992) and portions of these communities can be re-animated with the onset of favorable
conditions (Demkina et al., 2008). A more extreme example of subsurface microbial life
is the recovery of very fine grained magnetite associated with gas and oil deposits ∼6.7
km below the Earth’s surface that are attributed to Fe(III)-reducing bacteria (Gold ,
1992).
The generally accepted threshold temperature for the upper limit of microbial life is
∼120 ◦C (Colwell , 2001). Thermophillic Fe(III)-reducing bacteria have been recovered
from ∼2.1 km below the surface in the Cretaceous sediments of the Piceance Basin
of western Colorado (Liu, 1997). The presence of Fe(III)-reducing bacteria in subsur-
face deposits may aid in the degradation of organic matter and the addition of Fe2+
into groundwater. This microbial activity has the potential to alter the primary mag-
netic mineralogy of paleosols because magnetite is an associated byproduct of Fe(III)-
reduction via DIRB. While it is probable that microbes contribute to the post-burial
destruction or addition of ferrimagnetic minerals in some systems, the magnitude of this
contribution remains unknown.
Post-burial gleying of originally well-drained soils has been invoked to explain low
χ (∼5−20 ×10−8 m3kg-1) in Precambrian and early Paleozoic paleosols, as compared
to temperate modern soils whose χ values tend to be higher (∼500 ×10−8 m3kg-1)
(Maher , 1998; Retallack et al., 2003). Similarly low χ values (2−20 ×10−8 m3kg-1) have
been documented in the Pennsylvanian Roca Shale (Rankey and Farr , 1997) as well as
loessite-paleosol sequences in the Permian Maroon Formation (Soreghan et al., 1997;
Cogoini et al., 2001; Soreghan et al., 2002; Tramp et al., 2004) and the upper-Paleozoic
lower Cutler beds of Utah (Cogoini et al., 2001). Despite the low values of χ in many
of these paleosols, many of these studies have concluded that the magnetic minerals
preserved within these soils are pedogenic (e.g., Rankey and Farr , 1997; Cogoini et al.,
2001; Tramp et al., 2004). Further, the observed enhancement ratio of susceptibility
in paleosols to loessite for the loessite-paleosol sequences in the Maroon Formation
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(Cogoini et al., 2001; Tramp et al., 2004) are comparable to the χ enhancement in
modern loessic soils of the U.S. Great Plains (Geiss et al., 2008). Comparable measures
of magnetic enhancement between modern soils and paleosols alone should not be taken
to indicate that similar climatic regimes were present during soil formation. However,
observable magnetic enhancement in ancient paleosols does provide a positive outlook
for rock magnetic studies by suggesting that primary magnetic enhancement signals are
preserved to some extent in even the oldest paleosols.
4.9 Challenges for future work
Despite the interrelated complications associated with the physical, chemical, and bio-
logical evolution of soils and paleosols there is considerable promise that quantitative
magnetic methods can be developed to better interpret records of magnetic mineral
assemblages preserved in paleosols. Future work should target two key themes:
1. The community needs to quantify more precisely the relationships between the
formation of iron oxide minerals in modern soils and ambient environmental parameters
such as precipitation, temperature, and seasonality across a range of environments. We
encourage studies that explore more broadly how these environmental parameters act to
control soil moisture, which is the ultimate driver for magnetic mineral production, as
well as other parameters such as duration of pedogenesis. Much of the existing work has
focused on loess-derived soils, which while informative, represent only a small fraction
of possible soil orders. Future work ought to expand and build upon existing methods
to determine how applicable magnetic paleoprecipitation proxies might be in different
soil orders and from more variable geographical locations.
2. The rock magnetic community needs to develop clear and easily followed exper-
imental protocols for determining the mass or volume abundances of individual iron
oxide minerals within soils. Such methods will be essential for properly calibrating pa-
leoproxy tools based on hematite and goethite abundance, as well as for determining the
fraction of pedogenic magnetite/maghemite that has been preserved within a paleosol.
In order for methods to be widely applicable it will be necessary that future researchers
be able to directly replicate the methods of previous studies to ensure that parameters
used in proxies are uniformly measured and calculated.
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Chapter 5
MAX UnMix: A web application
for unmixing magnetic coercivity
distributions
The contents of this section were originally published in the journal Computers and
Geosciences under the title ‘MAX UnMix: A web application for unmixing magnetic
coercivity distributions’. See reference to Maxbauer et al., 2016b for details. This work
is included below it its published form with permission of all authors.
5.1 Synopsis
It is common in the fields of rock and environmental magnetism to unmix magnetic
mineral components using statistical methods that decompose various types of magne-
tization curves (e.g., acquisition, demagnetization, or backfield). A number of programs
have been developed over the past decade that are frequently used by the rock mag-
netic community, however many of these programs are either outdated or have obsta-
cles inhibiting their usability. MAX UnMix is a web application (available online at
http://www.irm.umn.edu/maxunmix), built using the shiny package for R studio, that
can be used for unmixing coercivity distributions derived from magnetization curves.
Here, we describe in detail the statistical model underpinning the MAX UnMix web
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application and discuss the programs functionality. MAX UnMix is an improvement
over previous unmixing programs in that it is designed to be user friendly, runs as an
independent website, and is platform independent.
5.2 Introduction
Magnetic minerals are ubiquitous in a variety of natural systems. Progress in the fields
of environmental and rock magnetism has increasingly led to an ability to quantify the
abundance, grain size, and chemical composition of various magnetic minerals, which has
been critical in enhancing our understanding of an array of natural and anthropogenic
processes (see recent reviews by Maher , 2011; Liu et al., 2012; Hatfield , 2014; Maxbauer
et al., 2016a). In particular, there are a variety of methods available that allow for the
statistical unmixing of measured magnetization curves (Robertson and France, 1994;
Stockhausen, 1998; Kruiver et al., 2001; Heslop et al., 2002; Egli , 2003; Heslop and
Dillon, 2007; Heslop, 2015, provides an excellent review). These methods are widely
applied in the literature and have helped to advance our understanding of the processes
which govern magnetic mineral formation, transformation, and deposition.
Robertson and France (1994) made the seminal observation that the shape of isother-
mal remanent magnetization (IRM) acquisition curves for an assemblage of grains of a
single magnetic mineral could be approximated by a cumulative log-Gaussian function
given three parameters: the mean coercivity of an individual grain population (Bh), the
component saturation magnetic remanence (Mr), and the dispersion parameter (DP ;
given by one standard deviation in log space). For a given field value of B, the IRM of
an individual component is given by (Robertson and France, 1994):
IRM(B) =
Mr
DP (2pi)(1/2)
∫ ∞
−∞
exp
[
(log(B)− log(Bh))2
2DP 2
]
dlog(B) (5.1)
In the case that a specimen is composed of multiple magnetic mineral components,
the individual IRM aquisition functions (given by eq. 1) for each component can be
added linearly to approximate the measured data (Robertson and France, 1994; Kruiver
et al., 2001). Kruiver et al. (2001) popularized the use of a gradient acquisition plot
(GAP) to assist in curve fitting. Subsequent studies refer to the GAP as the coercivity
distribution (or spectra; e.g., Heslop et al., 2002; Egli , 2003; Heslop et al., 2004), which is
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the absolute value of the first derivative of the magnetic acquisition dataset (Egli , 2003).
Coercivity distributions can be modeled in a similar way to IRM acquisition curves
by approximation of a probability density function using the same three parameters
(Kruiver et al., 2001; Heslop et al., 2002):
f(B) =
n∑
i=1
Mrik(B;Bhi;DPi) (5.2)
where n is the number of magnetic mineral components within a specimen and k cor-
responds to a log-normal probability density function. From eq. 2, it is possible to
calculate a function that represents the continuous realization of the discrete measured
data. Various statistical procedures are used to determine the goodness of fit for a par-
ticular model compared to the measured data using either statistical tests (F-test and
t-test; Kruiver et al., 2001) or automated iterative approaches (Expectation Algorithm;
Heslop et al., 2002). These models are accessible for readers to use through downloads
of an excel workbook (IRM-CLG; Kruiver et al., 2001) and a Fortran90 executable pro-
gram (IRM UnMix, available for PCs; Heslop et al., 2002). Fitting is achieved through
either manual entry (Kruiver et al., 2001) or through automated optimization (Heslop
et al., 2002).
The functions described by eq. 1 and eq. 2 operate under the assumption that
coercivities of a given magnetic mineral grain population can be closely approximated
by a log-normal distribution (Robertson and France, 1994; Kruiver et al., 2001; Heslop
et al., 2002; Egli , 2003). However, it is well known that many natural samples contain
magnetic mineral components whose coercivities are not log-normal (Egli , 2003, 2004a;
Heslop et al., 2004). To account for non-normality, Egli (2003) introduced the skew
generalized Gaussian (SGG) function:
SGG(x, µ, σ, q, p) =
1
2(1+1/p)σρ(1 + 1/p)
|qeqx∗ + q−1ex∗/q|
eqx∗ + ex∗/q
exp
[
− 1
2
∣∣∣∣∣ln
(
eqx∗ + ex∗/q
2
)∣∣∣∣∣
p] (5.3)
where x is equivalent to B in eqs. 1 and 2, µ is the equivalent of Bh, σ is equivalent
to DP , q is related to skewness, and p is related to kurtosis (Egli , 2003). The variable
x∗ arises from a substitution of x with x∗, where x∗ = g(x, q) (see Egli , 2003, for
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details). A Gaussian distribution is equivalent to the SGG when q = 1 and p = 2
(decreasing q from 1 to 0 creates left skewed distributions, changing the sign creates
right skewed distributions; decreasing p increases peakedness and increasing p enhances
squaredness Egli , 2003). The SGG function has major advantages over simple Gaussian
distributions because it can better account for non-normal behavior that is common
in natural samples. Deviations from normality can necessitate the need for additional
normal or log-normal components within a model to achieve a satisfactory fit, whereas a
single skew-component may prove sufficient (see Egli , 2003; Heslop, 2015). The MAG-
MIX method of Egli (2003) is available as a set of Mathematica notebooks (CODICA,
for deriving coercivity distributions and GECA, for analyzing coercivity distributions)
that include graphical user interfaces to assist in data processing. MAG-MIX has been
used to analyze the coercivity spectra from a wide range of natural samples and details
of those results can be found in Egli (2004b,a,c).
The methods provided by Kruiver et al. (2001), Heslop et al. (2002), and Egli
(2003) have proven to be an excellent basis for more detailed interpretation of the
magnetic mineralogy of sediments and other geologic samples. However, despite the
certain advances presented by Egli (2003), which continues to be utilized by researchers
(e.g., Lascu and Plank , 2013; Li et al., 2013; Ludwig et al., 2013; Liu et al., 2014), many
studies continue to utilize older methods from Kruiver et al. (2001) (recent examples
include Font et al., 2012; Yamazaki and Ikehara, 2012; Ao et al., 2013; Hu et al., 2013;
Abrajevitch et al., 2015) and Heslop et al. (2002) (e.g., Roberts et al., 2012; Channell
and Hodell , 2013; Weil et al., 2014; Dorfman et al., 2015). This may be in response to
difficulties in applying the SGG method, or in response to the software being available
only for Mathematica users (which requires expensive licensure). Here, we present a
new program, MAX UnMix, that was designed in the statistical computing language
R (which is open source and available for MAC, PC, and Linux; R-Core-Team, 2015)
and built using shiny for R studio (Chang et al., 2015). The application functions
as a web application (available online at http://www.irm.umn.edu/maxunmix) where
users interact with the model via a graphical user interface. Supporting information,
including instructional videos and a user manual, are available on the MAX UnMix
webpage. Below, we describe the statistical model underpinning MAX UnMix and
provide a number of examples to highlights aspects of the model’s performance.
68
5.3 Model Description
The observed coercivity distribution, C, of a measured set of magnetization data (M ;
may be acquisition, demagnetization, or backfield curves) is defined as the absolute
value of the first derivative of the raw data:
C =
∣∣∣ dM
dlog(B)
∣∣∣ (5.4)
where M and B are the respective magnetization and field values for a given dataset.
Note we define C in eq. 4 using the log(B) scaling, however various field scalings can
be used by simple substitution (e.g., Egli , 2003). MAX UnMix utilizes the predict()
function to calculate C on either a log10 or linear scale, depending on user selection. In
line with previous methods, we recommend fitting magnetization curves with a minimum
of 25 data points, although generally it is advantageous to have more if possible (Kruiver
et al., 2001).
It is often necessary to remove measurement noise within datasets by either appli-
cation of a spline function (Heslop et al., 2002) or more sophisticated filtering (e.g.,
the CODICA program described by Egli , 2003). In MAX UnMix, a simple monotonic
spline function, smooth.spline(), allows the user to determine the appropriate level
of smoothing. The smoothing factor, sf , can be varied between 0 and 1, where sf = 0
is equivalent to no smoothing and sf = 1 is the maximum degree of smoothing for a
given dataset. Spline fitting prevents large influences of measurement noise, however
over smoothing of data can result in spurious features (typically at low and high-fields;
see Heslop et al., 2002; Heslop, 2015) and careful observation of this balance should
be monitored by users. To avoid complications resulting from smoothing users have
the option to perform smoothing on either raw magnetization data (“Magnetization
smoother”, C derived from smoothed magnetization data) or raw coercivity data (“Co-
ercivity smoother”, C is smoothed directly from raw coercivity data), these choices work
variously well at low and high fields and users can determine which method is optimal
for a given dataset. As a general rule, the effects of measurement noise are best reduced
by maximizing the degree of smoothing imposed on a data set, while taking special care
to avoid ‘over-smoothing’, which can create artifacts.
When a suitable C has been determined from the measured data, the aim is to
determine a model function that approximates C for a given set of field values, B.
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Within the MAX UnMix framework this is achieved using a skew-normal distribution
from the fGarch package in R (Wuertz and Chalabi , 2015). The dsnorm() function
within the package creates skew-normal probability density functions that we use within
our model in the following form:
Cm(B) =
n∑
i=1
piw(B;Bhi;DPi;Si) (5.5)
where pi is a proportion factor that describes the height of the distribution for each
component (pi can range from 0 to 1, normalized such that a value of 1 is equivalent
to the maximum of C), w() is the skew-normal probability density function, Si is a
parameter describing skewness (for Si less than 1 distributions skew left, and vice versa),
and Cm represents the modeled approximation of C. In the special case that S = 1, w()
is equivalent to the normal probability function, k(), utilized by previous studies (eq. 2;
Kruiver et al., 2001; Heslop et al., 2002). Skew-left distributions (S < 1) are the result
of thermal effects and interactions between magnetic particles in a grain population
(Heslop et al., 2004) and have been shown to be common in natural populations (Egli ,
2004b,a). Skew-right distributions (S > 1) are less well understood on a physical basis
and may indicate mixed mineralogy within a single skew-right component (Heslop et al.,
2004). Accordingly, care should be taken when interpreting results for components with
S values much greater than 1. Note that our skew-normal function does not incorporate
kurtosis (which is included in the SGG function of Egli (2003)), however nearly all
natural samples are successfully fit when p = 2 meaning that kurtosis is not a feature
common to natural magnetic mineral components (see Egli , 2004b).
The user determines an initial set of values for Bhi, DPi, pi, and Si to set the ini-
tial model parameters, Pin. Determining initial inputs is a subjective process achieved
through an interactive user interface where values are selected with slider bar inputs.
We emphasize that initial component fits should be constructed with care and considera-
tion for known parameters of magnetic mineral components. Initial starting components
can be saved within a user-session so that a number of datasets may be analyzed from
a consistent and objective starting point. Optimization of Pin is achieved using the
optim() function, which iteratively determines the ideal values of Pin to minimize the
residual sum squared (RSS) between C and Cm. Results for an optimized set of param-
eters Popt are returned along with the minimized RSS value. In order to determine the
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number of magnetic mineral components to be used in the model, there is functionality
built in to the web application to perform an F-test for models with variable numbers
of components. We suggest that additional information and data regarding the likely
components in a sample be used to aid in determining the proper number of compo-
nents to use in model fitting, as statistical significance is not an absolute measure of the
quality of a model. Many common components in natural samples have been described
by Egli (2004b,a,c) and a table summarizing many of those components is provided on
the ‘Fitting’ page of MAX UnMix for reference.
In addition to determining the optimal number of magnetic mineral components
within a specimen, it is often of interest to calculate the relative contribution of each
component to the total measured magnetization. Here, both the observed and extrapo-
lated contribution (OC and EC, respectively) of each model component are determined
as the integrated area under individual component distributions relative to the area
under Cm for the observed set of field values B (OC) or an extended set of field values
such that all components are saturated (EC). In the case of full saturation, OC will
equal EC exactly. Previous methods (e.g., Kruiver et al., 2001; Heslop et al., 2002)
extrapolate magnetic contributions of unsaturated components and so EC will be the
most comparable parameter to other methods. It is important to note that our calcu-
lation of OC and EC is independent of the user defined pi, the parameter controlling
distribution amplitude, meaning that values of pi need not equal to 1 during model
fitting.
A resampling routine is used to assign uncertainty for the optimized model parame-
ters and resultant Cm (method similar to that of Egli , 2003). For a user-defined number
of resampling events, j, the model calculates a newly optimized Cm and set of parame-
ters Popt based on a Monte-Carlo style resampling of all input parameters (Pin and C).
For Pin, random sampling assumes a normally distributed error of 2%. Each iteration
recalculates C from a random subset of M based on a proportion set by the user (0.95
as default, can range from 0.8 - 1.0). Mean values and standard deviations for the
resultant set of Popt and Cm(opt) are returned and available for download. An approx-
imate 95% confidence interval (2.5 and 97.5 percentiles) is used to display uncertainty
in component and model distributions in the final output plot. The final set of results
provides users with a robust sense of uncertainty and model quality.
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5.4 Example Datasets and Model Comparison
In order to evaluate the performance of the MAX UnMix model we analyzed data from
three natural samples using the MAX UnMix model described here, the CODICA and
GECA programs provided by Egli (2003), IRM UnMix (Heslop et al., 2002), and the
IRM-CLG method of Kruiver et al. (2001). For each sample, we compare the Bh andDP
values for each model component (see Figures 5.1, 5.2, and 5.3). These model parameters
are common amongst all four methods and are often used as diagnostic indicators in
assigning magnetic mineralogy to model components (e.g., Egli , 2004b,a,c; Lindquist
et al., 2011; Bourne et al., 2015, other parameters from each model are reported in Table
5.1). The analyzed samples ranged from lake sediments (G010 and Birch-05; Egli , 2003;
Lascu and Plank , 2013, respectively) to an Eocene paleosol B-horizon (PCB-01-TRB-
050). Magnetization data for each specimen varied from ARM demagnetization (G010;
Egli , 2003), IRM demagnetization (Birch-05; Lascu and Plank , 2013), and backfield
remanence data (PCB-01-TRB-050).
Evaluation of the G010 ARM demagnetization sample data set from Egli (2003)
reveals a broad consistency of results across methods (see Figure 5.1). MAX UnMix
modeling results in a three component model with a primary low coercivity component
(component 1) with a Bh of 1.37 (± 0.02) log10 units (23.4 mT) and a DP of 0.32 (±
0.01). The intermediate component 2 is characterized by a Bh of 1.88 (±0.01) log10
units (75.9 mT) and a DP of 0.14 (± 0.01). A final high coercivity component 3 has
a Bh of 2.24 (±0.05) log10 units (75.9 mT) and a DP of 0.24 (± 0.04). The original
analysis of G010 (anoxic lake sediment) presented by Egli (2003) reported three primary
components that are closely replicated here. The low coercivity component (component
1) was identified as detrital magnetite and could also be identified from fluvial sediments
elsewhere in the lake catchment (see Egli , 2003, for details). Component 2 and 3
are nearly identical to the biogenic magnetite and oxidized magnetite (or hematite)
components reported by Egli (2003).
The resultant Bh and DP values for both GECA and IRM-CLG are within ± 10% of
the values resulting from MAX UnMix and suggest that comparable results are obtain-
able across methods despite certain differences in the statistical models (see also Spassov
et al., 2003). However, the IRM UnMix software was unable to produce a satisfactory fit
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to the G010 dataset using it’s automated fitting routine (Heslop et al., 2002). A major
advantage of having an automated fitting routine is that objectivity can be maintained
and results can be easily replicated by different users. Despite these advantages, there
are certain cases, including G010, where it becomes beneficial to have a higher degree
of user control (which is possible in IRM UnMix, but not in a user friendly way). In
contrast, the IRM-CLG model is entirely subjective to user control and includes no
optimization or error analysis. Results for the IRM-CLG method show good correlation
for G010 (and in other examples described below), but these results are in part due to
the difficulty in remaining objective while model fitting. MAX UnMix, in a similar way
to the MAG-MIX software from Egli (2003), allows for subjectivity in determination of
an initial model fit, but retains objectivity by performing automated optimization and
error analysis in order to produce a final model.
Decomposition of the Birch-05 IRM demagnetization data from Lascu and Plank
(2013) using MAX UnMix reveal two primary magnetic components (Figure 5.2A). The
low coercivity component (component 1) is characterized by a Bh of 1.19 (± 0.02) log10
units (15.5 mT) and a DP of 0.38 (± 0.01; see Figure 5.2A). Component 2 has a Bh
of 1.58 (± 0.01) log10 units (38 mT) and a DP of 0.27 (± 0.01; see Figure 5.2A).
Lascu and Plank (2013) reported results of coercivity unmixing using the CODICA and
GECA programs of Egli (2003) for a sequence of lake sediments (including Birch-05)
and identified detrital soft (Bh 10 - 30 mT, DP 0.3 - 0.5) and biogenic soft (Bh 30 - 50
mT, DP 0.15 - 0.32) components that are entirely consistent with component 1 and 2,
respectively.
Reanalysis of the Birch-05 data using CODICA and GECA (Egli , 2003) as well as
IRM-UnMIx (Heslop et al., 2002) and IRM-CLG (Kruiver et al., 2001) produces results
that are mostly consistent for Bh and DP (see Figure 5.2B). In general, data across
methods is within ± 10% of the results obtained from Max UnMix. There is more
variability in the results for DP compared with the consistency observed in Bh (Figure
5.2). The variability in DP is primarily related to a relatively high degree of skewness
in both model components (S1 = 0.72 and S2 = 0.71) which is accounted for in slightly
different ways in Max UnMix compared with the SGG function (eq. 3) of Egli (2003),
or in the case of the other methods is not incorporated.
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Remanence is held by two primary components in PCB-01-TRB-050. The high-
coercivity component (component 1) is characterized by Bh of 2.66 (± 0.02) log10 units
(∼ 457 mT) and a DP of 0.34 (± 0.01; see Figure 5.3). The low coercivity component
(component 2) has a Bh of 1.51 (± 0.01) log10 units (∼ 32 mT) and a DP of 0.51
(± 0.01). These components are interpreted to represent partially oxidized pedogenic
magnetite (component 2) and fine grained hematite (component 1).
Similar to the results for Birch-05, increased skewness also increases variability in
results obtained from various methods for component 2 in specimen PCB-01-TRA-
050 (Figure 5.3B) where skewness is also considerable (S2 = 0.68). In contrast, the
model parameters for component 1 in PCB-01-TRB-050 is only slightly skewed (S1 =
1.09) and the Bh and DP for component 1 are highly consistent across methods. This
variability is important to recognize, particularly when comparing results from studies
where unmixing analyses were conducted using different methods and highlights the
need for consistent methodology to be utilized moving forward if possible.
Results from TRB-050 highlight that care should be taken when interpreting results
for dispersion and skewness. Model fits for TRB-050 show component 1 is slightly skew-
right and component 2 has DP values that are in excess of 0.5 in all models (see Table
5.1). In general, values of DP far exceeding 0.5 should be interpreted with caution, as it
can infer that a magnetic mineral component is both “hard” and “soft”. For skewness,
as previously mentioned, skew-right distributions (S > 1) are poorly understood and
should be avoided in fitting if possible. Component 1 is interpreted is be primarily pig-
mentary hematite, although it is possible that more minor contributions from goethite
may be responsible for the skew-right behavior. Component 2 is interpreted as partially
oxidized pedogenic magnetite likely represents a mixture of magnetite and partially
(or fully) oxidized magnetite/maghemite, which increases the range of coercivities (and
thus DP ) within a single component. In the case that DP > 0.5 and S > 1, it may be
an indicator for mixed mineralogy within a single component (Heslop et al., 2004) and
physical interpretations such as those reported here should accompany results of this
type.
Comparison of EC calculated by MAX UnMix to the contribution calculated by
other methods is mostly consistent for components in both TRB-050 and G010 (gener-
ally within ± 8 %). The variability in EC for Birch-05 is more considerable (± 14%)
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and is particularly poor when comparing results from MAX UnMix and GECA to those
of IRM-UnMix and IRM-CLG (see Table 5.1. The potential for variability in estimated
contribution to remanence for model components highlights the need for transparency
and consistency in methodology for quantifying component remanence using coercivity
unmixing methods.
5.5 Conclusions
MAX UnMix is a new method for the statistical unmixing of magnetization data. The
program functions as a web application (available online at http://www.irm.umn.edu/
maxunmix) and was written in R studio using the package shiny (both open source and
available for Mac, PC, and Linux). Model results are comparable to existing methods
that are frequently used within the environmental and rock magnetic community. In
contrast to older methods, MAX UnMix provides users a friendly interface that is avail-
able online (with the code accessible via open source, platform independent software).
Moving forward, future work should to aim to utilize coercivity unmixing methods
that are consistent and account for skewness of component distributions as increased
skewness has a considerable impact on affecting other model parameters. Given the ac-
cessibility and user-friendly nature of MAX UnMix it should serve as a useful resource
for future work.
5.6 Acknowledgments
We thank members of the Institute for Rock Magnetism for comments that helped to
improve early versions of this program. Mark Dekkers, Ramon Egli, and Christoph
Geiss provided thoughtful reviews that greatly improved this work. DPM acknowledges
funding from the Stanwood Johnston and Doctoral Dissertation Fellowships from the
University of Minnesota. This is IRM contribution 1606.
75
dM
/d
lo
g(B
) x
10
-
5
log10(B) (mT)
0
20
-20%
 
di
ffe
re
n
ce
GECAMax 
UnMix
IRM 
UnMix
IRM
CLG
A
B
-40
40 component 2
DPBh
component 1
DPBh
data
component 1
component 2
model
spline
15
10
5
0 0.5 1.0 1.5 2.0
0
component 3
component 3
DPBh
not 
available
Figure 5.1: A. Model fit example for sample G010 (anoxic lake sediments) from Egli (2003). Co-
ercivity distribution (data shown in grey circles, spline fit partially visible as black line) derived
from ARM demagnetization data. Shaded area represents error envelopes of 95% confidence
intervals. In the cases where no shading is present (e.g., spline fit and model fit) it is because
95% confidence intervals are thinner than line. B. Comparison of Bh and DP parameters for
individual model components across methods. Percentage difference calculated relative to re-
sults for Max UnMix. Shaded region represents plus or minus 10%. GECA program from Egli
(2003), IRM UnMix from Heslop et al. (2002), and IRM CLG from Kruiver et al. (2001). Note
that the IRM UnMix program in this case was unable to produce a satisfactory fit comparable
to other models.
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Figure 5.2: A. Model fit example for sample Birch-05 (lake sediment) from Lascu and Plank
(2013). Coercivity distribution (data shown in grey circles, spline fit partically visible as black
line) derived from IRM demagnetization measurements. Shaded area represents error envelopes
of 95% confidence intervals. In the cases where no shading is present, confidence intervals are
thinner than line. B. Comparison of Bh and DP parameters for individual model components
across methods. Percentage difference calculated relative to results for MAX UnMix. Shaded
region represents plus or minus 10%. GECA program from Egli (2003), IRM UnMix from Heslop
et al. (2002), and IRM CLG from Kruiver et al. (2001).
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Figure 5.3: A. Model fit example for sample PCB-01-TRB-050 (paleosol B horizon). Coercivity
distribution (data shown in grey circles, spline fit partically visible as black line) derived from
backfield remanence data up to 1T. Shaded area represents error envelopes of 95% confidence
intervals. In the cases where no shading is present, confidence intervals are thinner than line.
B. Comparison of Bh and DP parameters for individual model components across methods.
Percentage difference calculated relative to results for MAX UnMix. Shaded region represents
plus or minus 10%. GECA program from Egli (2003), IRM UnMix from Heslop et al. (2002),
and IRM CLG from Kruiver et al. (2001).
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Table 5.1: Results of model fitting for three specimen using variable unmixing methods: MAX
UnMix (described here), GECA (Egli, 2003), IRM-UnMix (Heslop et al., 2002), and IRM-CLG
(Kruiver et al., 2001). Note that all parameters (Bh, DP , S, OC, and EC) are labeled according
to the nomenclature in MAX UnMix with the exception of q, which refers to kurtosis in the
SGG function of Egli (2003). Specimen G010 (ARM demagnetization) and Birch-05 (IRM
demagnetization) are lake sediments from Egli (2003) and Lascu and Plank (2013), respectively.
Specimen TRA-050 (backfield remanence data up to 1T) is an Eocene paleosol B-horizon.
Specimen Method Component 1 Component 2 Component 3
Bh Dp S q OC EC Bh Dp S q OC EC Bh Dp S q OC EC
G010 Max UnMix 1.37 0.32 0.87 - 0.72 0.73 1.88 0.14 1.09 - 0.18 0.18 2.24 0.24 1.10 - 0.10 0.09
GECA 1.34 0.34 0.60 2.10 - 0.66 1.85 0.15 1.00 2 - 0.24 2.17 0.25 0.95 2.00 - 0.11
IRM-UnMix - - - - - - - - - - - - - - - - - -
IRM-CLG 1.41 0.35 - - - 0.78 1.88 0.15 - - - 0.15 2.30 0.20 - - - 0.07
Birch-05 Max UnMix 1.19 0.38 0.72 - 0.57 0.57 1.58 0.27 0.71 - 0.43 0.43 - - - - - -
GECA 1.12 0.44 0.44 2.10 - 0.52 1.64 0.20 1.00 2.00 - 0.48 - - - - - -
IRM-UnMix 1.09 0.34 - - - 0.43 1.58 0.24 - - - 0.57 - - - - - -
IRM-CLG 1.13 0.34 - - - 0.43 1.58 0.27 - - - 0.57 - - - - - -
TRB-050 Max UnMix 2.66 0.34 1.09 - 0.73 0.76 1.51 0.51 0.64 - 0.27 0.24 - - - - - -
GECA 2.64 0.36 -0.75 1.79 - 0.80 1.44 0.67 0.45 2.19 - 0.20 - - - - - -
IRM-UnMix 2.65 0.32 - - - 0.64 1.87 0.73 - - - 0.36 - - - - - -
IRM-CLG 2.65 0.32 - - - 0.71 1.70 0.58 - - - 0.29 - - - - - -
Chapter 6
Pedogenic magnetite is
conservative in different soil types
developed under uniform climate
6.1 Synopsis
Non-detrital magnetic minerals occur in soil as a result of a complex set of processes
that are controlled by soil forming factors during pedogenesis. Interpretations of paleo-
climate and paleoenvironment based on magnetic mineral assemblages in paleosols are
complicated by the difficulty of distinguishing magnetic mineral populations that are
controlled by climate and soil moisture from populations that are more sensitive to other
processes. Here, we present evidence that grain-size specific magnetic properties, such
as the frequency dependence of susceptibility and the ratio of anhysteretic to isothermal
remanent magnetization, are insensitive to changing vegetation in soils developing un-
der uniform climate, topography, and on similar parent material along the forest-prairie
ecotone in NW Minnesota. Quantitative unmixing of coercivity spectra and first-order
reversal curve diagrams across the transect support an easily identifiable fraction of
fine-grained pedogenic magnetite that is highly consistent regardless of vegetation. In
contrast, detrital magnetite is more abundant in prairie soils compared with forest soils
indicating a partitioning in the preservation and/or deposition of detrital magnetite in
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soils developing under variable vegetation. This work highlights the need for careful
identification of magnetic mineral populations in soils and sediments prior to making
climatic and environmental interpretations.
6.2 Introduction
Magnetic properties of soils are an important archive of the climatic and environmental
conditions present during soil formation (Maher et al., 1994; Maher and Thompson,
1995; Maher , 1998, 2007; Geiss and Zanner , 2007; Geiss et al., 2008; Balsam et al.,
2011; Orgeira et al., 2011; Long et al., 2011; Liu et al., 2012; Maxbauer et al., 2016a).
Fine grained superparamagnetic (SP) and stable single domain (SSD) magnetite are
produced by microbially mediated redox processes associated with wet and dry cycling
in well-drained soils (Maher , 1998; Orgeira et al., 2011). Soil formed magnetite is often
exposed to oxic conditions that promote partial maghemitization during dry periods
(van Velzen and Dekkers, 1999; Chen et al., 2005). This population of SP/SSD mag-
netite and partially-oxidized magnetite, referred to together as pedogenic magnetite,
is integrated into the pre-existing population of detrital magnetic minerals, often of
coarser grain sizes, that are derived from physical weathering of parent material and/or
deposited by eolian processes. Mixtures of both pedogenic and detrital magnetic miner-
als are subjected to a range of pedogenic processes that vary in response to soil forming
factors (climate, vegetation, topography, time, and parent material (Jenny , 1941)) and
act to produce, transform, or destroy magnetic minerals (Liu et al., 2012). As a result,
researchers interested in interpreting the ambient climate conditions during soil forma-
tion are challenged to disentangle mixed magnetic mineral assemblages in order to relate
magnetic properties of soils with climate (Liu et al., 2012; Hatfield , 2014; Heslop, 2015;
Maxbauer et al., 2016a).
Most studies focus on interpreting soil sequences where climate varies in order to
determine empirical relationships between soil magnetic properties and mean annual
precipitation (MAP) or mean annual temperature (MAT) (Maher et al., 1994; Maher
and Thompson, 1995; Porter et al., 2001; Geiss et al., 2008; Long et al., 2011; Hyland
et al., 2015). Magnetic paleoclimate proxies have proven to be powerful tools for re-
constructing climate variability, particularly on the Chinese Loess Plateau (Liu et al.,
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2012). However, regional differences and large uncertainties associated with magnetic
proxies currently limit their applicability in other systems and in deep-time (Maher and
Possolo, 2013; Heslop and Roberts, 2013; Maxbauer et al., 2016a). Targeted studies
investigating the influence of other soil factors have improved our understanding into
how the duration of soil development (Stinchcomb and Peppe, 2014; Maher and Hu,
2006; Vidic et al., 2004; Fine et al., 1989), parent material (Hanesch and Scholger ,
2005; Blundell et al., 2009; Boyle et al., 2010), and topography (de Jong et al., 1998,
2000) impact magnetic mineralogy of soils. Yet, details of how soil processes that vary
relative to vegetation cover can deferentially impact pedogenic and detrital magnetic
minerals are not well constrained.
Here, we investigate magnetic properties of soils forming across the forest-to-prairie
transition in NW Minnesota to evaluate the influence of changing vegetation and soil
type on populations of detrital and pedogenic magnetic minerals (Figures 6.1, A.1, A.2,
and A.3). Soils along the study transect have been developing on Des Moine Lobe
glacial till capped by a thin layer of loess since the retreat of the last glacial (Severson
and Arneman, 1973; Lusardi et al., 2011). Climate across the transect is highly uniform
(MAT = 4.6 ◦C, MAP = 650 mm yr-1; data from the PRISM Climate Group, Oregon
State University, http://prism.oregonstate.edu, 9 March 2016; Fig. A.4) and all
soils were sampled from stable uplands on relatively subtle topography (see Figure 6.1)
that has been mostly undisturbed (see Figures A.1, A.2, A.3 and discussion below). Veg-
etation differences along the transect are controlled by episodic burning, which acts to
reestablish prairie post-burning (Severson and Arneman, 1973; Clark , 1990). We expect
that if pedogenic production of magnetic minerals is controlled by climate that we will
observe consistency in magnetic properties that isolate only the pedogenic population
of magnetic minerals. In contrast, variability in magnetic properties can be taken as an
indication that soil processes governed by vegetation changes are controlling magnetic
mineral formation and/or dissolution.
6.3 Methods
Soil samples were collected from a combination of freshly dug soil pits, slide-hammer
cores, and augered samples. Augered samples were collected from the inside of soil clods
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Figure 6.1: Site details and soil profiles. (A) Map of soil sampling localities within Minnesota
(inset shown in bottom left of panel A, sampling locality is highlighted by the orange square,
the black dot indicates Twin Cities area). Sampling localities within forest (dark green), prairie
(orange), and transitional (blue) zones indicated with colored symbols. (B) Soil profiles and
horizon designations for A, E, B, and C horizons. Labels below profiles correspond to specimen
labels included in the Supplemental File. (C) Elevation profile for sampling sites along transect.
to avoid contamination. Soil color for wet samples was recorded using a Munsell color
chart. All samples were dried, lightly crushed to homogenize, and seived to remove soil
particles larger than 5 mm. Specimens for magnetic measurements were prepared by
packing soil samples into diamagnetic plastic cubes and securing with a non-magnetic
potassium silicate adhesive. Magnetic measurements were conducted at the Institute
for Rock Magnetism at the University of Minnesota. All specimens in this study (n
= 98) were evaluated for magnetic susceptibility (χ, m3kg-1), frequency dependence of
susceptibility (χfd, %), isothermal remanent magnetization (IRM , Am
2kg-1), anhys-
teretic remanent magnetization (ARM , Am2kg-1), and hysteresis properties. Magnetic
susceptibility was measured at low (465 Hz, low frequency susceptibility is reported as
χ) and high (4650 Hz) frequencies using a Magnon variable frequency susceptibility me-
ter in an alternating current (AC) field of 300 Am-1. χfd was calculated as a percentage,
where χfd = (χ465 − χ4650)/χ465 × 100. IRM was imparted using three pulses of a 100
mT direct current (DC) field in a pulse magnetizer and ARM was imparted in a peak
alternating field (AF) of 100 mT in the presence of a weak DC bias field of 50 µT. Both
IRM and ARM were measured using a 2G Enterprises 760-R SQUID magnetometer
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within a shielded room with a background field of less than 100 nT. The susceptibility
of ARM (χARM , mA
-1) is calculated by dividing ARM by the bias field. Enhanced and
background samples were determined by threshold criteria for χfd and χARM/IRM ,
where specimen with χfd >2% and χARM/IRM > 4.5 ×10-4 mA-1 were categorized as
enhanced and all other specimen were determined to be background.
Hystersis loops and backfield remanence curves were measured using a Princeton
Measurements Corporation Micromag vibrating sample magnetometer (VSM) at room
temperature in fields up to 1 T. Saturation magnetization (Ms, Am
2kg-1) and coer-
civity (Bc, mT) are determined from hysteresis loops, while saturation remanent mag-
netization (Mrs, Am
2kg-1) and coercivity of remanence (Bcr, mT) are calculated from
backfield curves (Tauxe et al., 2014). Coercivity spectra were derived for all specimens
as the absolute value of the first derivate of backfield curves. Coercivity unmixing was
performed using MAX UnMix (Maxbauer et al., 2016c), a new program for coercivity
unmixing based on previous work (Kruiver et al., 2001; Heslop et al., 2004; Egli , 2003)
(available online at www.irm.umn.edu/maxunmix).
A subset of samples, both background and enhanced, were analyzed using more
sophisticated measurements in order to better constrain grain size distributions and
magnetic mineralogy. An initial room temperature (300 K) remanence (RT-SIRM) im-
parted using a 5 T DC field (followed by 2.5 T pulse along same axis to minimize recoil
within system) was measured during cooling to 20 K and warming back to room tem-
perature using a Quantum Design Magnetic Properties Measurement System (MPMS).
Field cooled (FC) and zero-field cooled (ZFC) remanence (2.5 T) was measured on
cooling from 300 K to 20 K. RT-SIRM and FC-ZFC curves reveal remanence loss at
diagnostic transitions, for example the Verwey transition for magnetite. To character-
ize magnetic grain size distributions, first order reversal curve (FORC) diagrams were
measured using a Micromag-VSM. All FORC diagrams were processes using FORCinel
v3.0 and smoothed using the simple smooth functionality with a smoothing factor of
5 (Harrison and Feinberg , 2009). Decomposition of FORC diagrams was performed
using FORCem (Lascu et al., 2015). FORCem unmixes FORC data using a princi-
ple component approach that allows for quantification of end member contributions to
magnetization. The graphical output from the PCA analysis is provided in Figure A.11.
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6.4 Results
Magnetic susceptibility (χ, Fig. 6.2a) and saturation magnetization (Ms, Fig. 6.2b)
show similar trends with depth in soil profiles. χ ranged between 4×10-7 and 15×10-7
Am2kg-1. Ms ranges from 3.8×10-2 to 22.6×10-2 Am2kg-1. Both χ and Ms are signif-
icantly greater in the enhanced prairie specimens compared with enhanced specimens
in the forest and transitional soils (p < 0.001 for unpaired t-tests and Wilcoxon Signed
Rank tests; see Methods and Fig. 6.2 for enhancement criteria). Frequency dependence
of susceptibility (χfd, Fig. 6.2d) and the ratio of the susceptibility of anhysteretic re-
manent magnetization to isothermal remanent magnetization (χARM/IRM , Fig. 6.2e)
show similar trends with depth that are mostly consistent between profiles (p > 0.05
for all unpaired t-tests and Wilcoxon Signed Rank tests). χfd and χARM/IRM are
both increased in the upper soil horizons for all profiles and display trends consistent
with a classical magnetically enhanced soil profile (Maher , 1998; Orgeira et al., 2011;
Maxbauer et al., 2016a). Coercivity (Bc, Fig. 6.2c) ranges primarily from ∼4-15 mT
and shows remains fairly consistent with depth in profiles. The mean Bc of enhanced
forest specimen (8.5 ± 0.37 mT, reported error is one standard deviation) is significantly
greater than both prairie and transitional enhanced specimen (5.9 ± 0.43 mT and 5.9
± 1.44 mT, respectively; p < 0.001 for all t-tests and Wilcoxon Signed Rank tests). In
contrast, coercivity of remanence (Bcr, Fig. 6.2f) is consistent for enhanced specimen
across the transect (all p-values > 0.05 for t-tests and Wilcoxon Signed Rank tests) with
enhanced values ranging from 32.8 - 58.5 mT. Results for all parameters are available
in Supplementary Fig. A.5.
Unmixing coercivity distributions derived from backfield remanence curves resulted
in a three component model fit for all specimens. Each component is described by its
characteristic median coercive field (Bh) and dispersion parameter (DP ; one standard
deviation in log10 space) (Maxbauer et al., 2016c). Example fit results are shown in
Fig. 6.3. Component parameters were consistent across the transect and did not show
systematic variations with changes in vegetation and soil type. A high coercivity com-
ponent (HCC, component 1) is characterized by a Bh of 1.97 ± 0.02 log10 mT (93.7 mT)
and a DP of 0.29 ± 0.02. Mean Bh for an intermediate covercivity component (ICC,
component 2) is 1.38 ± 0.03 log10 mT (24.0 mT) with a DP of 0.35 ± 0.02. Lastly, a
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Figure 6.2: Magnetic properties with depth for soil transect. Data reported here for mag-
netic susceptibility (a), saturation magnetization (b), coercivity (c), frequency dependence of
susceptibility (d) Background and enhanced specimen in all cases are determined by criteria
highlighted by shaded boxes in panels d and e, where enhanced specimen where greater than
thresholds for χfd and χARM/IRM in both cases.
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low-coercivity component (LCC, component 3) has mean Bh of 0.53 ± 0.10 log10 mT
(3.4 mT) and a DP of 0.44 ± 0.09. Skewness for the HCC, ICC, LCC, is 0.86 ± 0.04,
0.089 ± 0.04, and 1.04 ± 0.14 respectively (note that skewness of 1 is equivalent to a
normal distribution Maxbauer et al. (2016c)).
First-order reversal curves for background and enhanced specimen from each profile
record contributions from three distinct end members (Fig. 6.5). The strong isolated
contributions along the central ridge observed in the first end member (EM-1) is diag-
nostic of non-interacting SSD magnetite (Lascu et al., 2015; Roberts et al., 2014) and
the spread about the horizontal axis observed in the second end member (EM-2) is
characteristic of MD magnetite (Roberts et al., 2014) (Fig 6.5). The observed FORC
distribution for the third end member (EM-3) is consistent with a mixture of interact-
ing SP and SSD grains of magnetite (Roberts et al., 2014) (Fig. 6.5). Contributions of
EM-1 and EM-2 to overall magnetization are variable, but mostly consistent between
studied background specimens (Fig. 6.5). There is a clear distinction between enhanced
specimen and background specimen driven by an increase in contribution of EM-3, and
within enhanced specimen forest and transitional specimen are generally more enriched
in EM-3 compared with prairie specimen (Fig. 6.5). We interpret EM-1 and EM-2
to represent detrital magnetite that is inherited from parent material, while EM-3 is
interpreted as pedogenic magnetite.
Temperature dependent experiments (described in Methods) indicate that mag-
netite, and partially oxidized magnetite are the dominant magnetic mineral for all
studied samples (see Supplementary Figs. A.6 and A.7). Contributions of so-called ‘an-
tiferromagnetic’ minerals such as goethite and hematite are minimal. However, goethite
appears to be present in enhanced forest specimen (Fig. reffig:fczfc) and iron concre-
tions were observed during sampling in parent materials of forest soils. The presence of
goethite in forest soils may be important to distinguishing variable soil processes across
this soil transect and we discuss this in more detail below.
6.5 Discussion and Conclusions
This work represents, to our knowledge, the most rigorous evaluation of the effects
of changing vegetation on magnetic mineral production in soils that developed under
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Figure 6.4: Day Plot of magnetic hysteresis properties. Background and enhanced specimen
determined by criteria highlighted in Fig. 6.2d,e. Clear trends can be observed for background
and enhanced specimen from all study sites and strong differentiation is observed between the
enhanced forest and prairie data.
uniform climate. The observed consistency in χfd and χARM/IRM in topsoils across the
study transect suggest that biomediated redox processes (Orgeira et al., 2011) leading to
the production of SP/SSD magnetites in soils are mostly independent of the influence
of variable soil type and vegetation. Further, the median coercivity and dispersion
reported for the ICC from coercivity analyses agrees well with previous studies that
have isolated pedogenic magnetites from soils ranging across the globe (Egli , 2004b;
Geiss et al., 2008; Maxbauer et al., 2016a) and we interpret the ICC reported here to
be pedogenic magnetite. Pedogenic magnetite contributes ∼45% of Mr for enhanced
forest and prairie specimens and shows a decreasing pattern with depth similar to trends
observed in χfd and χARM/IRM (Fig. 6.3a). There is also clear consistency in EM-3
from FORCem analysis (Fig 6.5) that strengthens the idea that pedogenically produced
SP/SSD magnetite consistently dominates the magnetization of enhanced soil horizons
across the transect. Together, our data set supports a pedogenic population of magnetite
that is formed in soils independent of changing vegetation and that is comparable to
pedogenic magnetite populations recovered in soils developing under variable conditions
throughout the world.
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Figure 6.5: Ternary diagram and end member first-order reversal curve diagram results from
FORCem analysis (Lascu et al., 2015). EM-1 is interpreted to represent detrial single domain
magnetite inherited parent material. Coarser, detrital magnetite in the multi-domain state is
represented by EM-2. Pedogenic magnetite, a mixture of SP and SSD magnetite is represented
by EM-3. All enhnaced specimen are enriched in pedogenic EM-3, however prairie soils have
higher contributions from detrital EM-1 and EM-2. Examples of individual FORC diagrams are
provided in Figs. A.8, A.9, and A.10. The color scale applied to all FORC diagrams.
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Climatic interpretations based on magnetic mineralogy of paleosols are supported by
the fundamental assumption that ambient climate conditions are the principal control
on the production of fine-grained, SP/SSD magnetite in upper soil horizons. In order to
test the predictive power of recent paleoprecipitation proxies based on pedogenic mag-
netite in Great Plains loessic soils (Geiss et al., 2008) we reconstructed precipitation
for each sampling zone based on the χARM/IRM of the enhanced horizons (Fig. A.12).
Estimates for mean annual precipitation (MAP) are within ∼8% of the observed value
(Fig A.12) and have good agreement between sampling zones. These results suggest that
pedogenic production of magnetite in soils is consistent enough with respect to changing
vegetation that climatic inferences can still be made based on magnetic mineral assem-
blages. However, despite the general consistency in grain-size dependent properties
across the transect, important differences observed in the induced magnetization and
coercivity of enhanced topsoils may complicate climatic interpretations (Fig. 6.2a,b).
For example, pedogenic susceptibility (χped, equivalent to the χenhanced − χbackground),
which is used as a climatic indicator (Maher et al., 1994; Maher and Thompson, 1995),
is much greater in prairie soils (57.5 ± 26.5 ×10-8 m3kg-1 compared to forest and tran-
sitional soils (8.43 ± 10.2 ×10-8 and 11.5 ± 27.9 ×10-8 m3kg-1, respectively) and overall
variability for χped between individual profiles is extremely high. Significant increases
in χ and Ms indicate that the overall concentration of magnetic material in prairie top-
soils is elevated relative to forest and transitional soils. Elevated induced magnetization
is associate with decreased Bc in enhanced prairie specimen relative to forests (Fig.
6.2c). These differences suggest variable soil processes act across the study transect and
complicate climatic interpretations made from parameters such as χ, χped, and Ms.
Increased χ and induced magnetization in prairie soils indicates an overall increase
in the concentration of magnetic material in prairie soils compared to forest and tran-
sitional soils. Remanent magnetization properties across the transect are more con-
servative (Fig. 6.2 and S2), especially for the grain-size sensitive remanent property
χARM/IRM as discussed above. End member contributions from FORCem unmixing
(Fig. 6.5) suggest that this increase in concentration of magnetic material in prairie soils
is due to a relative enrichment in prairie soils (or, alternatively, depletion in forests and
transitional soils) of detrital MD magnetite (EM-2, see Fig. 6.5). An important differ-
ence between unmixing FORC diagrams and coercivity distributions is that the latter
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only considers remanent magnetization, and so grains with stronger induced magnetiza-
tions will be underrepresented relative to grains with strong remanence. The increased
contributions of detrital end members to the induced magnetization is clear from the
FORCem analysis and helps to explain the lower coercivity and stronger induced mag-
netization observed in prairie soils.
It is important the constrain the soil processes that lead to the relative enrichment of
detrital magnetite in prairie soils, which may be the result of either a loss of magnetite
from forest soils or additional inputs into prairie soils. A possible pathway for the
production of magnetite in prairie soils may be burning, which is known to produce
fine grained magnetite in top soil and is a key factor in determing the boundary of the
forest-to-prairie transition in this region. However, if burning is the primary process
responsible for the increased induced magnetization in prairie soils we would expect
the elevated magnetization to be restricted to the uppermost 5-10 cm of soil. Yet,
we observe elevated induced magnetization down to 40 cm depth in prairie soils (Fig.
6.2a,b). Magnetite formed during burning is often fine-grained and resembles the type of
magnetite formed during pedogenesis. Increased magnetizations in prairie soils is driven
by contributions from components with coarser magnetic grain sizes, for example EM-2
in the FORCem analysis is similar to MD magnetite (Fig. 6.5) that would be unlikely
to have originated from processes related to burning. Finally, although early work
highlighted burning as a process that can produce magnetites in top soils, more recent
work has shown that it is not likely to be a primary driver for magnetic enhancement
(Quinton et al., 2011). We suggest that instead of additional magnetite being produced
in prairie soils, the enrichment of detrital magnetite in prairie soils is a results of selective
removal of detrital magnetite in forest soils. Dissolution of magnetite is facilitated by
increasingly acidic soil conditions (Cornell and Schwertmann, 2003; Maher et al., 2003a).
Measurements of pH on soil horizons from this study are in agreement with previous
work (Severson and Arneman, 1973) and show that forest soil, particularly top soil, is
more acidic compared to prairie and transitional soils Table 6.1. Goethite is favored
in soils with lower pH (Cornell and Schwertmann, 2003; Maher et al., 2003a) and is
detectable only in enhanced forest top soil where conditions are most acidic (forest
A horizons pH = 6.85). We suggest that detrital magnetite in forest soils is removed,
possible in favor of goethite, via dissolution and reprecipitation of iron into other phases.
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An equilibrium balance between magnetic mineral formation and dissolution with
respect to soil conditions is essential for a stable populations of magnetic minerals to de-
velop in soils in response to long term climatic and environmental conditions. Here, we
present evidence that supports two important conclusions regarding mixed assemblages
of magnetic minerals in soils. First, contributions from detrital magnetic minerals to
the overall magnetization of soil samples complicate signals from pedogenic minerals.
Detrital magnetic minerals are not likely to be formed in soil, are subject to dissolution
processes, and so are very unlikely to be in equilibrium with climatic conditions. As a
result, climatic interpretations based on bulk magnetic properties of soils without re-
moval of detrital signals are likely to be poorly constrained and uncertain. Second, the
SP/SSD population of magnetite in enhanced soil horizons across the study transect is
highly consistent, is easily identifiable using a range of targeted magnetic parameters
and techniques, and indicates that the processes controlling pedogenic production of
magnetite is independent of vegetation cover. Dissolution processes effecting detrital
magnetic minerals are also likely to impact pedogenically produced magnetites. How-
ever, based on the consistency reported here in pedogenic populations for magnetites
across the transect, it is apparent that equilibrium conditions are reached between for-
mation and dissolution processes with respect to the ambient climatic conditions.
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Table 6.1: Average pH for soil horizons across study transect. Standard deviations are reported
in parentheticals. All horizons match those displayed in Fig. 6.1.
Horizon Prairie Transitional Forest
A 7.74 (0.25) 7.85 (0.23) 6.85 (0.31)
A2 - 8.07 (0.05) -
Bw 7.87 (0.16) - -
E - - 7.03 (0.27)
Bt - 7.94 (0.22) 7.03 (0.27)
BtC - - 7.15 (0.20)
C 8.01 (0.22) 7.67 (0.39) -
Chapter 7
Magnetic minerals as recorders of
weathering, diagenesis, and
paleoclimate: a core-outcrop
comparison of Paleocene-Eocene
paleosols in the Bighorn Basin,
WY, U.S.A.
The contents of this section were originally published in the journal Earth and Planetary
Science Letters under the title ‘Magnetic minerals as recorders of weathering, diagen-
esis, and paleoclimate: a core-outcrop comparison of Paleocene-Eocene paleosols in the
Bighorn Basin, WY, U.S.A.’. See reference to Maxbauer et al. (2016b) for details. This
work is included below it its published form with permission of all authors.
7.1 Synopsis
Magnetic minerals in paleosols hold important clues to the environmental conditions in
which the original soil formed. However, efforts to quantify parameters such as mean
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annual precipitation (MAP) using magnetic properties are still in their infancy. Here,
we test the idea that diagenetic processes and surficial weathering affect the magnetic
minerals preserved in paleosols, particularly in pre-Quaternary systems that have re-
ceived far less attention compared to more recent soils and paleosols. We evaluate the
magnetic properties of non-loessic paleosols across the Paleocene-Eocene Thermal Max-
imum (a short-term global warming episode that occurred at 55.5 Ma) in the Bighorn
Basin, WY. We compare data from nine paleosol layers sampled from outcrop, each
of which has been exposed to surficial weathering, to the equivalent paleosols sampled
from drill core, all of which are preserved below a pervasive surficial weathering front
and are presumed to be unweathered. Comparisons reveal an increase in magnetization
in outcrops compared with core equivalents, which is principally driven by secondary
hematite production. Authigenic hematite production in outcrops presents a compli-
cation for goethite-hematite based paleoprecipitation proxies where estimates will be
biased toward drier climate regimes. The occurrence of low coercivity minerals is more
consistent between core and outcrop. However, we propose an alteration process for
pedogenic magnetite that is observed in both core and outcrop, where pedogenic mag-
netite becomes progressively oxidized leading to higher mean coercivities and broader
coercivity distributions compared to modern pedogenic magnetite. This combination of
diagenetic processes and surface weathering influences the magnetic properties of pale-
osols. Despite these changes, magnetic enhancement ratios from B-horizons correlate
with independent MAP estimates from geochemical proxies, which suggests that pale-
oprecipitation information is preserved. Future work should continue to address these
complications by developing useful protocols that isolate the magnetic properties that
are most resistant to alteration and remain strong indicators of MAP and climate.
7.2 Introduction
The magnetic properties of soils and paleosols are often used to make environmen-
tal and climatic interpretations throughout the geologic record (see reviews by Ma-
her , 1998; Maxbauer et al., 2016a). This is possible largely because magnetic minerals
such as goethite (FeOOH), hematite (α−Fe2O3), magnetite (Fe3O4), and maghemite
(γ−Fe2O3) form through a combination of processes that are often critically dependent
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on soil moisture (Maxbauer et al., 2016a, and references therein). Many studies have
established empirical, quantitative relationships between pedogenic iron oxide minerals
and the mean annual precipitation (MAP) under which the soil formed (e.g., Maher and
Thompson, 1995; Geiss et al., 2008; Long et al., 2011; Hyland et al., 2015). These quan-
titative methods, along with earlier more qualitative interpretations, hold enormous
potential for understanding environmental variability in the deep past. Two recent
studies have highlighted the potential for methods based on the ratio of goethite-to-
hematite (G/H; Hyland et al., 2015) and direct estimates of pedogenically produced
magnetite (Geiss et al., 2008). The G/H method presented by Hyland et al. (2015)
was calibrated using modern soils that formed over a wide range of MAP values (200 -
3000 mm yr-1). In contrast, the calibrations of Geiss et al. (2008) are similar to other
pedogenic magnetic susceptibility based proxies (e.g., Maher and Thompson, 1995) in
that they only range up to ∼1000 mm yr-1. However, Geiss et al. (2008) offered calibra-
tions between MAP and magnetic enhancement ratios (MB/MC , where M is the mean
value of a generic magnetic property for the B and C soil horizons) or direct measures
of pedogenic magnetite (e.g., ratio of anhysteretic to isothermal remanence) that may
prove useful in expanding methods developed on loessic soils into other soil types and
climatic regimes.
Most paleosol studies are based on observations from Quaternary or younger loess-
paleosol sequences (e.g., Geiss et al., 2008; Maher and Thompson, 1995; Maher et al.,
2003a) so little is known about the magnetic properties of more ancient paleosols as
paleoclimatic indicators. The few studies that examine this topic report low magnetic
susceptibility (χ) in ancient paleosols compared to modern soils (Rankey and Farr ,
1997; Cogoini et al., 2001; Retallack et al., 2003; Tramp et al., 2004). However, in some
ancient systems there is evidence for preservation of pedogenic magnetic mineral assem-
blages that may be useful for reconstructing past environmental conditions (Rankey and
Farr , 1997; Cogoini et al., 2001; Tramp et al., 2004; Moro´n et al., 2013; Hyland et al.,
2015). Despite these exciting suggestions, there remains a general lack of information
regarding the role of diagenesis and weathering in altering the original magnetic min-
eral assemblages in ancient paleosols, which limits our ability to interpret environmental
conditions from ancient paleosol sequences with confidence. We must learn more about
the diagenetic changes that affect soil magnetic mineral assemblages throughout their
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transformation into paleosols, throughout the subsequent burial history and exposure to
chemically variable groundwater, and throughout their weathering history (for a recent
review on magnetic mineral diagenesis, see Roberts, 2015).
Here, we examine these processes in paleosols preserved at the Polecat Bench locality
in the Bighorn Basin, Wyoming (Figure 7.1). The Bighorn Basin Coring Project (BBCP;
Clyde et al., 2013) recovered nearly 900 meters of sediment core from three localities
in the Bighorn Basin, including Polecat Bench. Core scan images (Figure 7.2A) clearly
indicate that oxidative weathering has altered sediment color to depths of up to 25
meters below the ground surface (Clyde et al., 2013). This observation calls into question
whether magnetic mineral assemblages in paleosol outcrops reflect the original pedogenic
assemblage and the environmental conditions in which they formed. This question has
important implications for applying most magnetic-based paleoprecipitation proxies to
ancient systems since they assume that the magnetic minerals preserved in paleosols
are pedogenic and are not significantly altered by subsequent diagenesis and late-stage
weathering.
The presence of the same paleosols in both BBCP cores and nearby outcrops presents
an opportunity to test whether surficial weathering of outcrops significantly affects mag-
netic mineral preservation. We present magnetic data from nine marker bed paleosols,
which were sampled from both core and outcrop (Figure 7.3). All paleosols occur well
below the oxidative weathering front in the sediment core and we assume that these sed-
iments are largely unweathered compared to equivalent outcrop exposures (see Figure
7.2). Both core and outcrop paleosols have likely been subjected to various long-term
diagenetic processes (for example, interaction with fluids and elevated temperatures
post-burial and before exposure of the basin). We compare magnetic properties of
the Bighorn Basin paleosols to those of some modern soils to evaluate the effects that
diagenesis can have on magnetic mineral preservation, independent from weathering.
Our record spans the Paleocene-Eocene Thermal Maximum (PETM, 55.5 Ma),
which was a rapid global warming event driven by a massive release of isotopically
light carbon into the mixed atmosphere/ocean system (see review by McInerney and
Wing , 2011). In the Bighorn Basin, the PETM was associated with a transient precipi-
tation decrease that has been well documented in qualitative and quantitative paleoflora
records (Wing et al., 2005) and from paleosol geochemistry and morphology (Kraus and
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Riggins, 2007; Adams et al., 2011; Kraus et al., 2015). We compare our rock magnetic
record to a recent study of MAP estimates derived from geochemical weathering indices
(Kraus et al., 2015) to evaluate whether magnetic mineral assemblages in these paleosols
record paleoprecipitation changes during the PETM.
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Figure 7.2: A. Line scan images from sediment cores recovered by the Bighorn Basin Coring
Project (BBCP; Clyde et al., 2013). The approximate thickness of the weathering zone in
sediment cores, as determined by color changes, is highlighted by the red box around the upper
25 meters of core. The asterisk in the red box highlights the Polecat Bench sediment core that
is the focus of this study. B. Schematic illustration of how the weathering front (indicated
with brighter, hashed colors) has affected outcrop exposures. Colored horizons indicate laterally
continuous paleosols that are preserved in both core and outcrop. The drilling rig and black
vertical line approximates a core location. Paleosols in the sediment core below the weathered
zone are presumably relatively unweathered compared to their laterally equivalent exposure in
outcrop.
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7.3 Geological Setting
The Bighorn Basin in northwestern Wyoming is a NW-to-SE trending intermontane
basin that formed in response to local subsidence and regional uplift during the Laramide
orogeny throughout late Cretaceous to Paleogene time (Figure 7.1; Gingerich, 2001).
Paleocene and Eocene sediments of the Willwood Formation are well exposed at the
Polecat Bench locality in the northern reaches of the basin (Gingerich, 2001; Kraus,
2001). These sediments have been the focus of extensive research due to interest in
biotic and climatic changes associated with the PETM (Clyde et al., 2013; Bowen et al.,
2015).
Paleosols within the Willwood Formation, including the marker bed paleosols stud-
ied here, have all been described extensively by previous workers (Kraus, 2001; Kraus
and Hasiotis, 2006; Kraus and Riggins, 2007; Smith et al., 2008; Kraus et al., 2013,
2015). At Polecat Bench, paleosols are sorted into two general categories based on
their B-horizon color. Red paleosols are characterized by a main red mudstone to silty
mudstone B-horizon that is sometimes overlain by a grey or yellow-brown A horizon.
Calcium carbonate nodules, slickensides, and grey mottles with red or purple rims are
common in red paleosols and have been interpreted to represent generally well-drained
and oxidizing conditions (Kraus and Hasiotis, 2006). In contrast, the purple paleosols
are characterized by a purple mudstone B-horizon with abundant yellow-brown mottling
and nodules, a lack of calcium carbonate nodules, abundant grey mottles with red rims,
and slickensides (Kraus and Hasiotis, 2006).
Red paleosols are associated with generally dry climatic conditions where seasonal
wetting and drying drove nucleation and growth of calcium carbonate nodules as well
as the shrink-swell slickenside structures (Kraus and Hasiotis, 2006). Purple paleosols
are interpreted to represent more poorly drained conditions likely reflecting increased
moisture and precipitation (Kraus and Hasiotis, 2006; Kraus and Riggins, 2007). These
qualitative interpretations of paleosol color and climatic conditions are reinforced by a
semi-quantitative morphology index (Adams et al., 2011) and quantitative geochemical
weathering indices (Kraus and Riggins, 2007; Kraus et al., 2013, 2015) that produce
similar reconstructions for paleoprecipitation within the Bighorn Basin.
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7.4 Methods
7.4.1 Sampling
All outcrop marker bed profiles were identified within the stratigraphic framework of
Gingerich (2001) (also used by Abdul Aziz et al., 2008). Previous work has established
correlations between the Gingerich (2001) outcrop section and the sediment cores recov-
ered by the BBCP (see Bowen et al., 2015). We utilized these correlations and confirmed
all relationships using line scan images prior to sampling of core sediments (see Figure
7.3). Depth below the surface for the Polecat Bench core studied here (core 2B) was
converted to meters composite depth (mcd) following Bowen et al. (2015) using stan-
dards determined by the BBCP science team. All outcrop profiles were projected onto
the mcd scale using either the top or base of paleosol B-horizons to anchor correlations.
In an effort to collect the freshest outcrop samples possible, and thus to mimic
the sampling routine normally used in outcrop settings, the uppermost 0.5 to 1 m of
rock was removed before paleosol samples were collected in the field. For each marker
bed, samples were taken at 5 cm intervals through B-horizons and at 10 cm intervals
through C (parent material) and A-horizons (when present). In order to assess the
reproducibility of magnetic properties in individual paleosols, we collected additional
profiles (with the number of profiles collected in parentheses) for four marker beds at
lateral distances ranging from ∼10’s of meters to nearly a kilometer from the original
profile (see Figure 7.1): Purple-Red Mudstone (3), Red Mudstone (2), Purple-2 (3), and
Top Red A (3). All designations for the studied paleosols and their stratigraphic order
are indicated in Figure 7.3. This approach allows us to quantify magnetic variability in
soils that were originally developed in subtly different settings across a landscape. These
additional lateral profiles were sampled at 10 cm intervals through all horizons. Notably,
no additional detail was derived from the 5 cm sampling resolution in the original profiles
compared with the 10 cm sampling resolution in the additional profiles, which suggests
that 10 cm resolution is sufficient to capture the important magnetic variability in these
paleosols. Samples from correlative paleosols in the core were acquired at roughly 10 cm
intervals, with occasional minor adjustments to accomodate the availability of sediment
core remaining after previous sampling.
Sample preparation and magnetic measurements were performed at the Institute
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for Rock Magnetism, University of Minnesota. Core and outcrop samples were placed
into diamagnetic plastic cubes and were secured using a non-magnetic potassium sili-
cate adhesive. Samples were neither crushed nor homogenized in order to avoid altering
the natural grain size distribution of the paleosols, which can significantly impact grain
size dependent magnetic properties (for example, anhysteretic remanent magnetiza-
tion). However, multiple individual mudstone pieces were included in each cube and
highly mottled and/or depleted rhizosphere zones were avoided during sampling. Each
specimen underwent all of the magnetic measurements described below unless other-
wise indicated. All B-horizon mean values come from individual paleosol profiles and
are a mean of all B-horizon specimens measured for a particular profile and measure-
ment. Comparisons between core and outcrop are between core profiles and individual
outcrop profiles, even where an individual paleosol layer was collected from multiple
outcrop profiles.
7.4.2 Magnetic Susceptibility
In-phase magnetic susceptibility (χ) was measured on all specimens (n = 376 out-
crop, n = 169 core) at low (465 Hz) and high frequency (4650 Hz) using a Magnon
variable frequency susceptibility meter in an alternating current (AC) field of 300
Am-1. Reported values for individual specimens represent the mean of 4 replicate
low frequency measurements. The frequency dependence of χ is commonly used in
environmental magnetic studies of soils and paleosols as an indicator of the presence
of ultrafine grained magnetite/maghemite that is close to the grain size threshold of
stable single domain (SSD) and superparamagnetic (SP) magnetite (Dearing et al.,
1996b). Frequency dependence of susceptibilty (χfd%) was calculated, where χfd% =
[(χ465Hz − χ4650Hz)/χ465Hz]× 100%.
7.4.3 IRM and ARM
An isothermal remanent magnetization (IRM) and an anhysteretic remanent magne-
tization (ARM) were imparted to all specimens (n = 376 outcrop, n = 169 core). For
each specimen, ARM was imparted in a peak alternating field (AF) of 100 mT in the
presence of a weak direct current (DC) bias field of 50 µT. The ARM susceptibility
104
(χARM ), was calculated by dividing the measured ARM by the bias field. IRMs were
imparted using three pulses of a 100 mT direct current field in a pulse magnetizer.
IRM and ARM remanences were measured immediately using a 2G Enterprises 760-R
SQUID magnetometer within a shielded room with a background field of less than 100
nT.
7.4.4 Hysteresis Properties
Hysteresis loops and backfield remanence curves were measured on a subset of samples
from each paleosol profile (n = 170 outcrop, n = 70 core) using a Princeton Measure-
ments Corporation Micromag vibrating sample magnetometer (VSM) at room tem-
perature in fields up to 1 Tesla. Saturation magnetization (Ms), saturation remanent
magnetization (Mrs; equivalent to saturation IRM , or SIRM), coercivity (Bc), and co-
ercivity of remanence (Bcr) are all derived from hysteresis and backfield measurements
(see overview in Maxbauer et al., 2016a). The remanence held by magnetic miner-
als between 100 mT and 1 T is referred to as the ”hard” IRM , or HIRM , where
HIRM = 0.5× (SIRM + IRM−100mT ).
7.4.5 Coercivity Unmixing
For all B-horizon specimens where backfield curves were collected, we calculated coer-
civity distributions using the absolute value of the first derivative of backfield rema-
nence. In order to identify the individual components that contribute to remanence at
various field strengths up to 1 T we used a curve-fitting program developed in the R pro-
gramming language (available on-line at http://www.irm.umn.edu/maxunmix), which
is based on similar methods to those of Kruiver et al. (2001), Heslop et al. (2002),
and Egli (2003). Our method uses skew-normal distributions that can be described
with a mean coercivity (Bh), a dispersion parameter (DP , equivalent to one standard
deviation in log-space), and a skewness factor (S). Modeled distributions for each com-
ponent can be added linearly to approximate the measured coercivity distribution (on
a coercivity versus log-field diagram). The total contribution of each component to the
SIRM is calculated as the integrated area under each model component divided by
the total integrated area underneath the coercivity distribution across the range of field
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values covered by the magnetization data (i.e., there is no extrapolation for unsaturated
backfield curves).
Initial optimization of user-defined fitting was automated to minimize the residual
sum squared (RSS) between the measured and modeled coercivity distributions. Error
in the model is accounted for by a Monte Carlo style resampling routine. For each
iteration, the program randomly drops 5% of the original magnetization data prior to
deriving coercivity distributions. The resampled coercivity distributions are then fit-
ted using the initial optimized fits (achieved using the entire magnetization dataset),
which are resampled assuming a 2% error in their initial value. Optimization is again
automated for each resampled coercivity distribution and the reported models for co-
ercivity distributions and individual components are the mean of 100 resamples with
error envelopes representing the 2.5 and 97.5 percentiles (95% confidence interval).
7.4.6 Temperature dependent measurements
Temperature dependent measurements were conducted on a small subset of specimens
in order to more definitively identify magnetic minerals within the studied paleosols.
Room temperature saturation IRM (RT-SIRM) was measured using a Quantum De-
sign Magnetic Properties Measurement Systems (MPMS). Specimens were first given
an IRM of 5 T at room temperature (300 K; followed by a smaller IRM of 2.5 T
along the same axis to minimize recoil within the MPMS system). Remanence was then
measured during cooling to 20 K and subsequent warming back to room temperature.
RT-SIRM curves reveal remanence loss at diagnostic transition temperatures (e.g., the
Verwey and Morin transitions for magnetite and hematite, respectively). However, the
Morin transition of hematite is often suppressed in natural soils and sediments due to
defects and aluminum substitution (e.g., Maher et al., 2004). In order to confirm the
presence of hematite, we measured backfield remanence curves with saturating fields of
1.5 T at 25 ◦C (298 K) and 130 ◦C (403 K). The high temperature backfield curve was
measured above the Ne´el temperature of goethite (125 ◦C) and all high-field remanence
in this experiment is attributed to hematite.
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7.5 Results
7.5.1 Magnetic Susceptibility, ARM, and IRM
Bulk χ within core and outcrop paleosol profiles range from 5×10-8 to 25×10-8 m3kg-1,
which is consistent with values reported for ancient paleosols (Figure 7.4A and Figure
B.1; Rankey and Farr , 1997; Cogoini et al., 2001; Retallack et al., 2003; Tramp et al.,
2004; Moro´n et al., 2013). Frequency dependence of susceptibility for the paleosols
studied here was low (< 2%) and inconsistent, which suggests either the absence of
ferrimagnetic minerals in the SP state in these soils prior to fossilization, or their poor
preservation. ARM (Figure 7.4C and Figure B.2) and IRM (Figure 7.4E and Figure
B.3) both have similar trends within and amongst paleosol profiles in core and outcrop.
ARM ranges from 3×10-6 to 30×10-6 Am2kg-1 and IRM values are between 1×10-4 and
15×10-4 Am2kg-1 (Figure B.2 and B.3, respectively). Vertical profiles of χ, ARM , and
IRM variations within paleosols generally do not have systematic magnetic parameter
increases within the upper B-horizon, as is commonly observed in modern soils (see
Figures B.1-B.3; Maher , 1998; Geiss et al., 2008; Lindquist et al., 2011). We note that
the A-horizon for these paleosols has been mostly stripped off, which likely contributes,
in part, to the lack of an enhanced magnetic signature. In nearly all instances, ARM
and IRM values for B-horizons are greater than the underlying C-horizons upon which
the soil developed (Figures B.1-B.3). Notably, the χ, ARM , and IRM data are not
offset systematically between core and outcrop for equivalent paleosol B-horizons (Figure
7.4A, C, and E; p > 0.25 for all paired t-tests and Wilcoxon Signed-Rank Tests, which
supports no difference between core and outcrop records).
7.5.2 Hysteresis Properties
Example hysteresis loops and backfield curves for both low and high coercivity end
member specimens are shown in Figure 7.5. All hysteresis loops are wasp-waisted to
varying extents, which indicates mixed magnetic mineral assemblages (Roberts et al.,
1995; Tauxe et al., 1996). Mean B-horizon Bc varies between 10 and 160 mT with Bcr
values ranging from 80 to 500 mT. Both Bc and Bcr are considerably higher in paleosol
B-horizons compared with underlying C-horizons (Figures B.6 and B.7). Similar to the
patterns observed for the χ, ARM , and IRM data, despite variations amongst various
107
5 10 15 20 25
χ  core (x10-8 m3kg-1)
χ
  
o
u
tc
ro
p 
(x1
0-
8 
m
3 k
g-
1 )
5
10
15
20
25
M
s 
o
u
tc
ro
p 
(x1
0-
3 
Am
2 k
g-
1 )
20
15
10
5
0
0 5 10 15 20
Ms core (x10-3 Am2kg-1)
0 5 10 15 20
20
15
10
5
0
ARM core (x10-6 Am2kg-1)
AR
M
 o
u
tc
ro
p 
(x1
0-
6 
Am
2 k
g-
1 )
0 50 100 150 200 250
0
50
100
150
200
250
Bc core (mT)
B c
 
o
u
tc
ro
p 
(m
T)
0
200
300
400
500
600
B c
r 
o
u
tc
ro
p 
(m
T)
100
0 100 200 300 400 500 600
Bcr core (mT)IRM core (x10-4 Am2kg-1)
0 2 4 6 8
0
2
4
6
8
IR
M
 o
u
tc
ro
p 
(x1
0-
4 
Am
2 k
g-
1 )
A B
C D
E F
Figure 7.4: Comparison of magnetic parameters for equivalent B-horizons preserved in core
and outcrop. The data are expected to fall on 1-to-1 lines (dashed lines in all plots) if there is
no difference between core and outcrop data. All data points represent mean B-horizon values
with error bars at ± 1 standard deviation. For all parameters there is high variability, but no
significant difference between outcrop and core values (all p-values > 0.25 for a paired t-test
and Wilcoxon Signed-Rank Test).
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outcrop and core profiles (Figures B.6 and B.7) for equivalent paleosol layers, there is no
consistent difference in bulk Bc or Bcr between core and outcrop (Figure 7.4D and 7.4F;
p > 0.3 for all paired t-tests and Wilcoxon Signed-Rank Tests). By contrast, Mr and
HIRM for B-horizons sampled from core sediments are consistently lower than those
observed in equivalent outcrop B-horizons (Figure 7.6; p < 0.05 for all paired t-tests
and Wilcoxon Signed-Rank Tests, which indicate that outcrop values are significantly
greater than core values). On average mean B-horizon Mr increases by 23% in outcrops
and HIRM increases by 41% in equivalent outcrop profiles. B-horizon values of Ms
within both cores and outcrop profiles range between 4×10-3 and 12×10-3 Am2kg-1.
Although there is mostly a similar trend of increased Ms in outcrops relative to core
equivalents, this effect is not as consistent as Mr and HIRM observations (compare
Figure 7.4B with Figure 7.6C and 7.6D).
7.5.3 Coercivity Unmixing
Analysis of coercivity distributions of B-horizon samples revealed that the remanent
magnetization is principally held by two components (e.g., Figure 7.7A). The low-
coercivity component (LCC) is characterized by average Bh values between 1.3 and
2.1 (20 − 126 mT) and DP between 0.3 and 0.8 (Figure 7.7B). The average Bh and
DP observed for the LCC in both core and outcrop paleosols are generally higher than
values typically reported in the literature for pedogenic magnetite (green squares in
Figure 7.7B; Egli , 2004b; Geiss et al., 2008; Lindquist et al., 2011). The degree of
skewness for the LCC is pronounced (0.46 − 0.76; upper and lower quartiles; note that
S = 1 is equivalent a normal distribution; see Table B.5), with a consistent low-field
tail observed. There is generally no consistent deviation between the LCC preserved
in the core compared to the LCC preserved in equivalent outcrops (consistent Bh and
contribution to remanence, all p-values ≥ 0.05).
The HCC in both core and outcrops is characterized by Bh values between 2.4
and 3.0 (251 − 1000 mT) with DP consistently between 0.2 and 0.7 (Figure 7.7B).
Skewness in the HCC is less pronounced, with a median value for S of 1.01 (0.96, 1.04;
upper and lower quartiles). The remanence held by the HCC is consistently higher
in outcrops (∼46% increase in outcrop relative to core) and has a consistent pattern
with observations made from HIRM and Mr values. The observed Bp and DP of
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Figure 7.5: A-B.Example hysteresis loops (A) and backfield demagnetization curves (B). The
solid line is from specimen PCB-01-LDRA-070 and represents a relatively low-coercivity but
strongly magnetic end member (common in the large red paleosols LDRA and UDRB). The
wasp-waistedness of this loop is likely due to a mixed magnetic assemblage of ‘hard’ and ‘soft’
magnetic minerals. The dashed line for specimen P2-155 represents an example of a more weakly
magnetic, but higher-coercivity specimen more commonly observed in purple paleosols. C. A
room-temperature SIRM for specimen PCB-03-PRM-100 undergoes a loss of magnetization
across the Verwey transition of magnetite (110 K for pure magnetite) and an overall remanence
increase on cooling that indicates likely contributions from goethite (Maher et al., 2004). D.
Backfield curves measured on specimen PCB-01-UDRB-145 at room temperature (solid line) and
at 403 K (130 ◦C; dashed line), above the Ne´el temperature of goethite. The high temperature
backfield curve still carries a majority of the room temperature remanence, which suggests that
hematite and not goethite is the primary high field remanence carrier in these specimen.
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the HCC reported here are consistent with work from a previous study that identified
high-coercivity components with similar Bh and DP as hematite (Hyland et al., 2015,
note that they used non-skewed normal distributions).
7.5.4 Temperature Dependent Measurements
RT-SIRM undergoes a characteristic decrease just prior to 110 K, which is diagnostic
of the Verwey transition of magnetite (or partially oxidized magnetite), and a nearly 2-
fold increase in remanence on cooling, which indicates contribution from goethite and/or
fine-grained hematite (Figure 7.5C; Maher et al., 2004). Previous work has shown that
both hematite and goethite are present in Bighorn Basin paleosols based on XRD data
(note that magnetite is too scarce volumetrically to be detected by XRD; Kraus and
Hasiotis, 2006). The Morin transition is absent from the RT-SIRM measured in this
study (similar to some modern red soils; Maher et al., 2004). However, the presence
of hematite as the dominant high-field remanence carrier is inferred by comparison of
backfield demagnetization curves measured at room temperature (25 ◦C; 298 K) and at
130 ◦C (403 K). The majority of high-field remanence (> 100 mT) in specimen PCB-01-
UDRB-145 remains when backfield remanence is monitored above the Ne´el temperature
of goethite (125 ◦C; above which goethite carries no remanence), which indicates that
hematite is the dominant ‘so-called’ antiferromagnetic phase in these paleosols (Figure
7.5D).
7.6 Discussion
Our results comprise arguably the most complete magnetic dataset for an ancient (pre-
Quaternary) non-loessic paleosol sequence. Furthermore, detailed correlations between
core and outcrop, for the first time, allow direct comparison of the magnetic properties
of weathered and unweathered sections of the same paleosols. Our dataset allows us
to directly address two fundamental assumptions that must be made when applying
magnetic paleoprecipitation proxies to ancient paleosols: (1) surficial weathering of
outcrops does not impact magnetic mineral preservation, and (2) magnetic minerals
retain information about paleoprecipitation. We address these two assumptions below.
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7.6.1 Magnetic mineral resistance to surficial weathering
The observed increase in Mr, HIRM , and the remanence held by the HCC all indicate
that there is a consistent remanence increase for high coercivity minerals in outcrop
paleosols relative to their core equivalents (Figure 7.6). Notably, this increase is not
observed in HIRM if calculated using a backfield of 300 mT instead of 100 mT. This
indicates that the principal increase in remanence is acquired in magnetic fields of 100
− 300 mT. Remanence acquired at these field strengths is most likely held by either
partially oxidized magnetite/maghemite or by low-coercivity, ultrafine-grained hematite
(Liu et al., 2002, 2007a; O¨zdemir and Dunlop, 2014). We propose that the increase in
both Mr and HIRM that is observed in outcrops is due to formation of ultrafine (25
− 100 nm) pigmentary hematite within outcrops that formed via oxidation associated
with surficial weathering.
Similar to observed color changes in the upper 25 meters of sediment cores recovered
by the BBCP, visual inspection suggests that the outcrop paleosols have a more intense
red coloration. Comparison of the semi-quantitative redness index (a∗; calculated from
reflectance spectral data; Abdul Aziz et al., 2008; Bowen et al., 2015) for outcrop marker
bed paleosols compared with their core counterparts indicates a consistent and signifi-
cant redness increase within outcrops (Figure 7.8; p < 0.003 for both paired t-test and
Wilcoxon Signed-Rank Test). Fine-grained hematite acts as a red pigment in a variety
of sedimentary settings (Chen et al., 2010). Furthermore, the magnetic properties of
ultrafine pigmentary hematite are consistent with the observed variations noted here
between core and outcrop paleosols. Grain sizes associated with pigmentary hematite
in paleosols on the Chinese Loess Plateau are roughly 50 − 100 nm (Chen et al., 2010),
which corresponds roughly to Bc values on the order of 10 − 200 mT (O¨zdemir and
Dunlop, 2014). This suggests that ultrafine grained hematite, if present, would acquire
Mr beginning at low fields (100 mT) and could be the primary source of the anomalously
high Mr and HIRM in outcrops.
Pigmentary hematite formation within outcrops could result from either transfor-
mation of low-coercivity magnetite/maghemite, alteration of pre-existing clay minerals,
or dehydration of goethite to hematite. Transformation of low-coercivity ferrimagnets
into ultrafine hematite would likely be associated with a paired decrease in χ, ARM ,
and IRM values for outcrops. This is not consistent with our data (Figure 7.4), where
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Figure 7.8: Redness Index (a∗) data from paleosol B-horizons at Polecat Bench. The dashed
line indicates the 1:1 relationship. Note that in each paleosol, the mean a∗ value of the outcrop
is higher than the equivalent paleosol layer sampled from core. Redness data for the core are
from Bowen et al. (2015) and are from Abdul Aziz et al. (2008) for the outcrop.
despite deterioration of the low-coercivity minerals, their contribution to remanence
is not significantly different between core and outcrop (e.g., remanence held by the
LCC, p ≥ 0.38 for paired t-test and paired Wilcoxon Signed-Rank Test). Alteration
of iron-bearing clay minerals is associated with pigmentary hematite formation within
paleosols on the Chinese Loess Plateau (Chen et al., 2010) and remains a possibility in
the Bighorn Basin sequence, where clay minerals are abundant within B horizons (∼30
weight %; Kraus et al., 2015).
Dehydration of goethite to hematite is a proposed mechanism for the post-burial
reddening of red beds and paleosols (Retallack , 1991). Previous work mostly discounted
this mechanism for paleosols in the Bighorn Basin on the basis that the effect should
be pervasive and would erase the complex color assemblages that preserve pedogenic
mottling in these deposits (Kraus and Hasiotis, 2006). Dehydration of fine-grained
goethite in these paleosols into hematite would be consistent with observed increases in
Mr, HIRM , and increased remanence held by HCC in outcrops. Secondary hematite
formation in this system may also explain the strong normal polarity overprint that has
been observed in paleomagnetic studies from the Bighorn Basin (e.g., Clyde et al., 2007).
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However, we cannot make a definitive conclusion about the dehydration mechanism
because our saturating fields (1 T) were far too low to efficiently magnetize goethite
within these sediments (Rochette et al., 2005). The production of secondary hematite as
a weathering product in outcrop paleosols, regardless of the exact geochemical pathway,
challenges the assumption that magnetic minerals within paleosols, and outcrops of
sedimentary rocks in general, remain unaffected by surface weathering.
7.6.2 Relationships between magnetic minerals and precipitation
Whether pedogenic magnetic mineral assemblages are preserved in ancient paleosols
remains a fundamental question when applying magnetic paleopreciptiation proxies to
ancient systems. As discussed above, it appears that surficial weathering of outcrops
results in authigenic pigmentary hematite formation. The presence of non-pedogenic
hematite in outcrop paleosols has considerable implications for the application of G/H
proxies (Hyland et al., 2015; Long et al., 2011). Additional hematite will act to decrease
the G/H ratio and cause MAP estimates to be biased to lower values. Authigenic
hematite formed via surficial weathering may help to explain G/H based MAP estimates
that are drier than other geochemical and paleobotanical methods (Hyland et al., 2015;
Hyland and Sheldon, 2016). Accordingly, we suggest that G/H MAP estimates be
viewed as minimum constraints.
Parameters that remain unaffected by weathering (e.g., χ, ARM , IRM) are gen-
erally controlled by low coercivity ferrimagnetic minerals (magnetite and maghemite).
However, these parameters have considerable variability and lack characteristics of a
magnetically enhanced profile similar to modern soils (Maher , 1998; Geiss and Zanner ,
2006; Geiss et al., 2008; Lindquist et al., 2011). This suggests that diagenetic processes,
independent of weathering, have altered the low coercivity ferrimagnetic mineral pop-
ulation. However, relative enhancement ratios (as used in modern calibrations with
MAP; Geiss et al., 2008) for the Polecat Bench section are comparable with those of
some modern soils and appear to correlate with independent MAP estimates from the
CALMAG geochemical weathering index (Figure 7.9 and Table 7.1; Geiss et al., 2008;
Kraus et al., 2015). Correlations between MAP and enhancement ratios are generally
higher for the core sediments compared with outcrop correlations, which may suggest
116
that more variability is introduced via surficial weathering to outcrops that are not ob-
served in core sediments (Table 7.1). However, significant (p < 0.05) and moderately
strong (R2 ≥ 0.46; Table 7.1) correlations still exist in the outcrop section, which suggest
that despite small influences from surficial weathering qualitative climatic information
will still be preserved by the magnetic mineral assemblage.
Table 7.1: Correlation of magnetic parameters with mean annual precipitation (MAP) and
B-horizon thickness.a.
Parameter Core Outcrop
MAP Thickness MAP Thickness
χB/χC 0.79 (0.0014) 0.02 (0.72) 0.64 (0.0002) 0.21 (0.08)
IRMB/IRMC 0.79 (0.0014) 0.04 (0.60) 0.46 (0.0040) 0.30 (0.03)
ARMB/ARMC 0.55 (0.0227) 0.05 (0.57) 0.46 (0.0037) 0.30 (0.03)
χARM/IRM 0.03 (0.68) 0.23 (0.19) 0.12 (0.20) 0.07 (0.31)
HIRM 0.08 (0.46) 0.03 (0.65) 0.001 (0.90) 0.05 (0.41)
a.Mean B-horizon values are used for each indicated magnetic parameter. MAP data are derived from the geo-
chemical weathering index CALMAG and come from Kraus et al. (2015). R2 values are reported with p-values
in parentheses. Significant correlations are highlighted with bold and italics.
Using empirical transfer functions to produce quantitative MAP estimates from the
enhancement ratios shown in Figure 7.9 requires the assumption that the ratio has
remained unchanged throughout the geologic history of a paleosol (from burial of the
original soil to exposure as outcrop or recovery from core). Magnetic enhancement
in modern soils is principally driven by pedogenic production of SSD and SP mag-
netite/maghemite in the upper soil horizons (Maher , 1998; Geiss et al., 2008; Orgeira
et al., 2011). Coercivity spectra (from ARM and IRM experiments) from many modern
soils have identified a low-coercivity component that is often referred to as pedogenic
magnetite (Figure 7.7B; Egli , 2004b; Geiss et al., 2008; Lindquist et al., 2011). Recovery
of a similar low-coercivity component within ancient paleosols would increase confidence
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Figure 7.9: Mean B-horizon magnetic enhancement parameters for marker bed paleosols at
Polecat Bench. A. Line-scan image of core stratigraphy and location of marker paleosols in
the core. B. Carbon isotopic composition of pedogenic carbonates is shown to highlight the
onset, main body, and recovery of the PETM (data from Bowen et al., 2015). C-D. B-horizon
enhancement ratios for magnetic susceptibility (χ, C) and isothermal remanent magnetization
(IRM , D). For each magnetic parameter the mean B-horizon value was normalized to the
mean value of the C-horizon. B-horizon means for enhancement ratios were calculated using
“enhanced” specimen, indicated in bold in Tables S1 and S3, similar to the approach taken by
Geiss et al. (2008). Error bars approximate the 95% confidence interval and were calculated as
the 2.5 and 97.5 percentiles of a Monte Carlo style resampling using B and C horizon means and
standard deviations assuming a normal distribution. E. B-horizon mean ratio of susceptibility
of anhysteretic remanent magnetization to IRM (χARM/IRM). F. CALMAG mean annual
precipitation (MAP) data are from Kraus et al. (2015) and represent independent estimates
of MAP derived from the bulk geochemistry of the same marker bed paleosols (both core and
outcrop). Note that in cases where arrows are on the ends of error bars the error bars were
reduced to avoid overlap with adjacent panels.
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in the assumption that observable magnetic enhancement in paleosols is driven by sim-
ilar processes as in modern soils.
The LCC recovered from analysis of B horizons in the Bighorn Basin paleosols
suggests either a lack of pedogenic magnetite in these soils or alteration of pedogenic
magnetite via diagenesis and weathering (Figure 7.7B). Assuming that magnetite was
produced in the original soils during pedogenesis, it is feasible that diagenetic processes
increased Bp (via partial or complete maghemitization; e.g., van Velzen and Dekkers,
1999; Chen et al., 2005) and DP (by increasing the range of coercivities within the
original population of grains) of the pedogenic magnetite component. Notably, the
average LCC of Bighorn Basin paleosols has this trend for pedogenic magnetite (Figure
7.7B) and, therefore, we suggest that the LCC represents partially oxidized pedogenic
magnetite.
Magnetic paleoprecipitation proxies based on properties such as χ, ARM , and IRM
(likely to be dominated by pedogenic magnetite/maghemite) in empirical relationships
with MAP are likely to be compromised by the progressive oxidation of pedogenic mag-
netite during weathering and diagenesis. For example, the χARM/IRM ratio is used as
a direct indicator for pedogenic magnetite in the methods of Geiss et al. (2008); our data
indicate no correlation between independent estimates of MAP and χARM/IRM (Table
7.1; Figure 7.9E). Enhancement ratios may provide a means to normalize the effects of
magnetic mineral oxidation, principally under the assumption that any magnetic min-
erals present in the parent material experience similar processes. It is encouraging that
the magnetic enhancement ratios preserved in the studied Bighorn Basin paleosols are
of a similar magnitude to those of modern soils (Geiss et al., 2008). We urge caution
in assuming that a similar degree of enhancement in a particular magnetic property
suggests equivalence between modern and fossil soils. However, the good agreement be-
tween magnetic enhancement ratios and geochemical proxies highlights that magnetic
minerals do record at least qualitative information about paleoclimate in the geologic
record.
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7.7 Conclusions
Our core-to-outcrop comparison of the magnetic properties of paleosols preserved in
the Paleocene-Eocene Willwood Formation of the Bighorn Basin allows us to address
two fundamental questions related to the application of magnetic paleoprecipitation
proxies in ancient systems. First, we evaluated the effects of surficial weathering on
the magnetic minerals preserved in outcrops. Outcrop samples have a consistent and
significant increase of∼ 23% inMr and∼ 41% forHIRM compared with equivalent core
samples (Figure 7.6). This increase is interpreted to be caused by secondary pigmentary
hematite (∼25 − 100 nm) production in outcrops and is supported by similar increases
in redness index (a∗) within outcrops compared to the studied core (Figure 7.8). The
increase in magnetic remanence within outcrops complicates application of magnetic
paleoprecipitation proxies that use the proportion of total remanence held by hematite
and goethite to estimate magnetic mineral abundance ratios (Long et al., 2011; Hyland
et al., 2015). It may be possible with future work to address this complication by
more detailed unmixing analysis to differentiate primary pedogenic hematite from the
secondary authigenic hematite that forms in subaerial weathering regimes. In this way
it may be possible to remove, or at least account for, this non-pedogenic magnetic
mineral phase when applying methods based on high-field magnetic properties (e.g.,
Long et al., 2011; Hyland et al., 2015). At minimum, the observed increase in HIRM
and Mr increases the uncertainty in applying these methods and the associated error
in MAP estimates derived from them. Attempts to address this uncertainty should be
included in future work based on these methods.
Second, we evaluated the possibility that magnetic minerals in ancient paleosols
record changes in paleoprecipitation across the PETM. Magnetic enhancement ratios
of parameters such as χ and IRM correlate with independent MAP estimates from
geochemical proxies (Figure 7.9, Table 7.1; Kraus et al., 2015). However, applications
of magnetic enhancement proxies are complicated by the fact that the pedogenic mag-
netite recovered from the Bighorn Basin appears to have been altered during diagenesis
(in both core and outcrop), which results in higher mean coercivities and broader co-
ercivity distributions. Additionally, current magnetic precipitation proxies have large
uncertainties (Heslop and Roberts, 2013; Maher and Possolo, 2013) even when applied in
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systems where pedogenic magnetite is not altered by diagenesis. So, while the magnetic
mineral assemblage preserves qualitative information about paleoprecipitation, quanti-
tative estimates from empirically derived transfer functions may prove difficult to defend
if pedogenic magnetite commonly undergoes alteration during diagenesis.
Our analysis presents some challenging obstacles for quantitative application of soil
magnetism to paleoclimate problems in deep time. However, environmental magnetic
information is still preserved in these ancient paleosols (e.g., magnetic enhancement
ratios, Figure 7.9), which suggests their continued promise for magnetic assessment of
ancient MAP. In future studies, degradation of pedogenic magnetite should be possible
to identify based on comparison of coercivity components to magnetites observed in
modern soils as done here. Unfortunately, there is currently no obvious way to iden-
tify the presence of non-pedogenic, authigenic hematite in outcrops where comparison
to equivalent core sediments is not possible. More detailed studies on pre-Quaternary
paleosol sequences combined with expanded studies on modern soils could provide so-
lutions to these complications and allow soil magnetism to become an important tool
for reconstructing past climates.
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Chapter 8
Concluding Remarks
The work presented in this dissertation establishes a robust framework for future work
to continue developing rock magnetic tools that will be useful for reconstructing deep
time terrestrial paleoclimate. Yet, many issues still remain in confidently reconstructing
paleoclimate directly from the rock magnetic properties of ancient paleosols. Many of
these challenges are inherent in the reconstruction of ancient climate, and are not likely
to be solved easily or by any single analytical approach. As the paleoproxy community
has recognized this, there is growing momentum towards interdisciplinary studies that
pursue multi-proxy methods (geochemical, isotopic, biological, sedimentological), and
these types of studies will likely become the standard moving forward. This dissertation
highlights that at minimum, the rock magnetic properties of paleosols should become
an integral part of multi-proxy studies. Looking optimistically into the future, there is
good potential that additional work will establish magnetic mineral assemblages as a
leading tool for geologists interested in the reconstruction of past climates of any age.
8.1 Themes for future work
There are many minor issues to address in the development and application of rock
magnetism as tool for deep time paleoclimate reconstruction - and many of these have
been highlighted in the preceding chapters of this dissertation and will not be repeated
here. However, there are two overarching themes that deserve recognition here.
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First, improving the methods for quantifying and identifying various magnetic min-
eral phases within mixed mineralogical assemblages is absolutely essential. The work
presented in Chapter 5 begins to address these concerns by creating a tool that should
lead to more standardized data analysis by researchers in the community. Using tools
like MAX UnMix to isolate the magnetic signals from individual populations of magnetic
minerals requires a solid fundamental understanding of mineral magnetism - especially if
these types of tools will be used to determine the absolute abundances of these minerals.
Considerable progress in this regards is being made through the development of more
complex rock magnetic methods (e.g., Harrison and Feinberg , 2009; Lascu et al., 2015)
that can allow for sensitive differentiation of magnetic mineral populations. However,
detailed analysis of known end member mineral phases (both synthetically produced and
natural populations extracted from various media) will be crucial to ground truth inter-
pretations made when decomposing magnetic signals from natural samples (including
paleosols) with mixed mineral assemblages.
Second, future research on ancient paleosols that range in age, soil type, and de-
positional system will be critical to determining the trends in preservation of magnetic
minerals. Work in Chapter 7 highlights that pedogenically produced magnetic minerals
in the Bighorn Basin of Wyoming may be impacted by diagenetic processes that occur
post-burial. If diagenetic processes are the rule, and not the exception, in deep time pale-
osol systems - this posses considerable obstacles to directly reconstructing paleoclimate
from rock magnetic records in these systems. However, it is important to remember
that magnetic properties of these same soils record much of the same information that
bulk geochemical properties do. Moving forward, integrated magnetic and geochemical
methods may provide the most robust models for reconstructing paleoclimates in deep
time, while minimizing the potential effects of post-burial processes.
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Figure A.1: Aerial imagery comparing the sampling location for forest soils. Top image
is from Google Earth and can be compared to aerial photographs from 1939. Historical
imagery is from the John R. Borchert Map Library, University of Minnesota using aerial
photographs for Mahnomen County, Minnesota. Sampling location in both images
highlighted with a red marker. The Borchert library collections are available at http:
//geo.lib.umn.edu/aerial_photos/indexes/mahnomen.html#1939
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Figure A.2: Aerial imagery comparing the sampling location for transitional soils. Top
image is from Google Earth and can be compared to aerial photographs from 1939.
Historical imagery is from the John R. Borchert Map Library, University of Minnesota
using aerial photographs for Mahnomen County, Minnesota. Sampling location in both
images highlighted with a red marker. The Borchert library collections are available at
http://geo.lib.umn.edu/aerial_photos/indexes/mahnomen.html#1939
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Figure A.3: Aerial imagery comparing the sampling location for prairie soils. Top
image is from Google Earth and can be compared to aerial photographs from 1939.
Historical imagery is from the John R. Borchert Map Library, University of Minnesota
using aerial photographs for Mahnomen County, Minnesota. Sampling location in both
images highlighted with a red marker. The Borchert library collections are available at
http://geo.lib.umn.edu/aerial_photos/indexes/mahnomen.html#1939
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Figure A.4: Average 30-year normal (1981-2010) monthly precipitation (A) and tem-
perature (B) normals for each sampling locality. Annual precipitation and temperature
averages are reported in the upper left of each panel. The sampling month (June) is
indicated with arrows in each plot. Data from the PRISM Climate Group, Oregon State
University, http://prism.oregonstate.edu, created 9 March 2016.
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Figure A.5: Magnetic properties with depth for soil transect. Data reported here for
hard isothermal remanent magnetization (HIRM , calculated with 300 mT intermediate
field) relative to saturation remanences (Mr) (a), isothermal remanent magnetization
(IRM) (b), anhysteretic remanent magnetization (ARM) (c), and Mr (d). Background
and enhanced specimen in all cases are determined by criteria highlighted by shaded
boxes in Figure 5.2d,e in the main body for this article.
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Figure A.6: Room-temperature saturation isothermal remanent magnetization (RT-
SIRM) curves for enhanced and background specimen from prairie, transitional, and
forest sampling localities. All samples display a broad loss of Magnetization just prior to
the Verwey transition of magnetite (110 K for pure, stoichiometric magnetite) indicating
magnetic mineralogy dominated by magnetite and partially oxidized magnetite. The
increase in magnetization with cooling observed in the forest enhanced specimen is
indicative of contributions from goethite (Maher et al., 2004).
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Figure A.7: Field cooled (FC) and zero field cooled (ZFC) remanence (2.5 T) for en-
hanced and background specimen from each sampling locality. FC remanence that is
greater than ZFC remanence is indicative of single domain magnetite dominating the
remanence held by these specimens. The Verwey transition of magnetite is clearly ob-
served in all specimen confirming that magnetite is the primary magnetic carrier in this
system.
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Figure A.8: Hysteresis loops (left column), backfield remanence curves (middle column),
and first order reversal curve (FORC) diagrams for representative enhanced and back-
ground prairie specimens M-1-02 and M-1-07. All FORC diagrams processed with a
smoothing factor of 5 in FORCinel v3.0 using simple smooth (Harrison and Feinberg ,
2009).
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Figure A.9: Hysteresis loops (left column), backfield remanence curves (middle column),
and first order reversal curve (FORC) diagrams for representative enhanced and back-
ground transitional specimens MT-1-02 and MT-1-10. All FORC diagrams processed
with a smoothing factor of 5 in FORCinel v3.0 using simple smooth (Harrison and
Feinberg , 2009).
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Figure A.10: Hysteresis loops (left column), backfield remanence curves (middle col-
umn), and first order reversal curve (FORC) diagrams for representative enhanced and
background forest specimens Alf-1-02 and Alf-1-14. All FORC diagrams processed with
a smoothing factor of 5 in FORCinel v3.0 using simple smooth (Harrison and Feinberg ,
2009).
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Figure A.11: Score plot results from the PCA analysis within the FORCem analytical
package. End member scores are represented by the corners of the triangle and all data
falls within the mixing space delineated by this triangle. See Lascu et al. (2015) for
details.
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Figure A.12: Estimates of mean annual precipitation (MAP) based on the ARM/IRM
proxy of Geiss et al. (2008). For each sampling zone, ARM/IRM for enhanced speci-
mens was resampled 10,000 times using mean and standard deviations, assuming nor-
mality, and MAP was reconstructed from each resampled value of ARM/IRM . Box
plots display median (thick center bar) 50% (colored box) and 95% (dashed vertical
lines) confidence limits. Outliers beyond 95% confidence are shown as open symbols.
The thick horizontal dashed line highlights the observed 30 year normal precipitation
(MAP = 648 mm yr-1 for the transect based on PRISM data; PRISM Climate Group,
Oregon State University, http://prism.oregonstate.edu, created 9 March 2016).
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The contents of this Appendix where originally published as a supplement to Maxbauer
et al. (2016b), which is reproduced in Chapter 2 of this dissertation. This work is
included below in its published form with permission of all authors.
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Figure B.1: Magnetic susceptibility (χ) profiles for all marker bed paleosols at Polecat Bench
sampled in core (black symbols) and in outcrop (colored symbols). Paleosol name and abbrevi-
ations are provided in the upper right corner of each panel. MCD = meters composite depth.
Boundary of parent material (C horizon) and B horizons are shown for each profile with dashed
line.
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Figure B.2: Anhysteretic remanent magnetization (ARM) for all marker bed paleosols at
Polecat Bench sampled in core (black symbols) and in outcrop (colored symbols). Paleosol
name and abbreviations are provided in the upper right corner of each panel. MCD = meters
composite depth. Boundary of parent material (C horizon) and B horizons are shown for each
profile with dashed line.
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Figure B.3: Isothermal remanent magnetization (IRM) for all marker bed paleosols at Polecat
Bench sampled in core (black symbols) and in outcrop (colored symbols). Paleosol name and
abbreviations are provided in the upper right corner of each panel. MCD = meters composite
depth. Boundary of parent material (C horizon) and B horizons are shown for each profile with
dashed line.
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Figure B.4: Saturation magnetization (Ms) for all marker bed paleosols at Polecat Bench sam-
pled in core (black symbols) and in outcrop (colored symbols). Paleosol name and abbreviations
are provided in the upper right corner of each panel. MCD = meters composite depth. Boundary
of parent material (C horizon) and B horizons are shown for each profile with dashed line.
172
TRB
core
outcrop
66.5
66.0
65.5
65.0
64.5 TRA
core
outcrop-1
outcrop-2
outcrop-3
P4
core
outcrop
75.0
74.5
74.0
73.5
73.0
90.5
91.0
91.5
92.0
92.5
93.0
UDRB P2
core
outcrop-1
outcrop-2
outcrop-3
103.0
102.5
102.0
101.5
LDRA
core
outcrop
108.5
108.0
107.5
107.0
P0
core
outcrop
116.2
116.8
117.0
117.4
M
CD
M
CD
128.5
128.0
127.5
RM
core
outcrop-1
outcrop-2
PRM
core
outcrop-1
outcrop-2
outcrop-3
141.0
140.5
140.0
139.5
139.0
Mr (x10-4 Am2kg-1) Mr (x10-4 Am2kg-1) Mr (x10-4 Am2kg-1)
59.8
60.0
60.2
60.4
60.6
60.8
61.0
M
CD
core
outcrop
116.4
116.6
117.2
0 10 20 30 40 0 10 20 30 40 0 10 20 30 40
C
B
C
B
C
B
C
B C
B
C
B
C
B C
B
C
B
Figure B.5: Saturation remanent magnetization (Mrs) for all marker bed paleosols at Polecat
Bench sampled in core (black symbols) and in outcrop (colored symbols). Paleosol name and
abbreviations are provided in the upper right corner of each panel. MCD = meters composite
depth. Boundary of parent material (C horizon) and B horizons are shown for each profile with
dashed line.
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Figure B.6: Coercivity (Bc) for all marker bed paleosols at Polecat Bench sampled in core (black
symbols) and in outcrop (colored symbols). Paleosol name and abbreviations are provided in
the upper right corner of each panel. MCD = meters composite depth. Boundary of parent
material (C horizon) and B horizons are shown for each profile with dashed line.
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Figure B.7: Coercivity of remanence (Bcr) for all marker bed paleosols at Polecat Bench sam-
pled in core (black symbols) and in outcrop (colored symbols). Paleosol name and abbreviations
are provided in the upper right corner of each panel. MCD = meters composite depth. Boundary
of parent material (C horizon) and B horizons are shown for each profile with dashed line.
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Table B.1: Low-field magnetic properties for marker bed paleosols preserved in core.
Specimen that are used for enhancement ratios are indicated in bold and italics. MCD
= meters composite depth.
Paleosol Specimen Horizon MCD ARM IRM χARM χ
meters Am2kg-1 Am2kg-1 mA-1 m3kg-1
LDRA LDRA-000 C1 108.67 3.84E-06 9.56E-05 9.65E-08 8.40E-08
LDRA LDRA-010 C1 108.57 3.31E-06 1.76E-04 8.32E-08 8.29E-08
LDRA LDRA-020 B1 108.47 8.51E-06 5.68E-04 2.14E-07 1.48E-07
LDRA LDRA-040 B1 108.27 1.22E-05 7.28E-04 3.08E-07 1.69E-07
LDRA LDRA-050 B1 108.17 1.45E-05 9.06E-04 3.64E-07 2.04E-07
LDRA LDRA-060 B1 108.06 6.33E-06 3.90E-04 1.59E-07 1.06E-07
LDRA LDRA-070 B1 107.97 1.69E-05 1.02E-03 4.26E-07 2.09E-07
LDRA LDRA-080 B1 107.87 1.87E-05 1.12E-03 4.71E-07 2.25E-07
LDRA LDRA-095 B1 107.72 1.05E-05 2.64E-07 1.72E-07
LDRA LDRA-120 B2 107.48 1.33E-05 8.93E-04 3.34E-07 2.09E-07
LDRA LDRA-130 B2 107.38 8.29E-06 5.49E-04 2.08E-07 1.51E-07
LDRA LDRA-140 B2 107.28 6.98E-06 4.53E-04 1.75E-07 1.39E-07
LDRA LDRA-150 B2 107.18 8.16E-06 5.78E-04 2.05E-07 1.64E-07
LDRA LDRA-160 C2 107.08 4.95E-06 2.80E-04 1.24E-07 1.16E-07
PRM PRM-000 C 141.42 2.58E-06 1.04E-04 6.49E-08 8.49E-08
PRM PRM-010 C 141.32 2.24E-06 8.23E-05 5.63E-08 8.84E-08
PRM PRM-025 C 141.17 2.06E-06 8.23E-05 5.18E-08 8.52E-08
PRM PRM-035 C 141.07 2.00E-06 7.66E-05 5.03E-08 8.47E-08
PRM PRM-045 C 140.97 1.94E-06 7.38E-05 4.89E-08 9.09E-08
PRM PRM-055 B1 140.85 2.09E-06 9.00E-05 5.26E-08 9.89E-08
PRM PRM-065 B1 140.75 3.18E-06 1.55E-04 8.00E-08 1.08E-07
PRM PRM-075 B1 140.65 2.64E-06 1.09E-04 6.64E-08 8.42E-08
PRM PRM-085 B1 140.52 3.18E-06 1.49E-04 7.99E-08 8.79E-08
PRM PRM-095 B1 140.42 3.58E-06 1.51E-04 8.99E-08 1.07E-07
PRM PRM-105 B1 140.33 4.92E-06 2.39E-04 1.24E-07 1.24E-07
PRM PRM-115 B2 140.22 2.88E-06 1.35E-04 7.25E-08 1.05E-07
PRM PRM-125 B2 140.12 3.24E-06 1.49E-04 8.14E-08 1.04E-07
PRM PRM-135 B2 140.03 2.55E-06 1.33E-04 6.42E-08 1.07E-07
PRM PRM-145 B2 139.92 2.02E-06 1.19E-04 5.09E-08 9.46E-08
PRM PRM-155 B2 139.82 2.70E-06 1.20E-04 6.77E-08 1.11E-07
PRM PRM-165 B2 139.71 3.21E-06 1.65E-04 8.08E-08 1.06E-07
PRM PRM-185 B2 139.39 4.30E-06 1.58E-04 1.08E-07 1.04E-07
PRM PRM-195 B2 139.28 3.94E-06 9.90E-08 9.77E-08
PRM PRM-205 A 139.18 1.92E-06 8.11E-05 4.81E-08 1.01E-07
PRM PRM-215 A 139.08 2.37E-06 8.65E-05 5.96E-08 1.03E-07
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PRM PRM-225 A 138.98 2.56E-06 9.84E-05 6.44E-08 1.05E-07
PRM PRM-235 A 138.88 2.39E-06 9.51E-05 6.01E-08 1.08E-07
PRM PRM-245 A 138.78 1.87E-06 8.55E-05 4.70E-08 1.10E-07
PRM PRM-255 A 138.68 2.12E-06 8.33E-05 5.34E-08 1.00E-07
PRM PRM-265 A 138.58 1.74E-06 7.67E-05 4.36E-08 9.93E-08
P0 P0-000 C 117.52 5.74E-06 0.000394009 1.44E-07 1.54E-07
P0 P0-010 C 117.42 4.87E-06 0.000324796 1.22E-07 1.39E-07
P0 P0-020 C/B 117.32 3.23E-05 0.00159138 8.11E-07 2.63E-07
P0 P0-030 C/B 117.22 3.55E-05 0.001760371 8.92E-07 2.57E-07
P0 P0-045 B 117.04 3.80E-05 0.00201308 9.56E-07 2.57E-07
P0 P0-075 B 116.76 7.54E-06 0.000479079 1.89E-07 1.37E-07
P0 P0-085 B 116.66 1.16E-05 0.000684296 2.93E-07 1.51E-07
P0 P0-100 B 116.51 2.19E-05 0.001342424 5.50E-07 1.84E-07
P0 P0-110 B 116.41 1.61E-05 0.00097932 4.05E-07 1.88E-07
P0 P0-120 B 116.27 1.45E-05 0.000822812 3.63E-07 1.65E-07
P0 P0-140 B 116.1 1.60E-05 0.000941768 4.03E-07 1.76E-07
P0 P0-150 B/C 115.985 5.12E-06 0.000343738 1.29E-07 1.35E-07
P0 P0-165 B/C 115.86 6.21E-06 0.000433721 1.56E-07 1.43E-07
P0 P0-175 B/C 115.77 6.60E-06 0.000551963 1.66E-07 1.53E-07
P0 P0-185 B/C 115.655 6.78E-06 0.00052479 1.70E-07 1.48E-07
P0 P0-195 B/C 115.59 5.12E-06 0.000415785 1.29E-07 1.29E-07
P0 P0-215 C 115.305 1.52E-05 0.002112755 3.83E-07 4.63E-07
P2 P2-000 C 103.18 3.58E-06 0.000167214 8.99E-08 8.36E-08
P2 P2-010 C 103.08 3.21E-06 0.000169389 8.07E-08 9.07E-08
P2 P2-020 C 102.98 3.01E-06 0.000140582 7.58E-08 8.63E-08
P2 P2-040 B 102.75 6.07E-06 0.000265463 1.53E-07 1.11E-07
P2 P2-050 B 102.65 2.87E-06 0.000182127 7.21E-08 1.09E-07
P2 P2-060 B 102.55 2.75E-06 0.000142953 6.92E-08 1.14E-07
P2 P2-070 B 102.45 2.47E-06 0.000140504 6.20E-08 1.12E-07
P2 P2-080 B 102.37 1.56E-06 0.000134222 3.92E-08 1.08E-07
P2 P2-090 B 102.25 2.34E-06 0.000125065 5.89E-08 1.02E-07
P2 P2-105 B 102.1 1.53E-06 0.000113754 3.84E-08 1.09E-07
P2 P2-115 B 102 2.12E-06 0.000124491 5.33E-08 1.07E-07
P2 P2-125 B 101.9 1.77E-06 0.000117298 4.44E-08 1.11E-07
P2 P2-135 B 101.8 2.14E-06 0.000121018 5.38E-08 1.04E-07
P2 P2-145 B 101.7 1.95E-06 0.000121796 4.91E-08 1.10E-07
P2 P2-155 B 101.6 2.03E-06 0.000117741 5.10E-08 1.19E-07
P2 P2-165 A 101.5 1.79E-06 0.000127734 4.51E-08 1.20E-07
P2 P2-185 A 101.1 3.48E-06 0.000271887 8.75E-08 1.13E-07
P2 P2-195 A/C 101 3.05E-06 0.000165221 7.67E-08 8.85E-08
P4 P4-000 C 75.74 4.25E-06 0.000209058 1.07E-07 1.08E-07
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P4 P4-015 C 75.59 4.43E-06 0.00024033 1.11E-07 1.21E-07
P4 P4-030 C 75.44 3.18E-06 0.000190412 7.99E-08 1.04E-07
P4 P4-050 B 74.99 3.50E-06 0.000265875 8.80E-08 1.52E-07
P4 P4-060 B 74.89 2.24E-06 0.000216822 5.62E-08 1.43E-07
P4 P4-075 B 74.74 1.82E-06 0.000146645 4.57E-08 1.22E-07
P4 P4-085 B 74.64 1.59E-06 0.000139711 4.00E-08 1.20E-07
P4 P4-100 B 74.49 1.99E-06 0.000135417 5.01E-08 1.33E-07
P4 P4-110 B 74.39 2.49E-06 0.000210239 6.26E-08 1.31E-07
P4 P4-120 B 74.29 1.32E-06 0.000133432 3.32E-08 1.27E-07
P4 P4-130 B 74.19 1.30E-06 0.000125423 3.27E-08 1.27E-07
P4 P4-140 B 74.09 2.05E-06 0.00012685 5.15E-08 1.27E-07
P4 P4-150 B 73.99 2.05E-06 0.000133233 5.15E-08 1.23E-07
P4 P4-160 B 73.89 2.14E-06 0.000142194 5.39E-08 1.26E-07
P4 P4-170 B 73.77 2.72E-06 0.000165026 6.84E-08 1.17E-07
P4 P4-180 B 73.67 2.69E-06 0.00015888 6.76E-08 1.13E-07
P4 P4-195 B 73.52 9.96E-06 0.000740292 2.50E-07 1.69E-07
P4 P4-210 B 73.38 1.36E-05 0.001277405 3.43E-07 2.37E-07
P4 P4-225 A/C 73.22 4.32E-06 0.000296431 1.09E-07 1.07E-07
P4 P4-240 A/C 73.07 5.01E-06 0.000248407 1.26E-07 9.61E-08
P4 P4-255 A/C 72.92 1.17E-05 0.000978613 2.95E-07 1.86E-07
P4 P4-270 A/C 72.77 3.61E-06 0.000194048 9.08E-08 9.07E-08
RM RM-000 C 129.08 4.64E-06 0.000243758 1.17E-07 1.09E-07
RM RM-020 C 128.9 3.19E-06 0.000288346 8.01E-08 1.34E-07
RM RM-040 C 128.6 6.96E-07
RM RM-055 B 128.42 5.74E-06 0.000556615 1.44E-07 1.92E-07
RM RM-065 B 128.33 7.94E-06 0.000762298 2.00E-07 2.11E-07
RM RM-075 B 128.21 3.13E-06 0.000294199 7.87E-08 1.31E-07
RM RM-085 B 128.12 4.66E-06 0.000624666 1.17E-07 1.92E-07
RM RM-095 B 128.03 5.11E-06 0.000562024 1.28E-07 1.78E-07
RM RM-110 B 127.88 3.46E-06 0.000357474 8.70E-08 1.51E-07
RM RM-130 A 127.63 3.53E-06 0.000207122 8.86E-08 1.08E-07
RM RM-140 A 127.53 3.91E-06 0.000220725 9.83E-08 9.89E-08
RM RM-150 A 127.43 4.14E-06 0.000222715 1.04E-07 9.43E-08
RM RM-170 A 127.24 3.77E-06 0.000216847 9.48E-08 9.69E-08
TRA TRA-000 C 66.63 4.00E-06 0.00023206 1.01E-07 1.08E-07
TRA TRA-010 C 66.53 4.45E-06 0.000211678 1.12E-07 1.04E-07
TRA TRA-020 C 66.43 4.24E-06 0.000237663 1.07E-07 1.05E-07
TRA TRA-035 B 66.15 4.37E-06 0.000355573 1.10E-07 1.59E-07
TRA TRA-050 B 66 2.68E-06 0.000302364 6.73E-08 1.32E-07
TRA TRA-060 B 65.9 1.01E-06 0.000249955 2.55E-08 1.29E-07
TRA TRA-065 B 65.85 1.22E-06 0.000215255 3.07E-08 1.26E-07
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TRA TRA-075 B 65.75 0.000204169 1.33E-07
TRA TRA-080 B 65.7 4.03E-07 0.000173861 1.01E-08 1.28E-07
TRA TRA-090 A/C 65.4 2.76E-06 0.000183611 6.93E-08 1.25E-07
TRA TRA-100 A/C 65.3 3.01E-06 0.000168329 7.57E-08 1.29E-07
TRA TRA-110 A/C 65.2 2.40E-06 0.000139812 6.04E-08 1.11E-07
TRA TRA-120 A/C 65.08 2.06E-06 0.000106558 5.19E-08 1.02E-07
TRB TRB-000 C 61.02 5.10E-06 0.000282582 1.28E-07 1.16E-07
TRB TRB-010 C 60.92 4.27E-06 0.000224202 1.07E-07 1.03E-07
TRB TRB-025 B 60.78 2.99E-06 0.000209927 7.51E-08 1.20E-07
TRB TRB-035 B 60.638 4.76E-06 0.000422242 1.20E-07 1.47E-07
TRB TRB-045 B 60.53 9.46E-06 0.000700644 2.38E-07 1.70E-07
TRB TRB-055 B 60.425 1.78E-05 0.001040407 4.48E-07 1.98E-07
TRB TRB-065 B 60.33 1.99E-06 9.55E-05 5.01E-08 1.19E-07
TRB TRB-075 B 60.225 3.06E-06 0.000182215 7.70E-08 1.51E-07
TRB TRB-085 B 60.13 2.67E-06 0.000141678 6.70E-08 1.07E-07
TRB TRB-095 B 60.035 2.65E-06 0.000195 6.67E-08 1.19E-07
TRB TRB-105 B/A 59.92 1.36E-06 0.00019392 3.42E-08 1.19E-07
TRB TRB-115 A/C 59.83 5.91E-07 0.000169957 1.49E-08 1.06E-07
TRB TRB-125 A/C 59.73 4.31E-06 0.000394514 1.08E-07 1.09E-07
TRB TRB-135 A/C 59.61 2.46E-06 0.000283281 6.18E-08 9.72E-08
TRB TRB-145 A/C 59.51 3.23E-06 0.000179927 8.13E-08 1.15E-07
UDRB UDRB-000 C 93.05 4.30E-06 0.00022667 1.08E-07 1.02E-07
UDRB UDRB-010 C 92.95 3.46E-06 0.000199944 8.70E-08 1.03E-07
UDRB UDRB-020 B1 92.83 1.52E-05 0.000948525 3.82E-07 1.60E-07
UDRB UDRB-030 B1 92.68 6.74E-06 0.000455722 1.69E-07 1.38E-07
UDRB UDRB-040 B1 92.56 1.68E-05 0.000946935 4.22E-07 1.79E-07
UDRB UDRB-050 B1 92.46 1.08E-05 0.000655552 2.72E-07 1.58E-07
UDRB UDRB-065 B1 92.31 1.07E-05 0.000896587 2.69E-07 1.95E-07
UDRB UDRB-080 B1 92.16 9.86E-06 0.000913915 2.48E-07 1.96E-07
UDRB UDRB-090 B1 92.06 3.80E-06 0.000354432 9.55E-08 1.32E-07
UDRB UDRB-100 B1 91.9 1.13E-05 0.000797766 2.85E-07 1.84E-07
UDRB UDRB-120 B1/B2 91.7 4.47E-06 0.000419367 1.12E-07 1.52E-07
UDRB UDRB-130 B1/B2 91.58 3.34E-06 0.000320612 8.40E-08 1.45E-07
UDRB UDRB-140 B2 91.46 3.03E-06 0.0003498 7.60E-08 1.45E-07
UDRB UDRB-150 B2 91.38 2.27E-06 0.000295536 5.70E-08 1.33E-07
UDRB UDRB-160 B2 91.27 2.56E-06 0.000190544 6.44E-08 1.31E-07
UDRB UDRB-180 B2 91.06 1.72E-06 0.000163863 4.33E-08 1.28E-07
UDRB UDRB-190 B2 90.93 1.89E-06 0.000178386 4.76E-08 1.33E-07
UDRB UDRB-200 B2 90.83 2.08E-06 0.000187724 5.22E-08 1.38E-07
UDRB UDRB-210 B2 90.72 2.06E-06 0.000166863 5.16E-08 1.38E-07
UDRB UDRB-220 B2 90.62 1.18E-06 0.000151227 2.97E-08 1.29E-07
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UDRB UDRB-235 A 90.46 4.55E-06 0.000359401 1.14E-07 1.34E-07
UDRB UDRB-250 A 90.26 3.31E-06 0.000166467 8.33E-08 9.26E-08
UDRB UDRB-260 C 90.06 4.43E-06 0.00021304 1.11E-07 7.01E-08
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Table B.2: Hysteresis properties for marker bed paleosols preserved in core. MCD =
meters composite depth.
Paleosol Specimen Horizon MCD Ms Mr Bc Bcr HIRM
meters Am2kg-1 Am2kg-1 mT mT Am2kg-1
LDRA LDRA-000 C1 108.67 2.70E-03 2.54E-04 6.9 32.2 4.46E-05
LDRA LDRA-040 B1 108.27 8.52E-03 1.10E-03 11.0 54.7 4.17E-04
LDRA LDRA-060 B1 108.06 5.36E-03 8.59E-04 14.0 106.4 4.53E-04
LDRA LDRA-080 B1 107.87 1.82E-02 2.20E-03 10.2 44.7 7.17E-04
LDRA LDRA-095 B1 107.72 1.02E-02 1.54E-03 13.4 88.7 7.31E-04
LDRA LDRA-120 B2 107.48 1.36E-02 1.78E-03 11.8 70.9 7.71E-04
LDRA LDRA-140 B2 107.28 6.84E-03 1.23E-03 15.4 152.2 6.89E-04
LDRA LDRA-160 C2 107.08 4.71E-03 6.65E-04 10.3 91.8 3.09E-04
PRM PRM-010 C 141.32 9.88E-04 2.03E-04 24.0 124.4 1.02E-04
PRM PRM-065 B1 140.75 2.42E-03 5.96E-04 35.6 271.7 3.47E-04
PRM PRM-085 B1 140.52 1.82E-03 4.10E-04 22.7 151.0 2.03E-04
PRM PRM-095 B1 140.42 2.53E-03 1.01E-03 92.7 391.9 7.97E-04
PRM PRM-125 B2 140.12 3.73E-03 1.63E-03 202.6 449.8 1.37E-03
PRM PRM-145 B2 139.92 4.82E-03 2.82E-03 217.5 347.2 2.52E-03
PRM PRM-165 B2 139.71 4.04E-03 1.89E-03 199.1 421.8 1.62E-03
PRM PRM-235 A 138.88 1.22E-03 2.98E-04 34.5 268.1 1.79E-04
P0 P0-045 B 117.04 1.29E-02 2.22E-03 14.3 39.0 3.65E-04
P0 P0-085 B 116.66 4.40E-03 8.84E-04 18.6 52.4 2.92E-04
P0 P0-110 B 116.41 7.02E-03 1.34E-03 18.8 51.8 4.38E-04
P0 P0-120 B 116.27 6.47E-03 1.42E-03 20.9 62.9 5.51E-04
P0 P0-140 B 116.1 8.28E-03 1.43E-03 15.1 44.2 3.95E-04
P2 P2-040 B 102.75 3.65E-03 8.56E-04 27.8 289.8 5.52E-04
P2 P2-060 B 102.55 4.57E-03 2.17E-03 171.7 478.7 1.64E-03
P2 P2-080 B 102.37 3.23E-03 1.69E-03 190.7 508.4 1.24E-03
P2 P2-105 B 102.1 3.11E-03 1.61E-03 182.3 476.0 1.12E-03
P2 P2-125 B 101.9 2.91E-03 1.54E-03 188.5 474.5 1.11E-03
P2 P2-145 B 101.7 2.94E-03 1.42E-03 157.4 492.3 1.00E-03
P2 P2-155 B 101.6 3.56E-03 1.77E-03 166.2 506.6 1.24E-03
P2 P2-165 A 101.5 2.53E-03 8.19E-04 49.2 440.6 5.36E-04
P4 P4-050 B 74.99 4.82E-03 1.49E-03 35.3 447.5 1.01E-03
P4 P4-075 B 74.74 5.51E-03 2.14E-03 170.7 495.7 1.63E-03
P4 P4-100 B 74.49 3.24E-03 1.41E-03 126.7 484.3 1.12E-03
P4 P4-120 B 74.29 3.94E-03 1.81E-03 158.5 519.9 1.27E-03
P4 P4-140 B 74.09 3.14E-03 1.67E-03 176.2 538.7 1.15E-03
P4 P4-160 B 73.89 1.60E-03 2.38E-04 13.5 61.1 8.81E-05
P4 P4-180 B 73.67 1.72E-03 3.12E-04 19.0 91.8 1.37E-04
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P4 P4-210 B 73.38 1.19E-02 1.52E-03 10.8 34.4 3.02E-04
P4 P4-225 A/C 73.22 2.91E-03 3.66E-04 10.4 36.7 8.04E-05
P4 P4-240 A/C 73.07 3.80E-03 3.34E-04 5.6 34.4 8.05E-05
RM RM-055 B 128.42 8.67E-03 1.58E-03 14.9 174.6 9.53E-04
RM RM-075 B 128.21 6.04E-03 1.40E-03 23.9 200.2 9.54E-04
RM RM-085 B 128.12 1.06E-02 2.15E-03 17.7 162.3 1.28E-03
RM RM-095 B 128.03 9.66E-03 2.06E-03 20.6 188.9 1.32E-03
RM RM-110 B 127.88 6.83E-03 1.94E-03 35.8 256.6 1.47E-03
RM RM-130 A 127.63 2.44E-03 2.38E-04 6.0 32.6 5.20E-05
RM RM-150 A 127.43 2.85E-03 2.99E-04 7.5 32.6 5.80E-05
TRA TRA-035 B 66.15 4.99E-03 1.23E-03 26.9 198.7 7.88E-04
TRA TRA-050 B 66 4.39E-03 1.53E-03 50.4 287.3 1.13E-03
TRA TRA-060 B 65.9 4.74E-03 1.90E-03 80.8 322.8 1.51E-03
TRA TRA-065 B 65.85 5.45E-03 2.50E-03 126.9 345.6 2.10E-03
TRA TRA-080 B 65.7 4.21E-03 2.31E-03 200.5 453.2 1.90E-03
TRA TRA-100 A/C 65.3 2.46E-03 4.27E-04 17.8 106.7 1.97E-04
TRB TRB-025 B 60.78 2.68E-03 7.12E-04 31.2 251.2 4.61E-04
TRB TRB-045 B 60.53 8.90E-03 1.84E-03 21.5 147.2 1.01E-03
TRB TRB-065 B 60.33 3.70E-03 1.34E-03 56.8 289.5 1.02E-03
TRB TRB-085 B 60.13 2.57E-03 1.17E-03 118.7 368.4 9.60E-04
TRB TRB-095 B 60.035 3.18E-03 9.35E-04 43.8 337.9 7.11E-04
TRB TRB-105 B/A 59.92 3.36E-03 9.91E-04 43.8 337.9 7.54E-04
TRB TRB-125 A/C 59.73 1.86E-03 3.95E-04 20.6 141.0 1.99E-04
UDRB UDRB-020 B1 92.83 7.72E-03 1.17E-03 14.6 47.5 3.50E-04
UDRB UDRB-050 B1 92.46 7.55E-03 1.57E-03 20.7 175.8 8.99E-04
UDRB UDRB-080 B1 92.16 1.12E-02 2.21E-03 19.8 183.8 1.27E-03
UDRB UDRB-100 B1 91.9 1.07E-02 2.47E-03 23.4 220.6 1.52E-03
UDRB UDRB-120 B1/B2 91.7 7.24E-03 2.17E-03 37.8 325.1 1.61E-03
UDRB UDRB-140 B2 91.46 6.78E-03 2.15E-03 48.6 350.0 1.64E-03
UDRB UDRB-160 B2 91.27 6.17E-03 2.59E-03 117.4 379.1 2.15E-03
UDRB UDRB-180 B2 91.06 6.01E-03 2.65E-03 160.2 404.9 2.26E-03
UDRB UDRB-200 B2 90.83 5.97E-03 2.65E-03 144.5 416.9 2.23E-03
UDRB UDRB-220 B2 90.62 4.48E-03 1.77E-03 138.2 420.5 1.50E-03
UDRB UDRB-235 A 90.46 4.03E-03 1.15E-03 33.7 255.0 7.79E-04
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Table B.3: Low-field magnetic properties for marker bed paleosols in outcrop. The
specimen used in the magnetic enhancement ratios are indicated in bold italics. MCD*
= meters composite depth equivalent, calculated using the correlations provided by
Bowen et al. (2015). Strat Level1 = stratigraphic level following Abdul Aziz et al. (2008)
stratigraphy. Strat Level2 = stratigraphic level following Gingerich (2001) stratigraphy.
Paleosol Sample HorizonMCD* Strat
Level1
Strat
Level2
ARM IRM χARM χ
meters meters meters Am2kg-1 Am2kg-1 mA-1 m3kg-1
PCB-01-
LDRA
PCB-01-
LDRA-
000
C1 108.67 31.5 1511.61 3.35E-06 1.48E-04 8.41E-08 6.62E-08
PCB-01-
LDRA
PCB-01-
LDRA-
010
C1 108.57 31.6 1511.71 2.16E-06 1.12E-04 5.43E-08 3.90E-08
PCB-01-
LDRA
PCB-01-
LDRA-
020
B1 108.47 31.7 1511.81 2.18E-05 1.24E-03 5.47E-07 2.11E-07
PCB-01-
LDRA
PCB-01-
LDRA-
025
B1 108.42 31.75 1511.86 1.23E-05 1.30E-04 3.08E-07 1.73E-07
PCB-01-
LDRA
PCB-01-
LDRA-
030
B1 108.37 31.8 1511.91 1.38E-05 8.06E-04 3.47E-07 1.66E-07
PCB-01-
LDRA
PCB-01-
LDRA-
035
B1 108.32 31.85 1511.96 2.01E-05 1.13E-03 5.05E-07 2.07E-07
PCB-01-
LDRA
PCB-01-
LDRA-
040
B1 108.27 31.9 1512.01 1.26E-05 7.81E-04 3.16E-07 1.72E-07
PCB-01-
LDRA
PCB-01-
LDRA-
045
B1 108.22 31.95 1512.06 1.18E-05 7.86E-04 2.98E-07 1.77E-07
PCB-01-
LDRA
PCB-01-
LDRA-
050
B1 108.17 32 1512.11 1.52E-05 8.89E-04 3.83E-07 1.82E-07
PCB-01-
LDRA
PCB-01-
LDRA-
055
B1 108.12 32.05 1512.16 1.53E-05 9.31E-04 3.85E-07 1.81E-07
PCB-01-
LDRA
PCB-01-
LDRA-
060
B1 108.07 32.1 1512.21 1.33E-05 7.89E-04 3.33E-07 1.68E-07
PCB-01-
LDRA
PCB-01-
LDRA-
065
B1 108.02 32.15 1512.26 9.56E-06 5.91E-04 2.40E-07 1.51E-07
PCB-01-
LDRA
PCB-01-
LDRA-
070
B1 107.97 32.2 1512.31 2.28E-05 1.28E-03 5.73E-07 2.22E-07
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PCB-01-
LDRA
PCB-01-
LDRA-
075
B1 107.92 32.25 1512.36 1.70E-05 9.52E-04 4.28E-07 2.00E-07
PCB-01-
LDRA
PCB-01-
LDRA-
080
B1 107.87 32.3 1512.41 1.39E-05 8.41E-04 3.48E-07 1.85E-07
PCB-01-
LDRA
PCB-01-
LDRA-
085
B1 107.82 32.35 1512.46 1.68E-05 9.94E-04 4.23E-07 1.94E-07
PCB-01-
LDRA
PCB-01-
LDRA-
090
B1 107.77 32.4 1512.51 1.09E-05 7.25E-04 2.74E-07 1.69E-07
PCB-01-
LDRA
PCB-01-
LDRA-
095
B2 107.72 32.45 1512.56 8.83E-06 6.01E-04 2.22E-07 1.52E-07
PCB-01-
LDRA
PCB-01-
LDRA-
100
B2 107.67 32.5 1512.61 7.76E-06 5.47E-04 1.95E-07 1.51E-07
PCB-01-
LDRA
PCB-01-
LDRA-
105
B2 107.62 32.55 1512.66 8.20E-06 5.84E-04 2.06E-07 1.51E-07
PCB-01-
LDRA
PCB-01-
LDRA-
110
B2 107.57 32.6 1512.71 7.98E-06 5.61E-04 2.01E-07 1.51E-07
PCB-01-
LDRA
PCB-01-
LDRA-
115
B2 107.52 32.65 1512.76 7.33E-06 5.52E-04 1.84E-07 1.68E-07
PCB-01-
LDRA
PCB-01-
LDRA-
120
B2 107.47 32.7 1512.81 1.07E-05 7.99E-04 2.70E-07 1.82E-07
PCB-01-
LDRA
PCB-01-
LDRA-
125
B2 107.42 32.75 1512.86 8.27E-06 6.22E-04 2.08E-07 1.62E-07
PCB-01-
LDRA
PCB-01-
LDRA-
130
B2 107.37 32.8 1512.91 7.44E-06 5.88E-04 1.87E-07 1.55E-07
PCB-01-
LDRA
PCB-01-
LDRA-
135
B2 107.32 32.85 1512.96 9.06E-06 5.22E-04 2.28E-07 1.86E-07
PCB-01-
LDRA
PCB-01-
LDRA-
140
B2 107.27 32.9 1513.01 4.99E-06 3.55E-04 1.25E-07 1.25E-07
PCB-01-
LDRA
PCB-01-
LDRA-
145
B2 107.22 32.95 1513.06 7.23E-06 6.00E-04 1.82E-07 1.64E-07
PCB-01-
LDRA
PCB-01-
LDRA-
150
B2 107.17 33 1513.11 7.72E-06 6.51E-04 1.94E-07 1.68E-07
PCB-01-
LDRA
PCB-01-
LDRA-
155
B2 107.12 33.05 1513.16 7.52E-06 5.60E-04 1.89E-07 1.53E-07
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PCB-01-
LDRA
PCB-01-
LDRA-
160
B2 107.07 33.1 1513.21 7.77E-06 6.31E-04 1.95E-07 1.59E-07
PCB-01-
LDRA
PCB-01-
LDRA-
170
C2 106.97 33.2 1513.31 2.69E-06 8.98E-05 6.76E-08 6.04E-08
PCB-01-
LDRA
PCB-01-
LDRA-
180
C2 106.87 33.3 1513.41 2.75E-06 5.71E-05 6.90E-08 6.30E-08
PCB-01-
PRM
PCB-01-
PRM-
000
C 141.05 5.3 1484.81 3.28E-06 1.48E-04 8.24E-08 1.04E-07
PCB-01-
PRM
PCB-01-
PRM-
010
C 140.95 5.4 1484.91 3.31E-06 1.74E-04 8.33E-08 9.24E-08
PCB-
01-PRM
PCB-01-
PRM-
020
B1 140.85 5.5 1485.01 2.30E-06 1.23E-04 5.77E-08 1.20E-07
PCB-
01-PRM
PCB-01-
PRM-
025
B1 140.8 5.55 1485.06 2.49E-06 1.42E-04 6.26E-08 1.08E-07
PCB-
01-PRM
PCB-01-
PRM-
030
B1 140.75 5.6 1485.11 2.68E-06 1.45E-04 6.74E-08 1.10E-07
PCB-
01-PRM
PCB-01-
PRM-
035
B1 140.7 5.65 1485.16 3.45E-06 1.95E-04 8.66E-08 1.17E-07
PCB-
01-PRM
PCB-01-
PRM-
040
B1 140.65 5.7 1485.21 2.72E-06 1.61E-04 6.83E-08 1.14E-07
PCB-
01-PRM
PCB-01-
PRM-
045
B1 140.6 5.75 1485.26 3.82E-06 1.91E-04 9.61E-08 1.18E-07
PCB-
01-PRM
PCB-01-
PRM-
050
B1 140.55 5.8 1485.31 2.56E-06 1.09E-04 6.44E-08 1.26E-07
PCB-
01-PRM
PCB-01-
PRM-
055
B1 140.5 5.85 1485.36 5.08E-06 2.68E-04 1.28E-07 1.21E-07
PCB-
01-PRM
PCB-01-
PRM-
060
B1 140.45 5.9 1485.41 3.65E-06 2.12E-04 9.16E-08 1.20E-07
PCB-01-
PRM
PCB-01-
PRM-
065
B2 140.4 5.95 1485.46 5.11E-06 2.87E-04 1.28E-07 1.31E-07
PCB-01-
PRM
PCB-01-
PRM-
070
B2 140.35 6 1485.51 5.24E-06 2.63E-04 1.32E-07 1.23E-07
PCB-01-
PRM
PCB-01-
PRM-
075
B2 140.3 6.05 1485.56 4.15E-06 2.36E-04 1.04E-07 1.20E-07
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PCB-01-
PRM
PCB-01-
PRM-
080
B2 140.25 6.1 1485.61 5.01E-06 2.85E-04 1.26E-07 1.30E-07
PCB-01-
PRM
PCB-01-
PRM-
085
B2 140.2 6.15 1485.66 3.49E-06 1.52E-04 8.76E-08 1.15E-07
PCB-01-
PRM
PCB-01-
PRM-
090
B2 140.15 6.2 1485.71 5.47E-06 1.77E-04 1.37E-07 1.28E-07
PCB-
01-PRM
PCB-01-
PRM-
100
A 140.05 6.3 1485.81 3.56E-06 1.96E-04 8.94E-08 1.09E-07
PCB-
01-PRM
PCB-01-
PRM-
110
A 139.95 6.4 1485.91 2.56E-06 1.21E-04 6.43E-08 1.14E-07
PCB-
01-PRM
PCB-01-
PRM-
120
A 139.85 6.5 1486.01 2.94E-06 1.57E-04 7.39E-08 1.21E-07
PCB-
01-PRM
PCB-01-
PRM-
130
A 139.75 6.6 1486.11 3.00E-06 1.48E-04 7.53E-08 1.14E-07
PCB-02-
PRM
PCB-02-
PRM-
000
C 141.15 5.2 1484.71 4.08E-06 2.22E-04 1.03E-07 9.08E-08
PCB-02-
PRM
PCB-02-
PRM-
010
C 141.05 5.3 1484.81 1.04E-05 7.81E-04 2.61E-07 1.74E-07
PCB-02-
PRM
PCB-02-
PRM-
020
C 140.95 5.4 1484.91 4.14E-06 1.80E-04 1.04E-07 9.32E-08
PCB-02-
PRM
PCB-02-
PRM-
030
B1 140.85 5.5 1485.01 6.08E-06 3.99E-04 1.53E-07 1.30E-07
PCB-02-
PRM
PCB-02-
PRM-
040
B1 140.75 5.6 1485.11 3.98E-06 3.92E-04 1.00E-07 1.29E-07
PCB-02-
PRM
PCB-02-
PRM-
050
B1 140.65 5.7 1485.21 3.15E-06 2.47E-04 7.93E-08 1.17E-07
PCB-02-
PRM
PCB-02-
PRM-
060
B1 140.55 5.8 1485.31 6.74E-06 5.63E-04 1.69E-07 1.50E-07
PCB-02-
PRM
PCB-02-
PRM-
070
B1 140.45 5.9 1485.41 4.63E-06 3.33E-04 1.16E-07 1.40E-07
PCB-02-
PRM
PCB-02-
PRM-
080
B1 140.35 6 1485.51 2.93E-06 2.36E-04 7.35E-08 1.24E-07
PCB-
02-PRM
PCB-02-
PRM-
090
B2 140.25 6.1 1485.61 3.32E-06 2.07E-04 8.34E-08 1.22E-07
186
PCB-
02-PRM
PCB-02-
PRM-
100
B2 140.15 6.2 1485.71 4.34E-06 2.67E-04 1.09E-07 1.27E-07
PCB-
02-PRM
PCB-02-
PRM-
110
B2 140.05 6.3 1485.81 3.81E-06 2.53E-04 9.58E-08 1.26E-07
PCB-
02-PRM
PCB-02-
PRM-
120
B2 139.95 6.4 1485.91 4.77E-06 2.44E-04 1.20E-07 1.25E-07
PCB-
02-PRM
PCB-02-
PRM-
130
B2 139.85 6.5 1486.01 4.15E-06 2.39E-04 1.04E-07 1.25E-07
PCB-
02-PRM
PCB-02-
PRM-
140
B2 139.75 6.6 1486.11 4.17E-06 2.32E-04 1.05E-07 1.21E-07
PCB-
02-PRM
PCB-02-
PRM-
150
B2 139.65 6.7 1486.21 4.20E-06 2.34E-04 1.06E-07 1.22E-07
PCB-
02-PRM
PCB-02-
PRM-
160
B2 139.55 6.8 1486.31 4.10E-06 2.50E-04 1.03E-07 1.29E-07
PCB-
02-PRM
PCB-02-
PRM-
170
B2 139.45 6.9 1486.41 4.33E-06 1.52E-04 1.09E-07 1.30E-07
PCB-
02-PRM
PCB-02-
PRM-
180
B2 139.35 7 1486.51 4.00E-06 2.34E-04 1.01E-07 1.25E-07
PCB-
02-PRM
PCB-02-
PRM-
190
A 139.25 7.1 1486.61 3.97E-06 2.08E-04 9.98E-08 1.06E-07
PCB-
02-PRM
PCB-02-
PRM-
200
A 139.15 7.2 1486.71 3.54E-06 2.21E-04 8.90E-08 9.89E-08
PCB-03-
PRM
PCB-03-
PRM-
000
C 141.15 5.2 1484.71 3.37E-06 1.70E-04 8.47E-08 8.93E-08
PCB-03-
PRM
PCB-03-
PRM-
010
C 141.05 5.3 1484.81 3.56E-06 1.83E-04 8.94E-08 1.05E-07
PCB-03-
PRM
PCB-03-
PRM-
020
C 140.95 5.4 1484.91 3.56E-06 1.87E-04 8.94E-08 9.14E-08
PCB-
03-PRM
PCB-03-
PRM-
030
B1 140.85 5.5 1485.01 2.14E-06 1.33E-04 5.38E-08 1.12E-07
PCB-
03-PRM
PCB-03-
PRM-
040
B1 140.75 5.6 1485.11 1.04E-04 1.06E-07
PCB-
03-PRM
PCB-03-
PRM-
050
B1 140.65 5.7 1485.21 1.81E-06 1.29E-04 4.54E-08 1.10E-07
187
PCB-
03-PRM
PCB-03-
PRM-
060
B1 140.55 5.8 1485.31 2.21E-06 1.33E-04 5.56E-08 1.17E-07
PCB-
03-PRM
PCB-03-
PRM-
070
B1 140.45 5.9 1485.41 1.37E-06 1.46E-04 3.43E-08 1.08E-07
PCB-
03-PRM
PCB-03-
PRM-
080
B1 140.35 6 1485.51 2.99E-06 1.73E-04 7.52E-08 1.11E-07
PCB-03-
PRM
PCB-03-
PRM-
090
B2 140.25 6.1 1485.61 1.98E-06 4.57E-05 4.97E-08 1.18E-07
PCB-03-
PRM
PCB-03-
PRM-
100
B2 140.15 6.2 1485.71 1.06E-05 5.19E-04 2.67E-07 1.60E-07
PCB-03-
PRM
PCB-03-
PRM-
110
B2 140.05 6.3 1485.81 5.57E-06 3.63E-04 1.40E-07 1.38E-07
PCB-03-
PRM
PCB-03-
PRM-
120
B2 139.95 6.4 1485.91 7.17E-06 3.31E-04 1.80E-07 1.40E-07
PCB-03-
PRM
PCB-03-
PRM-
130
B2 139.85 6.5 1486.01 2.96E-06 1.79E-04 7.44E-08 1.13E-07
PCB-
03-PRM
PCB-03-
PRM-
140
A 139.75 6.6 1486.11 1.88E-06 1.22E-04 4.73E-08 1.03E-07
PCB-
03-PRM
PCB-03-
PRM-
150
A 139.65 6.7 1486.21 2.77E-06 1.40E-04 6.96E-08 1.03E-07
PCB-
01-P0
PCB-01-
P0-000
C 117.52 22.05 1504.46 4.30E-06 2.40E-04 1.08E-07 1.01E-07
PCB-
01-P0
PCB-01-
P0-010
C 117.42 22.15 1504.56 3.94E-06 2.07E-04 9.90E-08 1.02E-07
PCB-
01-P0
PCB-01-
P0-020
C 117.32 22.25 1504.66 4.29E-06 2.49E-04 1.08E-07 1.08E-07
PCB-
01-P0
PCB-01-
P0-025
B 117.22 22.3 1504.71 2.19E-06 2.25E-04 5.50E-08 1.15E-07
PCB-
01-P0
PCB-01-
P0-030
B 117.17 22.35 1504.76 3.66E-06 2.51E-04 9.20E-08 1.22E-07
PCB-
01-P0
PCB-01-
P0-035
B 117.12 22.4 1504.81 2.86E-06 2.28E-04 7.18E-08 1.22E-07
PCB-
01-P0
PCB-01-
P0-040
B 117.07 22.45 1504.86 2.21E-06 2.29E-04 5.55E-08 1.17E-07
PCB-
01-P0
PCB-01-
P0-045
B 117.02 22.5 1504.91 2.86E-06 2.09E-04 7.20E-08 1.19E-07
PCB-
01-P0
PCB-01-
P0-050
B 116.97 22.55 1504.96 2.60E-06 2.13E-04 6.53E-08 1.14E-07
PCB-
01-P0
PCB-01-
P0-055
B 116.92 22.6 1505.01 2.92E-06 2.13E-04 7.35E-08 1.17E-07
PCB-
01-P0
PCB-01-
P0-060
B 116.87 22.65 1505.06 2.18E-06 2.07E-04 5.47E-08 1.15E-07
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PCB-
01-P0
PCB-01-
P0-065
B 116.82 22.7 1505.11 3.22E-06 2.06E-04 8.10E-08 1.15E-07
PCB-
01-P0
PCB-01-
P0-070
A 116.77 22.75 1505.16 4.13E-06 2.20E-04 1.04E-07 1.19E-07
PCB-
01-P0
PCB-01-
P0-080
A 116.67 22.85 1505.26 3.88E-06 2.23E-04 9.74E-08 1.22E-07
PCB-
01-P0
PCB-01-
P0-090
A 116.57 22.95 1505.36 4.41E-06 2.46E-04 1.11E-07 1.22E-07
PCB-
01-P0
PCB-01-
P0-100
A 116.47 23.05 1505.46 3.84E-06 2.24E-04 9.66E-08 1.07E-07
PCB-
01-P2
PCB-01-
P2-000
C 103.05 37.6 1518.47 4.58E-06 2.39E-04 1.15E-07 1.22E-07
PCB-
01-P2
PCB-01-
P2-010
C 102.95 37.7 1518.57 2.23E-04 1.20E-07
PCB-
01-P2
PCB-01-
P2-020
C 102.85 37.8 1518.67 3.97E-06 2.20E-04 9.99E-08 1.13E-07
PCB-
01-P2
PCB-01-
P2-030
B1 102.75 37.9 1518.77 5.45E-06 4.32E-04 1.37E-07 1.49E-07
PCB-
01-P2
PCB-01-
P2-035
B1 102.7 37.95 1518.82 7.14E-06 5.39E-04 1.79E-07 1.59E-07
PCB-
01-P2
PCB-01-
P2-040
B1 102.65 38 1518.87 5.98E-06 5.54E-04 1.50E-07 1.67E-07
PCB-
01-P2
PCB-01-
P2-045
B1 102.6 38.05 1518.92 4.87E-06 2.80E-04 1.22E-07 1.52E-07
PCB-
01-P2
PCB-01-
P2-050
B1 102.55 38.1 1518.97 5.97E-06 5.19E-04 1.50E-07 1.67E-07
PCB-
01-P2
PCB-01-
P2-055
B1 102.5 38.15 1519.02 5.04E-06 4.20E-04 1.27E-07 1.53E-07
PCB-
01-P2
PCB-01-
P2-060
B1 102.45 38.2 1519.07 2.97E-06 3.60E-04 7.47E-08 1.42E-07
PCB-
01-P2
PCB-01-
P2-065
B1 102.4 38.25 1519.12 2.64E-06 3.06E-04 6.65E-08 1.37E-07
PCB-
01-P2
PCB-01-
P2-070
B1 102.35 38.3 1519.17 4.09E-06 3.46E-04 1.03E-07 1.48E-07
PCB-
01-P2
PCB-01-
P2-075
B2 102.3 38.35 1519.22 3.58E-06 3.08E-04 8.99E-08 1.44E-07
PCB-
01-P2
PCB-01-
P2-080
B2 102.25 38.4 1519.27 4.37E-06 3.12E-04 1.10E-07 1.40E-07
PCB-
01-P2
PCB-01-
P2-085
B2 102.2 38.45 1519.32 3.03E-06 2.76E-04 7.63E-08 1.48E-07
PCB-
01-P2
PCB-01-
P2-090
B2 102.15 38.5 1519.37 3.42E-06 2.71E-04 8.61E-08 1.50E-07
PCB-
01-P2
PCB-01-
P2-095
B2 102.1 38.55 1519.42 2.87E-06 2.60E-04 7.22E-08 1.45E-07
PCB-
01-P2
PCB-01-
P2-100
B2 102.05 38.6 1519.47 3.06E-06 2.58E-04 7.68E-08 1.43E-07
PCB-
01-P2
PCB-01-
P2-105
B2 102 38.65 1519.52 2.57E-06 2.23E-04 6.46E-08 1.42E-07
PCB-
01-P2
PCB-01-
P2-110
B2 101.95 38.7 1519.57 2.94E-06 2.23E-04 7.38E-08 1.39E-07
189
PCB-
01-P2
PCB-01-
P2-120
A 101.85 38.8 1519.67 3.57E-06 2.44E-04 8.98E-08 1.46E-07
PCB-
01-P2
PCB-01-
P2-130
A 101.75 38.9 1519.77 4.58E-06 2.78E-04 1.15E-07 1.39E-07
PCB-
01-P2
PCB-01-
P2-140
A 101.65 39 1519.87 4.26E-06 2.69E-04 1.07E-07 1.39E-07
PCB-
01-P2
PCB-01-
P2-150
A 101.55 39.1 1519.97 6.81E-06 3.84E-04 1.71E-07 1.48E-07
PCB-
02-P2
PCB-02-
P2-000
C 103.25 37.4 1518.27 3.02E-06 1.16E-04 7.59E-08 7.38E-08
PCB-
02-P2
PCB-02-
P2-010
C 103.15 37.5 1518.37 3.17E-06 1.35E-04 7.96E-08 8.07E-08
PCB-
02-P2
PCB-02-
P2-020
C 103.05 37.6 1518.47 3.79E-06 1.95E-04 9.51E-08 9.36E-08
PCB-
02-P2
PCB-02-
P2-030
C 102.95 37.7 1518.57 5.11E-06 3.11E-04 1.28E-07 1.20E-07
PCB-
02-P2
PCB-02-
P2-040
C 102.85 37.8 1518.67 3.67E-06 1.86E-04 9.22E-08 9.41E-08
PCB-
02-P2
PCB-02-
P2-050
B 102.75 37.9 1518.77 3.74E-06 2.21E-04 9.39E-08 1.08E-07
PCB-
02-P2
PCB-02-
P2-060
B 102.65 38 1518.87 3.48E-06 1.93E-04 8.76E-08 1.10E-07
PCB-
02-P2
PCB-02-
P2-070
B 102.55 38.1 1518.97 3.10E-06 1.86E-04 7.80E-08 1.07E-07
PCB-
02-P2
PCB-02-
P2-080
B 102.45 38.2 1519.07 3.03E-06 1.62E-04 7.61E-08 1.07E-07
PCB-
02-P2
PCB-02-
P2-090
B 102.35 38.3 1519.17 3.17E-06 1.79E-04 7.96E-08 1.11E-07
PCB-
02-P2
PCB-02-
P2-100
B 102.25 38.4 1519.27 2.59E-06 1.71E-04 6.50E-08 1.15E-07
PCB-
02-P2
PCB-02-
P2-110
B 102.15 38.5 1519.37 1.91E-06 1.50E-04 4.81E-08 1.11E-07
PCB-
02-P2
PCB-02-
P2-120
B 102.05 38.6 1519.47 2.52E-06 1.47E-04 6.33E-08 1.12E-07
PCB-
02-P2
PCB-02-
P2-130
B 101.95 38.7 1519.57 1.98E-06 1.16E-04 4.98E-08 1.14E-07
PCB-
02-P2
PCB-02-
P2-140
B 101.85 38.8 1519.67 1.79E-06 1.25E-04 4.49E-08 1.14E-07
PCB-
02-P2
PCB-02-
P2-150
B 101.75 38.9 1519.77 1.86E-06 1.14E-04 4.67E-08 1.14E-07
PCB-
02-P2
PCB-02-
P2-160
AB 101.65 39 1519.87 2.18E-06 1.20E-04 5.49E-08 1.20E-07
PCB-
02-P2
PCB-02-
P2-170
AC 101.55 39.1 1519.97 2.30E-06 1.44E-04 5.79E-08 1.18E-07
PCB-
02-P2
PCB-02-
P2-180
AC 101.45 39.2 1520.07 4.31E-06 2.35E-04 1.08E-07 1.24E-07
PCB-
02-RM
PCB-02-
RM-000
C 128.72 13.95 1493.96 5.85E-06 3.78E-04 1.47E-07 2.02E-07
190
PCB-
02-RM
PCB-02-
RM-010
C 128.62 14.05 1494.06 4.87E-06 2.92E-04 1.22E-07 1.33E-07
PCB-
02-RM
PCB-02-
RM-020
CB 128.52 14.15 1494.16 3.95E-06 2.13E-04 9.93E-08 1.00E-07
PCB-
02-RM
PCB-02-
RM-030
B 128.42 14.25 1494.26 4.71E-06 3.74E-04 1.18E-07 1.31E-07
PCB-
02-RM
PCB-02-
RM-040
B 128.32 14.35 1494.36 4.83E-06 4.47E-04 1.21E-07 1.45E-07
PCB-
02-RM
PCB-02-
RM-050
B 128.22 14.45 1494.46 3.99E-06 3.71E-04 1.00E-07 1.32E-07
PCB-
02-RM
PCB-02-
RM-060
B 128.12 14.55 1494.56 3.84E-06 3.42E-04 9.65E-08 1.30E-07
PCB-
02-RM
PCB-02-
RM-070
B 128.02 14.65 1494.66 3.29E-06 2.75E-04 8.27E-08 1.29E-07
PCB-
02-RM
PCB-02-
RM-080
B 127.92 14.75 1494.76 3.32E-06 2.61E-04 8.34E-08 1.21E-07
PCB-
02-RM
PCB-02-
RM-090
B 127.82 14.85 1494.86 3.17E-06 2.93E-04 7.97E-08 1.34E-07
PCB-
02-RM
PCB-02-
RM-100
B 127.72 14.95 1494.96 3.15E-06 2.52E-04 7.91E-08 1.25E-07
PCB-
02-RM
PCB-02-
RM-110
B 127.62 15.05 1495.06 2.67E-06 2.37E-04 6.70E-08 1.17E-07
PCB-
02-RM
PCB-02-
RM-120
B 127.52 15.15 1495.16 3.25E-06 2.84E-04 8.17E-08 1.31E-07
PCB-
02-RM
PCB-02-
RM-130
AB 127.42 15.25 1495.26 4.80E-06 2.97E-04 1.21E-07 1.30E-07
PCB-
02-RM
PCB-02-
RM-140
A 127.32 15.35 1495.36 4.45E-06 2.64E-04 1.12E-07 1.38E-07
PCB-
02-RM
PCB-02-
RM-150
A 127.22 15.45 1495.46 4.02E-06 2.89E-04 1.01E-07 1.42E-07
PCB-
02-TRA
PCB-02-
TRA-
000
C 66.35 70.7 1548.41 4.57E-06 2.83E-04 1.15E-07 1.11E-07
PCB-
02-TRA
PCB-02-
TRA-
010
C 66.25 70.8 1548.51 4.59E-06 3.05E-04 1.15E-07 1.20E-07
PCB-
02-TRA
PCB-02-
TRA-
020
B1 66.15 70.9 1548.61 1.15E-05 8.24E-04 2.90E-07 1.83E-07
PCB-
02-TRA
PCB-02-
TRA-
030
B1 66.05 71 1548.71 4.11E-06 4.21E-04 1.03E-07 1.39E-07
PCB-
02-TRA
PCB-02-
TRA-
040
B1 65.95 71.1 1548.81 8.04E-06 5.92E-04 2.02E-07 1.62E-07
PCB-
02-TRA
PCB-02-
TRA-
050
B1 65.85 71.2 1548.91 2.98E-06 3.23E-04 7.49E-08 1.31E-07
PCB-
02-TRA
PCB-02-
TRA-
060
B2 65.75 71.3 1549.01 1.90E-06 3.23E-04 4.78E-08 1.36E-07
191
PCB-
02-TRA
PCB-02-
TRA-
070
B2 65.65 71.4 1549.11 1.21E-06 2.69E-04 3.04E-08 1.30E-07
PCB-
02-TRA
PCB-02-
TRA-
080
B2 65.55 71.5 1549.21 4.15E-07 2.36E-04 1.04E-08 1.25E-07
PCB-
02-TRA
PCB-02-
TRA-
090
B2 65.45 71.6 1549.31 8.78E-07 2.23E-04 2.21E-08 1.27E-07
PCB-
02-TRA
PCB-02-
TRA-
100
B2 65.35 71.7 1549.41 5.38E-07 2.25E-04 1.35E-08 1.30E-07
PCB-
02-TRA
PCB-02-
TRA-
110
B2 65.25 71.8 1549.51 2.43E-07 2.06E-04 6.10E-09 1.17E-07
PCB-
02-TRA
PCB-02-
TRA-
120
B2 65.15 71.9 1549.61 2.11E-04 1.26E-07
PCB-
02-TRA
PCB-02-
TRA-
130
B2 65.05 72 1549.71 3.44E-07 2.04E-04 8.63E-09 1.32E-07
PCB-
02-TRA
PCB-02-
TRA-
140
AB 64.95 72.1 1549.81 2.87E-06 3.07E-04 7.23E-08 1.30E-07
PCB-
02-TRA
PCB-02-
TRA-
150
AB 64.85 72.2 1549.91 2.73E-06 2.08E-04 6.87E-08 1.32E-07
PCB-
02-TRA
PCB-02-
TRA-
160
A 64.75 72.3 1550.01 1.96E-06 1.36E-04 4.93E-08 1.14E-07
PCB-
02-TRA
PCB-02-
TRA-
170
A 64.65 72.4 1550.11 2.88E-06 1.50E-04 7.24E-08 1.10E-07
PCB-
02-TRA
PCB-02-
TRA-
180
A 64.55 72.5 1550.21 1.94E-06 8.82E-05 4.89E-08 9.68E-08
PCB-
03-TRA
PCB-03-
TRA-
000
C 66.45 71 1548.71 5.02E-06 2.80E-04 1.26E-07 1.16E-07
PCB-
03-TRA
PCB-03-
TRA-
010
C 66.35 71.1 1548.81 4.46E-06 2.59E-04 1.12E-07 1.12E-07
PCB-
03-TRA
PCB-03-
TRA-
020
C 66.25 71.2 1548.91 4.61E-06 2.61E-04 1.16E-07 1.07E-07
PCB-
03-TRA
PCB-03-
TRA-
030
B 66.15 71.3 1549.01 2.19E-05 1.32E-03 5.50E-07 2.30E-07
PCB-
03-TRA
PCB-03-
TRA-
040
B 66.05 71.4 1549.11 2.09E-05 1.38E-03 5.25E-07 2.36E-07
192
PCB-
03-TRA
PCB-03-
TRA-
050
B 65.95 71.5 1549.21 1.34E-05 8.56E-04 3.36E-07 1.82E-07
PCB-
03-TRA
PCB-03-
TRA-
060
B 65.85 71.6 1549.31 7.36E-06 6.12E-04 1.85E-07 1.60E-07
PCB-
03-TRA
PCB-03-
TRA-
070
B 65.75 71.7 1549.41 5.82E-06 5.60E-04 1.46E-07 1.58E-07
PCB-
03-TRA
PCB-03-
TRA-
080
B 65.65 71.8 1549.51 3.49E-06 5.72E-04 8.78E-08 1.48E-07
PCB-
03-TRA
PCB-03-
TRA-
090
B 65.55 71.9 1549.61 5.09E-06 4.76E-04 1.28E-07 1.66E-07
PCB-
03-TRA
PCB-03-
TRA-
100
B 65.45 72 1549.71 4.51E-06 5.92E-04 1.13E-07 1.64E-07
PCB-
03-TRA
PCB-03-
TRA-
110
A 65.35 72.1 1549.81 2.41E-06 1.27E-04 6.05E-08 7.90E-08
PCB-
01-RM
PCB-01-
RM-000
C 128.62 13.95 1493.96 4.47E-06 2.32E-04 1.12E-07 9.98E-08
PCB-
01-RM
PCB-01-
RM-010
C 128.52 14.05 1494.06 4.52E-06 2.36E-04 1.14E-07 9.97E-08
PCB-
01-RM
PCB-01-
RM-020
B 128.42 14.15 1494.16 6.75E-06 5.31E-04 1.70E-07 1.53E-07
PCB-
01-RM
PCB-01-
RM-025
B 128.37 14.2 1494.21 5.04E-06 3.55E-04 1.27E-07 1.37E-07
PCB-
01-RM
PCB-01-
RM-030
B 128.32 14.25 1494.26 3.77E-06 3.39E-04 9.47E-08 1.34E-07
PCB-
01-RM
PCB-01-
RM-035
B 128.27 14.3 1494.31 6.48E-06 5.11E-04 1.63E-07 1.58E-07
PCB-
01-RM
PCB-01-
RM-040
B 128.22 14.35 1494.36 4.44E-06 3.37E-04 1.12E-07 1.33E-07
PCB-
01-RM
PCB-01-
RM-045
B 128.17 14.4 1494.41 4.01E-06 3.05E-04 1.01E-07 1.35E-07
PCB-
01-RM
PCB-01-
RM-050
B 128.12 14.45 1494.46 3.54E-06 2.72E-04 8.90E-08 1.23E-07
PCB-
01-RM
PCB-01-
RM-055
B 128.07 14.5 1494.51 3.92E-06 3.08E-04 9.85E-08 1.33E-07
PCB-
01-RM
PCB-01-
RM-060
B 128.02 14.55 1494.56 3.22E-06 2.87E-04 8.09E-08 1.32E-07
PCB-
01-RM
PCB-01-
RM-065
B 127.97 14.6 1494.61 2.84E-06 2.72E-04 7.15E-08 1.37E-07
PCB-
01-RM
PCB-01-
RM-070
B 127.92 14.65 1494.66 3.93E-06 2.53E-04 9.87E-08 1.27E-07
PCB-
01-RM
PCB-01-
RM-075
B 127.87 14.7 1494.71 3.98E-06 2.61E-04 1.00E-07 1.28E-07
PCB-
01-RM
PCB-01-
RM-080
B 127.82 14.75 1494.76 4.65E-06 3.28E-04 1.17E-07 1.40E-07
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PCB-
01-RM
PCB-01-
RM-085
B 127.77 14.8 1494.81 4.13E-06 3.17E-04 1.04E-07 1.36E-07
PCB-
01-RM
PCB-01-
RM-090
B 127.72 14.85 1494.86 4.74E-06 2.76E-04 1.19E-07 1.31E-07
PCB-
01-RM
PCB-01-
RM-095
B 127.67 14.9 1494.91 4.47E-06 2.73E-04 1.12E-07 1.29E-07
PCB-
01-RM
PCB-01-
RM-100
B 127.62 14.95 1494.96 4.46E-06 2.67E-04 1.12E-07 1.33E-07
PCB-
01-RM
PCB-01-
RM-105
B 127.57 15 1495.01 5.20E-06 2.80E-04 1.31E-07 1.31E-07
PCB-
01-RM
PCB-01-
RM-110
A 127.52 15.05 1495.06 4.31E-06 2.52E-04 1.08E-07 1.28E-07
PCB-
01-RM
PCB-01-
RM-120
A 127.42 15.15 1495.16 4.04E-06 2.18E-04 1.02E-07 1.15E-07
PCB-
01-RM
PCB-01-
RM-130
A 127.32 15.25 1495.26 3.61E-06 1.94E-04 9.06E-08 1.01E-07
PCB-
01-RM
PCB-01-
RM-140
A 127.22 15.35 1495.36 2.95E-06 1.65E-04 7.41E-08 1.13E-07
PCB-
01-RM
PCB-01-
RM-150
A 127.12 15.45 1495.46 3.98E-06 2.16E-04 9.99E-08 9.15E-08
PCB-
03-P2
PCB-03-
P2-000
C 102.95 37.7 1518.57 4.05E-06 2.21E-04 1.02E-07 1.11E-07
PCB-
03-P2
PCB-03-
P2-010
C 102.85 37.8 1518.67 5.15E-06 3.61E-04 1.29E-07 1.44E-07
PCB-
03-P2
PCB-03-
P2-020
B2 102.75 37.9 1518.77 4.65E-06 2.80E-04 1.17E-07 1.28E-07
PCB-
03-P2
PCB-03-
P2-030
B2 102.65 38 1518.87 4.42E-06 2.72E-04 1.11E-07 1.14E-07
PCB-
03-P2
PCB-03-
P2-040
B2 102.55 38.1 1518.97 5.74E-06 4.42E-04 1.44E-07 1.52E-07
PCB-
03-P2
PCB-03-
P2-050
B2 102.45 38.2 1519.07 4.08E-06 3.09E-04 1.02E-07 1.32E-07
PCB-
03-P2
PCB-03-
P2-060
B2 102.35 38.3 1519.17 3.99E-06 3.03E-04 1.00E-07 1.35E-07
PCB-
03-P2
PCB-03-
P2-070
B2 102.25 38.4 1519.27 3.81E-06 3.03E-04 9.57E-08 1.32E-07
PCB-
03-P2
PCB-03-
P2-080
B2 102.15 38.5 1519.37 3.22E-06 2.43E-04 8.10E-08 1.26E-07
PCB-
03-P2
PCB-03-
P2-090
B2 102.05 38.6 1519.47 3.52E-06 2.56E-04 8.84E-08 1.33E-07
PCB-
03-P2
PCB-03-
P2-100
B1 101.95 38.7 1519.57 2.52E-06 2.37E-04 6.33E-08 1.27E-07
PCB-
03-P2
PCB-03-
P2-110
B1 101.85 38.8 1519.67 3.88E-06 2.74E-04 9.76E-08 1.32E-07
PCB-
03-P2
PCB-03-
P2-120
B1 101.75 38.9 1519.77 2.45E-06 1.90E-04 6.15E-08 1.28E-07
PCB-
03-P2
PCB-03-
P2-130
B1 101.65 39 1519.87 2.65E-06 1.59E-04 6.66E-08 1.27E-07
PCB-
03-P2
PCB-03-
P2-140
B1 101.55 39.1 1519.97 1.87E-06 1.79E-04 4.70E-08 1.27E-07
194
PCB-
03-P2
PCB-03-
P2-150
AB 101.45 39.2 1520.07 2.26E-06 1.68E-04 5.67E-08 1.24E-07
PCB-
03-P2
PCB-03-
P2-160
AC 101.35 39.3 1520.17 2.86E-06 2.05E-04 7.18E-08 1.22E-07
PCB-
03-P2
PCB-03-
P2-170
AC 101.25 39.4 1520.27 3.39E-06 2.15E-04 8.52E-08 1.33E-07
PCB-
01-P4
PCB-01-
P4-000A
A/B 75.34 62.45 1540.75 3.99E-06 2.20E-04 1.00E-07 1.02E-07
PCB-
01-P4
PCB-01-
P4-000B
A/B 75.29 62.5 1540.8 8.98E-06 6.46E-04 2.26E-07 1.70E-07
PCB-
01-P4
PCB-01-
P4-010
A/B 75.19 62.55 1540.85 5.13E-06 3.75E-04 1.29E-07 1.54E-07
PCB-
01-P4
PCB-01-
P4-020
A/B 75.09 62.65 1540.95 6.72E-06 5.91E-04 1.69E-07 1.76E-07
PCB-
01-P4
PCB-01-
P4-030
B2 74.99 62.75 1541.05 4.78E-06 3.28E-04 1.20E-07 1.41E-07
PCB-
01-P4
PCB-01-
P4-035
B2 74.94 62.8 1541.1 3.36E-06 2.09E-04 8.46E-08 1.34E-07
PCB-
01-P4
PCB-01-
P4-040
B2 74.89 62.85 1541.15 3.58E-06 2.31E-04 9.00E-08 1.36E-07
PCB-
01-P4
PCB-01-
P4-045
B2 74.84 62.9 1541.2 3.27E-06 2.01E-04 8.21E-08 1.29E-07
PCB-
01-P4
PCB-01-
P4-050
B2 74.79 62.95 1541.25 2.36E-06 1.86E-04 5.93E-08 1.30E-07
PCB-
01-P4
PCB-01-
P4-055
B2 74.74 63 1541.3 3.38E-06 2.15E-04 8.49E-08 1.34E-07
PCB-
01-P4
PCB-01-
P4-060
B2 74.69 63.05 1541.35 2.14E-06 1.86E-04 5.38E-08 1.29E-07
PCB-
01-P4
PCB-01-
P4-065
B2 74.64 63.1 1541.4 1.34E-06 1.96E-04 3.36E-08 1.32E-07
PCB-
01-P4
PCB-01-
P4-070
B2 74.59 63.15 1541.45 2.74E-06 1.96E-04 6.88E-08 1.30E-07
PCB-
01-P4
PCB-01-
P4-075
B2 74.54 63.2 1541.5 2.46E-06 1.94E-04 6.18E-08 1.30E-07
PCB-
01-P4
PCB-01-
P4-080
B2 74.49 63.25 1541.55 1.46E-06 2.08E-04 3.68E-08 1.32E-07
PCB-
01-P4
PCB-01-
P4-085
B2 74.44 63.3 1541.6 2.73E-06 1.79E-04 6.87E-08 1.28E-07
PCB-
01-P4
PCB-01-
P4-090
B2 74.39 63.35 1541.65 2.88E-06 1.95E-04 7.23E-08 1.30E-07
PCB-
01-P4
PCB-01-
P4-095
B2 74.34 63.4 1541.7 2.44E-06 1.72E-04 6.13E-08 1.29E-07
PCB-
01-P4
PCB-01-
P4-100
B1 74.29 63.45 1541.75 2.18E-06 1.52E-04 5.48E-08 1.22E-07
PCB-
01-P4
PCB-01-
P4-105
B1 74.24 63.5 1541.8 1.99E-06 1.51E-04 5.00E-08 1.20E-07
PCB-
01-P4
PCB-01-
P4-110
B1 74.19 63.55 1541.85 2.07E-06 1.50E-04 5.20E-08 1.20E-07
PCB-
01-P4
PCB-01-
P4-115
B1 74.14 63.6 1541.9 1.51E-06 1.28E-04 3.80E-08 1.21E-07
195
PCB-
01-P4
PCB-01-
P4-120
B1 74.09 63.65 1541.95 2.35E-06 1.40E-04 5.91E-08 1.20E-07
PCB-
01-P4
PCB-01-
P4-125
B1 74.04 63.7 1542 2.21E-06 1.33E-04 5.54E-08 1.17E-07
PCB-
01-P4
PCB-01-
P4-130
B1 73.99 63.75 1542.05 2.23E-06 1.37E-04 5.61E-08 1.12E-07
PCB-
01-P4
PCB-01-
P4-135
B1 73.94 63.8 1542.1 1.08E-06 1.30E-04 2.71E-08 1.16E-07
PCB-
01-P4
PCB-01-
P4-140
B1 73.89 63.85 1542.15 2.15E-06 1.31E-04 5.40E-08 1.15E-07
PCB-
01-P4
PCB-01-
P4-145
B1 73.84 63.9 1542.2 7.50E-07 1.24E-04 1.89E-08 1.17E-07
PCB-
01-P4
PCB-01-
P4-150
B1 73.79 63.95 1542.25 1.83E-06 1.26E-04 4.60E-08 1.17E-07
PCB-
01-P4
PCB-01-
P4-155
B1 73.74 64 1542.3 2.08E-06 1.36E-04 5.22E-08 1.17E-07
PCB-
01-P4
PCB-01-
P4-160
B1 73.69 64.05 1542.35 1.08E-06 1.26E-04 2.71E-08 1.17E-07
PCB-
01-P4
PCB-01-
P4-170
B1 73.59 64.15 1542.45 2.02E-06 1.27E-04 5.08E-08 1.18E-07
PCB-
01-P4
PCB-01-
P4-180
A 73.49 64.25 1542.55 3.54E-06 2.08E-04 8.89E-08 1.16E-07
PCB-
01-P4
PCB-01-
P4-190
A 73.39 64.35 1542.65 7.08E-06 4.73E-04 1.78E-07 1.35E-07
PCB-
01-TRA
PCB-01-
TRA-
000
C 66.55 70.8 1548.51 6.02E-06 4.34E-04 1.51E-07 1.79E-07
PCB-
01-TRA
PCB-01-
TRA-
010
C 66.45 70.9 1548.61 6.12E-06 4.00E-04 1.54E-07 1.74E-07
PCB-
01-TRA
PCB-01-
TRA-
020
C 66.35 71 1548.71 5.09E-06 3.14E-04 1.28E-07 1.35E-07
PCB-
01-TRA
PCB-01-
TRA-
030
BC 66.25 71.1 1548.81 3.81E-06 2.00E-04 9.58E-08 8.72E-08
PCB-
01-TRA
PCB-01-
TRA-
040
B 66.15 71.2 1548.91 3.08E-06 3.03E-04 7.74E-08 1.30E-07
PCB-
01-TRA
PCB-01-
TRA-
045
B 66.1 71.25 1548.96 5.65E-06 4.36E-04 1.42E-07 1.36E-07
PCB-
01-TRA
PCB-01-
TRA-
050
B 66.05 71.3 1549.01 3.98E-06 3.63E-04 1.00E-07 1.35E-07
PCB-
01-TRA
PCB-01-
TRA-
055
B 66 71.35 1549.06 3.12E-06 3.58E-04 7.85E-08 1.30E-07
PCB-
01-TRA
PCB-01-
TRA-
060
B 65.95 71.4 1549.11 4.36E-06 3.70E-04 1.10E-07 1.37E-07
196
PCB-
01-TRA
PCB-01-
TRA-
065
B 65.9 71.45 1549.16 1.42E-06 2.98E-04 3.58E-08 1.31E-07
PCB-
01-TRA
PCB-01-
TRA-
070
B 65.85 71.5 1549.21 2.79E-06 3.37E-04 7.02E-08 1.35E-07
PCB-
01-TRA
PCB-01-
TRA-
075
B 65.8 71.55 1549.26 1.02E-06 2.66E-04 2.56E-08 1.28E-07
PCB-
01-TRA
PCB-01-
TRA-
080
B 65.75 71.6 1549.31 1.79E-06 2.88E-04 4.51E-08 1.31E-07
PCB-
01-TRA
PCB-01-
TRA-
085
B 65.7 71.65 1549.36 2.28E-06 3.17E-04 5.72E-08 1.42E-07
PCB-
01-TRA
PCB-01-
TRA-
090
B 65.65 71.7 1549.41 1.22E-06 3.26E-04 3.07E-08 1.44E-07
PCB-
01-TRA
PCB-01-
TRA-
095
B 65.6 71.75 1549.46 2.40E-04 1.34E-07
PCB-
01-TRA
PCB-01-
TRA-
100
B 65.55 71.8 1549.51 2.89E-07 3.35E-04 7.26E-09 1.45E-07
PCB-
01-TRA
PCB-01-
TRA-
105
B 65.5 71.85 1549.56 3.61E-07 2.43E-04 9.06E-09 1.32E-07
PCB-
01-TRA
PCB-01-
TRA-
110
B 65.45 71.9 1549.61 1.19E-06 2.63E-04 2.99E-08 1.33E-07
PCB-
01-TRA
PCB-01-
TRA-
115
B 65.4 71.95 1549.66 9.40E-07 3.03E-04 2.36E-08 1.44E-07
PCB-
01-TRA
PCB-01-
TRA-
120
B 65.35 72 1549.71 1.24E-06 2.54E-04 3.11E-08 1.32E-07
PCB-
01-TRA
PCB-01-
TRA-
130
AC 65.25 72.1 1549.81 2.53E-06 1.54E-04 6.36E-08 1.10E-07
PCB-
01-TRA
PCB-01-
TRA-
140
AC 65.15 72.2 1549.91 2.48E-06 1.62E-04 6.24E-08 1.17E-07
PCB-
01-TRA
PCB-01-
TRA-
150
AC 65.05 72.3 1550.01 2.53E-06 1.82E-04 6.36E-08 1.25E-07
PCB-
01-TRB
PCB-01-
TRB-
000
C 61.18 74.6 1554.03 4.61E-06 3.03E-04 1.16E-07 1.09E-07
PCB-
01-TRB
PCB-01-
TRB-
010
C 61.08 74.7 1554.13 4.09E-06 2.07E-04 1.03E-07 9.67E-08
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PCB-
01-TRB
PCB-01-
TRB-
020
C 60.98 74.8 1554.23 3.76E-06 1.85E-04 9.45E-08 8.73E-08
PCB-
01-TRB
PCB-01-
TRB-
030
C 60.88 74.9 1554.33 4.06E-06 1.92E-04 1.02E-07 8.88E-08
PCB-
01-TRB
PCB-01-
TRB-
040
B 60.78 75 1554.43 3.02E-06 2.26E-04 7.60E-08 1.18E-07
PCB-
01-TRB
PCB-01-
TRB-
045
B 60.73 75.05 1554.48 4.72E-06 3.39E-04 1.19E-07 1.28E-07
PCB-
01-TRB
PCB-01-
TRB-
050
B 60.68 75.1 1554.53 5.20E-06 3.45E-04 1.31E-07 1.29E-07
PCB-
01-TRB
PCB-01-
TRB-
055
B 60.63 75.15 1554.58 1.05E-05 5.57E-04 2.63E-07 1.44E-07
PCB-
01-TRB
PCB-01-
TRB-
060
B 60.58 75.2 1554.63 4.22E-06 3.55E-04 1.06E-07 1.25E-07
PCB-
01-TRB
PCB-01-
TRB-
065
B 60.53 75.25 1554.68 1.80E-06 2.01E-04 4.52E-08 1.23E-07
PCB-
01-TRB
PCB-01-
TRB-
070
B 60.48 75.3 1554.73 6.27E-06 4.50E-04 1.58E-07 1.48E-07
PCB-
01-TRB
PCB-01-
TRB-
075
B 60.43 75.35 1554.78 4.03E-06 2.97E-04 1.01E-07 1.26E-07
PCB-
01-TRB
PCB-01-
TRB-
080
B 60.38 75.4 1554.83 5.37E-06 4.03E-04 1.35E-07 1.39E-07
PCB-
01-TRB
PCB-01-
TRB-
085
B 60.33 75.45 1554.88 2.59E-06 2.21E-04 6.50E-08 1.19E-07
PCB-
01-TRB
PCB-01-
TRB-
090
B 60.28 75.5 1554.93 4.34E-06 3.29E-04 1.09E-07 1.30E-07
PCB-
01-TRB
PCB-01-
TRB-
100
A 60.18 75.6 1555.03 4.17E-06 2.39E-04 1.05E-07 1.20E-07
PCB-
01-TRB
PCB-01-
TRB-
110
A 60.08 75.7 1555.13 4.75E-06 2.87E-04 1.19E-07 1.29E-07
PCB-
01-TRB
PCB-01-
TRB-
120
A 59.98 75.8 1555.23 3.45E-06 1.81E-04 8.66E-08 1.07E-07
PCB-01-
UDRB
PCB-01-
UDRB-
000
C 93.13 47.8 1526.77 3.01E-06 1.16E-04 7.56E-08 7.20E-08
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PCB-01-
UDRB
PCB-01-
UDRB-
010
C 93.03 47.9 1526.87 3.13E-06 1.20E-04 7.87E-08 6.12E-08
PCB-01-
UDRB
PCB-01-
UDRB-
020
C 92.93 48 1526.97 3.37E-06 1.82E-04 8.47E-08 8.49E-08
PCB-01-
UDRB
PCB-01-
UDRB-
030
BL 92.83 48.1 1527.07 1.39E-05 7.56E-04 3.49E-07 1.63E-07
PCB-01-
UDRB
PCB-01-
UDRB-
035
BL 92.78 48.15 1527.12 1.69E-05 8.29E-04 4.23E-07 1.62E-07
PCB-01-
UDRB
PCB-01-
UDRB-
040
BL 92.73 48.2 1527.17 1.49E-05 7.31E-04 3.74E-07 1.61E-07
PCB-01-
UDRB
PCB-01-
UDRB-
045
BL 92.68 48.25 1527.22 1.56E-05 8.20E-04 3.91E-07 1.69E-07
PCB-01-
UDRB
PCB-01-
UDRB-
050
BL 92.63 48.3 1527.27 8.80E-06 5.43E-04 2.21E-07 1.47E-07
PCB-01-
UDRB
PCB-01-
UDRB-
055
BL 92.58 48.35 1527.32 9.62E-06 5.36E-04 2.42E-07 1.44E-07
PCB-01-
UDRB
PCB-01-
UDRB-
060
BL 92.53 48.4 1527.37 1.15E-05 7.60E-04 2.89E-07 1.51E-07
PCB-01-
UDRB
PCB-01-
UDRB-
065
BL 92.48 48.45 1527.42 1.97E-05 1.15E-03 4.96E-07 1.92E-07
PCB-01-
UDRB
PCB-01-
UDRB-
070
BL 92.43 48.5 1527.47 1.25E-05 8.39E-04 3.14E-07 1.76E-07
PCB-01-
UDRB
PCB-01-
UDRB-
075
BL 92.38 48.55 1527.52 2.59E-05 1.32E-03 6.52E-07 2.13E-07
PCB-01-
UDRB
PCB-01-
UDRB-
080
BL 92.33 48.6 1527.57 1.38E-05 9.93E-04 3.48E-07 1.83E-07
PCB-01-
UDRB
PCB-01-
UDRB-
085
BL 92.28 48.65 1527.62 2.08E-05 1.11E-03 5.22E-07 1.91E-07
PCB-01-
UDRB
PCB-01-
UDRB-
090
BL 92.23 48.7 1527.67 3.12E-05 1.53E-03 7.85E-07 2.36E-07
PCB-01-
UDRB
PCB-01-
UDRB-
095
B2 92.18 48.75 1527.72 2.66E-05 1.22E-03 6.67E-07 2.06E-07
PCB-01-
UDRB
PCB-01-
UDRB-
100
B2 92.13 48.8 1527.77 1.43E-05 8.98E-04 3.60E-07 1.80E-07
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PCB-01-
UDRB
PCB-01-
UDRB-
105
B2 92.08 48.85 1527.82 2.31E-05 1.25E-03 5.80E-07 2.16E-07
PCB-01-
UDRB
PCB-01-
UDRB-
110
B2 92.03 48.9 1527.87 2.37E-05 1.20E-03 5.95E-07 2.13E-07
PCB-01-
UDRB
PCB-01-
UDRB-
115
B2 91.98 48.95 1527.92 1.75E-05 9.18E-04 4.41E-07 1.87E-07
PCB-01-
UDRB
PCB-01-
UDRB-
120
B2 91.93 49 1527.97 1.49E-05 8.64E-04 3.76E-07 1.81E-07
PCB-01-
UDRB
PCB-01-
UDRB-
125
B2 91.88 49.05 1528.02 1.96E-05 1.02E-03 4.94E-07 1.97E-07
PCB-01-
UDRB
PCB-01-
UDRB-
130
B2 91.83 49.1 1528.07 1.17E-05 7.26E-04 2.95E-07 1.74E-07
PCB-01-
UDRB
PCB-01-
UDRB-
135
B2 91.78 49.15 1528.12 6.35E-06 4.74E-04 1.59E-07 1.51E-07
PCB-01-
UDRB
PCB-01-
UDRB-
140
B2 91.73 49.2 1528.17 4.38E-06 3.37E-04 1.10E-07 1.34E-07
PCB-01-
UDRB
PCB-01-
UDRB-
145
B2 91.68 49.25 1528.22 5.56E-06 3.50E-04 1.40E-07 1.36E-07
PCB-01-
UDRB
PCB-01-
UDRB-
150
B2 91.63 49.3 1528.27 4.49E-06 3.42E-04 1.13E-07 1.32E-07
PCB-01-
UDRB
PCB-01-
UDRB-
155
B1 91.58 49.35 1528.32 3.15E-06 2.26E-04 7.93E-08 1.27E-07
PCB-01-
UDRB
PCB-01-
UDRB-
160
B1 91.53 49.4 1528.37 2.70E-06 2.38E-04 6.78E-08 1.22E-07
PCB-01-
UDRB
PCB-01-
UDRB-
165
B1 91.48 49.45 1528.42 2.94E-06 1.99E-04 7.38E-08 1.25E-07
PCB-01-
UDRB
PCB-01-
UDRB-
170
B1 91.43 49.5 1528.47 3.06E-06 1.90E-04 7.68E-08 1.32E-07
PCB-01-
UDRB
PCB-01-
UDRB-
175
B1 91.38 49.55 1528.52 3.74E-06 2.17E-04 9.41E-08 1.25E-07
PCB-01-
UDRB
PCB-01-
UDRB-
180
B1 91.33 49.6 1528.57 2.69E-06 2.36E-04 6.77E-08 1.31E-07
PCB-01-
UDRB
PCB-01-
UDRB-
185
B1 91.28 49.65 1528.62 3.46E-06 2.46E-04 8.69E-08 1.26E-07
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PCB-01-
UDRB
PCB-01-
UDRB-
190
B1 91.23 49.7 1528.67 3.03E-06 1.70E-04 7.62E-08 1.24E-07
PCB-01-
UDRB
PCB-01-
UDRB-
195
B1 91.18 49.75 1528.72 2.47E-06 1.63E-04 6.21E-08 1.21E-07
PCB-01-
UDRB
PCB-01-
UDRB-
200
B1 91.13 49.8 1528.77 6.77E-07 1.57E-04 1.70E-08 1.29E-07
PCB-01-
UDRB
PCB-01-
UDRB-
205
B1 91.08 49.85 1528.82 1.65E-06 1.44E-04 4.14E-08 1.25E-07
PCB-01-
UDRB
PCB-01-
UDRB-
210
B1 91.03 49.9 1528.87 3.48E-06 2.24E-04 8.74E-08 1.31E-07
PCB-01-
UDRB
PCB-01-
UDRB-
215
A 90.98 49.95 1528.92 6.59E-06 4.45E-04 1.66E-07 1.46E-07
PCB-01-
UDRB
PCB-01-
UDRB-
220
A 90.93 50 1528.97 2.17E-05 8.24E-04 5.45E-07 1.66E-07
PCB-01-
UDRB
PCB-01-
UDRB-
225
A 90.88 50.05 1529.02 2.38E-06 1.12E-04 5.99E-08 7.41E-08
PCB-01-
UDRB
PCB-01-
UDRB-
230
A 90.83 50.1 1529.07 2.71E-06 1.08E-04 6.81E-08 7.03E-08
PCB-01-
UDRB
PCB-01-
UDRB-
240
C 90.73 50.2 1529.17 4.47E-06 2.39E-04 1.12E-07 8.61E-08
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Table B.4: Hysteresis properties for marker bed paleosols preserved in core. MCD* =
meters composite depth equivalent.
Paleosol Specimen Horizon MCD* Ms Mr Bc Bcr HIRM
meters Am2kg-1 Am2kg-1 mT mT Am2kg-1
PCB-01-LDRA PCB-01-LDRA-000 C1 108.67 1.97E-03 2.42E-04 8.20 37.11 4.65E-05
PCB-01-LDRA PCB-01-LDRA-010 C1 108.57 1.52E-03 2.03E-04 10.38 43.65 4.99E-05
PCB-01-LDRA PCB-01-LDRA-020 B1 108.47 1.83E-02 2.53E-03 13.23 50.12 7.98E-04
PCB-01-LDRA PCB-01-LDRA-030 B1 108.48 1.20E-02 1.79E-03 14.79 63.65 6.97E-04
PCB-01-LDRA PCB-01-LDRA-040 B1 108.47 1.37E-02 2.33E-03 16.94 94.82 1.11E-03
PCB-01-LDRA PCB-01-LDRA-050 B1 108.47 1.38E-02 2.23E-03 15.71 80.65 9.97E-04
PCB-01-LDRA PCB-01-LDRA-060 B1 108.48 1.22E-02 1.89E-03 15.01 75.11 8.15E-04
PCB-01-LDRA PCB-01-LDRA-070 B1 108.47 1.92E-02 2.77E-03 14.45 61.65 1.04E-03
PCB-01-LDRA PCB-01-LDRA-080 B1 108.47 1.44E-02 2.11E-03 14.86 72.12 8.96E-04
PCB-01-LDRA PCB-01-LDRA-090 B1 108.48 1.15E-02 2.05E-03 18.56 134.69 1.11E-03
PCB-01-LDRA PCB-01-LDRA-100 B2 108.48 1.11E-02 2.18E-03 22.84 204.30 1.34E-03
PCB-01-LDRA PCB-01-LDRA-110 B2 108.48 1.02E-02 2.22E-03 24.81 221.78 1.41E-03
PCB-01-LDRA PCB-01-LDRA-120 B2 108.47 1.67E-02 3.37E-03 24.40 233.28 2.11E-03
PCB-01-LDRA PCB-01-LDRA-130 B2 108.48 1.17E-02 2.70E-03 26.90 269.76 1.80E-03
PCB-01-LDRA PCB-01-LDRA-140 B2 108.48 8.18E-03 2.36E-03 38.71 333.38 1.75E-03
PCB-01-LDRA PCB-01-LDRA-150 B2 108.48 1.27E-02 2.71E-03 24.84 253.83 1.76E-03
PCB-01-LDRA PCB-01-LDRA-160 B2 108.48 1.11E-02 2.25E-03 22.93 164.69 1.33E-03
PCB-01-LDRA PCB-01-LDRA-170 C2 108.49 1.43E-03 1.43E-04 7.37 39.14 2.87E-05
PCB-01-LDRA PCB-01-LDRA-180 C2 108.49 2.17E-03 2.01E-04 7.42 37.58 3.12E-05
PCB-01-PRM PCB-01-PRM-010 C 140.95 2.50E-03 2.62E-04 7.89 36.86 5.57E-05
PCB-01-PRM PCB-01-PRM-035 B1 140.84 5.85E-03 2.43E-03 111.19 298.34 2.08E-03
PCB-01-PRM PCB-01-PRM-050 B1 140.84 5.72E-03 2.52E-03 143.90 468.71 2.06E-03
PCB-01-PRM PCB-01-PRM-060 B1 140.85 3.68E-03 1.43E-03 60.61 338.95 1.10E-03
PCB-01-PRM PCB-01-PRM-070 B2 140.85 4.74E-03 1.23E-03 38.54 306.05 8.99E-04
PCB-01-PRM PCB-01-PRM-080 B2 140.85 4.87E-03 9.43E-04 18.15 169.42 5.42E-04
PCB-01-PRM PCB-01-PRM-090 B2 140.85 2.97E-03 5.33E-04 17.89 141.90 3.01E-04
PCB-01-PRM PCB-01-PRM-100 A 140.85 2.71E-03 4.39E-04 14.47 78.37 1.95E-04
PCB-02-PRM PCB-02-PRM-000 C 141.15 2.79E-03 2.95E-04 6.85 33.30 5.42E-05
PCB-02-PRM PCB-02-PRM-040 B1 140.84 6.49E-03 1.88E-03 43.27 300.21 1.30E-03
PCB-02-PRM PCB-02-PRM-050 B1 140.84 5.47E-03 1.86E-03 67.93 372.11 1.48E-03
PCB-02-PRM PCB-02-PRM-060 B1 140.84 8.39E-03 2.09E-03 28.34 258.33 1.36E-03
PCB-02-PRM PCB-02-PRM-100 B2 140.84 5.19E-03 1.83E-03 48.45 373.70 1.45E-03
PCB-02-PRM PCB-02-PRM-120 B2 140.85 4.30E-03 1.05E-03 19.83 338.69 7.34E-04
PCB-02-PRM PCB-02-PRM-160 B2 140.84 5.00E-03 1.21E-03 23.38 317.74 8.57E-04
PCB-02-PRM PCB-02-PRM-200 A 140.85 2.66E-03 2.71E-04 6.34 37.99 6.26E-05
PCB-03-PRM PCB-03-PRM-000 C 141.15 2.04E-03 4.19E-04 16.51 142.70 2.32E-04
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PCB-03-PRM PCB-03-PRM-040 B1 140.85 4.14E-03 2.21E-03 247.42 480.48 1.86E-03
PCB-03-PRM PCB-03-PRM-050 B1 140.85 3.60E-03 1.91E-03 233.54 494.84 1.57E-03
PCB-03-PRM PCB-03-PRM-070 B1 140.85 3.93E-03 2.24E-03 250.66 501.17 1.84E-03
PCB-03-PRM PCB-03-PRM-090 B2 140.85 3.44E-03 1.15E-03 56.23 365.45 9.05E-04
PCB-03-PRM PCB-03-PRM-100 B2 140.84 7.99E-03 1.35E-03 14.86 99.98 6.45E-04
PCB-03-PRM PCB-03-PRM-120 B2 140.84 5.12E-03 9.17E-04 17.37 153.48 5.07E-04
PCB-03-PRM PCB-03-PRM-150 A 140.85 1.89E-03 3.91E-04 21.60 156.98 2.15E-04
PCB-01-P0 PCB-01-P0-000 C 117.52 3.19E-03 3.70E-04 6.39 32.88 6.79E-05
PCB-01-P0 PCB-01-P0-025 B 117.22 3.95E-03 1.41E-03 53.14 266.90 1.14E-03
PCB-01-P0 PCB-01-P0-035 B 117.22 4.39E-03 1.59E-03 54.95 286.20 1.23E-03
PCB-01-P0 PCB-01-P0-045 B 117.22 4.73E-03 2.00E-03 90.69 319.04 1.66E-03
PCB-01-P0 PCB-01-P0-055 B 117.22 4.77E-03 1.99E-03 82.66 323.41 1.64E-03
PCB-01-P0 PCB-01-P0-065 B 117.22 4.08E-03 1.59E-03 64.83 302.41 1.30E-03
PCB-01-P0 PCB-01-P0-080 A 117.22 2.77E-03 4.54E-04 10.96 63.25 1.67E-04
PCB-01-P0 PCB-01-P0-100 A 117.22 3.20E-03 2.51E-04 4.75 34.32 6.16E-05
PCB-01-P2 PCB-01-P2-000 C 103.05 3.61E-03 3.35E-04 4.80 31.95 7.65E-05
PCB-01-P2 PCB-01-P2-030 B1 102.75 6.56E-03 1.33E-03 17.49 217.62 8.80E-04
PCB-01-P2 PCB-01-P2-045 B1 102.75 7.35E-03 1.89E-03 27.27 312.56 1.37E-03
PCB-01-P2 PCB-01-P2-055 B1 102.75 7.83E-03 1.99E-03 26.47 322.06 1.46E-03
PCB-01-P2 PCB-01-P2-065 B1 102.75 6.83E-03 2.14E-03 37.72 356.89 1.69E-03
PCB-01-P2 PCB-01-P2-075 B2 102.75 6.47E-03 2.24E-03 48.84 388.01 1.79E-03
PCB-01-P2 PCB-01-P2-085 B2 102.75 6.10E-03 2.25E-03 52.84 392.77 1.83E-03
PCB-01-P2 PCB-01-P2-095 B2 102.75 6.83E-03 2.66E-03 71.54 399.93 2.18E-03
PCB-01-P2 PCB-01-P2-110 B2 102.75 5.24E-03 2.04E-03 56.64 465.63 1.55E-03
PCB-01-P2 PCB-01-P2-130 A 102.75 3.88E-03 8.81E-04 18.59 183.60 5.12E-04
PCB-02-P2 PCB-02-P2-000 C 103.25 1.24E-03 1.78E-04 9.37 36.04 3.60E-05
PCB-02-P2 PCB-02-P2-030 C 102.95 4.35E-03 1.10E-03 22.56 254.39 7.06E-04
PCB-02-P2 PCB-02-P2-050 B 102.75 4.22E-03 1.27E-03 30.81 320.80 9.08E-04
PCB-02-P2 PCB-02-P2-070 B 102.75 3.76E-03 1.64E-03 101.55 435.00 1.34E-03
PCB-02-P2 PCB-02-P2-090 B 102.75 4.83E-03 2.21E-03 143.67 446.11 1.81E-03
PCB-02-P2 PCB-02-P2-110 B 102.75 4.46E-03 2.15E-03 174.96 450.65 1.71E-03
PCB-02-P2 PCB-02-P2-130 B 102.75 3.93E-03 2.03E-03 210.83 467.96 1.64E-03
PCB-02-P2 PCB-02-P2-150 B 102.75 2.64E-03 1.38E-03 212.62 499.94 1.08E-03
PCB-02-P2 PCB-02-P2-170 AC 102.75 2.64E-03 1.13E-03 80.42 468.03 8.14E-04
PCB-02-RM PCB-02-RM-000 C 128.72 8.32E-03 4.50E-04 3.44 28.19 9.15E-05
PCB-02-RM PCB-02-RM-030 B 128.42 5.26E-03 1.81E-03 43.10 228.85 1.36E-03
PCB-02-RM PCB-02-RM-050 B 128.42 7.35E-03 2.49E-03 46.69 235.40 1.91E-03
PCB-02-RM PCB-02-RM-060 B 128.42 5.58E-03 1.79E-03 38.42 249.63 1.28E-03
PCB-02-RM PCB-02-RM-070 B 128.42 5.77E-03 1.93E-03 46.19 264.85 1.53E-03
PCB-02-RM PCB-02-RM-090 B 128.42 6.58E-03 2.34E-03 55.06 291.69 1.89E-03
PCB-02-RM PCB-02-RM-110 B 128.42 5.32E-03 2.04E-03 60.00 306.42 1.69E-03
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PCB-02-RM PCB-02-RM-130 AB 128.42 4.88E-03 1.39E-03 26.20 248.34 1.05E-03
PCB-02-RM PCB-02-RM-150 A 128.42 4.13E-03 5.22E-04 7.63 49.88 1.76E-04
PCB-02-TRA PCB-02-TRA-000 C 66.35 4.37E-03 3.68E-04 5.21 31.26 6.76E-05
PCB-02-TRA PCB-02-TRA-020 B1 66.15 9.29E-03 1.43E-03 13.68 66.27 5.90E-04
PCB-02-TRA PCB-02-TRA-040 B1 66.15 8.79E-03 2.06E-03 22.31 174.60 1.26E-03
PCB-02-TRA PCB-02-TRA-060 B2 66.15 6.23E-03 2.31E-03 59.63 273.61 1.79E-03
PCB-02-TRA PCB-02-TRA-080 B2 66.15 5.39E-03 2.43E-03 107.99 291.32 1.96E-03
PCB-02-TRA PCB-02-TRA-100 B2 66.15 5.48E-03 2.59E-03 122.63 317.75 2.13E-03
PCB-02-TRA PCB-02-TRA-120 B2 66.15 6.10E-03 2.84E-03 123.09 295.36 2.33E-03
PCB-02-TRA PCB-02-TRA-140 AB 66.15 5.13E-03 2.00E-03 53.08 333.27 1.53E-03
PCB-02-TRA PCB-02-TRA-160 A 66.16 2.10E-03 8.04E-04 54.90 328.41 5.55E-04
PCB-02-TRA PCB-02-TRA-180 A 66.16 8.05E-04 2.07E-04 23.40 80.84 7.93E-05
PCB-03-TRA PCB-03-TRA-000 C 66.45 3.72E-03 2.97E-04 5.07 31.39 6.09E-05
PCB-03-TRA PCB-03-TRA-030 B 66.15 1.42E-02 2.00E-03 12.37 50.52 6.80E-04
PCB-03-TRA PCB-03-TRA-050 B 66.15 9.63E-03 1.98E-03 18.75 113.21 1.02E-03
PCB-03-TRA PCB-03-TRA-070 B 66.16 8.62E-03 2.56E-03 35.52 233.69 1.80E-03
PCB-03-TRA PCB-03-TRA-090 B 66.15 9.74E-03 2.73E-03 32.52 213.20 1.83E-03
PCB-03-TRA PCB-03-TRA-100 B 66.16 8.43E-03 2.40E-03 32.07 206.93 1.59E-03
PCB-03-TRA PCB-03-TRA-110 A 66.16 1.26E-03 2.63E-04 15.69 67.33 9.85E-05
PCB-01-RM PCB-01-RM-010 C 128.52 2.87E-03 3.26E-04 6.64 34.18 7.17E-05
PCB-01-RM PCB-01-RM-025 B 128.41 6.04E-03 1.99E-03 39.09 246.89 1.49E-03
PCB-01-RM PCB-01-RM-035 B 128.41 8.18E-03 2.43E-03 33.24 244.79 1.76E-03
PCB-01-RM PCB-01-RM-045 B 128.41 6.21E-03 2.20E-03 50.47 289.39 1.73E-03
PCB-01-RM PCB-01-RM-055 B 128.41 5.85E-03 1.95E-03 41.48 288.00 1.55E-03
PCB-01-RM PCB-01-RM-065 B 128.41 5.85E-03 2.19E-03 64.32 324.48 1.80E-03
PCB-01-RM PCB-01-RM-075 B 128.42 4.08E-03 1.47E-03 41.86 284.01 1.18E-03
PCB-01-RM PCB-01-RM-085 B 128.41 5.55E-03 1.61E-03 30.21 244.17 1.22E-03
PCB-01-RM PCB-01-RM-095 B 128.42 4.00E-03 1.28E-03 30.24 267.23 9.65E-04
PCB-01-RM PCB-01-RM-105 B 128.42 4.93E-03 1.48E-03 29.81 251.66 1.14E-03
PCB-01-RM PCB-01-RM-120 A 128.42 2.92E-03 3.52E-04 6.82 38.52 9.06E-05
PCB-03-P2 PCB-03-P2-000 C 102.95 3.03E-03 2.67E-04 5.05 32.37 6.39E-05
PCB-03-P2 PCB-03-P2-020 B2 102.75 4.46E-03 9.61E-04 15.44 214.65 5.77E-04
PCB-03-P2 PCB-03-P2-040 B2 102.75 6.97E-03 1.32E-03 16.33 180.19 7.57E-04
PCB-03-P2 PCB-03-P2-060 B2 102.75 5.89E-03 1.57E-03 27.27 317.40 1.13E-03
PCB-03-P2 PCB-03-P2-080 B2 102.75 6.63E-03 1.73E-03 34.60 373.28 1.32E-03
PCB-03-P2 PCB-03-P2-100 B1 102.75 4.76E-03 1.56E-03 43.60 415.23 1.21E-03
PCB-03-P2 PCB-03-P2-120 B1 102.75 5.99E-03 1.90E-03 58.43 431.05 1.56E-03
PCB-03-P2 PCB-03-P2-130 B1 102.75 3.75E-03 1.50E-03 69.85 472.46 1.11E-03
PCB-03-P2 PCB-03-P2-140 B1 102.75 4.98E-03 1.59E-03 70.81 459.17 1.23E-03
PCB-03-P2 PCB-03-P2-160 AC 102.75 4.68E-03 1.79E-03 59.50 422.74 1.40E-03
PCB-01-P4 PCB-01-P4-000B A/B 75.29 7.59E-03 1.32E-03 14.10 113.96 6.64E-04
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PCB-01-P4 PCB-01-P4-020 A/B 75.09 8.77E-03 1.52E-03 14.89 163.95 8.64E-04
PCB-01-P4 PCB-01-P4-035 B2 74.98 5.78E-03 1.90E-03 53.50 385.82 1.42E-03
PCB-01-P4 PCB-01-P4-045 B2 74.98 1.09E-02 2.00E-03 47.72 402.27 1.51E-03
PCB-01-P4 PCB-01-P4-055 B2 74.98 5.41E-03 1.91E-03 52.22 419.30 1.40E-03
PCB-01-P4 PCB-01-P4-065 B2 74.98 5.32E-03 1.90E-03 56.08 461.67 1.34E-03
PCB-01-P4 PCB-01-P4-075 B2 74.98 5.11E-03 1.61E-03 53.95 442.22 1.17E-03
PCB-01-P4 PCB-01-P4-085 B2 74.99 4.99E-03 1.93E-03 69.63 452.27 1.39E-03
PCB-01-P4 PCB-01-P4-095 B2 74.99 3.81E-03 1.48E-03 55.81 503.47 1.02E-03
PCB-01-P4 PCB-01-P4-105 B1 74.99 3.25E-03 1.60E-03 100.77 525.09 1.05E-03
PCB-01-P4 PCB-01-P4-115 B1 74.99 3.79E-03 1.92E-03 178.01 510.04 1.44E-03
PCB-01-P4 PCB-01-P4-125 B1 74.99 2.82E-03 1.41E-03 159.99 503.66 1.03E-03
PCB-01-P4 PCB-01-P4-135 B1 74.99 3.09E-03 1.50E-03 191.10 502.04 1.19E-03
PCB-01-P4 PCB-01-P4-145 B1 74.99 3.30E-03 1.57E-03 169.82 496.90 1.17E-03
PCB-01-P4 PCB-01-P4-155 B1 74.99 3.37E-03 1.79E-03 371.37 498.90 1.33E-03
PCB-01-P4 PCB-01-P4-170 B1 74.99 2.90E-03 1.49E-03 158.42 501.64 1.08E-03
PCB-01-P4 PCB-01-P4-190 A 74.99 4.29E-03 7.20E-04 15.45 56.06 2.56E-04
PCB-01-TRA PCB-01-TRA-000 C 66.55 9.18E-03 5.85E-04 4.14 28.26 9.71E-05
PCB-01-TRA PCB-01-TRA-040 B 66.15 4.82E-03 1.80E-03 61.98 284.59 1.39E-03
PCB-01-TRA PCB-01-TRA-050 B 66.15 5.87E-03 1.87E-03 41.58 256.28 1.41E-03
PCB-01-TRA PCB-01-TRA-060 B 66.15 6.58E-03 2.19E-03 46.00 267.83 1.63E-03
PCB-01-TRA PCB-01-TRA-075 B 66.15 5.89E-03 2.46E-03 87.90 297.03 1.94E-03
PCB-01-TRA PCB-01-TRA-085 B 66.15 5.91E-03 2.39E-03 75.82 287.28 1.85E-03
PCB-01-TRA PCB-01-TRA-100 B 66.15 7.40E-03 3.10E-03 90.80 304.50 2.49E-03
PCB-01-TRA PCB-01-TRA-110 B 66.15 6.64E-03 2.72E-03 107.29 293.51 2.21E-03
PCB-01-TRA PCB-01-TRA-120 B 66.15 5.16E-03 2.33E-03 102.17 288.72 1.90E-03
PCB-01-TRA PCB-01-TRA-140 AC 66.15 1.94E-03 4.66E-04 19.37 130.90 2.39E-04
PCB-01-TRB PCB-01-TRB-010 C 61.08 2.57E-03 2.39E-04 6.48 34.00 4.94E-05
PCB-01-TRB PCB-01-TRB-040 B 60.78 4.27E-03 1.48E-03 67.86 249.34 1.11E-03
PCB-01-TRB PCB-01-TRB-050 B 60.78 5.57E-03 1.92E-03 51.60 268.69 1.38E-03
PCB-01-TRB PCB-01-TRB-060 B 60.78 6.09E-03 2.08E-03 51.31 275.98 1.52E-03
PCB-01-TRB PCB-01-TRB-070 B 60.78 6.22E-03 1.56E-03 25.86 220.04 1.01E-03
PCB-01-TRB PCB-01-TRB-080 B 60.78 5.15E-03 1.53E-03 30.44 241.27 1.06E-03
PCB-01-TRB PCB-01-TRB-090 B 60.78 6.84E-03 2.31E-03 52.33 269.54 1.74E-03
PCB-01-TRB PCB-01-TRB-100 A 60.78 3.77E-03 8.21E-04 18.10 187.15 4.68E-04
PCB-01-TRB PCB-01-TRB-120 A 60.78 2.25E-03 3.85E-04 12.63 85.16 1.71E-04
PCB-01-UDRB PCB-01-UDRB-000 C 93.13 1.48E-03 1.83E-04 8.33 33.87 3.66E-05
PCB-01-UDRB PCB-01-UDRB-030 BL 92.83 1.21E-02 3.13E-03 29.16 225.13 2.04E-03
PCB-01-UDRB PCB-01-UDRB-045 BL 92.83 1.30E-02 3.67E-03 32.80 253.76 2.44E-03
PCB-01-UDRB PCB-01-UDRB-055 BL 92.83 9.66E-03 3.01E-03 41.24 298.92 2.23E-03
PCB-01-UDRB PCB-01-UDRB-070 BL 92.83 1.05E-02 2.25E-03 22.21 192.44 1.34E-03
PCB-01-UDRB PCB-01-UDRB-080 BL 92.83 1.17E-02 2.56E-03 20.32 134.47 1.43E-03
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PCB-01-UDRB PCB-01-UDRB-095 B2 92.83 1.62E-02 3.53E-03 20.96 123.85 1.91E-03
PCB-01-UDRB PCB-01-UDRB-110 B2 92.83 1.42E-02 3.12E-03 21.15 131.57 1.73E-03
PCB-01-UDRB PCB-01-UDRB-125 B2 92.83 1.37E-02 3.19E-03 23.32 161.69 1.91E-03
PCB-01-UDRB PCB-01-UDRB-140 B2 92.84 6.36E-03 2.85E-03 99.51 242.11 2.30E-03
PCB-01-UDRB PCB-01-UDRB-155 B1 92.84 5.87E-03 3.01E-03 148.11 284.74 2.55E-03
PCB-01-UDRB PCB-01-UDRB-170 B1 92.84 5.20E-03 2.56E-03 168.44 451.45 2.16E-03
PCB-01-UDRB PCB-01-UDRB-185 B1 92.83 7.33E-03 3.76E-03 144.81 273.42 3.22E-03
PCB-01-UDRB PCB-01-UDRB-200 B1 92.84 5.45E-03 3.04E-03 259.62 473.96 2.59E-03
PCB-01-UDRB PCB-01-UDRB-215 A 92.83 7.16E-03 2.62E-03 56.65 267.68 1.98E-03
PCB-01-UDRB PCB-01-UDRB-230 A 92.84 1.26E-03 1.89E-04 9.27 32.93 2.77E-05
PCB-01-UDRB PCB-01-UDRB-240 C 92.84 3.37E-03 5.47E-04 13.34 61.12 2.01E-04
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Table B.5: Results for coercivity unmixing analysis of paleosol B horizons in core and
outcrop. All parameters are displayed with standard deviations (sd) in adjacent column.
MCD = meters composite depth. Units for Bh and DP are log base 10 mT. Skew factor,
S, is unitless. TC = True contribution is a fraction of total remanence held by low or
high coercivity component. LCC = low coecivity component. HCC = high coercivity
component.
Specimen MCD HCC LCC
Bh sd DP sd S sd TC sd Bh sd DP sd S sd TC sd
TRB-
025
60.78 2.77 0.03 0.41 0.02 1.00 0.06 0.68 0.07 1.50 0.05 0.46 0.02 0.74 0.05 0.32 0.06
TRB-
045
60.53 2.69 0.03 0.38 0.01 1.02 0.07 0.56 0.04 1.45 0.02 0.40 0.01 0.70 0.04 0.44 0.03
TRB-
065
60.33 2.67 0.02 0.33 0.01 1.04 0.06 0.74 0.11 1.58 0.08 0.50 0.03 0.66 0.06 0.26 0.10
TRB-
085
60.13 2.74 0.01 0.30 0.01 1.02 0.05 0.75 0.12 1.79 0.10 0.52 0.04 0.60 0.08 0.25 0.12
TRB-
095
60.035 2.75 0.02 0.30 0.01 0.98 0.05 0.70 0.07 1.64 0.07 0.56 0.03 0.67 0.07 0.30 0.08
TRB-
105
59.92 2.75 0.02 0.29 0.01 0.98 0.05 0.69 0.09 1.65 0.08 0.56 0.04 0.66 0.07 0.31 0.10
PCB-01-
TRB-
040
60.78 2.54 0.01 0.34 0.01 1.03 0.04 0.81 0.06 1.47 0.06 0.45 0.02 0.60 0.06 0.19 0.06
PCB-01-
TRB-
050
60.68 2.66 0.03 0.35 0.01 1.09 0.06 0.74 0.12 1.49 0.09 0.49 0.04 0.63 0.06 0.26 0.10
PCB-01-
TRB-
060
60.58 2.63 0.02 0.32 0.01 1.03 0.04 0.74 0.09 1.55 0.08 0.51 0.04 0.73 0.09 0.26 0.09
PCB-01-
TRB-
070
60.48 2.67 0.02 0.36 0.01 1.03 0.04 0.64 0.08 1.51 0.06 0.50 0.03 0.85 0.06 0.36 0.09
PCB-01-
TRB-
080
60.38 2.62 0.02 0.33 0.01 1.03 0.04 0.68 0.08 1.53 0.07 0.52 0.04 0.82 0.08 0.32 0.09
PCB-01-
TRB-
090
60.28 2.60 0.02 0.31 0.01 1.03 0.03 0.74 0.10 1.58 0.08 0.52 0.03 0.68 0.07 0.26 0.09
TRA-
035
66.15 2.56 0.02 0.31 0.01 1.11 0.04 0.65 0.10 1.51 0.06 0.45 0.03 0.70 0.06 0.35 0.09
TRA-
050
66 2.64 0.02 0.31 0.01 1.02 0.05 0.74 0.10 1.57 0.08 0.51 0.04 0.65 0.06 0.26 0.09
TRA-
060
65.9 2.65 0.01 0.32 0.01 0.99 0.04 0.82 0.04 1.54 0.07 0.49 0.02 0.55 0.07 0.18 0.06
TRA-
065
65.85 2.66 0.01 0.29 0.01 1.01 0.04 0.82 0.10 1.74 0.12 0.49 0.05 0.58 0.11 0.18 0.10
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TRA-
080
65.7 2.78 0.02 0.26 0.01 1.02 0.06 0.82 0.07 1.84 0.12 0.52 0.06 0.44 0.14 0.18 0.09
PCB-01-
TRA-
040
66.15 2.63 0.01 0.29 0.01 1.03 0.04 0.72 0.11 1.66 0.09 0.55 0.04 0.64 0.09 0.28 0.11
PCB-01-
TRA-
050
66.05 2.59 0.01 0.29 0.01 1.00 0.02 0.66 0.11 1.70 0.09 0.58 0.04 0.76 0.09 0.34 0.12
PCB-01-
TRA-
060
65.95 2.62 0.01 0.29 0.01 1.01 0.03 0.67 0.12 1.69 0.10 0.59 0.05 0.73 0.09 0.33 0.12
PCB-01-
TRA-
075
65.8 2.60 0.01 0.30 0.01 1.00 0.03 0.80 0.06 1.56 0.07 0.49 0.02 0.56 0.06 0.20 0.07
PCB-01-
TRA-
085
65.7 2.61 0.01 0.30 0.01 1.01 0.03 0.77 0.08 1.59 0.07 0.52 0.03 0.59 0.07 0.23 0.08
PCB-01-
TRA-
100
65.55 2.61 0.01 0.29 0.01 1.00 0.03 0.79 0.07 1.58 0.08 0.52 0.02 0.57 0.07 0.21 0.07
PCB-01-
TRA-
110
65.45 2.57 0.01 0.30 0.01 0.97 0.03 0.84 0.05 1.53 0.11 0.49 0.04 0.55 0.07 0.16 0.06
PCB-01-
TRA-
120
65.35 2.58 0.01 0.30 0.01 0.99 0.03 0.80 0.12 1.63 0.12 0.50 0.04 0.63 0.09 0.20 0.11
PCB-02-
TRA-
040
65.95 2.58 0.02 0.34 0.01 1.03 0.03 0.60 0.10 1.50 0.06 0.48 0.04 0.88 0.07 0.40 0.09
PCB-02-
TRA-
060
65.75 2.59 0.01 0.29 0.01 0.99 0.04 0.74 0.10 1.60 0.09 0.55 0.03 0.66 0.08 0.26 0.10
PCB-02-
TRA-
080
65.55 2.57 0.01 0.30 0.00 0.97 0.03 0.83 0.05 1.58 0.14 0.49 0.08 0.60 0.14 0.17 0.07
PCB-02-
TRA-
100
65.35 2.61 0.01 0.29 0.01 0.99 0.05 0.83 0.08 1.59 0.10 0.50 0.03 0.55 0.09 0.17 0.08
PCB-02-
TRA-
120
65.15 2.57 0.01 0.29 0.00 0.98 0.03 0.84 0.05 1.57 0.09 0.48 0.04 0.54 0.11 0.16 0.06
PCB-03-
TRA-
050
65.95 2.55 0.03 0.37 0.01 1.03 0.04 0.51 0.13 1.49 0.06 0.47 0.03 0.88 0.06 0.49 0.12
PCB-03-
TRA-
070
65.75 2.60 0.02 0.32 0.01 0.99 0.03 0.68 0.08 1.53 0.07 0.50 0.04 0.85 0.07 0.32 0.08
PCB-03-
TRA-
090
65.55 2.57 0.02 0.33 0.01 1.01 0.03 0.67 0.08 1.52 0.06 0.50 0.03 0.85 0.07 0.33 0.08
PCB-03-
TRA-
100
65.45 2.57 0.02 0.33 0.01 1.01 0.03 0.66 0.09 1.52 0.06 0.50 0.04 0.86 0.06 0.34 0.09
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P4-050 74.99 2.85 0.02 0.20 0.01 1.02 0.07 0.60 0.07 1.81 0.12 0.77 0.06 0.55 0.15 0.40 0.10
P4-075 74.74 2.82 0.03 0.21 0.01 0.93 0.09 0.74 0.11 2.04 0.19 0.52 0.07 0.43 0.13 0.26 0.14
P4-100 74.49 2.80 0.02 0.21 0.01 0.97 0.06 0.77 0.08 1.80 0.12 0.57 0.05 0.36 0.10 0.23 0.09
P4-120 74.29 2.85 0.03 0.20 0.01 0.86 0.11 0.75 0.09 1.88 0.10 0.52 0.04 0.32 0.08 0.25 0.11
P4-140 74.09 2.87 0.03 0.20 0.02 0.88 0.10 0.72 0.09 2.02 0.13 0.52 0.05 0.34 0.09 0.28 0.12
PCB-01-
P4-035
74.94 2.73 0.01 0.23 0.01 0.88 0.05 0.72 0.12 1.73 0.10 0.55 0.05 0.35 0.07 0.28 0.11
PCB-01-
P4-045
74.84 2.75 0.02 0.22 0.01 0.92 0.07 0.70 0.12 1.82 0.14 0.55 0.06 0.35 0.10 0.30 0.13
PCB-01-
P4-055
74.74 2.80 0.02 0.24 0.01 0.95 0.07 0.68 0.12 1.86 0.17 0.60 0.07 0.48 0.17 0.32 0.14
PCB-01-
P4-065
74.64 2.83 0.03 0.21 0.01 0.94 0.09 0.69 0.09 1.80 0.12 0.61 0.05 0.34 0.11 0.31 0.10
PCB-01-
P4-075
74.54 2.80 0.02 0.20 0.01 0.84 0.06 0.64 0.11 1.96 0.16 0.65 0.07 0.51 0.16 0.36 0.15
PCB-01-
P4-085
74.44 2.81 0.03 0.22 0.01 0.93 0.09 0.71 0.10 1.82 0.12 0.56 0.06 0.29 0.08 0.29 0.11
PCB-01-
P4-095
74.34 2.85 0.02 0.20 0.01 0.98 0.07 0.69 0.06 1.75 0.10 0.68 0.06 0.34 0.11 0.31 0.08
PCB-01-
P4-105
74.24 2.86 0.02 0.20 0.01 0.98 0.07 0.74 0.07 1.77 0.10 0.62 0.05 0.32 0.08 0.26 0.07
PCB-01-
P4-115
74.14 2.82 0.01 0.21 0.01 0.95 0.06 0.78 0.06 1.83 0.11 0.57 0.06 0.33 0.09 0.22 0.09
PCB-01-
P4-125
74.04 2.82 0.01 0.20 0.01 0.99 0.06 0.76 0.07 1.82 0.11 0.58 0.05 0.31 0.09 0.24 0.09
PCB-01-
P4-135
73.94 2.81 0.02 0.20 0.01 0.95 0.07 0.78 0.07 1.80 0.13 0.58 0.06 0.34 0.11 0.22 0.09
PCB-01-
P4-145
73.84 2.80 0.01 0.20 0.01 0.96 0.07 0.78 0.06 1.82 0.10 0.56 0.06 0.34 0.10 0.22 0.09
PCB-01-
P4-155
73.74 2.81 0.02 0.20 0.01 0.99 0.08 0.77 0.07 1.88 0.13 0.55 0.05 0.33 0.12 0.23 0.10
PCB-01-
P4-170
73.59 2.81 0.01 0.20 0.01 0.99 0.06 0.77 0.06 1.83 0.12 0.58 0.05 0.33 0.09 0.23 0.08
PCB-01-
UDRB-
030
92.83 2.68 0.02 0.29 0.01 0.98 0.04 0.57 0.10 1.62 0.07 0.52 0.04 0.85 0.09 0.43 0.10
PCB-01-
UDRB-
045
92.68 2.73 0.02 0.28 0.01 1.00 0.05 0.55 0.08 1.69 0.07 0.54 0.04 0.90 0.09 0.45 0.09
PCB-01-
UDRB-
055
92.58 2.69 0.01 0.28 0.00 1.01 0.03 0.65 0.05 1.71 0.08 0.58 0.05 0.92 0.10 0.35 0.08
PCB-01-
UDRB-
070
92.43 2.70 0.02 0.29 0.01 0.98 0.05 0.52 0.07 1.57 0.05 0.50 0.03 0.90 0.08 0.48 0.07
PCB-01-
UDRB-
080
92.33 2.52 0.02 0.33 0.01 1.03 0.03 0.54 0.11 1.51 0.06 0.47 0.03 0.83 0.05 0.46 0.11
209
PCB-01-
UDRB-
095
92.18 2.53 0.03 0.35 0.02 0.99 0.05 0.55 0.11 1.48 0.05 0.44 0.03 0.81 0.05 0.45 0.10
PCB-01-
UDRB-
110
92.03 2.53 0.02 0.32 0.01 1.07 0.03 0.53 0.09 1.52 0.05 0.46 0.03 0.86 0.06 0.47 0.08
PCB-01-
UDRB-
125
91.88 2.55 0.02 0.32 0.01 1.04 0.03 0.57 0.09 1.52 0.05 0.47 0.03 0.84 0.06 0.43 0.09
PCB-01-
UDRB-
140
91.73 2.48 0.01 0.28 0.00 1.08 0.03 0.83 0.08 1.56 0.08 0.46 0.03 0.56 0.08 0.17 0.07
PCB-01-
UDRB-
155
91.58 2.53 0.01 0.27 0.00 1.06 0.03 0.85 0.10 1.64 0.12 0.47 0.05 0.53 0.12 0.15 0.09
PCB-01-
UDRB-
170
91.43 2.78 0.02 0.24 0.01 0.95 0.06 0.79 0.08 1.75 0.12 0.57 0.06 0.34 0.11 0.21 0.09
PCB-01-
UDRB-
185
91.28 2.51 0.01 0.27 0.00 1.03 0.02 0.86 0.09 1.60 0.12 0.47 0.05 0.55 0.11 0.14 0.09
PCB-01-
UDRB-
200
91.13 2.77 0.01 0.23 0.01 0.93 0.05 0.83 0.07 1.80 0.08 0.49 0.05 0.30 0.09 0.17 0.08
UDRB-
050
92.46 2.69 0.03 0.36 0.01 1.16 0.07 0.59 0.04 1.45 0.03 0.42 0.01 0.77 0.05 0.41 0.04
UDRB-
080
92.16 2.67 0.02 0.32 0.01 1.09 0.06 0.57 0.04 1.46 0.03 0.42 0.02 0.79 0.06 0.43 0.04
UDRB-
100
91.9 2.68 0.02 0.32 0.02 1.08 0.06 0.61 0.04 1.47 0.04 0.44 0.02 0.82 0.07 0.39 0.05
UDRB-
120
91.7 2.71 0.01 0.29 0.00 1.04 0.03 0.71 0.05 1.60 0.09 0.57 0.05 0.89 0.09 0.29 0.07
UDRB-
140
91.46 2.73 0.01 0.28 0.01 1.02 0.03 0.72 0.06 1.69 0.10 0.62 0.06 0.85 0.12 0.28 0.08
UDRB-
160
91.27 2.69 0.01 0.26 0.00 1.03 0.03 0.83 0.06 1.65 0.08 0.52 0.04 0.39 0.06 0.17 0.07
UDRB-
180
91.06 2.72 0.02 0.25 0.01 1.05 0.07 0.83 0.07 1.77 0.11 0.50 0.06 0.39 0.10 0.17 0.08
UDRB-
200
90.83 2.73 0.01 0.26 0.01 1.02 0.04 0.84 0.05 1.62 0.10 0.56 0.06 0.33 0.09 0.16 0.08
UDRB-
220
90.62 2.73 0.01 0.25 0.00 1.04 0.04 0.83 0.06 1.71 0.12 0.54 0.06 0.39 0.12 0.17 0.08
P2-060 102.55 2.80 0.02 0.22 0.01 0.88 0.08 0.78 0.08 1.85 0.14 0.50 0.06 0.35 0.10 0.22 0.10
P2-080 102.37 2.85 0.03 0.22 0.02 0.87 0.11 0.75 0.11 1.95 0.12 0.48 0.05 0.32 0.07 0.25 0.12
P2-105 102.1 2.86 0.05 0.22 0.02 0.82 0.11 0.69 0.18 2.06 0.15 0.44 0.05 0.34 0.09 0.31 0.18
P2-125 101.9 2.83 0.03 0.22 0.01 0.88 0.09 0.72 0.17 2.02 0.12 0.42 0.04 0.37 0.08 0.28 0.15
P2-145 101.7 2.88 0.04 0.22 0.02 0.91 0.12 0.70 0.11 2.00 0.11 0.47 0.06 0.33 0.09 0.30 0.13
P2-155 101.6 2.84 0.03 0.21 0.02 0.81 0.11 0.73 0.12 1.95 0.12 0.50 0.05 0.30 0.07 0.27 0.13
PCB-01-
P2-030
102.75 2.61 0.02 0.31 0.01 1.03 0.03 0.63 0.09 1.48 0.07 0.52 0.04 0.82 0.08 0.37 0.08
210
PCB-01-
P2-045
102.6 2.69 0.01 0.26 0.00 0.98 0.03 0.67 0.06 1.62 0.09 0.61 0.05 0.88 0.11 0.33 0.08
PCB-01-
P2-055
102.5 2.70 0.01 0.26 0.00 0.97 0.04 0.67 0.06 1.62 0.08 0.61 0.05 0.91 0.10 0.33 0.08
PCB-01-
P2-065
102.4 2.71 0.01 0.25 0.01 1.01 0.04 0.71 0.09 1.68 0.12 0.66 0.06 0.53 0.15 0.29 0.10
PCB-01-
P2-075
102.3 2.72 0.01 0.24 0.01 1.01 0.03 0.76 0.08 1.60 0.12 0.63 0.06 0.40 0.13 0.24 0.09
PCB-01-
P2-085
102.2 2.72 0.01 0.24 0.01 1.01 0.05 0.73 0.09 1.80 0.15 0.67 0.08 0.57 0.17 0.27 0.11
PCB-01-
P2-095
102.1 2.72 0.03 0.25 0.02 0.97 0.07 0.79 0.06 1.63 0.17 0.59 0.09 0.37 0.14 0.21 0.08
PCB-01-
P2-110
101.95 2.83 0.02 0.23 0.01 1.07 0.06 0.71 0.07 1.87 0.12 0.65 0.06 0.46 0.16 0.29 0.10
PCB-02-
P2-050
102.75 2.76 0.02 0.27 0.00 1.05 0.05 0.62 0.07 1.67 0.07 0.64 0.04 0.76 0.09 0.38 0.08
PCB-02-
P2-070
102.55 2.79 0.02 0.23 0.01 1.02 0.07 0.74 0.09 1.81 0.11 0.56 0.06 0.39 0.13 0.26 0.11
PCB-02-
P2-090
102.35 2.79 0.02 0.23 0.01 0.97 0.07 0.75 0.11 1.89 0.14 0.49 0.05 0.36 0.11 0.25 0.13
PCB-02-
P2-110
102.15 2.81 0.03 0.22 0.01 0.92 0.07 0.72 0.16 1.95 0.12 0.44 0.04 0.34 0.06 0.28 0.14
PCB-02-
P2-130
102.35 2.82 0.03 0.22 0.01 0.94 0.09 0.74 0.17 2.02 0.11 0.39 0.04 0.37 0.08 0.26 0.16
PCB-02-
P2-150
101.75 2.83 0.02 0.20 0.01 0.95 0.07 0.74 0.09 1.89 0.13 0.53 0.06 0.33 0.10 0.26 0.10
PCB-03-
P2-020
102.75 2.74 0.03 0.43 0.01 1.12 0.07 0.66 0.04 1.36 0.03 0.48 0.01 0.67 0.04 0.34 0.04
PCB-03-
P2-040
102.55 2.83 0.06 0.52 0.03 1.01 0.09 0.65 0.02 1.32 0.02 0.45 0.00 0.68 0.02 0.35 0.02
PCB-03-
P2-060
102.35 2.72 0.01 0.29 0.00 1.03 0.04 0.68 0.06 1.56 0.07 0.60 0.05 0.78 0.09 0.32 0.07
PCB-03-
P2-080
102.15 2.74 0.01 0.25 0.01 1.06 0.04 0.71 0.09 1.62 0.09 0.66 0.05 0.44 0.11 0.29 0.09
PCB-03-
P2-100
101.95 2.77 0.02 0.23 0.01 1.00 0.05 0.69 0.09 1.80 0.13 0.69 0.06 0.56 0.14 0.31 0.12
PCB-03-
P2-120
101.75 2.79 0.02 0.24 0.01 0.99 0.07 0.75 0.09 1.76 0.11 0.56 0.05 0.32 0.09 0.25 0.10
PCB-03-
P2-130
101.65 2.81 0.01 0.21 0.01 0.92 0.06 0.73 0.09 1.83 0.12 0.56 0.05 0.33 0.09 0.27 0.10
PCB-03-
P2-140
101.55 2.79 0.02 0.21 0.01 0.92 0.07 0.74 0.11 1.82 0.16 0.57 0.06 0.36 0.10 0.26 0.11
LDRA-
040
108.27 2.58 0.05 0.56 0.02 1.04 0.07 0.49 0.05 1.30 0.01 0.41 0.00 0.63 0.01 0.51 0.05
LDRA-
060
108.06 2.63 0.02 0.38 0.01 1.35 0.05 0.49 0.07 1.45 0.04 0.48 0.02 0.77 0.04 0.51 0.07
LDRA-
080
107.87 2.44 0.04 0.58 0.02 0.89 0.06 0.46 0.05 1.31 0.01 0.40 0.00 0.63 0.01 0.54 0.04
LDRA-
095
107.72 2.63 0.03 0.42 0.01 1.11 0.09 0.51 0.05 1.36 0.02 0.43 0.01 0.66 0.03 0.49 0.04
211
LDRA-
120
107.48 2.62 0.04 0.46 0.01 1.07 0.08 0.50 0.05 1.33 0.02 0.42 0.01 0.65 0.02 0.50 0.04
LDRA-
140
107.28 2.66 0.02 0.35 0.01 1.17 0.05 0.53 0.06 1.47 0.05 0.52 0.03 0.83 0.06 0.47 0.07
PCB-01-
LDRA-
040
108.27 2.65 0.04 0.42 0.02 1.32 0.07 0.46 0.10 1.51 0.05 0.45 0.02 0.81 0.04 0.54 0.13
PCB-01-
LDRA-
050
108.17 2.66 0.08 0.65 0.05 1.22 0.12 0.59 0.09 1.34 0.03 0.40 0.00 0.70 0.03 0.41 0.10
PCB-01-
LDRA-
060
108.07 2.57 0.06 0.57 0.04 1.27 0.10 0.55 0.14 1.36 0.04 0.40 0.01 0.69 0.03 0.45 0.13
PCB-01-
LDRA-
070
107.97 2.66 0.07 0.44 0.05 1.35 0.14 0.33 0.15 1.53 0.06 0.43 0.02 0.81 0.07 0.67 0.18
PCB-01-
LDRA-
080
107.87 2.61 0.05 0.41 0.03 1.20 0.08 0.42 0.12 1.48 0.04 0.44 0.02 0.80 0.04 0.58 0.14
PCB-01-
LDRA-
090
107.77 2.60 0.02 0.34 0.01 0.99 0.04 0.52 0.09 1.52 0.04 0.47 0.02 0.84 0.05 0.48 0.09
PCB-01-
LDRA-
100
107.67 2.70 0.02 0.34 0.01 1.04 0.04 0.58 0.10 1.58 0.06 0.50 0.04 0.85 0.07 0.42 0.09
PCB-01-
LDRA-
110
107.57 2.66 0.02 0.30 0.01 0.97 0.04 0.59 0.08 1.60 0.06 0.50 0.03 0.85 0.07 0.41 0.10
PCB-01-
LDRA-
120
107.47 2.69 0.02 0.27 0.01 0.89 0.04 0.56 0.06 1.63 0.05 0.52 0.03 0.93 0.06 0.44 0.07
PCB-01-
LDRA-
130
107.37 2.69 0.01 0.27 0.01 0.91 0.03 0.59 0.06 1.69 0.08 0.58 0.05 0.97 0.09 0.41 0.07
PCB-01-
LDRA-
140
107.27 2.69 0.02 0.25 0.01 0.92 0.06 0.68 0.09 1.69 0.09 0.60 0.05 0.77 0.13 0.32 0.11
PCB-01-
LDRA-
150
107.17 2.68 0.01 0.27 0.01 0.92 0.04 0.58 0.10 1.66 0.09 0.56 0.05 0.95 0.11 0.42 0.10
PCB-01-
LDRA-
160
107.07 2.53 0.03 0.36 0.01 1.08 0.07 0.65 0.11 1.44 0.05 0.42 0.02 0.69 0.04 0.35 0.09
PCB-01-
P0-025
117.22 2.58 0.01 0.31 0.01 1.08 0.03 0.77 0.11 1.58 0.11 0.51 0.04 0.60 0.07 0.23 0.10
PCB-01-
P0-035
117.12 2.65 0.02 0.31 0.01 1.10 0.03 0.73 0.12 1.64 0.12 0.57 0.05 0.62 0.09 0.27 0.12
PCB-01-
P0-045
117.02 2.62 0.01 0.28 0.01 1.03 0.03 0.81 0.11 1.62 0.11 0.51 0.04 0.54 0.07 0.19 0.10
PCB-01-
P0-055
116.92 2.64 0.01 0.28 0.00 1.03 0.04 0.77 0.13 1.73 0.14 0.55 0.06 0.63 0.12 0.23 0.12
212
PCB-01-
P0-065
116.82 2.60 0.01 0.27 0.00 1.03 0.03 0.78 0.11 1.64 0.10 0.52 0.04 0.57 0.11 0.22 0.10
P0-085 116.66 2.96 0.08 0.70 0.10 1.08 0.18 0.39 0.09 1.48 0.01 0.34 0.01 0.66 0.01 0.61 0.13
P0-110 116.41 2.99 0.08 0.60 0.06 1.14 0.08 0.35 0.02 1.49 0.00 0.34 0.00 0.68 0.01 0.65 0.02
P0-120 116.27 2.75 0.05 0.40 0.03 0.91 0.09 0.41 0.01 1.49 0.00 0.35 0.00 0.70 0.01 0.59 0.01
P0-140 116.1 2.90 0.11 0.60 0.11 0.88 0.18 0.31 0.07 1.46 0.00 0.35 0.01 0.67 0.01 0.69 0.08
P0-165 115.86 2.82 0.07 0.57 0.05 1.00 0.09 0.47 0.04 1.42 0.01 0.38 0.00 0.64 0.01 0.53 0.03
RM-055 128.42 2.56 0.02 0.34 0.01 1.15 0.05 0.63 0.07 1.40 0.05 0.48 0.02 0.70 0.06 0.37 0.07
RM-075 128.21 2.52 0.02 0.30 0.01 1.11 0.03 0.64 0.17 1.58 0.11 0.54 0.04 0.64 0.06 0.36 0.16
RM-085 128.12 2.54 0.01 0.30 0.01 1.17 0.03 0.51 0.11 1.63 0.08 0.59 0.04 0.87 0.08 0.49 0.11
RM-095 128.03 2.53 0.02 0.31 0.01 1.11 0.04 0.63 0.11 1.51 0.07 0.53 0.04 0.76 0.07 0.37 0.11
RM-110 127.88 2.56 0.01 0.29 0.00 1.07 0.03 0.74 0.06 1.54 0.07 0.56 0.03 0.66 0.09 0.26 0.07
PCB-01-
RM-025
128.37 2.57 0.01 0.30 0.01 1.07 0.03 0.72 0.09 1.58 0.07 0.53 0.03 0.65 0.07 0.28 0.09
PCB-01-
RM-035
128.27 2.58 0.01 0.31 0.01 1.04 0.04 0.72 0.07 1.50 0.06 0.50 0.03 0.73 0.08 0.28 0.07
PCB-01-
RM-045
128.17 2.61 0.01 0.29 0.00 1.04 0.02 0.76 0.07 1.62 0.08 0.55 0.03 0.63 0.08 0.24 0.07
PCB-01-
RM-055
128.07 2.62 0.01 0.28 0.00 1.03 0.03 0.72 0.10 1.67 0.11 0.61 0.06 0.71 0.11 0.28 0.11
PCB-01-
RM-065
127.97 2.64 0.01 0.27 0.01 1.03 0.03 0.78 0.12 1.64 0.13 0.57 0.06 0.55 0.10 0.22 0.10
PCB-01-
RM-075
127.87 2.59 0.01 0.28 0.00 1.06 0.03 0.76 0.10 1.58 0.10 0.55 0.04 0.59 0.08 0.24 0.09
PCB-01-
RM-085
127.77 2.54 0.02 0.30 0.01 1.04 0.04 0.74 0.09 1.47 0.08 0.52 0.03 0.65 0.07 0.26 0.09
PCB-01-
RM-095
127.67 2.59 0.02 0.30 0.01 1.05 0.03 0.74 0.10 1.50 0.08 0.53 0.04 0.68 0.08 0.26 0.10
PCB-01-
RM-105
127.57 2.56 0.01 0.30 0.01 1.05 0.03 0.76 0.08 1.46 0.07 0.51 0.03 0.63 0.06 0.24 0.08
PCB-02-
RM-030
128.42 2.51 0.01 0.30 0.01 1.07 0.03 0.75 0.12 1.55 0.09 0.49 0.04 0.65 0.09 0.25 0.12
PCB-02-
RM-050
128.22 2.54 0.02 0.31 0.01 1.12 0.05 0.74 0.11 1.56 0.09 0.49 0.04 0.62 0.09 0.26 0.11
PCB-02-
RM-070
128.02 2.56 0.01 0.28 0.00 1.05 0.02 0.76 0.10 1.63 0.09 0.54 0.04 0.60 0.09 0.24 0.10
PCB-02-
RM-090
127.82 2.59 0.01 0.27 0.00 1.03 0.02 0.76 0.12 1.64 0.14 0.57 0.06 0.60 0.10 0.24 0.10
PCB-02-
RM-110
127.62 2.60 0.01 0.26 0.01 1.04 0.03 0.76 0.13 1.71 0.16 0.57 0.07 0.58 0.12 0.24 0.12
PRM-
065
140.75 2.90 0.05 0.31 0.03 0.68 0.12 0.60 0.05 1.55 0.05 0.59 0.03 0.85 0.06 0.40 0.06
PRM-
085
140.52 2.81 0.06 0.45 0.06 0.83 0.08 0.57 0.11 1.47 0.07 0.49 0.02 0.79 0.06 0.43 0.12
PRM-
095
140.42 2.79 0.02 0.29 0.01 0.99 0.06 0.73 0.11 1.80 0.11 0.58 0.05 0.56 0.11 0.27 0.11
PRM-
125
140.12 2.76 0.01 0.25 0.01 0.92 0.05 0.83 0.08 1.83 0.10 0.47 0.04 0.43 0.09 0.17 0.09
213
PRM-
145
139.92 2.60 0.01 0.25 0.00 1.01 0.03 0.89 0.08 1.76 0.12 0.42 0.05 0.46 0.10 0.11 0.08
PRM-
165
139.71 2.73 0.02 0.26 0.01 0.90 0.06 0.80 0.12 1.94 0.14 0.50 0.06 0.60 0.12 0.20 0.13
PCB-01-
PRM-
035
140.7 2.55 0.01 0.26 0.00 1.01 0.03 0.83 0.10 1.73 0.14 0.48 0.06 0.56 0.10 0.17 0.11
PCB-01-
PRM-
050
140.55 2.79 0.03 0.24 0.01 0.88 0.07 0.80 0.08 1.84 0.13 0.53 0.06 0.42 0.13 0.20 0.10
PCB-01-
PRM-
060
140.45 2.71 0.02 0.30 0.01 0.95 0.05 0.73 0.12 1.74 0.11 0.57 0.05 0.66 0.11 0.27 0.12
PCB-01-
PRM-
070
140.35 2.70 0.02 0.31 0.01 0.94 0.05 0.69 0.09 1.64 0.08 0.57 0.04 0.79 0.10 0.31 0.10
PCB-01-
PRM-
080
140.25 2.73 0.03 0.42 0.01 1.06 0.05 0.61 0.05 1.41 0.03 0.46 0.01 0.80 0.04 0.39 0.05
PCB-01-
PRM-
090
140.15 2.79 0.05 0.43 0.03 0.93 0.08 0.56 0.08 1.44 0.04 0.47 0.02 0.85 0.05 0.44 0.08
PCB-02-
PRM-
040
140.75 2.74 0.03 0.31 0.01 0.99 0.07 0.65 0.08 1.66 0.08 0.54 0.04 0.79 0.09 0.35 0.10
PCB-02-
PRM-
050
140.65 2.78 0.02 0.29 0.01 1.08 0.06 0.73 0.10 1.71 0.08 0.57 0.03 0.51 0.09 0.27 0.10
PCB-02-
PRM-
060
140.55 2.76 0.02 0.30 0.01 1.00 0.04 0.57 0.08 1.67 0.07 0.57 0.04 0.94 0.08 0.43 0.08
PCB-02-
PRM-
100
140.15 2.75 0.02 0.27 0.01 1.05 0.05 0.72 0.10 1.70 0.09 0.62 0.04 0.56 0.10 0.28 0.10
PCB-02-
PRM-
120
139.95 2.78 0.03 0.28 0.01 1.01 0.07 0.64 0.09 1.60 0.09 0.62 0.05 0.65 0.09 0.36 0.10
PCB-02-
PRM-
160
139.55 2.73 0.02 0.29 0.01 1.02 0.04 0.67 0.07 1.57 0.07 0.58 0.04 0.76 0.10 0.33 0.07
PCB-03-
PRM-
040
140.75 2.79 0.01 0.24 0.01 0.86 0.05 0.83 0.11 1.91 0.11 0.44 0.04 0.45 0.10 0.17 0.11
PCB-03-
PRM-
050
140.65 2.82 0.04 0.23 0.02 0.90 0.11 0.80 0.09 1.94 0.13 0.50 0.06 0.45 0.14 0.20 0.12
PCB-03-
PRM-
070
140.45 2.79 0.02 0.21 0.01 0.85 0.07 0.76 0.09 2.18 0.18 0.55 0.07 0.60 0.18 0.24 0.15
PCB-03-
PRM-
090
140.25 2.77 0.02 0.30 0.01 0.95 0.06 0.71 0.12 1.75 0.11 0.60 0.05 0.66 0.11 0.29 0.11
214
PCB-03-
PRM-
100
140.15 2.49 0.03 0.34 0.01 1.34 0.05 0.46 0.14 1.51 0.06 0.48 0.03 0.78 0.06 0.54 0.13
PCB-03-
PRM-
120
139.95 2.74 0.04 0.45 0.02 1.01 0.07 0.60 0.06 1.40 0.03 0.44 0.01 0.77 0.04 0.40 0.06
