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ABSTRACT 
Technology evolves in amazingly rapid speeds. Device capabilities and capacities are 
increasing, while costs are going down. This leads to a great increase in the number of 
multimedia content available worldwide. Video is a very interesting but yet complex 
multimedia component, and in order to quickly and efficiently access it, advanced 
video search engines have to be developed.  
In this thesis, we focus on expanding the capabilities of the VERGE video search engine, 
by designing and developing a new module that is based on online content 
classification. Its main advantage compared to other modules usually found in similar 
video search engines, is that it uses supervised machine learning methods with an 
automatically created dataset and exploits existing web search engines. The training 
set is gathered ‘on the fly’, which means that there is no limitation to the search query 
keywords. Visual features are extracted from the images of both the training and the 
testing data set, which are used as the input to a supervised machine learning 
classifier. The classifier’s purpose is to separate relevant from irrelevant videos, and 
return the best matches back to the user. In order to evaluate the performance of the 
online content classification module, experiments for the retrieval of videos based on 
various search queries were conducted. For each search query, several combinations 
of training set options and visual descriptors were used.  The results are rather 
promising, and show that the online content classification system might become a 
useful addition to any multimedia search engine.  
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1 INTRODUCTION 
Vast amounts of data are being generated every minute. In the past, most of the 
internet data included e-mails in textual format and low quality pictures and video, 
and was neatly organised in databases. Nowadays, there are numerous sources (e.g. 
digital cameras, e-books, movies, games etc.) of digital data, which need to be properly 
handled, stored, searched and analysed. In addition, people’s digital interactions 
generate enormous amounts of data, including text messages, tweets, Facebook 
updates, YouTube videos, Instagram photo uploads and more. In Figure 1-1 we can see 
the amount of data that is generated every minute from various sources.  
 
Figure 1-1: Data generation per minute in 20121 
1 http://www.domo.com/learn/infographic-data-never-sleeps, Accessed on 29 August 2014 
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As the technology of mobile devices advances, Internet users grow globally (see Figure 
1-2) and so does the volume of data they generate. Call metadata, texts, emails, social 
media updates, photos, videos and location reporting are the main data generated. 
Smart devices are part of our lives and they all add up to this huge volume of data. 
Intelligent fridges, smart eco sensors, monitoring devices and security cameras are 
some of this modern equipment. The number of Internet users in 2014 is estimated to 
be around 3 billion people worldwide. 40% of the population has an Internet 
connection, while in 1995 this number was only 1%. The number of internet users has 
increased tenfold from 1999 to 2013. The first billion was reached in 2005 and the 
second billion in 2010. The third billion will be reached by the end of 2014. The chart 
below shows the number of global Internet users per year since 1993 [1]. 
 
 
 
Figure 1-2: Internet users globally2 
A great portion of today’s Internet traffic is coming from videos. Figure 1-3 indicates 
the estimated global IP traffic per month spanning over a six year period starting in 
2011.  This is measured in “exabytes” (one exabyte is equivalent to one trillion 
gigabytes).  Online videos account for almost half of the total online traffic, whereas it 
is obvious that the amount of videos produced every year is increasing very quickly. 
2 http://www.internetlivestats.com/internet-users, Accessed on 7 August 2014 
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 Figure 1-3: Estimated global IP traffic per month (in exabytes3) [2] 
 These videos include personal and amateur recordings (e.g. tutorials, clips from 
vacations, sports, cooking recipes, concerts etc.), movies, video clips, news, 
documentaries and many more. Often people want to go through their personal video 
collection to dig up videos with their memories. Television producers have to be able 
to browse their video archives in order to re-broadcast older movies, shows, 
documentaries etc. In order for the efficient retrieval of such content, video search 
techniques and applications have to be developed. Nowadays there are several web 
video search engines, such as YouTube, Daily Motion, Metacafe and others.  
In this thesis we implement a video search engine, which integrates different indexing 
and retrieval modules, such as shot-segmentation and high-level concept retrieval. The 
system builds on an existing video search engine (VERGE) and extends its capabilities 
by adding an online-classifier module, which exploits the existing general purpose 
search engine in order to enhance the results. The engine connects to the Internet in 
real time and retrieves data. This data is then used to train a classifier, build a 
statistical model, and finally retrieve videos relevant to the user’s query. The 
advantage is that the power of existing search engines is exploited. Even if the indexing 
is done offline, there is still support for new queries. 
3 The Exabyte (EB) is a multiple of the unit byte for digital information (1 EB = 10006 bytes = 1018 bytes) 
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The document is structured as follows: Chapter 2 contains the literature review, where 
video indexing and retrieval is explained, and some evaluation benchmarks and events 
related to video search are presented. In Chapter 3, the existing video search engine 
(VERGE), that the online classifier module will be built upon, is realized. Chapter 4 
contains the implementation of the online content classification search engine and its 
modules. Lastly, in Chapter 5, the experiments conducted along with the results are 
presented and analysed, to conclude the thesis in Chapter 6. 
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2 LITERATURE REVIEW 
2.1 Video definition 
Oxford dictionaries [3] give the following definition for video: video is the recording, 
reproducing, or broadcasting of moving visual images, made digitally or on videotape. 
Figure 2-1 is an example of a video screenshot showing an interview with a world 
champion boxer.  
 
Figure 2-1: Screenshot of a video interview4 
In most cases, audio is used alongside moving images, and sometimes text is also 
included. Therefore, one could say that video consists of moving images, audio and 
text. In modern society, with all the technological advances that have taken place, 
videotapes have been replaced by digital storage (i.e. hard disk drives, flash memory 
devices etc.). People upload videos to popular websites (i.e. YouTube, Facebook) or to 
backup services (i.e. Dropbox, Google Drive). Moreover, companies use videos to 
promote and advertise their products. Therefore, vast amounts of data are generated 
daily, and the need to search and browse through this data is more imminent than 
ever.  
4 http://www.algemeiner.com/wp-content/uploads/2013/06/Yuri-Foreman-Boxer-screenshot.jpg 
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Figure 2-2: Video segments 
In general, video consists of text, audio and images, time series of which all change 
over time. A shot is a series of interrelated consecutive frames, usually taken 
contiguously by a single camera, that run for an uninterrupted period of time, and 
constitute a unit of action in a film. A number of shots in a play during which the action 
occurs in a single place without a break in time, are put together to compose a scene. 
Scenes, compared to shots, are higher-level temporal segments covering a single event 
or several related events taking place in parallel. The segmentation of a video to 
scenes allows the organisation of its content in higher levels of abstraction [4]. Shot 
boundary (or transition) detection is the automated detection of transitions 
between shots with the purpose of temporal segmentation of videos, and is the first 
step in any video-analysis system [5]. Figure 2-2 above, is a simple representation of a 
video structure. 
Generally speaking, modality is a path of communication or channel between the 
human and the computer. There are single modality based video indexing methods 
and multimodal approaches (visual, auditory and textual modality). The visual modality 
contains everything, either naturally or artificially created, that can be seen in the 
video document. The auditory modality contains the speech, music and environmental 
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sounds that can be heard, and the textual modality contains textual resources that 
describe the content of the video document [6].  
2.2 Video indexing and retrieval 
The enormous volume of digital videos available worldwide creates the need for 
efficient and robust ways of searching and accessing videos. In order to create 
applications for their retrieval, videos need to be indexed accordingly. Video indexing 
and retrieval is usually performed at shot level. Video indices contain information that 
describe the video content and should therefore be as rich, compact and complete as 
possible. During the past, indices had to be manually inserted. Manual indexing of 
videos has to be done by video experts who pre-assign keywords to each file, and 
sometimes timestamps, in order to enable temporal indexing. This makes manual 
indexing an expensive and time-consuming process. Nowadays, automatic indexing 
procedures are investigated. There are several methods that use one or more 
modalities to achieve the best and most accurate video retrieval. Although efficient 
indexing can be achieved even when only one modality is used, a multimodal approach 
is required for more effective indexing and retrieval. 
One of the most common video representation and indexing methods is the shot-
based indexing. Video segmentation is the first step towards the shot-oriented 
content-based video search and retrieval. For this purpose, metadata generation 
techniques are employed. Motion features are extracted from each shot based on the 
identification of salient points and their trajectories in time. Image processing 
techniques are applied after extracting representative key frames from the video shots 
and low-level visual features are generated. In addition, high-level and human 
understandable concepts and events are being used. Finally, textual metadata is 
generated by applying Automatic Speech Recognition (ASR) on the audio part of the 
video, by processing Closed Captions (CC), as well as by applying Optical Character 
Recognition (OCR) techniques to identify text on the key frames [7].  
Next, we will present the state of the art video shot-based indexing methods, as well 
as video retrieval techniques, functionalities and interfaces. 
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2.3 Video indexing 
As already mentioned before, manual construction of an index is carried out by 
specialists, who manually assign keywords relevant to the video content. Since this 
process is considered to be very time consuming and manual labour expensive, 
methods for automatic indexing are currently of great interest. For the rest of this 
paper we assume that indexing refers to the automatic indexing process. Therefore, 
video indexing is defined as the process of automatically assigning relevant to the 
content labels to video documents [8].  
When indexing a video, we need to address three factors: granularity (what to index), 
modalities (how to index) and type of index (which index). This means that a decision 
must be made regarding indexing the entire document or just single frames, using a 
single or multimodal approach, and focusing on the content of the video (high-level 
indexing) or on its appearance (low-level indexing). Multimodal approaches achieve 
better results [6, 9] and it is most common that three modalities are used (visual, 
auditory and textual features). 
When long videos (2 hours or more) exist, we need to be able to quickly find the 
desired scene. In this case, where detailed representation of the video is required, 
shot-based indexing is being implemented. Considering the large number of systems 
that visualise search results in a shot-based view (VERGE [10], Media Magic [11]), this 
approach can be seen as the standard visualisation method. Other ways of 
representing a video include having a single shot describing each (short-term) video or 
grouping semantically similar shots into scenes. The latter aims to provide a structured 
video that will greatly facilitate user’s access to it. Since it is difficult to construct 
semantic scenes, researchers are trying to explore more reliable and semantic-rich 
features based on audio content, closed-caption content and object based content 
that will help this method improve its results [12]. 
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Figure 2-3: Video indexing framework 
 
Figure 2-3 above, shows a typical video indexing framework at shot level. The first step 
is to partition a video sequence into shots. Shots can be effectively considered as the 
smallest indexing unit where no changes in scene content can be perceived. In the 
second step, the most representative key frame is extracted. Key frames are still 
images that best represent the content of the shot. Once key frames have been 
extracted the next step is to extract features. Features can be either low-level or high-
level. Low-level features, such as visual and motion features are generated from the 
shots and the key frames, and do not carry any semantic information. These features 
tend to follow a standardised method of extraction and are called “descriptors”. This 
information is further exploited using machine-learning techniques to extract high-
level concepts and events. A user’s information need is more easily represented as a 
textual description in natural language using high-level concepts that directly relate to 
the user’s ontology, which relates terminology to real world objects and events [13]. 
High-level concepts are also called semantic features. Their extraction is a hard task 
that is usually referred to as the “semantic gap” [14]. Typical concepts that describe an 
outdoor scene are “beach”, “sky”, “road”, “vegetation” etc. In parallel with the 
extraction of high-level features, textual metadata is extracted by processing the audio 
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part of the video, the closed captions (CC) and by applying optical character 
recognition (OCR) on the key frames [7, 15]. 
2.3.1 Shot segmentation 
Video shot segmentation is based on Shot Boundary Detection (SBD). SBD is the 
process of detecting the transitions between the adjoining shots [16]. In most cases, 
consecutive frames that belong to the same shot have high visual similarity, whereas 
frames that belong to different shots are quite different. In some cases (i.e. when the 
camera or object moves very fast) the similarity of consecutive frames decreases 
considerably and shot cuts are not easily distinguishable. This usually occurs when 
special transition effects are used (fade in/out instead of the usual hard cuts). Figure 
2-4 below shows how a hard cut and a fade in/out look like. Most recent methods 
achieve satisfactory results especially in the identification of abrupt cuts (hard cuts), 
but the detection of gradual transitions (soft cuts) is still a challenging problem.  
 
Figure 2-4: Video transition effects 5 
In order to detect a cut, a difference measure between consecutive frames is 
computed and compared to a predefined threshold. If it exceeds a predefined 
threshold value then the two frames belong to different shots. At first, there were two 
ways to compute the difference measure, either at a pixel or at a block level. Both 
5 http://www.bcastell.com/wp-content/uploads/2013/10/psdt1.png, Accessed on 27 August 2014 
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ways showed significant weakness due to their high sensitivity to object and camera 
motions. This led researchers to propose alternative measures based on global 
information, such as intensity and colour histograms. More complex features have also 
been used, such as image edges or motion vectors. These perform very well for abrupt 
cuts, but still do not solve the problem of gradual transition effects [7]. 
Each method for shot detection works on a two-phase-principle; scoring and decision. 
In scoring, each pair of consecutive frames is given a certain score that represents the 
similarity/dissimilarity between these two frames. In the decision phase, all scores 
calculated previously are evaluated and a cut is detected if the score is considered high 
[17]. There are many scores used to access the differences in the visual content. Sum 
of Absolute Differences (SAD), Histogram Differences (HD) and Edge Change Ratio 
(ECR) are some of the most famous. Sum of Absolute Differences is the simplest 
algorithm of all. It reacts very well to fast movements of the camera (i.e. hard cuts) but 
hardly reacts to soft cuts. Histogram Differences computes the difference between 
the histograms6 of two consecutive frames. HD is not as sensitive to minor changes 
within a scene as SAD. Its main drawback is that two images can have exactly the same 
histograms even though their content differs greatly. Edge Change Ratio compares the 
actual content of two frames. ECR is computed between the consecutive frames and if 
it is larger than a predefined threshold then it is considered as a cut between frames 
[18]. It is one of the best performing algorithms, because it reacts very sensitively to 
hard cuts and at the same time can detect many soft cuts. Unfortunately, even ECR 
cannot detect some soft cuts, such as wipes (an example of a wipe transition effect can 
be seen in Figure 2-5 below), because it considers the fading-in objects as regular 
objects moving through the scene. In order to achieve better performance a 
combination of two or more scores can be used.  
6 A histogram is a table that contains for each colour within a frame the number of pixels that are 
shaded in that colour [87] 
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 Figure 2-5: Wipe transition effect 7 
Choosing the right threshold value is an important problem in any algorithm. It is 
impossible to find a global threshold that works with all kinds of videos. To solve this 
problem an adaptive threshold is preferred. Here, the scores are compared to a 
threshold that considers various scores in the video to adapt the threshold to the 
properties of the current video. This threshold determines whether a shot transition 
has occurred [18]. Adaptive threshold methods show significantly better results for 
almost all algorithms [19]. Once the shots of the video are detected correctly, the next 
step is to extract the key frames of each shot.  
2.3.2 Key frame extraction 
Key frame extraction is an essential part of video analysis and management, which can 
be used for video summarization, indexing, browsing and retrieval. Key frames must 
maintain the important content of the video and remove redundant data. There are 
various algorithms for key frame extraction but many of them have high computational 
complexity and processing inefficiency [7, 18].  
7 https://www.blackmagicdesign.com/products/atem/software, Accessed on 27 August 2014 
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The representative key frame is the frame that best represents an entire shot. The key 
frames extracted must summarize the characteristics of the video, and hence the 
image characteristics of a video can be tracked by all the key frames in time sequence. 
During the extraction process, frames with repetitive or redundant information are 
discarded. 
Researchers usually use low-level image features or temporal information to extract 
representative key frames. In most simple approaches the first frame of each shot can 
be taken as a key frame. The middle and the last frame of each shot are also selected 
as key frames, regardless of the complexity of visual content motion analysis. On the 
contrary, more complex approaches take into account visual content, motion analysis 
and shot activity. However, these approaches in many cases fail to effectively capture 
the major visual content or they are computationally expensive [7, 18].  
2.3.3 Visual features  
There are many visual features that are used in the video indexing process. The most 
commonly used are colour, texture, shape, motion and salient points, with colour 
being the most widely used. The low-level visual features can be globally defined for 
an entire image (key frame) or locally defined for sub-regions of the image.  
In general two kinds of representations are considered: global and local. Global 
representation captures the global characteristics of the image/key frame and was 
very popular using the MPEG-78 features. Local representation is primarily based on 
SIFT [20] and SURF [21] features. This representation is currently preferred, as it 
achieves better results than the ones that use the MPEG-7 features [22].  
Visual descriptors are descriptions of the visual features of the contents in images or 
videos. They describe elementary characteristics such as colour, texture, shape and 
motion. Good descriptors should generate descriptions with high variance, a well-
balanced cluster structure and high discrimination to be able to distinguish different 
media content [23].  
8 http://mpeg.chiariglione.org/standards/mpeg-7, Accessed on 18 August 2014 
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2.3.3.1 Global descriptors 
The most famous multimedia content description standard is MPEG-7. The MPEG 
(Moving Picture Experts Group) initiative focuses on features that are computationally 
inexpensive and also optimizes these features by taking into consideration available 
memory for storage [24].  The basic descriptors it includes can be divided into four 
main groups: colour, texture, shape and motion. Some of the most widely used colour 
descriptors are the colour layout, colour structure and scalable colour. Edge histogram 
and homogeneous texture belong to the texture descriptors group, while the shape 
group contains the region and contour-based descriptors. Finally, the motion category 
contains descriptors related to motion, such as camera motion, parametric motion and 
motion activity [25, 23].  
Colour Layout (CL) is a compact and resolution-invariant descriptor, which captures the 
spatial distribution of colour or an arbitrary-shaped region. Colour Structure (CS) is 
based on colour histograms, but aims at identifying localized colour distributions using 
a small structuring window. Scalable Colour (SC) is encoded by a Haar transform. Its 
scheme measures colour distribution over an entire image, quantized uniformly to 256 
bins. Inversion of the Haar transform is not necessary for performing descriptor 
comparisons, since similarity matching is also effective in the transform domain. Edge 
Histogram (EH) is a scale invariant visual texture descriptor. It captures the spatial 
distribution of edges and it involves division of image into 16 non-overlapping blocks. 
Edge information is then calculated for each block in five edge categories. 
Homogenous Texture (HT) is based on a filter-bank approach employing scale and 
orientation sensitive filters. It describes directionality, coarseness, and regularity of 
patterns in images [26]. 
2.3.3.2 Local descriptors 
The “perfect” local descriptor should be invariant to rotation, translation, scale 
changes, illumination, noise and other transformations. 
The Scale Invariant Feature Transform (SIFT) descriptor is considered as one of the 
most popular in computer vision. This algorithm was published in 1999 by David Lowe. 
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It detects and describes local features in images by selecting key points that are stable 
in scale space [27]. SIFT features are invariant to rotation and translation, and partially 
invariant to illumination and noise changes, meaning that key points are aligned with 
dominant orientation and the descriptor vector is normalized [28]. They are also highly 
distinctive, relatively easy to extract and allow for correct object identification.  
The key stages of the procedure are as follows. At first, key points of objects are 
extracted from a set of reference images and stored in a database. The next step is to 
transform the image that we want to extract the features from, into a large collection 
of feature vectors. Key points are defined as maxima and minima of the result of 
difference of Gaussians function applied in scale space to a series of smoothed and 
resampled images. Difference of Gaussians is a feature enhancement algorithm that 
involves the subtraction of one blurred version of an original image from another, less 
blurred version of the original [29]. Points that do not fulfil certain criteria are 
discarded and dominant orientations are assigned to localized key points. Afterwards, 
feature matching and indexing is performed, where SIFT keys are stored and matching 
keys are identified from the new image. A modification of K-d tree algorithm is used to 
identify the nearest neighbours with high probability using limited computational 
resources. Nearest neighbours are defined as the key points with minimum Euclidean 
distance from the given vector. In order to cluster reliable model hypotheses Hough 
transform is used. Clusters of features with a consistent interpretation are identified 
and an entry in a hash table is created. Each identified cluster is then subject to a 
verification procedure in which a linear least squares solution is performed for the 
parameters of the affine transformation relating the model to the image. The last step 
is to detect and remove outliers. This is done by checking for agreement between each 
image feature and the model, given the parameter solution. The final decision to 
accept or reject a model hypothesis is based on a detailed probabilistic model [30]. A 
model is accepted if the final probability for a correct interpretation is greater than 
0.98.   
A popular variant of SIFT is SURF (Speeded Up Robust Features), which uses box filters 
to approximate the derivatives and integrals used in SIFT. It is a high-performance 
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scale and rotation invariant descriptor that in many cases approximate or even 
outperform previously proposed schemes with respect to repeatability, distinctiveness 
and robustness. Computation time is reduced by using integral images. It also uses a 
fast Hessian matrix-based measure for the detector and a distribution-based 
descriptor. The indexing step is based on the sign of the Laplacian, which increases 
matching speed and robustness of the descriptor [31]. SURF has later been shown to 
have similar performance to SIFT, while at the same time being much faster [22]. 
Another study concludes that when speed is not critical, SIFT outperforms SURF [32]. 
Local descriptors generate many points for each key frame (1000 or more). As a result, 
the size of this information is big and needs to be concatenated. This could be done by 
one of the following two representation techniques; Bag of Visual Words (BoVW) and 
Vector of Locally Aggregated Descriptors (VLAD). By combining them with a suitable 
coding technique, it is possible to encode an image in a few dozen bytes, while 
achieving satisfactory retrieval results. 
BoVW is a method for image classification inspired by models used in natural language 
processing. BoVW treats image features as words and summarises the entire image 
based on its distribution (histogram) of these word occurrences. The set of visual 
words forms a visual vocabulary (codebook) [33]. BoVW is done in three steps; feature 
detection, feature description and codebook generation [34]. As already mentioned, a 
good descriptor should have the ability to handle intensity, rotation, scale and affine 
variations to some extent.  In the first two steps each image is abstracted by several 
local patches, which are represented by numerical vectors. These vectors are called 
feature descriptors. In the final step patches are converted to code words and a 
codebook is produced. K-means clustering is usually used to group similar patches to 
form a code word. Code words are then defined as the centres of these clusters. The 
most important disadvantage of BoVW is that it ignores the spatial relationships 
among the patches. Image representation greatly relies on this relationship. 
Researchers have proposed several ways to incorporate the spatial information. For 
feature level improvements, correlogram features (image of correlation statistics) [35] 
can capture co-occurrences of features. Relative positions of code words can also be 
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taken into account. For discriminative models, spatial pyramid match partitions the 
image into fine sub-regions and computes histograms of local features inside each sub-
region [36, 37, 38, 39].   
VLAD is also produced from local descriptors, yet it proposes an alternative 
aggregation stage, which replaces bag-of-words histograms. It is built as the 
concatenation of sub-vectors, one per visual word. VLAD is an encoding technique that 
produces a fixed-length vector representation. A visual dictionary, similar to BoVW is 
learned offline. After the dictionary has been built, two normalization stages are 
applied. First, a component-wise non-linearity operation and secondly the ‘power-law’ 
quantization takes place. Its main advantage is that it can be reduced to very compact 
vectors, while preserving high retrieval accuracy. This vector can then be compressed, 
reducing the memory requirement by orders of magnitude [40].  
2.3.4 Textual features 
There are three kinds of textual and audio sources that can be used to extract textual 
features; the text that results after applying automatic speech recognition (ASR), the 
text generated by optical character recognition (OCR) and the closed captioned (CC) 
text. These three sources of text can be considered complementary. ASR is the 
translation of spoken words (dialogues, narration etc.) into text.  Video OCR is a 
technique for automatically extracting and reading data (captions and annotations), 
and is commonly used in interviews and news reports [41]. CC is the process of 
displaying text on a television (or other visual display) to provide additional or 
interpretive information. It is typically used as a transcription of the audio portion of a 
program as it occurs. It is not a word-by-word transcription of what is spoken and 
sometimes includes change of speaker information and descriptions of non-speech 
elements (i.e. knock on the door, phone rings). The term “closed” indicates that the 
captions are not visible until activated by the viewer. An example taken from a sports 
news show is illustrated in Figure 2-6. 
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 Figure 2-6: Closed Captioning in sports news 9 
The standard text processing that is applied to all of them is stop word removal, 
stemming and indexing. In stop word removal common words such as 
the, is, at, which, and on are filtered out. Stemming is the process for reducing 
inflected (or sometimes derived) words to their stem, base or root form. For example, 
a stemming algorithm reduces the words “connection”, “connections”, “connective”, 
“connected” and “connecting” to the root word, “connect”. Textual information is 
aligned to shots using the available timestamps. Even though textual information is 
synchronised with the video, there is no guarantee that the items mentioned in the 
text are visible in the associated shots. In some cases, machine translation (MT) needs 
to be employed. This happens when textual information needs to be indexed in a 
different language from the original one. 
2.4 Video retrieval 
Video retrieval is the process of searching, browsing and retrieving videos that are 
relevant to a user-defined query. It is a very important and hot topic, both in real life 
applications and in multimedia research. Although a lot of research has been done in 
this area, both the computational cost and the accuracy of existing systems are far 
from satisfactory. One of the most common problems is that the low-level features do 
9 http://gamedayr.com/wp-content/uploads/2013/03/charles-barkley-ncaa-closed-caption-turrible.jpg, 
Accessed on 27 August 2014 
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not have a direct link to high-level concepts, and thus it is uncertain how this semantic 
gap can be bridged [42].  
Video consists of heterogeneous sources of information, such as audio and visual 
features, text and metadata. Hence, there are several ways to perform a query. Three 
main methods for initial querying exist: 1) query by text, 2) query by concept and 3) 
query by visual example. There are also some relevance feedback-based options that 
can be applied after the initial query has taken place. These are important 
functionalities that involve the user interaction in the search loop and can be used in 
order to improve the results [7].  
2.4.1 Query by text 
Query by text is one of the most popular methods of searching for videos. It is adopted 
from traditional text-based search, like the ones Google, YouTube and Yahoo! uses.  It 
is very simple and users are already familiar with this style. Query by text relies upon 
the availability of sufficient textual descriptions and annotations, made available 
during the text-based indexing process. Regions of textual information are indented 
within the frames if the video. Video is then annotated with the textual content 
present in the images [7, 15]. The Google query by text search engine is shown below.  
 
Figure 2-7: Google query by text 10 
10 http://google.com, Accessed on 6 October 2014 
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2.4.2 Query by visual example 
In this method the user is expected to provide an image or a clip as a visual example, 
which is used to retrieve similar results.  Although many users might be reluctant to 
provide a query image instead of query text, visual example queries are an important 
strategy when other methods fail [43]. The query by visual example approach is based 
on the comparison of low-level features, and usually works very well for retrieving 
near duplicate images and clips. The main problem is that users in many cases expect 
semantically similar results. Even though this method has some drawbacks, it is 
becoming more popular, especially after being adopted by major search engines like 
Google11 and Yahoo!12 [7]. A screenshot taken from Google image search engine can 
be seen in Figure 2-8. 
 
Figure 2-8: Google query by visual example 
11 http://images.google.com/ 
12 http://images.search.yahoo.com/ 
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2.4.3 Query by concept 
Query by concept is also referred to as concept or event-based retrieval.  This method 
relies on semantic annotations (i.e. high-level concepts or events) that have been 
associated with the video. Commonly used concepts can be words that provide a 
general description of the scene like beach, demonstration, explosion, mountain or 
sky, or words that describe a more specific object such as aircraft, car, hand or table. 
As semantic concepts can be considered as additional textual annotation, videos can 
be retrieved by using text-based queries. Since query by concept includes textual input 
and considers visual features to perform retrieval, it can be considered as an extension 
to both textual and visual example query methods [7]. In this thesis, the proposed 
module uses classification methods to extract the visual concepts. This procedure is 
done online, after receiving the user input, as seen at the AXES project [44]. By doing 
so, the user has the option of choosing any query-concept, without being limited to a 
specific list of concepts.  
2.4.4 Relevance feedback 
In addition to the aforementioned query methods, a relevance feedback technique can 
be employed. In this method, the initial user query returns intermediate results that 
are marked as relevant or non-relevant by the user. This information is used by the 
system to perform a new query yielding improved results. Since this technique is 
usually based on supervised machine learning, it is common that the information 
provided by the users to be used as training samples. In general, there are three types 
of feedback: explicit feedback, implicit feedback, and blind or “pseudo” feedback. 
Explicit feedback is obtained from users indicating the relevance of a document 
retrieved for a query. It is defined as explicit only when the users know that the 
feedback provided is interpreted as relevance judgments. Two types of systems can be 
used to indicate relevance explicitly; binary or graded relevance system. With the 
binary relevance system users can either mark a document as either relevant or 
irrelevant for a given query. Graded relevance feedback indicates the relevance of a 
document to a query on a scale using numbers, letters, or descriptions (i.e. “very 
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relevant”, “relevant” or “not relevant”). Even though relevance feedback achieves 
better results than other methods, users’ reluctance to provide explicit feedback 
renders this method not to be the preferred one.  
During implicit feedback the system attempts to infer user intentions based on 
observable behaviour. In this method the user is not assessing relevance for the 
benefit of the retrieval system and in many cases the user is unaware that his 
behaviour is used as relevance feedback. An example of this would be a user browsing 
the web, advancing from page to page. A browser extension could record the user’s 
route along with other statistics (i.e. time spent on each page, video clips watched by 
the user, etc.) [45].   
In blind feedback there is absence of any evidence, explicit or otherwise. It automates 
the manual part of relevance feedback and returns improved results to the user. It 
consists of three steps. The first step is to keep the top k results (k < 50) returned by 
the initial user query. In the next step, the system selects a number of terms from 
these documents using an average-weight method (i.e. tf-idf weights13) [46]. In the 
final step the system performs query expansion14 [47], matches the returned 
documents for this query and finally returns the most relevant ones [7, 48, 49].  
In our proposal, the system shows some characteristics found in relevance feedback 
techniques. Although these are not the typical techniques, we could say that the 
search engine is dynamic, since the user interacts with the system by inputting the 
keywords of his choice. 
2.4.5 Query expansion 
Formulating well-defined queries is difficult for most users, and thus it is necessary to 
somehow reformulate the query. Query expansion is a method that is used to add 
terms to the user’s initial query in order to retrieve better results. The source of these 
terms is an important issue. Query expansion techniques are widely applied for 
13 tf–idf: short for term frequency–inverse document frequency, is a numerical statistic that is intended    
    to reflect how important a word is to a document in a collection or corpus. 
14 Query expansion (QE) is the process of reformulating a seed query to improve retrieval performance.  
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improving the efficiency of the textual information retrieval systems [50]. Some of the 
most commonly used techniques include finding synonyms of words and searching for 
these synonyms as well, finding all morphological forms of words by stemming each 
word, fixing vocabulary mismatch issues and re-weighting the terms in the original 
query. Depending on the search query, the effectiveness of the various techniques 
varies.  
Ontologies provide a structured way to represent knowledge within a domain. 
Ontology is defined as a formal, explicit specification of a shared conceptualization 
[51]. Ontologies can be seen as special kinds of graphs describing the entities that exist 
in a domain, along with their properties and relations. Concepts can be perceived as 
the nodes in the ontology graph. They include a textual description that defines them 
and in some cases they also include a formal definition in some kind of logic as well. 
Usually ontologies include a single and unambiguous term for each concept. Very often 
it is difficult to detect concepts in text, because the same concepts are referred to with 
many different terms. For example, the terms ‘bike’ and ‘bicycle’ can both be used to 
describe the concept of bicycle. Mapping a term found in text to a unique ontology is a 
challenging procedure [52]. The most widely used ontology database is WordNet. It 
groups English words into sets of synonyms and records a number of relations among 
these synonyms [53].   
Researchers have explored a variety of sources for collecting expansion terms. These 
terms can be collected from the Web [54], Wikipedia [55] or even from the query logs 
of various search engines [56]. Other sources include manually built lexical resources 
like WordNet, or automatically constructed thesauri. The latter are usually based on 
corpus statistics and may contain linguistic flaws, and thus more noise. Several 
methods using WordNet have been developed, with mixed performances. For 
example, Vorhees’s experiments [57] showed very little improvement compared to the 
original query results.  Fang’s results [58] on the other hand, are far more promising, as 
query expansion using WordNet resulted in improved performance. Another method 
that supports the use of WordNet via query expansion that yields even better results is 
the one proposed by Pal [59]. In this method terms are selected only from top 
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retrieved documents as candidates, instead of obtaining the terms directly from 
WordNet. Furthermore, the weight of terms depends on the term’s rareness, as well as 
the similarity score of the top-retrieved document in which the candidate term was 
found. 
As already mentioned, most systems exploit query expansion by gathering relevant to 
the query words. In the online content classification module that we propose, a 
different query expansion technique is implemented. This technique uses web search 
engines to retrieve images ‘on the fly’ and expand the training data set.   
2.5 Interfaces for video retrieval  
In order to present the results of video search in an informative way to the user, a 
graphical video interface has to be used. This interface serves as the link between the 
video collection and the user, and grants him the ability to formulate search queries, 
see the results and browse the video content. The most commonly used methods of 
video representation are shot-based and scene-based, or a combination of them.  
In the early stages of developing shot-based video retrieval interfaces, the concept of 
key frames was proposed [60]. The representative frames of the shots can be utilized 
for temporally browsing the content of a video sequence. In many cases, the key 
frames are placed on a grid-like structure inside the page [61]. Other systems allow for 
searching at textual, visual, and semantic level [11], or even performing simultaneous 
search tasks [62]. The large number of systems that rely on shot-based view makes this 
approach the standard visualization method.  
2.6 Evaluation benchmarks and events 
Three are the main metrics that are usually used to evaluate the efficiency of a system: 
precision, recall and F-score. These metrics are defined in terms of a set of retrieved 
instances and a set of relevant instances. Precision is the fraction of retrieved instances 
that are relevant, while recall is the fraction of relevant instances that are retrieved. 
Precision takes all retrieved instances into account, but it can also be evaluated 
considering only the n topmost results. In this case it is called precision at n or P@n. 
Recall is the percentage of all relevant documents that are returned by the search. In 
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simple terms, high precision means that an algorithm returned substantially more 
relevant results than irrelevant, while high recall means that an algorithm returned 
most of the relevant results. These two measures can be combined in the F1 Score (f-
score) to provide a single measurement for a system. F-score is the harmonic mean of 
precision and recall, but is sometimes criticised due to its bias as an evaluation metric 
[63]. The mathematical formulas for these metrics are shown in Equation 1, Equation 2 
and Equation 3 [64], while a visual representation of precision and recall can be found 
in Figure 2-9.  
 
Equation 1: Formula for the calculation of precision 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  𝑡𝑡𝑡𝑡
𝑡𝑡𝑡𝑡 + 𝑓𝑓𝑡𝑡 
Equation 2: Formula for the calculation of recall 
𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑡𝑡𝑡𝑡
𝑡𝑡𝑡𝑡 + 𝑓𝑓𝑃𝑃 
Equation 3: Formula for the calculation of F-score 
𝐹𝐹 − 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 2 ∗  𝑡𝑡𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅
𝑡𝑡𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 
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 Figure 2-9: Precision and recall15 
 
Table 1 explains the terms true/false positive and true/false negative that appear in 
the previously mentioned mathematical formulas. 
Table 1: Classification terms 
 Condition positive Condition negative 
Test outcome positive true positive false positive 
Test outcome negative false negative true negative 
 
15 http://en.wikipedia.org/wiki/Precision_and_recall#mediaviewer/File:Precisionrecall.svg, Accessed on 
10 November 2014 
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Apart from the evaluation of the video system using mathematical efficiency metrics, 
user opinion and satisfaction are also taken into account. A system may rank higher or 
lower depending on its interface, ease-of-use and speed. 
Towards evaluating the video retrieval methods and systems, the research 
communities have organized several evaluation workshops, benchmarks and events, 
with TRECVID and Video Search Showcase being among the most well-known ones. 
TRECVID is an international, independent evaluation contest that focuses on content-
based retrieval systems and digital video. Most of the tasks focus on the video-shot; 
however in the recent years there have been tasks that are video-oriented (i.e. known-
item search). The tasks for TRECVID 2014 are semantic indexing (SIN), interactive 
surveillance event detection (SED), instance search (INS), multimedia event detection 
(MED) and recounting (MER) [65]. In this contest, various groups of researchers and 
developers participate every year and make significant contributions. Examples of 
software development teams include the ORAND team, the AXES team and the 
ORANGE LABS BEIJING team [66]. The logo of TRECVID can be seen in Figure 2-10 
below.  
 
Figure 2-10: TRECVID logo16 
The Video Search Showcase (VSS)17 is an annual live video search competition. It is a 
special session at the International Conference on Multimedia Modelling (MMM), 
where it started in 2012 under the name “Video Browser Showdown” (VBS). It is 
supported by the TOSCA-MP project by contributing to the organisation and providing 
data sets. Participants are international researchers that present the details of their 
16 http://www.axes-project.eu/wp-content/uploads/2012/10/trecvid_logo.jpg, Accessed on 4 November 2014 
17 http://www.videobrowsershowdown.org/, Accessed on 4 November 2014 
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video search engines, perform several interactive video search tasks and evaluate the 
efficiency of the systems. Known Item Search (KIS) tasks are used in combination with 
a well-defined data set in direct comparison with other tools. For each task a short 
video clip has to be found within a specific time limit. Some interesting search engine 
implementations were submitted by the SIRET research group18 and the NII-UIT [67]. A 
snapshot of the VSS competition is illustrated in Figure 2-11. 
 
Figure 2-11: Snapshot of the VSS competition19   
18 http://siret.ms.mff.cuni.cz/, Accessed on 2 November 2014 
19 http://www.videobrowsershowdown.org/wp-content/uploads/2013/03/IMG_2747.jpg, Accessed on 4 November 2014 
28 
 
                                                     
3 INTERACTIVE VIDEO SEARCH ENGINE  
VERGE20 is an interactive shot-based video retrieval application that was developed by 
ITI (Information Technologies Institute). It supports visual similarity search, concept-
based retrieval search and manually assisted linear fusion of heterogeneous modalities 
[10]. These modalities are accessible through a friendly GUI21, as shown in Figure 3-1. 
This thesis will built on top of the VERGE search engine.  
 
Figure 3-1: VERGE video search engine 
3.1 Search engine framework 
The VERGE engine interface consists of three main parts. As we can see in Figure 3-1 
above, the right part of the screen is where the shot-based results appear. It has a grid-
like structure, with the number of rows and columns able to be altered for the best 
interaction. It typically uses a 5 by 4 grid in order for the top 20 results to be visible. 
Mouse hovering over a video-shot brings up more options, such as video information 
and visual similarity search (see enlarged image in Figure 3-1). The latter can be done 
20 http://mklab.iti.gr/verge/ 
21 GUI: Graphical User Interface 
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by using different visual features like colour MPEG or a combination of colour and 
texture MPEG. There are also navigation buttons to move to the next or last page of 
the results or to a specific page. On the top of the screen there is the VERGE logo next 
to the user’s basket. The left side of the screen is divided into four main categories. 
From top to bottom there is Audio Search, Metadata Search, Visual Concepts Search 
and History bin. The audio search includes two options; to perform a textual search 
with or without taking into account visual concepts. For the metadata search, 
metadata information for each shot is used. In the visual concepts search, there are a 
number of concepts listed in groups. One can bring back results based on the selected 
concept. Implicit user feedback is also possible. The system silently records the user’s 
actions in order to provide better results. Finally, the history bin holds the latest 
searches, giving the user the option to quickly repeat a search if needed.   
3.2 Technologies 
VERGE is built on open-source web technologies like Apache Server, PHP, JavaScript, 
MySQL database, Strawberry Perl and the Indri Search Engine that is part of the Lemur 
Toolkit22. Apache is developed and maintained by an open community of developers. 
The fact that is open-source and therefore free, combined with its reliability and 
robustness, are the main reasons behind Apache’s dominance. Being open-source also 
means that it is reconfigurable and open to tinkering, and its big community effectively 
provides help and feedback [68]. It is available for a wide variety of operating systems 
including Linux, OS X and Microsoft Windows. In June 2013, Apache was estimated to 
server 59.2% of all active web sites and 53.3% of the top servers across all domains 
[69, 70]. PHP stands for “PHP: Hypertext Preprocessor”, which is a recursive 
backronym23. It is a server-side, open-source scripting language designed for web 
development but also used as a general-purpose programming language [71]. As of 
January 2013, PHP was installed on more than 240 million websites (39% of those 
sampled) and 2.1 million web servers [72]. MySQL is the word’s second most widely 
used open-source relational database management system [73]. The SQL stands for 
22 http://www.lemurproject.org/, Accessed on 10 November 2014 
23 A backronym or bacronym is a specially constructed acronym created to fit an existing word. 
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“Structured Query Language”. Many well-known websites use MySQL databases. A few 
examples include Facebook, Twitter, Flickr and YouTube [74, 75, 76, 77].  
3.3 Modules 
The basic modules of the system are visual similarity search, audio search, high-level 
concept retrieval and fusion, metadata processing and retrieval, and online content 
classification. There are also some complementary functionalities that aim to improve 
the retrieved results, such as basic temporal queries, shot storage structure and 
history bin [78]. The basic modules of the system are illustrated in Figure 3-2. 
 
Figure 3-2: The VERGE framework 
The visual similarity search module performs image content-based retrieval aiming to 
retrieve visually similar results. There are two options of MPEG-7 schemes. One that 
relies on colour and texture (i.e. Colour Layout and Edge Histogram) and another that 
relies solely on colour (Colour Layout and Colour Structure). These options appear 
when mouse-hovering over an image in the search results grid.  
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The audio search module includes two functions. The first is the transcription search 
that exploits the shot audio information by using ASR to generate textual information. 
This information is then used to create a full-text index. The second function is the 
fusion of text and visual concepts, which will be explained in more detail later on. 
The high-level visual concept retrieval module facilitates search by indexing the video 
shots based on high-level visual concept information, such as airplane, landscape, and 
waterscape. The system is capable of indexing videos for approximately 350 visual 
concepts. In order to expand the initial set of concepts, synonyms were manually 
inserted (i.e. as synonyms of the concept “demonstration” were considered “protest” 
and “riot”). Late fusion is applied in order for the results provided by several concepts 
to be combined.  
The fusion module combines the textual information with high-level visual concepts of 
the aforementioned modules.  There are several cases of fusion that can be taken into 
consideration. For instance, it is possible to use visual concepts and text from ASR. In 
this case fusion is realised at shot level. It is also possible to use visual concepts and 
metadata. Metadata refers to the whole video and not to specific shots, meaning that 
fusion is realised at video level by generating concept scores for each video. Figure 3-3 
shows a popped-up image from the results table of Figure 3-1. Various options are 
available, including the visual similarity search and video information. 
 
Figure 3-3: Enlarged image with the visual similarity search options 
32 
 
The metadata processing and retrieval module exploits the metadata information that 
is associated with the videos. This metadata information is included in an XML file that 
is provided with every video collection. The XML file has to be parsed in order to 
extract the content located inside the tags of interest (i.e. title, subject, keywords and 
description). The next step includes punctuation and stop words removal. The 
processed content is finally indexed using the Lemur toolkit.  
The next chapter explains in more detail the online content classification module, 
which is the heart of our system. Its main advantage is that it runs for any keyword 
that is used as user input and exploits the information from existing web search 
engines. It performs ‘on the fly’ collection of training sample images from web search 
engines, extracts visual features using MPEG-7 or SURF descriptors, and produces a 
model file. This file is used to train an SVM classifier and the system finally returns the 
most relevant results. 
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4 ONLINE CONTENT CLASSIFICATION 
The main components of the online classification module can be seen in Figure 4-1. In 
short, the process is as follows. Initially, the user types the keyword for the query. The 
system connects to a web search engine API and retrieves the URLs of the images 
related to the query. These images are then downloaded and saved locally, and visual 
descriptors are extracted from them. Then, an SVM classifier uses the previously 
extracted descriptors as training dataset in order to produce a model, which is then 
appied to the testing set to create a list with the most relevant videos. These videos 
are returned to the user. In the sequel, each module will be presented in more detail. 
 
Figure 4-1: The System's Framework 
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4.1 Search Engine API 
There are several search engine APIs available on the web, such as Google, Yahoo, 
Bing, Flickr and Sindice24. Two APIs are favoured: Bing and Flickr.  The main reason 
behind this preference is the fact that they both allow the user to make a few 
thousand requests per month for free. Furthermore, they are easily tweakable, 
meaning that some of their parameters can be altered, like the desired number of 
results or various image filters (image size, colour or not, photo or clip etc.). For this 
step, user credentials are required (i.e. Bing activation key, Flickr API) that have been 
hidden for security reasons. An example of the URL sent to Bing and Flickr for the term 
“mountain” is shown in Figure 4-2 and Figure 4-3 below.  
 
Figure 4-2: Bing URL request 
In the Bing URL there are several configurable parameters. At first the format of the 
response is set to JSON and a number of 50 results is required without skipping any of 
them (skip=0). The user’s query follows with some filters regarding the desired images. 
Here the style of the image has been set to ‘photo’ (other options include ‘clip art’ or 
‘line drawing’) and its size to medium. The last part specifies the regional market to 
look for these images.  
 
Figure 4-3: Flickr URL request 
The Flickr URL is a bit different but the concept is the same. The method here has been 
set to ‘photos.search’ to declare that images are desired (and not for example videos 
24 http://sindice.com/developers/searchapiv2#SindiceAPI, Accessed on 12 November 2014 
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or web text results). The API key is sent as part of the URL request but it has been 
hidden for security reasons. Again the results have been set to 50 and the format of 
the response to JSON. Part of the PHP code for this module exists in the Appendix, in 
Figure A-1. 
The user input is checked for any forbidden characters like special symbols (*@#$%^& 
etc.). These are irrelevant to the user text query and have to be filtered out. The 
system then checks if the query keyword has been used in the past. If so, it is possible 
that the images and visual descriptors related to the query are already available. In 
case this particular query has not been issued before, the system connects to the 
search engine API and issues a request for images. 
4.2 JSON Decoder 
The response of the search engine API is in the form of a JSON array that has to be 
decoded. The result is a list of URLs that are stored in a local text file. On the next 
page, there are two examples of JSON responses; one from Bing and one from Flickr 
(Figure 4-4 and Figure 4-5 respectively). It is clear that both responses are arrays and 
include useful information. The Bing array encloses information about the Uri, the 
result type, the image ID, the media URL, the source URL, the display URL, the image 
dimensions (width, height) and size, and the content type (i.e. image/jpeg). The Flickr 
response additionally provides information about the total number of relevant images 
found, the ID of each image and its owner (the person who uploaded it), and user tags 
if available. 
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 Figure 4-4: JSON response from Bing 
 
Figure 4-5: JSON response from Flickr 
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4.3 Downloader 
The next step is to fetch these images and save them to the local hard drive.  Reading 
the URLs in serial and downloading the corresponding images one after the other is 
the typical approach but it is time-consuming. Instead of using this standard ‘loop’ 
method, it is much faster to execute the download requests in parallel. This is done by 
using the cURL (client URL) library25. cURL is a powerful library that allows connection 
and communication to many different types of servers with many different types of 
protocols. It currently supports the http, https, ftp, gopher, telnet, dict, file, and ldap 
protocols. In addition, there is support for HTTPS certificates, HTTP POST, HTTP PUT, 
FTP uploading, HTTP form based upload, proxies, cookies, and user/password 
authentication. At first, multiple handles are defined and executed altogether in 
parallel. This is achieved with the use of the curl_multi_exec command and results in 
greatly reduced download times. Table 2 shows the improvement in the download 
times using the cURL library compared to the standard serial method, for various 
numbers and sizes of images. Figure A-2 in the Appendix shows the relevant code.  
Table 2: Serial vs Parallel (cURL) download 
Concept 
keyword 
Number of 
images 
Size26 of 
images 
Serial D/L 
Time (sec) 
cURL D/L 
Time (sec) 
Improvement 
(%) 
beach 25 Large 89 16 82 
sky 100 Medium 84 25 70 
mountain 150 Medium 49 13 73 
Average 92 - 74 18 75 
  
4.4 Feature Extraction 
Now that the images related to the user query are stored locally, the visual descriptors 
can be extracted. The features that are used are the MPEG-7 and the SIFT/SURF visual 
descriptors, but other features can be integrated in the search engine (i.e. 
convolutional neural networks).  
25 http://php.net/manual/en/function.curl-multi-exec.php, Accessed on 14 November 2014 
26 Medium: 2KB – 2MB | Large: A few MBs 
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4.4.1 MPEG-7 
The extraction of the MPEG-7 visual descriptors is achieved using the aceToolbox 
software, which will be explained shortly. For this command to work, the preferred 
visual descriptor has to be defined along with other options (i.e. output file, filename 
and path of the image list etc.). The result is an XML file that holds information about 
each image. This information is expressed with coefficients that are integer numbers, 
and depending on the descriptor, they can take values from 0 up to 255. The output is 
a text file containing as many rows as the number of the processed images. Each row is 
a series of numbers that describe each image. This file is processed and finally 
becomes the input for the SVM classifier that will be explained later. Sample XML files 
appear in Figure 4-6, Figure 4-7 , Figure 4-8, Figure 4-9 and Figure 4-10, and the 
relevant function in Figure A-3. 
 
 
Figure 4-6: Part of the XML Colour Layout descriptor file 
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 Figure 4-7: Part of the XML Colour Structure descriptor file 
 
 
 
Figure 4-8: Part of the XML Scalable Colour descriptor file 
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 Figure 4-9: Part of the XML Edge Histogram descriptor file 
 
 
 
Figure 4-10: Part of the XML Homogeneous Texture descriptor file 
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Inside the aceMedia project, OntoMat-Annotizer has been developed. It is used as an 
annotation tool for web pages, acts as the basis of an ontology engineering 
environment and provides a flexible plugin interface for further application extensions. 
Such an extension is the Visual Description Extraction (VDE) tool that enables the 
selection of a region of interest within an image and the extraction of the associated 
visual descriptors. It allows the semantic annotation of images and videos for 
multimedia analysis and retrieval, and supports the initialization and linking of domain 
ontologies with low-level MPEG-7 visual descriptors [79]. 
M-OntoMat-Annotizer supports the extraction of the core MPEG-7 Descriptors 
included in the VDO (Visual Descriptor Ontology). For this purpose it uses the 
aceToolbox, a content pre-processing and feature extraction toolbox developed inside 
aceMedia project, which is responsible for the low-level analysis and MPEG-7 feature 
extraction. The extracted MPEG-7 descriptors are saved in XML format [80]. 
4.4.2 SIFT/SURF 
Another option is to use the SIFT/SURF visual descriptors. In this case, a BoVW 
encoding is utilised, and an executable ‘jar’ file based on the techniques described at 
TRECVID 2013 for the SIN task [81], is used. We prefer to use SURF over SIFT for our 
module, because it is slightly faster. Since we implement an online content 
classification search engine, speed is an important factor. Furthermore, RGB is used 
instead or grey. Since it uses colour information, RGB generally produces better 
results. The command used for the extraction of the SURF-RGB descriptors can be seen 
in Figure 4-11 . 
SIFT_SURF_FeatureExtraction.jar –path –SURF –RGB –size MEDIUM –outputFile  
-imageAnnotationLabel <1/-1> 
Figure 4-11: The SIFT/SURF extraction command 
The parameters of the command are: 
-path: path to the file containing the images list 
-SURF: declare to use SURF (or SIFT) 
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-RGB: declare to use RGB (or Gray) 
-size MEDIUM: declare the dimensions of the images  
-outputFile: path to the output descriptor file (.txt) 
-imageAnnotationLabel: 1 or -1 (for positive or negative images) 
 
Figure 4-12: The output text file of the SURF extractor 
In Figure 4-12, we can see an example text file for 4 images. This file has as many lines 
as the scanned image and each line describes one image. For the description of an 
image, 4000 values are needed. This file is then used as input to the SVM-classifier, 
usually after the normalization of its values. The normalized file can be seen in  
 
Figure 4-13: Normalized SURF descriptor file 
4.5 Normalization 
4.5.1 MPEG-7 
As already mentioned, each MPEG-7 visual descriptor can take a minimum and a 
maximum value, which are shown in Table 3 below. 
Table 3: Range of values for various MPEG-7 visual descriptors 
 
Colour 
Layout 
Colour 
Structure 
Scalable 
Colour 
Edge 
Histogram 
Homogeneous 
Texture 
Minimum 0 0 -255 0 0 
Maximum 63 255 255 7 255 
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When two or more descriptors are combined, the final descriptor file contains a series 
of numbers ranging from the smallest minimum to the largest maximum. This means 
that the values of some descriptors ‘lose’ their influence. In order to sanitise this 
situation a formula has to be applied. It takes into account the minimum and 
maximum values and produces a number between -1 and 1. By doing so, a normalized 
descriptor file with numbers of equal strength is produced. The normalization formula 
is shown below (Equation 4), while the normalization module that is responsible for 
this procedure can be seen in Figure A-4.  
Equation 4: The normalization formula 
𝑁𝑁𝑃𝑃𝑃𝑃𝑁𝑁𝑅𝑅𝑅𝑅𝑃𝑃𝑁𝑁𝑃𝑃𝑁𝑁 𝑉𝑉𝑅𝑅𝑅𝑅𝑉𝑉𝑃𝑃 = (2 × 𝑉𝑉𝑅𝑅𝑅𝑅𝑉𝑉𝑃𝑃) −𝑁𝑁𝑅𝑅𝑚𝑚 −𝑁𝑁𝑃𝑃𝑃𝑃
𝑁𝑁𝑅𝑅𝑚𝑚 −𝑁𝑁𝑃𝑃𝑃𝑃
  
4.5.2 SIFT/SURF 
The normalization process for the SIFT/SUFT descriptors is performed automatically 
with the help of another ‘jar’ executable file. This ‘scaling’ command uses the 
previously extracted output file and produces the normalized final file. The command 
in its general form can be seen Figure 4-14. 
SIFT_SURF_Scaling.jar –inputFile -outputNormalizedFile 
Figure 4-14: The command responsible for SIFT/SURF normalization 
It is important to notice here that the normalization-scaling procedure for the training 
set must be done after the concatenation of the positive and negative descriptor files.  
4.6 Support Vector Machine Classifier 
Support vector machines (SVMs) are a set of supervised learning models with 
associated learning algorithms that analyse data and recognize patterns, used for 
classification and regression analysis. When a set of positive and negative examples is 
available, a SVM training algorithm builds a model that predicts in which category 
every new example falls. The examples are represented in space as dots. Different 
categories are divided by a clear gap that is as wide as possible (see Figure 4-15 
below). To achieve this, the SVM constructs a hyperplane in a high or infinite 
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dimensional space. In general, it is assumed that the best separation is achieved by the 
hyperplane that has the largest distance from the nearest training data points of any 
class [82].  
 
Figure 4-15: Linear SVM classifier27 
SVMs are helpful in text and hypertext categorization as well as in the classification of 
images. Experimental results show that SVMs achieve significantly higher search 
accuracy than traditional query refinement schemes after just three to four rounds of 
relevance feedback [83]. 
The SVM28 classifier is the module that produces the final result. It consists of two 
phases; the training and the testing phase.  LIBSVM is an open-source machine 
learning library [84]. It implements the SMO29 algorithm for SVMs, supporting vector 
classification, regression and distribution estimation, along with multi-class 
classification [85]. 
4.6.1 SVM Training 
As previously mentioned, when using the MPEG-7 descriptors, the aceToolbox 
software produces one or more descriptor files, depending on the number of visual 
descriptors required. In most cases, more than one descriptor is necessary. In this 
instance, the descriptor files are joined together to form the final descriptor file. This is 
called early fusion and it is done by simple concatenation of the descriptors. More 
specifically, the descriptor files are read simultaneously line by line, and their values 
are joined together into a new file. An example can be seen in Figure 4-18. Here, there 
27 http://www.robots.ox.ac.uk/~az/lectures/ml/lect2.pdf, Accessed on 16 November 2014 
28 SVM: Support Vector Machine 
29 SMO: Sequential Minimal Optimization 
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are the Colour Layout and Edge Histogram descriptors having two lines each (they 
refer to two images). It is clear that after the early fusion takes place each line is much 
longer and holds the values of both the descriptors. Notice also, that at the start of 
each line the (+1) value has been added to indicate that these images are considered 
to be positive. 
There are two processes that need to be completed in order for the SVM-classifier to 
produce its output. The online process runs every time a new query is formulated, and 
receives as input the downloaded images, which are considered as positive examples. 
The offline process does not usually run for every query. Its input is a number of files 
(approximately 300) that are considered to be negative examples. It is described as 
offline process, because the required image files have been downloaded only once to 
the local hard disk. This list of negative files stays the same, and thus visual descriptors 
are extracted from these images just one time. The final descriptor file results from the 
combination of the online and offline processes. It has a total number of lines equal to 
the sum of the positive images plus the negative images. This is the training set file 
used as input for the SVM-training. The command used for the training of the SVM 
classifier can be seen in Figure 4-16. The output is called model file and is the input to 
the SVM-predict command that will be analysed next. Part of the model file is 
illustrated in Figure 4-17. It should be noted that the concatenation procedure takes 
place no matter which visual descriptor is used (MPEG-7 or SIFT/SURF). 
 
svm-train [options] training_set_fi le [model_fi le]  
Figure 4-16: The SVM-train command 
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 Figure 4-17: Part of the model file for the Colour Layout – Edge Histogram descriptors 
 
Figure 4-18: An example of early fusion for MPEG-7 descriptors 
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Figure 4-19 shows an example of early fusion when using the SIFT/SURF descriptors 
and Figure 4-20 depicts part of the model file. 
 
 
 
Figure 4-19: Example of early fusion for SIFT/SURF descriptors 
 
 
Figure 4-20: Part of the model file for the SIFT/SURF descriptors 
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4.6.2 SVM Testing 
The model file produced during the training phase is then used as input to the SVM-
testing phase. The other input that is required is the test file, which is the visual 
descriptor text file of the testing set (the set of images we are examining for the 
desired concept). The output is again a text file that has as many rows as the number 
of images in the testing set. The command used is the svm-predict and its syntax can 
be seen in Figure 4-21. 
svm-predict [options] test_fi le model_f i le output_fi le 
Figure 4-21: The SVM-predict command 
Each row of the output file can take only one value; -1 or 1. If an image is considered to 
be positive, and thus must be returned to the user, the line’s value is 1. Otherwise, the 
image is considered irrelevant to the user query and is marked with -1. In order to 
filter the positive results and keep only the best matches, an additional option is used, 
which outputs a text file that instead of -1 and 1, takes for values floating numbers. 
These values represent the image distance from the hyperplane of SVM. The further 
an image is, the greater its distance value and the more relevant to the query it is. 
These distances are used to sort the positive images from high to low. The final output 
to the user includes the top 200 most relevant to the query results. The PHP code for 
the two SVM processes can be found in Figure A-5 and Figure A-6 in the Appendix.  
In the final step, the positively identified images that have to be returned to the user 
are fetched from the MySQL database. A function to calculate our system’s efficiency 
based on the metrics of precision, recall and F-score is also applied.  
In order to calculate these metrics we need to know which concept truly corresponds 
to every image. For this experiment, we have been provided with a MySQL table 
containing annotations about the concepts that appear in each shot. With the 
GroundTruthTable function a comparison file is built that is later used to produce the 
efficiency metrics with the Predict function (see Figure A-7). Figure A-8 illustrates some 
indicative parts of the relevant PHP code. 
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5 RESULTS 
5.1 Overview 
The system we use for our experiments is equipped with an i7-4770K CPU@3.5GHz, 
16GB of memory and runs Windows7 64bit. In order to evaluate the online search 
engine, various experiments are conducted. Their efficiency and execution time are 
recorded and compared against those of the visual similarity module. Its main 
difference is that the online classifier we developed is based on a supervised method 
(i.e. uses automatically created training data), while the visual similarity module 
considers only one shot as query and is based on an unsupervised technique. For this 
reason, we expect the online search engine to be slower than the visual similarity 
module, but hopefully achieve better results. The SVM-classifier is configured as C-SVC 
type, and its kernel type to use a radial basis function. In Table 4 we summarise the 
configuration of the experiments for the online classifier. Several queries, visual 
descriptors and search engine APIs are used, along with different settings regarding 
the training set. 
Table 4: Options used for the experiments 
Queries 
Airplane Beach Building Cityscape Face 
Flowers Male Face Mountain Sky Vegetation 
Descriptor 
(MPEG7 & SURF) 
Colour Layout Colour Structure Scalable Colour 
Edge Histogram Homogeneous Texture SURF – RGB  
Search API Bing Flickr 
Training 
Set 
Size Small Medium30 Large31 
Number 15 25 50 100 150 200 300 
 
30 Flickr: medium (z) -> 640 pixels on longest side 
31 Flickr: large (b) -> 1024 pixels on longest side 
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5.2 Test data set 
There are two data sets that we use for our experiments. The primary test data set 
consists of 8214 video files, which have a total duration of 200 hours. Each video lasts 
between 10 seconds and 3.5 minutes. At first, shot segmentation and key frame 
extraction was performed, which has led to the creation of 137,400 shots (images). All 
the images have the same dimensions (320x240 pixels), and are either black and white 
or colourful. The visual descriptors (MPEG-7 or SURF) for the test set are extracted 
offline and saved to the local hard disk. The query keywords that we selected were 
taken from a list of queries-concepts, which have been used before in various video 
competitions. In addition, the aforementioned dataset is (partly) annotated with 
respect to these specific queries-concepts. All results that are returned to the user and 
have no annotation available are considered as neutral, and thus do not alter the 
efficiency scores.  This complete test set is used for all the experiments that use the 
MPEG-7 visual descriptors. For the experiments conducted using the SURF/SIFT 
descriptors a secondary data set is used. This data set derives from the primary data 
set, after we removed all not annotated images. This procedure limits the secondary 
data set to 30,000 images. This was done mainly due to time constrains. Since the 
unknown (not annotated) images were already treated as neutral, this reduction 
should only bring a minor change to the final efficiency results. 
5.3 Query 
When a query is submitted to the search engine, the indexed data set is ranked 
according to relevance, and the results are displayed to the user. Hubspot’s research 
shows that 75% of users never scroll past the first page of results [86]. Therefore, we 
will evaluate the performance of the system only in the first 200 results. The results of 
the search engine are sorted according to their relevance to the user’s query, and only 
the top 200 hits are returned. In this work we consider the precision evaluation metric 
in the first 200 results (P@200). We emphasize on the metric of precision, because this 
is very important for a general purpose video search engine and is relevant to the 
generic queries considered.  Recall would have been more important in retrieval tasks 
of known item search. As far as the visual similarity module is concerned, precision is 
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again calculated for 200 results, unless fewer results are returned. Half of the queries 
are performed using solely colour descriptors and half of them using the colour-texture 
combination. In order to get an unbiased estimation we repeat the same query for ten 
different but conceptually similar images, and calculate the average precision value.  
5.4 Visual descriptors – MPEG7 
In the following tables (5, 6) we can see the average precision values and the time 
required, for three indicative concepts (“Beach”, “Face” and “Sky”). Based on the 
precision scores they achieve, we decided to skip single descriptors, because of their 
low efficiency. We also omit combinations of three descriptors (or more) because they 
require a lot of time. From now on, all experiments run with two combinations of 
descriptors; the CL_EH and CS_EH.  
Experiments have been conducted for 10 queries-concepts and the results using 
MPEG-7 descriptors can be seen in Table 7 and Table 8. The Bing API is used, because it 
achieves much better scores than Flickr. This is explained in detail later, in Chapter 5.6.  
 
Table 5: Average precision for three indicative concepts 
API: Bing  Normalization = Yes 
Image 
size 
Training 
Sample 
P@200 (%) 
CL CS SC EH HT CL_EH CS_EH 
M
ed
iu
m
 
50 1% 1% 0% 18% 0% 19% 32% 
100 0% 2% 1% 16% 0% 24% 41% 
150 1% 3% 2% 22% 1% 27% 35% 
200 1% 8% 0% 26% 0% 31% 31% 
300 1% 4% 0% 25% 1% 28% - 
Average 1% 4% 1% 21% 0% 26% 35% 
La
rg
e 25 0% 0% 0% 16% 0% 8% 21% 
50 0% 0% 0% 12% 0% 14% 23% 
Average 0% 0% 0% 14% 0% 11% 22% 
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Table 6: Average time for three indicative concepts 
API: Bing Normalization = Yes 
Image 
Size 
Training 
Sample 
Time (sec) 
CL CS SC EH HT CL_EH CS_EH CL_CS_EH CS_SC_HT 
M
ed
iu
m
 
(z
) 
50 28 32 26 31 28 50 40 150 180 
100 65 66 60 42 39 76 66 186 213 
150 69 71 64 69 62 108 140 218 241 
200 75 76 69 76 82 122 166 260 293 
300 105 109 115 113 114 200 226 320 356 
Average 68 71 67 66 65 111 128 227 257 
La
rg
e 
(b
) 
25 21 22 24 30 25 35 43 111 132 
50 36 38 41 49 44 50 61 210 229 
Average 29 30 33 40 35 43 52 161 181 
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Table 7: Precision for all queries - Colour Layout - Edge Histogram 
P@200 for Colour Layout - Edge Histogram 
Image 
Size 
Training 
Set 
Query - Concept Average P@200 
Airplane Beach Building Cityscape Face Flowers Male Face Mountain Sky Vegetation CL-EH Visual Similarity 
M
ed
iu
m
  50 11% 19% 69% 40% 12% 2% 9% 9% 5% 44% 22% 30% 
100 16% 24% 73% 50% 7% 3% 11% 10% 8% 47% 25% 30% 
150 30% 27% 76% 56% 11% 8% 11% 18% 8% 42% 29% 30% 
200 25% 31% 82% 43% 14% 2% 18% 22% 7% 32% 28% 30% 
300 12% 28% 78% 29% 17% - 18% 10% 4% 19% 24% 30% 
La
rg
e  
25 - 8% 91% - 14% 6% 17% - 31% - 28% 30% 
50 - 14% 73% 40% 15% 7% 17% 25% 23% 43% 29% 30%32 
 
 
32 The (-) symbol means that results are not available for this particular case. 
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Table 8: Precision for all queries - Colour Structure - Edge Histogram 
P@200 for Colour Structure - Edge Histogram 
Image 
Size 
Training 
Set 
Query - Concept Average P@200 
Airplane Beach Building Cityscape Face Flowers Male Face Mountain Sky Vegetation CS_EH Visual Similarity 
M
ed
iu
m
 
 
50 9% 32% 81% - - 18% 22% 13% 10% 82% 33% 30% 
100 15% 41% 81% 67% 12% 19% 14% 20% 13% 84% 37% 30% 
150 14% 35% 82% 63% 15% 19% 17% 12% 17% 42% 32% 30% 
200 20% 31% 93% 64% 18% 16% 20% - 13% 58% 37% 30% 
300 - 35% 87% 69% 18% - 14% - 10% 41% 39% 30% 
La
rg
e  
25 5% 21% 94% 0% 25% 14% 15% - 45% 98% 35% 30% 
50 6% 23% 79% 42% 23% 12% 15% - 30% 100% 37% 30%33 
33 The (-) symbol means that results are not available for this particular case.  
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Figure 5-1 visually illustrates the results. The black dotted line represents the average 
precision score of the visual similarity module. As we can see, precision scores in 
general are rather low. This can be partly explained by taking into consideration the 
nature of the test set. Most of the key frames/images depict complex real-life scenes, 
which are hard to analyse. It should be noted that the efficiency scores of the online 
classifier, even low in some cases34, are still higher than the scores achieved by the 
visual similarity module. Another interesting fact is the absence of precision for most 
combinations of descriptors, when using a training set of 25 medium-sized images. This 
is due the fact that 25 images are considered small data size in order to train correctly 
our classifier, especially when the negative set consists of 300 images. 
 
Figure 5-1: Average precision for all queries tested – Bing API  
By looking at the average precision values of the two modules, it is quite evident that 
the CS-EH combination performs better than the visual similarity module for all cases. 
An interesting fact is that it achieves a precision percentage increase ranging from 10% 
to 30% (depending on the training set), compared to the precision achieved by the 
visual similarity module. The precision values that all descriptors achieve, for the 
indicative concept “Beach”, and for normalized versus non-normalized descriptor 
values, can be found in the Appendix (pp. 88-89). 
34 Efficiency scores for the SIN task at TRECVID are generally low [81]  
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5.5 Visual descriptors – SIFT/SURF 
Another set of experiments is performed using the SIFT/SURF visual features. As 
already mentioned, the test data set for this set of experiments is limited to 30,000 
images. We set the parameters to SURF and RGB, and extract visual descriptors for 6 
queries-concepts. For these experiments, the training set consists of 50 images. We 
chose this training set size, because it achieves good efficiency at a reasonable speed. 
The other configuration options for our system stay the same. The precision values for 
the first 200 results that are returned to the user, is shown in Table 9. In the same 
table we can see the duration for each search query.  
Table 9: Average precision values 
SURF - RGB 
  
Queries - Concepts 
Average 
Beach Face Flowers Male Face Mountain Sky 
P@200 37% 66% 14% 56% 59% 56% 48% 
Time (sec) 680 506 668 420 793 704 629 
 
By looking at that table, it is clear that precision values are higher compared to those 
achieved by using the MPEG-7 features. Here, an average P@200 of 48% is achieved, 
while for the MPEG-7 descriptors the respective value (for the best performing 
settings) is 37% (see Table 8). This is an overall improvement of 30%. Of course this 
increase in precision comes with a cost. The search engine system performs much 
slower than the system using the MPEG-7 descriptors.  
5.6 Efficiency of the Search Engine API 
We have already seen the efficiency of our search engine using the Bing API (see Figure 
5-1). The efficiency of the Flickr API for all queries-concepts can be seen in Figure 5-2. 
It is obvious that the system’s performance for every combination tested is much 
lower that the performance of the visual similarity module. On the contrary, Bing’s 
efficiency is better when using the CS_EH combination. A direct comparison between 
the two search engine APIs using their best performing settings, is presented in Figure 
5-3. The precision score for Flickr is approximately 10%, while Bing achieves almost 
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40%. This is a significant percentage difference of almost 300%. This direct comparison 
shows that there is no point in using the Flickr API, at least with our current settings. A 
possible explanation for Flickr’s underperformance might be the fact that Flickr images 
are uploaded and tagged by users. Since their content is not officially verified, many 
images do not visually agree with their tag names. 
 
 
Figure 5-2: Average precision for all queries tested – Flickr API 
 
 
Figure 5-3: Average precision with best performing settings – Bing vs Flick 
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Figures 5-4 and 5-5 illustrate the retrieved images for the query “Beach” using the Bing 
and Flickr API respectively. It is clear that most images from Bing are highly related to 
the query-concept, while Flickr returns more irrelevant images.  
 
Figure 5-4: Sample training set for query "Beach" - Bing API 
 
Figure 5-5: Sample training set for query "Beach" - Flickr API 
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The efficiency of the system using the Flickr and the Bing API for the indicative query-
concept “Beach” is depicted in Figure 5-6 and Figure 5-7. In Figure 5-8, we can see for 
the same query-concept a direct comparison between the two APIs, using their best 
performing settings. Once again, the results are in favour of Bing API, as the precision 
scores for all training set sizes are much higher (40% compared to 10%). 
 
 
Figure 5-6: Efficiency for the query "Beach" - Flickr API 
 
 
Figure 5-7: Efficiency for the query "Beach" – Bing API 
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 Figure 5-8: Comparison between Bing and Flickr for the query "Beach" 
5.7 Speed of the Search Engine API 
The speed is another factor that contributes to the overall performance of a search 
engine. In order to compare the two search engine APIs (Bing and Flickr) downloading 
and execution time has been noted. In Table 10 and Table 11, we can see the total 
required time for downloading the training set images using the Bing and Flickr API 
respectively. A visual illustration of the results is given in Figure 5-9 and Figure 5-10. 
Table 12 and Table 13 show the total execution time, and Figure 5-11, Figure 5-12 
illustrate visually these times. 
It is obvious that for downloading, Flickr is much faster than the Bing API. It is worthy 
of attention that for medium-sized images, Flickr’s download time is less than 10 
seconds, even when downloading 300 images, while for Bing the respective time is 
around 40 seconds. For large sized images, Flickr again performs better. The difference 
in time is rather important, as Flickr needs approximately a third of the time that Bing 
does. 
As far as the execution time is concerned, the difference between Bing and Flickr API is 
rather small. For large-sized images Bing is a bit slower, while for medium-sized images 
both APIs have similar performance. The size and dimensions of the downloaded 
images is the main factor that affects the execution time. This will be analysed shortly. 
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Table 10: Download time for all queries - Bing API 
  Download time with Bing API 
Image 
Size 
Training 
Set 
Query - Concept Average time 
(seconds) Airplane Beach Building Cityscape Face Flowers Male Face Mountain Sky Vegetation 
M
ed
iu
m
 
 
50 32 23 23 22 7 5 15 16 23 25 19 
100 33 24 24 24 7 8 16 20 24 29 21 
150 34 27 26 26 9 10 18 22 28 33 23 
200 37 28 46 27 10 12 19 29 44 38 29 
300 54 31 65 32 31 19 28 35 66 59 42 
La
rg
e  
25 18 12 27 14 31 15 14 20 27 25 20 
50 23 22 30 25 49 25 24 30 31 32 29 
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Table 11: Download time for all queries - Flickr API 
Flickr API 
Image 
Size 
Training 
Set 
Query - Concept Average time 
(seconds) Airplane Beach Building Cityscape Face Flowers Male Face Mountain Sky Vegetation 
M
ed
iu
m
 
 
50 4 4 5 6 4 7 6 4 5 6 5 
100 5 5 5 7 5 8 7 6 4 4 6 
150 6 9 9 9 6 10 6 8 5 5 7 
200 7 6 6 10 8 12 10 9 6 7 8 
300 9 8 9 12 11 13 12 9 10 9 10 
La
rg
e  
25 5 4 8 7 6 10 10 5 7 5 7 
50 10 5 12 10 11 15 13 6 9 8 10 
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Table 12: Execution time for all queries – Bing API 
Bing API – CH_EH 
Image 
Size 
Training 
Set 
Concept Average time 
(seconds) Airplane Beach Building Cityscape Face Flowers Male Face Mountain Sky Vegetation 
M
ed
iu
m
 
  
50 18 17 19 16 14 22 13 17 20 15 17 
100 22 23 24 19 18 24 17 11 25 18 20 
150 24 29 28 25 25 31 20 22 31 18 25 
200 28 34 33 30 29 39 22 30 40 23 31 
300 33 45 43 38 35 45 30 35 45 28 38 
La
rg
e   
25 26 23 27 21 22 28 14 15 24 21 22 
50 36 28 43 28 30 42 20 22 41 30 32 
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Table 13: Execution time for all queries – Flickr API 
Flickr API - CS_EH 
Image 
Size 
Training 
Set 
Query - Concept Average time 
(seconds) Airplane Beach Building Cityscape Face Flowers Male Face Mountain Sky Vegetation 
M
ed
iu
m
 
  
50 15 16 22.24 21 16 14 15.66 19 19.01 19 18 
100 21 22 29.84 28 20 22 22 20 26 22 23 
150 28 28 36 34 23 21 29.76 23 37.44 25 29 
200 33 34 40 40 25 24 28 27 43 29 32 
300 42 43 53 50 33 29 30.49 31 55.81 32 40 
La
rg
e  
25 15 14 18 16 12 11 18.24 22 20 23 17 
50 18 17 23 21 15 13 19 25 21.12 26 20 
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 Figure 5-9: Average download time for all queries - Bing API 
 
 
Figure 5-10: Average download time for all queries - Flickr API 
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 Figure 5-11: Average execution time for all queries – Bing 
 
 
Figure 5-12: Average execution time for all queries – Flickr 
Of course the size of the downloaded images has to be taken into consideration. When 
medium or large-sized images are requested, Bing and Flickr treat the query 
differently. In general, for large-sized images, Bing’s returned results are much bigger 
in size than Flickr’s. The opposite stands for medium-sized images, where Bing’s 
returned images are smaller in size than the images returned from Flickr. This can be 
seen in Table 14 and Figure 5-13, for the concepts “Beach”, “Building” and “Sky”. 
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Table 14: Downloaded image size 
Image 
Size 
Training 
Set 
Total size – Bing (MB) Total size – Flickr (MB) 
Beach Building Face Sky Beach Building Face Sky 
M
ed
iu
m
 (z
) 
50 2 3 3 3 5 6 5 5 
100 4 5 4 5 10 12 10 10 
150 6 7 5 6 15 18 15 16 
200 8 9 8 9 20 24 19 21 
300 12 14 11 13 30 36 31 33 
La
rg
e 
(b
) 
25 32 39 21 15 6 8 7 6 
50 43 78 39 43 12 15 11 12 
 
 
Figure 5-13: Average image size 
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6 CONCLUSIONS 
In this thesis we have focused on new ways to improve and expand current interactive 
video search techniques. We achieved the expansion of the VERGE video search 
engine, by designing and developing a new module responsible for online content 
classification. The new module performs video search ‘on the fly’, without the need of 
any prior preparations.  
A web search engine API is used to retrieve images related to the query, which are 
used as our training set. Visual descriptors are extracted for images of both the 
training and the test data set. In our case, MPEG-7 visual features are used, but other 
descriptors can easily be integrated in our module.  
In order to retrieve the most relevant to the query videos, we have to discriminate 
between relevant and non-relevant shots. For this purpose, an SVM classifier is used, 
which receives as input the descriptors of the training set along with those of the test 
set. The distances produced are used to calculate the proximity of each video shot to 
the initial user query. To evaluate our work, experiments using the online classification 
module are conducted. The results are encouraging, and show that ‘on the fly’ video 
search can be performed with satisfactory results.   
Although the precision of the results presented in this thesis is satisfactory compared 
to the precision of the visual similarity module (based on query by visual example), it is 
still rather low for a viable, everyday, video search engine. There are still several open 
challenges, as well as future work that should be conducted.  
First, it would be very interesting to conduct extensive experiments with the SIFT/SURF 
descriptors or try other features, like the convolutional neural networks. It is our belief 
that the latter two descriptors will achieve better efficiency than the MPEG-7 
descriptors. It is also anticipated that the execution time will be higher, but it would be 
interesting to confirm it. Furthermore, investigation of the various sources for the 
retrieval of the training set images is of high importance. In this thesis, Bing and Flickr 
API were used, but there are still other APIs available.  
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Finally, it is worth looking into expanding the current search engine (VERGE). This can 
be done by performing classification based on user feedback, and retrieval based on 
multimodal fusion. In the first case, the system should provide the user with the initial 
retrieval results, in order to judge and mark them relevant or irrelevant. A supervised 
machine learning algorithm is applied to learn the user’s feedback. As far as the 
multimodal fusion is concerned, information from multiple modalities (i.e. textual, 
visual, click-through data) is combined in order to accomplish various video analysis 
and search tasks.      
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A. APPENDIX 
I. Code 
 
 
Figure A-1: The "runningBingQuery" function 
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 Figure A-2: The “Download” module 
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 Figure A-3: Part of the “AceExtract” module 
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 Figure A-4: The "Normalization" module 
 
 
Figure A-5: The "SVM-train" module 
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 Figure A-6: The "SVM-test" module 
 
Figure A-7: Part of the PHP code 
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 Figure A-8: GroundTruthTable and Predict functions
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II. Figures  
 
 
Figure A-9: Efficiency for the concept "Airplane" – Bing API 
 
Figure A-10: Efficiency for the concept "Building" – Bing API 
 
Figure A-11: Efficiency for the concept "Cityscape" – Bing API 
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 Figure A-12: Efficiency for the concept "Face" – Bing API 
 
Figure A-13: Efficiency for the concept "Flowers" – Bing API 
 
Figure A-14: Efficiency for the concept "Male Face" – Bing API 
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 Figure A-15: Efficiency for the concept "Mountain" – Bing API 
 
Figure A-16: Efficiency for the concept "Sky" – Bing API 
 
Figure A-17: Efficiency for the concept "Vegetation" – Bing API 
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III. Tables 
 
Table A-1: Summary for concept "Beach" - Non-normalized values - Bing 
API: Bing Concept: Beach - Normalization = No 
Image size Training sample P@200 (%) 
CL CS SC EH HT CL_EH CS_EH 
M
ed
iu
m
 
50 0% 0% 0% 0% 0% 0% 0% 
100 0% 0% 0% 38% 0% 0% 0% 
150 0% 0% 0% 31% 0% 0% 0% 
200 0% 0% 0% 28% 0% 0% 0% 
300 0% 0% 0% 27% 0% 67% 0% 
Average 0% 0% 0% 25% 0% 13% 0% 
La
rg
e 25 0% 0% 0% 0% 0% 0% 0% 
50 0% 0% 0% 23% 0% 0% 0% 
Average 0% 0% 0% 12% 0% 0% 0% 
 
 
 
Table A-2: Summary for concept "Beach" - Normalized values - Bing 
API: Bing Concept: Beach - Normalization = Yes 
Image size Training Sample P@200 (%) 
CL CS SC EH HT CL_EH CS_EH 
M
ed
iu
m
 
50 0% 1% 0% 18% 0% 19% 32% 
100 0% 1% 0% 16% 0% 24% 41% 
150 1% 2% 0% 22% 0% 27% 35% 
200 1% 7% 0% 26% 0% 31% 31% 
300 1% 4% 0% 25% 1% 28% - 
Average 1% 3% 0% 21% 0% 26% 35% 
La
rg
e 25 0% 0% 0% 16% 0% 8% 21% 
50 0% 0% 0% 12% 0% 14% 23% 
Average 0% 0% 0% 14% 0% 11% 22% 
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Table A-3: Summary for concept "Beach" - Non-normalized values - Flickr 
API: Flickr Concept: Beach - Normalization = No 
Image size Training sample P@200 (%) 
CL CS SC EH HT CL_EH CS_EH 
M
ed
iu
m
 
(z
) 
50 0% 0% 0% 0% 0% 0% 0% 
100 0% 0% 0% 26% 0% 0% 0% 
150 0% 0% 0% 24% 0% 0% 0% 
200 0% 0% 0% 29% 0% 0% 0% 
300 0% 0% 0% 29% 0% 0% 0% 
Average 0% 0% 0% 22% 0% 0% 0% 
La
rg
e 
(b
) 
25 0% 0% 0% 0% 0% 0% 0% 
50 0% 0% 0% 0% 0% 0% 0% 
Average 0% 0% 0% 0% 0% 0% 0% 
 
 
 
Table A-4: Summary for concept "Beach" - Normalized values - Flickr 
API: Flickr Concept: Beach - Normalization = Yes 
Image size Training Sample P@200 (%) 
CL CS SC EH HT CL_EH CS_EH 
M
ed
iu
m
 
(z
) 
50 0% 0% 0% 7% 0% 5% 8% 
100 0% 0% 0% 5% 0% 4% 2% 
150 0% 0% 0% 5% 0% 5% 3% 
200 0% 0% 0% 6% 0% 7% 3% 
300 0% 0% 0% 8% 0% 5% 5% 
Average 0% 0% 0% 6% 0% 5% 4% 
La
rg
e 
(b
) 
25 0% 0% 0% 1% 0% 0% 0% 
50 0% 0% 0% 6% 0% 3% 4% 
Average 0% 0% 0% 4% 0% 2% 2% 
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