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SINGULAR LEXICOGRAPHIC POINTS ON HILBERT SCHEMES
RITVIK RAMKUMAR AND ALESSIO SAMMARTANO
Abstract. We study the geometry of standard graded Hilbert schemes of
polynomial rings and exterior algebras. We are motivated by a famous theo-
rem of Reeves and Stillman for the Grothendieck Hilbert scheme, which states
that the lexicographic point is smooth. By contrast, we show that, in standard
graded Hilbert schemes of polynomial rings and exterior algebras, the lexico-
graphic point can be singular, and it can lie in multiple irreducible components.
We settle questions of [I. Peeva, M. Stillman, Math. Ann. 339 (2007)] and of
[D. Maclagan, G. Smith, Adv. Math. 223 (2010)].
1. Introduction
Hilbert schemes are fundamental parameter spaces in Algebraic Geometry. The
most classical example is the Grothendieck Hilbert scheme HilbppPnq [G61], which
parametrizes closed subschemes of Pn with a fixed Hilbert polynomial p. However,
it is often useful to consider the more general standard graded Hilbert scheme
HhpRq, which parametrizes homogeneous ideals with a fixed Hilbert function h
in a graded ring R; see [HS04] for the general theory and several applications.
Then HilbppPnq is a special case of HhpRq, when R is a polynomial ring and h is
a sufficiently large truncation of p. Moreover, structural questions about various
loci in the Grothendieck Hilbert scheme are often approached via standard graded
Hilbert schemes, see [CEVV09,DJNT17,E12] to name a few examples.
To aid in the study of Hilbert schemes, it is beneficial to identify distinguished
points on them. Lexicographic ideals were introduced by Macaulay [M27] to clas-
sify Hilbert functions and Hilbert polynomials. Several notable classes of Hilbert
schemes, including HilbppPnq and HhpRq when R is a polynomial ring or an exte-
rior algebra, possess a unique lexicographic point. Often, the lexicographic point
can be used to obtain geometric and algebraic information on the Hilbert scheme,
e.g. about connectedness [PS05, H66], irreducible components [R95], and syzy-
gies [GMP11,MP12]. A fundamental result in this context was proved by Reeves
and Stillman [RS97]: the lexicographic point on the Grothendieck Hilbert scheme
HilbppPnq is always smooth. The result is particularly strong, since HilbppPnq
is smooth if n ď 2 [F68], but otherwise it can have arbitrary singularities [V06].
An important consequence of the Reeves-Stillman theorem is the fact that it de-
termines a canonical component of HilbppPnq, now known as the Reeves-Stillman
component. The theorem is useful in various situations, e.g. in questions of smooth-
ness [SS20,R19b,S17], rationality [LR11], and in explicit constructions [G08,R19a].
In some sense, the Reeves-Stillman theorem and Hartshorne’s connectedness theo-
rem are the only general tools available in the complicated study of the geography
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of HilbppPnq. A version of the Reeves-Stillman theorem holds for toric Hilbert
schemes, where the role of the lexicographic point is played by the toric point [PS02].
It is natural to ask whether the Reeves-Stillman theorem holds for standard
graded Hilbert schemes HhpRq, see [GMP11, p. 157]. The most prominent cases
of interest are that of the polynomial ring R “ S, which provides the most natural
generalization of HilbppPnq, and the case of the exterior algebra R “ E, where
the tangent space enjoys extra structure in terms of Gro¨bner flips [PS07]. More
generally, one would like to know whether the lexicographic point establishes a
canonical component of HhpRq. In this paper we answer these questions negatively.
For the polynomial ring, we prove the following result, which settles a question
of [MS10, p. 1610].
Theorem 1. Let S “ krx, y, zs and H “ HhpSq be the standard graded Hilbert
scheme with Hilbert function h “ p1, 3, 4, 4, 3, 3, 3, . . .q. Then H is the union of two
irreducible components of dimension 8, and the lexicographic point of H lies in
their intersection; in particular, the lexicographic point is singular.
For the exterior algebra, we prove the following result, which settles a question
of [PS07, p. 546].
Theorem 2. Let E “
Ź
xe1, . . . , e5y and let H “ H
hpEq be the standard graded
Hilbert scheme with Hilbert function h “ p1, 5, 7, 2q. Then H is the union of two
irreducible components of dimension 14 and 15, and the lexicographic point of H
lies in their intersection; in particular, the lexicographic point is singular.
2. Preliminaries
In this section we fix some notation and terminology. Throughout the paper
k denotes an algebraically closed field with charpkq ‰ 2. All rings and ideals in
this paper are N´graded k´vector spaces, and we will omit the word “graded”.
We only consider algebras R that are finitely generated in degree 1, mainly the
polynomial ring S and the exterior algebra E, and their quotients.
We denote by Vd the graded component of degree d P Z of a vector space V . We
use xf1, . . . , fmy to denote the k-linear span of elements f1, . . . , fm.
The Hilbert function of an algebra R is the sequence pdimkRd : d P Nq. We
only consider Hilbert functions of algebras, therefore, by abuse of terminology, when
I is an ideal, the phrase “Hilbert function of I” refers to the Hilbert function of the
algebra presented by I.
When R is a quotient of S, the h-vector ph0, h1, . . . , hsq of R is the vector of
coefficients of the numerator of the Hilbert series of R. For fixed Krull dimension,
h-vectors correspond bijectively to Hilbert functions. We have degpRq “
řs
i“0 hi.
If R is Cohen-Macaulay, the h-vector is the Hilbert function of a general Artinian
reduction of R, and hi ě 0 for each i.
We denote by HhpRq the standard graded Hilbert scheme parametriz-
ing ideals of R with Hilbert function h [HS04]. We denote by HilbppPnq the
Grothendieck Hilbert scheme parametrizing closed subschemes of Pn with
Hilbert polynomial p, equivalently, saturated ideals with Hilbert polynomial p.
We fix the lexicographic order among monomials of S or E. A lexicographic
ideal is a monomial ideal L such that each Ld is spanned by the dimk Ld largest
monomials of degree d. Classical results of Macaulay and Kruskal-Katona state
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that, for all h such that HhpRq ‰ H, there exists a unique lexicographic ideal
L P HhpRq, for both R “ S and R “ E. See [GMP11] for more details.
We let inlexpIq denote the initial ideal of an ideal I. There is a one-parameter
family whose general fiber is I and whose special fiber is inlexpIq; this phenomenon
is known as Gro¨bner degeneration.
We denote by Grpr, V q, resp. Grpr, nq, the Grassmannian variety parametrizing
r-dimensional subspaces of V , resp. of kn. Recall that dimGrpr, nq “ rpn´ rq.
A pencil of quadrics of R is a 2-dimensional subspace V Ď R2.
3. The standard graded Hilbert scheme of the polynomial ring
This section is devoted to the proof of Theorem 1. Let S “ krx, y, zs be the
polynomial ring in 3 variables over k. We consider the standard graded Hilbert
scheme H “ HhpSq, which parametrizes ideals of S with Hilbert function
h “ p1, 3, 4, 4, 3, 3, 3, . . .q
in other words ideals I Ď S such that
I0 “ I1 “ 0, dimk I2 “ 2, dimk I3 “ 6, dimk Id “
ˆ
d` 2
2
˙
´ 3 for d ě 4.
Since ideals I P H define subschemes V pIq Ď P2 of dimension 0 and degree 3,
we consider Hilb3pP2q, and collect some basic facts in the next lemma.
Lemma 3.1. The Hilbert scheme Hilb3pP2q is a smooth irreducible 6-fold. It is
stratified by h-vectors into locally closed subschemes
(3.1) Hilb3pP2q “ Hp1,2q
š
Hp1,1,1q
where Hp1,2q is open and Hp1,1,1q is an irreducible divisor. The subscheme Hp1,1,1q
is the locus of complete intersections of degrees t1, 3u, while Hp1,2q is the locus of
codimension 2 ideals of minors of 2ˆ 3 matrices of linear forms.
Proof. The first statement is [F68, Theorem 2.4]. Every J P Hilb3pP2q is saturated,
hence Cohen-Macaulay, of codimension 2 and degree 3. The only possible h-vectors
are p1, 2q and p1, 1, 1q, and this yields the stratification (3.1). The ideals J P Hp1,1,1q
are of the form J “ pℓ, cq where xℓy P Grp1, S1q – P
2 and xcy PGrp1, S3{ℓS2q – P
3.
It follows that Hp1,1,1q is isomorphic to a P
3-bundle on a P2, and therefore it is
a closed irreducible 5-dimensional subscheme of Hilb3pP2q. The last statement
follows from the Hilbert-Burch theorem. 
We define three loci in the Hilbert scheme, according to the h-vector of the
saturation and the codimension of the quadratic part of an ideal.
Definitions 3.2. Let X be the closure in H of the locus X ˝ consisting of ideals I
such that the ideal pI2q has codimension 2.
Let X 1 be the locus of ideals I P H such that satpIq has h-vector p1, 2q and the
ideal pI2q has codimension 1.
Let Y be the locus of ideals I P H such that satpIq has h-vector p1, 1, 1q.
Proposition 3.3. The locus X Ď H is irreducible of dimension 8.
Proof. We have a map X ˝ Ñ Hp1,2q defined by I ÞÑ satpIq. By Lemma 3.1, every
ideal J P Hp1,2q is generated by quadrics. Moreover, by upper semicontinuity,
a general V P Grp2, J2q generates an ideal of codimension 2. Let I P X
˝ with
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satpIq “ J . By definition, the ideal pI2q has codimension 2, hence it is a complete
intersection of 2 quadrics. Comparing the Hilbert functions of I and pI2q, we deduce
that I “ pI2, J4q, with I2 P Grp2, J2q – P
2. Thus, the fiber over each J P Hp1,2q
is an open subset of a P2. By Lemma 3.1 we conclude that X ˝, and therefore also
X , are irreducible of dimension 8. 
Lemma 3.4. Every ideal J P Hp1,2q is in the GL3-orbit of one of the following
(1) pxy, xz, yzq,
(2) px2, xy, yzq,
(3) px2, xy, xz ` y2q,
(4) px2, xy, y2q.
Proof. The subscheme V pJq Ď P2 has dimension 0 and degree 3, so it is sup-
ported at 1, 2, or 3 points. More specifically, J “ Xsi“1qi where each qi is pri-
mary supported at an isolated point, s ď 3, and
řs
i“1 degpqiq “ 3. If s “ 3
and the points are non-collinear, then we may change coordinates to have J “
px, yq X px, zq X py, zq “ pxy, xz, yzq. On the other hand, if the points are collinear,
then J “ pℓ, cq with ℓ P S1, c P S3, thus J has h-vector p1, 1, 1q. If s “ 2, then we
may assume degpq1q “ 1 and degpq2q “ 2. Up to changes of coordinates, we have
q1 “ px, yq and either q2 “ px, z
2q or q2 “ px
2, zq. However, the former case cannot
occur, since J contains no linear form, therefore J “ px, yq X px2, zq “ px2, xy, yzq.
Finally, the cases with s “ 1 follow e.g. from [MM18, Theorem 2.1]. 
Lemma 3.5. We have X 1 Ď X .
Proof. The map X 1 Ñ Hp1,2q, defined by I ÞÑ satpIq, stratifies X
1 by the GL3-orbits
of saturations. There are four strata X 1p1q,X
1
p2q,X
1
p3q,X
1
p4q, corresponding to the
orbits of Lemma 3.4, and it suffices to show that X 1piq Ď X for each i. Equivalently,
it suffices to show that, for each of the four ideals J of Lemma 3.4 and every I P X 1
with satpIq “ J , we have I P X . We also point out that for all I P X 1, since
the ideal pI2q has codimension 1, I2 is spanned by two reducible quadrics with a
common factor, i.e., I2 is a pencil of reducible quadrics.
Stratum X 1p1q: Let I P X
1 with satpIq “ J “ pxy, xz, yzq. There are 3 pencils
of reducible quadrics in J2, namely xxy, xzy, xxy, yzy, and xxz, yzy, so we may
assume I2 “ xxy, xzy. Comparing the Hilbert functions of I and J we deduce that
I “
`
xy, xz, yzpαy ` βzq, y3z, y2z2, yz3
˘
for some α, β P k. In order to show that
X 11 Ď X , it suffices to show that I is a limit of ideals of X
˝ when α, β ‰ 0, since X
is closed. A desired limit is
Iptq “
`
xy`typαy`βzq, xz, y3z, y2z2, yz3
˘
ÝÑ pxz, xy, yzpαy`βzq, y3z, y2z2, yz3q,
in fact, we have Iptq P X ˝ because sat
`
Iptq
˘
“ pxy ` tαy2, xz, yzq is the ideal of
minors of the matrix ˆ
x y 0
´tαy y z
˙
and hence it belongs to Hp1,2q by Lemma 3.1.
Stratum X 1p2q: Let I P X
1 with satpIq “ J “ px2, xy, yzq. The pencils of reducible
quadrics in J2 are xx
2, xyy and xxy, yzy. If I2 “ xxy, yzy then we conclude that
I “
`
xy, yz, x2pαx` βzq, x4, x3z, x2z2
˘
for some α, β P k. When α, β ‰ 0, we have
I P X since, as in the previous paragraph, it is a limit of ideals in X ˝:
Iptq “
`
yz` txpαx`βzq, xy, x4, x3z, x2z2
˘
ÝÑ
`
yz, xy, x2pαx`βzq, x4, x3z, x2z2
˘
.
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If I2 “ xx
2, xyy then I “
`
x2, xy, yzpαy ` βzq, y3z, y2z2, yz3
˘
, and the following
limit for α, β ‰ 0 shows that I P X
Iptq “
`
x2`tpαy`βzqz, xy, y3z, y2z2, yz3
˘
ÝÑ
`
x2, xy, yzpαy`βzq, y3z, y2z2, yz3
˘
.
Stratum X 1p3q: Let I P X
1 with satpIq “ J “ px2, xy, xz ` y2q. Since xz ` y2
is irreducible, the only pencil of reducible quadrics in J2 is xx
2, xyy. We get I “`
x2, xy, pxz ` y2qpαy ` βzq
˘
` pxz ` y2q
`
y, zq2 and the following limit for α, β ‰ 0
shows that I P X
Iptq “
`
x2 ` tpαy2 ` βzyq, xy ´ tpαyz ` βz2q
˘
` py2 ` xzq
`
x, y, z
˘2
Ñ
`
x2, xy, py2 ` xzqpαy ` βzq
˘
` py2 ` xzq
`
y, z
˘2
.
Stratum X 1p4q: Let I P X
1 with satpIq “ J “ px2, xy, y2q. Up to changes of coor-
dinates, we may assume I2 “ xx
2, xyy, then I “ px2, xy, y2pαy` βzq, y4, y3z, y2z2q,
and the following limit for α, β ‰ 0 shows that I P X
Iptq “
`
x2 ` typαy ` βzq, xy, y4, y3z, y2z2
˘
ÝÑ
`
x2, xy, y2pαy ` βzq, y4, y3z, y2z2
˘
.

Proposition 3.6. The locus Y Ď H is closed and irreducible of dimension 8.
Proof. We have a map Y Ñ Hp1,1,1q defined by I ÞÑ satpIq. An ideal J P Hp1,1,1q is
of the form J “ pℓ1, c1q with ℓ1 P S1, c1 P S3zpℓ1q. For every I P Y with satpIq “ J ,
by comparing Hilbert functions, we must have I “ pℓ1ℓ2, ℓ1ℓ3, c2, J4q where
xℓ2, ℓ3y P Grp2, S1q – P
2, xc2y P Gr
ˆ
1,
J3
xℓ1ℓ2, ℓ1ℓ3yS1
˙
“Grp1, 2q – P1.
Thus, the fiber over each J P Hp1,1,1q is a P
1-bundle over a P2, and by Lemma 3.1
we conclude that Y is irreducible of dimension 8. Note that Y Ď H is closed, since
it is the preimage of the closed subset Hp1,1,1q Ď Hilb
3pP2q. 
We are ready to state the main result of this section.
Theorem 1. The standard graded Hilbert scheme H “ HhpSq is a union of two
irreducible components of dimension 8. The lexicographic point of H lies in the
intersection of the two components, and is a singular point.
Proof. By Definitions 3.2 and Lemma 3.5 we have H “ X Y Y, and it follows from
Propositions 3.3 and 3.6 that X and Y are distinct irreducible components.
The lexicographic ideal of H is L “ px2, xy, xz2, y4, y3zq. Since satpLq “ px, y3q,
we have L P Y. Now consider J P H defined by
J “ px2, xy ` xz ´ y2q ` xypx, y, zq2.
We have J P X because satpJq “ px2, xy ` xz ´ y2, xyq is the ideal of minors ofˆ
x y y ` z
0 x y
˙
.
We have L “ inlexpJq, so by Gro¨bner degeneration we obtain L P X as desired. 
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4. The standard graded Hilbert scheme of the exterior algebra
This section is devoted to the proof of Theorem 2. Let E “
Ź
E1 be the exterior
algebra of a 5-dimensional vector space E1 “ xe1, e2, e3, e4, e5y over k. We consider
the standard graded Hilbert scheme H “ Hp1,5,7,2qpEq, which parametrizes ideals
of E with Hilbert function p1, 5, 7, 2q, in other words ideals I Ď E such that
I0 “ I1 “ 0, dimk I2 “ 3, dimk I3 “ 8, I4 “ E4, I5 “ E5.
We collect some simple facts about exterior algebras in the next lemma.
Lemma 4.1. With notation as above, let ℓi denote elements of E1, let q, qi denote
elements of E2, and let V be a subspace of E1.
(1) rankpqq “ 2ô q “ ℓ1 ^ ℓ2 for some ℓi with dimkxℓ1, ℓ2y “ 2.
(2) rankpqq “ 4ô q “ ℓ1^ ℓ2` ℓ3^ ℓ4 for some ℓi with dimkxℓ1, ℓ2, ℓ3, ℓ4y “ 4.
(3) xq1, q2y is a pencil of rank 2 quadrics ô xq1, q2y “ xℓ1^ℓ2, ℓ1^ℓ3y for some
ℓi with dimkxℓ1, ℓ2, ℓ3y “ 3.
(4) rankpqq ď 2ô q2 “ 0.
(5) Let q “ ℓ1 ^ ℓ2 be of rank 2, then q P
Ź2
V ô ℓ1, ℓ2 P V .
(6) Let q “ ℓ1 ^ ℓ2 ` ℓ3 ^ ℓ4 be of rank 4, then q P
Ź2
V ô ℓ1, ℓ2, ℓ3, ℓ4 P V .
(7) Let q “ ℓ1^ ℓ2 ` ℓ3^ ℓ4 be of rank 4, then ℓ5 ^ q “ 0ô ℓ5 P xℓ1, ℓ2, ℓ3, ℓ4y.
We begin our analysis by distinguishing ideals based on pencils of rank 2 quadrics.
Lemma 4.2. Let I Ď E be an ideal with Hilbert function p1, 5, 7, 2q. If I contains no
pencil of rank 2 quadrics, then I2 Ď
Ź2
V Ď E2 for some subspace V P Grp4, E1q.
Proof. Let I2 “ xq1, q2, q3y. The ideal I contains rank 4 quadrics, hence we may
assume q1 “ e1^ e2` e3^ e4. We claim that I2 Ď
Ź2
V where V “ xe1, e2, e3, e4y.
Assume by contradiction I2 Ę
Ź2
V , for instance q2 R
Ź2
V . Without loss of
generality e1^ e5 is in the support of q2, and, up to scaling, q2 “ pe1` ℓ1q^ e5` q
1
2
with q12 P
Ź2
V and ℓ1 P xe2, e3, e4y. If q
1
2 is linearly independent from q1 then I3
contains 9 independent cubics
e1 ^ q1, e2 ^ q1, e3 ^ q1, e4 ^ q1, e5 ^ q1, e2 ^ q2, e3 ^ q2, e4 ^ q2, e5 ^ q
1
2,
contradicting dimk I3 “ 8. Thus we may assume q
1
2 “ 0 and q2 “ pe1 ` ℓ1q ^ e5.
Let ℓ1 “ α2e2`α3e3`α4e4 with αi P k. The change of coordinates e1 ÞÑ e1´α2e2
fixes q1 and allows to assume that α2 “ 0. Likewise, and up to switching e3 and
e4, we may assume that ℓ “ αe3 where α “ α3 P k, so that q2 “ pe1 ` αe3q ^ e5.
Now we claim that q3 P
Ź2
V . First, observe that q1 ^ V “
Ź3
V Ď I3 and
W ^ e5 Ď I3, where
W “ xe1 ^ e2 ` e3 ^ e4, e1 ^ e3, pe1 ` αe3q ^ e2, pe1 ` αe3q ^ e4y Ď
2ľ
V.
Since the two subspaces of I3 are disjoint and both have dimension 4, we deduce
that I3 “ p
Ź3
V q‘ pW ^ e5q. Now let q3 “ ℓ2^ e5` q
1
3 with q
1
3 P
Ź2
V and ℓ2 P V .
Using q2 we may assume ℓ2 P U “ xe2, e3, e4y. Suppose that ℓ2 ‰ 0. We have the
inclusion q3 ^ U Ď I3 “ p
Ź3
V q ‘ pW ^ e5q, which, going modulo
Ź3
V , becomes
ℓ2^e5^U ĎW^e5, equivalently, ℓ2^U ĎW . In fact, we have ℓ2^U ĎWX
Ź2
U .
However, it is easy to see that W X
Ź2
U “ xe3 ^ pαe2 ´ e4qy, contradicting the
fact that dimkpℓ2 ^ Uq “ 2. Therefore ℓ2 “ 0 and q3 P
Ź2
V .
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We have q3^e5 P I3X
`Ź2
V ^e5
˘
“W ^e5, which yields q3 PW . Since q1 and
q3 are independent, we may assume q3 P xe1 ^ e3, pe1 ` αe3q ^ e2, pe1 ` αe3q ^ e4y.
This implies that q3 “ pe1`αe3q^ℓ3 for some ℓ3 P U , since e1^e3 “ pe1`αe3q^e3.
But then xq2, q3y is a pencil of rank 2 quadrics, contradicting the hypothesis. 
Inspired by Lemma 4.2, we define the following two loci in the Hilbert scheme.
Definitions 4.3. Let X be the closure in H of the locus X ˝ consisting of ideals
I “ pℓ1 ^ ℓ2, ℓ1 ^ ℓ3, qq
where ℓi P E1, q P E2.
Let Y be the closure in H of the locus Y˝ consisting of ideals
I “ pq1, q2, q3, cq
where qi P E2, c P E3 are such that I2 Ď
Ź2
V for some V P Grp4, E1q, but
I2 Ę
Ź2
W for all W P Grp3, E1q.
Lemma 4.4. Let I Ď E be an ideal with Hilbert function p1, 5, 7, 2q containing a
pencil of rank 2 quadrics. Then I lies in X Y Y.
Proof. Up to changing coordinates, we may assume that I2 “ xe1 ^ e2, e1 ^ e3, qy,
q “ e1 ^ ℓ1 ` q
1, ℓ1 P t0, e4u and q
1 P
Ź2
V with V “ xe2, e3, e4, e5y. Observe that
the following susbpaces of I3 are disjoint
U “ xe1 ^ e2, e1 ^ e3y ^ E1, U
1 “ xe2 ^ q
1, e3 ^ q
1, e4 ^ q
1, e5 ^ qy.
Since dimk U “ 5, dimk I3 “ 8, we deduce dimk U
1 ď 3. Going modulo e1 this
yields dimkpq
1 ^ V q ď 3, which in turn implies rankpq1q ď 2. Write q1 “ ℓ2 ^ ℓ3
where ℓ2, ℓ3 P V . We distinguish three cases.
Case 1: Suppose first that ℓ1 “ 0. Then q
1 ‰ 0, and consider the subspace
W “ xe1, e2, e3, ℓ2, ℓ3y Ď E1. If dimkW “ 5, then we may assume ℓ2 “ e4, ℓ3 “ e5.
In this case the ideal pI2q has Hilbert function p1, 5, 7, 2q, so I “ pI2q P X
˝ Ď X .
If dimkW ď 4, then we may assume W Ď xe1, e2, e3, e4y. Thus ℓ2, ℓ3 P xe2, e3, e4y,
and we may assume ℓ2 P xe2, e3y. Changing coordinates in xe2, e3y, we may further
assume ℓ2 “ e2, so that q
1 “ e2^pαe3`βe4q for some α, β P k with pα, βq ‰ p0, 0q.
The ideal pI2q has Hilbert function p1, 5, 7, 3q for every α, β, so I “ pI2, cq for some
c P E3. If β ‰ 0, then, using Lemma 4.1 (5), we see that I P Y
˝ Ď Y. Taking a
limit β Ñ 0, we deduce that I P Y also when β “ 0.
Case 2: Suppose now that ℓ1 “ e4 and q
1 ‰ 0. If e5 appears in q
1, then it follows
that dimk U
1 ě 3, forcing I3 “ U ‘ U
1, so I “ pI2q has Hilbert function p1, 5, 7, 2q
and I P X ˝ Ď X . If e5 does not appear in q
1, then q1 P
Ź2
xe2, e3, e4y. We get
I2 ^ E1 ” q ^ E1 ” xe2 ^ e3 ^ e4, q ^ e5y pmod Uq, so pI2q has Hilbert function
p1, 5, 7, 3q, and I “ pI2, cq for some c P E3. Using Lemma 4.1 (5), (6), we verify
that I P Y˝ Ď Y.
Case 3: Suppose, finally, that q1 “ 0, so ℓ1 “ e4 and I2 “ xe1^e2, e1^e3, e1^e4y.
Since pI2q has Hilbert function p1, 5, 7, 4, 1q, it follows that I “ pI2, c1, c2q with
c1, c2 P E3. We may assume c1 P xe2 ^ e3 ^ e5, e2 ^ e4 ^ e5, e3 ^ e4 ^ e5y, by
possibly using c2 to cancel e2 ^ e3 ^ e4. Hence, c1 is the product of e5 and a
(reducible) quadric in
Ź2
xe2, e3, e4y, and we may assume c1 “ e2 ^ e3 ^ e5. By
the same argument, we can choose c2 “ e4 ^ ℓ4 ^ ℓ5 with ℓ4, ℓ5 P xe2, e3, e5y. If
xℓ4, ℓ5y “ xe2, e3y then xc2y “ xe2^e3^e4y. Otherwise, we may assume ℓ5 “ e5`ℓ6
with ℓ4, ℓ6 P xe2, e3y. Applying the change of coordinates e5 ÞÑ e5 ´ ℓ6, and then a
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change of coordinates in xe2, e3y, we fix I2 and c1, while reducing ℓ4^ ℓ5 to e2^ e5,
so that xc2y “ xe2^e4^e5y. To summarize, when q
1 “ 0 we may change coordinates
to transform I to one of the two ideals
K “ pe1 ^ e2, e1 ^ e3, e1 ^ e4, e2 ^ e3 ^ e5, e2 ^ e4 ^ e5q,
L “ pe1 ^ e2, e1 ^ e3, e1 ^ e4, e2 ^ e3 ^ e4, e2 ^ e3 ^ e5q.
In order to conclude, it suffices to show that K P X and L P Y. They are initial
ideals K “ inlexpK
1q and L “ inlexpL
1q of the ideals
K 1 “ pe1 ^ e2, e1 ^ e3, e1 ^ e4 ` e2 ^ e5q,
L1 “ pe1 ^ e2, e1 ^ e3, e1 ^ e4 ` e2 ^ e3, e2 ^ e3 ^ e5q,
The conclusion follows by Gro¨bner degeneration, since K 1 P X ˝ and L1 P Y˝. 
Lemma 4.5. Let I Ď E be an ideal with Hilbert function p1, 5, 7, 2q such that
I2 Ď
Ź
V for some V P Grp4, E1q. Then I lies in X Y Y.
Proof. If I2 contains no rank 4 quadric, then it contains a pencil of rank 2 quadrics
and the conclusion follows from Lemma 4.4. Without loss of generality we may
assume V “ xe1, e2, e3, e4y and I2 “ xe1 ^ e2 ` e3 ^ e4, q1, q2y with q1, q2 P
Ź2
V .
Observe that
I2 ^ E1 “
´ 3ľ
V
¯
‘
´
I2 ^ e5
¯
has dimension 7. It follows that I “ pI2, cq for some c P E3, and by Lemma 4.1 (6)
we conclude I P Y˝ Ď Y. 
Now we turn to parametrizing the loci X and Y.
Proposition 4.6. The locus X Ď H is irreducible and 14-dimensional.
Proof. Consider the general member I P X , that is, an ideal I P X ˝, which satisfies
I “ pℓ1 ^ ℓ2, ℓ1 ^ ℓ3, qq
with Hilbert function p1, 5, 7, 2q, such that ℓi P E1, q P E2. We observe that
ℓ1 ^ q
2 “ 0. In fact, if ℓ1 ^ q
2 ‰ 0, then by Lemma 4.1 (4), (7), rankpqq “ 4
and q P
Ź2
V for some V P Grp4, E1q with ℓ1 R V . However, as it follows from
the discussion in the first paragraph of the proof of Lemma 4.4, this generates a
contradiction.
We parametrize I by choosing subspaces
xℓ1y P Grp1, E1q – P
4,(4.1)
xℓ2, ℓ3y P Gr
ˆ
2,
E1
xℓ1y
˙
–Grp2, 4q,(4.2)
xqy P Z ĎGr
´
1,
E2
xℓ1 ^ ℓ2, ℓ1 ^ ℓ3y
¯
– P7,(4.3)
where Z Ď P7 is the locus of points xqy such that ℓ1 ^ q
2 “ 0 and
(4.4) dimk
`
xℓ1 ^ ℓ2, ℓ1 ^ ℓ3, qy ^ E1
˘
“ 8.
Extending tℓ1, ℓ2, ℓ3u to a basis tℓ1, ℓ2, ℓ3, ℓ4, ℓ5u of E1, a system of projective co-
ordinates in this P7 is given by the coefficients λi,j of the non-zero basis vectors
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ℓi^ ℓj . It is easy to see that the condition ℓ1^q
2 “ 0 defines an irreducible quadric
hypersurface Q Ď P7 with equation
λ2,3λ4,5 ` λ2,4λ3,5 ` λ2,5λ3,4 “ 0,
and Z Ď Q is the subset where (4.4) holds. We claim that condition (4.4) is open
in Q, equivalently, that 8 is the largest possible dimension for the vector space in
(4.4) as xqy P Q. If q2 “ 0, then q is reducible, and, up to changing coordinates,
the space xℓ1^ ℓ2, ℓ1^ ℓ3, qy is generated by monomials; it is easy then to conclude
that dimk
`
xℓ1^ ℓ2, ℓ1^ ℓ3, qy^E1
˘
ď 8. If q2 ‰ 0, then, since ℓ1^ q
2 “ 0, we have
q “ ℓ1 ^ ℓ6 ` ℓ7 ^ ℓ8 for some ℓ6, ℓ7, ℓ8 P E1 by Lemma 4.1 (7), and
dimk
pxℓ1 ^ ℓ2, ℓ1 ^ ℓ3, qy ^ E1q ` pℓ1 ^ E2q
pℓ1 ^ E2q
“ dimk
pℓ7 ^ ℓ8 ^ E1q ` pℓ1 ^ E2q
pℓ1 ^ E2q
ď 2
which implies the desired inequality, since dimkpℓ1 ^ E2q “ 6. We conclude that
Z Ď Q is an open subset. It is also non-empty, since e.g. xℓ1 ^ ℓ4 ` ℓ2 ^ ℓ5y P Z,
therefore Z is irreducible of dimension 6.
By definition, all ideals I P X ˝ arise in this way. Conversely, any such choices
(4.1), (4.2), (4.3) determine an ideal in X ˝, since, by construction, the resulting
ideal pℓ1 ^ ℓ2, ℓ1 ^ ℓ3, qq has the correct Hilbert function p1, 5, 7, 2q. Moreover, we
claim that each ideal I P X ˝ is obtained for a unique choice of subspaces (4.1),
(4.2), (4.3). First, since I “ pI2q, we observe that I contains a unique pencil
of rank 2 quadrics: otherwise, up to changes of coordinates, we would have I “
pℓ1^ℓ2, ℓ1^ℓ3, ℓ1^ℓ4q or I “ pℓ1^ℓ2, ℓ1^ℓ3, ℓ2^ℓ4q, and neither ideal has Hilbert
function p1, 5, 7, 2q. Given the uniqueness of the rank 2 pencil, the subspaces (4.1)
and (4.2) are uniquely determined by I. In turn, it is obvious that the subspace
(4.3) is uniquely determined by I.
We have thus constructed an irreducible parametrization of X ˝ of dimension
4` 2p4´ 2q ` 6 “ 14, so its closure X is also irreducible and 14-dimensional. 
Lemma 4.7. Let U P Grp3, E2q be such that dimkpU ^E1q ě 7. Then U Ď
Ź2
W
for some W P Grp3, E1q if and only if U
2 “ 0.
Proof. One direction is obvious: if U Ď
Ź2
W for some W P Grp3, E1q, then
U2 Ď
Ź4
W “ 0. Conversely, assume U Ę
Ź2
W for all W P Grp3, E1q, it suffices
to show that U contains a quadric q with rankpqq “ 4, since then q2 ‰ 0. Assume
by contradiction rankpqq ď 2 for all q P U . Then any 2 quadrics in U share a
common factor, and without loss of generality U “ xe1 ^ e2, e1 ^ e3, qy. Since q RŹ2
xe1, e2, e3y, we may assume q “ ℓ1 ^ e4. If xℓ1y “ xe1y, then dimkpU ^E1q “ 6,
whereas if xℓ1y ‰ xe1y, then rankpe1 ^ ℓ2 ` ℓ1 ^ e4q “ 4 for suitable ℓ2 P xe2, e3y,
yielding a contradiction in either case. 
Proposition 4.8. The locus Y Ď H is irreducible and 15-dimensional.
Proof. Consider the general member I P Y, that is, an ideal I P Y˝, which satisfies
I “ pq1, q2, q3, cq
with Hilbert function p1, 5, 7, 2q, such that qi P E2, c P E3, I2 Ď
Ź2
V for some
V P Grp4, E1q, and I2 Ę
Ź2
W for any W P Grp3, E1q. We observe that c is a
minimal generator, since, writing E1 “ V ‘ xℓ5y, we have
(4.5) dimkpI2 ^ E1q ď dimk
´ 3ľ
V
¯
` dimkpI2 ^ ℓ5q “ 4` 3 “ 7.
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We parametrize I by choosing subspaces
V P Grp4, E1q – P
4,(4.6)
xq1, q2, q3y P U Ď Gr
´
3,
2ľ
V
¯
– Grp3, 6q,(4.7)
xcy P Gr
´
1,
E3
xq1, q2, q3y ^ E1
¯
– Grp1, 3q – P2,(4.8)
where U is the locus of points xq1, q2, q3y P Grp3, 6q such that xq1, q2, q3y Ę
Ź2
W
for every W P Grp3, E1q, and such that dimkpxq1, q2, q3y ^ E1q “ 7. We claim
that U Ď Grp3, 6q is an open subset. We have already observed in (4.5) that 7 is
the largest dimension for xq1, q2, q3y ^ E1 as xq1, q2, q3y P Grp3, 6q, so the equation
dimkpxq1, q2, q3y ^ E1q “ 7 is an open condition. By Lemma 4.7, the condition
xq1, q2, q3y Ę
Ź2
W for everyW P Grp3, E1q is also open. Finally, U ‰ H since e.g.
xℓ1 ^ ℓ2, ℓ1 ^ ℓ3, ℓ2 ^ ℓ4y P U where V “ xℓ1, ℓ2, ℓ3, ℓ4y. Therefore, U is irreducible
of dimension 3p6´ 3q “ 9.
By definition, all ideals I P Y˝ arise in this way. Conversely, any such choices
(4.6), (4.7), (4.8) determine an ideal in Y˝, since the resulting ideal pq1, q2, q3, cq
has the correct Hilbert function p1, 5, 7, 2q and the conditions of Y˝ are satisfied.
Moreover, each ideal I P Y˝ is obtained for a unique choice of subspaces: it is
obvious that the subspaces (4.7), (4.8) are uniquely determined by I, whereas for
(4.6) this follows from the requirement that I2 Ę
Ź2
W for any W P Grp3, E1q.
We have thus constructed an irreducible parametrization of Y˝ of dimension
4` 9` 2 “ 15, so its closure Y is also irreducible and 15-dimensional. 
We are ready to state the main theorem of this section.
Theorem 2. The standard graded Hilbert scheme H “ Hp1,5,7,2qpEq is a union of
two irreducible components of dimensions 14 and 15. The lexicographic point of H
lies in the intersection of the two components, and is a singular point.
Proof. The classification of ideals in Lemmas 4.2, 4.4, 4.5 proves that H “ X Y Y,
whereas the parametrizations of Propositions 4.6, 4.8 show that X ,Y are irreducible
subschemes of the claimed dimensions. Obviously Y is not contained in X . Com-
paring the minimal number of generators of the general member we deduce, by
upper semicontinuity, that X is not contained in Y either. Thus, X and Y are two
distinct irreducible components of H.
The lexicographic ideal ofH is L “ pe1^e2, e1^e3, e1^e4, e2^e3^e4, e2^e3^e5q.
We saw in the proof of Lemma 4.4 that L lies in Y. On the other hand, we have
L “ inlexpL
2q where
L2 “
`
e1 ^ e2, e1 ^ e3, e1 ^ e4, e2 ^ e3 ^ e5, e2 ^ e4 ^ pe3 ` e5q
˘
.
The change of coordinates e5 ÞÑ e5 ´ e3 shows that L
2 is projectively equivalent
to the ideal K P X of the proof of Lemma 4.4, so L2 P X , and by Gro¨bner degen-
eration L P X as well. Thus, L belongs to the intersection of the two irreducible
components, and in particular it is a singular point. 
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