Abstract-Using two receive antennas at a mobile phone improves downlink performance. But because of the correlation of the two antennas, using one of them to transmit in the uplink is a good performance-complexity tradeoff. This creates an interesting scenario of asymmetric channel state information at the transmitter in a time division duplex system, where the downlink channel coefficients related to one of the two receive antennas can be learned by the base station from the uplink training due to reciprocity. We provide near optimal transmitter design by obtaining upper and lower bounds of the downlink ergodic capacity.
I. INTRODUCTION
T HE capacity of wireless systems can be significantly improved by employing multiple uncorrelated transmit and receive antennas [1] . However, the antennas at the mobile phone are usually correlated due to its small size. For a mobile phone with two antennas, it is a good performance-complexity tradeoff in practice [2] to use both antennas to receive signal in the downlink and use one of the two antennas to transmit signal in the uplink. Correspondingly, in a time division duplex (TDD) system, one of the two rows of downlink channel state matrix can be learned by the base station from the uplink training due to reciprocity. This special partial channel state information at the transmitter (CSIT) is called asymmetric CSIT (ACSIT) in this letter.
Although the capacity with ACSIT can be solved by convex optimization numerically, it is difficult to obtain insight into the structure of the optimal transmission strategy. Using the concavity of the logarithm function, we obtain upper and lower bounds of the capacity. Maximizing the upper bound gives a near optimal transmission strategy in closed form. Assume the first row of the channel state matrix is known at the transmitter. The transmission strategy is to spend more power in the channel direction that matches the first row and spend less power in other channel directions. The power difference is a function of the receive antenna correlation. The power for other channel directions is evenly divided among them. We also discuss the extension to the case of more than two receive antennas, suggested by the structure of the strategy.
II. SYSTEM MODEL
The conjugate transpose and determinant of a matrix A are denoted as A † and |A| respectively. The (i, j) th element of a matrix A is A i,j . The cardinality of a set A is |A|. The expectation is denoted as E [·] and v denotes the 2-norm of a vector v.
Consider a TDD MIMO downlink with L T transmit antennas at the base station (BS) and two receive antennas at the mobile phone. The received signal Y ∈ C 2×1 at the mobile phone is Y = HX + W, where X ∈ C LT ×1 is the transmit signal, whose average transmit power is upper bounded by ρ 0 , W ∈ C 2×1 is the circularly symmetric complex Gaussian noise vector with i.i.d. entries of zero mean and unit variance. The channel state H ∈ C 2×LT is i.i.d. across time 1 and has the following correlation structure
where H w ∈ C 2×LT has zero-mean i.i.d. complex Gaussian entries with unit variance. The matrices Ψ R ∈ C 2×2 and Ψ T ∈ C LT ×LT describe the receive and transmit correlation respectively. This channel model is the well known Kronecker model [4] . The transmit antennas at the BS are assumed to be well separated. Thus we let Ψ T = I in this letter. In [5] , exact expressions of the mutual information (MI) distributions under isotropic Gaussian input of the above MIMO channel is derived. In this paper, we derive the ergodic capacity and capacity bounds with ACSIT described as follows. Let
is the channel vector corresponding to the i th receive antenna. We assume perfect CSI at the receiver for downlink. In the uplink, without loss of generality, only the first antenna of mobile phone is allowed to transmit signals. Thus, the BS is assumed to learn h 1 perfectly for the downlink by channel reciprocity. The receive correlation matrix Ψ R is also assumed known at the BS.
III. NEAR OPTIMAL TRANSMISSION
We first give the ergodic capacity of MIMO channels with ACSIT. Then simple upper and lower bounds of the capacity are provided. The bounds lead to a near optimal transmission strategy.
A. The Capacity and its Upper and Lower Bounds
Proposition 1: The ergodic capacity of the MIMO channels with ACSIT is 1 It is equivalent to a block fading channel as discussed in [3] .
1089-7798/09$25.00 c 2009 IEEE
where the optimal input distribution is circularly symmetric complex Gaussian with zero mean and covariance matrix Σ h1 ∈ C LT ×LT , which is a function of CSIT h 1 ; and ρ 0 is the average power constraint.
Proof: The channel can be viewed as an equivalent channel with Y, h 1 and h 2 as the output and h 1 as the equivalent channel state [6] . Then the transmitter knows perfect CSIT about this equivalent channel. The corresponding capacity without input constraint is given in [6] . With input constraint, the capacity can be shown to be the minimum of the Lagrange dual function of the optimization problem (1) using the method in [7] . The remaining step is to show that (1) is a concave function of power constraint ρ 0 so that (1) is equal to the minimum of its Lagrange dual. But the concavity follows immediately from the concavity of log det function on the domain of positive definite matrices [1] . The capacity (1) can be calculated numerically. For each h 1 , generate a set H 2|1 of H 2|1 samples drawn from the distribution of h 2 conditioned on h 1 . The average mutual information E h2|h1 ln I + HΣ h1 H † can be approximated by
Then we can calculate Σ h1 using convex optimization algorithm similar to that used in [8] . However, the complexity is high and does not reveal insight to the solution structure. Therefore, we provide a simple near-optimal transmission scheme in closed form by solving an upper bound of the capacity. Let Σ * h1 be the optimal input covariance matrix, as a function of h 1 . We have
where inequality (3) follows from the concavity of the logarithm function. LetΣ h1 be the optimal input covariance for the modified optimization problem (4), the capacity is upper bounded by
SubstitutingΣ h1 into (2) gives the lower bound
B. Transmitter Design
The Lagrange dual function of the optimization (4) is
which can be solved for each fixed h 1 . Let
be eigenvectors and eigenvalues ofΣ h1 =ŨDŨ † . Definē
where (x) + = max(x, 0). The transmitter design is as follow.
Proposition 2:
The optimal solution to problem (4) is as follows. The first eigenvector isũ 1 =h 1 and other eigenvectorsũ 2 · · · ,ũ LT can be arbitrary as long asŨ is unitary; The optimal eigenvalues arẽ
The Lagrange multipliers λ satisfies the power constraint E h1 LT i=1d i = ρ 0 . A brief proof is given in the Appendix.
Remark 1: The solution has a waterfilling interpretation. The power is poured intod 1 
for the rest of the eigenvectors. This can be generalized to systems with more than two receive antennas by optimizing the power difference for the two groups of rows of the channel state matrix.
Remark 2: The solution of the problem (7) is not unique. The upper bound can be achieved by different choice of
gives the largest average rate because the problem is convex.
Remark 3:
If we add the constraint of a single beam transmission (d i = 0, i = 2 · · · L T ) to the problem (4), the optimal beamforming vector ish 1 and the optimal power allocation is obtained as in (9) . This scheme is called optimal beamforming in this letter. Note that although we use the name optimal beamforming, it maximizes the upper bound rather than the capacity.
Remark 4: For the special case where L T = 1, we only need to obtain the optimal power allocation, which takes the form of water-filling as in (9) . For the zero probability case of ν 1 = 0, eigenvectorsŨ is arbitrary as long as it is unitary and the optimal eigenvalues 
IV. SIMULATION RESULTS
We demonstrate that the transmission strategy is near optimal by simulation. The complex spatial cross-correlation between the receive antennas is given by the Kronecker model [9] 
where λ c is the carrier wavelength; d s is the distance between the two antennas at the mobile phone; θ AOA is the angle of arrival at the mobile phone; and PAS(θ AoA ) is the power azimuth spectrum (PAS). We use the Gaussian shaped PAS because it enables the Kronecker model to best fit the 3GPP spatial channel model (SCM) [10] . We use the same parameters as in Fig. 2 of Section 4.1 in [10] . The normalized distance d s /λ c is set as 0.5. The resulting cross-correlation coefficient between the two receive antennas is −0.5949+0.439j. In Fig.  1 , we compare the upper and lower bounds with the capacity for different number of transmit antennas and various average power constraint ρ 0 , which is also the signal-to-noise-powerratio (SNR). The fact that the lower bound is very close to the capacity demonstrates the transmission strategy is near optimal. The gap between the upper and lower bounds is small. When SNR is low, the rate of the optimal beamforming is close to the lower bound. However, the gap between them increases when SNR increases as expected.
V. CONCLUSION
The results provide fundamental limit and insight for the design of MIMO systems with ACSIT. Future work is to generalize the results to the case where the transmit antennas are also correlated and the mobile has more than two receive antennas.
APPENDIX A BRIEF PROOF OF PROPOSITION 2
Conditioned on h 1 , h 2 is a Gaussian random vector with mean E (h 2 |h 1 ) = φ * 2 h 1 and covariance matrix φ 1 I. Calculating the determinant and the expectation gives (7) for each fixed h 1 becomes
One may solve for the optimal power distribution between d 1 and d o , and then solve for d 1 + d o by making the derivative zero. Then it can be verified that the solution in proposition (2) is one of the optimal solutions of problem (7) .
