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In this paper we present an extension of the abstract existence result by V. Barbu 
and T. I. Seidman (Existence for minimization in Banach spaces with some 
applications, J. Math. Anal. Appl., to appear) to the case of a minimization problem 
with nonconvex constraints. Also one obtains a geometric version extending the 
Palais-Smale Existence Theorem. An application of the main result deals with a 
distributed parameter optimal control problem. ~0 1986 Academic PESS, I~c 
INTRODUCTION 
The abstract result in [2] ensures existence of a minimum for a differen- 
tiable function f: X + Iw restricted to a finite intersection K of half spaces 
under the hypothesis of an appropriate decomposition for the derivative f’. 
The aim of this paper is to provide an extension of this result in the case of 
the constrained optimization problem 
minimize f(x) subject to: x E K 
with the admissible set K of the form 
K= {xEX; g,(x)<O, i= l,..., m}, 
where gi, 1 < i < m, are real-valued C-functions on X. 
Our existence result (Theorem 1) is obtained under the assumptions of a 
regularity condition concerning the constraints and a structural hypothesis 
on f’ of the same type as in [2]. The proof of Theorem 1 is based on a 
result of Ekeland [3, Theorem 3.11 describing some approximate solutions 
of the considered minimization problem. 
The paper is organized as follows. The main result, Theorem 1, is proved 
in Section 1, while Section 2 contains a geometric version (Theorem 2). In 
Section 2 we deal also with an extension of Theorem 2 in the setting of 
Riemannian manifolds which can be viewed as a constrained form of the 
Palais-Smale Existence Theorem [ 5-73. Following the pattern from Exam- 
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ple 1 discussed in [2], in Section 3 we apply Theorem 1 to an optimal con- 
trol problem for distributed systems with nonlinear constraints 
(Theorem 3). 
1. THE MAIN RESULT 
Let X be a real Banach space with strictly convex dual A’*. The norms 
on X and X* are denoted by )I I/ and 11 II*, respectively. Since X* is sup- 
posed to be strictly convex, each element of X* admits a unique best 
approximation (called projection) with respect to a closed convex subset of 
X* (see, e.g., [ 1, Theorem 3.51). In particular, every element of X* 
possesses a unique best approximation with respect to any finite-dimen- 
sional subspace of X*. 
For given functions f: X -+ R and g,: X -+ R, 1 < i 6 m, consider the con- 
strained minimization problem 
inf f(x), (1.1) 
XEK 
where the admissible set is 
K= {xEX; g,(x)<& i=l,..., m}. (1.2) 
We state now the hypotheses which will be used. 
(H,) (1) The function f: X-t [w is FrPchet differentiable on an open 
subset containing K and the functions gi: X + [w (1 6 i Q m) are of class C’ 
on X. 
(2) f, :=inf,,, f(x)> -a. 
Define the mapping f ;(: K -+ A’* as follows: if x E K’Qnt K, f;(x) is the 
best approximation in X* of the differential f’(x) by elements of the linear 
subspace spanned by {g;(x); g,(x) = 0} and if x E int K, f ;C(x) = 0. 
(H, ) The map f’ -f ;I: K -+ X* is assumed to be decomposed as 
f’ - f i = G + R with G and R satisfying the properties 
(1) if (xi} is a sequence in K such that { f(x,)} is bounded and 
{ G(x,)} is convergent in X*, then a subsequence of {xi} converges in X; 
(2) there is some constant c > f, such that the set {R(x); x E K and 
f(x) < c} is relatively compact in X*. 
(Hz) For every point x E K\int K, the continuous linear functionals 
k:(x); g,(x) = 01 are linearly independent in X*. 
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THEOREM 1. Assume that the hypotheses (H,), (Hi), and (Hz) are 
verified. Then the problem (l.l), (1.2) admits a solution, that is, there exists a 
point RE K such that 
f* = inf f(x) =f(Z). 
X‘ZK 
Proof: The assumptions (H,) and (Hz) are necessary to apply 
Theorem 3.1 from Ekeland [3]. By this theorem, for every E > 0, there 
exists a point x, E K such that 
f(x,)~f*+~2 (1.3) 
and there exist real numbers A;,..., A.“, such that 
n; g,(x,) = 0 (1 <i<m) (1.4) 
and 
I( 
f’(x,) - f n; gj(x,) * 6 E. 
II 
(1.5) 
i=l 
From (1.4) and (1.5), by taking into account the definition of the map- 
pingf’,, it follows 
IIf’ -f;cb,Nl* G 8. 
Relation ( 1.6) combined with assumption (Hi) implies 
(1.6) 
IIWJ + R(x,)ll* d 6. (1.7) 
If E > 0 is sufficiently small, ( 1.3) and hypothesis (H, ), part (2), assure 
that {xc} has a subsequence (still denoted by {xE}) such that {R(x,)} is 
convergent in X* as E + 0. Therefore, by (1.7), { G(x,)} is strongly con- 
vergent in X* for E --f 0. Now hypothesis (Hi), part (1 ), yields that {x,} 
converges in X (possibly on a subsequence) to a limit X belonging to K. 
Letting E + 0 in (1.3), we deduce f(Z) =f, which completes the proof. 
Remark 1. If we drop the hypothesis on X* to be strictly convex, then 
fk is a multivalued mapping on K\int K. However, Theorem 1 remains true 
for an arbitrary Banach space X and under the same conditions excepting 
(Hi) which must be replaced by 
(Hi)’ There exists a selection (again denoted by f X) of the multivalued 
mapping f ;: K -+ X* such that the one-valued mapping f' -f X constructed 
with the selection can be written as f' -f ;C = G + R with G and R satisfying 
(1) and (2) from (Hi). 
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Remark 2. Without loss of generality we may assume that for (possibly 
a subsequence of) the minimizing sequence {x,> from the proof of 
Theorem 1 the set {in {l,..., m}; g,(x,) = 0} is independent of E. This 
implies that Theorem 1 is valid with (H,) replaced by the following less 
restrictive statement: 
(Hi)” Corresponding to each subset S of {l,..., m> denote K,= {XE K; 
gj(x) = 0 for all j E S}. Then the mappings f' 1 int K and f’ - f ;(, (for all S) 
can be decomposed as G + R with G and R satisfying the assertions (1) and 
(2)from U-L). 
Here G and R depend on S. 
Remark 3. Suppose that the functions g,: X-+ Iw are of the form g,(x) = 
a*(x) - cli with a: EX* and CQE Iw (i= l,..., m). Then the problem (l.l), 
(1.2) becomes just the minimization problem treated in [2]. In this case 
f ;C(x) is the projection P(x) off ‘( ) x on the finite-dimensional space span- 
ned by (a:; a,*(x) =a;}. Thus assumption (Hi) takes the form f’= G+ 
(R + P) with G and R having the specified properties. In view of Remark 2, 
this fact is equivalent to hypothesis (H, ) from [2] and, consequently, 
applying Theorem 1 we derive the conclusion of Theorem 2 of [2]. 
2. A GEOMETRIC VERSION OF THEOREM 1 
In this section, by using some geometric arguments, we present an alter- 
native treatment of the constrained problem (1.1) (1.2). This approach 
avoids the consideration of the mapping f ;C from Section 1. 
Letf:X+lR and gi:X + [w (1 < i6 m) be functions on a real Banach 
space X such that conditions (H,) and (HZ) hold. Let S be a subset of 
{ I,..., m} and let n(S) be the number of elements of S. Define the mapping 
g,: x + WS) by g&l = k;(x));,,. According with the regularity 
assumption (HZ), 0 E lP(S) is a regular value for each C-mapping g,. 
Hence, if we denote 
(2.1) 
it follows that M, is a closed C’-submanifold of X. The tangent space to 
M, at a point x E M, is given by 
TWA= &(x)-‘(O)= n g;(x)-‘(O) (2.2) 
ie s 
(see, e.g., C5, 61). 
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For each point x E M, put 
Il(fI~,)‘(x)llS,=suP{lf’(x)(~)l; rE T(M,),, Ilull G 1). (2.3) 
The cotangent bundle T*(M,) carries a canonical Finsler structure 11 II z 
which is induced by the norm )I 1) of X. Then II(fI Ms)‘(x)ll g,, given by 
(2.3) represents the norm of (flM,)‘(x)~ T*(M,), with respect to this 
Finsler structure. For the general theory of Finsler structures we refer to 
Palais [6, Chap. IV]. 
Now we state a geometric version of Theorem 1. 
THEOREM 2. Let f and gi (1 6 i< m) be real-valued functions on a 
Banach space X such that conditions (H,) and (H,) hold. In addition, sup- 
pose that the differential f’ can be decomposed on the set K given by (1.2) as 
f' = G + R: K + X* such that the mappings G and R uerzfy (H 1)( 1) and 
(H,)(2) together with 
(HI)(~) I f  {xi> is a sequence in some submanifold M, defined in (2.1) 
With II(f I Ms)‘(xj)ll8,, + 0 as j + CC and { R(xj) > converging in X*, then a 
subsequence of {G(x,)} conoerges in X*. 
Then in problem (l.l), (1.2) the minimum is attained. 
Proof: By applying Ekeland’s result [ 3, Theorem 3.11 we deduce the 
existence of a sequence {x8} in K such that relations (1.3), (1.4), and (1.5) 
are verified. Since there are only finitely many active constraints in K we 
may assume that either 
(a) x, E int K for all E or 
(b) x, E M, for all E with S independent of E. 
The case (a) is similar to the case (a) from the proof of Theorem 2 of [2] 
and therefore it will be omitted. We shall discuss the situation (b) with a 
fixed S. 
Denote by T(x,) the linear subspace of X* generated by { g,!(x,); ic S}. 
From (1.5) we infer 
min IIf’(yll*<E. (2.4) 
YE r(h) 
Recall the following “duality” relation [8, p. 221 
min IIf’(rll* = SUP If’(x,)(~N~ 
YE j-(x,) 0 E UX,)i 
II4 G 1 
(2.5) 
where 
(2.6) 
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The comparison of (2.2) and (2.6) shows 
T(x,), = wwxe. (2.7) 
In view of (2.3), relation (2.7) allows one to write (2.5) in the form 
min IIf’ - YII * = II(fI ~J(x,)llL~. (2.8) 
YE n.4 
From (2.4) and (2.8) one obtains 
II (f I ~SHXE)ll8X, G E. (2.9) 
Arguing as in the final part of the proof of Theorem 1 with the essential 
use of hypothesis (H,), part (3), and relation (2.9) one completes the proof. 
We end this section with a generalization of Theorem 2 to complete 
Riemannian manifolds. The main point in doing this is to extend Ekeland’s 
result [3, Theorem 3.11 in the setting of complete Riemannian manifolds. 
LEMMA [4, Theorem 31. Let X be a complete Riemannian manifold. 
Assume that for given functions f: X -+ Iw and gi: X + [w (16 id m) con- 
ditions (H,) and (HZ) hold (with the subset K of the mantfold X defined as in 
(1.2)). Then for each E > 0 there exists x, E K with the properties 
f(x,)<inff +c2 (2.10) 
K 
and there exist constants 2; (1~ i < m) such that 
2; gi( x,) = 0 (1 <i<m) and 
II 
f ‘(x,) - .$ II; gj(x,) * < E. 
i=l /I xe 
(2.11) 
Following the same lines as in the proof of Theorem 2, but using the 
previous lemma instead of [3, Theorem 3.11, we derive 
THEOREM 2’. Assume that in the minimization problem (l.l), (1.2) on the 
complete Riemannian mantfold X the involved functions f and gi (16 i d m) 
vertfy (H,) and (HZ). Furthermore assume that there exist a Banach space B 
and a mapping h: T*X + B such that the composition h of’ can be expressed 
on K as h of’ = G + R with G and R satisfying the assumptions 
(i) each sequence {xi} in K with { G(x,)} converging in B has a con- 
vergent subsequence; 
(ii) for some c > f.+ the set {R(x); x E K and f(x) < c} is relatively 
compact in B; 
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(iii) if {x,} is a sequence in int K (resp. M, for some S) such that 
II f’txj) II z + 0 (rev. II (f I MJ’(xJ II 8,, + 0) and { Wx,) ) conqw in 4 
then a subsequence of {G(x,)} converges in B. 
Then there exists a point XE K such that f(X) = f* =inf,.,,f(x). 
In the statement of Theorem 2’ II 11: denotes the (dual) norm on T*(X), 
determined by the Riemannian structure on X and II(f I M,)‘(x)lli,+ is the 
(induced) norm on T*(M,), of the differential (fl M,)‘(x) (see also (2.1) 
(2.3)). 
We recall that a differentiable real-valued function F on the Riemannian 
manifold A4 satisfies Condition (C) of R. Palais and S. Smale if whenever 
{xi} is a sequence in M on which F is bounded and liF(xj)!l~ -+O as 
j+a, {xj} h as a convergent subsequence. Concerning Condttton (C), 
details and applications can be found in [S-7]. 
From Theorem 2’ we obtain in particular the Palais-Smale Existence 
Theorem for the constrained minimization problem (1.1 ), ( 1.2). 
COROLLARY. Let X be a complete Riemannian mantfold and assume that 
in the minimization problem ( 1.1 ), ( 1.2) the real-valued functions f and gi 
(1 < i < m) satisfy (H,) and (Hz). Zf in addition f 1 int K and f 1 M, (for all 
S) verifv Condition (C), then f 1 K assumes its greatest lower bound. 
3. AN EXAMPLE IN CONTROL THEORY 
In this section we apply Theorem 1 to the following distributed 
parameter optimal control problem 
minimizeJ(~)=I~‘[g(y(t))+h(u(t))]dt+C(y(T)) (3.1) 
subject to 
UEK, Y E C(CO, Tl; Y) (3.2) 
y’=Ay+Fy+Bu on CO, Tl, y(O) = y. (3.3) 
where 
UEL’(O, T;H);Jrg,(t,u(t))dt<a,, i= l,..., m . (3.4) 
0 
If the functions g,: [0, T] x H + [w (1 < i < m) are of the special form 
g,(t, x)= (x, a:(t)) with a? E L2(0, T; H) for each i, then the problem 
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(3.1~( 3.4) reduces to the problem treated in Barbu and Seidman [2, 
Sect. 31. 
We state now the hypotheses which will be used in the sequel. 
(i) Y is a real reflexive Banach space, A is the infinitesimal 
generator of a C, semigroup defined on Y, and FE Lip”‘( Y, Y) with the 
Frechet derivative F’ E Lip’““( Y, L( Y, Y)). 
(ii) For VEL*(O, T; Y) the unique “mild” solution y(.; v) of the 
Cauchy problem 
y’ = Ay + Fy + u, Y(O) = Yo (3.5) 
is defined globally on [0, T] and the map VH y( .; v) is bounded from 
L’(O, r; Y) to C([O, T]; Y). 
(iii) H is a Hilbert space, BE L(H, Y), (a, ,..., a,) E R”, and 
gi: [0, T] x H + R (i = l,..., m are continuous functions with the proper- ) 
ties: for every TV [0, T], (I-+ g,(t, 5) is a Frechet differentiable function 
such that 
ll(gi)L(t3 t)- (gi):Ct9 ?)llH 6 L(t) IIt-?IIH for all t E [0, T], 
where L(t) is a square-integrable function on [0, T] and (g,): denotes the 
derivative of gi with respect to the second variable. 
(iv) For every u E K\int K there is t E [O, T] such that the differen- 
tials { (g,)!,( t, u(t)); jc gi( t, u(t)) dt = xi} are linearly independent. 
(v) Let Q: (K’$nt K) x L*(O, T; H) + L2(0, T; H) be the mapping 
which associates to (u, y) the projection Q(u, y) of y on the subspace of 
L2(0, T; H) generated by { (gi):( *, u(. )); f: g,(f, u(t)) dt = ai>. Assume that 
if {un> is a weakly convergent sequence in X\int Kc L2(0, T; H) and (yn} 
is a strongly convergent sequence in C( [0, T]; H), then { Q(u,, , y,)} has a 
strongly convergent subsequence in L2(0, T; H). 
(vi) The functions g: Y + R, h: H + R, and cp: Y + IR are Frechet dif- 
ferentiable and bounded from below. Suppose g’, cp’ E Liploc( Y, Y), h(x) 2 
ax + C for x E H with a > 0, and llh’(x)ll H = o( llxll H). Moreover, if we define 
h’,: L’(O, T; H) -+ L2(0, T; H) by &(v) = Q(u, h’(v)) for u E EC\int K and 
&(v) = 0 otherwise, assume (h’ - hk)-’ E Lip(L2(0, T; H), L2(0, T; H)). 
THEOREM 3. Assume that conditions (i)-(vi) hold. Then the optimal con- 
trol problem (3.1)-( 3.4) admits a unique optimal solution for T small enough. 
Proof. We proceed as in the proof of [2, Theorem 41. If 
y” E C( [0, T]; Y) denotes y” = y( 7; Bu) for u E L*(O, T; H), then the dif- 
ferential J’(U) of J: L2(0, T; H) -+ R can be expressed in the form 
J’(u) = h’(u) - B*p, (3.6) 
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where PE C([O, T]; Y*) represents the “mild” solution of the equation 
-p’=A*p+ [F(y”)]*p-g’(f) on IX, Tl, 
P(T) = -cp’(Y”(T)). 
(3.7) 
On the other hand, it follows from (iii) and (iv) that the regularity con- 
dition (Hz) is satisfied (with the functions UHJ~ g,(t, u(t)) dt - c(~ instead 
of gi from (H,)). Therefore in order to apply Theorem 1 we need only 
verify condition (H r ) with f := J. According to Remark 2, it is sufficient to 
check (HI)“, so without loss of generality one can assume S = {l,..., m} 
(i.e., the case when all constraints are active). Since, for every u E flint K, 
the operator Q(u) is linear on L’(O, T; H), then (3.6) implies 
JK(u) =&(u) - Q(u, B*p”), (3.8) 
where p” denotes the “mild” solution of (3.7) corresponding to y”. 
Combining (3.6) and (3.8) one obtains 
u=(h’-hi)-‘[(J-J’,)U+(B*p”-Q(u,B*p”))]. (3.9) 
Now we show that (H,) (or (H,)“) is satisfied with R s 0. Let {un} be a 
sequence in flint K such that {J(un)} is bounded and { (.I’ -SK) u,} is 
convergent in L2(0, T; I-I). By assumption (vi), it results that the sequence 
{un} is bounded in L2(0, T; H), so we can extract a weakly convergent sub- 
sequence (again denoted by {un}). Let p,, denote the solution of (3.7) 
corresponding to y, = y( .; Bu,). The same argument as in [2] involving 
the evolution equations (3.5) and (3.7) shows that if T is sufficiently small 
{p,} is a Cauchy sequence in C( [0, T]; Y*). Then hypothesis (v) yields 
that {Q(u,, B*p,)} is strongly convergent (on a subsequence) in 
L2(0, T; H). Using hypothesis (vi) and the strong convergence of 
(J’-JK) u,, we conclude from (3.9) that a subsequence of (an} is strongly 
convergent. Then (H,) holds and hence Theorem 1 assures that the 
minimum of J on K is attained for T small enough. The uniqueness part of 
Theorem 3 follows as in [2]. 
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