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ROBUST ERROR ESTIMATES FOR STABILIZED FINITE ELEMENT
APPROXIMATIONS OF THE TWO DIMENSIONAL
NAVIER-STOKES EQUATIONS WITH APPLICATION TO IMPLICIT
LARGE EDDY SIMULATION
ERIK BURMAN∗
Abstract. We consider error estimates in weak parametrised norms for stabilized finite element
approximations of the two-dimensional Navier-Stokes’ equations. These weak norms can be related
to the norms of certain filtered quantities, where the parameter of the norm, relates to the filter
width. Under the assumption of the existence of a certain decomposition of the solution, into large
eddies and fine scale fluctuations, the constants of the estimates are proven to be independent of both
the Reynolds number and the Sobolev norm of the exact solution. Instead they exhibit exponential
growth with a coefficient proportional to the maximum gradient of the large eddies. The error
estimates are on a posteriori form, but using Sobolev injections valid on finite element spaces and
the properties of the stabilization operators the residuals may be upper bounded uniformly, leading
to robust a priori error estimates.
Key words. Navier-Stokes’ equations, stability, error estimates, large eddy simulation, finite
element methods, stabilization
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1. Introduction. In this paper we will be interested in stabilized finite element
methods in the context of so called implicit large eddy simulation (ILES), see [2]. This
is a numerical approach to the computation of turbulent flow where no modelling of
the Reynolds stresses is performed on the continuous level. Instead the Navier-Stokes’
equations are approximated numerically using a method that dissipates sufficient en-
ergy on the scale of the mesh size. This eliminates the buildup of energy that creates
spurious oscillations in any energy conservative approximation method. It has been
argued that the truncation error of such methods by itself may act as a subgrid model
[1, 18] and there exists numerical evidence that ILES methods work for the simulation
of two dimensional turbulence, provided back scatter effects are not strong [16]. There
is also numerical evidence of the potential for adaptive LES/DNS driven by adaptive,
stabilized finite element simulations, see [12, 13] and [21].
Our objective in this paper is to provide a numerical analysis for stabilized finite
element methods under minimal regularity assumptions and to provide sufficient con-
ditions on the exact solution for the derivation of rigorous error estimates that are
independent of both the Reynolds number and Sobolev norms of the exact solution. It
is well known that provided the exact solution is sufficiently smooth the approximate
solution uh of the Navier-Stokes’ equations on velocity-pressure form can be proved
to satisfy estimates of the type
‖u− uh‖L2(Ω) . e
‖∇u‖∞h
3
2 |u|L2(I;H2(Ω)), (1.1)
if a consistent stabilized finite element method with piecewise affine approximation is
used. Here u denotes the flow velocity and h the mesh size. See [11, 7] for examples of
analyses of Navier-Stokes’ equations on velocity-pressure form and [15, 17] for analyses
on velocity-vorticity form. We also give a proof of (1.1) for one the methods proposed
herein in appendix. Here we use the notation a . b for a ≤ Cb with C a constant
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independent of the physical parameters of the problem, unless they can be expected
to have O(1) contribution, it can also include some dependence on initial data, that
may be assumed to be O(1). We will also use a ∼ b for a . b and b . a. Note that
there is no explicit dependence on the viscosity in the estimate (1.1). For this estimate
to be useful the included Sobolev norms must be small, which rarely is the case in
the high Reynolds number regime and hence the dependence of the viscosity enters
in an implicit manner. The purpose of the present paper is to propose an alternative
approach, where the estimate is indeed independent of the Reynolds number, both in
the sense that the estimate is free from inverse power of the viscosity in the upper
bound, but also that the dependence on unknown Sobolev norms of the exact solution
is strongly reduced. It does not seem possible to eliminate this dependence completely,
due to the possible presence of backscatter. Observe that the presence of ‖∇u‖∞ in
the exponential of (1.1) reflects the effect of diverging characteristics in the transport
equation and is present already in the linear convection–diffusion equation at high
Pe´clet numbers. We may define a timescale for the flow separation, τ := ‖∇u‖−1∞ .
The reason this time scale becomes so small is that it will be the smallest timescale
of the flow and hence equal to the micro time, because of fine scale fluctuations of
the velocity. From the physical point of view it is argued that LES will be successful
for flows where both the quantities of interest and the rate-controlling processes are
determined by the resolved large scales, see Pope [20] for a discussion. We will use this
idea as a starting point for our assumptions on the flow.
To derive error estimates for a numerical method we need the following:
– continuous dependence on data, independent of the exact solution;
– some smooth quantity that we can apply approximation estimates to.
At a first glance both these prerequisites appear to fail for the two-dimensional Navier-
Stokes’ equation. The first fails because of the presence of the exponential factor and
the second fails because Sobolev norms of the exact solution can be huge for small
viscosities. The following three points allow us to break this deadlock:
1. the use of a parametrized weak norm, corresponding to measuring the error
in filtered quantities of the solution;
2. introduction of an assumption on the structure of the exact solution that is
sufficient for an implicit large eddy simulation to be robust;
3. a stabilized finite element method, giving enhanced a priori control of residual
quantities in the high Reynolds regime.
The idea of measuring error in filtered quantities was considered in [9, 10], but the
estimates were not robust in the Reynolds number and the constant included high
order Sobolev norms of the exact solution. In [4] weak norm estimates were used
in order to derive robust estimates for the Burgers’ equation, where the constant in
the right hand side only depended on initial data. The second point, which was not
necessary in the case of the Burgers’ equation, reflects the difficulty to characterise
the solution structure in higher dimension and the ensuing need of some structural
assumptions in order to rule out strong backscatter effects. The third point allows us
to control residual quantities independent of the viscosity.
As a first approximation it is reasonable to assume that for a solution to be
amenable to large eddy simulation, there are relatively smooth eddies, with large
associated Reynolds number, containing the bulk of the energy and small scale fluctu-
ations that may vary rapidly in space, but carries a negligible part of the energy. To
make this precise, we assume that there exists a decomposition of the exact solution
in the spatially slowly varying large scales and an arbitrarily rough fine scale, with
Robust error estimates for the two dimensional Navier-Stokes equations 3
small energy.
u = u¯+ u′, u¯, u′ ∈W 1,∞(Ω).
We then assume that the Reynolds number associated to the large scales, Re may be
large, but ‖u¯‖W 1,∞(Q) ∼ 1, whereas for the fine scales ‖u
′‖W 1,∞(Q) may be large, but
the energy small. To give a precise meaning to small here, we introduce a global time
scale for the flow, defined using the large scales
τF := ‖u¯‖
−1
W 1,∞(Q) ∼ 1.
This is in agreement with the statement that rate controlling processes are deter-
mined by the large scale. Using the viscosity coefficient we may make the following
assumption on the energy content of the small scales
‖u′‖2∞ ∼ ν/τF .
The length scale based on |u′| and τF writes
l′ := |u′|τF ∼ |u
′|
ν
|u′|2
and it follows that the small scale Reynolds number is
Re′ :=
u′l′
ν
∼
|u′|ν
|u′|ν
∼ 1. (1.2)
Alternatively one may assume that the fine scale Reynolds number is one and that
the large scale characteristic time, is the globally relevant time scale and then derive
the bound on the energy. We will refer to the above as the large eddy assumption.
Under this assumption we prove the following bound on the approximate velocities
sup
t∈(0,T )
‖u− uh‖L2(Ω) . h
1
2 . (1.3)
The hidden constant in the above estimate only depends on initial data (maximum
initial vorticity) and the mesh geometry, but is independent of the Reynolds number
and Sobolev norms of the exact solution. The discussion is limited to two space
dimensions and hence we do not properly speaking address the question of turbulent
flows.
Let us end this introductory discussion by emphasising that what we compute is an
approximation to the solution of the Navier-Stokes’ equations. For this approximate
solution we can prove that provided τF is not too small, corresponding to slowly
varying large scale velocity field, the filtered part of the vorticity is stable under
perturbations resulting in robust error estimates in weak norms for vorticity. Using
these estimates we may then control the L2-norm of the velocity error as shown above.
Herein our main concern will be the high mesh Reynolds number case
Reh :=
U0h
ν
> 1,
where U0 := ‖uh(·, 0)‖L∞(Ω) ∼ 1 denotes a characteristic velocity of the flow, but
many results are independent of the mesh Reynolds number. It will always be ex-
plicitly stated when a result only holds in the high Reynolds regime. If the local
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Reynolds number is low, other approaches than those presented herein might be more
appropriate. Let us also point out that another feature of our estimates is that they
provide the first error estimates with an order in h for nonlinear stabilization schemes,
satisfying a discrete maximum principle, in two space dimensions.
We will consider the Navier-Stokes’ equations written on vorticity-velocity form.
Let Ω be the unit square and assume that the boundary conditions are periodic in
both cartesian directions. The L2-scalar product over some space-time domain will
be denoted (·, ·)X with associated norm ‖·‖X where the subscript may be dropped for
X = Ω. Define the time interval I := (0, T ) and the space-time domain Q := Ω× I.
The equations then writes,
∂tω +∇·(uω)− ν∆ω = 0, in Q,
−∆Ψ = ω in Q, (1.4)
u = rot Ψ in Q,
ω(x, 0) = ω0,
with ω0 ∈ L
∞(Ω). The associated weak formulation takes the form, for t > 0, find
(ω,Ψ) ∈ H1(Ω)×H1(Ω) ∩ L∗(Ω) such that
(∂tω, v)Ω + a(u;ω, v) = 0, (1.5)
(∇Ψ,∇Φ)Ω = (ω,Φ)Ω, (1.6)
u = rot Ψ,
for all (v,Φ) ∈ H1(Ω)×H1(Ω)∩L∗(Ω), where the semi-linear form a(·; ·, ·) is defined
by
a(u;ω, v) := (∇·(uω), v)Ω + (ν∇ω,∇v)Ω.
This problem is known to be well-posed, but a priori error estimates on the solution
are in general strongly dependent on the viscosity coefficient reflecting the possible
poor stability of the equations in the high Reynolds number regime.
2. Finite element discretization. Let {Th}h>0 be a family of affine, simplicial
Delaunay meshes of Ω. We assume that the meshes are kept fixed in time and that the
family {Th}h>0 is quasi-uniform. Mesh faces are collected in the set F . For a smooth
enough function v that is possibly double-valued at F ∈ F with F = ∂T− ∩ ∂T+,
we define its jump at F as [[v]] := v|T− − v|T+ , and we fix the unit normal vector
to F , denoted by nF , as pointing from T
− to T+. The arbitrariness in the sign of
[[v]] is irrelevant in what follows. Define Vh to be the standard space of piecewise
polynomial, continuous periodic functions,
V kh := {vh ∈ H
1(Ω) : vh|K ∈ Pk(K); ∀K ∈ Th; vh periodic in x and y}.
The set of gradients of functions in V kh will be denoted by
W k−1h := {wh = ∇vh; vh ∈ V
k
h }.
Let L := L2(Ω) and set L∗ := {q ∈ L;
∫
Ω q = 0}. Let V∗ := V
k
h ∩ L∗. We let πL
denote the L2-projection on V kh and πV the H
1-projection
(∇πV u,∇vh)Ω = (∇u,∇vh)Ω ∀vh ∈ Vh and
∫
Ω
(πV u− u) dx = 0.
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We recall that the following approximation estimates hold for πL and πV ,
‖πLu− uh‖+ h‖∇(πLu− u)‖ ≤ c0h
s|u|s, with 1 ≤ s ≤ k + 1 (2.1)
and
‖πV u− uh‖+ h‖∇(πV u− u)‖ ≤ c1h
s|u|s, with 1 ≤ s ≤ k + 1. (2.2)
We consider continuous finite elements with k = 1 to discretize the vorticity ω in space
and k = 1, 2 for the stream function Ψ. The discrete velocity is given elementwise by
uh|K := rot Ψh := (∂yΨh,−∂xΨh). Note that using this definition ∇ · uh = 0 in Ω,
i.e. the discrete velocity is globally divergence free. We discretise in space using a
stabilized finite element method. For t > 0 find (ωh,Ψh) ∈ V
1
h × V
l
∗ , with l = 1, 2,
such that
(∂tωh, vh)M + a(uh;ωh, vh) + s(uh;ωh, vh) = 0, (2.3)
(∇Ψh,∇Φh)Ω − (ωh,Φh)Ω = 0, (2.4)
uh − rot Ψh = 0,
for all (vh,Φh) ∈ Vh×V∗ and with initial data w0 := πLω(·, 0). Here s(·; ·, ·) denotes a
stabilization operator that is linear in its last argument and (∂tωh, vh)M denotes the
bilinear form defining the mass matrix, this operator either coincides with (·, ·)Ω or is
defined as (·, ·)Ω approximated using nodal quadrature, i.e. so called mass lumping.
We will assume the stabilization term satisfies
inf
vh∈Vh
‖h
1
2 (uh · ∇ωh − vh)‖ . s(uh, ωh;ωh)
1
2 . h
1
2 (U0 + ‖uh‖L∞(Ω))‖∇ωh‖ (2.5)
and
s(uh, ωh; vh) . h
1
2 (U0 + ‖uh‖L∞(Ω))s(uh, ωh;ωh)
1
2 ‖∇vh‖. (2.6)
The formulation (2.3)-(2.4) satisfies the following stability estimates
Lemma 2.1.
sup
t∈I
‖ωh(·, t)‖
2
M + 2‖ν
1
2∇ωh‖
2
Q + 2
∫
I
s(uh;ωh, ωh) dt ≤ ‖ωh(·, 0)‖
2
M , (2.7)
and if exact integration is used for (·, ·)M ,
‖uh(·, T )‖
2
M + 2‖ν
1
2ωh‖
2
Q = ‖uh(·, 0)‖
2
M − 2
∫ T
0
s(uh;ωh,Ψh) dt, (2.8)
‖uh(·, t)‖L∞(Ω) ≤ cq‖ωh(·, t)‖Lq(Ω), q > 2 (2.9)
and for l = 1,∫ T
0
‖∇∂tωh‖dt .
∫ T
0
(h−
3
2 (U0+ ‖uh‖L∞(Ω))s(uh, ωh, ωh)
1
2 + νh−2‖∇ωh‖)dt. (2.10)
Proof. Inequality (2.7) is immediate by taking vh = ωh in (2.3). Inequality (2.8)
is obtained by taking vh = Ψh in the equation (2.3) and deriving the equation (2.4)
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in time and taking Φh = ωh. For the inequality (2.9), consider the auxiliary problem,
−∆Ψ˜ = ωh in Ω and note that by [22] there holds
‖uh(·, t)‖L∞(Ω) . ‖Ψ˜(·, t)‖W 1,∞(Ω)
and adapting the analysis of [19] we have for the (simpler) case or periodic boundary
conditions,
‖Ψ˜(·, t)‖W 1,∞(Ω) ≤ cq‖ωh(·, t)‖Lq(Ω), q > 2.
To prove (2.10) finally we introduce a function ξh ∈ Vh such that
(ξh, vh)M = (∇∂tωh,∇vh)Ω, ∀vh ∈ Vh,
it follows by taking vh = ξh and using the Cauchy-Schwarz inequality followed by an
inverse inequality that
(ξh, ξh)
1
2
M ∼ ‖ξh‖ . h
−1‖∂t∇ωh‖. (2.11)
Observe that by norm equivalence on discrete spaces the L2-norm defined using nodal
quadrature is equivalent to the consistent L2-norm. Taking vh = ξh in (2.3) yields
‖∂t∇ωh‖
2 = −(uh · ∇ωh, ξh)Ω − (ν∇ωh,∇ξh)Ω − s(uh, ωh, ξh).
We may then apply the Cauchy-Schwarz inequality in the second term of the right
hand side and (2.6) in the last term, followed by inverse inequalities on ‖∇ξh‖ and
the estimate (2.11). For the first term we write, using the properties of ξh and the
bound
|(vh, ξh)M − (vh, ξh)Ω| . (h
2|∇vh|, |∇ξh|)Ω,
|(uh · ∇ωh, ξh)Ω, | . |(uh · ∇ωh − vh, ξh)Ω|+ |(∂t∇ωh,∇vh)Ω|+ (h
2|∇vh|, |∇ξh|)Ω
Since both uh and ∇ωh are constant per element ∇vh|K = ∇(vh−uh ·∇ωh)|K . Using
inverse inequalities and the bound (2.11) on ξh we have
|(uh ·∇ωh−vh, ξh)|+|(∂t∇ωh,∇vh)|+(h
2|∇vh|, |∇ξh|) . h
−1‖∂t∇ωh‖‖uh ·∇ωh−vh‖.
The claim follows by the inequality (2.5), (2.11) and finally by integrating in time.
It follows from (2.8) that the method is energy consistent if s(uh;ωh,Ψh) = 0. Taking
the difference of the formulations (1.5) - (1.6) (with v = vh) and (2.3) - (2.4) and
setting eω = ω − ωh and eΨ = Ψ−Ψh, the following consistency relation holds
(∂teω + u·∇eω + rot eΨ·∇ωh, vh)Ω + (ν∇eω,∇vh)Ω = (∂tωh, vh)M − (∂tωh, vh)Ω
+ s(uh, ωh; vh) in Q, (2.12)
(∇eΨ,∇Φh)Ω − (eω,Φh)Ω = 0 in Q.
As mentioned in the introduction, if the solution (u, ω) is smooth one may prove an
error estimate that is robust with respect to ν using standard linear theory and per-
turbation arguments. For the methods we consider herein, this result is an extension
of the works in [17] and [7] and we state it here only with the dominant terms present.
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For the readers convenience we briefly outline the proof using one stabilization oper-
ator (defined in equation (5.5)) in the appendix.
Proposition 2.2. Let (u, ω) be a smooth solution of (1.5)-(1.6) and (uh, ωh)
be the solution of (2.3)-(2.4), where the stabilization operator satisfies the additional
weak consistency property
s(uh;πLω, πLω) ≤ c(u, ω)h
3
2
then for l = 1, 2
‖(u− uh)(·, T )‖+ ‖(ω − ωh)(·, T )‖ . cω(h
3
2 |ω|L2(I;H2(Ω)) + h
l|Ψ|L∞(I;Hl+1(Ω)))
where cω := e
‖∇ω‖L∞(Q)T . In addition there holds for the stabilization operator
s(uh;ωh, ωh)
1
2 . cω(h
3
2 |ω|L2(I;H2(Ω)) + h
l|Ψ|L∞(I;Hl+1(Ω))).
Observe that the exponential factor here depends on ‖∇ω‖L∞(Ω), compared to
‖∇u‖L∞(Ω) in (1.1). This is the prize we pay for estimating the L
2-error of the
vorticity. As we shall see below, the use of weaker norms for the estimation of ωh
allows us to revert back to the exponential factor of (1.1) and under the large eddy
assumption, the exponential growth is moderate.
3. Dual problem. From the consistency relation (2.12) we deduce the following
(homogeneous) perturbation formulation for the evolution of (eω, eΨ)
(∂teω + u·∇eω + rot eΨ·∇ωh, ϕ1)Ω + (ν∇eω,∇ϕ1)Ω = 0 in Q, (3.1)
(∇eΨ,∇ϕ2)Ω − (eω, ϕ2)Ω = 0 in Q, (3.2)
where ϕ1, ϕ2 are the solutions to a dual adjoint perturbation equation related to the
continuous equation (1.5)-(1.6) and the discretization (2.3)-(2.4). Since the jump of
the tangential derivative of ωh is zero, we may integrate by parts in (3.1), to arrive
at the dual adjoint problem
−∂tϕ1 − u·∇ϕ1 − ϕ2 − ν∆ϕ1 = 0 in Q, (3.3)
−∆ϕ2 −∇ωh·rot ϕ1 = 0 in Q, (3.4)
ϕ1(x, T ) = ξ0(x) in Ω, (3.5)
where ξ0(x) is some initial data to be fixed later, the choice of ξ0 determines the
quantity of interest.
A key result for the present analysis is the following stability estimate for the dual
adjoint solution
Proposition 3.1. The following stability estimate holds for the solution (ϕ1, ϕ2)
of (3.3) - (3.5),
sup
t∈I
‖∇ϕ1(·, t)‖ + ‖ν
1
2D2ϕ1‖Q . e
T
τF ‖∇ξ0‖ (3.6)∫
I
‖∇ϕ2(·, t)‖ dt ≤ e
T
τF
∫
I
‖ωh‖L∞(Ω) dt ‖∇ξ0‖ (3.7)
where τF is defined in the proof. If the large eddy assumption holds τF ∼ 1.
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Proof. First multiply (3.3) by −∆ϕ1 and (3.4) by ϕ1 and integrate over Q
∗ :=
Ω× (t∗, T ), where t∗ is a time to be chosen. By summing the two relations we obtain
(∂tϕ1,∆ϕ1)Q∗︸ ︷︷ ︸
I1
+(u·∇ϕ1,∆ϕ1)Q∗︸ ︷︷ ︸
I2
+(∇ωh·rot ϕ1, ϕ1)Q∗︸ ︷︷ ︸
I3
+ ‖ν
1
2∆ϕ1‖
2
Q∗︸ ︷︷ ︸
I4
= 0.
We will now treat the terms I1-I4 term by term. First note that by integration by
parts first in space and then integration in time we have
I1 = −
1
2
∫ T
t∗
d
dt
‖∇ϕ1(·, t)‖
2dt =
1
2
‖∇ϕ1(·, t
∗)‖2 −
1
2
‖∇ξ0‖
2.
The second term is handled using the decomposition of u in the large scale and fine
scale component and then an integration by parts only in the large scale part. Here
∇Su denotes the symmetric part of the gradient of the vector u.
I2 = −((∇S u¯−
1
2
(∇·u¯)I2×2)∇ϕ1,∇ϕ1)Q∗ − (u
′·∇ϕ1,∆ϕ1)Q∗
≤
∫
Q
(Λ(u¯, u′, ν)∇ϕ1)
T·∇ϕ1 dxdt+
1
2
‖ν
1
2∆ϕ1‖
2
Q∗ ,
where Λ(u¯, u′, ν) is a two by two, symmetric matrix defined by,
Λ(u¯, u′, ν) = −∇S u¯+
1
2
∇·u¯ I2×2 +
1
2ν
u′
T
u′.
We now define the global timescale τF of the flow by
(τF )
−1 := inf
u¯∈L∞(I;W 1,∞(Ω))
‖σ+p (Λ(u¯, u
′, ν))‖L∞(Q).
Here σ+p denotes the largest positive eigenvalue of the matrix. This results in a
nontrivial minimization problem in L∞. We leave the precise study of this problem
for further work and here simply observe that by computing the eigenvalues of the
symmetric part of the gradient tensor we may write
(τF )
−1 ≤ inf
u¯
J(u¯, u′)
where
J(u¯, u′) := sup
t∈I
(√
‖(∂x1 u¯1 − ∂x2 u¯2)
2 + (∂x2 u¯1 + ∂x1 u¯2)
2‖L∞(Ω) + ν
−1‖u′‖2L∞(Ω)
)
.
We observe that the global stability does not depend on the divergence component
or the rotational of u¯, only on the other two components of the velocity gradient
matrix. Since u′ = u − u¯, it follows that we can minimize over all large scale vector
fields u¯ ∈ [W 1,∞(Ω)] and the infimum value obtained is the optimal timescale of the
flow. Under the assumptions made in the introduction, that ‖u¯‖W 1,∞(Ω) ∼ 1 and
ν−1‖u′‖2
L∞(Ω) ∼ 1, for all t, we immediately deduce that τF ∼ 1.
By an integration by parts and by using the relations∇·rot ϕ = 0 and∇ϕ·rot ϕ =
0 we have
I3 = −(ωh∇·rot ϕ1, ϕ1)Q∗ − (ωhrot ϕ1,∇ϕ1)Q∗ = 0.
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Collecting the results for I1 − I3 we have
‖∇ϕ1(·, t
∗)‖2L + ‖ν
1
2∆ϕ1‖
2
Q∗ ≤ τ
−1
F ‖∇ϕ1‖
2
Q∗ + ‖∇ξ0‖
2
L.
The inequality for ϕ1 follows after a Gronwall’s inequality and by taking the supremum
over t∗, resulting in
sup
t∈I
‖∇ϕ1(·, t)‖
2 + ‖ν
1
2D2ϕ1‖
2
Q . e
T
τF ‖∇ξ‖2.
Elliptic regularity has been used for the second term.
For the bound on ϕ2 multiply equation (3.4) by ϕ2 and integrate over Ω,
‖∇ϕ2(·, t)‖
2 = −(ωhrot ϕ1,∇ϕ2)Ω ≤ ‖ωh(·, t)‖L∞(Ω)‖∇ϕ1(·, t)‖‖∇ϕ2(·, t)‖.
Then divide by ‖∇ϕ2(·, t)‖, integrate in time and use that∫
I
‖ωh(·, t)‖L∞(Ω)‖∇ϕ1(·, t)‖ dt ≤
∫
I
‖ωh(·, t)‖L∞(Ω) dt sup
t∈I
‖∇ϕ1(·, t)‖.
Finally use equation (3.6) to bound the term in ‖∇ϕ1(·, t)‖.
Note the dependence of ωh in the bound (3.7). This appearance of a finite element
function in the stability estimate shows that the global stability depends on the mono-
tonicity of the approximation scheme. However as we shall see, strict monotonicity is
not necessary, only L∞-control of the vorticity.
4. A posteriori and a priori error estimates for the abstract method.
Let eω = ω−ωh and let the filtered error e˜ω be defined as the solution to the problem
− δ2∆e˜ω + e˜ω = eω. (4.1)
We introduce a norm on e˜ω such that |‖e˜ω‖|
2
δ := ‖δ∇e˜ω‖
2 + ‖e˜ω‖
2 = (eω, e˜ω)Ω. This
norm coincides with the L2-norm for δ = 0 and is related to the H−1-norm for δ = 1.
By choosing δ := δ(h), i.e. by reducing the filter width with the mesh size, we obtain
a family of norms that become stronger as the mesh size is reduced.
Using the above norm and the relations (2.12), (3.3)-(3.4) as well as the stability
result of Proposition 3.1 we may derive a posteriori estimates for the filtered quantity
e˜ω. We here derive the result for the abstract finite element element method (2.3)-(2.4)
and then show how these estimates can be transformed into a priori error estimates,
depending on the properties of the stabilization operator s(uh, ωh; vh). The use of
weak norms and stabilized finite element methods in the following estimates draws on
ideas from [14] and [3, 4].
Theorem 4.1. (A posteriori error estimates)
|‖ω˜ − ω˜h‖|δ . e
T
τF
(
h
δ2
) 1
2
5∑
i=0
Ri, (4.2)
with
R0 := ‖(ω − ωh)(·, 0)‖,
R1 :=
∫ T
0
inf
vh∈Vh
‖h
1
2 (uh·∇ωh − vh)‖ dt,
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R2 := min(h, ν
1
2 T
1
2 )‖ν
1
2 [[nF ·∇ωh]]‖F×I ,
R3 :=
∫ T
0
‖ωh(·, t)‖L∞(Ω) dtmin(c0 sup
t∈I
‖Ψh(·, t)‖∆,0, c1h
1
2 sup
t∈I
‖ωh(·, t)‖)
where
‖Ψh(·, t)‖∆,s := ‖h
s[[nF · ∇Ψh(·, t)]]‖F + inf
vh∈V lh
( ∑
K∈Th
‖h
1
2+s(∆Ψh(·, t)− vh)‖
2
K
) 1
2
,
R4 := h
3
2
∫ T
0
‖∂t∇ωh‖ dt
and
R5 := (U0 + ‖uh‖L∞(Q))
∫ T
0
s(uh;ωh, ωh)
1
2 dt.
The term R4 is omitted if the consistent mass matrix is used. For the velocities we
have the estimate, for all t ∈ I,
‖(u− uh)(·, t)‖ .
(
‖Ψh(·, t)‖∆, 12 + |‖(ω˜ − ω˜h)(·, t)‖|1
)
(4.3)
where the second term in the right hand side may be a posteriori bounded by taking
δ = 1 in (4.2).
Proof. By the definition of e˜ω we have, taking ξ0 = e˜ω in (3.5),
|‖e˜ω‖|
2
δ = (eω(T ), ϕ1(T ))Ω + (eω,−∂tϕ1 − u·∇ϕ1 − ν∆ϕ1)Q
+ (eΨ,−∆ϕ2 −∇ωh · rot ϕ1)Q
= (eω(0), ϕ1(0))Ω + (∂teω + u·∇eω + rot eΨ·∇ωh, ϕ1)Ω + (ν∇eω,∇ϕ1)Ω
+ (∇eΨ,∇ϕ2)Ω − (eω, ϕ2)Ω.
Using now the consistency relation (2.12) we obtain
|‖e˜ω‖|
2
δ = (eω(0), (ϕ1 − πLϕ1)(·, 0))Ω + (∂te+ u·∇e+ rot eΨ·∇ωh, ϕ1 − πLϕ1)Q
+ (ν∇e,∇(ϕ1 − πLϕ1))Q + (∇eΨ,∇(ϕ2 −Πϕ2))Q − (e, ϕ2 −Πϕ2)Q
− (∂tωh, πLϕ1)M,Q + (∂tωh, πLϕ1)Q − s(uh, ωh;πLϕ1),
where Π : H1(Ω) 7→ V lh will be taken as either πL or πV . Using the equations (1.5)-
(1.6) and the definitions of the projections πL and πV we deduce for Π := πV ,
|‖e˜ω‖|
2
δ = (eω(0), (ϕ1 − πLϕ1)(·, 0))Ω − (uh·∇ωh − vh, ϕ1 − πLϕ1)Q
− (ν∇ωh,∇(ϕ1 − πLϕ1)Q + (ωh, ϕ2 − πV ϕ2)Q
− (∂tωh, πLϕ1)M,Q + (∂tωh, πLϕ1)Q −
∫ T
0
s(uh, ωh;πLϕ1) dt,
and similarly for Π := πL,
|‖e˜ω‖|
2
δ = (eω(·, 0), (ϕ1 − πLϕ1)(·, 0))Ω − (uh·∇ωh − vh), ϕ1 − πLϕ1)Q
− (ν∇ωh,∇(ϕ1 − πLϕ1)Q − (∇Ψh,∇(ϕ2 − πLϕ2))Q
− (∂tωh, πLϕ1)M,Q + (∂tωh, πLϕ1)Q −
∫ T
0
s(uh, ωh;πLϕ1) dt.
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After some standard manipulation including integrations by parts, Cauchy-Schwarz
inequalities, trace inequalities the approximation results (2.1) and (2.2) we may con-
clude, for Π := πV ,
|‖e˜ω‖|
2
δ .
(
h
δ2
) 1
2 (
‖eω(·, 0)‖+
∫ T
0
inf
vh∈Vh
‖h
1
2 (uh·∇ωh − vh)‖ dt
+min(h,ν
1
2T
1
2 )‖ν
1
2 [[nF ·∇ωh]]‖F×I + c1h
1
2 sup
t∈I
‖ωh(·, t)‖
∫ T
0
‖ωh(·, t)‖L∞(Ω) dt
+ h
3
2
∫ T
0
‖∂t∇ωh‖ dt+ (U0 + ‖uh‖L∞(Q))
∫ T
0
s(uh;ωh, ωh)
1
2 dt
)
× (sup
t∈I
‖δ∇ϕ1(·, t)‖+ ‖δν
1
2D2ϕ1‖Q).
If Π := πL the fourth term on the right hand side is replaced using
(∇Ψh,∇(ϕ2 − πLϕ2))Q .
(
h
δ2
) 1
2
c0 sup
t∈I
‖Ψh(t)‖∆,0
∫ T
0
‖δ∇ϕ2(·, t)‖ dt,
followed by the bound (3.7) on ϕ2. The estimate (4.2) now follows by taking the
minimum of the two expressions and noting that by (3.6)
sup
t∈I
‖δ∇ϕ1(·, t)‖ + ‖δν
1
2D2ϕ1‖Q . e
T
τF |‖e˜ω‖|δ.
The velocity estimate (4.3) is obtained by noting that, with eΨ := Ψ−Ψh,
‖u− uh‖
2 := ‖∇eΨ‖
2 = (∇eΨ,∇(eΨ − πLeΨ)) + (eω, πLeΨ).
Using the equation (1.6) we have
‖∇eΨ‖
2 = (∇Ψh,∇(eΨ − πLeΨ)) + (ω, eΨ)− (ωh, πLeΨ)
= (∇Ψh,∇(eΨ − πLeΨ)) + (ω − ωh, eΨ)
Let e˜ be the solution of (4.1) with δ = 1. Then
‖u− uh‖
2 = (∇Ψh,∇(eΨ − πLeΨ))Ω + (∇e˜ω ,∇eΨ)Ω + (e˜ω, eΨ)Ω.
By an integration by parts in the first term, followed by a Cauchy-Schwarz inequality
and the Poincare´-Friedrichs inequality in the last term we may write
‖u− uh‖
2 . ‖h
1
2
F [[∇Ψh]]‖F‖h
− 12 (eΨ − πLeΨ)‖F
+
( ∑
K∈Th
‖h(∆Ψh − vh)‖
2
K
) 1
2
‖h−1(eΨ − πLeΨ)‖
+ |‖(ω˜ − ω˜h)‖|1‖(u− uh)‖.
By elementwise trace inequalities and the approximation property (2.1) we have
‖h−
1
2 (eΨ − πLeΨ)‖F + ‖h
−1(eΨ − πLeΨ)‖ . ‖u− uh‖
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by which we conclude.
If the stability properties of the stabilized method are sufficient, these a posteriori
error estimates translate into a priori error estimates. We propose two strategies for
this. One using stability concepts based on Sobolev injections for discrete spaces and
one based on monotonicity, applicable to monotone stabilized finite element methods
and monotone implicit large eddy methods. The advantage of the former is that it
allows the derivation of a priori error estimates for quasi linear terms s(uh;ωh, vh) and
the use of the consistent mass matrix. The latter technique on the other hand allows
for the derivation of a priori error estimates with precise control of the constants in the
estimates. We will use the notion of the discrete maximum principle (DMP) and the
associated, DMP-property of the forms defining a finite element method introduced
in [6].
Proposition 4.2. Assume that the mass (·, ·)M is evaluated exactly and that in
addition to (2.5) and (2.6) the following stability estimate holds for all t > 0,
‖ωh‖L∞(Ω) . c(h)(‖ωh‖+ s(uh, ωh, ωh)
1
2 ). (4.4)
Then there holds for all ǫ > 0,
|‖(ω˜ − ω˜h)(T )‖|δ . e
T
τF
(
h
δ2
) 1
2
(cǫh
−ǫ + c(h)h
1
2 )
and
‖(u− uh)(·, T )‖ . inf
vh∈W
l−1
h
‖(u− vh)(·, T )‖+ e
T
τF h
1
2 (cǫh
−ǫ + c(h)h
1
2 ).
Proof. First we recall that ‖ωh(·, 0)‖ ≤ ‖ω(·, 0)‖. Then by (2.5) and (2.7)∫ T
0
inf
vh∈Vh
‖h
1
2 (uh·∇ωh − vh)‖ dt . T
1
2
(∫ T
0
s(uh;ωh, ωh) dt
) 1
2
. T
1
2 ‖ω(·, 0)‖.
Using an elementwise trace inequality and (2.7) we also have
min(h, ν
1
2T
1
2 )‖ν
1
2 [[nF ·∇ωh]]‖F×I ≤ h
1
2 ‖ν
1
2∇ωh‖Q . h
1
2 ‖ω(·, 0)‖.
For R3 we use the discrete Sobolev injection (4.4) to deduce
h
1
2 sup
t∈I
‖ωh(·, t)‖
∫ T
0
‖ωh(·, t)‖L∞(Ω) dt
. h
1
2 ‖ωh(·, 0)‖c(h)
∫ T
0
(‖ωh‖+ s(uh, ωh, ωh)
1
2 ) dt
. h
1
2 c(h)‖ωh(·, 0)‖
2.
The only remaining term is the stabilization term, which is not innocent since we do
not have an a priori bound on the factor ‖uh‖L∞(Q). Here we use (2.9) to deduce, for
all t > 0 and q > 2,
‖uh‖L∞(Ω)
∫ T
0
s(uh;ωh, ωh)
1
2 dt ≤ cq‖ωh‖Lq(Ω)T
1
2
(∫ T
0
s(uh;ωh, ωh) dt
) 1
2
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and by a global inverse inequality and the bound (2.7) we may conclude
‖uh‖L∞(Q)
∫ T
0
s(uh;ωh, ωh)
1
2 dt . cqh
2−q
q T
1
2 sup
t∈I
‖ωh(·, t)‖‖ωh(·, 0)‖
and the estimate follows taking ǫ = (q − 2)/q. Note that the constant cq explodes as
q → 2.
The bound in the L2-norm for the velocities follows as before from the vorticity
estimate using, with Ch denoting the Cle´ment interpolant,
‖u− uh‖
2 = ‖∇eΨ‖
2 = (∇eΨ,∇(Ψ − ChΨ))− (eω,Ψh − ChΨ)
≤ ‖u− uh‖‖∇(Ψ− ChΨ)‖ − (−∆e˜ω + e˜ω, (ChΨ−Ψh))
≤ ‖u− uh‖‖∇(Ψ− ChΨ)‖+ |‖ω˜ − ω˜h‖|1‖ChΨ−Ψh‖H1(Ω).
We conclude by using the H1-stability of the Cle´ment interpolant, a Poincare´ inequal-
ity and finally by dividing both sides with ‖u− uh‖.
Proposition 4.3. (A priori error estimate using monotonicity) Assume that
Reh > 1, that the mass (·, ·)M is evaluated using nodal quadrature, that the form
a(uh;ωh, vh) + s(uh;ωh, vh) has the DMP property as defined in [6] and that (2.5)-
(2.6) are satisfied as well as the assumptions of Lemma 2.1 Then there holds
|‖(ω˜ − ω˜h)(T )‖|δ . e
T
τF
(
h
δ2
) 1
2
and
‖(u− uh)(·, T )‖ . inf
vh∈W
l−1
h
‖(u− vh)(·, T )‖+ e
T
τF h
1
2 .
Proof. The terms R0 −R2 are bounded as in the proof of Proposition 4.2. Since
by assumption the spatial discretization of (2.3) has the DMP property and the mass-
matrix is evaluated using nodal quadrature, we know from [5, 6] that
‖ωh‖L∞(Q) = ‖ωh(·, 0)‖L∞(Ω).
Hence by (2.9) ‖uh‖L∞(Q) ≤ c∞‖ωh(·, 0)‖L∞(Ω). We may then use these L
∞-bounds
together with the stabilities of Lemma 2.1 to upper bound the remaining residual
quantities of (4.2). Using (2.9) and (2.7) we immediately have
h
1
2 sup
t∈I
‖ωh(·, t)‖
∫ T
0
‖ωh(·, t)‖L∞(Ω) dt . h
1
2T ‖ωh(·, 0)‖‖ωh(·, 0)‖L∞(Ω)
For the residual term resulting from the mass lumping we have using the stability
(2.10)
h
3
2
∫ T
0
‖∂t∇ωh‖ dt . T
1
2 (U0 + ‖uh‖L∞(Q))
(∫ T
0
(s(uh;ωh, ωh) + ‖ν
1
2∇ωh‖
2) dt
) 1
2
≤ T
1
2U
1
2
0 ‖ω(·, 0)‖.
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The remaining contribution from the stabilization is bounded as before using the
maximum principle and (2.7). The proof of the L2-norm estimate on the velocities is
identical to that of Proposition 4.2
Note that only the proof of Proposition 4.3 uses the assumption Reh > 1 and only to
control the non-consistent mass term. This constraint is likely to vanish if the method
is analysed using techniques appropriate for parabolic problems, since mass lumping
is known to be stable for dominant diffusion (see for instance [24]).
5. Stabilized finite element methods. The estimates of Theorem 4.1 holds
for any finite element method on the form (2.3)-(2.4). Indeed by taking s(·; ·, ·) ≡ 0
the standard Galerkin method is included. This means that in general the effect of
stabilization can be observed only a posteriori, by observing smaller residuals for the
stabilized formulations. In Propositions 4.3 and 4.2 we propose a priori estimates
derived from the a posteriori error estimates under special assumptions on the prop-
erties of the stabilizing terms. These can be proven to hold only for stabilized finite
element methods, since the standard Galerkin method does not allow for a control
of the second term of the right hand side of (4.2) independently of the viscosity, nor
can (2.5) and (4.4) be proven to hold. In this section we will suggest some stabiliza-
tion operators that satisfy the assumptions necessary for the results of the abstract
analysis to hold. We will consider the following cases:
1. linear artificial viscosity, in which the numerical viscosity is increased so that
the mesh Reynolds number always is one. Using a lumped mass matrix
together with anisotropic viscosity we may design the scheme to satisfy a
discrete maximum principle, giving a priori control of ‖ωh‖L∞(Q). When the
consistent mass matrix is used one may proved that (4.4) holds giving once
again a priori estimates, at the price of a logarithmic factor.
2. high order stabilization, we propose to stabilize the jump of the streamline
derivative. This scheme does not yield a maximum principle, so the residuals
can not be completely a priori bounded. The scheme has some interesting
conservation properties for two-dimensional Navier-Stokes’ computations that
we will point out. If a nonlinear stabilization term is added and mass-lumping
is used the solution may be made monotone and the a priori error estimate
of Proposition 4.3 holds, this time with the possibility of higher order conver-
gence in the smooth portion of the flow. Finally if the consistent mass matrix
is used and stabilization is added also in the crosswind direction, an estimate
of the type (4.4) can be shown to hold leading to a priori error bounds using
Proposition (4.2).
5.1. Methods using consistent mass matrix. We consider first the stabi-
lization method obtained by penalizing the jumps of the streamline derivative over
element faces. We use the exact mass matrix in (2.3) and the stabilizing operator
ssd(uh, ωh, vh) := γ
∑
F∈F
U−10 (h
2
F [[uh·∇ωh]], [[uh·∇vh]])F . (5.1)
For this formulation the following stability estimates hold
Lemma 5.1.
sup
t∈I
‖ωh(·, t)‖
2 + 2‖ν
1
2∇ωh‖
2
Q + 2γU
−1
0 ‖hF [[uh·∇ωh]]‖
2
F ≤ ‖ωh(·, 0)‖
2 (5.2)
and if the consistent mass matrix is used,
‖uh(·, T )‖
2 + 2‖ν
1
2ωh‖
2
Q = ‖uh(·, 0)‖
2 (5.3)
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Proof. the proof of (5.2) is an immediate consequence of (2.7) and the definition
(5.1). The inequality (5.3) follows by observing that
ssd(uh, ωh,Ψh) = γ
∑
F∈F
(U−10 h
2
F [[uh·∇ωh]], [[rot Ψh·∇Ψh]])F = 0.
Observe that the method dissipates enstrophy but conserves energy exactly as the
physics of the problem suggests. Using known results on interpolation between dis-
crete spaces it is also straightforward to show (see [8]),
inf
vh∈Vh
‖h
1
2 (uh · ∇ωh − vh)‖
2 . ssd(uh, ωh, ωh).
Unfortunately this stabilization operator can not be shown to satisfy (4.4). For this
we need the stabilization to act also in the crosswind direction. We therefore propose
the following two stabilization operators, the first is the standard artificial viscosity
method
sav(uh;ωh, ωh) := (γh(U0 + |uh|)
2U−10 ∇ωh,∇vh) (5.4)
and the second is a modification of (5.1) where also the crosswind gradient is penalized
defined by
scd(uh, ωh, vh) := ssd(uh, ωh, vh) + γ1
∑
K∈Th
U0h
µ
K
∫
∂K
[[nF · ∇ωh]][[nF · ∇vh]] ds (5.5)
Observe that the first part of scd ensures the satisfaction of (2.5) and as we shall see
the second part is necessary for (4.4) to hold.
Proposition 5.2. Both stabilization operators (5.4) and (5.5) satisfy (2.5) and
(2.6). The stabilization operator sav(·; ·, ·) satisfy (4.4) with c(h) ∼ h
− 12 (1 + |log(h)|)
and scd(·; ·, ·) satisfy (4.4) with c(h) ∼ h
−
1+µ
4 (1 + |log(h)|), µ > 0.
Proof. The proofs of (2.5) - (2.6) are consequences of the Cauchy-Schwarz in-
equality and in the case of scd trace inequalities. To prove (4.4) we note that in two
space dimensions there holds (see [23]),
‖ωh‖L∞(Ω) . (1 + | log(h)|)‖ωh‖H1(Ω).
This allows us to conclude for sav. For scd we use that
‖∇ωh‖ ≤
(∑
F∈F
∫
F
|[[∇ωh · nF ]]||ωh| ds
) 1
2
.
A Cauchy-Schwarz inequality followed by a trace inequality in the right hand side
leads to
‖∇ωh‖ .
( ∑
K∈Th
h−
1+µ
2 ‖ωh‖K‖h
µ
2 [[nf ·∇ωh]]‖∂K
) 1
2
. h−
1+µ
4 (‖ωh‖+scd(uh;ωh, ωh)
1
2 ).
Since the assumptions of Proposition 4.2 are satisfied, we may conclude that the
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method (2.3)-(2.4) using the stabilization (5.4) statisfy the a priori error bounds for
ǫ > 0
|‖(ω˜ − ω˜h)(T )‖|δ . e
T
τF
(
h
δ2
) 1
2
(cǫh
−ǫ + 1 + | log(h)|)
and
‖(u− uh)(·, T )‖ . inf
vh∈W
l−1
h
‖(u− vh)(·, T )‖+ e
T
τF
(
h
δ2
) 1
2
(cǫh
−ǫ + 1 + | log(h)|).
Similarly we have the following estimates if the stabilization (5.5) is used.
|‖(ω˜ − ω˜h)(T )‖|δ . e
T
τF
(
h
δ2
) 1
2
(cǫh
−ǫ + (1 + | log(h)|)h−
µ−1
4 )
and
‖(u− uh)(·, T )‖ . inf
vh∈W
l−1
h
‖(u− vh)(·, T )‖+ e
T
τF h
1
2 (cǫh
−ǫ + (1 + | log(h)|)h−
µ−1
4 ).
We see that if we take µ = 1 in (5.5) we get the same order for the two methods,
however if we want the method to have optimal convergence for smooth solutions we
choose µ = 2 and l = 2, resulting in an a priori convergence order of O(h
1
4 ) in the
non-smooth case.
5.2. Monotone methods. Since the consistent mass matrix is non-monotone
we herein only consider methods using lumped mass. Monotone methods can also be
designed using a nonlinear switch that changes the local quadrature as a function of
the solution ωh so that the consistent mass is used away from local extrema to reduce
the dispersion error known to haunt mass-lumping schemes, such methods are beyond
the scope of the present paper.
5.2.1. Linear artificial viscosity. A monotone method using linear artificial
viscosity is obtained by taking (see [6])
s(uh, ωh, vh) := γ
∑
K
(max(U0, ‖uh‖L∞(K))h
2
K
∑
F∈∂K
(∇ωh × nF ,∇vh × nF )F . (5.6)
Then the estimates (2.7)-(2.8) hold and we observe that there exists positive constants
c1, c2 such that
c1‖|uh|
1
2 h
1
2∇ωh‖
2
Ω ≤ s(uh, ωh, ωh) ≤ c2‖|uh|
1
2h
1
2∇ωh‖
2
Ω.
Let the mass matrix be evaluated using nodal quadrature so that the matrix cor-
responding to (·, ·)M is diagonal. We may use the theory of [5, 6] to prove that
the operator a(ωh, vh) + s(uh, ωh, vh) has the DMP-property and hence the following
discrete maximum principle holds
‖ωh‖L∞(Q) = ‖ωh(·, 0)‖L∞(Ω).
This requires the parameter γ to be chosen large enough, however it does not require
any additional acute condition on the mesh, since the discretization of the Laplace op-
erator results in an M-matrix on Delaunay meshes. Since by the maximum principle,
‖uh‖L∞(Q) . ‖ωh(·, 0)‖L∞(Ω) we have
‖|uh|h
1
2∇ωh‖
2
Q . ‖uh‖
1
2
L∞(Q)
∫ T
0
s(uh, ωh, ωh) dt . ‖ωh(·, 0)‖
2
M (5.7)
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which proves (2.5) with vh = 0. It is straightforward to prove also (2.6). Comparing
with Proposition 4.3 we conclude that the assumptions are satisfied and hence that
the Proposition holds for (2.3)-(2.4) with stabilization given by (5.6) and the mass
matrix evaluated using nodal quadrature.
5.2.2. Nonlinear artificial viscosity. Here we assume that l = 1 so that both
ωh and Ψh are discretized using piecewise affine elements. We propose a stabilization
term consisting of one linear part and one nonlinear part. The role of the nonlinear
part is to ensure that the form a(·; ·, ·) + s(·; ·, ·) has the DMP property. The linear
part is necessary to ensure that the inequality (2.5) holds. We define
s(uh;ωh, vh) := ssd(uh;ωh, vh) (5.8)
+ γ2
∑
K
h2
∑
F∈∂K
RF (uh, ωh)(sign(∇ωh × nF ),∇vh × nF )F (5.9)
where
RF (uh, ωh) := ‖uh‖L∞(∆F )(1 + U
−1
0 ‖uh‖L∞(∆F ))mF ([[nF · ∇ωh]])
with ∆F := ∪K∈Th;K∩F 6=∅K and
mF ([[nF · ∇ωh]]) = max
F ′∈F
F ′∈∂K′;K′∩F=F
‖[[nF · ∇ωh]]‖F ′ .
It is shown in [6] that with this definition a(uh;ωh, vh) + s(uh;ωh, vh) has the DMP-
property for γ2 large enough. Since the bounds (2.5)-(2.10) also hold, the assumptions
of Proposition 4.3 are satisfied and its estimates hold. We conclude that for the
methods defined by mass lumping and the stabilization operators (5.6) or (5.8) the
following estimates hold
|‖(ω˜ − ω˜h)(T )‖|δ . e
T
τF
(
h
δ2
) 1
2
and
‖(u− uh)(·, T )‖ . inf
vh∈W
l−1
h
‖(u− vh)(·, T )‖+ e
T
τF
(
h
δ2
) 1
2
.
6. Conclusion. We have shown that under a certain structural assumption on
the solution of the two dimensional Navier-Stokes’ equation one may derive robust
error estimates with an order in h, independent of both the Reynolds number and
high order Sobolev norms of the exact solution. Robustness is obtained for a class
of stabilized finite element methods. The estimates are both on a posteriori form,
and on a priori form, providing an upper bound on the error. Due to the strong
assumptions on the mesh the present a posteriori error estimates are not immediately
suitable for use in adaptive algorithms, but a more detailed analysis may allow the
mesh assumptions to be relaxed. If the solution is smooth we also prove that optimal
convergence may be obtained, provided the stabilization operator is weakly consistent
to the right order.
Observe that it is natural that the LES estimate has much poorer convergence
order, since we may assume no smoothness of the exact solution. Even the large scales
are assumed to have moderate gradients only.
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We show how several stabilized methods enter the framework, both first and
second order accurate ones. The interest of the first order artificial viscosity method
is primarily its close relationship to the vertex centered finite volume method. Note
also that the estimates with an order proposed herein for nonlinear monotone schemes
to the best of our knowledge are the first of their kind in the literature.
It appears that for implicit large eddy simulations both the estimate (1.1) for
smooth solutions and the estimate (1.3) for rough solutions derived herein are desirable
properties for the theoretical justification of a method.
Future work will focus on numerical investigations both in two and three space
dimensions. Of particular interest is to study the stability of the incompressible Euler
equations to see if the limit estimate with no allowed small scales is sharp.
Acknowledgment. Partial funding for this research was provided by EPSRC
(Award number EP/J002313/1).
Appendix A. Proof of Proposition 2.2. We introduce the discrete errors,
with Ih denoting the Lagrange interpolant
eh,ψ := Ψh − IhΨ and eh,ω := ωh − πLω.
First consider the second equation (2.4) and use Galerkin orthogonality
‖∇eh,Ψ‖
2 = (∇(Ψ− IhΨ),∇eh,Ψ)− (ω − ωh, eh,Ψ).
Applying Poincare´s inequality followed by Cauchy Schwarz inequality we obtain the
following bound for Ψ in terms of the error in the vorticity
‖∇eh,Ψ‖ . ‖∇(Ψ− IhΨ)‖+ ‖ω − πLωh‖+ ‖eh,ω‖.
Consider now the equation (2.3) taking vh = eh,ω and observing that there holds
1
2
d
dt
‖eh,ω‖
2 + s(uh; eh,ω, eh,ω)
= (∂t(ω − πLω), eh,ω) + (ω, u · ∇eh,ω)
− (πLω, uh · ∇eh,ω)− s(uh;πLω, eh,ω).
By integration by parts in time we see that the first term on the right hand side is
zero, by the orthogonality of the L2-projection. We then add and subtract uh in the
second term on the right hand side to obtain
1
2
d
dt
‖eh,ω‖
2 + s(uh; eh,ω, eh,ω) = (ω, (u− uh) · ∇eh,ω)
+ (ω − πLω, uh · ∇eh,ω)− s(uh;πLω, eh,ω) = I + II + III.
In the first term on the right hand side we now reintegrate by parts and use Cauchy-
Schwarz inequality,
I ≤ ‖ω‖W 1,∞‖u− uh‖‖eh,ω‖
. ‖ω‖W 1,∞(‖∇(Ψ− IhΨ)‖+ ‖ω − ωh‖)‖eh,ω‖
. ‖ω‖W 1,∞(‖∇(Ψ− IhΨ)‖
2 + ‖ω − πLω‖
2 + ‖eh,ω‖
2).
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In the second term we use the orthogonality of the L2-projection to retract some
function vh and then apply (2.5),
II = (ω − πLω, uh · ∇eh,ω − vh)
≤ c‖h−
1
2 (ω − πLω)‖s(uh; eh,ω, eh,ω)
1
2
≤ ch2s−1‖ω‖2Hs +
1
4
s(uh; eh,ω, eh,ω).
For the stabilization term finally we apply the Cauchy-Schwarz inequality and an
arithmetic-geometric inequality to obtain
III = s(uh;πLω, eh,ω) ≤ s(uh;πLω, πLω) +
1
4
s(uh; eh,ω, eh,ω). (A.1)
Then we observe that by adding and subtracting Ihrot Ψ we may write
s(uh;πLω, πLω) . s(uh − Ihrot Ψ;πLω, πLω) + s(Ihrot Ψ;πLω, πLω)
and using the definition (5.1) and the stability of the L2-projection on quasi uniform
meshes, we have,
s(uh − Ihrot Ψ;πLω, πLω) .
∑
F∈F
∫
F
h2|uh − Ihrot Ψ|
2|∇πLωh|
2 ds
. ‖∇ω‖2L∞(Ω)h‖uh − Ihrot Ψ‖
2
. ‖∇ω‖2L∞(Ω)h(‖∇Ψ− Ih∇Ψ)‖
2 + ‖∇(Ψ− IhΨ)‖
2 + ‖ω − πLω‖
2 + ‖eh,ω‖
2)
and then
s(Ihrot Ψ;πLω, πLω)
≤ ‖Ihrot Ψ‖
2
L∞(Q)
∑
K
hK
(
‖∇(ω − πLω)‖
2
K + h
2
K‖∇(ω − πLω)‖
2
)
≤ ‖u‖2L∞(Q)Ch
2s−1
K ‖ω‖
2
L2(I;Hs(Ω)).
We conclude by collecting the upper bounds for the terms I − III, applying approx-
imability and Gronwall’s lemma that
‖eh,ω(·, T )‖
2 +
∫ T
0
s(uh; eh,ω, eh,ω) . exp(cT ‖ω‖W 1,∞(Q))‖ω‖W 1,∞(Q)
× (h2l‖Ψ‖2L2(I;Hl+1(Ω) + h
2k+1‖ω‖2L2(I;H2(Ω))).
Here we assumed h‖ω‖W 1,∞(Q) . 1 and neglected the dependence of ‖u‖
2
L∞(Q) (that
is upper bounded by ‖ω(·, 0)‖2L∞(Ω)). It follows that for l = 2 and sufficiently smooth
solutions we have
‖(ω − ωh)(·, T )‖+ ‖(u− uh)(·, T )‖ . h
3
2 .
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