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CRITERION FOR THE INTEGRALITY OF HYPERGEOMETRIC
SERIES WITH PARAMETERS FROM QUADRATIC FIELDS
SHAOFANG HONG AND CHUNLIN WANG
Abstract. For the hypergeometric series with parameters from the rational
fields, there is an effective criterion due to Christol to decide whether the hyper-
geometric series is N-integral or not. Christol criterion is a basic and vital tool
in the recent striking work of Delaygue, Rivoal and Roques on the N-integrality
of the hypergeometric mirror maps with rational parameters. In this paper, we
develop a systematic theory on the N-integrality of the hypergeometric series
with parameters from quadratic fields. We first present a detailed p-adic anal-
ysis to set up a criterion of the p-adic integrality of the hypergeometric series
with parameters from rational fields. Consequently, we present two equivalent
statements for the hypergeometric series with parameters from algebraic num-
ber fields to be N-integral. Finally, by using these results, introducing a new
function that extends the Christol’s function and developing a further p-adic
analysis, we establish a criterion for the N-integrality of the hypergeometric
series with parameters from the quadratic fields. In the process, there are two
important ingredients. One is the uniform distribution result of roots of a
quadratic congruence which is due to Duke, Friedlander and Iwaniec together
with Toth. Another one is an upper bound on the number of solutions of
polynomial congruences given by Stewart in 1991.
1. Introduction
Let r and s be positive integers. As usual, let Q,R and C denote the fields of
rational numbers, real numbers and complex numbers, respectively. Let Z be the
ring of integers. For a prime number p, let Qp and Zp denote the field of p-adic
numbers and the ring of p-adic integers, respectively. For given α = (α1, ..., αr)
and β = (β1, ..., βs) with αi, βj ∈ Q \ Z≤0 and αi 6= βj for all integers i and j with
1 ≤ i ≤ r and 1 ≤ j ≤ s, the hypergeometric series associated with (α,β), denoted
by Fα,β(z), is defined to be the formal power series
(1.1) Fα,β(z) :=
∞∑
n=0
(α1)n · · · (αr)n
(β1)n · · · (βs)n z
n,
where (x)n is the Pochhammer symbol with (x)0 := 1 and for all integers n with
n ≥ 1,
(x)n := x(x + 1) · · · (x+ n− 1).
If βs = 1, then Fα,β(z) satisfies
(1.2) Lα,β(Fα,β(z)) = 0,
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where Lα,β is a linear differential operator defined by
Lα,β :=
s∏
j=1
(
z
d
dz
+ βj − 1
)
− z
r∏
i=1
(
z
d
dz
+ αi
)
.
Let
Gα,β(z) :=
∞∑
n=0
(α1)n · · · (αr)n
(β1)n · · · (βs)n
( r∑
i=1
Hαi(n)−
s∑
j=1
Hβj (n)
)
zn,
where for any x ∈ C \ Z≤0, one has
Hx(n) :=
n−1∑
k=0
1
x+ k
.
Furthermore, if βs−1 = 1, then Gα,β(z) + log zFα,β(z) is another solution of (1.2).
Let
(1.3) qα,β(z) := exp
(Gα,β(z)(z) + log zFα,β(z)(z)
Fα,β(z)
)
= z exp
(Gα,β(z)
Fα,β(z)
)
.
The power series qα,β(z) appears in the study of mirror maps associated with the
hypergeometric differential equations (1.2). The arithmetic properties of Fα,β(z)
and qα,β(z) have been extensively studied. For example, Beukers and Heckman [4]
investigated all algebraic hypergeometric functions and Christol [6, 7] conjectured
that all globally bounded hypergeometric functions are diagonal. Landau [21] and
Bober [5] discussed the relationship between the integrality of Taylor coefficients of
certain hypergeometric series and the integrality of values of certain step functions.
We say that a power series F (z) ∈ 1+ zQ[[z]] is N-integral if there exists a nonzero
rational number c such that F (cz) ∈ Z[[z]]. One would easily find that Fα,β(z)
is N-integral if and only if for all but finitely many prime numbers p, one has
Fα,β(z) ∈ Zp[[z]] (cf. Proposition 22 of [10]). By using this fact, in 1986, Christol
[6] was able to find a criterion to decide for which pairs of (α,β) such that Fα,β(z)
is N -integral. Before stating Christol’s ceriterion, we introduce some notation.
For all x ∈ R, let 〈x〉 be the unique number in (0, 1] such that x − 〈x〉 ∈ Z.
By this definition, one is easy to find that x − 〈x〉 is the largest integer satisfying
x− 〈x〉 < x. Christol [6] defined ”4” to be a total order on R by x 4 y if and only
if either 〈x〉 < 〈y〉 or 〈x〉 = 〈y〉 and x ≥ y. For α = (α1, ..., αr) and β = (β1, ..., βs),
let dα,β be the least common multiple of the exact denominators of components of
α and β. For all positive integers a coprime to dα,β and all x ∈ R, one defines
(1.4) δα,β(x, a) := #{1 ≤ i ≤ r : aαi 4 x} −#{1 ≤ j ≤ s : aβj 4 x}.
As in [10], we call the function δα,β(x, a) Christol function. Then Christol’s criterion
goes as follows.
Theorem 1.1. [6] Let r and s be positive integers. For any α = (α1, ..., αr)
and β = (β1, ..., βs) with αi, βj ∈ Q \ Z≤0, Fα,β(z) is N -integral if and only if
δα,β(x, a) ≥ 0 for all x ∈ R and all a ∈ {1, ..., dα,β} coprime to dα,β.
Christol’s criterion (i.e., Theorem 1.1) plays an important and key role on the
study of N-integrality of the hypergeometric mirror maps qα,β(z) in [10]. It general-
izes Landau’s criterion which is the basic tool of [8] on the N-integrality of qα,β(z).
On the other hand, if Fα,β(z) is N -integral, then it is not hard to see that the
set of all c ∈ Q satisfying Fα,β(cz) ∈ Z[[z]] can be written as Cα,βZ for a unique
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positive rational number Cα,β . We call Cα,β the Eisenstein constant of Fα,β(z).
Delaygue, Rivoal and Roques [10] gave a formula of Cα,β . By using Christol’s func-
tion, very recently, Delaygue, Rivoal and Roques obtained an explicit formula for
the Eisenstein constant of any those N-integral hypergeometric series with rational
parameters.
The arithmetic property of qα,β(z) was first studied by Dwork. In [12] and [13],
qα,β(z) was treated as a p-adic analytic function. To investigate the p-adic analytic
continuation of qα,β(z), Dwork developed a p-adic formal congruence theorem.
This theorem turned out to be a crucial tool to study the N-integrality of qα,β(z).
Encouraged by numerical results, Lian and Yau started to consider the N-integrality
of qα,β(z). By using Dwork’s formal congruence theorem, Lian and Yau [22] were
able to establish for the first time the N-integrality of qα,β(z) for infinitely many
cases. After that, partial results in this direction were found by Lian and Yau
[23], by Zudilin [31], by Krattenthaler and Rivoal [18, 19], by Delaygue [8] and by
Roques [27, 28]. So far the most general result, which contains all the interested
cases, was obtained by Delaygue, Rivoal and Roques [10]. They established a
criterion to decide whether qα,β(z) is N-integral or not for any disjoint α and β
under the assumption that Fα,β(z) is N-integral, where α and β are disjoint if and
only if αi− βj /∈ Z for all (i, j) ∈ {1, ..., r}× {1, ..., s}. The arithmetic properties of
multivariable hypergeometric series and hypergeometric mirror maps with rational
parameters are also extensively considered. For example, Adolphson and Sperber
[1] studied the p-integrality of multivariable hypergeometric series with rational
parameters. Furthermore, Adolphson and Sperber [2], Beukers [3], Delaygue [9]
and Krattenthaler and Rivoal [20] investigated the N-integrality of multivariable
hypergeometric mirror maps.
In this paper, we initiate the investigation of the N-integrality of hypergeometric
series with parameters from algebraic number fields, and in particular, we will
develop a systematic theory on the N-integrality of the hypergeometric series with
parameters from quadratic fields. Let’s start with the p-adic integrality of Fα,β(z),
where the parameters α and β are given as in Theorem 1.1. Let
(1.5) Mα,β := dα,β
(
2 + 2 max
1≤i≤r
1≤j≤s
{|αi|, |βj |}
)
and
(1.6) mα,β := min
1≤i≤r
1≤j≤s
{αi − 〈αi〉, βj − 〈βj〉}.
We have the following criterion on the p-adic integrality of Fα,β(z) with the pa-
rameters α and β being rational numbers.
Theorem 1.2. Let r and s be positive integers. Let α = (α1, ..., αr) and β =
(β1, ..., βs) with αi, βj ∈ Q \ Z≤0. Let p be a prime with p > max{Mα,β, 3sdα,β}.
Let a be the integer such that 1 ≤ a ≤ dα,β and ap ≡ 1 mod dα,β. Then each of
the following is true.
(i). If r < s, then Fα,β(z) 6∈ Zp[[z]].
(ii). If r > s, then Fα,β(z) ∈ Zp[[z]] if and only if δα,β(x; a) ≥ 0 for any x ∈ R.
(iii). If r = s, then Fα,β(z) ∈ Zp[[z]] if and only if
(1.7)
h∑
l=1
δα,β(a
lβk; a
l) ≥ 0
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for all h ∈ {1, ..., ord(a)} with ord(a) being the order of a modulo dα,β and all
k ∈ {1, ..., s}, and
(1.8) δα,β
(
al
( e
dα,β
+mα,β
)
, al
)
≥ 0
for all l ∈ {1, ..., ord(a)} and e ∈ {1, ..., dα,β}.
Now let K be an algebraic number field and OK be the ring of integers in K.
For a power series F (z) ∈ 1 + zK[[z]], we say that F (z) is N-integral if there is
a nonzero element c ∈ K such that F (cz) ∈ OK [[z]]. For any α = (α1, ..., αr)
and β = (β1, ..., βs) with αi, βj ∈ K \ Z≤0, the equations (1.1) and (1.3) are
obviously still valid. We define Fα,β(z) given by (1.1) to be the hypergeometric
series associated with α and β and qα,β(z) given by (1.3) to be the associated
mirror map. We are interested in the N-integrality of Fα,β(z) for algebraic number
parameters α and β. The following question arises naturally: Does there exist an
effective criterion determining effectively the N-integrality of Fα,β(z) for algebraic
number parameters α and β?
For a prime ideal p of OK , let Kp be the p-adic completion of K, and OK,p be
the valuation ring ofKp. For a prime number p, let Cp denote the completion of the
algebraic closure of Qp, and Op be the valuation ring of Cp. For any monomorphism
σ : K 7→ Cp, we define
σ
(
Fα,β(z)
)
:=
∞∑
n=0
σ
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
zn ∈ Cp[[z]].
In this direction, we have the following result.
Theorem 1.3. Let K be an algebraic number field and OK be the ring of algebraic
integers in K. Let α = (α1, ..., αr) and β = (β1, ..., βs) with αi, βj ∈ K \ Z≤0.
Then the following statements are equivalent.
(i). Fα,β(z) is N-integral in K.
(ii). Fα,β(z) ∈ OK,p[[z]] for almost all prime ideals p of OK .
(iii). For almost all prime numbers p and for all monomorphisms σp : K → Cp,
the power series σp(Fα,β(z)) is contained in Op[[z]].
Clearly, if letting K = Q, then Theorem 1.3 becomes Proposition 22 of [10]. On
the other hand, Theorem 1.3 gives two equivalent descriptions of the N-integrality
of hypergeometric series with algebraic number parameters and so can be viewed
as a rough answer to the above answer. However, these equivalent descriptions are
not efficient to determine the N-integrality of Fα,β(z). For the quadratic field case,
we success in giving an effective criterion and hence we answer the above question
when K is a quadratic field.
In the rest of this section, let K = Q(
√
D) for a square-free integer D other than
1. Every element γ ∈ K can be written as γ = γ1 + γ2
√
D with γ1, γ2 ∈ Q. And
γ ∈ Q if and only if γ2 = 0. Then one can write
α = (α11 + α21
√
D, ..., α1r + α2r
√
D)
and
β = (β11 + β21
√
D, ..., β1s + β2s
√
D)
with α1i, α2i, β1j , β2j being elements in Q for 1 ≤ i ≤ r and 1 ≤ j ≤ s. Let
u := #{0 ≤ i ≤ r : αi ∈ Q}
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and
v := #{0 ≤ j ≤ s : βj ∈ Q}.
Note that we may have u = 0 or u = r as well as v = 0 or v = s. Without loss of
any generality, suppose that α1, ..., αu and β1, ..., βv are rational while αu+1, ..., αr
and βv+1, ..., βs are irrational. Then α21 = · · ·α2u = β21 = · · · = β2v = 0, and α2i
and β2j are nonzero for all integers i and j with u + 1 ≤ i ≤ r and v + 1 ≤ j ≤ s.
Set
α1 := (α11, ..., α1r), β1 := (β11, ..., β1s),
α2 := (α21, ..., α2r), β2 := (β21, ..., β2s),
and
µ := (α1, ..., αu), ν := (β1, ..., βv).
Let dα1,β1 (resp. dα2,β2 , dµ,ν) be the least common multiple of the exact denomi-
nators of elements of α1 and β1 (resp. α2 and β2, µ and ν). Define
E := lcm(4D, dα1,β1 , dα2,β2) and G := (Z/EZ)
×.
We correspond a ∈ G with a positive integer a with a ∈ {1, ..., E} and (a,E) = 1.
We mention without proof here that if two primes p, q satisfies p ≡ q mod 4D,
then
(
D
p
)
=
(
D
q
)
. Hence one can define
H :=
{
a ∈ (Z/EZ)× :
(D
p
)
= 1 holds for all primes p with ap ≡ 1 mod E
}
,
and I := G \H .
For a ∈ G, ǫ ∈ (0, 1) and x ∈ R, we define
∆α,β(x, a, ǫ) :=#{1 ≤ i ≤ r : aα1i + α˜2iǫ 4 x} −#{1 ≤ j ≤ s : aβ1j + β˜2jǫ 4 x},
where α˜2i := α2idα2,β2 and β˜2j := β2jdα2,β2 . One may notice that if all compo-
nents of α and β are rational, then for any fixed x and a,
∆α,β(x, a, ǫ) = δα,β(x, a)
holds for all ǫ ∈ (0, 1). Hence our function ∆α,β(x, a, ǫ) generalizes the Christol
function δα,β(x, a). Let
(1.9) Sα,β :=
( 5⋃
i=1
Si
)
∩ (0, 1),
where
S1 :=
{aα1i − aα1i′ + n
α˜2i′ − α˜2i : a ∈ H,n ∈ Z, 1 ≤ i, i
′ ≤ r and α˜2i 6= α˜2i′
}
,
S2 :=
{aβ1j − aβ1j′ + n
β˜2j′ − β˜2j
: a ∈ H,n ∈ Z, 1 ≤ j, j′ ≤ s and β˜2j 6= β˜2j′
}
,
S3 :=
{aα1i − aβ1j + n
β˜2j − α˜2i
: a ∈ H,n ∈ Z, 1 ≤ i ≤ r, 1 ≤ j ≤ s and α˜2i 6= β˜2j
}
,
S4 :=
{n− aα1i
α˜2i
: a ∈ H,n ∈ Z, 1 ≤ i ≤ r, α˜2i 6= 0
}
and
S5 :=
{n− aβ1j
β˜2i
: a ∈ H,n ∈ Z, 1 ≤ j ≤ s, β˜2j 6= 0
}
.
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Evidently, Sα,β is a finite set. For quadratic parameters α and β and using the
notation above, we present the following four statements:
Statement I: δµ,ν(x, a) ≥ 0 for all a ∈ I and x ∈ R.
Statement II: δµ,ν(a
l( edµ,ν +mµ,ν), a
l) ≥ 0 for all a ∈ I, e ∈ {1, ..., dµ,ν} and
l ∈ {1, ..., ord(a)}, where ord(a) is the order of a modulo E.
Statement III:
∑h
l=1 δµ,ν(a
lβk, a
l) ≥ 0 for all a ∈ I, k ∈ {1, ..., s} and h ∈
{1, ..., ord(a)}.
Statement IV: ∆α,β(x, a, ǫ) ≥ 0 for all a ∈ H , ǫ ∈ (0, 1) \ Sα,β and x ∈ R.
We can now state the following criterion on the N-integrality of Fα,β(z).
Theorem 1.4. Let D be a square-free integer other than 1. Let α = (α1, ..., αr)
and β = (β1, ..., βs) with αi, βj ∈ Q(
√
D) \ Z≤0. Let u and v be the number of
rational components of α and β, respectively. Then each of the following is true:
(i). If u < v, then the hypergeometric series Fα,β(z) is not N-integral.
(ii). If u > v, then the hypergeometric series Fα,β(z) is N-integral if and only if
the statements I and IV are true.
(iii). If u = v, then the hypergeometric series Fα,β(z) is N-integral if and only
if the statements II, III and IV are true.
This paper is organized as follows. In Section 2, we first explore properties of
Dwork map and Christol operator, and then use them to study the p-adic integral-
ity of hypergeometric series with rational parameters and finally give the proof of
Theorem 1.2. Then in Section 3, we exploit the N-integrality for the hypergeometric
series with parameters from algebraic number fields. The criterion for such hyper-
geometric series to be N-integral is given in Theorem 1.3 above. Its proof needs
one important result of Stewart on the upper bound of the number of solutions of
polynomial congruences obtained in 1991 [29] which is one of important ingredients
of this paper. Consequently, we study in Section 4 roots of quadratic congruences
modulo various prime numbers. We will make use of the uniform distribution theo-
rem of Duke, Friedlander, Iwaniec [11] and Toth [30] to study the roots of quadratic
congruences modulo various prime numbers. Especially, we will show that
(1.10) #
{v
p
: p ∈ S, 0 ≤ v < p < x, f(v) ≡ 0 mod p2
}
= o(π(x))
if f is a primitive irreducible polynomial of degree two and integer coefficients and
x goes to infinity. This result is one key step in the proof of Theorem 1.4 and
another important ingredient of this paper. Section 5 is devoted to the study of N-
integrality of the hypergeometric series with parameters from quadratic fields. We
will develop some properties on the function 〈·〉, the operator Tp,l and the function
∆α,β. Then we use them together with (1.10) to give the proof of Theorem 1.4.
Finally, we provide one example to demonstrate Theorem 1.4 as the conclusion of
this paper.
In the forthcoming works, we will use the main results of the current paper
to study the Eisenstein constant of the hypergeometric series Fα,β(z) with the
parameters α and β coming from quadratic fields. Moreover, we will investigate
the N-integrality of the hypergeometric series qα,β(z) for the quadratic parameters
α and β.
Throughout this paper, for any given rational number α, we denote by d(α) the
denominator of α. As usual, ⌊·⌋, ⌈·⌉ and {·} will stand for the floor function, the
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ceil function and the fractional part function, respectively. For any integers a and
b, let (a, b) denote the greatest common divisor of a and b.
2. Dwork map, Christol operator, p-adic integrality of the
hypergeometric series with rational parameters and proof of
Theorem 1.2
In this section, our purpose is to find an equivalent condition for Fα,β(z) ∈
Zp[[z]] for a given prime number p. We will first investigate properties of Dwork
map and Christol operator, and then use them to study the p-adic integrality of
hypergeometric series with rational parameters and finally arrive at the proof of
Theorem 1.2.
Let Fα,β(z) be a hypergeometric function with rational parameters α and β.
We begin with the Dwork map. For any α ∈ Zp, there is an unique element in Zp,
denoted by Dp(α), satisfying that
pDp(α)− α ∈ {0, 1, ..., p− 1}.
This defines a map
Dp :Zp → Zp,
α 7→ Dp(α),
which is called Dwork map as introduced first by Dwork in [12]. For any positive
integer l, let Dlp denote the l-th iteration of Dp. Then D
l
p(α) is the unique element
in Zp such that
plDlp(α)− α ∈ {0, 1, ..., pl − 1}.
So one has
(2.1) 0 ≤ Dlp(α)−
α
pl
≤ 1− 1
pl
.
Christol [6] introduced the operator Tp,l which is defined by
(2.2) Tp,l(α) := p
lDlp(α) − α.
We introduce a new operator Rp,l that is defined by
(2.3) Rp,l(α) := p
l − Tp,l(α).
When l = 1, Tp,l(α) and Rp,l(α) is denoted by Tp(α) and Rp(α) for short. Then
Tp,l(α) is the unique element in {0, 1, ..., pl − 1} such that
Tp,l(α) + α ≡ 0 mod pl,
and Rp,l(α) is the unique element in {1, ..., pl} such that
Rp,l(α)− α ≡ 0 mod pl.
We also point out a basic fact which states that for any positive integer l and for
any α ∈ Zp, one has
Tp,l(α) ≤ Tp,l+1(α).(2.4)
Actually, since Tp,l(α)+α ≡ 0 mod pl and Tp,l+1(α)+α ≡ 0 mod pl+1, we deduce
that Tp,l(α) ≡ Tp,l+1(α) mod pl. One may write Tp,l+1(α) = Tp,l(α)+ tpl for some
integer t. But Tp,l(α) ∈ [0, pl− 1] and Tp,l+1(α) ≥ 0. Then we must have t ≥ 0. So
(2.4) is true.
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Let vp denote the p-adic valuation. For basic properties of vp, see, for example,
[17] and [25]. We have the following result on the p-adic valuation of Pochhammer
symbol.
Lemma 2.1. Let α ∈ Zp \ Z≤0. Then for any nonnegative integer n, we have
vp
(
(α)n
)
=
∞∑
l=1
⌊n− 1 +Rp,l(α)
pl
⌋
(2.5)
=
∞∑
l=1
⌈n− Tp,l(α)
pl
⌉
(2.6)
=
∞∑
l=1
⌈n+ α
pl
−Dlp(α)
⌉
.(2.7)
Proof. Christol proved in [6] that for a p-adic integer α and any nonnegative integer
n, one has
vp
(
(α)n
)
=
∞∑
l=1
⌊n− 1 +Rp,l(α)
pl
⌋
.
Delaygue, Roques and Rivoal proved in [10] that for all positive integers l, one has
(2.8)
⌊n− 1 +Rp,l(α)
pl
⌋
=
⌈n− Tp,l(α)
pl
⌉
.
But by (2.2), one has
(2.9)
⌈n− Tp,l(α)
pl
⌉
=
⌈n+ α
pl
−Dlp(α)
⌉
.
Then (2.7) follows immediately form the above three equations. Thus Lemma 2.1
is proved. 
Let now α = (α1, ..., αr) and β = (β1, ..., βs) with αi, βj ∈ Zp \ Z≤0. Let
Fα,β(z) ∈ Qp[[z]] be the formal power series defined by (1.1). As an application of
Lemma 2.1, we supply the following result.
Lemma 2.2. If r < s, then Fα,β(z) 6∈ Zp[[z]].
Proof. Deduced from (2.5), one has
vp
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
=
r∑
i=1
∞∑
l=1
⌊n− 1 +Rp,l(αi)
pl
⌋
−
s∑
j=1
∞∑
l=1
⌊n− 1 +Rp,l(βj)
pl
⌋
.
Since 1 ≤ Rp,l(α) ≤ pl implying that
(2.10)
⌊ n
pl
⌋
≤
⌊n− 1 +Rp,l(α)
pl
⌋
≤
⌊n− 1
pl
⌋
+ 1,
it then follows that
(r − s)
∞∑
l=1
⌊ n
pl
⌋
− s logn
log p
≤ vp
((α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≤ (r − s)
∞∑
l=1
⌊ n
pl
⌋
+
r logn
log p
.
Since r < s, we have
(r − s)
∞∑
l=1
⌊ n
pl
⌋
+
r logn
log p
< (r − s)
(n
p
− 1
)
+
r logn
log p
.
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Let g(x) := (r− s)(x/p− 1)+ log x/ log p. Then one can compute the derivative
and get that g′(x) = (r− s)/p+1/x. Evidently, we have g′(x) < 0 if x > p/(s− r).
So there exists a positive integer N such that for all integers n with n > N , one
has g(n) < 0, that is
(r − s)
∞∑
l=1
⌊ n
pl
⌋
+
r logn
log p
< 0.
Hence Fα,β(z) 6∈ Zp[[z]]. This ends the proof of Lemma 2.2. 
Let α ∈ Q, and d(α) denote the exact denominator of α. For a prime p such
that α ∈ Q ∩ Zp, there is an explicit formula of Dlp(α).
Lemma 2.3. [10] Let α ∈ Q \ Z≤0. Then for any prime p such that α ∈ Zp and
all positive integers l such that pl ≥ d(α)(|⌊1 − α⌋|+ 〈α〉), we have
Dlp(α) = D
l
p(〈α〉) = 〈ωα〉,
where ω denotes any integer satisfying that ωpl ≡ 1 mod d(α).
Lemma 2.4. Let γ1 and γ2 be two rational numbers in Q \Z≤0. Then each of the
following is true:
(i). If 〈bγ1〉 = 〈bγ2〉 for a positive integer b coprime to lcm(d(γ1), d(γ2)), then
〈aγ1〉 = 〈aγ2〉 for any positive integer a.
(ii). Let p be a prime such that
p ≥ max(d(γ1)(|⌊1 − γ1⌋|+ 〈γ1〉), d(γ2)(|⌊1 − γ2⌋|+ 〈γ2〉)).
Then DLp (γ1) = D
L
p (γ2) holds for a given positive integer L if and only if D
l
p(γ1) =
Dlp(γ2) holds for all positive integers l.
Proof. Set d := lcm(d(γ1), d(γ2)). We begin with the proof of part (i).
(i). Write γ1 =
e1
d and γ2 =
e2
d , which are not necessarily reduced. Let
be1 = dq1 + r1 and be2 = dq2 + r2,
where q1, q2, r1, r2 are integers with 0 ≤ r1, r2 < d. Then by the definition of
the function 〈 〉, we have 〈bγ1〉 = r1d and 〈bγ2〉 = r2d . Since 〈bγ1〉 = 〈bγ2〉 and
0 ≤ r1, r2 < d, it follows that r1 = r2, which implies be1 ≡ be2 mod d. Moreover,
since (b, d) = 1, one has ae1 ≡ ae2 mod d for any positive integer a. Thus aγ1−aγ2
is an integer, which follows that 〈aγ1〉 = 〈aγ2〉.
(ii). If Dlp(γ1) = D
l
p(γ2) holds for all positive integers l, then D
L
p (γ1) = D
L
p (γ2)
holds for a given positive integer L. In what follows, we assume that DLp (γ1) =
DLp (γ2) holds for a given positive integer L. Then by Lemma 2.3, for a positive
integer b with bpL ≡ 1 mod d, one has 〈bγ1〉 = 〈bγ2〉. Then one can deduce from (i)
that 〈aγ1〉 = 〈aγ2〉 for any positive integer a. In particular, for a positive integer l, if
let al be a positive integer such that alp
l ≡ 1 mod d, then one has 〈alγ1〉 = 〈alγ2〉,
So by Lemma 2.3, Dlp(γ1) = D
l
p(γ2). This finishes the proof of Lemma 2.4. 
Before proceeding, we present a lemma which should be useful later in this
section.
Lemma 2.5. Let A be a set on which a total order ≤ is defined. Let x1, ..., xr and
y1, ..., ys be the elements of A. Then
(2.11) #{i : xi ≤ a} −#{j : yj ≤ a} ≥ 0 ∀a ∈ A
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if and only if
(2.12) #{i : xi ≤ yk} −#{j : yj ≤ yk} ≥ 0 ∀k ∈ {1, ..., s}.
Proof. First of all, it is clear that (2.12) holds if (2.11) is true. Now let us show the
truth of the converse. Assume that (2.12) is true. In what follows we show that
(2.11) is true. With no loss of any generality, one may suppose that y1 ≤ · · · ≤ ys.
For any given a ∈ A, we consider the following three cases:
Case 1. a ≤ y1, a 6= y1. Then #{j : yj ≤ a} = 0. So one has
#{i : xi ≤ a} −#{j : yj ≤ a} ≥ 0
as (2.11) claimed.
Case 2. yk ≤ a ≤ yk+1, a 6= yk+1 for some integer k0 with 1 ≤ k0 < s. Then
#{j : yj ≤ a} = #{j : yj ≤ yk0} = k0
and
#{i : xi ≤ a} ≥ #{i : xi ≤ yk0}.
On the other hand, (2.12) implies that
#{i : xi ≤ yk0} −#{j : yj ≤ yk0} ≥ 0.
It then follows that
#{i : xi ≤ a} −#{j : yj ≤ a} ≥ #{i : xi ≤ yk0} −#{j : yj ≤ yk0} ≥ 0.
So (2.11) holds in this case.
Case 3. ys ≤ a. Then we have #{j : yj ≤ a} = #{j : yj ≤ ys} = s and
#{i : xi ≤ a} ≥ #{i : xi ≤ ys}. But (2.12) tells us that
#{i : xi ≤ ys} −#{j : yj ≤ ys} ≥ 0.
Thus one derives that
#{i : xi ≤ a} −#{j : yj ≤ a} ≥ #{i : xi ≤ ys} −#{j : yj ≤ ys} ≥ 0.
Hence (2.11) is true in this case. This ends the proof of Lemma 2.4. 
For α = (α1, ..., αr) and β = (β1, ...βs) with αi, βj ∈ Q \ Z≤0, we recall that
dα,β is the least common multiple of the exact denominators of elements of α and
β and Mα,β is given by (1.5). Throughout this paper, we always let
Ψ := {α1, ..., αr, β1, ..., βs}.(2.13)
For γ ∈ Ψ, one has
1− γ = 1− (γ − 〈γ〉+ 〈γ〉) = −γ + 〈γ〉+ 1− 〈γ〉.
By definition of 〈γ〉, −γ + 〈γ〉 is an integer and 1 − 〈γ〉 ∈ [0, 1). Thus ⌊1 − γ⌋ =
−γ+〈γ〉. If γ ≤ 0, then |⌊1−γ⌋|+〈γ〉 = −γ+2〈γ〉. Evidently, γ−〈γ〉 is the largest
integer < γ. If γ > 0, then γ − 〈γ〉 ≥ 0, so in this case, one has |⌊1− γ⌋|+ 〈γ〉 = γ.
Therefore for any γ ∈ Ψ, we have
|⌊1− γ⌋|+ 〈γ〉 ≤ |γ|+ 2,(2.14)
and so
(2.15) Mα,β > d(γ)(|⌊1 − γ⌋|+ 〈γ〉).
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Lemma 2.6. Let p be a prime such that p > Mα,β and l be a positive integer. Let
a ∈ {1, ..., dα,β} satisfy that ap ≡ 1 mod dα,β. Then the following statements are
equivalent:
(i). For all x ∈ R, one has δα,β(x, al) ≥ 0.
(ii). For all k ∈ {1, ..., s}, one has δα,β(alβk, al) ≥ 0.
(iii). For all k ∈ {1, ..., s}, one has
#
{
i : Dlp(αi)−
αi
pl
≤ Dlp(βk)−
βk
pl
}
≥ #
{
j : Dlp(βj)−
βj
pl
≤ Dlp(βk)−
βk
pl
}
.
(iv). For all n ∈ {1, ..., pl}, one has
#
{
1 ≤ i ≤ r : Dlp(αi)−
αi
pl
≤ n
pl
}
≥ #
{
1 ≤ j ≤ s : Dlp(βj)−
βj
pl
≤ n
pl
}
.
(v). For all n ∈ {1, ..., pl}, one has
r∑
i=1
⌈n+ αi
pl
−Dlp(αi)
⌉
≥
s∑
j=1
⌈n+ βj
pl
−Dlp(βj)
⌉
.
Remark. The equivalent statements in Lemma 2.6 first appears in Christol’s proof
of Theorem I. The equivalence of these statements is the key point of Christol’s
proof. Note that the proof given here is different from that of Christol presented
in [6].
Proof. (i)⇔ (ii). One has
δα,β(x, a
l) = #{i : alαi 4 x} −#{j : alβj 4 x}
and
δα,β(a
lβk, a
l) = #{i : alαi 4 alβk} −#{j : alβj 4 alβk}.
Since R is a totally ordered set with respect to the order “4”, then Lemma 2.5
applied to the sets R and {alβ1, ..., alβs} with total order 4, the equivalence of
parts (i) and (ii) follows immediately from Lemma 2.5.
(ii)⇔ (iii). Let γ1 and γ2 be in the set Ψ. We claim that for any given positive
integer b with (b, dα,β) = 1 and bp
l ≡ 1 mod dα,β, one has that
(2.16) Dlp(γ1)−
γ1
pl
≤ Dlp(γ2)−
γ2
pl
holds if and only if exactly one of the following two is true:
(a). Dlp(γ1) < D
l
p(γ2).
(b). Dlp(γ1) = D
l
p(γ2) and γ1 ≥ γ2.
In fact, if (b) is true, then obviously (2.10) holds. If (a) is true, then Dlp(γ2) −
Dlp(γ1) > 0. But Lemma 2.3 tells us that D
l
p(γ1) and D
l
p(γ2) are contained in the
set { 1dα,β , 2dα,β , ..., 1}. Hence
Dlp(γ2)−Dlp(γ1) ≥
1
dα,β
.
Since pl ≥ p > Mα,β > dα,β(|γ1|+ |γ2|), we can deduce that
Dlp(γ2)−
γ2
pl
−Dlp(γ1) +
γ1
pl
≥ 1
dα,β
+
γ1 − γ2
pl
(2.17)
≥ 1
dα,β
− |γ1|+ |γ2|
pl
> 0.
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Thus (2.16) holds if one of (a) and (b) is true. Conversely, assume that (2.16) holds.
If Dlp(γ1) > D
l
p(γ2), then in the same argument as in proving (2.17), one can show
that
Dlp(γ2)−
γ2
pl
−Dlp(γ1) +
γ1
pl
≤ − 1
dα,β
+
γ1 − γ2
pl
< 0,
which contradicts to (2.16). Therefore Dlp(γ1) ≤ Dlp(γ2). Furthermore, if Dlp(γ1) =
Dlp(γ2), then one derives from (2.16) that γ1 ≥ γ2. Hence one of (a) and (b) must
be true. This proves the truth of the claim.
Now by the definition of 4, one knows that bγ1 4 bγ2 holds if and only if either
〈bγ1〉 = 〈bγ2〉 and bγ1 ≥ bγ2, or 〈bγ1〉 < 〈bγ2〉, by Lemma 2.3, which is equivalent
to either Dlp(γ1) = D
l
p(γ2) and bγ1 ≥ bγ2, or Dlp(γ1) < Dlp(γ2). Since b > 0, one
then deduces that bγ1 4 bγ2 holds if and only if exactly one of (a) and (b) is true,
hence if and only if (2.16) is true by the claim. That is, one has
(2.18) bγ1 4 bγ2 ⇐⇒ Dlp(γ1)−
γ1
pl
≤ Dlp(γ2)−
γ2
pl
.
So by (2.18), for k ∈ {1, ..., s}, we have
#{i : bαi 4 bβk} = #
{
i : Dlp(αi)−
αi
pl
≤ Dlp(βk)−
βk
pl
}
and
#{i : bβj 4 bβk} = #
{
i : Dlp(βj)−
βj
pl
≤ Dlp(βk)−
βk
pl
}
.
Thereby, one has
δα,β(bβk, b) =#
{
i : Dlp(αi)−
αi
pl
≤ Dlp(βk)−
βk
pl
}
−#
{
j : Dlp(βj)−
βj
pl
≤ Dlp(βk)−
βk
pl
}
.
Then taking b = al gives the equivalence of parts (ii) and (iii).
(iii)⇔ (iv). Let A = { n
pl
: 0 ≤ n ≤ pl−1}. For all integers i and j with 1 ≤ i ≤ r
and 1 ≤ j ≤ s, we set
xi := D
l
p(αi)−
αi
pl
=
Tp,l(αi)
pl
and
yj := D
l
p(βj)−
βj
pl
=
Tp,l(βj)
pl
.
Since 0 ≤ Tp,l(αi), Tp,l(βj) ≤ pl − 1, xi and yj are elements of A for all integers i
and j with 1 ≤ i ≤ r and 1 ≤ j ≤ s. Hence the equivalence of parts (iii) and (iv)
follows from Lemma 2.5.
(iv)⇔ (v). For γ ∈ Ψ and n ∈ {1, ..., pl}, by (2.8) to (2.10), one has
0 ≤
⌊ n
pl
⌋
≤
⌈n+ γ
pl
−Dlp(γ)
⌉
≤
⌊n− 1
pl
⌋
+ 1 = 1.
INTEGRALITY OF HYPERGEOMETRIC SERIES WITH QUADRATIC PARAMETERS 13
So
⌈
n+γ
pl
−Dlp(γ)
⌉
= 1 if Dlp(γ)− γpl < npl , and
⌈
n+γ
pl
−Dlp(γ)
⌉
= 0 otherwise. Then
r∑
i=1
⌈n+ αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈n+ βj
pl
−Dlp(βj)
⌉
=#
{
i : Dlp(αi)−
αi
pl
≤ n− 1
pl
}
−#
{
j : Dlp(βj)−
βj
pl
≤ n− 1
pl
}
.
Thus the equivalence (iv)⇔ (v) is proved.
This completes the proof of Lemma 2.6. 
Lemma 2.7. Let l ≥ 2 be an integer and p be a prime such that p > Mα,β. Let n
and e be integers such that 1 ≤ n ≤ p and 1 ≤ e ≤ dα,β. Then for any pair (n, e)
with either n = p and e = dα,β or
e
dα,β
< np <
e+1
dα,β
, one has
r∑
i=1
⌈n
p
+
αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈n
p
+
βj
pl
−Dlp(βj)
⌉
(2.19)
=#
{
1 ≤ i ≤ r : Dlp(αi) ≤
e
dα,β
}
−#
{
1 ≤ j ≤ s : Dlp(βj) ≤
e
dα,β
}
.
Proof. Since 1dα,β ≤ Dlp(αi),Dlp(βj) ≤ 1, it follows that
#
{
i : Dlp(αi) ≤ 1
}
−#
{
j : Dlp(βj) ≤ 1
}
= r − s.
But −1 < γ
pl
−Dlp(γ) ≤ 0 for any γ ∈ Ψ. Then one has
r∑
i=1
⌈
1 +
αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈
1 +
βj
pl
−Dlp(βj)
⌉
= r − s.
So (2.19) is true for the case that n = p and e = dα,β.
In what follows, we let 1 ≤ n < p and 0 ≤ e < dα,β satisfying that
e
dα,β
<
n
p
<
e+ 1
dα,β
.
Since l ≥ 2, it follows from p > Mα,β > |γ|dα,β that for any γ ∈ Ψ, we have
n
p
− e
dα,β
≥ 1
pdα,β
>
|γ|
pl
and
e+ 1
dα,β
− n
p
≥ 1
pdα,β
>
|γ|
pl
.
Noticing that −1 < γ
pl
−Dlp(γ) ≤ 0, one concludes that
−1 < n
p
− 1 < n
p
+
γ
pl
−Dlp(γ) ≤
n
p
< 1.
If Dlp(γ) ≤ edα,β , then one has
n
p
+
γ
pl
−Dlp(γ) ≥
n
p
+
γ
pl
− e
dα,β
>
γ + |γ|
pl
≥ 0.
If Dlp(γ) >
e
dα,β
, then Dlp(γ) ≥ e+1dα,β since
Dlp(γ) ∈
{ 1
dα,β
,
2
dα,β
, ...,
dα,β
dα,β
}
.
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It then follows that
n
p
+
γ
pl
−Dlp(γ) ≤
γ
pl
−
(e+ 1
dα,β
− n
p
)
<
γ − |γ|
pl
≤ 0.
Therefore ⌈n
p
+
γ
pl
−Dlp(γ)
⌉
=
{
1, if Dlp(γ) ≤ edα,β ,
0, otherwise,
which implies that
r∑
i=1
⌈n
p
+
αi
pl
−Dlp(αi)
⌉
= #
{
1 ≤ i ≤ r : Dlp(αi) ≤
e
dα,β
}
and
s∑
j=1
⌈n
p
+
βj
pl
−Dlp(βj)
⌉
= #
{
1 ≤ j ≤ s : Dlp(βj) ≤
e
dα,β
}
.
So the desired result (2.19) follows immediately. The proof of Lemma 2.7 is com-
plete. 
The following lemma is an analogue to the equivalence of parts (ii) and (v)
presented in Lemma 2.6.
Lemma 2.8. Let l ≥ 2 be an integer and p be a prime such that p > Mα,β. Let
a ∈ {1, ..., dα,β} satisfy that ap ≡ 1 mod dα,β. Then the following three statements
are equivalent:
(i). For all integers n with 1 ≤ n ≤ p, one has
(2.20)
r∑
i=1
⌈n
p
+
αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈n
p
+
βj
pl
−Dlp(βj)
⌉
≥ 0.
(ii). For all e ∈ {1, ..., dα,β}, one has
(2.21) #
{
1 ≤ i ≤ r : Dlp(αi) ≤
e
dα,β
}
−#
{
1 ≤ j ≤ s : Dlp(βj) ≤
e
dα,β
}
≥ 0.
(iii). For all e ∈ {1, ..., dα,β}, (1.8) holds.
Proof. At first, we show that parts (i) and (ii) are equivalent. First, we suppose
that part (i) is true. In the following we prove that part (ii) is true. Obviously
(2.21) is true for e = dα,β by Lemma 2.7. Since for any e ∈ {1, ..., dα,β−1}, one can
find an n ∈ {1, ..., p− 1} such that
e
dα,β
<
n
p
<
e+ 1
dα,β
,(2.22)
it follows from Lemma 2.7 that (2.21) holds for 1 ≤ e ≤ dα,β − 1. Hence part (ii)
is true. Conversely, we assume that part (ii) holds and show that part (i) is true.
Since (2.21) holds when e = dα,β, we have that (2.13) holds for n = p by Lemma
2.7. For 1 ≤ n < p, there is an e ∈ {0, ..., dα,β − 1} such that (2.22) holds. Thus
by Lemma 2.7, (2.20) is true. In other words, part (i) is true. The proof of the
equivalence of parts (i) and (ii) is complete.
Consequently we show the equivalence of parts (ii) and (iii). Let γ ∈ Ψ and
e ∈ {1, ..., dα,β}. If
〈alγ〉 =
〈 ale
dα,β
+ almα,β
〉
,
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then by Lemma 2.4, we have 〈γ〉 = edα,β . But the definition (1.6) gives us that
mα,β ≤ γ − 〈γ〉. It then follows that
al
( e
dα,β
+mα,β
)
≤ alγ.
Hence
alγ 4 al
( e
dα,β
+mα,β
)
holds for all γ ∈ Ψ, if and only if one has either
〈alγ〉 <
〈
al
( e
dα,β
+mα,β
)〉
or
〈alγ〉 =
〈
al
( e
dα,β
+mα,β
)〉
and al
( e
dα,β
+mα,β
)
≤ alγ,
if and only if
〈alγ〉 ≤
〈
al
( e
dα,β
+mα,β
)〉
=
〈 ale
dα,β
〉
.
Thus one can derive that
δα,β
(
al
( e
dα,β
+mα,β
)
, al
)
=#
{
i : alαi 4 a
l
( e
dα,β
+mα,β
)}
−#
{
j : alβj 4 a
l
( e
dα,β
+mα,β
)}
=#
{
i : 〈alαi〉 ≤
〈 ale
dα,β
〉}
−#
{
j : 〈alβj〉 ≤
〈 ale
dα,β
〉}
=#
{
i : Dlp(αi) ≤
〈 ale
dα,β
〉}
−#
{
j : Dlp(βj) ≤
〈 ale
dα,β
〉}
,
the last equality follows from Lemma 2.3. Therefore part (iii) is true if and only if
#
{
i : Dlp(αi) ≤
〈 ale
dα,β
〉}
−#
{
j : Dlp(βj) ≤
〈 ale
dα,β
〉}
≥ 0
for all e ∈ {1, ..., dα,β}.
Since (a, dα,β) = 1, then for every e ∈ {1, ..., dα,β}, one can find a unique
e′ ∈ {1, ..., dα,β} such that
(2.23) ale ≡ e′ mod dα,β.
Conversely, for each e′ ∈ {1, ..., dα,β}, one can find a unique e ∈ {1, ..., dα,β} such
that (2.23) is true. Now for any pair (e, e′) with e, e′ ∈ {1, ..., dα,β} such that (2.23)
holds, one has that a
le
dα,β
− e′dα,β is an integer, which implies that
e′
dα,β
=
〈 ale
dα,β
〉
.
Therefore
#
{
i : Dlp(αi) ≤
〈 ale
dα,β
〉}
−#
{
j : Dlp(βj) ≤
〈 ale
dα,β
〉}
=#
{
i : Dlp(αi) ≤
e′
dα,β
}
−#
{
j : Dlp(βj) ≤
e′
dα,β
}
.
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Hence
#
{
i : Dlp(αi) ≤
〈 ale
dα,β
〉}
−#
{
j : Dlp(βj) ≤
〈 ale
dα,β
〉}
≥ 0
for all e ∈ {1, ..., dα,β} if and only if
#
{
i : Dlp(αi) ≤
e′
dα,β
}
−#
{
j : Dlp(βj) ≤
e′
dα,β
}
≥ 0
for all e′ ∈ {1, ..., dα,β}. This proves the equivalence of parts (ii) and (iii). So
Lemma 2.8 is proved. 
For positive integers n and l, we define two subsets of Ψ = {α1, ..., αr, β1, ..., βs}
as follows:
(2.24) Al(n) :=
{
γ ∈ Ψ : Dlp(γ)−
γ
pl
<
〈 n
pl
〉}
,
(2.25) Bl(n) :=
{
γ ∈ Ψ : Dlp(γ)−
γ
pl
≥
〈 n
pl
〉}
.
Then Al(n)∩Bl(n) = ∅ and Al(n)∪BL(n) = Ψ. It is possible that Al(n) or Bl(n) is
empty. If Al(n) and Bl(n) are nonempty, then let ξl(n) ∈ Al(n) and ηl(n) ∈ Bl(n)
satisfy
(2.26) Dlp(ξl(n))−
ξl(n)
pl
= max
γ∈Al(n)
{
Dlp(γ)−
γ
pl
}
and
(2.27) Dlp(ηl(n))−
ηl(n)
pl
= min
γ∈Bl(n)
{
Dlp(γ)−
γ
pl
}
,
respectively. We have the following result.
Lemma 2.9. Let n and L be positive integers such that both of AL(n) and BL(n)
are nonempty and DLp (ξL(n)) = D
L
p (ηL(n)). Then for all positive integers l with
l ≤ L, ξL(n) ∈ Al(n) and ηL(n) ∈ Bl(n). Furthermore, we have
Dlp(ξL(n))−
ξL(n)
pl
= max
γ∈Al(n)
{
Dlp(γ)−
γ
pl
}
and
Dlp(ηL(n))−
ηL(n)
pl
= min
γ∈Bl(n)
{
Dlp(γ)−
γ
pl
}
.
Proof. For brevity, we write ξL := ξL(n) and ηL := ηL(n). Obviously, we have
(2.28) pLDLp (ξL)− ξL =
L−1∑
l=0
(
pDl+1p (ξL)−Dlp(ξL)
)
pl,
where D0p(ξL) := ξL. Since
pDl+1p (ξL)−Dlp(ξL) = pDp(Dlp(ξL))−Dlp(ξL) ∈ {0, 1, ..., p− 1},
it follows that (2.28) is the p-adic expansion of pLDLp (ξL)− ξL. Likewise,
(2.29) pLDLp (ηL)− ηL =
L−1∑
l=0
(
pDl+1p (ηL)−Dlp(ηL)
)
pl
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is the p-adic expansion of pLDLp (ηL)− ηL. Furthermore, let n =
∑∞
l=0 nlp
l be the
p-adic expansion of n. By definition of ξL and ηL, we have
DLp (ξL)−
ξL
pL
<
〈 n
pL
〉
≤ DLp (ηL)−
ηL
pL
.
Since 〈 n
pL
〉
= p−L(n0 + · · ·+ nL−1pL−1),
one can derive by (2.28) and (2.29) that
(2.30)
L−1∑
l=0
(
pDl+1p (ξL)−Dlp(ξL)
)
pl <
L−1∑
l=0
nlp
l ≤
L−1∑
l=0
(
pDl+1p (ηL)−Dlp(ηL)
)
pl.
From the hypothesis DLp (ξL) = D
L
p (ηL) and Lemma 2.4, it follows that D
l
p(ξL) =
Dlp(ηL) for all positive integers l with l ≤ L. On then deduces from (2.30) that
pDp(ξL)− ξL < n0 ≤ pDp(ηL)− ηL,
and for all integers l with 1 ≤ l ≤ L− 1,
pDl+1p (ξL)−Dlp(ξL) = nl = pDl+1p (ηL)−Dlp(ηL).
It follows that for all positive integers l with l ≤ L, we have
Dlp(ξL)−
ξL
pl
=
1
pl
l−1∑
i=0
(
pDi+1p (ξL)−Dip(ξL)
)
pi(2.31)
<
1
pl
l−1∑
i=0
nip
i =
〈 n
pl
〉
≤ 1
pl
l−1∑
i=0
(
pDi+1p (ηL)−Dip(ηL)
)
pi = Dlp(ηL)−
ηL
pl
.
Therefore if l ≤ L, then ξL ∈ Al(n) and ηL ∈ Bl(n).
Now to finish the proof of Lemma 2.9, it remains to show that if γ ∈ Al(n), then
we have
(2.32) Dlp(γ)−
γ
pl
≤ Dlp(ξL)−
ξL
pl
,
and if γ ∈ Bl(n), then we have
(2.33) Dlp(γ)−
γ
pl
≥ Dlp(ηL)−
ηL
pl
.
But AL(n)∪BL(n) = Ψ and AL(n)∩BL(n) = ∅. So it is sufficient to show that for
any γ ∈ Ψ, either (2.32) holds, or (2.33) holds, which will be done in what follows.
Pick γ ∈ Ψ. By the proof of the equivalence of parts (ii) and (iii) of Lemma 2.6,
we know that Dlp(γ) − γpl < Dlp(ξL) − ξLpl if Dlp(γ) < Dlp(ξL), and Dlp(γ) − γpl >
Dlp(ηL) − ηLpl if Dlp(γ) > Dlp(ηL). Thus either (2.32) or (2.33) is true for all γ
satisfying Dlp(γ) 6= Dlp(ξL).
Now let Dlp(γ) = D
l
p(ξL)(= D
l
p(ηL)). Then by Lemma 2.4, we have
(2.34) DLp (γ) = D
L
p (ξL) = D
L
p (ηL).
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Since AL(n)∪BL(n) = Ψ and AL(n)∩BL(n) = ∅, by the definitions of ξL and ηL,
we have either
DLp (γ)−
γ
pL
≤ DLp (ξL)−
ξL
pL
or
DLp (γ)−
γ
pL
≥ DLp (ηL)−
ηL
pL
.
Then by (2.34), one can derive that either γ ≥ ξL or γ ≤ ηL. Hence for γ with
Dlp(γ) = D
l
p(ξL), we have that either (2.32) or (2.33) is true. Therefore ξl and ηl
exist with ξl = ξL and ηl = ηL. This finishes the proof of Lemma 2.9. 
Lemma 2.10. Let a ∈ {1, ..., dα,β} be coprime to dα,β and ord(a) be the order of
a modulo dα,β. Then each of the following is true.
(i). Let l1 and l2 be two positive integers such that l1 ≡ l2 mod ord(a). Then for
any γ ∈ Ψ, one has δα,β(al1γ, al1) = δα,β(al2γ, al2).
(ii). Let l be a positive integer and α ∈ {α1, ..., αr}. If the set Jα := {βj : 1 ≤
j ≤ s, 〈βj〉 = 〈α〉 and βj ≥ α} is nonempty, then δα,β(alα, al) ≥ δα,β(alβ, al) with
β := min(Jα). If the set Jα is empty, then
δα,β(a
lα, al) ≥ #{1 ≤ i ≤ r : Dlp(αi) < Dlp(α)} −#{1 ≤ j ≤ s : Dlp(βj) < Dlp(α)}.
Proof. (i). Since l1 ≡ l2 mod ord(a), one has aord(a) ≡ 1 mod dα,β, and so al1 ≡
al2 mod dα,β. Let γ
′ be any element of the set Ψ. Then the exact denominator of
γ′ divides dα,β. It follows that a
l1γ′ − al2γ′ is an integer. Hence 〈al1γ′〉 = 〈al2γ′〉.
So one has
al1γ′ 4 al1γ ⇐⇒ 〈al1γ′〉 < 〈al1γ〉 or (〈al1γ′〉 = 〈al1γ〉 and al1γ′ ≥ al1γ)
⇐⇒ 〈al2γ′〉 < 〈al2γ〉 or (〈al2γ′〉 = 〈al2γ〉 and al2γ′ ≥ al2γ)
⇐⇒ al2γ′ 4 al2γ.
Thus we have
δα,β(a
l1γ, al1) = #{1 ≤ i ≤ r : al1αi 4 al1γ} −#{1 ≤ j ≤ s : al1βj 4 al1γ}
= #{1 ≤ i ≤ r : al2αi 4 al2γ} −#{1 ≤ j ≤ s : al2βj 4 al2γ}
= δα,β(a
l2γ, al2)
as desired. Part (i) is proved.
(ii). First let Jα be nonempty. Since β = min(Jα), one has 〈β〉 = 〈α〉 and
β ≥ α. So by Lemma 2.4, one can derive that 〈alβ〉 = 〈alα〉 and alβ ≥ alα, that
is, alβ 4 alα. It follows that
#{1 ≤ i ≤ r : alαi 4 alα} ≥ #{1 ≤ i ≤ r : alαi 4 alβ}.
Now we claim that for any β′ ∈ {β1, ..., βs}, alβ′ 4 alα holds if and only if
alβ′ 4 alβ holds. First we let alβ′ 4 alβ. Then it is clear that alβ′ 4 alα since
alβ 4 alα. Contrarily, let alβ′ 4 alα. Then either 〈alβ′〉 < 〈alα〉, or 〈alβ′〉 = 〈alα〉
and alβ′ ≥ alα. For the former case, one can deduce that 〈alβ′〉 < 〈alβ〉 since
〈alβ〉 = 〈alα〉. This means that alβ′ 4 alβ as required. For the latter case, we
have 〈alβ′〉 = 〈alα〉 and β′ ≥ α. Then by Lemma 2.4 (i) and noting that al is
coprime dα,β, one has 〈β′〉 = 〈α〉. Thus β′ ∈ Jα. It then follows from β = min(Jα)
that β′ ≥ β and 〈β′〉 = 〈β〉. Since al is a positive integer, one then derives that
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〈alβ′〉 = 〈alβ〉 and alβ′ ≥ alβ. In other words, one has alβ′ 4 alβ as desired.
Therefore
#{1 ≤ j ≤ s : alβj 4 alα} = {1 ≤ j ≤ s : alβj 4 alβ}.
So we can conclude that
δα,β(a
lα, al) = #{1 ≤ i ≤ r : alαi 4 alα} −#{1 ≤ j ≤ s : alβj 4 alα}
≥ #{1 ≤ i ≤ r : alαi 4 alβ} −#{1 ≤ j ≤ s : alβj 4 alβ}
= δα,β(a
lβ, al)
as required.
If Jα is empty, then 〈βj〉 6= 〈α〉 for all integers j with 1 ≤ j ≤ s. By Lemma 2.4,
we deduce that 〈alβj〉 6= 〈alα〉 for all integers j with 1 ≤ j ≤ s. Thus alβj 4 alα if
and only if Dlp(βj) = 〈alβj〉 < 〈alα〉 = Dlp(α). Note that
{1 ≤ i ≤ r : alαi 4 alα} ⊇ {1 ≤ i ≤ r : Dlp(αi) < Dlp(α)}.
Hence
δα,β(a
lα, al) = #{1 ≤ i ≤ r : alαi 4 alα} −#{j : alβj 4 alα}
≥ #{1 ≤ i ≤ r : Dlp(αi) < Dlp(α)} −#{j : Dlp(βj) < Dlp(α)}.
Part (ii) is proved.
This completes the proof of Lemma 2.10. 
As the conclusion of this section, we give the proof of Theorem 1.2.
Proof of Theorem 1.2. (i). Let r < s. Then by Lemma 2.2, we know that part
(i) is true.
(ii). Let r > s. Write
m := max{|αi|, |βj | : 1 ≤ i ≤ r, 1 ≤ j ≤ s}.
Let γ be an element in the set Ψ = {α1, ..., αr, β1, ..., βs}. For all integers n and l
with 1 ≤ n < pl/dα,β −m, since
Dlp(γ) ∈
{ e
dα,β
: 1 ≤ e ≤ dα,β
}
,
one has
(2.35)
n+ γ
pl
<
1
dα,β
≤ Dlp(γ).
It then follows from −1 < γpl −Dlp(γ) ≤ 0 that
(2.36)
⌈n+ γ
pl
−Dlp(γ)
⌉
= 0.
Then for 1 ≤ n < p2/dα,β −m, one deduces from (2.5) and (2.36) that
(2.37) vp
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
=
r∑
i=1
⌈n+ αi
p
−Dp(αi)
⌉
−
s∑
j=1
⌈n+ βj
p
−Dp(βj)
⌉
.
If Fα,β(z) ∈ Zp[[z]], then the value of the right-hand side of (2.37) is no less than
zero for all integers n with 1 ≤ n ≤ p. By Lemma 2.6, one has δα,β(x; a) ≥ 0 for
any x ∈ R.
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Conversely, suppose that δα,β(x; a) ≥ 0 for any x ∈ R. We show that Fα,β(z) ∈
Zp[[z]]. Equivalently, we show that
(2.38) vp
((α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥ 0
for all positive integers n. We define the arithmetic function t for a positive integer
n by t(n) := ⌈logn/ log p⌉. Then it is easy to see that n < pl/dα,β − m for all
integers l with l > t(n). By using (2.5), (2.10) and (2.36), we obtain that
vp
((α1)n · · · (αr)n
(β1)n · · · (βs)n
)
(2.39)
=
r∑
i=1
t(n)∑
l=1
⌈n+ αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
t(n)∑
l=1
⌈n+ βj
pl
−Dlp(βj)
⌉
≥(r − s)
t(n)∑
l=1
⌊ n
pl
⌋
− st(n).
If 1 ≤ n < p2/dα,β − m, then by (2.37) and Lemma 2.6, one can derive that
(2.38) is true.
If p2/dα,β −m ≤ n ≤ p2, since p > Mα,β, then one derives that
n >pMα,β/dα,β −m
=(2 + 2m)p−m
=2p+ (2p− 1)m > 2p > p
and
1
dα,β
− m
p
>
1
dα,β
− m
Mα,β
=
1
dα,β
− m
dα,β(2 + 2m)
=
2 +m
dα,β(2 + 2m)
> 0.
Since n ≤ p2, the former one implies that t(n) = 2. The latter one together with
the following inequalities
1
dα,β
− m
p
<
1
dα,β
< 1
implies that ⌊ 1
dα,β
− m
p
⌋
= 0.
But the fact p 6≡ 0 mod dα,β infers that
p
dα,β
≥
⌊ p
dα,β
⌋
+
1
dα,β
.
It then follows that
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⌊n
p
⌋
≥
⌊ p
dα,β
− m
p
⌋
≥
⌊⌊ p
dα,β
⌋
+
1
dα,β
− m
p
⌋
=
⌊ p
dα,β
⌋
+
⌊ 1
dα,β
− m
p
⌋
=
⌊ p
dα,β
⌋
.
So we can deduce from (2.39) and p > 3sdα,β that
vp
((α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥(r − s)
⌊n
p
⌋
− 2s
≥(r − s)
⌊ p
dα,β
⌋
− 2s
≥3s(r − s)− 2s ≥ s > 0.
If n > p2, then t(n) > 2. Since t(n) = ⌈logn/ log p⌉, one has t(n) < 1 +
logn/ log p and so ⌊np ⌋ ≥ pt(n)−2. Note that p > 3s. It then follows from (2.39)
and t(n) > 2 that
vp
((α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥(r − s)pt(n)−2 − st(n)
>(3s)t(n)−2 − st(n)
≥(3t(n)−2 − t(n))s
≥(1 + 2(t(n)− 2)− t(n))s
=(t(n)− 3)s ≥ 0.
One concludes that (2.38) holds for all positive integers n. Namely, Fα,β(z) ∈
Zp[[z]]. This proves part (ii).
(iii). Let r = s. First, we show the necessity part. Let Fα,β(z) ∈ Zp[[z]]. For
any given k ∈ {1, ..., s} and h ∈ {1, ..., ord(a)}, we let
nk := Tp,h(βk) + 1 = p
hDhp(βk)− βk + 1.
Then 1 ≤ nk ≤ ph < pl/dα,β−m if l > h since p > dα,β(2+2m). So for all integers
integers l with l > h and γ ∈ Ψ, we deduce from (2.36) that⌈nk + γ
pl
−Dlp(γ)
⌉
= 0.
Thus for all integers l with l > h, we have
(2.40)
r∑
i=1
⌈nk + αi
pl
−Dlp(α)
⌉
−
s∑
j=1
⌈nk + βj
pl
−Dlp(βj)
⌉
= 0.
On the other hand, for any positive integer l with l ≤ h, by the definition of Tp,l,
we derive that
nk = Tp,h(βk) + 1 ≡ Tp,l(βk) + 1 = plDlp(βk)− βk + 1 mod pl.
Then one has⌈nk + γ
pl
−Dlp(γ)
⌉
=
nk − plDlp(βk) + βk − 1
pl
+
⌈
Dlp(βk)−Dlp(γ) +
γ − βk + 1
pl
⌉
.
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But (2.1) tells us that
−1 + 1
pl
≤ Dlp(βk)−Dlp(γ) +
γ − βk
pl
≤ 1− 1
pl
.
Hence from (2.18) one deduces that⌈
Dlp(βk)−Dlp(γ) +
γ − βk + 1
pl
⌉
=
{
1, if alγ 4 alβk,
0, otherwise.
Since r = s, it then follows immediately that
r∑
i=1
⌈nk + αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈nk + βj
pl
−Dlp(βj)
⌉(2.41)
=
r∑
i=1
(⌈
Dlp(βk)−Dlp(αi) + +
αi − βk + 1
pl
⌉
+
nk − plDlp(βk) + βk − 1
pl
)
−
s∑
j=1
(⌈
Dlp(βk)−Dlp(βj) +
βj − βk + 1
pl
⌉
+
nk − plDlp(βk) + βk − 1
pl
)
=
r∑
i=1
⌈
Dlp(βk)−Dlp(αi) +
αi − βk + 1
pl
⌉
−
s∑
j=1
⌈
Dlp(βk)−Dlp(βj) +
βj − βk + 1
pl
⌉
=δα,β(a
lβk; a
l).
Then (2.7) together with (2.40) and (2.41) gives us that
vp
((α1)nk · · · (αr)nk
(β1)nk · · · (βs)nk
)
=
h∑
l=1
δα,β(a
lβk; a
l).
Hence one can deduce from Fα,β(z) ∈ Zp[[z]] that (1.7) holds for all h ∈ {1, ..., ord a}
and k ∈ {1, ..., s} as required.
In the following, we show that (1.8) holds for all l ∈ {1, ..., ord(a)} and e ∈
{1, ..., dα,β}. Since Fα,β ∈ Zp[[z]], one has
vp
((α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥ 0
for each positive integer n. Then by (2.37) and Lemma 2.6, we can conclude that
δα,β(x, a) ≥ 0 for all x ∈ R, thus
δα,β
(
a
( e
dα,β
+mα,β
)
, a
)
≥ 0.
That is, (1.8) is true when l = 1.
If l ≥ 2, then by Lemma 2.8, it is equivalent to show that (2.20) is true for all n ∈
{1, ..., p}. Let h be any given positive integer. If h > l, then npl−1 < ph/dα,β −m.
It follows from (2.36) that ⌈npl−1 + γ
ph
−Dhp(γ)
⌉
= 0.
If h < l, then by (2.1), one derives that⌈npl−1 + γ
ph
−Dhp(γ)
⌉
= npl−h−1.
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Now we can conclude that if h 6= l, then noting that r = s, we have
r∑
i=1
⌈npl−1 + αi
ph
−Dhp(αi)
⌉
−
s∑
j=1
⌈npl−1 + βj
ph
−Dhp(βj)
⌉
= 0.
So for all n ∈ {1, ..., p}, it follows from (2.7) that
vp
((α1)npl−1 · · · (αr)npl−1
(β1)npl−1 · · · (βs)npl−1
)
=
∞∑
h=1
( r∑
i=1
⌈npl−1 + αi
ph
−Dhp(αi)
⌉
−
s∑
j=1
⌈npl−1 + βj
ph
−Dhp(βj)
⌉)
=
r∑
i=1
⌈n
p
+
αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈n
p
+
βj
pl
−Dlp(βj)
⌉
≥ 0.
Therefore by Lemma 2.8, we know that (1.8) holds for all l ∈ {1, ..., ord(a)} and
e ∈ {1, ..., dα,β} as one desires. This finishes the proof of the necessity part of part
(iii).
Now we turn our attention to the sufficiency part. Suppose that (1.7) holds for
all h ∈ {1, ..., ord a} and all k ∈ {1, ..., s}, and (1.8) holds for all l ∈ {1, ..., ord(a)}
and e ∈ {1, ..., dα,β}. In the remaining part of the proof, we show that Fα,β(z) ∈
Zp[[z]]. In what follows, let n be a fixed positive integer. For any integer l > 0, let
Al(= Al(n)) be defined as in (2.24). By (2.1), one has
−1 <
〈 n
pl
〉
+
γ
pl
−Dlp(γ) ≤ 1
if γ ∈ Ψ. Note that 〈 n
pl
〉
+
γ
pl
−Dlp(γ) > 0
if γ ∈ Al. Thus for any γ ∈ Ψ, we have⌈〈 n
pl
〉
+
γ
pl
−Dlp(γ)
⌉
=
{
1, if γ ∈ Al,
0, otherwise.
Since npl − 〈 npl 〉 is an integer and r = s, it then follows that
r∑
i=1
⌈n+ αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈n+ βj
pl
−Dlp(βj)
⌉
=
r∑
i=1
⌈〈 n
pl
〉
+
αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈〈 n
pl
〉
+
βj
pl
−Dlp(βj)
⌉
.
=#{i : αi ∈ Al} −#{j : βj ∈ Al}.
Therefore if Al is empty, then
(2.42)
r∑
i=1
⌈n+ αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈n+ βj
pl
−Dlp(βj)
⌉
= 0.
If Al is nonempty, let ξl(= ξl(n)) ∈ Al satisfy (2.26). Hence by (2.18), for any
γ ∈ Ψ, we have that
(2.43) γ ∈ Al ⇐⇒ alγ 4 alξl.
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It follows that if Al 6= ∅, then
r∑
i=1
⌈n+ αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈n+ βj
pl
−Dlp(βj)
⌉
(2.44)
=#{i : αi ∈ Al} −#{j : βj ∈ Al}
=#{i : alαi 4 alξl} −#{j : alβj 4 alξl}
=δα,β(a
lξl, a
l).
Then by (2.7), (2.42) and (2.44), one can conclude that
vp
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
=
r∑
i=1
vp((αi)n)−
s∑
j=1
vp((βj)n)
=
∞∑
l=1
Al=∅
( r∑
i=1
⌈n+ αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈n+ βj
pl
−Dlp(βj)
⌉)
−
∞∑
l=1
Al 6=∅
( r∑
i=1
⌈n+ αi
pl
−Dlp(αi)
⌉
−
s∑
j=1
⌈n+ βj
pl
−Dlp(βj)
⌉)
=
∞∑
l=1
Al 6=∅
δα,β(a
lξl, a
l).
Thus to show that Fα,β(z) ∈ Zp[[z]], it is sufficient to show that
(2.45)
∞∑
l=1,
Al 6=∅
δα,β(a
lξl, a
l) ≥ 0,
which will be done in the following.
For every positive integer l, let Bl(= Bl(n)) be defined as in (2.25). If Bl is
nonempty, let ηl(= ηl(n)) ∈ Bl satisfy (2.27). Then γ ∈ Bl if and only if alηl 4 alγ.
Set
L := max{l > 0 : Al 6= ∅, Bl 6= ∅ and Dlp(ξl) = Dlp(ηl)}
if the set {l > 0 : Al 6= ∅, Bl 6= ∅ and Dlp(ξl) = Dlp(ηl)} is nonempty, and L := 0
otherwise. Since for all γ ∈ Ψ and all integers l with l > ⌈ lognlog p ⌉, by (2.35) one has〈 n
pl
〉
=
n
pl
< Dlp(γ)−
γ
pl
.
So Al is empty if l >
⌈
logn
log p
⌉
, which implies that L ≤ ⌈ lognlog p ⌉. Denote
∞∑
l=1,
Al 6=∅
δα,β(a
lξl, a
l) := Σ1 +Σ2,
where
Σ1 :=
L∑
l=1
Al 6=∅
δα,β(a
lξl, a
l) and Σ2 :=
∞∑
l=L+1
Al 6=∅
δα,β(a
lξl, a
l).
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First of all, we treat Σ1. By Lemma 2.9, for all positive integers l ≤ L, Al and
Bl are both nonempty and ξl = ξL and ηl = ηL. Hence
(2.46) Σ1 =
L∑
l=1
δα,β(a
lξL, a
l).
In the following we show that Σ1 ≥ 0. For this purpose, we consider the following
two cases:
Case 1. ξL ∈ {β1, ..., βs}. Write L := qord(a) + L0 for integers q and L0 with
0 ≤ L0 < ord(a). For any β ∈ {β1, ..., βs}, by Lemma 2.10, we have
(2.47)
L∑
l=1
δα,β(β, a
l) = q
ord(a)∑
l=1
δα,β(a
lβ, al) +
L0∑
l=1
δα,β(a
lβ, al).
Since (1.7) holds for all h ∈ {1, ..., ord(a)} and all k ∈ {1, ..., s}, one has
ord(a)∑
l=1
δα,β(a
lβ, al) ≥ 0 and
L0∑
l=1
δα,β(a
lβ, al) ≥ 0.
Hence by (2.47), we have
(2.48)
L∑
l=1
δα,β(a
lβ, al) ≥ 0.
Then (2.46) together with (2.48) applied to ξL tells us that Σ1 ≥ 0 as required.
Case 2. ξL ∈ {α1, ..., αr}. If the set {βj : 〈βj〉 = 〈ξL〉} is nonempty, then by
Lemma 2.10, one has
δα,β
(
alξL, a
l
) ≥ δα,β(alξ′L, al),
where ξ′L = min{βj : 〈βj〉 = 〈ξL〉, βj ≥ ξL}. So by (2.48) applied to ξ′L gives us
that
L∑
l=1
δα,β(a
lξL, a
l) ≥
L∑
l=1
δα,β(a
lξ′L, a
l) ≥ 0.
Hence by (2.47), Σ1 ≥ 0 if {βj : 〈βj〉 = 〈ξL〉} is nonempty.
If the set {βj : 〈βj〉 = 〈ξL〉, βj ≥ ξL} is empty, then by Lemma 2.10, one has
(2.49) δα,β(a
lξL, a
l) ≥ #{i : Dlp(αi) < Dlp(ξL)}−#{j : Dlp(βj) < Dlp(ξL)}.
Since by Lemma 2.3, one has for any γ ∈ Ψ that
Dlp(γ) ∈
{ e
dα,β
: 1 ≤ e ≤ dα,β
}
,
it then follows that
#
{
i : Dlp(αi) < D
l
p(ξL)
}−#{j : Dlp(βj) < Dlp(ξL)}(2.50)
=#
{
i : Dlp(αi) ≤ Dlp(ξL)−
1
dα,β
}
−#
{
j : Dlp(βj) ≤ Dlp(ξL)−
1
dα,β
}
.
Since (1.8) holds for all l ∈ {1, ..., ord(a)} and e ∈ {1, ..., dα,β}, one can deduce
from Lemma 2.8 that
(2.51) #
{
i : Dlp(αi) ≤ Dlp(ξL)−
1
dα,β
}
−#
{
j : Dlp(βj) ≤ Dlp(ξL)−
1
dα,β
}
≥ 0
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ifDlp(ξL)− 1dα,β > 0. Also it is easy to check that (2.51) is true if Dlp(ξL)− 1dα,β = 0.
So it follows from (2.49) to (2.51) that δα,β(a
lξL, a
l) ≥ 0 for all integers l with
1 ≤ l ≤ L. Hence by (2.46), Σ1 ≥ 0 as desired.
Finally, we deal with Σ2. Let l be an integer with l > L and Al 6= ∅. Recall that
Al∪Bl = Ψ and Al∩Bl = ∅. If Bl is empty, then Al = Ψ. Thus by (2.43), we have
δα,β(a
lξl, a
l) = #{i : αi ∈ Al} −#{j : βj ∈ Al} = r − s = 0.
If Bl is nonempty, then
Dlp(ξl)−
ξl
pl
<
〈 n
pl
〉
≤ Dlp(ηl)−
ηl
pl
.
Then (2.16) applied to ξl and ηl gives us that D
l
p(ξl) ≤ Dlp(ηl). Since l > L, we
have Dlp(ξl) 6= Dlp(ηl) by the definition of L. Thus Dlp(ξl) < Dlp(ηl).
We claim that for any γ ∈ Ψ, one has
alγ 4 alξl ⇐⇒ Dlp(γ) ≤ Dlp(ξl).
In fact, if alγ 4 alξl, then 〈alγ〉 ≤ 〈alξl〉, which implies that Dlp(γ) ≤ Dlp(ξl)
as claimed. Conversely, if Dlp(γ) ≤ Dlp(ξl), then Dlp(γ) < Dlp(ηl) since Dlp(ξl) <
Dlp(ηl). Hence in the same way as in the proof of (2.17), one can show that
Dlp(ηl)−
ηl
pl
> Dlp(γ)−
γ
pl
.
This infers that γ 6∈ Bl. Since Al ∪ Bl = Ψ, one has γ ∈ Al. Then by (2.43),
alγ 4 alξl. The claim is proved.
Now by the claim we can deduce that
δα,β(a
lξl, a
l) =#{i : alαi 4 alξl} −#{j : alβj 4 alξl}
=#{i : Dlp(αi) ≤ Dlp(ξl)} −#{j : Dlp(βj) ≤ Dlp(ξl)}.
Since (1.8) holds for all e ∈ {1, ..., dα,β}, it follows from Lemma 2.8 that (2.21)
is true for all e ∈ {1, ..., dα,β}. Since Dlp(ξl) = edα,β for some integer e with
1 ≤ e ≤ dα,β, we then deduce that
#{i : Dlp(αi) ≤ Dlp(ξl)} −#{j : Dlp(βj) ≤ Dlp(ξl)} ≥ 0.
Thus δα,β(a
lξl, a
l) ≥ 0 for all integers l with l > L and Al 6= ∅. Therefore Σ2 ≥ 0
that completes the proof of (2.45). So the sufficiency part of part (iii) is proved.
The proof of Theorem 1.2 is complete. 
3. N-integrality of the hypergeometric series with algebraic
parameters and proof of Theorem 1.3
In the present section, we study the N-integrality for the hypergeometric series
with parameters from algebraic number fields. The criterion for such hypergeomet-
ric series to be N-integral is stated in the first section, namely, Theorem 1.3. Notice
that such result extends Proposition 22 of [10].
Let K be an algebraic number field, and OK be the ring of the algebraic integers
in K. Let us recall some basic concepts and facts. For a prime number p, let
pOK =
∏
p|p
pe(p|p)
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be the unique factorization of p in OK . Let p be a prime ideal dividing p and let
x ∈ OK \ {0}. Then there is a nonnegative integer n such that x ∈ pn \ pn+1. We
define for every x ∈ OK \ {0} that
vp(x) :=
n
e(p|p) if x ∈ p
n \ pn+1,
and let vp(0) :=∞. Then vp is the normalized p-adic valuation of OK and can be
extended uniquely to a valuation of K. Let vp denote the p-adic valuation on Q.
Then
vp(x) = vp(x) ∀ x ∈ Q.
Let Kp and OK,p denote the p-adic completion of K and OK , respectively. Then
OK,p is the ring of integers in Kp. Let f(p|p) := [OK/p : Z/pZ]. One has
[Kp : Qp] = f(p|p)e(p|p).
Let Cp be the completion of the algebraic closure of Qp, and vp be the corresponding
extension of valuation from Qp to Cp. For a monomorphism σp : K 7→ Cp, we define
a map vσ from K to the set of nonnegative real numbers R≥0 as follows:
vσ(x) := vp(σp(x)).
So vσ defines a valuation on K and there exists a prime ideal p such that vσ = vp
and there is a unique monomorphism σ̂p : Kp 7→ Cp which satisfies σ̂p|K = σp. That
is, for every monomorphism σp from K to Cp, there is a prime ideal p of K and a
monomorphism σ̂p from Kp to Cp such that the following diagram is commutative:
K
ι

σp
// Cp
vp

Kp
σ̂p
==
vp
// R≥0,
where ι is the canonical monomorphism from K to Kp. Let σ̂p(K) denote the
completion of σp(K), then σ̂p gives an isomorphism: σ̂p(K) ∼= Kp.
First of all, we prove a bounded result on the p-adic valuation of the product
of the polynomial f with integer coefficients and no zero of nonnegative integers
evaluated at the first n nonnegative integers. For this purpose, we need the following
important result that is due to Stewart (Corollary 2 of [29]). It is one of the
important ingredients of this paper.
Lemma 3.1. [29] Let f(z) ∈ Z[z] be primitive of degree d (≥ 2) and nonzero
discriminant D. Let p be a prime number. Then for any positive integer l, the
number of solutions modulo pl of f(z) ≡ 0 mod pl is at most 2p⌊vp(D)/2⌋ + d− 2.
Lemma 3.2. Let f(z) ∈ Z[z] be a polynomial such that f(k) 6= 0 for all nonnegative
integers k. Denote d := deg f(z). Then for all prime p and positive integers n, there
is a positive constant C that depends on f and p such that
vp
( n−1∏
k=0
f(k)
)
≤ Cn.
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Proof. First of all, let f(z) ∈ Z[[z]] be primitive and irreducible. Then the discrim-
inant Df of f(z) is nonzero. The following identity is clear true (see, for example,
(3.1) of [14] or (4.1) of [15]): For any n nonzero integers A1, ..., An, one has
(3.1) vp
( n∏
k=1
Ak
)
=
∞∑
l=1
#{1 ≤ k ≤ n : Ak ≡ 0 mod pl}.
With Ak being applied to f(k) in (3.1), we have
(3.2) vp
( n−1∏
k=0
f(k)
)
=
∞∑
l=0
#{0 ≤ k < n : f(k) ≡ 0 mod pl}.
On the one hand, by Lemma 3.1, for any positive integers l, the congruence
equation f(z) ≡ 0 mod pl has at most
Sp := 2p
⌊vp(Df )/2⌋ + d− 2
roots modulo pl. Thus one has
#{0 ≤ k < n : f(k) ≡ 0 mod pl}(3.3)
≤#{0 ≤ k < pl
⌈ n
pl
⌉
: f(k) ≡ 0 mod pl}
≤
⌈ n
pl
⌉
·#{0 ≤ k < pl : f(k) ≡ 0 mod pl}
≤
⌈ n
pl
⌉
Sp
≤
(⌊ n
pl
⌋
+ 1
)
Sp.
On the other hand, since deg f(x) = d, one has
lim
n→∞
f(n)
nd+1
= 0,
which implies that there is a positive integer N such that |f(n)| < nd+1 for all
integers n with n > N . Set
Qp := max
0≤k≤N
{
vp
(
f(k)
)}
.
Obviously, one has
#{0 ≤ k ≤ N : f(k) ≡ 0 mod pl} = 0
if l > Qp. For a given positive integer n, let
M(n) := max
{
Qp, (d+ 1)
⌈ logn
log p
⌉}
.
Then M(n) ≥ Qp and pM(n) ≥ nd+1.
If n ≤ N and l >M(n), then
#{0 ≤ k < n : f(k) ≡ 0 mod pl} = 0.
If n > N and l >M(n), then for all integers k with N < k < n, we have
0 < |f(k)| < kd+1 < nd+1 ≤ pM(n) < pl,
which implies that f(k) 6≡ 0 mod pl. Thus
#{N < k < n : f(k) ≡ 0 mod pl} = 0.
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Therefore for all positive integers n and l with l >M(n), one has
(3.4) #{0 ≤ k < n : f(k) ≡ 0 mod pl} = 0.
By using (3.2) to (3.4), we derive immediately that
vp
( n−1∏
k=0
f(k)
)
=
M(n)∑
l=1
#{0 ≤ k < n : f(k) ≡ 0 mod pl}(3.5)
+
∞∑
l=M(n)+1
#{0 ≤ k < n : f(k) ≡ 0 mod pl}
=
M(n)∑
l=1
#{0 ≤ k < n : f(k) ≡ 0 mod pl}
≤
M(n)∑
l=1
(⌊ n
pl
⌋
+ 1
)
Sp
≤Sp
∞∑
l=1
n
pl
+M(n)Sp
=
nSp
p− 1 +M(n)Sp
=n
( 1
p− 1 +
M(n)
n
)
Sp.
But
M(n)
n
= max
(Qp
n
,
d+ 1
n
⌈ logn
log p
⌉)
≤ max
(
Qp,
d+ 1
n
⌈ logn
log p
⌉)
.
Let n ∈ (pt, pt+1] with t ≥ 0 being an integer. Then
1
n
⌈ logn
log p
⌉
<
t+ 1
pt
≤ t+ 1
2t
≤ 1.
It infers that
M(n)
n
≤ max(Qp, d+ 1).
This together with (3.5) gives us that
vp
( n−1∏
k=0
f(k)
)
≤
( 1
p− 1 + max(Qp, d+ 1)
)
Spn := Cn
if f(z) is primitive and irreducible. Hence Lemma 3.2 is true when f(z) is primitive
and irreducible.
In what follows, we deal with the general case. Let f(z) be any polynomial in
Z[z] such that f(k) 6= 0 for all nonnegative integers k. Then there are nonnegative
integer c and primitive irreducible polynomials f1(z), ..., fm(z) ∈ Z[z] such that
f(z) = c
m∏
i=1
fi(z).
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The arguments above tell us that there are positive constant C1, ..., Cm such that
vp
( n−1∏
k=0
fi(k)
)
≤ Cin
for all integers i with 1 ≤ i ≤ m. It then follows that
vp
( n−1∏
k=0
f(k)
)
=vp
( n−1∏
k=0
c
m∏
i=1
fi(k)
)
=vp
(
cn
m∏
i=1
n−1∏
k=0
fi(k)
)
=nvp(c) +
m∑
i=1
vp
( n−1∏
k=0
fi(k)
)
≤
(
vp(c) +
m∑
i=1
Ci
)
n := Cn
as desired. This proves Lemma 3.2 for the general case. So Lemma 3.2 is proved. 
Lemma 3.3. Let γ ∈ K \ Z≤0 and n be a positive integer. Let p be a prime ideals
of K. Then each of the following is true:
(i). If vp(γ) < 0, then
vp
( n−1∏
k=0
(k + γ)
)
= vp(γ)n.
(ii). If vp(γ) ≥ 0, then there exists a positive constant C such that
vp
( n−1∏
k=0
(k + γ)
)
≤ Cn.
Proof. (i). Let vp(γ) < 0. Then for any nonnegative integer k, one has vp(k+ γ) =
vp(γ). It follows that
vp
( n−1∏
k=0
(k + γ)
)
= vp(γ)n.
(ii). Let vp(γ) ≥ 0. Let L be the Galois closure of K over Q and OL be the ring
of integers of L. Denote G := Gal(L/Q). Let q be a prime ideal of OL with q | p.
Since vp and vp are normalized, one has vq|K = vp, and so
vp
( n−1∏
k=0
(k + γ)
)
= vq
( n−1∏
k=0
(k + γ)
)
.
We treat the latter vq
(∏n−1
k=0 (k + γ)
)
in the following.
Clearly, we have
(3.6) vq
( n−1∏
k=0
(k + γ)
)
≤
∑
τ∈G
vq
( n−1∏
k=0
(k + τ(γ))
)
−
∑
τ∈G
vq(τ(γ))<0
vq
( n−1∏
k=0
(k + τ(γ))
)
.
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Write
f(z) :=
∏
τ∈G
(z + τ(γ)).
Then f(z) ∈ Q[z]. There is exactly one positive integer c such that cf(z) ∈ Z[z]
is primitive. Let p be a prime number such that q | p. By Lemma 3.2 applied to
cf(z), one knows that there is a positive constant C1 such that∑
τ∈G
vq
( n−1∏
k=0
(k + τ(γ))
)
=vq
( n−1∏
k=0
cf(k)
)
− vq(c)n(3.7)
=vp
( n−1∏
k=0
cf(k)
)
− vq(c)n
≤C1n− vq(c)n.
Moreover, we deduce from part (i) applied to τ(γ) with vq(τ(γ)) < 0 that
(3.8)
∑
τ∈G
vq(τ(γ))<0
vq
( n−1∏
k=0
(k + τ(γ)
)
= n
∑
τ∈G
vq(τ(γ))<0
vq(τ(γ)).
Then by (3.6) to (3.8), one can derive that
vq
( n−1∏
k=0
(k + γ)
)
≤ C1n− vq(c)n− n
∑
τ∈G
vq(τ(γ))<0
vq(τ(γ)) := Cn
as required. This ends the proof of Lemma 3.3. 
Let α = (α1, ..., αr) and β = (β1, ..., βs) with αi, βj ∈ K \Z≤0. Now we can give
the proof of Theorem 1.3.
Proof of Theorem 1.3. (i)⇒(ii). Let Fα,β(z) be N-integral. Then there is an
integer c ∈ OK such that
Fα,β(cz) ∈ OK [[z]].
Then for any positive integer n, one has
cn
(α1)n · · · (αr)n
(β1)n · · · (βs)n ∈ OK .
For a prime ideal p of OK with c 6∈ p, we have vp(c) = 0. So one can deduce that
vp
((α1)n · · · (αr)n
(β1)n · · · (βs)n
)
=vp
(
cn
(α1)n · · · (αr)n
(β1)n · · · (βs)n
)
− nvp(c)
=vp
(
cn
(α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥ 0.
Thus for all prime ideals p with c 6∈ p, one has
Fα,β(cz) ∈ OK,p[[z]].
That is, part (ii) is true.
(ii)⇒(iii). Let Fα,β(z) ∈ OK,p[[z]] hold for almost all prime ideals p of OK . Let
p be a prime number. For any arbitrary given monomorphism σp : K → Cp, as we
mentioned in the beginning of this section, there exists exactly a prime ideal p|p
and a σ̂p : Kp 7→ Cp such that σ̂p|K = σp and vp(x) = vp(σ̂p(x)) for any x ∈ Kp.
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We claim that σp(Fα,β(z)) ∈ Op[[z]] if and only if Fα,β(z) ∈ Op,K [[z]] which will
be proved in what follows. Since σ̂|K = σp and Fα,β(z) ∈ K[[z]], one can derive
that
σp(Fα,β(z)) = σ̂p(Fα,β(z)).(3.9)
But vp(x) = vp(σ̂p(x)) for any x ∈ Kp, it follows that
vp
((α1)n · · · (αr)n
(β1)n · · · (βs)n
)
= vp
(
σ̂p
((α1)n · · · (αr)n
(β1)n · · · (βs)n
))
.(3.10)
Thus by (3.10), one knows that σp(Fα,β(z)) ∈ Op[[z]] if and only if σ̂p(Fα,β(z)) ∈
Op[[z]], which holds if and only if for all nonnegative integers n, one has
vp
(
σ̂p
((α1)n · · · (αr)n
(β1)n · · · (βs)n
))
≥ 0.(3.11)
By (3.9), (3.11) is true if and only if for all nonnegative integers n, we have
vp
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥ 0,
namely, if and only if Fα,β(z) ∈ Op,K [[z]]. Hence the claim is proved.
Let now PK denote the set of all the prime ideals of OK and let RK be the set of
all the prime ideals q of OK such that Fα,β(z) 6∈ Oq,K [[z]]. Then by the hypothesis,
RK is finite. On the other hand, for any q ∈ RK , there is exactly a prime number p
such that q|p. Let TK be the set of all the prime numbers p such that q|p for some
q ∈ RK . Then TK is finite since RK is finite. Now pick an arbitrary prime number
p such that p > max(TK). Let p be any prime ideal dividing p. Then p 6∈ RK that
implies that Fα,β(z) ∈ Op,K [[z]]. But the claim tells us that σp(Fα,β(z)) ∈ Op[[z]]
if and only if Fα,β(z) ∈ Op,K [[z]]. Thus σp(Fα,β(z)) ∈ Op[[z]]. Therefore part (iii)
is true.
(iii)⇒(i). Let σp(Fα,β(z)) ∈ Op[[z]] hold for almost all prime numbers p and all
σp : K → Cp. Then there is an positive integer P such that for all prime number
p > P and for all σp : K → Cp, we have σp(Fα,β(z)) ∈ Op[[z]], equivalently, all the
p-adic valuations of all the coefficients of σp(Fα,β(z)) are nonnegative.
Let p be an arbitrary prime ideal in OK that divides a prime number p with p >
P . Then there is an embedding σ̂p from Kp to Cp such that vp(x) = vp(σ̂p(x)) for
any x ∈ Kp. Let σ′p := σ̂p|K . Then σ′p(Fα,β(z)) ∈ Op[[z]]. Since Fα,β(z) ∈ K[[z]],
one has
σ̂p(Fα,β(z)) = σ
′
p(Fα,β(z)).
Hence σ′p(Fα,β(z)) ∈ Op[[z]] together with vp(x) = vp(σ̂p(x)) for any x ∈ Kp tells
us that for all nonnegative integers n, one has
vp
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
=vp
(
σ̂p
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
))
(3.12)
=vp
(
σ′p
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
))
≥ 0.
Now let p be an arbitrary prime ideal in OK that divides a prime number p with
p ≤ P . It is clear that for all nonnegative integers n, one has
vp
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥
r∑
i=1
vp(αi)<0
vp((αi)n)−
s∑
j=1
vp(βj )≥0
vp((βj)n).
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By Lemma 3.3, we have that vp((αi)n) = nvp(αi) if vp(αi) < 0, and vp((βj)n) ≤
Cj(p)n for some positive constant Cj(p) if vp(βj) ≥ 0. Thus for all nonnegative
integers n, one has
(3.13) vp
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥ −C(p)n,
where
C(p) :=
s∑
j=1
vp(βj )≥0
Cj,p −
r∑
i=1
vp(αi)<0
vp(αi) > 0.
For a prime number p < P , let Cp := max{⌈C(p)⌉ : p | p}. Let c :=
∏
p<P p
C(p).
Then c ∈ OK and vp(c) ≥ ⌈C(p)⌉ for all prime ideals p dividing a prime number
p < P . It then follows from (3.13) that for all prime ideals p dividing a prime
number p < P , one has for all nonnegative integers n that
vp
(
cn
(α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥vp(c)n− C(p)n
≥(⌈C(p)⌉ − C(p))n ≥ 0.
Now for any prime ideals p dividing a prime number p ≥ P , one has vp(c) ≥ 0
since c ∈ OK . It then follows from (3.12) that for all nonnegative integers n, we
have
vp
(
cn
(α1)n · · · (αr)n
(β1)n · · · (βs)n
)
= nvp(c) + vp
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥ 0.
Thus we can conclude that
(α1)n · · · (αr)n
(β1)n · · · (βs)n ∈ OK
holds for all nonnegative integers n. That is, Fα,β(cz) ∈ OK [[z]]. Therefore Fα,β(z)
is N-integral in K. The proof of Theorem 1.3 is finished. 
Let θ be any given algebraic integer and L be a field generated by θ, i.e., L =
Q(θ). Suppose that f(z) ∈ Z[z] is the minimal polynomial of θ. Let OL be the ring
of algebraic integers of L. Then Z[θ] is a subring of OL and the quotient group
OL/Z[θ] has finite order, which is denoted by
[OL : Z[θ]]. The following result is
known.
Lemma 3.4. [24] Let θ be any given algebraic integer and L = Q(θ). Let f(z) ∈
Z[z] be the monic minimal polynomial of θ and OL be the ring of algebraic integers
of L. Let p be a prime number such that p ∤
[OL : Z[θ]], and let
f¯(z) = f¯1(z)
e1 · · · f¯g(z)eg
be the factorization of the polynomial f¯(z) = f(z) mod p into irreducible polyno-
mials f¯i(z) = fi(z) mod p over Z/pZ, with all fi(z) ∈ Z[z] being monic. Then
pi := pOL + fi(θ)OL, i = 1, ..., g
are the all different prime ideals of OL above p. The inertia degree fi of pi is the
degree of f¯i(z), and one has
pOL = pe11 · · · pegg .
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Let u and v be two integers with 0 ≤ u ≤ r and 0 ≤ v ≤ s. Assume
that α1, ..., αu, β1, ..., βv ∈ Q \ Z≤0 and αu+1, ..., αr, βv+1, ..., βs ∈ K \ Q. Let
µ := (α1, ..., αu) and ν := (β1, ..., βv), and δµ,ν and Mµ,ν are given by (1.4) and
(1.5) respectively. Recall that dµ,ν denote the least common multiple of the exact
denominators of the components of µ and ν. Recall a well-known fact that states
that for any algebraic number α ∈ K, there exists a rational integer C such that
Cα is an algebraic integer of K.
Proposition 3.5. Let C ∈ Z such that Cαi and Cβj are algebraic integers in K
for all indexes i and j with u+1 ≤ i ≤ r and v+1 ≤ j ≤ s. For any θ ∈ K, define
Lθ := Q(θ) and let OLθ be the ring of integers of Lθ. Let p be a prime number such
that p > max(Mµ,ν , dµ,ν) and p := pOK is a prime ideal in OK . Suppose that p
is coprime to C
[OLθ : Z[Cθ]] for any θ ∈ {αu+1, ..., αr, βv+1, ..., βs}. Then each of
the following is true.
(i). If u < v, then Fα,β(z) 6∈ OK,p[[z]].
(ii). If u > v, then Fα,β(z) ∈ OK,p[[z]] if and only if δµ,ν(x, a) ≥ 0 for all x ∈ R.
(iii). If u = v, then Fα,β(z) ∈ OK,p[[z]] if and only if
∑h
l=1 δµ,ν(a
lβk, a
l) ≥ 0
for all h ∈ {1, ..., ord a} and k ∈ {1, ..., v}, and δµ,ν
(
al
(
e
dµ,ν
+mµ,ν
)
, al
)
≥ 0 for
all l ∈ {1, ..., ord(a)} and e ∈ {1, ..., dν,µ}, where ord(a) stands for the order of a
modulo dµ,ν .
Proof. Let θ ∈ {−αu+1, ...,−αr,−βv+1, ...,−βs} and f(z) ∈ Q[z] be the monic
minimal polynomial of θ. Then Cdf(z/C) ∈ Q[z] is the monic minimal poly-
nomial of Cθ, where d := deg f(z). But Cθ is an algebraic integer. One then
deduces that Cdf(z/C) ∈ Z[z]. Since pOK is a prime ideal in OK , pOLθ is also
a prime ideal in OLθ . Since p is coprime to
[OLθ : Z[Cθ]], by Proposition 3.4 we
derive that Cdf(z/C) mod p is irreducible. It then follows that f(z) mod p is
irreducible. Hence for any nonnegative integer k, one has f(k) 6≡ 0 mod p. Thus
for any nonnegative integer k and θ ∈ {−αu+1, ...,−αr,−βv+1, ...,−βs}, it follows
from (z−θ) | f(z) in OK [z] that (k−θ) | f(k) holds in OK . Since f(k) 6≡ 0 mod p,
we can deduce that k− θ 6∈ pOK = p. It implies for any nonnegative integer k that
vp(k − θ) = 0.
Then for all nonnegative integers n and all −θ ∈ {αu+1, ..., αr, βv+1, ..., βs}, we have
vp
(
(−θ)n
)
= 0. In other words, for any γ ∈ {αu+1, ..., αr, βv+1, ..., βs}, one has
vp
(
(γ)n
)
= 0.
It then follows that for all integers n ≥ 0, we have
vp
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
=vp
((α1)n · · · (αu)n
(β1)n · · · (βv)n
)
=vp
((α1)n · · · (αu)n
(β1)n · · · (βv)n
)
,
the last one is because vp(α) = vp(α) for any α ∈ Q \ Z≤0. So Fα,β(z) ∈ OK,p[[z]]
if and only if
vp
( (α1)n · · · (αr)n
(β1)n · · · (βs)n
)
≥ 0 ∀n ≥ 0,
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which is equivalent to
vp
( (α1)n · · · (αu)n
(β1)n · · · (βv)n
)
≥ 0 ∀ n ≥ 0,
holds if and only if Fµ,ν(z) ∈ Zp[[z]].
Finally, Theorem 1.2 applied to Fµ,ν(z) gives us the desired result as stated in
Proposition 3.5. This completes the proof of Proposition 3.5. 
Remark. Assume that K/Q is a finite Galois extension. Let p be a prime number
such that p := pOK is a prime ideal in OK . Let Dp and Ip be the decomposition
group and the inertia group of p, respectively. The Galois group of OK/p over
Z/pZ is denoted by G. Then we have the following exact sequence:
0→ Ip → Dp → G→ 0.
Since p is inertia inK, one has Ip = {1} andDp = Gal(K/Q). Then Gal(K/Q) = G
by the above exact sequence, namely, K/Q is a cyclic extension.
In Section 5, we will make use of the quadratic version of Proposition 3.5, i.e.
Lemma 5.3 below. It will play an important role in the proof of Theorem 1.4.
4. Quadratic congruence modulo various primes p
Throughout this section, we let f(z) = Az2 + Bz + C ∈ Z[z] satisfy A > 0 and
gcd
(
A,B,C
)
= 1. We will use the important uniform distribution theorem due to
Duke, Friedlander, Iwaniec [11] and Toth [30] to prove an asymptotic result which
plays an important role in the proof of Theorem 1.4. Let
D := B2 − 4AC
and assume that D is not a perfect square in Z. Let S be any arithmetic progression
which contains infinitely many primes p with
(
D
p
)
= 1. The set
(4.1) X :=
{v
p
: p ∈ S, 1 ≤ v ≤ p, f(v) ≡ 0 mod p
}
is an infinite set contained in the interval [0, 1]. In this section, we discuss the
properties concerning X . Most importantly, we introduce the uniform distribution
theorem of X . We start with the definition of uniformly distributed sequence. A
sequence {xn}∞n=1 ⊂ [0, 1] is said to be uniformly distributed if for all real numbers
a and b with 0 ≤ a < b ≤ 1, one has
lim
N→∞
#{xn : 1 ≤ n ≤ N, a ≤ xn < b}
N
= b− a.
It is known that X is uniformly distributed, which is proved by Duke, Friedlander
and Iwaniec [11] and Toth [30].
Lemma 4.1. [30] The set X , roughly ranged by order of p, is uniformly distributed.
That is, for 0 ≤ a < b ≤ 1, there is a positive real number C depended only on S
such that
#
{v
p
: p ∈ S, 1 ≤ v ≤ p < x, f(v) ≡ 0 mod p, a ≤ v
p
< b
}
∼ C(b − a)π(x),
where π(x) is the prime counting function.
From the above uniform distribution theorem, one knows that any rational num-
ber in [0, 1] can be approximated by a sequence of elements in 4.1. The following
lemma shows that such an approximation may not be too well.
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Lemma 4.2. Let f(z) = Az2+Bz+C and D be given as above. Let M and N be
positive integers and r be an integer with 0 ≤ r ≤ N . If p is a prime, v and l are
positive integers satisfying that (p, 4AND) = 1, v ≤ pl, f(v) ≡ 0 mod pl and
pl > 4AN2(|A|(M +N)2 + |B|(M +N) + |C|),
then ∣∣∣ r
N
− v
pl
∣∣∣ > M
pl
.
Proof. Let rN , p
l, v and M be given as in the hypothesises. Assume on the contrary
that ∣∣∣ r
N
− v
pl
∣∣∣ ≤ M
pl
.
Then
rpl
N
−M ≤ v ≤ rp
l
N
+M.
Denote by t the least nonnegative residue of pl modulo N . Then⌊rpl
N
−M
⌋
=
r(pl − t)
N
−M
and ⌊rpl
N
+M
⌋
=
r(pl − t)
N
+M.
So we can write v = r(p
l−t)
N + a for some integer a ∈ [−M,M ]. Since f(v) ≡ 0
mod pl, it follows that
A
(r(pl − t)
N
+ a
)2
+B
(r(pl − t)
N
+ a
)
+ C ≡ 0 mod pl.
Equivalently,
(4.2) 4A2(Na− rt)2 + 4ABN(Na− rt) +B2N2 −DN2 ≡ 0 mod pl.
Since
4A2(Na− rt)2 + 4ABN(Na− rt) +B2N2 = (2A(Na− rt) +BN)2
is a perfect square in Z while DN2 is not, one derives that
4A2(Na− rt)2 + 4ABN(Na− rt) +B2N2 −DN2 6= 0.
On the other hand, since r ≤ N, t ≤ N and |a| ≤M , one can deduce that∣∣4A2(Na− rt)2 + 4ABN(Na− rt) +B2N2 −DN2∣∣
≤ 4AN2(|A|(M +N)2 + |B|(M +N) + |C|) < pl.
Hence the residue of
4A2(Na− rt)2 + 4ABN(Na− rt) +B2N2 −DN2
modulo pl is nonzero, which contradicts with (4.2). Therefore∣∣∣ r
N
− v
pl
∣∣∣ > M
pl
as desired. This finishes the proof of Lemma 4.2. 
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Lemma 4.3. Let α be a rational number, β be a nonzero integer, M be a positive
real number and D˜ be a rational number that is not a perfect square. Let p be a
prime number such that
p > 4d(D˜)d2(α)(d(D˜)(M + d(α))2 + d(D˜)|D˜|β2).
Then for all positive integers l and v with v ≤ pl and v2 ≡ D˜ mod pl, one has
M
pl
<
{
α+ β
v
pl
}
< 1− M
pl
.(4.3)
Proof. Let f(z) = d(D˜)(z2 − β2D˜) and suppose that v˜ with 0 ≤ v˜ ≤ pl satisfies
f(v˜) ≡ 0 mod pl. It is easy to see that {βvpl } = v˜pl . Obviously, for any positive
integer l, we have
pl ≥ p > 4d(D˜)d2(α)(d(D˜)(M + d(α))2 + d(D˜)|β2D˜|).
Then by Lemma 4.2, one can derive that∣∣∣1− {α}− v˜
pl
∣∣∣ > M
pl
.
In other words, one has either
0 ≤
{βv
pl
}
< 1− {α} − M
pl
,
or
1− {α}+ M
pl
<
{βv
pl
}
< 1.
But {
α+
βv
pl
}
=
{ {α}+ {βvpl }, if {α}+ {βvpl } < 1,
{α}+ {βv
pl
}− 1, otherwise.
Therefore either
{α} ≤
{
α+
βv
pl
}
< 1− M
pl
or
M
pl
<
{
α+
βv
pl
}
< {α}.
That is, (4.3) is true. This concludes the proof of Lemma 4.3. 
In the rest part of this section, we consider a special subset Y of X which is
defined by
Y :=
{v
p
: p ∈ S, 0 ≤ v < p, f(v) ≡ 0 mod p2
}
,
and set
SY(x) := #
{v
p
∈ Y : p ≤ x
}
.
Meanwhile, for 1 ≤ a ≤ A, we define
Ya :=
{v
p
: p ∈ S, 0 ≤ v < p, f(v) = ap2
}
,
and let
Sa(x) := #
{v
p
∈ Ya : p ≤ x
}
.
One can deduce from the uniform distribution theorem that the following result is
true.
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Lemma 4.4. Each of the following is true:
(i). Sa(x) = o(π(x)) for all integers a with 1 ≤ a ≤ A.
(ii). SY(x) = o(π(x)).
Proof. (i). If the set Ya is finite, then part (i) is clearly true.
If there is an integer a with 1 ≤ a ≤ A such that the set Ya is infinite, then as
v/p runs through Ya, we have
lim
p→∞
v2
p2
= lim
p→∞
Av2 +Bv + C
Ap2
=
a
A
.
It follows that limp→∞ v/p =
√
a/A as v/p runs through Ya. So if Ya contains
infinitely many elements, then Ya holds exactly one accumulation point.
Assume now that SY(x) 6= o(π(x)). In what follows, we show that we will arrive
at a contradiction.
On the one hand, since 0 < Sa(x)/π(x) ≤ 1 for all x > 0, there exists a sequence
{xn}n≥1 of positive real numbers and a constant c > 0 such that xn →∞ as n→∞
and
Sa(xn) ∼ cπ(xn).
On the other hand, since
√
a/A is the unique accumulation point of Ya, it follows
that for any ǫ > 0, all but finitely many elements of Ya are contained in the interval
I := [
√
a/A− ǫ/2,
√
a/A+ ǫ/2) ∩ [0, 1].
Since Ya ⊂ X , all but finitely many elements of Ya are contained in X ∩ I. Thus
one deduces that
#
{v
p
∈ X ∩ I : p ≤ xn
}
+O(1) ≥ Sa(xn).
But Lemma 4.1 tells us that for all large enough xn,
C|I|π(xn) ∼ #
{v
p
∈ X ∩ I : p ≤ xn
}
+O(1),
where |I| ≤ ǫ and |I| stands for the length of I. So one derives that
C|I|π(xn) ≥ cπ(xn).
That is, |I| ≥ c/C. This is ridiculous since ǫ can be chosen extremely small while c is
a constant. Thus the assumption SY(x) 6= o(π(x)) is false and so Sa(x) = o(π(x)).
(ii). For v/p ∈ Y, since f(v) < (A + 1)p2 for all large primes p, it follows that
f(v) = ap2 for some integer a with 1 ≤ a ≤ A. Then
Y −
A⋃
a=1
Ya
is a finite set and ∣∣∣SY(x) − A∑
a=1
Sa(x)
∣∣∣ = O(1).
Thus the desired result SY(x) = o(π(x)) is implied by part (i). This ends the proof
of Lemma 4.4. 
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As an application of Lemma 4.4, for any integer a with 1 ≤ a ≤ A, we consider
the set
Za := {p ∈ S : ∃ n ∈ Z>0 s.t. f(n) = ap2}
and define
Ta(x) := #{p ≤ x : p ∈ Za}.
Particularly, T1(x) is the number of prime squares in the sequence {f(n)}∞n=1. We
can obtain a rough upper bound for Ta(x).
Corollary 4.5. We have Ta(x) = o(π(x)).
Proof. First we show that ZA is finite. Assume conversely that there are infinitely
many primes p ∈ S and a positive integer n such that f(n) = Ap2. Then
4Af(n) = (2An+B)2 −D = 4A2p2.
Thus there exists infinitely many primes p such that both 4A2p2 and 4A2p2−D are
squares of integers. On the other hand, one can easily check that if p > (|D|+1)/4A,
then
(2Ap− 1)2 < 4A2p2 −D < (2Ap+ 1)2.
But D is not a perfect square in Z. So D 6= 0 which implies that
4A2p2 −D 6= (2Ap)2.
Therefore 4A2p2−D is not a square of an integer. It follows that there are at most
finitely many primes p such that 4A2p2 and 4A2p2−D are squares of integers. This
is a contradiction. Hence ZA is finite. Thereby TA(x) = o(π(x)).
In what follows, let 1 ≤ a < A. If Za is a finite set, then it is obvious true that
Ta(x) = o(π(x)). Hence we need ony to consider the case that Za is infinite. Let
now Za be infinite. Since f(n) ∼ An2 as n→∞ and Aa > 1, there exists a positive
integer N such that An2 < Aa f(n) for all n > N . Thus for all integers n and primes
p with n > N and f(n) = ap2, one has
n2 <
f(n)
a
= p2.
That is, n < p. It then follows that np ∈ Ya. Therefore for all large enough positive
real numbers x, one has
Ta(x) ≤ Sa(x) +O(1).
Hence by Lemma 4.4 (i), the desired result Ta(x) = o(π(x)) follows immediately.
The proof of Corollary 4.5 is complete. 
5. N-integrality of the hypergeometric series with quadratic
parameters and Proof of Theorem 1.4
In this section, we investigate the N-integrality of the hypergeometric series with
parameters from quadratic fields and show Theorem 1.4.
At first, let us recall the notations. Let D be an arbitrary given square-free
integer other than 1. Throughout this section, we always let K = Q(
√
D). Let
α = (α1, ..., αr) and β = (β1, ..., βs) with αi and βj belonging to K \ Z≤0. Let
u := #{1 ≤ i ≤ r : αi ∈ Q}
and
v := #{1 ≤ j ≤ s : βj ∈ Q}.
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Without loss of any generality, suppose that α1, ..., αu and β1, ..., βv are rational
numbers while αu+1, ..., αr and βv+1, ..., βs are not. Write
α = (α11 + α21
√
D, ..., α1r + α2r
√
D)
and
β = (β11 + β21
√
D, ..., β1s + β2s
√
D)
with α1i, α2i, β1j and β2j being elements in Q for all integers i and j such that
1 ≤ i ≤ r and 1 ≤ j ≤ s. Then α21 = · · ·α2u = β21 = · · · = β2v = 0, and α2i, β2j
are nonzero for all integers i and j such that u+ 1 ≤ i ≤ r and v + 1 ≤ j ≤ s. Set
α1 := (α11, ..., α1r), β1 := (β11, ..., β1s),
α2 := (α21, ..., α2r), β2 := (β21, ..., β2s),
and
µ := (α1, ..., αu), ν := (β1, ..., βv).
Let dα1,β1 (resp. dα2,β2 , dµ,ν) be the least common multiple of the exact denomi-
nators of components of α1 and β1 (resp. α2 and β2, µ and ν). Define
E := lcm(4D, dα1,β1 , dα2,β2)
and let G be the multiplicative group of residue class ring modulo E, namely,
G := (Z/EZ)×. Throughout this section, we identity any element a ∈ G with an
integer a ∈ {1, ..., E} satisfying that (a,E) = 1.
Write D = (−1)λ12λ2D′, where λ1, λ2 ∈ {0, 1} and D′ is a positive odd square-
free integer other than 1. Let p and q be two distinct prime numbers such that
p ≡ q mod 4D. Claim that
(−1)λ2(p
2−1)
8 = (−1)λ2(q
2−1)
8 .
In fact, if λ2 = 0, then this is clear true since both sides are 1. Now let λ2 = 1.
Since p and q are odd, one then derives that p2 − q2 = (p− q)(p+ q) ≡ 0 mod 16.
It infers that
(−1)λ2(p
2−1)
8 = (−1)λ2(q
2−1)
8 .
Thus the claim is proved. Now we deduce from the claim and the quadratic reci-
procity law about the Jacobi symbols (see, for example, Proposition 5.2.2 of [16])
that (D
p
)
=
(−1
p
)λ1(2
p
)λ2(D′
p
)
= (−1)λ1(p−1)2 (−1)λ2(p
2−1)
8 (−1) (D
′−1)(p−1)
4
( p
D′
)
= (−1)λ1(q−1)2 (−1)λ2(q
2−1)
8 (−1) (D
′−1)(q−1)
4
( q
D′
)
=
(−1
q
)λ1(2
q
)λ2(D′
q
)
=
(D
q
)
.
It follows that for any a ∈ (Z/4DZ)×, if there is a prime number p satisfying that
p ≡ a mod 4D and
(D
p
)
= 1,
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then for all primes p with p ≡ a mod 4D, one has (Dp ) = 1. Hence one can define
H := {a ∈ (Z/EZ)× :
(D
p
)
= 1 holds for all primes p ≡ a mod E},
I := G \H.
To start the proof of Theorem 1.4, we need to develop a series of lemmas. The
following result shows that H is a subgroup of the group (Z/EZ)×.
Lemma 5.1. Let H be given as above. Then H is a subgroup of (Z/EZ)×.
Proof. Since (Z/EZ)× is a finite group, it follows that if H is multiplication-closed,
then H is a subgroup. Pick any a1, a2 ∈ H . Then for any primes p1 and p2 with
p1 ≡ a1 mod E and p2 ≡ a2 mod E, one has
(
D
p1
)
= 1 and
(
D
p2
)
= 1. Let p be a
prime number such that p ≡ a1a2 mod E. So to finish the proof of Lemma 5.1, it
remains to show that
(
D
p
)
= 1, which will be done in what follows.
As D is square-free, one may write D = (−1)λ12λ2D′ with λ1, λ2 ∈ {0, 1} and
D′ being a positive odd square-free integer other than 1. Claim that
(−1)λ2(p
2−1)
8 = (−1)λ2(p
2
1p
2
2−1)
8 .
If λ2 = 0, then the claim is clear true. If λ2 = 1, then q ≡ p1p2 mod 8, and so
p2 − p21p22 = (p+ p1p2)(p− p1p2) ≡ 0 mod 16.
It then follows that
(−1)λ2(p
2−1)
8 = (−1)λ2(p
2
1p
2
2−1)
8 .
But the hypothesis p ≡ p1p2 mod 4 implies that
(−1)λ1(p−1)2 = (−1)λ1(p1p2−1)2 .
Noting that p1, p2, p and D
′ are all odd and p ≡ p1p2 mod D′, one obtains that(D
p
)
=
(−1
p
)λ1(2
p
)λ2(D′
p
)
= (−1)λ1(p−1)2 (−1)λ2(p
2−1)
8 (−1) (D
′−1)(p−1)
4
( p
D′
)
= (−1)λ1(p1p2−1)2 (−1)
λ2(p
2
1p
2
2−1)
8 (−1) (D
′−1)(p1p2−1)
4
(p1p2
D′
)
= (−1)λ1(p1+p2−2)2 (−1)λ2(p
2
1+p
2
2−2)
8 (−1) (D
′−1)(p1+p2−2)
4
( p1
D′
)( p2
D′
)
=
(D
p1
)(D
p2
)
= 1
as required. This completes the proof of Lemma 5.1. 
Let a ∈ H and p be a prime number such that ap ≡ 1 mod E. Then a−1 ∈ H
and so
(
D
p
)
= 1. Hence pOK = p1p2, where p1 and p2 are two different prime ideals
in OK . So p | p, as discussed in the beginning of Section 3, we have
[Kp : Qp] = f(p|p)e(p|p) = 1.
Let Hom(K,Cp) denote the set of all the two distinct monomorphisms fromK to Cp.
For any σp ∈ Hom(K,Cp), there is a prime ideal p ∈ {p1, p2} and a monomorphism
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σ̂p : Kp 7→ Cp such that the following diagram is commutative:
Kp
σ̂p
!!❇
❇❇
❇❇
❇❇
❇
K
ι
>>⑦⑦⑦⑦⑦⑦⑦ σp
// Cp,
where ι is the canonical monomorphism from K to Kp. Let σp(K) be the image
of K and σ̂p(K) be its completion in Cp. Then σ̂p is an isomorphism from Kp to
σ̂p(K). Thus
[σ̂p(K) : Qp] = [Kp : Qp] = 1.
So σp(K) ⊂ σ̂p(K) = Qp for any σp ∈ Hom(K,Cp). We have the following equiva-
lent form of the uniform distribution of roots of quadratic congruence modulo prime
numbers in an arithmetic progression.
Lemma 5.2. Let γ ∈ K \ Q and fγ(z) be its monic minimal polynomial over
Q. Let Cγ be a positive integer such that Cγfγ(z) is a primitive polynomial with
integer coefficients. Let a ∈ H and S be the arithmetic progression {n ≥ 0 : an ≡ 1
mod E}. Then for all real numbers t1 and t2 with 0 ≤ t1 < t2 ≤ 1, there is a
positive real number c depended only on S and γ such that
#
{Tp(σp(γ))
p
: p ∈ S, p ∤ Cγ , p < x, σp ∈ Hom(K,Cp), t1 ≤ Tp(σp(γ))
p
< t2
}(5.1)
∼ c(t2 − t1)π(x).
Proof. Since a ∈ H , for any prime number p with ap ≡ 1 and any σp ∈ Hom(K,Cp),
one has σp(γ) ∈ σp(K) ⊂ Qp. Moreover, for any prime number p with p ∤ Cγ , one
has fγ(z) ∈ Zp[z]. Since fγ is monic, fγ(σp(γ)) = 0 and Zp is integral closed, it
then follows that for all prime numbers p with p ∤ Cγ and ap ≡ 1 mod E and all
σp ∈ Hom(K,Cp), one has σp(γ) ∈ Zp, and so Rp,l(σp(γ)) is well defined for any
positive integer l. But Rp,l(σp(γ))− σp(γ) ≡ 0 mod pl and p ∤ Cγ . Hence we have
Cγfγ(Rp,l(σp(γ))) ≡ fγ(Rp,l(σp(γ))) ≡ fγ(σp(γ)) ≡ 0 mod pl.
So for all the prime numbers p with p ∤ Cγ and ap ≡ 1 mod E, one has
{v
p
: 0 ≤ v < p,Cγfγ(v) ≡ 0 mod p
}
=
{Rp(σp(√D˜))
p
: σp ∈ Hom(K,Cp)
}
.
(5.2)
By Lemma 4.1, we know that for all real numbers t1 and t2 with 0 ≤ t1 < t2 ≤ 1,
there is a positive real number c depended only on S and γ such that{v
p
: 1 ≤ v ≤ p < x, p ∈ S, t1 ≤ v
p
< t2, Cγfγ(v) ≡ 0 mod p
}
∼ c(t2 − t1)π(x).
Then from (5.2) one can deduce that
#
{Rp(σp(γ))
p
: p ∈ S, p ∤ Cγ , p < x, σp ∈ Hom(K,Cp), t1 ≤ Tp(σp(γ))
p
< t2
}
∼ c(t2 − t1)π(x).
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Since
Tp(σp(γ))
p
= 1− Rp(σp(γ))
p
holds for all the prime numbers p with p ∤ Cγ and ap ≡ 1 mod E and for all
σp ∈ Hom(K,Cp), the desired result (5.1) follows immmediately. The proof of
Lemma 5.2 is complete. 
Now let a ∈ I = G \ H and p be an odd prime with ap ≡ 1 mod E. Then(
D
p
)
= −1. So there exists a unique prime ideal p in K that satisfies p | p. That is,
p = pOK . The following result is the quadratic version of Proposition 3.5.
Lemma 5.3. Let a ∈ I and p be a prime number such that ap ≡ 1 mod E,
(5.3) p > max(Mµ,ν , 3vdµ,ν) and p 6 |
∏
γ∈{αu+1,...,αr,βv+1,...,βs}
[OK : Z[Eγ]].
Then p := pOK is the unique prime ideal in OK with p | p, and each of the following
is true.
(i). If u < v, then Fα,β(z) 6∈ OK,p[[z]].
(ii). If u > v, then Fα,β(z) ∈ OK,p[[z]] if and only if δµ,ν(x, a) ≥ 0 for all x ∈ R.
(iii). If u = v, then Fα,β(z) ∈ OK,p[[z]] if and only if
h∑
l=1
δµ,ν(a
lβk, a
l) ≥ 0
holds for all h ∈ {1, ..., ord(a)} and k ∈ {1, ..., v} and
δµ,ν
(
al
( e
dµ,ν
+mµ,ν
))
≥ 0
holds for all e ∈ {1, ..., dα,β} and l ∈ {1, ..., ord(a)}, where ord(a) is the order of a
modulo E.
Consequently, we provide some properties about the function 〈·〉 and the operator
Tp,l.
Lemma 5.4. Let x and y be real numbers. Let p be a prime number and l be a
positive integer. Let w and z be p-adic integers. Then each of the following is true.
(i). One has
〈x + y〉 =
{ 〈x〉+ 〈y〉, if 〈x〉 + 〈y〉 ≤ 1,
〈x〉 + 〈y〉 − 1, otherwise.
(ii). One has
〈x− y〉 =
{ 〈x〉 − 〈y〉, if 〈x〉 > 〈y〉,
1 + 〈x〉 − 〈y〉, otherwise.
(iii). One has
Tp,l(w + z)
pl
=
{
0, if w + z ≡ 0 mod pl,〈Tp,l(w)+Tp,l(z)
pl
〉
, otherwise.
Proof. (i). Apparently, x+y−(〈x〉+〈y〉) ∈ Z. Since 〈x+y〉 is the unique real number
in the interval (0, 1] such that x+ y − 〈x+ y〉 ∈ Z, it follows that if 〈x〉 + 〈y〉 ≤ 1,
then 〈x+ y〉 = 〈x〉+ 〈y〉. Furthermore, if 〈x〉+ 〈y〉 > 1, then 0 < 〈x〉+ 〈y〉 − 1 ≤ 1.
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But x+ y− (〈x〉+ 〈y〉 − 1) ∈ Z. So one can deduce that 〈x+ y〉 = 〈x〉+ 〈y〉 − 1 as
desired. This proves part (i).
(ii). If y ∈ Z, then 〈x〉 ≤ 1 = 〈y〉 and 〈x − y〉 = 〈x〉 = 1 + 〈x〉 − 〈y〉. That is,
part (ii) is true if y ∈ Z.
Let now y 6∈ Z. Then 〈y〉 6∈ Z. Since −y − (−〈y〉) = 〈y〉 − y ∈ Z, one has
〈−y〉 = 〈−〈y〉〉 = 1− 〈y〉.
If 〈x〉 > 〈y〉, then 〈x〉 + 〈−y〉 = 〈x〉 + 1 − 〈y〉 > 1. It follows from part (i) that
〈x− y〉 = 〈x〉 + 〈−y〉 − 1 = 〈x〉 − 〈y〉.
If 〈x〉 ≤ 〈y〉, then 〈x〉+ 〈−y〉 = 〈x〉+1−〈y〉 ≤ 1. So from part (i) it follows that
〈x− y〉 = 〈x〉 + 〈−y〉 = 1 + 〈x〉 − 〈y〉. Hence part (ii) is proved.
(iii). For any w, z ∈ Zp, one has
Tp,l(w + z) ≡ −w − z ≡ Tp,l(w) + Tp,l(z) mod pl.
Since Tp,l(w), Tp,l(z) and Tp,l(w + z) are all in the set {0, 1, ..., pl − 1}, one then
derives that
Tp,l(w) + Tp,l(z)
pl
− Tp,l(w + z)
pl
∈ Z.
If w+z ≡ 0 mod pl, then Tp,l(w+z) ≡ 0 mod pl which implies that Tp,l(w+z) =
0 and so the desired result
Tp,l(w+z)
pl
= 0 follows immediately.
If w + z 6≡ 0 mod pl, then 1 ≤ Tp,l(w + z) < pl. Hence〈Tp,l(w) + Tp,l(z)
pl
〉
=
〈Tp,l(w + z)
pl
〉
=
Tp,l(w + z)
pl
as claimed. So part (iii) is proved.
The proof of Lemma 5.4 is complete. 
Let us now introduce some notations. Write
D˜ := D/d2α2,β2 , α˜2i := α2idα2,β2 and β˜2j := β2jdα2,β2
for all integers i and j with 1 ≤ i ≤ r and 1 ≤ j ≤ s. Then α˜2i and β˜2j are rational
integers. Moreover, one has αi = α1i + α˜2i
√
D˜ and βj = β1j + β˜2j
√
D˜. We have
the following result.
Lemma 5.5. Let l be a positive integer. Let γ1 ∈ Q and γ˜2 ∈ Z such that γ1 +
γ˜2
√
D˜ 6∈ Z≤0. Let p be an odd prime number and a ∈ H be such that ap ≡ 1
mod E, p ≥ d(γ1)(|⌊1 − γ1⌋| + 〈γ1〉 + 1) and vp(γ21 − D˜γ˜22) = 0. Let σ be a
monomorphism from K to Cp. Then
Tp,l(σ(γ1 + γ˜2
√
D˜))
pl
=
〈
alγ1 − γ1
pl
+
γ˜2Tp,l(σ(
√
D˜))
pl
〉
.
Proof. Since p ≥ d(γ1)(|⌊1 − γ1⌋|+ 〈γ1〉 + 1) > d(γ1), one has γ1 ∈ Zp. As a ∈ H
and ap ≡ 1 mod E, one derives that σ(
√
D˜) ∈ Qp and D˜ ∈ Zp. This implies
that σ(
√
D˜) ∈ Zp. Hence σ(γ1 + γ˜2
√
D˜) and σ(γ1 − γ˜2
√
D˜) are p-adic integers.
Moreover, since γ21 − D˜γ˜22 ∈ Q and γ21 − D˜γ˜22 6≡ 0 mod p, we have
vp(σ(γ1 + γ˜2
√
D˜)) + vp(σ(γ1 − γ˜2
√
D˜))
=vp(σ(γ
2
1 − D˜γ˜22))
=vp(γ
2
1 − D˜γ˜22) = 0.
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One then deduces that
vp(σ(γ1 + γ˜2
√
D˜)) = vp(σ(γ1 − γ˜2
√
D˜)) = 0.
It follows that σ(γ1 + γ˜2
√
D˜) 6≡ 0 mod pl. So by Lemmas 5.4 (iii) and 2.3, one
obtains that
Tp,l(σ(γ1 + γ˜2
√
D˜))
pl
=
〈Tp,l(γ1)
pl
+
Tp,l(γ˜2σ(
√
D˜))
pl
〉
=
〈
Dlp(γ1)−
γ1
pl
+
Tp,l(γ˜2σ(
√
D˜))
pl
〉
=
〈
〈alγ1〉 − γ1
pl
+
γ˜2Tp,l(σ(
√
D˜))
pl
〉
=
〈
alγ1 − γ1
pl
+
γ˜2Tp,l(σ(
√
D˜))
pl
〉
since alγ1 − 〈alγ1〉 ∈ Z. So Lemma 5.5 is proved. 
Furthermore, we need the following property about ∆α,β(x, a, ǫ). In what fol-
lows, we define the set Qα,β by
Qα,β := {(α11, α˜21), ..., (α1r , α˜2r), (β11, β˜21), ..., (β1s, β˜2s)}.(5.4)
Lemma 5.6. With Sα,β being defined as in (1.9), let ǫ ∈ (0, 1) \ Sα,β and a ∈ H.
If ∆α,β(x, a, ǫ) ≥ 0 for all x ∈ R, then ∆α,β(x, b, ǫ) ≥ 0 for all x ∈ R and positive
integers b with b ≡ a mod E.
Proof. Let (ξ1, ξ˜2) and (η1, η˜2) be any two given elements of the set Qα,β. Since
b ≡ a mod E and dα1,β1 | E, one has b ≡ a mod dα1,β1 , and so (b − a)ξ1 and
(b− a)η1 are all rational integers. Then
〈aξ1 + ξ˜2ǫ〉 = 〈bξ1 + ξ˜2ǫ〉 and 〈aη1 + η˜2ǫ〉 = 〈bη1 + η˜2ǫ〉.(5.5)
First of all, we claim that aξ1 + ξ˜2ǫ 4 aη1 + η˜2ǫ holds if and only if bξ1 + ξ˜2ǫ 4
bη1 + η˜2ǫ holds. To prove this claim, we consider the following two cases:
Case 1. ξ˜2 = η˜2. By (5.5), we know that 〈aξ1 + ξ˜2ǫ〉 < 〈aη1 + η˜2ǫ〉 holds if and
only if 〈bξ1 + ξ˜2ǫ〉 < 〈bη1 + η˜2ǫ〉 holds. Since ξ˜2 = η˜2, by (5.5) one can derive that
both of 〈aξ1 + ξ˜2ǫ〉 = 〈aη1 + η˜2ǫ〉 and aξ1 + ξ˜2ǫ ≥ aη1 + η˜2ǫ are true if and only
if both of 〈bξ1 + ξ˜2ǫ〉 = 〈bη1 + η˜2ǫ〉 and bξ1 + ξ˜2ǫ ≥ bη1 + η˜2ǫ are true. Hence by
definition of 4, we can deduce that aξ1+ ξ˜2ǫ 4 aη1+ η˜2ǫ holds if and only if either
〈aξ1 + ξ˜2ǫ〉 < 〈aη1 + η˜2ǫ〉, or 〈aξ1 + ξ˜2ǫ〉 = 〈aη1 + η˜2ǫ〉 and aξ1 + ξ˜2ǫ ≥ aη1 + η˜2ǫ,
if and only if either 〈bξ1 + ξ˜2ǫ〉 < 〈bη1 + η˜2ǫ〉, or 〈bξ1 + ξ˜2ǫ〉 = 〈bη1 + η˜2ǫ〉 and
bξ1+ ξ˜2ǫ ≥ bη1+ η˜2ǫ, if and only if bξ1+ ξ˜2ǫ 4 bη1+ η˜2ǫ holds. So the claim is true
in this case.
Case 2. ξ˜2 6= η˜2. This together with ǫ 6∈ Sα,β gives us that 〈aξ1 + ξ˜2ǫ〉 6=
〈aη1+η˜2ǫ〉. Therefore (5.5) implies that 〈bξ1+ ξ˜2ǫ〉 6= 〈bη1+η˜2ǫ〉. Since 〈aξ1+ ξ˜2ǫ〉 6=
〈aη1 + η˜2ǫ〉, one then deduces that aξ1 + ξ˜2ǫ 4 aη1 + η˜2ǫ holds if and only if
〈aξ1+ξ˜2ǫ〉 < 〈aη1+η˜2ǫ〉 holds, by (5.5), if and only if 〈bξ1+ξ˜2ǫ〉 < 〈bη1+η˜2ǫ〉 holds, if
and only if bξ1+ξ˜2ǫ 4 bη1+η˜2ǫ holds since by (5.5), one has 〈bξ1+ξ˜2ǫ〉 6= 〈bη1+η˜2ǫ〉.
So the claim is proved in this case. It concludes the proof of the claim.
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Consequently, we come back to the proof of Lemma 5.6. Let ∆α,β(x, a, ǫ) ≥ 0
hold for all x ∈ R. By Lemma 2.5, we have ∆α,β(aβ1k + β˜2kǫ, a, ǫ) ≥ 0 for all
integers k with 1 ≤ k ≤ s. On the other hand, one can deduce from the claim that
∆α,β(bβ1k + β˜2kǫ, b, ǫ) = ∆α,β(aβ1k + β˜2kǫ, a, ǫ) ≥ 0
holds for all integers k with 1 ≤ k ≤ s. Again by Lemma 2.5, we have that
∆α,β(x, b, ǫ) ≥ 0 for all x ∈ R. The proof of Lemma 5.6 is finished. 
Define
M1 := 2 max
1≤i≤r
1≤j≤s
{|α1i|, |β1j |} and M2 := 2 max
1≤i≤r
1≤j≤s
{|α˜2i|, |β˜2j |}.
Then we have the following result.
Lemma 5.7. Let ǫ ∈ (0, 1) \ Sα,β. Let
δ1 := min
(ξ1,ξ˜2)∈Qα,β
{〈aξ1 + ξ˜2ǫ〉, 1− 〈aξ1 + ξ˜2ǫ〉} \ {0},(5.6)
δ2 := min
(ξ1,ξ˜2),(η1,η˜2)∈Qα,β
{|〈aξ1 + ξ˜2ǫ〉 − 〈aη1 + η˜2ǫ〉|} \ {0},(5.7)
and δǫ := min(δ1, δ2)/M2. Then for any ǫ
′ ∈ (ǫ − δǫ, ǫ + δǫ) \ Sα,β and all integers
k with 1 ≤ k ≤ s, we have ∆α,β(aβ1k + β˜2kǫ, a, ǫ) = ∆α,β(aβ1k + β˜2kǫ′, a, ǫ′).
Proof. Let (ξ1, ξ˜2) ∈ Qα,β. Pick ǫ′ ∈ (ǫ− δǫ, ǫ+ δǫ). Then
(5.8) |ξ˜2(ǫ′ − ǫ)| < δǫM2/2 = min(δ1, δ2)/2 ≤ 1
2
< 1.
It follows that
〈ξ˜2(ǫ′ − ǫ)〉 =
{
ξ˜2(ǫ
′ − ǫ), if ξ˜2(ǫ′ − ǫ) > 0,
1 + ξ˜2(ǫ
′ − ǫ), otherwise.(5.9)
In what follows, we show that the following inequality holds:
(5.10) 〈aξ1 + ξ˜2ǫ〉 − δ2/2 < 〈aξ1 + ξ˜2ǫ′〉 < 〈aξ1 + ξ˜2ǫ〉+ δ2/2
First, let 〈aξ1 + ξ˜2ǫ〉 = 1. Since ǫ 6∈ Sα,β, one has ξ˜2 = 0, and so 〈aξ1 + ξ˜2ǫ′〉 =
〈aξ1 + ξ˜2ǫ〉 = 1. Therefore (5.10) is true if 〈aξ1 + ξ˜2ǫ〉 = 1.
Second, let 〈aξ1 + ξ˜2ǫ〉 < 1. Then 〈aξ1 + ξ˜2ǫ〉 ≤ 1− δ1. If ξ˜2(ǫ′ − ǫ) > 0, then by
(5.9) and (5.8), we have 〈ξ˜2(ǫ′− ǫ)〉 = ξ˜2(ǫ′− ǫ) < min(δ1, δ2)/2. So one can deduce
that
〈aξ1 + ξ˜2ǫ〉+ 〈ξ˜2(ǫ′ − ǫ)〉
<1− δ1 +min(δ1, δ2)/2
<1− δ1 + δ1/2 = 1− δ1/2 < 1.
Hence we can use Lemma 5.4 (i) to get that
〈aξ1 + ξ˜2ǫ′〉 =〈aξ1 + ξ˜2ǫ+ ξ˜2(ǫ′ − ǫ)〉
=〈aξ1 + ξ˜2ǫ〉+ 〈ξ˜2(ǫ′ − ǫ)〉
<〈aξ1 + ξ˜2ǫ〉+min(δ1, δ2)/2
≤〈aξ1 + ξ˜2ǫ〉+ δ2/2
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and
〈aξ1 + ξ˜2ǫ′〉 =〈aξ1 + ξ˜2ǫ〉+ 〈ξ˜2(ǫ′ − ǫ)〉
>〈aξ1 + ξ˜2ǫ〉
>〈aξ1 + ξ˜2ǫ〉 − δ2/2.
Hence (5.10) holds if ξ˜2(ǫ
′− ǫ) > 0. Let now ξ˜2(ǫ′− ǫ) ≤ 0. Then by (5.8), we have
ξ˜2(ǫ
′ − ǫ) > −min(δ1, δ2)/2. Hence applying (5.9) gives us that
〈ξ˜2(ǫ′ − ǫ)〉 = 1 + ξ˜2(ǫ′ − ǫ) > 1−min(δ1, δ2)/2.
So by (5.6), one has
〈aξ1 + ξ˜2ǫ〉+ 〈ξ˜2(ǫ′ − ǫ)〉 > δ1 + 1−min(δ1, δ2)/2 > 1.
It then follows from Lemma 5.4 (i) that
〈aξ1 + ξ˜2ǫ′〉 =〈aξ1 + ξ˜2ǫ+ ξ˜2(ǫ′ − ǫ)〉
=〈aξ1 + ξ˜2ǫ〉+ 〈ξ˜2(ǫ′ − ǫ)〉 − 1
=〈aξ1 + ξ˜2ǫ〉+ ξ˜2(ǫ′ − ǫ)
>〈aξ1 + ξ˜2ǫ〉 −min(δ1, δ2)/2
≥〈aξ1 + ξ˜2ǫ〉 − δ2/2
and since ξ˜2(ǫ
′ − ǫ) ≤ 0, one has
〈aξ1 + ξ˜2ǫ′〉 = 〈aξ1 + ξ˜2ǫ〉+ ξ˜2(ǫ′ − ǫ) ≤ 〈aξ1 + ξ˜2ǫ〉 < 〈aξ1 + ξ˜2ǫ〉+ δ2/2.
Thereby (5.10) holds if ξ˜2(ǫ
′ − ǫ) ≤ 0. The proof of (5.10) is complete.
Now pick (η1, η˜2) ∈ Qα,β. Then by the arbitrariness of (ξ1, ξ˜2) ∈ Qα,β, one can
deduce from (5.10) that
(5.11) 〈aη1 + η˜2ǫ〉 − δ2/2 < 〈aη1 + η˜2ǫ′〉 < 〈aη1 + η˜2ǫ〉+ δ2/2.
In the following, we show that
(5.12) aξ1 + ξ˜2ǫ 4 aη1 + η˜2ǫ⇔ aξ1 + ξ˜2ǫ′ 4 aη1 + η˜2ǫ′.
If 〈aξ1+ ξ˜2ǫ〉 < 〈aη1+ η˜2ǫ〉, then 〈aη1+ η˜2ǫ〉− 〈aξ1+ ξ˜2ǫ〉 ≥ δ2 that implies that
〈aξ1 + ξ˜2ǫ〉 ≤ 〈aη1 + η˜2ǫ〉 − δ2. So by (5.10) and (5.11), one deduces that
〈aξ1 + ξ˜2ǫ′〉 < 〈aξ1 + ξ˜2ǫ〉+ δ2/2 ≤ 〈aη1 + η˜2ǫ〉 − δ2/2 < 〈aη1 + η˜2ǫ′〉.
Conversely, if 〈aξ1 + ξ˜2ǫ′〉 < 〈aη1 + η˜2ǫ′〉, then by (5.10) and (5.11) we have
〈aξ1 + ξ˜2ǫ〉 < 〈aξ1 + ξ˜2ǫ′〉+ δ2/2 < 〈aη1 + η˜2ǫ′〉+ δ2/2 < 〈aη1 + η˜2ǫ〉+ δ2.
So if 〈aξ1 + ξ˜2ǫ〉 ≥ 〈aη1 + η˜2ǫ〉, then
0 ≤ 〈aξ1 + ξ˜2ǫ〉 − 〈aη1 + η˜2ǫ〉 < δ2,
which contradicts with the definition of δ2 (see (5.7)). Hence we must have 〈aξ1 +
ξ˜2ǫ〉 < 〈aη1 + η˜2ǫ〉. So 〈aξ1 + ξ˜2ǫ〉 < 〈aη1 + η˜2ǫ〉 holds if and only if 〈aξ1 + ξ˜2ǫ′〉 <
〈aη1 + η˜2ǫ′〉 holds.
If 〈aξ1 + ξ˜2ǫ〉 = 〈aη1 + η˜2ǫ〉 and aξ1 + ξ˜2ǫ ≥ aη1 + η˜2ǫ, then ξ˜2 = η˜2 since
ǫ 6∈ Sα,β, and so aξ1 ≥ aη1. It then follows that 〈aξ1 + ξ˜2ǫ′〉 = 〈aη1 + η˜2ǫ′〉 and
aξ1 + ξ˜2ǫ
′ ≥ aη1 + η˜2ǫ′. Likewise, we can show the converse direction. Hence we
conclude that both of 〈aξ1+ ξ˜2ǫ〉 = 〈aη1+ η˜2ǫ〉 and aξ1+ ξ˜2ǫ ≥ aη1+ η˜2ǫ are true if
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and only if both of 〈aξ1 + ξ˜2ǫ′〉 = 〈aη1 + η˜2ǫ′〉 and aξ1 + ξ˜2ǫ′ ≥ aη1 + η˜2ǫ′ are true.
Thus (5.12) is proved.
Finally, by using (5.12), it follows immediately that for any integer k with 1 ≤
k ≤ s, one has
∆α,β(aβ1k + β˜2kǫ, a, ǫ)
=#{i : aα1i + α˜2iǫ 4 aβ1k + β˜2kǫ} −#{j : aβ1j + β˜2jǫ 4 aβ1k + β˜2kǫ}
=#{i : aα1i + α˜2iǫ′ 4 aβ1k + β˜2kǫ′} −#{j : aβ1j + β˜2jǫ′ 4 aβ1k + β˜2kǫ′}
=∆α,β(aβ1k + β˜2kǫ
′, a, ǫ′)
as one desires. This ends the proof of Lemma 5.7. 
Lemma 5.8. Let ξ = ξ1 + ξ˜2
√
D˜ and η = η1 + η˜2
√
D˜ be the elements of the set
Ψ = {α1, ..., αr, β1, ..., βs} with ξ1, η1 ∈ Q and ξ˜2, η˜2 ∈ Z. Let a ∈ H and p be a
prime number such that ap ≡ 1 mod E and
p > 4d2α2,β2d
2
α1,β1
(d2α2,β2(M1 + dα1,β1)
2 + |D|M22 ).(5.13)
Let σ be a monomorphism from K to Cp. Then for any positive integer l, the
following two inequalities are equivalent:
(5.14)
〈
alξ1 − ξ1
pl
+
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
≤
〈
alη1 − η1
pl
+
η˜2Tp,l(σ(
√
D˜))
pl
〉
and
(5.15) alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
4 alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
.
Proof. Let γ = γ1 + γ˜2
√
D˜ ∈ Ψ with γ1 ∈ Q and γ˜2 ∈ Z. Since d(D˜) | d2α2,β2 ,
d(γ1) | dα1,β1 and M2 > |γ˜2|, by (5.13) one then derives that for any positive
integer l, one has
pl > 4d(D˜)d(γ1)
2(d(D˜)(M1 + d(γ1))
2 + d(D˜)|D˜|γ˜22).
Claim that
(5.16)
〈
alγ1 − γ1
pl
+
γ˜2Tp,l(σ(
√
D˜))
pl
〉
=
〈
alγ1 +
γ˜2Tp,l(σ(
√
D˜))
pl
〉
− γ1
pl
.
that will be shown in what follows.
First let γ˜2 6= 0. Then it follows from Lemma 4.3 that
M1
pl
<
{
alγ1 +
γ˜2Tp,l(σ(
√
D˜))
pl
}
< 1− M1
pl
.
Then
aγ1 +
γ˜2Tp,l(σ(
√
D˜))
pl
is not a rational integer and so we have
M1
pl
<
〈
alγ1 +
γ˜2Tp,l(σ(
√
D˜))
pl
〉
< 1− M1
pl
.
Since ∣∣∣γ1
pl
∣∣∣ < M1
pl
,
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one then deduces that
0 <
〈
alγ1 +
γ˜2Tp,l(σ(
√
D˜))
pl
〉
− γ1
pl
< 1.
Obviously,
alγ1 − γ1
pl
+
γ˜2Tp,l(σ(
√
D˜))
pl
−
(〈
alγ1 +
γ˜2Tp,l(σ(
√
D˜))
pl
〉
− γ1
pl
)
∈ Z.
Hence by the definition of 〈·〉, we know that (5.16) is true if γ˜2 6= 0.
Let now γ˜2 = 0. Then γ1 = γ. If γ1 is an integer, then 〈alγ1〉 = 1, and by the
assumption that γ ∈ Ψ ⊂ K \ Z≤0 one can deduce that γ1 is a positive integer.
Since 0 < γ1 < M1 < p ≤ pl, one has 0 < γ1pl < 1 and so〈
alγ1 − γ1
pl
〉
=
〈
− γ1
pl
〉
= 1−
〈γ1
pl
〉
= 1− γ1
pl
= 〈alγ1〉 − γ1
pl
as (5.16) claimed. Now let γ1 be non-integer. Since a ∈ H , we have a is coprime to
E. But d(γ1) | dα1,β1 | E. Then al is coprime to both of d(γ1) and dα1,β1 . Hence
alγ1 is non-integer and so 〈alγ1〉 = i/dα1,β1 for some integer i with 1 ≤ i < dα1,β1 .
By (5.13), one has
pl > dα1,β1M1 > dα1,β1 |γ1|.
It follows that |γ1|
pl
< 1/dα1,β1 . Thus we have
0 <
i
dα1,β1
− γ1
pl
= 〈alγ1〉 − γ1
pl
< 1
for 1 ≤ i < dα1,β1 . This together with the fact
alγ1 − γ1
pl
−
(
〈alγ1〉 − γ1
pl
)
∈ Z
gives us that 〈
alγ1 − γ1
pl
〉
= 〈alγ1〉 − γ1
pl
.
So (5.16) is true when γ˜2 = 0. It concludes the proof of the claim (5.16). Now the
claim applied to ξ and η gives us that
(5.17)
〈
alξ1 − ξ1
pl
+
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
=
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
− ξ1
pl
and
(5.18)
〈
alη1 − η1
pl
+
η˜2Tp,l(σ(
√
D˜))
pl
〉
=
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
− η1
pl
.
Then it follows from (5.17) and (5.18) that (5.14) holds if and only if the following
inequality is true:
(5.19)
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
− ξ1
pl
≤
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
− η1
pl
.
On the other hand, since d(D˜) | d2α2,β2 , d(alξ1−alη1) | dα1,β1 andM2 > |ξ˜2−η˜2|,
by (5.13), one has
pl ≥ p > 4d(D˜)d2(alξ1 − alη1)(d(D˜)(M1 + d(alξ1 − alη1))2 + d(D˜)|D˜|(ξ˜2 − η˜2)2).
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Let ξ˜2 6= η˜2. Then one can deduce from Lemma 4.3 that
(5.20)
M1
pl
<
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
− alη1 − η˜2Tp,l(σ(
√
D˜))
pl
〉
< 1− M1
pl
.
Then
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
− alη1 − η˜2Tp,l(σ(
√
D˜))
pl
6∈ Z.(5.21)
But from Lemma 5.4 (ii), one can derive the following fact: For any real numbers
X and Y , 〈X〉 = 〈Y 〉 if and only if X − Y ∈ Z. Therefore by this fact and (5.21),
we obtain that〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
6=
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
.
Equivalently, if one has
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
=
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
,
then ξ˜2 = η˜2. Hence by the definition of 4, (5.15) is true if and only if one has
either
(5.22)
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
<
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
,
or
(5.23)
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
=
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
and ξ1 ≥ η1.
Now to finish the proof of Lemma 5.8, we need only to show that the truth of
(5.19) is equivalent to the truth of one of (5.22) and (5.23).
Let us first show that the truth of (5.19) implies the truth of one of (5.22) and
(5.23). Assume that (5.19) is true. Claim that
(5.24)
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
≤
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
.
Suppose that (5.24) is not true. Then
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
>
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
.
Then by Lemma 5.4 (ii), we have
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
− ξ1
pl
−
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
+
η1
pl
=
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
− alη1 − η˜2Tp,l(σ(
√
D˜))
pl
〉
− ξ1
pl
+
η1
pl
.
If ξ˜2 6= η˜2, then by (5.20) and ∣∣∣ξ1
pl
− η1
pl
∣∣∣ < M1
pl
,
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one can derive that〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
− alη1 − η˜2Tp,l(σ(
√
D˜))
pl
〉
− ξ1
pl
+
η1
pl
> 0.
If ξ˜2 = η˜2, then by p
l ≥ p > dα1,β1M1, one has
〈alξ1 − alη1〉 ≥ 1
d(alξ1 − alη1) ≥
1
dα1,β1
>
M1
pl
>
∣∣∣ξ1
pl
− η1
pl
∣∣∣.
Therefore
〈alξ1 − alη1〉 − ξ1
pl
+
η1
pl
> 0.
Hence we conclude that〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
− ξ1
pl
−
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
+
η1
pl
> 0,
which contradicts with (5.19). Therefore (5.24) is true. The claim is proved.
Now by the claim (5.24), we know that either (5.22) is true, or the equality in
(5.23) holds. For the latter case, one can then deduce from (5.19) that − ξ1
pl
≤ − η1
pl
,
that is, ξ1 ≥ η1. Hence (5.23) is true. So the necessity part is proved.
Now we show the sufficiency part. Let one of (5.22) and (5.23) hold. In the
following we show that (5.19) is true. If (5.23) holds, then (5.19) is clear true. Now
let (5.22) hold. Then by Lemma 5.4 (ii), one has
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
〉
− η1
pl
−
〈
alξ1 +
ξ˜2Tp,l(σ(
√
D˜))
pl
〉
+
ξ1
pl
(5.25)
=
〈
alη1 +
η˜2Tp,l(σ(
√
D˜))
pl
− alξ1 − ξ˜2Tp,l(σ(
√
D˜))
pl
〉
+
ξ1
pl
− η1
pl
.
Likewise, we can show that the right-hand side of (5.25) is positive. Namely, (5.19)
holds. This finishes the proof of sufficiency part.
The proof of Lemma 5.8 is complete. 
In the following lemmas, we will use the following notations: For the integers i
and j with 1 ≤ i ≤ r and 1 ≤ j ≤ s, we define
(5.26) yi := a
lα1i +
α˜2iTp,l(σ(
√
D˜))
pl
, wi :=
〈
alα1i − α1i
pl
+
α˜2iTp,l(σ(
√
D˜))
pl
〉
,
(5.27) xj := a
lβ1j +
β˜2jTp,l(σ(
√
D˜))
pl
, zj :=
〈
alβ1j − β1j
pl
+
β˜2jTp,l(σ(
√
D˜))
pl
〉
.
Lemma 5.9. Let l be any positive integers. Let a ∈ H and p be a prime number
satisfying (5.13) and ap ≡ 1 mod E. Let σ be a monomorphism from K to Cp.
The following statements are equivalent:
(i). #{i : yi 4 xk} ≥ #{j : xj 4 xk}.
(ii). For any integer n with 1 ≤ n ≤ pl, one has
r∑
i=1
⌈ n
pl
− wi
⌉
≥
s∑
j=1
⌈ n
pl
− zj
⌉
.
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Proof. On the one hand, since Lemma 5.8 tells us that yi 4 xk ⇔ wi ≤ zk and
xj 4 xk ⇔ zj ≤ zk, it then follows that
#{i : yi 4 xk} −#{j : xj 4 xk} = #{i : wi ≤ zk} −#{j : zj ≤ zk}.(5.28)
On the other hand, let γ = γ1 + γ˜2
√
D˜ ∈ Ψ with γ1 ∈ Q and γ˜2 ∈ Z. Since p
satisfies (5.13), we have
pl ≥p > 4dα1,β1(M1 + 1)2(5.29)
>dα1,β1(4M1 + 4) > d(γ1)(|γ1|+ 3)
≥d(γ1)(|⌊1− γ1⌋|+ 〈γ1〉+ 1),
where the last inequality of (5.29) is induced by (2.14), and
pl ≥p > d2α1,β1d2α2,β2(M21 + |D|M22 )(5.30)
>d2α1,β1d
2
α2,β2
(γ21 + |D˜|γ˜22)
≥d(γ1)2d(D˜)|γ21 − D˜γ˜22 | > 0
since the hypothesis that D is square-free implies that γ21 − D˜γ˜22 6= 0. Clearly,
d(γ1)
2d(D˜)(γ21 − D˜γ˜22) is a rational integer. Then by (5.30), we have
vp(d(γ1)
2d(D˜)2(γ21 − D˜γ˜22)) = 0.
Moreover, one has vp(d(γ1)
2d(D˜)2) = 0 since (p,E) = 1 and both of d(γ1) and
d(D˜) divide E. It follows that
vp(γ
2
1 − D˜γ˜22) = 0.(5.31)
Then by Lemma 5.4, this together with (5.29) tells us that
wi =
Tp,l(σ(α1i + α˜2i
√
D˜))
pl
and zj =
Tp,l(σ(β1j + β˜2j
√
D˜))
pl
.
So wi and zj are both in the set {0, 1pl , ..., p
l−1
pl
}. Let n be an integer such that
1 ≤ n ≤ pl. Then
−1 < n
pl
− wi, n
pl
− zj < 1.
Thus ⌈ n
pl
− γ
⌉
=
{
1, if γ ≤ n−1pl ,
0, otherwise,
where γ ∈ {w1, ..., wr, z1, ..., zs}. It then follows that
r∑
i=1
⌈ n
pl
− wi
⌉
−
s∑
j=1
⌈ n
pl
− zj
⌉
= #
{
i : wi ≤ n− 1
pl
}
−#
{
j : zj ≤ n− 1
pl
}
.(5.32)
Applied Lemma 2.5 to the set {0, 1, ..., pl−1
pl
} with the order ≤, we can obtain
that
#
{
i : wi ≤ n− 1
pl
}
−#
{
j : zj ≤ n− 1
pl
}
≥ 0(5.33)
holds for all integer n with 1 ≤ n ≤ pl if and only if
#{i : wi ≤ zk} −#{j : zj ≤ zk} ≥ 0(5.34)
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holds for all integers k with 1 ≤ k ≤ s. Then the equivalence of parts (i) and (ii)
follows immediately from (5.32) to (5.34) and (5.28). This ends the proof of Lemma
5.9. 
Lemma 5.10. Let ∆α,β(x, a, ǫ) ≥ 0 hold for all x ∈ R, all a ∈ H and all ǫ ∈
(0, 1) \ Sα,β. Let p be a prime numbers such that (5.13) holds and that the inverse
of p modulo E is belong to H. Then r ≥ s and σp(Fα,β(z)) ∈ Op[[z]] for all
monomorphisms σp : K → Cp.
Proof. Take an a ∈ H such that ap ≡ 1 mod E. First we show that r ≥ s. For
any fixed ǫ ∈ (0, 1) \ Sα,β, let N be a positive integer such that
N ≥ max
1≤i≤r
1≤j≤s
{aα1i + α˜2iǫ, aβ1j + β˜2jǫ}.
If aα1i + α˜2iǫ is not an rational integer, then 〈aα1i + α˜2iǫ〉 < 1 = 〈N〉, and so
aα1i + α˜2iǫ 4 N . If aα1i + α˜2iǫ is an integer, then the equalities 〈aα1i + α˜2iǫ〉 =
1 = 〈N〉 together with N ≥ aα1i + α˜2iǫ tell us that aα1i + α˜2iǫ 4 N . Hence we
conclude that aα1i + α˜2iǫ 4 N for all integers i with 1 ≤ i ≤ r. Likewise, we can
show that aβ1j + β˜2jǫ 4 N for all integer j with 1 ≤ j ≤ s. Therefore
∆α,β(N, a, ǫ) = r − s ≥ 0.
So r ≥ s as one desires.
Let σp be any given monomorphism from K to Cp. Then σp(K) ⊂ Qp. Let
γ = γ1 + γ˜2
√
D˜ ∈ Ψ with γ1 ∈ Q and γ˜2 ∈ Z. Since (p,E) = 1 and d(γ1) | E, γ1 is
a p-adic integer. Note that vp(D˜) = 0 since D˜ = D/d
2
α2,β2
, (p,E) = 1 and both of
dα2,β2 and D divide E. It follows that
vp(σp(
√
D˜)) =
1
2
vp(D˜) = 0.
So σp(
√
D˜) is a p-adic unit. One derives that σp(γ) is a p-adic integer. Hence
Tp,l(σp(γ)) is well defined for all positive integers l and γ ∈ Ψ. By (5.31), one has
vp(γ
2
1−D˜γ˜22) = 0. As in the proof of Lemma 5.9, we know that (5.29) is true. Then
it follows from Lemma 5.5 that
Tp,l(σp(γ))
pl
=
〈
alγ1 − γ1
pl
+
γ˜2Tp,l(σp(
√
D˜))
pl
〉
.
So by Lemma 2.1 one deduces that
vp
((σp(α1))n · · · (σp(αr))n
(σp(β1))n · · · (σp(βs))n
)
(5.35)
=
r∑
i=1
∞∑
l=1
⌈n− Tp,l(σp(αi))
pl
⌉
−
s∑
j=1
∞∑
l=1
⌈n− Tp,l(σp(βj))
pl
⌉
=
r∑
i=1
∞∑
l=1
⌈ n
pl
−
〈
alα1i − α1i
pl
+
α˜2iTp,l(σp(
√
D˜))
pl
〉⌉
−
s∑
j=1
∞∑
l=1
⌈ n
pl
−
〈
alβ1j − β1j
pl
+
β˜2jTp,l(σp(
√
D˜))
pl
〉⌉
.
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For a fixed positive integer l, let
ǫl :=
Tp,l(σp(
√
D˜))
pl
.
Since vp(σp(
√
D˜)) = 0, one has
Tp,l(σp(
√
D˜)) ≡ −σp(
√
D˜) 6≡ 0 mod p.
Then ǫl =
i
pl for some integer i with i ∈ [1, pl − 1] and i coprime to p. By the
definition of Sα,β, the exact denominator of every element of Sα,β is not exceeding
M2. Since M2 < p
l by (5.13), one has ǫl 6∈ Sα,β. So we conclude that ǫl ∈
(0, 1) \ Sα,β. Since Lemma 5.1 tells us that H is a group, there is a b ∈ H such
that al ≡ b mod E. Then ∆α,β(x, b, ǫl) ≥ 0 holds for all x ∈ R. So it follows from
Lemma 5.6 that
∆α,β(x, a
l, ǫl) ≥ 0 ∀x ∈ R.(5.36)
For all integers i and j with 1 ≤ i ≤ r and 1 ≤ j ≤ s, let yi, wi and xj , zj be given
as in (5.26) and (5.27), respectively. Then by (5.36) we have
∆α,β(xk, a
l, ǫl) ≥ 0 ∀ 1 ≤ k ≤ s.
That is, for all integers k with 1 ≤ k ≤ s, we have
#{i : yi 4 xk} −#{j : xj 4 xk} ≥ 0.
Thus by Lemma 5.9, we have for all integer n with 1 ≤ n ≤ pl that
r∑
i=1
⌈ n
pl
− wi
⌉
−
s∑
j=1
⌈ n
pl
− zj
⌉
≥ 0.
Then for all positive integers n, one has
r∑
i=1
⌈ n
pl
− wi
⌉
−
s∑
j=1
⌈ n
pl
− zj
⌉
(5.37)
=
r∑
i=1
⌈ n
pl
−
〈 n
pl
〉
+
〈 n
pl
〉
− wi
⌉
−
s∑
j=1
⌈ n
pl
−
〈 n
pl
〉
+
〈 n
pl
〉
− zj
⌉
=(r − s)
( n
pl
−
〈 n
pl
〉)
+
r∑
i=1
⌈〈 n
pl
〉
− wi
⌉
−
s∑
j=1
⌈〈 n
pl
〉
− zj
⌉
≥ 0
since r ≥ s. Therefore by (5.35) and (5.37), we deduce that
vp
( (σp(α1))n · · · (σp(αr))n
(σp(β1))n · · · (σp(βs))n
)
=
∞∑
l=1
( r∑
i=1
⌈ n
pl
− wi
⌉
−
s∑
j=1
⌈ n
pl
− zj
⌉)
≥ 0
for any positive integer n. Hence σp(Fα,β(z)) ∈ Op[[z]] for all monomorphism
σp ∈ Hom(K,Cp). So Lemma 5.10 is proved. 
Now we are in the position to prove Theorem 1.4.
Proof of Theorem 1.4. At first, we prove part (i). Let u < v. Let a be an
arbitrary element of I = G \H and p be any prime number satisfying (5.3), (5.13)
and ap ≡ 1 mod E. Then by Lemma 5.3, one has that p = pOK is the unique
prime ideal in K that divides p and Fα,β(z) 6∈ OK,p[[z]]. So one can deduce that
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there are infinitely many prime ideals p in K such that Fα,β(z) 6∈ OK,p[[z]]. It then
follows from the equivalence of parts (i) and (ii) of Theorem 1.3 that Fα,β(z) is not
N-integral. Hence part (i) is true.
Consequently, we show the sufficiency parts of parts (ii) and (iii). Let the state-
ments I and IV be true if u > v, and the statements II, III and IV be true if u = v.
We show that Fα,β(z) is N-integral. Let p be any prime number satisfying both of
(5.3) and (5.13), and let Hom(K,Cp) be the set of all monomorphisms from K to
C.
If ap ≡ 1 mod E for some a ∈ H , since the statement IV holds, it then fol-
lows from Lemma 5.10 that σ(Fα,β(z)) ∈ Op[[z]] for all monomorphisms σp ∈
Hom(K,Cp).
If ap ≡ 1 mod E for some a ∈ I, then p := pOK is the unique prime ideal in
K such that p | p. So for any σp ∈ Hom(K,Cp), there exists a monomorphism
σ̂p : Kp → Cp such that σ̂p|K = σp and vp = vp ◦ σ̂p. Thus
(5.38) σp(Fα,β(z)) = σ̂p(Fα,β(z))
and vp(σ̂p(γ)) = vp(γ) ≥ 0 for all γ ∈ OK,p. So if γ ∈ OK,p, then σ̂p(γ) belongs to
the valuation ring Op of Cp. Hence
(5.39) σ̂p(OK,p) ⊂ Op.
First let u > v. Since the statement I is true, by Lemma 5.3 we have Fα,β(z) ∈
OK,p[[z]]. It then follows from (5.38) and (5.39) that for all σp ∈ Hom(K,Cp), one
has
(5.40) σp(Fα,β(z)) = σ̂p(Fα,β(z)) ∈ σ̂p(OK,p)[[z]] ⊂ Op[[z]].
Now let u = v. Since at this moment, the statements II and III are true, one
can deduce from Lemma 5.3 that Fα,β(z) ∈ OK,p[[z]]. Again by (5.38) and (5.39),
we know that for all σp ∈ Hom(K,Cp), (5.40) still holds.
In conclusion, we know that σp(Fα,β(z)) ∈ Op[[z]] for all prime numbers p sat-
isfying both of (5.3) and (5.13) and all σ ∈ Hom(K,Cp). Hence by the equivalence
of parts (i) and (iii) of Theorem 1.2, we know that Fα,β(z) is N-integral in K. This
ends the proof of the sufficiencies of parts (ii) and (iii).
Finally, it remains to show the necessity parts of parts (ii) and (iii) which will
be done in the following. Let Fα,β(z) be N-integral in K. Then by the equivalence
of parts (i) and (ii) of Theorem 1.3, there is a positive integer P such that for all
prime ideals p of K dividing a prime number p > P , we have Fα,β(z) ∈ OK,p[[z]].
For any a ∈ I, let p be a prime number satisfying (5.3), (5.13), p > P and ap ≡ 1
mod E. Then p = pOK is the unique prime ideal of K dividing p and Fα,β(z) ∈
OK,p[[z]]. If u > v, then one can deduce from Lemma 5.3 that δµ,ν(x, a) ≥ 0 for
all x ∈ R and a ∈ I. Thus the statement I is true.
If u = v, then one can derive from Lemma 5.3 that
h∑
l=1
δµ,ν(a
lβk, a
l) ≥ 0
for all a ∈ I, h ∈ {1, ..., ord(a)} and k ∈ {1, ..., v}, and
δµ,ν
(
al
( e
dµ,ν
+mµ,ν
)
, al
)
≥ 0
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for all a ∈ I, e ∈ {1, ..., dα,β} and l ∈ {1, ..., ord(a)}. Thus the statements II and
III are true. So to finish the proof of the necessity parts of parts (ii) and (iii), it
is enough to show that if Fα,β(z) is N-integral in K, then the statement IV is true
for the cases that u > v and u = v. This will be done in what follows.
Since Fα,β(z) is N-integral, by the equivalence of parts (i) and (iii) of Theorem
1.3, there is a positive integer P ′ such that σp(Fα,β(z)) ∈ Op[[z]] for all prime
numbers p with p > P ′ and all monomorphisms σp ∈ Hom(K,Cp). Let a ∈ H .
For all prime numbers p satisfying (5.13), p > P ′ and ap ≡ 1 mod E, let σp be
a monomorphism from K to Cp. Since σp(Fα,β(z)) ∈ Op[[z]], by (5.35) one can
deduce for all positive integers n that
0 ≤vp
((σp(α1))n · · · (σp(αr))n
(σp(β1))n · · · (σp(βs))n
)
(5.41)
=
∞∑
l=1
( r∑
i=1
⌈n− Tp,l(σp(αi))
pl
⌉
−
s∑
j=1
⌈n− Tp,l(σp(βj))
pl
⌉)
.
Let γ = γ1 + γ˜2
√
D˜ ∈ Ψ with Ψ being defined as in (2.13), where γ1 ∈ Q and
γ˜2 ∈ Z. Let S denote the arithmetic progression {n > 0 : an ≡ 1 mod E}. Define
P :=
⋃
γ∈Ψ
Pγ ,
where
Pγ :=
{
p ∈ S : ∃ σp ∈ Hom(K,Cp) s.t. Tp(σp(γ)) = Tp,2(σp(γ))
}
.
Let p be any prime number in S \P and σp be any monomorphism in Hom(K,Cp).
Then (2.4) applied to σp(γ) gives us that for all integers l ≥ 2 and all γ ∈ Ψ, one
has
Tp(σp(γ)) < Tp,2(σp(γ)) ≤ Tp,l(σp(γ))
since Tp(σp(γ)) 6= Tp,2(σp(γ)). But
Tp,2(σp(γ)) = Tp(σp(γ)) + tp
with t ∈ Z. So t ≥ 1 and Tp,2(σp(γ)) ≥ p. It then follows that
Tp,l(σp(γ)) ≥ p
holds for all l ≥ 2. Hence for all integers n, l with 1 ≤ n ≤ p and l ≥ 2 and all
γ ∈ Ψ, one has
−1 < n− Tp,l(σp(γ)
pl
≤ 0.
Thus for all integers n, l with 1 ≤ n ≤ p and l ≥ 2 and all γ ∈ Ψ, one has⌈n− Tp,l(σp(γ))
pl
⌉
= 0.
Hence we have for all integers l with l ≥ 2 that
(5.42)
r∑
i=1
⌈n− Tp,l(σp(αi))
pl
⌉
−
s∑
j=1
⌈n− Tp,l(σp(βj))
pl
⌉
= 0.
Then by (5.41), (5.42) and using Lemma 5.5, it follows that for all prime numbers p
with p > P ′ and p ∈ S \P , all σp ∈ Hom(K,Cp) and all integers n with 1 ≤ n ≤ p,
one has
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0 ≤vp
( (σp(α1))n · · · (σp(αr))n
(σp(β1))n · · · (σp(βs))n
)
=
r∑
i=1
⌈n− Tp(σp(αi))
p
⌉
−
s∑
j=1
⌈n− Tp(σp(βj))
p
⌉
=
r∑
i=1
⌈n
p
−
〈
aα1i − α1i
p
+
α˜2iTp(σp(
√
D˜))
p
〉⌉
−
s∑
j=1
⌈n
p
−
〈
aβ1j − β1j
p
+
β˜2jTp(σp(
√
D˜))
p
〉⌉
.
So from Lemma 5.9 one deduces that
#
{
i : aα1i +
α˜2iTp(σp(
√
D˜))
p
4 aβ1k +
β˜2kTp(σp(
√
D˜))
p
}
≥#
{
j : aβ1j +
β˜2jTp(σp(
√
D˜))
p
4 aβ1k +
β˜2kTp(σp(
√
D˜))
p
}
holds for all integers k with 1 ≤ k ≤ s. That is, for all prime numbers p with p > P ′
and p ∈ S \ P , all σp ∈ Hom(K,Cp) and all integers k with 1 ≤ k ≤ s, one has
(5.43) ∆α,β
(
aβ1k +
β˜2kTp(σp(
√
D˜))
p
, a,
Tp(σp(
√
D˜))
p
)
≥ 0.
Now let ǫ be any real number in the set (0, 1)\Sα,β. Let δ1 and δ2 be defined as
in (5.6) and (5.7), respectively, and let δǫ := min(δ1, δ2)/M2. Since p ∤ d(D˜) for all
prime numbers p ∈ S and d(D˜)z2 − d(D˜)D˜ is a primitive polynomial with integer
coefficient, by Lemma 5.2, there is a positive real number c depended only on
√
D˜
and S such that{Tp(σp(√D˜))
p
∈ (ǫ− δǫ, ǫ+ δǫ) : p ∈ S, p < x, σp ∈ Hom(K,Cp)
}
∼ 2cδǫπ(x).
Hence
#
{Tp(σp(√D˜))
p
∈ (ǫ− δǫ, ǫ+ δǫ) : p ∈ S \ P , p < x, σp ∈ Hom(K,Cp)
}
(5.44)
≥#
{Tp(σp(√D˜))
p
∈ (ǫ− δǫ, ǫ+ δǫ) : p ∈ S, p < x, σp ∈ Hom(K,Cp)
}
−#
{Tp(σp(√D˜))
p
: p ∈ P , p < x, σp ∈ Hom(K,Cp)
}
=2cδǫπ(x) − 2 ·#{p ∈ P : p < x}+ o(π(x)).
We claim that for any given γ ∈ Ψ, one has
(5.45) #{p ∈ Pγ : p < x} = o(π(x)).
Before proving this claim, we show that the truth of (5.45) implies the truth of
Statement IV. Actually, if (5.45) is true, then for all large enough positive real
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numbers x, one has
#{p ∈ P : p < x} ≤
∑
γ∈Ψ
#{p ∈ Pγ : p < x} = o(π(x)).
So it follows from (5.44) that for all large enough positive real numbers x, we have
#
{Tp(σp(√D˜))
p
∈ (ǫ − δǫ, ǫ+ δǫ) : p ∈ S \ P , p < x, σp ∈ Hom(K,Cp)
}
≥2cδǫπ(x) − o1(π(x)) + o2(π(x))
=2cδǫπ(x) + o(π(x)) > 0.
Hence there exists a prime number p with p > P ′, p ∈ S \ P and σp ∈ Hom(K,Cp)
such that
Tp(σp(
√
D˜))
p
∈ (ǫ − δǫ, ǫ+ δǫ).
Then it follows from Lemma 5.7 and (5.43) that
∆α,β(aβ1k + β˜2kǫ, a, ǫ) ≥ 0
holds for all integers k with 1 ≤ k ≤ s. Therefore from Lemma 2.5, one deduces
that ∆α,β(x, a, ǫ) ≥ 0 holds for all x ∈ R. Namely, the statement IV is true under
the assumption that the claim (5.45) is true. Now it remains to show that the claim
(5.45) is true, which will be done in the following. We divide the proof into the
following two cases.
Case 1. γ = γ1 + γ˜2
√
D˜ is rational. Then γ˜2 = 0 and so γ = γ1. Since p is a
prime number such that (5.13) holds, by (5.29) we have
p > d(γ1)(|γ1|+ 3) ≥ d(γ1)(|⌊1 − γ1⌋|+ 〈γ1〉+ 1).
Since ap ≡ 1 mod E and d(γ1) | E, it then follows from Lemma 2.3 that
Dlp(γ1) = 〈alγ1〉 ≥
1
d(γ1)
holds for all positive integers l. Thus for all integers l with l ≥ 2, we have
Tp,l(γ1) = p
lDlp(γ1)− γ1 ≥
p2
d(γ1)
− γ1 > p(|γ1|+ 3)− γ1 > p > Tp(γ1).
So for any prime number p such that (5.13) holds, one has p 6∈ Pγ . Hence the set
Pγ is finite. Therefore (5.45) holds if γ is a rational number. So the claim is true
in this case.
Case 2. γ = γ1 + γ˜2
√
D˜ is irrational. We let
fγ(z) := (x+ γ1 + γ˜2
√
D˜)(x + γ1 − γ˜2
√
D˜) = z2 + 2γ1z + γ
2
1 − D˜γ˜22 .
Then fγ(z) is a monic irreducible polynomial over Q. For any prime number p
such that p ∈ S and (5.13) holds, since ap ≡ 1 mod E and d(γ1) | E, we have
vp(γ1) ≥ 0. By (5.31), we have vp(γ21 − D˜γ˜22) = 0. Hence fγ(z) ∈ Zp[z]. Since
fγ(−γ1 − γ˜2σp(
√
D˜)) = fγ(−γ1 + γ˜2σp(
√
D˜)) = 0,
it follows that −γ1− γ˜2σp(
√
D˜) and −γ1+ γ˜2σp(
√
D˜) are both p-adic integers. But
vp(γ1 + γ˜2σp(
√
D˜)) + vp(γ1 − γ˜2σp(
√
D˜)) = vp(γ
2
1 − D˜γ˜22) = 0.
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So we have
vp(γ1 + γ˜2σp(
√
D˜)) = vp(γ1 − γ˜2σp(
√
D˜)) = 0.(5.46)
Define
Fγ :=
{Tp(σp(γ))
p
: p ∈ S and σp ∈ Hom(K,Cp) such that Tp,2(σp(γ)) = Tp(σp(γ))
}
.
On the one hand, for every prime number p with p ∈ Pγ , there is one σp ∈
Hom(K,Cp) such that Tp,2(σp(γ)) = Tp(σp(γ)). It follows that for every prime
number p with p ∈ Pγ , one can find at least one σp ∈ Hom(K,Cp) such that
Tp(σp(γ))
p
∈ Fγ .
But (5.46) tells us that
Tp(σp(γ)) ≡ −σp(γ) ≡ (γ1 ± γ˜2(
√
D˜)) 6≡ 0 mod p.
Hence
Tp(σp(γ))
p 6= 0 and so we have
(5.47) #{p ∈ Pγ : p < x} ≤ #
{Tp(σp(γ))
p
∈ Fγ : p < x
}
.
On the other hand, since
Tp,l(σp(γ)) + σp(γ) ≡ 0 mod pl
and fγ(−σp(γ)) = 0, it follows that
fγ(Tp,l(σp(γ))) ≡ 0 mod pl
holds over Zp for all positive integers l and all σp ∈ Hom(K,Cp). So for any
Tp(σp(γ))
p ∈ Fγ , i.e., for any p ∈ S and σp ∈ Hom(K,Cp) such that Tp(σp(γ)) =
Tp,2(σp(γ)), we have over Zp that
fγ(Tp(σp(γ))) = fγ(Tp,2(σp(γ))) ≡ 0 mod p2.
Since
d(γ1) | dα1,β1 |E, d(D˜) | dα2,β2 |E
and p is coprime to E, there is a positive integer c which is coprime to p such that
cfγ(z) is a primitive polynomial with integer coefficients. Then
cfγ(Tp(σp(γ))) = cfγ(Tp,2(σp(γ))) ≡ 0 mod p2.
Thus for any Tp(σp(γ))/p ∈ Fγ , Tp(σp(γ))/p is belonging to the following set:
F ′γ :=
{v
p
: p ∈ S, 0 ≤ v < p, cfγ(v) ≡ 0 mod p2
}
.
Hence Fγ ⊂ F ′γ and
#
{Tp(σp(γ))
p
∈ Fγ : p < x
}
≤ #
{v
p
∈ F ′ : p < x
}
.(5.48)
But Lemma 4.4 (ii) applied to F ′γ gives us that
#
{v
p
∈ F ′ : p < x
}
= o(π(x)).(5.49)
Then by (5.47) to (5.49), one derives that (5.45) holds if γ is irrational. So (5.45)
is true in this case. This finishes the proof of the claim, and hence the proof of the
necessities of parts (ii) and (iii).
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The proof of Theorem 1.4 is complete. 
In the conclusion of this paper, we supply the following example to illustrate our
main result Theorem 1.4.
Example 5.11. Let D be any square-free integer other than 1 and let
α =
(√
D,−
√
D,
1
2
+
√
D,
1
2
−
√
D
)
and β = (2
√
D,−2
√
D).
We denote by Fα,β(z) the hypergeometric series associated to α and β, that is,
Fα,β(z) :=
∞∑
n=0
(
√
D)n(−
√
D)n(
1
2 +
√
D)n(
1
2 −
√
D)n
(2
√
D)n(−2
√
D)n
zn.
Let
α1(a, ǫ) := ǫ, α2(a, ǫ) := −ǫ, α3(a, ǫ) := a
2
+ ǫ, α4(a, ǫ) :=
a
2
− ǫ
and β1(a, ǫ) = 2ǫ, β2(a, ǫ) = −2ǫ. Then u = v = 0, E = 4D and
∆α,β(x, a, ǫ) = #{1 ≤ i ≤ 4 : αi(a, ǫ) 4 x} −#{1 ≤ j ≤ 2 : βj(a, ǫ) 4 x}.(5.50)
Since u = v = 0, δµ,ν(x, a) = 0 for all x ∈ R and a ∈ (Z/EZ)×. So the statements
II and III are satisfied. We claim that
∆α,β(βj(a, ǫ), a, ǫ) ≥ 0(5.51)
holds for all x ∈ R, a ∈ (Z/EZ)× and j = 1, 2. Then by Lemma 2.5, we have
∆α,β(x, a, ǫ) ≥ 0 for all x ∈ R, a ∈ (Z/EZ)× and ǫ ∈ (0, 1). Hence the statement
IV is true, and so by Theorem 1.4 (iii), we know that Fα,β(z) is N-integral. In what
follows, we show the claim. We divide the proof of the claim into the following three
cases.
Case 1. 0 < ǫ < 12 . Then 〈ǫ〉 < 〈2ǫ〉 and 〈a2 − ǫ〉 < 〈−2ǫ〉 since the hypothesis
that a is coprime to E = 4D implies that a is an odd positive integer. Then
α1(a, ǫ) 4 β1(a, ǫ) and α4(a, ǫ) 4 β2(a, ǫ).
If β1(a, ǫ) 4 β2(a, ǫ), then
α1(a, ǫ) 4 β1(a, ǫ) 4 β2(a, ǫ) and α4(a, ǫ) 4 β2(a, ǫ).
It follows that (5.51) holds for both j = 1 and 2. So the claim is true in this case.
If β2(a, ǫ) 4 β1(a, ǫ), then
α4(a, ǫ) 4 β2(a, ǫ) 4 β1(a, ǫ) and α1(a, ǫ) 4 β1(a, ǫ).
Thus (5.51) is true for both j = 1 and 2. That is, the claim is true in this case. So
the claim is proved when ǫ ∈ (0, 12 ).
Case 2. 12 < ǫ < 1. Then one can easily check that 〈−ǫ〉 < 〈−2ǫ〉 and 〈a2 + ǫ〉 <〈2ǫ〉. It then follows that α2(a, ǫ) 4 β2(a, ǫ) and α3(a, ǫ) 4 β1(a, ǫ).
If β1(a, ǫ) 4 β2(a, ǫ), then
α3(a, ǫ) 4 β1(a, ǫ) 4 β2(a, ǫ) and α2(a, ǫ) 4 β2(a, ǫ).
This tells us that (5.51) holds for both j = 1 and 2. Hence the claim is true in this
case.
If β2(a, ǫ) 4 β1(a, ǫ), then
α2(a, ǫ) 4 β2(a, ǫ) 4 β1(a, ǫ) and α3(a, ǫ) 4 β1(a, ǫ).
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Therefore (5.51) is true for both j = 1 and 2, i.e., the claim is true in this case.
Thus the claim is proved when ǫ ∈ (12 , 1).
Case 3. ǫ = 12 . Then 〈ǫ〉 = 〈−ǫ〉 < 〈2ǫ〉 = 〈−2ǫ〉 and ǫ > −ǫ and 2ǫ > −2ǫ. It
then follows that ǫ 4 −ǫ 4 2ǫ 4 −2ǫ. Namely,
α1(a, ǫ) 4 α2(a, ǫ) 4 β1(a, ǫ) 4 β2(a, ǫ).
Thus (5.51) holds for j = 1 and 2. In other words, the claim is true if ǫ = 12 .
Hence the claim is proved and so Fα,β(z) is N-integral. 
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