Let us consider the following problem, in a Gaussian environment: We transmit information at rate R using a Gaussian n-tuple X = X 1 , . . . , X n . We have a power constraint
The channel adds some Gaussian noise Z, with variance N , and a Gaussian interference S, with variance 1 Q. The interference S is known in advance to the transmitting terminal 2 . We assume that the receiving end does not know the interference S.
We want to devise a good coding scheme, and to find the maximum achievable rate. The astonishing result is that the channel capacity is not reduced by interference, independently of its variance! We shall see that the trick is the following. We have to send nR information bits with n channel uses. Instead of 2 nR codewords X (i.e., one for each message), we generate 2 n(R+R ′ ) codewords U , namely 2 nR ′ for each message. We have 2 nR bins, each containing 2 nR ′ codewords. The 2 n(R+R ′ ) codewords are generated independently, and are known to the receiver.
The transmitter looks for a codeword U that can be represented as U = X +αS, where X is an independent Gaussian random variable with variance P , and α = P/(P +N ). Therefore U is a Gaussian random variable with variance P + α 2 Q. However, the transmitted signal is not U , as we shall see soon.
The message selects one bin. Then the transmitter searches this bin, looking for a codeword U jointly typical with S. This is the codeword best suited to the interference. Dirty paper coding alludes to trying to write a message on a sheet of paper already used before.
How many codewords are needed in each bin? We need many, but not too many. We must be (almost) sure that in the bin we can find a codeword U jointly typical with S. The transmitter chooses this codeword. We will see that having too many typical pairs spoils capacity.
If we draw U randomly, independently of S, the probability that U and S are jointly typical is close to 2 −nI(U ;S) . Thus we need a little more than 2 nI(U ;S) , say 2 n(I(U ;S)+ε) , codewords per bin.
For any S, we have a jointly typical U in each bin. Before the pairing based on joint typicality, U and S were independent. After the pairing, U and S are correlated. According to the model U = X + αS, we know that αS is the MMSE estimate of U given S. We also know that U and S are jointly typical if the sample variance of the estimation error U − αS is correct. The variance of
The transmitter sends X, which has the desired power.
For any S, we have 2 nR codewords X. Of course, the encoder needs to find only the vectors U and X = U − αS that correspond to the message to be transmitted, and to the actual interference S.
Then the channel adds the interference S, and the noise Z. The channel output is Y = X + S + Z.
The decoder looks for a jointly typical pair (U, Y ), considering all the 2 n(R+R ′ ) candidates U . The decoder can discriminate among them if R + R ′ < I(U ; Y ). Thus, we see that the channel capacity is C = I(U ; Y ) − I(U ; S).
Basically we have a Gaussian random variable X with variance P , an independent interference S with variance Q, and the Gaussian random variables U = X + αS and Y = X + S + Y . This is enough to evaluate I(U ; S), I(U ; Y ), and the channel capacity C = I(U ; Y ) − I(U ; S).
The evaluation is left as an exercise for the reader 3 . The result is amazing: C = 1 2 log 1 + P N . The variance Q of the interference does not matter (it must be known, yet).
The above result is really surprising. Let us spend some more time to understand the inner working of the coding scheme.
Once Y is received, the MMSE linear estimate of U isÛ = aY , where
This is not unexpected. If S = 0 the best estimate of X given Y is αY . On the other hand, in presence of interference αY contains αS, which is also contained in U . So α is still the best coefficient of the linear estimator.
To find a pair (U, Y ) jointly typical, the receiver evaluates the sample variance of U − αY . Note that the interference term αS cancels! Therefore, everything works as if there were no interference, X had been transmitted, and Y = X +Z had been received. Let us remind that there are 2 nR vectors X.
The reader could argue that there are 2 n(R+R ′ ) candidates U , instead of 2 nR as usual. This could spoil the decoder performance. If we want a quantitative answer, let us observe that this effect is already taken into account in the mutual information I(U, Y ), which is equal to R + R ′ (not R). If we accept an intuitive answer, only 2 nR candidates U have some chance of being jointly typical with Y , since Y contains the interference S. All other candidates have almost no chance of being jointly typical, and of being chosen by the decoder.
A final comment: U − αY = (1 − α)X − αZ is uncorrelated with X. It is additive Gaussian noise, with variance (1 − α) 2 P + α 2 N = αN . So the signal power at this point is P and the noise power is αN . The signal-to-noise ratio is P/(αN ) = (P + N )/N , as without interference (and without multiplication by α). Then, the maximum information rate is 1 2 log 1 + P N . Finally, it can be shown that the same capacity is obtained even if S is not Gaussian. However, in this case also U = X + αS is not Gaussian, and checking for joint typicality of U and S is more difficult.
