Abstract-Here at first we are going to give a brief history of the development of fuzzy entropy. Finally, new measures for entropy of fu zzy sets in continuous cases are introduced. In this art icle, our main purpose is to show that the entropy of fuzzy nu mber is very much dependent on the selection of intervals. Another important thing which can be observed from the cases discussed is that the entropy of triangular fu zzy numbers is the same for the same choice of interval length and for non triangular fuzzy nu mber this property does not hold.
I. Introduction
Entropy is the concept first used in the second law of Thermodynamics. It measures the spontaneous dispersal of energy-how much energy is spead out in a process. It was introduced into communication theory by Shannon [1] following the rapid development of communicat ion. It is used to measure the efficiency of information transferred through a noisy communication channel.
Theory of fuzzy sets, first proposed by Zadeh in [2] has gained quite considerable importance in various fields in recent times. Uncertainty exists in real system. Fuzziness a feature of uncertainty results on being or not being a member of the set. Probability has been traditionally used in modelling uncertainty. A measure of fuzziness used and cited in the literature is the fuzzy entropy, also first mentioned by Zadeh [3] . The name entropy was chosen due to intrinsic similarity with Shannon's entropy. However, the t wo functions measures fundamentally d ifferent types of uncertainty. Basically, Shannon's entropy measures the average uncertainty in bits associated with predict ion of outcomes in a random experiment. Fuzzy entropy is the measurement of fu zziness of fuzzy set, and thus has an important position in fu zzy systems such as fuzzy decision making systems, fuzzy control systems, fu zzy neural networks systems, and fuzzy management informat ion systems. In other words, measuring fuzziness of a fuzzy set is an important step in fu zzy systems. Further, entropy is a well known concept within physics, information theory and fuzzy set theory. Depending on its context, entropy is used for quantifying the amount of d isorder of info rmation, or of fuzziness usually defined within either a stastistical or fuzzy frameworks. Entropy plays a very important role in fuzzy literature.
Until now fuzzy entropy calculus has been studied fro m different angles, which has led to several methods for calculating the entropy.
Zadeh suggested a definit ion about entropy of a fuzzy set which takes both distribution and membership into consideration. It is defined as follows:
Where A is the fu zzy set,
is the membership function of the element i
x wh ich has a probability distribution of () i px .
De Luca and Termin i [4] suggested as a measure of fuzziness of a fuzzy set, which they defined as follows:
The entropy as a measure of fuzzy set is defined as
where n is the number of elements in the support of A and K is a positive constant.
In the first stage entropy was defined on distance, Kaufmann in [5] , p roposed the way of measuring fuzzification of a fu zzy set using fuzzy distance between the non-fuzzy set and the fuzzy set as 
Another way of measuring the entropy was proposed by Yager [6] and this is to measure the distance between the fuzzy set and its complement.
Yager defined a measure of fu zziness of A in the following manner: (8) where c A denotes the complement of fu zzy set A or due to defining the possibility over the same space where probability is defined.
But here, we are not in a position to consider this definit ion of complementation of fuzzy sets as there are some shortcomings in the said definition of complementation as found by Baruah [7 ,8, 9] and these have been discussed many times in our p revious works [10, 11, 12, 13, 14, 15] . Further, they were not aware of the fact that a normal fuzzy nu mber can be defined with the help of two distribution functions fro m wh ich entropy can be calculated. Also it can be said that the possible links between probability and possibility wh ich were established earlier are also not free from defects.
Various methods have been developed time to time but we wou ld like to p resent here a different method for calculating entropy of fuzzy sets and thereby we shall try to specify some of its properties associated with the new result.
Here in this article, we are interested in finding entropy of fuzzy nu mbers with the help of the Randomness-fuzziness consistency principle as introduced by Baruah [16] , wh ich was the result of application of superimposition of on uniformly fu zzy intervals and also the Glivenko-Cantelli's theorem on order statistics. This principle plays a key ro le in finding the entropy of fuzzy nu mbers and hence before proceeding further we would like to mention this principle in short in the next section.
The paper is organized as fo llo ws: Section II considers the Randomness -Fuzziness Consistency principles wh ich play an important ro le in this art icle. Section III provides the definition of entropy as proposed by Shannon. Section IV deals with some numerical examp les of the process proposed here. Finally, Section V presents our conclusions.
II. Randomness-Fuzziness Consistency Principles:
Baruah [16] introduced a framework for reasoning with the link between probability -possibility. The developoment of this princip le focused main ly on the existence of two laws of rando mness which are required to define a law o f fu zziness. In other words , not one but two laws of fuzziness is required to define a law of randomness on two disjoint spaces which in turn can construct a fuzzy membership function. Fundamental to this approach is the idea that possibility distribution can be viewed as a combination of t wo distributions of which one is a p robability distribution and the other is a complementary probability distribution.
The consistency principle introduced in the manner can be explained mathematically in the following form:
For a normal fuzzy number of the type N = [α, β, γ] with membership function
and = 0, otherwise,
The partial presence of a value x of the variable X in the interval [α, γ] is expressible as
where θ=1 if α ≤ x ≤ β and θ=0 if β ≤ x ≤ γ Thus from the above principle, it can be seen that a possibility space can be seen as a combination of two probability spaces, one to the left of maximu m membership function and the other to the right of the membership function. This princip le provides us with a meaningfu l criterion for selecting an appropriate measure of entropy of fu zzy numbers. But it is important to mention here that for finding the entropy of fuzzy nu mbers, besides this principle of consistency between probability and possibility, Shannon's entropy index also plays a vital role. It is for this purpose, we are going to discuss about Shannon's entropy briefly in the next section.
III. Shannon's Entropy
This section is contributed towards introducing the mathematical definition of entropy by Shannon.
In probability theory, a well known concept is entropy. If p is a probability distribution on There exist other formalization of entropy also but the above expression called the Shannon's entropy is most widely used. It defines the average amount of informat ion obtained by observing a single source of output. As its magnitude increases more uncertainty and thus more information is associated with the source. It is well known that entropy measures the uncertainty associated with the probability d istribution p. It is important to note here that Shannon's entropy is interval dependent and since we would like to get the entropy of fuzzy nu mbers with the help of Shannon's entropy, then obviously we shall get entropies of fu zzy numbers which are also interval dependent. Accordingly, the left reference function of a normal fuzzy nu mber wh ich is nothing but a distribution function, would lead to entropy 1 E (say).
In a similar manner, the right reference function of the normal fuzzy nu mber, which is nothing but a complementary distribution function, would lead to entropy 2 E (say). To illustrate the introduced concept, let us consider a very simple nu merical examp le in the follo wing section to make the matter clear and complete.
IV. Numerical Examples
In this section, we would like to cite a numerical example to show how the entropy of fuzzy nu mbers can be calculated. The entropy for the left reference function of the fuzzy number A is the following Thus with five equal intervals, the discretize point of With the citation of the above examp le, we would like to draw attention to the fact that entropy of fuzzy numbers are interval dependent, which can be had from the fact that entropy of fu zzy nu mber depends on how we choose the interval. That is to say that the entropy of fuzzy nu mber changes with the change of the length of the interval. In the fo llo wing examp le, for the same fuzzy nu mber, the interval chosen is different and we shall show how the entropy would also be different.
In all of the above mentioned cases we get d ifferent entropies for the same fu zzy nu mber if the interval chosen is different.
This has led us to conclude that entropy of fuzzy number is interval dependent. Another noticeable property of entropy of fuzzy number is that in case of triangular fuzzy number, we would get the same entropy provided the same length of interval is chosen. In the following table, we have considered the same fuzzy nu mber as mentioned above but here eight equal intervals are taken fo r illustration purposes to establish our claim that the entropy of t riangular fu zzy nu mbers are different if different length of intervals are chosen. Hence the required entropy in this case is (2.079441542, 2.079441542) Thus from the above examp le, it is clear that for different choice of interval, the entropy will be d ifferent.
Further it can be concluded that the entropy of fu zzy numbers always increase with the increase of the number of intervals.
Again, we wou ld like to claim that the entropy of all triangular fuzzy nu mber will be same for the same choice of the interval.
Suppose B= [-5, -2, 1] be a triangular fuzzy nu mber defined by the membership function Fro m the above examp les and fro m others if we consider, we can say that the entropy of the triangular fuzzy nu mbers is same for the same choice of the length of the interval. But for non-triangular fu zzy nu mbers, entropies are not the same for the same length of intervals where as if the length of interval chosen is different then we shall get different entropy for the same fuzzy number.
We are going to cite the following examp le for illustration purposes Let X= [4, 16, 25] Here the required Shannon's entropy is (-1.607458271, -1.608113634) Hence is our claim that entropy of triangular fuzzy numbers are same for the same choice of the length of the interval and the entropy of all fuzzy nu mbers wh ich are not triangular are not the same for the same choice of interval lengths. This is one difference found in case of triangular and non triangular fu zzy nu mber wh ile getting the amount of entropy.
V. Conclusions
In this article, our main contribution is towards providing a new defin ition of entropy of fuzzy sets and also to derive some of its properties. It is important to mention here the fact that the new measure of entropy of fuzzy sets based on the Randomness -Fuzziness consistency principle is introduced for continuos cases. Finally, it was observed that entropy of fuzzy nu mbers is interval dependent. That is to say that if we increase the number of intervals then the amount of entropy will increase and vice-versa. It was again noticed that the amount of entropy of all triangular fu zzy number remains unchanged for the same choice of intervals where as it d iffers in case of non triangular fu zzy numbers.
