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A study is made of racetrack microtrons of which the bending magnets have a small azimuthally varying
field (AVF) profile superimposed on the average main magnetic field. The Hamiltonian formalism is
used to analyze the orbit dynamics. A first order approximation in the field modulation is used. We first
derive the equilibrium orbit in one of the magnets. Then the Hamiltonians describing horizontal and
vertical motion with respect to the equilibrium orbit are derived. The Hamiltonian equations are solved by
transforming azimuth-depending terms to higher order. The solutions are written in terms of phase space
transfer matrices. Drift space optics and focusing effects at the magnet entrance and exit are taken into
account separately. Orbit stability is studied by examining the matrix trace of each full revolution through
the microtron. It is shown that it is impossible to have simultaneous horizontal and vertical stability in a
racetrack microtron with parallel AVF magnets. By rotating the magnets in opposite directions through the
median plane over a small tilt angle, simultaneous stability can be achieved. The condition for simultaneous
stability with rotated magnets is governed by an inequality, that involves the chosen field profile, required
radii of curvature, drift length and lens strength of the fringe field. As an example, an existing 25 MeV
racetrack microtron is considered. For this case, there is excellent agreement between the present theory
and results from numerical calculations.
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1. INTRODUCTION
For cyclotrons, it is well known that simultaneous horizontal and vertical orbit stability
as well as isochronism can be achieved by subjecting the beam to an azimuthally vary-
ing magnetic field. In this paper, we apply similar ideas to a racetrack microtron, i.e.
we assume that the bending magnets have an azimuthally varying field (AVF) profile
superimposed on the main average magnetic field. When these magnets are designed
properly, reversed field clamps, quadrupoles in the drift space and solenoids on the
cavity axis are no longer needed to focus the beam. At the Eindhoven University, two
such AVF racetrack microtrons are presently under constructionl . One of these mi-
crotrons will accelerate an intense beam (50 A in the bunch) and therefore the strong
space charge defocusing necessitates a large transverse acceptance. For this reason it
was decided to apply the strong focusing AVF design. Even though this design is more
complicated than that of conventional microtrons, the effort is considered worthwhile
because of the higher acceptance expected and because of the new ideas that are real-
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ized. It should be noted that the treatment given in this paper is very general, i.e. not
just restricted to the Eindhoven microtrons. A special case, where the azimuthal field
variation is realized with multi-sector magnets, was first introduced by Froelich2•
If the magnetic field only depends on the azimuth and not on the radial distance of
the particle to the point where it enters the magnet, then the equations of motion can
be solved analytically. Furthermore, for such a profile the condition of isochronism
can always be fulfilled.
The procedure used to solve the particle motion in the azimuthally varying field is
based on the general approach as has been developed by Hagedoorn and Verster3.
Hence, the modulation of the magnetic field is assumed to be small: throughout this
paper a first order approximation is used. For the case of a racetrack microtron, this
is sufficient to predict all relevant effects. By comparing with numerical calculations,
it was found that second order contributions are still negligible for field profile ampli-
tudes as large as 50%4.
In section 2, we apply the Hamiltonian formalism to derive the equation of mo-
tion for a particle of given energy through one of the magnets. From this, we can find
the equilibrium orbit, i.e. the orbit that passes through the cavity axis. In section 3,
the consequences of the mirror symmetry of the equilibrium orbit for the transfer
matrices of a full revolution are considered. In section 4, the equations of motion in
the two transverse phase planes are derived from Hamiltonians and the solutions are
expressed as linear phase space transfer matrices. These matrices are already suffi-
cient to find the stability condition of a microtron (the term 'microtron' will be used
to denote a racetrack microtron with zero drift space length). Next, focusing effects
taking place at the edges of the AVF magnets and outside the AVF magnets are incor-
porated in the main transfer matrices: drift space (section 5), edge focusing (section
6) and fringe field defocusing (section 7). In section 8, we will express the condition
for simultaneous horizontal and vertical stability as a general inequality. Finally, in
section 9, we perform an example calculation for the case of a 25 MeV racetrack mi-
crotron with two-sector magnets and compare the results with numerical calculations.
2. EQUILIBRIUM ORBIT
A schematic overview of the geometry is given in Fig. 1. We consider a bending magnet
in a polar coordinate system (r, 'l9, z). The median plane is the z = 0 plane. A test
particle is injected into the magnet at the origin of the righthanded coordinate system
(r, 'l9, z) with a velocity (dr/dt, d'l9/dt, dz/dt) = (,Be, 0, 0) where e is the velocity of
light. The median plane field B z (pointing in the positive z direction) is assumed to
depend only on 'l9 and is split into a constant main field Bo and a small flutter profile
f('l9)
Bz(ii) = Bo[l + f(ii)], with If(ii)1 ~ 1 Vii, 0:::; ii :::; ~1r. (1)
The pole edge where the beam exits the magnet is located at 'l9 = ~1r. For the
median-plane vector potential, we choose Ar = 0, so we have AD = ~rBz('l9).




equilibrium orbit r (8)




system (r =8 =z =0)
o z,B z
FIGURE 1: Schematic overview of the considered geometry and variables.
Since the magnetic field depends on iJ only, we use iJ as independent variable. Then
the appropriate relativistic Hamiltonian describing the median plane motion in polar
coordinates reads3
with q = -e the charge of the electron, Pr the radial component of the canonical
momentum and Po the total kinetic momentum. By scaling the radial canonical
momentum Pr and the radius r with the kinetic reference momentum Po, it can easily
be seen from Eq. (2) that the properties of an equilibrium orbit through the magnet
are independent of energy. The zero-order solution ro (iJ) of the equilibrium orbit
(obtained by setting f =0) is a circle with radius
R = Po/(eBo). (3)
The related radial momentum Pr,o(iJ) is found from the Hamiltonian HI. We obtain
(4)
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For finding the equilibrium orbit in case f('I9) i= 0, we introduce the small canonical
variables ~ and 1r via a generating function Ql (r, 1r, '19) == 1rr +Pr,or - ro1r (throughout
this paper we use the type 2 generating functions that depend on the old canonical
coordinate and the new canonical momentum). The result of the generating function
is
aQl aQl
Pr == ar == 1r + Pr,o, ~ == a1r == r - ro, (5)
1t2 = -(ro + e)[pJ - (Pr,o + 71")2]1/2 + ~e(ro + e)2Bo[l + fCO)] + Pr,Oe - r07l",
dots indicating differentiation with respect to '19. We substitute the expressions for
ro and Pr,o in this Hamiltonian and expand it up to second degree in the canonical
variables ~ and 1r. At the same time, we introduce the scaled, dimensionless variables
~ and ir, defined by ~ == ~/Rand ir == 1r/ Po. Doing this, we obtain
- - 1 -2 ir2 COS ( '19) -
1t2 = 1t2/(PoR) ~ 2sin('l9)fe + 2(1 + f)e + sin2('l9) + sin('l9) ire· (6)
In order to solve for the equilibrium orbit, we first eliminate the coupling term ir~. This
can be achieved with the following canonical transformation3 (bars indicating the new
variables)
(7)
From this Hamiltonian we derive a differential equation for [. Since the solution for
[ is needed in first order, the product 2f[2/ sin2 ('I9) in the Hamiltonian gives rise
to a second order contribution in the equations of motion. This term is therefore
neglected. With the initial conditions ~(O) == 0 and 1r(0) == 0 (hence [(0) == 0 and
ft(O) == (d[/d'l9)o == 0), the solution of the differential equation is found via Laplace
transformations. Transforming the resulting [('19) and ft( '19) back to the initial canonical
coordinates ~ and 1r, we obtain for the equilibrium orbit
{
cos(2'l9) (19. sin(2'19) {19 }
e('l9) = 2R sin('l9) J
o
f(t) sm(2t)dt - sin('l9) Jo f(t) cos(2t)dt ,
7I"('l9) = 2Po {sin('l9) l iJ f(t) cos(2t)dt - cos('l9) l iJ f(t) sin(2t)dt} .
(8)
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(9)
The expansion which was made for the derivation of Eq. (6) is valid only if 1f rv f ({)){)2
for {) close to zero. From Eq. (8) it can easily be shown that this condition is satisfied.
The variable ~ was defined as the radial displacement of the equilibrium orbit with
respect to the zero-order solution, being an ideal circle. Therefore, the exit angle of the
equilibrium orbit (defined as the angle relative to the pole boundary normal vector)
can be determined from ~({)) and is given by
1 [a~] [7r/2
'ljJ ~ tan('ljJ) == - 2R 8{) f}=1r/2 = -2 i
o
f(fJ) cos(2fJ)dfJ.
Note that positive rljJ implies that the beam has been bent over more than 180 degrees
by the magnet. The angle rljJ should normally be chosen zero in order to obtain closed
orbits. This imposes a demand on the profile f({)), obtained by putting the integral in
Eq. (9) equal to zero.
From ~({)),we can also derive an expression for the orbit length through the magnet
as a function of azimuth. In first order, the relation between orbit length s and azimuth
{) reads
ds == d{)y'r2 + f2 ~ [2R + ~ sin({)) + ~ cos({))]d{).
With Eq. (8), we find after some calculations
ds == 2R[1 - F({))]d{),
where the function F({)) is defined by
F(fJ) = -:-i-) [f} f(t) sin(2t)dt.
SIn ({) io
For later use, it is important to note that





independent of f. Actually, in order that F(O) is really zero, one must demand
(df / d{))o == o. This also is a sufficient condition to keep the field gradient at the
injection point finite, as will be shown in a following section.
To find the effect of the AVF profile on isochronism, an expression for the total orbit
length is needed. The orbit lengthening ~s in one magnet reads
[7r/2 [7r/2
D.s = -2R i
o
F(fJ)dfJ = -4R io f(fJ) cos2 (fJ)dfJ = R('ljJ - 1f(f)). (14)
The rightmost expression for ~s shows that there are two contributions: a positive
effect of the bending angle deviation rljJ and a negative effect of the average field
deviation (f). So, for two different magnets with the same average field and the same
total bending angle, the length of the respective equilibrium orbits are the same. As
~s rv R, we can see that isochronism can always be attained, simply by making a
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small change to the strength of the average main field (Bo) as to compensate for orbit
lengthening resulting from the profile f( 79).
3. MIRROR SYMMETRY
For calculating the transfer matrix of a complete revolution through a (racetrack)
microtron, we merely need to calculate the matrix for half the orbit, as the equilibrium
orbit is assumed to have mirror symmetry. In the second half of an orbit, the particles
experience exactly the same focusing forces as in the first half, yet in reversed order.
The mirror symmetry implies that we should 'mirror' the particle's path, i.e. upon
entering the second half, we must make its divergence negative ('specular reflection'),
then apply the inverse of the matrix describing the first half of the orbit, and finally
change the sign of the divergence again. Supposing a sign-flip of the divergence is
represented by a matrix C and the transfer through the first half by a matrix M I / 2 ,
we get for the matrix M I , describing the entire orbit M I == CM0~CMI/2' with M I /2
having unit determinant and
M I 2 == (mIl m 12 ) , C== (1 0)./ . m21 m22 0 -1
With these definitions, one finds for the matrix M I and its trace Tr1
(15)
(16)M - (1 + 2ml2m21 2m12m 22 ) ron - 2 +4I - , J.rl - m12 m 21·
2mllm21 1 + 2ml2m21
The latter equation will be applied in the subsequent sections to evaluate the stability
of the motion as determined by the trace for a full revolution. The relation between
the trace Tr1 and tune v is given by Tr1 == 2 cos(21rv). For stable motion we demand a
real value for the tune, hence the trace must satisfy the condition fIrll < 2.
4. LINEAR BETATRON MOTION
The general Hamiltonian describing linear, transverse oscillations with respect to the
equilibrium orbit, either horizontally (y == x) or vertically (y == z), may be written as
1i~s) = ~p~ + (Qy/R2)~y2. (17)
In this Hamiltonian, the independent variable is s, being the orbit length. The canon-
ical variable Py is the kinetic momentum in the y direction scaled with total momen-
tum Po, i.e. the usual divergence. The canonical variable y is the spatial deviation
with respect to the equilibrium orbit. Finally, Qy represents the s-dependent 'focus-
ing strength,' its precise expression being different for either transverse direction.
In the present case, it is more convenient to choose {) as independent variable. From
the relation between sand {) as given in Eq. (11), we obtain
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We remove the inconvenient constant 2R from our Hamiltonian by way of the follow-
ing scaling transformation
fj == y/(2R), py == Py, H4 == 1t4/(2R). (19)
Furthermore, it is convenient to transform the Hamiltonian H4 to the normalized
shape3
'1.J 1 -2 1Q- -2
1(,5 == "2Py +"2 yy.
For obtaining such an expression, we make use of the generating function
(h(Y, Py, 13) = (1 + ~F )PYY - ~Fy2 .
The result is the required Hamiltonian with
Y= (1 - ~F)ii, py = (1 + ~F)py - ~Fii,




In the following subsections, we will solve the equations of motions in the two trans-
verse phase planes. The solutions can be expressed as a matrix transfer from an initial
vector (y,Py)o to the vector (y,Py)fJ at angle r{). From this matrix, the transfer in the
(y,py) phase plane is obtained by the matrix transformation
( Y)==(2R(1:-~F) 0 )(y)Py - F /2 1 + ~F Py· (23)
(24)
4.1 Linear vertical motion
In the vertical plane, a homogeneous bending magnet acts as mere drift space, so
no potential term is present in the Hamiltonian. For this reason, in case of an AVF
magnet, Qz contains a first order term in f only. The general expression for Qz is
known5 and by applying the results of the previous sections, it can be written in terms
of f and r{) as
Q _ - R 2 dBz ~ 1 df
z - Po/e dn 2tan(r{)) dr{)'
since it can be derived that dBz/dn, being the field gradient rectangular to the orbit,
is (in first order) given by
dBz _ - -Bo df
dn = n· 'VBz ~ 2Rtan(13) d13' (25)
There is an important remark to be made regarding the latter equation. It can be seen
that the field gradient at r{) == 0 can only be finite when f is of at least second order in r{)
at r{) == O. More generally, we can derive that the k'th derivative of the field rectangular
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to the orbit at 'l3 == 0 is finite, when f is at least of order 2k in 'l3 at 'l3 == O. In order to
avoid strong higher-order beam effects at this injection point, it seems appropriate to
let the field profile be of infinite order in 'l3 at 'l3 == 0 (i.e. all derivatives are zero), for
example by commencing the profile with a plateau of constant f over a small 'l3-range.
For the sake of simplicity, we will also assume f (0) == 0, so the initial plateau will
have f == o. This is not a restriction as Eo can always be chosen in such a way that the
demand f (0) == 0 is fulfilled.
Combining Eq. (22) with the expression for Qz, we immediately find the expression
for Qz, still ignoring second order terms
(26)
The Hamiltonian consists of a zero'th order 'l3-independent part and a first order 'l3-
dependent part. We want to solve the motion by removing the 'l3-dependency such
that the Hamiltonian itself becomes a constant of motion. Since the 'l3-dependency is
of first order, this can be achieved by a transformation to new canonical variables that
deviate only in first order from the old variables. The general shape of the generating
function for a linear such transformation is given by
(27)
with a, b, c functions of first-order in f. Following the above procedure as to let first
order terms drop from the Hamiltonian, one finds
a('l9) = -111 Qz(t)dt, c(19) = -111 a(t)dt, b(19) = -2111 c(t)dt,
- 894 - (1 ) - - 894 b- (1 ) -pz == 8- == az + + c Pz, z == 8- == pz + + c z,
z pz
894 1 . -2 + 1 b· -2 . - - 1Q- -2 -2 - -8'l3 == 2"az 2" Pz + czpz == -2" zz - cPz - azpz,
and the new Hamiltonian reads
(28)
(29)
As can be seen, in first order the Hamiltonian now takes a very simple shape, repre-
senting a 'drift space' transfer in the current phase plane. The solution of the equations
of motion is easily written down to be pz('l3) == pz(O) and z('l3) == z(O) + Pz(O)'l3. Now
we use Eq. (28) to apply a backward transformation to the (z,Pz) phase plane and
finally, we must make the transform to the initial, 'real space' phase plane (z, pz) by
way of the matrix transformation given in Eq. (23). One gets
(
z) (l-(C+!F) 2R['l3-(C+!F)'l3-b]) (zo)
z' 11 = (a-~P)/(2R) l+(a-~P)19+(c+~F) 11 zb' (30)
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where pz has on purpose been replaced by z' (the prime representing a derivative with
respect to orbit length s) in order to make clear that it actually represents the vertical
divergence.
At this point, we can already write down the vertical stability condition for a
microtron (i.e. no drift space). The transfer matrix for half the orbit (180 degree bend
through one magnet) is written as




where barred symbols are used to indicate their value at {) = 1r/2. For example
_ l 1r/ 2 ( 2 df 1 00) l 1r/ 2 2fa == a(1r/2) = - --- - -F d{) = - --d{),
° tan({)) d{) 2 ° sin2 ({))
where partial integration has been used and Eq. (13) has been substituted. Thanks to
the mirror symmetry of the equilibrium orbits through the microtron ('l/J = 0 assumed,
see Eq. (9)), we can calculate the trace for a full revolution from the above matrix
describing half the orbit by applying Eq. (16). It reads
where the subscript '1r' indicates a full orbit ({) running from 0 to 1r) and the superscript
'z' refers to vertical motion. Evidently, only the value of a is needed to evaluate the
vertical stability condition (lT~I < 2) in a microtron. Since a itself depends only on the
shape of the field profile (viz. f ({))), the vertical tune is independent of momentum
for any given field profile. Moreover, we can see that a needs to be negative.
4.2 Linear horizontal motion
In a homogeneous magnet, the bending of the particles gives rise to one horizontal
oscillation per revolution. This effect is described by a zero'th order term in Qx.
Contrary to the case of vertical focusing, the effect of the field profile now appears
as a first order deviation. The expression for Qx reads5
R 2 R 2 dBz 1 df
Qx = (j2 + Pole dn :::::: 1 + 2f - 2 tan ('19) d'l9'
where p = R/(l + f) is the position-dependent radius of curvature of the orbit.
Converting this to the required phase plane via Eq. (22), one gets
- ( 1 df 1 d2 F) 1 -2 1 - -2Qx :::::: 4 1 + 2f - 2F - 2 tan ('19) d'19 - 8 d'l92 ' Jis,x = "2Px + "2 Qxx .
The factor 4 in the expression for Qx implies that - in the absence of any field
deviation - the particles complete two horizontal oscillations when {) increases
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from 0 to 21f. Due to the definition of rJ, this corresponds to the aforementioned single
oscillation per revolution.
The problem could now be solved in the same way as for vertical motion, using
a generating function similar to Eq. (27). However, in the present case it is more
convenient to introduce action-angle variables (J, ¢) in a rotating phase plane. When
the frequency of rotation j) is chosen properly (i.e. j) == 2), then such a transformation
removes the zero-order contributions in the Hamiltonian and only first order terms
in f remain. For convenience, we introduce the function 9 (being first order in f)
according to
1 - 1 df 1 d2F
9 = :tQx - 1 = 21 - 2F - 2 tan ('19) d'l9 - 8d'l92 '
'1J 1 -2 4(1 ) 1 -2
'LS,x == "2Px + + 9 "2 x .
(36)
Next, we use the function gs which generates the transformation from the (x,px) to
the (J, ¢) phase plane. For v == 2, we get (note that J acts as generalized coordinate,
¢ as generalized momentum)
95(X, cf;, 'l9) = ~iix2 tan(cf; - ii'l9) = x2tan(cf; - 2'l9),
x = vJ cos(cf; - 2'l9), Px = 2vJsin(cf; - 2'l9), J = x2+ ~P;,
and the new Hamiltonian becomes
(37)
1t7 == 2J sin2 (¢ - 2rJ) + 2J(1 + g) cos2 (¢ - 2rJ) - 2J == 2Jgcos2 (¢ - 2rJ). (38)
Indeed, only a first order term in f remains in the Hamiltonian. Just as in the case of
vertical focusing, we try to get rid of the first order term by transforming it to second
order. We make the transformation from the (J, ¢) to the (J, ¢) phase plane byway of
a generating function g6 which is linear in J, changes the variables only in first order
and has 8g6 /8rJ ~ -1t7. It reads
96(J, 1, 'l9) = J1 - Jh(1, 'l9), h(1, 'l9) = 21{} g(t) cos2 (1 - 2t)dt. (39)
The result of the generating function is
J=C;;J=J(l-:~), cf;=C;;;=1- h, a;=-J:~, (40)
and in first order the Hamiltonian becomes zero
-( 8h) 2 - - ( 8h) 8hJig = 2J 1 + 81 9 cos (cf; - 2'l9) - J 1 + 81 8'l9 = O. (41)
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Both the canonical variables (J, ¢) are integrals of motion, so in the (J, ¢) phase plane
we obtain
( ahI) --J(fJ) == Jo 1 + a- - - ,¢(fJ) ~ ¢o - h(¢o, fJ).¢ ¢=¢o (42)
(45)
(46)
This solution can be transformed backward via the intermediate (x, Px) phase plane to
the initial (x,Px) == (x, x') phase plane. The required calculations are quite lengthy,
hence not given here. Defining the quantities 82 == sin(2fJ) and C2 == cos(2fJ), the
transfer matrix for the (x, x') phase plane turns out to be
with
G(1J) = 11'J g(t)dt, Gc (1J) = 11'J g(t) cos(4t)dt, Gs (1J) = 11'J g(t) sin(4t)dt. (44)
In practice, we are mainly interested in this matrix at fJ == 7r/2. Again using the
convention that barred symbols refer to their value at fJ == 7r/2 (e.g. G == G (7r/2)), we
obtain for the horizontal transfer matrix for a 180 degree bend
(x) (-l-Gs+IF -(G-Gc)R)(X)X' 7r/2 = (a +ac )/ll -1 + as - !ft' x' o'
We can reduce this horizontal transfer equation significantly when we make use of the
equalities G == Gcand Gs == -3F/2 (as can be proven from Eqs. (36) and (44)). We
can then write down the final expression for the horizontal transfer matrix describing
a 180 degree bend
(:,) 7r/2 = (-26;: -1 ~ 2ft') (:,) o'
The trace of this matrix isT~/2 == -2, independent of f. The effect of f might have
appeared here when the applied theory would have been of second order in f.
Just as in the case of vertical focusing, we may also write down the matrix trace for
a full revolution through a microtron (no drift space), assuming mirror symmetry of
the orbits, see Eq. (16). We find
T~ == 2 + 4[2G/R] [0] == 2, (47)
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once again being independent of I (and also independent of momentum). Due to the
fact that the top-right element of the matrix is zero and the lower left element is of first
order, we conclude that the trace of a full revolution can have no second order term
in I. However, it can be reasoned that a second order theory would be sufficient for
finding a possible third order I-dependency in the trace for a full revolution through
a microtron.
5. THE EFFECT OF DRIFT SPACE
So far, we have considered a microtron without drift space. In this section we turn
to a description of a racetrack microtron with a finite drift length L between the two
dipole magnets and examine its effect on the matrix trace for a full revolution. For
convenience, we define the momentum dependent ratio A as
A =- L/R, A 2: 0, (48)
(49)
with A == °for a microtron. Note that A decreases with increasing momentum. Closed
orbits (hence exit angle 'l/J == 0, see Eq. (9)) will be assumed, even though we will find in
section 6 that, with this specific choice, simultaneous horizontal and vertical stability is
not possible.
Supposing a general (horizontal or vertical) transfer matrix for a 180 degree bend
through one magnet is given by
(;) n /2 = (~: i~) (:') 0'
then we haveT~/2 == py + By andT~ == 2 + 4Tyqy. Multiplying each side of the above
matrix by a transfer matrix for half the drift space (L/2), we get for half a revolution
(index 1/2)
( Y) == (py + T
y(L/2) qy + (Py + By)(L/2) + Ty(L/2)2) (Y) (50)
Y' 1/2 Ty By + Ty(L/2) Y' 0'
henceT!f/2 ==T~/2 + TyL, and for a full revolution (index 1)
Ttf == 2 + 4Ty[qy + (py + By)(L/2) + Ty(L/2)2] ~T~ + 2TyT~/2L, (51)
where it has been assumed that Ty is of first order in I, as demonstrated in the previous
sections. For vertical motion, we may substituteT~/2 == 2 + ~1ra,T~ == 2 + 21ra and
Tz == a/2R (see Eq. (31)), so that we obtain
Ttl = 2 + 21ra + 2(aj2R)(2 + ~1ra)L ~ 2 + 2(1r + A)a. (52)
Comparing this toT~ (Eq. (33)), we see that the factor 1r has effectively been replaced
by a momentum dependent factor (1r + A). Since A 2: 0, the allowed interval for a
decreases with increasing drift length, yet we still need a < 0.
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For horizontal motion, we substituteT~/2 == - 2,T~ == 2 and f x == 2G/ R (see Eq.
(46)), thus leading to the trace for a full orbit with drift space
Ttf == 2 - 8AG. (53)
Evidently, the drift space has a significant effect on the horizontal stability condition
as it gives rise to a trace contribution which is of first order in f. Consequently, we can
now express the horizontal stability condition with our first order theory. The value
of G turns out to be important and we need G > o. Once more, larger drift space
decreases the allowed interval for G.
6. SIMULTANEOUS HORIZONTAL AND VERTICAL STABILITY
In the previous section, the stability conditions for horizontal and vertical motion
were derived separately. For proper operation of a racetrack microtron, one needs
simultaneous stability in both transverse directions. To study this, we note that the
following relation exists.between the integrals a and G
(54)
with tt/J defined in Eq. (9). This equation has an important consequence. We have
already seen that, for the situation where the equilibrium orbit is symmetric, we need
a < 0 and G > o. From Eq. (54) it is clear that under such a condition (i.e. tt/J == 0) it is
impossible to have simultaneous horizontal and vertical stability. An alternative could
be a situation where the beam is bent over an angle unequal to 180 degrees, i.e. tt/J =1= o.
In that case, a corrector magnet is needed in the middle of the drift space to assure
that the beam arrives back on the cavity axis after each revolution. To calculate the
stability condition for that case, one has to take into account the edge focusing at the
magnet exit and also the optics of the corrector magnet. Since the optical properties
of the corrector magnet are undefined, we opt for another possibility.
Supposing the beam is bent over more than 180 degrees in each magnet (tt/J > 0),
then there exists a position in the bending magnet where the beam tangent is anti-
parallel to the direction of the injected beam. Writing the azimuth of this position as
'l9" == 111'" - T, we can see that T is given by
1
T == 2tt/J. (55)
So, if we rotate the magnet in the median plane through an angle T (with the origin
of our polar coordinate system as rotation centre) in such a way that the main pole
edge coincides with the azimuth 7911 (meanwhile keeping the profile f(79) in place with
the coordinate system), the beam will be bent over 180 degrees again, but additional
quadrupole lenses are created at the magnet entrance and exit because the beam no
longer enters the magnet rectangularly to the pole edge.
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(56)
We would like to maintain the initial definitions of quantities like a and G, even
when the magnets are rotated. These definitions involve integrations with {} running
from 0 to 1r/2. Therefore, it is assumed that the magnetic field is still present for
{} > !1r - T. The definitions of aand G then apply as though we were dealing with
non-rotated magnets, whereas we can examine separately how the optics has to be
altered in order to describe the effect of a rotated magnet.
The effect of the rotation (or 'tilt') of a magnet through an angle T (tilt angle)
can be described by four matrices, enclosing the original transfer matrix of a single
magnet. These four matrices are: (1) a vertically defocusing (horizontally focusing)
quadrupole lens at the entrance of the magnet, focal length ±R/T; (2) a backward
bend over an angle 1/;, radius R, at the exit of the magnet; (3) a subsequent vertically
focusing (horizontally defocusing) quadrupole lens, focal length ±R/T; (4) a forward
drift over a distance 1/;R, thus returning to the original exit azimuth.
For vertical motion, we multiply the four matrices described above with the main
matrix given in Eq. (31) as to obtain a new matrix reading
(
1- (c + !F) + 1rT 2R [!1r - ! (c + !~) 1r - bJ ) .
a/(2R) 1 + !a1r + (c + !F) - 1rT
As can be seen, the off-diagonal elements (specifically the lower left element) remain
unchanged, soT~ is not altered by the tilt angle. The diagonal elements of the matrix
have changed, but their sum (i.e.T~/2) remains the same. Consequently, we conclude
that the tilt angle has no effect on the trace of the vertical transfer matrix describing a
full revolution through a racetrack microtron (see Eq. (51)) and can thus be ignored
in the vertical stability condition.
For horizontal motion, the new matrix, taking the effect of the magnet tilt on the
main matrix into account, becomes (using Eq. (46))
( -1 + 2F 0)(2G -1/;)/R -1 - 2F . (57)
As it turns out, the two quadrupole lenses (with opposite sign) cancel in first order,
but the difference between forward bending and forward drifting at the magnet exit
gives rise to an important first order effect in the lower left element,of the matrix. So,
in the horizontal stability condition, we can simply replace any occurrence of G by
(G - !1/;) == (G - T) in order to take the magnet tilt angle into account.
7. THE EFFECT OF FRINGE FIELDS AT THE MAIN POLE EDGE
The finite slope of the fringe field at the pole edge of the magnet has a defocusing
effect in the vertical plane, even when the beam passes this edge rectangularly. This
important effect may be represented by two vertically defocusing lenses with equal
magnitude, one located at the position where the beam enters the magnet and one
at the position where the beam exits the magnet. The effect of the fringe field in the
horizontal plane is of a higher order.
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The focal length of the fringe field lens is given by (-R/8) with 8 == E* / R « 1.
Here, E* is a (normally positive) momentum-independent quantity, with the unit of
length, depending on the shape of the fringe field only6. By multiplying each side of
the previous vertical transfer matrix for a single, non-rotated magnet as given in Eq.
(31) by the matrix for such a defocusing lens, it can be seen that fringe field defocusing
can be incorporated in the vertical stability condition simply by replacing the quantity
a by the momentum dependent quantity (a + 48).
8. STABILITY CRITERION
In section 5 we derived expressions for the horizontal and vertical traces for a full
revolution, including drift space. Taking also the magnet tilt (section 6) and fringe
field defocusing (section 7) into account, we obtain the following expressions
Ttl == 2 + 2(11" + A)(a + 48), Ttf == 2 - 2A(a + 47). (58)
Applying the stability condition fTrf I < 2 on both the vertical and horizontal trace, we
end up with the following inequality
2 2
- 11" + A < a+ 48 < 0 < a+ 47 < ~' (59)
describing the simultaneous horizontal and vertical stability criterion for a complete
orbit of given momentum through a racetrack microtron with tilted AVF magnets,
finite drift space and fringe field defocusing at the pole edges. Recall that A and
8 are momentum dependent quantities, independent of f({)), whereas a and 7 are
momentum independent integrals of f({)).
From Eq. (59) we see that, as the drift length L increases, the allowable intervals
become tighter and the machine acceptance will decrease significantly. For fixed R, the
drift space can - in principle - be chosen very large without violating the stability
criterion. However, since the inequality must be satisfied for all values of R in a
given interval Rmin < R < Rmax, there exists a critical value of L that cannot
be exceeded without violating the stability condition for at least some values of R.
Assuming Rmax > 2Rmin, the critical drift space length Lc can be estimated to be
for 0 < E* « Rmin ,
for 0 < (-E*) « Rmino
(60)
In this estimation, only the smallest radius of curvature and the fringe field lens
strength determine the critical value.
Eq. (59) is a very convenient expression for choosing a suitable field profile. Assum-
ing that Land E* are fixed and known, the 'negative side' of the inequality determines
a momentum-dependent stability interval for a. Drawing this interval as a function of
the required radii of curvature, a suitable value of a may be chosen. Once a is fixed,
7 is determined by the 'positive side' of the inequality and hence the optical design is
fixed. Only then, a specific field profile needs to be considered. When this field profile
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has two independent degrees of freedom, the values of a and T can be translated to
values for these two degrees of freedom, the magnet design is known and the stability
problem has been solved analytically.
9. EXAMPLE CALCULATION
As an example, we consider the case of a 25 MeV racetrack microtron, under con-
struction at our laboratory1. The parameters that we need for the transverse stability
condition are as follows
0.15 m < R < 0.45 m, L == 0.90 m, E* == 10 mm. (61)
The value for E* has been calculated from measured field profiles (the full gapwidth
is 50 mm and passive and active clamps are present). The other parameters more or
less determined by the physical dimensions of the machine. We may now write down
the expression for the a stability band in terms of the above quantities only (negative
side of Eq. (59), representing the vertical stability condition)
-2 4E* 4E*
1r+L/R - If < a < -If· (62)
This band is sketched in Fig. 2. On the vertical axis, the range of possible values for
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FIGURE 2: The a stability interval as a function of R. The densely hatched region is the common stability
band.
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drawn, resulting in the leftmost and rightmost cutves. As we want stability for the
entire energy range, we obviously need to choose abetween the maximum value of the
lower boundary and the minimum value of the upper boundary. The resulting common
stability band is represented by the densely hatched area (-0.45 < a < -0.27). Next,
we consider the stability band for T. It reads (see Eq. (59))
a a R
-- < T < -- +-.4 4 2L (63)
(64)
For any given value of a, the left side of this band is fixed and independent of
momentum. The width of the band increases with R, so the total bandwidth at lowest
energy determines the largest possible intetval of allowed 7 values. Consequently, the
common T stability band is found by replacing R by its smallest value, Rmin , in the
above condition.
Thus, we find that the common stability region in the (a, T) plane can be depicted
as a parallelogram. This is true for any other choice of the parameters R, Land E* as
well. However, for a given AVF field profile, not all the combinations (a, T) within this
parallelogram may be feasible, due to possible restrictions imposed on the degrees of
freedom of the field profile.
Let us now consider a specific profile, viz. the two-sector profile. This field shape
has been proposed for our racetrack microtron in the past and its optimum parameters
have been determined by numerical orbit integrations. The two-sector profile is given
by
{
0 forO < {) < {)o,
f(rJ) = fa forrJo < '19 < ~1r,
with fa and {)o the two degrees of freedom. Note that this specific profile does not take
fringe fields within the magnet into account (recall that fringe fields at the main edge
are already incorporated). This is not a restriction of the present theory (which handles
fringe fields without problems) yet a convenient choice for our profile as to keep the
current example calculations sutveyable. Moreover, when internal fringe fields are
taken into account, their effect turns out to be negligible. For the above 'hard edge'
two-sector profile, the parameters a and T are easily calculated
_ (1r/2 2fo -2fo
a = - 119
0
sin2(rJ) drJ = tan(rJo)'
l 1r /2 17 = - fa cos(2{))d{) = 2fo sin(2{)o).r{)o (65)
Due to appearance of goniometrical functions the possible values for a and 7 are
restricted to the sub-plane
-270< - < 1.
a
(66)
































FIGURE 3: The stability parallelogram in the (a,r) plane (left) and the resulting stability region in the
(fo, 'l90 ) plane (right). The dashed rulers represent our current choice of parameters.
In the left graph of Fig. 3, the previously derived stability parallelogram in the (ii, T)
plane has been drawn (hatched region). The area above the sloping dashed-dotted
line does not conform to the demand imposed by Eq. (66), i.e. it is a 'forbidden region'
for the two-sector magnet. The stability parallelogram partly overlaps the forbidden
region with its upper right corner (the overlapping section has not been hatched).
By using the inverse ofEq. (65), the stability parallelogram in the (ii, T) plane can be
transformed to a stability region in the (fo, 'l90 ) plane. The right graph of Fig. 3 shows
the result.
The obtained stability region in the (fo, 'l90 ) plane has a curvi-rectangular shape and
turns out to be bounded for small values of fo, yet to be unbounded for large values
of fo (this is caused by the fact that the stability parallelogram partly overlaps the
forbidden region). As we have applied a first-order theory, we can obviously not allow
fo to become too large. So, the hatched region has been cut-off at fo = 0.5, which
generally turns out to be still an acceptably small value when a comparison is made
between the present description and numerical calculations.
The correspondence between the left and right graphs has been indicated for two
angular points (denoted A and B) and for two special points (C and D, being the
endpoints of the cut-off line fo = 0.5). The curved, dotted line connecting C and
D in the left graph represents fo = 0.5. As can be seen, the unbounded region
fo > 0.5 in the (fo, 'l90 ) plane corresponds to only a very small portion of the original
parallelogram in the (ii, T) plane (viz. the area above the line CD).
Given the common stability region, the parameters fo and 'l90 may be chosen.
Naturally, we want to stay far away from the boundaries of the stability region. In
the (ii, T) plane, the best parameter choice would be the centre of the parallelogram,
corresponding to some off-centre point in the (fo, 'l90 ) plane. The dashed rulers in both
graphs of Fig. 3 determine our current parameter working point as based on extensive
numerical calculations (fo = 0.3, 'l90 = 60°). Indeed, this working point is situated
rather close to the centre of the stability parallelogram.
































FIGURE 4: A comparison between numerical results and the present theory. The drawn curvirectangle
is the common stability area in the (fa ,i}o) plane as predicted in the present paper. The sizes of the boxes
are a figure of merit for the 'machine acceptance' as obtained from numerical calculations. The agreement
is excellent.
From the numerical calculations (viz. orbit integrations from injection to extraction
through computed field maps with all fringe fields taken into account), we calculated
the phase-space acceptance in the horizontal and vertical directions. As we want both
acceptances to be large simultaneously, we use as a figure of merit the smallest of
the horizontal and vertical acceptance. Plotting this 'machine acceptance' as a density
graph with the parameters fa and rJo along the axes, the high density region represents
the simultaneous stability region. The boxes in Fig. 4 show the result, the size of
each box being a measure for the machine acceptance. In this figure, also the stability
region as obtained from the present theory is drawn. As can be seen, the agreement
is excellent.
10. CONCLUSIONS
The theory described in this paper provides an accurate description of beam dynamics
in a racetrack microtron with AVF magnets and can be of great use in the quest for
an optimum design.
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For the assumed special shape of the AVF profile, the optical properties of an
equilibrium orbit are independent of the particle energy. Therefore, the exit angle
is independent of the reference radius whereas orbit length and exit position have a
linear dependence of this radius. This also implies that the condition for isochronism
can still be satisfied.
Ignoring fringe fields at the main magnet edge, it has been shown that, whatever
field profile in the magnets is chosen, it is impossible to have simultaneous horizontal
and vertical stability in a racetrack microtron with parallel AVF magnets. We have
proven that by rotating the magnets through the median plane over a small tilt angle,
simultaneous stability can be achieved.
The condition for simultaneous horizontal and vertical stability is described by a
relatively simple inequality that involves the applied field profile, required radii of
curvature, drift length and lens strength of the fringe field. This inequality is a useful
tool to design the AVF poleshape of a racetrack microtron. It has been applied to the
case of a 25 MeV racetrack microtron with rotated two-sector magnets. The resulting
stability region closely resembles the region obtained from numerical calculations.
Also, the optimum parameter choice for this specific machine has been confirmed by
the present theory.
The theory could be further extended by taking into account second order contribu-
tions of the flutter profile (especially their effect on isochronism) and also by consider-
ing non-linear terms in the Hamiltonian. Now that the mathematical representation
of the equilibrium orbit is known, the treatment can also be generalized to include
transverse-longitudinal coupling. With such a generalized theory, also space charge
effects could be included, using the so-called F-matrix approach.
Now that the orbit dynamics in the AVF microtron is well understood, an exten-
sive comparison with the conventional design can be made. Important topics to be
considered in such a study include: i) the transverse acceptance that can be achieved,
ii) the necessity of using steering magnets, iii) the necessity of including additional
focusing elements such as quadrupoles and solenoids, iv) the allowable tolerances in
the magnetic field.
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