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Consensus under Misaligned Orientations
Hyo-Sung Ahn†, Minh Hoang Trinh† & Byung-Hun Lee†
Abstract
This paper presents a consensus algorithm under misaligned orientations, which is defined as (i)
misalignment to global coordinate frame of local coordinate frames, (ii) biases in control direction or
sensing direction, or (iii) misaligned virtual global coordinate frames. After providing a mathematical
formulation, we provide some sufficient conditions for consensus or for divergence. Besides the stability
analysis, we also conduct some analysis for convergence characteristics in terms of locations of eigen-
values. Through a number of numerical simulations, we would attempt to understand the behaviors of
misaligned consensus dynamics.
I. INTRODUCTION
Consensus for multi-agent systems has been so widely studied for the last two decades [1],
[2]. The consensus algorithms have been shown to be useful for various engineering applications
such as mobile dispatch [3], energy coordination in smart building [4], smart grid [5], and
so on. There also have been so various research efforts in terms of theoretical developments.
According to dynamic models, there are a number of different analyses for continuous time,
discrete-time, cluster consensus, homogeneous, heterogeneous systems, stochastic, lower-order,
high-order systems, etc. Meanwhile, according to the network topologies, directed, undirected,
switching, and balanced graphs have been studied. Depending upon characteristics of sampling,
synchronous, asynchronous, event-triggered, and quantized-based consensus algorithms also have
been investigated.
Given a network system, that is described by a graph G = (V , E) where V = {1, . . . , n} is
the set of agents and E is the set of connectivities, however, the majority of existing consensus
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algorithms uses state information directly for control update. That is, when agent is modeled
as p˙i = ui(pi, pj), j ∈ Ni, where Ni is the set of neighboring agents of agent i, for the
control update ui(pi, pj), the agent i uses the state information pi and pj . Since the agent i uses
only its own state information pi along with neighboring information pj , the consensus update
ui(pi, pj) may be considered as decentralized. However, observing that the states p1, p2, . . . , pn
are all defined in a common global coordinate frame, we can notice that the control updates
u1, u2, . . . , un are all defined in a common global coordinate frame. Thus, in this sense, most of
existing consensus algorithms have been developed under the assumption of available global state
information pi and pj , or diffusively-coupling state information pi − pj . Note that the diffusive
coupling state information pi−pj , where (i, j) ∈ E , are defined in a common direction in general
setups although it can be transformed into local frames (see (2) in Section II).
In this paper, we would like to study a consensus problem under the setup of misaligned
information of pi− pj that has been rarely examined in existing works. That is, in this paper, it
is supposed that the common directions representing pi − pj may be different according to the
sensing or control capability of agents. We are mainly motivated to consider certain situations
where agents’ coordinate frames are misaligned, or sensing or control directions have been
biased. In typical consensus algorithm given in (1), the summed diffusive coupling information
−∑j∈Ni aij(pi−pj) are represented in a common direction, in ideal situations. However, it may
be possible to imagine a circumstance where −∑j∈Ni aij(pi − pj) may be implemented in a
wrong direction or biased direction, or the measurement pi−pj may be biased. This paper seeks to
find a consensus condition and attempts to understand the convergence characteristics under this
circumstance. From literature search, it is observed that the consensus problem aforementioned
has not been investigated directly; but some similar works have been studied. For examples, in
[6], [7], the author studied a Cartesian coordinate coupling problem with a common coupling
matrix C, and in [8], they also studied a consensus problem with coupling multiplied by rotation
matrix in 3-D for cyclic formations. However, in [6], [8], they did not consider a general case
when agents have different misaligned orientation angles. In distributed formation control, the
orientation alignment problem has been key issues [9], [10]. It was shown that when orientations
of agents are aligned, the desired formation could be achieved. Related with the orientation
misalignment, a consensus with pursuit weight [11], i.e., kijejαij , may have some relevance.
But, the pursuit system studied in [11] updates the control law after collecting the pursuit angles
at each agent. In a different setup, which can be considered as orientation misalignment, rotation
matrices were combined into the coupling terms in [12]. However, the ideas used in [11], [12] do
not consider the misalignment of control actions. Thus, since the misalignment angle is defined
as the same one for each agent in our problem, the problems studied in [11], [12] are different
from our current work.
Consequently, the main contributions of this paper can be summarized as follows. First,
we formulate a consensus problem with misaligned orientation angles in which agents may
implement control actions into misaligned directions, or update the consensus algorithms with
misaligned measurements. We provide some conditions for consensus. Second, we also further
conduct an analysis to estimate the locations of eigenvalues that are closely related with the
convergence characteristics. Then, based on analyses, we conduct numerical simulations to
understand the behaviors of agents in a better way. As far as the authors are concerned, even
though there have been some related works, there has been no direct research for consensus
under misaligned orientations.
This paper consists of as follows. In Section II, we would like to formulate the consensus
problem under misaligned orientations in a clear way. Then, in Section III, we provide analyses
for consensus conditions and some related convergence characteristics. We present numerical
illustrations in Section IV to validate the analyses and provide further discussions in Section V.
Conclusions will be presented in Section VI.
II. PROBLEM FORMULATION
Let the global coordinate frame be denoted as gΣ and the i-th local coordinate frame as iΣ.
The position of agent i is represented as pi ∈ R2 in the global coordinate frame gΣ, where
i ∈ {1, . . . , n}. Given two position vectors pi and pj , the displacement vector between pi and
pj is denoted as zij = pi − pj . The consensus algorithm for continuous-time linear systems is
given as:
p˙i = −
∑
j∈Ni
aij(pi − pj) = −
∑
j∈Ni
aijzij (1)
where aij = aji ∈ {0, 1} depending upon the connectivity of undirected graphs. The consensus
problem (1) can be rewritten as
ip˙i = −
∑
j∈Ni
aij(
ipi − ipj) =
∑
j∈Ni
aij
ipj (2)
which controls the movement of agent in its own local coordinate frame iΣ. Obviously, the
convergence property and stability of (1) and (2) are equivalent. However, the vector zij is
expressed in the global coordinate frame gΣ, while the vector ipj is expressed in the local
coordinate frame iΣ. Hence, the update of consensus algorithm could be done in two different
scenarios. The first scenario, described in (1), is to use the vector zij in orientation aligned
coordinate frame, which is the local coordinate frame aligned to the global frame. In Fig. 1, the
orientation aligned coordinate frames are denoted as giΣ (i.e., in this figure, they are g1Σ, g2Σ,
and g3Σ in red color). Thus, in the first approach, the orientation needs to be aligned. The second
scenario, described in (2), is to use ipj in the local coordinate frame iΣ, whose orientation is
not aligned to the global frame. In Fig. 1, the local coordinate frames are denoted as 1Σ, 2Σ,
and 3Σ in blue color. The first scenario (1) requires a constraint of alignment, while the second
scenario (2) is free from this constraint. Thus, the second scenario is considered to be of more
distributed in the sense that the vector ipj can be defined in local coordinate frames directly.
It may be worthy of considering another scenario as follows: the local coordinate frames are
not aligned; but agents have measured the positions pi in global coordinate frame (ex. using
GPS information). In such case, they have to use zij in the global coordinate frame; but since
the orientations are not aligned to gΣ, they need to sense the orientation angles or they need
to find the direction of gΣ to calculate the orientation angles. In Fig. 1, the orientations are
denoted as φi. Then, using the obtained orientation angles φi, agents can virtually rotate its
local coordinate frame to global coordinate frame. Under this scenario, the coordinate frames
giΣ in Fig. 1 can be considered virtually aligned global coordinate frame.1 Then, the agent can
implement the measurement pi − pj = zij into the virtual coordinate frame giΣ for updating
the consensus algorithm in global coordinate frame. This scenario may be considered the third
1Note that with available orientation angles φi, the vectors zij and ipj are related by
ipi − ipj = D(−φi)(pi − pj) = D(−φi)zij = −ipj (3)
where D(−φi) is the rotation matrix. Thus, in terms of analysis, the three scenarios are equivalent.
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Fig. 1. Global coordinate frame gΣ, local coordinate frames iΣ, virtually aligned global coordinate frames g
i
Σ, and orientation
angles φi.
scenario. Once again, note that the three scenarios have the same convergence and stability
properties. In literature, there have been no distinctions between these three scenarios; however,
in terms of sensing or in terms of implementation, they are essentially different and should be
distinguished.
As the main motivation of this paper, let us suppose that there are some errors in the
orientation alignment, or orientation estimation in these three scenarios. Under the first scenario,
the orientations of aligned local coordinate frames giΣ, which are supposed to be aligned to the
global frame gΣ, may be not aligned as illustrated in Fig. 2(a). That is, the local coordinate
frame giΣ, which is supposed to be aligned to gΣ, has in fact misalignment error as much as θi.
Under the second scenario, the agent i may measure the direction of neighboring agent j with
angle error θi. In Fig. 2(b), the agent 1 measures the agent 2 with direction error θ1. This can
be interpreted as an error in control direction. Even though the displacement measurement is
correct, during the implementation process, the agent may provide control command to wrong
direction with orientation bias θi. Under the third scenario, it can be assumed that the virtually
aligned global coordinate frames have misalignment errors as θi as also illustrated in Fig. 2(c).
Then, the third scenario would have the same alignment problem as the first scenario.
Without notational confusion, the orientation errors or biases considered in the above three
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(a) Misalignment orientation errors in
scenario 1.
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(b) Misaligned orientation biases in
scenario 2.
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(c) Misalignment orientation errors in
scenario 3.
Fig. 2. Misalignment errors in three scenarios.
scenarios are called misaligned orientation errors. The misaligned orientation errors may be due
to errors in alignment to the global coordinate frame, biases in local sensing or in control direc-
tion, or errors in virtual alignment. With the presence of the error θi, during the implementation,
it can be represented in wrong directions. For example, it may be represented in the misaligned
virtual coordinate frames as depicted in Fig. 2(c). Thus, the control inputs transformed to the
global coordinate frame gΣ would be defined as
p˙i = −D(θi)
∑
j∈Ni
aij(pi − pj)
= −
∑
j∈Ni
aijD(θi)(pi − pj) (4)
Note that in the above equation, D(θi) is a SO(2) rotation matrix and the graph can be considered
as directed, although the neighboring agents i and j mutually sense each other and exchange the
information, since the weights for edges have the relationship aijD(θi) 6= ajiD(θj) even though
aij = aji. Then if we consider aijD(θi) as edge weighing, it is a matrix-weighted directed graph
[13], [14]. Let us define adjacency edge-matrix as Aij = aijD(θi). Then, the adjacency matrix
is given as
A = [Aij]
=

0 a12D(θ1) a13D(θ1) · · · a1nD(θ1)
a21D(θ2) 0 a23D(θ2) · · · a2nD(θ2)
...
...
an1D(θn) · · · 0
 ∈ R2n×2n (5)
For agent i, we define out-degree matrix as Douti =
∑
j∈Ni aijD(θi) and in-degree matrix as
Dini =
∑
j∈Ni ajiD(θj). Sincerely it is clear that D
out
i 6= Dini , it is not balanced. Then, we
can define a block out-degree matrix of G as Dout = blkdiag[Douti ]. Then, the SO(2)-weighted
Laplacian matrix can be generated as
Lout = Dout −A (6)
Using the above Laplacian matrix, we can have the state propagation as
p˙ = −Loutp(t) (7)
where p = (pT1 , p
T
2 , . . . , p
T
n )
T ∈ R2n.
III. CONVERGENCE AND STABILITY ANALYSIS
This section is dedicated to the convergence and stability analysis of the system (7). The
following lemmas are developed for convergence analysis.
Lemma 1: The Laplacian matrix Lout has rank as rank(Lout) = 2n− 2, and the null space is
given as N (Lout) = span{[1, 0, 1, 0, · · · , 1, 0]︸ ︷︷ ︸
,1e∈R2n
T , [0, 1, 0, 1, · · · , 0, 1]︸ ︷︷ ︸
,1o∈R2n
T}.
Proof: Defining q = c11e + c21o , qe + qo, where c1 and c2 are constants, we have
Loutq = 0. Let us examine the converse. From (4), equalizing p˙i = 0, we will show that∑
j∈Ni aijD(θi)(pi − pj) = 0 only when pi = pj . Denoting pi = (xi, yi)T , we can write∑
j∈Ni
aijD(θi)(pi − pj) =
 cos θi − sin θi
sin θi cos θi
∑
j∈Ni
aij
 xi − xj
yi − yj

=
 cos θi − sin θi
sin θi cos θi
 ∑j∈Ni aij(xi − xj)∑
j∈Ni aij(yi − yj)
 (8)
Since the matrix D(θi) is non-singular, in order to get p˙i = 0, we only need to have
∑
j∈Ni aij(xi−
xj) = 0 and
∑
j∈Ni aij(yi − yj) = 0, which is the consensus in x-component and y-component
respectively. Consequently, it proves that rank(Lout) = 2n− 2.
Lemma 2: The set of eigenvalues of Lout contains only two zero eigenvalues corresponding
to eigenvectors span{1e} and span{1o} respectively.
Proof: The Laplacian matrix is given as
Lout =

∑
j∈N1 a1jD(θ1) −a12D(θ1) −a13D(θ1) · · · −a1nD(θ1)
−a21D(θ2)
∑
j∈N2 a2jD(θ2) −a23D(θ2) · · · −a2nD(θ2)
...
...
−an1D(θn) · · ·
∑
j∈Nn anjD(θn)
 (9)
Defining mi =
∑n
j=1 aij , we can see that for each row vector, it has its diagonal component
as mi cos θi and off diagonal components as −mi sin θi, aij sin θi, and −aij cos θi, ∀j ∈ Ni, or
mi sin θi, −aij sin θi, and aij cos θi, ∀j ∈ Ni. Thus, the summation of elements of each row
vector is zero, which completes the proof.
It seems to be not trivial to show that all the eigenvalues of Lout are on the right-half plane
(RHP) except two zero eigenvalues when 0 < cos θi ≤ 1. The following discussion and theorem
are for this result. Let us decompose Lout as
Lout =

D(θ1) 0 0 · · · 0
0 D(θ2) 0 · · · 0
... . . .
...
0 · · · D(θn)

×

∑
j∈N1 a1jI2 −a12I2 −a13I2 · · · −a1nI2
−a21I2
∑
j∈N2 a2jI2 −a23I2 · · · −a2nI2
... . . .
...
−an1I2 · · ·
∑
j∈Nn anjI2

, blkdiag[D(θi)] · Lo , DD(θi) · Lo (10)
where DD(θi) is a block diagonal matrix and Lo = LoT is the Laplacian matrix characterizing
the topology only (let us call it topology Laplacian matrix). With the above decomposition, the
dynamics (7) is rewritten as
p˙ = −(DD(θi)Lo)p(t) (11)
Theorem 1: Let 0 < cos θi ≤ 1. Then, the system described by (7) is globally asymptotically
stable to a consensus value and eigenvalues of Lout have positive-real parts except two zero
eigenvalues.
Proof: It is clear that the topology Laplacian matrix Lo has two eigenvectors u1 and u2
correspoding to two zero eigenvalues. Let the topology Laplacian matrix Lo be decomposed
as UTLoU = diag(λ1, λ2, . . . , λ2n) where λ1 = λ2 = 0 < λ3 = λ4 ≤ . . . λ2k−1 = λ2k . . . ≤
λ2n−1 = λ2n and U = [u1, u2, u3, . . . , u2n−1, u2n] ∈ R2n×2n is the orthogonal matrix composed
of eigenvectors of Lo. Thus, we have u1 = c3qe and u2 = c4qo where c3 and c4 are constants,
and U−1 = UT . Let us define another matrix U ′ = [u3, . . . , u2n−1, u2n] ∈ R2n×(2n−2). Then, we
can have
UTLoU =
 02×2 02×2n−2
02n−2×2 (U ′)TLoU ′
 (12)
It is clear that (U ′)TLoU ′ is positive definite. Let p′ = (U ′)Tp ∈ R2n−2. Next, let us select a
Lyapunov candidate as
V = (p′)T (U ′)TLoU ′p′ (13)
The derivative is obtained as V˙ = −(p˙′)T (U ′)TLoU ′p′−(p′)T (U ′)TLoU ′p˙′ = −(p˙)TU ′(U ′)TLoU ′(U ′)Tp
−(p)TU ′(U ′)TLoU ′(U ′)T p˙. It can be shown that U ′(U ′)TLoU ′(U ′)T = Lo. Let [u1, u2] = z and
[u1, u2]
T = zT . Then, from U = [z, U ′], we have UUT = zzT + U ′U ′T = I2n×2n, which means
that U ′U ′T = I2n×2n − zzT . Hence U ′(U ′)TLoU ′(U ′)T = (I2n×2n − zzT )Lo(I2n×2n − zzT ) =
(I2n×2n − zzT )(Lo − LozzT ) = (I2n×2n − zzT )Lo = Lo − zzTLo = Lo due to Loz = 0 and
zTLo = 0. Therefore, we obtain
V˙ = −(p˙)TLop− (p)TLop˙
= −pTLoTDTD(θi)Lop− (p)TLoDD(θi)Lop
= −(Lop)T [DTD(θi) +DD(θi)] (Lop) ≤ 0 (14)
The last inequality holds since DTD(θi) + D(θi) > 0 if 0 < cos θi ≤ 1. It is now clear that
(Lop)T (DTD(θi) +DD(θi))(Lop) = 0 if and only if Lop = 0, which implies that p converges to a
consensus and does not diverge because of p˙ = 0.
The above Theorem 1 provides the condition for the consensus when 0 < cos θi ≤ 1. Let
some θi be negative as θi < 0. Then some diagonal elements of DTD(θi)+DD(θi) will be negative.
However, even with some negative diagonal elements of DTD(θi) +DD(θi), V˙ > 0 is not ensured.
Thus, even with some negative θi, the instability is not ensured. Also, the Theorem 1 does not
provide the locations of eigenvalues, which is related with the convergence characteristics. To
evaluate the location of eigenvalues, we use Gershgorin circle for block matrix [15], [16], which
is summarized as follows:
Lemma 3: Given a block matrix A = [Aij], all eigenvalues of A are contained in the set
G =
∑n
i=1 ∪Gi where Gi is the set of all λ ∈ C satisfying
‖(Aii − λI2)−1‖−1 ≤
n∑
j=1,j 6=i
‖Aij‖ (15)
Theorem 2: If agent i is misaligned as cos θi < 1, then its eigenvalues are within the circles
with center (mi cos θi,±mi sin θi) and with radius mi in the complex domain, where mi is the
cardinality of Ni.
Proof: From Lemma 3, we know that eigenvalues λi of each row block matrix satisfy the
following inequality: ∥∥∥∥∥∥
(∑
j∈Ni
aijD(θi)− λiI2
)−1∥∥∥∥∥∥
−1
≤
n∑
j∈Ni,j 6=i
‖aijD(θi)‖
⇐⇒ ∥∥(miD(θi)− λiI2)−1∥∥−1 ≤ mi‖D(θi)‖ (16)
Since singular value of a SO(2) matrix is 1, we can change the above inequality as∥∥∥∥∥
(
D(θi)− λi
mi
I2
)−1∥∥∥∥∥
−1
≤ 1
⇐⇒
∥∥∥∥∥
(
D(θi)− λi
mi
I2
)−1∥∥∥∥∥ ≥ 1 (17)
The inverse of the left-hand side can be obtained as:(
D(θi)− λi
mi
I2
)−1
=
1
1
m2i
λ2i − 2 cos θimi λi + 1
 cos θi − λimi sin θi
− sin θi cos θi − λimi

︸ ︷︷ ︸
,P
(18)
Denote λi
mi
, κi = αi + jβi and λ
∗
i
mi
, κ∗i = αi − jβi, where λ∗i is the conjugate of λi. Then,
in order to use the relationship ‖P‖ = √λmax(P ∗P ), where P ∗ is a complex conjugate of P ,
P ∗P can be obtained as:
P ∗P =
1
(κ∗2i − 2 cos θiκ∗i + 1)(κ2i − 2 cos θiκi + 1)
×
 cos θi − κ∗i − sin θi
sin θi cos θi − κ∗i
 cos θi − κi sin θi
− sin θi cos θi − κi

︸ ︷︷ ︸
,T
(19)
It is noticeable that κ∗i
2 − 2 cos θiκ∗i + 1 and κ2i − 2 cos θiκi + 1 can be decomposed as
κ∗i
2 − 2 cos θiκ∗i + 1 = (κ∗i − cos θi − j sin θi)(κ∗i − cos θi + j sin θi)
κ2i − 2 cos θiκi + 1 = (κi − cos θi + j sin θi)(κi − cos θi − j sin θi)
Then, (κ∗i
2 − 2 cos θiκ∗i + 1)(κ2i − 2 cos θiκi + 1) can be rewritten as
(κ∗i
2 − 2 cos θiκ∗i + 1)(κ2i − 2 cos θiκi + 1)
= (κ∗i − cos θi − j sin θi)(κ∗i − cos θi + j sin θi)
× (κi − cos θi + j sin θi)(κi − cos θi − j sin θi)
= (κ∗i − cos θi − j sin θi)(κi − cos θi + j sin θi)
× (κ∗i − cos θi + j sin θi)(κi − cos θi − j sin θi)
= (κ∗iκi − κ∗i cos θi + jκ∗i sin θi − κi cos θi − jκi sin θi + 1)︸ ︷︷ ︸
,ξ∗i
× (κ∗iκi − κ∗i cos θi − jκ∗i sin θi − κi cos θi + jκi sin θi + 1)︸ ︷︷ ︸
,ξi
(20)
Meanwhile the eigenvalues of T are obtained as 1− κi cos θi − κ∗i cos θi + κ∗iκi ± j(κi sin θi −
κ∗i sin θi), which are conjugate pair and equivalent to ξi or ξ
∗
i . Furthermore, we can see that
1− κi cos θi − κ∗i cos θi + κ∗iκi ± j(κi sin θi − κ∗i sin θi) = 1− 2αi cos θi + α2i + β2i ± 2βi sin θi =
(αi − cos θi)2 + (βi ± sin θi)2 ≥ 0. Thus, when λi = mi cos θi ∓ jmi sin θi, ξ∗i = 0 and ξi = 0.
Hence, except these cases, we have ξ∗i > 0 and ξi > 0. Consequently, λmax(P
∗P ) can be either
1
ξi
or 1
ξ∗i
because the eigenvalues of T are the conjugate pair. To satisfy the condition ‖P‖ ≥ 1,
it is now required to have ξi ≤ 1 or ξ∗i ≤ 1.
Since ξi = (αi−cos θi)2+(βi+sin θi)2 and ξ∗i = (αi−cos θi)2+(βi−sin θi)2, the eigenvalues
λi of (16) need to satisfy (αi− cos θi)2 + (βi + sin θi)2 ≤ 1 or (αi− cos θi)2 + (βi− sin θi)2 ≤ 1.
From λi
mi
= κi = αi + jβi, replacing λi = Reλi + jImλi, where Reλi is the real part of λi and
Imλi is the imaginary part of λi, we can have the following region for λi:
λi ∈ Rc ,
{
λ : (Reλ/mi − cos θi)2 + (Imλ/mi + sin θi)2 ≤ 1
}
⋃{
λ : (Reλ/mi − cos θi)2 + (Imλ/mi − sin θi)2 ≤ 1
}
=
{
λ : (Reλ−mi cos θi)2 + (Imλ+mi sin θi)2 ≤ m2i
}
⋃{
λ : (Reλ−mi cos θi)2 + (Imλ−mi sin θi)2 ≤ m2i
}
(21)
which completes the proof.
Corollary 1: If cos θi = 1, then all the eigenvalues of Lout are not negative, while if cos θi =
−1, all the eigenvalues of Lout are not positive.
Proof: When cos θi = 1, the center of the circle defined by (21) is (mi, 0) with radius mi.
While, with cos θi = −1 the center of the circle is (0,±mi) with radius mi.
It is noticeable that when cos θi = 1 (i.e., θi = 0), the condition (16) can be changed as∥∥(miI2 − λiI2)−1∥∥−1 ≤ mi‖I2‖ (22)
As clear by the above inequality and also by Corollary 1, λi should be ranged as 0 ≤ λi ≤ 2mi
with real part only. Using the above result, we may find more precise region for eigenvalues
when 0 ≤ cos θi ≤ 1, which is summarized in the following theorem. For the theorem, we use
some properties of matrix norm such as
‖D(θi)A‖ =
√
λmax(A∗D(θi)∗D(θi)A) =
√
λmax(A∗A)
= ‖A‖ = ‖D(θi)‖‖A‖ and ‖D(θi)‖−1 = ‖D(θi)−1‖ (23)
where D(θi) ∈ SO(2).
Corollary 2: The condition (22), which is for θi = 0, is satisfied if
∥∥(miD(θi)−D(θi)λiI2)−1∥∥−1 ≤
mi‖D(θi)‖ with 0 ≤ λi ≤ 2mi.
Proof: From the following relationship, the if condition is direct.∥∥(miD(θi)−D(θi)λiI2)−1∥∥−1 ≤ mi‖D(θi)‖
=⇒ ∥∥D(θi)−1 (miI2 − λiI2)−1∥∥−1 ≤ mi‖D(θi)‖
=⇒ ‖D(θi)−1‖−1
∥∥(miI2 − λiI2)−1∥∥−1 ≤ mi‖D(θi)‖
=⇒ ‖D(θi)‖
∥∥(miI2 − λiI2)−1∥∥−1 ≤ mi‖D(θi)‖
=⇒ ∥∥(miI2 − λiI2)−1∥∥−1 ≤ mi‖I2‖
However, unfortunately, the only if condition is not satisfied due to the following relationship,
with ψi 6= θi: ∥∥(miD(ψi)−D(ψi)λiI2)−1∥∥−1 ≤ mi‖D(θi)‖
=⇒ ∥∥D(ψi)−1 (miI2 − λiI2)−1∥∥−1 ≤ mi‖D(θi)‖
=⇒ ∥∥(miI2 −D(ψi)λiI2)−1∥∥−1 ≤ mi‖I2‖
From Theorem 1, it is now confirmed that the eigenvalues of Lout are on the right-half plane
except two zero eigenvalues when 0 < cos θi ≤ 1, ∀i ∈ V . Thus, by combining Theorem 1 and
Theorem 2, we can make the following theorem:
Theorem 3: When 0 < cos θi ≤ 1, ∀i ∈ V , the eigenvalues of Lout, i.e., λi, are placed as
λi ∈ Rc
⋂
{λ : Re(λ) > 0} (24)
while, when −1 ≤ cos θi < 0, ∀i ∈ V , the eigenvalues are placed as
λi ∈ Rc
⋂
{λ : Re(λ) < 0} (25)
Furthermore, when cos θi = 0, ∀i ∈ V , all the eigenvalues are located on the imaginary axis.
Proof: The case of (24) is direct by Theorem 1 and Theorem 2. For the case of (25), let
pi
2
< θi ≤ pi. Then, θi = pi2 + θ′, where 0 < θ′ ≤ pi2 . Thus, we can have
D(θi) = D(pi/2 + θ
′) =
 cos(pi/2 + θ′) − sin(pi/2 + θ′)
sin(pi/2 + θ′) cos(pi/2 + θ′)

=
 − sin(θ′) − cos(θ′)
cos(θ′) − sin(θ′)
 = −
 sin(θ′) cos(θ′)
− cos(θ′) sin(θ′)
 (26)
Likewise, when −pi ≤ θi < −pi2 , we have θi = −pi2 + θ′, where −pi2 ≤ θ′ < 0. Thus, we have
D(θi) = D(−pi/2 + θ′) =
 sin(θ′) cos(θ′)
− cos(θ′) sin(θ′)
. Thus, based on the analysis of Theorem 1,
we can see that the signs of real parts of eigenvalues when −1 ≤ cos θi < 0, ∀i ∈ V are
reversed from the signs of real parts of eigenvalues when 0 < cos θi ≤ 1, ∀i ∈ V . Lastly,
when cos θi = 0, ∀i ∈ V , due to D(θi = pi/2) = D(θj = pi/2), ∀i, j ∈ V , we can have
Lout = D(pi/2) ⊗ Lo, where ⊗ is the Kronecker product. Using the eigenvalue property of
Kronecker product, we can see that all of the eigenvalues of Lo are rotated by ±pi/2. Thus,
when cos θi = 0, ∀i ∈ V , eigenvalues are placed on the imaginary axis.
Remark 1: Let us divide the nodes as V = V+
⋃V−, in which it holds 0 < cos θi ≤ 1, ∀i ∈
V+ and −1 ≤ cos θi ≤ 0 ∀i ∈ V−. Let us suppose that V+ is a non-empty set and V− is also a
non-empty set. In this case, it is hard to estimate the locations of eigenvalues analytically. From
a number of numerical tests, in certain conditions, all the eigenvalues still could be located in
the RHP, while in most cases, there were eigenvalues located in the LHP.
As a special case of Theorem 3, when the misaligned orientation angles are equivalent as
θi = θj = θ, i 6= j and 0 < cos θi = cos θ, we can have the following result, which was also
studied in Corollary 3.3 of [6],
Corollary 3: When θi = θj = θ, i 6= j and 0 < cos θi, ∀i, the consensus is achieved, with
eigenvalues of Lo rotated by angles θ and −θ respectively.
Remark 2: When θi 6= 0, the Laplacian matrix Lout has complex eigenvalues; so the tra-
jectories of agents may exhibit behaviors of stable or unstable focus, which requires more
complicated convergence behaviors. Also the average consensus is no more ensured due to∑n
i=1 p˙i =
∑n
i=1
[∑
j∈Ni aijD(θi)(pi − pj)
]
6= 0 before converging to a common value.
Related with Remark 2, we can see that the consensus point is a function of rotated initial
positions of agents and magnitudes of rotation angles θi. Let the topology Laplacian matrix be
changed as Lo = L⊗ I2, where L is the normal Laplacian matrix for a connected graph. Then,
(11) is changed as
p˙ = −DD(θi)(L ⊗ I2)p(t) (27)
The Laplacian matrix L satisfies vTL = 0, where v = (1, 1, . . . , 1)T ∈ Rn is the vector with all
elements being 1. Now, we can have the following theorem.
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Fig. 3. Four case of example 1: According to angles θ1 and θ2, the consensus may be not achieved; or the average consensus
cannot be ensured.
Theorem 4: Let 0 < cos θi for all i ∈ V , and let the initial positions be denoted as pi(0) and
the final consensus point as p(tf ). Then, p(tf ) is computed as pfinal = Y (θ1, . . . , θn)
∑n
i=1D(θi)
Tpi(0)
where Y (θ1, . . . , θn) is a 2× 2 matrix that is a function of θi.
Proof: From (27), it follows that
(vT ⊗ I2)DTD(θi)p˙ = −(vT ⊗ I2)DTD(θi)DD(θi)(L ⊗ I2)p(t)
= −(vTL ⊗ I2)p(t) = 0 (28)
which means that (vT ⊗ I2)DTD(θi)p(tf ) = (vT ⊗ I2)DTD(θi)p(0) =
∑n
i=1D(θi)
Tpi(0). When
a consensus is achieved as pfinal at t = tf , we have p(tf ) = (pfinal
T
, pfinal
T
, . . . , pfinal
T
)T .
Let W , (vT ⊗ I2)DTD(θi) ∈ R2×2n. Then, we can write (vT ⊗ I2)DTD(θi)p(tf ) at consensus as
(
∑n
i=1W1:2,2i−1:2i)p
final, where W1:2,2i−1:2i is the 2×2 matrix composing of (2i−1)-th and 2i-th
column vectors. Thus, the consensus value is obtained as pfinal = (
∑n
i=1W1:2,2i−1:2i)
−1∑n
i=1D(θi)
Tpi(0),
where
∑n
i=1W1:2,2i−1:2i is nonsingular if 0 < cos θi for all i ∈ V . Note that Y (θ1, . . . , θn) =
(
∑n
i=1W1:2,2i−1:2i)
−1, which completes the proof.
IV. EXAMPLES
A. Example 1: Two agents
1) Case 1: With θ1 = θ2 = 0: Let us consider the traditional consensus with θ1 = θ2 = 0.
Agents may try to reach each other along the line connecting two agents. This case is depicted in
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Fig. 4. Example 1: Case 1. The circles are initial positions and the triangles are final positions.
Fig. 3(a). The eigenvalues of Lout are 0, 0, 2, 2. Fig. 4 shows the simulation results. As expected,
the agents are approaching directly.
2) Case 2: With 0 < |θ1|, |θ2| < pi/2: Let us consider the case depicted in Fig. 3(b). With
θ1 = pi/4 and θ2 = pi/4, we have eigenvalues as 0, 0, 1.414 ± j1.414. Thus, the consensus
will be achieved well. However, due to the pair of the complex conjugate eigenvalues, the
convergence property would be more complicated. Meanwhile, with θ1 = pi/4 and θ2 = −pi/4,
the eigenvalues are obtained as 0, 0, 1.414213562373095, 1.414213562373095. In this case, since
we have only real eigenvalues, the movements may be on the straight lines. But as expected
in Fig. 3(b), the average consensus may be not achieved because agents do not move toward
the center of the initial positions. As shown in the right-top of Fig. 5, although a consensus is
achieved, it is not average. Similarly, with θ1 = pi/4 and θ2 = −pi/3, we have the eigenvalues as
0, 0, 1.20710678 1865 8± j0.1589186 2597891. But, due to θ1 6= θ2, the average consensus is
not achieved as shown in the left-bottom of Fig. 5. Likewise, with θ1 = pi/2.5 and θ2 = −pi/2.2
that gives the eigenvalues as 0, 0, 0.451331832648233 ± j0.038764925585779, the consensus
point is far away from the initial positions. It is drawn in the right-bottom of Fig. 5.
3) Case 3: With pi/2 ≤ θ1 < pi and 0 < θ2 ≤ pi/2: It is the case depicted in Fig. 3(c). Let us
first simulate with θ1 = pi/2 and θ2 = −pi/2. Since the agents are forced to the same direction,
as expected, they are moving in parallel (see the left-top of Fig. 6). With θ1 = pi/2 + pi/4
and θ2 = −pi/2, we have the eigenvalues as 0, 0,−0.707106781186547± j0.292893218813452.
Since it is unstable, the agents may diverge as shown in the right-top of Fig. 6. Similarly,
with θ1 = pi/2 + pi/4 and θ2 = pi/2, we have the eigenvalues as 0, 0,−0.707106781186547 ±
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Fig. 5. Example 1: Case 2. Left-top: θ1 = pi/4 and θ2 = pi/4. Right-top: θ1 = pi/4 and θ2 = −pi/4. Left-bottom: θ1 = pi/4
and θ2 = −pi/3. Right-bottom: θ1 = pi/2.5 and θ2 = −pi/2.2
j1.707106781186547. Thus, agents diverge as shown in the left-bottom of Fig. 6. But, with θ1 =
pi/2+pi/18 and θ2 = −pi/18, the eigenvalues are 0, 0, 0.811159575345278±j0.811159575345278.
In this case, the agents converge to a common value; but it is not average consensus as shown
in the right-bottom of Fig. 6.
4) Case 4: With pi/2 < θ1 < pi and pi/2 < θ2 < pi: It is the case depicted in Fig. 3(d). As
indicated in Fig. 3(d), agents do not approach each other. So, as expected, an agent is moving far
away from other as drawn in Fig. 7. We conduct simulations with θ1 = pi/2+pi/4 and θ2 = pi/2+
pi/4, which has the eigenvalues 0.0,−1.414213562373094±j1.414213562373095, and with θ1 =
pi/2+pi/4 and θ2 = −pi/2−pi/4, which has eigenvalues 0.0,−1.414213562373095,−1.414213562373095.
It is clear that agents do not approach each other, and they are diverging.
B. Example 2: Five agents
As the second example, we consider five agents 1, 2, 3, 4, 5, with connectivities a1,2 = a1,3 =
a1,4 = a1,5 = a2,3 = a3,5 = a4,5 = 1, while with other connectivities of ai,j = 0,∀i, j, i < j.
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Fig. 6. Example 1: Case 3. Left-top: θ1 = pi/2 and θ2 = −pi/2. Right-top: θ1 = pi/2 + pi/4 and θ2 = −pi/2. Left-bottom:
θ1 = pi/2 + pi/4 and θ2 = pi/2. Right-bottom: θ1 = pi/2 + pi/18 and θ2 = −pi/18
Table I shows eigenvalues for the following six cases without two zero eigenvalues.
1) Case 1: With θi = 0, it is a traditional consensus, with eigenvalues as shown in Table I.
As shown in the left-top of Fig. 8, the normal average consensus is achieved.
2) Case 2: With θ1 = pi/6, θ2 = −pi/8, θ3 = pi/9, θ4 = −pi/18, θ5 = pi/25, all the eigenvalues
have positive real parts except two zero eigenvalues. As depicted in the right-top of Fig. 8, a
consensus is achieved; but the achieved consensus is not average.
3) Case 3: θ1 = pi/2.1, θ2 = −pi/2.2, θ3 = pi/2.1, θ4 = −pi/2.05, θ5 = −pi/4. The
eigenvalues have positive real parts; but the magnitude of imaginary values is bigger than the
magnitude of real parts. Due to these large imaginary values, the convergence behavior is quite
complicated, with a consensus value different from the average value.
4) Case 4: θ1 = pi/6, θ2 = −pi/2 − pi/10, θ3 = pi/9, θ4 = −pi/18, θ5 = pi/2 + pi/10. There
are a pair of eigenvalues located in LHP (see λ3, λ4). Due to this unstable eigenvalue, one agent
is moving away from the consensus value (see the right-middle of Fig. 8).
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Fig. 7. Example 1: Case 4. Left: θ1 = pi/2 + pi/4 and θ2 = pi/2 + pi/4. Right: θ1 = pi/2 + pi/4 and θ2 = −pi/2− pi/4
TABLE I
EIGENVALUES OF EXAMPLE 2
Case λ3, λ4 λ5, λ6 λ7, λ8 λ9, λ10
Case 1 1.5857, 1.5857 3.0, 3.0 4.4142, 4.4142 4.9999, 4.9999
Case 2 1.6200 ± j0.3811 2.9079 ± j0.0925 4.1838 ± j0.6911 4.3651 ± j2.0720
Case 3 0.2450 ± j1.7599 0.3534 ± j4.4676 0.7608 ± j0.7615 1.6463 ± j2.5883
Case 4 -0.0459 ± j1.4534 0.1489 ± j2.9940 2.3166 ± j0.1147 4.2881 ± j1.9744
Case 5 0.2908 ± j3.8587 1.5750 ± j0.0556 3.2627 ± j0.2168 3.8875 ± j0.7951
Case 6 -0.5307 ± j3.6955 1.5857, 1.5857 3.0, 3.0 4.4142, 4.4142
5) Case 5: θ1 = pi/1.8, θ2 = pi/18, θ3 = 0, θ4 = −pi/18, θ5 = −pi/8. The eigenvalues have
positive real parts. But, all the eigenvalues have imaginary values. So, the convergence may take
a time and the transient behaviors are quite complicated. See the left-bottom of Fig. 8.
6) Case 6: θ1 = pi/2 + pi/8, θ2 = 0, θ3 = 0, θ4 = 0, θ5 = 0. Although most of eigenvalues
are positive real, when an agent that has large connections is misaligned to unstable region, the
overall system becomes easily unstable as drawn in right-bottom of Fig. 8.
C. Example 3: Three agents under complete graph
We consider the three agents under complete graph. But for a simplicity, we suppose that
agent 1 has misaligned orientation as θ1 and agents 2 and 3 have the same misalignment angles
as θ2 = θ3. Let us first consider θ1 = pi/1.9 and θ2 = θ3 = −pi/3. As shown in the left plots
of Fig. 9, the agents converge to a common point although cos θ1 < 0. But the converged point
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Fig. 8. Example 2: Left-top (Case -1): θi = 0. Right-top (Case -2): θ1 = pi/6, θ2 = −pi/8, θ3 = pi/9, θ4 = −pi/18,
θ5 = pi/25. Left-middle (Case -3): θ1 = pi/2.1, θ2 = −pi/2.2, θ3 = pi/2.1, θ4 = −pi/2.05, θ5 = −pi/4. Right-middle (Case
-4): θ1 = pi/6, θ2 = −pi/2−pi/10, θ3 = pi/9, θ4 = −pi/18, θ5 = pi/2+pi/10. Left-bottom (Case -5): θ1 = pi/1.8, θ2 = pi/18,
θ3 = 0, θ4 = −pi/18, θ5 = −pi/8. Right-bottom (Case -6): θ1 = pi/2 + pi/8, θ2 = 0, θ3 = 0, θ4 = 0, θ5 = 0.
is not a average value of initial positions. Next, we slightly change θ1 as θ1 = pi/1.6 with the
same θ2 = θ3 = −pi/3. The right plots of Fig. 9 show the trajectories of agents; but in this case,
the agents diverge.
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Fig. 9. Example 3: Left: θ1 = pi/1.9 and θ2 = θ3 = −pi/3. Right: θ1 = pi/1.6 and θ2 = θ3 = −pi/3
V. DISCUSSIONS
As analyzed in Section III, even with orientation misalignments, the consensus could be
achieved if −pi/2 < θi < pi/2 and the consensus cannot be achieved if cos θi < 0, ∀i ∈ V .
Also it was shown that the average consensus is no more ensured when some agents have the
orientation misalignments. As remarked in Remark 1, when some agents have θi ≤ 0 and some
agents have θi ≥ 0, it is difficult to develop a general result for consensus or non-consensus.
With only two agents, as shown in Fig. 6, when θ1 = pi/2 and θ2 = −pi/2, the agents diverge to
infinity. Also with θ1 = 3pi/4 and θ2 = −pi/2, or θ1 = 3pi/4 and θ2 = pi/2, agents diverge. But,
with θ1 = pi/2+pi/18 and θ2 = −pi/18, a consensus was achieved. From these illustrations, it is
now observed that when two control input vectors, i.e., −D(θ1)(p1− p2) and −D(θ2)(p2− p1),
are directing opposite directions, the consensus is not achieved (also shown in Fig. 7). But, it
is still hard to generalize the results. From the example with five agents, it was also confirmed
that the consensus could be achieved if −pi/2 < θi < pi/2 as illustrated in example 2-case 2
and example 2-case 3. But, in example 2-case 4, when agents 2 and 5 have θ2 < 0 and θ5 < 0,
respectively, the consensus is not achieved. But, even when again 1 in example 2-case 5 has
θ1 < 0, the consensus is achieved, although in case 6, the consensus was not achieved. Thus, it
is clear that the conditions developed in Theorem 3 are sufficient conditions.
Obviously the exact condition for a consensus can be achieved by examining eigenvalues of
Lout directly. Since the Laplacian matrix Lout is a function of network topology and misaligned
orientation angles θi, it seems difficult to find the exact locations of eigenvalues (i.e., exact
consensus condition) for general graphs. So, for general graphs, the regions defined by Theorem 3
seem to be best in terms of designing a consensus controller. For example, for two agents,
the Laplacian matrix Lout has eigenvalues as 0, 0, (cos θ1 + cos θ2)± j(sin θ1 + sin θ2). Thus, a
consensus is achieved if and only if 0 < cos θ1+cos θ2, which is well coincident with the example
1 of Subsection IV-A. For three agents under a complete graph in Subsection IV-C, let us suppose
that agent 1 has misaligned orientation as θ1 and agents 2 and 3 have the same misalignment
angles as θ2 = θ3. Then, the eigenvalues of Lout are 0, 0, 3 cos θ2 ± 3j sin θ2, 2 cos θ1 + cos θ2 ±
j(2 sin θ1 + sin θ2). So, if and only if −pi/2 < θ2 < pi/2 and 2 cos θ1 + cos θ2 > 0, the consensus
could be achieved. This analysis is well matched to the simulations given in Subsection IV-
C. However, it is hard to estimate the locations of eigenvalues of general graphs. Hence, it
would be recommended to use the sufficient conditions developed in Theorem 3 for a designing
purpose. That is, it is highly recommended to ensure the orientation misalignment errors as
−pi/2 < θi < pi/2.
VI. CONCLUSION
This paper has presented a consensus problem under misalignments of orientations of agents.
The three scenarios motivating the misalignment problems, depicted in Fig. 2, are misaligned
orientation errors of local frames, biases in control directions or in sensing directions, and
misalignment errors of virtually aligned coordinate frames. We have provided conditions for
consensus and added some more analysis related with stability. The locations of eigenvalues
have been roughly evaluated by using Gershgorin circle for a block matrix. From the existence
of complex eigenvalues locating closely to the imaginary axis, the behaviors of agents are shown
to be quite complicated. Also, it was illustrated that the converged consensus point could be quite
away from the average of initial positions. Thus, it is highly required to have small misalignment
errors; otherwise, the convergence time could be huge and the trajectories of agents become quite
complicated. It seems difficult to find exact consensus condition for general graphs. Although
we have presented only sufficient conditions, we believe that the conditions could be utilized for
a design purpose nicely. In our future efforts, we would be focused on estimating the locations
of eigenvalues more tightly in a distributed way.
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