Eigenvalues of tridiagonal Hermitian Toeplitz matrices with
  perturbations in the off-diagonal corners by Grudsky, Sergei M. et al.
Eigenvalues of tridiagonal Hermitian Toeplitz matrices
with perturbations in the off-diagonal corners
Sergei M. Grudsky, Egor A. Maximenko, Alejandro Soto-Gonza´lez
September 4, 2020
Abstract
In this paper we study the eigenvalues of Hermitian Toeplitz matrices with the
entries 2,−1, 0, . . . , 0,−α in the first column. Notice that the generating symbol de-
pends on the order n of the matrix. If |α| ≤ 1, then the eigenvalues belong to [0, 4]
and are asymptotically distributed as the function g(x) = 4 sin2(x/2) on [0, pi]. The
situation changes drastically when |α| > 1 and n tends to infinity. Then the two
extreme eigenvalues (the minimal and the maximal one) lay out of [0, 4] and converge
rapidly to certain limits determined by the value of α, whilst all others belong to [0, 4]
and are asymptotically distributed as g. In all cases, we transform the characteristic
equation to a form convenient to solve by numerical methods, and derive asymptotic
formulas for the eigenvalues.
Keywords: eigenvalue, tridiagonal matrix, Toeplitz matrix, perturbation, asymptotic
expansion.
MSC (2010): 15B05, 15A18, 41A60, 65F15, 47A55.
1 Introduction
Toeplitz matrices appear naturally in the study of shift-invariant models with zero bound-
ary conditions. The general theory of such matrices is explained in the books and re-
views [6, 7, 8, 11, 14, 15]. Efficient formulas for the determinants of banded symmet-
ric Toeplitz matrices were found in [20, 12]. The determinants, minors, cofactors, and
eigenvectors of banded Toeplitz matrices were recently expressed in terms of skew Schur
polynomials, see [1, 17]. The individual behavior of the eigenvalues of Hermitean Toeplitz
matrices was investigated in [2, 3, 4, 5, 10].
Determinants of non-singular Toeplitz matrices with low-rank perturbations were stud-
ied in [6]. The eigenvalues and eigenvectors of tridiagonal Toeplitz matrices with some
special perturbations on the diagonal corners are computed in [9, Section 1.1] and [18].
The determinants and inverses of a family of non-symmetric tridiagonal Toeplitz matrices
with perturbed corners are computed in [22].
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Yueh and Cheng [24] considered the tridiagonal Toeplitz matrices with four perturbed
corners. Using the techniques of finite differences they derived the characteristic equation
in a trigonometric form and formulas for the eigenvectors, in terms of the eigenvalues. For
some special values of the parameters, they computed explicitly the eigenvalues. Unlike
the present paper, [24] deals with arbitrary complex coefficients and does not contain the
analysis of the localization of the eigenvalues nor approximate formulas for the eigenvalues.
In this paper we study the spectral behavior of one family of Hermitean tridiagonal
Toeplitz matrices with perturbations at the entries (n, 1) and (1, n), where n is the order of
the matrix. For every α in C and every natural number n ≥ 3 we denote by Aα,n the n×n
Toeplitz matrix generated by the following function which depends on the parameters α
and n:
−αt−n+1 − t−1 + 2− t− αtn−1. (1)
After the change of variable t = exp(ix), the generating symbol results in
hα,n(x) = 4 sin
2(x/2)− 2 Re(α ei(n−1)x).
For example, if n = 6,
Aα,6 =

2 −1 0 0 0 −α
−1 2 −1 0 0 0
0 −1 2 −1 0 0
0 0 −1 2 −1 0
0 0 0 −1 2 −1
−α 0 0 0 −1 2
 .
Such matrices may appear in the study of one-dimensional shift-invariant models on a
finite interval, with some special interactions between the extremes of the interval.
For α = 0, the matrix Aα,n is the well studied tridiagonal Toeplitz matrix with the
symbol g := h0,n, i.e.
g(x) := 4 sin2(x/2). (2)
The characteristic polynomial of A0,n is det(λIn−A0,n) = Un((λ− 2)/2), where Un is the
nth Chebyshev polynomial of the second type, and the eigenvalues of A0,n are g(jpi/(n+1)),
1 ≤ j ≤ n. For general α, the characteristic polynomial of Aα,n can be expressed in terms
of Un and Un−2. We are able to compute the eigenvalues of Aα,n explicitly only for
|α| = 1 or α = 0. For |α| 6= 1, applying an appropriate trigonometric or hyperbolic change
of variable, we describe the localization of the eigenvalues, transform the characteristic
equation to a form that can be solved by the fixed point iteration, and get asymptotic
formulas.
It turns out that the cases |α| < 1 (“weak perturbations”) and |α| > 1 (“strong
perturbations”) are essentially different: if |α| > 1, then the extreme eigenvalues go outside
the interval [0, 4] and need a special treatment. Below we present the corresponding
results separately, starting with the simpler case |α| < 1. In Sections 3 and 5 we give the
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corresponding proofs. The case |α| = 1 can be viewed as a limit of the case |α| < 1, but
the results in this case are much simpler, see Section 4. Finally, in Section 6 we discuss
some numerical tests.
2 Main results
The matrices Aα,n are Hermitean, their eigenvalues are real, and we enumerate them in
the ascending order:
λα,n,1 ≤ λα,n,2 ≤ · · · ≤ λα,n,n.
2.1 Main results for weak perturbations
Recall that the function g is defined by (2). It strictly increases on [0, pi] taking values
from 0 to 4.
Theorem 1 (localization of the eigenvalues for weak perturbations). Let α ∈ C, |α| ≤ 1,
α /∈ {−1, 1}, and n ≥ 3. Then the matrix Aα,n has n different eigenvalues belonging to
(0, 4). More precisely, for every j in {1, . . . , n},
g
(
(j − 1)pi
n
)
< λα,n,j < g
(
jpi
n
)
. (3)
The minimal value of the generating function hα,n, for |α| ≤ 1, may be strictly negative.
So, even the inequality λα,n,1 > 0, which is a very small part of Theorem 1, is not obvious.
Theorem 1 implies that the eigenvalues of Aα,n, as n tends to ∞, are asymptotically
distributed as the values of the function g. This follows also from the theory of locally
Toeplitz sequences [21, 19, 13] or, more specifically, from Cauchy interlacing theorem, since
the matrices Aα,n are obtained from the tridiagonal Toeplitz matrices A0,n by low-rank
perturbations.
Our next goal is to transform the characteristic equation into a convenient form. For
every α in C with α /∈ {−1, 1} and every integer j we define the function ηα,j : [0, pi]→ R
by
ηα,j(x) := −2 arctan
((
(−1)j+1kα cot (x) +
√
k2α cot
2 (x) + l2α
)(−1)j)
, (4)
where
kα :=
1− |α|2
|1 + α|2 , lα :=
|1− α|
|1 + α| . (5)
In fact, ηα,j depends only on α and on the parity of j. Thus, for every α there are only
two different functions: ηα,1 and ηα,2. These functions take values in [−pi, 0]. See a couple
of examples on Figure 1.
3
0 pi
−pi
ηα,2
ηα,1
0 pi
−pi
ηα,2
ηα,1
Figure 1: Functions (4) for α = 0.7 + 0.6i (left) and α = 2 + i (right).
Motivated by (3), we use the function g as a change of variable in the characteristic
equation and put ϑα,n,j := g
−1(λα,n,j). Inequality (3) is equivalent to
(j − 1)pi
n
< ϑα,n,j <
jpi
n
. (6)
Theorem 2 (characteristic equation for weak perturbations). Let α ∈ C, |α| ≤ 1, α /∈
{−1, 1}, n ≥ 3, and 1 ≤ j ≤ n. Then the number ϑα,n,j satisfies
ϑα,n,j =
jpi + ηα,j(ϑα,n,j)
n
. (7)
In Section 3 we show that for n > N1(α), where
N1(α) :=
4(|α|+ 1)
||α| − 1| , (8)
and for 1 ≤ j ≤ n, the function in the right-hand side of (7) is contractive. Hence,
equation (7) can be solved by the fixed point iteration. Furthermore, we use (7) to derive
asymptotic formulas for the eigenvalues.
For |α| ≤ 1 and 1 ≤ j ≤ n, define λasymptα,n,j by
λasymptα,n,j := g
(
jpi
n
)
+
g′
(
jpi
n
)
ηα,j
(
jpi
n
)
n
+
g′
(
jpi
n
)
ηα,j
(
jpi
n
)
η′α,j
(
jpi
n
)
+ 12g
′′
(
jpi
n
)
ηα,j
(
jpi
n
)2
n2
.
(9)
Theorem 3 (asymptotic expansion of the eigenvalues for weak perturbations). Let α ∈ C,
|α| ≤ 1. Then there exists C1(α) > 0 such that for n large enough and 1 ≤ j ≤ n,
|λα,n,j − λasymptα,n,j | ≤
C1(α)
n3
. (10)
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In other words, Theorem 3 claims that λα,n,j = λ
asympt
α,n,j +Oα
(
1
n3
)
, where the constant
in the upper estimate of the residue term depends on α. For simplicity, we state and
justify only this asymptotic formula with three exact terms, but there are similar formulas
with more terms.
Since the eigenvectors were found in [24] for a more general matrix family, we give the
corresponding formulas in Propositions 9 and 18 without proofs.
2.2 Main results for strong perturbations
For the sake of simplicity, we decided to state the following theorems only for large values
of n. As a sufficient condition, we require n > N2(α), where
N2(α) :=
20 log(|α|+ 1)− 4 log(log(|α|))
log |α| . (11)
Theorem 4 (localization of the eigenvalues for strong perturbations). Let α ∈ C, |α| > 1,
and n ≥ N2(α). Then
λα,n,1 < 0, λα,n,n > 4,
whereas for 2 ≤ j ≤ n− 1 the eigenvalues λα,n,j belong to (0, 4) and satisfy (3).
For some α with |α| > 1 and for small values of n, the eigenvalues λα,n,1 and λα,n,n
can belong to [0, 4]. So, the condition n > N2(α) in Theorem 4 cannot be omitted.
In order to solve the characteristic equation for λ < 0 and λ > 4, we use the following
changes of variables, respectively:
g−(x) := −4 sinh2(x/2), g+(x) := 4 + 4 sinh2(x/2) (x > 0). (12)
Theorem 5 (characteristic equations for strong perturbations). Let α ∈ C, |α| > 1, and
n ≥ N2(α). Then
λα,n,1 = g−(ϑα,n,1), λα,n,n = g+(ϑα,n,n),
where ϑα,n,1 is the unique positive solution of the equation
x = arctanh
2(|α|2 − 1) tanh nx2
|α+ 1|2 tanh2 nx2 + |α− 1|2
, (13)
and ϑα,n,n is the unique positive solution of the equation
x = arctanh
2(|α|2 − 1) tanh nx2
|α+ (−1)n|2 tanh2 nx2 + |α− (−1)n|2
. (14)
For 2 ≤ j ≤ n− 1, the eigenvalues λα,n,j can be found as in Theorem 2.
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Moreover, in Section 5 we prove that the right-hand sides of (13) and (14) are con-
tractive functions on the segment
Sα :=
[
log |α|
2
,
3 log |α|
2
]
. (15)
Figure 2 shows an example. In this figure, we glued together three changes of variables
(g−, g, and g+) into one spline, using appropriate shifts or reflections.
−ϑ1
λ1
ϑ2
λ2
ϑ3
λ3
ϑ4
λ4
ϑ5
λ5
pi+ϑ6
λ6
0
pi
4
Figure 2: The points ϑα,n,j and the corresponding values of λα,n,j for α = 2 + i, n = 6.
Different scales are used for the axis.
There is another way to see the changes of variables (12): after extending g to an
entire function, g−(x) = g(ix) and g+(x) = g(pi + ix). So, the eigenvalues are obtained
by evaluating the function g at some points belonging to a piecewise linear path on the
complex plane, see Figure 3.
ϑ2 ϑ3 ϑ4 ϑ50 pi
iϑ1 pi+iϑ6
Figure 3: Points on the complex plane that yield the eigenvalues λα,n,j after applying the
function g. In this example, α = 2 + i and n = 6.
In order to describe the asymptotic behavior of the extreme eigenvalues λα,n,1 and
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λα,n,n, we introduce the following notation:
sα := |α| − 2 + 1|α| , i.e. sα =
(|α| − 1)2
|α| =
(√
|α| − 1√|α|
)2
. (16)
Theorem 6 (asymptotic expansion of the eigenvalues for strong perturbations). Let α ∈
C, |α| > 1. As n tends to infinity, the extreme eigenvalues of Aα,n converge exponentially
to −sα and 4 + sα, respectively:
|λα,n,1 + sα| ≤ C2(α)|α|n , (17)
|λα,n,n − 4− sα| ≤ C2(α)|α|n . (18)
Here C2(α) is a positive constant depending only on α. For 2 ≤ j ≤ n−1, the eigenvalues
λα,n,j satisfy the asymptotic formulas (10).
According to Theorem 6, for |α| > 1 we define λasymptα,n,j by (9) when 2 ≤ j ≤ n− 1, and
for j = 1 or j = n we put
λasymptα,n,1 := −sα, λasymptα,n,j := 4 + sα. (19)
Formulas (9) and (19) yield very efficient approximations of the eigenvalues, when n is
large enough.
Theorem 6 implies that for a fixed α with |α| > 1 and n → ∞, the number sα is the
“asymptotical lower spectral gap” and also the “asymptotical upper spectral gap” of the
matrices Aα,n, in the following sense:
lim
n→∞(λα,n,2 − λα,n,1) = 0− (−sα) = sα,
lim
n→∞(λα,n,n − λα,n,n−1) = (4 + sα)− 4 = sα.
Recall that for a sequence of Toeplitz matrices, generated by a bounded real-valued symbol
not depending on n, the eigenvalues asymptotically fill the whole interval between the
essential infimum and the essential supremum of the symbol [23]. Nevertheless, a splitting
phenomenon is known for the singular values of some sequences of non-Hermitean Toeplitz
matrices [8, Section 4.3].
3 Proofs for the case of weak perturbations
Denote by Un the Chebyshev polynomial of the second kind of degree n. It is well known
that
Un(cos(x)) =
sin((n+ 1)x
sin(x)
, Un(cosh(x)) =
sinh((n+ 1)x)
sinh(x)
. (20)
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Proposition 1. For every α, λ in C and n ≥ 3,
det(λIn −Aα,n) = Un
(
λ− 2
2
)
− |α|2Un−2
(
λ− 2
2
)
− 2(−1)n Re(α). (21)
Proof. It is well known and easy to prove (using expansion by cofactors and induction)
that Un(x) is the determinant of the tridiagonal Toeplitz matrix of the order n with the
entries 1, 2x, 1. In our notation, this means that
det(λIn −A0,n) = Un
(
λ− 2
2
)
. (22)
In order to prove (21), we use expansion by cofactors and (22).
Proposition 2. Let |α| < 1 and n ≥ 3. Then 0 and 4 are not eigenvalues of Aα,n.
Proof. Apply (21) with λ = 0 and λ = 4:
det(−Aα,n) = (−1)n
(
n(1− |α|2) + |1− α|2) ,
det(4In −Aα,n) = n(1− |α|2) + |1− (−1)nα|2.
These expressions are obviously nonzero.
If λ ∈ (0, 4), then we use the trigonometric change of variables λ = g(x) in the
characteristic polynomial.
Proposition 3. Let α ∈ C, α /∈ {−1, 1}, n ≥ 3, x ∈ (0, pi). Then
det(g(x)In −Aα,n) =
(−1)n+1|α+ 1|2 (tan2 nx2 − 2kα cot(x) tan nx2 − l2α)
1 + tan2 nx2
. (23)
Proof. We start with (21), write λ as 2 − 2 cos(x), use the parity or imparity of Un and
the trigonometric formula (20) for Un:
Un(− cos(x)) = (−1)nUn(cos(x)) = (−1)n sin((n+ 1)x)
sin(x)
.
Then
det(g(x)In −Aα,n) = (−1)
n
sin(x)
(
sin((n+ 1)x)− |α|2 sin((n− 1)x)− 2 Re(α)) . (24)
Applying the trigonometric identities
sin((n± 1)x) = sin(nx) cos(x)± cos(nx) sin(x),
sin(nx) =
2 tan nx2
1 + tan2 nx2
, cos(nx) =
1− tan2 nx2
1 + tan2 nx2
,
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and regrouping the summands, we get
det(g(x)In −Aα,n) = (−1)
n+1
1 + tan2 nx2
×
×
(
|α+ 1|2 tan2 nx
2
− 2(1− |α|2) cot(x) tan nx
2
− |α− 1|2
)
,
(25)
which is equivalent to (23).
Notice that (24), up to a nonzero factor, is a particular case of the expression that
appears in [24, eq. (3.10)].
Proposition 4. Let α ∈ C, α /∈ {−1, 1}, n ≥ 3. Then the points g(jpi/n), 1 ≤ j ≤ n− 1,
are not eigenvalues of Aα,n.
Proof. By (23), det(g(x)In −Aα,n) 6= 0 for x of the form jpi/n.
For each n ≥ 3 and 1 ≤ j ≤ n, denote by In,j the open interval
(
(j−1)pi
n ,
jpi
n
)
.
For |α| < 1, n ≥ 3, and j in Z, define uα,j : (0, pi)→ R by
uα,j(x) := kα cot(x) + (−1)j+1
√
k2α cot
2(x) + l2α. (26)
Proposition 5. Let |α| < 1, n ≥ 3, and 1 ≤ j ≤ n. Then the equation
tan
nx
2
= uα,j(x) (27)
has a unique solution in In,j, and the corresponding value g(x) is an eigenvalue of Aα,n.
Proof. For x in In,j , the expression
(−1)n+1|α+1|2
1+tan2 nx
2
takes finite nonzero values. Omitting this
factor, we consider the right-hand side of (23) as a quadratic polynomial in tan nx2 , with
coefficients depending on α and x. The roots of this quadratic polynomial are uα,1 and
uα,2. So, for x in In,j , the characteristic equation det(g(x)In − Aα,n) = 0 is equivalent to
the union of the equations
tan
nx
2
= uα,1(x), tan
nx
2
= uα,2(x).
Since kα > 0, we get uα,1(x) > 0 and uα,2(x) < 0. Furthermore, the first derivative of uα,1
and uα,2 is negative:
u′α,j(x) = −
kα
sin2(x)
(
1 +
(−1)j+1kα cot (x)√
k2α cot
2 (x) + l2α
)
< 0,
and the functions uα,1 and uα,2 are strictly decreasing on (0, pi). Their limit values are
uα,1(0
+) = +∞, uα,1(pi−) = 0, uα,2(0+) = 0, uα,2(pi−) = −∞.
For every j, the function x 7→ tan nx2 − uα,j(x) strictly increases on In,j and changes its
sign. By the intermediate value theorem, it has a unique zero on In,j . Figure 4 illustrates
the ideas of this proof.
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0 pi
−1
1
tan nx
2
uα,1
uα,2
Figure 4: Left-hand sides (black) and right-hand sides (blue) of equations (27) for α =
0.7 + 0.6i, n = 8, 1 ≤ j ≤ n. Notice that [0, pi] is divided into 8 equal subintervals, and
each subinterval corresponds to its proper equation.
Proposition 5 implies Theorems 1 and 2 for |α| < 1.
Recall that η is defined by (4). A straightforward computation yields
η′α,j(x) = −
2kα
(
1 + (−1)
j+1kα cot(x)√
k2α cot
2(x)+l2α
)(
1 + cot2(x)
)
1 +
(
(−1)j+1kα cot(x) +
√
k2α cot
2(x) + l2α
)2 . (28)
Proposition 6. Let α ∈ C, |α| 6= 1, j ∈ Z. Then each derivative of ηα,j is a bounded
function on (0, pi). In particular, for every x in (0, pi),
|η′α,j(x)| ≤
4(|α|+ 1)
||α| − 1| . (29)
Proof. By (28), η′α,j is analytic in a neighborhood of x, for any x in (0, pi). Moreover, for
0 < x < pi/2,
η′α,j(x) = −
2kα
(
1 + (−1)
j+1kα√
k2α+l
2
α tan
2(x)
)(
1 + tan2(x)
)
tan2(x) +
(
(−1)j+1kα +
√
k2α + l
2
α tan
2(x)
)2 ,
and for pi/2 < x < pi, η′α,j(x) has a similar expression, with (−1)j instead of (−1)j+1.
Hence, η′α,j has an analytic extension to a certain open set in the complex plane containing
the segment [0, pi]. Therefore, this function and all their derivatives are bounded on (0, pi).
An explicit upper bound for |η′α,j | follows directly from (28). Let us denote cot(x)
by t and explain briefly how to “supress” the unbounded factor 1 + t2 appearing in the
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numerator of (28). If (−1)k+1kαt ≥ 0, then the denominator of (28) is sufficiently large:
1 +
(
(−1)j+1kαt+
√
k2αt
2 + l2α
)2 ≥ k2αt2 + l2α ≥ k2αt2 + k2α = k2α(t2 + 1).
If (−1)kkαt ≥ 0, then a factor in the numerator of (28) is sufficiently small:
1 +
(−1)j+1kαt√
k2αt
2 + 1
=
l2α(√
k2αt
2 + l2α + (−1)jkαt
)√
k2αt
2 + l2α
≤ l
2
α
k2α(t
2 + 1)
.
In both cases, we easily obtain (29).
Let fα,n,j be the function defined on [0, pi] by the right-hand side of (7):
fα,n,j(x) :=
jpi + ηα,j(x)
n
. (30)
Proposition 7. Let |α| < 1, N1(α) be defined by (8), n > N1(α), and 1 ≤ j ≤ n. Then
fα,n,j is contractive in [0, pi], and its fixed point belongs to In,j.
Proof. Since the function ηα,j takes values in [−pi, 0] and its derivative is bounded by (29),
it is easy to see that fα,n,j(x) ∈ [0, pi] for every x in [0, pi], and
|f ′α,n,j(x)| ≤
N1(α)
n
< 1.
Moreover, the assumption |α| < 1 implies that ηα,j(0) = 0 and ηα,j(pi) = −pi. Therefore
fα,n,j(0) > 0, fα,n,j(pi) < pi.
So, if x is the fixed point of fα,n,j , then 0 < x < pi. Thus, −pi < ηα,j(x) < 0 and
x = fα,n,j(x) =
jpi + ηα,j(x)
n
∈
(
(j − 1)pi
n
,
jpi
n
)
= In,j .
In particular, this implies that the fixed point of fα,n,j coincides with ϑα,n,j .
Proposition 8. Let α ∈ C, |α| < 1. Then there exists C3(α) > 0 such that for n large
enough and 1 ≤ j ≤ n,
ϑα,n,j =
jpi
n
+
ηα,j
(
jpi
n
)
n
+
ηα,j
(
jpi
n
)
η′α,j
(
jpi
n
)
n2
+ rα,n,j , (31)
where |rα,n,j | ≤ C3(α)n3 .
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Proof. Theorem 1 assures the initial approximation ϑα,n,j = jpi/n + O(1/n). Substitute
it into the right-hand side of (7) and expand ηα,j by Taylor’s formula around jpi/n:
ϑα,n,j =
jpi + ηα,j
(
jpi
n +O
(
1
n
))
n
=
jpi
n
+
ηα,j
(
jpi
n
)
n
+Oα
(
1
n2
)
.
Iterate once again in (7):
ϑα,n,j =
jpi + ηα,j
(
jpi
n +
ηα,j( jpin )
n +Oα
(
1
n2
))
n
.
Expanding ηα,j around jpi/n with two exact term and estimating the residue term with
Proposition 6 we obtain the desired result.
Theorem 3 follows from Proposition 8: we just evaluate g at the expression (31) and
expand it by Taylor’s formula around jpi/n. See [2] for a more general scheme.
The next proposition can be seen as a particular case of [24], therefore we do not
include the proof.
Proposition 9 (the eigenvectors for weak perturbations). Let α ∈ C, |α| < 1, n ≥ 3,
1 ≤ j ≤ n. Then the vector vα,n,j =
[
vα,n,j,k
]n
k=1
with components
vα,n,j,k := sin(kϑα,n,j) + α sin((n− k)ϑα,n,j) (32)
is an eigenvector of the matrix Aα,n associated to the eigenvalue λα,n,j.
4 Case |α| = 1
For |α| = 1, the eigenvalues of Aα,n can be computed explicitly.
Proposition 10. Let α ∈ C, |α| = 1, α 6= ±1, n ≥ 3, and 1 ≤ j ≤ n. Then λα,n,j =
g(ϑα,n,j), where
ϑα,n,j =
jpi
n
− 2
n
arctan
(
l(−1)
j
α
)
. (33)
Furthermore, ϑα,n,j ∈ In,j, and the vector with components (32) is an eigenvector of Aα,n
associated to λα,n,j.
Proof. The condition about α implies that kα = 0. In this case, the functions ηα,1 and
ηα,2 are just constants:
ηα,j(x) = −2 arctan
(
l(−1)
j
α
)
,
and the characteristic equation (7) simplifies to the direct formula (33).
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Proposition 10 implies Theorems 1, 2, and 3, in the case |α| = 1 and α 6= ±1.
For α = ±1, the situation is different: the definition of ηα,j does not make sense, each
number ϑα,n,j coincides with one of the extremes of In,j , and most of the eigenvalues are
double.
Proposition 11. Let α = 1, n ≥ 3, and 1 ≤ j ≤ n. Then λ1,n,j = g(ϑ1,n,j), where
ϑ1,n,j =
(
j − 1− (−1)
j
2
)
pi
n
=

2qpi
n
, j = 2q,
2qpi
n
, j = 2q + 1.
(34)
The vector v1,n,j = [v1,n,j,k]
n
k=1 with components
v1,n,j,k := sin
(
kϑ1,n,j +
(1− (−1)j)pi
4
)
=

sin
2kqpi
n
, j = 2q,
cos
2kqpi
n
, j = 2q + 1,
(35)
is an eigenvector of A1,n associated to λ1,n,j.
Proof. The numbers ϑ1,n,j can be found by passing to the limit α → 1− in (7). The
equalities A1,nv1,n,j = λ1,n,jv1,n,j are easy to verify directly.
The formulas for the eigenvalues of A1,n also follow from the theory of circulant ma-
trices, since the matrix A1,n is circulant. Notice that
λ1,n,1 < λ1,n,2 = λ1,n,3 < λ1,n,4 = λ1,n,5 < . . . ,
i.e. each of the eigenvalues λ1,n,2, λ1,n,4, etc. is double and has two linearly independent
eigenvectors.
Proposition 12. Let α = −1, n ≥ 3, and 1 ≤ j ≤ n. Then λ−1,n,j = g(ϑ−1,n,j), where
ϑ−1,n,j =
(
j − 1 + (−1)
j
2
)
pi
n
=

(2q − 1)pi
n
, j = 2q − 1,
(2q − 1)pi
n
, j = 2q.
(36)
The vector v−1,n,j = [v−1,n,j,k]nk=1 with components
v−1,n,j,k := sin
(
kϑ−1,n,j +
(1 + (−1)j)pi
4
)
=

sin
k(2q − 1)pi
n
, j = 2q − 1,
cos
k(2q − 1)pi
n
, j = 2q,
(37)
is an eigenvector of A−1,n associated to λ−1,n,j.
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Proof. Similar to the proof of Proposition 11.
By Proposition 12,
λ−1,n,1 = λ−1,n,2 < λ−1,n,3 = λ−1,n,4 < . . . ,
i.e. each of the eigenvalues λ−1,n,1, λ−1,n,3, etc. is double and has two linearly independent
eigenvectors.
5 Proofs for the case of strong perturbations
Let us show that for |α| > 1, n large enough and 2 ≤ j ≤ n− 1, the situation is nearly the
same as in Proposition 7. Recall that N1(α) and fα,n,j are defined by (8) and (30).
Proposition 13. Let |α| > 1, n > N1(α), and 2 ≤ j ≤ n − 1. Then fα,n,j is contractive
on [0, pi]. If x is the fixed point of fα,n,j, then x ∈ In,j, and g(x) is an eigenvalue of Aα,n.
Proof. Inequality (29) and the assumption n ≥ N1(α) imply that fα,n,j is contractive on
[0, pi]. Unlike in the case of weak perturbations, in the case |α| > 1 we have
ηα,j(0) = −pi, ηα,j(pi) = 0. (38)
Now the condition 2 ≤ j ≤ n− 1 assures that 0 and pi are not fixed points of fα,n,j :
fα,n,j(0) =
jpi − pi
n
> 0, fα,n,j(pi) =
jpi + 0
n
< pi.
Let x be the fixed point of fα,n,j . Then 0 < x < pi. Hence −pi < ηα,j(x) < 0 and
x = fα,n,j(x) ∈ In,j .
Proposition 14. Let |α| > 1 and n > N1(α). Then 0 and 4 are not eigenvalues of Aα,n.
Proof. Formulas from the proof of Proposition 2 and the assumption n > N1(α) easily
imply that det(λIn −Aα,n) 6= 0 for λ ∈ {0, 4}.
If |α| > 1 and n ≥ N1(α), then the functions fα,n,1 and fα,n,n are contractive, but their
fixed points are 0 and pi. The corresponding values of g, i.e. the points 0 and 4, are not
eigenvalues of Aα,n. Hence, for |α| > 1 and n large enough, the trigonometric change of
variables λ = g(x) with real x allows us to find only n−2 eigenvalues. In order to find the
eigenvalues outside of [0, 4], we will use the change of variables λ = g−(x) or λ = g+(x),
defined by (12).
Proposition 15. For x > 0 and λ = g−(x), the equation det(λIn−Aα,n) = 0 is equivalent
to
tanh(x) =
2(|α|2 − 1) tanh nx2
|α+ 1|2 tanh2 nx2 + |α− 1|2
. (39)
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For x > 0 and λ = g+(x), the equation det(λIn −Aα,n) = 0 is equivalent to
tanh(x) =
2(|α|2 − 1) tanh nx2
|α+ (−1)n|2 tanh2 nx2 + |α− (−1)n|2
. (40)
Proof. For λ = g−(x) = 2 − 2 cosh(x), we apply (21) and (20). After some simple trans-
formations,
det(g−(x)In −Aα,n) = (−1)
n
1− tanh2 nx2
(
|α+ 1|2 tanh2 nx
2
− 2(|α|2 − 1) tanh nx
2
coth(x) + |α− 1|2
)
.
(41)
This expression for the characteristic polynomial yields (39). The proof of (40) is analo-
gous.
Remark 1. In formula (25), tan nx2 is rapidly oscillating and cot(x) is much slower, therefore
we solve (25) for tan nx2 . The situation in (41) is different: if x is separated from zero and n
is large enough, then tanh nx2 is almost a constant, and we prefer to solve (41) for tanh(x).
In what follows, we restrict ourselves to the analysis of the equation (39), because (40)
is similar. Define ψα : [0, 1]→ [0,+∞) by
ψα(t) :=
2(|α|2 − 1)t
|α+ 1|2t2 + |α− 1|2 . (42)
Notice that
ψα(1) =
2(|α|2 − 1)
|α+ 1|2 + |α− 1|2 =
|α|2 − 1
|α|2 + 1 = tanh(log |α|). (43)
We are going to construct explicitly a left neighborhood of 1 where the values of ψα are
close enough to tanh(log |α|).
Lemma 1. Let |α| > 1. Then for every t with
1− |α| − 1
(|α|+ 1)3 ≤ t ≤ 1, (44)
the following inequalities hold:
|ψ′α(t)| ≤ 1, (45)
tanh
log |α|
2
≤ ψα(t) ≤ tanh 3 log |α|
2
, (46)
1− ψ2α(t) ≥
2
(|α|+ 1)3 . (47)
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Proof. The proof is quite elementary, therefore we will only mention the main steps.
Assumption (44) implies that
1− t2 ≤ 2(|α| − 1)
(|α|+ 1)3 , |α+ 1|
2t2 + |α− 1|2 ≥ 2(|α|
3 + |α|2 + 2)
|α|+ 1 .
With these estimates we obtain (45). After that, the mean value theorem and (43) pro-
vide (46). Inequality (47) follows from (46).
Recall that N2(α) and Sα are given by (11) and (15). Define hα,n on Sα as the right-
hand side of (13):
hα,n(x) := arctanh
2(|α|2 − 1) tanh nx2
|α+ 1|2 tanh2 nx2 + |α− 1|2
.
Proposition 16. Let α ∈ C, |α| > 1, and n > N2(α). Then hα,n is contractive on Sα,
and its fixed point is the solution of (39).
Proof. We represent hα,n as the following composition:
hα,n(x) = arctanh
(
ψα
(
tanh
nx
2
))
.
For x in Sα, denote tanh
nx
2 by t. Then
1− t ≤ 2e−nx ≤ 2e−N2(α) log |α|2 < |α| − 1
(|α|+ 1)3 .
Therefore, by (47) we have ψα(tanh
nx
2 ) < 1, and the definition of hα,n makes sense.
By (46), hα,n takes values in Sα. Estimate from above the derivative of hα,n using (47),
(45), and the elementary inequality ue−u ≤ 1/e:
|h′α,n(x)| ≤
|ψ′α(t)|
1− ψ2α(t)
· n
2 cosh2 nx2
≤ (|α|+ 1)3ne−nx
≤ (|α|+ 1)3ne−n log |α|2 = (|α|+ 1)3ne−n log |α|4 e−n log |α|4
≤ (|α|+ 1)3 · 4
log |α| ·
log |α|
(|α|+ 1)5 =
4
(|α|+ 1)2 < 1.
Obviously, the fixed point of hα,n is the solution of (13) and (39).
At the moment, we have proven Theorems 4 and 5. Asymptotic formulas for λα,n,j
with |α| > 1 and 2 ≤ j ≤ n− 1 can be justified in the same manner as for |α| < 1, and we
are left to prove the exponential convergence (17) and (18).
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Proposition 17. Let |α| > 1 and C4(α) := |α|3e
|α|3
log |α| . Then for all n ≥ N2(α)∣∣ϑα,n,1 − log |α|∣∣ ≤ C4(α)|α|n . (48)
Proof. For brevity, put x = ϑα,n,1. Apply the mean value theorem to ψα, taking into
account (45):∣∣tanh(x)− tanh(log |α|)∣∣ = ∣∣∣ψα (tan nx
2
)
− ψα(1)
∣∣∣ ≤ 1− tan nx
2
≤ 2e−nx.
On the other hand, apply the mean value theorem to tanh:
| tanh(x)− tanh(log |α|)| ≥
∣∣x− log |α|∣∣
cosh2 3 log |α|2
≥ 2|α|3
∣∣x− log |α|∣∣.
From this chain of inequalities,
|x− log |α|| ≤ |α|3e−nx. (49)
We already know from Proposition 16 that x ≥ log |α|2 . Thus,
x ≥ log |α| − |α|3e−n log |α|2 .
Using the elementary inequality ue−u ≤ 1/e we get
nx ≥ n log |α| − |α|3 ne−n log |α|2 ≥ n log |α| − |α|
3
log |α| . (50)
By (49) and (50), inequality (48) holds.
In a similar manner, |ϑα,n,n − log |α|| ≤ C4(α)/|α|n. Since the derivatives of g− and
g+ are bounded on
[
0, 32 log |α|
]
, we get limit relations (17) and (18). Thereby we have
proven the parts of Theorem 6 related to the extreme eigenvalues λα,n,1 and λα,n,n.
Proposition 18 (the eigenvectors for strong perturbations). Let α ∈ C, |α| > 1, n ≥
N(α). Then the vectors vα,n,1 := [vα,n,1,k]
n
k=1 and vα,n,n := [vα,n,n,k]
n
k=1 with components
vα,1,n,k = sinh(kϑα,n,1) + α sinh((n− k)ϑα,n,1), (51)
vα,n,n,k = (−1)k sinh(kϑα,n,n)) + (−1)k+n α sinh((n− k)ϑα,n,n), (52)
are the eigenvectors of the matrix Aα,n associated to the eigenvalues λα,1,n and λα,n,n,
respectively. For 2 ≤ j ≤ n− 1, the vector vα,n,j defined by (32) is an eigenvector of Aα,n
associated to the eigenvalue λα,n,j.
Remark 2. It is possible to show that for a fixed α with |α| > 1 and large values of n, the
norms of the vectors vα,n,1 and vα,n,n, given by (51) and (52), grow as |α|n. In order to
avoid large numbers, we recommend to divide each component of these vectors by |α|n.
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6 Numerical experiments
We use the following notation for different approximations of the eigenvalues.
• λgenα,n,j are the eigenvalues computed in Sagemath by general algorithms, with double-
precision arithmetic.
• λfpα,n,j are the eigenvalues computed by formulas of Theorems 2 and 5, i.e. solving
the equations (7), (13), and (14) by the fixed point iteration; these computations are
performed in the high-precision arithmetic with 3322 binary digits (≈ 1000 decimal
digits). Using λfpα,n,j we compute vα,n,j by (32), (51), and (52).
• λasymptα,n,j are the approximations given by (9) and (19).
In (13) and (14), we compute tanh nx2 as 1 − 2e−nx/(1 + e−nx), because nx/2 can be
large and the standard formula for tanh can produce overflows (“NaN”).
We have constructed a large series of examples with random values of α and n. In all
these examples, we have obtained
max
1≤j≤n
|λgenα,n,j − λfpα,n,j | < 2 · 10−13,
‖Aα,nvα,n,j − λfpα,n,jvα,n,j‖
‖vα,n,j‖ < 10
−996.
This means that the exact formulas from Theorems 2 and 5 are fulfilled up to the rounding
errors. Theorems 1 and 4 can be viewed as simple corollaries from Theorems 2 and 5, so
they do not need additional tests. For Theorems 3 and 6, we have computed the errors
Rα,n,j := λ
asympt
α,n,j − λfpα,n,j
and their maximums ‖Rα,n‖∞ = max1≤j≤n |Rα,n,j |. Tables 1 and 2 show that these errors
indeed can be bounded by C1(α)/n
3, and C1(α) has to take bigger values when |α| is close
to 1.
We have also tested (17) and (18). As n grows, |α|n|Rα,n,1| and |α|n|Rα,n,n| approach
rapidly the same limit value depending on α. For example,
for α = 2 + i, lim
n→∞ (|α|
n|Rα,n,1|) ≈ 2.86,
for α = 0.8− 0.7i, lim
n→∞ (|α|
n|Rα,n,1|) ≈ 1.12 · 10−2.
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Table 1: Values of ‖Rα,n‖∞ and n3‖Rα,n‖∞ for some |α| < 1.
α = −0.3 + 0.5i, |α| ≈ 0.58
n ‖Rα,n‖∞ n3‖Rα,n‖∞
64 1.76× 10−4 46.05
128 2.49× 10−5 52.13
256 3.29× 10−6 55.12
512 4.22× 10−7 56.58
1024 5.34× 10−8 57.31
2048 6.71× 10−9 57.67
4096 8.42× 10−10 57.84
8192 1.05× 10−10 57.93
α = 0.7 + 0.6i, |α| ≈ 0.92
n ‖Rα,n‖∞ n3‖Rα,n‖∞
64 1.02× 10−3 266.71
128 1.59× 10−4 333.02
256 2.24× 10−5 376.61
512 2.99× 10−6 401.28
1024 3.86× 10−7 414.29
2048 4.90× 10−8 420.94
4096 6.17× 10−9 424.30
8192 7.75× 10−10 425.99
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