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111 Abstract 
Abstract 
A dense network of strong motion seismometers is being developed for the central South 
Island of New Zealand in order to investigate the complexities of the upper crustal rupture 
process and propagation of major seismogenic sources such as the Alpine Fault and strands of 
the Marlborough Fault System defining the South Island sector of the Australia-Pacific plate 
boundary zone. Dense array analysis allows one to measure directly fault rupture parameters 
such as the rupture direction, velocity, and fault rupture area. This study develops and applies 
dense array analysis to determine an optimal array for the Alpine Fault region. 
The dense array analysis is based on the frequency-analysis MUSIC method (Multiple 
Signal Characterization) developed by Goldstein and Archuleta (1991a&b). MUSIC was 
chosen for its ability to resolve seismic signals with low signal-to-noise ratios. Careful 
programming, thorough data pre-processing and an innovative optimal time window 
determination were essential in obtaining reliable results. 
The proposed network is designed as a dense array comprising approximately 12 
accelerographs utilising the University of Canterbury CUSP instrument. It will be deployed 
immediately to the East of the East-dipping Alpine Fault in the central West Coast region of 
the South Island, with coverage extending across to the Alpine-Hope Fault junction. The 
search for an optimal network for the region is dependant not only on finding an optimal array 
configuration but also and more significantly on optimal site locations, which because of the 
mountainous terrain provides a severe limitation. 
In order to assess the efficiency of dense array analysis, synthetic data were generated for 
lmown rupture scenarios. The synthetic strong-motion records were computed using an 
empirical Green's function synthetic seismogram program EMPSYN (Hutchings, 1987). 
Comparison of computed rupture parameters with synthetic known inputs has proven that the 
technique is efficient in reproducing fault rupture scenarios. The analysis provides rupture 
velocities and directions consistent with input values. These results are an important outcome 
to validate dense array analysis performed on real data sets. However, dense array analysis 
could reveal no sign of an asperity in the synthetic scenario. 
The method is applied to a real dataset recorded at the dense SMART -1 array in Taiwan. 
Important rupture parameters such as the direction of propagation, velocity and rupture area 
were successfully measured. In addition, an interesting feature of the real rupture is also 
identified. The fault rupture initiates at a super-shear velocity and eventually slows to a 
"cruising" velocity closer to the shear-wave velocities. This result supports the emerging 
theory that a fault rupture velocity is not constant. 
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1 Introduction 
Introd 
The Alpine Fault is the major geological feature in New Zealand. It is a dextral transfOTIll 
fault separating the Pacific plate on the east from the Australian plate on the west, crossing the 
South Island from Northeast to Southwest (Figure 1- 1). It has an average slip rate of 40 mm 
per year and is the longest fault in New Zealand with a length, on land, of 650 kIn (Yetton, 
2000). 
Figure 1- 1: New Zealand regional tectonics {from Anseil and Taber, 1996). Heavy black 
arrows indicate subduction. 
The Alpine Fault has been a source of strong earthquakes in the past A recent field study led 
by Mark Yetton (2000) shows that the last rupture event occurred in 1717 AD; a minimum 
rupture length of 375 km extending as far North as the Haupiri River was estimated a 
moment magnitude of 8.05(+1-0.15} An earlier event, dated between 1480 and 1645, is 
noticeable throughout a region from the Hokitika River to the Ahaura River. This seems to be 
the most recent event North of the Haupiri River, with a rupture length of at least 200 kIn and 
a moment magnitude estimated to have been as great as 7.8(+-0.1). 
The Alpine Fault is a potential source of major earthquakes in the near future. The return 
period of the fault is approximately 270 years, with no major event occurring over the last 285 
years. Yetton applied various probabilistic methods to assess the time of the next major event 
on the Alpine Fault. Each method converged to give a likelihood of at least 50% of having a 
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major earthquake in the next 50 years. Using the slip rate and the elapsed time since the last 
event, Yetton estimates a moment magnitude between 7.5 and 8.4. Using the method of 
Coppersmith et al. (Wells et al., 1994), relating moment magnitudes to the rupture length of 
the fault, Yetton estimates the two previous events to be of magnitude 8.05 and 8.0. This 
allows us to assign the expected next event a moment magnitude of at least 8.0. The high level 
of probability of a major fault rupture in the region provides an ideal opportunity to study 
~, directly the process of fault rupture. 
Common methods of studying the fault rupture processes involve the inversion of seismic 
waveforms to fit a proposed fault rupture model. These methods use various computations 
such as the genetic algorithm applied to strong motion and GPS observations (Zeng et aL, 
2001), waveform inversion of broadband teleseismic data (Olivieri et aL, 1999), waveform 
inversion of multiple time window strong motion data (Sekiguchi et al., 2002), or broadband 
P wave inversion (Zobin et al., 2001). All these inversion processes make assumptions about 
the fault rupture model, and therefore depend on our current knowledge and assumptions of 
the fault rupture mechanism. 
Using a dense array allows one to study the rupture directly without assuming any model. 
With a dense array, a frequency-wavenumber spectrum analysis can be computed, the spectra 
projected back onto their source on the fault plane thus giving an image of the source. With a 
direct image of the rupture process, one can estimate basic source parameters such as rupture 
velocity, direction of rupture, and possibly the position and extent of asperities. Because 
dense array analysis does not make any assumptions about the rupture mechanism, it is a 
powerful tool in understanding the physics of the source. 
The method used in this study to carry out dense array analysis applies the mathematical 
algorithm MUSIC (Multiple Signal Characterization Method, Schmidt 1981, 1986). MUSIC 
was chosen for its ability to resolve seismic signals with low signal-to-noise ratios. In 
seismology, earthquake sources are not repetitive and signals are recorded at a limited number 
of stations. Previous studies have shown the advantages of using MUSIC for seismic signals 
over other methods: Goldstein (1988) strong motion array study, and Schissele (2002) who 
applied MUSIC to a broadband seismic antenna. MUSIC performs a frequency slowness 
analysis over a collection of seismograms. It uses the covariance matrix of the signals to 
extract information about the rays that propagate through the array. MUSIC looks for the true 
signal by searching for signals that have a minimum projection in the noise subspace. Results 
are presented in the form of a 2D slowness spectrum. Careful programming of the algorithm, 
thorough preparation of the data and accurate determination of time windows are the keys in 
3 Introduction 
obtaining reliable results. An innovative way to determine optimal time windows containing 
only one source is introduced in this study. The MUSIC algorithm as well as the other 
complementary processes was reprogrammed from scratch using Matlab. 
In order to assess the efficiency of dense array analysis, synthetic data were generated for 
two rupture scenarios with and without an asperity. The synthetic strong-motion records were 
computed using an empirical Green's function synthetic seismogram program EMPSYN 
(Hutchings, 1987). EMPSYN allows one to create synthetic strong motion earthquakes with 
complex geology, as well as, allows the user to choose from a variety of rupture scenarios. 
Dense array analyses of the vertical components for the two proposed rupture models are 
presented. They are compared to the original rupture models in order to discuss and validate 
the method. 
Finally, dense array analysis is applied to a real dataset recorded at the dense SMART-1 
array in Taiwan. The studied event is Event 5, a magnitude 5.9 earthquake that occurred in 
1981. Event 5 is reprocessed applying dense array analysis to the three components of the 
recordings. Important rupture parameters such as the direction of propagation, velocity and 
rupture area are directly measured. This analysis of a real dataset provides interesting 
observations in regards to the fault rupture mechanisms. 
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CHAPTER 1 design of a dense array for the Alpine Fault 
A Dense array analysis 
1 Introduction and methodology 
Dense array analysis when applied to strong motion earthquake signals allows the evolution 
of a fault rupture to be imaged directly. The method used in this study to carry out dense array 
analysis applies the mathematical algorithm MUSIC (Multiple Signal Characterization 
Method, Schmidt 1981, 1986). MUSIC was chosen for its ability to resolve seismic signals 
with low signal-to-noise ratios. In seismology, earthquake sources are not repetitive and 
signals are recorded at a limited number of stations. Previous studies have shown the 
advantages of using MUSIC for seismic signals over other methods: Goldstein (1988) strong 
motion array study, and Schissele (2002) who applied MUSIC to a broadband seismic 
antenna. 
Dense array analysis requires successive processing steps. Firstly, the seismograms are 
filtered and aligned. Successive optimal time windows of analysis are then defined along the 
seismograms. For every time window, the extracted data are processed applying the MUSIC 
algorithm. Computations are conducted in the frequency-slowness domain, the output from 
MUSIC being a frequency-slowness spectrum. Finally, this spectrum is projected onto the 
fault plane to locate the source of the seismic signal. The methodology is summarized in 
Figure lA- 8. The following sections describe the equations behind the MUSIC algorithm, 
the sub-processes applied to improve the performance of MUSIC, and the accuracy and 
resolution of the method. 
2 The MUSIC algorithm 
MUSIC performs a frequency slowness analysis over a collection of seismograms. It uses the 
covariance matrix of the signals to extract the information about the rays that propagate 
through the array. MUSIC looks for the true signal by searching for signals that have a 
minimum projection in the noise subspace. Results are presented in the form of a 2D slowness 
spectrum. Programming of MUSIC as well as the other complementary processes was 
completed using Matlab. 
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To apply the MUSIC algorithm to seismic data, two assumptions have to be made. The first 
being that the signals recorded at the array are plane waves. The plane wave assumption is 
valid if e :5, A with Ro being the hypocentral distance of the source, L the array aperture and 
Ro 
A the wavelength of interest. The second constraint requires that only a finite number of 
signals impinge on the array for each time window. The following mathematical expressions 
describe both the seismic source signals and the MUSIC algorithm equations. 
2.1. Mathematical expressions 
The development below follows the general analysis of Schmidt (1981, 1986) and Goldstein 
(1988). The following equations demonstrate how to extract the signal direction vectors of the 
seismic sources from the covariance matrix. For a dense array of N instruments recording q 
plane waves of angular frequencies (0, the signal received at station Xi is expressed as 
~ q _.... -+ 
1f/(xi't) ~ I Amei(km.Xi-ax+?m(1)) + 1J(X/ ,t) Eq. lA- 1 
m=l 
-+ -
where 1J(x;, t) is the noise, kin is the wavevector of the mth signal, and <I> In (t) is the phase of 
the mth signaL If <I> In (t) is a random function of time, the signal is said to be stationary. This 
is not the case for fault ruptures where signals are not independent. Nonetheless the following 
equations will assume that the signals are stationary. The case of non-stationary signals is 
discussed later. 
The covariance matrix· of a signal received at station i andj is: 
Eq.lA- 2 
where ( ) t represents the time average and H is the Helmitian conjugate (i.e. transpose 
conjugate). 
For q stationary signals the elements of the covariance matrix can be expressed as: 
Eq.lA·3 
where (j2 is the noise intensity. 
If the observed signal is expressed in its vectorial form: 
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Eq.lA- 4 
where T is the transpose operation, then the covariance matrix is written simply as: 
Eq.lA- 5 
where ® indicates the outer product of two vectors. 
The signal vector can also be written: 
If/(t) = Am~(km)e-;(ax+<I>m(t)) Eq.lA- 6 
m=l 
where the directional dependence is contained in the signal direction vectors: 
Eq.lA- 7 
The covariance matrix can then be written: 
q 2... ... ...H ... 
~=LIAml u(km)®u (km)+(J'2] 
m=l 
or 
R USU H +(J'2] Eq.lA- 8 
IA121 0 0 
U(k2) ... 0 
where U l~~I) -t -t , s = ~(;;')l IA:I ' and I the identity matrix. 
0 0 
Now that the mathematical expressions have been defined, the signal directions and intensities 
are determined applying the fol1owing equations. 
If q less than N plane waves propagate across the N-station array, the covariance matrix of the 
signals has rank q and is non-negative definite. The minimum eigenvalue of R is (J'2 with 
multiplicity N-q. Thus the number of signals can be determined from the number of large 
eigenvalues, (i.e. greater than (J'2). Also, the N-q eigenvectors ;; of R associated with the 
minimum eigenvalues are orthogonal to the q spatial signal vectors u(k m ) : 
ei.u(k j ) = 0; i q + 1, ... ,N; j -= 1, ... q; Eq.lA- 9 
The covariance matrix can then be written: 
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Eq.1A.I0 
where 
Es is the N*q matrix whose columns are the q eigenvectors of R associated with the q large 
eigenvalues, 
As is the q*q diagonal matrix whose diagonal elements are the large eigenvalues ofR, 
En is the N*N-q matrix whose columns are the eigenvectors of R associated with the N-q 
small eigenvalues, 
An is the N-q*N-q diagonal matrix whose diagonal elements are the minimum eigenvalues of 
R,and 
EsAsEs H represents the signal contribution to the covariance, and EnAnEnH represents the 
noise. 
With the covariance matrix divided into a signal subspace and a noise subspace, MUSIC 
searches for the true signals in a unique way. MUSIC does not use the signal part of the 
covariance matrix but the noise subspace. As a consequence, a finer analysis is achieved than 
if the signal subspace had been used. 
Let a(k) be the set of proposed vectors corresponding to the spatial dependence of plane 
wave vectors: 
Eq.lA-ll 
The real signal direction vectors will be the ones that have minimal projection in the noise 
... 
subspace. Let D(k) be the directional function: 
Eq.lA-12 
... 
Peaks in the function D(k) indicate that a(k) has minimal projection in the noise subspace 
En, and therefore represent the solutions for the signal direction vectors. 
To find the q signal amplitudes, from equations (IA-8) and (lA-lO), we obtain: 
Eq.lA.13 
Isolating S from equation (13) gives: 
Eq.lA-14 
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The diagonal elements of S are estimates of the signal intensities. Given that the primary 
purpose of this study was to find the direction of the signals, the signal intensities have not 
been analysed. 
The output of the search for the signal direction vectors is a 2D slowness (wavenumber) 
spectrum. Although this gives accurate results for simple point source scenarios, the 
performance of the covariance matrix can be improved by applying some sub-processes prior 
to analysing the spectrum. These processes are described in the following paragraph. 
2.2. Improving the performance of the covariance matrix 
The covariance matrix contains more than the information about the signals of interest. It also 
records incoherent and non-stationary signals. These can be removed by averaging the matrix 
in the frequency domain as well as in the spatial domain. 
A veraging in the frequency domain 
Body waves are not dispersive. They have a constant slowness parameter, also called 
horizontal phase velocity. For the same body wave, the horizontal phase velocity is identical 
at all the stations. Therefore, averaging the terms of the covariance matrices over a range of 
frequencies will increase any coherent peak and attenuate the other signals. The advantage of 
this operation is that it does not depend on the shape of the array. This operation is also called 
"slowness stacking". 
A veraging in the spatial domain 
The covariance computations are applied assuming the signals are stationary (independent). 
This does not apply when considering sources such as a propagating fault rupture. Sub-array 
averaging is used to reduce the non-stationary contributions of the signals to the covariances. 
When q non-stationary signals propagate through the array, the covariance matrix then 
becomes: 
Eq.lA.15 
Comparison of the above equation to Eq. lA- 3 shows that the last term of Eq. lA- 15 
represents the contribution of the non-stationary signals to the covariances. By averaging the 
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covariance matrix terms that correspond to linear and equidistant stations, the first term 
remains unchanged given that it only depends upon the station separation. On the other hand, 
the last term has different phases for different matrix terms. The different phases will 
eventually cancel out through the process of averaging the corresponding matrix terms. In 
order to apply practically sub-array averaging, the sub-arrays must be composed of linear and 
equi-spaced stations. For a matrix element Rpq, the condition is expressed as: 
Rij,kl = mean(Rij' Rk1 ) if ~ = 1il Eq.lA.16 
The previous sub-processes are used to optimise the performances of MUSIC. The 
following sub-processes are used in aligning the seismograms and searching for an optimal 
time window. 
3 Seismogram alignment 
Aligning the seismograms requires a shift of the recordings along the time axis in order to 
align them along a specific phase. The phases of interest are the first P wave arrivals, for the 
study of the vertical components, and the first S wave arrivals, for the study of the horizontal 
components. All recordings are aligned with respect to the central station. 
The alignment process plays a major role in the array analysis as it corrects for localized 
site delays beneath each instrument, as well as allowing the time window to be shortened. 
This is especially important as shorter time windows give shaper results. 
In this study, the alignment of the seismograms is done almost automatically by using the 
correlation of the signals. The correlation is computed for a two-second long window 
extracted from the unaligned seismogram and the central station seismogram. The peak value 
of the correlation vector represents the time-shift to apply to the signals. Results are all 
checked individually and corrected manually when proven unsatisfactory. 
By aligning the seismograms, the computed slowness (wavenumber) spectra are shifted by 
a constant wavenumber vector. This wavenumber or slowness vector has to be removed from 
the slowness spectra. It is equal to the least square inversion of the measured time delays 
between the central station and the rest of the array. Figure lA- 1 shows the geometry of a 
planar wave front propagating through two array receptors A and B. The apparent slowness is 
equal to the time the ray takes to travel from the central station A to station B divided by the 
distance D from the ray to station B when the ray is crossing the central station. The best 
slowness shift vector direction is selected amongst a range of 400 azimuth angles from 0 to pi 
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(Angle a on Figure lA- 1). Aligning the seismograms is also called "beam forming" when it 
is performed on the fi rst arrivals of the recording . Therefore it also gives the epicentral 
direction of the first incoming si!,rnal, otherwise knovm as the azimuth of the , ouree This 
value can be compared with other analyses of the event in order to validate the resu lts. 
N 
Wave Front 
", 
Figure I - 1: Geometry of a planar wave front propagating through stations A and B 
4 Defining the time windows 
Defining the correct time windows is essential in any array analysis. A time window is 
defined by its centred position along th seismogram as well as by its \vidth When u ing a 
large window, the probability of catching some coherent signal is high, but the resolution will 
be low. On the other hand, a shorter window will re ult in a b tt r resolution but increase the 
probability that a coherent signal may not he found . 
The importance of usi ng the right time window is ill ustrated in the following example. 
Synthetics are generated using the Bouchon code (Bouchon, 1981) at a 17-station array. The 
configuration of the array is circular (Figure 1 A- 2): two concentric circles o f 8 stations each, 
with respective radii of 300 m and I km. 
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Figure 1 A- 2: A 17-station array configuration 
The simple geolo!:,,)' model consists of a one layer 3-dimensional block with a P wave 
veloci ty of 8 km/s and S wave velocity of 5 km/s. The source ruptures along a small fault 
plane with the following parameters: 
10 km deep, 3 kIn long and 1 km wide 
Zero degree strike, 90 degrees dip (vertical fault plane) and z ro degre rake 
(orientation North-South). 
0.8 meter of lip and a rise time of .5 second 
Figure 1 A- 3 shows the displacement records for two stations at the array. 
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Figure IA- 3: Synthetic displacement seismograms fo r a point source rupture 
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Dense array analysis i perform d for two time window both centred on 15.7 econd. The 
fi r t window is 6.6 second long and the second one 5 1. Results are presented in Figure lA- 4. 
, .... 
Slowness spectrum for a 6.6 second long window Slowness sp« trllm for a 5.1 second long window 
Figu re 1A- 4: Slowness spectra computed for two different size windows 
Figure 1 A- 4 clearly ill ustrates the importance of using the appropriate time window. For th 
longer time window of 66 seconds, the slowness peak is offset, broader and lower in intensity 
than the slovmess peak for th shorter time window. The choice of the time 'A-l ndow strongly 
influences not only the location of the slowness peak, but also it intensity 
Optimal time windows can be determined by confining similar packets of energy for each 
station seismogram through studying the frequency content of the sei mograms. Commonly 
us d techniques include the spectrogram and scalogram. 
The spectrogram is the result of a Fourier transform performed on succes ive time windows 
of fixed width. The width of the Fourier analysis determines the resul t . Using a short time 
window allows one to detect a strong change in the compo ition of the signal, but limits the 
study of lower frequency signals. n the other hand, using a wider time window helps in 
detecting lower frequency signals, but decreases the temporal resolution. Figure 1 A- 5 sh \ VS 
the spectrogram for a recording at the SMART -1 array centra l station for 3 to 1 J seconds. 
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STATION 1 
~Itf---------~~J\1~~~~M '~ 
4 6 
Figure 1 A- 5: Spectrogram of the signal recorded at the SMART-l central station for a .2 second long 
con tant window analysis. Y axis represents the freq uency in Hz. 
Th spectrob'Tam from Figure I A- 5 shows a good signal analysis from 5 to 10 Hertz. 
However, at lower frequencies, the resolution becomes incr asingly poor. This is expected 
given the bandwidth chosen of Fourier analysis was relatively short (2 second long). To 
better resolve the lower frequencies, a new spectrogram must b computed with a longer 
bandwidth of analysis. 
Unlike the spectrogram, the scalogram is not influenced by the width of the computation 
window The scalogram is a wavelet transform that is appl ied to the whole seismogram. The 
scalogram analyses the frequency content of the signal by fitt ing elementary wavelets of 
vari ollS central frequencies to the signal. Figure I A- 6 shows the scalogram for the same 
signal as in Figure 1 A- 5. 
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Figure 1 A- 6: Scalogram of the signal recorded at the SMA RT-l central station for 3 t.o 11 seconds. 
Comparing Figure 1 A- 5 to Figure 1 A- 6 shows that the scalogram analysi s is more 
efficient than the spectrogram analys is. The resolution of the scalogram t ime analysis is both 
finer and pro ides better result for frequencies below 5 Hertz. At 9.5 seconds the calogram 
also shows packets of energy that could not be discerned on the spectrogram. 
Using the scalogram or the spectrogram to look for the optimal time windows involves 
tracking simi lar packets of nergy for each seismogram. For example, Figure IA- 7 is 
hO\:ving th scalogram analysis for seismograms recorded at three stations 17, 21 and 26 at 
the SMART-l array for an event called Event 5 (See chapter 3). The scalogram colour code is 
the opposite of the one used in Figure 1 A- 6. An attempt is made to isolate similar phases 
looking at these three scalof,'Tams. Phases are f,'Touped by comparable enerf,'Y intensity, similar 
shapes, or both. The groups lead to confine nine windows labelled from 1 to 9 on Figure 1 A-
T 
15 
5 
Time (s) 
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Figure I A- 7: scalogram analysis of event 5 recorded at three SMART-I stations 
6 
Altbough some windows such as window 3, 4 and 7 are promising, most of them seem not 
very efficient. This anal ysis based on just three scalograms shows how suggesti e it is to 
visually try to separate tim windows. 
To conclude, neither the scalof:,'Tam nor the spectrob'Tam can be used efficiently for array 
analysis. Although both techniques are vi uall y attractive and efficient for single station 
analysis, they require a significant amount of time to define common time windows for 
mul tiple station arrays Therefore an a lternative technique is used in this study. 
The chosen method of time analysis is the "Q E" (Schissele, 2002), "Quanti tee d'Energie 
ExpJiquee" (Quantity of explainable energy). The advantage of this method is that one can 
search for the optimal time window u ing all the recordings at once. The method is based n 
rebui lding the signals using parameters xtra ted from the MUSIC freq uency wavenumber 
analysis. The energy of the computed output signal is compared to the energy of t e real input 
sjgnaL This quantity determines how close the comput d signal is to the r alone for various 
proposed time windows The Q method is described in the following equations. 
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Let sig(t, r) be the recorded signal for a certain station position r at time t. Let s'ig(t, r) be 
the estimated signal. For a frequencyvo , the estimated signal is written: 
stg(t,r) 
If 
LA; sin(k] - 21lVot + (A (t)) Eq.1A·17 
i=1 
where A; and rA are the unknown amplitude and phase of the impinging signal. 
,. The signal is developed: 
" If ~ 
sig(t,r) = L[Aj sin(krii 21lVot)cos(¢lt)) + Aj cos(kj'/i 21lVot;)sin(¢j(t))] Eq.1A-18 
j=1 
The unknown parameters A and Ij> are determined by minimising the error function: 
N Nlrace 2 
E= L L(sig(tprk)-s'ig(tpii)) Eq.1A-19 
i=1 1:=1 
where N is the number of time samples and Nlrace is the number of stations or recordings. 
Let T be the following matrix: 
T1j = Aj cos( ¢j) and T2j = Aj sine ¢j ) Eq.1A- 20 
Therefore to minimise the error function E, equation lA-IS can be rewritten 
[sig(t,r)] <:: [COSIN(r)][f] Eq.1A- 21 
where 
[sig(t,r)]=[sig(tp~) sig(t2'~)'" ... sig(tN,rNITaCe)f is the (N*N1race ,1)matrix with 
"N" being the number of time samples and "Ntrace" the number of instruments, and 
w(~).sin(kl·~ -21lVotl) 
w(~).COS(kl'~ - 21lVotl) [COSIN(r)] = 
w(rN ). sin(k1.rN 21lV ot N ) (mct!. Irace 
w(rN ).cos(k1·rN - 21lVotN) trace irt1.Ce 
T 
is the 
(N * N 1Tace ,2q) matrix. COSIN represents the wavelets propagating through the array with a 
frequency vo' The function w(~) is a weight applied on the sines and cosines functions in 
order to take into account the true amplitude of the signal extracted within a finite time 
window. The function is the actual envelope of the real signal; it is therefore different for each 
station. 
The unknown parameters are contained within the (2q*1) matrix [f]= [Til T21 ... T2lff. 
By inverting the systems defined in Eq. 1A- 21, matrix T becomes: 
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[1'] = [~OSINT eOSIN jl eOSINT sig Eq.lA.22 
Amplitudes and phases are computed using Eq. lA- 21 again. 
Schissele (2002) defines QEE ("Quantity of Explainable Energy") as the quantity of energy 
of the estimated signal over the quantity of energy of the real signal. For q signals propagating 
through the array, this is expressed as: 
~~( A )2 L. L. sig(ti , rk ) 
QEE(qphases) = -,-iN==l-::~:",,=l,--___ -
stat 2 L L (sig(tp ~)) 
Eq.lA- 23 
i=l k=l 
In Eq. lA- 23, all the elements of the time window are squared and summed before being 
compared. However this can lead to wrong interpretations. In some cases the real signal and 
the estimated signal might be different in amplitude and phase, but their respective sum terms 
may still be equal. In these cases the QEE term would show a high value although the real and 
recomposed signals are very different. Therefore, in this study it is proposed to modify Eq. 
lA- 23. The proposed change is such that each term of the signal is compared prior to being 
summed. For q signals propagating through the array the new equation is thus: 
Eq.lA- 24 
Schissele (2002) applies the QEE method to moving time windows of constant width to 
estimate the number of signals impingeing onto the array for each window. As mentioned in 
paragraph I-A-2, this study assumes that only one signal is contained within each of the 
proposed time windows (q=I). The QEE method is then applied to determine the optimal 
window width for successive overlapping windows. For each central position of the time 
window on the recordings, the parameter QEE is estimated for various window widths. High 
values of QEE show the presence of a coherent signal. When plotting the parameter QEE as a 
function of the "window position" and the "window width", peaks in the 2D spectrum 
represent the optimal windows of analysis. 
5 From slowness spectra to fault spectra 
Results of the computations using MUSIC are in the form of a 2D slowness spectrum. The 
slowness spectrum is then projected back onto the fault plane. This projection is essential in 
visualizing the evolution of the rupture on the fault, computing the distances between rupture 
points and computing the actual rupture times. Conversion of slowness values into distances 
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values requires only the velocity model of the region and the location of the fault plane. There 
are two ways to project the slowness spectrum. 
One method is to project directly the slowness vectors (Sx,Sy) from the slowness spectrum 
onto the fault plane using Snell's law. This ray-tracing method is fast and straightforward for 
individual point sources when dealing with simple velocity models and simple fault geometry. 
It is the method chosen in the application of dense array analysis to synthetic point sources 
(See chapter I-B). Nonetheless, realistic velocity models and fault geometries are complex. 
Slowness projection in the cases of the Alpine fault simulation (refer to chapter 2) and the 
SMART-l data analysis (refer to chapter 3) require a more efficient method. This second 
method consists of producing fault maps of slowness isocontours for a given velocity model 
and fault geometry. Firstly, the fault is divided into a grid. For every point P on the fault, the 
slowness components SXp and SyP corresponding to a specific alTay location are computed. 
Eventually two slowness fault maps are produced: one for the X component of slowness and 
one for its Y component. Finally, to find the fault location of the slowness peak Q of 
coordinates (Sxq, SYq) one need only to find the intersection of the isolines Sx=Sxq and 
Sy=SYq. Slowness maps with high gradient contour lines are better to resolve source 
locations. Thus slowness maps are also useful in estimating the efficiency of an alTay location 
regarding a fault plane. 
To compute slowness fault maps, the chosen program is the ''TauP Toolkit" (Crotwell et al., 
1999). To apply this software, which works in 2D, the fault defined by an x-y plane had to be 
"sliced" parallel to the Z axis and at regular intervals. 
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FigUl"e 1 A- 8 Dense array analysis methodology 
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6 Accuracy and resolution ofJhe method 
Performance of dense array analysis is firstly measured on how well the propagation 
parameters of a point source are estimated. This is caned the slowness precision. In this study, 
the propagation parameters of a signal are the horizontal slowness (or apparent velocity), and 
the source azimuth. The performance is also assessed on the minimum slowness separation at 
which multiple sources can be resolved. This is called the slowness resolution. Although this 
study assumes that only one signal propagates through the array at a time, it is interesting to 
analyse the resolution power of the method. 
Various parameters can lead to uncertainties in the results. These parameters are the signal 
intensities, the noise background, the number of signals propagating through the array, the 
array geometry and aperture, the number of stations, the timing accuracy and the slowness 
grid used in the computations. The following sections describe the influence of some 
parameters on slowness precision, and describes briefly the slowness resolution. 
6.1. Precision of the slowness and azimuth of the sources 
The precision of the slowness and azimuth of the sources has diverse definitions depending on 
which uncertainty parameter is considered. 
Dependence of the slowness on array parameters 
Following Goldstein (1988), the slowness precision of MUSIC is approximated by: 
1 .j1+NSNR 1 
(J' = 
S .JM NSNR 21[LI Eq.lA- 25 
where N is the number of sensors, M the number of samples, SNR is the signal to noise ratio, 
L the array aperture and f the frequency. 
Considering the case of the SMART -1 array (refer to chapter 3), for M=100, L=4km, N=26, 
and SNR=l, the slowness precision is 8.10-4 seclkm. This value is lower than the constant grid 
spacing used in this analysis of a SMART-1 event which is 5.10-3 sec/km. Nonetheless this 
formula does not take into account the probable errors in timing or station spacing. It also 
does not take into account the limitation of the slowness grid used for the computations. 
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Dependence of the slowness on station spacing and timing accuracy 
Goldstein (1988) then suggests considering the difference in phase between two stations. 
Eq.lA- 26 
where S is the horizontal slowness, /).t is the time difference for the same phase at two 
stations, and Ax is the station separation. 
Considering & and 8S be the measurement errors of M and S. The mean value of the 
measurements recorded at N stations is: 
Eq.lA- 27 
In the case of the SMART-l array, for &=0.01 seconds, N=26 and Ax=1 kIn, the slowness 
precision is about 2.10-3 seclkm. This value is 2.5 times higher than if only the array 
parameter are taken into account. Nonetheless it is still a value smaller than the computation 
grid spacing (5.10-3 seclkm). 
Dependence of the slowness on the computation grid 
Schissele (2002) considers that the major uncertainty in the signal parameter estimation is due 
to the size of the computation grid /).s. The uncertainty in the slowness is expressed as /).S • In 
S 
practice the size of the grid is limited by the computing time. 
First, let us consider a regular slowness grid, /).s=constant. With a constant slowness glid step 
the error will be higher for low slowness parameter signals. For example, in the SMART-l 
case study (refer to chapter 3), the range of the slowness grid in both directions is [-0.2 to 0.2] 
seclkm for a /).s=0.005. The number of samples is 80 samples for each dimension of the grid. 
For a slowness vector of 0.025 seclkm computed using this grid, the uncertainty is 20 %. 
Schissele proposed an irregular geometry of the grid points. She suggested keeping the 
uncertainty constant throughout the grid by having the grid step such that /).S is constant. The 
S 
two different grid systems are illustrated in the figure below. 
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Figure lA· 9 Comparison of two grid systems: (a) a regular grid and (b) an irregular grid (from Schissele, 
2002) 
For example, by using an irregular grid of /J,.s =0.03, the uncertainty is reduced to 3%. For a 
s 
measured 0.025sec/km slowness point, the slowness grid step becomes 0.00075seclkm. 
Although the relative uncertainty increases with increasing slowness values, it remains 
nonetheless of the same order as with a regular grid (Schissele, 2002). This result is illustrated 
in Figure lA- 10. 
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Figure lA-lO Relative uncertainty on the apparent velocity for two grid systems (from Schissele, 2002) 
Dependence of the source azimuth on the computation grid 
Following the equation from Schissele (2002) to estimate the uncertainties on the source 
azimuth: 
A8 cos(8)sin(8) __ N + __ E (
AS AS J 
SN SE 
Eq.lA.28 
where SN and SE are the North and East components of the slowness vector. 
The uncertainty not only depends on the slowness values but also on the azimuth values. It is 
a maximum for a source azimuth of nl4 (mod n/2) and nul for angles of nl2 (mod n/2). Being 
also a function of the slowness value, the uncertainty depends on the choice of grid system. 
Here the irregular grid system also gives a better performance. Schissele computed that for a 
5Hz wave propagating at 5km1sec, the azimuth uncertainty is 20 degrees using a regular grid, 
and 3 degrees for an irregular grid system. 
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6.2. Resolution of the frequency- slowness power spectra 
The resolution is the ability to resolve the propagation parameters when more than one ray is 
propagating through the array. Although this study assumes that only one signal is 
propagating through the array at one time, it is interesting to assess the resolving power of the 
method. 
Based on previous studies and experience, Goldstein (1988) estimated the resolution to be 
from half a slowness beamwidth under poor conditions (high SNR, few samples), up to one-
sixth of a slowness beamwidth. For the 36-sensor SMART -1 array (refer to chapter 3), he 
estimated that the minimum slowness separation for a 1 Hz signal is 0.04 seclkm. Empirical 
results from Schissele (2002) using a linear modulation in frequency for 2 sources show that 
MUSIC performance is very good above 3 Hz. For two signals with frequencies higher than 3 
Hz, MUSIC is able to separate them perfectly. 
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B Optimal array distance and-configuration 
Kinematic fault rupture imaging is equivalent to localizing seismic point sources in space and 
time. The best anay to image a fault rupture is therefore one able best to resolve seismic 
point sources on a fault plane. This is the basis of the proposed methods used in determining 
the optimal anay locations and configurations. 
1 Optimal distance 
When dealing with a single seismic source, the optimal distance of an anay is one closest to 
the source: energy attenuation is lower, the geologic path is simpler, and geometric spreading 
is minimised. Nonetheless, it is different for a finite propagating fault rupture. One must 
consider all the ensemble of sources spread along the fault plane, as well as their time 
dependence and the directivity of the rupture and the orientation of the fault plane. By 
comparing a finite fault plane to a movie screen, the ideal location should be a compromise 
between being close enough to catch details but far enough away to be able to "see" the edges 
of the screen. In the following paragraphs tests on slowness grids and ray-tracing are 
performed on various anay locations in order to determine the optimal anay-fault distance. 
The optimal distance is determined through optimising both the slowness resolution and the 
resolution of the source location. 
1.1. Optimal distance to optimize slowness resolution 
The method proposed to determine the optimal anay/fault distance is based on finding the 
configuration that gives the lowest uncertainty. The slowness uncertainty is expressed as !:!"S 
S 
For various anay/fault distances, the slowness vectors vary and so do the slowness 
uncertainties. Figure IB- 1 shows the slowness uncertainties for various anay-fault 
configurations. It is based on results obtained using a conservative velocity value of 8km1s, a 
regular grid spacing of O.OOls/krn and a source depth of lOkrn. Results have been computed 
for anays located 20 to 100 krn away from the fault, and for point sources located 5 to 120 krn 
along the fault plane. These values have been chosen to represent the case study developed in 
chapter 2. 
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Figure 1 B- 1: Slowness uncerta inty for var ious array/fault configurations 
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As expected, the uncerta inty increases when the slowness horizontal components are close to 
zero Figure 1 B- 1 al so shows that arrays located less than 60 km away from the fault have a 
slovvness uncertai nty lower than 8%. Also, arrays closer to the fault are better whatever the 
distanc of the source along the fault. 
When looking at the uncertai.nty as related to th azimuth, result are expected to differ from 
those obtained in the slowness uncertainty analysis . Azimuth uncertainty not only depends on 
the slowness value but al 0 on the azimuth itself (Equation J A- 28). Therefore azimuth 
unc rtainty is min imised for angles equal to zero degrees (mod n/2). Azimuth uncertainties 
are computed using the same conservative va lues as above. The resul ts are presented in Figure 
IB- 2. 
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f'igure 1 B- 2: Azimuth uncertainties for various array/fault configurations (in degrees) 
As expected, the azimuth uncertainty is maximised for angles rr/4(modrr!2). Therefore arrays 
located away from the fault are better. Nonetheless, the angle differences are very small: 0.2 
degrees maximum. 
These two tests illustrate that one needs to find a compromise between locati ng the array 
close enough to the fault to li mit sJowness uncertainty, yet far enough from the fault to lim it 
azimuth uncertainty. Nonetheless, both uncertainties are relatively small thus do not really 
constrain the optimal distances. The ray tracing method described in the following paragraph 
proves to be more confining. 
1.2. O ptimal distance to optimize the source projection 
The interest in using the ray tracing esti mation is that it takes into account both advantages of 
being c10 e to the fault to catch rupture details and being far enough from the faul t to catch 
sources rupturing away from the hypocenter. The method is based on ray-tracing back a 
slovmess vector with orne uncertainty added. For every point source on the fault, and each 
array location., there is a corresponding slowness ve tor. This vector is then modified by 
adding some uncertainty. The uncertainty is either vari able in the case of a regular grid, or 
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constant in the case of the particular irregular bTfid considered in chapter lA. The new vector 
is ray-traced back onto a new fault plane location. The error distance between th original 
point ource and the new point source is computed. These error di stances computed for 
van ou array/fault distances are an estimation of the efficiency of these variou array 
positions. Fi gure 18- 3 and Figure 18- 4 shows results obtained using a regular bTfid and an 
irregular grid respectively for a maximum error contour of 10 km. The ray-traci ng m thod is 
applied on arrays located 20 to 100 km away from the faul t point sources up to 120 km along 
the fault plane and using the same values as used in Figure 18 - 1 and Figure 1 B- 2. 
Regular Grid: Delta slownessO.001 slkm, Source Depth 1 0 kIn , Velocity8 krnfs 
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Figure 1B- 3: Projection error for various array/fault configurations using a regular grid - contour up to 
10 km 
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Figure 1 8- 4: Project jon errors for various array/fault configurations using an irregular grid - rontour lip 
to 10 km 
Results for the regular grid presented in Figure 1B- 3 have shown errors up to 10 km and 
higher for sources located further than 90 km along the fault. Results for the irregular grid 
presented in Figure 1 B- 4 show errors of 10 km or more for arrays as close as 40 km. Using 
an irregular grid therefore decreases the resolution of the results. This is due to slowness 
values increasing for close array/fault positions, which in tum increases the grid spacing or 
slowness error. 
An upper limit for error distance is chosen to be two kilometres. For this value, Figure 1 B- 5 
shows that the maximum distance for an array from the fault is about 50 km. It also shows 
that an array located at 50km is able to visualise sources up to 60krn along the fault 
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Regular Grid: Delta slownessOOOl s{krn. Source Depth 1 0 km. Velocity8 krn{s 
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Figure 1 B- 5: Projection errors for various array/fault configurations using a regular grid - contour up to 
2 km 
To conclude, a regular grid is better suited for this fault study :, aITays located up to 50 km 
away from the fault are ideaL Again, these tests were perfonned using conservative values; 
therefore better results should be expected from the specific case studies in chapters 2 and 3. 
1.3. How many arrays? 
The method above concludes that a dense array should ideally be located between 20 and 50 
km away fwm the fault . In case of an array located 50 km away from the fault the lenbrth of 
fault coverage is close to 60 km. In the case of a fault rupturing bilaterally the distance 
potentially monitored by such an array is up to 120 km 
The optimal number of arrays is a function of the optimal distance previously detennined 
and of the fault length. An optimal array can study up to a 120 km long fault The Alpine fault 
being 400 km long, setting up three arrays would be ideal. Also, having more arrays looking 
over the same area would help increase the accuracy of the results. 
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2 Optimal array configuration 
An array configuration is defined by th geometry of the array and the spacing behveen the 
instruments composing the array. Simple tests have been carried out in order to assess the 
relative importance of the geometry and instrument spacings on the array efficiency. 
2.1. Method 
The method is based on comparing the position or a known point source with the location of 
the projected slowness vector computed using dense array analysis . The measured distance is 
the mismatch criterion. The criterion is computed for grid points belonging to the fault plane. 
Simulated ignals at a trial arra were generated from the point our es u ing the 3-
dimensional wav quation. 
2.2. Input Model 
The network is located 10 km from the centre point of the fault trace (Figure 1 B- 6). To keep 
the t sts financially realistic, the arrays have been restricted to 9 instruments in these tests. 
The chosen 10-km distance does not refl ct the optimal distanc defined previously, s the 
primary interest here is to test various configurations. The velocity mod I is a 3-dimensional 
unifonn block with velocity of 4km/s. 
Fault 
20km 
FigUl'e IB- 6: Array-fault configurat ion 
Three array confi gurations are teste : circular, L-shape and basket for 200 m and 1 km 
instrument spacing. The circular configuration has been chosen for its complete angle 
coverage. l evertheJess, in a mountainous region like Canterbury/West Coast, valleys may be 
the asiest place to et up instruments and therefore L-, hape or basket-. hape arrays might be 
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the most feasible . The circular configuration compnses two concentric circles of 4 
instruments each surrounding a central station (Figure IB- 7a) The L-shaped array is 
composed of two orthogonal branches of 4 and 6 instruments, with the longer branch being 
parallel to the fault line (Figure 1 B- 7b). The design of the basket array is such that all the 
instruments are within the angular fault zone, in a radial confibruration (Fibrure 1 B- 7c). 
The model fault is a vertical fault with the following dimensions: 100 km long, 20 km deep, 
and 0 degrees of strike. The fault plane is decomposed into a grid of 23 1 points spaced at 5 
km in length and 2 km in depth. 
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2.3. Results and interpretations: 
Efficiency of the network for various instrument geometries 
In this first series of tests, three arrays are tested. The spacing of the instruments is fixed to 1 
km and onJy the geometry of the arrays is changed. Figure 1 B- 8 shows that the spectra all 
have the same pattern: in the central part of the fault plane the resolution of the sources is 
optimal , and then becom"s lower for more distant parts of the fault. The fault spectra al 0 
show different features. Comparing Figure 1 B- 8 a, b, and c, it appears that the efficiency of 
the L-shaped array is much lower than that of the other arrays. Its optimal resol ution zone is 
narrow and the peak distance value (the mismatch criterion) is 80 km, whereas it is only 10 
km for the concentric and basket arrays. It also appears that, although the basket array was 
expected to perfonn better, its efficiency spectrum is very similar to that of the concentric 
array. 
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Figure I B- 8 Efficiency spectra for various array onfigurations 
From these simple tests, we can conclude that there is a major difference in the efficiency of 
the arrays depending on their geometry. It appears that circular or basket geometry should be 
adopted The drawback of a basket array is that it would miss out on the rupture of nearby 
faults in other directions . 
Efficiency ofthe network for various instrument spacings 
Here we compare two array configurations (circular and L-shape) with varying instrument 
spacing. Figure IB- 9 shows the array efficiency spectra for the concentric array and the L-
shaped array with instrument spacings of 1 km and 200 m. The resolution for the concentric 
array (Figure IB- 9a and b) did not improved by reducing the instrument spacing. It does have 
however a major influence on the L -shaped array efficiency spectrum (Figure 1 B- 9 c and d). 
With 200 m spaced instruments, the L-shaped array efficiency spectrum becomes as good as 
the efficiency spectrum of the concentric array. 
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Figure IB- 9 various configurations and instrument spacings 
Depending on array configuration, changing the instrument spacing can either have little 
effect on the efficiency of an array or improve greatly its effic iency spectrum. Because L-
Shaped arrays may be the only possible configuration due to the field constraints, it is 
important to know that their array efficiency spectru m can still be improved. 
3 Conclusion on optimal distance and configuration 
As ShO\\l1 from the preliminary tests, the array configuration has a major influence on the 
effic iency of the array to detect seismic sources on a fault. Amongst various proposed 
configurations, not only did the circular array prove to perform best but also it would allow 
efficient recording of rupture on other faults in the region - such as the Hope fault, which also 
has high potential for rupture. 
However the final configuration may be influenced by geographic constraints, which make a 
circular array design impossible but allow for an optimised L-shaped one. 
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Nevertheless, in the end, the optimal location and configuration are the ones that fit in with 
the field constraints as detailed in chapier-l C. 
Site selection 
1 Requirements and constraints 
1.1. Array limitations 
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Setting up an array of many closely spaced seismic recording instruments in a remote region 
involves constraints associated with the local geography and geology as well as the size, 
location and orientation of the fault plane. 
Fault constraints 
Some of the fault constraints specifically related to the study of the Alpine fault are as follow: 
a) Location of the array on the eastern side of the fault plane 
The Alpine Fault is dipping to the East at an angle of approximately 45 degree (Long et aI., 
2003). By locating the array on the eastern-dipping side of the fault, seismic waves will be 
recorded earlier by the instruments than if they were coming from a fault plane dipping away 
from the array. By doing so, the signals are recorded with less attenuation and complexity. 
The source signal is also better resolved when ray-traced back onto the fault plane. This is a 
major constraint given that the topography is much flatter on the western side of the fault, 
whereas, the relief of the eastern area is primarily mountainous. 
b) Array located within 20 to 50 km of the fault trace 
This part is detailed earlier in chapter lB. The proposed range of distances combines two 
requirements: 
-to be far enough from the fault plane to capture as many sources as possible 
-to be close enough to the sources to get a good resolution of the signals 
c) Coverage of the northern segment of the fault 
Given that an array is ideally able to cover up to 120 km of fault length, studying the entire 
Alpine Fault would require installing multiple arrays. Due to budget and time constraints, 
however this study will focus on using just one array. Studics (Yetton, 2000) have shown that 
the northern segment running from Haast to Spring Junction is the most likely to rupture. 
Therefore it is a priority that the array be located near the northern segment. 
d) Coverage of the Hope Fault 
The Hope fault belongs to the North Canterbury fault system, splaying off the Alpine Fault 
about half way through the northern segment (Figure 1C- 3). Recent studies have shown a 
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rupture is likely within a short p riod of time_ By placing the priority on a northern Alpin 
Fault segment array, we ar also aiming at covering the southern segment of the IIope fault. 
The n ed for power and communication raises mat rial constraints_ etting up the entire array 
in an open space eases both the installation and maintenance requirement of the array. The 
final open space wi ll have a strong infl uence on the shape of the array, constraining both its 
g ometry and ap rture_ Depending on the available surface, som onfiguration are better 
suited than others. For instance, wide valleys can accommodat all types of array g ometry 
while narrow gorg s would onfine the g ometry to a T or an L shape. 
Geologic constraints 
To avoid amplification of the recordings due to site effects the instruments preferably shoul 
be installed upon bedrock. As a minimWl1 the instruments hould all be installed upon the 
same materiaL These requirements repr sent a major constraint given that rock outcrops are 
usually associated with reliefs that are difficult to access 
For example, the S ART- l array in Taiwan (refer to chapter 3) had instruments spread over 
both 4 m2 of open fl at land sediments as well as bcdroc r of nearby rocky hills. T lese very 
different soil conditions lead to amplifications an distortions of the recordings (Figure le-
1). 
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Figure lC- 1 shows that al though the stations all belong to the SMART-I array, si te 
conditions can lead to dramatically varying recordings. The amplitude of the sei mogram at 
the centre of Figure 1 C- 1 is very small when compared to the amplitude of the seismogram 
directly above it. The frequency content is also very different with the lower most recordings 
showing more high frequencies than the seismogram at the centre. Nonetheless \vlth SMART-
1 being an array of many stations, the effects were not so strongly fe lt in the dense array 
analysis (Chapter 3). In our case however the future array wi ll have a limited number of 
stations; therefore, the sites need to be chosen carefully. As the proposed site is likely to be in 
a mountainous area, the possible choices are limited to an ideal rocky location in the 
mountains or an easily accessible valley location The terrai n conditions in the region of 
study are illustrated in Figure 1 c- 2 
Figure lC- 2 : Search for au array location in the Canterbury region: flat river valley and soft 
soil, or rocky mountain and bedrock? (Photo taken from Burnt Face 
looking northwest into the Waimakariri Valley, near Arthur's Pass) 
Map summary 
30 km 
I I 
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Figure lC- 3: Canterbury-West Coast region: selection ora potential region for ideal array locations 
Figure 1 C- 3 illustrates the regional area that comprises potentia] sites for an optimal array 
location. The area in grey shade is a compromise between all the following eon'traints 
described previously: 
a. r oeated to the eastern side of the Alpine Fault plane 
b More than 10 km away from the fault plane 
c Away from the high st mountain ranges 
d Less than 60 km away from the fault trace. 
1.2. Instrument requirements 
Ruma n aspect 
[t is important to set up the array away from populated areas in order to protect the 
instruments from cultural and environmental noises, as well as from material degradation. 
Nonetheless, instal ling and maintaining instruments requires regular site visits. Therefore a 
compromise must be made between locations with easy access and those that are quiet and 
secure. 
TechnologicaJ requirements 
Power supply: solar panel s 
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Solar panels are the only practical way to provide power in remote areas. The require at 
least 4 hours a day of sunlight to be effic ient. Therefore the proposed sites have to be located 
in an area that gets sunlight every day of the year. This constraint eliminates locations such as 
valleys or slopes facing south. 
Communication svstem : landline phone, cell phone or radio link? 
Communication to and from the instrum nts is an important aspect of the array location. The 
instruments need to be contacted remotely, to be able to communicate to ach other, as well as 
to exchange data with a central sy tern that will be in charge of collecting recordings. 
Landline phone communication is the ideal solution, although the avai lability of which is 
unli kely. There is then the solution of cell phone communication, although coverage is 
usually v ry poor with in our ref,rion of interest. As a last resort radio linked instrumentation is 
an option. This is rather costly, however, and would most likely require a relay-antenna. 
2 Proposed regions for the South Island 
The potential sites that satisfied most of the above con traints are, from North to South: 
Cass, Lake Coleridge, Heron, Mesopotamia up the Rangitata River and Mount John by Lake 
Tekapo (Fi!:,l1.Jre 1 c- 4). 
30 km 
NO 
Figure 1 c- 4: Potential sites for a dense ll r ray 
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All these sites are located within the di stance range suitable for array studies. The fo llowing 
ranking of the sites has been made first according to the priority of setting up an array towards 
the north end of the fault and then by analysi ng the advantages and ctisadvantages of sites 
individually. 
2.1. Northern Array 
The two competing sites for the northern array are Cass and Lake Coleridge. Cass and Lake 
Coleridge are both located on the dipping side of the Al pine ault and close to the Hope Fault, 
which is another potential source of strong earthquakes. 
• 
25 km • 
Figure IC- 5: map showing the Cole"idge a,'ea and the Cass basin 
Lake Coleridge offers an open and remote space with easy access. But the remote aspect 
makes communications difficult. The lake region is also located further away from the Hope 
Fault than Casso 
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.Figure l C- 6: Map of the Lake Coleridge Area 
T he Cass Basin area has good communication solutions for the in trwnents. A number of 
potenti al sites faci ng Arthur's pass valley receive cell phone coverage. Other ites can be 
talked to by radio using the DOC ( epartrnent Of Conservation) radio network , whiJe others 
could be relay d towards a main radio station based at the Cass chalet. This chalet i owned 
by the University of Canterbury and would be u eful in the future as a ase for the installation 
and maintenance of the array. The area also has a major road access that will ease and speed 
up the installation and maintenance of the numerous (and heavy) instruments. For the 
purpose of generating synthetic seismograms, the Cas Basin is an ideal location as it used to 
be surround d by three SAPSE stations whose data can potentially be used as a source of 
empirical Green 's functions 
Figur t' 1 C- 7: Ddailed ma p of the Cass area 
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The major drawbacks of the Cass location are potential site effects due to the sedimentary 
layers that compose the basin, and environmental noise due to the region's proximity to a 
major road axis and railway. 
Site Pros Cons 
Cass - Open space - Basin soft soils 
- Chalet owned by university - Close to major road 
Easy access 
- Close to Hope Fault 
SAPSE stations nearby 
Many telecommunication 
solutions 
Lake Coleridge Open space Further away from Hope Fault 
- Easy access - No telecommunication 
Table IC-I: Summary of Pros and Cons for proposed sites for the northern array 
Overall, the Cass area is a more promising region to look for specific array sites than Lake 
Coleridge. 
2.2. Southern array 
Of the sites investigated so far for a future southern array, the most promising are Lake 
Heron, Mesopotamia and Mount John. 
Site Pros Cons 
Lake Heron - Open space - Popular as an outdoor area 
- Accessible (4x4) 
Mesopotamia Open space C1 -
~ . 
Mount John - Gentle and wide slope - A floating rock on soft 
- Owned by University sediments? 
Table IC- 2: Summary of Pros and Cons for the proposed southern array sites 
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3 Proposed sites for the Northern Array at Cass 
The proposed sites are: Burnt Face, Pylon Gully and Long Hill (Fi gure 1 C- 8). They are all 
located on rock sites that are remote but close enough to road access. They differ in their 
topography: B rnt Face is located on a wide slope fac ing North, Pylon Gully is located in a 
small gorge and Long Hill is on a long fl at outcrop. The advantages and disadvantage of the 
sites are discussed in the following paragraphs. 
Figure 1 C- 8: ocation of the three proposed sites for the Northern array in blue. 
3.1. On a slope facing North: Burnt Face 
Burnt face is located South of Arthur's Pass (Figure lC- 8). The area is a wide planar surface 
that is ideal to set up arrays of any geometry. As it is facing Arthur' s Pass village along the 
Bealey river valley, it gets good cell phone coverage directly from the Arthur's Pass area. 
This cell phone coverage reduces the com munication co ts sign ificantly. Anoth r advantage 
of the Burnt Face site is its sunny location: Burnt Face is a flat landmass fac ing directly north. 
It receives sunlight for most of the day (Figure 1 C- 9), which is a great advantage in running 
solar panels efficiently. 
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Figure 1 C- 9: Burnt Face as seen fro m the main road looking south 
Access to Burnt Fac is not easy. It can be reached only by foot along a long and tortuous 
path or by helicopter. The cost of installing and maintaining many instruments would not be 
negligible. The major negative aspect of Burnt face however is the orientation of the slope 
relati ve to the location of the Alpine Fault and the Hope Fault. The direction of the expected 
incoming waves is North-North East. To reach the array, the signals would have to bounce 
back from a strong geological interface onto the slope. This would increase the attenuation 
and the complexity of the recorded signals. 
3.2. In a Valley: Pylon Gully 
Pylon Gully is a narrow val1ey located West of Cass village (Figure 1 C- 8). It is a 2 kilometre 
long rocky gully separating Mount Horrible and Mount Misery (Figure 1 c- 10). Its straight 
axis would only allow for T -shape arrays wi th the second branch of the T being along the side 
of the surrounding hi lls mentioned above. 
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Figure lC- 10: Location of Pylon GuUy relative to Cass Villaoe 
The advantage of P Ion Gully is that it is a solid rock site It is also quiet and isolated but 
has motorized access thanks to a maintenance road for the high tension electric power line 
running through the gully. The southern side of the gully is the sunny side as it is facing north 
and open enough to not have the sun obstructed by the northern side of the gully (Figure lC-
11 ) 
Figure lC- 11: Pylon Gully looking west as seen from the main road (Cows are looking east). 
Not only is the gully very close to the Cass Station, owned by the Vni ersity of Canterbury, 
but it is also aligned with the Un iversity chalet. This is an ideal position for a potential radio 
network with a mai n receptor be ing located at the chalet (Fihrure 1 C- 10). 
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Figure lC- 12: inside Pylon Gully, looking west. 
;\ major concern for this site is the presence ofloose small rocks called ' scree ' . A geological 
study of the site is necessary to determine if these rocks pose a threat to th instruments or 
would generate adverse site effec ts. 
3.3. On a ridge: Long Hill 
Long Hill is located sou th of Cass Village (Figure 1 C- 8). It is a two kilometres long open 
space \vith a one kilometre long orthogonal branch. ong Hill has been selected as a potential 
site given its sunny location and easy access. Like Pylon Gully, it looks towards Cass Chalet 
and would allow radio transm ission as a way of communication. Also Long Hill has been 
identified as a solid rock outcrop rather than just a big rocky block detached from one of the 
surrounding mountains (Pettinga 2004, private communications). One could be oncemed 
about the potential amplification of certain frequencies due to the hilly topography. 
Followi ng Geli et al (1988), ground motion at mountaintops is amplified for wavelengths 
comparable with mountain widths. The width of Long Hi ll is on average one kilometre. The 
frequencies that might be amplified then are in the range of the subsurface veloci ties and thus 
are very un likely to be in the 5-10 Hz range of frequencies we are interested in. 
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D Proposed dense array for an Alpine Fault earthquake scenario 
1 Location 
Pylon gully firstly comes out as the ideal array site for the Alpine Fault study. This site is 
easily accessible as well as away from main axes; it is located on solid bedrock, receives 
enough sunlight and has good hopes for communication. The Long Hill site seems also very 
promising. It is a bedrock site, has good sunlight and communication solutions. Also the 
instruments are safer than on the Pylon gully location (no risk of rocks falling down). 
Nonetheless, Pylon Gully was the site finally chosen to run the synthetics. The major reason 
was that there had been an opportunity to visit it. Choosing one site or the other did not matter 
so much for the synthetics as the array aperture and configuration would not be very different. 
In the event of a permanent array being installed in the future, a serious site investigation is 
necessary to make the best choice. 
2 Number of instruments 
Twenty was the initial number of instruments proposed for this project. Nonetheless, to be 
realistic budget wise but still efficient, a minimum of about 10 stations sounded reasonable. A 
T shape configuration fitted the topography best. Various instrument spacings and aperture 
were tested; a number of 11 stations was best to optimize sub-array processing and wave 
sampling. Later on, looking at the first results obtained with the synthetic, it appeared that the 
resolution of the slowness spectra along the North-South direction was poor. Thus a twelfth 
station was added to complete the N-S branch of the array. Finally the proposed array is 
composed of 12 stations, with the hope of adding more in the future. 
3 Configuration 
3.1. Geometry 
The geometry is constrained by the topography. The appropriate geometry for Pylon Gully is 
a T -shape. The long branch of the T is set along the gully and the short branch along the 
Eastern side of the gully which is more accessible than the Western one. This configuration 
could still be improved later on by adding more instruments to the short branch to bring more 
balance to the array. This geometry could also be applied to the other potential site Long Hill, 
which offers the same principal axes as Pylon Gully. 
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Aperture and instrument spacing 
Instrument spacing is determined by optimizing the range of waves than can be sampled 
through the array as well as optimizing the sub-array technique. The spacing should range 
from the hundreds of meters to kilometres. After testing various spacings for 10 stations first, 
then 11 stations, and finally 12, the ideal array that came out is the following (Figure ID- 1): 
• Seven stations along the East-West branch: 
100 m spacing between stations 1 to 4 
300 m spacing between stations 1,4 and 5 
1 Ian spacing between stations 1, 6 and 7 
• Six stations along the South-North branch: 
100 m spacing between stations 1 and 8 
300 m spacing between stations 1 and 9 
200 m spacing between stations 1 and 10 
500 m spacing between stations 1 and 11 
1 km spacing between stations 1 and 12 
This gives the following 8 sub-array combinations: 
• East-West branch: 
100 rn for stations 1, 2, 3 and 4 
1 km for stations 1,6 and 7 
300 m spacing for stations 1, 4 and 5 
400 m spacing for stations 3, 5 and 6 
OIl South-North branch: 
300 m for stations 1,8,9, 10 and 11 
500 m for stations 1,9, 10, 11 and 12 
200 m for stations 1,8,9 and 10 
800 m for stations 9, 10, 11 and 12 
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4 Conclusion and Discussion 
The final array is the following 
Figure 1 D- 1: Propo!led array fo r an Alpine Fault scenario 
For thi s propos d configuration a 2-d spatial frequency transfer function of the array 15 
computed . A 2-d spatial frequency transfer function illustrates the range of vavenumbers that 
are analysed optimally by an array. Ideally the transfer function should present only a single 
peak c ntred on zero. If secondary peaks appear, than the analysis should be restricted to the 
range of wavenumbers up to that secondary peak. For example, the transfer function from the 
study of the 9 station Annot array in France (Schissele, 2002) shows a clear secondary peak at 
0.06 m-I(Figure 10- 2). 
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Figure ID- 2: Annot Array: configurat ion and 2-d spatial frequency tra nsfer function (from Scbi ' ele, 
2002) 
Given that the minimum v locity that will be used in the regional models is 4.75 kmIsec and 
that the max imum frequency of study is 15 hertz (chapter 2), the maximum wavenumber to be 
studied i 19.84 km-1When looking at the transfer function of the proposed Pylon Gully array 
(Figure I D- 3), there are no secondary peak app aring within the range of wavenumbers of 
interest. Thi demonstrates that Pylon Gully array is perfectly covering the whole range of 
wavenumbers of interest. 
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Figure ID- 3: Pylon Gull' array: c nfiguration and 2-d spatial frequenc transfer function 
The proposed instrument locations shown above raise a few concerns. Station 8 and 9 are not 
located on the sunny side of the f,'1l11y. Thus there will be a power issue for these two. This 
could be solved using bigg r batt ries, or running cables to a power source [or instanc . Also 
th elevation of the stations varies within the array. Given that all th stations are likely to be 
installed on the same substratum, the I vation differ nce can be corrected by adding or 
removi ng the computed travel time. 
This array is th one proposed for testi ng by running synthetic seismograms. ft possesses 
most qualities needed to make it a sui table dense array site for the region. Nonetheless, oth r 
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sites such as Long Hill also present many advantages; therefore installing the final array 
should require further investigations. 
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Chapter - Measurements of simulated earthquake 
ru res 
A Introduction 
Synthetic data are processed and analyzed applying dense array analysis. The objectives of 
which include: 
To validate the method by comparing quantitatively the rupture direction and velocity 
for the computed output rupture scenario and the known input scenario. 
To estimate the capability of dense array analysis to detect an eventual asperity. 
To understand the influence on the results of certain parameters such as the sampling 
rate and velocity model. 
Given that no dense alTay data has been recorded within the region of interest synthetic data 
are required. An added benefit of synthetics over recorded data is to know the input 
parameters, and thus be able to model different rupture scenarios. The program chosen to 
create the synthetic data is EMPSYN (Hutchings, 1987). EMPSYN allows one to model 
realistic strong motion accelerograms by using empirical Green's functions. Empirical 
Green's functions make the modeled data more realistic as the geology and complexity of the 
media is taken into account. The empirical Green's functions used in this study are broadband 
data recorded during the SAPSE experiment conducted in the South Island, New Zealand. 
This chapter introduces the program EMPSYN, the notion of empirical Green's functions and 
the model used in this case study. It presents the dense array analysis for two fault rupture 
scenarios, one with and one without a major asperity 
B Strong motion synthetics for an Alpine Fault earthquake 
This part introduces the program EMPSYN (Hutchings, 1987), which was chosen to create 
the synthetic seismograms. It also introduces the notion of empirical Green's functions, and 
describes the source and fault model for the region of study, as well as, the set of data used as 
empirical Green's functions. 
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1 EMPSYN and empirical Green's functions 
The EMPSYN program uses empirical Green's functions to create synthetic seismograms 
(Hutchings, 1987). It has the advantage of creating an accurate synthesis of strong motion 
earthquakes, of dealing with a complex geology as well as allowing the user to choose from a 
variety of rupture scenarios. 
EMPSYN uses empirical Green's functions (later called "EGF") to describe the geology 
corresponding to each ray path. In this approach, a recorded earthquake signal is the result of 
the original source signal and its subsequent modification on its path from the fault source to 
the instrument and through the instrument itself. Mathematically this may be expressed as the 
convolution of the source signal function with a function representing the effect of the 
geology and the instrument, the Green's function. 
The EGF approach is an attractive method in the case of a complex geology that would be 
difficult to model, such as the geology of the Alpine Fault region. Also, given that the Alpine 
Fault generates over 100 earthquakes of magnitudes 2 to 4 per month, it is a good source of 
Green's functions for this study. 
Nonetheless, the EGF method presents some constraints. The moment of the EGF is critical 
to the synthesized large earthquake, given that the large event moment is equal to the sum of 
the elemental source moments. The value for the comer frequency of the small events is also 
critical. In order to assume that the small events are point sources, their comer frequency must 
be higher than that of the synthesized large earthqualce. Typically, a small event has a comer 
frequency higher than 10 Hertz. In the case where small events have comer frequencies 
smaller than the synthesized frequencies of interest, EMPSYN can deconvolve a Brune 
Source from the EGF to get a sharper impulsive point source. 
In EMPSYN, the free parameters are the rupture geometry, hypocentre, rupture roughness, 
rupture velocity, healing velocity, slip distribution, slip vector and asperities (size, nature and 
location). The fixed parameters are the moment and magnitude of the earthqualce. 
EMPSYN is based on the representation relation developed by Aki and Richards (1980). 
Considering the moment density tensor 
mpq(X' ,t') = j1.(s/iq + s/ip)K(X' ,t') Eq.2A-l 
With: 
ll, the rigidity 
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(s/iq + s/ip);' the focal mechanism with s being the slip component and fi the fault 
normaL 
- K(X' ,t'), the source time function 
Primed terms refer to the source 
- Unprimed terms refer to the receiver 
- ® is the convolution operator 
the displacement time history at station X can be represented by the following equation: 
Un eX ,t) Jmpq(X' ,t') ® Gnp,q(X', t'; X, t)dL Eq.2A-2 
L 
Hutchings and Wu (1990) defined an EGF as an impulsive point source: 
en (X'o ; X, t) = M oCSpfiq + sqfip )H(t'-t'o ) ® Gnp,q (X'o ,t'o ; X ,t) Eq.2A- 3 
Where: 
- Mo is the seismic moment of the EGF 
- H (t'-t'o ) is the unit step source-time function 
- t'o is the Origiil time 
- G p q is the elastodynamic Green's function from unidirectional unit impulse in direction p Ii , 
atX'o' 
Given that the time-independent scalar seismic moment for the point source conditions is 
defined as: 
M pq = Mo(spfiq + sqfip) f.lSA(spfiq + sqfip) 
The discretized representation relation can be written as: 
U (X t) = ~IlIA;S(tl')i ®e (X t.'-%;) 
n , L...,; e n 'l 
1=1 MOi V i 
Where: 
- A; is an elemental area such that I A; equals the total fault rupture area. 
- M;I is the scalar seismic moment of the source event. 
- X; is the radial distance from the hypocenter to the elemental source. 
- vis the rupture velocity. 
- en (X ,t; ');is the empirical Green's function displacement for the ith element. 
- S (tl')1 is the desired slip function, 
Eq. 2A- 4 
Eq.2A- 5 
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EMPSYN discretizes a fault rupture plane into elementary sources. It convolves EGF with a 
slip function for each elemental sourc-e. The slip distribution on the fault for all the elementary 
sources is such that the sum of all the moments of the elementary sources has to equal the 
moment of the synthesized large earthquake. Empirical Green's functions for sources where 
no EGF has been recorded are interpolated from the recorded measurements. 
2 Source and Fault model for an Alpine Fault event 
The input parameters for EMPSYN are the geophysical parameters of the medium, the fault 
and source models as well as the rupture parameters. In order to test the dense array method 
two models were run for strong motion events of the same magnitude with different rupture 
processes. Modell assumes a unilateral fault rupture with no asperity. Model 2 is identical to 
model 1 except for the addition of one asperity on the fault. 
2.1 Geophysical parameters for the CanterburylWest Coast region: 
The attenuation coefficient for the region is 400 (Eberhart-Phillips, private communication). 
The velocity equation used for the regional model is vp=0.06z+4.75, which gives 
vp::::8.2km1s@40km. The velocity equation is a linear interpolation of the layered velocity 
model from Eberhart-Phillips (1995). 
2.2 Fault and source model 
Given that previous studies (Yetton, 2000) have shown that a magnitude 8 earthquake is 
expected to occur on the Alpine Fault, the modeled events are assigned a magnitude 8 for a 
moment of L2x1028 dyne-em. The fault model is a simplified model of the Alpine Fault with 
a 55 degree strike, a 45 degree dip (Long et aI., 2003) and a 180 degree slip (right-lateral 
strike-slip ). 
Also, given that the northern segment of the fault is the most likely to rupture, and that the 
hypocenter location should be located at least one kilometer away from the fault edges, the 
hypocenter in both models is located close to the northern edge of the fault plane. Although 
the hypocenter should ideally be located in the lower part of the fault it is located in the upper 
part. This is in order to equally catch details of the fault rupturing upwards and downwards. 
The hypocenter is located at a depth of 9.93 km; in the fault plane it is located 14 km away 
from the surface trace of the fault, 20 km away for the northern edge, 20 km away from the 
bottom edge and 400 km away from the southern fault edge. This gives a fault length of 420 
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km, and a width of 34 km. The final hypocenter location for the two models is (-42.9033Lat, 
171.4833Long) for a depth of 9.93 km. 
2.3 Slowness maps 
Slowness maps represent the values of the North-South and East-West components of the 
apparent slowness vectors for a specific array location and various source locations on the 
fault plane. These maps are used later on to project the slowness spectra back onto the fault 
plane. They have been obtained using the TauP Toolkit (Crotwell et al., 1999) using the 
following velocity model: 
61 layers of 500 m 
Velocities increasing linearly from 4.75 km/s for the P waves (2.74 km/s for the S waves) to 
6.58 km/s for the P waves (3.79 kmls for the S waves) 
The X component of slowness corresponding to the East-West direction is shown in Figure 
2A- 1. The Y component corresponding to the North-South direction is shown in Figure 2A-
2. The slowness maps are satisfying as they both present a good range of slowness values. 
However, given that they represent the apparent slowness components for direct waves, the 
maps present some discontinuities for sources located more than 5 km away from the 
hypocenter. For these sources, the chosen velocity model does not allow the generation of 
direct waves. As expected, the X and Y components are orthogona1. West of the fault plane, 
the slowness vectors have high X values and low Y values. East of the fault plane, the 
slowness vectors have high Y values and decreasing X values. Also, given that slowness 
vectors are the projection of the ray parameters, deeper source locations present lower 
slowness values for both X and Y components. 
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Figure 2A- 1: Slowness map for the East-West component of slowness. The noisy region above 5 km is due 
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2.4 Proposed rupture scenarios 
Rupture parameters for Modell with no asperity: 
The model is a simple unilateral strike-slip fault rupture with a 1800 slip. The rupture 
propagates in a circular shape. The rupture area is longer than the width of the fault so that the 
program can model the effect of a surface rupture. The fault diagram of model 1 is shown in 
Figure 2A- 3. 
STB999C!JOrJ 
Figure 2A· 3: Fault diagram for Modell without asperity 
Rupture parameters for Model 2 with one asperity: 
The model here is identical to Model 1 described previously except for the addition of an 
asperity. ill EMPSYN, asperities have a circular shape of diameter as determined by the user; 
the asperity chosen for Model 2 has a radius of five kilometers. The fault diagram for Model 2 
is shown in Figure 2A- 4. 
The user can choose between two asperity models. In the Hartzell asperity model, the 
asperity starts rupturing as the main rupture front reaches it. In the Kanamori asperity model, 
the asperity elements rupture independently from the main rupture front. Given that the array 
analysis is focused on the propagation of the tip of the rupture front, Model 2 was run with a 
Hartzell asperity model. Nonetheless, in the future, it would be interesting to assess the 
response of the array analysis to a Kanamori asperity model. 
The position of the asperity on the fault is: (-2.9664 Lat 171.3608Long) for a depth of 
9.93km. The asperity moment value is 0.12x1027 dyne-em. 
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Figure 2A· 4: Fault diagram for Model 2 with one asperity 
3 The SAPSE·dataset 
The purpose of generating synthetic strong motion seismograms is to, through array analysis, 
predict ground motion realistically at sites instrumented with strong motion accelerographs. 
Thus, the search for empirical Green's functions is limited to events with sources spread 
across the Alpine Fault, and recorded at sites instrumented with both broadband and strong 
motion instruments. 
3.1. Presentation of the data 
The New Zealand SAPSE (South Island Passive Experiment) dataset provides an ideal 
collection of small magnitude events. The SAPSE experiment consisted of 40 broadband 
instruments distributed over the South Island during the years 1995 and 1996 (Figure 2A- 5). 
It provides a very good catalogue of recordings spread all over the South Island. The program 
involved collaboration between the Institute of Geological and Nuclear Sciences of New 
Zealand, the University of Otago (New Zealand), the University of California, Berkeley 
(UCB), and State University of New York, Binghamton (SUNY). 
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Map 
Figure 2A· 5: Location of the SAPSE stations 
The following paragraphs detail the selection of SAPSE sites and data, as well as, results 
obtained after reprocessing. 
3.2. Selection of events and stations 
Nine SAPSE stations out of 40 were selected. All sites contained both broadband and strong 
motion instruments and recorded data over the same time period. The 9 selected stations are 
ARPA, HOKA, KAHA, LAMA, LUMA, MAKA, ABUA, MTCA and TIMA. These are 
shown in Figure 2A- 6. Surprisingly although the experiment lasted for more than a year, the 
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overlapping time of recordings was less than a month: from March 7'h to March 31 '11996. A 
number of events occurred during March 1996, 35 of them sati 'fied the following condition : 
Latitude between -42.5 and -44 degrees, 
Longitude betv,,'een 167 55' and 171 42' , 
Number of observations higher than 10, 
And magnitudes ranging from 2.3 to 4.2. 
SOUTH ' ISLAND 
SO km 
Figure 2A- 6: Selected SAPSE stations 
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The data, provided by IRIS (Incorporated Research Institutions for Seismology), were in a 
raw format and had to go through a series of corrections: 
Changing header values: starting time of the recording equals starting time of the recorded 
event 
Picking S arrivals 
Filtering using a Butterworth filter from 0.5 to 20 Hertz 
Averaging to get the mean values at zero 
Tapering the extremities of the recordings 
Removing the instrument response using the transfer functions provided with the data 
Changing the units from m.s-2 to cm.s-2 as required by EMPSYN 
3.3. Computation of corrections and event parameters 
Not all the source event parameters had been computed in the SAPSE data. One of them was 
the comer frequency of the events, which is an essential parameter to run EMPSYN. Also, 
one of the stations, ARPA (Arthur's Pa'ss), had very low amplitude recordings for each event. 
This is illustrated in Figure 2A- 7a) which compares recordings of the same event at stations 
HOKA, ARPA, ABUA and LAMA with respectively increasing epicentral distances. 
Given that the data were either incomplete or with some uncertainties, there was a need to 
check the event magnitudes and to compute their comer frequency. Netmoment (Hutchings, 
2002) was the program chosen to perform these tasks. 
Netmoment is a computer program developed by Hutchings (2002) to perform simultaneous 
calculations of moment and source comer frequency from network recordings. It uses 
fundamental knowledge of earthquake sources, propagation attenuation, and site response in a 
simultaneous inversion of network data. This is especially useful in this study as source 
parameters are difficult to determine for small earthqual(es. The output is in the form of a 
displacement spectrum. The program fits the spectra for all the stations where an event has 
been recorded. The intersection of the curve with the vertical axis determines the moment of 
the event. The frequency for which the flat curve starts to drop determines the comer 
frequency of that event. Figure 2A- 7 b) shows the results for event 96069090255 recorded at 
stations ARPA, HOKA and LAMA. 
The displacement spectra for event 96069090255 do not present the ideal characteristic of a 
theoretical displacement spectrum. Nonetheless, they show a plateau zone for the lower 
frequencies and a fall-off at about 3 Hertz. The main fall-off at 20 Hertz is due to the filtering 
applied previously on the raw data. 
64 Chapter 2 
At this point, the main concern for the data is the very low amplitude of the spectrum for the 
ARPA station. This is confirmed by looking at the time histories of one event, for stations 
located at increasing epicentral distances: the ARPA station recordings appear to have very 
low waveform amplitudes by a factor of 5 to 10 (See Figure 2A- 7 a and b). 
It was concluded that the defective amplitude must be due to a change of gain factor when 
acquiring the data. The report for the SAPSE experiment (Anderson et al., 1997) mentioned 
that the experiment used a Reftek data logger with STS-2 sensors. Referring to the original 
manual for the Reftek 72A data acquisition system, options for gains are: 0, 18, 30, 54, 66, 
and 78 dB. Given that 18 dB corresponds to an increase in gain by a factor of 8, it seemed 
reasonable to apply this factor back to all the ARPA recordings. This operation does not affect 
directly the array analysis results as amplitudes do not matter, but it was taken into account 
when analyzing the strong motion predictions. 
" 
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Figure 2A- 7: Comparison of time histories and displacement spectra for ARPA station before and after 
amplitude corrections 
Figure 2A- 7c and d show the time histories and displacement spectra for one event after 
corrections applied to ARPA station. The waveform amplitudes of the signals are now 
coherent, and the ARPA spectrum has been shifted to the level of the other station spectra. 
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The spectrum for station LAMA shows a decrease in amplitude at approximately 2 Hertz. 
This observation has been made for all the LAMA recordings. Site effects would amplify the 
recordings, so it is thought that this pattern might be due to a travel path effect. 
Table 2A- 1 shows the new magnitude and corner frequencies computed for the 35 events. 
Overall, the new magnitudes are smaller than the original magnitudes provided with the data. 
Also the corner frequencies are very small for events of small magnitude. Thus the sources 
must be deconvolved with a Brune function when running EMPSYN. 
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Event Name lat laemin long long_min depth C mag Net mag Fe (Hz) 
1996.067.03.15.34 43 6.08 171 3.2 12.37 2.9 2.5 3.2 
1996.068.13.32.32 42 59.59 171 25.73 0.03 3 2.3 5.7 
1996.068.23.20.27 43 0.91 171 27.27 17.15 2.6 2.4 7.7 
1996.069.00.03.04 42 57.78 171 7.9 17.17 2.9 2.5 8.7 
1996.069.09.02.55 43 3.41 171 4.94 3.15 3.2 2.7 3.1 
1996.069.23.10.14 43 3.73 171 4.76 6.53 3 2.5 3.8 
1996.072.00.31.54 43 14.68 171 4.66 8.29 2.8 2.4 3.3 
1996.072.04.30.14 43 3.15 171 25.43 10.94 3.1 2.6 5 
1996.072.10.34.29 42 54.18 171 38.99 10.2 2.7 2.3 5.1 
1996.073.02.37.22 43 3.03 171 28.01 5.55 2.8 2.3 5.5 
1996.073.11.54.27 43 1.2 171 25.78 10.66 2.5 2.3 2.16 
1996.073.14.43.33 42 56.43 171 27.65 7.42 3.1 2.3 4.8 
1996.073.23.57.36 42 57.07 171 30.69 7.44 2.9 2.5 11.7 
1996.074.03.02.31 42 59.38 171 21.71 6.43 3.3 2.5 6.4 
1996.074.08.14.40 43 4.34 171 1.69 11.5 2.3 2.4 7.7 
1996.075.16.33.58 42 56.47 171 21.2 4.01 3.3 3.1 5.7 
1996.075.16.41.13 42 55.84 171 22.14 0.03 3.2 3 4.9 
1996.075.17.05.34 42 58.98 171 23.53 3.28 3.3 3.1 8 
. 1996.0n .19.26.11 43 0.88 ' 171 23.74 3.89 2.9 2.6 3.3 
1996.078.12.10.50 43 '15.56 171 31.45 4.4 3.8 2.8 2.9 
1996.081.07.54.16 42 58.34 171 22.07 11.42 3.1 2.5 5 
1996.081.12.53.25 42 54.7 171 38.04 8.38 2.9 2.5 12.8 
1996.082.06.27.52 42 57.65 171 32.08 3.47 3.2 2.5 16.6 
1996.083.05.11.43 43 3.03 171 27.92 3.42 2.9 2.4 3.8 
1996.085.23.16.18 42 57.46 171 29.2 3.6 3 2.6 6.5 
1996.086.03.58.10 43 4.85 171 18.56 3.03 3.9 2.9 7.2 
1996.088.05.06.30 42 57.25 171 21.54 7.99 3.1 2.6 7.9 
1996.088.16.40.47 43 35.09 170 40.35 5.35 3.4 3.2 5.9 
1996.088.18.58.37 42 58.47 171 25.6 11.75 2.3 2.7 7.2 
1996.090.00.57.04 43 24.75 171 37.48 14.12 3.7 3.5 7.1 
Table 2A· 1: List and parameters of selected events recorded by tbe SAPSE network. Depths are in km; C 
mag is the magnitude given by the catalog; net mag is the magnitude inferred from 
Netmoment; Fe is the corner frequency. 
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C Strong motion synthetics for an Alpine Fault earthquake 
Synthetic accelerograms generated using the program EMPSYN are analyzed for two rupture 
scenarios: a rupture scenario without asperity and a rupture scenario with a major asperity 
located close to the hypocenter. The objective is to determine the efficiency of dense array 
analysis in capturing fau1t rupture parameters such as velocity and direction. Unfortunately, 
the horizontal data were not good enough to analyze. The a1ignment of the horizontal 
accelerograms, which is an essential part of the process, was inconsistent. This failure of the 
horizontal components may be due to the records used as Green's functions. Nonetheless, the 
analysis of the vertical data is very promising. In both studies, the East-West direction 
corresponds to the X axis, and the South-North direction to the Y axis. 
1 Scenario without asperity 
The first scenario is a simple. unilateral fault rupture. Characteristics of the rupture are 
summarized in Chapter 2A. First the acce1erograms are presented. They are followed by the 
slowness spectrum and the fault diagram analysis. Finally the results are compared to the 
input rupture parameters. 
1.1. Results 
The synthetic accelerograms 
Synthetic accelerogram are generated at the 12 stations of the potential Pylon Gully array. 
Figure 2B- 1 shows the raw synthetic accelerograms obtained at three stations of the array: 
ordered from top to bottom, central station, A2000 and ClDOO. Peak amplitudes for each 
accelerogram are close to 400 mg, which is lower than expected for a magnitude 8 earthquake 
recorded at a close location. 
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Figure 2B- 1: Raw accelerograms synthesized at the central station of the Pylon G ully urray 
The acce! rograms present strong high frequencies. Figure 28- 2 shows the Fourier 
accelerat ion pectrum of the central station accelerogram. The strong characteristics of the 
spectra are a zero fl at r spons up to 5 hertz and a major peak around 19 I ertz. The 
oceUIT nee of the 19 Hertz peak is explained by the Green's Functions used to generate the 
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accelerograms. A characteristic nOIse appears clearly on th acceleration spectra of the 
empirical Green s functions shown in Figure 2A- 7 d) in the way of a raise of the spectra 
amplitude after 15 Hertz. 
Central Station Spectrum without Asperity 
2.5 ' 
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Figure 2B- 2: Fourier Acceleration Spectrum of the central station (scena rio without asperity) 
To remove the noise, the raw synthetic accel rograms are fil tered applying a Butt rworth 
filter from 0.5 hertz to 15 Hertz. Fi Qure 2B- 3 shows the synthesized accelerogram at the 
central station of the Pylon Gully array after filtering. The maximum amplitude is now 
approximately 300 mg. 
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Figure 2B- 3: Accelerogram synthesized at the central station of tbe Pylon Gully array after fil tering 
(scenario with no asperity) 
Alignment of the accelerogram is an important part of the analysis. Preliminary tests on the 
original data sampled at 50 Hertz were proven to be sign ificantly influenced by the accu racy 
of the alignment as well as .. by the velocity model. The initial velocity model used to generate 
th slowness maps, though only sli ghtly too fast, had to be modifi ed to better fit th data. Tn 
order to get a better resolution in the alignment process, the data had to be r -sampled at a 
higher rate. The sampl ing rate was ori ginally 50 Hertz or one sample ev ry 0.02 second . For a 
maximum station separation 0[ 2 lan, this, ampling gave a slowness error of 0.01 s/km which 
was within the range of slowness values used in this case study. To avoid under-sampling, 
sampling rate was mult iplied by ] O. Re-sampli ng was done through a polynomial 
interpolation of data points as close as possible to the fixed original data points. A finer time 
sampling improve the precision of the alignment process. The alignment of the 
accelerograms for the vertical data was set at 9.08 seconds where the first P arrivals are 
detect d (Figure 2B- 4). 
72 Chapter 2 
100 , 
80 , 
60 l 
40 -
0) 
E 
c 
c 
0 
~ 
<ii 
a; I u 
u 
-20 .... 
« 
I 
-40 L. 
-60 ~ 
-80 r 
-100 
5 6 7 8 9 10 11 12 13 
Time in seconds 
Figure 2B- 4: Phase chosen to perform t.hc alignment for the vertical data (scenario with no asperity) 
Alignment was perfonned applying a correlation method a well as manually. Shift times 
obtained from aligning the seismograms are presented in the following table. They range from 
o seconds up to 0. 312 seconds fo r the station A2000 which is the furthest away from the 
central station. 
Station Shift times 
AO 0 
A100 0.01 8 
A200 0.034 
A300 0038 
A600 0.068 
A1000 0.24 
A2000 0.312 
8100 0032 
8300 0.034 
C200 -0014 
C500 -003 
C1000 -0.098 
Table 28- I: Shift times for the alignment of the vertical seismograms (scenario with no asperity) 
By shi ft ing the seismograms, the slowness spectra are translated by a constant vector. The 
lownes shi ft vector is computed in order to correct the slowness spectra. The vector is 
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detennined applying the least mean square method to the shift times shown in Table 2B- 1. 
--
This vector also determines the direction of the first incoming source called the source 
azimuth. The shift components and azimuth of the slowness vector are: 
slowness shift along the X axis: 0.1300 s/krn 
slowness shift along the Y axis: -0.094 s/krn 
Azimuth: 54 degrees 
The real components of the slowness shift vector are the slowness components of the 
hypocenter. The location of which is well known. They are determined using the slowness 
maps detailed in Chapter 2A. The hypocenter slowness parameters are: 
slowness shift along the X axis: 0.1438 s/krn 
slowness shift along the Y axis: -0.1082 s/krn 
Azimuth: 53 degrees 
The computed results are very close to the expected values with the azimuths differing by 
only one degree. The computed slowness components are slightly lower than the real ones, 
which is likely due to an underestimated P-wave shifting time. 
Having aligned the seismograms, one must determine the optimal time windows. In this case 
study, the QEE method is not employed to define the optimal time windows. The reason for 
which is in the program EMPSYN used to run the synthetics. EMPSYN generates the 
seismograms by creating evenly spaced point sources. In this application, the point sources 
are square areas of 0.2 krn2. Therefore there are no dominant patches of energy but regular 
incoming bursts of energy. The QEE method would not be relevant here. Instead it is assumed 
that each window, every 0.1 seconds, contains a signaL The 0.1 second value is defined 
considering a constant rupture velocity of 3 lanls and a source spacing of .45 krn (the 
elemental areas are 0.2 krn2 which gives a side length of .45 krn). Therefore sources occur 
every 0.15 seconds. Thus analysis of the seismograms every 0.1 seconds is conservative. The 
best time window widths are those which yield the highest resolution of the spectral matrix. 
Given that the array is located approximately 25 krn away from the hypocenter, S waves are 
expected to arrive about 3 seconds later than the P waves. Once the S waves arrive, the signals 
become very noisy. Therefore the array analysis has been limited to up to the 12 second 
window. This constraint gives 3 seconds of study for the vertical data. Time windows and 
their respective widths computed applying the method of the optimum spectral matrix noted 
above are summarized up in Table 2B- 3. 
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The slowness spectra 
Slown ss spectra have been stacked for frequencies from 1 to 15 Hertz sampled every 0.1 
Hertz. Times are given here with respect to the origin of the s ismograms. Resulting slovm ss 
spectra for windows 9.1, 11 and 12 seconds are shown in Figure 2B- 5. Axes have been 
shifted according to the slowness shift values computed. The ell ipses denot d by stars 
represent slowness vectors of known input sources rupturing at times labeled near the ellipses. 
Noneth less, the ellipses are only indicative as the labeled mpture times do not take into 
account the travel time difference between sources (the differences are generally small 
however being less than haIf a second (Table 2B- 3)). 
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Figure 2B- 5; Slowness spectra computed a t windows 9.1 , 11, 12 and 12.3 se-conds ( cenario with no 
asperity) 
The spectra are a good representation of the actual evolution f the rupture front They 
present one sharp peak, with peak amplitudes then decreasing as time increases. In this array 
analysis it is assumed that onl.! one source propagates at time through the array. The peaks 
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represent a tip of the rupture front. As shown by the spectra, they propagate downwards in the 
south-east direction. The peak times are very close to the expected rupture times. When 
looking at spectra computed later than 12 seconds, a second spurious peak appears although 
only a single source was assumed for the analysis. This is a sign of the degradation and 
complexity of the signal most likely due to the anivals of various other waves. All the spectra 
computed at every time window are provided in Appendix A. 
1.2. Analysis and interpretation 
From the slowness maps computed in Chapter 2A, each peak of the slowness spectra is 
assigned a location on the fault plane. For each location, a travel time is computed and 
subtracted from the time at which the slowness spectra have been computed. This new time is 
the computed rupture time. Figure 2B- 6 shows the fault diagram resulting from the projection 
of all the spectra from 9.1 to 12 seconds. 
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Figure 2B- 6: Fault diagram for the scenario with no asperity showing point locations and their respective 
computed rupture time 
The overall direction trend of the rupture front is satisfying as the point sources gradually 
propagate away from the hypocenter. The prominent pattern is the tendency of the computed 
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rupture front to travel downwards at a 90 degree angle. A possible explanation to this 
downward direction trend could be the way the seismograms are synthesized. Given that the 
rigidity of the material increases with depth, and that deeper point sources get closer to the 
array, sources at depth are more energetic than superficial sources. The fault diagram shows 
that the extent of the rupture area is up to 15 km. This value is not the final rupture front 
location as computations are only performed on the first 3 seconds of the seismograms. 
Therefore one can not define the total rupture area from this case study. Rupture velocities 
computed at the times 9.1, 11 and 12 seconds are represented in Table 2B- 2. 
Distance (km) Time difference (seconds) Rupture Velocity(kmls) 
9.1 to 11 seconds 5.92 2.30 2.5739 
9.1 to 12 seconds 8.16 3.40 2.4 
11 to 12 seconds 2.30 1.10 2.09 
Table 2B- 2: Rupture parameters at 9.1, n aud 12 secouds (sceuario without asperity) 
The rupture velocities computed above are satisfying, given that they are very close to the 
constant input rupture velocity of 3 kmlsecond. However, the values are decreasing for 
increasing times, which is a sign of degradation of array analysis as the recordings become 
more complex. A visually attractive way to compare the results is to plot the computed 
rupture times against the expected rupture times (Figure 2B- 7). The graph shows that up to 
11.1 seconds the difference in rupture times is small (approximately 0.5 seconds); past this, 
the difference grows disproportionably reaching a 2-second error. 
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Figure 2B- 7: Computed rupture times against true rupture times (scenario with DO asperity). The com puted 
rupture times refer to the projected point sources; the true rupture times refer to the actual 
rupture times of tbe point sources generated by EMPSYN. 
From Figure 2B- 7, the average rupture time error IS 0. 5342 seconds· the maximum error 
being 2.29 seconds at the 1] .5 second window (2.83 second computed rupture time); the 
min imum error being 0 second at the 9.1 second wi ndow. The 10.6 and 10.8 second windows 
are very good with a small error of 0.07 seconds. Table 2B- 3 sW11marizes the rupture 
parameters obtained for the scenario without an asperity. 
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X(km) Y(km) 
position position Inferred True Rupture 
Central Time Depth Travel on fault on fault Rupture rupture time 
time (s) width (5) Lat Lon (km) time (5) km) (km) time (s) time (5) error (s) 
9.1 0.1 -42.90 171.48 9.93 4.98 0.00 0.00 0.00 0.00 0 
9.2 0.3 -42.91 171.50 10.74 4.85 0.78 -1.14 0.23 0.47 0.2374 
9.3 0.2 -42.91 171.47 9.62 5.10 -1.31 0.44 0.08 0.47 0.39 
9.4 0.2 -42.91 171.48 10.01 5.00 -0.47 -0.11 0.28 0.16 0.12 
9.5 0.1 -42.91 171.46 9.54 5.17 -2.24 0.55 0.21 0.77 0.56 
9.6 0.2 -42.91 171.48 10.53 4.93 -0.41 -0.85 0.55 0.32 0.23 
9.7 0.2 -42.91 171.48 10.53 4.93 -0.41 -0.85 0.65 0.32 0.33 
9.8 0.2 -42.91 171.49 10.60 4.90 0.00 -0.95 0.78 0.32 0.46 
9.9 0.1 -42.91 171.50 11.03 4.81 0.98 -1.56 0.97 0.62 0.35 
10 0.3 -42.91 171.50 11.03 4.81 0.98 -1.56 1.07 0.62 0.45 
10.1 0.2 -42.91 171.50 11.51 4.78 0.59 -2.23 1.20 0.77 0.43 
10.2 0.1 -42.92 171.51 12.12 4.71 0.82 -3.10 1.37 1.07 0.3 
10.3 0.3 -42.92 171.50 12.19 4.72 0.33 -3.19 1.46 1.07 0.39 
10.4 0.2 -42.91 171.51 11.59 4.73 1.45 -2.34 1.55 0.92 0.63 
10.5 0.2 -42.92 171.51 13.13 4.64 0.59 -4.53 1.74 1.52 0.22 
10.6 0.2 -42.93 171.52 13.77 4.59 0.60 -5.43 1.89 1.82 0.07 
10.7 0.2 -42.93 171.52 14.43 4.57 0.33 -6.36 2.01 2.12 0.11 
10.8 0.1 -42.91 171.55 13.58 4.49 3.73 -5.16 2.19 2.12 0.07 
10.9 0.3 -42.93 171.53 14.26 4.51 1.73 -6.13 2.27 2.12 0.15 
11 0.1 -42.93 171.52 14.11- 4.58 0.33 -5.91 2.30 1.97 0.33 
11.1 0.1 -42.94 171.52 15.39 4.56 0.00 -7.72 2.42 2.57 0.15 
11.2 0.1 -42.92 171.53 13.42 4.54 2.36 -4.93 2.54 1.82 0.72 
11.3 0.1 -42.94 171.56 16.40 4.41 2.62 -9.14 2.77 3.17 0.4 
11.4 0.2 -42.93 171.58 17.54 4.34 4.74 -10.76 2.94 3.92 0.98 
11.5 0.2 -42.98 171.57 20.77 4.55 0.81 -15.32 2.83 5.12 2.29 
11.6 0.3 -42.98 171.57 20.77 4.55 0.81 -15.32 2.93 5.12 2.19 
11.7 0.3 -42.98 171.56 20.14 4.54 0.25 -14.45 3.04 4.82 1.78 
11.8 0.2 -42.95 171.55 17.25 4.46 1.06 -10.36 3.22 3.47 0.25 
11.9 0.2 -42.96 171.55 18.54 4.47 0.82 -12.18 3.31 4.07 0.76 
12 0.1 -42.94 171.53 15.65 4.48 1.07 -8.09 3.40 2.72 0.68 
Table 2B- 3: Rupture point details (scenario without asperity) 
The analysis of synthetic data for a known rupture scenario has shown that dense array 
analysis is efficient. Dense array analysis has proven to be capable of determining accurately 
the rupture velocities and directions. This analysis shows that as time increases, and the signal 
become more complex, dense array efficiency decreases especially as the arrival of S waves. 
Moreover, the seismogram alignment and the velocity model must be determined carefully to 
allow an accurate resolution of rupture parameters. 
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2 Scenario with asperity 
Dense array analysis is now appl ied to a uni lateral fault ruptur scenano with an added 
asperity . The objective is to tudy the efficiency of the technique in detecting the presence of 
the asp rity. The asperity is a Hartzell model which egins to rupture as the rupture front 
propagates through it. The asperity location has been chosen to leave enough ti me for the 
rupture front to propagate on it own before reaching the asp rity, as well as to be close 
enough to the hypocenter to record the asperity before the arrivals of the S wave. More details 
on the asperity model in EMPSYN can be fo und in Chapter 2 A. T he fau lt/asp rity 
confi guration is summarized in Figure 2B- 8. 
Hypocent re 
20 krn 
20 krn 
420 krn 
~ ___________________ " •• ____________________________ ~L-____________ ~ 
Figure 2B- 8: FauJt and asperity geometry 
2.1. Results 
The synthetic 
Figure 2B- 9 shows the raw synthetic acceJerograms obtained at three stations of the Pylon 
Gully array (Central, A2000 and Cl000 stations). The major characteristic is the presence of 
high amplitude low frequency noise at the head and tai l of the recordings for some stations . 
These low frequency signals are not caused by the asperity as they occur even befor the 
rupture front starts, as well as, after the rupture fron t passed the asperity. Also, the long period 
noise does not appear on the synthetics g nerated for the same scenario without the asperity. 
Therefore thi s particular noise must be due to a computational artifact. 
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Figu r'e 2B- 9: Raw accelerograms synthesized at the cen tra l sta tion of the Pylon G ully array, SIJltion 
C1 000 and the central station show the presence of a long period noise (scenario with an 
asperity) 
This low frequency noise appears clearly in the Fourier acceleration pectrum of the central 
station in Figure 2B- 10. Where the Fourier spectrum of the cenario without the asperity 
presents a fl at response for low frequencies, the Fourier spectrum here shows a peak at 1 
Hertz. 
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Figure 2B· 10: Fourier acceleration spectrum (scenario with asperity) 
The synthetic accelerograms are filtered applying a Butterworth filter from 1 hertz to 15 
Hertz. The upper frequency of 15 hertz was chosen to filter out noise that appear after 15 
Hertz for the same reasons as in the first scenario. Figure 2B- 11 shows the synthesized 
accelerogram at the Pylon Gully central station after filtering. The maximum amplitude is 
about 150 mg. The spurious peak at the beginning of the seismogram is still present but 
attenuated. To remove the peak completely, the signal should be filtered at 5 Hertz. This 
however may filter out some real signals. Also, such a strong filtering is not necessary given 
the long period noise is not present in the part of the signal to be studied. Therefore the filter 
is kept at 1 Hertz. 
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Figuri" 28- 11 : Accele."ogram synthesized at thi" central station of the Pylon Gully array after fil tering 
(Scena rio with asperity) 
Having filtered the sei smo!:,Tfams, the next step is the alignment of the accelero!:,Tfam '. As for 
the fi r t scenario, the recordings are re-sampled by a factor of 10, thu ' allowing a greater 
precision for th seIsmogram alignment Th first P wave arrival is also chosen at 9.08 
seconds (Figure 28 - 12). 
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Figure 2B- 12: Phase chosen to perform the alignment for the vertic-'l l data 
12 13 
Shift times determined from aligning the seismograms are presented in Table 2B- 4. They 
range from 0 to 0.525 seconds. These values are higher than the ones obtained for the 
previous scenario. Given that the geology model, th Green's functio ns and the hypocentral 
locations are id ntical for both rupture scenarios the difference in time picking can only be 
explained by the subj ective choice of determining the first arrivals 
Station Shift times 
AO 0 
A100 0012 
A200 0.028 
A300 0034 
A600 0065 
A1000 0.235 
A2000 0525 
8100 0.028 
8300 0.034 
C200 -0.006 
C500 -0032 
C1000 -0.096 
Table 28- 4: Shift times for the alignment of the vertical ei rnograms 
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The slowness shift components obtained from the shift times using the least square method 
are: 
slowness shift along the X axis: 0.1587 s/km 
slowness shift along the Y axis: -0.1042 s/km 
Azimuth: 56.7 degrees 
These results are closer to the expected values from the input model than the ones obtained 
for the scenario without the asperity. This is consistent with the conclusion that shift times for 
the previous scenario were underestimated. 
The optimal time window width is computed using the spectral matrix amplitude method 
described in the previous section. Times are given here with respect to the origin of the 
seismograms. Time window widths are computed every 0.1 seconds from 9.1 seconds to 12 
seconds. The analysis is restricted to 12 seconds as for the first scenario. Limiting the analysis 
to the first 3 seconds of the accelerograms does not affect the study of the asperity. Indeed, 
given that the asperity is located 12 kni away from the hypocenter, and that it is circular of 5 
km radius, the first asperity point source to rupture is located 7 km away. Therefore, 
considering a constant rupture velocity of 3 km/s, the first asperity point ruptures about 2.3 
seconds later than origin time. A sign of the asperity should be noticed at approximately 11.4 
second or 2.3 seconds after the first P arrivaL The resulting time windows and their respective 
widths are summarized in Table 2B- 6. 
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The slowness spectra 
As for the previous scenario, slowness spectra are stacked for frequencies from 1 to 15 Hertz 
every 0.1 Hertz. Slowness spectra computed at 9.1, 11 and 12 seconds are shown in Figure 
2B- 13. All the spectra computed at every time window are provided in Appendix A. The 
spectrum at 9.1 seconds represents the expected pattern of a central contour peak. The 11 and 
12 second peak spectra have the respective fault projection coordinates: (3.24, -7.49)lcm, 
(2.62, -9.14)lcm. 
86 
-0 1I!1. -017 .0 ' 8 -0 IS -0 I . 0 '3 -0 12 -0 11 ..Q ' 
~"lr f "-"' J 
~ 
~ 
~ 
~ 
• I 
Chapter 2 
' .. 
1110 
' .. 
'''' 
. 00 
Figure 28- 13: SJowness spectra computed at windows 9.1, 11 and 12 seconds (scenario with asperity) 
2.2. Analysi and interpretation 
By rem ling the travel time, one finds that the source at 12 econds actuall f ruptures at 3.48 
seconds, and the source at 11 s conds at 2.47 seconds. These results are consistent with the 
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source at 12 seconds being deeper than the one at 11 seconds. Given that they are located 2.12 
km away from each others, the rupture velocity between these sources is approximately 2.09 
km/s. This result is identical as the one obtained for the scenario without the asperity. Rupture 
locations and velocities computed at 9.1, 11 and 12 seconds are summarized in Table 2B- 5. 
Distance (km) Time difference (seconds) Rupture Velocity 
(kmls) 
9.1 to 11 seconds 8.16 2.47 3.30 
9.1 to 12 seconds 9.50 3.48 2.72 
11 to 12 seconds 2.12 1.01 2.09 
Table 2B· 5: Rupture parameters at 9.1,11 and 12 seconds (scenario with asperity) 
When looking at the three specific point sources mentioned above, there is no sign of an 
asperity. The rupture follows the same.trend as for the scenario without the asperity. Should 
an asperity signature on the spectra occur, one would expect it between 11 and 12 seconds as 
explained previously. The following fault diagram in Figure 2B- 14 summarizes the point 
source rupture times and locations computed from 9.1 to 12 seconds every 0.1 seconds. Point 
sources impending on the array between 11 and 12 seconds are in bold. They are also labeled 
by their recording times instead of the usual rupture times to facilitate the study. 
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Figure 2B· 14: Fault diagram (Scenario with asperity): point sources are labeled with their respective 
recording time; point sources in bold correspond to recording time comprised between 11 
and 12 seconds. 
Point sources recorded between 11 and 12 seconds are expected to show the presence of the 
asperity (Figure 2B- 14). They are expected to be located further west on the fault than 
previous points: 7 km away from the hypocenter. On the contrary however these points are 
found to follow the downwards rupture trend without being influenced by the asperity. One 
can then ask jf the asperity could be noticed through the analysis of computed rupture times 
against expected rupture times? This analysis is presented in Figure 2B- 15. 
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Figu re 2B- 15: Computed rupture times against true rupture time for the scenario with asperity. The 
computed rnpture times refer to the projeded poi nt sources; the true rupture times refer to the 
actual mpture times of tbe point sources generated EMPSYN. 
When comparing Figure 28- 15 to Figure 2B- 7 representino computed rupture hmes against 
expected rupture times for a scenario without asperity tV{O distinctive feature appear. The 
first one is that the computed rupture times for the cenario with the asperity also shows a 
dispersion from 11.2 seconds on. Tills dispersion is explained by the degradation and 
comple ity of the signal as time passes. The second feature is a dispersion in the results from 
9.9 to 10.3 seconds for the scenario with the asperity, that does not occur for the scenario 
without the asperity. Considering that the only difference in the scenarios is the inclusion of 
an asperity, this dispersion at approximately 10 seconds could be a deb'Tadation of the analysis 
due to a secondary signal coming in. However, given that waves [Tom the asperity should 
arrive only 2.3 seconds after the first arrival , this hypothesis implies that the picking of the 
fi rst arrival has not been done carefully and that the first arrival happened earlier than 9. 08 
seconds. Considering that the picking is rigorous and consistent for both scenarios, the 
hypothesis of a dispersion of the signal approximately 10 second being caused by the asperity 
is not reali tic. The dispersion may therefore be explained simply through errors in the 
computat ion due to noise in the signals and bad window width computatio ns. In conclusion, 
dense array analysis has not been able to detect the presence of the asperity usi ng synthetics 
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generated using EMPSYN for this particular rupture scenario. This failure may be explained 
--
by the poor quality of the Green's functions used in this study. Therefore, it would be worth 
putting out some broadband seismographs at potential sites for future studies. The rupture 
parameters obtained from the analysis are listed in Table 2B- 6. 
X (km) Y(km) 
position position Inferred True Rupture 
Central Time Depth Travel on fault on fault Rupture rupture time 
time (s) width (s Lat Lon (km) time (s) (km) (km) time (s) time (s) error (s) 
9.1 0.1 -42.90 171.48 9.93 4.98 0.00 0.00 0.00 0.00 0.00 
9.2 0.1 -42.90 171.49 9.72 4.99 0.38 0.30 0.09 0.16 -0.07 
9.3 0.3 -42.90 171.50 10.84 4.81 1.33 -1.28 0.37 0.62 -0.25 
9.4 0.1 -42.90 171.48 9.93 4.98 0.00 0.00 0.30 0.00 0.30 
9.5 0.3 -42.90 171.51 11.40 4.73 1.82 -2.07 0.65 0.92 -0.27 
9.6 0.1 -42.91 171.52 11.88 4.67 2.42 -2.75 0.82 1.23 -0.41 
9.7 0.4 -42.91 171.51 11.88 4.69 1.65 -2.75 0.89 1.07 -0.18 
9.8 0.3 -42.91 171.51 11.22 4.77 1.41 -1.83 0.92 0.77 0.15 
9.9 0.1 -42.90 171.49 9.72 4.99 0.38 0.30 0.79 0.16 0.63 
10 0.2 -42.91 171.54 12.91 4.54 3.49 -4.21 1.34 1.82 -0.48 
10.1 0.1 -42.90 171.55 13.17 4.50 4.42 -4.59 1.48 2.12 -0.64 
10.2 0.1 -42.91 171.50 11.17 4.81 0.57 -1.75 1.27 0.62 0.65 
10.3 0.2 -42.92 171.54 13.91 4.49 2.98 -5.63 1.69 2.12 -0.43 
10.4 0.4 -42.92 171.54 13.91 - 4.49 2.98 -5.63 1.79 2.12 -0.33 
10.5 0.2 -42.92 171.54 13.91 4.49 2.98 -5.63 1.89 2.12 -0.23 
10.6 0.2 -42.92 171.55 14.54 4.45 3.20 -6.52 2.03 2.42 -0.39 
10.7 0.1 -42.92 171.54 14.39 4.48 2.59 -6.30 2.11 2.27 -0.16 
10.8 0.2 -42.92 171.55 14.40 4.45 3.59 -6.32 2.24 2.42 -0.18 
10.9 0.1 -42.92 171.56 15.10 4.41 3.65 -7.31 2.37 2.72 -0.35 
11 0.1 -42.93 171.55 15.23 4.42 3.24 -7.49 2.47 2.72 -0.25 
11.1 0.2 -42.95 171.53 16.34 4.50 0.32 -9.06 2.48 3.02 -0.54 
11.2 0.3 -42.94 171.57 17.25 4.38 3.28 -10.35 2.71 3.62 -0.91 
11.3 0.1 -42.93 171.57 16.48 4.37 3.67 -9.26 2.81 3.32 -0.51 
11.4 0.2 -42.93 171.58 17.12 4.34 4.95 -10.17 2.94 3.77 -0.83 
11.5 0.1 -42.93 171.58 16.77 4.34 4.93 -9.68 3.04 3.62 -0.58 
11.6 0.1 -42.93 171.55 15.74 4.42 2.60 -8.21 3.06 2.87 0.19 
11.7 0.1 -42.98 171.57 20.74 4.53 1.28 -15.29 3.06 5.12 -2.06 
11.8 0.2 -42.96 171.57 19.04 4.42 2.41 -12.88 3.26 4.37 -1 .11 
11.9 0.1 -42.94 171.55 16.48 4.42 2.19 -9.26 3.36 3.17 0.19 
12 0.1 -42.94 171.56 16.40 4.41 2.62 -9.14 3.48 3.17 0.31 
Table 2B- 6: Rupture poiut details for the scenario with no asperity 
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o Conclusion 
The application of dense array analysis to synthetic strong motion data has proven that the 
technique is efficient in studying gross fault rupture parameters. The analysis provides rupture 
velocities and directions consistent with input values. It is an important outcome to validate 
dense array analysis pelformed on real data sets. Being able to compare computed parameters 
with their known input values has emphasized the importance of the velocity model in the 
projection of the slowness spectra, the importance of timing accuracy and high data sampling 
of the recording, as well as, the importance of the array location from the hypocenter. 
By choosing a location 25 km away from the hypocenter, fault sources are finely resolved, 
though the analysis of the P waves is limited to the first 3 seconds of the recordings. 
Therefore, a future dense array location in the region of interest should be located further 
away from the Alpine Fault than Pylon Gully. A distance 40 km away from the hypocenter 
would be an ideal starting point for a site search. 
The significance of timing has a consequence on the choice of instruments to compose the 
array. Instruments with a high sampling rate are essential. This study has not been able to 
analyze the horizontal data set due to the lack of consistent seismogram alignments. 
Therefore, dense array instruments should provide excellent 3-component recordings. 
Unexpectedly, dense array analysis of the rupture scenario with an asperity revealed no sign 
of an asperity. This comes as a surprise considering the promising results dense array analysis 
had provided previously in other respects. An explanation could be high noise and complexity 
in the recordings, or the signal of the asperity being weaker than the main rupture front signal. 
Future studies using a range of synthetic programs with various asperity models would be 
interesting to fully test the method. 
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Chapter 3 - Direct measurements of a Fault rupture using 
the SMART -1 dense array 
A Presentation of the SMART -1 array and Event 5 
The SMART-l array (Bolt et aI., 1982) was a near ideal dense array of strong-motion 
instrument located in Taiwan. The location, configu ration and perfo rmance of this array are 
detailed in the foll owing paragraphs. This 1s foll owed by the introduction of one of the major 
earthquakes recorded at SMART-l : Event 5. E ent 5 is reprocessed applying dens array 
analysis and parameters relevant to this study are presented. Given that thi event has been 
widely studied under various array analyses, conclusions of these previous array studies are 
summarized. 
1 The Smart-1 array 
1.1. Location and configuration 
The SMART- l array was located in the Northeast comer of Taiwan, near the city of Lotung 
(s e Figure 3A- 1). The array which operated from 1980 to 1991 was designed under the 
cooperation of the University of California in Berkeley and the In titute of arth Science in 
Taipei . 
SMART1 (1 980~ 1991 ) 
TAIWAN 
'----' IKm 
Figure 31\- 1: Location of the SMART -1 array in Taiwan 
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tvlAR T -1 was composed of 36 stations set up into 3 concentric circles of radii 200m, 1000 
m and 2000m around a central station. Each ring contains 12 equi-spaced instruments shown 
in Figures 3A- l and 3A-2 . 
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Figure 3A- 2: Configuration or the SMART-l array 
During its ten years of service SMART-l recorded over 60 earthquakes. Its purpose was to 
record the n ar-field ground motion of very large earthquakes for the engineering and 
s ismological study of strong motion events . 
1.3. Performance 
The SMART -I array recorded a large range of earthquakes \l ith epicentral distances varying 
from 3 to 200 km, and depths up to 100 km. Al though site effects were significant (refer 
Chapter 1-C), it has provided high quality digi tal recordi ngs that have been intensely studied. 
For example Event 5, recorded in January 1981 has been widely studied applying array 
analysis methods (Abrahamson 1985, Darragh 1987, Goldstein 1988, Goldstein et al. 1991). 
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To estimate tbe array characteristics of SMART-l , a 2-d spatlal frequency transfer function 
pecific to the array configuration is computed. The 2-d transfer funct ion shown in Figure 3A-
3 assumes for vent 5 that the array is composed of the 27 operational tations. A transfer 
function shows the efficiency of the array in term of the range of wavelengths that can be 
described by the array . The highest wavenum ber that can be studied depend ' on the minimum 
separation between two captors. In this case, the mallest di~iance is 200 m. The requirement 
for hvo samples per wavelenf,rth gives a minimum wavelen!:,rth }" of 400 m resulting in a 
maxi mum waven umber of2~ = 15.7km I . 
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F igure 3A- 3: Transfer function orthe Smart-l array (27 stations) 
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The transfer function does not show any secondary peak in the range of the wavenumber of 
interest. Also the central lobe is very narrow (only a grid-unit wide). This ind icates that 
SMART-l has a high signal resolution . The optimal configuration of SMART-l and its ideal 
location in a highly seismic ar a makes it an ideal source of high quality data for dense array 
analysis. 
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2 Event 5 
2.1. Why re-study Event 5? 
Evcnt 5, a magnitude 5.9 earthquake, occurred on January 29th, 1981. The cpiccntrc \Va ' 
located 24 25. 75N 121 53 .78E appro 'irnately 30 km southeast of LotLlng (Figure 3 - 4). 
Further information on Event 5 can be found on: 
http: \\ \\ w.carth.si nica.cdu. t\\ ! smdmc smart L cv cnt e,ent5 . htm 
SMART -1 ARRAY 
EVENT 5 LOCATION 
100 km 
.. .. 
.I'igure 3A- 4: Event 5 epicentre location 
Reasons that make Event 5 suitable to study with array analysis include: 
Event 5 was a high magnitude event. 
The event triggered almost all the stations at SMART -1 . 
The range of azimuth for the source is large enough to be detected with array analysis. 
Event 5 has been widely studied with di fferent conclusions suggested for the mechanism of 
the fault rupture. The objective of this new study is to assess the application of dense array 
analysis and compare the results to those obtained from precious studi s. 
2.2. Rupture parameters 
Following studies by Academia Sinica in Taiwan, the focal mechanism charact rislics are as 
follows (http: I \ ... ·W\\ .earth.sinica.cdu. t\\ smdmc.smart I it.:\'cnU~vcnl5. hlm ): 
Strike: 91 deg. 
Dip: 38 deg. 
Slip: -3 deg. 
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The values for fault strike and dip shown are consistent with those published in previous 
studies (Abrahamson 1985, Darragh 1987, Goldstein 1988, Goldstein et al. 1991), such as 109 
degree strike and 60 degree dip (Goldstein et al., 1991). However, previous studies suggest 
that the Event 5 slip angle is 64 degrees which differs to the value specified by Academia 
Sinica. Given that array analysis follows only the propagation of the tip of a rupture front, the 
rupture direction does not correspond to the slip. Therefore array analysis can not determine 
slip angles and support or disprove any of the proposed values. 
Previous studies also estimate varying event focal depths, as follow: 
11.1krn, Institute of Earth Sciences in Taiwan. 
15 krn, Harvard Moment Tensor Catalogue. 
38 krn, International Seismological Centre (Goldstein et al., 1991). 
This array analysis will determine its own depth value and compare it to the results of 
previous studies conducted. The event epicentral location and fault trace are presented in 
Figure 3A- 5. 
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o tSllm 
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Figure 3A- 5: Event 5 epicentral location and fault trace (from Goldstein, 1988). Spots indicate 
aftershocks. 
2.3. Previous studies 
Various studies of Event 5 have lead to different conclusions on the rupture parameters, and 
interpretations of the direction of rupture. Abrahamson (1985), studying the wave polarization 
inferred a clockwise rotation of the peaks in the frequency-wavenumber spectra that was 
consistent with the East-West trend of the rupture propagation inferred from the aftershock 
study. This analysis is confirmed by studies from Goldstein (1988) and Goldstein et aL 
(1991). On the other hand, a study by Darragh (1987) indicated a counter clockwise direction 
of rupture. 
The length of the rupture area inferred from Goldstein's array analysis is approximately 100 
km (Goldstein, 1988). This fault size is not in agreement with the magnitude-length 
99 Chapter 3 
relationship (Lay and Wallace, 1995) which suggests a length of approximately 10 to 30 km. 
-- -
The other studies do not provide any value, given that they are primarily interested in finding 
the azimuth of the sources. This new application of dense array analysis hopes to bring new 
insights into understanding the Event 5 rupture process. 
LlBRAFW 
OF CANTERBURY 
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B Processing and slowness/fault spectra results 
The magnitude 5.9 Event 5 data recorded at the SMART-I array are processed and analysed 
applying the dense array analysis described in chapter 1. Results are interpreted and 
compared, where possible, with the conclusions from previous studies. Analyses consist of 
preparing the data by filtering and aligning the seismograms, defining the optimal time 
windows of analysis, computing the slowness spectra and projecting them onto a fault 
diagram to visualize and quantify the rupture propagation. 
1 Vertical component analysis 
1.1. Preparation of the data 
The data are prepared by filtering and aligning the seismograms. Vertical components are 
filtered from 0.5 to 20 Hz applying a Butterworth filter. Following the conclusion from 
Chapter 2 that results are very sensitive to the alignment process, data have been re-sampled 
by a factor of 10 from their original 50 Hz. The phase chosen to align the seismograms is a .. 
distinctive downwards pulse at 3.96 seconds on the central station recording. Examples of the 
marked phase on the central station record and records at stations 006, M08, and MI2 are 
shown on Figure 3B- 1. The first arrival phase is indicated by an arrow. Recordings are 
displayed in chronological order of arrival of the first phase, from bottom to top. 
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Figure 38- : Vertical components of some sei mograms recorded at the SMART-l array. 
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Given that the SMART-l stations are located on vanous substrata, variation between 
seismograms is significant, thus makes detecting th first phase arrival difficult. Also, when 
looking at the three components of Event 5 recorded at station M06 (Figure 3 - 2), the 
vertical component shows characteristics of a horizontal r cording. These characteristics 
include little energy for the P arrivals and prominent S arrivals . Therefore, like Goldstein 
(1988), 1 chose not to use th vertical component data of station M06 in the analysis . 
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Figure 3B- 2: From top to bottom; Vert., NS and EW components recorded at station M06. Tht vtrtical 
component presents the characteristics or a horizonta l recording. 
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Nonetheless, the time shifts calculated are consistent with those obtained by Goldstein 
(1988) on the same set of data. These shifts are listed in Table 3B- 1. 
0.023 
-0.039 
-0.115 
-0.143 -0.14 
-0.091 -0.084 
-0.085 -0.092 
-0.167 
0.162 
-0.355 
-0.357 
-0.31 
o 
Table 3B- 1: Shift times in seconds for Event 5 vertical data 
1.2. Slowness shift and azimuth 
The azimuth of the first incoming wave and its slowness vector are computed by fitting a 
planar wave front to the shift times above. To optimize the fitting, only the outer stations are 
taken into account in the computations. The azimuth and apparent slowness components of 
the first incoming plane wave are: 
SX = -0.0596 s/km 
SY = 0.1319 slkm 
Azimuth = 155.7 degrees 
i 
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These results are very satisfying considering that the known azimuth of the source is 
approximately 150 degrees. 
1.3. Slowness maps 
Each point source from the fault plane in the SMART-l case study is given a horizontal 
slowness value. These have been obtained using the TauP Toolkit (Crotwell et aI., 1999). The 
velocity profile necessary for the slowness map computations is the one used by Goldstein et 
al (1991) who combined the studies of Wen et al (1983), Roecker et al. (1987) and Hagen et 
al. (1988). This profile is presented in Table 3B- 2. 
Layer Thickness (km) Depth (km) Average P velocity (kmls) 
1 0.012 .0l2 .6 
2 0.045 .057 1.55 
3 0.35 .407 1.9 
4 0.593 1 2.5 
5 4 5 4.5 
6 15 20 6.5 
7 20 40 7 
8 10 50 7.5 
Table 3B· 2: Velocity profile used in the SMART· 1 case study 
I 
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The X component of slowness corresponding to the East-West direction is shown in Figure 
3B- 3. The Y component corresponding to the North- outh direction is shown in Figure 3B-
4. The slowness maps are satisf)ring given they both present a good range of slO\vnes values. 
As expected, the X and Y components are orthogonal. As uming the location of the fault 
plane is south of the array, the Y components of slowness are always negative. West of the 
fault plane, the slowness vectors have high absolute Y valu s and low X values. East of th 
fault plane, the slO\vness vectors have low absolute Y values and increasing X values. These 
results are contrary to those obtained in the synthetic case study in Chapter 2. This is due to 
the opposite array-fault configuration of the two case studies. Also, oiven that slowness 
vectors are the projections of the ray parameters, deeper source locations present lower 
slowness values for both X and Y components. 
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Figure 3B- 3: Fault map of slowness East-West component. Tbe dark region east of the fault plane and 
above 15 km is due to a lack of point sources at shallow depths. 
10 
15 
] 25 
0> 
c 
o 
III 
tlJ g 30 
III 
Iii 
(5 
35 
40 
45 
o 
/ , 
I 
/ 
! 
~ 
5 10 
106 
SY in s/klll 
I 
I 
I 
.1 
/ 
i , 
I 
I i I I I 
! I I I I / 
/ 
15 20 25 30 
Distance along strike (km) 
Chapter :3 
.09 
-< 
n 
0 
'3 
"0 
0 
-0. 1 ~ 
2 
2-
\!!. 
-0.11 0 
::J 
' I) 
~ 
-012 0: 
""" 2-
-0.13 
-014 
-0.15 
35 40 45 50 
Figure 38- 4: Fault map of the slowness North-South omponent. The blan k region east of the fault plane 
and above 15 km is due to a lack of point ources at shallow depths. 
1.4. Time window analysis 
In this case study the method of QEE (Quantity of xplainable Energy) can be applied to 
d termine the optimal time windows of analysis. In the synthetic data case study, the fault 
rupture is characterized by constant patches of energy Th r fore th QEE method was not 
relevant and it was best to assume that th regularly spaced windows each contain d a sourc 
signal. A real fault rupture however is expected to generate random bursts of energy which 
arrive irregularly at the array. Therefore the QEE m thod is more appropriate to detennine the 
time windows that wi ll capture th se irregular signals . The Q E is stimated for a range of 
time windows starting from 3.9 s conds, regularly spaced every 0.1 second, with window 
widths arying from 0.2 seconds to 0.6 seconds. Given that th range of QE values is larg , 
in order to capture all the relevant information, multiple graphs are required. The results from 
3.9 to 4.6 seconds are shown on Figure 3B- 5, with the remaining c mputed graphs are to be 
found in the Appendix B. 
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From 3.9 up to 4.6 seconds, peaks of QEE appear at 4.1 and 4.3 second for window widths 
of 0.2 seconds. Secondary peaks appear at 4.2 and 4.3 seconds for window widths of OA and 
0.5 seconds respectively (Figure 3B- 5A). These shou d not be taken into consideration given 
that they are captured at the narrow window widths. Time window widths resulting from th 
QEE analysis range from 0.2 to OA econds with a predominance of 02 second long 
.. indows. 
1.5. Slowness spectra 
Slowness spectra are computed for every tim window defined by the QEE analysis. These 
are pres nted in Figure 3B- 6. All the spectra computed at every time window are provid d in 
Appendix C. The single harp peak indicates that the resol ution of th source is good. 
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1.6. Rupture fault map 
The slowness spectra peaks are projected onto the fault plane applying the slowness maps 
described previously. Travel times are computed for each of the point sources and removed 
from the central time to obtain the true rupture time. Sources and their respective rupture 
times are plotted in Figure 3B- 7. Selected points indicated by the arrows are used to compute 
rupture velocities. These points were strictly chosen because their respective slowness 
spectrum is sharp, they correspond to early time on the seismograms, and they appear to 
follow a continuous rupture direction. 
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The "zero rupture time point" or hypocenter is located between 30 and 35 km deep and 12 to 
14 Ian along the fault. The rupture-direction trend is upward from East to West. The few 
points that do not follow the trend, such as at 3.35 seconds arrive rather late on the 
seismograms and should not be given as much consideration. The source rupture times and 
fault locations are detailed in Table 3B- 3. 
Cent. Time Rupt. Time Source Location X and Z Adist (km) ime(s) Velocity (km/s 
3.9 1.16 10.73,15.01 ) 1.16 to 1.94: 5.80 0.78 7.43 
~ t 1.94 (10.06,9.24) 1.94 to 2.46: 2.63 0.52 5.05 .3 2.46 (8.aO,6.93) 4.7 i 0.00 12.72,32.33) o to 1.16: 17.43 1.16 15.02 
4.9 ! 2.51 10.33,11.55) 
5 L.::s5 9.73,15.01) 
5.2 2.68 (9.59,13.86) 
5.3 ! 2.41 9.99,17.32) 
5.4 2.78 10.59,13.86) 
5.6 2.74 10.86,16.17) 
5.7 2.84 10.86,16.17) 
5.9 1.70 14.05,26.56) 
6 2.16 12.79,24.25) 
6.2 2.09 13.05,26.56) 
6.3 3.15 10.26,19.63) 
6.4 3.35 15.46,12.70) 
6.7 2.63 19.26,19.63) 
6.9 4.28 10.59,13.86) 
Table 3R- 3: Fault source parameters for the vertical components. Values in bold are related to sources 
indicated by the arrow on the fault rupture map. 'Cent. Time' is the time measured on the 
seismograms; 'Rupt. Time' is the rupture time; Source location is in km, along strike and 
depth respectively as shown in Figure 3R- 7. 
From Table 3B- 3, the rupture velocities range from 15.02 kmls for the earliest points to 5.05 
seconds for the later points. These values are higher than expected (approximately 3 kmls). 
Nonetheless, an initial conclusion is that the rupture starts with a high velocity and then slows 
down as it propagates. Such high rupture velocity has also been observed by Xia et aL (2004) 
with "laboratory earthquakes' . 
2 Horizontal component analysis 
2.1. Preparation of the data 
As for the vertical component analysis, the horizontal data are filtered and aligned prior to 
performing array analysis. 
Seismogram alignment results 
As shown in Figure 3B- 8 and Figure 3B- 9 the S wave alignment is completed at 8.81 
seconds for the EW components and at 8.96 seconds for the NS components respectively. 
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Shift times from the alignment of the seismograms to the first S-arrivals are shown in Table 
3B- 4. Even though the time shifts are quite similar for the EW and NS components, one 
would expect them to be identicaL This difference could be due to the data recorder itself or 
the pre-processing applied to the raw data. 
0.106 0.132 
-0.3 -0.31 
-0.196 -0.15 
0.775 
0.81 0.8 
0.68 0.64 
0.13 
Table 3B- 4: Time shift computed for the NS and EW components 
Slowness shifts and azimuths 
The azimuth and apparent slowness components of the first incoming S-wave are presented in 
Table 3B- 5. 
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Component SX (s/km) SY(s/km) Azimuth (degrees) 
EW -0.094 0.2491 159.3 
NS -0.1185 0.2571 155.25 
Table 3B· 5: Azimuth aud appareut slowness components ofthe first incoming S-wave 
These results are satisfying considering that the known azimuth of the source is 
approximately 150 degrees. Nonetheless, the results for the NS components are slightly better 
than those for the EW components. Theoretically the results should be identical for the three 
components. Given that time differences exist between all three components and not only 
between horizontal and vertical, they are most likely to be due errors from manually picking 
the arrival times. 
Slowness maps 
The velocity model used to generate the fault slowness maps for the S-waves is det1ved from 
the model described previously. As for the slowness maps obtained for the P-wave analysis, 
the EW slowness components are lower west of the fault map and increase for increasing 
distances along fault strike. They also decrease for deeper sources as shown in Figure 3B- 10. 
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NS slowness components are negative. The absolute value is decreasing for deeper sources as 
shown in Figure 3B- 11. 
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2.2. Time window analysis 
The QEE method is appli d to det rrnine the optimal tim windows. The analysis is run 
starting at 8.8 second for the W component and 8.96 second for the NS component. Th time 
windows are space regularly every 0.1 second. he analysis is terminated for time windows 
for which the slowness spectra start to degrade. Resu lts are the following: 
I time windows from 8. to 10.7 seconds are calculated for the 
analysis. 
component 
8 windows from 8.96 to 11. 1 s onds ar cal ul at d for the NS component analysis. 
QEE graphs [or thc horizontal component analysis can be found in the Appendix D. 
2.3. Slowness spectra and fau lt rupture maps 
East-West components 
he slowness spectra computed for the 11 time windows described previously are provided in 
the Appendix E. Figure 8- 12 shows spectra obtained for the first time windows (left 
column) and the final ones before the spectra start to degrade (right column). verall the 
spectra are satisfying, given that they present a single central peak that is well resol ed . 
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Peaks of the slowness spectra are projected onto the fault plane using th slowness maps 
described earlier. The trav I times corresponding to each location on the fault are computed 
and removed from the central ti mes of the computation windows. These are the true rupture 
times . Projected peaks and their respective rupture times are plotted in Figure 3B- 13 . The 
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fault map presents an upward East to West rupture trend. For the EW component th 
hypocentre is located 18 km deep and 10 km east along the fault plane. The following rupture 
points are more superficial : between 5 and 13 km de p along the fault plane and west of the 
fault plane: between 8 and 12 km. 
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22 
The points on igure 38- 13 indicated by the arrows are used to compute ruptur velocities. 
The source rupture times an fault locations are detailed in Table 38- 6. 
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Cent. Time Rupt. Time Source Location X and Z L\distl km) L\ timel sl Veloci!Yjkmlsl 
8.8 310 (9.06,9.24) 
8.90 3.20 (9.06,9.24) o to 3.20: 14.40 3.2 4.5 
9.00 2.55 (1 1.33,11.55) o to 2.55: 11.20 2.55 4.39 
9.1 0 0.09 {19.99,17.32J o to 0.09: 1.16 0.09 12.88 
9.20 0.00 (20.1 3,18.48l o to 3.70: 14.40 3.7 3.89 
9.40 3.70 (9.06,9.24) 2.55 to 3.7: 3.23 1.15 2.8 
9.60 3.90 (9.06,9.24) 
9.80 4.10 (9.069.241 
10.00 4.30 (9.06,9.24) o to 4.30: 14.40 4.3 3.34 
10.50 4.23 (10.33,11 .55) 
Table 3B- 6: Fault ourrt's parameters. Values in bold are related to ources indicated by the arrows on 
the fau lt rupture map. 
for th vertical component nalysis, rupture velocities cover a wide range: from 1.8 to 
12.88 km! . As found pre ious ly, the v locity is initially very high for the arly points b fo re 
decreasing to value closer to those exp cted. The differ nee between this rupture map and 
that obtained from the vertical component is discllssed in Chapter 3C. 
North-South components 
The slowness spectra compute for the 8 time windows are shown in Figur 38- 14. As for 
the EW components, the spectra are satisfying given that they all present a sharp single 
central peak. 
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The spectrum peaks are projected onto the fault plane to obtain the rupture fault map, as 
shown in Figure 3B- 15. 
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Figure 3B· 15: Fault map of the source points obtained for the NS components 
The map presents the same upward East to West rupture trend as for the EW and vettical 
component analyses. The hypocenter is located between 25 and 30 km deep and 12 to 14 km 
along the fault. The later points between 5 and 10 km are more superficial. The source rupture 
times and fault locations indicated by the arrows are detailed in Table 3B- 7. 
Cent. Time Rup!. Time Source Location X and Z~lst (km) A time(s) Velocity (kmls) 
8.90 1.80 (10.06,9.24) to 1.80: 18.73 1.80 10.40 
9.20 2.28 (9.06,9.24) 
9.40 2.48 (9.06,9.24) to 2.80: 1 0.32 3.13 
9.60 2.68 (9.06,9.24) 
9.90 2.80 (10.06,9.24) o to 2.80: 18.71 2.80 6.68 
10.40 2.92 (12.06,9.24) 
10.70 0.00 (13.19,27.71 ) o to 2.48: 18.92 2.48 7.62 
11.10 2.78 (1 0.86,16.17) Ot02:78: 11.77 2.78 4.23 
Table 3B- 7: Fault sources parameters for the NS components. Values in bold are related to sources 
indicated by the arrows on the fault rupture map. 
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As for the two previous components, the rupture velocity is initially very high 10040 km/s, 
before slowing down to a more expected velocity 3.13 km/s. 
3 Conclusion 
Except for the common horizontal component slowness maps, analyses of the three 
components of the Event 5 SMARTI data were made independently. Nonetheless, common 
points concerning the rupture direction, the rupture velocity, the sources location and the fault 
area are evident. These points are detailed further in Chapter 3-C. 
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This section compares results obtained from the study ofthe three components of Event 5 data 
to those from previous studies. Results from the three components Vertical, EW and NS are 
expressed in the fonn of a fault map of point sources and their respective rupture times. The 
fault map is shown in Figure 3C- 1. Sources in red are obtained from the EW component 
analysis, sources in green are obtained from the NS analysis, and sources in blue from the 
vertical component analysis. 
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Figure 3C- 1: Fault map of the three component source locations. Each source is affected a rupture time. 
1 Rupture trend 
The overall rupture trend of the sources is upward from East to West. The hypocenter 
locations are, for each component analysis, very distinct from the rest of the sources being at 
least 10 km away. This result is in agreement with the majority of previous studies from 
Abrahamson (1985), Goldstein (1988) and Goldstein et al. (1991) that have concluded a 
clockwise rotation of the slovvness peaks. 
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2 Hypocenter location 
Hypocenter locations for the vertical component and the NS component studies are very 
close. They are both approximately 13 km along the fault strike. The NS component 
hypocentre is 28 km deep along the fault plane and the vertical component hypocentre is 32 
km deep along the fault plane. By taking into account the 60 degree dip of the fault plane, 
these depths along the fault plane correspond respectively approximately to real depths of 24 
and 27.5 km. The hypocentral location for the EW component study, on the other hand, is 
further away: 20 km along the fault strike and only 18 km deep along the fault plane. The real 
depth is 15.5 km. However, this position is confirmed by the location of the source point at 
0.09 seconds immediately following the "zero rupture time" hypocentre. Given that the 
deeper and more superficial hypocentrallocations are both supported by two results each, and 
that horizontal and vertical analysis were found independently, no conclusion can be drawn 
on the actual location of the hypocenter. Also these results do not allow one to fully support 
any of the proposed event depths referred to in Chapter 3-A. The proposed depth of 38 km 
suggested by Goldstein et al.· (1991) could be partly supported by the NS and vertical 
component analyses. On the other hand, the proposed depth of 15 km suggested by the 
Harvard Moment tensor Catalogue could be supported by the first two points of the EW 
component analysis. This analysis will therefore propose to take a depth for the hypocentral 
location of Event 5 of between 15.5 and 27.5 km. 
3 Rupture area 
The rupture area in this study is defined as the area covered by the projected fault sources. 
However, considering that array analysis may only be able to "see" sources coming towards 
the array, it is possible that some sources propagating away from the array could be missed. 
Thus the true rupture area may be as large as twice the computed area from array analysis. 
When looking first at all the sources covering the fault surface, the rupture area is 
approximately 12 km wide by 30 km deep. Given that fault rupture areas are generally wider 
than they are deep, it is reasonable to multiply this surface width by two. The proposed 
rupture area is therefore approximately 24 km by 30 km. This result is in agreement with the 
magnitude-length relationship (Lay and Wallace, 1995) for a magnitude 6 earthquake that 
suggests a fault length of 10 to 30 km. This result is also more reasonable than the 100 km 
long fault obtained but contested by Goldstein (1988). 
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4 Rupture velocities 
Rupture velocities obtained from the three component analysis are consistent. The extreme 
initial value of velocity ranges from 10.40 km/s for the NS component analysis to 15.021an/s 
for the vertical component analysis. They also all show a rapid decrease in velocity following 
the initial rupture. The velocity drops to half its initial value 15.02 km/s to 7043 km/s for the 
vertical component analysis; and it drops by a third for the horizontal component analyses: 
from 12.88 to 4.39 kmls for the EW component and a third from 10040 to 3.13 for the NS 
component. Although the initial velocity values are very large, these results support an 
emerging theory that an earthquake initiates at a super-shear rupture velocity and eventually 
slows to a "cruising" velocity closer to the shear-wave velocities. These results cannot be 
compared to previous studies as this analysis is the first one to give direct rupture velocity 
measurement at the fault scale. 
126 Conclusion 
Conclusion 
Dense array analysis when applied to strong motion earthquake signals allows the evolution 
of a fault rupture to be imaged directly. The MUSIC method, used in this study to carry out 
dense array analysis, was chosen for its ability to resolve seismic signals with low signal-to-
noise ratios. The algorithm has been carefully programmed, and implemented with sub-
routines to improve the resolution of the covariance matrix which contains the source 
information. 
An innovative way to determine optimal time windows that contain a single signal is 
introduced in this study. Neither the scalogram nor the spectrogram can be used efficiently for 
array analysis. Both techniques are visually attractive and efficient for single station analysis, 
but they require a significant amount of time to define common time windows for multiple 
station arrays. Therefore an alternative technique is used in this study. The chosen method of 
time analysis is the "QEE" (Schissele; 2002), "Quantitee d'Energie ExpUquee" (Quantity of 
explainable energy). The advantage of this method is that one can search for the optimal time 
window using all the recordings at once. The method is based on rebuilding the signals using 
parameters extracted from the MUSIC frequency wavenumber analysis. The QEE method has 
been applied satisfactorily to determine optimal time windows for the SMART-l case study. 
The design of a dense array network combines the requirements for an optimal array 
configuration and the search for an optimal array location. An optimal location is one that 
tal<:es into account both field constraints, as well as fault size and location. A conclusion 
drawn by this study about the optimal array configuration is that any proposed array geometry 
that is imposed by the topography can be improved by increasing the number of instruments, 
as well as by varying the instrument spacing and array aperture. Nevertheless, in the end, the 
optimal location and configuration are the ones that fit within the field constraints. 
Important lessons have been learnt in applying dense array analysis to both synthetic and 
real datasets. Firstly a compromise needs to be found between locating the array close enough 
to the fault in order to get good signal resolution, and locating the array far enough away to 
record P waves clear from the S wave arrivals for as long as possible. In the application to the 
synthetic data, by choosing a location 25 km away from the hypocenter fault sources are 
finely resolved, but the analysis of the P waves is limited to the first 3 seconds of the 
recordings. Secondly one should always plan for more stations than the number required to 
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run the array optimally. Although the SMART-l array was composed of 37 stations, only 27 
provided data good enough to be used in this study. Consequently one should always plan for 
more instruments than the optimal number. In conclusion on site investigation, a thorough 
study of all potential sites, on the field and using synthetics is essential before deciding on a 
pennanent array site. 
The application of dense array analysis to synthetic strong motion data has proven that the 
technique is efficient in studying fault rupture parameters. The analysis provides rupture 
velocities and directions consistent with input values. This is an important outcome in 
validating dense array analysis perfonned on real data sets. Being able to compare computed 
parameters with their known input values has emphasized the importance of the velocity 
model in the projection of the slowness spectra, the importance of timing accuracy and high 
data sampling of the recording, as well as the importance of the array location from the 
hypocenter. The significance of timing has a consequence on the choice of instruments to 
compose the array. Instruments with' a high sampling rate are essential. For example, in 
chapter 3 when the sampling rate was increased from 50 Hz to 500Hz, a much improved 
seismogram alignment was possible. This study has not been able to analyze the horizontal 
data set due to the lack of consistent seismogram alignments. Therefore, dense array 
instruments should provide excellent 3-component recordings. Unexpectedly, dense array 
analysis of the rupture scenario with an asperity revealed no sign of the asperity. This comes 
as a surprise considering the promising results dense array analysis had provided previously in 
other respects. An explanation for this could be high noise and complexity in the recordings, 
or the signal of the asperity being weaker than the main rupture front signal. Future studies 
using a range of synthetic programs with various asperity models would be required to fully 
test the method. 
Analyses of the three components of the Event 5 SMARTI data show that the overall 
rupture trend of the sources is upward from East to West. These results are in agreement with 
the majority of previous studies. Analysis of the hypocentral depth suggests three depths of 
15.5 krn, 24 and 27.5 krn. These results are supported by the Harvard Moment tensor 
Catalogue and by Goldstein et al. (1991). This study concludes that the event depth is most 
likely between 15.5 and 27.5 km. The proposed rupture area is therefore approximately 24 krn 
by 30 krn. This result is in agreement with the expected fault length of 10 to 30 krn for a 
magnitude 6 earthquake. Rupture velocities obtained from the three component analysis are 
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consistent. The extreme initial value of velocity ranges from 10.40 krnIs for the NS 
component analysis to 15.02 km/s -for the vertical component analysis. All show a rapid 
decrease in velocity following the initial rupture. The velocity drops to half its initial value for 
the vertical component analysis; and a quarter and third respectively for the EW and NS 
component analyses. Although the initial velocity values are very large, these results support 
an emerging theory (Xia et al., 2004) that an earthquake initiates at a super-shear rupture 
velocity and eventually slows to a "cruising" velocity closer to the shear-wave velocities. 
These results cannot be compared to previous studies as this analysis is the first one to give 
direct rupture velocity measurements at the fault scale. 
Overall, dense array analysis has proven to be very satisfactory and worthy of further study. 
The method has been validated by synthetic analysis. Direct measurements of rupture 
parameters from the SMART-l array provided consistent results for the fault rupture area, 
rupture direction and rupture velocity. Values of velocities support a variable fault rupture 
mechanism, with the source initiating at a super-shear velocity and then propagating at 
velocities closer to shear wave velocities. 
Future work on various rupture models are necessary in order to validate and discuss the 
efficiency of the method in imaging variable rupture velocities, asperities, and rupture 
geometries. Further studies to establish a final optimal location for an Alpine Fault array are 
needed. Potential search areas suggested by this study would be ones further away from the 
fault than Pylon Gully. Given that instruments are becoming increasingly affordable, and that 
the performance of the array improves with additional stations, this study advises that a 
potential site should be able to accommodate more than the 12 instruments as originally 
planned. 
Dense array analysis allows one to measure directly fault rupture parameters without any 
assumption on the fault rupture modeL It is a powerful tool in seismology and should be 
employed further in future fault rupture studies. Future applications of direct rupture 
measurements would help constraining fault rupture models for inversion and supporting 
micro-scale laboratory tests. 
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