Bartlett's modified likelihood ratio statistic A is often suggested in multivariate analysis for testing equality of covariance matrices. Unfortunately, the x2-approximation to the null distribution of -2 log A is only useful when the data is very close to the normal distribution. This paper presents a pooled bootstrap procedure which replaces the x2-approximation and makes Bartlett's statistic a useful tool for data analysis.
INTRODUCTION
The assumption of equal covariance matrices arises in numerous multivariate statistical analyses. One very important application is in discriminant analysis where the assumption is needed to justify the use of Fisher's linear discriminant function (LDF) . If the covariance matrices are not equal, then we might prefer the quadratic discriminant function (QDF), which uses separate covariance estimates instead of the pooled estimate (Gnanadesikan and Kettenring, 1989) . The LDF, however, is much simpler to use than the QDF and is more powerful when covariance matrices are approximately equal.
Thus there is some interest in testing for homogeneity of covariance matrices when sampling from k independent multivariate distributions. The sta.ndard test statistic is Bartlett's modified (1.1) for k samples of independent px1 random vectors {X. ,... ,X. , i = 1, ... , k}.
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Under the null hypothesis of equal covariance matrices and multivariate normality (Muirhead, 1982, pp. 298 -309) -2 log A .1 X~(p+1)(k-1)/2 ' -3- Although the statistic A is derived under the assumption of multivariate normal distributions, it is certainly a reasonable statistic for comparing covariance matrices even when the distributions are not normal. The asymptotic chi-squared distribution in (1.2), however, is very sensitive to the normality assumption. Even small deviations from normality can upset this asymptotic distribution and lead to very liberal tests if critical values based on (1.2) are used (see, e.g.
, Table 1 ). If the normality assumption is replaced by the assumption of a common elliptical distribution with kurtosis parameter K., then K. can be estimated and an asymptotically valid test based on (1.1) can be constructed (Muirhead, 1982, pp. 331) . The elliptical distribution assumption, however, is still quite strong and hard to verify in small samples.
This paper shows how to use a bootstrap procedure to estimate critical values for (1.1) and other test statistics when the data cannot be assumed to be normaL The procedure is based on pooling samples after substracting means and is similar to a procedure proposed by Boos and Brownie (1989) for the univariate case. In Section 2 we present the bootstrap method and some asymptotic results to justify its use. Details of the proofs are given in the Appendix. Section 3 reports on some Monte
Carlo work which shows that the procedure works well in sample sizes as low as n i = 20. Finally, in Section 4 we illustrate the bootstrap approach in the context of a two sample discriminant analysis problem which partially motivated the research.
We conclude this section by noting that the popular statistical package, SAS, has a procedure DISCRIM with option POOL = TEST which tests equality of covariance matrices using (1.1) and are from the same elliptical family with equal E i is much stronger than (2.1).
We define the resampling space R s to be where I is the indicator function and~means elementwise. The practical implementation of this approach and some small sample results are described in Section 3. Further motivation and a discussion of philosophical issues are given in Boos and Brownie (1989, Section 2) .
In this section we want to give an asymptotic justification for resampling from (2.2). In particular we shall show for a class of statistics including Bartlett's -2 log A that the bootstrap distribution based on resampling from (2.2) converges with probability one to the same distribution as the true limit distribution under (2.1). All proofs are given in the Appendix.
We will first give a straightforward result (Theorem 1) on the limit distribution of quadratictype statistics and then follow it with the bootstrap results (Theorem 2). Corollary 1 and Corollary 2 will be specific for Bartlett's statistic. The minimal notation we need here is as follows:
i) I p is the pxp identity matrix, and ep is a pxl vector of 1's.
ii) For a pxp symmetric matrix M with elements mij' let uvec{M} = M U be a PI x 1 vector formed from the elements in the upper triangular half of M, including the diagonal elements,
where PI = --2-, iii) For a random px 1 vector X = (Xl' X2' ... , xp)' with mean J.t, covariance matrix :E, and finite fourth moments, let J.t4 and {32 be symmetric PI xPI matrices:
) , and
where :E-2 is the symmetric square root decomposition matrix of :E-I such that :E-1 = :E-2 . :E-2 . Manly and Rayner, 1987) . Zhang (1989) verifies that all three of these Q functions satisfy Ql -Q4 above. 
then the kp1x1 random vector U = Eo'iJlZ has a multivariate normal distribution with mean vector
o and covariance matrix E u = I k -A A-0E Ul , where A = (A1 , ... , Ak) , and E Ul =
1 is an idempotent matrix with rank k -1 .
Thus if we denote by f l the rank of E Ul , we have that
where O:' i are the non-zero latent roots of E Ul , and the Xk-I (i) are independent Xk-I variables.
ii) When the X ij are all from the same elliptical distribution with kurtosis parameter h I (Muirhead, 1982, pp. 40 -41) 
where a7 are the non-zero latent roots of :E Ul /(1+1I:). Note that in this case, f 1 = P1 = p(p+1)/2 1 = rank( :E Ul /(l +Ii:»). If k = 2 this result is the same as Muirhead's Theorem 8.2.18 (1982, pp. 329 -331) , where his matrix V is of order p2 as a result of counting all the elements in the sample covariance matrix.
iii) When the X.. are all from multivariate normal distributions, then the kurtosis Ii = 0 1J and all the latent roots of :E Ul /(I+K) are equal to one. Hence we get the classical result
Our next result is an analog of Theorem 1 for Q(Si ' ... , SI:), where si, ... , SI: are sample covariance matrices of bootstrap samples from GN(x) of (2.3). Here the null hypothesis H O :
:E 1 = :E 2 = ... =:E k need not hold since our bootstrap method forces a null distribution in the bootstrap resampling space where we always have that H O : :Ei = :E; = ... =:EI: = :E(Gj\')' Since the bootstrap distribution of a statistic is random, depending on the data in some fashion, we use the notation~a.s. to denote "convergence in distribution almost surely" for such random distributions.
Theorem 2. Let {X. , ... , X. ,i = 1, ..., k} be k samples of independent px 1 random vectors.
where X.. has mean vector jJ' , covariance matrix :E. , and distribution function G ..., k. In Corollary 2 we assume (2.1) and concentrate on Bartlett's statistic (1.1).
Corollary 2. If the conditions of Theorem 2 and (2.1) both hold, and J-li -J-lioo
where A* is (1.1) when data is generated from (2.3), and Z and A are as in Corollary 1.
Therefore from Corollary 1 and Corollary 2 we get the result that the probability of rejecting (2.1) converges to Q: when using Bartlett's statistic L = -2 log A as a test statistic and level Q: critical values are chosen from the bootstrap distribution via sampling from GN(x) of (2.3).
In other words, the resulting test procedure is asymptotically valid. In the next section we check the validity in finite samples for several situations. Note also that under the alternative hypothesis H a , L is asymptotically normal while L* d* -Z' AZ a.s. continues to hold by Theorem 2. Thus we have that P( L~Bootstrap Q' critical value I H a ) -1 as min(n" ... , nk) -+00 (see Boos and Brownie, 1989, pp.72 ).
MONTE CARLO SIMULATIONS
To carry out our bootstrap procedure for Bartlett's statistic L = -2 log A we generate B sets of k independent samples by sampling with replacement from R s of (2.2) with fl· = X. , and In this research, we investigated the properties of our bootstrap procedure under three different families of distributions:
i) The multivariate normal distribution -MN (fJ, E);
ii) The multivariate Student's t distribution with 5 degrees of freedom -MT(5; fJ, E);
iii) The contaminated normal distribution ,-CN(2, 0.9; 0, 1).
1
MT(5; fJ, E) is generated as MN(fJ, E) divided by (X[s/5)2, and CN(2, 0.9; 0, 1) is generated by letting each component be a N(O, 1) with probability 0.9 and a X[2) with probability 0.1, where the components are independent of each other. Note that all three distributions have finite fourth moments. MT is elliptically distributed with its kurtosis being larger than that of MN , and CN is non-elliptically distributed with its kurtosis even larger.
In all simulations, 1000 independent sets of Monte Carlo random samples were generated and p values were computed from our bootstrap procedure and from the x 2 -approximation of (1.2).
Actually, we multiplied L = -2 log A by a correction '{ and used -2,. log A whell calculating the p value from the x 2 -approximation of (1.2) (Mardia, Kent, and Bibby, 1982. pp. 140) , where 
-----------------------------------------------------------

DISTRIBUTIONS
Entries are the proportion of rejections in 1000 Monte Carlo replications, using a 3 stage procedure in the bootstrap simulations (see the text for details). iii) k = 6, p = 2, sample size = (20, 20, 20, 20, 20, 20) , (20, 20, 30, 30, 40, 40) ; iv) k = 6, p = 5, sample size = (20, 20, 20, 20, 20, 20) , (20, 20, 30, 30, 40, 40) .
The results are displayed in Table 1 and Table 2 . A brief summary is as follows.
i) Although the bootstrap procedure is a little conservative in the normal case (MN), it is much better in the MT and eN cases, while the x2-approximation performs very badly in both of these latter two cases.
ii) For the sample sizes studied the bootstrap procedure performs better when the number of populations k increases, and it performs worse when dimension p increases.
iii) A further simulation (not displayed) using the larger sample sizes (30, 30) and (30, 50) We also did a power study for k = 2 (populations) and p = 2 (dimensions) under the normal distribution and the multivariate t s distribution. Here we studied two alternatives: a) with one covariance V = Diag [2, 4] , and the other one the identity matrix; b) with one covariance C [ 1 0.5] and the other one the identity matrix. Note that the deviation from the identity -0.5 1 ' matrix is small in the second case. The results of the power study are shown in Table 3 .
-------------------------------------------------
Two estimates of power are given in Table 1 . Since these latter estimates involve two sources of error, they are more variable than the entries in the odd-numbered rows (which have standard deviation bounded by 0.016), and they have some bias. Table 3 shows that the bootstrap loses a little power at the normal distribution but seems to gain in adjusted power at the multivariate t s distribution when compared to the Xl3) procedure.
This latter gain in power, however, seems unlikely and may be due to variability or bias in the adjusted estimates.
Tables 1 -3 suggest that the bootstrap procedure holds its level well under H O and loses very little power under H a , while the x 2 -approximation performs very badly for non normal distributions. Therefore, we feel that the bootstrap procedure can be highly recommended for data analysis.
EXAMPLE
The data in Table 4 is from a study of the effect of soil and bush characteristics on the presence or absence of blueberry maggots. The goal of the study was to give practical recommendations on where to expect blueberry bushes to be infested with maggots. We t.hank Gwen
Pearson and the NCSU Entomology Department for the consulting interaction and for the use of the data.
The data was collected from numerous locations in North Carolina where blueberry maggots were found (27 sites, INFEST = 1) and from locations where they were absent (29 sites, INFEST = 0). Many variables were measured but preliminary analysis reduced the set to HT = average bush height, RAD = square root of the average bush radius, and CLAY = percent clay in the soil. We decided to use discriminant analysis.
When the SAS procedure DISCRIM with option POOL = TEST is run on the Table 4 data, the Bartlett's test for equal covariance matrices rejects equality with p = 0. Our bootstrap approach based on Bartlett's test with B = 4000 bootstrap replications gave the p value p = 0.136 for testing equality of the covariance matrices. Skewness and kurtosis multivariate normality tests (Mardia, et aI., 1982, pp. 148 -149) 
----------------------------------------------------------------------------------------------------------------------
a -----------------------------------------------------------
Finally, we ran the Table 4 data Proof: The results follow by applying the strong law of large numbers.
