We examined the accuracy of single-and multiple-trait REML procedures by studying estimates of within-individual genetic correlations between an ordered categorical trait and a continuous trait. The traits were derived from simulated bivariate, normally distributed data including selectively deleted records. Ten thousand data sets were generated for each partially factorial combination of two levels of genetic correlation (0.3 and 0.6), and environmental correlation (0.3 and 0.6), and three levels of narrow-sense individual heritability (0.05, 0.15 and 0.25) and mortality (0, 10, 30 and 50 %). All data sets consisted of data on 200 unrelated parents, each with 20 halfsib progenies. The accuracy of the evaluations was illustrated in terms of average bias and variation of derived correlation estimates. The average bias values generated by multiple-trait REML were generally low. In contrast, single-trait REML was sensitive to selective deletion of records and systematically underestimated the genetic correlations. For both methods, especially at low heritabilities, the magnitude of the variation was generally high, showing that there is a substantial probability of obtaining seriously misleading genetic correlation estimates if the analysis is based on a single experiment and data include non-random missing records.
Introduction
A number of methods have been used to estimate additive genetic variance and covariance components, all of which assume that data have been randomly sampled from unselected populations. But these conditions are seldom met, particularly in field situations, where some records are likely to be missing for non-random reasons. In the years between the establishment and assessment of most forest-genetic trials some trees die or disappear, frequently because of non-random reasons associated with genetic factors. Thus, it is seldom possible to obtain complete information on both survival and growth of all individuals, and if the traits are genetically correlated, the subset of surviving individuals will no longer represent a random sample of the original population.
Two univariate approaches have often been proposed for estimating covariance components between traits measured in the same individuals located in a single environment: the first based on the pairwise sum of trait records (SEARLE and ROUNSAVILLE, 1974) and the other on the mean cross-products (BECKER, 1994) of the two variables of interest. An advantage of the first approach is that it can be implemented by standard computer programs employing quadratic forms for estimating variance components (SEARLE and ROUNSAVILLE, 1974) . However, if records for a large number of individuals in a test are missing because of mortality, the use of univariate techniques on the incomplete data set may generate biased underestimates of (co)variance components (ROTHSCHILD et al., 1979; MEYER and THOMPSON, 1984) .
Theoretical considerations of likelihood methods (GIANOLA et al., 1989; SCHAEFFER et al., 1998) indicate that if information on the genetic relationships and factors on which the selection process was based is included in the analysis, then bias from selection (either random or non-random) is reduced or eliminated in the mean and (co)variance estimates. Among breeders, a widely used multivariate method for estimating variance and covariance components simultaneously between two or more traits is the iterative, restricted maximum likelihood (REML) procedure (PATTERSON and THOMPSON, 1971 ) for multiple-trait models (HENDERSON, 1984) . Theoretically, employing a multiple-trait REML analysis on selectively purged field data may provide unbiased estimates of (co)variance components, provided that the evaluation contains all the records of the selection and sufficiently complete pedigrees. Furthermore, the theory has been confirmed empirically in several simulation studies (OUWELTJES et al., 1988; JENSEN and MAO, 1991; VAN TASSEL et al., 1995; SCHENKEL and SCHAEFFER, 1998) .
Additive genetic correlations (r A ) are obtained by combining the univariate or multivariate estimates of separate additive genetic variance and covariance components. However, aggregate statistics, in this case the combination of three estimated (co)variance components, are normally accompanied by high sampling errors, and their sampling properties are vague. Nevertheless, empirical sampling variances and sampling distributions for a desired statistic can be obtained using stochastic simulation studies ( VAN VLECK and HENDERSON, 1961; BROWN, 1969; LIU et al., 1997; SINGH et al., 1997) .
The objective of this study was to compare the accuracy obtained when single-and multiple-trait REML procedures are applied to simulated bivariate, normally distributed forest genetic data-sets, in which records are missing due to non-random reasons, by examining within-individual estimates of r A between one ordered categorical and one selectively purged continuous trait.
Material and Methods

General assumptions
A stochastic simulation model was designed to generate data records for two correlated traits, resembling the field performance of survival (scored in classes: healthy, slightly damaged, severely damaged but still alive, or dead) and tree height in approximately twelve-year-old Swedish Scots pine (Pinus sylvestris L.) half-sib progeny trials (PERSSON and ANDERSSON, 2003) . Both survival ability and height growth are considered to be complex composite traits with polygenic inheritance. Thus, the categorical trait survival is assumed to be related to an underlying, normally distributed liability variable. Our simulation was intended to exemplify a progeny trial with a true half-sib family structure, testing a random sample of unrelated parents from a founder population. 
Biological and statistical models
The linear biological model describing the phenotypic value (P) of an individual was defined as P = A + E, where A is the additive genetic effect and E is an environmental deviation including both environmental and non-additive genetic effects. The interaction between the additive and environmental effects was assumed to be negligible. The expected variances are 2 P , 2 A and 2 E , respectively. The linear statistical model for an individual phenotypic value (y ij ) was expressed as y ij = f i + ij = f i + ẽ ij + e ij , where f i is the random effect of family i (the additive contribution from parent i) and ij is the random, individual residual deviation, subdivided into ẽ ij , the effect associated with individual ij (the sum of Mendelian segregation deviation and unknown additive parental contribution) and e ij , the remaining noise (the sum of environmental and non-additive effects). The random effects were assumed to be independent. The corresponding expected variances are 
The simulation procedure
Initially, samples of data were generated for two continuous phenotypic characters, Y 1 and Y 2 . It was assumed that data for both characters were obtained by measuring traits of the same individuals located in a single environment. To a large extent, the simulation procedure followed RÖNNINGEN (1974) and OLAUSSON and RÖNNINGEN (1975) . Pseudo-random normal deviates with mean zero and variance 1 were multiplied by a genetic or an environmental constant , generating a variable with mean zero and variance 2 . Individual phenotypic observations were calculated by linear combinations of the resulting genetic and environmental effects, following the statistical linear model from: and where Y ij1 , Y ij2 are realized phenotypic observations of the ijth individual from parent i, for traits one and two, respectively; a i1 , a i2 , b ij1 , b ij2 , c ij1 , c ij2 are mutually independent pseudo-random variates (obtained using the NORMAL function of SAS ® , 1999a), ~ NID(0,1), common to parent i or the ijth individual from parent i, for traits one and two, respectively; and r A , r E are additive genetic and environmental correlations between the two traits. Phenotypic variance was set to unity. Consequently, the additive genetic variances 2 Thereafter, two additional variables, Y 3 and Y 4 , resembling field data of survival and tree height, were generated. First, Y 1 and Y 2 were sorted pairwise by ranking variable Y 1 in ascending order. Y 1 values were then clustered into four discrete classes, and each record was replaced by a score value equal to the arithmetic mean within a class, providing the ordered categorical variable Y 3 (cf. normal scores, GIANOLA and NORTON, 1981) . The proportions of individuals in the second and third classes were fixed to 0.07 and 0.02, respectively (mimicking proportions found in field data), whereas the proportions of individuals in classes one and four depended on the imposed mortality scenario. Finally, variable Y 4 was generated, which was identical to Y 2 , except that the records representing dead individuals (obtained from Y 3 ) were set to missing.
Ten thousand independent data sets, each consisting of 4000 individual records for each of the four variables, were generated for partially factorial combinations of r A , r E , h 2 and mortality levels. The pre-set parameter values were 0.3 and 0.6 for r A and r E , and 0.05, 0.15 and 0.25 for h 2 (as shown in Table 1 ). For each combination of r A , r E and h 2 , four mortality levels (0, 10, 30 and 50 %) were examined. For all variables, the numbers of parents and half-sib offspring per parent were set to 200 and 20, respectively.
Statistical analyses
The statistical analyses of the simulated data, were used to estimate variance and covariance components and summarize them in the h 2 and r A parameters, using the software package ASREML (GILMOUR et al., 2002) . Two alternative evaluation methods were performed. To reduce the number of ambiguous r A , data sets were excluded if any of the variables Y 1 to Y 4 , evaluated with ST or MT, generated an ĥ 2 of less than 0.03 (see Results and Discussion). Consequently, variables and evaluation methods were compared using exactly the same set of accepted data sets.
The average bias (BIAS) of r A , among the n accepted data sets for each combination of r A , r E , h 2 and mortality level, was calculated from [MT] was used instead of the expected pre-set parameter values because of the need to correct for deviations from pre-set parameter values, caused by the previously described exclusion of data sets. Hence, in this sense r A12 [MT] was considered to be the most accurate r A that could be derived. Consequently, the size of the average deviation from pre-set parameter values (DEV) was examined with
were E is the pre-set parameter value (0.3 or 0.6).
The significance of BIAS was investigated with the statistic ȊBIASȊ / (SD / ǰ˭˭ n ) applied to a two-tailed t test, where SD is the standard deviation of the n biases.
Results and Discussion
As expected, for estimates of r A between the two unselected continuous variables Y 1 and Y 2 , representing the ideal situation with full information, ST and MT provided accurate and almost equal r A (-0.001 < BIAS < 0.001 and SD < 0.001), for all parameter combinations (data not shown).
Some main trends for BIAS based on estimated r A between the categorical variable Y 3 and the selected continuous variable Y 4 are presented in Figure 1 . When records were selectively deleted, due to increased mortality, MT demonstrated a considerable ability to generate r A with low BIAS irrespective of the parameter combination (Figure 1, Table 1 ). In contrast, the r A yielded by ST were generally biased. When true r A , r E and h 2 are around 0.6, 0.6 and 0.15, respectively, and 30 % of the genetic material is missing due to mortality, ST is predicted to yield a BIAS of -0.288: an underestimate of about 50 % ( Figure  1, Table 1 ). BIAS tended to increase with increasing r A (scale effects) and mortality level (Table 1) . Overall, the BIAS was generally associated with low (i.e. significant) p-values, except for MT at h 2 = 0.05 (Table 1) .
For both methods, the SD generally tended to increase as h 2 and mortality level decreased (Table 1) . For the same parameter combination, ST always generated the largest SD. However, for both methods, especially at low heritabilities, the magnitude of the SD (equivalent to the empirical standard error of a single r A ) was generally high, showing that there is a substantial probability of obtaining seriously misleading r A at low heritabilities, even though BIAS of the MT could be considered negligible in the long run. If the true r A , r E and h 2 are around 0.3, 0.3 and 0.05, respectively, and 50 % of the genetic material is selectively deleted, MT is predicted to yield a BIAS and SD of -0.036 and 0.3, respectively ( Table 1 ). This implies that although the precision of MT is high, there is a 67 % probability that a single r A will differ as much as ±100 % from the true value. a r A = additive genetic correlation, r E = environmental correlation, h 2 = narrow sense individual heritability.
The shape of the sampling distributions of BIAS was examined visually and with the skewness statistic (using the UNI-VARIATE procedure of SAS ® , 1999b). Most of the distributions (i.e. for most parameter combinations and both methods) were somewhat right-skewed, with skewness values ranging from 0.4 to -0.4. Nevertheless, the shape of the dispersions was generally close to normal, indicating that the hypothesis of normality could be justified (data not shown).
It has been demonstrated in simulation studies that the number of estimated values of r A going beyond the theoretical boundaries (< -1 or > +1) increases as the genetic variance approaches zero ( VAN VLECK, 1968; KOOTS and GIBSON, 1996; LIU et al., 1997; VISSCHER, 1998; LU et al., 1999; LU et al., 2001) . Thus, the use of ĥ 2 in this study, as a tool for identification and exclusion of the most unlikely r A , and using r g 12 [MT] as reference instead of the pre-set values, yielded more realistic Persson et al.·Silvae Genetica (2004) 53-3, 135-139 DOI:10.1515/sg-2004-0024 edited by Thünen Institute of Forest Genetics BIAS and SD values. However, the average deviation from preset parameter values was low when the number of accepted data sets was greater than 3000 ( Table 2) . More than 90 % of the data sets was rejected only at h 2 = 0.05, which inflated the deviation.
NAR JANSSON for valuable comments on earlier drafts of the manuscript, and JOHN BLACKWELL for revising the English. Apart from the effects of data selection on within-individual estimates of r A , the well known inflation of genetic variance estimates obtained in single-environment analyses, due to genotype by environment interactions (COMSTOCK and MOLL, 1963) , will also affect the bias. For this reason, a multiple-site study would have been preferable. Nevertheless, within-individual r A estimates generated from single-site data are informative and can provide useful comparisons with the results of multiple-environmental studies.
Conclusions
MT showed a considerable ability to reduce bias introduced by selective deletion of records. ST provided accurate r A , almost identical to those obtained by MT, when there was no selection. Biased r A were provided by ST when records were purged. MT is recommended for analyzing genetic field data in situations where records are missing due to non-random reasons (e.g. genetically-based mortality). For both methods, especially at low heritabilities, the large SD values obtained suggest that there is a significant probability that highly misleading r A will be derived from single field trials where non-random mortality has occurred.
Introduction
First studies on chloroplast DNA (cpDNA) of Eucalyptus used RFLP as molecular markers (JACKSON et al., 1999; STEANE et al., 1998) . For large sample sizes, the effort and time needed to obtain the required quality and amount of DNA may become a serious drawback of the technique. Later on, VAILLANCOURT and JACKSON (2000) discovered the hypervariability of the region surrounding the J LA junction between the large single copy region (LSC) and one of the inverted repeats (IR) of eucalypt DNA and pointed out to its usefulness to approach studies in the genus. Sequence analysis of this region has been used in posterior works revealing the complex evolution pattern of eucalypts (FREEMAN et al., 2001; MCKINNON et al., 2001 ). The present work describes a simplified method to analyse this hypervariable region (HVR), by following the differential display of three non-independent PCR-products. Our results suggest the usefulness of the method to approach phylogeographic and population studies, avoiding expensive and time-consuming techniques as RFLP or sequencing.
Material and Methods
Thirty plants from three of the original races defined by DUTKOWSKI and POTTS (1999) (South-Eastern Tasmania, Furneaux Group and Western Otways, collecting ten samples in at last two different populations from each race) of E. globulus ssp. globulus were analysed. Total DNA was extracted from leaves following the method described by DOYLE and DOYLE (1990) .
Based on the sequence published by VAILLANCOURT and JACK- SON (2000) , two primers were designed: HVR1, 5'TAGGAG-TAATTAATGG, and HVR2, 5'CCATTAATTACTCC, (corresponding to the positions 132-147 and 147-134, respectively, in the mentioned sequence). Two additional primers, developed by GOULDING et al. (1996) were also used in this approach: rpl2, 5'GATAATTTGATTCTTCGTCGCC, and trnH, 5'CGGATG- VAILLANCOURT and JACKSON (2000) . Arrows indicate the location of the primers used in the present study.
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