We propose an e cient motion compensation scheme where adaptive vector quantization (AVQ) is used to optimally compress the dense motion eld. The vector quantizer codebook is designed on-line by backward adaptation based on previous reconstructed frames. It thus takes advantage of the information already available at the receiver for adapting the codebook without recourse to side information. The method adapts the codebook to local motion statistics and thus exploits interframe motion correlations. It also eliminates the need for extensive prior codebook training, as well as problems of statistical mismatch due to scene variation. Preliminary experiments on benchmark video sequences show average improvement of about 0.8dB in SNR, and improved perceptual quality of the reconstructed video. The enhanced performance is achieved at the cost of only a fractional increase in complexity as compared to standard motion compensation methods.
INTRODUCTION
Motion Compensation is used in video coding to remove temporal redundancies. The most common method of motion estimation is the block matching algorithm 1]. In block matching, the current frame is divided into a set of disjoint blocks. Each block is compared with all the blocks in the previous reconstructed frame, within a given search region, to nd the best match that minimizes a distance criterion such as the mean squared prediction error, or mean absolute di erence. The motion vector is de ned as the displacement of the current block from its best match. A motion vector for each block is transmitted to the decoder along with the quantized prediction error (commonly called the residual). Based on this information the decoder reconstructs the current frame.
In order to reduce the amount of side information required for transmitting the motion vectors, large block sizes are commonly employed. However, this compromises motion representation which is constrained to be blockwise constant, and results in signi cant prediction errors and blocking artifacts. Some recent methods address this problem by interpolating between the motion vectors to obtain a better approximation to the actual motion eld (see e.g., control grid interpolation 3] and overlapped block motion estimation 2].). In the signal processing jargon one could say that rst-order interpolation is used instead of the zeroth-order (sample and hold) interpolation. From this viewpoint these basic approaches are simple compression techniques applied to the motion eld: subsampling followed by interpolation. However, more e cient coding of the motion information is critical for achieving greater overall compression.
Our approach is motivated by the observation that subsampling/interpolation is, in general, a suboptimal compression scheme. Instead, we propose to view the motion eld representation as a signal compression problem. Ideally, we would compute the dense motion eld in the rst stage, and then directly compress it down optimally to the desired rate. A more accurate representation of the motion eld thus obtained will enable achieving a given level of picture quality with fewer bits or alternatively achieve a higher picture quality for the same rate. This makes our approach particularly relevant for HDTV applications where high picture quality is demanded over a limited bandwidth.
The organization of this paper is as follows: In section 2, we review earlier work on encoding the dense motion eld. The shortcomings of the existing methods, mainly due to the mismatched objective, motivate the new approach. We then describe the vector quantization based technique for optimally compressing the motion eld while directly minimizing the prediction error by means of a motion vector codebook. The central design problem is attacked by an algorithm to generate the motion vector codebook from a training set of video frames. The motion codebook, though e cient in encoding the training set, is highly sensitive to variation in motion statistics, and performs poorly when used to compress sequences that are di erent in nature. To overcome this problem, we develop, as the main contribution of this paper, an adaptive motion eld compression algorithm which is described in section 3. The algorithm designs the codebook online from previous reconstructed frames optimizing the codebook for local motion statistics and eliminates problems of mismatch. In section 4, we present simulation results demonstrating the gains achievable by our method over standard motion compensation for benchmark video sequences.
DENSE MOTION FIELD COMPRESSION

The Basic Approach
Compression of a dense motion eld has been attempted earlier with limited success 4]. Once a dense motion eld was computed, a two-dimensional discrete cosine transform was applied to it and the transform coe cients were consequently quantized to the prescribed rate. The objective of the compression was minimization of the motion eld reconstruction error. However, this is a mismatched objective since small errors in the reconstructed motion eld may lead to large prediction errors. A better cost for motion compression is the error in predicting the current frame from the previous frame. (Note that the ultimate cost is the overall distortion including the residual compression, but since working with such cost demands very high computational complexity, we restrict our e ort to minimizing the frame prediction error as the closest approximation). Therefore, the approach is to compress the motion eld while directly minimizing the frame prediction error. We propose to achieve this objective by formulating the motion eld compression problem within a vector quantization framework.
We start by dividing the current frame into small blocks whose size is smaller than conventional block sizes used in standard block matching. We group a set of small blocks into a superblock. We encode the motion eld of each superblock by a motion vector that accounts for the motion of all small blocks in that superblock. A VQ codebook of motion vectors provides the candidate motion vectors and the best entry is selected to represent the motion eld of that block. The selection criterion is given by the prediction error resulting from that codebook entry. Thus we vector quantize the motion of the small blocks encoding the dense motion eld by directly minimizing the prediction error. It is important to note that the block matching computation, which is performed on the dense (small) blocks, is of the same level of complexity as that of traditional (big) block matching, because it is roughly proportional to the total area, or number of pixels, being matched.
The heart of the method, therefore, consists of the design of the VQ codebook of motion vectors and that will be described next.
Codebook Design
We rst consider a non-adaptive algorithm for designing the motion vector codebook. This is analogous to the GLA 7] for standard VQ codebook design. A similar non-adaptive algorithm was independently developed and proposed by Lee and Woods in a recent paper 5].
Given a training set of video blocks and an initial motion codebook, iterate as follows: 1) Partition the training set: Assign each block to the best match in the codebook in terms of prediction error. Referred to as the nearest neighbor rule.
2) Update the codebook: For the subset of blocks associated with each codebook entry, nd the common dense motion vector that gives the least prediction error. Referred to as the centroid rule.
Since each of the iteration steps is non-increasing in the prediction error cost, the algorithm descends monotonically to a local minimum. Further, it is well known that variable length coding of the motion vectors can provide better rate-distortion performance over xed length encoding. The algorithm can be modi ed to optimize the codebook for variable length coding by applying entropy constrained VQ design 6].
At a given rate for encoding the motion information, the dense motion vector codebook produced by this design algorithm leads to signi cantly smaller prediction error when applied to encode the training set. However, we observed that the codebook is very sensitive to variations in source statistics and fails to give any improvements when applied to encode test sequences with signi cantly di erent motion statistics. Similar observations were made by Lee and Woods 5]. To attack this major shortcoming, we describe in the next section a method to adapt the codebook to the motion statistics.
ADAPTIVE VECTOR QUANTIZATION (AVQ) OF MOTION
We propose to design the motion codebook on-line. This adaptation ensures that the codebook is optimized for the \current" motion statistics, i.e. the motion statistics of the sequence it is trying to encode. We note that designing the new motion codebook based on the original sequence (forward adaptation) requires that side information about the adaptation be transmitted as well. This is necessary because the decoder does not have access to the original sequence. In such a case the new codebook itself would have to be sent to the decoder and this constitutes extensive side information rate. However, the decoder does have access to additional information without recourse to explicit transmission of side information. Both decoder and encoder have access to the reconstructed sequence, which contains beside the motion (that is the \source" we encode) also the compressed residual information. As far as motion compression is concerned this is side-information that is available at the decoder \for free". The reconstructed sequence is a good approximation to the original sequence and hence provides good estimates of the motion statistics. We, therefore, adapt the codebook based on the reconstructed sequence, i.e., we apply backward adaptation where both encoder and decoder use the reconstructed frames as training data to adapt the codebook along with its variable length code.
Adaptation removes the need for initial training and the consequent mismatch between training set and test set. Also, we obtain a motion codebook that is tailored to the motion in the local frames. Since the motion statistics of consecutive frames are correlated, our codebook can capitalize on these correlations leading to savings in rate. Note that in traditional video coding only intraframe motion correlations are exploited while here we exploit both intra as well as interframe motion correlations. Next we present simulation results to illustrate the performance gains achievable by adaptive vector quantization (AVQ) of the dense motion eld.
RESULTS
The algorithm was applied to the Football sequence which is in sif format. The right 8 pixels were clipped o to make the frame width a multiple of 16. The reference coder used standard block matching algorithm for motion estimation of block size 16 x 16. Our AVQ coder used superblock size 16 x 16 and block size 8 x 8 (4 blocks in one super block). The search region was -15 to 15. Motion estimation was performed at integer pel accuracy. The codebook was initialized with uniform motion within superblocks (which corresponds to standard motion estimation for 16 x 16 blocks.) It was then adapted using the reconstructed frames. This adaptation can be achieved with a fractional increase in complexity as compared to the standard motion compensation method. The prediction error was transformed and quantized using a uniform quantizer followed by runlength/hu man coding. For compressing the prediction error we used the corresponding routines of the telenor implementation of H.263.
The reconstructed frame quality and the total bit rate for the two methods are compared on the left of Figure 1 . At the same total bit rate, the AVQ method gives an average improvement of about 0.8 dB. To illustrate the source of these gains, we examine the motion compensation e ciency of both schemes. On the right, we compare the prediction error and the rate spent by the two methods. It is obvious that our AVQ method provides motion compensation which equals or outperforms traditional coding methods in terms of prediction error while spending much lower rate. The above results indicate that AVQ for motion eld compression performs better than traditional motion estimation and shows promise as a new approach to improve standard motion compensation techniques for video coding. 
