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Figure 1. RealitySketch enables the user to draw and visualize physical phenomena like a pendulum’s motion though real-time sketching: A) Select
the ball to track, then draw a line and bind it with the physical ball. B) Draw a vertical line and an arc to parameterize the angle between the tracked
ball and the center line. C) The sketched elements dynamically respond when the pendulum swings. D) Responsive graphics record and visualize the
motion of the pendulum.
ABSTRACT
We present RealitySketch, an augmented reality interface for
sketching interactive graphics and visualizations. In recent
years, an increasing number of AR sketching tools enable
users to draw and embed sketches in the real world. However,
with the current tools, sketched contents are inherently static,
floating in mid air without responding to the real world. This
paper introduces a new way to embed dynamic and responsive
graphics in the real world. In RealitySketch, the user draws
graphical elements on a mobile AR screen and binds them
with physical objects in real-time and improvisational ways, so
that the sketched elements dynamically move with the corre-
sponding physical motion. The user can also quickly visualize
and analyze real-world phenomena through responsive graph
plots or interactive visualizations. This paper contributes to a
set of interaction techniques that enable capturing, parameter-
izing, and visualizing real-world motion without pre-defined
programs and configurations. Finally, we demonstrate our tool
with several application scenarios, including physics educa-
tion, sports training, and in-situ tangible interfaces.
CCS Concepts
•Human-centered computing → Human computer inter-
action (HCI);
Author Keywords
augmented reality; embedded data visualization; real-time
authoring; sketching interfaces; tangible interaction;
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INTRODUCTION
Over the last decades, interactive and dynamic sketching has
been one of the central themes in human-computer interac-
tion (HCI) research [33, 60, 61, 73]. Since Sutherland first
demonstrated the power of interactive sketching for computer-
aided design [94], HCI researchers have explored ways to
sketch dynamic contents that can interactively respond to user
input [51, 52, 53, 80], thus enabling us to think and commu-
nicate through a dynamic visual medium. The applications
of such tools are vast, including mathematics and physics
education [63, 91], animated art creation [51, 52, 53, 110],
and interactive data visualization [9, 11, 64, 70, 100, 109].
Through these research outcomes, we have now developed
a rich vocabulary of dynamic sketching techniques to fluidly
create interactive, animated contents in real-time.
With the advent of augmented and mixed reality inter-
faces [72], we now have a unique opportunity to expand such
practices beyond screen-based interactions towards reality-
based interactions [43, 45, 104]. In fact, there is an increasing
number of tools that provide sketching interfaces for aug-
mented reality, from commercial products like Just a Line [38],
Vuforia Chalk [41], and DoodleLens [108] to research projects
like SymbiosisSketch [1] and Mobi3DSketch [58]. These tools
allow users to sketch digital elements and embed them in the
real world. However, a key limitation is that the sketched
content is static — it does not respond, change, and animate
based on user actions or real-world phenomena.
What if, instead, these sketched elements could dynamically
respond when the real world changes? For example, imagine
a line sketched onto a physical pendulum that moves as the
pendulum swings (Figure 1 A-B). This capability would allow
us to directly manipulate the sketch through tangible inter-
actions (Figure 1 C) or capture and visualize the pendulum
motion to understand the underlying phenomenon (Figure 1 D).
Such responsive and embedded sketching would enable a new
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way of seeing, understanding, and communicating ideas in
much richer ways [79, 101, 102], by bridging the gap between
abstract theories and concrete real-world experiences [50].
As a first step toward this goal, we present RealitySketch,
an end-user sketching tool to support real-time creation and
sharing of embedded interactive graphics and visualization in
AR. To create graphics, the user sketches on a phone or tablet
screen, which embeds interactive visualizations into a scene.
The sketched elements can be bound to physical objects such
that they respond dynamically as the real world changes.
Our approach proposes the following four-step workflow: 1)
object tracking: the user specifies a visual entity (e.g., a phys-
ical object, a skeletal joint) to track in the real-world scene;
2) parameterization: the user parameterizes tracked entities
by drawing lines or arcs that define specific variables of in-
terest; 3) parameter binding: the user binds these variables
to the graphical properties of sketched elements (e.g., length,
angle, etc.) to define their dynamic behavior as the real-world
variables change; 4) visualization: the user can also interact,
analyze, and visualize real-world movements through several
visualization effects. We contextualize our approach in the
larger design space of dynamic graphics authoring approaches.
The main contribution of this paper is a set of interaction tech-
niques that enable these steps without pre-defined programs
and configurations — rather, the system lets the user perform
in real-time and improvisational ways.
We demonstrate applications of RealitySketch across four do-
mains: augmented physics experiments, mathematical concept
explorations, sports and exercise assistants, and creation of
improvised tangible UI elements. These examples illustrate
how improvisational visualization can enrich interactive expe-
riences and understanding in various usage scenarios. Based
on a preliminary evaluation and an expert interview, we dis-
cuss the benefits and limitations of the current prototype. Our
prototype runs on mobile AR consumer devices that support
ARKit (iPhones and iPads), which is important for adoption in
an educational context. However, we believe that in the future,
our proposed interactions and use cases can also be adapted
for head-worn devices.
In summary, this paper makes the following contributions:
1. RealitySketch, a dynamic sketching system for real-time
authoring of embedded and responsive visualizations in
AR, contextualized in the larger design space of dynamic
graphics authoring approaches.
2. A set of sketching interaction techniques to parameterize
the real-world and bind it with embedded graphics.
3. Application scenarios where the users can create and view
in-situ visualizations by capturing physical phenomena,
such as for classroom experiments and interactive concept
explanations.
RELATED WORK
Sketching Interfaces
In literature of HCI, there is a long history of sketching in-
terface research [3, 24, 33, 34, 62, 73, 94]. Since the space
of sketching interface research is vast, here, we focus on two
specific areas of research that are highly relevant.
Sketching Interfaces for VR/AR
In recent years, a growing number of tools support sketching in
VR and AR [96]. For example, Just a Line [38], TiltBrush [37],
Gravity Sketch [39], and Vuforia Chalk AR [41] are common
sketching software available in the market. These tools allow
users to sketch objects in which they can walk around [37,
39, 105] or annotate sketches onto a video see-through AR
view of the real-world environment [41]. However, due to the
challenges of mid-air 3D sketching [2, 5], researchers have
leveraged real-world environments and physical objects as
contextual guidelines to sketch virtual objects [90]. For ex-
ample, a physical surface can serve as a geometric constraint
for sketching in an immersive environment (e.g., SymbiosisS-
ketch [1], VRSketchIn [16], PintAR [22]), which gives a useful
guidance for 3D sketches [2]. Also, previous work utilizes
real-world geometry as contextual guidelines for snapping
elements (e.g., Mobi3DSketch [58], SnapToReality [77]) or
making 3D shapes (e.g., SweepCanvas [67], SketchingWith-
Hands [56]).
However, most of these current sketching tools only support
static drawings — once sketched, the sketched graphics do
not animate or interact with real-world (Figure 2 bottom right).
DoodleLens [108] explores the creation of animated drawings
with flip-book effects of multiple drawings, but it is not inter-
active, in the way the sketched elements do not respond to a
user’s interaction. Video prototyping tools like Pronto [66]
also let the user animate embedded sketches, but they only
mimic the interaction for prototyping purposes. ProtoAR [76]
and 360Proto [75] facilitates the creation of AR and VR expe-
riences with paper sketches, but the sketches themselves are
static.
If the sketched graphics become responsive, we can leverage
our rich tangible and gestural manipulation capability to in-
teract with the virtual world. For example, in the context of
animation authoring, real-world objects provide useful and
expressive ways to create dynamic motion by tangible interac-
tions [4, 23, 26]. Human-motion can be also used as real-time
inputs for making performance-driven animations [21, 87].
However, these tools often require tedious pre-defined config-
urations to map between the virtual content and its physical
reference (e.g., physical objects, a rig of the body, segmen-
tation of the face), which requires a lot of preparations in
advance. It is important to develop more real-time and impro-
visational ways to specify the behavior because such a practice
can preserve a user’s natural workflow [54] and let the user
focus more on creation and communication [79, 99, 100].
Sketching Dynamic and Responsive Graphics
HCI researchers have also extensively explored sketching in-
terfaces for dynamic and responsive graphics. For example,
MathPad2 [63] and PhysInk [91] use hand-drawn sketches to
construct an interactive mathematical and physics simulation.
In contrast to pre-programmed simulation (e.g., PhET [78,
106], Explorable Explanations [10, 98]), such improvisa-
tional sketching enables more flexible applications and en-
courages natural interaction for human-to-human communica-
Responsive
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Dynamic Sketching Tools
Traditional Sketching Tools Existing Sketching Tools for AR
Our Focus
Draco [52] , Kitty [51] , Apparatus [88]
ChalkTalk [79] , MathPad2 [63]
SymbiosisSketch [1] , PintAR [22] 
Mobi3DSketch [58] , Just a Line [38]
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Figure 2. Design space of dynamic sketching interfaces: The horizontal
axis shows whether the representation is embedded (graphics are embed-
ded in the real world) or separated (graphics are isolated from the real
world). The vertical axis shows whether sketched elements are dynam-
ic/responsive (sketched elements can dynamically move and respond) or
static (sketched elements do not change). Our focus is on embedded and
responsive sketching (top right).
tion [64]. This dynamic sketching idea has been implemented
for other application domains, such as animation authoring
(e.g., Kitty [51], Draco [52], Apparatus [89], Motion Ampli-
fiers [53], and other tools [99, 110, 111]) and dynamic data
visualizations (e.g., SketchStory [64], NpakinVis [11], Data
Illustrator [70], Transmogrification [9], and Drawing Dynamic
Visualizations [100]).
While most of these interfaces are for screen-based appli-
cations, augmented reality (AR) based interfaces have great
potential to further enhance interactive experiences and natu-
ral communication in the real world. For example, ChalkTalk
AR [80, 81] enables sketching dynamic graphics on a see-
through display so that the user can present and brainstorm
ideas through face-to-face communication. However, these
sketched elements do not respond to or interact with the real-
world environments. In other words, the sketched contents are
not spatially embedded nor integrated within the real world
(Figure 2 top left). In contrast, this paper explore embedded re-
sponsive sketches that can directly interact with the real world,
so that it can provide more immersive experiences for AR and
MR (Figure 2 top right).
In the context of tangible user interfaces, there are a few works
that explore tangible interactions with sketched elements (e.g.,
Reactile [95]). Inspired by this line of work, this paper con-
tributes to the discussion and exploration of the new sketching
interactions to support a more diverse set of applications.
Augmented Reality and Tangible User Interfaces
Embedded Data and Concept Visualization
Interactive graphics in AR can facilitate communication, ed-
ucation, storytelling, and design exploration. For example,
Saquib et al. [87] and Liu et al. [69] demonstrated how in-
teractive and embedded graphics in video presentation can
augment storytelling and performance. Similarly, ARMath
[47] demonstrates how everyday objects can be used as tangi-
ble manipulators to learn basic arithmetics. Data visualization
is another promising area, as the user can directly see the data
that is associated with physical objects [84]. Willett et al. [107]
define such a representation as embedded visualizations, in
which the visualization is tightly coupled with its physical
referent.
Traditionally, such experiences are only available after the
dedicated post-production process (e.g., educational videos
like [18, 19, 35, 92]), but augmented and mixed reality inter-
faces promise an interactive experience for such concept and
data visualizations. For example, in the context of physics
education, existing works explore ways to visualize a range
of invisible phenomena, such as wind flow (e.g., Urp [97]),
optical paths (e.g., HOBIT [20]), terrain simulation (e.g., Il-
luminating Clay [82]), electromagnetic flow (e.g., [83]), and
current flow (e.g., VirtualComponent [57], ConductAR [74])
in the real world. These interfaces can facilitate understanding
of a complex idea [17], as viewers can directly observe the
hidden phenomenon, instead of imagining it [102]. Beyond
education, embedded and interactive visualizations are also
promising in application domains like collaborative discus-
sions [15, 48], live storytelling [87], data visualization [13],
and sports training [12, 40, 93].
Currently, however, the interactions with these systems are
pre-programmed for specific applications by their developers,
and do not allow non-technical users to adapt them to different
contexts or create custom experiences by themselves. With
the real-time and improvisational authoring introduced in this
paper, we believe end users can easily create, manipulate and
share these contents in more engaging and expressive ways,
across different application domains.
Object Manipulation through Spatial Tablet Interactions
Spatially aware tablet computers can provide an interface to
manipulate virtual and real-world objects. Examples include
T(Ether) [59], where users point and drag virtual objects with
a spatially tracked tablet computer. ExTouch [49] introduces
a similar interaction technique to manipulate robots at a dis-
tance. When tapping on a robot shown in an AR video feed,
users can drag it to a new target location. By sketching con-
nections between IoT devices, users of Smarter Objects [28]
and Reality Editor [27] can program their functionality. Our
work extends these ideas of interacting with real-world ob-
jects through tablet-based AR. But instead of programming the
objects they serve as an input for sketched responsive graphics.
SKETCHING EMBEDDED AND RESPONSIVE GRAPHICS
Definition of Embedded and Responsive Graphics
The goal of this paper is to provide a way to embed dynamic
and responsive graphics through dynamic sketching. To better
understand the scope, we first define the terminology:
Embedded: graphics are presented and spatially integrated
within the real-world
Responsive: graphics change and animate based on the user’s
interactions
The important aspect of embedded and responsive graphics is
that graphics must interact with the real-world. Here, the “real-
world” means either the environment itself, a physical phe-
nomenon, or a user’s tangible and gestural interactions. In the
context of AR and tangible user interfaces, there are many non-
sketched examples of such embedded and responsive graphics.
For example, animated fish in PingPongPlus [44] can interact
with the ball by moving towards a point where the physical
A) boucing balls
B) animated characters
C) a swarm of animated sh
D) wind ow simulation F) interactive hopscotch H) brainstorming visualization J) augmented experiments
E) force of molecular models G) gravity and force I) pendulum motion of a swing
Pre-dened Behavior User-dened Behavior
Figure 3. Potential examples of embedded and responsive sketches (green elements represent objects in the virtual world, and black elements represent
objects in the real world).
ball hits, or virtual cubes in HoloDesk [29] can interact with
physical environments by rolling and bouncing on top of it.
However, to our best of knowledge, few works, if any, investi-
gated sketching as a way to create such interactive experiences
in real-time. Therefore, this section provides the first explo-
ration and discussion about the interaction spectrum for au-
thoring such embedded and responsive graphics to explore the
broader design space. By taking inspirations from the existing
works in dynamic sketching of 2D drawing, we discuss and
illustrate possible approaches through potential sample appli-
cations. We believe this discussion and exploration will help
the HCI community to better understand the broader design
space and further explore it to fill the gap.
How to Make Embedded Sketches Responsive
In general, crafting responsive and embedded graphics in the
real-world can be a continuum between two approaches: pre-
defined behavior and user-defined behavior. Since our focus is
on interactive experiences, we do not discuss post-production
video editing tools.
Pre-defined Behavior vs User-defined Behavior
Pre-defined behavior refers to a behavior specification given
in advance. For example, one can think of a system that
specifies all of the sketched elements to follow the law of
physics, so that as long as a user draws a virtual element,
it automatically falls and bounces on the ground (Figure 3
A). In this case, the behavior of sketched elements is pre-
defined, based on the physics simulation, and the user can only
control the shape of the sketches. Similarly, one can imagine
a sketched character that starts walking around or interacting
with the physical environment (Figure 3 B). In this case, the
behavior of the sketched character should also be defined in
advance (by programming or design tools), as it is hard to
specify such complex behaviors in real-time.
These practices are often utilized in the screen-based sketching
interfaces. For example, PhysInk [91] uses a physics engine
and ChalkTalk [80] leverages pre-programmed behavior to
animate the sketched elements in real-time.
On the other end of the spectrum, user-defined behavior lets
the user decide how the sketched elements move, behave, and
animate on the fly. For example, consider an example of
visualizing pendulum motion (Figure 1). In this example, the
user should be able to specify how and which parameter (e.g.,
angle) will be visualized (Figure 3 I). In the previous works,
Apparatus [89] leverages the user-defined behavior to create
interactive diagrams. In this example, the user has full control
of how it behaves, based on the user-defined constraints and
parameter bindings, which is also known as constraint-based
programming [7, 8, 94]. These practices are also utilized to
create interactive 2D animation [99], design exploration [65],
and dynamic data visualization [70, 100], as it is useful to let
the user explicitly specify how it behaves.
We can also think of a design that leverages a combination
of both pre-defined and user-defined approaches [111]. For
example, consider a sketched school of fish that can automat-
ically swim on a table (Figure 3 C). The basic swimming
motion can be specified by pre-defined behavior, but the user
could interactively specify the target position so that the fish
can continuously chase and gather to a physical object. This
can be achieved by by leveraging direct manipulation inter-
faces that can be paired with the pre-defined program (e.g.,
Sketch-n-sketch [14], Eddie [88]).
Both approaches have advantages and disadvantages. For
example, pre-defined behavior enables highly complex and
expressive animation (e.g., Figure 3 A-D), but is targeted at
specific applications (e.g., character animation, physics sim-
ulation, etc). Beyond these well-known configurations, it is
difficult to generalize the range of behaviors and effects. On
the other hand, user-defined behaviors can provide building
blocks that let the user construct them for different purposes,
thus it can be generalizable (e.g., Figure 3 G-J). Also, the user
does not need to memorize what behaviors are possible, as
it is based on a set of simple interactions. However, creating
complex behaviors with low-level building blocks is challeng-
ing, particularly when the interaction is happening in real-time
for communication and exploration. Thus, finding the right
balance between these two approaches is dependent upon the
application and user needs.
Focus of This Paper
Given these considerations, this paper specifically focuses on
user-defined behavior approach for the input specification and
mapping of embedded graphics. However, we leverage pre-
defined visual outputs (e.g., graph plots) so that the user does
not need to create these commonly used graphical elements
from scratch in real-time. To this end, there are the following
research questions:
Q1. Input What is the scope of input values? How can the
user visually annotate and define the input value?
Q2. Input-Output Mapping How can the user map the input
values to output graphical elements on the fly?
The input, output (graphics), and mapping space can vary
across application domains and user needs. We aim to demon-
strate interaction techniques for input, output, and mapping
that are useful across several application domains (e.g., physics
experiments, personal training) where spontaneous and inter-
active exploration is key to effective performances. In this
paper, we answer these research questions by exploring:
A1. Input Parameterizing the real world through sketching
interactions. These parameterized values can be later used
for the input values of other graphical elements. Bertin
[6] introduced a set of visual variables to encode informa-
tion. In this paper, we focus on continuous spatial variables
(e.g., position, distance, angle) as input, as they relate to
physical phenomena, tangible interactions, and movements.
Other forms of visual variables (e.g., shape, size, type) and
gestural interactions are beyond the scope of this paper.
A2. Input-Output Mapping Defining a dynamic parameter
value as a variable on-the-fly, so that the variable can be
used to map input and output variables.
For visual output, we use pre-defined graphical elements, such
as dynamic sketched elements (with the combination of object
tracking and parameter binding), responsive visualizations
like graph plots, and visual effects like stroboscopic images by
recording the motion. We chose these graphical elements due
to their effectiveness and versatility to analyze and interact
with spatial variables.
REALITYSKETCH: SYSTEM AND DESIGN
Overview
This section introduces RealitySketch, an augmented real-
ity interface to embed responsive graphics and visualizations
through real-time dynamic sketching.
RealitySketch supports the followings operations to draw dy-
namic sketches based on the user-defined specification:
1. Track an object by specifying it on the AR screen.
2. Parameterize the real world with sketching.
3. Bind the real-world parameters into existing graphics to
make the graphics responsive.
Input Real-time Data Stream Output
Sketch to Parameterize Binding and Constraint
position
distance
angle
area
pos = [1.2, 0, 1.5] 
distance  = 1.5 
angle = 45 
area = 2.2
bind as a function
1.5 x length
angle = 3030
dynamic constraints
length
θ
bind to a graph axis
record and replay
Figure 4. Overview of the interaction workflow: Sketched spatial vari-
ables (e.g., position, distance, angle, etc) can be used as dynamic input
values. By binding this real-time data stream to existing graphics, the
user can create responsive graphics.
4. Visualize the real-world dynamics through responsive
graph plots or recording and playing back the motion.
Basic Setup
RealitySketch leverages mobile augmented reality (ARKit) to
embed sketches in the real world. The user sketches with a
finger or a pen on a touchscreen, where the sketched elements
are overlaid onto a camera view of the real world (Figure 5).
A
B C
D
Figure 5. System setup: The user (D) sketches and manipulates on
a tablet or phone (C). The user can sketch on a real-time scene or a
recorded scene. If necessary, the other user (B) can collaborate to move
or interact with physical objects (A).
Rather than 2D sketches that are based on the device screen
coordinates, all sketched elements have a 3D geometry and
position in real world coordinates, anchored in 3D space. This
way, the user can move the device to see from a different
perspective and the sketches stay correctly anchored to the
real objects.
To enable this functionality, our system leverages ARKit and
SceneKit for both surface detection and object placement in
the 3D scene. Therefore, the first step is to detect a horizontal
or vertical surface, as all interactions (e.g., tracking an object,
sketching elements, placing a graph) are based on a reference
surface in a 3D scene. Once the surface is detected, the user
can start using the system.
In RealitySketch, the user can sketch on both real-time and pre-
recorded scenes. For real-time sketching, the user can just start
sketching once the surface detection is finished. For recorded
scenes, RealitySketch first allows users to capture and record
the video with an internal recording feature. The recorded
video is embedded with additional meta information at each
time frame, such as the current camera position, the current
origin point, and the position of detected surface. Based on
this recorded information, RealitySketch can reconstruct the
3D scene, which is associated with the recorded camera view
of each time frame. Thus, the user can sketch, annotate, or
visualize on top of the RealitySketch’s recorded video, while
controlling the timeline of the internal video player. Due to
these constraints, this recording feature does not work with
conventional videos.
Object Tracking
For embedded and responsive graphics, the graphical elements
need to be tightly coupled with physical objects and environ-
ments. Thus, capturing and tracking an object is vital to make
the graphics dynamically change and move.
To specify an object, the user enters the selection mode and
then taps an object on the screen (Figure 6A). Once selected,
our system highlights the selected object with a white contour
line (Figure 6B) and starts tracking the object in the 3D scene
(Figure 6C).
Figure 6. Object tracking: Tap an object to be tracked (A), and the
system starts tracking the object based on color matching (B-C).
In our current implementation, the system tracks objects based
on color tracking implemented with OpenCV. When the user
taps an object on the screen, the algorithm gets the HSV value
at the x and y position. Then the system captures similar colors
at each frame based on a certain upper and lower threshold
range. Therefore, the tracking feature best works with dis-
tinct, solid colors. Based on this detected mask, the system
obtains the largest contour and computes a center position of
the tracked object on the screen. The system then converts
these 2D coordinates into the 3D world coordinates by ray
casting the 2D position onto the detected surface, assuming
that the tracked object moves onto the detected horizontal or
vertical surface. This color tracking was fast enough for most
of our applications (e.g., 20-30 FPS with iPad Pro 11 inch
2018). The user can also use the joint of the human body as
additional tracked objects. In this case, we use ARKit 3’s
built-in human motion tracking feature that gives us the 3D
position information of the body joints.
Figure 7. Line segments: Sketch a line on the screen (A). If the line is
attached to the tracked object (B), it becomes bound to the object (C).
Parameterization using Line Segments
Next, the user parameterizes the real world to define and cap-
ture the dynamic value of interest. In this paper, we specifically
focus on parameterization that can be done through simple
sketching interactions using line segments. Line segments are
one of the most basic sketching elements, which are commonly
leveraged in the existing interactive sketching systems (e.g.,
[33]). Line segments are useful as they work alone to parame-
terize a length between two points, but also can be combined
to define different parameters, such as an angle between lines
or an area of a closed geometric shape. They can be also used
for annotated lines or guided lines. The user could also draw a
simple 3D diagram with these line segments like [32], which
could be used as a responsive visual output itself.
Here, we describe how this line sketching interaction can
define and capture the dynamic value of interest. First, when
entering the sketching mode, the user can start drawing a line
segment onto the scene (Figure 7A). All the sketched lines
are projected onto a 2D surface within the 3D scene. The
system takes the two end-points to create the line segment.
This creates a variable that defines the distance between two
points on the surface. To create a dynamic line segment, the
user draws a line whose end point is attached to the selected
object (Figure 7B-C). As one end of this dynamic line segment
is bound to the selected object, if the user moves the object
in the real world, the line segment and its parameter (e.g.,
distance value) will change accordingly. The system visually
renders the line segment values using labels.
Figure 8. Angle: The user can draw a path between lines (A), and the
system parameterizes it as an angle (B). The angle can be dynamic if the
line is bound to the object (C).
RealitySketch employs simple heuristics to determine the na-
ture (e.g., static vs. dynamic, distance vs angle, free move vs
constraints, etc) of the line segment. If the start or end point
of the line segment is close to an existing tracked object, then
the system binds the end point to the tracked object. Thus,
for example, if the user draws a line between two tracked
objects, then both ends attach to an object. In that case, the
line segment captures the distance between those two objects.
The user can also define an area of a closed enclosure or
an angle between multiple line segments as a variable. For
example, if the user draws a line between the end points of two
different lines, then the system binds the three lines together
to parameterize the enclosed area of the shape (e.g., a triangle).
On the other hand, when the user sketches a stroke between
two lines (Figure 8A), the system recognizes it as an angle
and shows an arc between the lines (Figure 8B). To determine
whether the drawn line is a distance or an angle, the system
only considers the start and end points. If both points are
attached or close to the existing line segments, the user-drawn
line is interpreted as an angle. If the existing line is bound to
an object, then the angle is also dynamically changed when
the object is moved (Figure 8C). In a similar manner, if the
two lines are close to perpendicular, the system creates a
perpendicular constraint for two lines (e.g., a tracked line and
the ground line in Figure 16).
The values of these parameters (e.g., length, angle, area) are
actual physical quantities in the real world, as we can measure
the actual length of two points in the 3D scene using ARKit’s
measuring capability. We use this value for the distance pa-
rameter of a sketched line.
Naming Variables
The user can also assign a name to an existing parameter e.g.,
x, y, angle, length, etc. This entered name works as a variable
that can be later used for input-output mapping. When the
user taps the label of the dynamic parameter (Figure 9A), the
system shows a popup dialog to let the user define a variable
name (Figure 9B). Once the user types the variable name, the
system registers it as a variable and shows the name in the
label (e.g., angle= 40 in Figure 9C).
Figure 9. Naming a variable: By tapping a label of a line segment (A),
the user can name a variable (B-C).
Parameter Binding
Make Graphics Responsive based on Parameter Binding
To make the existing line segments responsive, the user can
bind variables between two elements. The parameter of a static
line segment can be bound to another variable. For example,
suppose the user has a variable named angle for a dynamic
line segment. When the user taps the label of another angle
of the static line segment (Figure 10A), the system shows a
popup to let the user enter the variable name. If the entered
variable name matches an existing name (e.g., angle in this
case), the angle of the static line segment will be dynamically
bound to the existing parameter (Figure 10B), so that when the
angle value changes, the angle of another line is also changed
(Figure 10C). This works as a dynamic constraint between
multiple line segments.
Figure 10. Binding a variable: By using the same variable name for
a static line segment (A-B), the variable can be bound to the existing
dynamic line segment (C).
Similarly, the user can define a constraint by typing a function
of existing variable. For example, consider the user wants
to draw the bisector of the angle formed by a dynamic line
segment. The user can first draw a line and an arc between
the line and the base line (Figure 11A). Then, the user taps
the label and types angle/2 (Figure 11B). Then, the system
can recognize the function to dynamically bind the parameter
to be half of the existing parameter (Figure 11C). In a similar
manner, the user can also change the length or distance of the
sketched elements with a function (e.g., the force of a spring
in Figure 4). In our current implementation, the system can
parse basic arithmetic operations, trigonometric functions, and
polynomial expressions.
By default, if the user draws a dynamic line segment associated
with a tracked object, the other end of the line is fixed to a
certain point. However, the user sometimes may want to draw
a constant line segment that is attached to an object (e.g., an
arrow to represent gravity or force). In such cases, the user
Figure 11. Binding a function: The user can also bind a variable to a
function e.g., angle / 2 (A-B), to make a dynamic constraint (C).
can tap annotation option for sketching, so that the distance
and direction will be fixed when the tracked object moves
(i.e., the endpoint is continuously calculated to maintain the
initial relative position from the attached object). This is useful
to portray visual hints for hidden forces associated with the
object.
Visualizations
Visualize Motion with Responsive Graph Plots
RealitySketch can also make responsive visualization based
on graph plotting of a parameter. In the graph placing mode,
the user can place a 2D graph and change its size by dragging
and dropping onto the surface. By default, the x-axis of the
graph is time. By binding an existing variable to the graph, it
starts visualizing the time series data of the variable.
Figure 12. Plotting a graph: By binding an axis label with an existing
dynamic variable (A-B), the user can plot a real-time graph of the pa-
rameter (C).
To bind the variable, the user can simply tap a label of the
graph (Figure 12A), and then, enter the variable the user de-
fined. For example, if the user binds the angle variable of the
pendulum to the y-axis of the chart, the graph will dynami-
cally plot the angle of the pendulum when it starts swinging
(Figure 12B-C). By adding multiple variables separated with
a comma (e.g., a,b,c), the user can also plot multiple param-
eters in the same graph. The user can also change the x-axis
from time to a variable by tapping the x-axis and entering a
second variable. For example, the user can define an angle and
y distance of a point of a circle. By binding x-axis as the angle
and y-axis as the perpendicular length, the system can plot the
relationship between the angle and corresponding sine value
(e.g., Figure 14).
Figure 13. Explanation of the cycloid curve: The user can visualize a
point of the rolling circle to see its path is a cycloid curve.
Visualize Motion by Recording and Replaying
Finally, the system also supports recording a motion for analy-
sis. When the user taps the recording mode button, the system
records the tracked objects’ positions at each frame. The
recorded values are stored as an array of 3D positions.
When the user taps the playback button, the system visual-
izes the trajectory of the motion. To render the time-lapse
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Figure 14. Sketches of proposed application scenarios for RealitySketch.
graphics, the system places 3D spheres of the same tracked
color at each recorded 3D position in the world. The user can
also change the density of the visualization by changing the
minimum distance between each object. For example, if the
minimum distance is zero, the system places spheres at all
of the recorded positions in the scene (e.g., 200 objects for
a 10 second recording at 20 FPS). The default value of the
minimum distance is set to 3 cm to better represent the motion
and avoid slow performance due to rendering many objects.
APPLICATION SCENARIOS
Augmented Physics Experiments
In science education, a classroom experiment is an integral part
of learning physics [103] because the real-world experiment
provides students an opportunity to connect their knowledge
with physical phenomena [30, 71]. RealitySketch can become
a powerful tool to support these experiments by leveraging
real-time visualization capability. Figure 15 illustrates how
our tool can help students understand the pulley system. In
this scenario, by tracking the movement of two points (i.e.,
the point of the person grabs and the point of the load), the
students can visualize the traveling distance of each point. In
this way, they can see the load distance movement is shorter
than the distance the person pulls (Figure 15B-C).
Figure 15. Pulley system experiment: The user measures the distance
of a hand movement and a load, and visualizes it with a graph (green:
hand movement, orange: the load).
In the same way, our tool can help students visualize the mo-
tion of the pendulum experiment (Figure 1 and 12) or behavior
of the bouncing spring (Figure 14). In these examples, the
user can not only visualize through a graph plot but also add
responsive embedded annotations. For example, in Figure 15,
the user can add force vector represented with a red line that
can dynamically move based on the position. These annotated
lines are helpful to let the user see the invisible phenomenon,
such as a path of light reflection in Figure 10 or the resultant
force of two pulled strings in Figure 15.
Similarly, recording the trajectory of object motion can be
helpful to understand physical phenomena. Figure 16 illus-
trates an experiment that demonstrates how the law of inertia
applies to an object thrown by a moving person. For this ex-
periment, the user first tracks a ball and draws a ground line
and vertical line perpendicular to the ground. Then, the user
starts tracking the distance of the ball from the ground. By
using the recording functionality, the trajectory of the ball is
overlaid throughout time. In this way, the student understands
even if the person throws a ball in a vertical direction, the
ball is continuously moving horizontally. By capturing the
height of the ball without lateral movement, the student also
understands the vertical trajectory of the ball is the same, by
overlaying the two graphs.
Figure 16. Visualizing gravity and inertia force: The system tracks the
height of the ball from the ground to visualize how the law of inertia
applies to an object launched by a moving person.
Interactive and Explorable Concept Explanation
RealitySketch is also useful to help teachers explain concepts
that may be difficult to understand with static graphs, and to
let students explore them through tangible interactions. Some
examples are shown in Figure 14 (Top: demonstrating an area
of a triangle remains the same with horizontal movement; a
bisector line of a triangle always intersect at the middle point.
Bottom: showing how a sine curve is generated from plotting
the angle and perpendicular distance of a rotating point.)
Figure 17 shows an example that explains the relationship be-
tween gear ratio and angular motion. By defining and tracking
a rotating angle of each gear, the system continuously cap-
tures and visualizes the current angles of both gears, which
explain the larger gear rotates slowly (e.g., half of the smaller
gear). The system is also useful to explain mathematical con-
cepts. For example, by tracking a point on a rolling circle
along a surface, the system can show the trajectory is a cycloid
curve (Figure 13). Traditionally, these interactive concept
explanations are done through video production [18, 35] or
programming [10, 31], but with RealitySketch, it is easier to
explain and explore through real-world objects.
Figure 17. Explanation of gear ratios: The teacher explains the angular
motion of different sized gears.
For educational applications, we can think of the following
three setups of how students and teachers can use our tool:
1. Classroom presentation: In this case, a teacher or an as-
sistant sketches and visualizes the motion, which can be
shared through a connected large display or projector, so
that the students can see and understand.
2. Collaborative learning: In this case, students can form a
group and interact with their own devices. Since mobile
AR is accessible for almost all smartphones, every student
should be able to play by themselves, which can lead to an
interesting exploration and discoveries.
3. Remote learning: In this case, a teacher only records the
video of the experiment, then share the recorded video with
the students. The student can download and visualize with
their own app, so that it provides a fun and interactive
experiment to support online and remote learning.
Improvised Visualization for Sports and Exercises
RealitySketch could be also useful to analyze and visualize the
motion for sports training and exercises because they often em-
ploy the physical movements. For example, sports practices,
like a golf shot, baseball pitching, and basketball shooting,
would be an interesting example to visualize the trajectory
of the ball (Figure 14). Similar to the previous example of
showing the trajectory of a ball (Figure 16), it is useful to
quickly see the path through stroboscopic effects. In addition
to showing the trajectory, the system can also capture and
compare multiple attempts to let the user analyze what works
and what does not.
Figure 18. Rehabilitation support: The recording feature aids the user’s
self-training. The user first records the motion, then interactively visual-
izes the posture by controlling the recorded video.
Also, many sports and exercises may require a proper form
and posture. For example, in baseball batting, golf shot, and
a tennis swing, a player’s form, such as a body angle, can be
important, which the tool can help visualize through sketched
guided lines. These features could be particularly useful for
exercise instructions. For example, in yoga practice, bike rid-
ing, or weight lifting training, there are recommended angles
to be followed to maximize the performance benefits. In these
cases, the improvisational measurement of the posture can
help the user to see and check if correctly done (Figures 18
and 19).
Figure 19. Exercise support: The user measures an angle of body joints
for yoga, stretching exercises, and weight lift training, which helps the
user check and see if they follow the correct form.
These scenarios can work with co-located or remote instruction
where an instructor measures and gives feedback in real-time.
It also works as a self-supporting tool in which the user can
capture and later analyze it by leveraging the video recording
feature. This feature is also useful for rehabilitation assis-
tant. By measuring and visualizing it, the patients can better
understand how they should fix it. The body joint tracking sup-
ported by ARKit is particularly useful for these scenarios as
it provides a more handy way, compared to attaching distinct
colored markers on the body.
In-situ Tangible User Interfaces
The parameterized value can be used for many different pur-
poses to enable responsive visual outputs. So far, we have
mostly focused on animation of the simple basic geometry
(e.g., line segments, arc) or build-in visualization outputs (e.g.,
graph plot). However, the dynamic parameter value can be
also used for other outputs via binding, as we discussed in the
previous sections (e.g., pre-defined vs user-defined section).
Figure 20. In-situ creation of a tangible UI slider: The user binds the
object distance to the scale of the virtual 3D model, so that the model
size changes as the object moves.
One promising application domain of this is to use these dy-
namic parameter values as an input of changing a property
of existing virtual objects. For example, if one can connect
a parameter value to a size property of a virtual 3D model,
then the size of the model can dynamically change when the
value changes. This use case is particularly useful for in-situ
creation of tangible controllers (Figure 14). For example, a
colored token can become a tangible slider to change the size
of the object (Figure 20). The system could bind these values
based on a proper naming rule (e.g., “dino-size” in Figure 20,
“shark-angle” in Figure 21 , and “tree-num” in Figure 22).
Figure 21. By mapping the defined variable to an angle property of the
virtual object, the user can quickly craft an improvised tangible dial to
rotate the virtual object.
In addition to sliders, the user can also quickly craft various,
improvised controller such as toggle buttons, joysticks, 2D
sliders, and dial sliders, by appropriately defining the param-
eter (e.g., length, position, and angle), and constraints based
on expression (e.g., output = (length > 10) to make it binary
for the toggle button). Traditionally, making such interactive
physical controllers require a dedicated electro-mechanical
system (e.g., Arduino) or a well-prepared kit (e.g., Nintendo
Labo), but our approach could provide a more handy way to
create an in-situ controller for quick use or prototyping, similar
to CV-based controllers like ARcadia [55].
Figure 22. Tracked object parameters can be mapped to a program
property through a pre-defined variable name. In this case, the num-
ber of virtual trees is controlled by a tangible slider.
PRELIMINARY EVALUATION
Usability Study
Method
We validated our system with two preliminary studies: usabil-
ity study and expert review. The goal of the first study is to
evaluate the usability of our prototype and to identify limita-
tions or opportunities for future improvements. To do so, we
recruited six participants (3 male, 3 female, ages 23-33) from
our university (3 computer science, 3 engineering). All ses-
sions took place in a research lab, and consisted of two steps.
In the first step, the interviewer demonstrates all of the basic
functionalities of our prototype system by going through the
light reflection example (Figure 6-10). Then, the participants
were asked to perform example tasks without the author’s help.
Due to time constraints, we chose two examples (visualizing
the motion of a pendulum and the trajectory of a thrown ball)
as evaluation tasks. After the session, we asked the partici-
pants to give feedback about the interface and interactions with
an online questionnaire form. Sessions lasted approximately
30–45 minutes and participants were compensated USD 10.
Results
All our participants were able to complete the given task with-
out any assistance. In general, participants responded posi-
tively to the usability, applications, and unique affordances of
RealitySketch. The participants responded that the interactions
were intuitive (P1, P2), easy to learn (P5), and enjoyable (P3).
“The interface is simple and highly responsive. Sketching lines
and angles, the color-detection, graphing, and playback all felt
natural and useful” (P4). Participants’ average rating of the
workflow is 5.83 out of 7 (min 5, σ = 0.68), and the average
rating for engagement is 6.83 out of 7 (min 5, σ = 0.37).
All the participants saw the potential benefits of RealityS-
ketch for classroom teachings, student engagements, enhanced
understanding, and in-class work exercises. In particular, par-
ticipants felt that RealitySketch provides an “interactive and
engaging experience to the students to visually see and involve
in creating the abstractions of concepts ” (P3). Participants
also stated their desire to use such AR interactions in a variety
of applications beyond teaching, including engineering visual-
ization (P1), annotating of worksites (P3), sports analysis (P5),
interactive design discussions (P2), and remote consultation
for medical applications (P2). “This system can be used for
engineering prototyping, where low-fidelity physical models
are annotated by diagrammatic elements” (P2).
Suggestions for Future Improvements
While the study participants were generally satisfied with Real-
itySketch, they also gave suggestions for future improvements.
For example, the lack of undo and delete operations often
hindered their experience (P1, P2, P3, P6). Also, snapping
features like [77] were also suggested by the participants to
make the drawing easier (P2).
The video recording feature was highly appreciated, but the
participants also wanted to analyze pre-existing videos avail-
able on YouTube, as there are a lot of interesting resources
online (P3, P4). Although our current prototype does not sup-
port this feature, machine learning based depth reconstruction
of 2D videos [68] could make this possible. The participants
also suggested it would be easier to select variables without
actually typing them (P3). For example, when tapping the
label, it would be better to show the list of pre-defined vari-
ables for easier selection. The participants also suggested us to
enable the same interactions for spatial augmented reality (e.g.,
projection mapping), so that multiple users can manipulate the
object and share the same experience, which would be more
suitable for classroom examples (P3). Finally, they wanted to
experience this interface in HMD-based augmented or mixed
reality (e.g., Microsoft Hololens), so that the experience can
become more immerse.
Expert Review
Method
We also conducted an expert review to gain in-depth feedback
from the application scenarios. We recruited six experienced
classroom instructors (E1-E6) and sports and yoga instructors
(E7-E8) to get expert feedback about how RealitySketch can
be integrated into their future practice. E1-E6 have at least
8 years of experience in teaching math- and physics-related
classes at the college and high school level, E7 has 2 years of
experience in teaching yoga, and E8 has 4 years of experience
as a baseball coach. The interviews took place in face-to-
face (E1-E4) or remote discussion settings (E5-E8). We first
demonstrated the system with a simple example and showed
some of the videos to help participants understand the fea-
ture. Then, we conducted an in-depth open-ended discussion
about our approach and use scenarios. The interview lasted
approximately one hour for each expert.
Insights and Feedback
All the participants were very excited about the possibility
of this tool. They perceived using a commodity device as
a powerful way to help students learn physics (E2, E4, E5).
“I absolutely like the idea of giving them an experiment as
homework when you don’t need a lab setting, as students don’t
have that kind of stuff [devices for measuring experiments] at
home” (E2).
Teachers (E3, E5) also mentioned the benefits of using real-
world experiments, as compared to computer simulations. E3
saw the possibility of teaching non-intuitive mathematical
concepts by enabling students to try them out themselves,
referring to an example that connecting the midpoints of an
arbitrary quadrilateral forms a parallelogram [7]. “Say, if you
have four colored objects and connect the midpoints of these
four lines, then you can interactively see this theorem works by
manipulating the objects” (E3). Such an interactive experience
can provide more compelling impressions for students (E1,
E3) and allow students to gain intuition for math (E2).
One instructor (E1) shared a suggestion for improvement:
“Currently, the tool can only visualize the experimental data,
but it would become more interesting if we can also show
and compare the difference between the experimental and
theoretical (simulated) data” (E1). They mentioned that in
this way, for example, the tool could show how the ball falls in
a different condition, such as on the Earth, Moon, and Mars.
The participants were also excited about the applications for
sports and exercise analysis (E7-E8). “Novice learners often
struggle to keep an appropriate posture, so this would be
useful for them to check” (E7). Currently, they often use a
mirror to check the posture, but visualizing the body’s skeleton
through sketching would be useful to analyze the posture (E7).
While some felt the sketching interactions might be tedious
for everyday use, particularly for expert users like themselves
(E7-E8), they also found the sketching interactions interesting
as a feature to keep end users engaged (E7-E8).
LIMITATIONS AND FUTURE WORK
More General and Robust Object Tracking
In our current implementation, we use simple color matching
for tracking. However, this tracking method becomes unstable
if the object does not have a solid color or if objects of similar
color exist in the scene. We have also tested with other tracking
methods leveraging recent algorithms (e.g., YOLO [85], Faster
R-CNN [86], Mask R-CNN [25]). Although these algorithms
are more robust under certain circumstances, some of them
are slow on a mobile phone when tested (0.1-5 FPS) and
require a training period. However, we believe the continuous
improvement in real-time computer vision algorithms along
with advances in camera hardware (e.g., LiDAR of the iPad
Pro 2019) promises to provide more robust, general, and fast
tracking methods in the future.
Spatial Interactions for Augmented Storytelling
In mobile AR settings, all interactions are limited to the 2D
tablet screen. In the future, we hope to explore how the pro-
posed method can be applied to other configurations (e.g.,
HMD-based mixed reality or projection mapping) by leverag-
ing spatial and whole-body interactions. Rather than sketching
on the mobile device screen, users could for instance sketch
directly onto surfaces in the world. Alternative configurations
could allow the instructor to directly manipulate and visualize
without requiring an assistant. This promises other exciting
applications such as interactive storytelling, interaction proto-
typing, and augmented presentations [87].
Parameterization and Visualization beyond Physical Motion
Currently, our prototype only supports simple constraints,
which limits the possible visualization. By leveraging the
expressive constraints demonstrated in existing tools (e.g.,
Sketch it, Make it [46], Shapr3D [42]), we can further ex-
pand our idea to more expressive animation and visualizations.
Also, our current parameterizations are limited to spatial pa-
rameters (e.g., length, angle, area), but there is a broader space
of potential real-world parameterizations. Other possibilities
include other visual variables (e.g., size, shape, orientation,
color, texture, object recognition) [6]. Also, the real-time
visualizations can be driven by existing sensors or other com-
modity devices [36], e.g., plotting voltage by reading a po-
tentiometer value, visualizing a real-world magnetic field by
virtually duplicating a magnetic compass, or visualizing acous-
tic resonance by spatially recording from a mobile phone’s
microphone. Expanding the scope of input parameters, output
graphics (e.g., 3D models), and mapping mechanisms would
enable diverse applications to leverage the benefits of em-
bedded and responsive graphics through dynamic sketching.
From a design perspective, we would like to further explore the
combination of pre-defined procedures to add more complex
(procedural) behaviors to user drawn sketches, parameteriza-
tions, and physical objects.
Sketching with HMD-based Augmented and Mixed Reality
While we chose mobile AR setup for our prototype primar-
ily because of its wide availability, we also look forward to
extending our interactions to head-mounted display (HMD)
based setups like Microsoft Hololens to improve immersion.
Particularly, in-situ tangible interaction could become a good
alternative or complement to current mid-air gestural interac-
tions with HMDs. RealitySketch relies on the mobile device
screen for sketching. We expect that this interaction could be
adopted to HMD, where the user instead sketches on an exist-
ing physical surface (e.g., tabletop) or use the tablet to sketch,
then see the sketched elements through the HMD, similar to
SymbiosisSketch [1] and PintAR [22].
Deployment to Actual Environments
Our preliminary evaluation is limited in scale and further in-
depth evaluation would be required. For future work, we
intend to deploy our tool into classroom settings (introductory
physics course) for an in-depth and long-term study. This
would help us to gain insights about its impact in students’
engagement and learning activities.
CONCLUSION
We presented RealitySketch, a tool that allows users to sketch
interactive graphics in AR. By interactively binding sketched
elements with physical objects, these embedded graphics can
dynamically respond when the physical objects move. This
paper described the system implementation of RealitySketch
and demonstrated the flexibility of the tool through a range
of possible applications. We hope this paper opens up new
opportunities for embedded and responsive sketching and in-
spires the HCI community to further explore such interactions
to realize the full potential of AR and MR as a dynamic, com-
putational medium.
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