The main results of this paper are to prove bounds for ergodic averages for nilflows on general higher step nilmanifolds. Under Diophantine condition on the frequency of a toral projection of the flow, we prove that almost all orbits become equidistributed at the polynomial speed. We analyze the exponent with the speed of decay which is determined by the number of steps and structure of general nilpotent Lie algebras. Main result follows from the technique over controlling scaling operators in irreducible representations and measure estimation on close return orbit on general nilmanifolds.
In this paper, we prove an estimate of the rate of convergence of ergodic averages for a class of nilflows on higher step of nilmanifolds under Diophantine conditions on the frequencies of their toral projections. By a generalization of by B. Green and T. Tao [GT12] , all orbits of Diophantine flows on any nilmanifold become equidistributed at polynomial speed. Their approach is an extension of Weyl's method, but the exponent in their theorem is far from optimal. G. Forni and L. Flaminio [FF14] established estimates on the speed of equidistribution of nilflows on higher step Quasi-abelian (Filiform) nilmanifolds for almost all points. Their application to bound of Weyl sum is comparable with that of T.D Wooley's result [T15] for almost all coefficients. However, it does not explain how the number of steps or the various structures of the Lie algebra affects the polynomial bound of ergodic averages yet.
Our main results present a special class of nilmanifolds satisfying the transversality condition. (Definition 5.1). This shows the speed of ergodic average of nilflows with Diophantine conditions (Definition 5.14) is polynomial for almost all points, as a function of step size and total number of elements of Lie algebras.
Theorem 1.1. Let (φ t Xα ) be a nilflow on a k-step nilmanifold M on n+1 generators such that the projected toral flow (φ t Xα ) is a linear flow with frequency vector α := (1, α 1 , · · · , α n ) ∈ R × R n . Assume the Lie algebra satisfies the transversality condition and α ∈ D n (ν) for some 1 ≤ ν ≤ k 2 . Then, there exists a Sobolev norm · on the space C ∞ (M ) of smooth function on M and for every ǫ > 0 there exists a positive measurable function K ǫ ∈ L p (M ) for all p ∈ [1, 2), such that the following bound holds. For every smooth zero-average function f ∈ C ∞ (M ), for every T ≥ 1, for almost all x ∈ M ,
where S n (k) is a higher order polynomial introduced in (72), determined by structure of n.
The transversality condition enables the measure estimate (section 5) for the return orbit. This condition is sufficient, and in principle, there is no obstructions to a generalisation to arbitrary nilflows with Diophantine frequencies and all points x ∈ M , except that this would require new approaches to estimation other than a Borel-Cantelli type argument. On the other hand, the necessity of the condition explains that the total number of elements in the basis cannot grow too fast as the step size gets larger: it grows almost linear in the number of steps and generators.
We can view this phenomena in the following way: if the growth of the number of elements in lower steps (generated by basis) are too large, then it lacks the dimensions to count the measure of return orbit on transverse manifold. For instance, we observe this phenomenon in free nilpotent Lie algebras. Even a small number of generators creates a large number of elements in the lower level under small steps of commutations, which behave in a completely different way than strictly triangular and Quasi-abelian. We present such an example in the appendix to motivate our interest.
The above theorem is appreciated by its corollary on strictly triangular nilmanifold. Let N (k) k denote a step k nilpotent Lie group on k generators. Up to isomorphism, N (k) k is the group of upper triangular unipotent matrices (1)
with one dimensional center. This results proves that equidistribution at a polynomial speed with exponent which decays cubically as a function of number of steps.
Corollary 1.2. Let (φ t Xα ) be a nilflow on k-step strictly triangular nilmanifold M on k generators such that the projected toral flow (φ t Xα ) is a linear flow with frequency vector α := (1, α 1 , · · · , α k−1 ) ∈ R × R k−1 . Under the condition that α ∈ D n (ν) for some 1 ≤ ν ≤ k 2 , there exists a Sobolev norm · on the space C ∞ (M We also establish the uniform bound for step-3 strictly triangular nilmanifold case. The result holds for all points by estimating the width with counting close return time directly under Roth-type Diophantine condition. The step-3 case (as well as filiform case, [F16] ) is a good example to derive a simplified proof beyond the renormalization method, in contrast to the Heisenberg case [FF06, CF15] . Theorem 1.3. Let (φ t X ) be a nilflow on 3-step nilmanifold M on 3 generators such that the projected toral flow (φ t X ) is a linear flow with frequency vector v := (1, α, β) of Diophantine condition with exponent ν = 1 + ǫ for all ǫ > 0. For every s > 26, there exists a constant C s such that for every zero-average function f ∈ W s (M ), for all (x, T ) ∈ M × R, we have
In a general nilmanifold, the renormalization of the flow fails due to a lack of enough Lie algebra automorphism. Instead, based on the theory of unitary representations for the nilpotent Lie group (Kirillov theory), it is possible to choose a proper scaling operator on the space of invariant distributions. The choice of scaling factor relies on the notion of degree, which is an order of polynomial in irreducible representations. Compared to the earlier work on Quasi-abelian case [FF14] , the main novelty of our results lies in our generalization of the scaling method to solve rescaled cohomological equation. In particular, improved Sobolev estimate on scaling of invariant distribution is obtained by an analysis of cohomological equation on general nilflows treated in [FF07] but with the loss of higher regularity.
In the last section, we present exponential mixing of hyperbolic nilautomorphism as a main application. Exponential mixing of ergodic automorphism and its applications to the Central Limit Theorem on compact nilmanifolds was proven by R. Spatzier and A. Gorodnik [AR14] . Their approach was based on the result of Green and Tao [GT12] , and mixing follows from the equidistribution of the exponential map called box map satisfying certain Diophantine conditions. Our result also shows specific exponent of exponential mixing depending on the structure of nilmanifolds, which follows from equidistribution results and renormalization argument of hyperbolic automorphism. However, they are limited to special class of nilautomorphisms due to lack of hyperbolicity on the group of automorphisms on general nilpotent Lie algebras. (Cf. triangular step 3 with 3 generators.)
Nilflows are never weakly mixing due to existence of toral factors. However, it was firstly proved that time-changes of Heisenberg flow is mixing by Avila, Forni and Ulcigrai [AFU11] . Later, toward the general setting, Ravotti's work [Rav18] proved time changes of nilflows on filiform are mixing. Recently, there is a new result by Avila, Forni, Ravotti, and Ulcigrai [AGRU19] that proved the lack of parabolicity in toral factor can be overcome by a perturbation (reparametrization of non-trivial time changes) of ergodic nilflows on any higher step nilmanifolds. Other results about mixing of time-changes Heisenberg nilflows include polynomial decay of correlations [FK17] which improves the result of [AFU11] and mutliple mixing of time changes of Heisenberg nilflows (of bounded type) [FK18] by G. Forni and A. Kanigowski. This paper is organized as follows. In section 2, we define structures of nilmanifolds and nilflows. In section 3, we carry out Sobolev estimates on solutions of the cohomological equation and on invariant distributions as an application of Kirillov theory of unitary representations of nilpotent groups. In section 4, we introduce the notion of average width and prove a Sobolev trace theorem. In section 5, we prove an effective equidistribution theorem for good points by a Borel-Cantelli argument. In section 6, we prove bounds on the average width of an orbit segment of nilflows by gluing all the irreducible representation. In section 7, we introduce a uniform width estimate under a Roth-type Diophantine condition based on counting return time directly to avoid good points argument. Finally, in section 8, as an application, we prove the mixing of nilautomorphism.
Nilflows on higher step nilmanifold
In this section we review nilpotent Lie algebras, groups and basic structures. We recall Kirillov theory and representation theory.
2.1. Background of nilpotent Lie group and Lie algebras. Let N be a connected, simply connected k-step nilpotent Lie group with Lie algebra n with n + 1 generators. Let Γ be a co-compact lattice in N . The quotient N/Γ is then a compact nilmanifold M which N acts on the left by translations. Denote by µ the N -invariant measure on M . Let n j , j = 1 · · · k, denote the descending central series of n: n 1 = n, n 2 = [n, n], · · · , n j = [n j−1 , n], · · · , n k ⊂ Z(n) where Z(n) is the center of n. In this setting, there exists a strong Malcev basis through the filtration (n i ) k i=1 strongly based at the lattice Γ (See Theorem 1.1.13 and 5.16 of [CG90] ). That is, given basis F = {ξ, η
n k } with ξ ∈ n 1 \n 2 and η (l) j ∈ n l \n l+1 for j = 1, · · · , n j , we have (1) If we drop the first l elements of the basis, we obtain a basis of a subalgebra of codimension l of n;
(2) For each j, the elements in order η
n k forms a basis of an ideal n j of n;
(3) The lattice Γ is generated by
. For any nilpotent Lie algebra n, there exists a codimension 1 subalgebra I where n = Rξ ⊕ I. Then I is an ideal and [n, n] ⊆ I. ( [H73] , Chapter 3, p.12, [CG90], Lemma 1.1.8). For convenience, we write dimension a = dim(I) = n 1 + · · · + n k and set n = n 1 .
We denote F n,k := F n /(F n ) k is the free nilpotent Lie algebra of step k with n generators, defined to be quotient of free algebra with n generators F n .
Definition 2.1. An adapted basis of the Lie algebra n is an ordered basis (X, Y ) := (X, Y 1 , · · · Y a ) of n such that X / ∈ I and Y := (Y 1 , · · · , Y a ) is an basis of I. A strongly adapted basis (X, Y ) := (X, Y 1 , · · · Y a ) is an adapted basis such that the following holds:
(1) the system (X, Y 1 , · · · Y n ) is a system of generators of n, hence its projection is a basis of the Abelianisation n/[n, n] of the Lie algebra n: (2) The system (Y n+1 , · · · Y a ) is a basis of the ideal [n, n].
2.2.
Nilmanifold and nilflows. We introduce two fibrations of nilmanifold M . The abelianisation N/[N, N ] of the group N is isomorphic to R n+1 = R n1+1 which contains the subgroup Γ/[Γ, Γ] as a co-compact lattice. We obtain
Especially, by the choice of action of one dimensional central element, the action of the flow gives a foliation by circles
Another fibration arises from the canonical homomorphism N → N/N ′ ≈ exp ξ
For θ ∈ T 1 , the fiber M a θ = pr 2 −1 (θ) is local section of the nilflow on M .
By definition of the lattice Γ, bi-invariant volume form on N pushes down to a right invariant volume form ω on M which yields a right invariant probability measure on M .
For any element X ∈ n, let (φ t X ) t∈R denote the flow on M generated by X. That is, φ t X (Γg) = Γg exp(tX), for all Γg ∈ M . The projectionX of X is the generator of a linear flow ψX :
The canonical projections π : M → T n+1 intertwines the flows φ t X and ψ tX .
Each defines a measure preserving flow
denote a k-step nilpotent Lie group on n + 1 generators, and let Γ
n the corresponding nilmanifold. By Abelianization of the group N (k)
is uniquely ergodic, ergodic, and minimal if and only if the projected flow onM ∈ R J . Let X := X α be the vector field on M defined (5)
and equivalently we write
Lemma 2.2. The flow (φ t Xα ) t∈R on M is isomorphic to the suspension of its first return map Φ α,θ : M a θ → M a θ . For every (i, j) ∈ J, there exists a polynomial p (j) i,N (α, s) for s ∈ R a such that return map Φ α,θ is given by the following:
In the coordinate of s = (s
and for r ∈ N,
Proof. By (5), we have exp(
By Baker-Campbell-Hausdorff formula, there exist polynomial p
The formula implies that t = 1 is a return time of the restriction of the flow to M a θ ⊂ M . The formula for r ∈ N follows from induction. 
To a pair Λ = (l, m), we associate the the unitary representation
where induced representation σ is defined by
These unitary representations are irreducible upto equivalence, and all unitary irreducible representations are obtained in this way. It is known that l and l ′ belong to the same coadjoint orbit if and only if π l,m and π l ′ ,m ′ are unitarily equivalent and π l,m is irreducible whenever m is maximal subordinate for l. For convenience, we abuse the notation: Λ ∈ O ⇐⇒ l ∈ O for Λ = (l, m) and π Λ ≃ π Λ ′ if l and l ′ are in same coadjoint orbit.
Since the action of N on M preserves the measure µ, we obtain a unitary representation π of N . The regular representation of L 2 (M ) of N decomposes as a countable direct sum (or direct integral) of irreducible, unitary representation H π , which occur with at most finite multiplicity.
The derived representation π * of a unitary representation π of N on a Hilbert space H π is the Lie algebra representation of n on H π defined as follows. For every X ∈ n, (10) π * (X) = lim t→0 (π(exp tX) − I)/t Suppose that n = RX ⊕ I and N = R ⋉ N ′ if we identify R with one-parameter subgroup generated by X and normal subgroup N ′ . Then, derived representation of π * of the induced representation π = Ind N N ′ (π ′ ) has a description: (see Lemma 3.4, [FF07] )
as a topological vector space.
For f ∈ L 2 (R, H ′ , dx), the group R acts by translations and its representation is polynomial in the variable x.
For any Y ∈ n, we define its degree d Y ∈ N with respect to the representation π * (Y ) to be the degree of polynomial. Let (d 1 , · · · , d a ) be the degrees of the elements (Y 1 , · · · , Y a ) respectively. The degree of representation π is defined as the maximum of the degrees of the elements of any basis.
The cohomological equation
In this section, we prove a priori Sobolev estimate on the Green's operator for the cohomological equation Xu = f of nilflow with generator X. We estimate bound of Green's operator on Sobolev norm and on scaling of invariant distributions.
3.1. Distributions and Sobolev space. Let L 2 (M ) be the space of complexvalued, square integrable functions on M . Given ordered basis F of n, the Transverse Laplace-Beltrami operator is second-order differential operator defined by
For any σ ≥ 0, let | · | σ,F be the transverse sobolev norm defined as follows: for all
The completion of C ∞ (M ) with respect to the norm
Let W σ (H π ) ⊂ H π be the Sobolev space of vectors in the maximal domain of the essential self-adjoint operator (I + π * (∆ F )) σ 2 endowed with the Hilbert space norm
The
The completion of C ∞ (M ) with respect to the norm |·| σ,F is denoted W σ (M, F ) which is sobolev space.
Definition 3.1. For any X ∈ n, the space of X-invariant distributions for the representation π is defined as the space I X (H π ) of all distributional solutions D ∈ D ′ (H π ) of the equation π * (X)D = XD = 0. Let
be the subspace of invariant distributions of order at most σ on R + .
3.2.
A priori estimates. We denote by C ∞ (H π ) the space of C ∞ vectors of the irreducible unitary representation π defined previously. By Lemma 3.4 of [FF07] , for any function f ∈ C ∞ (H π ), the unique distributional obstruction to the existence of solutions of the cohomological equation
in a irreducible unitary representation is the normalized X-invariant distribution D which can be written as
where H ′ is representation of codimension 1 subalgebra. For all σ > 1, let
be the kernel of the X-invariant distribution on the Sobolev space W σ (H π ).
The Green's operator G X :
is well-defined on the kernel of distribution on C ∞ (H π ). That is,
Let O be any coadjoint orbit of maximal rank. For all (X, Y ) ∈ n × n k−1 and Λ ∈ O, the skew-symmetric bilinear form
Here we quote known estimates:
Lemma 3.2 (Lemma 2.5, [FF07] ). Let X ∈ n and Y ∈ n k−1 be any operator such that B l (X, Y ) = 0. There exists a codimension 1 ideal n ′ ⊂ n with X / ∈ n ′ and a unitary irreducible representation π with the following properties. The derived representation π * of the Lie algebra n satisfies
Theorem 3.3 (Theorem 3.6, [FF07] ). Let δ O > 0, and let π be an irreducible representation of n on a Hilbert space
, for all r < (s − 1)/k and there exists a constant C := C(X, k, r, s), such that
3.3. Rescaling method.
Definition 3.4. [Renormalization group] Let A ρ t ∈ SL(a + 1, R). The renormalization dynamics is defined as the action of diagonal subgroup of the Lie group on the deformation space. Let ρ := (ρ 1 , · · · ρ a ) ∈ (R + ) a be any vector with rescaling condition ρ i = 1. There exists a one-parameter subgroup {A ρ t } defined as followings:
A ρ t (X, · · · , Y i ) = (e t X, · · · , e −ρit Y i , · · · ). The deformation space of nilmanifold M is the space of all adapted bases of the Lie algebra n. Renormalization group A ρ t preserves the set of all basis but it is not a group of automorphism of Lie algebra. That is, the dynamics induced by the renormalization group on the deformation space has no recurrent orbits.
Given any adapted basis F = (X, Y i ), let
be rescaled basis of F . Let (d 1 , · · · , d i ) be the degrees of the elements (Y 1 , · · · , Y i ) respectively. For any ρ = (ρ 1 , · · · , ρ a ) ∈ R a , let
Remark. Scaling factor ρ i is called Homogeneous if growth of scaling factor ρ i is proportional to degree of element Y i . That is, under homogeneous scaling, λ F (ρ) = ρi di for all i.
For all i = 1, · · · , a, denote
)(Y i ) be the coefficients appearing in (11) and set
Let U(n) be the enveloping algebras of n. The generator δ is the derivation on U(n ′ ) obtained by extending the derivation ad(X) of n ′ to U(n ′ ). From nilpotency of n it follows that for any L ∈ U(n ′ ) there exists a first integer [L] such that
Proof. By Lemma 3.2, there is X, Y ∈ n such that X = d dx and Y = 2πiδ O xId. For convenience, we normalize the constant of π * (Y ) by 1. Write π * (L) :
Repeating this process, for degree 0, ∃Q 0 ∈ U(n) such that
Therefore, we can recover all the derived representations π * (Q j ).
Here is an estimate for rescaled version of theorem 3.3.
Theorem 3.6. Let s > r(k
with D(f ) = 0, there exists C r,k,s > 0 such that the following holds:
If α > 1/2, then by Hölder's inequality, there exists C α such that
By Cauchy-Schwartz inequality,
For all α > 1, we set
By Hölder's inequality and changes of variable, ∃C α,l > 0 such that
For cohomological equation X(t)u = f with its Green's operator G X(t) ,
Then by (18), for any α > 1,
In general, there existsQ j (t) ∈ U(n) such that
Note
Therefore,
By interpolation, for all s > r > 0 such that s > r(k + 1) + 1/2 there exists a constant C r,s := C r,s (k, X) > 0 such that
3.4. Scaling of invariant distribution. In this section, we introduce the Lyapunov norm and compare bounds between Sobolev dual norm and Sobolev Lyapunov norm of invariant distribution in every irreducible, unitary representation.
For all t ∈ R and λ := λ F (ρ) defined in (13), let the operator U t : L 2 (R, H ′ ) → L 2 (R, H ′ ) be the unitary operator defined as follows:
We consider the comparison of the norm estimate on the scaling of invariant distributions
Theorem 3.7. For r ≥ 1 and s > r(k + 1), there exists a constant C r,s > 0 such that for all t ∈ R, the following bound holds:
Proof. Assume the same hypothesis for P ∈ F and P (t) in the proof of Theorem 3.6. By Lemma 3.5, there exists (i − j + 1)th order Q j ∈ U(n) with
Then, there exists C w > 0 such that
Hence, for some s > r(k + 1),
Theorem 3.8. For r ≥ 1, s > r(k + 1), there exists a constant C r,s such that for all λ, the distribution satisfies
Proof. We note that
Then by unitarity,
Definition 3.9 (Lyapunov norm). For any basis F and all σ > 1/2, define Lyapunov norm
The following lemma is immediately from the definition of the norm.
Lemma 3.10. For all t ≥ 0, we have
Proof. By definition of the norm,
We conclude this section by introducing useful inequality that follows from the theorem 3.8,
A Sobolev trace theorem
In this section, we prove a Sobolev trace theorem for nilpotent orbits. According to this theorem, uniform norm of an ergodic integral is bounded in terms of the average width of the orbit segment times the transverse Sobolev norms of the function, with respect to a given basis of the Lie algebra.
For fixed i and j > i,
By Campbell-Hausdorff formula, we set
Choose j = i + 1 and observe that all the terms of h are on right side. Iteratively, we will repeat this process from j = i + 1 to a until all the terms of h pushed back. That is, we conclude
For convenience, we write coefficient function q l (s, t) in polynomial degree at most k for s such that
It concludes the proof by choosing
Let △ R a be the Laplacian operator on R a given by
and φ x,t is injective on the open set Ω ⊂ R a . The average width of the orbit segment of rescaled nilflow
The following lemma is derived from standard Sobolev embedding theorem under rescaling argument. 1
Recall that |s i | ≤ 1 2 and t ≥ 1. By Lemma 4.1, each q j is bounded in s and t. There exists large C > 0 with
Operators on both sides are essentially self-adjoint,
Thus, there is a constant C σ > 0 such that
Average Width estimate
In this section we prove estimates on the average width of orbits of nilflows. Let X α be the vector field on M defined in (5). Recall the formula (6)
Let us introduce special type of condition for Lie algebra that is required for width estimate.
Definition 5.1. Let n be nilpotent Lie algebra satisfying transversality condition if there exists basis (X α , Y ) of n such that
Set R = dim Ran(ad Xα ) and c = dim C I (X α ). Then, by rank-nullity theorem for ad Xα ,
Since generators are not in the range of ad Xα ,
Remark. Here we remind that triangular k-step Lie algebra satisfies transversality condition with dim C I (X α ) = k = |G α | which attains equality on (29). 
). By its definition, the map Φ r α,θ commutes with the action of the centralizer
α,θ . In the local coordinate, by identification (33) and (34),
, the range of differential DF (r) is determined by I − DΦ r α,θ . In the next lemma, we verify the range of differential map DF (r) .
Lemma 5.2. For all r ∈ Z\{0}, range of I − DΦ r α,θ on I/C I (X α ) coincides with Ran(ad Xα ) and Jacobian ofF (r) is non-zero constant.
Proof. Recall that Φ r α,θ is r-th return map on M a θ . We find differential in the direction of each Y j i for fixed i and j. For
By definition,
Therefore, we conclude that range of I − DΦ r α,θ is Ran(ad Xα ).
i ) = 0 and kernel of I − DΦ r α,θ is C I (X α ). I.e, I − DΦ r α,θ is bijective on I/C I (X α ). Thus, by (36) Jacobian of I − DΦ r α,θ is non-zero constant and it concludes the statement.
Setting (continued). (iv) Set submanifold S ⊂ M a θ × M a θ that consists of diagonal ∆ and coordinates of generators in normal (transverese) directions. Denote its quotient S C = S/C G ⊂ M a θ × M a θ /C G . Then, following Lemma 5.2, we obtain transversality ofF (r) to S C . For every p ∈ (F (r) ) −1 (S C ), the transversality holds on tangent space: For any open set
dvol M a θ,r,c (z).
By compactness of M a θ (or M a θ /C G ), it is finite. By Lemma 5.2, Jacobian ofF (r) is constant and (F (r) ) * L c θ = µ c θ,r is Lebesgue. By invariance of action of centralizer, for any neighborhood U S ∈ M a θ × M a θ with
µ c θ,r (U SC ∩ M a θ,r,C ) = µ a θ,r (U S ∩ M a θ,r ) and by definition of conditional measure,
Define almost-periodic set (set of r-th close return) on the diagonal
The following volume estimate of almost-periodic set holds.
Lemma 5.3. Let U δ,C be any tubular neighborhood of S C in M a θ × M a θ /C G . For all r ∈ Z\{0}, the conditional measure vol M a θ of AP r (U δ ) is given as follows: Proof. If we suppose that (F (r) ) −1 (z) contains infinitely many different points, then since the manifold M a θ is compact (and M a θ,C is compact), there exists a sequence of pairwise different points x i ∈ (F (r) ) −1 (z), which converges to x 0 . We have (F (r) )(x 0 ) = z and by inverse function theorem, the point x 0 has a neighborhood U ′ in whichF (r) is a homeomorphism. In particular, U ′ \{x 0 } ∩ (F (r) ) −1 (z) = ∅, which leads a contradiction.
Set N r (z) = #{x ∈ M a θ,C |F (r) (x) = z} the number of pre-images ofF (r) . The number N r (z) is independent of choice of z ∈ U ∩ M a θ,r,C since Jacobian is constant and degree of map is invariant (see [DAS, §3] ). Now we introduce the volume estimate of δ-neighborhood U δ,C .
Proposition 5.5. The following volume estimate holds: for any r = 0, there exists
be a tubular neighborhood of S C that contains U δ,C with the following condition:
θ,r,C and let {J k } k≥1 be connected components of (F (r) ) −1 (U ∩ M a θ,r,C ). We firstly claim thatF (r) | J k is injective.
Given z ∈ U ∩ M a θ,r,C , assume that there exist x 1 = x 2 ∈ J k for some k such that z =F (r) | J k (x 1 ) =F (r) | J k (x 2 ). Let γ : [0, 1] → J k be a path that connects γ(0) = x 1 and γ(1) = x 2 . Set the lift of pathγ =F (r) | J k • γ : [0, 1] → U . Theñ γ(0) =γ(1) = z andγ is a loop in U . Since U is simply connected,γ is contractible and there exists a homotopy of path g s : [0, 1] → U such that g 0 =γ is homotopic to a constant loop g 1 = c by fixing two end pointsF (r) | J k (x 1 ) =F (r) | J k (x 2 ) = z for s ∈ [0, 1] .
Note thatF (r) | −1 J k • g s is a lift of homotopy g s , and lift of g 0 is γ =F (r) | −1 J k (γ) with fixed end points x 1 and x 2 . By continuity of homotopy, g s also keeps the same end points x 1 and x 2 fixed for all s ∈ [0, 1]. Since g 1 is constant loop and its lift should be a single point, γ is homotopic to a constant. Since end points of γ is fixed, it has to be a constant but it leads a contradiction. Therefore, we have
Furthermore, we obtain the following equality:
. 
.
By previous last equality with condition (42),
Therefore, combining (44) and (46), there exists C > 0 such that
Definition 5.6. For any basis Y = {Y 1 , · · · Y a } of codimension 1 ideal I of n, let I be the supremum of all constant I ′ ∈ (0, 1 2 ) such that for any x ∈ M the map
is local embedding (injective) on the domain {s ∈ R a | |s i | < I ′ for all i = 1, · · · , a}.
For any x, x ′ ∈ M , set local distance d * (measured locally in the Lie algebra) on transvere section M a θ along Y i direction by d Yi (x, x ′ ) = |s i | if there is s := (s 1 , · · · , s a ) ∈ [−I/2, I/2] a such that
Recall the projection map pr 1 : M → T n+1 onto the base torus. On transverse manifold, for all θ ∈ T 1 , let pr θ : M a θ → T n be the restriction to M a θ . Then, d Yi (pr θ (Φ r α,θ (x)), pr θ (x)) = rα i , 1 ≤ i ≤ n. We note distance d Yi (Φ r α,θ (x), x) on the generators does not depend on choice of x.
For any L ≥ 1, r ∈ Z, x ∈ M a θ and given scaling factor ρ = (ρ 1 , · · · , ρ a ) ∈ [0, 1) a , we define
The condition ǫ r,L < ǫ < I and δ ′ < δ r,L (x) < δ < I are equivalent to saying
for some vectors s := (s 1 , · · · , s a ) ∈ [−I/2, I/2] a such that |s i | < ǫL −ρi , for all i ∈ {1, · · · , n} |s i | < δL −ρi , for all i ∈ {n + 1, · · · , a} |s j | > δ ′ L −ρj , for some j ∈ {n + 1, · · · , a}.
For every r ∈ Z\{0} and j ≥ 0, let AP r j,L ⊂ M be sets defined as follows
In the next lemma, Lebesgue measure of almost-periodic points set AP r j,L on M is estimated by the volume of δ-neighborhood U δ .
Lemma 5.7. For all r ∈ Z\{0}, j ∈ N, L ≥ 1, the (a + 1) dimensional Lebesgue measure of the set AP r j,L can be estimated as follows: there exists C > 0 such that
Proof. Without loss of generality, we assume that AP r j,L = ∅. By Tonelli's theorem,
Recall the definition AP r (U δ ) in (41). Choose δ = I a−n 2 j(a−n) L − a i=n+1 ρi and set U L,j δ := U δ . Then we claim that AP r j,L ∩ M a θ ⊂ AP r (U L,j δ ). For all r > 0 and θ ∈ T 1 , if x ∈ AP r j,L ∩ M a θ then d Yi (Φ r α,θ (x), x) ≤ 2 −j IL −ρi for all i = n + 1, · · · , a.
By identification of
. By Lemma 5.3, the volume estimate follows L a θ (AP r j,L ∩ M a θ ) ≤ L a θ (AP r (U L,j δ )) = µ c θ,r (U L,j δ,C ∩ M a θ,r,C ). Finally, by Proposition 5.5,
Thus, proof follows from formula (51).
Expected width bounds.
In this section, we prove a bound on the average width of a orbit on nilmanifold with respect to scaled basis. The expected value of the average width is bounded in terms of average of a function on the nilmanifold.
For L ≥ 1, r ∈ Z\{0}, let us consider the function
Define cut-off function J r,L ∈ N by the formula: For every L ≥ 1, let F (L) α be the rescaled strongly adapted basis
For (x, T ) ∈ M ×R, let w F (L) α (x, T ) denote the average width of the orbit segment
We prove a bound for the average width of the orbit arc in terms of the following function
h r,L .
Definition 5.8. For t ∈ [0, T ], we define a set of points Ω(t) ⊂ {t} × R a as follows:
|r|=1 j>0 AP r j,L , let Ω(t) be the set of all points (t, s 1 , · · · , s a ) such that |s i | < I/4, i ∈ {1, · · · , a}.
|r|=1 j>0 AP r j,L , then we consider two subcases.
|r|=1 j>Jr,L AP r j,L , let Ω(t) be the set of all points (t, s) such that
|r|=1 j>Jr,L AP r j,L , let l be the largest integer such that
|r|=1 j>Jr,L AP r j,L , and let Ω(t) be the set of all points (t, s) such that
Lemma 5.9. The restriction to Ω of the map
Proof. For every t ∈ [0, T ], we define a set Ω(t) ⊂ {t} × R a as follows:
Then we set
).
Let us assume t ′ ≥ t. By considering the projection on the base torus, we have the following identity:
, the number r 0 = t ′ − t is a non negative integer satisfying r 0 ≤ T L; hence r 0 ≤ [T L].
If r 0 = 0, then t ′ = t and s ′ i = s i . Then injectivity is obtained by definition of I. Assume that r 0 = 0. Let p, q ∈ M a θ and then we have
From identity (58) we have
where P i is polynomial expression following from Baker-Cambell-Hausdorff formula. Note that P i = 0 if i = 1, · · · , n and |P i | ≤ ∞ l=1 1/2|s l s ′ l | l for i > n. Since
For the same reason, from formula (60) we also obtain that δ r0,L (p) = δ −r0,L (q) < I/2.
By defining j 0 ∈ N as the unique non-negative integer such that I 2 j0+1 ≤ δ r0,L (p) ≤ I 2 j0 and by the definition 5.6, we have p ∈ AP r0 j0,L and q ∈ AP −r0 j0,L . If j 0 > J r0,L = J −r0,L , then p, q ∈ [T L] |r|=1 j≥Jr,L . It follows that the sets Ω(t) and Ω(t ′ ) are both defined on case 2-1. Hence,
which is a contradiction. If the map in formula (57) fails injective at points (t, s) and (t ′ , s ′ ) with t ≥ t ′ , then there are integers r 0 ∈ [1, T L], j 0 ∈ [1, J(|r 0 |)] and θ ∈ T 1 such that the points p and q satisfy
In this case, the sets Ω(t) and Ω(t ′ ) are both defined according to case (2-2). Let l 1 and l 2 as the largest integers such that On case (2-2), we have
, for all i ∈ {n + 1, · · · , a}, which also leads contradiction because l 1 , l 2 > j 0 deduce the contradiction
Hence, the injectivity is proved.
Lemma 5.10. For all x ∈ M and for all T, L ≥ 1 we have
Proof. The width function w Ω of the set Ω is given by the following:
) n case 2-1 ( I 2 ) a 2 −(a−n)(l+1) case 2-2, and it implies that
By the definition of the function H T L in formula (56), we have
From the definition (26) of the average width of the orbit segment {x exp (tX
Lemma 5.11. For all r ∈ Z\{0} and for all L ≥ 1, the following estimate holds:
Proof. It follows from the Lemma 5.7 that for r = 0 and for all j ≥ 0, the Lebesgue measure of the set AP r j,L satisfies the following bound:
From the formula (54), it follows that
By estimate in the formula (64), we immediately have that
By the definition of the cut-off in formula (53) we have the bound 2 n−(Jr,L+1)(a−n) (ǫ r,L ) n ≤ 1, and by an estimate on a geometric sum
Diophantine Estimation.
In this section we review the concept of simultaneous Diophantine condition. The bounds on the expected average width is estimated under Diophantine conditions.
Definition 5.12. For any basisȲ := {Ȳ 1 , · · · ,Ȳ n } ⊂ R n , letĪ :=Ī(Ȳ ) be the supremum of all constantsĪ ′ > 0 such that the map
is a local embedding on the domain {s ∈ R n | |s i | <Ī ′ for all i = 1, · · · , n}.
For any θ ∈ R n , let [θ] ∈ T n its projection onto the torus T n := R n /Z n and let |θ| 1 = |s 1 |, · · · , |θ| i = |s i |, · · · , |θ| n = |s n |, if there is s := (s 1 , · · · , s n ) ∈ [−Ī/2,Ī/2] n such that
otherwise we set |θ| 1 = · · · = |θ| n =Ī.
Here is Simultaneous Diophantine condition used in [FF14, Def. 5.8].
Definition 5.13. A vector α ∈ R n \Q n is simultaneously Diophantine of exponent ν ≥ 1, say α ∈ DC n,ν if there exists a constant c(α) > 0 such that, for all r ∈ N\{0},
Definition 5.14. Let σ = (σ 1 , · · · , σ n ) ∈ (0, 1) n be such that σ 1 + · · · + σ n = 1. For any α = (α 1 , · · · , α n ) ∈ R n , for any N ∈ N and every δ > 0, let
For every ν > 1, let D n (Ȳ , σ, ν) ⊂ (R\Q) n be the subset defined as follows: the vector α ∈ D n (Ȳ , σ, ν) if and only if there exists a constant C(Ȳ , σ, α) > 0 such that, for all N ∈ N for all δ > 0,
The Diophantine condition implies a standard simultaneous Diophantine condition. We quote following Lemmas proved in [FF14, Lemma 5.9, 5.12].
Lemma 5.15. Let α ∈ D n . For all r ∈ Z\{0}, we have
Lemma 5.16. For all basesȲ ⊂ R n , for all σ = (σ 1 , · · · , σ n ) ∈ (0, 1) n such that σ 1 + · · · + σ n = 1 and let m(σ) = min{σ 1 , · · · σ n } and M (σ) = max{σ 1 , · · · σ n }. For all ν ≥ 1, the inclusion DC n,ν ⊂ D n (Ȳ , σ, ν)
holds under the assumption that
The set D n (Ȳ , σ, ν) has full measure if
In dimension one, the vector space has unique basis up to scaling. The following result is immediate.
Lemma 5.17. For all ν ≥ 1 the following identity holds:
Let F α := (X α , Y ) be a basis and letȲ = {Ȳ 1 , · · · ,Ȳ n } ∈ R denote the projection of the basis of codimension 1 ideal I onto the Abelianized Lie algebran := n/[n, n] ≈ R n . For ρ = (ρ 1 , · · · , ρ a ) ∈ [0, 1) a , we write a vector of scaling exponents ρ = (ρ 1 , · · · , ρ n ), |ρ| = ρ 1 + · · · + ρ n . We prove the upper bound on the cut-off function in the formula (53). Let I = I(Y ) andĪ =Ī(Ȳ ) be the positive constant introduced in the Definition 5.6 and 5.12. We observe that I ≤Ī since the basisȲ is the projection of the basis Y ⊂ n ′ and the canonical projection commutes with exponential map. Then the following logarithmic upper bound holds.
Lemma 5.18. For every ρ ∈ [0, 1) a , for every ν ≤ 1/|ρ| and for every α ∈ D n (Ȳ ,ρ/|ρ|, α), there exists a constant K > 0 such that, for all T ≥ 1 and for all r ∈ Z\{0}, the following bound holds:
Proof. By Lemma 5.15 and by the definition of ǫ r,L in formula (48), it follows that, for all T > 0, L ≥ 1 and for all r ∈ Z\{0}, we have Assume that there exists ν ∈ 1/|ρ| such that α 1 ∈ D n (E,ρ/|ρ|, ν). For brevity, we introduce the following notation:
Theorem 5.19. For every ρ ∈ [0, 1) a , for every ν ≤ 1/|ρ| such that α 1 = α
(1) i ∈ D n (Ȳ ,ρ, ν) there exists a constant K ′ > 0 such that, for all T > 0 and for all L ≥ 1, the following bounds holds:
Proof. By the definition of H in the formula (56), the statement follows from the Lemma 5.11 and Lemma 5.18. In fact, for all r ∈ Z\{0} and all j ≥ 0, by definition (50) the set AP r j,L is nonempty only if ǫ r,L < I 2 . Since ν ≤ 1/|ρ|, it follows from the definition of the Diophantine class D n #{r ∈ [−T L, T L] ∩ Z\{0} | AP r j,L = ∅} ≤ C(E, σ, α)(1 + T )L 1−|ρ| . Hence, the statement follows from the Lemma 5.11 and 5.18.
5.4.
Width estimates along orbit segments. We introduce a definition of good points, that is, points on the nilmanifold for which we can prove bounds on the width of sufficiently many orbit segments to derive by our method bounds on ergodic averages.
Definition 5.20. For any increasing sequence (T i ) of positive real numbers, let
Xα (x), for all i ∈ N and for all 0 ≤ j ≤ N i , we have w F (Tj,i) (x, 1) ≥ w/T ζ i , w F (Tj,i) (y i , 1) ≥ w/T ζ i . Lemma 5.21. Let ζ > 0 be fixed and let (T i ) be an increasing sequence of positive real numbers satisfying the condition
Let ρ ∈ [0, 1) with ρ i = 1. Then the Lebesgue measure of the complement of the set G(w, (T i ), ζ) of (w, (T i ), ζ)−good points is bounded above. That is, ∃K > 0 such that
Proof. For all i ∈ N and for all j = 0, · · · , N i , let
By Lemma 5.10 for all z ∈ S j,i we have Let H = H(Y, ρ, ν) denote the constant defined in the formula (68). By theorem 5.19, since by hypothesis ν ≤ 1/|ρ| and α ∈ D n (ρ/|ρ|, ν), there exists a constant K ′ (a, n, ν) > 0 such that the following bound holds:
Hence, by the definition of the T j,i , we have
Thus, for some constant K ′′ , we have
By sub-additivity of the Lebesgue measure, we derive the bound
By formula (70), the above estimate concludes the proof.
Bounds on Ergodic average
The irreducible unitary representation occuring in the decomposition of L 2 (M ) are unitarily equivalent to the induced representations Ind N exp(m) (Λ) of character χ = exp iΛ whose coordinate Λ(η 
. Let M 0 be subset of all co-adjoint orbits of forms Λ such that Λ(η For any linear functional Λ, the degree of the representation π Λ only depends on its co-adjoint orbits. We denote scaling vector ρ ∈ (R + ) J such that
Assume that the number of basis of n with degree k − m is n m . Define 
Lemma 6.3. We have that δ(ρ) ≤ λ(ρ)
The above inequalities are strict unless one has homogeneous scaling
Lemma 6.4. There exists a constant C > 0 such that, for all r ∈ R + and for any
Proof. For all (m, i) ∈ J, we have
We note that c (j) l = 0 for j = k and for some l, which is determined by commutation relation. Setting C = max (i,j)∈J + {|c
For x ∈ M , let γ x be the Birkhoff average operator
and consider the decomposition of the restriction of the linear functional γ x to W r 0 (H O , F α,Λ (t)) as an orthogonal sum γ x = D(t) + R(t) ∈ W −r 0 (H O , F α,Λ (t)) of X α -invariant distribution D(t) and an orthogonal complement R(t).
Theorem 6.5. Let r > (k + 1)(a/2 + 1) + 1/2. For g ∈ W r (H O , F α,Λ (t)) and for all t ≥ 0, there exists a constant C (1) r such that
Proof. Fix t ≥ 0 and set D = D(t), R = R(t) for convenience. Let g ∈ W r α,Λ (H O , F (t)). We write g = g D + g R , where g R is the kernel of X α -invariant distributions and g D is orthogonal to g R in W r . Then, g R is a coboundary and R(g D ) = 0. Let f = G
By the Gottschalk-Hedlund argument,
By Theorem 4.3 and Lemma 6.4, for any τ > a/2 + 1, there exists a positive constant C r such that for any z ∈ M
By Theorem 3.6, if r > (k + 1)τ + 1/2, then
By orthogonality, we have |g R | r,Fα,Λ(t) ≤ |g| r,Fα,Λ(t) .
Corollary 6.6. For every r > (k + 1)(a/2 + 1) + 1/2, there is a constant C
(2) r such that the following holds for every O ∈ I 0 and every x ∈ M . Then,
Proof. For all x ∈ M , we have
It follows from Theorem 6.5 applied to the orthogonal decomposition of γ x = D(0) + R(0).
Bounds on ergodic averages in an irreducible subrepresentation.
In this section, we derive the bounds on ergodic averages of nilflows for function in a single irreducible sub-representation.
For brevity, let us set
Proposition 6.7. Let r > (k + 1)(a/2 + 1) + 1/2. Let (T i ) be an increasing sequence of positive real numbers ≥ 1 and let 0 < w < I(Y ) a . Let ζ > 0. There exists a constant C r (ρ) such that for every G(w, (T i ), ζ)-good points x ∈ M and all f ∈ W r (H O , F ), we have
Proof. Let us recall some notations. From Definition 3.4 a sequence of frame F (t j ) = A tj ρ F and choice of scaling factor t j of flow direction. Then, as j increases from 0 to N , the scaling parameter t j becomes larger, while the scaled length of the arc becomes shorter approaching to 1. Let φ s Xj (x) denote the flow of the scaled vector field e tj X = X(t j ).
For each j = 0, · · · , N , let γ = D j + R j be the orthogonal decomposition of γ in the Hilbert space W −r (H π , F (t j )) into X α -invariant distribution D j and an orthogonal complement R j . For convenience, we denote by | · | r,j and · r,j respectively, the transversal Sobolev norm |·| r,F (tj ) and Lyapunov Sobolev norm · r,F (tj) relative to the rescaled basis F (t j ).
Let us set N i = [log T i ] and t j,i := T j,i = log T j/Ni i for integer j ∈ [0, N i ]. We observe N i < log T i < N i + 1. For simplicity, we will omit index i ∈ N and set T = T i , N = N i for a while within the proof and lemmas of this subsection.
Our goal is the estimate |γ| −r,Fα = |γ| −r,0 (the norm of distribution of unscaled basis). By triangle inequality and Corollary 6.6,
We now estimate |D 0 | −r,0 . By definition of the Lyapunov norm and its bound (25), for −s < −r < 0 F (t j−1 ) ), on the space of invariant distribution. By definition of Lyapunov norm,
By Lemma 6.10, equivalence of norm gives
By Lemma 3.10, for any X α -invariant distribution D and for all t j ≥ t j−1 ,
From (82) we conclude by induction
By Lemma 6.8 and 6.9,
From (80) and the above, we conclude that there exists a constant C r (ρ) such that
Here we introduce the proof of supplementary lemmas. Lemma 6.8. For any r, there exists a constant C r > 0 such that, for all good points x ∈ G(w, (T i ), ζ), we have
Proof. Recall from definition 5.20, for x ∈ G(w, (T i ), ζ) and
By definition of norm, we obtain D N −r,N ≤ |D N | −r,N ≤ |γ| −r,N . The orbit segment (φ t Xα (x)) 0≤t≤T coincides with the orbit segment (φ τ Xα (tN ) (x)) 0≤τ ≤1 of length 1 since X α (t N ) = X α (log T ) = T X α . By Theorem 4.3,
By the inequality (85), w F (tN ) (x, 1) −1/2 ≤ T ζ/2 /w 1/2 . Lemma 6.9. For every r > (k + 1)(a/2 + 1) + 1/2, there is a constant C such that for all good points x ∈ G(w, (T i ), ζ), we have
Proof. The orbit segment (φ t Xα (x)) 0≤t≤T has length T l/N with respect to the generator X α (t N −l ) = X α ((1 − l/N ) log T ) = T 1−l/N X α . Thus, by Theorem 6.5 with e (1−δ(ρ))t N −l = T (1−l/N )(1−δ(ρ)) . Then,
Let C = 2C
(1)
By Lemma 6.3, we have 1 + λ − δ(ρ) − ρ Y /2 ≥ 1 − ρ Y /2 > 1/2, thus geometric series converges.
Lemma 6.10. There exists a constant C := C(r) > 0 such that, for all j = 0, · · · , N,
Proof. From (71), t j − t j−1 ≤ 2 and observe F (t j ) = A tj −tj−1 F (t j−1 ). Passing from the frame F (t j−1 ) to F t , it can be verified that distortion of the corresponding transversal Sobolev norm is uniformly bounded. Let σ = (σ 1 , · · · , σ n ) ∈ (0, 1) n be such that σ 1 + · · · + σ n = 1. For the simplicity, we choose σ i = 1/n from now on. Recall the definition 5.13 or Lemma 5.16 it implies that under certain exponent, D n (σ, ν) contains simultaneous Diophantine condition. Let
be collection of maximal integral coadjoint orbits.
Recall from (72), we assume S n (k) := (n 1 − 1)(k − 1) + n 2 (k − 2) + .... + n k−1 .
Theorem 6.11. For any Λ ∈ M 0 , let ν ∈ [1, 1 + (k/2 − 1) 1 n ]. Then, for any r > (k + 1)(a/2 + 1) + 1/2, there exists a constant C(σ, ν) satisfying the following. For every ǫ > 0, there exists a constant K ǫ (σ, ν) > 0 such that, for every α 1 = (α (1) 1 , · · · , α (1) n ) ∈ D n (σ, ν) and for every w ∈ (0, I(Y ) a ] there exists a measurable set G Λ (σ, ǫ, w) satisfying the estimate
For every x ∈ G Λ (σ, ǫ, w), for every f ∈ W r (H O , F ) and T ≥ 1 we have
Proof. If the coadjoint orbit O is integral and maximal with full rank, then we can see that the optimal exponent will be attained by the following scaling. Let ρ = (ρ (m) i ) be the vector given by homogeneous scaling:
Let us set ζ = 2δ(ρ)/3 − λ/3. Let ǫ > 0, for all i ∈ N, let us set T i = i (1+ǫ)ζ −1 . Then, there exists a constant K ǫ (ρ) > 0 such that
be the set of (w, (T i ), ζ)-good points for the basis F α . The estimate in the formula (87) follows from the Lemma 5.21 and definition of good points. By Proposition 6.7, for all x ∈ G and for every For the second term, let us set γ = (1+ǫ)ζ −1 and observe that γ −1 = ζ(1+ǫ) −1 ≥ (1 − ǫ)ζ. We have
By the estimates on the terms (I) and (II), the proof is completed.
Remark. If O is integral but not maximal, then the restriction of Λ factors through an irreducible representation of the k−1 step nilpotent group N/ exp n ′ k . Then, n/n k is polarizing subalgebra for subrepresentation and it reduces to the case of maximal integral. Since the growth rate is determined by the scaling factors and the exponent λ is determined by the step size and number of elements, the highest exponent is obtained by integral maximal full rank case. 
Note that |O| does not depend on the choice of Λ and |O| = 0 by maximality. We specifically choose an element η 
Proof. The return time of the flow X α to any orbit of the codimension one subgroup N ′ ⊂ N is 1. Hence, by Definition 5.6, we have I(Y Λ ) = 1/2 for the basis. By (67), we have and C(α 1 ) ≥ 1. Then, from the definition of the constant H(Y, ρ, α), we obtain Then, for every w > 0 and ǫ > 0 the set
has measure greater than 1 − Cwǫ −1 , with C = 2 −a+1 K ǫ (σ, ν)C(α 1 )(1 + log C(α 1 )). Furthermore, if ǫ ′ < ǫ we have G(σ, ǫ, w) ⊂ G(σ, ǫ ′ , w).
Proof. Recall that |Λ(F )| is integral multiples of 2π. By Lemma 6.13, inequaltiy (87) and definition of w Λ , we have
The last statement on the monotonicity of the set follows from the analogous statement in Theorem 6.11.
In every co-adjoint orbit, we will make a particular choice of a linear form to accomplish the estimates of the bound for each irreducible sub-representation in terms of higher norms. By the definition of the linear form, the identity [X α , η
From (89), we have
Then we obtain
For any Λ ∈ n * the transversal Laplacian for a basis F in the representation π Λ is the operator of multiplication by the polynomial and derivative operators
Hence, ) we obtain the estimate
Since the representation π Λ ′ and π ΛO are unitarily intertwined by the translation operator by x 0 , and since constant operators commute with translations, we also have
Since x 0 is bounded by a constant depending only step size k, the norms of the linear maps Ad(exp(±x 0 X α )) are bounded by a constant depending only on k. Therefore, |Λ O (F )| ≤ C 2 (k)|Λ ′ (F )| and the statements of the lemma follows. Proof. From the definition (78) we have C r (Λ O ) = (1 + |Λ O (F )|) l1 with l 1 = kr + 1. By the formula (88),
with l 2 = l 1 + 2a. By Lemma 6.16 we have
Proposition 6.18. Let r > (k+1)(3a/4+1)+1/2. Let σ = (1/n, · · · , 1/n) ∈ (0, 1) n be a positive vector. Let us assume that ν ∈ [1, 1 + (k/2 − 1) 1 n ] and let α ∈ D n (σ, ν). For every ǫ > 0 and w > 0, there exists a measurable set G(σ, ǫ, w) satisfying meas(G(σ, ǫ, w) c ) ≤ Cwǫ −1 with C = 2 −a+1 K ǫ (σ, ν)C(α 1 )(1 + log C(α 1 )), such that for every x ∈ G(σ, ǫ, w), for every f ∈ W r (M ) and every T ≥ 1 we have
Proof. Let τ := r − ak/2 > (a/2 + 1)(2k − 1) + 1. Let f ∈ W τ (M, F ) and let f = O∈ M0 f O be its orthogonal decomposition onto the primary subspace H O .
For each O ∈ M 0 , the constant w O is given and the set
has measure greater than 1 − Cwǫ −1 as proved in Corollary 6.14.
If x ∈ G(σ, ǫ, w), then by Theorem 6.11 and Corollary 6.17, the following estimate holds true for every O ∈ M 0 and all T ≥ 1:
For any τ > 0 and any ǫ ′ > 0, by Lemma 6.16 and orthogonal splitting of
and the theorem follows after renaming the constant.
Proof of Theorem 1.1. Under same hypothesis of proposition 6.18, for i ∈ N let w i = 1/2 i C and G i = G(σ, ǫ, w i ). Set K ǫ (x) = 1/w i 1/2 if x ∈ G i \G i−1 . By proposition 6.18, the set G i are increasing and satisfy meas(G c i ) ≤ 1/2 i ǫ. Hence, the set G(σ, ǫ) = i∈N G i has full measure and the function K is in L p (M ) for every p ∈ [1, 2).
Proof of Corollary 1.2. For step-k strictly triangular nilpotent Lie algebra n has dimension 1 2 k(k + 1) with 1 dimensional center. If the coadjoint orbit O is integral and maximal, then the optimal exponent will be attained by the formula (72). Let ρ = (· · · , ρ (m) i , · · · ) be the rescaling factor given :
and we choose homogeneous scaling
Then, we can verify that
By inductive argument with rescaling again, the exponent is obtained which proves Corollary 1.2.
7. Uniform bound of the average width of step 3 case.
In this section, we prove Theorem 1.3 on the effective equidistribution of nilflow on strictly triangular step 3 nilmanifold. On its structure, it is possible to derive uniform bound under Roth-type Diophantine condition due to linear divergence of of orbit. This argument is based on counting principles of close return times which substitute the necessity of good point. 7.1. Average Width Function. Let N be a step 3 nilpotent Lie group on 3 generators introduced in (1). We denote its Lie algebra n with its basis {X 1 , X 2 , X 3 , Y 1 , Y 2 , Z} satisfying following commutation relations
As introduced in section 2, {φ t V } t∈R is a measure preserving flow generated by V := X 1 + αX 2 + βX 3 and (1, α) satisfies standard simultaneous Diophantine condition (5.13).
By definition of the average width (61), for any t ≥ 0 and for any (
is injective on Ω t (x, T ). Injectivity fails if and only if there exists vectors
Let c Γ > 0 denote the distance from the identity of the smallest non-zero element of the lattice Γ.
Lemma 7.1. Under equality (93), we obtain followings:
x 2 (t, s) =x 2 ,x 3 (t, s) =x 3 ,ỹ 1 (t, s) =ỹ 1 + e 5 6 t sx 2 y 2 (t, s) =ỹ 2 + αe
. From definition 5.6, denote c Γ (= I) > 0 denote the supremum of all constants c Γ ∈ (0, 1/2) such that for all the map φ x (0, s) is local embedding on the domain ) ∈ Γ. we obtain that re t is return time for the projected toral linear flow at distance at most distance e −t/3 c Γ /2. By construction for every r ∈ R t (x, T ), the solutionx i :=x i (r) of the identity in formula (93) is unique. Recall that w Ωt(r) (s) be the (inner) width function for s ∈ [0, T ].
Lemma 7.3. The following average-width estimation holds.
Proof. Given r ∈ R t (x, T ), let S(r) be the set of s ∈ [0, T ] such that there exists a solution of identity which fails injectivity. Here we approximate concrete width estimates with counting principles. By its definition, S(r) is a union of intervals I * of length at most max{c Γ |x 2 (r)| −1 e −5t/6 /2, c Γ |αx 3 (r)| −1 e −5t/6 /2}. To count the number of such intervals, we will choose certain points where the distance is minimized. As long as |x 2 (r)| ≥ e −5t/6 , there exists solution s * of the equatioñ y 1 (t, s) =ỹ 1 + e 5 6 t sx 2 . The same holds for |x 3 (r)|. Let S * (r) be the set of all such solutions. Its cardinality can be estimated by counting points.
Claim.
Proof. Let's say s * is almost crossing point on the manifold M which means the distance between orbit and its return is minimized.
s * = min s max{|ỹ 1 (t, s)|, |ỹ 2 (t, s)|} withỹ 1 (t, s) =ỹ 1 + e 5 6 t sx 2 y 2 (t, s) =ỹ 2 + αe 5 6 t sx 3 + 1/2e − 1 2 t (x 2 x ′ 3 − x ′ 2 x 3 ) If either distance |ỹ 1 (t, s)| or |ỹ 2 (t, s)| dominates another, then it reduces to simply finding a solution to single equation. For other case, we assume |ỹ 1 (t, s)| = |ỹ 2 (t, s)|. We distinguish following two cases. In either case, restrict on either y 1 (r) = 0 orỹ 2 (r) = 0 in specific subspace for convenience.
Ifỹ 1 (t, s) =ỹ 2 (t, s), then assumingỹ 1 (r) = 0, we obtain s = e − 5 6 t (ỹ 2 + 1/2e − 1 2 t (x 2 x ′ 3 − x ′ 2 x 3 )) x 2 (r) − αx 3 (r) Ifỹ 1 (t, s) = −ỹ 2 (t, s), then s = e − 5 6 t (ỹ 2 + 1/2e − 1 2 t (x 2 x ′ 3 − x ′ 2 x 3 )) x 2 (r) + αx 3 (r) Since #S * (r) counts specific subspace on whole components, it suffices to conclude the number of interval has same bounds with #S * (r).
Define the set Ω t (x, T )(r) ⊂ [0, T ] × R 5 as follows. Let Ω t (r) := {(s, x 2 , x 3 , y 1 , y 2 , z) | max{|x 2 |, |x 3 |, |y 1 |, |y 2 |} < δ r (t, s), |z| < c Γ /16}.
and Ω t (x, T ) = r∈Rt(x,T ) Ω t (r).
Under above construction, the map φ x is injective on Ω t (x, T ). The open set Ω t (r) ∩ Ω t (−r) are narrowed near both endpoints of the return time r so that their images in M have no self-intersections given by return times r and −r. Proof of Theorem 1.3. By Corollary 7.7, it goes without quoting Good points technique and Lyapunov norm. Improved bound of R in Theorem 6.5 can be obtained. Finally, we glue all the function on irreducible representation H O , which only increases the regularity accordingly.
By renormalizing the flow,
Therefore, by the result of equidistribution (104),
In this appendix, we introduce specific example of nilpotent Lie algebra which goes beyond our approach introduced in section 5.
A.1. Free group type of step 5 with 3 generators F 5,3 . In this example, we will show the failure of transversality condition. of non-zero degree. That is, given adapted basis F = (X, Y 1 , · · · , Y a ), there exists reduced systemF = (X, Y ′ 1 , · · · , Y ′ a ′ ) satisfying transversality condition (28) and π X Λ (Y ′ m ) = 0 for all a ′ ≤ m ≤ a. Now we will investigate an example that fails transversality condition as well as that in the sense of representation.
Let F = (X, Y
i ) be basis of F 5,3 with generators {X 1 , X 2 , X 3 } with the following relations:
and rest of elements are generated commutation relations with these. In general, we write elements Y (i) j ∈ n i \n i+1 and Y (5) i ∈ Z(n) for all i. By Jacobi-identity [X 1 , [X 2 , X 3 ]] + [X 2 , [X 3 , X 1 ]] + [X 3 , [X 1 , X 2 ]] = 0 ⇐⇒ Z 2 − Z 6 + Z 7 = 0.
For fixed α i and β i , let
and set I ideal of F 5,3 codimension 1, not containing V .
Proposition A.2. F 5,3 does not satisfy generalized transversality condition for some irreducible representation.
Proof. To find centralizer in Lie algebra, for a i , b i ∈ R, set
Then, it contains (a 2 − α 2 a 1 )Y 1 + (α 2 a 3 − α 3 a 2 )Y 2 + (a 3 − α 3 a 1 )Y 3 + (b 1 − β 1 a 1 )Z 1 + (b 2 − β 2 a 1 )Z 2 + (b 3 − β 3 a 1 )Z 3 + · · · = 0.
By linear independence, all the coefficients vanish and obtain a 1 X 1 + a 2 X 2 + a 3 X 3 = a 1 (X 1 + α 2 X 2 + α 3 X 3 )
Therefore, there is no non-trivial element in C I (V ) ∩ n 2 \n 3 . Since range of ad V has rank 2, this model does not satisfy transversality condition in Lie algebra level. Now, we verify generalized transversality condition is not satisfied on some irreducible representation. By Schur's lemma, an irreducible representation π V Λ acts as constant on center. Assume π * (W i ) = s i = 0 for some W i ∈ Z(n).
Then, it is possible to choose element L i ∈ n 2 \n 3 such that      π * ([V, L 1 ]) = (a 1 t 2 + a 2 t + a 3 ) π * ([V, L 2 ]) = (b 1 t 2 + b 2 t + b 3 ) π * ([V, L 3 ]) = (c 1 t 2 + c 2 t + c 3 )
with (a i , b i , c i ) are non-proportional for each i, and π * (ad 3 V (L i )) = π * (W i ) = 0. However, on given irreducible representation, any linear combination of L 1 , L 2 and L 3 does not give any trivial relation. If s 1 L 1 + s 2 L 2 + s 3 L 3 ∈ C I (π V Λ ), then π * ([V, s 1 L 1 + s 2 L 2 + s 3 L 3 ]) = s 1 (a 1 t 2 + a 2 t + a 3 ) + s 2 (b 1 t 2 + b 2 t + b 3 ) + s 3 (c 1 t 2 + c 2 t + c 3 ) = (s 1 a 1 + s 2 b 1 + s 3 c 1 )t 2 + (s 1 a 2 + s 2 b 2 + s 3 c 2 )t + (s 1 a 3 + s 2 b 3 + s 3 c 3 ) = 0.
The system of equations has trivial solution (t = 0) by linear independence of each coefficients. Then, there does not exist any element of n 2 \n 3 that has degree 0. However, range of ad V has rank 2 and generalized transversality condition cannot be satisfied in this example.
