Analysis of the spectrograms of the chromospheric flash obtained at the 1952 solar eclipse in Khartoum, Sudan, presented serious photometric problems. Standardizing exposures made at Khartoum were not successful because of a posteclipse failure of the film-advance mechanism. Characteristic curves obtained from standard lamp exposures made in Boulder after completion of the expedition could not be trusted to represent the photometric properties of the eclipse films and were principally useful as a first approximation to the curves representing the eclipse spectrograms.
The observing program at the eclipse was as follows: the exposure times in the low chromosphere were 0.3 second with an interval of 0.1 second between the end of one exposure and the beginning of the next. The 0.3-second exposures were started 10 seconds before the computed time of first flash. At the appearance of the flash the program control was started. The 0.3-second exposures were continued for 12 exposures, and then four exposures of 0.9 second and five of 2.9 seconds were taken. After the last 2.9-second exposure, some longer exposures of the corona were made. The same program was reversed for second flash. Preparations of the HAO group were severely hampered by Evans' fall from the equatorial mount, less than 2 weeks before eclipse, which resulted in a very severe leg fracture.
Excellent observing conditions at Khartoum prevailed during eclipse on February 25. The sky was cloudless, the wind velocity moderate, and the seeing good. On February 22, there was a cold frontal passage with a rather severe sandstorm. On the day of the eclipse there was still some blowing sand, but this was confined to the levels a few feet above the surface and below most of the observing equipment. There was still a slight haze left by the dust from the preceding storm. However, the atmospheric transparency was good and showed no evidence of variability. The photopic and spectral attenuation of the atmosphere was measured by the Naval Research Laboratory group (Beck, Lovell, and Hulbert 1953) during the 10 days preceding the eclipse and on eclipse day.
The sandstorm on February 22 forced fine sand into the film transport and shutter system. The operation of this system afterward was somewhat erratic. Fortunately, the operation during the eclipse was quite smooth, though some doubling of exposures occurred. Seventeen ultraviolet and nineteen visible spectrograms at first flash are of good R. GRANT ATHAY ET AL. quality and suitable for accurate photometry. The infrared spectrograms at first flash were underexposed, and, although there is much usable information on them, all the Paschen lines are too weak for accurate photometry on all except the first eight exposures. The high-order lines can be measured on only two of these.
The program for second flash started a few seconds too late, and the longer exposures were overexposed in the ultraviolet and visible cameras. There are, however, ten visible and five ultraviolet spectrograms of good quality. The accidental delay in the program was beneficial to the infrared camera, and some of the Paschen lines are suitable for photometry on ten spectrograms.
The spectrographs were designed so that two images of the spectrum appeared simultaneously side by side in each exposure. The two images were produced with a simple image-dividing system in each spectrograph. The primary image received practically all the light from the grating, and the secondary image received approximately 1/100 of the total light. This simple device greatly increased the amount of usable information on the spectrograms by extending the range of intensities that can be measured, and it provided a basis for checking the accuracy of the photometry, as described below.
Along with the two images of the spectrum, each exposure contained the image of a data panel. The panel included a step-wedge, as a check on photometry, and a system of clocks for measuring exposure times. The step-wedge was ihuminated from behind by a constant light-source; the light transmitted by the wedge was filtered to give a band about 400 A wide.
Figures 1 and 2 are reproductions of visible and ultraviolet spectrograms. The bright regions bordering the primary image were formed by the coronal continuum that extends beyond the moon's limb at right angles to the line of contacts. This continuum overlaps the secondary image of the spectrum and the image of the data panel. In designing the eclipse spectrographs, we overlooked the fact that this continuum would be so intense. This oversight had both beneficial and detrimental effects. The overlap into the secondary image raised the densities in that image above the extreme toe of the characteristic curve, making the determination of intensities more reliable, and introduced no systematic errors, since the light of the overlapped image integrated out of all line intensities in the reduction process. On the other hand, the effects on the data panel were detrimental. In the visible spectra the effect is scarcely noticeable and even for the step-wedge can be reliably corrected. In the ultraviolet, however, the data panels were of little use. In only six spectrograms could the clock images be seen, and none of the wedges was usable. At first, we feared that this was a very serious loss, but, as we shall point out below, the image of the continuum itself allowed us to determine the characteristic curves of the films at all desired wave lengths and also to determine the relative exposures of each image.
m. PHOTOMETRIC METHODS
Two principal methods of photometric standardization of our eclipse films had been planned before the eclipse, with two possible alternatives visualized in case of difficulties with these principal methods. As our program developed, we were forced to rely in part upon the alternative methods, but we are confident that the final results are comparable in accuracy to those expected from the principal methods. In fact, the photometric procedures were carried out in such a way that the accuracy of the results could be checked.
The principal planned methods of standardization were: (1) standard exposures taken on the eclipse films, in Khartoum using both diffuse sunlight and a calibrated tungsten ribbon-filament lamp and collimator of known optical properties as sources; and (2) the standard wedge in the data panel was to serve as a check on the photometry by giving an accurate characteristic curve at one wave length in each spectrograph and for each spectrogram. Posteclipse failure of the film-transport mechanisms destroyed the results of the standardization of part 1 of these methods; and the continuum overlap described above resulted in the loss of part 2 in the ultraviolet spectrograph. Part 2 was carried through as planned in the visible and infrared spectrographs.
The alternative methods planned were: (1) standard exposures, on the same film emulsions, from the standard lamp and collimator taken in Boulder after the return trip, and (2) determination of the characteristic curves by considering the primary and secondary images as a two-step wedge. The standard exposures were attempted twice in Khartoum, but both attempts failed, partly because of damage done to the pneumatic system by the sandstorms and partly because of the extreme fatigue of the eclipse party, the handicap of Evans, and the very rigid return schedule.
After the return trip to Boulder, the standard exposures were completed on the same rolls of film used for the eclipse pictures. The processing and exposing conditions used at Khartoum were carefully recorded, and an attempt was made to duplicate these conditions in Boulder. We recognized, however, that the detailed shapes of the characteristic curves obtained from these exposures would be only a first approximation to the proper curves; but the variations of the curves with wave length and the absolute intensities we expected to be able to trust. The detailed shapes of the eclipse characteristic curves at one wave length for the visible and infrared films were easily and most reliably determined from the images of the step-wedge in the data panel. Alternatively, but less reliably and much more tediously, the detailed shapes of the curves at all wave lengths could be obtained from the primary and secondary images. Rather than carry out this process independently, we decided to use the two images to check the accuracy of the curves obtained by the previously described methods.
In spite of our efforts to duplicate the conditions at Khartoum for the standard exposures, there were important differences in the clear-film densities in the two cases. The clear-film areas around the eclipse spectrograms showed densities near 0.23 in all three spectrographs. On the other hand, the standard exposures showed clear-film densities near 0.14 in all three films. However, a detailed comparison of the characteristic curves obtained from the data-panel wedge in the visible spectrograms with the characteristic curves at the same wave length in the standard exposures showed no discernible differences except in the low densities. A check with the primary and secondary images showed unambiguously that the curve given by the data-panel wedge was the proper curve, as was to be expected. Hence, for the visible films, we were able to derive what appeared to be a completely reliable calibration.
A comparison of the characteristic curve obtained from the wedge in the data-panel image in the infrared spectrograms with the characteristic curves at the same wave length obtained from the standard exposures showed no agreement in any parts of the curves. This result was not too surprising, in view of the instability of most infrared films and the severe heat at Khartoum. For this reason, the posteclipse infrared standards were not used. In addition, the secondary images in these spectrograms were too badly underexposed to be of any use. For these films we were faced with the problem of using the charasteristic curve obtained from the data-panel wedge to determine the curves at other wave lengths.
For the ultraviolet films we had the standard exposures, of questionable accuracy, and the primary and secondary images in the spectrograms. Preliminary attempts to construct the curves from the two images showed that this would be a difficult and timeconsuming job. Fortunately, we found an unexpected but reliable method for constructing the ultraviolet curves, and we used the same method in the infrared, to extend the data-panel curve to different wave lengths.
In slitless spectrograms each wave length produces a circular image of the corona similar to the image of the green coronal line, X 5303, showing in Figure 2 . The continuum intensity at any point in the spectrograms is a result of the overlapping of these images. At points on the limb ± 90° from the line of dispersion, the images are displaced tangent to the limb, and the effects of the overlapping are much more pronounced. Fur-R. GRANT ATHAY ET AL. thermore, if the line of dispersion is along the line of contacts, the intensity of the continuum at these points and all points farther out from the limb is independent of the position of the moon, so that their intensities should be constant during the short time of the eclipse.
It is well known (Grotrian 1931; Allen 1946 ) that the coronal continuum is essentially a reproduction of the photospheric continuum and does not change color with height. Hence we should expect that in the image of the continuum extending beyond the moon's limb, at ±90° to the line of contacts, the relative intensities are the same function of height at all wave lengths. In other words, the ratio of intensities on any two lines parallel to the line of dispersion and in this image of the coronal continuum is the same at all wave lengths. The validity of this statement can be checked at the two wave lengths appropriate to the characteristic curves obtained from the visible and infrared data-panel wedges.
As was expected, the infrared and visible spectrograms gave the same function of height for the intensity in this image. In addition, the same function of height was obtained regardless of the duration of the exposure or the actual time of the exposure. The exposure times varied over a range of 10 to 1, and the actual measurements of intensity covered the extreme ranges of the curves. The consistency of the results is a rather rigorous check on the accuracy of the curves used.
Once the intensities were known as a function of height above the limb, this image was used to construct characteristic curves at numerous wave lengths for all three films. The ultraviolet curves obtained duplicated the curves obtained from the standard exposures at all wave lengths except for the low densities. A check of the primary and secondary images fully confirmed the curves obtained from the coronal continuum. The visible characteristic curves obtained from the coronal continuum showed a similar duplication of the standards. In both these films the characteristic curves showed considerable change with wave length. In the infrared film neither the standards nor the coronal continuum-curves showed any change in shape with wave length.
The absolute intensity scale was fixed in the visible and ultraviolet films by the straight-line portions of the standard exposure characteristic curves. The absolute intensities include corrections for differential film sensitivity, atmospheric absorption (Beck, Lovell, and Hulbert 1953) , spectral emissivity of tungsten (Forsythe and Adams 1945) , and the optical constants of the collimator and spectrographs. The standard lamp was calibrated by the National Bureau of Standards both before and after the standard exposures, with no significant changes.
The ultraviolet and visible spectrograms overlapped from X 3950 to X 5100. Measurements of the integrated intensity of Hb showed that the absolute intensity scales agreed to within 0.10 in the logio of the intensity. The visible scale was adjusted slightly to agree with the ultraviolet. The variation of continuum intensity with wave length in the visible spectrograms gave a good reproduction of the integrated disk continuum as given by Nicolet (1951) . In the infrared the absolute intensities could not be determined from the standard exposures; but it was found that the continuum intensity at X 6375 and the integrated intensity of the red coronal line, X 6374, which was common to the infrared and visible spectrograms, could both be made to agree with the visible spectrograms on the same intensity scale. There was no evidence of external fogging in either the visible or the infrared spectrograms. However, the ultraviolet spectrograms were noticeably fogged on the long-wave-length end. The fogging was serious enough to affect the continuum intensities in some parts of the spectrograms down to at least X 3700. The continuum intensities in the center of the spectrograms at X 3700 are too high, relative to the intensities in the visible spectrogram by a factor of 1.5, but this factor decreases rapidly to ^4 near the edges of the spectrograms.
In using the coronal continuum bordering the spectrum, we assumed that there was no measurable effect from fogging at the positions where the measurements in the coronal 99 continuum were made. Fortunately, as was shown by a detailed comparison of ultraviolet and visible continuum intensities at several wave lengths and positions in the spectrograms, this assumption was justified. The agreement of the resulting characteristic curves with the curves obtained from the standard exposure and the consistency with the primary and secondary images was further support for the accuracy of the characteristic curves.
The fogging in the ultraviolet spectrograms does not affect the measurements of integrated line intensities because the background continuum integrates out in the reduction process. The same is true for the free-bound component of the hydrogen Bahner continuum. These measurements are discussed in the following section.
The corrections for different exposure times were determined from the intensities in the image of the coronal continuum bordering the spectrum. The intensity scale in each spectrogram was adjusted to give a constant intensity at a given point in this image of the corona. To avoid film defects, several points were used and the results averaged. This procedure automatically corrects for variations in exposure times and allows for reciprocity failures of the films.
In our opinion the checks on the characteristic curves made possible by the use of the primary and secondary images of the spectrum and the coronal continuum bordering the spectrograms leaves very little room for doubt about the reliability of the photometric standardization. The internal consistency of the line-intensity data lends further support to these conclusions.
IV. TABULATION OT INTENSITIES
Two points near the line of contacts on the east limb at first flash were traced on all the ultraviolet spectrograms with the microdensitometer at the McMath-Hulbert Observatory. The tracings included the Balmer lines from Ü8 to 2J oo and the Balmer continuum from X 3647 to X 3500. The two points are marked a and b in Figure 1 . Point a is at a heliographic position angle of 67° and point b at 65°. This region of the sun's limb showed no signs of prominence activity either during the eclipse or during the days immediately following and preceding the eclipse. Points a and b were chosen as representative of the average "undisturbed" chromosphere, and the data from the two points show no systematic differences. The red, X 6374, and green, X 5303, coronal lines showed moderate maxima at 75°; but the region was small, and the main center of activity had passed the east limb 1 or 2 days before eclipse (Trotter and Roberts 1952) . The intensities of Eß, By y and Eb were traced at point b on all the visible spectrograms with the High Altitude microdensitometer.
The microdensitometer tracings were reduced to intensity units, and the line profiles were replotted. The areas under the profiles were measured with a planimeter. Many of the lines were traced more than once at different times and with different sensitivities of the microdensitometer. Of 54 such cases, the maximum difference in the log of the intensity was 0.08, and the probable error of an individual determination was ± 0.027 in the log of the intensity. There are, of course, additional errors due to defects in the emulsions, defective shutter action, and other sources of random errors that cannot be evaluated.
In general, the stronger lines were measured in the secondary images, and the weaker lines in the primary images. The lines of intermediate intensity were measured in the secondary images in the low chromosphere, and in the primary images in the high chromosphere. This had the effect of putting all the lines in density ranges that at one time or another covered a large portion of the characteristic curves. In spite of the fact that some lines were measured first on the lower half of the curve and then on the upper half, the intensities were found to be consistent. This is further evidence for the lack of systematic errors in the photometry.
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if iH rf t>-CO co to to to to CM 00 O VO tO -if P P P iH CM CO P P -if 1>-i>-p P co P 00 P CO -O* P P to P to P to rf oo oo r-* to CM iH rf iH Tf P P 00 00 IO P to P CO rf P 00 00 00 P P CM Pito rH iH p p s iH CM CO t■if CO CO P CM CM CM CM rect for unresolved blending of other lines with the hydrogen lines. In the case of the higher-order Balmer lines and a few Balmer lines close to non-Balmer lines, the wings are blended with the neighboring lines. These have been corrected by extrapolating the continuum intensity from the nearest well-defined point to include the overlapped region of the lines and then extending the profiles of the lines down to this continuum in such a way that the individual profiles add up to the observed ones and have the same shape as the unblended profiles. All the series lines beyond JT31 are too badly affected by blends to give reliable intensity measurements. We have made no systematic attempt to identify these lines, but a tentative identification shows that #36 is definitely discernible on some spectrograms, and #37 is quite probable. The Paschen line measurements are not yet completed.
The effective height of each exposure was assumed to be the point reached by the moon's limb at the middle of the exposure. The heights were measured from the photospheric limb, which was determined by plotting the continuum intensity at X 3700 for point b against the exposure number. The resulting curve showed a sharp increase in slope near exposure No. 3. The shape of the curve indicated that the point of contact should be accurate to within ± 30 km of the apparent edge of the photosphere. The continuum intensity at point a showed that this point reached contact before the first exposure. The heights were determined for this point from special moon-profile pictures taken at Khartoum for this purpose. The difference in the heights of points a and b was found to be 700 km, with an uncertainty in each point of about 100 km, due to small variations in the moon profile. A visual estimate of the intensities of the CN bands and numerous weak metallic lines gave an average difference between points a and b of 650 km. The 650-km value was used.
The intensities at four wave lengths in the Balmer continuum and outside the Balmer continuum at X 3700 and X 4700 are also included in Table 2 . We have tabulated both the total observed continuum intensity from all sources and the intensity of the free-bound emission in the Balmer continuum. The free-bound emission was determined by subtracting the intensity of the non-Balmer continuum from the total intensity. The nonBalmer continuum intensity was determined from the observed intensity at X 3700 and an empirical correction to the shorter wave lengths. The empirical correction was determined from the image of the coronal continuum bordering the spectrograms.
The plots of log emission versus height are all well represented by straight lines above a certain height. For the higher-order lines, n > 12, and Balmer continuum, the approximation appears to be good above 500 km. For the lower-order lines there is a marked decrease in the slopes of the lines in the lower chromosphere. For #9 the straight-line approximation appears to be good above 2000 km, and for Hß it appears to be good above 4000 km. In the regions where the straight-line approximation is good, the emission, # n , in a line or in the continuum can be represented by #n = #n,0^» Ä .
The values of ß n are tabulated in Table 2 . The values for n> 13 were measured at 2000 km, for the lines 8-12 at 3000 km, and for lines 4r-6 at 5000 km. If one looks at the curves of log E n versus height at the same height, there is a steady decrease in the slopes of the lines as one goes to lower-order lines. This effect will be discussed in Section V. The only existing data that afford a good comparison with our data are those of Cillié and Menzel (1935) . A comparison with these data shows that our values of ß n are about 30 per cent larger than their values. Both sets of data show the decrease in ß n as w decreases. At corresponding heights the two sets of data show very similar Balmer decrements.
1 The Balmer decrements increase with height in both sets of data. The absolute intensities of our data in the low chromosphere are greater than those of 1 The Balmer decrement is defined as A log E n ß» 2 /An. R. GRANT ATHAY ET AL.
Cillié and Menzel by a factor 6î about 5. This is possibly, for the most part, a real difference in the chromosphere at the two eclipses. Further evidence for real differences in the chromospheric structure can be obtained from a comparison of maximum heights of lines at this eclipse with those reported by Wildt (1947) for four previous eclipses. Wildt gives the maximum height of H31 as 1000 km, whereas our data show B31 to a height of 2400 km. On the other hand, Wildt gives a maximum height of 4000 km for filó, and our spectrograms give 3700 km. This convergence is also shown by the intermediate lines.
These results are consistent only if we admit larger height gradients and larger absolute intensities in the low chromosphere at the 1952 eclipse. Mitchell (1947) has reported similar differences in visual estimates of relative intensities and height gradients in previous eclipses. Cillié and Menzel (1935) have reported large differences between two points on the limb at the same eclipse. A preliminary analysis of a more disturbed region on the west limb at the 1952 eclipse gives higher absolute intensities and much lower height gradients than the east-limb region (Athay, Evans, and Roberts 1954) . The evidence strongly suggests that the chromosphere is not in a steady state over large periods of time and that it is not uniform oyer the solar surface. It is possible that the projected chromosphere at any point on the limb represents an averaging along the line of sight of several regions of temperature and density fluctuations, such as spicules. Our íí undisturbed ,, region may simply be a region in which the averaging produces an apparent uniformity. The degree to which chance alignments of such a nonuniform structure could produce irregularities in the projected chromosphere is an open question. The association of the disturbed region on our west-limb spectrograms with an active center showing enhanced coronal-line emission, flare activity, sunspots, and active prominences clearly suggests that the chromospheric irregularities in this region are caused by a single disturbance, possibly a flare.
V. PRELIMINARY INTERPRETATION OP DATA
The data given in Table 2 are, at the present time, being carefully analyzed by Athay, R. N. Thomas, and S. Matsushima. The analysis is aimed specifically at determination of the following quantities: (1) kinetic temperature and electron density as functions of height; (2) self-absorption, and hence the population of the Balmer ground state, as a function of height; and (3) departures from thermodynamic equilibrium. The results reported in this paper are preliminary estimates of these quantities. The final results will be reported when the analysis is completed.
The notation, geometrical situation, and geometrical approximations used below were given by Thomas (1949) in a previous paper. When the effects of self-absorption and departures from thermodynamic equilibrium are taken into account, the observed emission in a Balmer line is
where and
In the Balmer continuum the effects of self-absorption and departures from thermodynamic equilibrium are negligible, so that equation (2) can be written £x= 2.63X10 -33 f™ f^N NT-^e^dydx.
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A. CONTINUUM EMISSION If we assume that N v = N ei the Balmer continuum emission is a fairly simple function of T e and N e > and one can readily obtain estimates of these quantities. The Balmer continuum intensities can, within the accuracy of the data, be represented by exponential functions of height. For this case, equation (5) ' k\y(\ogE x ,ß^-\o g E^) and log N e = 13.38 + Î log r e + I log E U40 ßlil 0 ,
(8) Fig. 3 .-Change of continuum intensity with height, a, free-bound, X 3640; b, free-bound, X 3500; c, total, X 4700, minus 1.2; </, east limb only, X 4700, minus 1.2.
Temperatures determined from equation (7) are extremely sensitive to small errors in the data. If the individual observations at each height are used, the results are so badly scattered that they are meaningless. This is not an indication that the data are poor, but only a reflection of the fact that the observed values of A log Eyßff 2 are small and that small errors are important. This difficulty can be by-passed by averaging the data. One method of doing this is to plot log E\ versus height and fit the data with analytical curves. The data at X 3640 and X 3500, fitted with straight lines by a least-squares method, are shown in Figure 3 . The data at intermediate wave lengths give curves that lie between these two curves. The data at four wave lengths were fitted with straight lines, and values of T e were computed for all possible combinations of the lines. This method gives six determinations of T e at each height. The average values obtained are listed in Table 3 . The values at each height are subject to considerable error. For example, the equations of the two lines in Figure 3 are log £ 3 64o = 2.89 ± 0.04 -(0.95 ± 0.03) X W and log £3500 -2.73 ± 0.04 -(0.89 ± 0.03) X 10-%. do) R. GRANT ATHAY ET AL.
It is readily seen that the probable errors are not small compared with the differences between two equations. This method of analysis has the disadvantage that it undoubtedly introduces systematic errors into the results. On the other hand, this method shows clearly that the temperature increases with height. For an isothermal chromosphere, the two curves in Figure 3 should have the same slope. The probable errors in the slopes, equations (9) and (10), are small enough that an isothermal chromosphere is improbable. Another method of using the data to obtain temperature information is to average the values of log for each pair of wave lengths at all heights. A value for the temperature can then be computed for each pair of wave lengths and the results again averaged. This method gives an average chromospheric temperature, at these levels, of 6200° when the observed values of log ß\/ß\/ are used. For an isothermal model, which requires log ß\/ß\/ = 0, an average temperature of 8000° is obtained. It must be admitted that this method of analysis is too rough to give a detailed temperature model for the chromosphere. Fortunately, the electron density determined from equation (8) Contribution of West Limb to Continuum Intensity too strongly dependent upon the temperature. The electron densities obtained from the emission at X 3640 and the temperatures in Table 3 are also given in Table 3 . The intensity in the non-Balmer continuum at X 4700 shows a surprisingly low height gradient. In fact, the continuum intensity is constant between 1600 and 6000 km, as shown by the curve in Figure 3 . This is partly due to the fact that the intensity in the continuum is an integration over the chromosphere and corona extending above the moon's limbs on both sides of the sun. Hence, as the moon covers up an area on the east limb, an area of the same size is uncovered on the west limb. It is possible to separate the contributions from the two limbs by means of the terrestrial absorption bands in the infrared spectrograms, where the exposure was sufficient to show the continuum, because the absorption of the emission from the two sides of the sun occurs at different positions on the films. The contributions from the west limb are tabulated in Table 4 , and the corrected curve at X 4700 is shown by the broken line in Figure 3 .
After the corrections for the west-limb contributions are made, the continuum intensity can be expressed as
where dx §) indicates that each height is represented by a different wave length. However, at X 4700 the photospheric continuum is fairly constant for about 200 A on either side, and the variation in the wave length in equation (11) is unimportant. For this cáse, R. GRANT ATHAY ET AL. Thomas (1949) and Giovanelli (1948) have shown by theoretical computations that b n > 1 for cases where the electron temperature exceeds the radiation temperature. The observations show the b n > \ for all heights greater than 1000 km. If we accept the results of Thomas and Giovanelli, we should expect to find a T e greater than the radiation temperature, ^ 6000° K, at all heights above this level. This is not very discordant with the results in Table 3 if one remembers the large probable errors in those results.
The line-emission gradients are another point of interest. If we combine equations (6) and (13) 
X m = l abs.
and we see that 7 n (^) will show approximately the same height variation as N2, which was assumed to be exponential. We could not expect to find line-emission gradients with ß n < ß^ and independent of height if y n Qi) was the only perturbing effect. The fact that we observe such results, but only in the higher levels of the chromosphere where selfabsorption is small, could be interpreted to mean that the term d In bn/ dh > 0, and is an important contribution to the emission gradients of the low-order lines. In fact, this appears to be the only explanation of the steady changes in ß n for n > 9. The values of ß n for n < 9 are measured in the higher layers of the chromosphere where we have no measurements of ßco. All the low-order lines show changes in the emission gradients in the low chromosphere of the form expected from the absorption term. For w < 8, the term X n d log T e /dh may be of importance in determining the emission gradients. The effect of this term is to increase the values of ß n for small n. Such an increase is observed between H9 and £T6, but it should be remembered that there is also a large increase in the height at which ß 6 was measured. If this increase in ß% is due to the increase in AT n , we should expect a much greater increase in ß 4 , which is not observed. However, departures from the thermodynamic equilibrium and self-absorption both tend to decrease ß n as w decreases, and the effect of the increase in X n may be masked.
It was pointed out above that the electron-density gradient in the high chromosphere is very low. If we ignore the last two terms on the right of equation (13) Thomas (1950) . Even the lower of these limits on d log T e /dh represents a rapid increase of T e with height. For example, if we use T e = 11,000° K at 2400 km, as given in Table 3 , and the lower limit for d log T e /dh, we get T e = 1.01 X 10 60 K at 8000 km. At first sight, this value of T e appears much too high. However, the maximum height of Ha at this eclipse appears to be about 8000 km, and we should not be too surprised to find coronal temperatures at this height.
The methods of analysis used above are rather rough, and the results will undoubtedly be modified by the more detailed analysis in progress. Nevertheless, the above results are sufficiently well determined to conclude that the chromosphere above 2000 km is characterized by a large increase in temperature with height and a relatively small electrondensity gradient. This is in contrast with previous models of the chromosphere, which have assumed a low temperature gradient and a relatively high electron-density gradient.
It is of further interest to consider the method of obtaining emission gradients used by Wildt (1947) . The condition for equal intensity in the Balmer lines, as used by Wildt, is
Wildt ignored the b n terms and worked at levels where the absorption terms were negligible. He then interpreted all of the quantity /d In C n __ 2X n \ dn \ dn n ) dh as being due to the electron-density gradient. In view of the above arguments, the neglect of the ¿"'s and the temperature gradients will lead to erroneous results. In fact, since the lines all show different emission gradients, the values of dn/dh depend upon the intensity under consideration. In Figure 4 the values of log C n - § log ß n are plotted against heights of equal intensity for three different intensities. The slopes, m, of the resulting straight lines are entered in Figure 4 and are seen to be different for the three cases. In all cases the intensities are in regions where the gradients are exponential, and, as pointed out above, the effects cannot be blamed entirely upon self-absorption. From equations (13) and (21), we get
For n> 19 and log E n = 13.5, the left side of equation (22) is negative. The term d In abs./ dn is positive, and we must conclude that d In b n / dn < 0. This is in agreement with the results obtained from the observed Balmer decrements. Furthermore, this result seems to hold at all chromospheric levels above 700 km. For small n, the left side of (22) is positive, and the effects of self-absorption dominate.
In plotting Figure 4 we have ignored the effect of the term e Xn on the line intensities. For large n and T e > 5000°, the neglect is unimportant. For small n, we should evaluate this term in the high levels of the chromosphere. However, we expect high temperatures in the high levels of the chromosphere, and even for small n the neglect of this term is probably not important. R. GRANT ATHAY ET AL.
The heights of Hß, Hy, and Hd are greater than would be expected from the linear relationship exhibited by the higher-order lines. If we include the e Xn term in the line intensities, the departures from linearity will be smaller, but they cannot be removed with any reasonable values of T e . Actually, as an inspection of equation (22) will show, we have no reason to expect a linear relationship unless the effects of self-absorption and departures from thermodynamic equilibrium can be neglected. The large heights of the low-order lines are primarily due to the departures from thermodynamic equilibrium as pointed out above. This interpretation of Wildt's analysis was suggested by Thomas (1949) . The data show that this interpretation is consistent and can explain the low emission gradients found by Wildt.
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