This paper studies the estimation of quantile regression panel duration models. We allow for the possibility of endogenous covariates and correlated individual effects in the quantile regression models. We propose a quantile regression approach for panel duration models under conditionally independent censoring. The procedure involves minimizing ℓ 1 convex objective functions and is motivated by a martingale property associated with survival data in models with endogenous covariates. We carry out a series of Monte Carlo simulations to investigate the small sample performance of the proposed approach in comparison with other existing methods. An empirical application of the method to the analysis of the effect of unemployment insurance on unemployment duration illustrates the approach.
Introduction
This paper focuses on econometric methods for longitudinal, or panel data durations consisting of repeated measurements on the same subject, which are commonly encountered in applied economics research. Han and Hausman's (1990) work on duration and competing risk models introduced flexible approaches to duration analysis, while also emphasizing the importance of controlling for unobserved heterogeneity. The recent econometric literature has built on these two fundamental ideas. On the one hand, there has been a growing literature on flexible approaches including semiparametric duration and censored models (e.g., Chen and Khan 2001 , Khan and Tamer 2007 , Khan and Tamer 2009 , Horowitz and Lee 2004 , Lee 2008 , Honoré and de Paula 2010 , Wang and Fygenson 2009 . Endogenous treatments in a hazard model were investigated in Eberwein, Ham and LaLonde (1997) and Abbring and van der Berg (2003) . At the same time new approaches to controlling for unobserved heterogeneity in more general settings are being explored Woutersen 2005, Burda, Harding and Hausman 2012) .
However, existing quantile regression approaches have not been developed for survival data when the covariates are endogenous and the latent unobserved heterogeneity is associated with the independent variables. For example, this situation arises in studies of firms' entry and exit of a market (e.g., Audretsch 1991 , Geroski 1995 , Audretsch and Mahmood 1995 , De Silva, Kosmopoulou and Lamarche 2009 . These studies include a small number of firms in business for a relatively long period of time. In these papers, it is important to account for the presence of a censored duration, unobserved heterogeneity, and the possibility that market duration affects non-duration explanatory variables.
The quantile regression model considered in this paper represents a more general version of several specifications recently proposed in the literature. Several econometric approaches exist for the case of one measure for each subject in the sample and exogenous covariates. While a quantile regression model with uncensored data can be estimated following Koenker and Geling (2001) , a quantile regression model with censored data can be estimated using Portnoy (2003) or Peng and Huang (2008) . Chernozhukov and Hansen (2005 might be used when the model includes endogenous covariates and a monotone transformation for the dependent variable. This estimator, however, does not accommodate for the possibility of censored data. In cases with more than one measure per subject and no censor data, the Koenker (2004) fixed effects estimator offers the possibility of estimating a quantile regression model with correlated individual effects.
Alternatively, the practitioner can employ the Harding and Lamarche (2009) panel data estimator in a quantile regression model with potentially endogenous covariates. However, these methods are not designed to estimate a censored quantile regression model that simultaneously consider endogenous covariates and correlated individual effects. This paper proposes a new approach to quantile regression survival analysis for longitudinal data.
We allow for the possibility of endogenous covariates and correlated individual effects in the quantile regression model under conditionally independent censoring. The procedure involves minimizing ℓ 1 convex objective functions and is motivated by a martingale property associated with survival data in models with endogenous covariates. The proposed new estimator is similar in spirit to the Peng and Huang (2008) estimator, although their estimator fails to accommodate for correlated individual effects and endogenous covariates. Moreover, the performance of Peng and Huang (2008) estimator in small samples dramatically deteriorates when the model includes a large number of parameters and the degree of censoring is high. Our approach is also related to Chernozhukov and Hansen (2006, 2008) , Koenker (2008) . We carry out simulations to investigate the small sample performance of the proposed approach in comparison with other existing methods. Considering several Monte-Carlo designs, we find that the finite sample performance of the proposed method is satisfactory in all the variants of the models.
The method is applied to a panel duration model of unemployment to investigate how unemployment insurance benefits affect the duration of unemployment. We use data on unemployed workers who participated in a federal unemployment program from 1997 until 2001. Our dataset offers the possibility of observing multiple spells, where the number of spells per worker ranges from 1 to 6. Motivated by the early work of Jerry Hausman on duration data, we consider that unobserved individual heterogeneity could be potentially correlated with whether the worker received unemployment benefits and other important covariates in the model. All the variants of the quantile regression models estimated in this paper suggest that workers receiving unemployment benefits tend to be unemployed for a longer period of time than workers not receiving unemployment benefits. The estimated effect is largest at the lower tail of the conditional duration distribution, suggesting that workers' incentives to seek jobs are mostly influenced by the policy intervention among workers with low durations. Moreover, our approach offers different policy prescriptions relative to other competing approaches. The application illustrates the importance of controlling for unobserved heterogeneity in a quantile regression model when practitioners use multiple spells duration data.
The paper is organized as follows. The next section introduces the model and the proposed quantile regression estimator. Section 3 investigates the large sample performance of the proposed estimator.
Section 4 offers Monte-Carlo evidence. Section 5 demonstrates how the estimator can be used in an empirical application. Section 6 concludes.
Model and Method
This paper investigates the estimation of quantile regression panel duration models. Specifically, we consider the following model:
where h(·) is a known monotone transformation and T ij is the (potentially) latent j-th response for the i-th subject. In this paper, we will adopt the logarithmic transformation, h(T ) = log(T ). In the first equation, the variable d ij is a vector of k 1 endogenous variables, x ij is a vector of k 2 exogenous independent variables, α i is an individual effect potentially correlated with the independent variable d ij , and u ij is the error term. We allow for dependence between the endogenous variable d ij and the individual effect α i . The parameter of interest is γ. The second equation indicates that d ij is correlated with a vector of k w ≥ k 1 instruments w ij , the exogenous variables x ij , and a variable v ij that is stochastically dependent on u ij . Although we can consider the case of over-identification, for simplicity we concentrate on the case of exact-identification. Thus, k w = k 1 in what it follows. The last equation simply indicates that Y ij represents observed values, with C ij indicating censoring times. Additionally, we define δ ij = I(T ij ≤ C ij ), taking the value 1 when the event T ij ≤ C ij is true. We focus on the case where n and min(m 1 , ..., m n ) are both large.
We begin by describing three examples of interest in the theoretical and empirical literature which can be thought of as special cases of the model in equations 2.1-2.3. We then consider the general version of the model and the identification strategy.
Example 1. Cross-sectional quantile regression models are investigated in Koenker and Geling (2001) , Portnoy (2003) and Peng and Huang (2008) . This case arises by setting m i = 1 for all i and assuming that u and v are stochastically independent. Model 2.1-2.3 reduces to:
While Portnoy (2003) and Peng and Huang (2008) propose approaches for the censored data case, Koenker and Geling (2001) consider the case of δ i = I(T i ≤ C i ) = 1 ∀i.
Example 2. Chenozhukov and Hansen (2006, 2008) discuss the importance of addressing the endogeneity of d ij when m i = 1 for all i and Y ij = T ij for all (i, j). They developed an approach that can be applied to the estimation of the following model:
This model can be consistently estimated in the case of no censoring (e.g., δ i = I(T i ≤ C i ) = 1 for all subjects in the sample).
Example 3. Panel duration models arise in the case of m > 1. Under the assumption that u and v are stochastically independent and no censoring, we can apply the procedure in Koenker (2004) to estimate the following model:
This approach estimates the quantile regression version of the previous model under large n, large m conditions. The case of dependence between u and v can be addressed by the method proposed by Harding and Lamarche (2009) .
Estimating a Quantile Regression Duration Model
This paper develops an estimation procedure for the following quantile regression model, (2.10)
where the quantile τ ∈ (0, 1), the variable z ij = (0, ..., 1, ..., 0) ′ is a n × 1 indicator for the individual effect α i , and α(τ ) = (α 1 (τ ), ..., α n (τ )) ′ is a n × 1 vector of nuisance parameters. Given the logarithmic transformation h(T ) = log(T ), model 2.10 is equivalent to
Then, model 2.10 can be seen as the quantile regression version of equation 2.1 after the logarithmic transformation is adopted and α i is replaced by z ′ ij α. The alternative notation is used in this section because it is convenient for introducing conditional quantile functions and estimating equations.
We assume that P (T ij ≤ Q T ij (τ |d ij , x ij , z ij )|w ij , x ij , z ij ) is equal to the quantile τ . This assumption is equivalent to require that u ij (τ ) ≡ T ij −Q T ij (τ |d ij , x ij , z ij ) has zero τ -th quantile conditional on w ij , x ij , and z ij . Our parameter of interest, γ(τ ), is the effect of the endogenous variable on the quantile τ of the conditional distribution of the latent response variable log(T ). The parameter γ(τ ) provides an opportunity for investigating how the endogenous factors influence the location, scale, and shape of the conditional distribution of the response variable.
The model also includes exogenous variables and individual effects. We assume that the individual effect, α i (τ ), represents a distributional shift since we are focusing on estimating large m i survival models. In other circumstances, when m i is relatively small, it is appropriate to impose the condition that α i (τ ) = α i for all τ ∈ (0, 1) (see, e.g., Koenker 2004) . The individual specific effect is then a location shift, implying that the conditional quantiles of T for each subject can have different locations and equal shapes. An additional advantage of this condition is that the assumption facilitates the interpretation of α i as a fixed effect. Our specification allows for different locations and shapes, which appears to be a more flexible model.
Our method estimates a quantile regression model 2.10 considering iid samples,
. . , n; j = 1, . . . , m i }. Consider for simplicity the case of balanced designs with m i = m for all i. We solve a linear programming problem corresponding to the following estimating equations,
where H(υ) = − log(1 − υ) for υ ∈ [0, 1) and the counting process N ij = I(Y ij ≤ t, δ ij = 1). It is possible to show that solving equation 2.11 is equivalent to finding the argument that minimizes an Our convex objective function is defined as the sum of convex functions of the form, (2.12)
where the function ̺ τ (u) = u(ϑ(τ ) − δ × I(u ≤ 0)), and
First we minimize the objective function above for β, α, and λ as functions of τ and γ,
(2.14)
Then we estimate the coefficient on the endogenous variable by finding the value of γ, which minimizes a weighted distance function defined on λ:
for a positive definite matrix A. The parameter estimates are then given by,
Remark 1. To address the possibility of endogenous covariates, the estimator could be alternatively defined by integrating the approaches considered in Koenker (2004), Blundell and Powell (2007) , and Peng and Huang (2008) . The control function approach proposed in Blundell and Powell (2007) offers a convenient alternative for addressing the possibility of endogenous regressors. Our approach can be seen within the recent developments on quantile regression for the structural equations model (see, e.g., Chernozhukov and Hansen (2005) and Harding and Lamarche (2009)) to estimate the conditional quantile function. Alternatively, it can be seen as an extension of the ideas behind existing methods developed for the classical case of endogenous covariates in duration models (see, e.g., Lancaster (1985) , Olsen and Farkas (1988) , and Chesher (2002)).
Remark 2. The condition that leads to the modified version of the quantile regression check function, denoted by ̺ τ (·), is motivated by the martingale property of counting processes presented in Fleming and Harrington (1991) and employed by Peng and Huang (2008) . Peng and Huang's estimator however fails to accommodate for endogenous individual effects and endogenous covariates.
In the cross-sectional case with no endogenous covariates and no unobserved heterogeneity, Peng and Huang's estimating equations are,
As pointed by Peng and Huang (2008) , the monotonicity of (2.17) facilitates the computation of the estimator. Koenker (2008) provides important insights on the implementation of the approach, and Koenker (2010) offers an efficient estimation method based on simplex and interior point methods.
Remark 3. It is interesting to note that when there is no censoring, the method is similar to the panel data approach proposed by Harding and Lamarche (2009) . In the one sample case considered in Peng and Huang (2008) , the second term in equation (2.17) is − log(1 − τ ) ≈ τ , and therefore it follows that (2.18)
where ̺ τ (u) = ρ τ (u) = u(τ − I(u ≤ 0)), the standard quantile regression check function (Koenker 2005 ).
Panel Implementation
The implementation of the estimator defined in 2.14 and 2.15 relies heavily on the sparsity of the design. Koenker (2008) shows that the solution of Peng and Huang's (2008) 
Inference and Asymptotic Considerations
We propose to use the bootstrap to provide inference aboutθ. Peng and Huang (2008) highlight that the bootstrap seems to have advantages over the estimation of the covariance matrices of the limiting process (nm) −1/2 (θ −θ). It might be possible to follow the quantile regression literature by considering the pair bootstrap by replacing pairs
1 In the case of panel duration data we proceed by drawing a sample (with replacement) of 1 Although the wild bootstrap has been used and extensively analyzed by researchers, the vast majority of the existing theory is associated with linear estimators. To the best of our knowledge, the exception is Feng, He and Wu (2011) which propose a wild bootstrap approach for the quantile regression estimator (Koenker and Bassett 1978) . They find that many choices of the weight distribution commonly considered in the literature do not work for estimators with non-linear score functions. While the pair bootstrap works in the presence of heteroskedasticity, there is some evidence that the wild bootstrap may outperform the n subjects including their m i observations. Using these new pairs (h(
, we obtain θ * as the argument that minimizes 2.14 and 2.15. We reiterate this procedure B times to obtain a large sample of realizations {θ * b } B b=1 . For a given quantile, we can obtain the variance ofθ(τ ) as the sample variance of {θ * b } B b=1 .
In this paper, we follow the resampling method described in Section 4.1 of Peng and Huang (2008) , which was initially proposed by Jin, Ying and Wei (2001) and considered in Ma and Kosorok (2005) .
Peng and Huang propose a simple resampling approach designed to perturb the objective function 2.14. They suggest drawing ζ 11 , . . . , ζ nm independent variables from a non-negative distribution with mean 1 and variance 1. We consider the exponential distribution, drawing {ζ i• : i = 1, . . . n} over subjects. One can then obtain θ * as the argument that minimizes a perturbed equation 2.14 (See Section 4.1 of Peng and Huang (2008) for additional details). As before, we reiterate this procedure B times to obtain a large sample of realizations {θ * b } B b=1 and compute its sample variance. Moreover, a 100(1 − 2q) confidence interval can be obtained by constructing the qth quantile and (1 − q)th quantile of {θ
. This procedure, which is applied in the empirical application considered in Section 4.2, works under fairly general conditions. Because it maintains the endogenous structure of the model, it can be accommodated to include the use of instrumental variables.
It is possible also to employ a Wald-type statistic (see, e.g., Koenker and Bassett, (1982) and Koenker, (2005) ) for testing a basic general linear hypothesis on a vector ξ of the form H 0 : Rξ = r, where R is a matrix that depends on the type of restrictions imposed. We evaluate the null hypothesis of equality of effects across quantiles considering a vector ξ = (θ(τ 1 ), ..., θ(τ J )) ′ . In the special case of δ ij = 1 andv ij = c for all (i, j), it is possible to evaluate the vector over a range of quantiles by extending the framework developed in Koenker and Xiao (2002) . The null hypothesis
, where k indicates the covariate, µ k is the location parameter and σ k is the scale parameter. Note that σ k = 0 implies that the covariate effect affects only the location of the conditional distribution of survival time. Alternatively, if σ k > 0, the covariate effect affects both the location and scale of the conditional distribution of the response.
The derivation of the asymptotic results including asymptotic covariance matrices raises several issues that are worth mentioning. First, the existence of a vector of dimension n that tends to infinity was noted by Koenker (2004) . This issue is typically avoided by concentrating out the pair bootstrap in linear models (Flachaire, 2005) . Their relative performance in a quantile regression setting is not known however.
Bahadur representation of the individual effects in the objective function (see, e.g., Koenker 2004 , Lamarche 2010 . Second, the derivation of asymptotic results is facilitated by letting n and m tend to infinity, although it is possible that the estimator is biased in cases of low, fixed m (see Graham, Hahn, and Powell 2009 for a discussion when δ ij = 1 for all (i, j) and the independent variables are exogenous). We emphasize this point because m i ranges between 3 and 6 unemployment spells in the application considered in Section 4. Let τ U be a deterministic constant subject to some identifiability restrictions by the presence of censoring (Peng and Huang 2008) . If regularity conditions are met, for τ ∈ (0, τ U ), it is possible to show that the quantile regression estimatorθ(τ ) converges weakly to a Gaussian process. The result can be shown using results and arguments in Chernozhukov and Hansen (2006, 2008) , Koenker (2004) and Peng and Huang (2008) .
Monte Carlo Evidence
This section reports the results of several simulation experiments designed to evaluate the performance of the proposed method in finite samples.
We generate the dependent variable considering the following equations: (3.4) and Y ij = C ij ∧ T ij , where C ij indicates censoring times andd i = m −1 j d ij is the individual specific sample mean of d. The model presented in equations 3.1-3.4 is estimated using different sample sizes n = {10, 20, 50} and m = {5, 20, 50}. In models with m = 5, we consider the following fixed and random censoring times: C im = 4 and C im = 4 + ξ im , where ξ im is a uniform random variable. When m > 5, we assume that the fixed censoring point is C ij = 7.5 and the random censoring point is C ij = 6.5 + 0.25ξ ij , where ξ ij is a Gaussian random variable. As a result of these variants of the model, the proportion of censoring in the simulations ranges from 6% to 25%.
The random variable ǫ i ∼ N (0, 0.5), and the variables (e, x, η) ′ are Gaussian independent random variables. The error terms in the first two equations 3.1 and 3.2 are (u it , v it ) ′ ∼ N (0, Ω), where Ω 11 = Ω 22 = 1. The parameters are assumed to be: β 0 = 5, β 1 = β 2 = π 1 = 1, π 0 = 0, γ 2 = −0.5, and µ = 0.25.
We consider four basic variations of the model:
Design I: The endogenous variable d ij is not correlated with the α i 's, and the variables u ij and v ij are independent Gaussian variables. We assume γ 1 = 0 and Ω 12 = Ω 21 = 0.
Design II: The endogenous variable d ij is not correlated with the α i 's, and the variables u ij and v ij are not independent. We assume γ 1 = 0 and Ω 12 = Ω 21 = −0.5.
Design III: The endogenous variable d ij is correlated with the α i 's, and the variables u ij and v ij are independent Gaussian variables. We assume γ 1 = −0.5, and Ω 12 = Ω 21 = 0.
Design IV: The variables u it is correlated with v it and the individual effect α i is correlated with the independent variable d ij . We assume that γ 1 = −0.5, and Ω 12 = Ω 21 = −0.5.
Finally, we evaluate the method under fixed and random censoring in the location-shift model (δ = 0) and the location-scale shift model (δ = 0.1). By allowing δ to be different than zero, we consider models where the slope parameter β 1 changes across the quantiles of the conditional distribution of the response variable T . We report results at two different quantiles τ = {0.25, 0.50}. We can compare the different estimators for Model I in the absence of endogeneity or correlated individual effects. Our estimator performs very similarly to the Peng-Huang estimator and both are a substantial improvement relative to the Naive estimator. As we introduce endogeneity in Models II to IV however the performance of the Peng-Huang estimator decreases substantially and becomes comparable to that of the naive estimator. Our proposed estimator, by contrast, continues to perform very well. This indicates that, relatively to each other, endogeneity and correlated individual effects induce biases, which are an order of magnitude larger than the biases induced by censoring which is unaccounted for.
Our estimator performs exceptionally well in Design III, which has correlated individual specific effects but no additional source of endogeneity. This highlights the effectiveness of using a panel data approach to controlling for unobserved heterogeneity when such data is in fact available. Removing additional endogeneity using instrumental variables induces a small amount of bias (less than 5% in almost all cases, and less than 2% in most cases). In our simulations we have also considered the case where n = 10 and m = 50. Strictly speaking this corresponds to a multiple time-series scenario rather than the more common longitudinal data format encountered in microeconometrics.
Notice that in this setting under Design III, the Peng-Huang estimator also performs quite well in the sense that it has substantially lower bias than the Naive estimator. This might be explained by noting that Naive does not account for censoring and γ 1 /m ≈ −0.01 generates a small correlation between α i and the zero-mean variables d ij 's. Nevertheless, the bias of the Peng-Huang estimator is larger than that of the Panel estimator proposed in this paper. In terms of RMSE however it performs better than the Panel estimator. This is to be expected since the Panel estimator includes individual effects and also performs an additional IV step and is thus not efficient. The multiple time-series case however is unlikely to be encountered in applied econometrics as typically in duration analysis data on multiple individuals is easier to obtain than data on a few individuals over a long period of time. 
An Empirical Application
In this section, we analyze data for unemployed workers who received unemployment insurance, to study how insurance benefits affects the duration of unemployment.
2 The effect of unemployment insurance on the duration of unemployment has also been investigated by Han and Hausman (1990) , Ham and Rea (1987) , Meyer (1990) and Hausman and Woutersen (2005) . This paper is however the first one to estimate the impact of unemployment insurance using repeated unemployment spells.
Our results indicate that workers receiving unemployment benefits tend to be unemployed for a longer period of time than workers not receiving unemployment benefits. The quantile approach reveals that the estimated effect is largest at the lower tail of the conditional duration distribution, suggesting that workers' incentives to seek jobs among workers with low durations are more susceptible to the effect of unemployment insurance. The application illustrates the importance of controlling for unobserved heterogeneity in (quantile) survival analysis.
Data
The data used here includes unemployed workers who were eligible for receiving unemployment insurance during the period between 1997 to 2001. The sample includes information obtained from administrative records and telephone interviews with unemployed workers eligible for unemployment insurance. The data contains information on the recipient's exhaustee status, the date when the unemployment spell began and the date when the unemployment spell ended. With this information, we construct the duration of repeated spells. The sample consists of 3329 workers and 5015 observations. In the regression analysis that we will perform later in this section, we restrict attention to workers who were unemployed between 3 and 6 times in the period of analysis. This leads to a data set of 1358 observations on multiple unemployment spells of 394 workers. Moreover, we limit the sample to include workers between the ages of 20 and 65. We have information on the duration of the spells, whether the worker received unemployment benefits, the age of the worker at the beginning of the unemployment spell, whether the worker had a permanent employment before unemployment, and the state where the worker collects her benefits. Variable definitions and sample means are introduced in Table 4 .2.
Workers generally receive unemployment insurance in their first unemployment spell, and the proportion of workers receiving benefits decreases dramatically after the first spell. The workers considered in this sample do not appear to necessarily be part-time workers, since approximately 78 percent lost a permanent job before unemployment. We also have information on whether the observation is censored. As shown in Table 4 .2, the sample includes 26 percent of censored observations.
Preliminary evidence on the effect of unemployment benefits on the duration of unemployment is offered in and workers who do not receive unemployment insurance (U I = 0). The effect of unemployment benefit on short unemployment durations appears to be important and significantly different for workers not receiving unemployment insurance and workers receiving unemployment insurance.
The effect of unemployment benefits tends to decrease at higher unemployment durations. The effect, however, remains statistically significant at standard levels. The evidence also suggests that regional differences in terms of the duration of unemployment and the effect of unemployment benefits are relatively minor quantitatively. The South exhibits the smallest difference in the estimated distributions between workers who receive unemployment insurance and those who do not.
Empirical Results
We estimate the following panel data duration model:
The vector d ij includes an indicator variable for whether the worker received unemployment benefits (UI), the age of the worker at the beginning of the unemployment spell (Age), and an indicator variable for whether the worker had a permanent job before unemployment (Perm). The vector x ij includes the rate of unemployment in the state where the worker collects unemployment benefits and controls for seasonal effects (i.e., variables indicating the month of the year). In models without individual effects, the vector x ij includes indicator variables to control for the geographical region where the unemployment benefits were collected. These variables were constructed following the definition of the U.S. Census Bureau. In some applications it may also be advisable to introduce region and/or state effects but here it creates challenges for estimating models since we are faced with both state-invariant variables and individual-specific variables and in our sample, workers collected benefits in only one geographic location during the period of analysis. Table 4 .3 presents regression results derived from estimating several different econometric models.
The statistical baseline is given by the accelerated failure time (AFT) model, where v ij = α i + u ij and u ij is distributed as Weibull. We assume that α i models unobserved heterogeneity which is distributed as Gamma. We estimate two versions of the model using Peng-Huang estimator. In column (3), we estimate a model without controlling for workers' latent heterogeneity. In column (4), we estimate a similar model which includes time and region effects to control for the small regional differences suggested in Figure 4 .1. As expected, columns (3) and (4) do not offer significantly different point estimates.
In columns (5), (6) and (7), we employ the proposed approach to estimate a model under different assumptions. Column (5) reports results from a regression that uses unemployment insurance eligibility to instrument the potentially endogenous variable corresponding to whether a worker received unemployment insurance or not. Workers are eligible if they can demonstrate they have lost their jobs through no fault of their own. In column (6), we use a Hausman-Taylor (1981) type instrument obtained within the model, by simply considering differences from worker-specific mean of the indicator variable for whether the worker received unemployment insurance. If the individual effects represent a location shift and u ij and v ij in equations 3.1 and 3.2 are independent, this strategy may successfully remove the source of endogeneity. Lastly in column (7), instead of using instruments, we estimate the model augmented by individual effects. All the variants of the models estimated in the table suggest that workers receiving unemployment benefits tend to be unemployed for a longer period of time than workers not receiving unemployment benefits. It is also interesting to see that the methods that treat the age of the worker and whether the worker had a permanent job before unemployment as independent of unobserved heterogeneity α, tend to report considerably different effects than the panel approach presented in the last column.
Using Figure 4 .2, we extend the evidence presented in the last column of 
for several quantiles τ in the grid (τ 0 , τ U ). The quantile τ 0 was set to be zero and the quantile τ U is a deterministic constant (Peng and Huang 2008) , which is subject to some identifiability restrictions by the presence of censoring. In our application, the constant τ U = 0.62.
Our model is similar to equation 2.10 under the assumption that the independent variables are not correlated with the error term u ij . Our quantile regression model conditions on individual heterogeneity, and therefore, we follow the traditional approach of allowing for dependence between unobserved heterogeneity α i and the independent variable. This is an important concern in this application since individual effects may be correlated with receiving unemployment insurance, losing a permanent job, and the age at the time of unemployment. The figure displays estimates of the effects of interest as a function of the quantiles of the conditional distribution of unemployment duration. We report results for τ ∈ [0.1, 0.6].
Figure 4.2 indicates that the effect of receiving unemployment benefits is larger at the lower tail of the conditional unemployment duration distribution, and it tends to decrease as we go across quantiles. It is interesting to see that the effect of the age of the worker at the time of being unemployed and whether the worker had a permanent job before unemployment are significant factors at long (conditional) unemployment durations, while they do not appear to affect short (conditional) unemployment durations. On the other hand, the effect of state unemployment has different signs at the lower and upper tails of the conditional distribution of unemployment duration.
While the evidence suggests that an increase in unemployment decreases short unemployment durations, it increases long unemployment durations. It should be noticed, however, that the effect is only statistically significant at standard levels at the upper tail of the conditional distribution.
Conclusion
This paper introduces a new quantile regression estimator for survival analysis when the dependent variable is censored. One of the main confounding factors in duration models is the presence of unobserved individual heterogeneity. The estimator proposed in this paper overcomes this problem by using data on multiple spells and using the panel data structure to account for correlated individual effects.
In the analysis of economic durations the applied economist is also often faced with the presence of additional variables which may be endogenous due to inherent selection issues, such as participation in a government program. Our proposed estimator shows how a two-step procedure using instrumental variables can be used to address this problem.
The estimator introduced in this paper has excellent finite sample performance and easily outperforms other estimators such as the Peng and Huang (2008) estimator which do not account for unobserved heterogeneity. The paper also discusses a realistic empirical application of the proposed methodology to the estimation of the effect of unemployment insurance on the duration of unemployment in the presence of unobserved individual effects. Our results indicate that controlling for unobserved individual effects produces qualitatively similar results, consistent with economic theory, but the estimated coefficients are quantitatively sufficiently different and may lead to different policy prescriptions.
