A new approach to modeling and identification of discrete-time nonlinear dynamic systems with input backlash and output saturation nonlinearities is presented. The proposed three-block cascade mathematical model results from successive applications of the key-term separation principle. This provides special nonlinear model description that is linear in parameters. An iterative technique with internal variable estimation is proposed for estimation of all the model parameters based on measured input/output data and minimizing the least-squares criterion. Illustrative example of cascade system identification with backlash and saturation is included.
Introduction
The system identification is always based on classes of appropriate mathematical models. By definition, the system identification is the determination, on the basis of observations of input and output, of a model within a specified class of models to which the system is equivalent in terms of a criterion. It means that given a class of mathematical models, the system identification involves finding one specific model, which may be regarded as equivalent to the real system with respect to input-output data.
In contrast to linear dynamic systems, there is no universal mathematical model for characterization or description of nonlinear dynamic systems; therefore, specific models have to be considered in modeling and identification of different types of real nonlinear control systems. The main problem in modeling of nonlinear dynamic systems is the variety of system structures and the types of real or assumed nonlinear characteristics. In choosing of an appropriate class of nonlinear mathematical models, both above-mentioned aspects have to be considered and very often classes of particular models have to be constructed for different types of real systems.
One way to specify nonlinear dynamic model structure is to combine linear dynamic submodels with nonlinear static (memoryless) submodels or blocks creating the so-called block-oriented models. Commonly used blockoriented models are the so-called Hammerstein model, Wiener model and their combinations. The Hammerstein model consists of a nonlinear static block followed by a linear dynamic block and many researchers have studied the identification of nonlinear dynamic systems using Hammerstein model. The identification techniques mainly distinguish themselves in the way the static nonlinearity is represented and in the form of optimization problem that is finally obtained. Known approaches for different types of nonlinearities and estimation methods can be found eg in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . The Wiener model has a linear dynamic block followed by a nonlinear static block and many techniques have been proposed to solve the identification problems typically encountered in using this model, see, eg [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] .
More complex nonlinear dynamic systems can be modeled by putting more block-oriented models in series. One of them is the HammersteinWiener model that consists of a linear dynamic block embedded between two static nonlinear blocks. In control systems, the use of this model is motivated by considering the input nonlinear block as the actuator nonlinearity and the output nonlinear block as the process nonlinearity or sensor nonlinearity. More identification approaches are using this model; see eg [27] [28] [29] [30] [31] [32] [33] . Note that the nonlinear blocks of Hammerstein model, Wiener model and their combinations are assumed to be static, ie without memory.
The type of nonlinearity significantly influences the form of mathematical model. This is evident in the case of nonsmooth dynamic nonlinearities, where a multi-valued mapping characterizes the behavior of nonlinearity. As none of the above-mentioned block-oriented models can be used if nonsmooth dynamic nonlinearities exist in control systems, special block-oriented models are required.
Backlash is one of the most important nonlinearities that can be classified as dynamic (ie with memory) and hard (non-differentiable). This nonlinearity commonly occurs in magnetic, hydraulic and mechanical components, eg bearings, gears [34] . The ignorance of backlash will worsen the system performance and even lead to serious instability; therefore, the identification of systems with backlash is of great importance. More approaches were presented on identification of two-block cascade systems with input backlash followed by a linear dynamic subsystem [35] [36] [37] [38] [39] [40] [41] [42] [43] .
In this paper, an approach to the parameter identification of nonlinear dynamic systems using three-block cascade models is presented where a nonlinear dynamic block with backlash is followed by a linear dynamic block and this is followed by a nonlinear static block with saturation, ie in this case the position of nonlinear blocks significantly differs from the model structure in [44] and also from [45] because of output saturation. Repeated application of the key-term separation principle enables to separate the parameters of the model blocks and to reduce the redundant parameters. This improves the calculation efficiency. An iterative technique with internal variable estimation is proposed for estimation of all the model parameters based on measured input/output data and minimizing the least-squares criterion. Illustrative example of cascade systems identification with input backlash and output saturation characteristics is included.
MATHEMATICAL MODEL DESCRIPTION
Let the nonlinear dynamic system be modeled by the serial connection of a nonlinear dynamic block with backlash followed by a linear dynamic block, which is followed by a nonlinear static block. The input backlash characteristic with input u(t) and output v(t) is described by two straight lines, upward (right) and downward (left) sides of backlash, connected with horizontal line segments [35] . The backlash behavior for the discrete-time case is given by
for t = 1, 2, 3, . . . where m L is the slope of left line of backlash and c L is the distance between its intersection with u-axis and the origin (left dead zone), while m R is the slope of right line of backlash and c R is the distance between its intersection with u -axis and the origin (right dead zone). It means that the backlash is characterized by 4 constant parameters and by
ie the u -axis values of intersections of the two lines, with slopes m L , m R , with the horizontal inner segment containing v(t − 1). The slopes of straight lines m L and m R may be simultaneously positive or negative, while c L and c R must be positive. This model allows the upward and downward line slopes to be different if the intersection of the two lines is not in the region of practical interest. The backlash model can be described by the following first-order difference equation [42] (4) where
are internal variables based on (2) and (3) using the following function
switching between two sets of values, ie , (−∞, σ) and (σ, ∞). The input/output relation (4) is identical with that of (1). The linear dynamic block of the three-block cascade model can be described by the following input/output relation
where v(t) and x(t) are the inputs and outputs, respectively, A(q −1 ) and B(q −1 ) are two coprime polynomials in the unit delay operator q −1 (ie q −1 x(t) = x(t − 1))
Finally assume that the output y(t) of nonlinear static block can be described by the (2 + 2)-segment form of general multisegment piecewise linear function [25] given as follows (11) with the following internal variables
where |m R1 | < ∞, |m R2 | < ∞ are the linear segment slopes and 0 < D R < ∞ is the constant for the positive inputs, |m L1 | < ∞, |m L2 | < ∞ are the linear segment slopes and −∞ < D L ≤ 0 is the constant for the negative inputs and h(·) is the above-defined switching function. In the case of saturation, the slopes m R2 and m L2 are equal to zero. The three-block cascade model description can be created by consecutive substitutions of (4) into (8) and then the result of this substitution into (11) . However, this will result in a very complex equation with crossmultiplications of parameters. Therefore, the so-called key-term separation principle [10, 25] will be applied to transform the system described by (4), (8) and (11) into a pseudo-linear representation without the products of parameters. Moreover, the parameterization of the cascade connection of three blocks is not unique, as many combinations of block parameters can be found. To get a unique parameterization, one parameter has to be fixed in at least two blocks. For application of the key term separation principle, it is appropriate to choose a 1 = 1 in (8), and m R1 = 1 in (11).
To construct the input/output equation of the cascade model, we separate the first term in the description the linear dynamic block as follows
and then we half-substitute (4) into (14) , ie only for the separated term
Finally, the output equation of this cascade model can be constructed by half-substituting (15) into (11), ie only for the first term in the description of output block
where the assumed measurement noise e(t) is a white noise with zero mean. Now the parameters of the input backlash, the linear dynamic block and the output nonlinearity are separated and the equation is quasi-linear as the internal variables f 1 (t) and f 2 (t) depend on the backlash parameters while g 1,i (t) and g 2,j (t) depend on the parameters of output nonlinearity.
PARAMETER ESTIMATION
Assume that the linear dynamic subsystem is stable, the degrees of polynomials A(q −1 ) and B(q −1 ) and the numbers of piecewise linear function segments are known and y(t) = 0 , u(t) = 0 , x(t) = 0 and v(t) = 0 for t ≤ 0 . The input/output equation (16) can be used for estimation of all the model parameters. Defining the following vector of data
and the parameter vector
the three-block cascade model can be written in the following form
. (20) Considering N observations of inputs u(t) and outputs y(t) and assuming that u(t) = 0 and y(t) = 0 for t ≤ 0 , we can define the stacked corrected output vector Y c (N ), the stacked information matrix Φ(N ) and the stacked noise vector E(N ) as
then from (20), we have
Minimizing the least-squares criterion function
with respect to θ and assuming that the information matrix Φ(N ) is persistently exciting, ie Φ ⊤ (N )Φ(N ) is an invertible matrix, we can obtain the least squares estimate of the parameter vector aŝ
However, the information matrix Φ(N ) and the corrected output vector Y c (N ) contain unknown internal variables, therefore an iterative algorithm must be applied for estimation of model parameters. The technique presented in [42] , which is based on the use of the preceding estimates of model parameters for the estimation of internal variables and vice-versa, can be easily extended to this three-block model. We replace the internal variables and the corrected output in s-th iteration by their estimates
and defining the estimate of the data vector
and forming the corrected output vector s Y c (N ) and the information matrix
we will minimize the least-squares criterion function
with respect to s+1 θ giving
If the input u(t) is persistently excited with respect to the dead zone of input backlash and uncorrelated with the output noise e(t), the steps of the iterative procedure for the given set of input/output data {u(t); y(t)} , t = 1, 2, . . . , N , are listed as follows: 2) Compute the estimates of internal variables using (27) - (33).
3) Compute the estimates of corrected outputs using (34). 5) Update the parameter estimates s+1 θ using (39).
6) For some pre-set small δ , if J( s+1 θ) < δ , then the iterative procedure terminates otherwise, put s = s + 1 and go to Step 2.
Note, that only the linear dynamic block and output block parameters are estimated in the first iteration, if we choose very small 1 c L and 1 c R .
SIMULATION STUDIES
The proposed identification method for the identification of systems with backlash input and multisegment piecewise linear output nonlinearities was implemented and tested in MATLAB. Several cases were simulated and the estimations of parameters were carried out on the basis of input and output records. The performance of the proposed methods is illustrated on the following example.
Example. The cascade system with an input backlash ( Fig. 1) characterized by the parameters m L = 0.8 , c L = 0.3 , m R = 0.9 , c R = 0.2 , followed by the linear dynamic system described by the difference equation
and the following saturation (Fig. 2) given by The identification was performed on the basis of 3000 samples of uniformly distributed random inputs with |u(t)| < 1.0 and simulated outputs. Normally distributed random noise with zero mean and signal-to-noise ratio SNR = 25 (SNR is the square root of the ratio of output and noise variances) was added to the outputs. The iterative estimation algorithm was applied with initial values m L = m R = 1 and c L = c R = 0.001 for the first estimate of f 1 (t) and f 2 (t), while the initial values of linear system parameters were chosen zero.
The process of parameter estimation is shown in It is worth mentioning that although there exist proofs of convergence for iterative identification algorithms considering the cascade of nonlinear static, linear dynamic and nonlinear static blocks, unfortunately no proof of convergence exists for the presented cascade model. However, testing of the proposed algorithm and the above example show that the convergence rate is relatively high despite the complex structure of proposed model with the backlash, as a multivalued mapping, and the additive output noise.
CONCLUSION
The paper deals with modeling and identification of nonlinear cascade systems with input backlash and out-put saturation nonlinearities. The presented iterative parameter estimation approach is based on the three-block cascade model that is linear in parameters. The output block description is appropriate also for the identification of systems with piecewise linear output nonlinearities.
As the proposed nonlinear mathematical model is linear in parameters it can be directly applied in on-line identification of nonlinear dynamic systems with input backlash and output saturation using the known recursive least-squares algorithm [46, 47] . Moreover, the presented identification method can be easily extended for systems with the so-called general input backlash [48] [49] [50] [51] and also other types of static nonlinearities can be considered in the output block.
