On the critical one-component velocity regularity criteria to 3-D
  incompressible MHD system by Liu, Yanlin
ar
X
iv
:1
50
9.
05
53
1v
1 
 [m
ath
.A
P]
  1
8 S
ep
 20
15
ON THE CRITICAL ONE-COMPONENT VELOCITY REGULARITY
CRITERIA TO 3-D INCOMPRESSIBLE MHD SYSTEM
YANLIN LIU
Abstract. Let (u, b) be a smooth enough solution of 3-D incompressible MHD system.
We prove that if (u, b) blows up at a finite time T ∗, then for any p ∈]4,∞[, there holds
∫ T∗
0
(
‖u3(t′)‖p
H˙
1
2
+ 2
p
+ ‖b(t′)‖p
H˙
1
2
+ 2
p
)
dt′ =∞. We remark that all these quantities are in the
critical regularity of the MHD system.
1. Introduction
In this work, we investigate necessary conditions for the breakdown of regular solutions to
the following 3-D incompressible Magnetohydrodynamics (MHD in short) system
(1.1)


∂tu+ u · ∇u− b · ∇b+∇p = ∆u, (t, x) ∈ R
+×R3
∂tb+ u · ∇b− b · ∇u = ∆b,
div u = div b = 0,
u|t=0 = u0, b|t=0 = b0,
where u, p denote the velocity and scalar pressure of the fluid respectively, and b denotes the
magnetic field.
When the initial magnetic field b0 is identically zero, the system (1.1) reduces to the
classical Navier-Stokes equations, the global regularity of which is still one of the biggest open
questions in the field of mathematical fluid mechanics. Of course, the analogous problem for
the MHD system remains just as difficult due to the coupling with the magnetic field.
This system has two major basic features. First of all, the total kinetic energy is conserved
for smooth enough solutions of (1.1)
1
2
(
‖u(t)‖2L2 + ‖b(t)‖
2
L2
)
+
∫ t
0
(
‖∇u(t′)‖2L2 + ‖∇b(t
′)‖2L2
)
dt′ =
1
2
(
‖u0‖
2
L2 + ‖b0‖
2
L2
)
.(1.2)
The second basic feature is the scaling invariance. Indeed, if (u, b, p) is a solution of (1.1)
on [0, T ] ×R3, then (u, b, p)λ defined by
(1.3) (u, b, p)λ(t, x)
def
=
(
λu(λ2t, λx), λb(λ2t, λx), λ2p(λ2t, λx)
)
is also a solution of (1.1) on [0, λ−2T ] × R3. This leads to the notion of critical regularity
corresponding to the System (1.1).
Before Proceeding, let us set
(1.4) Ω
def
= ∇× u, j
def
= ∇× b, ω
def
= Ω · e3, d
def
= j · e3 with e3 = (0, 0, 1).
Motivated by the critical one component criteria in [6] by Chemin and Zhang for the 3-D
classical Navier-Stokes system, Yamazaki [9] proved the following regularity criteria for the
System (1.1):
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Theorem 1.1. Let Ω0, j0 ∈ L
3
2 (R3). Then the MHD system (1.1) has a unique solution
(u, b) on [0, T ∗[ such that u, b ∈ C([0, T ∗[; H˙
1
2 (R3))
⋂
L2loc (]0, T
∗[; H˙
3
2 (R3)) and
sup
t∈[0,T ]
(
‖Ω(t)‖
3
2
L
3
2
+ ‖j(t)‖
3
2
L
3
2
)
+
∫ T
0
∫
R3
(
|∇(Ω + j)|2|Ω+ j|−
1
2 + |∇(Ω− j)|2|Ω − j|−
1
2
)
dxdt′
6 C
(
1 + ‖Ω0‖
3
2
L
3
2
+ ‖j0‖
3
2
L
3
2
)
exp
(∫ T
0
(
‖u(t′)‖2
H˙
3
2
+ ‖b(t′)‖2
H˙
3
2
)
dt′
)
<∞,(1.5)
for any T < T ∗. Moreover, for p ∈]4, 6[, p1 > 9, p2 >
9
2 , we denote
‖b‖SCp,p1,p2
def
= ‖b‖p
H˙
1
2+
2
p
+ ‖b‖r1Lp1 + ‖∇b‖
r2
Lp2 , with
3
p1
+
2
r1
= 1,
3
p2
+
2
r2
= 2.
If T ∗ <∞, then
(1.6)
∫ T ∗
0
(
‖u3(t′)‖p
H˙
1
2+
2
p
+ ‖b(t′)‖SCp,p1,p2
)
dt′ =∞.
It is easy to check that when T ∗ = ∞, the quantity (1.6) is scaling invariant under the
scaling transformation (1.3).
The main result in [6] states that if u is a Fujta-Kato type solution to the classical Navier-
Stokes system on [0, T ∗[ and if T ∗ <∞, then (1.6) holds for p ∈]4, 6[ with b = 0. Very recently,
this result was extended by Chemin, Zhang and Zhang in [7] for p ∈]4,∞[. Corresponding to
[7], the purpose of this work is to extend p in Theorem 1.1 to be in ]4,∞[ and to get rid of
the terms ‖b‖r1Lp1 + ‖∇b‖
r2
Lp2 in (1.6) by using the symmetric structure of the MHD system
(1.1). One may check [9] and the references therein for the other types of regularity criteria
for the MHD system (see [3] for instance).
In all that follows, we consider initial data (u0, b0) with Ω0, j0 ∈ L
3
2 (R3) so that Theorem
1.1 always holds. We shall concentrate on the proof of the extended regularity criterion. In
order to do so, let us recall the following family of spaces from [7].
Definition 1.1. For r in [3/2, 2], we denote by Vr the space of divergence free vector fields
with the vorticity of which belongs to L
3
2
⋂
Lr.
Let us remark that, if we denote
(1.7) α(r)
def
=
1
r
−
1
2
,
the dual Sobolev embedding Lr →֒ H˙−3α(r) together with Biot-Savart’s law implies that Vr
is a subspace of H˙
1
2
⋂
H˙1−3α(r).
Our main result states as follows:
Theorem 1.2. Let us consider initial data u0, b0 ∈ V
2. If the lifespan T ∗ of the unique
maximal solution (u,b) given by Theorem 1.1 is finite, then for any p ∈]4,∞[, we have
(1.8)
∫ T ∗
0
(
‖u3(t′)‖p
H˙
1
2+
2
p
+ ‖b(t′)‖p
H˙
1
2+
2
p
)
dt′ =∞.
Let us complete this introduction by the notations we shall use in the whole text.
Let A,B be two operators, we denote [A;B] = AB − BA, the commutator between A
and B. For a . b, we mean that there is a uniform constant C, which may be different on
different lines, such that a ≤ Cb, and a ∼ b means that both a . b and b . a hold. C stands
for some universal positive constant which may change from line to line and C0 denotes a
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positive constant depending on the initial data only. For a Banach space B, we shall use the
shorthand Lpt (B) for L
p(]0, t[;B).
2. Scheme of the proof and the organization of the paper.
In fact, we shall prove the following more general version of Theorem 1.2:
Theorem 2.1. Let r ∈ [3/2, 2[ and u0, b0 ∈ V
r. If the lifespan T ∗ of the unique maximal
solution (u, b) given by Theorem 1.1 is finite, then for any p ∈
]
4, 2r2−r
[
, we have
(2.1)
∫ T ∗
0
(
‖u3(t′)‖p
H˙
1
2+
2
p
+ ‖b(t′)‖p
H˙
1
2+
2
p
)
dt′ =∞.
The main idea of the proof here basically follow from [6, 7, 9]. We first recall some
important definitions and notations. Let
∇⊥h
def
= (−∂2, ∂1), and ∆h
def
= ∂21 + ∂
2
2 ,
for any f = (fh, f3) with div f = 0, we write
(2.2) fh = fhcurl + f
h
div with f
h
curl
def
= ∇⊥h∆
−1
h (∇× f) · e
3, fhdiv
def
= −∇h∆
−1
h ∂3f
3.
This is sort of Hodge decomposition for the horizontal variables, and we emphasize that this
is a key identity to be used frequently in what follows. Moreover, because of the operator
∇h∆
−1
h , it is naturally to measure horizontal derivatives and vertical derivatives differently.
This leads to the following definition of the anisotropic Sobolev spaces.
Definition 2.1 (Definition 2.1 of [6, 7]). For (s, s′) in R2, H˙s,s
′
denotes the space of tempered
distribution a such that
‖a‖2
H˙s,s
′
def
=
∫
R
3
|ξh|
2s|ξ3|
2s′ |â(ξ)|2dξ <∞ with ξh = (ξ1, ξ2).
For α(r) given by (1.7) and θ ∈]0, 3α(r)[, we denote Hθ,r
def
= H˙−3α(r)+θ,−θ.
Then it follows from (2.7) of [7] that
(2.3) ‖∂3u
3‖Hθ,r . ‖u‖H˙1−3α(r) .
To use the space efficiently in the proof, we need to rely them on anisotropic Littlewood-Paley
theory and also anisotropic Besov spaces. These will be done in the following section.
The first step to prove Theorem 2.1 is the following proposition:
Proposition 2.1. Under the hypothesis of Theorem 2.1, for any p ∈
]
4, 2r2−r
[
, θ ∈]0, α(r)[, a
constant C exists such that for any t < T ∗, we have
1
r
(
‖(Γ+) r
2
(t)‖2L2 + ‖(Γ−) r2 (t)‖
2
L2
)
+
2(r − 1)
r2
∫ t
0
(
‖∇(Γ+) r
2
(t′)‖2L2 + ‖∇(Γ−) r2 (t
′)‖2L2
)
dt′
.
(2
r
(
‖ω0‖
r
Lr + ‖d0‖
r
Lr
)
+
(∫ t
0
‖∇∂3V+(t
′)‖2Hθ,r + ‖∇∂3V−(t
′)‖2Hθ,rdt
′
) r
2
)
· E(t).
(2.4)
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Here and in all that follows, we always denote
Γ+
def
= ω + d, Γ−
def
= ω − d, V+
def
= u3 + b3, V−
def
= u3 − b3 and
aα
def
=
a
|a|
|a|α, E(t)
def
= exp
(
C
∫ t
0
(
‖u3(t′)‖p
H˙
1
2+
2
p
+ ‖b(t′)‖p
H˙
1
2+
2
p
)
dt′
)
.
(2.5)
for scalar function a and α ∈]0, 1[
To prove this proposition, we need to use the structures of the equations for ω and d,
namely (4.1). The quadratic terms uhcurl · ∇hω and u
h
curl · ∇hd look dangerous. As in [6, 7, 9],
a way to get rid of it is to use an energy type estimate and the divergence-free condition.
Here we shall perform an Lr energy estimate for ω and d based on the following lemma.
Lemma 2.1 (Lemma 3.1 of [6]). Let r be in ]1, 2[ and a0 a function in L
r. Let us consider
a function f in L1loc(R
+;Lr) and v a divergence free vector field in L2loc(R
+;L∞). If a solves{
∂ta−∆a+ v · ∇a = f
a|t=0 = a0,
then |a|
r
2 belongs to L∞loc(R
+;L2)
⋂
L2loc(R
+; H˙1) and
1
r
∫
R
3
|a(t, x)|rdx+ (r − 1)
∫ t
0
∫
R
3
|∇a(t′, x)|2|a(t′, x)|r−2dxdt′
=
1
r
∫
R
3
|a0(x)|
rdx+
∫ t
0
∫
R
3
f(t′, x)a(t′, x)|a(t′, x)|r−2dxdt′.
The proof of Proposition 2.1 is the purpose of the fourth section.
We remark that for the MHD system (1.1), additional difficulty arises in the estimate of
‖∇∂3V+‖L2t (Hθ,r)+‖∇∂3V−‖L2t (Hθ,r) due to the appearance of terms like 2(∂1b
h ·∂2u
h−∂2b
h ·
∂1u
h) in right-hand side of (4.1). This is the purpose of the next proposition.
Proposition 2.2. Under the hypothesis of Theorem 2.1, for any p ∈
]
4, 2r2−r
[
, θ ∈
]
3α(r) −
2
p
, α(r)
[
, a constant C exists such that for any t < T ∗, we have
‖∂3V+(t)‖
2
Hθ,r + ‖∂3V−(t)‖
2
Hθ,r +
∫ t
0
(
‖∇∂3V+(t
′)‖2Hθ,r + ‖∇∂3V−(t
′)‖2Hθ,r
)
dt′
.
(
‖Ω0‖
2
Lr + ‖j0‖
2
Lr +
∫ t
0
((
‖u3‖
H˙
1
2+
2
p
+ ‖b3‖
H˙
1
2+
2
p
)
×
(
‖(Γ+) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ+) r
2
‖
2(1− 1
p
)
L2
+ ‖(Γ−) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2(1− 1
p
)
L2
)
+
(
‖u3‖2
H˙
1
2+
2
p
+ ‖b3‖2
H˙
1
2+
2
p
)(
‖(Γ+) r
2
‖2L2 + ‖(Γ−) r2‖
2
L2)
2
(
α(r)+ 1
p
)
×
(
‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2 ‖
2
L2)
1− 2
p
)
dt′
)
E(t).
(2.6)
The proof of Proposition 2.2 is the purpose of the fifth section.
Finally we close the estimates by the following proposition:
Proposition 2.3. Under the hypothesis of Theorem 2.1, for any p ∈
]
4, 2r2−r
[
, θ ∈
]
3α(r) −
2
p
, α(r)
[
, a constant C exists such that for any t < T ∗, we have
‖(Γ+) r
2
(t)‖
2(1+2pα(r))
L2
+ ‖(Γ−) r
2
(t)‖
2(1+2pα(r))
L2
+ ‖∇(Γ+) r
2
‖
2(1+2pα(r))
L2tL
2
+ ‖∇(Γ−) r
2
‖
2(1+2pα(r))
L2tL
2 .
(
‖Ω0‖
r(1+2pα(r))
Lr + ‖j0‖
r(1+2pα(r))
Lr
)
exp
(
CE(t)
)
,
(2.7)
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and
‖∂3V+(t)‖
2
Hθ,r + ‖∂3V−(t)‖
2
Hθ,r
+
∫ t
0
(
‖∇∂3V+(t
′)‖2Hθ,r + ‖∇∂3V−(t
′)‖2Hθ,r
)
dt
.
(
‖Ω0‖
2
Lr + ‖j0‖
2
Lr
)
exp
(
CE(t)
)
.
(2.8)
The proof of Proposition 2.3 is the purpose of the sixth section.
Now we have controls on the quantities
sup
t∈[0,T ∗[
‖(Γ+)(t)‖Lr ,
∫ T ∗
0
‖∇(Γ+) r
2
‖2L2dt
′,
∫ T ∗
0
‖∇∂3V+‖
2
Hθ,rdt
′ and
sup
t∈[0,T ∗[
‖(Γ−)(t)‖Lr ,
∫ T ∗
0
‖∇(Γ−) r
2
‖2L2dt
′,
∫ T ∗
0
‖∇∂3V−‖
2
Hθ,rdt
′.
(2.9)
We want to prove that all the above quantities prevent the solution of (1.1) from blowing up.
The details will be presented in the last section.
3. Preliminaries
In this section, we first recall some basic facts on anisotropic Littlewood-Paley theory from
[1, 4, 8], and then we collect some interesting estimates from [6, 7] that will be used later on.
3.1. Basic facts on Littlewood-Paley theory. Let C
def
= {ξ ∈ Rd : 34 6 |ξ| 6
8
3} and
B
def
= {ξ ∈ Rd : |ξ| 6 43}. There exist two radial functions χ ∈ D(B) and ϕ ∈ D(C) such that
χ(ξ) +
∑
j>0
ϕ(2−jξ) = 1, ∀ ξ ∈ Rd and
∑
j∈Z
ϕ(2−jξ) = 1, ∀ ξ ∈ Rd \{0}.
For every a ∈ S ′(R3), we recall the dyadic operator for both isentropic and anisotropic version
∆˙ja = F
−1(ϕ(2−j |ξ|)â), S˙ja = F
−1(χ(2−j |ξ|)â),
∆˙hka = F
−1(ϕ(2−k|ξh|)â), S˙
h
ka = F
−1(χ(2−k|ξh|)â),(3.1)
∆˙vℓa = F
−1(ϕ(2−ℓ|ξ3|)â), S˙
v
ℓ a = F
−1(χ(2−ℓ|ξ3|)â),
where ξh = (ξ1, ξ2), Fa and â denote the Fourier transform of a.
Moreover, it is easy to verify that for any u in S ′h, which means that u belongs to S
′ and
satisfies lim
j→−∞
‖S˙ju‖L∞ = 0, there holds u =
∑
j∈Z
∆˙ju.
Let us recall the homogeneous isentropic Besov space from [1].
Definition 3.1. Let 1 6 p, r 6 +∞ and s ∈ R. For any u in S ′h(R
3), we set
‖u‖B˙sp,r
def
= ‖(2js‖∆˙ju‖Lp)j‖ℓr(Z).
• For s < 3
p
(or s = 3
p
if r=1), we define B˙sp,r(R
3)
def
= {u ∈ S ′h(R
3) : ‖u‖B˙sp,r
<∞}.
• If there exists some positive integer k such that 3
p
+k 6 s < 3
p
+k+1 (or s = 3
p
+k+1
if r=1), then we define B˙sp,r(R
3) as the subset of distributions u in S ′h(R
3) such that
∂βu belongs to B˙s−k−1p,r whenever |β| = k + 1.
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We remark that in particular, B˙s2,2 coincides with the classical homogeneous Sobolev space
H˙s. Similarly, we can also define the homogeneous anisotropic Besov space.
Definition 3.2. Let us define the homogeneous anisotropic Besov space (B˙s1p,q1)h(B˙
s2
p,q2
)v as
the subspace of distributions u in S ′h(R
3) such that
‖u‖(B˙s1p,q1 )h(B˙
s2
p,q2
)v
def
=
(∑
k∈Z
2q1ks1
(∑
ℓ∈Z
2q2ℓs2‖∆˙hk∆˙
v
ℓu‖
q2
Lp
) q1
q2
) 1
q1
is finite.
We remark that in particular, (B˙s12,2)h(B˙
s2
2,2)v coincides with the homogeneous anisotropic
Sobolev sapce H˙s1,s2 , and thus the space (B˙
−3α(r)+θ
2,2 )h(B˙
−θ
2,2)v is the space H
θ,r given by
Definition 2.1. Let us also remark that in the case when q1 is different from q2, the order of
summation is important.
By virtue of the above definitions, one has
Lemma 3.1 (Lemma 4.3 of [6]). For any s > 0 and any θ ∈]0, s[, we have
(3.2) ‖f‖(B˙s−θp,q )h(B˙θp,1)v
. ‖f‖B˙sp,q
.
We also recall the following Bernstein type lemmas:
Lemma 3.2 (Isentropic version, see [1]). Let C be an annulus and B a ball of R3. Then for
any nonnegative integer N, and 1 6 p 6 q 6∞, we have
Supp â ⊂ λB =⇒ ‖DNa‖Lq
def
= sup
|α|=N
‖∂αa‖Lq . λ
N+3( 1
p
− 1
q
)
‖a‖Lp ,
Supp â ⊂ λC =⇒ λN‖a‖Lp . ‖D
Na‖Lp . λ
N‖a‖Lp .
Lemma 3.3 (Anisotropic version, see [4, 8]). Let Ch (resp. Cv) be an annulus of R
2
h (resp.
Rv), and Bh (resp. Bv) a ball of R
2
h (resp. Rv). Then for any nonnegative integer N, and
1 6 p2 6 p1 6∞ and 1 6 q2 6 q1 6∞, we have
Supp â ⊂ λBh =⇒ ‖∂
α
h a‖Lp1h (L
q1
v )
. λ
|α|+2( 1
p2
− 1
p1
)
‖a‖Lp2h (L
q1
v )
,
Supp â ⊂ λBv =⇒ ‖∂
β
3 a‖Lp1h (L
q1
v )
. λ
|β|+( 1
q2
− 1
q1
)
‖a‖Lp1h (L
q2
v )
,
Supp â ⊂ λCh =⇒ ‖a‖Lp1h (L
q1
v )
. λ−N sup
|α|=N
‖∂αh a‖Lp1h (L
q1
v )
,
Supp â ⊂ λCv =⇒ ‖a‖Lp1h (L
q1
v )
. λ−N‖∂N3 a‖Lp1h (L
q1
v )
.
As a corollary of Lemma 3.3, for any 1 6 p2 6 p1 6∞, we have
‖a‖
(B˙
s1−2(
1
p2
−
1
p1
)
p1 ,q1
)h(B˙
s2−(
1
p2
−
1
p1
)
p1,q2
)v
. ‖a‖(B˙s1p2 ,q1 )h(B˙
s2
p2,q2
)v
.
3.2. Some technical inequalities. For the convenience of the readers, we recall some in-
equalities from [6, 7] that will be used in what follows.
Lemma 3.4 (Lemma 3.1 of [7]). For r in ]3/2, 2[, we have
(3.3) ‖∇a‖Lr . ‖∇a r
2
‖L2‖a r2‖
2
r
−1
L2
.
Moreover, for s in [−3α(r), 1 − α(r)], we have
(3.4) ‖a‖H˙s . ‖∇a r2‖
3α(r)+s
L2
‖a r
2
‖
1−α(r)−s
L2
.
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Lemma 3.5 (Proposition 3.1 of [7]). Let u be a divergence-free vector field. For θ ∈]0, 3α(r)[
and β ∈]0, 1/2[, we have
(3.5) ‖uh‖
(B˙12,1)h(B˙
1−3α(r)−β
2,1 )v
. ‖ω r
2
‖
2α(r)+β
L2
‖∇ω r
2
‖1−β
L2
+ ‖∂3u
3‖β
Hθ,r
‖∇∂3u
3‖1−β
Hθ,r
.
It is easy to observe that the proof of Lemma 5.2 in [7] implies the following inequality:
Lemma 3.6. Let f = (f1, f2, f3), g = (g1, g2, g3) and fh = (f1, f2). Then for any p in]
4, 2r2−r
[
and any θ in ]3α(r) − 2/p, α(r)[, we have
|(fh · ∇h∂3g
3|∂3g
3)Hθ,r | . ‖g
3‖
H˙
1
2+
2
p
(
‖∇hf
h‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖∂3g
3‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖fh‖
(B˙12,1)h(B˙
1−3α(r)− 2p
2,1 )v
‖∇∂3g
3‖Hθ,r
)
.
(3.6)
4. Proof of Proposition 2.1
The purpose of this section is to present the proof of Proposition 2.1. Note that ω =
∂1u
2 − ∂2u
1, d = ∂1b
2 − ∂2b
1, then it follows from (1.1) that
∂tω + u · ∇ω − b · ∇d−∆ω = ∂1u · ∇u
2 − ∂2u · ∇u
1 − ∂1b · ∇b
2 + ∂2b · ∇b
1,
∂td+ u · ∇d− b · ∇ω −∆d = ∂1u · ∇b
2 − ∂2u · ∇b
1 − ∂1b · ∇u
2 + ∂2b · ∇u
1,
from which, and div u = div b = 0, we deduce
(4.1)


∂tω + u · ∇ω − b · ∇d−∆ω = (∂3u
3ω + ∂2u
3∂3u
1 − ∂1u
3∂3u
2)
−(∂3b
3d+ ∂2b
3∂3b
1 − ∂1b
3∂3b
2),
∂td+ u · ∇d− b · ∇ω −∆d = ∂3u
3d− ∂3b
3ω − ∂1u
3∂3b
2 + ∂2u
3∂3b
1
+∂1b
3∂3u
2 − ∂2b
3∂3u
1 + 2(∂1b
h · ∂2u
h − ∂2b
h · ∂1u
h).
Summing up these two equations gives
∂tΓ+ + u · ∇Γ+ − b · ∇Γ+ −∆Γ+ = ∂3V−Γ+
− ∂1V−∂3(u
2 + b2) + ∂2V−∂3(u
1 + b1) + 2(∂1b
h · ∂2u
h − ∂2b
h · ∂1u
h).
(4.2)
Since div u = div b = 0, we get, by applying Lemma 2.1, that
(4.3)
1
r
‖(Γ+) r
2
(t)‖2L2 +
4(r − 1)
r2
∫ t
0
‖∇(Γ+) r
2
‖2L2dt
′ =
1
r
∥∥(ω0 + d0)∥∥rLr +
3∑
i=1
Ii,
where
I1 =
∫ t
0
∫
∂3V−Γ+(Γ+)r−1dxdt
′,
I2 =
∫ t
0
∫ (
−∂1V−∂3(u
2 + b2) + ∂2V−∂3(u
1 + b1)
)
(Γ+)r−1dxdt
′,(4.4)
I3 = 2
∫ t
0
∫
(∂1b
h · ∂2u
h − ∂2b
h · ∂1u
h)(Γ+)r−1dxdt
′.
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We first get, by using integrating by parts, that
|I1| 6 r
∫ t
0
∫
|V−||∂3Γ+||Γ+|
r−1dxdt′
= r
∫ t
0
∫
|V−||∂3Γ+||(Γ+) r
2
|
2
r′ dxdt′
6 r
∫ t
0
(‖u3‖
L
3p
p−2
+ ‖b3‖
L
3p
p−2
)‖∂3Γ+‖Lr‖(Γ+) r
2
‖
2
r′
L
6p(r−1)
2pr−3p+2r
dt′,
where r′ denotes the conjugate index of r so that 1
r
+ 1
r′
= 1. As p ∈
]
4, 2r2−r
[
, we have that
r′ · p−22p ∈]0, 1[, then Sobolev embedding and interpolation inequality imply that
‖(Γ+) r
2
‖
L
6p(r−1)
2pr−3p+2r
. ‖(Γ+) r
2
‖
H˙
r′·
p−2
2p
. ‖(Γ+) r
2
‖
2r−p(2−r)
2p(r−1)
L2
‖∇(Γ+) r
2
‖
r′· p−2
2p
L2
,
from which, H˙
1
2
+ 2
p (R3) →֒ L
3p
p−2 (R3) and (3.3) of Lemma 3.4, we infer
|I1| .
∫ t
0
(‖u3‖
H˙
1
2+
2
p
+ ‖b3‖
H˙
1
2+
2
p
)‖(Γ+) r
2
‖
2
p
L2
‖∇(Γ+) r
2
‖
2
p′
L2
dt′.
Applying Young’s inequality, we obtain
|I1| 6
r − 1
r2
∫ t
0
‖∇(Γ+) r
2
‖2L2dt
′ + C
∫ t
0
(‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)‖(Γ+) r
2
‖2L2dt
′.(4.5)
In order to deal with I2 and I3, we need the following lemma:
Lemma 4.1 (Lemma 4.1 of [7]). Let θ ∈]0, α(r)[, σ ∈]r′/4, 1[, and s = 12 + 1−
2σ
r′
. Then
(4.6)
∣∣∫
R
3
∂h∆
−1
h f · ∂hg · hr−1dx
∣∣ . min{‖f‖Lr , ‖f‖Hθ,r}‖g‖H˙s‖h r2 ‖ 2r′H˙σ .
Next, we estimate I2. We first write by (2.2)
(4.7) I2 = I2,1 + I2,2,
where
I2,1
def
= −
∫ t
0
∫ (
∂1V−∂3∂1∆
−1
h Γ+ + ∂2V−∂3∂2∆
−1
h Γ+
)
(Γ+)r−1dxdt
′,
I2,2
def
=
∫ t
0
∫ (
∂1V−∂2∆
−1
h ∂
2
3V+ − ∂2V−∂1∆
−1
h ∂
2
3V+
)
(Γ+)r−1dxdt
′.
Applying Lemma 4.1 with f = ∂3Γ+, g = V−, h = Γ+, Gagliardo-Nirenberg inequality and
(3.3), we get
|I2,1| .
∫ t
0
‖∂3Γ+‖Lr‖V−‖
H˙
3
2−
2σ
r′
‖(Γ+) r
2
‖
2
r′
H˙σ
dt′
.
∫ t
0
‖∇(Γ+) r
2
‖L2‖(Γ+) r2‖
2
r
−1
L2
‖V−‖
H˙
3
2−
2σ
r′
‖(Γ+) r
2
‖
2
r′
(1−σ)
L2
‖∇(Γ+) r
2
‖
2σ
r′
L2
dt′
.
∫ t
0
‖V−‖
H˙
3
2−
2σ
r′
‖(Γ+) r
2
‖
2( 1
2
− σ
r′
)
L2
‖∇(Γ+) r
2
‖
2( 1
2
+ σ
r′
)
L2
dt′.
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Choosing σ = (p−2)r
′
2p , which is between
r′
4 and 1 since p ∈
]
4, 2r2−r
[
, gives
|I2,1| .
∫ t
0
(‖u3‖
H˙
1
2+
2
p
+ ‖b3‖
H˙
1
2+
2
p
)‖(Γ+) r
2
‖
2
p
L2
‖∇(Γ+) r
2
‖
2(1− 1
p
)
L2
dt′.
Then by using Young’s inequality, we get
(4.8) |I2,1| 6
r − 1
4r2
∫ t
0
‖∇(Γ+) r
2
‖2L2 + C
∫ t
0
(‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)‖(Γ+) r
2
‖2L2dt
′.
Similarly by applying Lemma 4.1 with f = ∂23V+, g = V−, h = Γ+, and σ =
(p−2)r′
2p , we get
|I2,2| .
∫ t
0
‖∂23V+‖Hθ,r
(
‖u3‖
H˙
3
2−
2σ
r′
+ ‖b3‖
H˙
3
2−
2σ
r′
)
‖(Γ+) r
2
‖
2
r′
H˙σ
dt′
.
∫ t
0
‖∂23V+‖Hθ,r (‖u
3‖
H˙
1
2+
2
p
+ ‖b3‖
H˙
1
2+
2
p
)‖(Γ+) r
2
‖
2
r′
(1−σ)
L2
‖∇(Γ+) r
2
‖
2σ
r′
L2
dt′
.
∫ t
0
(
‖∂23V+‖
2
Hθ,r
) 1
2
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
3
2−
2σ
r′
)α(r)
×
(
(‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)‖(Γ+) r
2
‖2L2
) 1
p
−α(r)
‖∇(Γ+) r
2
‖
2( 1
2
− 1
p
)
L2
dt′.
As we have 12 + α(r) + (
1
p
− α(r)) + (12 −
1
p
) = 1, applying Ho¨lder’s inequality ensures that
|I2,2| .
(∫ t
0
‖∂23V+‖
2
Hθ,rdt
′
) 1
2
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)
dt′
)α(r)
×
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)
‖(Γ+) r
2
‖2L2dt
′
) 1
p
−α(r)(∫ t
0
‖∇(Γ+) r
2
‖2L2dt
′
) 1
2
− 1
p
.
Then applying Young’s inequality leads to
|I2,2| 6
r − 1
4r2
∫ t
0
‖∇(Γ+) r
2
‖2L2dt
′ + C
∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)
‖(Γ+) r
2
‖2L2dt
′
+ C
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)
dt′
)1− r
2 (∫ t
0
‖∂23V+‖
2
Hθ,rdt
′
) r
2 .
(4.9)
Combining (4.7)-(4.9), we obtain
|I2| 6
r − 1
2r2
∫ t
0
‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2‖
2
L2dt
′
+ C
∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)(
‖(Γ+) r
2
‖2L2 + ‖(Γ−) r2 ‖
2
L2
)
dt′
+ C
(∫ t
0
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
dt′
)1− r
2 (∫ t
0
‖∂23V+‖
2
Hθ,rdt
′
) r
2 .
(4.10)
We now turn to the last term I3. Use (2.2) once again, we write
I3 =2
∫ t
0
∫ (
∂1b
h · ∂2(∇
⊥
h∆
−1
h ω −∇h∆
−1
h ∂3u
3)
− ∂2b
h · ∂1(∇
⊥
h∆
−1
h ω −∇h∆
−1
h ∂3u
3
)
(Γ+)r−1dxdt
′.
(4.11)
10 Y. LIU
By virtue of Lemma 4.1, with f = ∇hω, g = b
h, h = Γ+, and σ =
(p−2)r′
2p , we get∣∣∣∫ t
0
∫
∂1b
h · ∂2∇
⊥
h∆
−1
h ω(Γ+)r−1dxdt
′
∣∣∣ . ∫ t
0
‖∇hω‖Lr‖b
h‖
H˙
1
2+2(
1
2−
σ
r′
)‖(Γ+) r2 ‖
2
r′
H˙σ
dt′
.
∫ t
0
(‖∇hΓ+‖Lr + ‖∇hΓ−‖Lr )‖b
h‖
H˙
1
2+2(
1
2−
σ
r′
)‖(Γ+) r2 ‖
2
r′
H˙σ
dt′
.
∫ t
0
(‖∇h(Γ+) r
2
‖L2‖(Γ+) r2 ‖
2
r
−1
L2
+ ‖∇h(Γ−) r
2
‖L2‖(Γ−) r2‖
2
r
−1
L2
)
× ‖bh‖
H˙
1
2+2(
1
2−
σ
r′
)‖(Γ+) r2 ‖
2
r′
(1−σ)
L2
‖∇(Γ+) r
2
‖
2σ
r′
L2
dt′
.
∫ t
0
‖bh‖
H˙
1
2+
2
p
(
‖(Γ+) r
2
‖
2
p
L2
+ ‖(Γ−) r
2
‖
2
p
L2
)(
‖∇(Γ+) r
2
‖L2 + ‖∇(Γ−) r2‖L2
)2(1− 1
p
)
dt′,
where we have used the fact that ω = 12
(
Γ+ + Γ−
)
. The same estimate holds for
∫ t
0
∫
∂2b
h ·
∂1∇
⊥
h∆
−1
h ω(Γ+)r−1dxdt
′.
Along the same line, applying Lemma 4.1 with f = ∇h∂3u
3, g = bh, h = Γ+, σ =
(p−2)r′
2p ,
and the fact that u3 = 12
(
V+ +V−
)
, yield
∣∣∣∫ t
0
∫
∂1b
h·∂2∇h∆
−1
h ∂3u
3(Γ+)r−1dxdt
′
∣∣∣ . ∫ t
0
(
‖∇h∂3u
3‖Hθ,r‖b
h‖
H˙
3
2−
2σ
r′
‖(Γ+) r
2
‖
2
r′
H˙σ
dt′
.
∫ t
0
‖∇h∂3u
3‖Hθ,r‖b
h‖
H˙
1
2+
2
p
‖(Γ+) r
2
‖
2( 1
p
−α(r))
L2
‖∇(Γ+) r
2
‖
2( 1
2
− 1
p
)
L2
dt′
.
(∫ t
0
(
‖∇h∂3V+‖
2
Hθ,r + ‖∇h∂3V−‖
2
Hθ,r
)
dt′
) 1
2
(∫ t
0
‖bh‖p
H˙
1
2+
2
p
dt′
)α(r)
×
(∫ t
0
‖bh‖p
H˙
1
2+
2
p
‖(Γ+) r
2
‖2L2dt
′
) 1
p
−α(r)(∫ t
0
‖∇(Γ+) r
2
‖2L2dt
′
) 1
2
− 1
p
,
The same estimate holds for
∫ t
0
∫
∂2b
h · ∂1∇h∆
−1
h ∂3u
3(Γ+)r−1dxdt
′.
Therefore by applying Young’s inequality, we obtain
|I3| 6
r − 1
2r2
∫ t
0
(
‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2 ‖
2
L2
)
dt′
+ C
∫ t
0
‖bh‖p
H˙
1
2+
2
p
(
‖(Γ+) r
2
‖2L2 + ‖(Γ−) r2‖
2
L2
)
dt′
+ C
(∫ t
0
‖bh‖p
H˙
1
2+
2
p
dt′
)1− r
2
(∫ t
0
(
‖∇h∂3V+‖
2
Hθ,r + ‖∇h∂3V−‖
2
Hθ,r
)
dt′
) r
2
.
(4.12)
Summing up (4.3)-(4.5), (4.10) and (4.12) leads to
1
r
‖(Γ+) r
2
(t)‖2L2 +
2(r − 1)
r2
∫ t
0
‖∇(Γ+) r
2
‖2L2 −
r − 1
2r2
∫ t
0
‖∇(Γ−) r
2
‖2L2dt
′
6
1
r
(
‖ω0‖
r
Lr + ‖d0‖
r
Lr
)
+ C
∫ t
0
(
‖(Γ+) r
2
‖2L2 + ‖(Γ−) r2‖
2
L2
)(
‖u3‖p
H˙
1
2+
2
p
+ ‖b‖p
H˙
1
2+
2
p
)
dt′
+ C
(∫ t
0
(
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r
)
dt′
) r
2
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b‖p
H˙
1
2+
2
p
)
dt′
)1− r
2
.
(4.13)
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Along the same line, we can get a similar estimate for (Γ−) r
2
, namely
1
r
‖(Γ−) r
2
(t)‖2L2 +
2(r − 1)
r2
∫ t
0
‖∇(Γ−) r
2
‖2L2 −
r − 1
2r2
∫ t
0
‖∇(Γ+) r
2
‖2L2dt
′
6
1
r
(‖ω0‖
r
Lr + ‖d0‖
r
Lr) + C
∫ t
0
(
‖(Γ+) r
2
‖2L2 + ‖(Γ−) r2 ‖
2
L2
)(
‖u3‖p
H˙
1
2+
2
p
+ ‖b‖p
H˙
1
2+
2
p
)
dt′
+C
(∫ t
0
(
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r
)
dt′
) r
2
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b‖p
H˙
1
2+
2
p
)
dt′
)1− r
2
.
(4.14)
Summing up (4.13) and (4.14) and then using Gronwall’s inequality gives rise to
1
r
(
‖(Γ+) r
2
(t)‖2L2 + ‖(Γ−) r2 (t)‖
2
L2
)
+
r − 1
r2
∫ t
0
(
‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2‖
2
L2
)
dt′
.
(2
r
(‖ω0‖
r
Lr + ‖d0‖
r
Lr) +
(∫ t
0
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,rdt
′
) r
2
×
(∫ t
0
‖u3‖p
H˙
1
2+
2
p
+ ‖b‖p
H˙
1
2+
2
p
dt′
)1− r
2
)
· exp
(
C
∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b‖p
H˙
1
2+
2
p
)
dt′
)
.
(4.15)
This completes the proof of Proposition 2.1, once we notice the elementary inequality
xγec1x . ec2x, ∀γ > 0, x > 0.
5. Proof of Proposition 2.2
Applying ∂3 on the third components of (1.1), we obtain
∂t∂3u
3 −∆∂3u
3 =− ∂3u · ∇u
3 − (u · ∇)∂3u
3 + ∂3b · ∇b
3 + (b · ∇)∂3b
3
− ∂23(−∆)
−1
3∑
ℓ,m=1
(∂ℓu
m∂mu
ℓ − ∂ℓb
m∂mb
ℓ),
∂t∂3b
3 −∆∂3b
3 =− ∂3u · ∇b
3 − (u · ∇)∂3b
3 + ∂3b · ∇u
3 + (b · ∇)∂3u
3.
Adding these two equations gives
∂t∂3V+ −∆∂3V+ =− ∂3u · ∇V+ + ∂3b · ∇V+ − u · ∇∂3V+
+ b · ∇∂3V+ − ∂
2
3(−∆)
−1
3∑
ℓ,m=1
(
∂ℓu
m∂mu
ℓ − ∂ℓb
m∂mb
ℓ
)
.
(5.1)
We write
−∂3u · ∇V+ + ∂3b · ∇V+ = −
2∑
ℓ=1
∂3(u
ℓ − bℓ)∂ℓV+ − (∂3u
3)2 + (∂3b
3)2,
and
3∑
ℓ,m=1
(∂ℓu
m∂mu
ℓ − ∂ℓb
m∂mb
ℓ) =
2∑
ℓ,m=1
(∂ℓu
m∂mu
ℓ − ∂ℓb
m∂mb
ℓ)
+ 2
2∑
ℓ=1
(∂3u
ℓ∂ℓu
3 − ∂3b
ℓ∂ℓb
3) + (∂3u
3)2 − (∂3b
3)2.
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Then we take the Hθ,r inner product of (5.1) with ∂3V+ to obtain
1
2
d
dt
‖∂3V+(t)‖
2
Hθ,r + ‖∇∂3V+‖
2
Hθ,r = −
5∑
i=1
IIi,(5.2)
with
II1
def
=
(
(Id+ ∂23(−∆)
−1)((∂3u
3)2 − (∂3b
3)2)
∣∣∂3V+)Hθ,r ,
II2
def
=
(
∂23(−∆)
−1
2∑
ℓ,m=1
∂ℓu
m∂mu
ℓ − ∂ℓb
m∂mb
ℓ
∣∣∂3V+)Hθ,r ,
II3
def
=
2∑
ℓ=1
(
∂3(u
ℓ − bℓ)∂ℓV+
∣∣∂3V+)Hθ,r ,
II4
def
=
(
2∂23(−∆)
−1
2∑
ℓ=1
(∂3u
ℓ∂ℓu
3 − ∂3b
ℓ∂ℓb
3)
∣∣∂3V+)Hθ,r ,
II5
def
=
(
(u− b) · ∇∂3V+
∣∣∂3V+)Hθ,r .
Let us first recall the following lemma from [7].
Lemma 5.1 (Lemma 5.1 of [7]). Let A be a bounded Fourier multiplier. If p and θ satisfy
(5.3) 0 < θ <
1
2
−
1
p
,
then we have∣∣(A(D)(fg)∣∣∂3h3)Hθ,r ∣∣ . ‖f‖H˙ 12−3α(r)+θ, 12− 1p−θ‖g‖H˙ 12−3α(r)+θ, 12− 1p−θ‖h3‖H˙ 12+ 2p .
Noting that p > 4, r > 43 , we have
1
p
+ 1
r
< 1, and hence θ < α(r) < 12 −
1
p
, i.e. the
condition (5.3) is satisfied under the assumption of Proposition 2.2. Because ∂23∆
−1 is a
bounded Fourier multiplier, applying Lemma 5.1 with f = ∂3V+, g = ∂3V−,h = u + b, gives
|II1| .‖V+‖
H˙
1
2+
2
p
‖∂3V+‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
‖∂3V−‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
.(5.4)
While a direct calculation from Definition 2.1 gives
‖a‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
6
∫
R
3
|â(ξ)|
2
p
(
|ξ||â(ξ)|
) 2
p′ |ξh|
2(−3α(r)+θ)|ξ3|
−2θdξ
6
(∫
R
3
|â(ξ)|2|ξh|
2(−3α(r)+θ)|ξ3|
−2θdξ
) 1
p
×
(∫
R
3
|â(ξ)|2|ξ|2|ξh|
2(−3α(r)+θ)|ξ3|
−2θdξ
) 1
p′
,
that is
(5.5) ‖a‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
6 ‖a‖
1
p
Hθ,r
‖∇a‖
1
p′
Hθ,r
.
Applying (5.5) to ∂3V± in (5.4) gives
|II1| . ‖V+‖
H˙
1
2+
2
p
‖∂3V+‖
1
p
Hθ,r
‖∇∂3V+‖
1
p′
Hθ,r
‖∂3V−‖
1
p
Hθ,r
‖∇∂3V−‖
1
p′
Hθ,r
,
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then Young’s inequality and mean inequality ensure
|II1| 6
1
20
(
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r
)
+ C‖V+‖
p
H˙
1
2+
2
p
(
‖∂3V+‖
2
Hθ,r + ‖∂3V−‖
2
Hθ,r
)
.(5.6)
For II2 term, one key point is to write it in a symmetric form, namely
II2 =
(
∂23(−∆)
−1
2∑
ℓ,m=1
1
2
(
∂ℓ(u
m + bm)∂m(u
ℓ − bℓ) + ∂ℓ(u
m − bm)∂m(u
ℓ + bℓ)
)
|∂3V+
)
Hθ,r
.
Applying the Hodge decomposition for the horizontal variables to uℓ ± bℓ, and noting both
∂23∆
−1 and ∂2h∆
−1
h are bounded Fourier multipliers, then Lemma 5.1 ensures that
|II2| .‖V+‖
H˙
1
2+
2
p
(
‖∂3V+‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖Γ+‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
)
×
(
‖∂3V−‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖Γ−‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
)
.
Yet it follows from Lemma 3.1 and Lemma 3.4 that for any function a
(5.7) ‖a‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
6 ‖a‖
H˙
1−3α(r)− 1p
. ‖a r
2
‖
2α(r)+ 1
p
L2
‖∇a r
2
‖
1
p′
L2
,
where p′ denotes the conjugate index of p. Then applying (5.7) to Γ±, (5.5) to ∂3V± gives
|II2| .‖V+‖
H˙
1
2+
2
p
(
‖∂3V+‖
1
p
Hθ,r
‖∇∂3V+‖
1
p′
Hθ,r
+ ‖(Γ+) r
2
‖
1
p
+2α(r)
L2
‖∇(Γ+) r
2
‖
1
p′
L2
)
×
(
‖∂3V−‖
1
p
Hθ,r
‖∇∂3V−‖
1
p′
Hθ,r
+ ‖(Γ−) r
2
‖
1
p
+2α(r)
L2
‖∇(Γ−) r
2
‖
1
p′
L2
)
,
which implies that
|II2| 6
1
20
(
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r
)
+ C‖V+‖
p
H˙
1
2+
2
p
(
‖∂3V+‖
2
Hθ,r + ‖∂3V−‖
2
Hθ,r
)
+ C‖V+‖
H˙
1
2+
2
p
(
‖(Γ+) r
2
‖
2( 1
p
+2α(r))
L2
‖∇(Γ+) r
2
‖
2
p′
L2
+ ‖(Γ−) r
2
‖
2( 1
p
+2α(r))
L2
‖∇(Γ−) r
2
‖
2
p′
L2
)
.
(5.8)
On the other hand, for any real valued functions a and b, and any couple (α, β) ∈ R2,
applying Ho¨lder’s inequality gives
|(a|b)Hθ,r | =
∣∣∣∫
R
3
|ξh|
−6α(r)+2θ−α|ξ3|
−β−2θâ(ξ)|ξh|
α|ξ3|
β b̂(ξ)dξ
∣∣∣
6 ‖a‖H˙−6α(r)+2θ−α,−β−2θ‖b‖H˙α,β .
(5.9)
Note that 4 < p < 2r2−r and 3α(r) −
2
p
< θ < α(r), we have 2
p
+ 3α(r)− θ ∈]0, 1[, and hence
|ξh|
2(1−6α(r)− 2
p
+2θ)
|ξ3|
2( 2
p
+3α(r)−2θ)
= |ξh|
2(−3α(r)+θ)|ξ3|
−2θ · |ξh|
2(1−3α(r)− 2
p
+θ)
|ξ3|
2( 2
p
+3α(r)−θ)
6 |ξh|
2(−3α(r)+θ)|ξ3|
−2θ|ξ|2,
which implies for any function a
‖a‖2
H˙
1−6α(r)− 2p+2θ,
2
p+3α(r)−2θ
=
∫
R
3
|ξh|
2(1−6α(r)− 2
p
+2θ)|ξ3|
2( 2
p
+3α(r)−2θ)|â(ξ)|2dξ
6
∫
R
3
|ξh|
2(−3α(r)+θ)|ξ3|
−2θ
(
|ξ||â(ξ)|
)2
dξ
= ‖∇a‖2Hθ,r .
(5.10)
Along the same line, one has
‖a‖H˙1−6α(r)+2θ,3α(r)−2θ 6 ‖∇a‖Hθ,r .(5.11)
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In order to estimate II3, we apply Bony’s decomposition in the vertical variable to write
∂3(u
ℓ − bℓ)∂ℓV+ = (T
v + T¯v +Rv)
(
∂3(u
ℓ − bℓ), ∂ℓV+
)
.
Applying (5.9) with α = 1 − 6α(r) − 2
p
+ 2θ, β = 2
p
+ 3α(r) − 2θ, the law of product (see
Lemma 4.5 of [6] for example) and (5.10) ensures that
∣∣∣( 2∑
ℓ=1
(T v + T¯ v)
(
∂3(u
ℓ − bℓ), ∂ℓV+
)∣∣∣∂3V+)
Hθ,r
∣∣∣
.
2∑
ℓ=1
‖(T v + T¯ v)
(
∂3(u
ℓ − bℓ), ∂ℓV+
)
‖
H˙
2
p−1,−3α(r)−
2
p
‖∂3V+‖
H˙
1−6α(r)− 2p+2θ,
2
p+3α(r)−2θ
.
2∑
ℓ=1
‖∂3(u
ℓ − bℓ)‖
(B˙12,1)h(B˙
−3α(r)− 2p
2,1 )v
‖∂ℓV+‖
(H˙
2
p−1)h(B˙
1
2
2,1)v
‖∇∂3V+‖Hθ,r
.
2∑
ℓ=1
‖uℓ − bℓ‖
(B˙12,1)h(B˙
1−3α(r)− 2p
2,1 )v
‖V+‖
H˙
1
2+
2
p
‖∇∂3V+‖Hθ,r .
(5.12)
Applying (5.9) with α = 0, β = −12 +
2
p
, the law of product, and (5.11) ensures that
∣∣∣( 2∑
ℓ=1
Rv
(
∂3(u
ℓ − bℓ), ∂ℓV+
)∣∣∣∂3V+)
Hθ,r
∣∣∣
.
2∑
ℓ=1
‖Rv
(
∂3(u
ℓ − bℓ), ∂ℓV+
)
‖
H˙
−6α(r)+2θ, 12−
2
p−2θ
‖∂3V+‖
H˙
0,− 12+
2
p
.
2∑
ℓ=1
‖∂3(u
ℓ − bℓ)‖
(B˙12,1)h(B˙
−3α(r)− 2p
2,1 )v
‖∂ℓV+‖H˙−6α(r)+2θ,1+3α(r)−2θ‖V+‖H˙0,
1
2+
2
p
.
2∑
ℓ=1
‖uℓ − bℓ‖
(B˙12,1)h(B˙
1−3α(r)− 2p
2,1 )v
‖∇∂3V+‖Hθ,r‖V+‖
H˙
1
2+
2
p
.
(5.13)
Therefore, by virtue of Lemma 3.5 with β = 2
p
, inequalities (5.12) and (5.13) ensure that
|II3| .‖V+‖
H˙
1
2+
2
p
‖∇∂3V+‖Hθ,r
×
(
‖(Γ−) r
2
‖
2(α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
1− 2
p
L2
+ ‖∂3V−‖
2
p
Hθ,r
‖∇∂3V−‖
1− 2
p
Hθ,r
)
.
Applying Young’s inequality and mean inequality yields
|II3| 6
1
20
(
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r
)
+ C‖V+‖
p
H˙
1
2+
2
p
‖∂3V−‖
2
Hθ,r
+ C‖V+‖
2
H˙
1
2+
2
p
‖(Γ−) r
2
‖
4(α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2(1− 2
p
)
L2
.
(5.14)
The term II4 can be handled as above. Indeed we first rewrite it in a symmetric form
II4 =
(
2∂23(−∆)
−1
2∑
ℓ=1
(
∂3(u
ℓ + bℓ)∂ℓV− + ∂3(u
ℓ − bℓ)∂ℓV+
)∣∣∣∂3V+)
Hθ,r
.
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Then it follows from the estimate of II3 that
|II4| .
(
‖V+‖
H˙
1
2+
2
p
+ ‖V−‖
H˙
1
2+
2
p
)(
‖∇∂3V+‖Hθ,r + ‖∇∂3V−‖Hθ,r
)
×
(
‖(Γ+) r
2
‖
2(α(r)+ 1
p
)
L2
‖∇(Γ+) r
2
‖
1− 2
p
L2
+ ‖∂3V+‖
2
p
Hθ,r
‖∇∂3V+‖
1− 2
p
Hθ,r
+ ‖(Γ−) r
2
‖
2(α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
1− 2
p
L2
+ ‖∂3V−‖
2
p
Hθ,r
‖∇∂3V−‖
1− 2
p
Hθ,r
)
.
Applying Young’s inequality yields
|II4| 6
1
20
(
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r
)
+ C
(
‖V+‖
2
H˙
1
2+
2
p
+ ‖V−‖
2
H˙
1
2+
2
p
)
×
(
‖(Γ+) r
2
‖
4(α(r)+ 1
p
)
L2
‖∇(Γ+) r
2
‖
2(1− 2
p
)
L2
+ ‖(Γ−) r
2
‖
4(α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2(1− 2
p
)
L2
)
(5.15)
+C
(
‖V+‖
p
H˙
1
2+
2
p
+ ‖V−‖
p
H˙
1
2+
2
p
)(
‖∂3V+‖
2
Hθ,r + ‖∂3V−‖
2
Hθ,r
)
.
Finally let us turn to the estimate of II5. We first decompose it as
II5 =
(
(uh − bh) · ∇h∂3V+
∣∣∂3V+)Hθ,r + (V− · ∂23V+∣∣∂3V+)Hθ,r def= II5,1 + II5,2.(5.16)
Applying Lemma 3.6 gives
|II5,1| .
(
‖∇h(u
h − bh)‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖∂3V+‖
2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖uh − bh‖
(B˙12,1)h(B˙
1−3α(r)− 2p
2,1 )v
‖∇∂3V+‖Hθ,r
)
· ‖V+‖
H˙
1
2+
2
p
.
(5.17)
While using Hodge decomposition (2.2), and then (5.5),(5.7), we have
‖∇h(u
h − bh)‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖∂3V+‖
2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
.‖Γ−‖
2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖∂3V−‖
2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖∂3V+‖
2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
.‖(Γ−) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2
p′
L2
+ ‖∂3V−‖
2
p
Hθ,r
‖∇∂3V−‖
2
p′
Hθ,r
+ ‖∂3V+‖
2
p
Hθ,r
‖∇∂3V+‖
2
p′
Hθ,r
.
Inserting this estimate and (3.5) with β = 2
p
into (5.17) yields
|II5,1| .‖V+‖
H˙
1
2+
2
p
(
‖(Γ−) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2
p′
L2
+ ‖∂3V+‖
2
p
Hθ,r
‖∇∂3V+‖
2
p′
Hθ,r
+ ‖∂3V−‖
2
p
Hθ,r
‖∇∂3V−‖
2
p′
Hθ,r
+ ‖∇∂3V+‖Hθ,r
×
(
‖(Γ−) r
2
‖
2(α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
1− 2
p
L2
+ ‖∂3V−‖
2
p
Hθ,r
‖∇∂3V−‖
1− 2
p
Hθ,r
))
.
(5.18)
In order to estimate II5,2, we need the following lemma:
Lemma 5.2 ((95) of [9]). Let s1 < 1, s2 < 1, s1 + s2 > 0 and 0 < σ < 1. Then we have
(5.19) ‖fg‖
H˙s1+s2−1,σ−
1
2
. ‖f‖
(B˙
s1
2,2)h(B˙
1
2
2,1)v
‖g‖
H˙s2 ,σ−
1
2
.
This lemma together with (5.9) and Lemma 3.1 ensure that
|II5,2| 6 ‖V−∂
2
3V+‖
H˙
−1−3α(r)+ 2p+θ,−θ
‖∂3V+‖
H˙
1−3α(r)− 2p+θ,−θ
. ‖V−‖
(B˙
2
p
2,2)h(B˙
1
2
2,1)v
‖∂23V+‖Hθ,r‖∂3V+‖
H˙
1−3α(r)− 2p+θ,−θ
. ‖V−‖
H˙
1
2+
2
p
‖∂23V+‖Hθ,r‖∂3V+‖
H˙
1−3α(r)− 2p+θ,−θ
.
(5.20)
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This along with the interpolation, which claims that for any function a
‖a‖2
H˙
1−3α(r)− 2p+θ,−θ
6
(∫
R
3
|ξh|
−6α(r)+2θ |ξ3|
−2θ|â(ξ)|2dξ
) 2
p
×
(∫
R
3
|ξh|
2|ξh|
−6α(r)+2θ |ξ3|
−2θ|â(ξ)|2dξ
)1− 2
p
= ‖a‖
4
p
Hθ,r
‖∇ha‖
2(1− 2
p
)
Hθ,r
,
(5.21)
ensures that
|II5,2| . ‖V−‖
H˙
1
2+
2
p
‖∂23V+‖Hθ,r‖∂3V+‖
2
p
Hθ,r
‖∇h∂3V+‖
1− 2
p
Hθ,r
. ‖V−‖
H˙
1
2+
2
p
‖∂3V+‖
2
p
Hθ,r
‖∇∂3V+‖
2
p′
Hθ,r
.
(5.22)
Hence, by summing up (5.18) and (5.22), we obtain
|II5| .
(
‖V+‖
H˙
1
2+
2
p
+ ‖V−‖
H˙
1
2+
2
p
)(
‖(Γ−) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2
p′
L2
+ ‖∂3V+‖
2
p
Hθ,r
‖∇∂3V+‖
2
p′
Hθ,r
+ ‖∂3V−‖
2
p
Hθ,r
‖∇∂3V−‖
2
p′
Hθ,r
+ ‖∇∂3V+‖Hθ,r
(
‖(Γ−) r
2
‖
2(α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
1− 2
p
L2
+ ‖∂3V−‖
2
p
Hθ,r
‖∇∂3V−‖
1− 2
p
Hθ,r
))
,
which implies
|II5| 6
1
20
(
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r
)
+ C
(
‖u3‖
H˙
1
2+
2
p
+ ‖b3‖
H˙
1
2+
2
p
)(
‖(Γ−) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2
p′
L2
)
+ C
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)(
‖∂3V+‖
2
Hθ,r + ‖∂3V−‖
2
Hθ,r
)
+ C
(
‖u3‖2
H˙
1
2+
2
p
+ ‖b3‖2
H˙
1
2+
2
p
)(
‖(Γ−) r
2
‖
4(α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2(1− 2
p
)
L2
)
.
(5.23)
Substituting the estimates (5.6), (5.8), (5.14), (5.15) and (5.23) into (5.2) leads to
1
2
d
dt
‖∂3V+(t)‖
2
Hθ,r + ‖∇∂3V+‖
2
Hθ,r 6
1
4
(
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r
)
+C
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)(
‖∂3V+‖
2
Hθ,r + ‖∂3V−‖
2
Hθ,r
)
+C
(
‖u3‖
H˙
1
2+
2
p
+ ‖b3‖
H˙
1
2+
2
p
)(
‖(Γ+) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ+) r
2
‖
2
p′
L2
+ ‖(Γ−) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2
p′
L2
)
+ C
(
‖u3‖2
H˙
1
2+
2
p
+ ‖b3‖2
H˙
1
2+
2
p
)
×
(
‖(Γ+) r
2
‖
4(α(r)+ 1
p
)
L2
‖∇(Γ+) r
2
‖
2(1− 2
p
)
L2
+ ‖(Γ−) r
2
‖
4(α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2(1− 2
p
)
L2
)
.
(5.24)
Exactly along the same line to the derivation of the above inequality, we have
1
2
d
dt
‖∂3V−(t)‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r 6 the right hand side of (5.24).(5.25)
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Summing up the above two estimates gives rise to
d
dt
(
‖∂3V+(t)‖
2
Hθ,r + ‖∂3V−(t)‖
2
Hθ,r
)
+ ‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r
6C
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)(
‖∂3V+‖
2
Hθ,r + ‖∂3V−‖
2
Hθ,r
)
+ C
(
‖u3‖
H˙
1
2+
2
p
+ ‖b3‖
H˙
1
2+
2
p
)(
‖(Γ+) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ+) r
2
‖
2
p′
L2
+ ‖(Γ−) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2
p′
L2
)
+ C
(
‖u3‖2
H˙
1
2+
2
p
+ ‖b3‖2
H˙
1
2+
2
p
)
×
(
‖(Γ+) r
2
‖
4(α(r)+ 1
p
)
L2
‖∇(Γ+) r
2
‖
2(1− 2
p
)
L2
+ ‖(Γ−) r
2
‖
4(α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2(1− 2
p
)
L2
)
.
(5.26)
Then Gronwall’s inequality allows to conclude the proof of Proposition 2.2 by noticing that
‖∂3u
3(0)‖2Hθ,r + ‖∂3b
3(0)‖2Hθ,r . ‖u(0)‖
2
H˙1−3α(r)
+ ‖b(0)‖2
H˙1−3α(r)
. ‖Ω0‖
2
Lr + ‖j0‖
2
Lr ,
by (2.3) and the Sobolev embedding Lr →֒ H˙−3α(r).
6. Proof of Proposition 2.3
The purpose of this section is to present the proof of Proposition 2.3. Indeed it follows
from Proposition 2.2 that: for any t ∈ [0, T ],
E(T ) ·
(∫ t
0
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,rdt
′
) r
2
6 E(T ) ·
(
‖Ω0‖
r
Lr + ‖j0‖
r
Lr
)
+ III1(t) + III2(t),
(6.1)
where
III1(t)
def
= E(T ) ·
(∫ t
0
(‖u3‖
H˙
1
2+
2
p
+ ‖b3‖
H˙
1
2+
2
p
)
(
‖(Γ+) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ+) r
2
‖
2(1− 1
p
)
L2
+ ‖(Γ−) r
2
‖
2(2α(r)+ 1
p
)
L2
‖∇(Γ−) r
2
‖
2(1− 1
p
)
L2
)
dt′
) r
2
,
III2(t)
def
= E(T ) ·
(∫ t
0
(‖u3‖2
H˙
1
2+
2
p
+ ‖b3‖2
H˙
1
2+
2
p
)
(
‖(Γ+) r
2
‖2L2 + ‖(Γ−) r2‖
2
L2
)2(α(r)+ 1
p
)
×
(
‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2 ‖
2
L2
)1− 2
pdt′
) r
2
.
We emphasize that the constants in E(t) may change from line to line.
Applying Ho¨lder’s inequality gives
|III1(t)| 6 E(T )
(∫ t
0
‖∇(Γ+) r
2
‖2L2dt
′
) r
2
·(1− 1
p
)
×
(∫ t
0
(‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)‖(Γ+) r
2
‖
2(1+2pα(r))
L2
dt′
) r
2
· 1
p
+ E(T )
(∫ t
0
‖∇(Γ−) r
2
‖2L2dt
′
) r
2
·(1− 1
p
)
×
(∫ t
0
(‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)‖(Γ−) r
2
‖
2(1+2pα(r))
L2
dt′
) r
2
· 1
p
,
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then Young’s inequality yields
|III1(t)| 6
r − 1
3r2
∫ t
0
‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2 ‖
2
L2dt
′
+ E(T )
(∫ t
0
(‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)
(
‖(Γ+) r
2
‖L2 + ‖(Γ−) r2 ‖L2
)2(1+2pα(r))
dt′
) 1
1+2pα(r)
.
(6.2)
Similarly, we have
|III2(t)| 6
r − 1
3r2
∫ t
0
‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2‖
2
L2dt
′
+ E(T )
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)(
‖(Γ+) r
2
‖L2 + ‖(Γ−) r2‖L2
)2(1+pα(r))
dt′
) 1
1+pα(r)
.
(6.3)
For the last term, we get, by applying Ho¨lder’s inequality, that(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)(
‖(Γ+) r
2
‖L2 + ‖(Γ−) r2‖L2
)2(1+pα(r))
dt′
) 1
1+pα(r)
6
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)
dt′
) pα(r)
1+2pα(r)
· 1
1+pα(r)
×
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)(
‖(Γ+) r
2
‖L2 + ‖(Γ−) r2‖L2
)2(1+2pα(r))
dt′
) 1
1+2pα(r)
,
and the definition of E(T ) implies
E(T ) ·
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)
dt′
) pα(r)
1+2pα(r)
· 1
1+pα(r)
6 E(T ).
Thus we deduce from (6.3) that
|III2(t)| 6
r − 1
3r2
∫ t
0
‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2‖
2
L2dt
′
+ E(T )
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)(
‖(Γ+) r
2
‖L2 + ‖(Γ−) r2‖L2
)2(1+2pα(r))
dt′
) 1
1+2pα(r)
.
(6.4)
Inserting (6.2) and (6.4) into (6.1) gives, for any t ∈ [0, T ],
E(T )
( ∫ t
0
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,rdt
′
) r
2
6
2(r − 1)
3r2
∫ t
0
‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2‖
2
L2dt
′
+ E(T )
(
‖Ω0‖
r
Lr + ‖j0‖
r
Lr
)
+ E(T )
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)
×
(
‖(Γ+) r
2
‖L2 + ‖(Γ−) r2‖L2
)2(1+2pα(r))
dt′
) 1
1+2pα(r)
.
Then inserting the above inequality into the right hand side of (2.4) gives
1
r
(
‖(Γ+) r
2
(t)‖2L2 + ‖(Γ−) r2 (t)‖
2
L2
)
+
r − 1
r2
∫ t
0
(
‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2‖
2
L2
)
dt′
.
(2
r
+ 1
)
E(T )
(
‖Ω0‖
r
Lr + ‖j0‖
r
Lr
)
+ E(T )
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)(
‖(Γ+) r
2
‖L2 + ‖(Γ−) r2 ‖L2
)2(1+2pα(r))
dt′
) 1
1+2pα(r)
.
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Taking the power 1 + 2pα(r) of this inequality and using the elementary inequality
(a+ b)σ ∼ aσ + bσ,
for any positive index σ and a, b > 0, then we obtain for any t ∈ [0, T ],
‖(Γ+) r
2
(t)‖
2(1+2pα(r))
L2
+ ‖(Γ−) r
2
(t)‖
2(1+2pα(r))
L2
+
(∫ t
0
(‖∇(Γ+) r
2
‖2L2 + ‖∇(Γ−) r2‖
2
L2)dt
′
)1+2pα(r)
. E(T )
(
‖Ω0‖
r(1+2pα(r))
Lr + ‖j0‖
r(1+2pα(r))
Lr
)
+ E(T )
(∫ t
0
(
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
)(
‖(Γ+) r
2
‖
2(1+2pα(r))
L2
+ ‖(Γ−) r
2
‖
2(1+2pα(r))
L2
)
dt′
)
.
Then Gronwall’s inequality leads to (2.7), which completes the proof of the first part of
Proposition 2.3.
Finally it follows from Proposition 2.2, Ho¨lder’s inequality and (2.7) that
(
‖∂3V+(t)‖
2
Hθ,r + ‖∂3V−(t)‖
2
Hθ,r
)
+
∫ t
0
(
‖∇∂3V+‖
2
Hθ,r + ‖∇∂3V−‖
2
Hθ,r
)
dt′
.E(t)
(
‖Ω0‖
2
Lr + ‖j0‖
2
Lr
+
(
‖u3‖
L
p
t (H˙
1
2+
2
p )
+ ‖b3‖
L
p
t (H˙
1
2+
2
p )
)(
‖(Γ+) r
2
‖
2(2α(r)+ 1
p
)
L∞t (L
2)
+ ‖(Γ−) r
2
‖
2(2α(r)+ 1
p
)
L∞t (L
2)
)
×
(
‖∇(Γ+) r
2
‖
2(1− 1
p
)
L2t (L
2)
+ ‖∇(Γ−) r
2
‖
2(1− 1
p
)
L2t (L
2)
)
+
(
‖u3‖2
L
p
t (H˙
1
2+
2
p )
+ ‖b3‖2
L
p
t (H˙
1
2+
2
p )
)
×
(
‖(Γ+) r
2
‖
4(α(r)+ 1
p
)
L∞t (L
2)
+ ‖(Γ−) r
2
‖
4(α(r)+ 1
p
)
L∞t (L
2)
)(
‖∇(Γ+) r
2
‖
2(1− 2
p
)
L2t (L
2)
+ ‖∇(Γ−) r
2
‖
2(1− 2
p
)
L2t (L
2)
))
. exp
(
CE(t)
)(
‖Ω0‖
2
Lr + ‖j0‖
2
Lr
)
.
This completes the proof of Proposition 2.3.
7. Conclusion of the proof of Theorem 2.1
By Proposition 2.3, if we assume
(7.1)
∫ T ∗
0
‖u3‖p
H˙
1
2+
2
p
+ ‖b‖p
H˙
1
2+
2
p
dt′ <∞,
we know that all the quantities in (2.9) are finite. We want to prove that all the above
quantities prevent the solution from blowing up. In order to do so, let us recall the following
theorem of anisotropic condition for blow up, which is a generalization of Theorem 2.1 of [6]
for the classical Navier-Stokes system:
Theorem 7.1. (Proposition 4.1 of [9]) Let u, b ∈ C([0, T ∗[; H˙
1
2 (R3))
⋂
L2([0, T ∗[; H˙
3
2 (R3))
solve the MHD system (1.1). If T ∗ <∞, then for any pk,l ∈]1,∞[, k, l ∈ {1, 2, 3}, one has
(7.2)
3∑
k,ℓ=1
∫ T ∗
0
(
‖∂ℓu
k(t′)‖
pk,l
Bpk,l
+ ‖∂ℓb
k(t′)‖
pk,l
Bpk,l
)
dt′ =∞,
where Bp
def
= B˙
−2+ 2
p
∞,∞ .
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Now let us present the proof of Theorem 2.1. Firstly, for any p ∈]4,∞[,
max
16l63
(‖∂ℓu
3‖Bp + ‖∂ℓb
3‖Bp) . sup
j∈Z
2j(
1
2
+ 2
p
)(‖∆ju
3‖L2 + ‖∆jb
3‖L2)
. ‖u3‖
H˙
1
2+
2
p
+ ‖b3‖
H˙
1
2+
2
p
by Bernstein’s inequality, which implies
(7.3) max
16l63
∫ T ∗
0
‖∂ℓu
3‖pBp + ‖∂ℓb
3‖pBpdt
′ .
∫ T ∗
0
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
dt′ . 1.
Next, using Bernstein’s inequality and the continuity of Riesz transform in Lp, ∀p ∈]4,∞[,
we have∫ T ∗
0
‖∇hu
h
div ‖
p
Bp
+ ‖∇hb
h
div ‖
p
Bp
dt′ =
∫ T ∗
0
‖∇h∇h∆
−1
h ∂3u
3‖pBp + ‖∇h∇h∆
−1
h ∂3b
3‖pBpdt
′
.
∫ T ∗
0
‖∂2h∆
−1
h u
3‖p
H˙
1
2+
2
p
+ ‖∂2h∆
−1
h b
3‖p
H˙
1
2+
2
p
dt′
∼
∫ T ∗
0
‖u3‖p
H˙
1
2+
2
p
+ ‖b3‖p
H˙
1
2+
2
p
dt′ . 1.
(7.4)
The other components of the matrix ∇u and ∇b can be estimated with norms which are not
of scaling zero, namely norms related to ω and d which have the scaling of Lr norm as showm
in (2.9). To proceed further, we first get for any function a
‖∆˙ja‖L∞ .
∑
k6j+1,l6j+1
2k2
l
2 ‖∆˙hk∆˙
v
ℓa‖L2
. ‖a‖
H˙1−3α(r)+θ,−θ
∑
k6j+1,l6j+1
2k(3α(r)−θ)2l(
1
2
+θ)
. 2j(
1
2
+3α(r))‖a‖H˙1−3α(r)+θ,−θ ,
because −(12 + 3α(r)) = −2 +
3
r′
, this leads to
(7.5) ‖a‖Bq(r) . ‖a‖H˙1−3α(r)+θ,−θ ,
where q(r)
def
= 2r
′
3 . As r ∈]
3
2 , 2[, q(r) is in ]
4
3 , 2[. Applying mean inequality and triangle
inequality for the Besov norm, then (7.5), Ho¨lder’s inequality and (2.8), we deduce that∫ T ∗
0
‖∂3u
h
div ‖
q(r)
Bq(r)
+ ‖∂3b
h
div ‖
q(r)
Bq(r)
dt′
.
∫ T ∗
0
‖∂3(u
h
div + b
h
div )‖
q(r)
Bq(r)
+ ‖∂3(u
h
div − b
h
div )‖
q(r)
Bq(r)
dt′
=
∫ T ∗
0
‖∇h∆
−1
h ∂
2
3V+‖
q(r)
Bq(r)
+ ‖∇h∆
−1
h ∂
2
3V−‖
q(r)
Bq(r)
dt′
.
∫ T ∗
0
‖∇h∆
−1
h ∂
2
3V+‖
q(r)
H˙1−3α(r)+θ,−θ
+ ‖∇h∆
−1
h ∂
2
3V−‖
q(r)
H˙1−3α(r)+θ,−θ
dt′
.(T ∗)1−
q(r)
2
(∫ T ∗
0
‖∂23V+‖
2
Hθ,r + ‖∂
2
3V−‖
2
Hθ,rdt
′
) q(r)
2
. 1.
(7.6)
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For the rest terms, firstly we get
‖∇hu
h
curl‖Bq(r) + ‖∇hb
h
curl‖Bq(r) .‖∇h(u
h
curl + b
h
curl)‖Bq(r) + ‖∇h(u
h
curl − b
h
curl)‖Bq(r)
=‖∇h∇
⊥
h∆
−1
h Γ+‖Bq(r) + ‖∇h∇
⊥
h∆
−1
h Γ−‖Bq(r)
.‖∂2h∆
−1
h Γ+‖H˙1−3α(r) + ‖∂
2
h∆
−1
h Γ−‖H˙1−3α(r)
.‖∇Γ+‖H˙−3α(r) + ‖∇Γ−‖H˙−3α(r)
.‖∇Γ+‖Lr + ‖∇Γ−‖Lr ,
(7.7)
by (7.5), continuity of Riesz transform in Lp, ∀p ∈]1,∞[ and the Sobolev embedding Lr →֒
H˙−3α(r). Next, we use anisotropic Bony’s decomposition and Bernstein’s inequality to get
‖∆˙j∂3(u
h
curl ± b
h
curl)‖L∞ .
∑
k6j+1,l6j+1
‖∆˙j∆˙
h
k∆˙
v
ℓ∂3∇
⊥
h∆
−1
h (ω ± d)‖L∞
.
∑
k6j+1,l6j+1
2k(
2
r
−1)2
l
r ‖∂3(ω ± d)‖Lr
. 2j(
3
r
−1)‖∂3(ω ± d)‖Lr .
(7.8)
Recall q(r) = 2r
′
3 , we find that −(
3
r
− 1) = −2 + 2
q(r) . Thus (7.8) actually leads to
(7.9) ‖∂3(u
h
curl ± b
h
curl)‖Bq(r) . ‖∂3(ω ± d)‖Lr .
Combining (7.7) and (7.9) gives
‖∇uhcurl‖Bq(r) + ‖∇b
h
curl‖Bq(r) .‖∇Γ+‖Lr + ‖∇Γ−‖Lr
.‖∇(Γ+) r
2
‖L2‖(Γ+) r2‖
2
r
−1
L2
+ ‖∇(Γ−) r
2
‖L2‖(Γ−) r2 ‖
2
r
−1
L2
,
(7.10)
where we used (3.3) in the last step. Then combine (7.10) with (2.7), we get∫ T ∗
0
(
‖∇uhcurl(t
′)‖
q(r)
Bq(r)
+ ‖∇bhcurl(t
′)‖
q(r)
Bq(r)
)
dt′
.(T ∗)(1−
q(r)
2
)‖(Γ+) r
2
‖
q(r)·( 2
r
−1)
L∞([0,T ∗[;L2)
(∫ T ∗
0
‖∇(Γ+) r
2
‖2L2dt
′
) q(r)
2
+ (T ∗)(1−
q(r)
2
)‖(Γ−) r
2
‖
q(r)·( 2
r
−1)
L∞([0,T ∗[;L2)
(∫ T ∗
0
‖∇(Γ−) r
2
‖2L2dt
′
) q(r)
2 . 1.
(7.11)
Together with inequalities (7.3), (7.4), (7.6), (7.11) and Theorem 7.1, we conclude the proof
of Theorem 2.1.
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