We introduce a general recursive method to construct continuum random trees (CRTs) from independent copies of a random string of beads, that is, any random interval equipped with a random discrete probability measure, and from related structures. We prove the existence of these CRTs as a new application of the fixpoint method for recursive distribution equations formalised in high generality by Aldous and Bandyopadhyay.
Introduction.
We introduce a new recursive method to construct continuum random trees (CRTs) from independent copies of a random string of beads, that is, any random interval equipped with a random discrete probability measure. Our construction is based on the concept of a recursive tree framework as formalised by Aldous and Bandyopadhyay [6] to unify various constructions that relate to some discrete branching structure of potentially infinite depth, but not a priori to construct CRTs. This construction method allows us to go beyond the class of self-similar trees introduced and constructed by Haas, Miermont and Stephenson [30, 45] , and in particular to generalise the bead-splitting processes of [43] .
Following [26] , we call a separable metric space (T , d) an R-tree if any x, y ∈ T are connected by a unique injective path [[x, y] ] ⊂ T and if this path is isometric to the interval [0, d(x, y) ]. The R-trees in this paper are equipped with a distinguished root vertex ρ ∈ T . We also consider weighted R-trees (T , d, ρ, μ) further equipped with a probability measure μ on the Borel sets B(T ) of (T , d). Continuum random trees (CRTs) are random variables with values in a space of continuum trees, where a continuum tree is a weighted R-tree (T , d, ρ, μ) whose probability measure μ is supported by the set of leaves of T , has no atoms, and assigns positive mass to all subtrees above x for each nonleaf x ∈ T . For β, c ∈ (0, ∞), we consider the tree (T , c β d, ρ, cμ) with all distances scaled by c β and masses scaled by c.
We build a random R-tree T from a random string of beads ξ and rescaled i.i.d. random R-trees (T i , i ≥ 1), as follows. The tree T is the output of a map φ β , taking (T i , i ≥ 1) and attaching these trees to the locations of the atoms of ξ , with lengths rescaled by the β-power of the respective atom mass for some β ∈ (0, ∞), Denote by P(T) the space of probability measures on the space T of (isometry classes of) compact R-trees. Given (the distribution of) a random string of beads ξ on a space of strings of beads, (1.1) yields a map β from P(T) to P(T), which associates with the common distribution of T i , i ≥ 1, the distribution of φ β (ξ, T i , i ≥ 1). Similarly, we can also interpret (1.1) as a map from the space T w of (equivalence classes of) compact weighted R-trees to T w . See Section 2.2 for a more detailed introduction to R-trees and CRTs, and Section 3.1 for a formal definition of φ β as a measurable function.
Following [6] , we show the existence of a fixpoint distribution in P(T) for any random string of beads ξ . This establishes the existence of a large family of new CRTs, also including all so-called self-similar CRTs (and weighted R-trees), which have been constructed differently by Haas, Miermont and Stephenson [30, 45] . This allows us to prove the convergence to such a CRT of various tree growth procedures based on an i.i.d. family of the given random string of beads. The following is a first recursive construction. For n ≥ 0, to obtain (Ť n+1 ,μ n+1 ) conditionally given (Ť n ,μ n ), attach to each atom x ∈Ť n ofμ n an independent isometric copy of ξ with metric rescaled byμ n (x) β , and mass measure rescaled byμ n (x). Then there exists a compact CRT (Ť ,μ) such that lim n→∞ (Ť n ,μ n ) = (Ť ,μ) a.s. in the Gromov-HausdorffProkhorov topology on T w .
The attachment procedure for the above construction will be defined precisely in Section 3. Theorem 1.1 implies the convergence to a CRT of bead splitting processes of [43] , based on an arbitrary random strings of beads. We will prove this corollary by embedding (T k , μ k ), k ≥ 0, into (Ť ,μ), and then showing (T , μ) = (Ť ,μ). Corollary 1.2 was proved in [43] , Theorem 21, in the special case when the string of beads has a regenerative property in the sense of Gnedin and Pitman [28] . [30] and Stephenson [45] . Since we show (T , μ) = (Ť ,μ), Theorem 1.1 gives an alternative construction of binary self-similar CRTs of [30] . Examples of self-similar CRTs include Aldous' Brownian CRT [3] [4] [5] , and Duquesne and Le Gall's stable trees [22, 23, [36] [37] [38] parametrised by some θ ∈ (1, 2] . The stable tree of index θ = 2 is the Brownian CRT, which is binary.
Then (T , μ) is a self-similar CRT where a weighted R-tree (T , d, μ) is called self-similar if for all t ≥ 0, conditionally given the subtree masses (μ(T i (t)), i ≥ 1) of the connected components (T i (t), i ≥ 1) of {x ∈ T : d(ρ, x) > t}, the trees (T i (t), i ≥ 1) have the same distribution as independent isometric copies of T with metric rescaled by μ(T i (t)) β and mass measures by μ(T i (t)), cf. Haas and Miermont
General self-similar weighted R-trees can have branch points of any finite or infinite degree (as is the case for stable trees), [30] , continuous mass on branches, atoms on branches and in leaves, [45] . To capture these features, we add more structure to strings of beads. Specifically, while a string of beads can be repre- (X i ) i≥1 , (P i ) i≥1 , ) leads to a generalisation of Theorem 1.1: 
. Then there is a random weighted R-tree (Ť ,μ) such that lim n→∞ (Ť n ,μ n ) = (Ť ,μ) a.s. in the GromovHausdorff-Prokhorov topology on T w .
In the above construction, Theorem 1.3, we obtain a CRT (in the strict sense defined above) if and only if ξ has = 0 and L = sup i≥1 : P i >0 X i . By our method, every self-similar CRT (indeed every random weighted R-tree constructed in Theorem 1.3) is uniquely characterised by fixpoint equations. As an example, we obtain a new fixpoint characterisation of the stable trees, in the case where ξ is a β-generalised string, which we define as follows, in terms of Poisson-Dirichlet distributions [41] . [42] .
For In particular, this establishes that the Brownian CRT is the unique attractive fixpoint of (1.1) in the case of a (1/2, 1/2)-string of beads ξ . See also recent work by Albenque and Goldschmidt [2] , who proved that the Brownian CRT is the unique (up to a constant) attractive fixpoint of a different recursive distribution equation obtained by joining three i.i.d. weighted R-trees at randomly chosen vertices (sampled from the respective mass measure), scaled by the parts of an independent Dirichlet(1/2, 1/2, 1/2) split.
If we sacrifice the limiting weight measureμ onŤ , we can obtain the existence of a unique distributional fixpoint of (1.1) and the convergence of the treesŤ n constructed as in Theorem 1.3 for yet more general ξ , where the random interval [0, L] equipped with a sequence of masses P i , i ≥ 1, in not necessarily distinct locations X i ∈ [0, L], may have P i > 1, even P i = ∞, as long as the P i decrease "fast enough". We could, of course, include a measure on [0, L], but its only purpose in Theorem 1.3 was to provide mass on branches forμ, andμ will no longer exist in this generality. Let us now state this our most general fixpoint theorem, which holds in the subspace P p ⊂ P(T) of distributions of random trees whose height ht(T ) = sup x∈T d(ρ, x) has finite pth moment. We equip P p with the Wasserstein distance W p . See the end of Section 3.1 for details. The following is a corresponding recursive construction of the fixpoint, as a Gromov-Hausdorff limit. THEOREM 1.7 (Recursive construction). In the setting of Theorem 1.6, using notation of Theorem 1.3, lim n→∞Ťn =Ť a.s. in the Gromov-Hausdorff topology on T, for some random compact R-treeŤ .
In this introduction we focussed on the use of fixpoint equations and recursive constructions to obtain large classes of CRTs, some of which are well known in other contexts, but many of which are new, and we mentioned related work on tree growth processes and fixpoint characterisations. Finally, we note that Broutin and Sulzbach [16] have now studied a class of fixpoint equations extending [2] , but not including any of the present paper.
Applications and examples of our results include the following.
• We demonstrate how our constructions include new constructions of the selfsimilar trees of [30, 45] , whose existence was established there using different methods.
• We give, for the first time, constructions of the genealogical trees associated with Bertoin's self-similar growth fragmentations, including those related to the Brownian map [11, 12] .
• Our methods establish moments for the height of the fixpoint tree, which corresponds to the extinction time in the context of growth fragmentations. In [11] , moment results were obtained only in the spectrally positive case. Our methods work more generally and notably include a one-parameter class studied in [11] as an extension of the growth fragmentation relating to the Brownian map.
• We obtain Hausdorff dimension results for treesŤ of Theorem 1.7.
• We construct a specific binary CRT, which we apply in forthcoming work [44] as an example of an embedding problem for CRTs, providing a binary embedding of the stable line-breaking construction, which will solve an open problem of Goldschmidt and Haas [29] .
This article is organised as follows. In Section 2, we give an introduction to recursive distribution equations, recursive tree frameworks and R-trees. Section 3 turns to the existence of random R-trees as distributional fixpoints and their recursive constructions, including the proofs of most of the results presented in this introduction. In Section 4, we present examples and applications of our method.
Preliminaries.

2.1.
Recursive distribution equations and recursive tree frameworks. We briefly review the concept of a recursive tree framework (RTF) as presented by Aldous and Bandyopadhyay [6] , where general recursive distributional equations were studied with regard to the existence of fixpoints. Such recursive relationships arise in a variety of contexts, for example, in algorithmic structures, GaltonWatson branching processes and combinatorial random tree structures. We will use the recursive distributional relations underlying an RTF to give a recursive construction of CRTs based on random strings of beads. While our notation is suggestive, the generality of [6] is as stated here.
Let (T, A T ) and ( , A ) be two measurable spaces and We denote by P(T) the set of probability measures on the space (T, A T ). For any given distribution ν on × N, we then obtain a map
where (η) is defined as the distribution of
We call τ the parent value of (τ i , 1 ≤ i ≤ N), and refer to (τ i , 1 ≤ i ≤ N), as the values of the children of τ . We now view the random variables τ i as the parent values of random variables τ ij , 1 ≤ j ≤ N i , associated with ξ i , that is,
This setting can be extended recursively to each of the following generations, that is, each child is considered as a parent itself. We refer to this setting as a recursive tree framework. More precisely, we define U := n≥0 N n using the Ulam-Harris notation to describe the set of all possible descendants i, where i = i 1 i 2 · · · i n ∈ N n denotes an individual in generation n ≥ 1, which is the i n th child of the parent
If we let the empty vector ∅ (the only element of N 0 ) be the root of U and link parents and children via edges, the set U can be viewed as an infinite (discrete) tree.
and φ : * → T is a measurable map is called a recursive tree framework (RTF).
Suppose there are random variables τ i , i ∈ U, possibly on an extended probability space, as follows.
(ii) The random variables A recursive tree process (RTP) is a recursive tree framework with random variables τ i , i ∈ U, as in (2.4)-(2.5), that is, an RTP is an RTF enriched by the random variables τ i , i ∈ U. An RTP with random variables τ i only defined up to generation n, that is, only for i ∈ 0≤m≤n N m , is called an RTP of depth n. While RTPs of depth n can always be defined using (2.5) for any distribution η n and (2.4) for generations n − 1, . . . , 0, RTPs of infinite depth do not exist in general. We refer to [6] , Section 2.3, for more details on RTFs and RTPs, in particular with regard to connections to Markov chains and Markov transition kernels.
In what follows, consider a fixed recursive tree framework, that is, let (ξ i , N i ), i ∈ U, be i.i.d. with distribution ν, and let φ : * → T be a measurable map. Given n ≥ 1 and an arbitrary distribution η n on T, we consider a recursive tree process where the values of nth generation individuals are i.i.d. with distribution η n . The distributions of the values of j th generation individuals are then given by τ i ∼ η j := n−j (η n ), i ∈ N j , for 1 ≤ j ≤ n−1. Aldous and Bandyopadhyay [6] studied fixpoints of . Note that the existence of a fixpoint η * of ensures the existence of a stationary RTP, that is, an RTP with η n = η, n ≥ 0, by Kolmogorov's consistency theorem. LEMMA 2.2 (The contraction method, [6] , Lemma 5) . 
Then the map has a unique fixpoint η * ∈ P, and the domain of attraction of η * is all of P, that is, for all η ∈ P, we have
2.2.
Weighted R-trees and the Gromov-Hausdorff-Prokhorov topology. We use the notion of an R-tree, that is, a separable metric space (T , d) such that the following two properties hold for every σ 1 , σ 2 ∈ T .
(ii) For every injective path q :
) for the range of h σ 1 ,σ 2 . The trees considered in this paper are usually compact, but we also allow noncompact R-trees.
) with a distinguished element ρ ∈ T , the root. We only consider rooted R-trees, and will often refer to T as an R-tree without mentioning the distance d and the root ρ explicitly. For any c > 0 and any metric space (T , d), we write cT for (T , cd), the metric space obtained when all distances are multiplied by c.
We are only interested in equivalence classes of rooted R-trees. Two rooted Rtrees (T , d, ρ) and (T , d , ρ ) are equivalent if there exists an isometry from T onto T such that ρ is mapped to ρ . The set of equivalence classes of compact rooted R-trees is denoted by T.
We follow [27] and equip T with the (pointed) Gromov-Hausdorff distance
where δ H is the Hausdorff distance between compact subsets of (M, δ), and the infimum is taken over all pointed metric spaces (M, δ, z) and all isometric em-
Gromov-Hausdorff distance only depends on the equivalence classes of (T , d, ρ), (T , d , ρ ) and induces a metric on T that we write as d GH , too. We equip T with its Borel σ -algebra B(T).
A
weighted R-tree (T , d, ρ, μ) is a rooted R-tree (T , d, ρ) equipped with a probability measure μ on the Borel sets B(T ) of (T , d). Two weighted R-trees (T , d, ρ, μ) and (T , d , ρ , μ ) are equivalent if there is an isometry from (T , d, ρ)
onto (T , d , ρ ) such that μ is the push-forward of μ under this isometry. The set of equivalence classes of weighted compact R-trees is denoted by T w . The Gromov-Hausdorff distance can be extended to a distance between weighted Rtrees, the Gromov-Hausdorff-Prokhorov distance between two weighted R-trees
where (M, δ, z), ϕ, ϕ , δ H are as in (2.6), ϕ * μ, ϕ * μ are the push-forwards of μ, μ via ϕ, ϕ , respectively, and δ P is the Prokhorov distance on the space of Borel probability measures on (M, δ) given by
The Gromov-Hausdorff-Prokhorov distance only depends on the equivalence classes and induces a metric on T w .
PROPOSITION 2.3 (e.g., [26, 31, 39]). The spaces (T, d GH ) and (T w , d GHP ) are separable and complete.
We will also need some terminology to describe an R-tree
A leaf is an element x ∈ T \ {ρ} such that T \ {x} is connected and we denote the set of all leaves of T by Lf(T ). An element x ∈ T \ {ρ} is a branch point if T \ {x} has at least three connected components. The degree deg(x, T ) of a vertex x ∈ T is the number of connected components of T \ {x}.
Following Aldous [3] [4] [5] , we call a weighted R-tree (T , d, ρ, μ) a continuum tree if the probability measure μ on T satisfies the following three additional properties: (i) μ is supported by Lf(T ), the set of leaves of T .
(ii) μ has no atom, that is, for any singleton
Note that these conditions imply that Lf(T ) is uncountable and has no isolated points. We refer to [17, 26, 34] for more details on R-trees.
While some of our developments are more easily stated and/or proved in
, others benefit from more explicit embeddings into a particular metric space (M, δ), which we will always choose as
equipped with the metric induced by the l 1 -norm. Since U is countable, this is only a very slight variation of Aldous's [3] [4] [5] choice M = l 1 (N). We denote by T emb the space of all compact R-trees T ⊂ l 1 (U) with root 0 ∈ T , which we equip with the Hausdorff metric δ H , and by T emb w the space of all weighted compact R-trees (T , μ) with T ∈ T emb , which we equip with the metric δ
w , δ HP ) are separable and complete.
(
ii) For all T , T ∈ T emb we have d GH (T , T ) ≤ δ H (T , T ), and for (T , μ), (T , μ ) ∈ T emb w , we have d GHP ((T , μ), (T , μ )) ≤ δ HP ((T , μ), (T , μ )). (iii)
Every rooted compact R-tree is equivalent to an element of T emb , every rooted weighted compact R-tree is equivalent to an element of T emb w .
PROOF. This is well known. (ii) is trivial. The remainder is easily deduced from known properties of Hausdorff and Prokhorov metrics. See, for example, [24] , Propositions 3.6 and 3.7, for the statements of (i) and (iii) in the case of (T emb , δ H ).
Construction of CRTs using recursive tree processes.
3.1. The setting for recursive tree frameworks relating R-trees and generalised strings. We now use a specific recursive tree framework to construct (possibly weighted) random R-trees out of i.i.d. copies of a random string of beads or a random generalised string
Let T be the space of equivalence classes of rooted compact R-trees, as in Section 2.2, and let s be the set of strings of beads defined by
where the properties (i) s , (ii) s , (iii) are given by: i≥1 has indices assigned in decreasing order of the masses (p i ) i≥1 ; indices are assigned according to increasing distance to 0 if atom masses have the same size.
Each element in s is characterised via a constant > 0 and a sequence of distinct atoms (x i ) i≥1 with respective masses (p i ) i≥1 in decreasing order, summing to 1. Therefore, we consider the set
instead of s , noting that s and s are in natural one-to-one correspondence if we enforce a further convention about x i when p i = 0, which it is sometimes more convenient not to do.
We will also consider the set g of generalised strings given by
where:
Finally, we allow not necessarily summable atom masses (p i ) i≥1 in the space
equipped with the subset topology of the natural product topology on the product
We set * := × T ∞ where T ∞ is the set of infinite sequences in T. We will work with the space in Section 3.2 to establish the general fixpoint result of Theorem 1.6 and the recursive construction of Theorem 1.7, which also yield all random R-trees needed for the other theorems of the Introduction. The spaces g ⊃ s capture the more restrictive settings of those other theorems and are used in Section 3.3 to add mass measures to the constructions. From now on, let β ∈ (0, ∞) be fixed.
We 
where we define the root by ρ := 0. We only consider (τ , d , ρ ) when compact. It is easy to see that the equivalence class of (τ , d , ρ ) only depends on the equivalence classes of (τ i , d i , ρ i ), i ≥ 1, hence we can define the subset C β ⊂ * as the set of all elements ϑ = (ξ, τ i , i ≥ 1) ∈ * such that (τ , d , ρ ) is compact (for any representatives), and the map φ β : * → T,
mapping ϑ = (ξ, τ i , i ≥ 1) to the equivalence class in T associated with (τ , d , ρ ) if ϑ ∈ C β , and to the equivalence class of the one-point tree ({ρ}, 0, ρ) otherwise.
PROPOSITION 3.1. The map φ β : * → T is Borel measurable. i≥1 ) are compact if and only if for all N ≥ 1, we can find I ≥ 1 such that for all n≥1 be a sequence in * such that ϑ (n) → ϑ in the product topology, for some ϑ ∈ * . Then, using the notation
, and this tends to zero since by the triangular inequality
Hence, φ (I ) β is continuous.
Since φ β is constant on * \ C β , we conclude that φ β is measurable on * .
Related grafting operations have been studied in various tree formalisms. See, for example, [1, 23, 24] .
To complete the setup for the contraction method stated as Lemma 2.2, consider the set of probability measures P(T) on the space T of equivalence classes of rooted compact R-trees, and for p ≥ 1, the subset (3.5)
We follow [6] and equip P p with the Wasserstein metric of order p ≥ 1
where the infimum is taken over all joint distributions of (τ, τ ) on T 2 with marginal distributions τ ∼ η and τ ∼ η . The space (P p , W p ) is complete since d GH is a complete metric on T; see, for example, [15, 27] . Convergence in (P p , W p ) implies weak convergence on (T, d GH ) and convergence of pth tree height moments. i≥1 ) be any -valued random variable and N = inf{i ≥ 0 : P i+1 = 0} the number of nonzero atom masses P i of ξ , with the convention that inf ∅ = ∞. In this section, we will study the recursive tree framework
Fixpoints, construction of random R-trees and Gromov-Hausdorff limits. Let
Since N is a function of ξ , we will slightly abuse notation and terminology in denoting by ν the distribution of ξ rather than (ξ, N) and in referring to
Then the map β : P p → P p associated with φ β : * → T is a strict contraction with respect to the Wasserstein metric of order p, that is,
where the first term is finite by assumption, and the second term can be further estimated above using
which is also finite by assumption and since η ∈ P p . Now suppose
where the infimum is taken over all couplings of (τ i ) i≥1 and (τ i ) i≥1 . An argument similar to the one above for heights now yields for the Gromov-Hausdorff distances
where we bounded above the infimum over all couplings of (τ i ) i≥1 and (τ i ) i≥1 by the infinimum over those couplings for which
, taking the 1/pth power and the supremum over all
This completes the proof.
The following corollary proves Theorem 1.6. Let us turn to the recursive construction of a random R-tree with the fixpoint distribution η * from a recursive tree framework ((ξ i , i ∈ U), φ β ) where the ξ i are independent copies of ξ = ([0, L], (X i ) i≥1 , (P i ) i≥1 ). In Proposition 3.5, we want to construct a sequence of trees (Ť n , n ≥ 0) by successively "replacing the atoms" onŤ n by rescaled ξ i . The a.s. Gromov-Hausdorff limitŤ of this sequence is then identified as having the fixpoint distribution η * and is fully determined by (ξ i , i ∈ U), a property called endogeny in [6] .
The following result restates formally the above construction and establishes Theorem 1.7 of the Introduction.
We construct an increasing sequence of random R-trees (Ť n ) n≥0 , as follows. Let
is a sequence of trees defined recursively by
Then we have lim n→∞ d GH (Ť n ,Ť ) = 0 a.s., where the limiting random R-treeŤ has the fixpoint distribution η * associated with the RTF (ξ i , i ∈ U).
PROOF. Denote by η 0 the distribution of (the equivalence class) of a onebranch R-tree of length L. By construction, τ
∅ ∼ η n → η * since η * is the unique attractive fixpoint of Corollary 3.3. As Wasserstein convergence implies the convergence of moments of tree heights, we get M :
On the other hand, the sequence (Ť n , n ≥ 0) has been coupled via the underlying RTF (ξ i , i ∈ U). More precisely,Ť n ⊂Ť n+1 for all n ≥ 0, if we represent the strings of beads ξ i as disjoint (half-open) intervals E i , i ∈ U, and define a metric on
N m E i that captures the repeated scaling of subtrees via φ β in (3.8). Specifically, the scaling factor for E i , when directly attached to X i ∈Ť n is (3.9)P i = P i 1 
We note that for example,
and, inductively, scaled byP
To deduce the almost sure convergence of (Ť n ) n≥1 , we could now apply general results ( [25] , Theorems 3.3 and 3.9) for sequences of random R-trees that are increasing with respect to a partial order on (T, d GH ) that captures the inclusion property of suitable representatives. However, a direct argument is straightforward and follows on nicely from the proof of our Lemma 3.2. For all n > m ≥ 0,
Note that, for each i ∈ U, the sequence (P ij , j ≥ 1) can be represented as
where (P ij , j ≥ 1) is independent ofP i , i ∈ N m , and has the same distribution as the ranked atom masses (P j , j ≥ 1) of the initial ξ ∅ . Therefore,
for all m ≥ 0, and hence, by the first Borel-Cantelli lemma, we conclude
Consequently, (Ť n ) n≥0 is d GH -Cauchy a.s., so lim n→∞Ťn =Ť exists a.s. in the Gromov-Hausdorff topology.
Construction of mass measures and the Gromov-Hausdorff-Prokhorov limits.
The methods we use are robust to changes of formalism. In the previous two sections, we worked in (T, d GH ), while the same arguments actually work in (T emb , δ H ), provided that we define appropriate φ emb β making explicit use of the tree structure of U, or, with some restrictions, even on suitable spaces of realvalued excursions; see, for example, [3, 21, 33] , provided that we represent strings of beads and generalised strings accordingly. Let us not go into details here, but rephrase Proposition 3.5 as a construction in (T emb , δ H ). This will be useful when adding mass measures to our construction.
We need some notation to place a string ξ i parallel to the ith coordinate direction. Denote by e i the unit vector in l 1 (U) associated with coordinate i ∈ U, and by θ j : l 1 (U) → l 1 (U), for j ∈ N, the coordinate shift operator
which we also apply element by element to subsets of l 1 (U), specifically to R-trees in T emb . We denote by π : T emb → T the natural projection of an R-tree in T emb onto its equivalence class in T. 
, where the limiting random R-treeŤ emb is such that π(Ť emb ) has the fixpoint distribution η * .
PROOF. The main point to check is the consistency of the second case of (3.11) with the application of φ β in (3.8). Details are left to the reader.
Let us now consider a random g -valued ξ • = ([0, L], (X i ) i≥1 , (P i ) i≥1 , ). We associate with ξ
Recall that the main restriction compared to Corollary 3.6 is that
This is precisely what we need to show that the rescaled nth generation measures onŤ emb n plus the untouched -components of previous generations converge to a limiting probability measure onŤ emb . Recall that (3.11) eventually places [0, L i ] parallel to e i . We will place the mass measure j ≥1 P ij δ X ij + i accordingly. Specifically, recursive scaling by P β ij yields a total length scaling by P β i as defined in (3.9), which corresponds to recursive measure scaling by a total ofP i , which preserves mass 1. Recursive shifting by X ij places the beginning of the scaled ξ i at
Informally, we define the measuresμ emb n onŤ emb n , n ≥ 0, by taking asμ emb 0 the mass measure of ξ • ∅ in direction e ∅ , and by buildingμ emb n+1 fromμ emb n by replacing each atom of sizeP ij ofμ emb n by the rescaled mass measure of string ξ • ij in direction e ij starting fromX ij . In particular, the rescaled parts i of the mass measures are not replaced and remain parts ofμ n for all n. The following result gives a formal definition of the mass measureμ emb onŤ emb as a limit of rescaled mass measures of the nth generation strings with all -measures from previous generations: for all n ≥ 0,
Then there is a random probability measureμ emb 
is hence the closure in l 1 (U) of an increasing union, a.s. compact as an a.s. Hausdorff limit of random compact subsets of l 1 (U). It remains to show thať μ emb n converge a.s., as random probability measures on l 1 (U). This is easier than Aldous's Proof of Theorem 3 [5] , approximation of the measure representation of the Brownian CRT, but the formalism and the key steps are the same. Firstly, mass is preserved fromμ emb n toμ emb n+1 , since ξ • is g -valued, and for all i (1) , . . . , i (r) ∈ 0≤m≤k N m , the projections π i (1) ,...,i (r)μ emb n onto the respective marginals of the random measuresμ emb n , do not depend on n ≥ k, hence converge a.s., to a consistent system of finite-dimensional marginals of a random probability measureμ emb on [0, ∞) U . And secondly, the sequence (μ emb n , n ≥ 0) is (a.s.) tight as a family of (random) probability measures on l 1 (U), sinceŤ emb is compact a.s. Hence,μ emb := lim n→∞μ emb n is a probability measure on l 1 (U).
Denote by π w : T emb w → T w the natural projection of a weighted R-tree in T emb w onto its equivalence class in T w . We will abuse notation and write (T , μ) ∈ T, even though the elements of T are not weighted R-trees but equivalence classes of weighted R-trees. The point is that the operations described informally in Theorem 1.3 of the introduction give rise to operations on T w just as φ β was shown to be well defined as an operation on T. We leave the details to the reader. Since the projection π w is 1-Lipschitz, as noted in Proposition 2.4, we obtain the following corollary, which gives formal meaning to and establishes Theorem 1.3.
COROLLARY 3.8. In the setting of Proposition 3.7, consider the equivalence classes of weighted R-trees (Ť ,μ)
When there is no mass left behind on the branches ofŤ n in the update step to (Ť n+1 ,μ n+1 ), that is, when = 0 a.s., and when the string does not extend further than the atoms on the string, that is, when L = sup{X i : P i > 0, i ≥ 1} a.s., we may obtain a CRT (Ť ,μ). The following corollary confirms this, and in particular, establishes Theorem 1.1 from the Introduction. COROLLARY 3.9 (Construction of a CRT). In the setting of Proposition 3.7, if L = sup{X i : P i > 0, i ≥ 1} and i≥1 P i = 1 a.s., the random weighted R-tree (Ť emb ,μ emb ) is a CRT.
PROOF. We need to check thatμ emb a.s. satisfies properties (i), (ii) and (iii) of a continuum tree given in Section 2.2. First note that the combined assumptions imply L > 0, i≥1 P i 1 {X i =0} < 1 and = 0. Now for > 0,
where the last inequality can be derived as in (3.10) . As E[ j ≥1 P pβ j ] < 1 for p > 1/β, these probabilities are summable over n ≥ 1, so max i∈N nP i → 0 a.s. By construction,μ emb m+1 (Ť emb m \ {X i , i ∈ N m+1 }) = 0, where we note that X i may still be aμ emb m+1 -atom if X ij = 0 for some j ≥ 1. However, {X i , i ∈ N m+1 } is countable, and all atom masses decrease to 0, sǒ
by dominated convergence. m≥0Ť emb m isμ emb -null a.s., since countable unions of null sets are null, and soμ emb must be supported by the limit points in the closure, which are only leaves. Properties (i) and (ii) of a continuum tree now follow. To see (iii), note that, since L = sup{X i : P i > 0, i ≥ 1} a.s., for all x ∈ T emb \ Lf(Ť emb ), we see from (3.14) that there is
But x is not a leaf, so either x =X i +P β i L i e i is at the top of this interval, and there is j ≥ 1 such that X ij = L i and P ij > 0, in which case the subtree above x has positiveμ emb n+1 -mass, or x is not at the top, so there is X ij beyond x with positiveμ emb n -mass. In either case, condition (iii) holds for x.
We prove Corollary 1.2 by embedding (
PROOF OF COROLLARY 1.2. Consider (Ť emb n ,μ emb n ), n ≥ 0, built from ξ i , i ∈ U, as in Corollary 3.6, with limitŤ emb , and mass measureμ emb as in Proposition 3.7. For simplicity, we use the notation 
SinceŤ emb is compact, only finitely many attain height . Each of these intersectsĚ i for some i = i 1 i 2 · · · i n ∈ U, and eachX i 1 ···i j , 1 ≤ j ≤ n, is picked as some J k j , 1 ≤ j ≤ n, after a geometric number of steps with parameter μ k j −1 (X i 1 ···i j ), and the tree T k n will intersect the component. When all components of height have been intersected, the Hausdorff-Prokhorov distance from (Ť emb ,μ emb ) is below ε. This completes the proof.
Examples and applications.
4.1. Self-similar CRTs and self-similar random weighted R-trees. In [30, 45] , the construction of self-similar CRTs as the genealogies of fragmentation processes is carried out as follows.
• Take Bertoin's [8] self-similar exchangeable fragmentation process in the space of partitions of N.
• Restrict the process to [k] ⊂ N and construct R-trees with edge lengths, consistently for all k ≥ 1.
• Check Aldous's [3] leaf-tightness criterion and estimate cover sizes to obtain a compact R-tree, • and a mass measure as the weak limit of the uniform probability measure on the k leaves, as k tends to infinity, in a consistent embedding of the discrete R-trees with edge lengths.
Specialising our construction of Theorem 1.3 (and Theorem 1.6) to the genealogies of fragmentation processes amounts to the following.
• Associate a generalised string with the blocks containing 1 and repeat recursively in all other blocks.
• Recursively build an R-tree which is the fixpoint of a recursive distribution equation,
• and construct the mass measure as the weak limit of the approximating mass measures.
Let us make our construction more precise. Denote by P N the set of partitions of N. Exchangeable partitions π = {π i , i ≥ 1} have asymptotic frequencies
Bertoin [8] defined a P N -valued self-similar exchangeable fragmentation process = ( (t), t ≥ 0) of index −β to be a Markov process with (0) = {N}, which has a stochastically continuous mass process | | of asymptotic frequencies, and satisfies the branching property that given (t) = {π i , i ≥ 1}, the process (t + ·) has the same distribution as ( i≥1
, where (i) , i ≥ 1, is a family of independent copies of . In particular, blocks fragment over time; if β > 0, blocks with smaller mass do so more quickly.
Bertoin [8] found that the masses
In [9] , Bertoin showed an extended branching property at stopping lines such as
, which was used in [32] to study spinal partitions = { (i) (D 1,i ) , i ≥ 2}, under some assumptions that are not actually needed for the present discussion. Let us denote by (P j , j ≥ 1) the ranked masses of , by j the corresponding block of the spinal partition and by X j the corresponding time D 1,i , which is the same for all i ∈ j and such that j = (i) (D 1,i ), j ≥ 1. We capture the singleton blocks lost when ranking in a measure ( [a, b] 
is a random generalised string. The extended branching property yields that conditionally given ξ • ∅ , the blocks j , j ≥ 1, evolve according to independent copies (j ) of , with mass scaled by | j | and time by | j | β . We use the independent copies (j ) of to define independent copies ξ • j of ξ • ∅ , and recursively an RTF (ξ • i , i ∈ U). Then the weighted compact R-tree (Ť ,μ) constructed in Corollary 3.6 and Proposition 3.7 from the RTF ((ξ • i , i ∈ U); φ β ) describes the genealogy of since uses the same scaling for time and block masses as the construction of (Ť ,μ) for distances and atom masses/measures. Indeed, the fixpoint relation ofŤ in terms of the generalised string ξ = ξ • ∅ in Theorem 1.6 is a version of the spinal decomposition theorem ( [32] , Proposition 4(ii)) for self-similar CRTs. By the spinal decomposition theorem and uniqueness in Theorem 1.6, the trees (Ť ,μ) are the corresponding self-similar CRTs of [30] , and the other self-similar weighted compact R-trees of [45] , by a straightforward generalisation of the spinal decomposition theorem. EXAMPLE 4.1 (Stable trees). The most prominent family of self-similar CRTs are stable trees [22] . They arise as scaling limits of conditioned Galton-Watson trees [20] , whose offspring distribution is in the domain of attraction of a θ -stable law for θ ∈ (1, 2] , including the Brownian CRT for θ = 2.
It was shown in [32] , Corollary 10, that the ("fine") spinal partition is sampled from a PD(1/θ, 1 − 1/θ ) mass partition (P i , i ≥ 1), and that the so-called "coarse"
, in the sense of [40, 41] . Still by [32] , Corollary 10, * is sampled from a PD(1 − 1/θ, 1 − 1/θ ) mass partition (Q m , m ≥ 1), but also has a natural spinal order represented in an exchangeable (1 − 1/θ, 1 − 1/θ )-interval partition in the sense of [28] , translated into a (1 − 1/θ, 1 − 1/θ )-string of beads in [42] . The spinal order is an independent uniform random order, and spinal distances are given by a sequence of independent uniform random variables (U m , m ≥ 1), relative to the length L of the spinal string. Fragmentation-coagulation duality [41] applies independently of (U m , m ≥ 1) and yields the representation of
The case θ = 2 of the Brownian CRT is binary and has a simpler s -valued (1/2, 1/2)-string of beads as its spine, as identified explicitly in [42] , Proposition 14(b), implicitly or expressed in different formalism in various previous papers. For example, the associated spinal decomposition is closely related to decompositions of Brownian excursions in terms of Brownian bridges; see [43] , Section 3.3, and [7, 13] .
In particular, we can now apply Theorem 1.6 in the case of β-generalised strings of beads to deduce Theorem 1.5.
One advantage of our construction is that the exchangeability of leaves is irrelevant. Lack of exchangeability was a hurdle in bead splitting processes based on general regenerative strings of beads. In [43] , this problem was overcome by embedding into self-similar CRTs as constructed in [30] . Here, we obtain compact CRT limits directly from Corollary 1.2, indeed we obtain compact random weighted R-trees in much higher generality, as demonstrated in Corollary 1.2 and Theorems 1.3 and 1.7.
Genealogical trees of growth fragmentations.
Lack of exchangeability is also a feature in bead-splitting processes associated with Bertoin's genealogical construction of self-similar growth fragmentations [10] . Specifically, Bertoin's starting point is a positive β-self-similar Markov process Z starting from 1 (with no positive jumps in [10] , but the exclusion of positive jumps is not essential, see [11] ) with finite lifetime, which, via Lamperti's transform, can be constructed from a (spectrally negative) Lévy process that drifts to −∞. For simplicity, let us assume that there is q > 0 such that (4.1)
where (k, b, σ 2 , ν) are the characteristics of the underlying Lévy process Y . If κ(q) > 0 for all q > 0, the growth fragmentation is explosive [14] , and the remaining case is more delicate, and our results do not apply, certainly not directly. Now recall notation U = n≥0 N n for the infinite Ulam-Harris tree. Let (Z u , u ∈ U) be an independent identically distributed family of copies of Z. We define the selfsimilar growth fragmentation, as follows.
• The process Z ∅ = Z ∅ is the evolution of the generation-0 fragment.
• Recursively, the ranked sequence
negative jumps of Z u , for each u ∈ U, represents the fragments of the next generation, whose evolution is scaled in fragment size and time as This notion turns out to generalise the notion of a binary self-similar mass fragmentation process | | ↓ , which is obtained when the Lévy process Y is the negative of a subordinator. By [10] , Lemma 3, the condition (4.1) is what is needed for Theorem 1.6 to apply. PROOF. We apply [10] , Lemma 3. In our notation, [10] , Lemma 3, states that ϕ(q) := E j ≥1 P q j < 1 if and only if κ(q) < 0, so the assumption of Theorem 1.6 is satisfied for p = q/β. For the moment condition on L = ζ ∅ note that
Since κ − ψ ≥ 0, κ(q) < 0 implies ψ(q) < 0 and hence ψ(β) < 0 by convexity. For higher moments of L we refer to [18] , Proposition 3.1, to see that given [11, 12] , in the case θ = 3/2, in the family
with κ θ (q) < 0 ⇐⇒ θ + 1/2 < q < θ + 3/2. They were proposed by [11] in connection with certain Boltzmann planar maps and the stable maps of [35] , when θ ∈ (1, 3/2]. In the theory of random maps, the present developments starting from positive initial mass 1 or x > 0 correspond to maps with a boundary (also called disks). In the case of the Brownian map without a boundary, genealogical trees have been studied under the name of "Brownian cactus" [19] . When the index of self-similarity 1 − θ is changed to −θ , the wider parameter range θ ∈ (1/2, 3/2] is considered in [11] . Again, this is within the framework of Corollary 4.2.
Our methods establish moments for the height of the tree, which is the extinction time of the growth fragmentation, in fact we obtain q/β-moments for all q > 0 with κ(q) < 0. In [11] , Corollary 4.5, this was proved in the absence of positive jumps [i.e., when the Lévy measure ν of Y is concentrated on (−∞, 0)]. In fact, they obtained a more precise tail behaviour of the extinction time of the growth fragmentation, which is the height ofŤ . The growth fragmentation associated with the Brownian map has no positive jumps, so their result already establishes finite moments of order p < 2.
In the cases θ ∈ (1/2, 3/2), the growth fragmentations of Example 4.3 have positive jumps, since [11] show that the Lévy measure ν θ underlying κ θ is the push-forward of the measure on (1/2, ∞) with Lebesgue density
under the map x → log(x). Therefore, [11] , Corollary 4.5, does not apply for θ ∈ (1/2, 3/2), while our Corollary 4.4 yields finite moments of the height ofŤ , and hence for the extinction time of the growth fragmentation, as well as any associated random map, up to order p < (θ
, and up to order p < (θ + 3/2)/θ = 1 + 3/2θ in the case
4.3.
Hausdorff dimension of fixpoint treesŤ . We will show that the Hausdorff dimension of the set of leaves ofŤ is generally q * /β, where we define
We will need a technical assumption of E[L −q/β ] < ∞ to avoid very short strings that may be able to pack leaves very close together and potentially cause a drop in Hausdorff dimension. We do not know if this drop in dimension actually ever happens. We also need to address two trivialities. The first is that in the case P(X i = 0 for all i ≥ 1 with P i > 0) = 1, the treeŤ will be a star tree with countably many leaves. The second is that in the case where P(P 1 = 0) > 0, the "extinction event" E = {inf{n ≥ 1 :P i = 0 for all i ∈ N n } < ∞} has positive probability, and on E , the treeŤ will have only finitely many leaves. We refer to E c as the event of nonextinction. The case P(X i = 0 for some i ≥ 1 with P i > 0) > 0, while not included in the theorem nor in the trivialities discussed above, can be reduced to the case of the theorem: consider the RTF (ξ i , i ∈ U) in such a case. For all i, j = j 1 · · · j m ∈ U with X ij 1 > 0, X ij 1 j 2 = · · · = X ij 1 ···j m = 0, the string ξ ij is effectively attached to positionX ij 1 of an earlier generation, with scaling factorP ij /P i . By reassigning all such atoms to ξ i , we can construct the sameŤ from RTFs to which the theorem applies. Details are left to the reader.
We also stress that while the assumption that there is q with ϕ(q) < 1 may be regarded as a Malthusian assumption in the language of branching process theory, we do not actually assume ϕ(q * ) = 1. It is possible that ϕ(q * ) = ∞ or that ϕ(q * ) < 1. Indeed, under our assumptions, ϕ is always finite on a subinterval of (0, ∞). This interval may be bounded above if P 1 lacks higher moments and bounded away from 0 if P i → 0 too slowly as i → ∞. As an extreme example, consider P 1 with probability density function proportional to x −2 (log x) −2 1 {x≥ } and P i = P 1 /2i log(i) 2 , i ≥ 2. Then ϕ(q) < ∞ if and only if q = 1, and for small enough, ϕ(1) < 1.
The big steps of the proof are the same as in the self-similar case in the sense of Haas and Miermont [30] and Stephenson [45] . In particular, we will adapt Stephenson's method of biasing the tree for the sampling of two leaves from suitable finite random measures on the trees. While [30] , and [45] to some extent, worked with infinite dislocation measures of continuous-time fragmentation processes, we work exclusively with the discrete branching structure along the generations in U. Such a classical branching processes approach via Malthusian martingales was used very recently in the special case of growth fragmentations [11] to construct an intrinsic area measure on the boundary ∂U of U.
Let us sketch our argument to point out some of the simplifications, as well as the approximation method for the lower bound, which is new as unlike [45] , we have no automatic control of negative moments of the heights of random leaves. Indeed, the relevant assumption of Theorem 4.5 is made directly in terms of the most basic data, the length L of the string, while locations X i , i ≥ 1, of small atoms may accumulate at the left end-point. PROOF. LetP i , i ∈ U, be as in (3.9), and let > 0. Consider the branching process (P i , i ∈ N n ), n ≥ 0, and the stopping line
which is a "finite stopping line" in the sense that it a.s. stops after a finite number of generations (for instance asŤ is compact). This stopping line generates the system of frozen cells considered in [11] , Proposition 2.5, in connection with the Malthusian martingale, when ϕ(q * ) = 1. In our generality, we can see for all q ≥ q * with ϕ(q) < 1, that E[ i∈L P q i ] < 1, and by the (elementary) extended branching property at L for the discrete-time branching process, the heights H i of the subtrees are i.i.d. heights scaled byP
for q > q * sufficiently small. Since the balls B(X i , H i ) of radius H i around the rootsX i ∈Ť of the subtrees, i ∈ L , together with the countable number of singleton leaves at the ends of strings, form refining covers of Lf(Ť ) as ε ↓ 0, the Hausdorff dimension is at most q/β, for some q ↓ q * , as required.
This establishes the upper bound claimed in Theorem 4.5. 
By a slight generalisation of [9] , Theorem 1.1 and (1.20), to include the possibility P(P i > 1) > 0, the process M n = i∈N nP q * i is a uniformly integrable martingale, whose terminal value M ∞ is a.s. strictly positive on the event E c of nonextinction. In the same way, we find a.s. martingale limits M (j) ∞ := lim n→∞ i∈N nP q * ji /P q * j and note that, by construction,
∞ for the subtree S j ⊂Ť rooted atX j and corresponding toP j , we define a measure μ * onŤ . More precisely, we specify (using the embedding (3.14) into l 1 (U) to be definite)
and apply [45] , Proposition 2.7, to obtain the existence and uniqueness of the random measure μ * . Clearly, the countably many rescaled strings ofŤ carry zero μ * -mass a.s., so μ * is supported by Lf(Ť ) a.s. We now check that for all
by the independence in (4.2), where (Ť ij , d ij , ρ ij ) is the tree constructed from the RTF (ξ ij j , j ∈ U) as in Corollary 3.6, which has the same distribution as (Ť , d, ρ), and whose scaling byP 
The proof is complete, by an application of Frostman's lemma, as in [30, 45] , noting that γ < q * /β was arbitrary.
PROOF OF THEOREM 4.5. As the upper bound was obtained in Lemma 4.6, let us turn to the lower bound, which Lemma 4.7 only supplies under additional assumptions. Consider now the general setting of Theorem 4.5. Also assume q * > 0, as the claimed lower bound is trivial otherwise.
be a random generalised string from the RTF underlyingŤ .
Let ∈ [0, 1) and N ∈ N and denote by ξ (N, ) a string with atom masses changed to P i 1 {1≤i≤N,X i >L } . Modifying some offending locations of annihilated atoms, if necessary, and assuming ∈ (0, 1), Lemma 4.7 applies to obtain subtreeš
By construction, Lf(Ť (N, ) ) \ Lf(Ť ) is at most countable (top ends of strings, if with positive probability, ξ but not ξ (N, ) has an atom at L). Hence, dim H (Lf(Ť )) ≥ q * N, /β for all ∈ (0, 1), N ∈ N, on the event E c N, of nonextinction.
As q * > 0, and as ϕ N, is continuous starting from the expected number ϕ N, (0) of nonzero atoms, there will be N > 0 for all N ≥ 2 such that q * N, > 0 for all < N . For such < N , ϕ N,0 is convex, so that q * N,0 is an isolated root of ϕ N,0 − 1, and as ↓ 0, we find q * N, ↑ q * N,0 . Similarly, q * N,0 ↑ q * , as N → ∞. Since also E c = N≥2, >0 E N, , this completes the proof of the claim that dim H (Lf(Ť )) = q * /β on E c . Since dim H (Ť \ Lf(Ť )) = 1, we then deduce that dim H (Ť ) = max{q * /β, 1}, on E c .
4.4.
Line-breaking constructions and binary embedding of the stable trees. In Corollary 1.2, we obtained CRTs as limits of binary bead-splitting processes by embedding into the CRTs of Theorem 1.1. This includes the bead splitting process (T k , μ k ), k ≥ 0 based on (1/2, 1/2)-strings of beads as discussed as the θ = 2 case of Example 4.1. If we drop the mass measures, the increments T k+1 \ T k of (T k , k ≥ 0), are just isometric to intervals that we can all take successively from the half-line [0, ∞). In the case of the Brownian CRT, the sequence has a well-known autonomous description, which we can formulate as follows. EXAMPLE 4.8 (Aldous's line-breaking construction). Consider the points 0 < C 0 < C 1 < · · · of an inhomogeneous Poisson process of intensity tdt on the line [0, ∞). Let T 0 be a one-branch tree of length C 0 . For k ≥ 0, to obtain T k+1 conditionally given T k , pick a point J k ∈ T k from the normalised length measure on the branches and attach at J k a branch of length C k+1 − C k . The trees converge, as k → ∞ to the Brownian CRT T , when suitably represented in T or T emb . Equip T in T emb with the almost sure weak limit of the normalised length measure on the branches of T k , as k → ∞.
We can similarly study processes as in Corollary 1.2 in the setting of the more general Theorem 1.3. We will here be particularly interested in the case of multifurcating branch points. Goldschmidt and Haas [29] studied line-breaking constructions of stable trees (without atoms on the branches). They are based on what they call the MittagLeffler Markov chain (MLMC) of parameter β; see [29] , starting from the length of a (β, β)-string of beads. EXAMPLE 4.10 (Stable line-breaking construction). Consider the MLMC 0 < C 0 < C 1 < · · · . Let T 0 be a one-branch tree of length C 0 , which has no branch points. For k ≥ 0, to obtain T k+1 conditionally given T k with branch points v i and weights W (i) k so that total length plus sum of weights add up to C k , select a branch point v i with probability proportional to W (i) k or a branch between two branch points with probability proportional to its length. If a branch is selected, create a new branch point v i sampled from the length measure on the branch and select it. Attach at the selected v i a branch of length B k (C k+1 − C k ), for an independent B k ∼ Beta(1, 1/β − 2), and increase the weight W [29] ask if there is a sensible way to associate a notion of "length" W (i) k with the vertex v i . A natural possibility is to make the branches longer by attaching a branch of length C k+1 − C k instead, but this poses some questions. First, does this construction have a compact limit? Second, how do we distinguish the extra lengths from the lengths present in the stable tree? Third, is this an interesting structure with further properties that makes this "sensible"? In the context of the present paper, the fundamental question is how to turn branches into strings of beads. While we fully address these questions in forthcoming work [44] , let us here construct the binary compact limiting CRT.
Goldschmidt and Haas
Specifically, we construct a binary tree T • using Theorem 1.1 based on i.i.d. isometric copies of a β-mixed string of beads, which we define and discuss in our final example: The string of beads ( ξ 1 , ξ 2 , B), where ξ 1 and ξ 2 are independent (β, 1 − 2β)-and (β, β)-strings of beads, respectively, and where B ∼ Beta(1 − 2β, β) is independent, is called a β-mixed string of beads. Since the lengths of (α, θ )-strings of beads as defined in [42] , Definition 4, generalising Definition 1.4 in the present paper have moments of all orders, Theorem 1.1 applies to give a limiting CRT, which we denote by T • , and whose height has moments of all orders, by Corollary 3.4.
While this example fits perfectly into the theory developed in this paper, T • is not the binary compact limiting CRT we require. The modification is simple and points to a range of possible generalisations of the constructions presented in this paper, away from identical distribution of the random strings of beads. For ease of reference, we only present the result relevant for us in [44] , leaving any generalisations to the reader. 
where we choose p such that pβ ≥ 1 and recall that T • has all moments finite, as noted in Example 4.11. By the first Borel-Cantelli lemma and the compactness of T * i , i ≥ 1, and of ξ ∅ , we conclude that the tree after grafting is compact, as required.
