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Abstract. Im vorliegenden Beitrag wird eine universelle
Decoderarchitektur f¨ ur einen Low-Density Parity-Check
(LDPC) Code Decoder vorgestellt. Anders als bei den in
der Literatur h¨ auﬁg beschriebenen Architekturen f¨ ur struk-
turierte Codes ist die hier vorgestellte Architektur frei pro-
grammierbar, so dass jeder beliebige LDPC Code durch eine
¨ AnderungderInitialisierungdesSpeichersf¨ urdiePr¨ ufmatrix
mit derselben Hardware decodiert werden kann. Die gr¨ oßte
Herausforderung beim Entwurf von teilparallelen LDPC De-
coder Architekturen liegt im konﬂiktfreien Datenaustausch
zwischen mehreren parallelen Speichern und Berechnung-
seinheiten, wozu ein Mapping und Scheduling Algorithmus
ben¨ otigt wird. Der hier vorgestellte Algorithmus st¨ utzt sich
auf Graphentheorie und ﬁndet f¨ ur jeden beliebigen LDPC
Code eine f¨ ur die Architektur optimale L¨ osung. Damit sind
keine Wartezyklen notwendig und die Parallelit¨ at der Ar-
chitektur wird zu jedem Zeitpunkt voll ausgenutzt.
1 Einleitung
Low-Density Parity-Check (LDPC) Codes wurden bereits
in den 60er Jahren (Gallager, 1963) eingef¨ uhrt, gerieten
aber weitgehend in Vergessenheit und wurden erst in den
90er Jahren (MacKay and Neal, 1997) wiederentdeckt. We-
gen ihrer exzellenten Fehlerkorrekturf¨ ahigkeit werden sie in
vielen Daten¨ ubertragungsstandards eingesetzt, wie z.B. in
DVB-S2, WiMax oder WiFi.
Die Decodierung von LDPC Codes basiert auf dem
Aktualisieren und Versenden von Nachrichten zwischen
den sogenannten Pr¨ uf- und Variablenknoten eines Bi-
partiten Graphen. Zur Decodierung der Codes werden
¨ ublicherweise teilparallele Architekturen verwendet, da der
Datendurchsatz rein sequentieller Architekturen zu niedrig
ist w¨ ahrend vollst¨ andig parallele Architekturen eine zu hohe
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Verdrahtungskomplexit¨ at aufweisen (Blanksby and How-
land, 2002). Die Daten, die w¨ ahrend der Decodierung
mehrfach aktualisiert werden m¨ ussen, werden in parallelen
Speicherb¨ anken gespeichert. Da die Reihenfolge der Daten-
zugriffe w¨ ahrend der Pr¨ uf- und Variablenknotenberechnun-
gen unterschiedlich ist, ist eine der gr¨ oßten Herausforderun-
gen beim Decoder Design der konﬂiktfreie Zugriff auf die
gerade ben¨ otigten Daten.
Um konﬂiktfreien Zugriff zu gew¨ ahrleisten wird h¨ auﬁg
Decoder-Aware Codedesign eingesetzt (Boutillon et al.,
2000). Das Codedesign wird dabei jedoch stark
eingeschr¨ ankt, da die Struktur der Pr¨ ufmatrix vielen
Randbedingungen gen¨ ugen muss. Ein Beispiele f¨ ur struk-
turierte Codes sind Quasi-Cyclic (QC) Codes mit Decodern
wie in (Brack et al., 2007) oder Protograph Codes (Andrews
et al., 2007). Bei strukturierten Codes ist nach der Deﬁnition
eines Codes die Wahl der Parallelit¨ at des Decoders weitge-
hend vorgegeben (Dielissen et al., 2006). Des weiteren l¨ asst
sich mit einem entworfenen Decoder im Allgemeinen nur
ein ganz bestimmer LDPC Code oder aber spezielle Klasse
strukturierter Codes decodieren.
Der im folgenden vogestellte Ansatz f¨ ur einen Decoder
erlaubt konﬂiktfreie Speicherzugriffe f¨ ur jeden beliebigen
LDPC Code auf derselben Decoderarchitektur. Des weiteren
ist die Parallelit¨ at der Architektur unabh¨ angig vom Code und
beliebig skalierbar. Mit nur einem Decoder Chip l¨ asst sich
somit jeder beliebige LDPC Code decodieren.
Der Beitrag gliedert sich wie folgt: Zuerst werden LDPC
Codes deﬁniert und ihre Decodierung beschrieben, dann
wird eine Mapping Funktion f¨ ur konﬂiktfreien Speicherzu-
griff eingef¨ uhrt und beispielhaft auf den Bipartiten Graphen
eines LDPC Codes angewendet. Danach wird eine voll pro-
grammierbare LDPC Decoder Architektur vorgestellt sowie
die Reihenfolge der Abarbeitung der Berechnungen anhand
der zuvor deﬁnierten Mapping Funktion beschrieben und
zuletzt wird die vorgeschlagene Architektur mit anderen
LDPC Decodern aus der Literatur verglichen.
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2 LDPC Codes: Deﬁnition und Decodierung
Ein bin¨ arer (N, K) LDPC Code l¨ asst sich ¨ uber eine sehr
d¨ unn besetzte M x N Pr¨ ufmatrix H oder ¨ uber einen bi-
partiten Graphen mit M Pr¨ ufknoten und N Variablenknoten
deﬁnieren. Dabei entspricht jeder Pr¨ ufknoten eine Zeile und
jeder Variablenknoten einer Spalte in H. Pr¨ ufknoten m ist
genau dann mit dem Variablenknoten n verbunden, wenn
f¨ ur den Eintrag in der Pr¨ ufmatrix hmn=1 gilt. M(n) ist die
Menge der Pr¨ ufknoten, die mit Variablenknoten n verbun-
den ist und N(m) die Menge der Variablenknoten, die mit
Pr¨ ufknoten m verbunden ist. E ist die Anzahl der Einsen
in der Pr¨ ufmatrix oder die Anzahl der Kanten im bipartiten
Graphen. Im folgenden sei cn ein gesendetes Codesymbol
und rn ein nach dem Kanal empfangener Wert. Der itera-
tive Belief Propagation (BP) Decodieralgorithmus l¨ asst sich
folgendermaßen beschreiben:
1. Initialisierung, l=0
– Intrinsische Werte f¨ ur alle n zuweisen:
In=ln
P(cn = 0|rn)
P(cn = 1|rn)
, S(0)
n = In (1)
– F¨ ur alle (m,n)

(i,j)|hij = 1
	
:
R(l)
m→n = 0 (2)
2. Iteration l=l+1
– Aktualisierung der Pr¨ ufknoten f¨ ur alle
(m,n)

(i,j)|hij = 1
	
:
R(l)
m→n =2 · tanh−1 Y
jN(m),j6=n
tanh
 
S
(l−1)
j −R
(l−1)
m→j
2
!
(3)
– Aktualisierung der Variablenknoten f¨ ur alle
n=0...N − 1:
S(l)
n =In+
X
iM(n)
R
(l)
i→n (4)
3. Entscheidung:
– Falls die maximale Anzahl an Iterationen I erreicht
wurde wird f¨ ur alle n decodiert:
qn=sign

S(l)
n

(5)
– Andernfalls: zur¨ uck zu 2)
3 Mapping Funktion
In diesem Abschnitt wird eine Mapping Funktion deﬁniert
und auf den Bipartiten Graphen von LDPC Codes angewen-
det. Die Ergebnisse werden in Abschnitt 4 benutzt
um eine frei programmierbare LDPC Decoder Architektur
herzuleiten, bei der alle Speicherzugriffskonﬂikte vermieden
werden.
r
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Fig. 1. Beispiel f¨ ur Mapping mit E=9, p=3.
3.1 Deﬁnition
Gegeben sei die Menge
V={v0,...,vE−1} (6)
mit E Elementen vi, wobei E faktorisierbar sei zu E=L · p.
Gegeben seien weiter zwei beliebige Partitionen P und P0
auf der Menge V mit
P={V0,...,VL−1} und P0={V 0
0,...,V 0
L−1} (7)
wobei jede Untermenge Vi (bzw. V 0
j) genau p Elemente aus
V enth¨ alt. Nach (Tarable et al., 2004) ist es m¨ oglich eine
Mapping Funktion T zu deﬁnieren mit
T : {v0,...,vE−1} 7→ {0,...,p − 1} (8)
so dass die folgenden beiden Bedingungen f¨ ur alle
k=0,...,L − 1 und alle i, j=0,...,E − 1 mit i6=j erf¨ ullt
sind:
vi,vj ∈ Vk ⇒ T(vi) 6= T(vj) (9)
vi,vj ∈ V 0
k ⇒ T(vi) 6= T(vj). (10)
Dies bedeutet, dass zwei beliebigen Elemente vi und
vj, die beide in derselben Untermenge sind, immer auf
verschiedenen Werte abgebildet werden k¨ onnen, so dass
T(vi)6=T(vj). In (Tarable et al., 2004) wird zum einen be-
wiesen, dass solch eine Mapping Funktion immer existiert
und zum anderen, dass es einen Algorithmus gibt, der eine
Mapping Funktion ﬁndet.
Obiges Problem l¨ asst sich auch mit dem Einf¨ arbens eines
Graphen beschreiben wie in Abb. 1 dargestellt: Der Graph
besteht aus einer Menge von E=9 Knoten vi, auf der wie
oben beschrieben zwei Partitionen mit p = 3 deﬁniert sind.
Eine Kante verbindet zwei Knoten genau dann, wenn sie
Elemente der gleichen Untermenge Vk oder V 0
k sind. In
der Abbildung sind die Untermengen der Partition P mit
durchgezogenen Linien und die Untermengen der Partition
P0 mit gestrichelten Linien gekennzeichnet. Eine F¨ arbung
der Knoten mit p Farben (dargestellt durch die Buchstaben r,
g, b) entspricht dem Finden einer geeigneten Mapping Funk-
tion.
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Fig. 2. Beispiel (a) f¨ ur einen bipartiten Graphen (b) und die Anwendung der Mapping Funktion
3.2 Anwendung auf den Bipartiten Graphen
Im folgenden wird ein LDPC Code mit N=8, M=6 und
E = 21 als Beispiel verwendet, dessen bipartiter Graph in
Abb. 2a dargestellt ist. Unterhalb der Variablenknoten sind
die Kanten in linear aufsteigender Reihenfolge nummeriert
undoberhalbderPr¨ ufknoteninpermutierterReihenfolge, die
der Permutation der Kanten im bipartiten Graphen entspricht
(“Kantenindex”).
Nun wird die Mapping Funktion aus Abschnitt 3.1
angewendet: Die Menge V in Gleichung (6) ist die Menge
der Kanten im Graphen und f¨ ur das Beispiel wird p=3, L=7
gew¨ ahlt. Partition P in Gleichung (7) wird durch die erste
Zeile in Abb. 2a beschrieben, d.h. Untermenge V0 besteht
beispielsweise aus den Kanten 0, 3 and 13. Die Parti-
tion wird so deﬁniert, dass alle Kanten in einer Untermenge
Vk mit verschiedenen Pr¨ ufknoten verbunden sind. Die mit
einem Pr¨ ufknoten verbundenen Kanten sind in aufeinander-
folgenden Untermengen zu ﬁnden und zwei beliebige Kan-
ten aus der gleichen Untermenge sind mit unterschiedlichen
Variablenknoten verbunden.
In Abb. 2b wurden nur die erste und letzte Zeile
aus Abb. 2a beibehalten. Um Kantenindizes, die mit
dem gleichen Variablenknoten verbunden sind, wurde ein
Rechteck gezeichnet. Nun wird angenommen, dass auf im-
merp KantenparallelzugegriffenwirdunddieUntermengen
in P mit aufsteigendem Index durchlaufen werden. Somit
l¨ asst sich f¨ ur die Kanten, die mit demselben Variablenknoten
verbunden sind, eine linear aufsteigende Zugriffsreihenfolge
von 0 bis dV − 1 festlegen, die in der Zeile “Zugriffsindex”
angegeben ist. Die Untermenge V 0
k der zweiten Partition P0
wird deﬁniert als die Menge der Kanten, die mit den gleichen
Variablenknoten wie die Kanten in Untermenge Vk verbun-
den sind, aber jeweils einen um eins (modulo dem Variablen-
knotengrad) erh¨ ohten Zugriffsindex haben. Damit besteht
die Untermenge V 0
0 beispielsweise aus den Kanten 1, 4 und
12. Warum die Deﬁnition der Partitionen genau so zu erfol-
gen hat wird in Abschnitt 4.1 n¨ aher erl¨ autert.
Mit den obigen Deﬁnitionen wurde eine Menge an
Elementen, zwei Partitionen und Werte f¨ ur p, L deﬁniert.
Damit kann nun die Mapping Funktion aus Gleichung (8)
angewendet werden. Jede Kante wird mit einer von p Farben
(entsprechend einer Ziffer zwischen 0 und p−1) eingef¨ arbt,
so dass f¨ ur alle i ∈ {0,L−1} alle Kanten, die in der gleichen
Untermenge Vi oder V 0
i sind, unterschiedliche Farben (bzw.
Ziffern) bekommen. Eine m¨ ogliche Einf¨ arbung ist in der
Zeile “Farbe” in Abb. 2b dargestellt.
4 Voll programmierbare LDPC Decoder Architektur
Die vorgeschlagene voll programmierbare LDPC Decoder
Architektur ist in Abb. 3 f¨ ur Parallelit¨ at p=3 dargestellt.
Die Parallelit¨ at der Architektur ist frei skalierbar, so dass
Datendurchsatz und Hardwareaufwand gegeneinander aus-
getauscht werden k¨ onnen. Anstatt einer abwechselnden
Aktualisierung von Pr¨ uf und Variablenknoten ﬁndet die
Aktualisierung der Summen Sn aus Gleichung (4) bereits
w¨ ahrend der Pr¨ ufknotenberechnungen statt. Diese vorgezo-
gene Aktualisierung ist auchaus dem Decoderdesignvon QC
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Fig. 3. Vollst¨ andig programmierbare LDPC Decoder Architektur,
hier f¨ ur p=3
LDPC Codes bekannt und erlaubt dort bei etwas mehr Hard-
wareaufwand den doppelten Datendurchsatz.
Die vorgeschlagene Architektur besteht aus p intrinsis-
chen Speicherb¨ anken IMi f¨ ur die Werte In in Gleichung (1),
p extrinsischen Speicherb¨ anken EMi f¨ ur die extrinsischen
Werte Rm→n in Gleichung (3), p Summenspeicherb¨ anken
SMAi und p Summenspeicherb¨ anken SMBi um die vorange-
gangenen und aktuellen Summenwerte Sn in Gleichung (3)
und (4) zu speichern. Alle Speicher werden im dual-port
Modus betrieben, so dass pro Takt zwei unabh¨ angige Daten-
werte gelesen oder geschrieben werden k¨ onnen. Weiter
besteht der Decoder aus p Pr¨ uf- und p Variablenknoten-
berechnungseinheiten (Check / Variable Functional Units,
CFUi und VFUi), die sequentielle Knotenberechnungen
ausf¨ uhren. ProTaktwerdeninjedemCFUundinjedemVFU
also genau ein Datenwert aktualisiert, so dass insgesamt
2p Datenwerte aktualisiert werden. Einige der Datenpfade
m¨ ussen in geraden Iterationen umgekehrt werden, wie durch
die gestrichelten Linien in Abb. 3 angedeutet wird (s. auch
Abschnitt 4.1). Neben den dargestellten Komponenten ist f¨ ur
den Decoder noch ein Kontrollmodul notwendig sowie ein
Speicher, in dem die aktuelle Pr¨ ufmatrix abgespeichert wird.
Ein neuer Code kann mit demselben Decoder decodiert wer-
den sobald eine neue Pr¨ ufmatrix in den Speicher eingelesen
wurde.
4.1 Mapping und scheduling
Die Decodierung eines empfangenen fehlerbehafteten Code-
worts beginnt mit der Initialisierung aller Speicher in Abb. 3.
Die intrinsischen Speicher IMi und Summenspeicher SMAi
werden nach Gleichung (1) mit den Werten In initialisiert.
Wie bereits erw¨ ahnt wurden in Abb. 2b alle in den gleichen
Variablenknoten m¨ undende Kanten mit einer rechteckigen
Box zusammengefasst. Von links nach rechts entsprechen
die Boxen den Variablenknoten in aufsteigender Reihen-
folge. Die zwei Zeilen tiefer notierte “Farbe” entspricht
dem Index der Speicherbank. Der zu Variablenknoten n
geh¨ orende intrinsische Wert In wird in die Speicherbank
geschrieben, die dem Zugriffsindex 0 zugeordnet ist. Dem-
nach wird z.B. I0 in SMA0 und IM0 abgespeichert und I4 in
SMA2 und IM2. Sowohl die extrinsischen Speicher EMi als
auch die Summenspeicher f¨ ur die aktuellen Werte SMBi wer-
den mit Nullen initialisiert.
W¨ ahrend den Iterationen der Decodierung werden die
Speicher EMi linear addressiert wohingegen die Summen-
speicher SM eine “zuf¨ allige” Addressierung haben, die durch
den aktuellen LDPC Code und die Mapping Funktion bes-
timmt ist. Die Untermengen werden in der Reihenfolge
V0,V 0
0,V1,V 0
1,...,V 0
L−1 durchlaufen. Zum Zeitpunkt t=k
werden p Summenwerte, die zu den Variablenknoten mit
Kanten in Vk geh¨ oren, parallel aus den p Speicherb¨ anken
SMAi gelesen. ¨ Uber das Permutationsnetzwerk π2 werden
die Werte sofort wieder an die gleichen Adressen aber in an-
dere Speicherb¨ anke zur¨ uckgeschrieben. Die Konﬁguration
des Permutationsnetzwerks π2 bestimmt sich aus den Far-
ben, die den Variablenknoten in den beiden Untermengen Vk
und V 0
k zugewiesen wurden. F¨ ur t=1 beispielsweise wer-
den entsprechend V1, V 0
1 die Werte (S0,S2,S3) aus den Spe-
icherb¨ anken (SMA0,SMA2,SMA1) gelesen und permutiert in
die B¨ anke (SMA2,SMA1,SMA0) zur¨ uckgeschrieben.
Die gelesenen Summenwerte werden außerdem an das
Permutationsnetzwerk π0 weitergegeben, das jedem CFU
den passenden Summenwert zuweist. Nachdem in jedes
CFU alle dC zu einem Pr¨ ufknoten geh¨ orende Summenwerte
eingegangen sind erfolgt die Aktualisierung der Werte, die
dann ¨ uber π1 permutiert und an die Variablenknoten VFUs
weitergegeben werden. π1 ist dabei genau mit der inversen
Permutation zu π0 konﬁguriert.
In den Variablenknoten werden die Werte nach Gleichung
(4) aktualisiert. Allerdings treffen die Ri→n Werte f¨ ur einen
Variablenknoten nicht direkt nacheinander ein sondern in
einer “zuf¨ alligen” Reihenfolge ¨ uber die ganze Iteration hin-
weg verteilt. Deswegen wird die Summe in den SMBi nur
st¨ uckweise aktualisiert mit Sn,k+1=Sn,k+Ri→n. Der intrin-
sische Wert wird bei der ersten Teil-Aktualisierung des Sum-
menwertes mit aufaddiert. Lesen und Schreiben der teilak-
tualisierten Summenwerte in den SMBi erfolgt in derselben
Reihenfolge wie Lesen und Schreiben der SMAi, lediglich
zeitlich verz¨ ogert.
Die zweite Iteration beginnt mit einem Vertauschen
der beiden Summenspeicher SMA und SMB. Dazu
k¨ onnen beispielsweise Multiplexer an den Eing¨ angen der
Speicher verwendet werden. In der zweiten Itera-
tion werden alle Operationen in umgekehrter Reihen-
folge durchgef¨ uhrt, d.h. die Untermengen werden in der
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Table 1. Vergleich von Hardwareaufwand und Datendurch-
satz verschiedener programmierbarer LDPC Decoderarchitekturen
(†Zus¨ atzlich wird eine signiﬁkante Anzahl an Multiplexern
ben¨ otigt, ‡Durchschnittswert ¨ uber eine Menge von Benchmark
Codes)
Masera Beuschel Tarable vorgeschl.
2007 2008 2004 Arch.
Perm. πi 1† 2† 2 4
VFUs p p p p
CFUs p p p p
Speichergr. N+4E N+E N+E 3N+E
E = 3.5N =15N =4.5N =4.5N =6.5N
Updates
pro Takt
≈0.4p‡ ≈0.8p‡ p 2p
Reihenfolge V 0
L−1,VL−1,V 0
L−2,...,V0 durchlaufen. Das
hat zur Folge, dass einige Datenpfade in umgekehrter Rich-
tung durchlaufen werden m¨ ussen wie durch die gestrichel-
ten Linien in Abb. 3 angedeutet ist. Die intrinsischen Werte
werden jeweils zusammen mit dem letzten Zweig eines Vari-
ablenknotens aufaddiert, so dass hierf¨ ur kein zus¨ atzliches
Permutationsnetzwerk notwendig ist. Nach der zweiten Iter-
ation beﬁnden sich alle Werte wieder an ihrer urspr¨ unglichen
Adresse in ihrer urspr¨ unglichen Speicherbank. Alle weiteren
ungeraden Iterationen werden wie Iteration 1 durchgef¨ uhrt,
die geraden Iterationen wie Iteration 2. Sobald ein g¨ ultiges
Codewort erkannt wird kann die Decodierung beendet wer-
den. Das Codewort wird den Vorzeichenbits der in den SMBi
abgespeicherten Summenwerte entnommen.
Die Deﬁnition der zwei Partitionen, die Abbildung
der Summenwerte auf die Speicher entsprechend der
Mapping Funktion und eine Reihenfolge der Wertaktu-
alisierungen wie oben beschrieben sorgen daf¨ ur, dass
Speicherzugriffskonﬂikte vermieden werden. Somit k¨ onnen
in jedem Takt f¨ ur jeden beliebigen LDPC Code 2p Werte
aktualisiert werden.
Der beschriebene Ansatz kann auch auf einen Lay-
ered Decoder erweitert werden. Hierbei lassen sich p
Summenspeicher, p intrinsische Speicher sowie zwei Per-
mutationsnetzwerke einsparen. Außerdem werden keine
umgekehrten Datenpfade ben¨ otigt, stattdessen werden die
beiden verbliebenen Permutationsnetzwerke in geraden und
ungeraden Iterationen unterschiedlich konﬁguriert.
5 Vergleich
In Tab. 1 wird der vorgeschlagene Ansatz mit anderen voll
programmierbaren LDPC Decoderarchitekturen verglichen.
W¨ ahrend die beiden ersten Ans¨ atze in (Masera et al., 2007)
und (Beuschel and Pﬂeiderer, 2008) einen heuristischen
Ansatz f¨ ur die Mapping Funktion verwenden nutzen die in
(Tarable et al., 2004) beschriebene Architektur sowie der
von uns vorgestellte Ansatz “optimales” Mapping. “Opti-
mal” soll in diesem Zusammenhang heißen, dass die Par-
allelit¨ at der Architektur jederzeit voll ausgenutzt wird und
keine Wartezyklen notwendig sind.
Bei den beiden ersten Designs wird zus¨ atzlich zu den
Permutationsnetzwerken eine hohe Anzahl an Multiplexern
ben¨ otigt. Alle Designs ben¨ otigen die gleiche Anzahl an
CFUs and VFUs. Die notwendige Gr¨ oße zum Speichern
der Werte Rm7→n, Sn und In ist in Anzahl der zu speichern-
den Werte angegeben. F¨ ur einen durchschnittlichen LDPC
Code mit E = 3.5N ben¨ otigt der vorgeschlagene Ansatz
zwar mehr Speicher als (Beuschel and Pﬂeiderer, 2008) und
(Tarableetal.,2004)aberwenigeralsdieH¨ alfteimVergleich
zu (Masera et al., 2007).
In (Masera et al., 2007) und (Beuschel and Pﬂeiderer,
2008) werden heuristische Mapping Algorithmen verwen-
det, weswegen die Anzahl der aktualisierten Datenwerte pro
Takt stark vom betrachteten LDPC Code abh¨ angt und im All-
gemeinen deutlich unter p liegt. In (Tarable et al., 2004)
werden Pr¨ uf- und Variablenknoten abwechselnd aktualisiert.
Das Mapping ist optimal und somit k¨ onnen in jedem Takt p
Werte aktualisiert werden. Im Gegensatz dazu werden bei
der hier vorgeschlagenen Architektur die Variablenknoten
bereitsw¨ ahrenddenPr¨ ufknotenberechnungenaktualisiert, so
dass sich der Datendurchsatz f¨ ur die vorgeschlagenen Ar-
chitektur gegen¨ uber (Tarable et al., 2004) verdoppeln l¨ asst.
Die parallele Aktualisierung erm¨ oglicht außerdem die Er-
weiterung auf einen Layered Decoder, die in (Tarable et al.,
2004) nicht m¨ oglich ist.
Verglichen mit einem festen Decoder, der nur einen einzi-
gen Code decodieren kann, erfordert die hier vorgeschla-
gene voll programmierbare Architektur einen h¨ oheren Hard-
wareaufwand. Im Vergleich zu QC Decoderarchitekturen
wie z.B. in (Brack et al., 2007) ben¨ otigt die vorgeschlagene
programmierbare Architektur die gleiche Menge an Spe-
icher. AllerdingswerdenstattderShifternetzwerkevollePer-
mutationsnetzwerke ben¨ otigt. Um eine zuf¨ alligen Pr¨ ufmatrix
abzuspeichern wird ebenfalls mehr Speicher ben¨ otigt als f¨ ur
eine QC H. Wird allerdings die gleiche Parallelit¨ at p ver-
wendet, so kann die beschriebene voll programmierbare De-
coderarchitektur unabh¨ angig vom Code den gleichen Daten-
durchsatz wie QC Decoderarchitekturen erzielen.
6 Zusammenfassung
In diesem Beitrag wurde ein voll programmierbare und
skalierbare LDPC Decoderarchitektur vorgestellt. Die Ar-
chitektur erm¨ oglicht die Decodierung eines beliebigen struk-
turierten oder nicht strukturierten LDPC Codes mit dem-
selben Chip. Eine erneute Initalisierung des Speichers in
dem die Pr¨ ufmatrix gespeichert wird gen¨ ugt, um einen an-
deren LDPC Code decodieren zu k¨ onnen. Datendurch-
satz und Hardwareaufwand lassen sich aufgrunden der
freien Skalierbarkeit der Architektur beliebig gegeneinander
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austauschen. Anhand des bipartiten Graphen wurde ein
Mapping und Scheduling Algorithmus vorgestellt, der
konﬂiktfreien Speicherzugriff und damit maximale Paral-
lelit¨ at und Datendurchsatz garantiert. Es wurde gezeigt,
dass eine Aktualisierung der Variablenknoten w¨ ahrend der
Pr¨ ufknotenberechnungen, dieausdemDesignvonQCLDPC
Decodern bekannt ist, auch bei einer vollst¨ andig program-
mierbare Architektur m¨ oglich ist. Das erlaubt die Er-
weiterung zu einem voll programmierbaren Layered De-
coder. Im Vergleich zu anderen programmierbaren Ar-
chitekturen wird die Parallelit¨ at der Architektur optimal aus-
genutzt. Somit k¨ onnen mit dem vorgeschlagenen Ansatz bei
etwas h¨ oherem Hardwareaufwand doppelt so viele Werte pro
Takt aktualisiert werden, so dass der doppelte Datendurch-
satz erzielt wird.
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