Abstract: In the paper, a new multivariable self-tuning PID controller design scheme is proposed which has a static matrix precompensator to reduce the interaction terms of the process transfer function matrix adjusted by an online estimator. The p £ p precompensated multivariate system is then controlled via 'p' univariate self-tuning PID controllers whose parameters are adjusted by a second identifier placed around the precompensated plant. The PID parameters are calculated online based on the relationship between the PID and generalised minimum variance control laws. The scheme is experimentally evaluated on a 2 £ 2 level plus temperature control system. Experimental results illustrate the effectiveness of this scheme.
Introduction
Self-tuning control schemes [1, 2] are useful for systems with unknown or slowly time-varying parameters and represent a class of advanced control algorithms. On the other hand, PID [3 -5] control algorithms still continue to be widely used for most industrial control systems, particularly in the chemical process industry. This is mainly because PID controllers have simple control structures, and are simple to maintain and tune. Therefore it is still attractive to design discrete-time control systems with PID control structures. One may not be able to get good control performance in the case of time-varying processes. Many studies with autotuning [6 -10] and self-tuning PID control [11 -18] have been proposed. However, to the best of our knowledge, there are few studies of self-tuning PID control schemes for multivariable systems. The study of Yusof, et al. [19] has directly extended the self-tuning PID control schemes [11] considered for single-input and singleoutput (SISO) systems to multivariable cases. According to this scheme it is necessary to have ðp Â pÞ-PID controllers for multivariable systems with p-inputs and p-outputs.
The main motivation in this study is to extend the univariate PID control scheme [18] to multivariate control systems. Many industrial processes are inherently multivariate in nature and yet are presently controlled by multiloop PID control schemes, where the interaction among the loops is essentially ignored. The results of such control schemes are highly detuned loops and consequently offer poor regulation and control. Many of the advanced model-based control (MBC) schemes can adequately deal with multivariable systems. The disadvantage of such schemes is that if the process conditions change then the model-plant mismatch can degrade control performance. To enhance the robustness of MBC schemes, the controller parameters are often detuned, consequently resulting in less than satisfactory performance.
Nyquist array techniques were introduce in the early 1970s to extend the paradigms of SISO design to MIMO systems. The basic idea was to decouple the MIMO system through the design of dynamic or static precompensators and then treat the precompensated system as a diagonal system for which separate PID loops can be designed. This study attempts to precisely implement this idea but in an adaptive manner, i.e. a static precompensator is estimated and implemented in an online manner followed by a separate adaptive outer loop for the design of 'p' SISO PID control loops based on the generalised minimum variance criterion [2, 18] . The advantage is that the proposed technique can deal with the time-variant nature of the process and also retain the designer's intuition and insight through the relatively simple design scheme that is proposed. This paper is based on the classical Nyquist array paradigm. The Nyquist array techniques that were proposed in the late 1960s and early 1970s have not had the impact that their developers had sought primarily because of the difficulty in getting 'accurate' models of the process. Even if accurate models are available, processes inevitably change with time, for example due to scaling in the heat exchangers or catalyst deactivation and=or fouling in the reactors and so on. Furthermore, if processes drift or change then the initial controller design will not necessarily be optimal. The objective in this study is to show that the proposed adaptive design paradigms can indeed work without much CADbased design effort if one can obtain reasonable estimates of the process models and if the models can be updated 'online' for on-going improved performance. To the best of our knowledge, this is one of the first online or adaptive multivariable design methods based on the simplified Nyquist array methods that has been proposed and successfully demonstrated to work on a computer-interfaced highly interactive two-input, two-output pilot-scale process.
The classical Nyquist array methods are model-based. This study offers a data-based approach to multivariate controller design where an initial data-based estimate of the static precompensator is used to obtain a Bode plot of the precompensated system, for example using functions 'SPA' or 'ETFE' in the Matlab System Identification toolbox [20] . This is followed by simultaneous online estimation of the static precompensator and the univariate PI controllers to continuously 'fine-tune' the performance of the multivariate closed-loop system in the presence of process changes, disturbances, etc.
Multivariable self-tuning PID controller

Mathematical model
Let z À1 be the backward shift operator, then the following discrete-time p-input and p-output multivariable description of ARIMAX system describes the process
where u(t) and y(t) are the input and output vector with p-elements, i.e. 
with the coefficient matrix B k defined as 
Precompensator
In designing multiloop controllers for multivariable control systems it is important to first remove or compensate for interactions. The simplest precompensator that can be designed is a static parameter, H is with the form [22, 23] 
Such a precompensator essentially looks after the lowfrequency interaction. The augmented system constructed by (1) and (9) can then be described as
where v(t) denotes the input signal vector to the augmented or precompensated system. In fact, the precompensator could be designed as B À1 ðz À1 ÞAðz À1 Þ to decouple the system exactly. However, this would be needlessly cumbersome for realisation purposes and require the assumption that Bðz À1 Þ is asymptotically stable. Therefore a simple static precompensator as given by (9) is used in this paper. This is the static approximation of B À1 ðz À1 ÞAðz À1 Þ: The idea behind static decoupling is that diagonal dominance is a suitably weaker requirement in comparison with complete or strong decoupling, via dynamic precompensators, in the design of controllers for multivariate systems. In general, careful design of a static decoupler can achieve diagonal dominance. Many industrial processes are controlled in a multiloop manner without any precompensation whatsoever.
By regarding the augmented system (10) as the approximately or almost decoupled system, the following model can be obtained for each diagonal element:
where
and A i ðz À1 Þ is given by (3). 
Multiloop PID controller design
Next consider the design of PID controllers [18] for the augmented system given by (11) . The digital PID control law to be considered in this paper is described as
where e i ðtÞ denotes the control error signal given by e i ðtÞ :¼ w i ðtÞ À y i ðtÞ ð 14Þ
and k c i ; T I i and T D i are the proportional gain, the reset time and the derivative time, respectively. Furthermore, T s denotes the sampling interval. For convenience, let
then (13) can be rewritten by
The tuning of the control constants in PID control laws (13) or (16) is important, since the performance of the control system strongly depends on them. For systems with unknown parameters and unknown time delays, however, it is difficult to easily find the 'optimal' PID parameters. Therefore a self-tuning PID control algorithm based on the relationship between PID control and generalised minimum variance control (GMVC) laws is derived as follows.
PID tuning
Consider the following cost function to derive a GMVC control law (17) denotes the generalised output of the form
where l i in (18) is the weighting factor with respect to the control input, P i ðz À1 Þ is the user-specified design polynomial of the form
and R i ðz À1 Þ is determined based on the relationship between PID control and GMVC laws. The control input minimising the cost function (17) is given by the following equation [2] :
where E i ðz À1 Þ and F i ðz À1 Þ are obtained by solving the following Diophantine equation:
Next, based on the relationship between PID control and GMVC laws, a tuning method of PID parameters is derived. Usually the dynamics of the system to be controlled, for example the time-delays or the time-constants, are rarely known precisely in advance. 
Here n i is defined as
then (23) can be rewritten as
Furthermore if the following relations are satisfied:
as in (25), then (25) becomes identical to (16) . Therefore based on (15) and (26), the PID parameters can be calculated as follows:
Note that the parameters l i are related to only k c i : In other words, T I i and T D i are independent of l i : Thus the proposed scheme has a feature such that after selecting P i ðz À1 Þ in the generalised output (18) , l i can be determined or chosen independently by considering the stability of the control system based on a priori information. For example, the Bode diagram can be utilised to determine l i : Such a design method for selecting l i is discussed in detail in Section 3.
The design method of P i ðz À1 Þ is discussed next. P i ðz À1 Þ is designed based on the two features which allow one to select the response shape, overshoot, settling time, etc., i.e. rise-time and the damping property.
In continuous-time systems, Shigemasa et al. [24] presented a practical method to design the reference model based on these features. By transforming these features into discrete time, the following coefficients can be obtained for the first and second-order models, respectively: where r i and m i are defined by
and s i and m i denote the rise-time and the damping index, respectively. The step responses of z À1 P i ð1Þ=P i ðz À1 Þ are shown in Fig. 1 , where s i ¼ 1:0; T s ¼ 1:0 and d i is changed from 0.0 to 2.0 in increments of 0.5.
From Fig. 1 one can see that the response shape can be chosen to one's liking by changing the parameter d i : On the other hand s i ; corresponding to the rise-time, can be set to between 1=3 and 1=2 of the time constant depending on the practical needs of the particular loop.
Based on the control scheme discussed, a multivariable self-tuning PID control is designed in this Section. A block diagram of the multivariable self-tuning PID control system is shown in Fig. 2 . This control system has two estimators named estimator 1 and estimator 2, as shown in Fig. 2 . Each estimator plays the designated role of online tuning of the precompensator and PID parameters, respectively.
In estimator 1, unknown parameters included in (1) are estimated by using the following recursive least squares (RLS) algorithm: where o 1 is a forgetting factor given by 0 < o 1 1; and e 1;i ðtÞ is a prediction error;ŷ y 1;i ðtÞ and c 1;i ðt À 1Þ are the unknown parameter and data vector, respectively, i.e. 
In (37) the subscript 'f ' denotes filtered value of the inputs and outputs. Since the precompensator H given by (9) is supposed to capture the static dynamics and gain of the system, the following low-pass data prefilter C 1 ðz À1 Þ is used for the purpose of improving the reliability of the static gain calculation:
It is well known that the filter plays an important role in the identification of real systems. The filtered values y f i ðtÞ and u f i ðtÞ included in (35) and (37) are given by
Based on the online estimates included inŷ y 1;i ðtÞ; the precompensator H is calculated. In estimator 2, the unknown parameters included in the augmented system (11) where o 2 is a forgetting factor with limits 0 < o 2 1; and e 2;i ðtÞ is a prediction error;ŷ y 2;i ðtÞ and c 2;i ðt À 1Þ are given bŷ 
For the purpose of improving reliability of the parameter estimation and once again emphasising estimation accuracy at lower frequencies, the following estimator filter C 2 ðz À1 Þ is also utilised:
Therefore y g i and v g i included in (42) and (44) are given by
By solving the diophantine equation (21) based on estimates included inŷ y 2;i ðtÞ; and calculating (24) and (27), PID parameters can be obtained.
The proposed multivariate self-tuning PID control algorithm is then realised via the following steps: 
Experimental results
The proposed self-tuning controller is experimentally evaluated on a pilot-scale level plus temperature control system. A schematic diagram of the equipment is shown in Fig. 3 .
This process system consists of a double-walled glass tank 50 cm high with an inside diameter of 14.5 cm. Cold and hot water enter the tank, in which the facility to provide additional heating via a steam coil is possible. The dynamics of the system can be changed by manipulating the exit valve position v. In this process system the control objective is to regulate the temperature of the water in the tank y 1 and the water level y 2 by manipulating the control valves u 1 and u 2 :
The steam coil and the exit valve positions are used for the purpose of evaluating the closed-loop system in the presence of disturbances and changing system parameters, respectively. The system is highly coupled.
The transfer function elements of the process can be approximated as first order with time delays. The multivariable PI control system is then constructed with a i;2 ¼ 0 in (4) . The sampling interval is set to 5.
For comparison, the effectiveness of the control system with a fixed-gain precompensator and the fixed PI control law was also evaluated. The system parameters are estimated offline in advance. Based on these estimates the precompensator is designed as follows: 
From (48) 
To ensure stability one can adjust l i by using a simple Bode analysis based on a priori or approximate knowledge of the process. In the Bode diagram only the gain curve is affected by l i and the phase curve is invariant to l i : Assuming (48) as the true system, the Bode diagrams of the control system are shown in Figs. 4 and 5, which is constructed by using (48) and the PI controllers whose PI parameters are calculated by (21), (24) and (27). 
The results of the fixed PI control scheme with the fixed precompensator (47) employed are shown in Fig. 6 , where the exit valve position v is changed at 500, 600, and 700 steps to investigate the system behaviour due to a disturbance and a change of the system parameters, i.e. the time-constant changes. The utility of the static precompensator is illustrated by applying the fixed PI control scheme without the precompensator as shown in Fig. 7 , with the PI parameters designed as k c 1 ¼ 2:307; k c 2 ¼ 5:677
From Figs. 6 and 7, the effectiveness of the precompensator in removing almost all the interactions is clearly demonstrated. However, there is a some oscillation in the level control result of Fig. 6 . This oscillation occurs owing to some mismatch between the true system and the identified model in the transient and static modes. Notice that both results are inferior when the system parameters change.
Next, the self-tuning PID control scheme without the precompensator is employed, i.e. H is set to identity matrix, and the results are shown in Fig. 8 . In this case P 1 ðz À1 Þ and P 2 ðz À1 Þ are designed via (49) and l 1 and l 2 are also set to 0.3 and 0.1, respectively. The forgetting factor in the RLS algorithm o 2 is set to 1.0, and the estimator filter parameter c 2 is set to 0.4.
In comparing Fig. 7 with Fig. 8 , the self-tuning PI control scheme works adaptively to compensate for the change of system parameters, and its effectiveness is clearly evident. However, the influence of the interaction still appears in the control results. The results of the complete control scheme with the self-tuning precompensator and the self-tuning PI controllers are shown in Fig. 9 , where P i ðz À1 Þ and l i are the same as the case of Fig. 8 , o 1 and o 2 are all set to 1.0, and the estimator filter parameters c 1 and c 2 ; are set to 0.85 and 0.4, respectively. The results of the estimator to compute the control parameters during the interval 450 to 750 steps are shown in Figs. 10 and 11, respectively. By using the proposed control scheme it is clear that the interaction of the system is removed, and that the scheme works well.
To investigate the effectiveness of the proposed control scheme in the presence of disturbances, the steam valve position d is also manipulated as shown in Fig. 12 . The control result by using the fixed PI control scheme without the precompensator is shown in Fig. 13 , where PI parameters are set to the same values as in (51). On the other hand, the result of using the proposed control scheme is shown in Fig. 14 , where P i ðz À1 Þ; l i and c i ði ¼ 1; 2Þ are designed as in the case of Fig. 9 , but o 1 and o 2 are now set to 0.998.
It is clear that the self-tuning algorithms work well to provide satisfactory regulatory control in the presence of disturbances. Fig. 9 Control result by using newly proposed control scheme 
Conclusions
A design scheme for multivariable self-tuning PID controllers has been proposed. The main features of the proposed control scheme are summarised as follows.
. A practical self-tuning design strategy for multivariable systems based on the classical Nyquist array techniques has been presented. . To cope with the interaction of the system a static precompensator is designed by the inverse of the estimated static gain matrix of the system. . The control algorithm has two separate parameter estimators which work for the online tuning of the precompensator and the PID parameters, respectively. . For the purpose of improving the reliability of the parameter estimator, simple exponential-type data prefilters condition the signals prior to estimation. . PID parameters are calculated based on the relationship between PID control and GMVC laws. . The user-specified design polynomial P i ðz À1 Þ and parameter l i are selected based on some a priori information about the controlled system.
The effectiveness of the proposed control scheme has been illustrated by experimental evaluation on a computerinterface pilot-scale level plus temperature process control system.
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