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ABSTRACT
We investigate how the current and future uncertainty on the Hubble constant affects
the uncertainty in the Equation of State (EOS) of Dark Energy (DE). We start with
the approximate linear relations between the cosmological parameters as presented
by (Spergel et al. 2006), and use the standard error-propagation relations to estimate
the effects of improving the Cosmic Microwave Background (CMB) parameters as
well as the Hubble constant on our knowledge of the EOS of Dark Energy. Because
we do not assume a flat universe, we also estimate the attainable accuracy of the
total energy density (Ωtot) of the Universe. In addition, we assume that the EOS does
not vary with time. We find that future improvements of the determination of the
CMB hardly changes the accuracy with which the EOS and Ωtot are know, unless the
Hubble constant can be measured more accurately. Errors on H0 of the order of one
to two percent are required to fully exploit data from future CMB experiments such
as PLANCK.
We present the “Rotational Parallax” (RP) technique that can be used to deter-
mine single-step distances to Local Group galaxies that are essential bias-free. The
RP method is basically an orbital parallax method and requires radial velocities at
the 10 km s−1 level and accurate proper motions of member-stars of nearby galaxies
such as M31, M33 and the LMC. Those proper motions can be supplied by future
astrometric missions such as SIM and GAIA. The accuracies that can be attained
with the RP method is in principle unlimited, but realistic estimates indicate that
distance errors at the one percent level can be reached with reasonable observing
programs (Olling & Peterson 2000). A rotational-parallax distance determination of
a Local Group galaxy would not in itself determine the Hubble constant, but would
provide an extremely accurate zero-point for other distance indicators such as Cepheid
variables.
Key words: galaxies: distances and redshifts, Local Group — galaxies: individual
(Large Magellanic Cloud, M31, M33) – cosmology: cosmological parameters, dark
energy and distance scale – astrometry and celestial mechanics: astrometry
1 INTRODUCTION
A Key Project of the Hubble Space Telescope (HST) re-
sulted in a fairly accurate determination of the Hubble con-
stant: H0 = 74 ± 2 (random) ± 7 (systematic) kms−1Mpc−1
⋆ email: olling@astro.umd.edu
(Freedman et al. 2001). There are a number of sources of
systematic error, but the largest contribution to the system-
atic error is due to the uncertainty in the adopted distance
to the Large Magellanic Cloud (± 6.5%). Notwithstanding
the systematic uncertainty, relative distances measurements
to galaxies can now be made with a precision of 5-10%.
It is customary to use the terms “precision” and “accu-
racy” to refer to internal and external errors, respectively.
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Thus, while COBE and WMAP initiated an era of precision
cosmology, one would really like to work on accurate cos-
mologies. In order to do so, one needs to minimize the num-
ber of assumptions (such as a flat universe) and treat sys-
tematic errors properly. Some systematic errors are not “sta-
tistical” and should thus not be used to generate probability-
density distributions (PDFs) for the property being studied.
An example is the distance modulus of the LMC (µLMC)
which has been determined by numerous authors who find
values roughly between 18.3 and 18.6. It is customary to es-
timate a “statistical” systematic error from the dispersion
of the determinations. However, Because many of the deter-
minations are correlated such does not yield a realistic es-
timate. Alternatively, one could also assign a uniform prob-
ability to the moduli between the extrema. However, such
procedure would neglect real differences in accuracy between
the various results. As it is not clear how exactly to treat
systematic errors and because such treatment likely varies
from case to case, we will employ the traditional method of
using systematic errors statistically, albeit with trepidation.
If one assumes a flat ΛCDM model, then the fluctua-
tions of the cosmic microwave background (CMB) as ob-
served by WMAP imply a similar value and uncertainty
of H0 [=73 ± 3, Spergel et al. (2003, 2006); hereafter re-
ferred to as WMAP06] as the HST results. If the flat-
ness assumption is abandoned, WMAP hardly constrains
H0 because WMAP measures the actual matter density:
that is to say, the product of the normalized matter den-
sity (Ωm) and h
2 (WMAP06, their figure 20), where h ≡
100 kms−1Mpc−1/H0, and Ωmh
2 ≡ ωm = 0.126 ± 0.009.
However, combination of WMAP and other datasets
yields strong evidence that the Universe is close to being
flat with a total (normalized) density of Ωtot = 0.996±1.6%
(see section 3 below). Different combinations of WMAP and
ground-based data yield the equation of state (w) of Dark
Energy (DE): w = −0.95±12%. In this paper we explore how
the uncertainties on Ωtot and w depend on the uncertainty
of the Hubble constant. We find that accurate knowledge
of these parameters requires better CMB data (as provided
by PLANCK), but also significantly smaller errors on H0.
The drive towards accurate cosmological parameters is mo-
tivated by the connection with fundamental physics theories
that could predict such observables.
This paper is organized as follows. In section 2 we try
to summarize the current state of the zero-point of the extra
galactic distance scale. In section 3 we discuss our modeling
procedure to estimate the errors on the equation of state of
Dark Energy as a function of the errors on the Hubble con-
stant. Section 4 describes the Rotational Parallax method,
while we discuss and summarize our results in section 5.
2 THE EXTRA GALACTIC DISTANCE SCALE
During the past decades significant progress has been made
on the calibration of the extra-galactic distance scale, and
the determination of the Hubble constant with new methods
such as type Ia Supernovas, the Tully-Fisher relation, sur-
face brightness fluctuations, and the fundamental plane. The
primary calibration of these methods comes from the period-
luminosity relation for Cepheid variables. These distance-
determination techniques are now relatively free of system-
atic uncertainties.
However, the true value of zero-point of the Cepheid
distance scale is still debated, in particular the difference
between the zero-points based on Cepheids in the Large
Magellanic Cloud (LMC) and those in the Milky Way [e.g.,
Feast & Catchpole (1997); Madore & Freedman (1998);
Groenewegen & Oudmaijer (2000); Di Benedetto (2002);
Reid (1999)]. Of the Cepheids with Hipparcos measure-
ments (ESA 1997), all but 2 have signal-to-noise (S/N)
values less than five (Feast & Catchpole 1997), so that
systematic biases (e.g., Lutz-Kelker correction) are im-
portant. Thus, the calibration of the Cepheid period–
luminosity relation relies on Galactic Cepheids in open
clusters, and is therefore tied to main-sequence fitting for
clusters calibrated to the Hyades, and the till-recently-
problematic Pleiades (Soderblom et al. 2005). However,
steady progress is being made in the calibration of Galac-
tic Cepheids distances via HST trigonometric parallaxes
(Benedict et al. 2002) and interferometric calibration of the
Baade-Wesselink method (Lane et al. 2002; Nordgren et al.
2002; Kervella et al. 2004a; Kervella et al. 2004b).
Because of uncertainties in the Galactic calibration,
most extra-galactic distance scale studies have been cali-
brated relative to the nearby LMC. However, the metallic-
ity of the LMC is substantially below that of those distant
galaxies (and the Milky Way [MW]) that are used to cal-
ibrate the Supernova Ia distance scale onto the Cepheid
distance scale [e.g., Sandage et al. (2006)], while there
are also strong indications that the Period-Luminosity (-
Color) relation is non-linear [e.g., Ngeow & Kanbur (2006);
Groenewegen et al. (2004) and references therein] and de-
pendent on metallicity [e.g., Gould (1994); Sasselov et al.
(1997); Kennicut et al. (2003); Groenewegen et al. (2004);
Sandage et al. (2006)]. In fact, the range in recently-
published values of H0 (58 – 75 km s
−1Mpc−1) may be en-
tirely attributable to differences in the applied metallicity
corrections (Sandage et al. 2006).
Several independent methods for measuring distances
are commonly applied to the LMC. These include Cepheids,
the red clump, eclipsing binaries, SN1987A, the magnitude
of the tip of the red giant branch, RR Lyraes, and Mi-
ras. Unfortunately, the full range of most of the distance
modulus (µLMC) to the LMC extends from 18.2 to 18.7
mag (Reid 1999). The wide range of moduli relative to the
quoted internal errors indicates that systematic errors still
dominate the determinations of the LMC distance. Alves
(2004) finds that recent applications of a variety of methods
seem to settle on µLMC = 18.5 ± 0.1 mag (or H0 = 71 ± 10
kms−1Mpc−1), which corresponds nicely with the WMAP
value. However, it is possible that such convergence is partly
related to (over-) confidence in the WMAP results. After
all, some inconsistencies remain. For example, the K-band
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Red-Clump distance to the Galactic centre equals 8.24 ±
0.4 kpc (Alves 2000) while geometric methods yield values
one to two sigma smaller, or about 7.3 kpc: 1) the “expand-
ing water maser” distance to Sgr B2 equals 7.2 ± 0.7 kpc
(Reid 1993), and 2) the bias-free “orbital parallax method”
of stars orbiting Sgr A∗ yields 7.4 ± 0.2 kpc (Gehz, 2006,
private communications).
Eclipsing binaries are good distance indicators
(Paczyn´ski 1997; Fitzpatrick et al. 2003; Wilson 2004),
with an expected accuracy less than 5% for M31 and
M33 (Ribas et al. 2004, 2005). However, the errors may be
underestimated by a factor of two (Alves 2004).
NASA’s Space Interferometry Mission [SIM1 ; e.g.,
(Edberg et al. 2005)] and ESA’s GAIA2 (Perryman 2002)
mission will contribute significantly to resolving the distance
scale in the Milky Way. However, many calibration problems
related to the ages and metallicities of the “standard” can-
dles remain (Reid 1999). It would be profitable if the first
steps of the distance ladder could be avoided altogether via
trigonometric parallaxes. Unfortunately, such measurements
are beyond the capability of GAIA and SIM. The accuracy
of SIM’s grid is expected to be about 3.5 µas, which corre-
sponds to a distance error of about 19% for the LMC, while
GAIA’s accuracy is at least twice worse.
3 IMPLICATIONS FOR COSMOLOGY
There are at least four reasons to determine H0 with an
accuracy of several percent or better: 1) to determine dis-
tances to external galaxies via redshift measurements, 2) to
calibrate accurately other distance indicators, 3) to deter-
mine the equation of state of Dark Energy, and 4) to de-
termine the total density (Ωtot) of the universe. The equa-
tion of state [pressure (p) over density (ρ)] of Dark Energy
(DE) tells us something about its nature. Several lines of
evidence suggest that we live in a Universe that is close to
critical density (Ωtot ∼ 1). For example, the WMAP data
and the HST constraint on the Hubble constant (0.74 ±
0.08) results in Ωtot ∼ 0.996 [see eqn. (9) below] and a mass
density (baryons & dark matter) of 23%, so that about 76%
of the energy-density of the universe is unrelated to grav-
itating matter. The most obvious candidate for this Dark
Energy is a cosmological constant Λ, which is allowed for
by General Relativity. Other forms of DE are suggested
by theoretical physicists. One potentially difference between
these various possibilities is the pressure-over-density ratio
(w ≡ p/ρ, i.e. the EOS) of the proposed DE candidates. For
example, the cosmological constant would have w = −1, cos-
mic strings have w = −1/3, domain walls have w = −2/3,
while Quintessence can come in multiple varieties: fixed with
w>∼−0.8, or with a time-variable w value (Peebles & Ratra
1 http://sim.jpl.nasa.gov/library/book.html and http://
planetquest.jpl.nasa.gov/documents/WhitePaper05ver18 final.pdf
2 http://astro.estec.esa.nl/SA-general/Projects/GAIA/gaia.html
2003). Here we only consider anonymous DE candidates with
a non-varying EOS.
When adding “other” relevant data sets (see below), the
various cosmological parameters are determine better than
with WMAP data alone. Doing this, WMAP06 finds that
the vacuum energy (ΩΛ) and Ωm are correlated:
ΩΛ = aΛm + bΛmΩm (1)
with aΛm ∼ 0.944 ± 0.011 and bΛm ∼ −0.775 (from figure
21 of WMAP06). ΩΛ yields the spatial curvature (ΩK =
1− Ωtot) of the Universe:
ΩK = aKΛ + bKΛΩΛ (2)
with aKΛ ∼ −0.0992± 0.009 and bKΛ ∼ 0.1199±0.0124. We
derive these values from table 11 of WMAP06 (excluding the
H0 constraint). Furthermore, figure 17 of WMAP06 yields:
w = awK + bwKΩK (3)
with awK ∼ −0.910 ± 0.063 and bwK ∼ 6. In fact, the EOS
and ΩK are more constrained than eqn. (3) suggests. How-
ever, this is not very important for the purpose of error
estimation. Combining equations (1) through (3) we arrive
at:
w = awK + aKΛbwK + aΛmbKΛbwK + bΛmbKΛbwKωmh
−2(4)
= (−0.826 ± 0.109) − (0.557 ± 0.058) ωm h−2 (5)
∼ −0.95 ± 0.11 (6)
where the last relation employs the current value and error
on h. Likewise, current data yields:
Ωtot = ΩΛ +Ωm = aΛm + (bΛm + 1)ωm h
−2 (7)
= (0.9438 ± 0.0114) + 0.225 ωm h−2 (8)
∼ 0.996 ± 0.016 (9)
Thus, without the assumption of a flat Universe, current
data allows for the determination of the total density of
the universe to plus or minus 1.6%, while the EOS of Dark
Energy is known to about 12%. The actual values of Ωtot
and w strongly hint at a flat Universe with the cosmological
constant being the Dark Energy.
The constraints from “other” data sets used by
WMAP06 are: large-scale structure observations (galaxy
redshift surveys), distant type-Ia Supernovas, Big-Bang nu-
cleosynthesis, Sunyaev-Zel’dovich (SZ) fluctuations, Lyman-
α forest, and gravitational lensing. However, the physical
processes underlying these constraints can be more com-
plex than those of the CMB which can potentially lead to
serious biases in the derived cosmological parameters [e.g.,
Seljak et al. (2003); Efstathiou (2005)].
An obvious alternate and complementary approach
would be to anchor the Hubble constant via trigonometric
parallaxes of nearby galaxies. In that case, actual densities
would be measured via, for example, CMB fluctuation, while
the normalization by the critical density is provided by H0
[ρcrit = 3H
2
0/(8πG)]. Although it is not possible with fore-
seeable/planned technology to obtain trigonometric paral-
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laxes of the required accuracy, the method of Rotational Par-
allaxes” is likely to be virtually as good [Peterson & Shao
(1997); Olling & Peterson (2000, 2006), hereafter referred
to as OP2000], see § 4 below for details.
3.1 H0 and Dark Energy
Future CMB data will be more accurate than at present: the
eight-year WMAP data will reduce the current errors by a
factor of two (Spergel, 2006, private communications), while
PLANCK data is expected to be eight times better than the
3-year WMAP data (Efstathiou 2005).
We can estimate the effects of more accurate CMD data,
as well as an accurate value of the Hubble constant on our
knowledge of the EOS of Dark Energy by employing equa-
tion (4) above. In order to do so, we assume that the errors
on the ai and bi parameters improve while the values them-
selves do not change with improved CMB accuracy. The
advantage of this method is that it is easily implemented. A
better job can be done by performing full, WMAP06-style,
calculations but this approach is beyond the scope of this
paper. Thus, we will use a poor-man’s version of such a full-
scale investigation.
The physics of the CMB implies that only a relation can
be found between ΩΛ and Ωm, while the individual values
are unconstrained. This leads to a very elongated confidence
region that can be parameterized by the linear relation of
equation (1). Other data sets are required to break this de-
generacy. For example, the magnitude-redshift relation for
Supernova Ia is popular because its confidence region is al-
most perpendicular to that of the CMB data [for reviews,
see among others, Carroll (2001); Lewis & Bridle (2002);
Riess et al. (2004); Efstathiou (2005); Perlmutter (2005)].
In that case, the SN-Ia data “selects” part of the confidence
region generated by the CMB data to determine values for
ΩΛ and Ωm. However, it will hardly decrease the error in
ΩΛ (for a given Ωm) because the SN-Ia confidence region is
very elongated in the ΩΛ direction.
Thus, orthogonal constraints are an excellent way to
determine the values of cosmological parameters, while the
shape and direction of the joint confidence region is set by
the data set with the smallest errors. In the remainder of
this paper we assume that the CMB measurements will be
the most accurate data set, so that the relations between
the cosmological parameters given by equations (1) through
(4) and (7) are approximately valid. We will also investigate
the consequences of relaxing this assumption.
The results are presented in figure 1, where the top
panel shows the increase in accuracy of knowledge of w as a
function of improvement of our knowledge of the CMB, with
respect to the WMAP 3-year data. The four lines are com-
puted for Hubble constants with varying accuracies: 10%,
4%, 2% and 1%, from top to bottom. The curves are labeled
with the accuracy of the w parameter that can be obtained
with PLANCK-like data. These errors are computed via the
standard error propagation relations for equation (4), where
the uncertain terms are the ai’s, ωm, h
−2 and bKλ. The
Figure 1. Top Panel: The accuracy with which the EOS of
Dark Energy can be determined as a function of the accuracy of
the CMB data (abscissa), and the accuracy in H0 (lines). The
vertical lines correspond to accuracies of the WMAP-1-year data,
WMAP-3yr data, WMAP-8yr data and PLANCK. The lines are
labeled with the achievable w-accuracy with PLANCK-like CMB
parameters and H0 accuracies of 10%, 4%, 2% and 1%, from top
to bottom. The error bars indicate the additional uncertainty if
the “slopes” are changed by 25%. The bottom panel shows the
contribution of the uncertainty on H0 to the total error on w.
part of the error on w that can be attributed to uncertainty
in H0 (ǫw,h) depends on the relative accuracy of the CMB
parameters and H0. Currently, the error on H0 hardly af-
fects our knowledge of w. However, with decreasing errors
on the CMB parameters, our ignorance of the Hubble con-
stant becomes the dominant contribution to the total error
on w (ǫw,tot). This is illustrated in the bottom panel of fig-
ure 1 which shows ǫw,h/ǫw,tot as a function of the accuracy
of CMB data and the Hubble constant.
From figure 1 we infer that even at PLANCK accuracy,
the errors on w have only slightly decreased with respect to
the current value (11.5%). However, the accuracy of the EOS
of Dark Energy improves significantly when the error of H0
is decreased. The behavior of the error on Ωtot is similar to
the error on w, but at a ten times lower level. Thus, in our
lifetime, it should be possible to determine the flatness of
the Universe to one part in one thousand.
Our assumption that the slopes bi in equations (1) – (3)
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remain fixed with the addition of other data hardly changes
the conclusions reached above. This is indicated by the “er-
ror bars” which are calculated in Monte Carlo fashion by
randomly and independently varying each of the slopes bi by
25%. However, when doing so, the constants ai are changed
so as to remain consistent with the current-day values of
Ωtot, ΩΛ, ΩK and w. When varying the bi’s and changing
the ai’s accordingly, we also add a random contribution to
the ai’s with an RMS equal to the uncertainty in the ai’s.
Larger variations of the slopes will introduce larger error
bars. However, the general trend that better Hubble con-
stants results in better values for the EOS of Dark Energy
remains valid.
4 ROTATIONAL PARALLAX DISTANCES
The method of “Rotational Parallaxes” (RP) combines
proper motions and radial velocities of stars in external
galaxies to yield bias-free single-step distances, analogous
to the orbital parallax technique. The attainable accura-
cies, of the order of one percent, are well matched to the
requirement that the interpretation of future CMB data is
not limited by knowledge on H0.
For a nearby spiral galaxy at distance D (in Mpc)
which is inclined by i degrees, with a rotation speed of Vc
kms−1, the proper motion due to rotation equals µRC =
Vc
κD
µas yr−1 [κ (∼4.74) converts velocities in AU yr−1 to
kms−1]. For M33 [i ∼ 56o,D ∼ 0.84, Vc ∼ 97], M 31
[i ∼ 77o,D ∼ 0.77, Vc ∼ 270] and the LMC [i ∼ 35o,D ∼
0.055, Vc ∼ 50] we find: µM33RC ∼ 24, µM31RC ∼ 74 and
µLMCRC ∼ 192 µas yr−1. Thus, the rotational motions of these
galaxies are easily resolved by SIM, and, depending on mag-
nitude, also by GAIA3. In addition to the absolute size of
the rotation speed, the relative contribution of random mo-
tions of the stellar population (σ) are important. The VC/σ
values of 27, 9.7 and 2.5 for M 31, M33 and the LMC are
likely to be indicative of the ease with which accurate RP
distances can be determined.
The “principal axes” (or Mm) variant of the RP
method applies to galaxies dominated by circular rotation.
Individual stars are identified along the major (M) and mi-
nor (m) axes at similar distances from the centre (with the
same rotational velocity. Proper motions (µ) on the minor
axis (µCm) measure the circular velocity divided by D. On
3 We performed extensive simulations to convert accuracies in
position or parallax to proper motion errors, with as a variable
the inverse of the mission duration (xt). We find that δµ/δpos ≈
1.901xt + 0.474x2t , while δµ/δπ ≈ 2.751xt + 0.981 x
2
t . Thus, for
mission durations of 5 years, a position error at V=18 of 5.38
µas for SIM correspond to proper motion errors of 2.1 µas yr−1.
SIM’s best grid accuracy is 3.47 µas at V=11, so that δµ ∼ 1.35
µas yr−1. We estimate, based on GAIA’s scanning law, read noise,
collecting area, quantum efficiency and integration time, that it
can achieve parallax Eros of 26, 45 and 78 µas at V=15, 16 and
17, respectively. This leads to proper motion errors of 15, 26 and
46 µas yr−1, at the same magnitudes.
the major axis, µCM , equals µ
C
m projected by cos i. Radial ve-
locities (Vr) on the major axis give the circular velocity pro-













(µCm)2 − (µCM )2
. (12)
The correction for the systemic motion (indicated above by
superscript “C”) can be approximately achieved when two
stars are chosen per principle axis, one on each side of the
centre (e.g., | µCM |= | µM,approaching − µM,receeding | /2).
However, the principal axes method requires stars close to
the principal axes, making it difficult to find enough targets,
while the effects of major perturbations such as warps, spiral
arms etc. are difficult to handle.
This method can be generalized to a star arbitrarily
positioned in the galaxy. We use rectangular (x and y) and
polar (R and θ) coordinate systems centered on the galaxy
centre and co-planer with the galaxy disk. The x and y′ axes
along the major and minor axes, respectively, with y′ is the
foreshortened y coordinate. The following elementary rela-
tions between the coordinates and the various projections of
the orbital velocity Vc apply:
Vx = −sΩVc sin θ′ (13)





Vr = Vy sin i = sΩVc cos θ



















with Vx and Vy the projections of Vc on the x and y
′ axes.
The angle θ′ is the angle between V c and Vy, while sΩ = -1
(+1) for (counter-) clockwise rotation.
The unknowns D, i and Vc can be recovered from the
observables (Vr, µx, and µy′) by solving eqns. (15) – (17).



















where we assume circular orbits.
The achievable distance error depends on distance, in-
clination, position angle and (almost) linearly on observing
errors (OP2000). If we assume that the accuracies for the ra-
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dial velocity observations (δVr) and proper motions are are
of order the internal velocity dispersion of the tracer popu-
lation, we obtain a distance error (per star) of 13% for M31.
For individual stars in M33 and the LMC, we get errors per
star of 28% and 90%. Note that for M31 and M33 the ran-
dom motions of a young population (10 kms−1) corresponds
roughly to the expected proper motion accuracy of SIM of
2.1 µas yr−1but is much smaller than GAIA’s accuracy. For
the LMC, the internal motions roughly equal GAIA’s as-
trometric errors4. Thus, for RP programs targeted at either
M33 or M31, the main obstacle in achieving a small dis-
tance error is the smallness of the rotational signal. SIM,
with its small errors, is thus much better suited for such
a project. On the other hand, SIM’s small errors would be
“wasted” on the LMC stars because there the error budget
is dominated by the dispersion of the stellar population.
4.1 Realistic Rotational Parallaxes
If not modeled carefully, non-circular motions due to spiral-
arm streaming motions, perturbations from nearby galaxies,
a bar, warps, etc. may result in a biased distance determina-
tion (OP2000). For example, spiral-arm streaming motions
can reach amplitudes of 10% of the rotation velocity, lead-
ing to distance errors of similar magnitude. For the LMC the
effects of the bar and tidal interaction are even more impor-
tant than for M31 and M33. In order to achieve errors of
several percent, it will be necessary to correct for any sizable
deviations from circular motion. OP2000 indicate that such
can indeed be achieved with the next-generation astrometric
satellites.
The distance errors can be reduced by observing more
stars, if systematic errors allow for such averaging. How-
ever, because non-circular motions can be correlated on large
scales, a substantial number of stars needs to be used to be
able to identify and correct for those systematic non-circular
motions. Furthermore, these stars must be spread out over
an area that exceeds the region affected by the non-circular
motions. OP2000 envisaged using stars spread around an
annulus in the target galaxy and estimated that a minimum
of 200 stars are required to achieve a 1% distance error for
M31. Thus, with SIM proper motions for about 200 stars
per system, and if the non-circular motions can be handled
properly, the distances to M31, M 33 and the LMC can be
determined to 0.92, 2.0 and 6.4 percent. The required SIM
observing time for a rotational-parallax program depends on
the magnitude of the stellar targets. For GAIA, with a fixed
integration time per star, the final accuracy is determined by
4 For M31 and σ ∼10 km s−1 ∼ δVr , and δµ ∼ σ/(κ770
kpc) ∼ 2.7 µas yr−1 ∼ δµSIM ≪ δµGAIA ,
– For M33 and σ ∼10 km s−1 ∼ δVr , and δµ ∼ σ/(κ840
kpc) ∼ 2.5 µas yr−1 ∼ δµSIM ≪ δµGAIA ,
– For the LMC, the “errors” are dominated by the velocity dis-
persion (σ ∼ 20 km s−1) of the stars: δµ ∼ σ/(κ 55 kpc) ∼
77 µas yr−1 ≫ δµSIM ∼ δµGAIA
the total number of stars per target galaxy, and the achieved
astrometric accuracy as a function of magnitude.
By comparing on-galaxy star counts with off-galaxy
counts on fields with the same Galactic latitude, we esti-
mate that there are a sufficient number of potential targets
in these three local group galaxies. Based on the UCAC2
catalog (Zacharias et al. 2004), we estimate that the LMC
contains at least 23,000 stars brighter than V=16 within
two degrees from the centre. Similarly, the 2MASS cata-
log (Skrutskie et al. 2006) yields 2,009 (± 265) and 984 (±
197) stars with Ks ≤ 15 for M 31 and M33, respectively. The
LMC is a natural target for GAIA-based RP studies because,
at the limiting magnitude of its radial velocity (RV) instru-
ment (V ∼ 17), GAIA’s proper motion accuracy is smaller
than the LMC’s rotational signature of 190 µas yr−1. We ex-
pect that GAIA’s delivery of five-dimensional phase-space
coordinates for a magnitude limited sample of substantial
size of the individual stars of external galaxies (LMC, SMC
et cetera) will have many significant galactic-dynamics ap-
plications such as bar-dynamics, disc dynamics and tidal
interactions. On the other hand, M31 and M33 naturally
lead to SIM-based programs because the internal motions
(relative to the stellar velocity dispersions) are four to ten
times smaller than for the LMC.
5 DISCUSSION AND CONCLUSIONS
In this paper we discussed a possible new rung of the
extra-galactic distance ladder, namely an extremely accu-
rate rotational-parallax distance to either M31, M33 or the
LMC. However, such a first rung does in fact not yield the
Hubble constant. To do so, other distance indicators that
extend beyond the Local Group must be re-calibrated with
the zero-point provided by the RP distance.
The effects of decreasing the error on the Hubble con-
stant on our knowledge of the equation of state of Dark En-
ergy (and Ωtot) declines when H0 is known more accurately.
For example, with PLANCK-like CMB data, decreasing the
error on H0 from 2% to 1% decreases the error on w (and
Ωtot) by only 20% (see Fig. 1). Thus, establishing an error on
H0 much below 2% does not contribute greatly to reducing
the error on w.
Assuming
√
N statistics for the Rotational Parallax
method, 2% distance errors may be achieved with SIM-like
observations of just 43 stars in M31 and 200 stars in M33.
The LMC requires at least 2,025 stars to reach the desired
distance accuracy, mainly because random motions are sig-
nificant, so that it is a preferred target for survey missions
such as GAIA.
I thank Deane Peterson, David Spergel, Ed Shaya and Alan
Peel for useful discussions.
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