A seasonal time series can be represented by a vector autoregressive model for the annual series containing the seasonal observations. This model allows for periodically varying coefficients. When the vector elements are integrated, the maximum likelihood cointegration method can be used to check for the presence of, possibly restricted, cointegration relations between these annual series. In this paper it is shown that this application generalizes a test procedure for seasonal unit roots. Simulations and examples illustrate its empirical performance.
Introduction
Common assumptions for models of a seasonally observed economic time series are, e.g., (a) the series is seasonally integrated, (b) seasonal patterns can be represented by deterministic dummies, and (c) a variable is periodically integrated (see, e.g., Osborn, 1988) . The Hylleberg et al. (1990) [HEGY] method is designed to discriminate between models implied by assumptions (a) and (b). Thus, the HEGY approach considers only a subset of possible models, and, in particular, does not allow for periodically varying coefficients. This calls for a model selection strategy in a class of models that considers models of types (a), (b) , and (c). In the present paper it is argued that a vector autoregressive
[VAR] model with cointegrating restrictions for the annual series of seasonal observations can provide such an extended class. The reason for choosing a VAR specification is that several models for the univariate series imply the presence of, and restrictions on, cointegration relations between these annual series. Each model assumes a different number of cointegrating relations, and therefore an estimate of that number is of importance.
Further, since the validity of certain parameter restrictions in the cointegrating vectors are to be tested, the Johansen (1988) test procedure seems to be most suitable for model selection.
Section 2 discusses model representation issues. Particularly, the focus is on writing autoregressive models for a univariate series as a VAR for the vector of stacked observations.
The relations between cointegrated annual series and, e.g., (non) seasonal unit roots and periodic integration are also highlighted. For notational convenience and illustrative purposes, I deal with quarterly time series only. Section 3 proposes a model selection strategy which is based on applying the Johansen method to this VAR model. In Section 4 this strategy is compared with the HEGY method via some Monte Carlo simulations. In Section 5 the proposed model selection method is applied to the Japanese consumption and income series studied in Engle et al. (1993) . More examples can be found in Franses (1990) . The final section concludes with some remarks.
Model representation
Consider a univariate quarterly time series x,, t = 1, , n, when it is generated by an autoregressive process of order p [AR ( 
where 6 is a constant and 4,(B) is a polynomial of order p in the backward shift operator B. This operator is defined by Bkx, = .qk. The I-:, denotes a standard white noise process, i.e., an uncorrelated zero mean process with constant variance. In case the polynomial 4,,(B) can be decomposed as 4,*-,( B)(l -B4), the X, series is said to be seasonally integrated.
Since (1 -B4) equals (1 -B)(l + B)( 1 -iB)(l + iB), this means that X, then contains a nonseasonal unit root 1 and the seasonal unit roots -1, -i, and + i. Hylleberg et al. (1990) propose a procedure to test for the presence of these roots.
Although the constant 6 can be replaced by seasonally varying constants, one of the properties of model (1) is that its dynamic parameters do not vary with the seasons. This variation can be introduced by adding a subscript s to the elements of (1) (see also Osborn, 199 1) . A simple example is the first-order autoregressive model
where the values of the autoregressive parameter and the variance of the error process vary with the season, and where s = 1,2,3,4. This process is called a periodic process (see Pagano, 1978; Troutman, 1979; inter ah) . Strictly speaking, periodic processes like (2) are not stationary since they treat each season differently, and variances and correlations therefore vary with the seasons. The latter suggests an alternative representation of a periodic autoregressive process, which is given by a multivariate process for the (4 x 1) vector XT containing the annual series XsT, or XT = (XIT, XZT, X3T, XdT)', where XsT is the observation in season s in year T. The annual index T runs from 1 to N, where N = n/4. This multivariate process is
where the Ai, i = 0, 1, . . . , m, are (4 x 4) parameter matrices, and where the p is a (4 x 1) vector of constants and ~~ is a (4 x 1) vector white noise process. The model in (3) can be called a vector of quarters [VQ] representation. Note that this model only allows the parameters to be periodic, and that they do not necessarily have to be seasonally varying, i.e., models like (1) can also be written as (3). The idea of stacking has been introduced in Gladyshev (1961) and is also considered in, e.g., Tiao and Grupe (1980) and Osborn (1991) . As an example, the univariate model in (2) can be represented as
where the backward shift operator L is similarly defined as B, i.e., LkXT = XT-k, and it refers to annual time series.
The vector series XT generated by (3) is stationary when the roots of the characteristic equation,
are outside the unit circle. For the example in (2) and (4) this means that the solution to
should exceed one, i.e., that C(,CI~M~CY_, < 1. When c(~c(~c(~~~ = 1, the system for XT has one unit root, and the corresponding univariate process x, is said to be periodically integrated (see Osborn, 1988) . Note that at least one of these c(, exceeds one.
Alternative to (5), the presence of unit roots in the system for XT can be checked by analyzing a rewritten version of the VQ model. For that purpose the VQ model is written in a vector autoregressive form, i.e., XT = n,x,-, + "' + n,x,-, + u + or,
where I7i 
see Johansen (1988) . The A = 1 -L is the first-order differencing filter for annual data and it corresponds to the A4 = (1 -B4) filter for quarterly series. The matrices rj, j = 1, . , m -1, are functions of the L'i in (7). The Ii' matrix in (8) conveys information on stationarity and on the cointegration relations between the elements of Xr. When three of the solutions of (5) are outside the unit circle and one of the solutions is z = 1, the process (5) has one unit root, and hence the matrix Zl has rank 4 -1 = 3. This means that there are three cointegration relations between the XsT, s = 1, . . . ,4. For example, the model in (4) can be rewritten as AXT = Zi'XT_ 1 + wT, or It is now easily seen that the Z7 matrix in (9) has rank 3 when CI~ C(~CC~CC~ = 1. This means that a periodically integrated first-order autoregressive time series assumes three cointegration relations between the XsT variables. From (9) it can also be observed that these relations are simply Xrr -c$~X~~, X2r -42X4T, and X3T -c#I~X~T, where not all C$j, j = 1,2,3 are equal to unity. Note that when the c(, are all equal to 1, i.e., when the model Alx, = E, is appropriate, there are also three cointegration relations for which now all the dj are equal to 1. Of course, when the rank of n is equal to 0, it can be seen from (8) and (9) that the A4 filter for the x, series may be adequate.
Altogether, this suggests that a method to select between several models for seasonal time series can be based on an estimate of the rank of II and on a test for the validity of restrictions on the parameters in the cointegration vectors. The Johansen (1988) maximum likelihood cointegration method may now be useful for this purpose (see also Johansen and Juselius, 1990) .
Model selection
The model selection method for a univariate seasonal time series x, is based on the VQ representation (3) its rewritten version (8), and an analysis of the properties of the matrix II. Consider the first-order VQ model
where the matrix 17 will be estimated unrestrictedly, and assume that for the error process applies that UT -N,(O, A). Since this model is essentially a vector autoregression of order 1, the sixteen parameters in 17 can be estimated using ordinary least squares. Denote r as the rank of LI.
The process XT is asymptotically stationary in case r equals 4. There is no cointegration between the elements of XT in case r is equal to 0. In case 0 < r < 4, one can write ll = c@', where z and /I are (4 x r) matrices, of which the matrix B contains the cointegration vectors. Johansen (1988) developed test procedures for the value of r and for linear hypotheses in terms of CI and /I. For (lo), the method boils down to the choice of the r linear combinations of elements of XT which have the largest correlation with AX, after correcting for u. The eigenvectors of the relevant canonical correlation matrix are the columns of /I. The corresponding eigenvalues Ai, where li > 13i + 1, are used to construct statistics like Qi(r) = -NC;Zr+l log(1 -Ai) and Q2(r) = -Nlog(1 -1,). The trace test statistic Q1 and the maximum eigenvalue test statistic Qz can be used to test for the number of cointegration vectors. Asymptotic fractiles for these statistics are displayed in Johansen and Juselius (1990) . However, preliminary
Monte Carlo simulations reported in earlier versions of my paper have indicated that for sample sizes as large as N = 25, these critical values may not be appropriate. Therefore, small-sample fractiles for the statistics Qi and Qz have been calculated on the basis of 10000 replications for samples of 25 and 50 observations. Note that these sample sizes for annual data correspond to 100 and 200 quarterly data, respectively. In the Appendix the tables with fractiles are displayed. A comparison of these with the corresponding tables in Johansen and Juselius (1990) indicates that the critical values in small samples differ from the asymptotic ones although a convergence can be observed as sample size grows, and that the differences across the distinct null hypotheses between the values for sample sizes 25 and 50 are not very large.
To test for linear restrictions on the cointegrating vectors /I, define a (4 x 4) matrix H, where r G q 6 4, which reduces p to the parameters cp, or p = Hcp. For brevity, I shall denote these restrictions by their matrix H. Assuming the validity of the restrictions H, one compares the corresponding eigenvalues 5i of the canonical correlation matrix with the ii via the test statistic Q = N II= 1 log{(l -ti)/(l -ii)}. Under the null hypothesis, the test statistic Q asymptotically follows a ~'(r(4 -q)) distribution. Whether this distribution is valid in small samples will be investigated
below. An application of the Johansen cointegration method to the model in (10) gives an opportunity to gain insights in the properties of the univariate quarterly x, series. No differencing filter is needed for x, in case r is equal to 4. In case there are no cointegration relationships between the elements of XT, each XsT series is an integrated process (see also Osborn, 1993) . Hence, r = 0 implies that the filter d, for x, may be appropriate.
If r is 3 and pairs of successive XsT are cointegrated with parameters (1, -I), a transformation di for x, is required. This di filter assumes the cointegration relations (X2r -Xir), (X3T -XZT), and (XdT -X3=). In terms of model (10) 
are not rejected. In terms of (I), this means that x, has a nonseasonal unit root 1. The A 1 x, series may now be described by an autoregressive model with seasonally varying parameters. Whether all the parameters are periodic indeed can then be tested along standard lines.
It is also possible to test for the presence of seasonal unit roots (see Hylleberg et al., 1990) . When r = 3, one can check for the presence of root -1 by testing the restrictions (12) If both the hypotheses Hxl and H32 are rejected, one has encountered three general cointegration relationships between the elements of XsT. Specific restrictions on the parameters in ll can now imply the appropriateness of the periodically integrated model like x, = 1,x1_ 1 + e,, with c(i c(~c(~Q = 1 but not all 'M,~ = 1 as in (2). When r is equal to 1 or 2, one can proceed along similar lines to test for the presence of nonseasonal and/or specific seasonal unit roots. In Table 1 the relevant restriction matrices H are given.
Summarizing, an application of the Johansen cointegration method to a VAR model for the XT vector generalizes the HEGY approach since it allows for the presence of periodically varying parameters. When each of the hypothes es H in Table 1 is rejected, the time series x, can be said to be periodically integrated. A possibly suitable model for such a series is a univariate periodic error correction model like (10) where Ll is replaced by r/?'. The 'error' of overdifferencing is then corrected by fi'X,_ 1, which represents linear relationships between the annual series. The results in Engle and Yoo (1987) suggest that a forecasting gain can be expected when this model is used for forecasting. In Franses and Romijn (1993) it is illustrated that such forecasts compare favourably with those obtained from a model for a A4 transformed x, series. Alternatively, one may also want to construct a model containing more than one time series. In case of periodically integrated time series, it may then be worthwhile to consider a periodic cointegration model, which is a model where the cointegration vectors, as well as the adjustment parameters, are allowed to vary over the seasons (see, e.g., Birchenhall et al., 1989; Franses and Kloek, 1991) .
A Monte Carlo study
The model in (lo), which is the simplest VQ model, contains 16 + 14 parameters to be estimated. When some of these parameters are in fact equal to 0, as for example in (9), this may have an impact on the empirical performance of the cointegration method. Further, nonperiodic models like (1) imply parameter restrictions on the elements of Ll, and this can also effect size and power of the test strategy. This section reports on the results of a Monte Carlo study in which small periodic and nonperiodic, possibly integrated, time series are the datagenerating processes. In the simulations below, only the trace test statistic Qi will be used in the VQ method. Further, the VQ model selection approach will be compared with the HEGY method. To save space, it is assumed that the reader is familiar with the details of the latter approach.
Issues of interest are whether the empirical power of the procedure is reasonably high, also in cases where the model in (10) is overparameterized, and whether the asymptotic x2 distribution for the tests for restrictions is valid in samples as small as 25 observations.
In the simulations the maintained regression model is (lo), i.e., the model includes a constant term. Below, this model will be called a VQ model of order 1. The relevant critical values are obtained from Table A .1 in the Appendix. For comparability reasons, I consider an auxiliary regression for the HEGY method when it includes seasonal dummies and a deterministic trend. The significance level for each step of the HEGY method is set equal to 5%. To gain insight in the performance of the VQ method itself, I report on the results obtained at a 5% and at a 10% level.
In case the data-generating process is a periodically integrated process in (2) which is a process not captured by the HEGY method, i.e., (2) with the imposed restriction that CZ~Z~C(~U~ = 1, the differences between the two methods are most striking. Some simulation results relevant to this case, where only two sets of parameter values have been chosen for which applies that the product equals 1, are reported in Table 2 . In about 50% of the cases the VQ method selects the correct model, i.e., r is equal to 3 and the restrictions Hjl are rejected. One reason for this somewhat low value of the power is that the VQ model is overparameterized. This seems to be confirmed by the unreported fact that, next to the 50% of the cases that Y is found to be equal to 3, generally in about 35% of the cases this r is estimated to be 2. Another cause may be that the asymptotic x2 distribution may not apply to samples as small as 25 annual observations. In fact, at a nominal level of 5%, the rejection rate of the Q test statistic is about 20%. It can be expected that the results for higher-order periodic autoregressive models estimated for longer time series will show an improvement of the test performance. The HEGY method indicates that in several cases one is inclined to opt for the d 1 filter, although also the A4 filter can often be found to be appropriate. Further, it can be seen that a likely outcome of the HEGY method is that the root -1 or the roots k i seem to be present. Of course, given the choice of the parameters, this may not come as a surprise. The performances of the two methods do not seem to be effected by a seasonally heteroscedastic error process. The values in the cells report the frequencies that the method selects the correct filter. For case I, this should be no filter or, in terms of VQ, r equals 4. For case II this filter is d,, and for case 111 it is Ad, The evaluation is based on 5,000 replications of series of length 100. All HEGY test outcomes are based on a 5% significance level, while all results for a VQ model of order 1 consider 5% as well as 10% significance levels. The critical values for the VQ method are those displayed in the Appendix.
To further investigate how the VQ method performs in case the generating processes are simple (non) periodic processes, which imply overparameterized VQ models, consider the results in Table 3 . In the cases in which the process x, does not need to be differenced, i.e., the cases in the upper part of the Table 2 , the VQ method detects that the Zl matrix is of full rank in a large amount of the cases, and it sometimes performs better than the HEGY method does. As expected, the power of the method decreases when the root of the process approaches unity. For example, for an rS parameter of 0.9 for all s, in only 12.1% of the cases the HEGY method finds that the roots 1, -1, i, and -i are not present jointly, and in only 14.1% of the cases the VQ approach detects that the correct r is equal to 4. Again, allowing for a periodic error process does not dramatically effect the performances. Finally, when the first-order autoregressive parameter can vary with the seasons, this does not effect the outcomes to a great extent either.
When the dr filter for the x, series is appropriate, the VQ method does not perform extremely well, as can be seen from part II of Table 3 . The empirical powers in these cases are similar to those in Table 2 . In about 45% of the cases the filter is found back. This can imply that the 20% significance level for the trace test may be more useful and that, e.g., a 1% level for the Q test for restrictions in the cointegration parameters may be more appropriate. When the data-generating process is a first-order autoregressive model for a series that needs a A4 filter to reach stationarity, as in panel III of Table 3 , the VQ method detects the correct filter in more cases than the HEGY method. Note that the empirical success rate in this case is higher for the 5% significance level. This counterintuitive result is caused by the fact that the figures in the cells correspond to 1 minus the size of the tests. The HEGY approach finds in about 40% of the cases that the A4 is not appropriate.
This suggests that the size of the VQ method is not much effected by lagged A4x, terms.
In summary, the VQ and HEGY approaches can yield similar outcomes in case the data-generating processes are close to those assumed for the HEGY method. Hence, even when the multivariate time series model to which the VQ method is applied is highly overparameterized, the VQ method performs reasonably well. A suggestion for practical use of this approach is to consider also a nominal size of 20% for the trace test statistic, and to test restrictions on the cointegration relations using a 1% significance level. When one allows for periodically nonstationary processes, it appears that the VQ approach is a useful generalization of the HEGY method, since the latter method can only suggest the use of inappropriate filters.
Applications
To empirically illustrate the VQ approach, I consider the Japanese consumption c, and income y, series for 1961.1 to 1987.4 as they are analyzed in Engle et al. (1993) . From their graphs it emerges that the series clearly do not show constant patterns.
In Franses (1990) it is argued that graphs of the four XsT series can give useful insights in seasonal patterns. The graphs of the XsT series for income in Fig. 1 show patterns of pairs of quarters which seem to evolve similarly over time, and also the distances between the individual lines look rather constant. Furthermore, there is only a brief period where one of the inequalities X4r > X3r > X2r > Xir is violated. From Fig. 2 , where the XsT graphs for consumption are displayed, it can be seen that for the ct series similar patterns emerge, although now none of these inequalities is violated. Hence there seems to be visual evidence for the presence of cointegration relations between the elements of XT for both series.
The order of a reasonably adequate vector autoregressive model appears to be equal to 1 for both series, i.e., a model as in (10) Table 4 Estimation and testing results of VQ models of order 1 for the Japanese income and consumption series, N = 26 autocorrelations of order 1 and 2; see Table 4 . Note that the incorrect assumption of too large a model decreases the empirical power of many cointegration methods (see, e.g., Boswijk and Franses, 1992 ). The VQ model for consumption contains a dummy for 1974 in all four equations to capture a sequence of outliers. The relevant estimation results of the unrestricted models are displayed in Table 4 . These are the estimates of II,, see (7) and of the standard deviations of the residual processes. Furthermore, it is clear that periodic models may well describe the time series considered since the elements in several rows of the Ui are quite different and the values of A,:,!' vary across the seasons.
In Engle et al. (1993) it is found via the HEGY method that for y, the roots f 1, and fi and for c, the roots f 1 cannot be rejected. The results of the VQ procedure are displayed in Table 5 . The number of observations equals 26, and hence the critical values in Table A .1 are used. The eigenvalues indicate that for y1 the hypothesis r = 3 cannot be rejected. Moreover, the null hypothesis of cointegration of the sequential quarters with parameters (1, -1) can neither be rejected. This implies that a d 1 filter for the y, seems appropriate. For c, , the hypothesis that r = 2 cannot be rejected at a 10% level. The restrictions H21 and Hz2 are rejected, though. The univariate consumption series may therefore be described by a univariate periodically integrated model. Given this last result, one can easily recognize that the consumption and income series for Japan may not fit into a seasonal cointegration model as in Engle et al. (1993) but may possibly be more appropriately modeled with a periodic cointegration model. An estimation method for the latter model is proposed in Franses and Kloek (1991). The expressions for Qi(r) and that related to the E., can be found in the text. Critical values are displayed in Table A . I of the Appendix. The Q statistics for the hypotheses H,, asymptotically follow x'(3) distributions, and the Q statistics for the hypotheses H,, asymptotically follow x'(4) distributions, where i = I, 2. a Significant at a 1% level. h Significant at a 5% level. 'Significant at a 10% level. 'Significant at a 20% level. 
