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Abstract
This thesis focuses on deriving and understanding the invariant Euler-Lagrange equa-
tions for variational problems defined over framed curves in two and three dimensions.
We make use of the moving frame machinery developed by Fels and Olver ([FO99])
along with the structure of the invariant variational complex as derived by Kogan and
Olver([KO01]). In [KO03] Kogan and Olver combined these tools in order to develop
a procedure for deriving the Euler-Lagrange equations for variational problems that
admit symmetries. It will be this procedure that we invoke to achieve our goals. In the
two dimensional case, we derive the equations in two sets of coordinates. The difference
between our choice of coordinate systems will involve how we represent a frame. In
three dimensions, the choice of a coordinate system can drastically change the diffi-
cultly of various calculations. In order to fully analyze the three-dimensional case, we
will make use of the insights gained in the two-dimensional case. We conclude the the-
sis by considering restricted framed curves and how restrictions can alter the invariant
Euler-Lagrange equations. Finally, it should be noted that the computations needed
to write down the invariant Euler-Lagrange equations of interest will be lengthy and
difficult to fully write out. These calculations were carried out using code written in
the Python programming language. The code used for the work in this thesis can be
found on https://github.com/broom010/Lie_Symmetry.
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Chapter 1
Introduction
In the late nineteenth century, Sophus Lie laid the foundation for using symmetry
methods to study differential equations and variational problems. The introduction of
continuous groups and infinitesimal methods to study such problems eventually lead
to the creation of Lie theory. While working on variational problems, Lie made the
important observation that if G is a symmetry group of a variational problem, then
the associated functional may be rewritten in terms of the differential invariants of the
symmetry group. Further, the Euler-Lagrange equations corresponding to the original
functional will inherit G as a symmetry group. When the Euler-Lagrange equations are
rewritten in terms of the differential invariants of G, we will refer to these equations as
the invariant Euler-Lagrange equations.
Kogan and Olver were the first to introduce a general procedure for producing
invariant Euler-Lagrange equations for an invariant variational problem using moving
frames and the structure of the variational bicomplex (see [KO03]). Chapters two, three,
four, and five will serve as background material. First, we will introduce the machinery
needed to understand and carry out the necessary computations by discussing jet spaces,
moving frames, and the invariant variational bicomplex. Next, we will give a formula
for the invariant Euler-Lagrange equations for an invariant variational problem defined
over a curve in higher dimensions. After discussing the background material, we then
move on to framed curves.
Informally, a framed curve is a curve in Rn with an orthogonal frame attached at
each point along the curve. In chapter six, we will introduce framed curves and present
1
2results about variational problems defined over them. After setting the ground work, we
go on to construct differential invariants, invariant differential operators, and invariant
differential forms for framed curves in two dimensions. Next, we use the machinery of
the invariant variational bicomplex to derive the invariant Euler-Lagrange equations for
variational problems defined over two-dimensional framed curves. We then rework our
analysis in a second set of coordinates in order to highlight how the procedure changes
and to provide a second way of working with framed curves. The coordinate system that
we work with in the latter half of chapter six will serve as a foundation for extending our
work to three dimensions. Finally, we will conclude chapter six with example problems
that show the computational benefit of using the invariant Euler-Lagrange equations
rather than their classical counterpart.
Many of the results from the latter half of chapter six will have direct counterparts
in the analysis that we carry out for three-dimensional framed curves in chapter seven.
Yet, there will be subtle differences that must be addressed in order to calculate cer-
tain quantities. The computations needed for deriving the invariant Euler-Lagrange
equations for three-dimensional framed curves are cumbersome, and as such, they are
primarily carried out using code written in the Python programming language. All of
the code and work required to produce the invariant Euler-Lagrange equations for both
two and three-dimensional framed curves can be found in the IPython notebooks on the
following webpage https://github.com/broom010/Lie_Symmetry.
Formulas from chapter seven provide a template for studying invariant variational
problems for general framed curves in three dimensions, and we adapt the various formu-
las to restricted framed curves in chapter eight. An explicit derivation of the invariant
Euler-Lagrange equations for restricted framed curves will be given for Frenet-Serret
framed curves in two and three dimensions. Interestingly, the invariant Euler-Lagrange
equations in this case match the results given for plane and space curves ([KO03]). The
final example will provide the invariant Euler-Lagrange equations for framed curves
with the restriction that the first frame vector is the unit tangent to the curve.
Although the analysis from chapters six, seven, and eight are interesting in their
own right, our true motivation for determining the invariant Euler-Lagrange equations
is their possible utility in applications. A possible application of our work lies in study-
ing the global geometry of DNA; in general it is quite difficult to determine the global
3geometry of a long sequence of base pairs. In [Gra16], Grandchamp studied this geom-
etry using multi-scale modelling in which the double helix structure of DNA is treated
as two framed curves with the mechanical properties of a hyper-elastic rod. The likely
equilibrium states of the double rod structure are determined by minimizing a func-
tional defined over the framed curves. The specific functional used in Grandchamp’s
work is SE(3)-invariant, which means the equations that we obtain in chapters seven
and eight can be applied to his work. It is our hope that the work presented here
may provide computational benefits to a plethora of applications involving invariant
variational problems defined over framed curves.
Chapter 2
Jets and Jet Bundles
Jet spaces play an important role in the geometric study of differential equations, and
were first introduced by Ehresmann in [Ehr51].
2.1 Introduction
Definition 2.1.1. Let X, U be smooth manifolds and f1, f2 be smooth maps from X
to U . We say that f1 and f2 are n-equivalent (for 0 ≤ n <∞) at p ∈ X if
1. f1(p) = f2(p), and
2. for every smooth map g : U → R and smooth curve γ : [a, b]→ X, with 0 ∈ [a, b]
and γ(0) = x, we have:
dr
dtr
∣∣∣∣
t=0
(g ◦ f1 ◦ γ)(t) = d
r
dtr
∣∣∣∣
t=0
(g ◦ f2 ◦ γ)(t) for all 1 ≤ r ≤ n.
It is easily seen that n-equivalence defines an equivalence relation on the set of
smooth maps from X to U . We will also refer to this equivalence relation as n-th order
contact. With this in mind, we now define the n-th jet of a smooth function f : X → U .
Definition 2.1.2. The equivalence class of smooth maps from X to U that are n-
equivalent to f at p is the called the n-jet of f , and is denoted by jnp f . We refer to n
as the order of the jet jnp f .
4
5The space of all n-jets at a point p ∈ X is one of the first building blocks for the
geometry of differential equations. This space is a manifold in its own right, and its
dimension can be directly computed using the dimensions of X and U .
Definition 2.1.3. If X and U are smooth manifolds of dimension p and q respectively,
then the n-th order jet space at p given by
Jnp (X,U) := C
∞(X,U)/ ∼
is a smooth manifold of dimension
qp(n) ≡ q
(
p+ n
n
)
,
where ∼ denotes equivalence under n-th order contact.
Next we construct the jet bundle of X × U .
Definition 2.1.4. Let X and U be smooth manifolds. We define the jet bundle of
X ×U as the fiber bundle given by
Jn(X,U)
pin−→ X
where
Jn(X,U) =
⊔
p∈X
Jnp (X,U)
Local coordinates on Jn(X,U) will take the form (x,u(n)), where x = (x1, . . . , xp),
u = (u1, . . . , uq), and u(n) denotes the tuple of all possible derivatives of the uα’s with
respect to the xi’s. Thus, two maps agree up to n-th contact at a point p if in local
coordinates, all of their partial derivatives of order less than or equal to n are the same
at p. Given a function f : X → U , one can extend or prolong f to a section of Jn(X,U),
denoted by pr(n)f : X → Jn(X,U). We will call such a function the n-th prolongation
of f , and we define it in the following way.
Definition 2.1.5. Let X,U be smooth manifolds and u = f(x) be a smooth function,
where f : X → U . The n-th prolongation of f is the section of Jn(X,U) given by
6u(n) : X → Jn(X,U), where
uαJ =
∂
∂xJ
fα(x).
There is a natural projection from higher order jet spaces to lower order ones. This
projection is denoted by pik+nn : J
k+n(X,U)→ Jn(X,U), where pi(x, u(n+k)) = (x, u(n))
is defined by truncation.
As of now, we have made sure to consider n <∞. In order to deal with infinite jet
spaces, we define J∞p (X,U) and J∞(X,U) as inverse limits of Jnp (X,U) and Jn(X,U)
respectively under the projection maps pik+1k taking k + 1 jets to k jets, i.e:
J∞(X,U) := lim←−
n
Jn(X,U).
Definition 2.1.6. A smooth function, F : Jn(X,U) → R, defined on an open subset
of Jn(X,U). is called a differential function. We will call F a differential function of
order n if it depends on x, u, and partial derivatives of u with respect to x up to order
n.
Using the natural projection pin+kn from J
n+k(X,U) to Jn(X,U) allows us to view
any n-th order differential function as an (n+k)-th order differential function. However,
usual convention is to view the order of a differential function as the order of the maximal
derivative coordinate upon which F depends.
Remark. As we progress, we will generally use local coordinate expressions for partic-
ular jet spaces as needed. Due to the uses of jet spaces in applications, we will refer to
X as a space of independent variables and U as a space of dependent variables. When
working locally, we will denote local coordinates on X by (x1, . . . , xp) and local coordi-
nates on U by (u1, . . . , uq). In this setting, local coordinates on Jn(X×U) are given by
the coordinates on X, U , and all partial derivatives of u with respect to x having order
less than or equal to n.
2.2 Prolongation of Group Actions and Vector Fields
We build on the ideas of the previous section by next defining the prolongation of group
actions and infinitesimal generators. In order to be clear about the local nature of our
results, we review the definition of a local group of transformations.
7Definition 2.2.1. A local group of transformations acting on a smooth manifold
M is a triple (G,U,Φ), where G is a local Lie group [Lee13, p. 532], U ⊂ G×M is an
open set containing {e} ×M , and Φ : U →M is a smooth map satisfying the following
properties:
i. If (g, x), (g,Φ(h, x)), and (g · h, x) are in U , then
Φ(g,Φ(h, x)) = Φ(g · h, x).
ii. The map Φ(e, ·) : M →M is the identity map on M .
iii. If (g, x) ∈ U , then (g−1,Φ(g, x)) ∈ U and
Φ(g−1,Φ(g, x)) = x.
In the previous definition U is called the domain of definition of the group action.
Throughout this paper, we will denote Φ(g, x) by g · x when this expression is defined,
and we will often refer to (G,U,Φ) simply as G. If U = G ×M , (G,M,Φ) is called a
global group of transformations. As noted in the introduction, we will use the term Lie
group rather than local group of transformations. This convention will allow us to trim
certain statements, and focus on the results and major themes.
Definition 2.2.2. Let G be a (local) Lie group acting on X × U . The prolonged
action of G to Jn(X,U) is defined by:
g(n)(x,u(n)) = pr(n)(g · f)(x).
Where f is chosen to be a smooth function such that pr(n)f(x) = u(n), for instance
f(x) can be taken to be the n-th Taylor polynomial whose derivatives match with u(n).
We will refer to the prolonged action of G on Jn(X,U) as a G(n)-action.
If a Lie group G acts on a manifold M , we say that a function f : M → R is invariant
under the action of G if f(g · x) = f(x) for all x ∈ M . Typically, we will refer to f as
an invariant of G. An n-th order differential invariant is a differential function
f : Jn(X,U) → R that is invariant under the prolonged action of G on Jn(X,U) for
8all g ∈ G and all (x, u(n)) for which g(n) · (x, u(n)) is defined. Next, we define the
prolongation of infinitesimal generators.
Definition 2.2.3. Let V be an open subset of X×U , v be a smooth vector field on V ,
and exp(tv) be the corresponding one-parameter group of diffeomorphisms generated
by v. The n-th order prolongation of v to Jn(X ×U) is the infinitesimal generator
of the prolonged one-parameter group pr(n)[exp(tv)], i.e.
pr(n)v
∣∣
(x,u(n))
=
d
dt
∣∣∣∣
t=0
pr(n)[exp(tv)](x, u(n)).
The following corollary gives a linear criterion for determining whether a differential
function is invariant.
Proposition 2.2.4. Let G be a connected group of transformations acting on X × U .
A function I : Jn(X,U)→ R is an n-th order differential invariant of the action if and
only if
pr(n)(v)[I] = 0 for every infinitesimal generator v.
Due to its use later, we now develop a method for finding the explicit formula for
the prolongation of a vector field.
Definition 2.2.5. Let F (x,u(n)) be a smooth function from Jn(X,U) to R, defined
on an open subset V ⊂ Jn(X,U). Let V ′ be the subset of Jn+1(X,U) such that
V ′ = pi−1(V ), where pi : Jn+1(X,U) → Jn(X,U) is the natural projection between
these jet spaces. Then the i-th total derivative of F is the unique smooth function
defined on V ′ such that
DiF (x, pr
(n+1)f(x)) =
∂
∂xi
[F (x, pr(n)f(x))]
for any smooth function f(x) : X → U .
Proposition 2.2.6. Let F (x,u(n)) be a smooth function from Jn(X,U) to R, defined
on an open subset V ⊂ Jn(X,U). Then the i-th total derivative of F is explicitly given
by:
DiF =
∂F
∂xi
+
q∑
α=1
∑
J
uαJ,i
∂P
∂uαJ
, |J | ≤ n,
9where,
uαJ,i =
∂uαJ
∂xi
, for each multi-index J = (j1, . . . , jk).
Now we give a formula for computing prolongations of vector fields on X × U .
Theorem 2.2.7. [Olv93, Theorem 2.3.6] Let
v =
p∑
i=1
ξi(x, u)
∂
∂xi
+
q∑
α=1
φα(x, u)
∂
∂uα
be a vector field on an open subset V ⊂ X × U . The n-th prolongation of v is given by
pr(n)v = v +
q∑
α=1
∑
J
φJα(x, u
(n))
∂
∂uαJ
, |J | ≤ n (2.1)
where
φJα = DJ
(
φα −
p∑
i=1
ξiuαi
)
+
p∑
i=1
ξiuαJ,i. (2.2)
The following example illustrates this process.
Example 1. Let v = −u ∂
∂x
+ x
∂
∂u
be a vector field on X ×U , where X ∼= R, U ∼= R2,
and we take x to be the independent variable and y, u to be the dependent variables.
Then
pr(3)v = −u ∂
∂x
+ x
∂
∂u
+ φx
∂
∂ux
+ φxx
∂
∂uxx
+ φxxx
∂
∂uxxx
,
where
φx = Dx(x+ uux)− uuxx = 1 + u2x,
φxx = Dxx(x+ uux)− uuxxx = 3uxuxx,
φxxx = Dxxx(x+ uux)− uuxxxx = 3u2xx + 4uxuxxx.
Therefore
pr(3)v = −u ∂
∂x
+ u
∂
∂x
+ (1 + u2x)
∂
∂ux
+ (3uxuxx)
∂
∂uxx
+ (3u2xx + 4uxuxxx)
∂
∂uxxx
.
This example corresponds to the prolongation for the infinitesimal generator of an
action of SO(2) on R × R. Expressions like the above will show up when we consider
10
the prolonged infinitesimal generators of SE(3) acting on framed curves.
Next let us briefly consider a result that will give us a theoretical foothold on how to
generate a set of functionally independent differential invariants. The following result
we take from [Olv95].
Theorem 2.2.8. Let G be a Lie group acting transitively without pseudo-stabilization
(3.1.5) on a space X × U ∼= R × Rq. Then there are q + 1 fundamental independent
differential invariants I, J1, . . . , Jq, meaning that, locally every differential invariant of
G can be written as a function of these invariants and certain derivatives of them. These
derivatives are given by DkJν where D = (DxI)−1Dx.
Before we move on, it is necessary to say a word about the operators described
at the end of the previous theorem. These operators are called invariant differential
operators, and such operators can be viewed as dual vector fields to horizontal contact
invariant coframes. We will discuss these operators in more details when we discuss the
variational bicomplex in chatper 5. In light of this, for this we take the viewpoint that
these operators are differential operators that take n-th order differential invariants to
(n+ 1)-st order differential invariants.
Chapter 3
Moving Frames
3.1 Actions, Orbits, and Isotropy Groups
Definition 3.1.1. Let G be a local group of transformations on a smooth manifold M .
An orbit of G is a nonempty set O satisfying the following conditions:
i. If x ∈ O and g · x is defined, then g · x ∈ O.
ii. O is minimal in the sense that if O′ ⊂ O satisfies condition i., then O′ = ∅ or
O′ = O.
We denote the orbit of G containing x byOx. If G is a local group of transformations,
Ox is realized as the following set
Ox = {g1 · · · · · gn · x | n ≥ 1, gi ∈ G, and g1 · · · · · gn · x is defined}.
If G is a Lie group, then orbits are defined in familiar way as
O = {g · x | g ∈ G}.
Definition 3.1.2. Let G be a Lie group acting on a smooth manifold M . Given x ∈M ,
the isotropy subgroup of x is defined by
Gx = {g | g · x = x}.
11
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Definition 3.1.3. Let G be a Lie group acting on a smooth manifold M . Given a
subset S ⊂M , the isotropy subgroup of S is defined by
GS = {g | g · S = S}.
The global isotropy subgroup of S is defined by
G∗S = {g | g · x = x for all x ∈ S}.
Having defined orbits and isotropy groups, we now distinguish between different types
of actions.
Definition 3.1.4. Let G be a local group on transformations acting on M , then:
i. The action of G is called transitive if there is only one orbit, i.e. Ox = M .
ii. The action of G is called semi-regular if all orbits O have the same dimension
as submanifolds of M .
iii. The action of G is called regular if the action is semi-regular, and for each x ∈M ,
there is an arbitrarily small neighborhood whose intersection with each orbit is a
pathwise connected subset.
iv. The action of G is called free if Gx = {e} for all x ∈M .
v. The action of G is called locally free if Gx is a discrete subgroup for all x ∈M .
Throughout our discussion, we will only consider regular actions and we will denote
the dimension of the orbits of the action of G(n) by sn. Then the sequence {sn}∞n=1 is
bounded above by r, and must reach a maximal value. This value is called the stable
orbit dimension, and the order of the jet space at which this happens is called the
order of stabilization.
Definition 3.1.5. Let G be a Lie group acting semi-regularly on a manifold M . We
say that the action of G pseudo-stabilizes at order k if the dimension of the orbits of
G(k) satisfy sk = sk+1 < sk+2.
13
Theorem 5.37 in [Olv95] generalizes a theorem of Ovsinnikov [Ovs82], and it states
that if sk = sk+1 and sn = sn+1 for some n > k, then sn = sm for all m ≥ n. This
shows that pseudo-stabilization can occur at most once. Throughout our discussion, we
will only consider Lie group actions that are transitive, locally free, and regular with
the assumption that the action does not pseudo-stabilize. Details for the intransitive
case and the inclusion of pseudo-stabilization can be found in [FO99, Olv95].
3.2 Moving Frames
The theory of moving frames is a powerful tool for studying the equivalence problems,
finding differential invariants, and developing invariant algorithms. In this section, we
study a modern approach to moving frames as developed in [FO99].
Definition 3.2.1. Given a Lie group, G, acting on a manifold, M , a moving frame
on M with respect to G is a right G-equivariant map from M to G, i.e. ρ : M → G is
a right moving frame if and only if
ρ(g · z) = ρ(z) · g−1.
The following theorem show that existence of moving frames is closely related to the
type of action that G has on M .
Theorem 3.2.2. Let G be a Lie group acting on a smooth manifold M . A (local)
moving frame exists in a neighborhood of a point z ∈ M if and only if the G action is
locally free and regular near z. If the action of G is regular, ρ is uniquely defined by
the cross-section.
In the above theorem, the term local moving frame refers to the fact that the moving
frame is a map from M to a neighborhood of the identity in G.
The method developed in [FO99] for constructing a moving frame relies on a local
coordinate cross-section to a prolonged group action. There are many such cross-sections
that one can define, but in practice, a cross-section is usually chosen in a way that
reduces computation as much as possible.
Definition 3.2.3. Let G be a Lie group acting on an m-dimensional smooth manifold
M and with r-dimensional orbits. A (local) cross-section to the group orbits is an
14
(m − r)-dimensional submanifold K ⊂ M that intersects each orbit transversally. A
(local) cross-section, K, is called regular if in addition, K intersects each orbit in at
most one point.
If G is a Lie group that acts regularly and locally freely on M , then we can construct
a moving frame point-wise using the following process:
1. Given z ∈M , define a regular local cross-section, K, in a neighborhood of z.
2. Define k := pi(z) to be the unique element contained in K ∩Oz.
3. By the local freeness of the action, there exist a unique g in a neighborhood of
the identity in G such that g · z = k.
4. Define ρ(z) by setting ρ(z) = g.
Using the ideas from the construction presented above, we now prove theorem 3.2.2.
Proof. (⇒) Suppose ρ : M → G is equivariant, let z ∈ M , and g ∈ Gz := {h ∈ G :
h · z = z}. Using the equivariance of ρ, we have the following condition locally:
ρ(z) = ρ(gz) = ρ(z) · g−1
This shows that g = e and therefore Gz = {e} for all z ∈M i.e. G acts locally freely on
M . To prove regularity, we consider an arbitrary z ∈M and a sequence zn = gn ·z ∈ Oz
converging to z. Using continuity and equivariance, we have
ρ(z) = lim
n→∞ ρ(zn) = limn→∞ ρ(gn · z) = ρ(z) · limn→∞ g
−1
n .
Therefore,
lim
n→∞ g
−1
n = e.
Thus the action of G is regular.
(⇐) Given a Lie group G acting freely and regularly on M , there exists a foliation
of M and a one-dimensional submanifold K intersecting each leaf in exactly one point.
Given a z ∈ M , we consider the map pi : M → K to be the canonical projection along
the leaf containing z. Using the local freeness of G, we define ρ(z) = g, where g is the
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element of G such that g · z = pi(z). To show that ρ is right invariant, we begin by
letting z ∈ M and h ∈ G and label z′ = hz. Next take g′ to be the element of G such
that g′z′ = pi(z). Since gh−1z′ = gh−1(hz) = gz = pi(z), it follows that g′ = gh−1.
Using this, we obtain:
ρ(h · z) = ρ(z′) = g′ = g · h−1 = ρ(z)h−1
Thus ρ is right equivariant.
Given a Lie group G acting smoothly on a manifold M , the orbits of the prolonged
action on Jn(M) is bounded by the dimension of G. In many cases, the prolonged action
of G becomes free and regular on an open dense set Vn ⊂ Jn(M) for n >> 0. The set
Vn for which this happens is called the set of regular jets. Throughout our work, we
will not explicitly reference Vn, but one should be aware that our analysis and work will
only apply to regular jets. For more technical details about this point, see [Olv00].
Next we introduce the notion of invariantization. According to Theorem 3.2.2, a
function I : Jn → R is a differential invariant if and only if it is constant on the orbits
of the prolonged group action. Since locally, each orbit meets a cross-section at a unique
point, the value of an invariant can be determined by its value on the cross-section. This
leads to the process known as invariantization.
Definition 3.2.4. The invariantization of a function F : M → R with respect to a
cross-section K is the unique invariant function, I = ι(F ), that coincides with F on the
cross-section, i.e. I |K= F |K .
Proposition 3.2.5. If ρ is a moving frame with respect to a cross section, then the
invariantization of a differential function with respect to this moving frame is given by
the formula
ι(F (x,u(n))) = F (ρ(x,u(n)) · (x,u(n))). (3.1)
In particular, every n-th order differential invariant can be locally expressed as a
function of the fundamental n-th order differential invariants.
Corollary 3.2.6. Let G be a Lie group with a transitive, locally free, and regular pro-
longed action on X×U that does not pseudo-stabilize, where dim(X) = dim(U) = 1. Let
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the prolonged G-orbits of Jk have constant dimension r for k ≥ r − 1, and let K ⊂ Jk
be a cross-section to the orbits given by the following equations:
x = c1, u = c2, . . . , u(r−1)x = cr−1.
Then the following is a complete list of functionally independent differential invari-
ants on Jk, (k > r − 1):
i. H0(x, u
(k)) = c1,
ii. Ii(x, u
(k)) = ι(uix) = ci (for (1 < i ≤ r − 1),
iii. Ij(x, u
(k)) = ι(ujx) (for r − 1 < j ≤ k),
where uix =
diu
dxi
and ujx =
dju
dxj
.
The invariants given in i. and ii. are called phantom invariants because they are
constant. The full list of invariants described in the corollary above are referred to as
normalized invariants. A moving frame can be used to easily compile a list of normalized
invariants by applying (3.1) to various jet coordinates. However, it is important to note
that invariantization does not commute with differentiation.
The recurrence relations developed in [FO99] provide the key to efficiently relating
the normalized invariants to a second list of differential invariants, called the curvature
invariants, which arise from invariant arc length differentiation. The recurrence relations
are vital to understanding the algebra of differential invariants and invariant differential
operators. With them, one can find a minimal set of generating invariants and determine
the syzygies between differential invariants. While discussing these topics would be
interesting, a full consideration is outside the intent of this paper.
The invariant arc length differentiation that was alluded to above is also constructed
from geometric objects that arise in the variational bicomplex of Jn(X,U). For our
purposes, we will view them as operators Di = JDi, where J is a certain relative
differential invariant ([Olv95, p. 149]). The recurrence relations give the correction
factors that relate Di ◦ ι and ι ◦Di. Specifically, if F (x,u(n)) is a differential function
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and ι(F ), its moving frame invariantization, then the recurrence relations are
Di[ι(F )] = ι[Di(F )] +
r∑
`=1
R`i ι[prv`(F )], (3.2)
where {v`}r`=1 is a basis for the infinitesimal generators of the corresponding group
action, and R`i are certain differential invariants. We refer to the R
`
i ’s as the Maurer-
Cartan invariants.
The Maurer-Cartan invariants can be found through directly computing the coeffi-
cients of the pullbacks of the Maurer-Cartan forms from G to Jn(X,U) via the moving
frame. However, this is process can be greatly simplified by observing that the Maurer-
Cartan invariants can be directly solved for by applying the recurrence relations to the
phantom invariants. In fact, one can solve for the Maurer-Cartan invariants without
ever finding an explicit moving frame.
The following example illustrates the above mentioned process.
Example 2. Let G be the three parameter Lie group acting on R2 via
(λ, a, b) · (x, u) = (λx+ a, λ−1u+ b) := (y, w),
where y, and v denote the transformed variables. The following is a basis for the
infinitesimal generators of this action:
v1 =
∂
∂x
, v2 =
∂
∂u
, v3 = x
∂
∂x
− u ∂
∂u
.
Prolonging these vector fields, we have
prv1 =
∂
∂x
,
prv2 =
∂
∂u
,
prv3 = x
∂
∂x
− u ∂
∂u
− 2ux ∂
∂ux
− 3uxx ∂
∂uxx
− · · · .
For convenience, we will set our cross-section to be K = {x = 0, u = 0, ux = 1} with
ux > 0. It should be noted that using ux = 0 defines a singular subset, hence the reason
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for choosing ux = 1. The implicit differentiation operator d/dy is given by
d
dy
= λ−1
d
dx
.
Thus
Dny = λ
−nDnx , and wny =
unx
λn+1
.
The normalization equation y = 0, v = 0, and vy = 1 give us
λx+ a = 0, λ−1u+ b = 0, λ−2ux = 1.
Therefore our (right) moving frame is given by:
(λ, a, b) = ρ(x, u(n)) := (u1/2x ,−xu1/2x ,−uu−1/2x ).
Using this moving frame, we define the first non-trivial invariant by
κ = ι(uxx) = wyy =
uxx
u
3/2
x
.
The invariant arc length derivative is given by D = ι(Dx) = u−1/2x Dx. The recurrence
relations for this example take on the following form:
Dx[ι(F )] = ι[Dx(F )] +R1ι(prv1(F )) +R2ι(pr v2(F )) +R3ι(pr v3(F )).
To solve for the Maurer-Cartan invariants R1, R2, and R3, we apply this formula to the
phantom invariants and use the fact that D(ι(x)) = D(ι(u)) = D(ι(ux)) = 0. This is
summarized by the equation:
0 = ι(1) +R1ι(prv1(x)) +R
2ι(pr v2(x)) +R
3ι(pr v3(x)),
0 = ι(ux) +R
1ι(prv1(u)) +R
2ι(pr v2(u)) +R
3ι(pr v3(u)),
0 = ι(uxx) +R
1ι(prv1(ux)) +R
2ι(pr v2(ux)) +R
3ι(pr v3(ux)).
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Using the fact that ι(x) = ι(u) = 0, ι(1) = ι(ux) = 1, and ι(uxx) = κ, we get
0 = ι(1) +R1,
0 = ι(ux) +R
2,
0 = ι(uxx)− 2κR3.
Solving for Ri, we have:
R1 = −1, R2 = −1, R3 = 1
2
κ.
Therefore
Dx[ι(F )] = ι[Dx(F )]− ι(prv1(F ))− ι(pr v2(F )) + κ
2
ι(pr v3(F )),
where F is an arbitrary differential function.
With the recurrence relations in hand, knowledge of the invariant arc length deriva-
tive is not necessary in order to apply it. Focusing on the normalized invariants, we can
take I2 and I3 to be fundamental invariants and Dx = (DxI2)−1Dx to be the funda-
mental invariant differential operator. If we work with the curvature invariants, we can
take κ to be a fundamental differential invariant and Ds = u−1/2x Dx to be the invariant
differential operator. The recurrence relations then give the relations between these sets
of invariants.
Chapter 4
The Invariant Variational
Bicomplex
4.1 Variational Bicomplex
A necessary ingredient for our study of variational symmetries is the variational bi-
complex (for details see [Vin84a, Vin84b, And92]). This tool was developed to handle
variational problems on manifolds in a geometric setting. Eventually, we will use the
structure of the variational bicomplex along with the theory of moving frames to intro-
duce an invariant complex that will serve to give us a similar geometric grounding for
invariant variational problems. For the full details of the invariant variational bicomplex
see [KO01, KO03].
Before we begin, it is important to note that we will focus our discussion of the
invariant variational bicomplex to the case in which there is only a single independent
variable. This will simplify many of the formulas found in [KO03]. To begin our journey
let us define the horizontal and contact subbundles of TJ∞(X,U) and T ∗J∞(X,U).
4.1.1 Contact and Horizontal Forms
Differential forms on J∞(M) naturally split into two flavors, the contact forms and
horizontal forms. We begin with a definition of contact forms and give a generating set
for all contact forms.
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Definition 4.1.1. A contact one-form on J∞(M) is a one-form, θ, such that
(f (n))∗(θ) = θ|j∞f(p) = 0
for all smooth functions f : X → U and all p ∈ X.
The subbundle of T ∗J∞(M) spanned by contact one-forms is called the vertical
or contact subbundle, and it is denoted by Ω1V (J
∞). The horizontal subbundle of
T ∗J∞(M) is the span of the coordinate one-forms dxi, 1 ≤ i ≤ p. We denote this
subbundle by Ω1H(J
∞).
Working out expressions in coordinates, we find that any contact one-form can be
written as a linear combination of the following basic contact forms:
θαJ = du
α
J −
p∑
i=1
uαJ,idx
i, α = 1, . . . , q, 0 ≤ |J |, (4.1)
where uαJ,i = ∂u
α
J/∂x
i as before.
The expression in (4.1) can be viewed, in some sense, as subtracting away terms
involving horizontal one-forms from duαJ , i.e. removing any dx
i’s. With this in mind,
we see that T ∗J∞(M) naturally splits as
T ∗J∞(M) = Ω1H(J
∞)⊕ Ω1V (J∞).
Thus any ω ∈ T ∗J∞(M) has a unique decomposition
ω = piV (ω) + piH(ω),
where piV : T
∗J∞(M) → Ω1V (J∞), and piH : T ∗J∞(M) → Ω1H(J∞). Note that this is
not true for finite order jet bundles due to the fact that decomposing ω ∈ T ∗Jn(M)
results in piH(ω) ∈ T ∗Jn+1(M).
This splitting of differential forms into horizontal and contact forms induces a split-
ting of the exterior differentiation operator into d = dH + dV , where dH(ω) = piH(d(ω))
and dV (ω) = piV (dω). The fact that d is a closed operator requires the following relations
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between dH and dV :
dH ◦ dH = 0, dV ◦ dV = 0, dH ◦ dV = −dV ◦ dH .
This results in two chain complexes with an anti-commutivity relation. Given a function
F : J∞(M)→ R, we can calculate dH(F ) and dV (F ) via
dHF =
p∑
i=1
DiFdx (4.2)
and
dV F =
q∑
α=1
∑
J
∂F
∂uαJ
θαJ , 1 ≤ |J |, (4.3)
where Di is as previously defined.
Definition 4.1.2. A total differential operator on J∞(M), is a vector field that lies in
in the annihilator of Ω1V (J
∞).
Remark. The differential operators Di for 1 ≤ i ≤ p form a basis for the vector space
of total differential operators. That is, every total differential operator is of the form:
D =
p∑
i=1
Φi(x, u(n))Di
for smooth functions Φ1, . . . ,Φp.
4.1.2 Frames, Coframes, and Total Differential Operators
We define the horizontal tangent space of J∞(M) at p to be the space spanned by the
operators Di for 1 ≤ i ≤ p, and we define the vertical tangent space of J∞(M) at p to
be the span of
∂
∂uαJ
∣∣∣∣
p
for 1 ≤ i ≤ p.
The horizontal and vertical tangent bundles of J∞(M) are defined in the obvious
way, and are denoted by THJ
∞(M) and TV J∞(M), giving the decomposition
TJ∞(M) = THJ∞(M)⊕ TV J∞(M).
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Horizontal and vertical vector fields are taken to be continuous sections of THJ
∞(M)
and TV J
∞(M), and we denote the sets of all such smooth sections by: XH and XV
respectively. A horizontal frame for J∞(M) is a collection of p horizontal vector fields
that are linearly independent at each p ∈M .
Definition 4.1.3. A horizontal coframe for J∞(M) is a collection of p horizontal one-
forms, ω1, . . . , ωp, that are linearly independent, i.e. ω1 ∧ · · · ∧ ωp 6= 0 on every open
subset of J∞(M).
Given a frame or coframe, we construct the dual coframe or frame by imposing the
requirement that
〈ωi; vj〉 = δji .
Concretely, if we are given a horizontal coframe
ωi =
p∑
j=1
P ij (d, u
(n))dxi, 1 ≤ i ≤ p,
then the corresponding dual frame is:
Dj =
p∑
i=1
Qij(x, u
(n))Di, 1 ≤ j ≤ p, (4.4)
where
Qij = (P
j
i )
−1.
The operators above satisfy the formula
dH F =
p∑
j=1
(DjF )ωj . (4.5)
Adapting this formula to a contact one-forms, θ, we have
dH θ =
p∑
j=1
ωj ∧ Djθ. (4.6)
The splitting of T ∗J∞(M) and the decomposition of exterior differentiation induces
a bi-grading on the space of differential forms on J∞(M). The resulting structure is
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known as the variational bicomplex, and it plays a role in the theory of calculus of
variations. Our next goal is to combine the ideas developed in this section with the
theory of moving frames.
4.2 The Invariant Variational Complex
We now turn our attention to using the theory of moving frames to build an invariant
version of the variational bicomplex. Following the regularization procedure in [KO03],
we let pi : B = G×M →M be the trivial right principal G bundle over M , and define
the lifted action of G as
g · (h, z) = (h · g−1, g · z).
Extending the regularization construction to pi : B(∞) = G × J∞(M) → J∞(M), the
lifted action is w : B∞ → J∞(M), given by:
w(g, z(∞)) = g · (h, z(∞)) = (h · g−1, g(∞) · z(∞)).
The projection map along with this lifted action produces a double fibration of B∞
over J∞. Using a moving frame ρ : J∞(M)→ G, we can define a G-equivariant section
of the projection map by setting σ(z(∞)) = (ρ(z(∞)), z(∞)). The section σ : J∞ → B∞
will serve a similar role to ρ : J∞(M)→ G in defining an invariantization map.
4.2.1 Invariantization of Differential Functions
Definition 4.2.1. A smooth locally defined function F : V ⊂ B∞ → R is called a lifted
differential invariant if it is invariant with respect to the lifted G-action.
Using a moving frame section σ : J∞(M)→ B∞ we can define the invariantization
map ι : C∞(J∞(M))→ C∞(J∞(M)) as follows:
ι(F ) = F ◦ w ◦ σ, (4.7)
where w is the lifted G action defined above. One should note that if I : J∞ → R is an
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invariant, then I(g · z(∞)) = I(z(∞)). Applying the invariantization ι to I gives
ι(I(z(∞))) = I(ρ(z(∞)) · z(∞)) = I(z(∞)).
Thus invariantization is a projection map from C∞(J∞) to the set of differential invari-
ants.
4.2.2 Invariantization of Differential Forms
The space of differential one-forms on B∞ can be decomposed into lifted horizontal
forms, lifted contact forms, and the Maurer-Cartan forms. This decomposition can be
written as:
Ω1(B∞) = Ω1H(B∞)⊕ Ω1V (B∞)⊕ Ω1G(B∞).
This decomposition leads to a quasi-tricomplex on Ω(B∞) = ⊕k Ωk(B∞). The
details of this can be found in [KO03]. Our discussion here will pertain to the decom-
position of invariant differential forms on B∞.
Definition 4.2.2. Let G be a Lie group acting on a manifold M . A differential form ω
on a manifold M is said to be invariant with respect to the G-action if g∗(ω |g·x) = ω |x
for all g ∈ G.
Invariant differential forms on B∞ are those that are invariant with respect to the
lifted G-action.
Definition 4.2.3. Let piJ : Ω→ ΩJ be the projection from
Ω(B∞) =
⊕
k
Ωk(B∞)
to
ΩJ(B∞) =
⊕
k
ΩkH(B∞)⊕ ΩkV (B∞).
Definition 4.2.4. The invariantization of a differential form η ∈ ΩJ(B∞) is defined to
be the invariant differential form
ι(η) = σ∗(piJ(w∗(η))). (4.8)
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Theorem 4.5 from [KO03] shows that the invariantization of the vertical and horizon-
tal subbundles of ΩJ(B∞) form an invariant coframe on the regular subset V∞ ⊂ J∞.
We denote the space of all invariant jet forms on B∞ by Ω˜J(B∞). Using the bigrading
on ΩJ(B∞), we denote the space of jet forms that are the wedge product of r horizontal
forms and s contact forms by Ωr,sJ (B∞), and we let pir,s : Ω → Ωr,s be the standard
projection. In a similar way, we use the bigrading on Ω˜J(B∞) to define Ω˜r,sJ (B∞) and
pir,s : Ω˜→ Ω˜r,s.
With this notation, we note that the invariantization map ι : Ωr,sJ (B∞)→ Ω˜r,sJ (B∞)
is an exterior algebra morphism. In local coordinates, the invariantization of dxi de-
composes as:
ι(dxi) := $i = σ∗(dHXi) + σ∗(dVXi),
where uppercase symbols indicate transformed variables. Restricting to the case of a
single independent variable, x, yields
ι(dx) = $ = ds+ η, where ds = σ∗(dHX), and η = σ∗(dVX). (4.9)
The invariantization of a basic contact forms is given by
ϑαn = σ
∗(dV Uαn − Uαn+1dVX). (4.10)
4.2.3 Recurrence Formulas for Invariant Differentiation
When working with invariants and invariant differential forms, one quickly finds that
both regular and exterior differentiation do not commute with the operation of invari-
antization. We previously discussed how to account for this when invariantly differenti-
ating invariant functions. In this section, we discuss how to apply exterior differentiation
to invariant differential forms. An important observation is that given any invariant dif-
ferential form ω˜ ∈ Ω˜r,s,
d ω˜ ∈ Ω˜r+1,s ⊕ Ω˜r,s+1 ⊕ Ω˜r−1,s+2.
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This allows one to write a decomposition of the differential as
d = dH + dV + dW ,
where
dH : Ω˜r,s → Ω˜r+1,s,
dV : Ω˜r,s → Ω˜r,s+1,
dW : Ω˜r,s → Ω˜r−1,s+2.
The formulas for how to apply these operators relies on a decomposition of the invari-
ant Maurer-Cartan forms. Let µ1, . . . , µr denote the Maurer-Cartan forms dual to the
infinitesimal generators. In the case of a single independent variable, σ∗µ` decomposes
as
σ∗µ` = ν` = γ` + ε`, where γ` = C`$, ε` =
∑
α,n
E`,nα ϑ
α
n,
where C` and E`,nα are differential invariants which depend on µ`. In order to make this
decomposition useful, we will let λ`, η`, and β` be differential forms such that,
ι(λ`) = ν, λ` = η` + β`, η` = A`dx, β` =
∑
α,n
= Bk,nα θ
α
n ,
and
γ` = ι(αβ), ε = ι(β`), C` = ι(A`), E`,nα = ι(B
`,n
α ).
The one-forms λ`, η`, and β` are not uniquely defined, but in practice, one uses phan-
tom invariants to derive one-forms that fit the relations above. Using such differential
forms, we have the following
dH ι(ω) = dH ω˜ = ι
(
dH ω +
r∑
`=1
η` ∧ pir,s[v`(ω)]
)
, (4.11)
dV ι(ω) = dV ω˜ = ι
(
dV ω +
r∑
`=1
(
β` ∧ pir,s[v`(ω)] + η` ∧ pir−1,s+1[v`(ω)]
))
, (4.12)
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dW ι(ω) = dW ω˜ = ι
(
r∑
`=1
β` ∧ pir−1,s+1[v`(ω)]
)
, (4.13)
where v`(ω) denotes the Lie derivative of ω with respect to v`.
For an invariant function, I = ι(F ), we have the following formulas
dH I = dH ι(F ) = ι
(
dH F +
r∑
`=1
v`(F ) η
`
)
,
dV I = dV ι(F ) = ι
(
dV F +
r∑
`=1
v`(F )β
`
)
,
dW I = 0.
If our infinitesimal generators are given by
v` = ξ`
∂
∂x
+
∑
α,n
ϕαn,`
∂
∂uαn
,
then applying these formulas to the fundamental differential invariants yields:
dHH = dH ι(x) = $ +
r∑
`=1
ι(ξ`) γ
`, (4.14)
dH Iαn = dH ι(u
α
n) = I
α
n+1$ +
r∑
`=1
ι(ϕαn,`) γ
`, (4.15)
dV H = dV ι(x) =
r∑
`=1
ι(ξ`) ε
`, (4.16)
dV Iαn = dV ι(u
α
n) = ϑ
α
n +
r∑
`=1
ι(ϕαn,`) ε
`. (4.17)
Using the above formulas along with the general recurrence formulas, we write the
recurrence formulas for the derivatives of the invariant horizontal form. These are given
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by
dH$ =
r∑
`=1
ι(Dkξ
i
`) γ
` ∧$`, (4.18)
dV $ =
r∑
`=1
[
ι (Dxξ`) ε
` ∧$ +
∑
α
ι
(
∂ξ`
∂uα
)
γ` ∧ ϑα
]
, (4.19)
dW $ =
r∑
`=1
∑
α
ι
(
∂ξ`
∂uα
)
ε ∧ ϑα. (4.20)
Before we can express the recurrence formulas for invariant differentiation of contact
forms, we will introduce the invariant differential operator Ds. Adapting the various
formulas from [KO03, p. 19] to the case of a single independent variable, we have
Dx = Dx +
r∑
`=1
A`v`,
and we define Ds as the invariant differential operator defined by
Ds ι(F ) = ι(Dx F ).
Applying pi1,1 to formula (4.6) yields
dH ϑ = $ ∧ Ds ϑ for all ϑ ∈ Ω˜0,1, (4.21)
where Ds acts by Lie differentiation. Combining the above equation with (4.11) we have
Dx ϑαn = ϑαn+1 +
r∑
`=1
C`ι(v`(θ
α
n)). (4.22)
The following formula will be used to calculate the Lie differentiation of a contact form
with respect to an infinitesimal generator:
v`(θ
α
n) = dϕ
α
n,` − ϕαn+1,` dx− uαn+1 dξ`. (4.23)
We conclude this chapter with a note about the quasi-tricomplex that arises from the
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decomposition of the differential, i.e. d = dH+dV +dW . The term “quasi” refers to the
fact that dV is not necessarily closed. Indeed we only have d2V+dH dW+dW dH = 0. For
projectable group actions dW = 0, and our tri-complex becomes a legitimate invariant
variational bicomplex. Yet, the edge complex of the quasi-tricomplex is always a true
complex. The author finds it quite remarkable how Kogan and Olver combined the
notions of the variational complex with invariantization to produce the various formulas
above. In the next chapter we explore how these tools can be used to derive the invariant
Euler-Lagrange equations.
Chapter 5
The Invariant Euler-Lagrange
Equations
5.1 Introduction
Variational calculus is a cornerstone of many physical theories including classical me-
chanics, quantum field theory, and string theory. In these theories, one defines an action
functional, S[u], in terms of a Lagrangian density function, L : Jn(X,U) → R, where
often X ⊂ R. This functional is usually of the form
S[u] =
∫ x2
x1
L(x,u(n)(x)) dx.
In classical mechanics, one takes L to be the difference between the kinetic and potential
energy of a system. Most physical applications only involve the first or second order jet
space, i.e L : J1(X,U) → R or L : J2(X,U) → R. Hamilton’s principle of least action
states that the equations of motion for classical systems can be derived by minimizing
the action functional S[L]. Two reasons why this formalism has continued to play a
prominent role in physics is due to the flexibility in the choosing coordinate systems
and the ability to apply Noether’s celebrated first theorem which links symmetries to
conservation laws. In the next section, we will give a definition of a symmetry group of
a variational problem of a single independent variable. For the rest of our discussion,
we exclusively work with X ⊂ R.
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A line of reasoning is that one can experimentally test for symmetries of a physical
system by verifying conservation laws. This gives a sensible process for determining
symmetries of a system. However, it is often difficult to postulate an action functional,
i.e. a Lagrangian density function, from first principles. Lie was the first to discover
that every G-invariant variational problem can be rewritten in terms of the differential
invariants of the G-action. This fact is often used by theoretical physicist to propose
specific G-invariant action functionals for various field theories. This is but one of a
myriad of reasons for studying invariant variational problems.
The possible extrema of a variational problem are found by solving the Euler-
Lagrange equations. These equations can be derived using the geometric structure
of the variational bicomplex. In short, the Euler-Lagrange equations are given by
Eα(L) = 0,
where Eα are the classical Eulerian operators:
Eα(L) =
∑
J
(−D)J ∂L
∂uαJ
. (5.1)
It is show in [Olv93, Theorem 4.14] that a variational symmetry group is also a
symmetry group of the associated Euler-Lagrange equations. Therefore, under certain
conditions, one can rewrite the Euler-Lagrange equations in terms of the fundamental
differential invariants of the group action, meaning that the equations be of the form
F (I1, . . . , Ik) = 0,
where I1, . . . , Ik form a complete set of functionally independent differential invariants.
The process of finding such an F was not known until Olver and Kogan showed in
[KO03] that of the invariant Euler-Lagrange equations can be given by
W
[
A∗E(L˜)− B∗H(L˜)
]
= 0, (5.2)
where L˜ is the invariantization of the Lagrangian, E(L˜) is the invariantized Eulerian,
H(L˜) is a certain invariantized Hamiltonian, A∗, B∗ are specific invariant differential
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operators, and W is a matrix of relative invariants. Formulas for these operators will
be given in section (5.3).
5.2 Symmetries of a Variational Problem
Generalizing these ideas, we define a variational problem to comprise of finding the
extrema of a functional
L[u] =
∫
D
L(x, u(n)) dx,
where D ⊂ X is an open, connected subset with smooth boundary, f : D → U is
a smooth function over D such that u = f(x), and L : Jn(X,U) → R is a smooth
differential function. Additionally one may impose conditions on which class of function
that L should be extremized over. The set of such functions is referred to as the class of
admissible functions. The only restrictions that we shall consider will involve boundary
conditions.
Definition 5.2.1. A variational symmetry group of the functional
L[u] =
∫
D0
L(x, u(n)) dx
is a local group of transformations, G, acting on D0 × U with the property that for
every g ∈ G and every subdomain D ⊂ D0 we have
g · L[u] :=
∫
D˜
L(x˜, pr(n)f˜(x˜)) dx˜ =
∫
D
L(x, pr(n)f(x)) dx,
when the expressions and integrals are properly defined. Note that we have used D˜, x˜,
and f˜ to denote the corresponding transformations by g in G. For the precise conditions
see [Olv93, Def. 4.10]
A theorem due originally to Lie (see [Olv95, Theorem 7.27]) tells us that any G-
invariant variational problem can be rewritten in terms of an invariant Lagrangian and
a contact-invariant volume form. Thus, for case of a single independent variable, one
finds that L[u] can be rewritten in the form
L[u] =
∫
L˜(I1, . . . , Ik)$,
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where I1, . . . , Ik form a complete set of functionally independent differential invariants.
The term $ in the above equation is the invariantization of dx, and is referred to as the
invariant horizontal one-form. The expression L˜$ is referred to as a Lagrangian form.
Next, we will write out the explicit formulas for the invariant Euler-Lagrange equations
for variational problems in a single independent variable.
5.3 Invariant Euler-Lagrange Equations of a Variational
Problem
Using integration by parts and the various decompositions obtained from invariant vari-
ational bicomplex, one can derive the invariant Euler-Lagrange equations (5.2). In gen-
eral, these equations cannot be derived by simply applying an Eulerian operator to L˜.
In the case of a single variable, there will exists a set of generating invariants κ1, . . . , κm
such that all higher order invariants can be generated via invariant differentiation by
Ds.
We denote the basic higher order invariants by καj = (Ds)j κα. Note that the α index
indicates that the generating invariants will often be tied to the dependent variable uα,
but in most cases καj 6= ι(uαj ). For convenience, we will use κ(n) to denote this set of
generating differential invariants.
We have seen that any G-invariant variational problems,
∫
L dx, can be rewritten in
terms of a Lagrangian form, L˜$, i.e.∫
L(x, u(n)) dx =
∫
L˜(κ(n))$.
In order to proceed in our journey to writing out the invariant Euler-Lagrange equations,
we must define several invariant operators. We start with the invariant Euler operators,
Eα. These operators are similar to the classical Euler operators defined in eq5.1, and
they are given by
Eα(L˜) =
∞∑
j=0
(−Ds)j ∂L˜
∂καj
. (5.3)
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The next ingredient we need is the invariant Hamiltonian operator, H, given by:
H(L˜) =
m∑
α=1
∑
i>j
καi−j (Ds)j
∂L˜
∂καi
− L˜. (5.4)
Next we define the invariant Eulerian and Hamiltonian operators A and B. These are
given by the following equations:
dV κα =
q∑
j=1
Aij(ϑj), dV $ =
q∑
j=1
Bj(ϑj) ∧$, i = 1, ...,m. (5.5)
We will use A∗ and B∗ to denote the formal adjoints of A and B respectively. This
operation amounts to taking the transpose of the corresponding matrix, replacing all
occurrences of Ds with −Ds, and using the Leibniz rule to collect various terms. For
details see [Olv93, p. 328].
Lastly we define a matrix, W , of relative invariants that is used to transform between
certain two-forms and their invariant counterparts. W is the matrix such the following
equation holds
pi(1,1)(ϑ
i ∧$) =
q∑
j=1
Wi,j θ
j ∧ dx. (5.6)
In many cases, the matrix W is of full rank and can be disregarded. When this happens
the invariant Euler-Lagrange equations are simply given by:
A∗E(L˜)− B∗H(L˜) = 0,
where E(L˜) = (E1(L˜), . . . , Em(L˜))T . It turns out that W plays a non-trivial role in de-
termining the invariant Euler-Lagrange equations for variational problems over framed
curves.
For full details as well as a discussion of the multivariate Lagrangians we refer the
reader to [KO03, p. 25-49].
Chapter 6
Two-Dimensional Framed Curves
6.1 Introduction
We begin this chapter by defining a framed curve. Roughly speaking, a framed curve is
a curve through Euclidean space with the additional information of a positively oriented
orthogonal basis for the ambient space at each point on the curve.
The underlying manifold structure for this space will be denoted by Fn. In coordi-
nates, we have
Fn = {(x, F ) : x ∈ Rn, F ∈ SO(n)}.
The canonical projection from Fn to Rn is denoted by pi : Fn → Rn. With this
background, we formally define a framed curve as follows.
Definition 6.1.1. A framed curve is a simple smooth curve C : [a, b] → Fn that is
transverse to the fibers of pi−1({z}), for all z ∈ Rn.
The transversality condition above is included so that (locally) a framed curve
projects to a curve in Euclidean space. We will specifically work with framed curves
that are parameterized by x1, meaning they will be thought of as tuples given by
(x(x1), F (x1)).
We define the action of SE(n) on the space of framed curves in Rn to be given pointwise
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by
(a, T ) ∗ (x, F ) = (Tx+ a, TF ).
It is worth noting that we can identify Fn ∼= SE(n). Thus the action given above
can be viewed as a free and transitive right action of SE(n) on itself. In the two
dimensional case, we will take coordinates for our framed curve to be (x, u(x), φ(x)).
Here φ coordinatizes SO(2) in the standard way, i.e. φ corresponds to the matrix[
cosφ − sinφ
sinφ cosφ
]
.
We will take the coordinates for SE(2) acting on a framed curve to be (a, b, ψ). Using
Cartan’s convention, transformed variables will be indicated their uppercase variations.
In this convention, we have the following:
X = x cosψ − u sinψ + a, U = x sinψ + u cosψ + b, Φ = φ+ ψ.
The prolonged group transformations are found by successively applying the following
implicit differentiation operator:
DX =
1
cosψ − ux sinψDx.
This gives the following formulas for the first few transformed jet coordinates:
UX =
sinψ + ux cosψ
cosψ − ux sinψ ,
UXX =
uxx
(cosψ − ux sinψ)3 ,
ΦX =
φx
cosψ − ux sinψ ,
and
ΦXX =
φxx(cosψ − ux sinψ) + φxuxx sinψ
(cosψ − ux sinψ)3 .
Applying the method of moving frames with the cross-section X = 0, U = 0, and Φ = 0,
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gives
ρ(a, b, ψ) = (−x cosφ− u sinφ, x sinφ− u cosφ,−φ).
Thus, the first few normalized differential invariants are given by:
I1 = ι(UX) =
ux cosφ− sinφ
cosφ+ ux sinφ
,
I2 = ι(UXX) =
uxx
(cosφ+ ux sinφ)3
,
J1 = ι(ΦX) =
φx
cosφ+ ux sinφ
,
and
J2 = ι(ΦXX) =
φxx(cosφ+ ux sinφ)− φxuxx sinφ
(cosφ+ ux sinφ)3
.
In the next section we prolong the infinitesimal generators and derive the recurrence
relations for differential invariants.
6.2 The Recurrence Relations
A basis for the set of infinitesimal generators of this group action is given by:
1. v1 = ∂x,
2. v2 = ∂u,
3. v3 = −u∂x + x∂u + ∂φ.
The prolongation of these infinitesimal generators is given by
pr(v1) =v1,
pr(v2) =v2,
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and
pr(v3) =v3 + (1 + u
2
x)
∂
∂ux
+ 3uxuxx
∂
∂uxx
+
∞∑
n=4
bn/2c∑
i=1,
2i 6=n
(
n
i
)
uiun−i +
δn2i
2
(
n
i
)
u2i
 ∂∂un
+
∞∑
n=1
(
n−1∑
i=0
(
n
i
)
φi+1un−i
)
∂
∂φn
,
where ui and φi denote D
n
xu and Dxφ respectively and δ
n
2i is the Kronecker delta.
The recurrence relations are derived using the fact that Ds(ι(I)) = 0 for all phantom
invariants. This leads to the following system of equations:
0 = Ds(ι(x)) = ι(1) +R1 +R3 · ι(−u),
0 = Ds(ι(u)) = ι(ux) +R2 +R3 · ι(x),
0 = Ds(ι(φ)) = ι(φx) +R3ι(1)).
Solving these equations, we have
R1 = −1, R2 = −ι(ux) =: −κ, R3 = −ι(φx) =: −µ.
According to formula (3.2), the invariant total derivative of an invariant is given as
follows:
Ds[ι(F )] =ι (Dx(F ))− ι (prv1(F ))− κ · ι (prv2(F ))− µ · ι (prv3(F )) , (6.1)
where F is an arbitrary differential function. Applying the above relation to {ux, uxx, . . . }
and {φx, φxx, . . . }, while using the notation In = ι(unx), and J in = ι(φn), we obtain the
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following curvature invariants:
κ = I1 = ι(ux),
κs = ι(D(I1)) = I2 − J1(1 + I21 ),
κss = ι(D(I2)) = I3 − J1(3I1I2),
. . . ,
µ = J1 = ι(φx),
µs = ι(D(J1)) = J2 − I1J21 ,
µss = ι(D(J2)) = J3 − I2J21 − 2I1J1J2,
. . . ,
I1 = κ,
I2 = κs + µ(1 + κ
2),
I3 = κss + 3κµ(1 + κ
2),
. . . ,
J1 = µ,
J2 = µs + κµ
2,
J3 = µss + µsκs + µµs + µµsκ
2 + 2κµµs + 2κ
2µ3,
etc.
The relations above allow one to easily convert curvature invariants, which may arise
in calculations, to normal invariants which can be readily expressed in coordinates. In
the next section, we will derive the invariant Euler-Lagrange equations.
6.3 The Invariant Euler-Lagrange Equations
We begin by computing the Lie derivatives of the basic contact forms with respect to
the infinitesimal generators of the group. We will use the following notation for these
contact forms:
θun = dunx −D(n+1)x[u] dx and θφn = dφnx −D(n+1)x[φ] dx.
41
Note that v1(θ
u
n) = v1(θ
φ
n) = v2(θ
u
n) = v2(θ
φ
n) = 0. Next we calculate the Lie derivatives
of θu0 and θ
φ
0 with respect to v3. Here we get:
v3(θ
u) = d(x)− [(1 + u2x)dx− ux du]
= dx− dx− u2x dx+ ux du
= uxθ
u.
v3(θ
φ) = d(1)− [φxux dx− φx du]
= −φxux dx+ φx du
= φxθ
u.
Using the recurrence formula (4.22) we have:
Ds(ϑαn) = ι(Dx(θαn)) = ι(Dxθαn − v1(θαn)− uxv2(θαn)− φxv3(θαn))
= ϑαn+1 − µ · ι(v3 θαn).
Applying the above equation to ϑu and ϑφ gives the following set of equations:
Dsϑu = ϑu1 − µ · ι(v3θu) = ϑu1 − κµϑu, (6.2)
Dsϑφ = ϑφ1 − µ · ι(v3θφ) = ϑφ1 − µ2ϑu. (6.3)
Next we calculate the vertical differentiation of the fundamental curvature invariants
using the recurrence formula (4.17) along with equations (6.2) and (6.3). Before we do
this, we must determine the one-forms ε1, ε2, and ε3 that arise in (4.17). Using the
phantom invariants to solve for the unknown invariant contact forms, εi yields
ε1 = 0, ε2 = −ϑu0 , and ε3 = −ϑφ0 .
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Hence, the invariant vertical derivatives of the fundamental curvature invariants are:
dνκ = ι(θ
u
1 − v3(ux)θφ) (6.4)
= ι(θu1 − (1 + u2x)θφ) (6.5)
= ϑu1 − (1 + κ2)ϑφ (6.6)
= (Ds + µκ)ϑu − (1 + κ2)θφ, (6.7)
and
dνµ = ι(θ
φ
1 − v3(φx)θφ) (6.8)
= ι(θφ1 − φxuxθφ) (6.9)
= ϑφ1 − κµϑu (6.10)
= µ2ϑu + (Ds − κµ)ϑφ. (6.11)
Using formula (5.5) yields
A =
[
Ds + κµ −(1 + κ2)
µ2 Ds − κµ
]
.
Hence
A∗ =
[
−Ds + κµ µ2
−(1 + κ2) −Ds − κµ
]
. (6.12)
According to formula (4.19) , the invariant vertical differential of $ is
dν$ = ι[(−φx)dx ∧ (−θu)) + ι(−θφ ∧ (−ux)dx] = −µϑu ∧$ + κϑφ ∧$.
Using formula (5.5) again gives
B =
[
−µ κ
]
, and B∗ =
[
−µ
κ
]
. (6.13)
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For the ensuing discussion, we will define the operator
G(L˜) = A∗
[
Eκ(L˜)
Eκ(L˜)
]
− B∗H(L˜). (6.14)
Putting all of our work together, we see that the invariant Euler-Lagrange equations
are given by:
W · G(L˜) = W
([
−Ds + κµ µ2
−(1 + κ2) −Ds − κµ
][
Eκ(L˜)
Eµ(L˜)
]
−
[
−µ
κ
]
H(L˜)
)
= 0, (6.15)
where W is the matrix defined by equation (5.6). The invariant forms that appear in
(5.6) are:
ϑu0 =
θu0
cosφ+ ux sinφ
,
ϑφ0 = −
φx sinφ
cosφ+ ux sinφ
θu0 + θ
φ
0 ,
$ = (cosφ+ ux sinφ) dx.
Therefore
W =
[
1 −φx sinφ
0 cosφ+ ux sinφ
]
. (6.16)
6.3.1 Rank and Solvability
In many cases, the matrix W as described above is full rank, however, this matrix need
not be full rank. In fact for our system, W is singular if and only if ds = 0. The
geometric interpretation of this condition is that our frame must satisfy φ = ±pi2 . When
W is singular, its null space is parameterized by {(0, c)T : c ∈ R}. Thus there are two
possible ways for the invariant Euler-Lagrange equations to be satisfied. Firstly, u(x)
and φ(x) will solve the invariant Euler Lagrange equations if G(L˜) = 0, or secondly,
they if they satisfy G(L˜) 6= 0 and G(L˜) lies in the null space of W . As we will see in the
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examples, it is important to be mindful of the possibility that W can be singular.
It should be noted that variational problems for framed curves provide the first
example of a case where W can be singular. However, we consider such examples
degenerate. All degenerate examples that we have encountered lead to invariant Euler-
Lagrange equations that do not have smooth solutions. In section 6.5, we will explore
several example problems, one of which will lead to W being rank one. Before we explore
these examples, let us extend our analysis to account for the use of matrix coordinates
for the frame portion of a framed curve.
6.4 Invariant Euler-Lagrange Equations in Matrix Coor-
dinates
The analysis for three-dimensional framed curves will be easier to carry out in matrix
coordinates. In order to motivate some of the notation and computations, we first work
out the easier case of two dimensions. With in mind, the action of SE(2) on F2 is given
by:
(a, b, T ) ∗ (x, u(x), F (x)) = (T 1 z + a,T 2 z + b,T 2 z + c, TF )
where T i denotes the i-th row of T , z(x) = (x, u(x))>, and T and F are the 2 × 2
matrices given by
T =
[
T11 T12
T21 T22
]
, and F (x) =
[
F11(x) F12(x)
F21(x) F22(x)
]
.
This fits with our previous analysis by setting
F (x) =
[
F11(x) F12(x)
F21(x) F22(x)
]
=
[
cosφ(x) − sinφ(x)
sinφ(x) cosφ(x)
]
.
Taking a coordinate cross-section K = {(0, I)}, we have the following right equivariant
moving frame:
T = F−1 = F>, (a, b) = −F>z.
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We will use the notation that uppercase letters will denote transformed variables, and
lowercase letters will denote domain variables (except in the case of matrices, but this
should be evident from context). To this end, we have
X = T11x+ T12u+ a,
U = T21x+ T22u+ b,
F˜ = TF.
To simplify certain expressions, we introduce the notation:
znx =
dn
dxn
z.
With this in mind, the prolonged group transformations are found by successively ap-
plying the following implicit differentiation operator:
DX =
(
1
T 1 zx
)
Dx.
Applying this to U we have:
UX =
DxU
T 1 zx
=
T 2 zx
T 1 zx
and
UXX =
DxUX
T 1 zx
=
(T 1 zx)(T
2 zxx)− (T 2 zx)(T 1 zxx)
(T 1 zx)3
.
For F˜ , we have:
F˜X =
RFx
T 1 zx
and
F˜XX =
(T 1 zx)RFxx − (T 1 zxx)RFx
(T 1 zx)3
=
R
(T 1 zx)3
(
(T 1 t)Fxx − (T 1 zxx)Fx
)
.
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Using the moving frame to substitute for the parameters of SE(2), we have the following
differential invariants:
I1 =
(F2)
> zx
(F1)> zx
, I2 =
((F1)
> zx)((F2)> zxx)− ((F2)> zx)((F1)> zxx)
((F1)> zx)3
,
J1 =
F>Fx
(F1)> zx
, J2 =
F>
((F1)> zx)3
(
((F1)
> t)Fxx − ((F1)> zxx)Fx
)
,
...
...
where (Fi)
> is row vector given by transposing the i-th column of F .
Maurer-Cartan Invariants
Next we find the Maurer-Cartan invariants using the recurrence relations. The infinites-
imal generators for the action are given by:
1. v1 = ∂x,
2. v2 = ∂u,
3. v3 = u∂x − x∂u − F21∂11 − F22∂12 + F11∂21 + F12∂22.
where ∂ij denotes the operator
∂
∂Fij
. The prolongations of these generators are given by
the following:
1. pr(v1) = v1,
2. pr(v2) = v2,
3. pr(v3) = v3 + (1 + u
2
x)∂ux + (F11,xux − F21,x)∂11,x + (F12,xux − F22,x)∂12,x
+ (F21,xux + F11,x)∂21,x + (F22,xux + F12,x)∂22,x + · · · .
Recall that if Q is a differential function and ι(Q) is its moving frame invariantization,
then:
Dx[ι(Q)] = ι[Dx(Q)] +
3∑
i=1
Riι [prvi(W )] .
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To solve for the Maurer-Cartan invariants, Riσ, we apply the above equation to the
phantom invariants. Our 2D representation of SO(2) gives an overdetermined system of
equations, however, the structure of so(2) ensures that have a consistent set of equations
that can be solved for the Maurer-Cartan invariants. Here is a summary of the resulting
equations:
0 = 1 +R1,
0 = ι(ux) +R
2,
and
0 = ι(Fx) +R
3
[
0 −1
1 0
]
.
Since F (x) is a curve in SO(2), we see that Fx lies in its tangent space, i.e. so(2).
This coupled with the fact that prv3(F ) ∈ so(2) shows that these equations are indeed
consistent. Solving these equations for R1 and R2, we get R1 = −1 and R2 = −ι(ux) =:
−I1. The final Maurer-Cartan invariant can be taken to be any linear combination
c1 · ι(F12,x)− c2 · ι(F21,x)
which satisfies the equation c1+c2 = 1. Simple choices include (c1, c2) = (1, 0), (c1, c2) =
(0, 1), or (c1, c2) = (
1
2 ,
1
2). We will take R
3 = −F21,x. This choice is made in order to
keep our analysis similar to that of previous section.
We will denote the normalized invariants by
In = ι
(
dnu
dxn
)
, and Jij,n = ι
(
dnFij
dxn
)
.
The fundamental curvature invariants will be denoted as:
κu = I1, and κ
ij = ι(Jij,1).
We will attach a subscript s to a curvature invariant to denote when an invariant
arclength derivative has been taken, e.g. κus = Dsκu. At this point, we should note that
the symmetry of Fx will ensure that κ
12 = −κ21 and κ11 = κ22 = 0. This means that a
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complete set of functionally independent invariants is given by {In, J21,n : n ∈ N}.
6.4.1 Contact Forms in Matrix Coordinates
In the literature, there are various definitions of the/a Maurer-Cartan form. We distin-
guish between the various definitions in the following way:
Definition 6.4.1. A right (left) Maurer-Cartan form on a Lie group G is a right-
invariant (left-invariant) differential one-form on G.
Definition 6.4.2. The right (left) canonical Maurer-Cartan form on a Lie group, G,
is the unique right-invariant (left-invariant) g-valued one-form on G such that ωG
∣∣
e
:
TeG→ g is the identity. We may identify ωG as a smooth section of
∧1 T ∗G⊗ g.
For matrix Lie groups, the right canonical Maurer-Cartan form is given by
ωG = dg g
−1. (6.17)
A basis for the set of all Maurer-Cartan forms is given by a maximal set of linearly
independent entries of ωG.
For the frame portion of a framed curve ωG is given by:
ωG = dg g
−1 =
[
−F21 dF12 + F22 dF11 F11 dF12 − F12 dF11
−F21 dF22 + F22 dF21 F11 dF22 − F12 dF21
]
. (6.18)
If we pull back the coordinates of ωG via the standard embedding τ : SO(2)→M2×2(R)
we get
τ∗(ωG) =
[
0 −dφ
dφ 0
]
.
Using ωG, we find that the invariant contact form for the frame portion of our curve is
given by:
θ0 = dg g
−1 − gxg−1 dx =
[
0 θ10
θ20 0
]
, (6.19)
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where
θ10 = −F12dF11 + F11dF12 + (F11xF12 − F12xF11) dx, (6.20)
θ20 = F22dF21 − F21dF22 − (F21xF22 − F22xF21) dx. (6.21)
Pulling back the coordinates of θ0 via the embedding τ : SO(2)→M2×2(R) we get:
τ∗(θ0) =
[
0 −θφ0
θφ0 0
]
which matches our previous results.
6.4.2 Lie Derivatives of Contact Forms
Taking the Lie derivative of the coordinates θ0 with respect to v3 gives
v3(θ0) :=
[
0 v3(θ
1
0)
v3(θ
2
0) 0
]
=
[
0 θ˜10
θ˜20 0
]
, (6.22)
where
θ˜10 = (F11F12,x − F12F11,x) θu0 + F22 θ110 − F21 θ120 + F12 θ210 − F11 θ220 , (6.23)
θ˜20 = (F22F21,x − F21F22,x) θu0 + F22 θ110 − F21 θ120 + F12 θ210 − F11 θ220 , (6.24)
θij0 := dFij − Fij,x dx. (6.25)
Calculating the pullback of these one-forms by τ yields:
τ∗(θ˜10) = −φxθu0 (6.26)
and
τ∗(θ˜20) = φxθ
u
0 (6.27)
as expected.
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6.4.3 Relations and Structure for Contact Forms
Since Maurer-Cartan form, ωG, is a smooth section of
∧1 T ∗SO(2) ⊗ so(2), it inherits
the various relations of so(2), i.e. ωG = −ωTG. Using this fact and the various relations
imposed on F and Fx yields the following formulas:
θij0 = −θji0 , (6.28)
θ10 = −θ20, (6.29)
θ˜10 = −θ˜20, (6.30)
θ˜10 = (F11F12,x − F12F11,x) θu0 , (6.31)
θ˜20 = (F22F21,x − F21F22,x) θu0 . (6.32)
The above relations show that θ20 forms a coframe for SO(2) and that
v3(θ
2
0) = (F22F21,x − F21F22,x) θu0 . (6.33)
Applying the invariantization operator, we have
ι(v3(θ
2
0)) = ι((F22F21,x − F21F22,x) θu0 ) = ι(F21,x)ϑu = κ21 ϑu. (6.34)
Before moving on, we make one final remark about the invariantization of θ10 and
θ20. Note that we may rewrite these contact forms as follows
θ10 = F11θ
12
0 − F12θ110 , (6.35)
θ20 = F22θ
21 − F21θ220 . (6.36)
By the rewrite rule, we conclude that
ι(θ10) = ϑ
12
0 , (6.37)
ι(θ20) = ϑ
21
0 . (6.38)
This observations is key to the interpretation and application of (4.17) in matrix coor-
dinates.
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6.4.4 Invariant Eulerian and Hamiltonian
We are have all of the tools necessary to derive the invariant Eulerian and Hamiltonian
operators. Using the relations that we found above along with (6.2), we have
Dsϑu = ϑu1 − κ21 · ι(v3θu) = ϑu1 − κuκ21ϑu, (6.39)
Dsϑ2 = ϑ21 − κ21 · ι(v3θ2) = ϑ21 − (κ21)2ϑu. (6.40)
Next we calculate the vertical differentiation of the fundamental curvature invariants
using the recurrence formula (4.17) along with equations (6.39) and (6.40). Before we
do this, we must determine the one-forms ε1, ε2, and ε3 that arise in (4.17). Using the
phantom invariants to solve for the unknown invariant contact forms, εi yields
ε1 = 0, ε2 = −ϑu0 , and ε3 = −ϑ210 = −ϑ20. (6.41)
Hence, the invariant vertical derivatives of the fundamental curvature invariants are:
dνκ
u = ι(θu1 − v3(ux)θ2) (6.42)
= ι(θu1 − (1 + u2x)θ2) (6.43)
= ϑu1 − (1 + (κu)2)ϑ2 (6.44)
= (Ds + κ21κ)ϑu − (1 + (κu)2)ϑ2 (6.45)
and
dνκ
21 = ι(θ21 − v3(F21,x)θ2) (6.46)
= ι(θ21 − (uxF21,x + F11,x)θ2) (6.47)
= ϑ21 − κuκ21ϑu (6.48)
= (κ21)2ϑu + (Ds − κuκ21)ϑ2. (6.49)
Using formula (5.5) yields
A =
[
Ds + κuκ21 −(1 + κ2)
(κ21)2 Ds − κuκ21
]
. (6.50)
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Hence
A∗ =
[
−Ds + κuκ21 (κ21)2
−(1 + κ2) −Ds − κuκ21
]
. (6.51)
According to formula (4.19) , the invariant vertical differential of $, we have
dν$ = −κ21ϑu ∧$ + κuϑφ ∧$. (6.52)
Therefore using formula (5.5) again gives
B =
[
−κ21 κu
]
, and B∗ =
[
−κ21
κu
]
. (6.53)
Using formula (5.6) we find that W is given by:
W = (F11 + F21ux)
[
W11 W12
0 1
]
, (6.54)
where
W11 =
F11F22 − F12F21
F11 + F21ux
, (6.55)
W12 = −F21F11,xF12 − F21,xF22
F11 + F21ux
. (6.56)
This shows us that as long as F>1 zx does not vanish, then W has full rank. Since zx
is proportional to the unit tangent to the curve, this condition means that F1 must
not lie in the normal plane to the curve. When this condition holds, the invariant
Euler-Lagrange equations are given by
A∗E − B∗H = 0. (6.57)
Thus, the work in matrix coordinates follows a very similar path to our previous analysis.
The reason for rederiving these formulas in matrix coordinates is two fold. First it is
due in part to the fact that it is relatively easy to see the correspondence between
the two approaches in two dimensions. Secondly, it Gives us an alternative way to
discuss restricted frames. In many applications, a framed curve will require one of the
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frame vectors to be the unit tangent to the curve. In the chapter eight, we discus some
subtleties that arise in working with restricted framed curves. When we move to three
dimensions, we will work exclusively in matrix coordinates.
6.5 Examples
Now that we have the explicit formulas for calculating the invariant Euler-Lagrange
equations, we will explore a few examples. These examples are meant to demonstrate
the computational benefit of working with the invariant Euler-Lagrange equations as
oppose to their classically derived counterparts.
Example 3. For our first example, we will consider the problem of minimizing∫
ds =
∫
(cosφ+ ux sinφ)dx.
In this case, the invariant Lagrangian is given by L˜ = 1, therefore,
Eκ(L˜) = Eµ(L˜) = 0, and H(L˜) = −1.
Plugging this into our equation for G(L˜) gives:
G(L˜) =
[
−µ
κ
]
.
This leads to the following set of equations:
µ = 0 and κ = 0 (when W has full rank).
In the original coordinates, these equations are:
− sinφ+ ux cosφ
cosφ+ ux sinφ
= 0 and
φx
cosφ+ ux sinφ
= 0.
Computing the Euler-Lagrange equations from first principles, we get:
− sinφ+ ux cosφ = 0 and − φx cosφ = 0.
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The solutions to both sets of equations are provided when φ is constant and u is a linear
function of x with the corresponding slope depending on φ.
Example 4. For our second example, we will consider the problem of minimizing
∫
κ ds.
In this case, we have∫
κ ds = L˜ ds =
∫
ux cosφ− sinφ
cosφ+ ux sinφ
(cosφ+ ux sinφ)dx
=
∫
(ux cosφ− sinφ)dx =
∫
Ldx
Calculating the invariant Eulerians and Hamiltonian, we get:
Eκ(L˜) = 1, Eµ(L˜) = 0, and H(L˜) = −κ.
Plugging this into our equation for G(L˜) gives:
G(L˜) =
[
0
−1
]
.
Since G(L˜) 6= 0, we must conclude that W is singular and G(L˜) is in the null space of
W . This means that the invariant Euler-Lagrange equations for this Lagrangian are
given by:
ux = − cotφ, sinφ = 0.
Computing the Euler-Lagrange equations for the functional∫
(ux cosφ− sinφ)dx
leads to precisely the same equations. However it is clear that the Euler-Lagrange
equations do not have a smooth solution. As discussed earlier, this example is considered
degenerate.
Example 5. For our third example, we will consider the problem of minimizing
∫
µds.
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In this case, we have∫
µds = L˜ ds =
∫
φx
cosφ+ ux sinφ
(cosφ+ ux sinφ)dx
=
∫
φx dx = Ldx
Calculating the invariant Eulerians and Hamiltonian, we get:
Eκ(L˜) = 0, Eµ(L˜) = 1, and H(L˜) = −µ.
Plugging this into our equation for G(L˜) gives:
G(L˜) =
[
0
0
]
.
Since G(L˜) = 0 regardless of u(x) and φ(x), we conclude that L˜ is a null Lagrangian.
This means that any choice of u and φ that satisfy the boundary conditions will minimize
the functional
∫
L˜ ds. Applying the fundamental theorem of calculus shows that
∫
φx dx
only depends on boundary conditions, thus we can immediately conclude that L is a
null Lagrangian. In this case, the invariant bicomplex machinery is excessive. As such,
this example shows that it is still worth while to consider the original problem before
indiscriminately applying a method with the hope of simplifying computations.
Example 6. For our final example, we will consider the problem of minimizing
∫
κ2 ds.
In this case, we have ∫
κ2 ds =
∫
(ux cosφ− sinφ)2
ux sinφ+ cosφ
dx.
Calculating the invariant Eulerians and Hamiltonian, we get:
Eκ(L˜) = 2κ, Eµ(L˜) = 0, and H(L˜) = −κ2.
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Plugging this into our equation for G(L˜) gives:
G(L˜) =
[
−2κs
−κ2
]
.
Assuming that G(L˜) does not lie in the null space of W gives the equations
κs = I2 − J1(1 + I21 ) = 0, and κ2 = I21 = 0.
This reduces to
I2 − µ = 0, and κ = 0.
When simplified and expressed in coordinates, these equation are given by:
ux = tanφ, and uxx − φx(cosφ+ ux sinφ) = 0.
The above equations require that φx = uxx = 0 and ux = tanφ. The classical Euler-
Lagrange equations are rather unruly, but we include them here to show the benefit of
using the invariant approach to solving this variational problem.
0 =
∂L
∂u
− d
dx
∂L
∂ux
=
(ux cosφ− sinφ) (2φxux cos 2φ− 2φx sin 2φ+ uxx sin 2φ)
2 (ux sinφ+ cosφ)
2
+
(ux sin 2φ+ cos 2φ+ 3) (−φxux sinφ− φx cosφ+ uxx cosφ)
2 (ux sinφ+ cosφ)
2
+
(ux cosφ− sinφ) (ux sin 2φ+ cos 2φ+ 3)
2 (ux sinφ+ cosφ)
3
× (−2φxux cosφ+ 2φx sinφ− 2uxx sinφ)
and
0 =
∂L
∂φ
− d
dx
∂L
∂φx
= −
(
2 (ux sinφ+ cosφ)
2 + (ux cosφ− sinφ)2
)
(ux sinφ+ cosφ)
2
× (ux cosφ− sinφ) .
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Although these equations are complicated, we can see by inspection that our previous
solution does indeed satisfy the above equations.
Remark. At first glance, this final example may look similar to the problem of min-
imizing the Euler-Bernoulli energy functional for elastica i.e.
1
2
∫
κ2 ds. However it
should be noted that in the Euler-Bernoulli functional, κ = ι(uxx). This is not the case
for framed curves (κ = ι(ux)). The study of elastica for framed curves instead involves
considering the functional
1
2
∫
κ2s ds.
While this would be an interesting example to study, time does not permit a detailed
discussion of this problem.
In this chapter, we developed the tools to study invariant variational problems for
two-dimensional framed curves that admit SE(2) symmetry. Example 4 showed us the
computational benefit of using the invariant equations along with the various relations
among normal and curvature invariants. With these results behind us, we now move on
to the much harder case of three-dimensions.
Chapter 7
Three-Dimensional Framed
Curves
7.1 Introduction
Following the methods set out the the previous chapter, we now derive the invariant
Euler-Lagrange equations for general three-dimensional framed curves. As before, we
take the action of SE(3) on F3 to be given by:
(a, b, c, T ) ∗ (x, y(x), u(x), F (x)) = (T 1 · z + a,T 2 · z + b,T 3 · z + c, TF )
where z(x) = (x, y(x), u(x))>, T and F are the 3× 3 matrices given by
T =

T11 T12 T13
T21 T22 T23
T31 T32 T33
 , and F (x) =

F11(x) F12(x) F13(x)
F21(x) F22(x) F23(x)
F31(x) F32(x) F33(x)
 ,
and T i denotes the i-th row of T . Taking the coordinate cross-section K = {(0, I)}, we
produce the following right equivariant moving frame:
T = F−1 = F> and (a, b, c) = −F>z.
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Again, we will use the notation that uppercase letters will denote transformed variables,
and lowercase letters will denote domain variables (except in the case of matrices, but
this should be evident from context). To this end, we have
X = T11 x+ T12 y + T13 u+ a,
Y = T21 x+ T22 y + T23 u+ b,
U = T31 x+ T32 y + T33 u+ c,
F˜ = TF.
Borrowing notation from the two-dimensional case, we set
znx =
dn
dxn
z.
Then the prolonged group transformations are found by successively applying the fol-
lowing implicit differential operator:
DX =
(
1
T 1 zx
)
Dx.
Applying this to Y and U we have:
YX =
DxY
T 1 zx
=
T 2 zx
T 1 zx
,
YXX =
DxYX
T 1 zx
=
(T 1 zx)(T
2zxx)− (T 2 zx)(T 1 zxx)
(T 1 zx)3
,
UX =
DxU
T 1 zx
=
T 3 zx
T 1 zx
,
UXX =
DxUX
T 1 zx
=
(T 1 zx)(T
3 zxx)− (T 3 zx)(T 1 zxx)
(T 1 zx)3
.
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For F˜ , we have:
F˜X =
TFx
T 1 zx
and
F˜XX =
(T 1 zx)TFxx − (T 1 zxx)TFx
(T 1 zx)3
=
T
(T 1 zx)3
(
(T 1zx)Fxx − (T 1 zxxFx
)
.
Using the moving frame to substitute for the parameters of SE(2), we have the following
differential invariants:
Iy1 =
F>2 zx
F>1 zx
, Iy2 =
(F>1 zx)(F>2 zxx)− (F>2 zx)(F>1 zxx)
(F>1 zx)3
,
Iu1 =
F>3 zx
F>1 zx
, Iu2 =
(F>1 zx)(F>3 zxx)− (F>3 zx)(F>1 zxx)
(F>1 zx)3
,
J1 =
F>Fx
F>1 zx
, J2 =
F>
(F>1 zx)3
(
(F>1 zx)Fxx − (F>1 zxxFx
)
),
...
...
where Fj is the j-th column of F .
7.2 The Recurrence Relations
Next we find the Maurer-Cartan invariants using the recurrence relations. The infinites-
imal generators for the action are given by:
1. v1 = ∂x,
2. v2 = ∂y,
3. v3 = ∂u,
4. v4 = −y∂x + x∂y − F21∂11 − F22∂12 − F23∂13 + F11∂21 + F12∂22 + F13∂23,
5. v5 = −u∂x + x∂u − F31∂11 − F32∂12 − F33∂13 + F11∂31 + F12∂32 + F13∂33,
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6. v6 = −u∂y + y∂u − F31∂21 − F32∂22 − F33∂23 + F21∂31 + F22∂32 + F23∂33.
where again ∂ij denotes the operator
∂
∂Fij
.
The prolongations of these generators are given by the following:
1. pr(∞)(v1) = v1,
2. pr(∞)(v2) = v2,
3. pr(∞)(v3) = v3,
4. pr(1)(v4) = v4 + (1 + y
2
x)∂yx + yxux∂ux + (F11,xyx − F21,x)∂11,x
+ (F12,xyx − F22,x)∂12,x + (F13,xyx − F23,x)∂13,x
+ (F21,xyx + F11,x)∂21,x + (F22,xyx + F12,x)∂22,x
+ (F23,xyx + F13,x)∂23,x + yxF31,x ∂31,x
+ yxF32,x ∂32,x + yxF33,x ∂33,x,
5. pr(1)(v5) = v5 + yxux∂yx + (1 + u
2
x)∂ux + (F11,xux − F31,x)∂11,x
+ (F12,xux − F32,x)∂12,x + (F13,xux − F33,x)∂13,x
+ uxF21,x ∂21,x + uxF22,x ∂22,x + uxF23,x ∂23,x
+ (F31,xux + F11,x)∂31,x + (F32,xux + F12,x)∂32,x
+ (F33,xux + F13,x)∂33,x,
6. pr(1)(v6) = v6 − ux∂yx + yx∂ux − F31,x ∂21,x − F32,x ∂22,x − F33,x ∂23,x
+ F21,x ∂31,x + F22,x ∂32,x + F23,x ∂33,x.
Similar to before, we solve for the Maurer-Cartan invariants, Ri, by applying the
recurrence relations (3.2) to the phantom invariants. Here is a summary of the resulting
equations:
0 = 1 +R1,
0 = ι(yx) +R
2
0 = ι(ux) +R
3,
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and
0 = ι(Fx) +R
4

0 −1 0
1 0 0
0 0 0
+R5

0 0 −1
0 0 0
1 0 0
+R6

0 0 0
0 0 −1
0 1 0
 .
Using relations from so(3), we can take:
R1 = −1,
R2 = −ι(yx) =: −Iy1 ,
R3 = −ι(ux) =: −Iu1 ,
R4 = −ι(F21,x) =: −J211 ,
R5 = −ι(F31,x) =: −J311 ,
R6 = −ι(F32,x) =: −J321 .
Following our previous convention, we will denote the normalized invariants by
Iyn = ι
(
dny
dxn
)
, Iun = ι
(
dnu
dxn
)
, and J ijn = ι
(
dnFij
dxn
)
.
The fundamental curvature invariants will be denoted as:
κy = Iy1 , κ
u = Iu1 , and κ
ij = ι(J ij1 ).
We will attach a subscript s to a curvature invariant to denote when an invariant
arclength derivative has been taken, e.g. κus = Dsκu. Since Fx is antisymmetric,
κij = −κij , hence κii = 0. This means that a complete set of functionally independent
invariants is given by {Iyn, Iyn, J21,n, J31,n, J32,n : n ∈ N}. According to formula (3.2), the
invariant total derivative of an invariant is given as follows:
Ds[ι(F )] =ι (Dx(F ))− ι (prv1(F ))− κy ι (prv2(F ))− κu ι (prv3(F )) (7.1)
− κ21 ι (prv4(F ))− κ31 ι (prv5(F ))− κ21 ι (prv6(F )) ,
where F is an arbitrary differential function.
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7.3 The Invariant Euler-Lagrange Equations
7.3.1 Contact Forms in Matrix Coordinates
For the frame portion of a framed curve the canonical Maurer-Cartan form, ωG, is given
by:
ωG = dg g
−1 =

0 −ω1 −ω2
ω1 0 −ω3
ω2 ω3 0

where
ω1 = F11dF21 + F12dF22 + F13dF23, (7.2)
ω2 = F11dF31 + F12dF32 + F13dF33, (7.3)
ω3 = F21dF31 + F22dF32 + F23dF33. (7.4)
Using ωG, we find that the invariant contact forms for the frame portion of our curve
are the linearly independent components of
θ = dg g−1 − gxg−1 dx =

0 −θ1 −θ2
θ2 0 −θ3
θ2 θ3 0

where
θ1 = F11dF21 + F12dF22 + F13dF23 − (F11F21x + F12F22x + F13F23x) dx, (7.5)
θ2 = F11dF31 + F12dF32 + F13dF33 − (F11F31x + F12F32x + F13F33x) dx, (7.6)
θ3 = F21dF31 + F22dF32 + F23dF33 − (F21F31x + F22F32x + F23F33x) dx. (7.7)
7.3.2 Lie Derivatives of Contact Forms
In this section we calculate the Lie derivatives of various contact forms. Since v1, v2,
and v3 correspond to simple translations, it is easy to see that they annihilate all contact
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forms. Applying v4, v5, and v6 to the first order contact forms θ
y
0 and θ
u
0 yields:
v4(θ
y
0) = yxθ
y
0 , ι(v4(θ
y
0)) = κ
yϑy0,
v5(θ
y
0) = yxθ
u
0 , ι(v5(θ
y
0)) = κ
yϑu0 ,
v6(θ
y
0) = −θu0 , ι(v6(θy0)) = −ϑu0 ,
v4(θ
u
0 ) = −uxθy0 , ι(v4(θu0 )) = −κuϑy0,
v5(θ
u
0 ) = uxθ
u
0 , ι(v5(θ
u
0 )) = κ
uϑu0 ,
v6(θ
u
0 ) = θ
y
0 , ι(v6(θ
u
0 )) = ϑ
y
0.
Applying v4, v5, and v6 to θ
1
0, θ
2
0, and θ
3
0 gives
v4(θ
1
0) = (F11F21,x + F12F22,x + F13F23,x)θ
y
0 ,
v5(θ
1
0) = (F11F21,x + F12F22,x + F13F23,x)θ
u
0 + θ
3
0,
v6(θ
1
0) = 0,
v4(θ
2
0) = (F11F31,x + F12F32,x + F13F33,x)θ
y
0 − θ30,
v5(θ
2
0) = (F11F31,x + F12F32,x + F13F33,x)θ
u
0 ,
v6(θ
2
0) = 0,
v4(θ
3
0) = (F21F31,x + F22F32,x + F23F33,x)θ
y
0 ,
v5(θ
3
0) = (F21F31,x + F22F32,x + F23F33,x)θ
u
0 + θ
1
0,
v6(θ
3
0) = 0.
Applying the invariantization map to our results leads to the following equations:
ι(v4(θ
1
0)) = κ
21ϑy0, ι(v4(θ
2
0)) = κ
31ϑy0 − ϑ30, ι(v4(θ30)) = κ32ϑy0,
ι(v5(θ
1
0)) = κ
21ϑu0 + ϑ
3
0, ι(v5(θ
2
0)) = κ
31ϑu0 , ι(v5(θ
3
0)) = κ
32ϑu0 + ϑ
1
0,
ι(v6(θ
1
0)) = 0, ι(v6(θ
2
0)) = 0, ι(v6(θ
3
0)) = 0.
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7.3.3 Rewriting Higher Order Contact One-Forms
In this section, we develop the machinery to the invariant vertical differential of expres-
sion and to rewrite higher order invariant contact one-forms in terms of θu0 and θ
ij
0 . To
do this, we use the following recurrence formula:
Ds(ϑαn) = ι(Dxθαn)− κ21 ι(v4(θαn))− κ31 ι(v5(θαn))− κ32 ι(v6(θαn)).
Using this, we have the following expressions for ϑu1 , ϑ
u
1 , and ϑ
ij
1 :
ϑy1 = (Ds + κyκ21)ϑy0 + (κyκ31 − κ32)ϑu0 ,
ϑu1 = (κ
32 − κ21κu)ϑy + (Ds + κuκ21)ϑu0 ,
ϑ11 = (κ
21)2ϑy0 + κ
21κ31ϑu0 +Dsϑ10 + κ31ϑ30,
ϑ21 = κ
21κ31ϑy0 + (κ
31)2ϑu0 +Dsϑ20 − κ31ϑ30,
ϑ31 = κ
21κ32ϑy0 + κ
31κ32ϑu0 + κ
31ϑ10 +Dsϑ30.
These expressions will allow us to replace higher order contact one-forms that may arise
in the invariant Euler-Lagrange equations.
7.3.4 The Invariant Eulerian and Hamiltonian Operators
Using the expressions and tools developed in the previous section, we can now apply
the recurrence formula to the set of fundamental curvature invariants. The first step is
to determine the one-forms εi, for 1 ≤ i ≤ 6 in the following recurrence formula:
dV I = dV ι(W ) = ι(dVW ) + ι(prv1(W )) ε1 + ι(prv2(W )) ε2 + ι(prv3(W )) ε3
+ ι(prv4(W )) ε
4 + ι(prv5(W )) ε
5 + ι(prv6(W )) ε
6.
Again, we use the phantom invariants to solve for the unknown invariant contact forms,
εi. Doing so produces
ε1 = 0, ε2 = −ϑy0, ε3 = −ϑu0 ε4 = −ϑ210 , ε5 = −ϑ310 , and ε6 = −ϑ320 . (7.8)
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Similar to the two-dimensional case, we observe that ϑ210 = ϑ
1
0, ϑ
31
0 = ϑ
2
0, and ϑ
32
0 = ϑ
3
0.
This leads to the following equations:
dV(κy) =(Ds + κyκ21)ϑy0 + (κyκ31 − κ32)ϑu0 (7.9)
− (1 + (κy)2)ϑ10 − κyκuϑ20 + κuϑ30,
dV(κu) =(κ32 − κuκ21)ϑy0 + (Ds + κuκ31)ϑu0 (7.10)
− κyκuϑ10 − (1 + (κu)2)ϑ20 − κyϑ20,
dV(κ21) =(κ21)2ϑ
y
0 + κ
21κ31ϑu0 + (Ds − κ21κy)ϑ10 (7.11)
− (κ32 + κ21κu)ϑ20 + κ31ϑ30,
dV(κ31) =κ21κ31ϑ
y
0 + (κ
31)2ϑu0 + (κ
32 − κ31κy)ϑ10 (7.12)
+ (Ds − κ31κu)ϑ20 − κ21ϑ30,
dV(κ32) =κ21κ32ϑ
y
0 + κ
31κ32 ϑu0 + (κ
31 − κ32κy)ϑ10 (7.13)
+
(
κ21 − κ32κu)ϑ20 +Dsϑ30.
Using these expressions, it follows that the invariant Eulerian operator is given by:
A =

Ds + κ21κy κ31κy − κ32 −1− (κy)2 −κuκy κu
−κ21κu + κ32 Ds + κ21κu −κuκy −1− (κu)2 −κy(
κ21
)2
κ21κ31 Ds − κ21κy −κ21κu 2κ31
κ21κ31
(
κ31
)2 −κ31κy Ds − κ31κu −κ21 − κ31
κ21κ32 κ31κ32 κ31 − κ32κy κ21 − κ32κu Ds

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and
A∗ =

−Ds + κ21κy −κ21κu + κ32
(
κ21
)2
κ21κ31 κ21κ32
κ31κy − κ32 −Ds + κ21κu κ21κ31
(
κ31
)2
κ31κ32
−1− (κy)2 −κuκy −Ds − κ21κy −κ31κy κ31 − κ32κy
−κuκy −1− (κu)2 −κ21κu −Ds − κ31κu κ21 − κ32κu
κu −κy 2κ31 −κ21 − κ31 −Ds

.
The expression for A∗ was carefully determined using the symbolic package Sympy
in the python programming language. For details of this calculation, please visit the
Lie Symmetry project page on the Github account https://github.com/broom010/
Lie_Symmetry. The calculation for producing A can be found in the Ipython notebook
labeled “Chapter 7”.
Next we work out the invariant Hamiltonian operator. The calculation is as follows:
dV$ =ι(Dxξ4) ε4 ∧$ + ι(Dxξ4) ε4 ∧$ (7.14)
+ ι
(
∂ξ4
∂y
)
γ4 ∧ ϑy0 + +ι
(
∂ξ5
∂u
)
γ5 ∧ ϑu0
=− κ21 ϑy0 ∧$ − κ31 ϑu0 ∧$ + κy ϑ10 ∧$ + κu ϑ20 ∧$.
Therefore
B =
[
−κ21 −κ31 κy κu 0
]
and
B∗ = B>.
Using formula (5.6) we find that W is given by:
W = (F11 + F21yx + F31ux)

W11 W12 W13 W14 W15
W21 W22 W23 W24 W25
0 0 F33 −F32 F31
0 0 F23 −F22 F21
0 0 F13 −F12 F11

(7.15)
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where
W11 =
F11F22 − F12F21 − F21F32ux + F22F31ux
F11 + F21yx + F31ux
, (7.16)
W12 =
F11F23 − F13F21 − F21F33ux + F23F31ux
F11 + F21yx + F31ux
, (7.17)
W13 = −F21 (F11xF12 + F21xF22 + F31xF32)
F11 + F21yx + F31ux
, (7.18)
W14 = −F21 (F11xF13 + F21xF23 + F31xF33)
F11 + F21yx + F31ux
, (7.19)
W15 = −F21 (F12xF13 + F22xF23 + F32xF33)
F11 + F21yx + F31ux
, (7.20)
W21 =
F11F32 − F12F31 + F21F32yx − F22F31yx
F11 + F21yx + F31ux
, (7.21)
W22 =
F11F33 − F13F31 + F21F33yx − F23F31yx
F11 + F21yx + F31ux
, (7.22)
W23 = −F31 (F11xF12 + F21xF22 + F31xF32)
F11 + F21yx + F31ux
, (7.23)
W24 = −F31 (F11xF13 + F21xF23 + F31xF33)
F11 + F21yx + F31ux
, (7.24)
W25 = −F31 (F12xF13 + F22xF23 + F32xF33)
F11 + F21yx + F31ux
. (7.25)
At first this may seem quite daunting, but the structure of W makes it easy to determine
when it is singular. The determinant of the lower right three-by-three block of W is
simply
− (F11 + F21yx + F31ux)3. (7.26)
More remarkably, the determinant of the upper left two-by-two block of W simplifies to
F11 + F21yx + F31ux. Thus W is singular precisely when
F11 + F21yx + F31ux = 0. (7.27)
The details of this simplification can be found in the “Chapter 7” Ipython notebook
found on the webpage https://github.com/broom010/Lie_Symmetry. This shows us
that as long as zx does not vanish, the invariant Euler-Lagrange equations are given by
A∗E − B∗H = 0. (7.28)
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This is in line with our findings for the two-dimensional case, and it greatly simplifies
the invariant Euler-Lagrange equations for non-singular curves. Next let us explore a
few simple examples.
7.4 Examples
Due to the computational difficulties that arise in dealing with variational problems for
three-dimensional framed curves, we will focus on two simple examples that show how
the machinery that we developed can aid in solving such problems.
Example 7. For our first example, we will consider the problem of minimizing∫
ds =
∫
(F11 + F21yx + F31ux)dx.
In this case, the invariant Lagrangian is given by L˜ = 1, therefore,
E(L˜) =
[
0 0 0 0 0
]>
, and H(L˜) = −1.
Plugging this into our equation for G(L˜) gives:
G(L˜) =
[
−κ21 −κ31 κy κu 0
]>
.
This leads to the following result:
κy = κu = κ21 = κ31 = 0.
Example 8. For our second example, we will consider the problem of minimizing∫
κy ds. In this case, we have∫
κy ds = L˜ ds =
∫
F12 + F22yx + F32ux
F11 + F21yx + F31ux
(F11 + F21yx + F31ux)dx
=
∫
(F12 + F22yx + F32ux)dx
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Calculating the invariant Eulerians and Hamiltonian, we get:
E(L˜) =
[
1 0 0 0 0
]>
, and H(L˜) = −κu.
Plugging this into our equation for G(L˜) gives:
G(L˜) =
[
0 −κ32 −1 0 κu
]>
.
Since G(L˜) = 0 gives rise to a contradiction, we must conclude that W is singular and
G(L˜) is in the null space of W . This is another example for which W is singular. As
before, this example is considered degenerate and there is no smooth solution to the
invariant Euler-Lagrange equations.
Chapter 8
Conclusion
In order to complete our derivation of the invariant Euler-Lagrange equations in the
three-dimensional case, we required a suitable set of coordinates for the frame portion
of our framed curve. When approaching this choice, one might select explicit coordinates
in the form of Euler angles or Cardan angles—one might even make use of quaternions.
In practice, we have found that it is quite difficult to use these coordinate systems to
derive the various quantities that arise in the invariant bicomplex. The complicated
nature of the expressions that arise in specifying the action of SO(3) leads to unwieldy
formulas for invariants, invariant differential forms, and infinitesimal generators.
Rather than choose explicit coordinates, we decided to work with general matrix
coordinates subject to the relations of SO(3). The benefits of this approach were first
realized after re-examining the two-dimensional case, where the correspondence between
the geometric objects from the variational bicomplex in the various coordinate systems
became apparent. In the three-dimensional case, the final key needed for using matrix
coordinates came from the relations among the entries of the canonical Maurer-Cartan
form. Due to these relations, we are able to simplify the various Lie derivatives of the
fundamental contact forms. Making use of the replacement theorem and the relations
of SO(3) allowed us to express the invariant Euler-Lagrange equations in a reasonable
manner.
In chapter eight, we found that the equations that arise from the variational bicom-
plex can be simplified in the case of restricted framed curves. Simplifying the expressions
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for the invariant vertical derivatives of the fundamental curvature invariants led to rela-
tions among the invariant contact forms. A key observation that allowed us to modify
our more general results to the case of restricted framed curves was the fact that the
non-vanishing curvature invariants still generated the algebra of differential invariants.
Our final example in chapter eight is by far the more interesting result for two reasons:
first, it appears to be a genuinely new result; second, it is natural to require that one
of the frame vectors be the unit tangent to the curve.
The explicit variational problems, presented in our examples, demonstrate the com-
putational benefits of using the invariant Euler-Lagrange equations. However, these
examples are relatively simple and do not lend themselves to important applications.
With that said, applications that might benefit from our work include the analysis of
global geometry in DNA ([Gra16]) as well as the study of the mechanics of Mo¨bius
bands ([FF16]). In both cases, one examines SE(3)-invariant variational problems over
framed curves; therefore, our formulas from chapters seven and eight apply to these
applications.
Beyond our work on Euler-Lagrange equations, there are many other interesting
problems yet to be studied in the context of SE(3) acting on framed curves. For
example, the operators A and B that we derived in chapter seven can be used to study
the evolution of differential invariants under invariant submanifold flows. It is also
possible that our description of the invariants of SE(3) acting on framed curves might
someday aid in the creation of invariant numerical methods (see [Olv09, p. 31-42]). In
a recent development, the invariant Euler-Lagrange equations for rotation-minimizing
framed curves has been detailed by Mansfield and Rojo-Echeburua in a preprint on
the arXiv ([MRE19]). These types of frames have potential applications in studying
the geometry of proteins and polymers, of which the results are both impressive and
intriguing. It would be interesting to explore connections between their work and our
own; however, time dictates that this must be an endeavor for another day.
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