Abstract. We investigate the probability that a random odd composite number passes a random Fermat primality test, improving on earlier estimates in moderate ranges. For example, with random numbers to 2 200 , our results improve on prior estimates by close to 3 orders of magnitude.
Introduction
Part of the basic landscape in elementary number theory is the Fermat congruence: If n is a prime and 1 ≤ b ≤ n − 1, then
It is attractive in its simplicity and ease of verification: using fast arithmetic subroutines, (1.1) may be checked in (log n) 2+o(1) bit operations. Further, its converse (apparently) seldom lies. In practice, if one has a large random number n that satisfies (1.1) for a random choice for b, then almost certainly n is prime. To be sure, there are infinitely many composites (the Carmichael numbers) that satisfy (1.1) for all b coprime to n, see [1] . And in [2] it is shown that there are infinitely many Carmichael numbers n such that (1.1) holds for (1 − o(1))n choices for b in [1, n− 1]. (Specifically, for each fixed k there are infinitely many Carmichael numbers n such that the probability a random b in [1, n − 1] has (b, n) > 1 is less than 1/ log k n.) However, Carmichael numbers are rare, and if a number n is chosen at random, it is unlikely to be one.
We say n is a probable prime to the base b if (1.1) holds. A probable prime is either prime or composite, but the terminology certainly suggests that it is probably prime! Specifically, let P (x) denote the probability that an integer n is composite given that (i) n is chosen at random with 1 < n ≤ x, n odd, (ii) b is chosen at random with 1 < b < n − 1, and (iii) n is a probable prime to the base b.
It is known that if x is sufficiently large, then P (x) is small. Indeed, Erdős and Pomerance [8, Theorem 2.2] proved that (1.2) P (x) ≤ exp(−(1 + o(1)) log x log log log x/ log log x) as x → ∞. In particular, lim P (x) = 0. Kim and Pomerance [10] replaced the asymptotic inequality of (1.2) with the weaker, but explicit, inequality P (x) ≤ (log x) −197 for x ≥ 10 and gave numerical bounds on P (x) for 10 60 ≤ x < 10 10 5 . In this paper we simplify the argument in [10] and obtain better upper bounds on P (x) for 10 60 ≤ x ≤ 10 90 , as seen in Figure 1 . In particular, at the start of this range, our bound is over 700 times smaller. 
Bound on
New bound x P (x) in [10] on P (x) 10 The notation aEm means a × 10 m . With these methods, we also obtain new nontrivial bounds for 2 40 ≤ x < 10 60 , values of x smaller than the methods in [10] could handle. These results are included in Figure 2 . We compute the exact values of P (x) for x = 2 k with 3 ≤ k ≤ 36. Additionally, we estimate P (x) for x = 2 k with 30 ≤ k ≤ 50, using random sampling. Calibrating these estimates against the true values for 30 ≤ k ≤ 36 suggest that the estimates are fairly close to the true values for 37 ≤ k ≤ 50, and almost certainly within an order of magnitude from the truth.
A number n is called L-smooth if all of its prime factors are bounded above by L. The method of [10] first computes the contribution to P (x) from numbers that are not L-smooth (for an appropriate choice for L), and then enters a complicated argument based on the asymptotic method of [8] for the contribution of the L-smooth numbers. In addition to small improvements made in the non-L-smooth case, our principal new idea is to use merely that there are few L-smooth numbers. For this we use the upper bound method pioneered by Rankin in [15] for this problem, obtaining numerically explicit upper bounds on sums over L-smooth numbers, c.f. equation (3.5) and Remark 3.4. These upper bounds should prove useful in other contexts.
One possible way to gain an improvement is to replace the Fermat test with the strong probable prime test of Selfridge. Also known as the Miller-Rabin test, it is just as simple to perform and it returns fewer false positives. To describe this test, let n > 1 be an odd number. First one computes s, t with n − 1 = 2 s t and t odd. Next, one chooses a number b, 1 ≤ b ≤ n − 1. The number n passes the test (and is called a strong probable prime to the base b) if either
Every odd prime must pass this test. Moreover, Monier [12] and Rabin [14] have shown that if n is an odd composite, then the probability that it is a strong probable prime to a random base b in [1, n − 1] is less than . Let P 1 (x) denote the same probability as P (x), except that (iii) is replaced by (iii)
′ n is a strong probable prime to the base b.
Based on the Monier-Rabin theorem, one might assume that
, but as noted in [4] , this reasoning is flawed. However, in [5] and [9] , something similar to
is the analogous probability for odd k-bit integers, it is shown in [5] , [9] 
We show below how our estimates can be used to numerically bound P 1 (x). In particular, the results here improve on the estimates of [9] up to 2 300 .
Notation
We have (a, b), [a, b] as the greatest common divisor, least common multiple of the positive integers a, b, respectively. We use p and q to denote prime numbers, and p i to denote the ith prime. For n > 1, we let P + (n) denote the largest prime factor of n. Let ϕ denote Euler's function, λ the Carmichael universal exponent function, ζ the Riemann zeta-function, Li(x) = x 2 dt log t , and ϑ(x) = p≤x log p. In many instances, we take a sum over certain subsets of odd composite integers, in which cases we use ′ n to denote n odd, composite .
Preliminary lemmas
In this section, we prove some preliminary lemmas which are needed for the rest of the paper, and which may be of interest in their own right.
Lemma 2.1. Given real numbers a, b and a nonnegative, decreasing function f on the interval [a, b], we have that
The proof is clear. Note that since a<n≤b f (n) ≤ a≤n≤b f (n), we may apply the upper bound for the sum on the half open interval.
Lemma 2.2. For x ≥ 2, we have that
Proof. The result holds for 2 ≤ x < 18, so assume x ≥ 18. We have that
where { } denotes the frational part. By Lemma 2.1,
Substituting this and (2.2) back into (2.1) gives
Similarly, direct computation shows that
and thus
Proof. The inequalities are easily verified for x < 40, so assume x ≥ 40. Partial summation gives
Evaluating the two sums to 39 and using the upper and lower bounds in Lemma 2.2 for the sums to x and t, we obtain the stronger result, log x ζ(2) + 0.58
Note that the upper bound in the lemma is tight at x = 1 and the lower bound cannot be improved as x → 2 − .
Lemma 2.4. If 2 ≤ y < x and 0 < c < 1, then
where
Proof. We use the inequalities
where ǫ = 2.3 × 10 −8 , see [6] , [7] , improving on recent work in [13] (also see [11, Proposition 2.1]). Let f (t) = 1/(t c log t). By partial summation,
where we have integrated by parts and used that f (t) dt = Li(t 1−c ). This completes the proof.
Lemma 2.5. We have
Proof. The first claim is stated and proved in (4.7) in [10] . We proceed similarly for the second claim. When 1 < y ≤ 2, we have
When 2 < y ≤ 3, direct computation shows that
When 3 < y ≤ 4, direct computation shows that
When y > 4, by Lemma 2.1, direct computation shows that
3. The basic method
and let F (n) = #F(n). If n > 1 is odd, then ±1 ∈ F(n). Thus, for these n, F (n)−2 counts the number of integers b, 1 < b < n − 1, with b n−1 ≡ 1 (mod n). Also note that by Fermat's little theorem, F (p) = p − 1 for primes p. We thus have for x ≥ 5,
Hence to obtain an upper bound for P (x), we shall be interested in obtaining a lower bound for 2<p≤x (p − 3) and an upper bound for
. To this end, we shall prove two theorems.
, and L are arbitrary real numbers with 0
Before proving Theorems 3.1 and 3.2, we state the main result of the section, which follows from these theorems. 
and B is defined as in Theorem 3.2.
In principle the prime sum is much larger than the composite sum, so the probability P (x) may be approximately viewed as their quotient. We remark that the prime sum in Theorem 3.1 is asymptotically equal to x 2 /(2 log x), so the result is close to best possible. Additionally, in the application of Theorem 3.2, L and c are used as parameters for smoothness and Rankin's upper bound, respectively.
We now prove Theorem 3.1 using (2.3) and the additional inequalities from [6] ,
where li(x) = x 0 dt/ log t and ǫ = 2.3 × 10 −8 .
Proof of Theorem 3.1. Let A = 1500. By partial summation,
Using these estimates in (3.3), we have
It is now routine to verify the theorem for 17 000 ≤ x ≤ 10 19 . Similar calculations with (2.3), (3.2) establish the theorem for x > 10 19 . A simple check then verifies the theorem in the stated range.
Proof of Theorem 3.2
The bulk of the work is devoted to the proof of Theorem 3.2. The basic method is to divide the eligible n into five parts, depending on the largest prime factor P + (n) as well as the quotient ϕ(n)/F (n), indicating how close n is to being a Carmichael number. We summarize this in the diagram below, which may help guide the reader through the proof.
odd composite n L-smooth
For the first term in (3.4), we have for any 0 < c < 1,
Remark 3.4. By approximating the logarithm of the Euler product in (3.5) (with 2 included) using Lemma 2.4 and the method of [10] , we can write a closed, numerically explicit upper bound on the distribution of L-smooth numbers: If
where the notation f (a, b) is defined in Lemma 2.4 and
There has been a very recent improvement of this Rankin-type upper bound due to Granville and Soundarajan, see [11, Theorem 5.1] , that is suitable for numerical estimates. It would be interesting to adapt that method to this paper. Now we bound the second term in (3.4). Since F(n) is a subgroup of (Z/nZ) × , by Lagrange's Theorem we have F (n) | ϕ(n), where ϕ is Euler's function. Then for each k, it makes sense to define C k (x) as the set of odd, composite n ≤ x such that
It will thus be desirable to obtain an upper bound for k≤L1
k . We remark that in the case k > L 1 we do not use P + (n) > L; this observation will be useful in the next section.
Given a prime
by the Chinese Remainder Theorem. We prove that
Take n in the left set. Then 
1,
It is worth noting that in S 1 , S 2 , S 3 , we have dropped the condition that n be prime. An alternative bound using the condition of primality may be handled as an application of the Brun-Titchmarsh inequality. However, such a method is less effective for the small values of x considered here.
Consider S 1 in (3.8). For a given d ≤ L 1 , by Lemma 2.1 we have that
.
Thus, by Lemma 2.2 and Lemma 2.3,
By Lemma 2.3, S 2 in (3.8) is bounded by
We now consider S 3 in (3.8). For a fixed d ≤ L 1 , we have, as in (3.9),
By (3.10), (3.11), and (3.12), we obtain from (3.7) that (3.13)
for B as in Theorem 3.2. Thus, using (3.13) in (3.6) gives the following result.
Theorem 3.5. Suppose L 1 and L are arbitrary real numbers satisfying 1 < L 1 < L. Then for any x > L 2 , we have
where B is as in Theorem 3.2.
Thus, (3.4), (3.5), and Theorem 3.5 give us Theorem 3.2.
A refinement of the basic method
We refine the basic method as done analogously in [10] , by considering the two largest prime factors of n. This refinement provides a modest improvement over Theorem 3.3 for x starting around 2 140 . 
where f is as in Lemma 2.4, B is as in Theorem 3.2, and
Proof. For each odd, composite n ≤ x, letting P, Q be the two largest prime factors of n (i.e. P = P + (n), Q = P + (n/P )), we have three possible cases,
It is worth noting that cases (i) and (ii) are not in general mutually exclusive. We retain Theorem 3.5 and the remark following (3.6) to handle case (i). For case (ii), let 0 < c < 1. When P ≤ M 1/2 , we have
Using Lemma 2.4,
We now have the following result.
where f is as in Lemma 2.4.
Consider n belonging to case (iii). For each k, let B k (x) denote the set of such n with ϕ(n)/F (n) = k and let B k (x) = #B k (x). Thus,
By (2.11) in [8] , we have λ(n) | k(n − 1) for all n ∈ B k (x). Since P Q | n, we have λ(P Q) | λ(n), so n satisfies the set of congruences
Suppose first that P = Q. Then λ(P Q) = P (P −1), so that (4.3) implies that P | k.
For such a prime P , the number of n ≤ x with P 2 | n is at most x/P 2 < x/M . Thus, the contribution for n in this case is at most
Now consider the case P > Q. The latter congruence in (4.3) is equivalent to
, from which we also note P Q , λ(P Q) (k, λ(P Q)) = 1.
Thus for arbitrary fixed primes p > q, the Chinese remainder theorem gives that the number of integers n ≤ x satisfying the system n ≡ 0 (mod pq), k(n − 1) ≡ 0 (mod λ(pq)) as in (4.3) is at most 1 + x(k, λ(pq)) pqλ(pq) .
Summing over choices for p, q, we have the number of n in this case is at most (4.5)
This is (4.4) in [10] where "L 2 " there is our "L". Following the argument in [10] from there, and letting M ′ = M − 2L and with u 1 , u 2 , u 3 , u 4 , µ, ν, δ positive integer variables, we have that
which is the initial inequality of (4.6) in [10] and with a typo corrected (the variable "δ" under the second summation there should be "µ").
We now diverge from the argument in [10] , and split up the sum on the right side of (4.6) into two cases, δ = 1 and δ ≥ 2. When δ = 1, by Lemma 2.5(i) we have
Substituting (4.7) and (4.8) back into (4.6) and then (4.5), we have
where τ (i) (k) is the number of ordered factorizations of k into i positive factors. In [10] (see (4.9)), an easy induction argument shows that
for any natural number i and any y ≥ 1. Using this in (4.9) and then combining with (4.4) gives
where C is as in Theorem 4.1. Thus, from (4.2) we have the following result.
where C is as in Theorem 4.1.
Combining Theorems 3.5, 4.2 and 4.3 yield Theorem 4.1.
Finally, Theorems 3.1 and 4.1 give the following result.
f is as in Lemma 2.4, B is as in Theorem 3.2, and C is as in Theorem 4.1.
The strong probable prime test
The next theorem extends the applicability of Theorems 3.3 and 4.4 to the probability, P 1 (x), that an odd composite n ≤ x passes the strong probable prime test to a random base. For an odd number n, let S(n) denote the number of integers 1 ≤ b ≤ n − 1 such that n is a strong probable prime to the base b, cf. (1.3) . Thus,
The following theorem together with Theorems 3.1, 3.2, and 4.1 allows for a numerical estimation of P 1 (x) for various values of x.
Proof. By (2.1) in [9] , we have that S(n) ≤ 2 1−ω(n) F (n), where ω(n) denotes the number of distinct prime factors of n. So, if n is odd and divisible by at least 2 different primes, we have S(n) ≤ 1 2 F (n). Further, if n = p a is an odd prime power then S(p a ) = F (p a ) = p − 1. Therefore we have
so to prove the theorem it is enough to show that
Since 3 times an odd integer > 1 is an odd composite number, we have
Also, since the primes larger than 2 are odd, for a given value of a we have 1 2
Adding these inequalities for a = 2, 3, . . . , ⌊log x/ log 3⌋, we see that (5.1) will follow if we show that
This inequality holds for x ≥ 254. For 9 ≤ x < 254, (5.1) can be verified directly. Indeed, the prime sum in (5.1) increases only at the 8 powers of odd primes to 254 and it is enough to compute the two sums at those points. For x < 9,
so the theorem holds here as well. This completes the proof.
We remark that the same result holds for the Euler probable prime test (also known as the Solovay-Strassen test). This involves verifying that the odd number n satisfies a (n−1)/2 ≡ a n (mod n), where a n is the Jacobi symbol. Indeed, from Monier's formula, see [8, (5.4 )], we have that the number of bases a (mod n) for which the Euler congruence holds is also ≤ 2 1−ω(n) F (n). Like the strong test (as discussed in the introduction), an advantage with the Euler probable prime test is that more liars may be weeded out by repeating the test.
Numerical results
We apply Theorems 3.3 and 4.4 to obtain numerical bounds on P (x) for various values of x. In Figure 3 , bounds on P (2 k ) are computed via Theorem 3.3 for 40 ≤ k ≤ 130 and Theorem 4.4 for 140 ≤ k ≤ 330, at which point the methods of this paper lose their edge over those in [10] . To select values for parameters L, L 1 , M, c, we started with an initial guess based on [10] , and then optimized each parameter in turn (holding the others fixed). The reported values were determined by repeated this process five times.
Note that the upper bounds in Theorems 3.3, 4.4 are decreasing functions in x, so one can use the Figure 3 data to compute upper bounds for values of x between consecutive entries.
We also compute the exact values of P (x) for x = 2 k when k ≤ 36. By definition,
For ease, we have split up the computation into dyadic intervals (2 k−1 , 2 k ). Letting
we have that Note that the probability that an odd composite in the interval (2 k−1 , 2 k ) passes the Fermat test is given by
We have directly computed S p (2 k−1 , 2 k ) and S c (2 k−1 , 2 k ) for k ≤ 36, with the latter computation aided by the formula F (n) = p|n (p − 1, n − 1). Specifically, S p is computed directly from the available list of primes up to 2 36 . To compute S c we use a sieve-like procedure. We initialize an array representing the odd numbers from 2 k−1 and 2 k with all 1's. For each prime p to 2 k /3, we let m run over the odd numbers between 2 k−1 /p and 2 k /p. For each m, we locate mp in the array, multiplying the entry there by gcd(m − 1, p − 1). At the end of the run the non-1 entries in our array correspond to the numbers F (n) for n odd and composite. Note this avoids factoring integers n in (2 k−1 , 2 k ), though a brute force method to the modest level of 2 36 would have worked too. In Figure 4 , we provide the values of S p (2 k ) and S c (2 k ), as well as P (2 k ) and Additionally, we have estimated P (2 k ) in the range 30 ≤ k ≤ 50 using random sampling. More precisely, we randomly sample ⌊2 k/2 ⌋ odd composite numbers in the interval (2 k−1 , 2 k ), estimating S p (2 k−1 , 2 k ) by
t − 3 log t dt = Li(2 2k ) − Li(2 2(k−1) ) − 3 Li(2 k ) − Li(2 k−1 ) , in order to smooth out some noise from the experiment. To estimate S c (2 k−1 , 2 k ), we add up F (n) − 2 for each odd composite n sampled, and scale this sum by
representing the ratio between the number of composites in the interval and the number of samples taken. We repeat this procedure ten times, and compute the mean, S mean (2 k−1 , 2 k ), and median, S median (2 k−1 , 2 k ), of the data. Using these statistics, we estimate P (2 k−1 , 2 k ) by
For 30 ≤ k ≤ 36, P (2 k−1 , 2 k ) is known, in which case we compute the relative errors, P mean /P − 1 and P median /P − 1, to get a sense of the accuracy of the experiment. Then we estimate P (2 k ) by Results of the random sampling experiment are summarized in Figures 5 and 6 . One sees a negative bias in these data with the results of random sampling undershooting the true figures. The referee has pointed out to us that this may be due to Jensen's inequality applied to the convex function x/(a + x), so that E[X/(a + X)] ≥ E[X]/(a + E[X]). The undershoot may also be due to the fact that on average F (n) is much larger than it is typically. In fact, it is shown in [8] that on a set of asymptotic density 1, we have F (n) = n o(1) , yet the average behavior is > n 15/23 . The exponent 15/23, after more recent work of Baker and Harman [3] , can be replaced with 0.7039. It follows from an old conjecture of Erdős on the distribution of Carmichael numbers that on average F (n) behaves like n 1−o(1) . Figure 5 . Random sampling estimates in range where P (2 k ) is known. Figure 6 . Random sampling estimates in range where P (2 k ) is unknown.
