In [1] the polynomials
We will show below that for z ∈ (2, 3] the function h(d) := ((z + z d )/(1 + z)) 1/d is strictly increasing in (1, ∞) . This implies
which is equivalent to P (d+1; ξ(d)) > 0. Since ξ(d+1) is the only zero (multiplicities counted) of P (d + 1; z) in (2, 3] and since P (d + 1; z) > 0 for z > 3 (cf. [1, Prop. 7] ), this proves the assertion.
In order to verify the remaining statement concerning the monotonicity of h(d), observe that
h (d) is positive for z ∈ (2, 3] and d > 1 since for those parameters g(1) = z log z − 2 z log 2z 1 + z > 0 and
Our second result concerns the complex zeros of the Gonchar polynomials. Conjecture 2 and parts of Conjecture 3 of [1] state that for every d ∈ N the zeros of G(d; z) lie in one of the three sets A 1 := {z : z < 1/2, |z − 1| > 1}, A 2 := {z : z < 1/2, |z − 1| < 1}, and A 3 := {z : z > 1/2, |z − 1| > 1} (actually, the sets A 2 and A 3 defined here are proper subsets of the sets A 2 and A 3 defined in [1] ) and that the numbers
and A 3 , respectively, follow a very regular pattern. Our next proposition shows that this is indeed true. 
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Proposition 2 is clear for d = 1, and it is shown in [1, Prop. 6 ] that G(d; z) has zeros at (1 ± i √ 3)/2 if, and only if, 6 divides d. In order to verify the remaining statements of Proposition 2 define
, respectively, are the numbers of zeros of Q(d; z) in the sets B 1 := {z : |z + 1| < 2, |z − 1| < 2}, B 2 := {z : |z + 1| < 2, |z − 1| > 2}, and
where, for d ∈ N, Moreover, we have
and R + (d; π) = R − (2d − 1; π) = 1. Hence, if we define sgn x by sgn x = −1 if x < 0 and sgn x = 1 if x ≥ 0, it follows that for d = 6a + b as in Proposition 2,
with c := b+1 2 , and that for d = 6a + 2b + 1 with a ∈ N 0 and b ∈ {1, 2, 3},
If γ : [a, b] → C is a curve with γ(t) = 0 for t ∈ (a, b), we define
where α(t) is a continuous real function that satisfies γ(t)e −iα(t) > 0 for t ∈ (a, b). We will use the argument principle to determine the number of zeros of Q(d; z) in the sets B 1 ∪ B 3 , B 1 ∪ B 2 and B 1 . The boundaries of B 1 ∪ B 3 and B 1 ∪ B 2 can be parametrized by γ + (t) and γ − (t), t ∈ [0, 2π], respectively. Therefore, for d = 6a + b as in Proposition 2, we obtain from (1), (2), and (3) that ]. We reparametrize this composition such that it is defined for t ∈ [0, 1], and we call it γ c (t). It follows from (2), (3), and (4) that f + (d; t) and f − (2d + 1; t) lie in C \ {x : x ≤ 0} for t ∈ ( 
