Under certain conditions, imposed on the viscosity of the fluid, initial data and the class of contours under consideration, the Cauchy problem with finite values of time for the loop equation in turbulence with Gaussian random forces is solved by making use of the smearing procedure for the loop space functional Laplacian. The solution obtained depends on the initial data and its functional derivatives and on the potential of the random forces. where v is the velocity of the fluid, ν is its viscosity, and f 's are external Gaussian random forces, whose bilocal correlator reads
, where v is the velocity of the fluid, ν is its viscosity, and f 's are external Gaussian random forces, whose bilocal correlator reads
Taking into account that v satisfies the Navier-Stokes equations * E-mail: antonov@pha2.physik.hu-berlin. 
where p is the pressure of the fluid, one can write down the following equation 11 for the functional Ψ(C)
where
2 is the imaginary potential term, and the gradient of the pressure does not contribute to the operator standing on the R.H.S. of Eq. (1) . Since the functional Ψ(C) does not have marked points, Eq. (1) may be rewritten in the following way
is the functional Laplacian.
In this letter we shall solve the Cauchy problem with finite values of time for Eq. (2) in the case of some special initial condition and certain restrictions, imposing on the viscosity of the fluid and on the class of contours C under consideration. Namely, let us look for a solution, annihilating the R.H.S. of Eq. (2) . This assumption will finally yield the constraints, mentioned above.
In order to invert the operator standing on the L.H.S. of Eq. (2), we shall make use of the method suggested in Ref. 13 , where it was shown that for an arbitrary functional Q [r], defined on the loop space, the following equation holds true
where r ≡ r(s), 0 ≤ s ≤ 1, stands for an element of the loop space, the smeared functional Laplacian has the form
and the average over loops is defined as follows
Here G (σ − σ ′ ) is a certain smearing function,
and the first term on the R.H.S. of Eq. (4) is an operator of the second order (does not satisfy the Leibnitz rule in contrast to the operator ∆) and is reparametrization noninvariant. In particular, for
action (6) becomes local:
. This is the action of the Euclidean harmonic oscillator at finite temperature. For G (σ − σ ′ ) defined by Eq. (7) the contribution of the first term on the R.H.S. of Eq. (4) is of order ε for smooth contours, and therefore when ε → 0 it vanishes, ∆ (G) tends to the functional Laplacian ∆, and reparametrization invariance restores. Eq. (3) may be easily obtained from the equation of motion
which follows from Eqs. (5) and (6). Making a shift of the contour C, r → r + √ A ξ, in Eq. (2) with the vanishing R.H.S. and averaging this equation over loops according to formulae (5) and (6), we arrive by virtue of Eq. (3) with Q = Ψ at the following solution of the Cauchy problem for this equation
Notice that in the case when t may take arbitrary values, in order that this solution to be bounded at t tending to infinity, one should demand that the potential U[r] satisfy the following condition: for an arbitrary nonnegative number a and for an arbitrary element ρ of the loop space the following inequality should hold
Let us now turn ourselves to the case of finite values of time and eliminate the ξ-averaging in Eq. (8) . To this end we shall make use of the following formula
where B and D are two statistically dependent commuting quantities, and ... denotes the socalled cumulants, i.e. irreducible correlators. Applying formula (9) to Eq. (8), we see that one can neglect all the cumulants higher than quadratic in functionals Ψ and U (this is the so-called bilocal approximation 15 ) if the following inequality holds
where S min. is the area of the minimal surface encircled by the contour C ( √ S min. is a measure of the loop size 11 ). Let us also assume that there exists another small parameter in the problem under consideration,
so that one can, for example, approximately write down the following formula
where all the terms on the R.H.S. higher than those of the first order in β are neglected. Notice that condition (11) is introduced only in order that one would be able not to take into account these terms, which contain unfamiliar operators higher than of the second order in functional derivatives. Otherwise such terms will appear in final solution (12) . Then, taking into account that ∆ (G) U[r] = 0, expanding the R.H.S. of Eq. (8) by virtue of formula (9) up to the terms not higher than of the second order in α and of the first order in β and putting finally A being equal to zero, we arrive at the following solution of the Cauchy problem for Eq. (2) 
which at ε tending to zero takes the form
Now we shall derive the constraints, imposing on the initial condition and on the class of contours C under consideration in order that the obtained solution (12) would really annihilate the R.H.S. of Eq. (2). Taking into account that the area derivative satisfies the Leibnitz rule 9 , and that
, where t µ is the local tangent vector of the contour, i.e. dr µ (s) = t µ (s)ds, and the square brackets stand for the antisymmetrization, we arrive at the following constraints
and
Here, of course,
= 0 if r ′ does not belong to the contour C. When being accounted for, higher cumulants will bring into solution (12) = 0, which takes place, for example, when
where Q is an arbitrary functional defined on the loop space, and Φ is an arbitrary function, which provides the convergence of the double integral on the R.H.S. of Eq. (14), then ∆Ψ[r, 0] = 0, since, as it was shown in Ref.
. This means that according to Eq. (2) by virtue of constraints (13) (as it is explained in the previous paragraph) and actually satisfies the condition ∆Ψ[r, t] = 0.
In conclusion, we have solved the Cauchy problem with finite values of time for the loop equation (2) . When inequalities (10) and (11) and constraints (13) hold, the solution is given by formula (12) up to the terms linear in the parameter β (which corresponds to accounting in solution (12) only for the terms, which do not contain functional derivatives higher than of the second order) and quadratic in α (which corresponds to the bilocal approximation in the cumulant expansion of the R.H.S. of Eq. (8)). Among constraints (13) the first one is imposed on the initial condition, the second one is imposed on the class of contours C under consideration, and the last one is imposed on both of them. This set of constraints is enough in order that all possible terms, bringing into solution (12) by higher cumulants, would also annihilate the R.H.S. of Eq. (2) .
