The impact of urban growth and climate change on heat stress in a sub-tropical Australian city by Chapman, Sarah
  
 
The impact of urban growth and climate change on heat stress in a sub-
tropical Australian city 
Sarah Chapman 
BSc Environmental Science, Master of Environmental Management 
 
 
 
 
 
 
 
 
 
A thesis submitted for the degree of Doctor of Philosophy at 
The University of Queensland in 2018 
School of Earth and Environmental Sciences 
  
ii 
 
Abstract 
Extreme heat kills hundreds of people each year, and during extreme heat waves the death toll can 
rise to the tens of thousands. Urban residents are particularly vulnerable to heat stress due to the urban 
heat island (UHI), which is when cities are warmer than the surrounding countryside. As cities grow, 
the intensity of the UHI increases, exposing urban residents to a greater risk of heat stress. In urban 
areas, heat stress will increase due to both urban growth and climate change. Despite this, most 
previous work has focussed on either climate change or urban growth, not both. This underestimates 
the future temperature increases in cities and limits the ability to plan mitigation of and adaptation to 
rising temperatures. 
In this thesis, the combined impact of urban growth and climate change on the UHI and heat stress of 
Brisbane, a sub-tropical Australian city, is simulated using CCAM, a high-resolution climate model. 
This thesis aims to understand how urban growth and climate change together will increase 
temperature in a sub-tropical city, and if climate change will alter the UHI. Heat stress is also 
calculated to evaluate the human health impact of temperature increases. While only one city is 
examined, the results are applicable to other sub-tropical cities around the world. 
Climate change may alter the UHI if urban and rural areas warm by different amounts in response to 
climate change. If this is the case, urban areas need to be included in climate models otherwise urban 
temperatures will be inaccurately represented by climate simulations. In Chapter 2, I systematically 
review the previous research on the UHI and identify processes that may lead to urban and rural areas 
responding differently to climate change. I also identify key limitations in previous research, which 
the rest of this thesis builds on. These limitations are: the exclusion of anthropogenic heat (AH) from 
urban climate simulations, focussing on expansive forms of urban growth and not densification of 
urban areas, the lack of consideration of the combined impact of urban growth and climate change, 
and a lack of consideration of heat stress.  
Anthropogenic heat is a key component of the UHI. Despite the importance of AH to urban 
temperatures, the review in Chapter 2 identified that it has often been excluded from urban climate 
simulations because estimates of AH are often not available. In Chapter 3, I estimate AH for four 
Australian capital cities, Brisbane, Sydney, Melbourne and Adelaide. These estimates were intended 
for use in the climate simulations in this thesis, and for future research into Australian urban climate. 
The systematic review identified that few studies have considered the impacts of urban densification 
on future urban temperatures. In Australia, future urban growth is planned to be by densification. In 
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Chapter 4, I develop two scenarios of urban growth through densification and simulate their impact 
on Brisbane’s climate using CCAM. The results show that even small increases in density, such as in 
the Medium Density scenario, are enough to increase night-time temperatures in the city-centre. 
During extreme events, the temperature increase was higher than during average conditions, 
increasing heat stress risk at a time when urban residents would already be facing higher heat stress 
risks. 
The systematic review identified that most previous research into urban climate has focussed on urban 
growth or climate change, not both, and has not considered heat stress. In Chapter 5, I use CCAM to 
simulate the impact of climate change (RCP 8.5) and urban growth on Brisbane’s UHI in 2041 – 
2050. When urban growth and climate change were considered together, the increases in urban and 
rural temperatures was higher than when climate change was considered alone. If future urban growth 
is ignored, temperature will be under-estimated, not only in urban areas but also in nearby rural areas. 
The UHI decreased in the climate change scenario due to a drying trend and rural temperatures 
increasing more than urban temperatures. In both scenarios, the heat stress indices showed that 
activity will need to be limited during the day to limit the risk of heat stress. 
This thesis explored the combined impact of climate change and urban growth on temperatures and 
heat stress in a sub-tropical city. It demonstrates the interaction between climate change and the UHI 
and shows that temperatures increase more with climate change and urban growth than with climate 
change alone. It also shows that the heat stress to urban residents will increase in the future, despite 
reductions in the intensity of the UHI. Of the urban parameters examined, vegetation cover had the 
strongest impact on urban temperatures. Maintaining and restoring vegetation therefore is a key 
strategy in mitigating the UHI. Incorporating measures to reduce the UHI into urban planning should 
be a priority to ensure that urban planning and design does not increase the heat stress risks urban 
residents will already face due to rising temperatures from climate change. 
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CHAPTER 1 
INTRODUCTION 
1.1 Future urban heat stress: The effect of the urban heat island and climate 
change 
More than half the world’s population lives in cities and by 2050 this proportion is expected to 
increase to two-thirds (United Nations, 2014). Given the high proportion of world population they 
contain, cities are where most people will be exposed to climate change, so understanding climate 
risks in these areas is crucial (Argüeso et al., 2015; IPCC, 2014). Climate risks facing urban residents 
include extreme weather events, sea-level rise for coastal cities, rising temperatures and more extreme 
heat waves (IPCC, 2014). Rising temperatures and more extreme heat waves will exacerbate present-
day heat stress, and lead to increases in heat-related illness and death (IPCC, 2014; Oleson et al., 
2015).  
Climate change is already increasing the number of heat waves, hot days and risk of heat stress (IPCC, 
2014). Increasing temperatures may also reduce cold related mortality, but increases in heat related 
mortality are expected to outweigh this benefit (Huber et al., 2017; IPCC, 2014; Medina-Ramón & 
Schwartz, 2007). Temperature increase may decrease the mortality associated with extreme cold 
events, but may not reduce other causes of winter mortality, such as influenza, hypothermia (which 
can occur during mild cold conditions), and respiratory and cardiovascular diseases (Ebi & Mills, 
2013; Kinney et al., 2015). In places already well adapted to cold temperatures, like the USA, there 
may be little reduction in winter mortality with climate change (Medina-Ramón & Schwartz, 2007). 
By 2070, the number of dangerously hot days, which is defined as a day when core body temperature 
may increase by two degrees or more, has been predicted to increase with climate change by more 
than four times in some locations (IPCC, 2014). Acclimatisation to increased temperatures may 
reduce some of these negative health impacts, however by how much remains uncertain (Hajat & 
Kosatky, 2010; IPCC, 2014; Knowlton et al., 2007). 
While future heat stress risk will be exacerbated by climate change, the urban heat island (UHI) is a 
key contributor to present-day urban heat stress (IPCC, 2014; Luber & McGeehin, 2008; Medina-
Ramón & Schwartz, 2007). The UHI is measured as the difference between urban and rural 
temperatures (Oke, 1995). In general, urban areas are warmer than rural areas at night, and the average 
intensity of the UHI is 2⁰C, but it can exceed 10⁰C, depending on local weather conditions (Chang et 
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al., 2007; Gedzelman et al., 2003; Sharifi & Lehmann, 2014; Wilby, 2008). The UHI is one of the 
most prominent example of urban climate modification, and has been extensively studied (Arnfield, 
2003; Chun & Guldmann, 2014a; Yow, 2007). The causes of the UHI will be discussed in detail in 
Section 1.2. The present-day UHI has been linked to increased health risks in cities due to its 
enhancement of temperature extremes (Luber & McGeehin, 2008). During the 2006 heat wave in 
Amsterdam, urban night-time temperatures were 7 – 9 °C higher than rural areas, which substantially 
impacted on the heat stress experienced by urban residents (Koomen & Diogo, 2015). As the 
formation of the UHI is directly linked to the form and geometry of cities, as cities grow, so will the 
UHI (Arnfield, 2003), which will exacerbate future heat stress.  
The intensity of the future UHI will increase with urban growth, but it may also be affected by climate 
change. Climate change may affect urban and rural areas differently and alter the UHI (IPCC, 2014).  
Recent research has found that the UHI is not always stable under climate change (McCarthy et al., 
2010), and so the existing UHI cannot just be added on to climate temperature changes, and their 
interaction needs to be considered (McCarthy et al., 2009; Oleson, 2012). The main mechanisms 
through which climate change could alter the UHI are weather (specifically cloudiness and wind 
speed), anthropogenic heat release and soil dryness (Hoffmann & Schluenzen, 2013; McCarthy et al., 
2010; Oleson, 2012).  
The UHI is strongly affected by local weather conditions and is strongest with low wind speeds and 
low cloud cover (Arnfield, 2003). The average UHI in New York is 3 – 4 °C, however during nights 
with clear skies and low winds it can exceed 8⁰C (Gedzelman et al., 2003). This relationship has been 
observed in multiple studies and in multiple locations (Arnfield, 2003). Any changes to wind speed 
or cloud cover with climate change would therefore alter the frequency of high-intensity UHIs 
(Hoffmann & Schluenzen, 2013).  
Anthropogenic heat (AH) release is the heat released from human activities, such as building energy 
use, traffic and human metabolism (Quah & Roth, 2012; Sailor, 2011). AH is a contributor to urban 
temperatures (Kimura & Takahashi, 1991), and any change in AH in response to climate change will 
change the UHI (Oleson, 2012). Increases in temperature due to climate change will reduce the 
amount of building heating required in winter and increase the amount of cooling required in summer, 
which will alter the energy used for heating and cooling, and the associated AH release (Oleson, 
2012). In Australian capital cities, it has been estimated that a 1 °C increase in average temperature 
could lead to changes in peak electricity demand of -2.1 to 4.6% (Thatcher, 2007). In cities where 
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energy use decreases, the UHI may decrease, while in cities where energy use increases, the UHI 
could increase (Oleson, 2012).  
Changes in soil dryness could alter the UHI by changing the amount of rural evapotranspiration and 
the associated latent and sensible heat fluxes (Aude Lemonsu et al., 2013; Oleson, 2012). Due to 
differences in land cover, particularly the amount of trees, grass and impervious surfaces, rural areas 
may be more sensitive to a change in soil moisture than urban areas (Schatz & Kucharik, 2014). With 
higher atmospheric CO2, the water use efficiency of plants may change, altering the amount of 
evapotranspiration (Oleson, 2012). Rural areas may be more sensitive to this effect than urban areas 
as they have more vegetation than urban areas (Oleson, 2012). Urban areas have a higher amount of 
impervious surface cover than rural areas, which changes the response of a region to precipitation 
events and prevents infiltration of water into the soil and soil moisture from evaporating into the 
atmosphere (Chabaeva et al., 2009; Miller et al., 2014). In response to a change in precipitation, urban 
soils may therefore not experience the same amount of drying as rural soils. If rural soil dryness 
increases, rural latent heat flux will decrease, increasing the amount of energy partitioned into 
sensible heat flux and increase temperature. If rural latent heat flux decreased without a corresponding 
decrease in urban latent heat flux, the urban and rural temperature difference would decrease, as rural 
temperatures increase and urban temperatures remain the same. As the UHI is measured as the 
difference between urban and rural temperatures, this would decrease the UHI. Conversely, if rural 
soils get wetter, rural latent heat flux will increase, sensible heat flux will decrease, and rural 
temperatures decrease. If urban latent heat flux did not change, the UHI would increase, as rural 
temperatures decrease while urban temperatures remain the same.  
While the UHI has been extensively studied, most research has been in temperate regions, rather than 
the tropics or sub-tropics (Arnfield, 2003; Karam et al., 2010; Roth, 2007; Stewart, 2011). However, 
most future urban growth will be in these regions (Roth, 2007; Seto et al., 2012). Studies in the 
(sub)tropics have shown that the intensity of the UHI is often lower than in temperate cities due to 
differences in either anthropogenic heating, surface moisture and/or building materials  (Roth, 2007; 
Wienert & Kuttler, 2005). Seasonal variation in the UHI is also different between the (sub)tropics 
and temperate regions. In temperate cities, summer-winter differences in anthropogenic heating leads 
to variation in the intensity of the UHI, whereas in the (sub)tropics wet-dry seasonal differences in 
rural soil moisture have been found to be more important (Arnfield, 2003). Studying the UHI in cities 
in the (sub)tropics is important not just because this is where most future urban growth will occur, 
but also because the lower UHI intensity and different seasonal variation to temperate UHIs means 
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the most important variables (i.e., AH release, weather, amount of vegetation, etc.) contributing to 
the UHI may be different than in temperate regions, and so (sub)tropical UHIs may respond 
differently to climate change than temperate UHIs. 
Both urbanization and climate change will have large impacts on future urban temperatures and 
exacerbate heat stress (Argüeso et al., 2015; IPCC, 2014). Research in this area has tended to exclude 
urban growth and heat stress from climate simulations. Research that has examined the climate 
change impact on the UHI has found conflicting results, with some studies finding that climate change 
may increase the UHI (Conry et al., 2015; Lee & Levermore, 2012; Richter, 2015; Wilby, 2003, 2008; 
L. Yang et al., 2016), and others finding it may decrease the UHI (Hamdi et al., 2015; Hamdi et al., 
2014; Lauwaet et al., 2016; Aude Lemonsu et al., 2013; McCarthy et al., 2010; Oleson, 2012; Oleson 
et al., 2011). An understanding of future urban heat stress risk is therefore lacking (Fischer et al., 
2012; IPCC, 2014). It is important to understand how both factors will affect urban temperatures to 
understand how urban heat stress will evolve in the future, which is necessary for developing 
adaptation strategies and planning health services (Argüeso et al., 2015; Fischer et al., 2012).  
1.2 Theoretical basis of the urban heat island 
To understand how the UHI will change in the future, it is first necessary to understand the causes of 
the UHI. The UHI occurs when urban areas are warmer than the rural surroundings (Chang et al., 
2007; Parker, 2010). It is measured by the temperature difference between urban and rural weather 
stations (Oke, 1995). The heat island was first measured in London in 1833 by Luke Howard (Stewart, 
2011). Since then, it has been found in cities in all climate regions, and is one of the most common 
types of human induced local climate modifications (Oke, 1995).  
The average UHI effect is 2 °C, but it can exceed 10 °C, depending on local weather conditions 
(Chang et al., 2007; Gedzelman et al., 2003; Sharifi & Lehmann, 2014; Wilby, 2008). In Chicago, 
the daily average UHI is about 1.4 °C, but under optimal conditions of low wind speed and cloud 
cover, has reached 4 °C (Ackerman, 1985). The annual average for London is the same as Chicago, 
however the daily value has been observed to exceed 10 °C (Kershaw et al., 2010; Wilby, 2008). 
Similar results have been found for New York, with daily values exceeding 8 °C under ideal weather 
conditions (Gedzelman et al., 2003). 
The heat island most commonly discussed, and which is the focus of this research, is the canopy layer 
urban heat island. Urban heat islands also form in the boundary, surface and sub-surface layers (Oke, 
1995; Yow, 2007). The urban canopy layer is the air below rooftops, while the urban boundary layer 
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is the air above (Oke, 1995; Yow, 2007). These heat islands have different causes and temporal 
behaviour, for example, surface heat islands are often greatest during the day, and can be negative at 
night, in contrast to the canopy layer heat island which usually has the opposite behaviour (Arnfield, 
2003; Oke, 1995). The canopy layer heat island arguably has the most important health impact on 
humans as this is the layer in which most human activity occurs, and is the focus of this research 
(Yow, 2007). 
The boundary and canopy layer heat islands are closely linked, however they have different causes 
and impacts (Oke, 1995; Yow, 2007). The boundary layer is characterized by mixing and turbulence, 
and in urban areas is controlled by the nature of the general “urban surface” below, while the urban 
canopy layer is controlled by the micro-climates in streets and the immediate surroundings (Oke, 
2002; Yow, 2007). The urban boundary layer can be considered a spatial average of the individual 
urban canopy layer units (Oke, 1982). While the canopy layer heat island is primarily the result of 
local site characteristics, the boundary layer heat island is mostly the result of entrainment of warmer 
air from the canopy layer below, and radiation effects of air pollution and anthropogenic heat release 
(Oke, 1982). The boundary layer heat island can alter the transport of pollutants and heat in a region 
(Baik et al., 2007; Hidalgo et al., 2008). The urban boundary layer forms a dome of heat over the city, 
but in the presence of wind forms a plume (see Figure 1-1), which can extend 10s of kilometres 
downwind of the originating city and affect neighbouring regions (Baik et al., 2007; Oke, 1982, 
1995).  The rest of this discussion will focus on the canopy layer urban heat island, which will simply 
be referred to as the urban heat island. 
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FIGURE 1-1 Urban atmosphere, showing urban boundary and canopy layers, as well an urban plume which can extend 
downwind of the city (Image adapted from: Oke, 2002). 
1.2.1 Spatial and temporal variation in the heat island 
Diurnal variation in urban and rural warming and cooling rates leads to variation in the UHI intensity 
throughout the day, as shown in Figure 1-2 (Bohnenstengel et al., 2011; Oke, 1982, 2002; Yang et 
al., 2013). The UHI is generally a nocturnal phenomenon, and can disappear or reverse (become an 
“urban cool island”) during the daytime (Hidalgo et al., 2008; Oke, 1982, 2002). At sunset, rural areas 
generally cool rapidly (Panel B, Figure 1-2), and temperatures decline until sunrise, when abrupt 
warming occurs, with maximum temperature occurring in the mid-afternoon (Oke, 1982). In contrast, 
urban warming and cooling rates are generally lower, and do not have sharp peaks around sunset and 
sunrise like rural areas (Oke, 1982; Pal et al., 2012). A lower rate of cooling in urban areas than rural 
areas around sunset produces a rise in the urban heat island intensity, with the maximum intensity 
generally occurring a few hours after sunset (Acero et al., 2013; Oke, 1982; Pal et al., 2012; Yang et 
al., 2013). The daytime rural warming, which is generally faster than urban warming, reduces the 
intensity of the heat island in the morning, and in some cases can erase, or reverse it, leading to lower 
temperatures in the city as compared to the countryside (Acero et al., 2013; Bohnenstengel et al., 
2011; Oke, 1982). The difference between urban and rural cooling rates generally leads to the canopy 
layer heat island reaching maximum intensity at night, and disappearing during the day 
(Bohnenstengel et al., 2011; Oke, 1982). 
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FIGURE 1-2 Hypothetical variation in urban and rural air temperature (A), heating and cooling rates (B) and heat 
island intensity (C) under ideal, calm conditions in a mid-latitude city (Figure adapted from Oke, 1982). In panels A and 
B rural is shown in the solid line, urban is shown in the dashed line. Rural cooling rates increase rapidly after sunset, 
and air temperatures drop. In contrast, urban cooling rates are lower, and the urban temperature decreases more slowly. 
The heat island intensity reaches a peak just after sunset, before decreasing and reaching a minimum during the day.  
As well as having temporal variation, the intensity of the UHI also varies spatially within a city 
(Bohnenstengel et al., 2011; Oke, 1982, 2002; Yang et al., 2013). The spatial variation in the UHI 
intensity as you move from the countryside to the city centre is shown in Figure 1-3. There is generally 
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a steep increase in temperature, or a “cliff” at the urban rural boundary, followed by a “plateau” which 
continues for the majority of the urban area (Oke, 1982, 2002). The plateau can be interrupted by 
warm or cool spots, due to high density urban areas, or water bodies and parks (Bohnenstengel et al., 
2011; Oke, 1982, 2002; Yang et al., 2013). A peak may occur at the centre of the city, or in cities 
with multiple high-density cores, the UHI may be multi-cellular (Hidalgo et al., 2008; Oke, 1982, 
2002).   
 
FIGURE 1-3 Cross-section of a typical urban heat island. There is usually a steep increase in temperature at the urban 
boundary, followed by a plateau and then a peak in the urban core (Figure adapted from Oke, 2002). 
As well as varying diurnally, the UHI also has seasonal variation (Acero et al., 2013; Arnfield, 2003; 
Camilloni & Barrucand, 2012). In temperate cities, the highest heat islands generally occur in the 
warm half of the year (Arnfield, 2003; Camilloni & Barrucand, 2012; Oke, 1982). In tropical areas, 
however, the wet-dry season is more important than summer – winter, and the highest intensities 
generally occur in the dry season (Arnfield, 2003). The link between season and the UHI intensity is 
most likely related to seasonal variation in weather, such as wind speed and cloud cover (Acero et al., 
2013; Camilloni & Barrucand, 2012), anthropogenic heat release related to varying requirements for 
building heating and cooling throughout the year (Yang et al., 2013), and changes in the rural surface 
cover which would affect warming and cooling rates, such as the cycle of vegetation growth 
throughout the year (Acero et al., 2013; Oke, 1982; Schatz & Kucharik, 2014).  
1.2.2 Surface energy balance and the development of the urban heat island 
As has been discussed, the UHI is primarily caused by differences in urban and rural heating and 
cooling rates, which is related to differences in the urban and rural energy balance (Oke, 1982). These 
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differences are primarily caused by urban geometry, anthropogenic heating (AH), thermal 
admittance, and evapotranspiration. Pollution is also an important factor, but more so in the boundary 
layer than the canopy layer, and is relatively minor in most cities compared to the effects of urban 
geometry, thermal characteristics and AH release (Arnfield, 2003; Oke et al., 1991). Surface 
roughness also varies in urban and rural areas, and links the urban canopy and boundary layers. 
Weather, proximity to nearby cities and water bodies also affects the UHI (Acero et al., 2013; 
Arnfield, 2003). As the underlying causes (i.e., canyon geometry, amount of vegetation) of the UHI 
vary spatially within cities, the UHI intensity varies based on local land use and the UHI can change 
and grow as the city grows. 
The energy balance for the interface between the urban boundary and canopy layers is presented 
below, which corresponds to the ‘surface’ of the city (Oke, 1982). The equation is as follows, and 
differs from the energy balance of rural areas in the inclusion of the anthropogenic heating term, F 
(Bonan, 2008): 
(1 − 𝑟)𝑆 + 𝐿𝑖 + 𝐹 =  𝐿𝑜 + 𝐻 + 𝐸 + 𝐺 
Where S and Li are incoming solar and longwave radiation, r is albedo, F is anthropogenic heat flux, 
Lo is outgoing longwave radiation, H is sensible heat flux, E is latent heat flux, and G is stored heat. 
Latent heat flux (E) links the energy and water balances, and can also be written as λET, where λ is 
the latent heat of vaporization and ET is evapotranspiration and (Bonan, 2008; Grimmond & Oke, 
1991). The balance between incoming radiation (left-hand side of the equation) and outgoing 
radiation (right hand side of the equation) is maintained by surface temperature (Bonan, 2008). The 
urban and rural variation in energy fluxes is summarized in Figure 1-4. 
10 
 
 
FIGURE 1-4 Average surface energy fluxes over rural and urban areas. G = storage flux, So = reflected outgoing solar, 
Lo = outgoing longwave radiation, H = sensible heat flux and λE = latent heat flux. The size of flux is proportional to the 
size of the arrow. Rural areas generally have higher latent heat flux and a smaller sensible heat flux than urban areas (and 
lower Bowen ratio). Urban areas also tend to have higher heat storage (Figure adapted from Bonan, 2008). 
The most important parts of this equation in relation to the urban heat island are sensible and latent 
heat flux and storage (Oke, 1982). Urban areas affect short and long-wave components of the energy 
budget, however the effect is generally small (Christen & Vogt, 2004; Oke, 1982). Incoming short-
wave radiation is reduced in urban areas by 2 – 10% due to pollution, however albedo is also typically 
lower which reduces outgoing radiation (Christen & Vogt, 2004; Oke, 1979, 1982). Longwave 
radiation is also attenuated by pollution and a lower emissivity of urban materials, however this is 
counter-balanced by a higher surface temperature which increases emission of longwave radiation 
(Keogh et al., 2012; Oke, 1982). How much each component of the energy balance contributes to the 
urban heat island depends on the pollution levels, albedo, geometry, construction materials and 
climate of the city (Christen & Vogt, 2004; Oke, 1982). 
1.2.2.1 Urban characteristics and the surface energy balance 
Urban buildings and the road in between forms an ‘urban canyon’, which affects air flow and energy 
absorption within cities (Chun & Guldmann, 2014a; Unger, 2009). The urban canyon affects the 
energy balance by reducing the emission of longwave radiation, Lo, and by decreasing albedo, r 
(Bonan, 2008; He et al., 2015; Rosado et al., 2017). The ratio between the height of buildings and the 
width of the street is related to the sky view factor, which is the fraction of visible sky (Bonan, 2008; 
Lindberg, 2007). As the height/width ratio increases, more of the sky is obscured by the urban canyon, 
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and the sky view factor decreases  (Bonan, 2008). The result is that more of the radiation emitted by 
street pavement is absorbed by the surrounding buildings rather than emitted to the atmosphere (He 
et al., 2015; Lindberg, 2007; Unger, 2009). Rural surfaces which are open to the sky lose more 
radiation to the atmosphere than urban areas and are able to cool more rapidly after sunset (Bonan, 
2008; Chun & Guldmann, 2014a; Unger, 2009). This also reduces the rate of warming after sunrise 
as more of the canyon is shaded than in rural areas and may be a cause of early morning cool islands 
(He et al., 2015; Loughner et al., 2012; Oke, 1982). 
The urban canyon also affects surface albedo (Bonan, 2008; Qin, 2015; Rosado et al., 2017). 
Incoming solar radiation is partially reflected towards other elements of the urban canyon rather than 
the sky, trapping radiation in the canyon and reducing the amount reflected relative to a horizontal 
surface of the same material (Bonan, 2008; Oke, 2002; Qin, 2015; Rosado et al., 2017). High and low 
density areas tend to have a higher albedo than medium density areas (Erell et al., 2011). In high 
density areas, particularly when buildings are the same height, incoming radiation is mostly reflected 
from roof surfaces, while in low density areas, adjacent buildings do not intercept reflections from 
road surfaces (Erell et al., 2011). Areas with tall buildings and a deeper urban canyon have a lower 
albedo as radiation gets trapped within the canyon (Erell et al., 2011). 
Anthropogenic heating (AH), F, can be an important contributor to the UHI, particularly when 
building climate control is used (Arnfield, 2003; Kimura & Takahashi, 1991; Oke et al., 1991; Parker, 
2010). AH includes heat released from combustion of fuel and heating/cooling of building interiors 
(Quah & Roth, 2012; Sailor, 2011). AH can be a particularly important contributor to the UHI in high 
latitudes due to the extreme variations in solar radiation with season (Hinkel et al., 2003; Oke, 1982; 
Shumilov et al., 2017). In arctic regions during winter, solar input is minimal, and so the UHI is 
directly linked to the daily cycle of AH release (Oke, 1982). High UHIs in high latitudes in winter 
has been linked to heating requirements, and the high release of AH (Hinkel et al., 2003; Taha, 1997; 
Wienert & Kuttler, 2005).  
Urban areas have high thermal admittance or ability to store and release heat due to their building 
materials and three-dimensional surface, which gives more surface area than a plane surface 
(Arnfield, 2003; Christen & Vogt, 2004; Yow, 2007). This increases the magnitude of G, stored heat 
(Christen & Vogt, 2004). Thermal admittance combines both thermal conduction and heat capacity 
(Erell et al., 2011). Whether the difference between urban and rural thermal admittance is high 
depends on the characteristics of the surrounding countryside (Oke et al., 1991). Dry soils, deserts 
and old snow have low values, whereas stony surfaces and wet soils have higher values (Demuzere 
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et al., 2008; Oke et al., 1991). Materials with low thermal admittances experience large temperature 
drops at night, whereas materials with high values release heat more slowly (Oke et al., 1991). Thus 
a city will tend to store more heat and release it more slowly at night than a rural area with low thermal 
admittance (Hidalgo et al., 2008; Yow, 2007)  
Thermal properties also affect the seasonality of the UHI, as thermal admittance, particularly for rural 
areas, changes over the course of the year with changes in vegetation cover and moisture (Oke et al., 
1991; Schatz & Kucharik, 2014). In tropical regions, the wet-dry season has been found to be more 
important for UHI differences than summer-winter (Arnfield, 2003). AH effects are considered to be 
less important in these regions, and so the largest heat islands tend to occur when the surrounding 
area has a low thermal admittance, such as during the dry season (Arnfield, 2003; Gedzelman et al., 
2003; Oke et al., 1991). In regions where AH is dominant the season of highest UHI is harder to 
predict; while AH can be highest in winter, the effect of thermal admittance may be highest in summer 
(Oke et al., 1991).  Thermal properties are also related to urban canyon characteristics, as the building 
materials required for tall buildings generally have high heat capacities, thereby absorbing and 
retaining more heat (Oke et al., 1991). 
Evapotranspiration links the energy and water balances (Grimmond & Oke, 1991). From the energy 
balance equation presented earlier, E, the latent heat flux, is evapotranspiration multiplied by the 
latent heat of vaporization, λ (Grimmond & Oke, 1991). Evapotranspiration from urban areas is 
generally less than rural areas due to a lack of vegetation and the creation of impervious surface areas 
(Grimmond & Oke, 1991; Taha, 1997; C. Wang et al., 2016), although in arid areas urban areas may 
have higher evapotranspiration than rural areas due to irrigation (C. Wang et al., 2016). Impervious 
surface areas lead to a high amount of runoff, which drains quickly and leaves little surface water 
available for evaporation (Taha, 1997). Less evapotranspiration reduces latent heat flux, and 
partitions more energy into sensible heat flux and leads to a higher surface temperature (Bonan, 2008; 
Qiu et al., 2013; Yow, 2007). This is also reflected in the Bowen ratio (the ratio of sensible to latent 
heat flux), which is typically higher in urban areas than in rural areas (Oke, 1982; Taha, 1997).  
Vegetation also affects urban temperatures through shading and lowering of wind speed. Tall trees 
reduce wind speeds which can have a positive or negative effect on temperatures (Heisler, 1977). 
Low wind speeds in warm conditions reduces convective and evaporative heat loss and contributes 
to the UHI, however low wind speed also reduces air infiltration into buildings and reduces the heat 
lost by the building to the outside, which may increase or decrease the energy used in building heating 
or cooling, depending on the temperature (Heisler, 1977; Loughner et al., 2012). Tall trees can reduce 
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temperatures by providing shading during the day (Loughner et al., 2012; Spronken-Smith & Oke, 
1998, 1999). However, during the evening areas with many tall trees may cool more slowly than open 
areas due to a lower sky-view factor (Spronken-Smith & Oke, 1998, 1999). A treed park may still be 
cooler than the surrounding urban area due to starting the evening with a lower temperature 
(Spronken-Smith & Oke, 1999). Open parks can be cooler than treed parks during the night as they 
are able to cool more rapidly, however they can be much hotter during the day due to a lack of shading 
(Potchter et al., 2006; Spronken-Smith & Oke, 1998, 1999). 
Surface roughness links the canopy and boundary layers and is related to the height of surface 
elements, as well as their shape and spacing (Oke, 2002; Peng & Sun, 2014). Urban surfaces generally 
have a high roughness length, when compared to other land uses, which leads to greater surface 
friction and more turbulence (Arnfield, 2003; Bonan, 2008; Peng & Sun, 2014). Thus the boundary 
layer over urban surfaces is generally more turbulent than over rural areas (Oke, 1995). The effect of 
this increased turbulence and friction is to reduce wind speed over urban areas (Ng et al., 2011; Oke, 
2002). Winds slow down when crossing urban areas due to increased surface roughness, and the result 
is uplift of thermally modified air and a deeper urban boundary layer (Oke, 2002; Roth, 2000). This 
deeper urban boundary layer can also flow downwind and result in an “urban plume” of warmer air 
over regions downwind of the city, as shown in Figure 2-1 (Oke, 1995, 2002). As well as being 
warmed by turbulent mixing from the canopy layer, the boundary layer is also warmed by convective 
entrainment, which is when warmer air from a capping inversion is mixed into lower layers by 
turbulence (Oke, 1995, 2002).  
1.2.3 City location, weather and the impact on the urban heat island 
As mentioned previously, weather also affects the UHI. The most important factors are high wind 
speed and cloud cover (Oke, 1982), both of which act to decrease the UHI (Arnfield, 2003; Oke et 
al., 1991; Unger et al., 2001; Wilby, 2008). Weather also affects the seasonality of the UHI, as wind 
speed and cloud cover change throughout the seasons, so does the UHI (Oke, 1982; Schatz & 
Kucharik, 2014). High wind speeds decrease the UHI through advection of heat away from the urban 
area, and at wind speeds higher than 6 – 10m/s the UHI can disappear entirely (Ackerman, 1985; 
Alonso et al., 2007; Camilloni & Barrucand, 2012; Kim & Baik, 2002). When wind speeds drop, the 
UHI has been found to increase (Arnfield, 2003; Camilloni & Barrucand, 2012; Pal et al., 2012). 
Cloud cover affects the UHI through outgoing longwave radiation (Ackerman, 1985; Oke et al., 
1991). Rural areas are open to the sky and so are more affected than urban areas by the influence of 
clouds on surface cooling, thereby altering the rural-urban temperature difference (Oke et al., 1991). 
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The effect of clouds on the UHI varies based on their location (over rural or urban areas), amount and 
the type of cloud, and low cloud is more effective at limiting the formation of the heat-island than 
high clouds (Oke, 1982; Oke et al., 1991). If the rural area is covered in cloud but the urban area is 
not, a UHI may not form (Oke et al., 1991).  
City location, such as proximity to water, other cities, and latitude, also affects the UHI (Acero et al., 
2013; Hidalgo et al., 2008; Wienert & Kuttler, 2005). Weaker or inverse UHIs have been observed 
in coastal cities as compared to inland cities (Acero et al., 2013), though this trend is not apparent 
everywhere (Fujibe, 2009). A sea breeze can delay the onset of a UHI, or prevent it from forming 
(Acero et al., 2013; Gedzelman et al., 2003; Papanastasiou & Kittas, 2012). Other relevant locational 
impacts include neighbouring cities (Hidalgo et al., 2008). Urban breezes can develop which carry 
heat and pollutants from the city to neighbouring areas (Hidalgo et al., 2008), and large cities can 
have extended heat-islands that extend over multiple cities (Fujibe, 2011). UHI intensity has also 
been linked to latitude, with higher UHIs in winter in high latitudes (Taha, 1997; Wienert & Kuttler, 
2005). Heating requirements, and the associated AH release, has been used to explain this, as 
discussed previously in section 1.2.2.1 (Hinkel et al., 2003; Wienert & Kuttler, 2005). 
1.2.4 Surface energy balance, urban land cover and variation in the heat island within 
and between cities 
Many of the factors discussed previously, such as evapotranspiration and urban canyon 
characteristics, vary throughout the city due to different land cover, and can explain how the UHI 
varies throughout the city (Bonan, 2008; Bottyan et al., 2005; Unger et al., 2004). Green spaces and 
water bodies can cause local cooling (Oke, 1982; Unger et al., 2004; Yow, 2007), while areas with 
tall buildings tend to be warmer than other land use types, including low density commercial and 
residential areas (Yow, 2007). Parks and green spaces have higher evapotranspiration, a higher sky-
view factor and different thermal properties to surrounding buildings, which lead to lower 
temperatures (Bonan, 2008; Ren et al., 2013).  Areas with tall buildings have a lower sky view factor 
than residential areas with shorter buildings, and potentially a higher thermal admittance, depending 
on building materials (Bonan, 2008). Evapotranspiration can also play an important role if there is 
more green space (lawns, trees) in the residential area (Bonan, 2008; Oke, 1982). The variation in 
temperature with land cover across a city is linked to the underlying causes of the UHI (Bonan, 2008; 
Bottyan et al., 2005; Unger et al., 2004). This research aims to examine Brisbane at a 1 km resolution, 
so that variation in the UHI within the city with variation in land cover can be captured. 
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The UHI generally increases with increasing city size (geographic extent and density) and population 
(Arnfield, 2003; Oke, 1973; Parker, 2010). This relationship has been found in Europe (Beranová & 
Huth, 2005), the USA (Comrie, 2000), Japan (Fujibe, 1995) and China (Chen et al., 2006; He et al., 
2007; Hua et al., 2008; Ren et al., 2008; Zhang et al., 2010). In a study on a declining city, Emmanuel 
and Krüger (2012) found that when Glasgow’s population declined, the UHI did not decrease, 
possibly because the urban infrastructure remained. The increase in the UHI with city size and 
population is most likely due to the underlying physical causes of the UHI (Oke, 1973), such as 
increases in AH release as the city grows, as well as building heights, density, and loss of green space 
(Oke, 2002). 
The causes of the UHI are summarized in Table 1-1. Due to all these factors, the UHI varies between 
cities, and cities with similar climates may have different UHIs due to their geometry (Arnfield, 
2003). The UHI will also vary within the city spatially due to variation in land cover, and local cool 
islands can develop near parks and water bodies (Oke, 1982; Unger et al., 2004; Yow, 2007). The 
UHI also varies temporally due to weather, and seasonal effects, such as variations in AH and rural 
thermal admittance (Arnfield, 2003; Oke et al., 1991). 
TABLE 1-1 Summary of key controls on UHI formation and intensity. The factors affecting the energy balance vary with 
land cover type, and so the UHI can vary spatially across the city with land cover. For example, local cool islands can 
develop over parks and water bodies due to high sky-view factors and higher evapotranspiration (Bonan, 2008; Ren et 
al., 2013). 
The UHI is intensified by:   
Meteorological Conditions 
• Lower wind speeds 
• Lower cloud cover 
Location 
• Distance from ocean/water 
• Proximity to nearby cities 
Urban Energy balance 
• Lower sky-view-factor  
• Lower evapotranspiration 
• Higher anthropogenic heat release 
• Higher thermal admittance 
• Lower albedo 
 
1.3 The urban heat island and heat stress in Australia 
So far, the UHI has only been measured in two Australian cities; Melbourne and Adelaide. The 
average heat island in Melbourne is around 1.13 °C (Morris et al., 2001), however it has been 
measured at 7.1 °C in the evening in the CBD (Torok et al., 2001). The nocturnal heat island in 
Adelaide has been measured at 1.5 °C (Guan et al., 2013), and varies between 1 - 4.5 °C (Torok et 
al., 2001; Zhu et al., 2013). There are few studies on the urban heat island in Australian cities, however 
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studies in Melbourne and Adelaide shows that urban form does affect climate and potentially heat 
stress in temperate Australian cities (Morris et al., 2001; Torok et al., 2001; Zhu et al., 2013). Urban 
growth is expected to increase in Australia over the next forty years, particularly in the capital cities  
(Australian Bureau of Statistics, 2013b), which will increase urban temperatures and the associated 
risk of heat stress. 
Extreme heat leads to more deaths in Australia than any other natural hazard (Coates, 1996; Coates 
et al., 2014; Hanna et al., 2011). While heat stress has always been a serious health risk in Australia, 
in the last two decades Australia has seen a number of high fatality events. In 2004 in Brisbane, a 
heatwave led to a 23% increase in deaths compared to the same period in 2001 – 2003 (Coates et al., 
2014). In 2009 in Victoria, an extreme heat event led to 374 excess deaths over January and February 
(Coates et al., 2014). More recently, the heatwave of 2016 saw new temperature records in Australia, 
and Sydney experienced 39 days in a row with maximum temperatures above 26 °C, while public 
health services experienced severe strain (Green et al., 2017). Heat stress is largely preventable, and 
so the deaths associated with extreme heat events can be reduced through warnings systems, increased 
staffing of emergency medical services, outreach to vulnerable groups and the implementation of 
long term strategies to reduce urban heat through building design and urban planning (Coates et al., 
2014; Fuhrmann et al., 2016; Sheridan & Kalkstein, 2004). However, with rising temperatures, 
saturation in air-conditioner usage in many developed countries, and heat-warning systems already 
in place, future reductions in heat related mortality may be difficult to achieve (Sheridan et al., 2009). 
In these cases, long-term planning of the urban area to reduce the UHI is vital to reduce heat-mortality.  
Australia is one of the world’s most urbanized countries, with over 85% of the population living in 
urban areas (Australian Bureau of Statistics, 2014). The increase in urbanization has increased the 
heat stress risk for Australians through greater exposure to the urban heat island (Clarke, 1972; Coates 
et al., 2014). The population has also aged; at the start of the 20th century, 4% of the population was 
65 or over, and this has increased to 14% (Australian Bureau of Statistics, 2014). This trend is 
expected to continue throughout the rest of the century (Australian Bureau of Statistics, 2013b). Older 
people have a higher risk of heat stress, particularly if they suffer from pre-existing cardiovascular, 
respiratory and renal disease (Hajat et al., 2010). During this time period, there has also been an 
increase in homes poorly designed to cope with high heat events and an increased reliance on air-
conditioners (Coates et al., 2014; Maller & Strengers, 2011). The reliance on air-conditioners 
increases the risk of peak demand problems and blackouts during periods of extreme heat (Maller & 
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Strengers, 2011). The high level of urbanization, the aging population, and increasing reliance on air-
conditioners place Australians at a high-risk of adverse health impacts from heat stress. 
There is already a climate impact on health in Australia, with increases in heat waves, mortality and 
hospital admissions (Bambrick et al., 2008; Reisinger et al., 2014). As the climate continues to warm, 
these impacts will only increase, particularly among the elderly (Reisinger et al., 2014). As well as 
increasing temperatures, climate change may also increase the heat island in Australian cities; a study 
on the heat island in Melbourne found it could increase in summer by 1 °C by 2100 (Sachindra et al., 
2016). Without strong mitigation actions, deaths from heat stress in Australia are expected to increase 
by 14% and 100% by 2050 and 2100 respectively under an A1F1 scenario (Reisinger et al., 2014). 
Other research has estimated unmitigated climate change could increase national annual heat-related 
mortality by over 8600 deaths by 2100 (Bi et al., 2011). The high increase in mortality mainly occurs 
in northern areas, particularly Queensland (Bi et al., 2011; Reisinger et al., 2014).  By 2050, the 
Australian Government has predicted  that annual heat related mortality will be highest in Brisbane 
and Perth, taking into account changes to population size (McMichael et al., 2002). Brisbane heat 
related mortality is expected to overtake that of Melbourne and Sydney by 2050, with annual heat-
mortality increasing from 134 to between 800 and 1400 people (McMichael et al., 2002). Most of 
these predictions however have been based on changes in mean summer temperature only, which 
ignores the increased risk from urban growth and an exacerbated heat island (Bi et al., 2011). 
Brisbane’s population is expected to double in the next forty years, and by 2050 will be the capital 
city with the highest annual heat-stress related mortality (Australian Bureau of Statistics, 2013b; 
McMichael et al., 2002). Brisbane also has a humid sub-tropical climate, with summer-dominant 
rainfall, while most previous research on the UHI has been in temperate climates (Arnfield, 2003). 
Many sub-tropical cities have different urban designs to Brisbane (i.e., Indian cities are different to 
Australian cities), and so while studying Brisbane will give useful information on climate, studying 
heat stress in other sub-tropical cities is still vital. The urban growth and climate risk facing Brisbane 
means heat stress will continue to be a serious health concern in the future. Due to its sub-tropical 
climate, the UHI may behave differently to many other places where it has been studied, with wet-
dry seasons being more important than summer-winter (Arnfield, 2003). This may also mean the 
impact of climate change on the heat island will be different, as the mechanisms behind the heat 
island, such as AH release and weather, may behave differently in a sub-tropical city, compared to a 
temperate city. Studying Brisbane’s heat island will provide useful new information on how climate 
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change and the UHI interact in sub-tropical climates. Given the high urban growth and heat stress 
risk, understanding future heat stress risk in Brisbane is crucial. 
Despite the health impacts of heat stress in Australia, it is commonly underrated, and poorly prepared 
for, increasing the mortality associated with a preventable health impact (Coates et al., 2014; 
Fuhrmann et al., 2016; Hanna et al., 2011). Research into future heat stress risks have often focussed 
on one aspect, i.e., climate change, without considering other factors such as increasing urban growth 
and a worsening UHI. This may lead to under-estimating future urban heat stress, and further hamper 
the ability of Australian cities to adapt to rising temperatures. Knowing the future heat stress risk can 
help in planning to ensure emergency services can meet the increased demand that occurs with high 
heat stress. This includes ensuring appropriate staffing levels and training of staff (Victorian 
Government, 2015). Long term strategies to manage heat stress risk include efforts to reduce the UHI 
through urban planning and building design, such as using green rooves and increasing vegetation 
(Government of Victoria, 2014; Pricewaterhouse Coopers, 2011; Ramakrishnan et al., 2016; Sun et 
al., 2016). Given the serious health impact of heat stress, and the lack of research into the combined 
impact of climate change and urban growth on heat stress in Australian cities, this requires further 
research. 
1.3.1 The thesis problem statement 
Australia is one of the most urbanized countries in the world, and is expected to become more urban 
throughout this century (Australian Bureau of Statistics, 2013b, 2014). As well as having a highly 
urbanized population, Australia is at high risk of heat stress due to its climate (Coates et al., 2014). 
These risks will be further exacerbated by climate change (Reisinger et al., 2014), and urban growth, 
which will increase the strong heat islands already measured  in Australian cities (Torok et al., 2001; 
Zhu et al., 2013). Climate change may also alter the urban heat island in Australian cities (Sachindra 
et al., 2016), through changes to weather, soil dryness and AH release. Brisbane is particularly 
vulnerable to heat stress due to its climate, and by 2050, is expected to see the largest total heat stress 
mortality of all Australian capital cities (McMichael et al., 2002). Most research has only focused on 
one factor, climate change or urban growth, thereby underestimating future heat stress. Heat stress is 
preventable (Fuhrmann et al., 2016), and understanding how the risks will change in Australian  cities 
will help in responding and adapting to it to reduce heat related mortality.  
This thesis will simulate the impact of urban growth and climate change on Brisbane’s climate in the 
future to understand how urban growth and climate change interact to increase temperature in a sub-
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tropical city, and to understand if and how climate change interacts with the UHI. While this thesis 
focusses on only one city, examining how climate change interacts with the UHI in Brisbane will 
provide guidance on whether this interaction may occur in other sub-tropical cities. Heat stress will 
also be calculated, based on the outputs from the climate and urban growth simulations. Calculating 
heat stress will provide a clearer connection with the health impacts of increased temperatures than 
calculating temperature alone. 
1.4 Aims and objectives 
1.4.1 Overall Aim 
The overall aim of this thesis was to evaluate the combined impacts of urban growth and climate 
change on the urban heat island and heat stress in Brisbane in the medium term (2041 - 2050) by 
conducting high-resolution modelling experiments with the RCP8.5 climate scenario, and a scenario 
of urban growth. New anthropogenic heat estimates for Australian capital cities and new land cover 
data sets were developed for use in the climate model.  
1.4.2 Objectives 
The research questions are: 
1. What are the gaps in the current literature on the impact of urban growth and climate change 
on the urban heat island? 
2. What is the current anthropogenic heat release of Australian cities? 
3. How will urban growth influence urban temperatures and the urban heat island in Brisbane? 
4.  How will urban growth and climate change influence the urban heat island in Brisbane? 
5. How will urban growth and climate change influence future heat stress in Brisbane? 
These research questions are addressed by the following objectives: 
1. Review the literature on the impact of urban growth and climate change on the urban heat 
island to highlight the limitations in previous work and highlight future research needs to help 
improve planning for adaptation to rising temperatures.  
2. Calculate anthropogenic heat release for Australian capital cities for use in the climate 
simulations. 
3. Conduct modelling simulations to evaluate the impact of urban growth on the urban heat 
island and urban temperatures in Brisbane. This will enable the urban variables important to 
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temperature in Brisbane to be analysed, without the added complexity of climate change, and 
will provide a comparison for the combined urban growth and climate change simulations.  
4. Conduct modelling simulations to evaluate the combined impact of urban growth and climate 
change on temperatures in Brisbane and determine if and how climate change interacts with 
the urban heat island. 
5. Evaluate the impact on heat stress of the changes to the climate of Brisbane from the urban 
growth and climate change scenarios. 
1.5 Approach 
This project uses high-resolution (1 km) modelling to investigate the impacts of urban growth and 
climate change in Brisbane. CCAM, a climate model developed by the CSIRO which includes an 
urban canopy model, is used to examine multiple urban land cover types: low density, medium density 
and high density. Land cover data was prepared for CCAM based on MODIS satellite images. 
Temperature, humidity and wind speed outputs from CCAM were used to calculate heat stress and 
compare how heat stress changes in Brisbane due to changes in urban growth and climate change. 
1.5.1 Modelling approach 
1.5.1.1 CCAM 
In Chapters 4 and 5 of this thesis a climate model is used to study the impact of climate change and 
urban growth on Brisbane’s climate.  
The model chosen was CSIRO’s CCAM (conformal cubic atmospheric model), which ran high-
resolution (1 km grid cell) climate simulations over Brisbane City. CCAM is an atmospheric global 
model developed on a conformal-grid (McGregor & Dix, 2001; McGregor & Dix, 2008). Using the 
Schmidt transformation, CCAM can run in a stretched-grid mode which allows high-resolution 
simulation over selected regions (McGregor & Dix, 2008). For the experiments throughout this thesis, 
the model was initially run with a quasi-uniform global resolution of 100 km using a C96 grid.  This 
experiment used bias corrected sea-surface temperatures from ACCESS 1.0, a global climate model 
developed by CSIRO and the Australian Bureau of Meteorology (Bi et al., 2013).  The bias correction 
method is described by Hoffmann et al. (2016), and is performed on the inputs to CCAM, and 
designed to improve the mean and interannual variability in climate variables, as compared to non-
corrected SSTs.   
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The model was run in stretched grid mode (3 nested grids) and downscaled to 60 km, 8 km and then 
1 km resolution over the following regions: 0º – 60º S, 105º – 165º E, 25.5º – 29.5º S, 151º – 155º E 
and 27.2º – 27.8º S, 152.7º – 153.5º E (see Figure 4-1). Spectral nudging is used to force the model, 
details of which can be found in Thatcher and McGregor (2009). In summary, this method can achieve 
more accuracy than boundary scale nudging with fewer computations. A global stretched C48 grid 
was used, and data was extracted from the high-resolution area (1 km domain), which used 48 x 48 
gridpoints. A total of 27 vertical model levels were used, ranging from 20m – 35km, with 10 levels 
in the first 1000m. The orography data used in CCAM has a 250m resolution over Australia and was 
provided by Geoscience Australia. The model physics schemes used were the same in Chapters 4 and 
5 and are listed in tables 4-1 and 5-1.  
CCAM uses a tile approach, with a grid box made up of a combination of vegetation and urban tiles. 
Vegetation is modelled using the CABLE land surface scheme and urban areas using ATEB. 
CCAM was chosen for its high-resolution, the inclusion of an urban canopy model, and because while 
it has been used to model climate in Australia before, it is not as commonly used to model urban 
climates in Australia as the Weather Research and Forecasting model (WRF). Using different models, 
rather than relying on only one, is important as differences between model configurations lead to 
differences in results (Hingray & Saïd, 2014). Studying the same system (in this case, Australian 
urban climate) with different models is important to understand the uncertainty that arises in results 
due to model differences, as well as to differences in forcings such as climate change and urban 
growth. 
1.5.1.2 ATEB 
CCAM includes the ATEB (Australian Town Energy Budget) model for urban areas. ATEB is based 
on the Town Energy Budget model and has been updated to reflect the Australian context; idealized 
air-conditioners have been parameterized, the urban vegetation component has been altered to better 
reflect the vegetation in Australian suburbs and the model now includes consideration of two canyon 
walls facing easterly and westerly directions (Masson, 2000; Thatcher & Hurley, 2012). ATEB has 
previously been used to model urban climates, including with mitigation measures, such as increasing 
albedo and vegetation, in Australian cities (Chen et al., 2015; D. Chen et al., 2014; Luhar et al., 2014; 
Ren et al., 2014).   
More detail on the model can be found in the relevant references, however a few key components of 
the model are summarized here. 
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ATEB models the urban climate by splitting it into its component parts, walls, roofs, roads and 
vegetation. Temperature change over time within the component parts is modelled using a half-layer 
scheme (Lipson et al., 2017). This separates the surfaces (i.e., roof, wall, and road surfaces) into 
layers, each having a conductivity, heat capacity and thickness and uses a finite-difference version of 
the heat equation to model temperature change over time (Lipson et al., 2017).  
Vegetation in urban areas is modelling using a big-leaf model, and is primarily modelled as 1 m 
shrubs (Thatcher & Hurley, 2012). Inside the big-leaf model, soil moisture has been simplified and 
represented as a bucket model, which limits the amount of latent heat flux which can be produced. 
The in-canyon vegetation parameterization allows interactions between the wall, road and vegetation 
energy budgets, for example, buildings can shadow vegetation and limit the radiation absorbed by the 
vegetation canopy (Thatcher & Hurley, 2012). Vegetation also modifies how much short and long-
wave radiation are absorbed by the canyon walls.  
Air circulation in ATEB is based on Harman et al. (2004). This method estimates wind speed based 
on a cross-section of a canyon, which considers building height and width, and in-canyon and 
vegetation. Air circulation is then used to calculate turbulent fluxes. Energy use in buildings is 
modelled based on maintaining a fixed interior temperature of 18 °C. If outside temperature is cold, 
energy is used to heat the building, which results in anthropogenic heat flux. If the outside 
temperature is hot, air-conditioning is used. ATEB assumes an idealized, perfectly efficient air-
conditioner (Thatcher & Hurley, 2012). While important to ensure energy conservation, the size of 
the anthropogenic heat term in ATEB is too small to generally affect air temperature unless the 
high-density urban parameters are used. ATEB also supports snow, but that is not relevant for this 
thesis. 
In this thesis, the configuration of ATEB used calculates roughness length for the urban area based 
on building height. Roughness length is set equal to 10% of the building height. This means that tall 
buildings lead to a higher roughness length and slower wind speeds over the urban area. A change 
in the building fraction and building height therefore affects roughness length and wind speeds. 
For the experiments presented in this thesis, the default parameters of ATEB were changed, as 
detailed in the following section and in the methods sections of Chapters 4 and 5. The parameters 
altered were building height, building fraction, vegetated fraction and height/width ratio. The amount 
of road is the difference between the building and vegetated fraction. Though initially the values of 
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AH were going to be updated based on the results from Chapter 2, this was not done due to a warm 
bias in CCAM and the default value of 1.5 W/m2 was used instead. 
1.5.1.3 Experimental design 
In Chapter 4, the impact of urban growth on Brisbane’s climate is examined, while in Chapter 5, the 
interaction of climate change and urban growth are examined. The land cover of all scenarios used 
was based on the MODIS 2001 dataset and the IGBP classification.  
Two scenarios of urban growth are used, a No Vegetation scenario and a Medium Density scenario. 
The No Vegetation scenario reduces vegetation in urban areas to zero. While this is unrealistic, is 
does allow the examination of model behaviour during a simple scenario, prior to examining the more 
complicated and more realistic Medium Density scenario. The information acquired from seeing how 
the model behaves when only vegetation is changed is used to inform the analysis of the Medium 
Density scenario. 
The Medium Density scenario was used in Chapters 4 and 5. In this scenario, land cover within the 
inner city is changed from low to medium density. The inner city means the area extending from the 
CBD (central business district) outwards and covers between half and two-thirds of the city. The 
change in urban category from low to medium density means a change in building height, building 
fraction, vegetation fraction and height/width ratio. The Medium Density scenario was based on the 
Brisbane City Plan 2014, which sets out the vision for Brisbane over the next 20 years. This plan aims 
to increase density in Brisbane primarily by increasing density (88% of new dwellings will be via 
infill rather than expanding the urban area), most of which will occur in the inner city area (Brisbane 
City Council, 2014). The Medium Density scenario is a highly simplified version of this plan due to 
modelling constraints such as the resolution of the model, the number of urban categories, and limits 
on what is currently known about urban categories in Brisbane, including location and parameters, 
such as albedo and building height. 
In Chapter 5, a climate change and urban growth scenario were used to examine the impact of climate 
change and urban growth on Brisbane’s climate. The urban growth scenario used was the Medium 
Density scenario, as in Chapter 4. The climate change scenario used was the RCP 8.5 scenario. This 
scenario was chosen as it most closely represents the path the world is currently following  (Sanderson 
et al., 2016). 
Initially, the plan was to include the AH estimates from Chapter 2 in the experiments in Chapters 4 
and 5, however as the validation in these chapters showed (section 4.3 and 5.3), CCAM has a warm 
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bias in Brisbane. As the estimates of AH from Chapter 2 are higher than the default values of ATEB, 
of 1.5 W/m2, they were not included so as not to exacerbate the warm bias. This is further discussed 
in section 6.2. 
More detail on the experimental design is provided in Chapters 4 and 5. 
1.5.2 Heat stress indices 
Heat stress occurs when core-body temperature rises above the normal value of near 37 °C (Epstein 
& Moran, 2006; Sherwood et al., 2010; Taylor, 2006). To maintain this temperature the human body 
exchanges heat with the environment (Epstein & Moran, 2006). The rate of exchange is governed by 
the total heat produced by the body, the heat gained from the environment and sweat evaporation 
(Epstein & Moran, 2006). The factors controlling heat exchange between the human body and the 
environment include ambient and radiant temperature, but are also related to factors affecting 
evaporation, such as humidity and air movement, as well as level of activity and clothing (Budd, 
2008; Epstein & Moran, 2006).  
A wide variety of heat stress indices have been developed (>40) which combine these factors in 
different ways in an attempt to measure the heat stress experienced by humans in a single number 
(Epstein & Moran, 2006). These indices can be split into three basic groups: rational indices which 
are based on the heat balance equation, empirical indices which are based on objective and subjective 
heat strain, and direct indices, which are based on direct measurements of environmental variables 
(Epstein & Moran, 2006). Rational indices are generally the most complex and require the most 
information, whereas direct indices are generally the easiest to use (Epstein & Moran, 2006). No 
single index has been found to be superior in all situations (Brake & Bates, 2002; Kim et al., 2011; 
Morabito et al., 2014). Most indices were developed with specific environmental conditions in mind 
and do not work well outside of these conditions (Macpherson, 1962). Further, most indices also 
assume acclimatized individuals (Macpherson, 1962). Other factors not included in heat stress 
indexes which also affect the physiological strain of heat include age, gender, health and level of 
fitness (Konarska et al., 2000; Macpherson, 1962; Smolander et al., 1991). 
Of the many indices available to measure heat stress, three direct indices have been chosen: wet-bulb 
globe temperature (WBGT), apparent temperature for shade and apparent temperature for sun 
(ATshade and ATsun). Direct indices needed to be used as the aim is to get a general measure of heat 
stress based on the climate, and so factors such as age, health, gender, clothing and activity were not 
considered. The three indices were chosen because they are common, which allows comparison with 
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other work, and because they have been linked to thresholds values, which define levels of health risk 
and activity. This enables the impact of heat stress on activity and health to be evaluated. ATshade was 
also chosen as it has been linked to heat-stress mortality in coastal cities, while the sun version was 
selected as it  considers the heat stress under sunny conditions, a condition neglected by WBGT and 
ATshade (Morabito et al., 2014). Further details on the calculation of heat stress can be found in section 
5.2.5. The limitations of the indices used are discussed in 5.5.4. 
1.6 Structure of the thesis 
The remaining chapters address the main objectives in order.  The systematic review is presented in 
Chapter 2 and provides the basis for the remaining chapters. The systematic review identifies 
limitations in previous work, which the rest of the thesis builds on. The review also identifies five 
research questions, which need to be addressed by future research, three of which are linked to this 
thesis.  Objective 2, calculate the anthropogenic heat release for Australian capital cities, is presented 
in Chapter 3. These estimates were intended for use in the climate simulations in Chapters 4 and 5. 
In Chapter 4, urban growth scenarios are developed, based on limitations in previous urban growth 
scenarios as identified in the systematic review. These scenarios are then used to simulate the impact 
of urban growth on climate in Brisbane. In Chapter 5, urban growth and climate change are simulated 
to understand how they both interact to affect temperatures in Brisbane. The urban growth scenario 
used is the same scenario used in Chapter 4, and the results of the urban growth simulations in Chapter 
4 are used to assist in analysing and understanding the outputs of the combined urban growth and 
climate change simulation. The final objective, calculate heat stress, is based on the climate outputs 
from Objective 4, which was to model the combined impact of climate change and urban growth on 
the UHI. In Chapter 6, the results of all the objectives are synthesized to answer the overall aim, 
which is to understand the combined impact of urban growth and climate change on the UHI and heat 
stress in a sub-tropical city. 
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FIGURE 1-5 Structure of thesis. Objective 1, the systematic review, identifies limitations in previous work on the UHI, 
which is used as the basis for the remaining objectives. The systematic review is presented in Chapter 2. The 
anthropogenic heat (AH) estimates developed as part of Objective 2 are intended for use in the simulations of Brisbane’s 
climate as part of Objective 3 (model the impact of urban growth on the UH) and Objective 4 (model the impact of climate 
change and urban growth on the UHI). These estimates are presented in Chapter 3. In Chapter 4, the impact of urban 
growth on Brisbane’s climate (Objective 3) is first simulated without climate change to assist in the interpretation of the 
outputs of the combined climate and urban growth simulation (Objective 4), which is presented in Chapter 5. The final 
objective, calculate heat stress, is based on the outputs of the combined urban growth and climate change simulation 
(Objective 4) and is presented in Chapter 5. 
In Chapter 2 I address Objective 1 and conduct a systematic review on work published on the UHI 
and climate change between the years 2000 and 2016. This chapter discusses how the UHI changes 
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due to climate change and urban growth and identifies limitations in previous work on the UHI. This 
chapter has been published as Chapman, S., Watson, J.E.M., Salazar, A., Thatcher, M., & McAlpine, 
C. A. (2017). The impact of urbanization and climate change on urban temperatures: a systematic 
review. Landscape Ecology, 32(10): 1921-1935.  
In Chapter 3 I calculate AH release for Sydney, Brisbane, Melbourne and Adelaide and address 
Objective 2. AH release is a component of the UHI, however no calculations were available for 
Australian cities, so it needed to be calculated prior to including it in the climate simulations. This 
chapter has been published as Chapman, S., Watson, J.E.M., & McAlpine, C. A. (2016). Large 
seasonal and diurnal anthropogenic heat flux across four Australian cities. Journal of Southern 
Hemisphere Earth Systems Science 66(3): 342-360. 
Chapter 4 presents the results of the urban growth simulations in Brisbane and addresses Objective 
3. The impact of two scenarios of urban growth (zero vegetation, and an increase in medium density 
urban areas) were modelled over 10 summers using CCAM at 1km resolution. This chapter has 
been published as Chapman, S., Thatcher, M., Watson, J. E. M., Salazar, A., & McAlpine, C. A. 
(2018). The effect of urban density and vegetation cover on the heat island of a subtropical city. 
Journal of Applied Meteorology and Climatology, 57:11. 
Chapter 5 presents the results of the climate change and urban growth simulations and heat stress 
calculation, addressing Objectives 4 and 5 respectively. RCP8.5 was simulated in Brisbane up to 
2050. Two scenarios were considered, a control where land cover did not change, and a medium 
density urban growth scenario. The UHI was calculated to deduce the impact of climate change on 
the heat island. Heat stress was also calculated based on the climate model outputs to show how the 
combined impact of urban growth and climate change may affect heat stress in Brisbane in the 
future. This chapter is in review with the International Journal of Climatology as “The impact of 
climate change and urban growth on heat stress in a subtropical city”. 
Chapter 6 synthesizes the work from the previous chapters to address the overall aim and extends the 
results from the Brisbane case study more generally. It also discusses the main findings of this thesis, 
limitations and avenues for future research. 
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CHAPTER 2 
THE IMPACT OF CLIMATE CHANGE AND URBAN GROWTH ON THE URBAN 
HEAT ISLAND: A SYSTEMATIC REVIEW 
Abstract 
Climate change and urban growth will both affect urban temperatures and heat stress in the future. 
Given the importance of both phenomena, in this chapter a systematic review was conducted to 
identify the research addressing both aspects. I found a majority of studies (n = 49, 86%) examined 
climate change and urban growth in isolation, with few (8) considering the combined impact. Urban 
growth had a large impact on local temperatures. Climate change had a varying impact on the UHI, 
in some cases increasing it, in others decreasing it, or having no discernible effect. When both climate 
change and urban growth were considered together, the temperature impacts were higher than when 
either was considered alone. Furthermore, few studies considering heat stress (n = 9). Important 
contributors to urban temperatures, such as urban density, were often excluded from studies. This 
chapter ends by identifying five key research gaps, three of which this thesis addresses in the 
following chapters. 
This chapter has been published as Chapman, S., Watson, J.E.M., Salazar, A., Thatcher, M., & 
McAlpine, C. A. (2017). The impact of urbanization and climate change on urban temperatures: a 
systematic review. Landscape Ecology, 32(10): 1921-1935. 
2.1 Introduction 
More than half (54%) of the world’s population live in cities and this proportion is expected to 
increase (United Nations, 2014). By 2030 it is estimated that urban land cover will nearly triple, 
increasing by 1.2 million km2 (Seto et al., 2012) and most of the world’s population will be exposed 
to anthropogenic climate change in urban areas (IPCC, 2014). Therefore understanding the changing 
risk cities (and their urban populations) are facing is a critical global change issue (Argüeso et al., 
2015), with increasing heat stress due to rising temperatures and heat-related mortality the central 
issue (IPCC, 2014; Medina-Ramón & Schwartz, 2007; Oleson et al., 2015).  
Urban residents are exposed to higher heat stress risk than rural residents due to the Urban Heat 
Island, hereafter ‘UHI’; defined as urban areas being warmer than surrounding rural areas (Hajat et 
al., 2010; Luber & McGeehin, 2008). The UHI occurs due to differences in the urban and rural energy 
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balance (Oke, 1982). It occurs in the air and on the surface, though the air UHI is the one most often 
studied (Yow, 2007).  Urbanization reduces green space, increases impervious surfaces, and alters 
albedo and geometry compared to rural surfaces (Oke, 1982). It is now well established that reduced 
green space and increased impervious surfaces reduce the amount of evapotranspiration and latent 
heat flux in urban areas, partitioning more energy into sensible heat (Grimmond & Oke, 1991; Oke, 
1982). Urban surfaces typically have a lower albedo than rural areas due to building materials and 
the in-canyon reflection of radiation (Christen & Vogt, 2004; Oke, 1979, 1982; Qin, 2015). The 
geometry of urban areas also blocks outgoing radiation at night, reducing the rate of nocturnal cooling 
(Bonan, 2008; Chun & Guldmann, 2014a; Unger, 2009). Anthropogenic heat release, which is the 
heat released from human activities such as traffic and building climate control, also contributes to 
the UHI as it is higher in urban than rural areas (Allen et al., 2011). Weather is another important 
factor, and the highest UHIs occur under conditions of low wind speeds and low cloud cover 
(Arnfield, 2003).  
The UHI is arguably the clearest example of how land use and land cover change affects the local 
and regional climate (Arnfield, 2003; Chun & Guldmann, 2014a; Pielke et al., 2011; Yow, 2007). 
While the UHI effect is on average approximately 2⁰C (Chang et al., 2007; Taha, 1997), it can reach 
10⁰C, depending on the location and local weather conditions (Chang et al., 2007; Gedzelman et al., 
2003; Sharifi & Lehmann, 2014; Wilby, 2008). The UHI has been linked to increased temperature 
extremes and health risks in cities, which will be exacerbated by climate change (IPCC, 2014; Luber 
& McGeehin, 2008). For example, during the 2006 heat wave in Amsterdam, urban temperatures 
were 7 to 9⁰C higher than rural areas, which had a substantial impact on the heat stress experienced 
by urban residents (Koomen & Diogo, 2015). As the formation of the UHI is directly linked to the 
form and geometry of cities, urban growth will further increase urban temperatures and the level of 
heat stress experienced by urban residents (Arnfield, 2003).   
Because of the UHI effect, urban areas, compared to adjacent rural areas, are likely to be affected 
differently by climate change (which we define as changes in temperature, precipitation, 
evapotranspiration, cloudiness, wind speed and other variables as a result of anthropogenic release of 
greenhouse gases in accordance with the IPCC; IPCC 2014). Recent research has found that the UHI 
does not remain the same under climate change, and so the current UHI cannot be simply added to 
climate change projections (McCarthy et al., 2009; Oleson, 2012). Urban and rural areas may respond 
differently to climate change due to differences in cloud cover, wind speed, evapotranspiration and 
anthropogenic heat release (Hoffmann & Schluenzen, 2013; McCarthy et al., 2010; Oleson, 2012). 
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The UHI is strongly affected by wind speed and cloud cover, and stronger UHIs tend to occur under 
conditions of low wind speed and cloud cover (Bonan, 2008; Oke, 1982). Any changes to winds and 
clouds from climate change could therefore alter the frequency of high-intensity UHIs (Hoffmann & 
Schluenzen, 2013). Evapotranspiration is a key component of the UHI, and increases in soil dryness 
due to climate change and decreases in rural evapotranspiration could potentially decrease the UHI, 
as rural areas warm more than urban areas and the urban-rural temperature difference decreases 
(Oleson, 2012). Changes to temperature from climate change will affect the amount of heating and 
cooling used by urban residents and the associated anthropogenic heat release, which would either 
increase or decrease the UHI depending on whether the reduction in cooling or increase in heating 
requirements was larger (Oleson, 2012). Examining climate change without considering urban land 
use patterns excludes the interaction between climate change and the UHI, and could result in under-
estimating future increases in urban temperatures, both mean and extreme values. 
The combined impacts of urbanization and climate change will potentially have large impacts on 
future urban temperatures, and exacerbate existing heat stress, particularly in low-income countries 
with little capacity to adapt to rising temperatures (Althor et al., 2016; Argüeso et al., 2015; IPCC, 
2014). Our understanding of how temperatures and heat stress will change in urban areas is currently 
lacking, which hampers our ability to respond to increasing risk of heat stress (Fischer et al., 2012; 
IPCC, 2014). It is important, therefore, to better understand how urban temperatures will change in 
order to inform urban climate adaptation strategies (Argüeso et al., 2015; Fischer et al., 2012).  
Here we provide the first systematic review of the synergistic impacts of climate change and 
urbanization on the UHI. The review focussed on scientific papers published between 2000 – 2016 
that studied how the UHI changed due to urbanization, climate change or both. As it focussed on 
papers that studied the future UHI, all the papers are based on a modelling approach (for a review of 
UHI observations see Arnfield (2003) or (Hidalgo et al., 2008)). We aim to identify gaps in the 
literature, summarize the results of previous work in the field, identify how many studies also look at 
heat stress and highlight future research needs to help improve planning for adaptation to rising 
temperatures. 
2.2 Methods 
We conducted a systematic literature review based on the Collaboration for Environmental Evidence 
(2013) guidelines. The advantage of using these guidelines is that they are freely available and the 
methodology is repeatable (Roberts et al., 2006) and are broadly similar to other guidelines for 
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systematic reviews in environmental sciences such as Pullin and Stewart (2006). Systematic reviews 
also have an advantage over narrative reviews in that they cover a larger range of studies in a 
repeatable way (Nunez-Mir et al., 2016). Further, the variation in study design (i.e., time-frames, 
climate scenarios, urban scenarios etc.) in the reviewed articles was not conducive to the summarizing 
statistics of a meta-analysis (Nunez-Mir et al., 2016; Vetter et al., 2013).  
The search terms were developed to be sensitive enough to cover relevant articles, while specific 
enough to limit the number of irrelevant search results (Pullin & Stewart, 2006). We used multiple 
databases during the literature search and the ‘snow-balling’ method of examining the bibliographies 
of relevant articles to ensure a comprehensive review of the literature. Two hundred articles were re-
classified to confirm the consistency of the classification process (Collaboration for Environmental 
Evidence, 2013). 
The Web of Science, Wiley Online Library, Science Direct, Scopus and Google Scholar were 
searched for the period between January 1, 2000 and May 4, 2016. We used the search terms “urban 
heat island” or “urban cool island” combined with: “climate change” or “global warming” or 
“urbanization” or “land use change”.  The number of articles returned from each database was 
recorded, and all citations stored in referencing software. The review returned 1,574 unique articles. 
Articles were filtered twice for inclusion in the relevant list (Collaboration for Environmental 
Evidence, 2013). First, titles and abstracts were reviewed to create a list of potentially relevant 
articles, and then the full text was examined. The references of relevant articles were also reviewed 
based on title and then full-text.  
For an article to be included as relevant it had to examine the effect of climate change or urbanization 
on the urban heat island, it had to measure a change in the heat island (i.e., temperature), and it also 
needed to consider a change from the current heat island. We did not include articles that only 
examined historical changes in the heat island. We did not include articles that focussed solely on 
mitigation, without changes to the size or form (i.e., density) of the city. Articles that focussed on 
solely on mitigation were beyond the scope of this review, and there are already reviews focussed on 
mitigation of the heat island (e.g., Bowler et al., 2010). For the selected papers, we recorded: location 
of study, absolute change in temperature, processes discussed by authors, whether heat stress was 
included and methods used. 
After screening the abstract and title, 206 articles remained (see Figure 2-1 for details of the selection 
process). This was reduced to 50 articles after full-text screening. Articles were only excluded at the 
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title and abstract stage if it was clear they did not meet the criteria for relevance, which is why less 
than a quarter of articles that passed the first stage of screening remained relevant after full-text 
screening. The references of the relevant articles were then reviewed, identifying seven additional 
articles, resulting in a final list of 57 relevant articles. 
 
FIGURE 2-1 Flowchart showing number of articles at each stage of the review process. 
2.3 Results and discussion 
2.3.1 Impact of urbanization and climate change on the heat island 
Urban growth was associated with a strong temperature increase and was the most common focus of 
research (n = 27, 47%; see Table 2-1 for a description of urban growth papers). The air UHI was most 
often studied, with only 3 of the 27 urbanization papers examining the surface UHI and 3 investigating 
both the surface and air heat island. The absolute change in temperatures as cities grew was in some 
cases high, with increases between 0.5 – 5 °C (e.g., Sachsen et al., 2013; Velazquez-Lozada et al., 
2006; Zhang et al., 2006). In the north-eastern USA, the rise in temperature as urban areas expanded 
was between 2 – 5 °C (Lin et al., 2013), and in Bilbao, Spain, the increase was between 0.3 – 3 °C 
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(González-Aparicio et al., 2014). Those that looked at the surface UHI generally found smaller 
increases in temperature, between 0.5 – 2 °C (J. Wang et al., 2016; Zhang & Huang, 2015). As cities 
grew, temperatures in existing urban areas in some cases remained the same, while temperatures only 
rose in newly urbanized areas, i.e., non-urban land cover changed to urban (Coutts et al., 2008; 
Trusilova et al., 2013). When temperatures did rise in pre-existing urban areas, the temperature 
change was smaller, and between 0.3 – 2 °C (Chen & Zhang, 2013; Lin et al., 2013; Zhang et al., 
2006). The surface UHI showed similar behaviour, with temperature increases higher in newly 
urbanized areas than existing areas (J. Wang et al., 2016). Mitigation measures, such as increased 
greening, were found to be effective in reducing the air and surface temperature increases associated 
with urban growth (Emmanuel & Loconsole, 2015; Fallmann et al., 2013; Masson et al., 2013). For 
example, increased greening and reflective surface coverings reduced temperatures in Paris by 2 – 3 
°C (Masson et al., 2013), and increasing vegetative cover reduced the heat island by 1 °C in Stuttgart 
(Fallmann et al., 2013).  
The highest temperatures occurred in the densest parts of the city, which exposed residents in these 
areas to increased risk of heat related mortality (Adachi et al., 2014) . The effect of urban density on 
urban temperatures depended in part on time, with higher temperatures generally occurring at night 
(Adachi et al., 2014; F. Chen et al., 2014; Coutts et al., 2008). Despite the importance of urban density 
to temperatures, nearly half of all papers reviewed excluded it, and used only one urban land use type. 
In global models, when multiple urban land use types were used, the grid size of the model resulted 
in almost exclusively medium density urban areas (Fischer et al., 2012; Oleson, 2012; Oleson et al., 
2011) This may have led to an under-representation of high density areas (Fischer et al., 2012). The 
use of only one urban land use type in models risks excluding the areas in the city with the highest 
temperatures and the highest risk of heat stress.  
Anthropogenic heat release increased urban temperatures, though it was less important than urban 
growth (F. Chen et al., 2014; González-Aparicio et al., 2014). Anthropogenic heat values were 
incorporated either as a default, unchanging value or a value that changed based on urban scenario 
and climate. Justifications for the change in anthropogenic heat were based on future predicted energy 
consumption and urban growth (e.g., Adachi et al., 2014; Adachi et al., 2012; McCarthy et al., 2010) 
or on building energy models, in which energy consumption changed based on outside temperature 
(e.g., Hamdi et al., 2014; Oleson, 2012). González-Aparicio et al. (2014) found doubling 
anthropogenic heating had the same effect on temperatures as doubling urban area, but over a smaller 
area, whereas doubling the urban area also increased the size of the urban heat island. Anthropogenic 
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heat increased the temperature more at night and in compact, high density, cities (Adachi et al., 2014; 
Li et al., 2016). Despite this, anthropogenic heat was excluded in nearly half of all papers. 
Anthropogenic heat release can add up to 3 °C degrees to the urban heat island (Sailor, 2011), and is 
usually highest in the densest parts of the city (Bohnenstengel et al., 2014; Ichinose et al., 1999). 
Excluding anthropogenic heat risks underestimating urban temperatures, particularly in the densely 
populated areas of the city where anthropogenic heat release is highest (Chapman et al., 2016). 
TABLE 2-1 Temperature changes derived from papers identified in the systematic review that examined the impact of 
urbanization on urban temperatures. Some papers distinguished between new urban areas and pre-existing areas, though 
most did not. Ah = anthropogenic heat release. Papers marked with a * included both urbanization and climate change. 
Urban structures refer to the number of types of urban land considered (i.e., high and low density urban areas). Papers are 
organized by location. Where not explicitly mentioned, temperature change refers to air UHI. 
Paper Location Temperature Change (⁰C) AH 
Urban 
structures 
Europe 
Trusilova et al. (2009) Europe Increase in area affected N 1 
*Koomen and Diogo 
(2015) 
Amsterdam, Netherlands Dispersed: widespread UHI 
Compact: small, concentrated 
UHI increase 
N 2 
*Emmanuel and 
Loconsole (2015) 
Glasgow, UK Decrease in air and surface UHI Y 10 
Masson et al. (2013) Paris, France -2 to – 3 N 1 
*Lemonsu et al. (2015) Paris, France Varied based on indicator used N 4 
Aguejdad et al. (2012) Toulouse, France 1 – 2 N 1 
Masson et al. (2014) Toulouse, France 1 – 1.5 Y 7 
González-Aparicio et al. 
(2014) 
Bilbao, Spain 0.8 – 3 Y 4 
Fallmann et al. (2013) Stuttgart, Germany -1 Y 3 
Sachsen et al. (2013) Aachen, Germany 0.6 N 1 
*Richter (2015) Rostock, Germany 2.3 N 7 
North America 
Georgescu et al. (2012) Arizona, USA 0.5 – 1 Y 2 
Shin and Baigorria 
(2012) 
Florida, USA Increase in area affected Y 2 
Lin et al. (2013). North-East USA New: 2 – 5.7 N 1 
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Existing: Increase 
Loughner et al. (2012) Washington DC and 
Baltimore, USA 
Trees: -0.3 
Shorter buildings: -0.6 to + 1.5 
N 3 
Georgescu et al. (2014) USA 1 – 2 regional warming Y 4 
Asia 
Ahmed et al. (2013) Dhaka, Bangladesh Increase in area affected 
(surface UHI) 
N 1 
Li et al. (2016) Singapore Location of urbanization 
affected temperature 
Y 3 
Fang (2015) Dangshan County, China Increase in temperature (surface 
UHI) 
N 1 
Zhan et al. (2013) North China Plain 0.5 – 1.6  N 1 
Zhang and Huang 
(2015) 
Shenzhen, China 0 - 0.53 (surface UHI) N 2 
*Nichol et al. (2014) Hong Kong Increase in temperature N Plot ratio 
Zhao et al. (2013) Pearl River Delta, China Increase  1 
Chen and Zhang (2013) East China New: 1 – 3 (air and surface) 
Existing: 0.36 
Y 1 
Zhang et al. (2006) ChongQing, China New: 5 
Existing: 0.5 
Y 1 
F. Chen et al. (2014) Hangzhou, China 0.7 Y 3 
*L. Yang et al. (2016) Beijing, China Compact: 0.1 concentrated 
downtown 
Dispersed: -0.4 with larger 
regional warming  
Y 3 
J. Wang et al. (2016) Beijing-Tianjin-Hebei, 
China 
New: 2 for max temp, 5 for min 
temp 
Existing: Small increase 
Results for air and surface UHI 
Y 1 
Adachi et al. (2014) Tokyo, Japan Dispersed: 0.3 – 0.6 overall, -
0.1 in city centre 
Compact: -0.1 overall, +0.1 in 
city centre 
Y 3 
*Adachi et al. (2012) Tokyo, Japan 0.5 due to urban expansion Y 2 
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Takemi et al. (2006) Osaka, Japan Increase in area affected N 1 
Australia 
Coutts et al. (2008) Melbourne, Australia Increase in area affected Y 4 
*Argüeso et al. (2014) Sydney, Australia Increase in temperature N 1 
Middle-east 
Shalom et al. (2008) Israel 0.4 – 5 N 1 
South America 
Velazquez-Lozada et al. 
(2006) 
San Juan, Puerto Rico 1.25 N 1 
 
Urban and rural areas warmed at different rates under climate change, resulting in changes to the 
UHI. Those studies that took into account climate change only looked at the air UHI, and not the 
surface UHI. At a global scale, with climate change the UHI decreased by a small amount (<1⁰C ) as 
rural areas warmed more than urban areas (McCarthy et al., 2010; Oleson, 2012; Oleson et al., 2011), 
while at a local scale, the UHI occasionally increased. At the global scale, the relative changes in 
temperature were consistent across multiple climate scenarios, that is, a doubling CO2 over 25 years 
(McCarthy et al., 2010), and RCPs 2.6, 4.5, 8.5, and SRES A2 over 100 years (Oleson, 2012; Oleson 
et al., 2011). While the global average results were consistent across climate scenarios, they were not 
consistent at a regional scale, with studies on the same region finding conflicting results. McCarthy 
et al. (2010) and Oleson (2012) used the same regional boundaries (i.e., western north America, 
eastern north America etc.), with McCarthy et al. (2010) reporting results as percentages. McCarthy 
et al. (2010) found changes of between -30% to +30% for the present day UHI, while the Oleson 
(2012) results ranged from  -12% to +6%, or -0.2 and +0.2 °C. The direction of response was also 
different in the same regions between the two studies. McCarthy et al. (2010) found increases in the 
UHI in Eastern North America, Central and South America and Eastern Asia, while Oleson (2012) 
found decreases. While these studies used the same region, they differed in the climate scenario, time 
frame and climate model used. Oleson (2012) also examined the results by winter and summer 
whereas McCarthy et al. (2010) used annual averages. Using winter and summer differences in the 
UHI may be appropriate for temperate regions but not for subtropical and tropical areas as the wet 
and dry seasons is more important for UHI development in these areas (Roth, 2007). On a regional-
scale, global climate models can have a large variability in response to greenhouse emissions, 
particularly in variables like precipitation (Hawkins & Sutton, 2011; IPCC, 2013). This variability 
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would then alter the UHI response as variables contributing to the UHI, such as precipitation and the 
associated evapotranspiration and cloudiness, would differ between models. Global models, such as 
those used by McCarthy et al. (2010) and Oleson (2012) may also have difficulty resolving local 
features, such as complex topography, which contributes to local climate (Rawlins et al., 2012).  
At a city-scale, the UHI increased in Manchester (Lee & Levermore, 2012), Rostock (Richter, 2015), 
Chicago (Conry et al., 2015) and Beijing (L. Yang et al., 2016), decreased in Brussels (Hamdi et al., 
2015; Hamdi et al., 2014; Lauwaet et al., 2016) and Paris (Aude Lemonsu et al., 2013). It  did not 
change in Japanese cities (Kusaka et al., 2012), the Yangtze River Delta Region in China (Xie et al., 
2010), Glasgow (Emmanuel & Loconsole, 2015) and Newark (Rosenzweig et al., 2005). In London, 
two studies found an increase in the UHI (Wilby, 2003, 2008), while a third found no change 
(McCarthy et al., 2012). The contradictory results for London studies may be due to the different 
processes examined. The studies by Wilby (2003); (2008) used a statistical model focussing on wind 
speed and cloudiness, whereas McCarthy et al. (2012) used a regional climate model that also 
included the rest of the UK and anthropogenic heat release.  Though according to previous research, 
the effect of climate change on the UHI was generally small, it shows that the UHI is not stable with 
climate change and so the existing UHI cannot just be added on top of climate change projections.   
2.3.2 The relationship between the urban heat island and climate change 
The wide variation in response of the UHI to climate change can be explained by changes in the 
factors that lead to the development of UHIs, such as weather, soil dryness and anthropogenic heat. 
The highest intensity UHIs occur with low wind speed and low cloud cover (Arnfield, 2003; 
Hoffmann et al., 2012). With low winds, there is less advection of heat away from the city, and more 
trapping of radiation within the urban canyon (Ackerman, 1985; Bonan, 2008). Cloud cover decreases 
the UHI as rural areas are more open to the sky than urban areas, and so increased longwave radiation 
from clouds has a stronger effect on rural temperatures (Oke et al., 1991) . If climate change decreases 
winds and cloud cover, then the UHI can be expected to increase, while if winds and cloud cover 
increase, the UHI may decrease. In Hamburg, the weather conditions that lead to strong UHI 
development did not change with climate change, and so the UHI did not change (Hoffmann & 
Schluenzen, 2013). In contrast, studies in London found changes to local weather patterns would lead 
to increases in the UHI (Wilby, 2003, 2008).  
Soil dryness decreased the UHI, while the effect of anthropogenic heat varied based on changes in 
local heating and cooling requirements. Increased soil dryness can alter the UHI by reducing rural 
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evaporative fraction and decreasing the urban-rural temperature difference (Hamdi et al., 2014; Aude 
Lemonsu et al., 2013). Oleson (2012) examined this in detail and found that rural evaporative fraction 
decreased almost everywhere, while urban evaporative fraction remained the same or increased in 
response to precipitation. This resulted in rural areas warming more than urban areas, and a decrease 
in the UHI intensity (Oleson, 2012). Anthropogenic heat decreased or increased the UHI, depending 
on whether the decrease in heating in winter was greater than the increase in cooling in summer 
(Oleson, 2012). If anthropogenic heating were to increase the UHI, it would therefore most likely be 
in summer, which would increase the risk of dangerous heat stress. Based on these mechanisms, 
whether (and in what direction) climate change will affect the UHI of a particular city will depend on 
if there are any changes to local wind speeds, clouds and soil dryness, and anthropogenic heat 
emissions. 
Climate change and urban growth combined led to higher increases in temperature than when either 
factor was considered alone. Eight studies considered both urban growth and climate change. Argüeso 
et al. (2014) found the A2 climate change scenario increased maximum temperatures by 1 – 2.5 °C 
by 2059. Urbanization only affected minimum temperatures, up to 4 °C, reflecting the nocturnal 
nature of the UHI (Argüeso et al., 2014). The urbanization impact was smaller in Tokyo, adding 0.5⁰C 
to the pre-existing UHI of 1 °C, while the A1b climate change scenario increased temperatures 
uniformly in urban and rural areas by 2080 (Adachi et al., 2012). In Beijing, urbanization contributed 
13 – 17% of future warming, while the RCP 8.5 scenario was responsible for over 80% of urban 
warming by 2050 (L. Yang et al., 2016).  Mitigation was able to reduce to reduce the temperature 
increases, and the number of people affected by heat stress (Emmanuel & Loconsole, 2015; Lemonsu 
et al., 2015). The results of these studies show the need to consider both factors, as excluding climate 
change will lead to underestimating temperatures across the city and surrounding countryside, while 
excluding urban growth will underestimate temperatures within the city, particularly at night. 
2.3.3 Heat stress 
Heat stress increased in all studies that considered it (n = 9, 16%). In the USA, an additional 50 – 100 
nights were classified as having dangerous levels of heat stress after twenty-five years of doubled 
CO2 (Fischer et al., 2012), while in Tokyo the number of days with dangerous heat stress doubled by 
2070 under the SRES A1b scenario (Kusaka et al., 2012).  In dry areas, temperature and heat stress 
increased by similar amounts, while in humid areas heat stress increased by 0.5 – 1 °C more than 
temperature, as measured by apparent temperature, humidex and heat index (Oleson et al., 2015). 
This 0.5 – 1 °C increase for humid areas is on top of an increase in heat stress of around 3 °C by 
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mid-century with the RCP 8.5 scenario (Oleson et al., 2015). Heat stress also increased more in 
urban areas than in rural areas. Fischer et al. (2012) found a similar temperature response to doubled 
CO2 in urban and rural areas after 25 years. Despite this, the increase in high night time heat stress in 
urban areas was higher than in rural areas (Fischer et al., 2012). Strong increases in heat stress were 
found in African cities, despite this region having the smallest temperature change (Fischer et al., 
2012). Lauwaet et al. (2016) did not quantify heat stress specifically, but quantified number of 
heatwave days. They found a similar result to Fischer et al. (2012) in that the UHI decreased while 
the number of heatwave days in urban areas increased more than in rural areas due to a higher present-
day temperature. As urban areas exceed the value of high heat stress more often in the present than 
rural areas, the same temperature shift  in urban and rural areas leads to more high-heat stress days in 
urban areas (Fischer et al., 2012). The different response of temperature and heat stress indices 
suggests temperature alone is not sufficient to assess the health effects of increasing temperature, 
particularly in humid regions. The higher-present day heat stress in urban areas also makes urban 
residents particularly vulnerable to future temperature increases. 
2.3.4 Geographic bias 
There was a strong geographic bias in the papers studied, with most studies conducted in Europe, 
North America and China (see Figure 2-2). There were few articles in South America, Africa and 
Oceania. The highest population growth and urban expansion are expected to occur in Africa and 
Asia (Seto et al., 2012). Africa is highly vulnerable to climate change impacts due to the large 
population growth predicted over this century, and the current resource scarcity and likely impacts of 
heat stress (IPCC, 2014). South America is also highly vulnerable to climate change due to the high 
levels of poverty (IPCC, 2014). While several of the reviewed studies were focussed on Asia, 
particularly China, the only studies that looked at Africa were global studies, and there was only one 
city-scale study in South America (São Paulo). One of the few studies that did consider African cities 
found they would face higher increases in heat stress than expected from temperature changes 
associated with global climate change (Fischer et al., 2012). Despite the high climate change and heat 
stress risks faced by Africa and South America, there is a dearth of knowledge of future changes in 
urban temperatures and the consequences for urban populations. In order to inform adaptation and 
mitigation measures, future research should focus on the geographic regions on which information is 
currently lacking, particularly Africa and South America. 
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FIGURE 2-2 Geographic spread of all studies. Size of point shows number of studies (1, 2 or 3), while colour shows 
direction of change in UHI (black = increase, grey = decrease, white = no change/unclear). Where multiple studies in the 
same city or region had conflicting results, there is a new circle indicating the number of studies and result. Three world-
wide studies not shown 
2.3.5 Approach and limitations 
The main limitation to the systematic review was the key words used, and the focus on English-
language only articles. The keyword search required that articles used standard terminology, such as 
“urban heat island”. Articles that examined the difference in urban and rural temperatures and 
response to climate change but did not use “urban heat island” or “urban cool island” in the abstract, 
title or keywords would not have been captured by the review. By examining the references of 
relevant articles, this issue was partly addressed. However, one article by Argüeso et al. (2015) was 
excluded. This paper extended the Argüeso et al. (2014) paper, which looked at urbanization and 
climate change, to heat stress. It was excluded as it did not use ‘urban heat island’ in the title, abstract 
of keywords, and was not referenced by any of the articles captured by the review. Only English 
articles were included in this review, which may partly explain the geographic focus on Europe and 
North America. If other languages were included, there may have been more studies found in non-
English speaking regions, such as South America and Africa. 
2.4 Future risks and research questions 
As cities continue to expand and the climate warms, the risk of urban heat stress will increase (IPCC, 
2014; Medina-Ramón & Schwartz, 2007; Oleson et al., 2015). The Paris Agreement aims to keep 
emissions below 2 °C above pre-industrial levels, which could be achieved under RCP 2.5 (Sanderson 
et al., 2016). However, since 2005 the world has more closely followed RCP 8.5, and under current 
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policies the temperature is expected to increase by over 3 °C by the end of the century (Rogelj et al., 
2016; Sanderson et al., 2016). Studies that examined high emissions scenarios found heat stress 
increased in urban areas by more than 4 °C by mid-century (Oleson et al., 2015), and dangerous heat 
stress doubled by the end of the century (Kusaka et al., 2012). This will lead to increased heat related 
mortality and morbidity (Kusaka et al., 2012). Urban growth over the next few decades will enhance 
the UHI, and further exacerbate urban heat stress, on top of temperature increases from climate 
change. The ability to adapt to these changes is hampered by a lack of information on the most 
vulnerable regions, such as Africa and South America, the exclusion of anthropogenic heat and urban 
density which lead to underestimating temperatures in the hottest parts of the city, the lack of focus 
on the interaction between climate change and urban growth and the lack of consideration of heat 
stress. Adapting to higher heat stress will require rethinking how we design and manage cities to 
reduce heat. The following section poses five research questions to address the limitations identified 
in this review. 
Research question 1: How will changes in anthropogenic heating in response to climate change 
impact on urban temperatures and heat stress? 
Despite anthropogenic heat contributing up to 2-3 °C to the urban heat island (Sailor, 2011; Taha, 
1997), many studies excluded it. Anthropogenic heat release may increase as cities grow and 
populations increase, and it is also a process that can contribute to climate related changes in the UHI 
(Oleson, 2012; Sailor & Lu, 2004). As the global climate warms, the amount of heating and cooling 
used by urban residents will change (Oleson, 2012). At times when internal heating is currently 
required, such as winter, climate change will decrease the amount of heating needed and the 
associated anthropogenic heat release, and vice versa where air-conditioning is required (Oleson, 
2012). Anthropogenic heat release will most likely increase the UHI in the future in seasons when 
cooling is required. This may occur in seasons other than summer, as projections of heat waves across 
Europe could see high heat stress events occurring in autumn and spring, and an increased need for 
air-conditioning (Amengual et al., 2014; Sailor, 2014; Salagnac, 2007). Increases in the need for 
cooling and the associated anthropogenic heat release could therefore exacerbate heat stress during 
the hottest part of the year.  Despite this, it has often been ignored, which risks under-estimating 
future heat stress and future studies should attempt to address this. Ways of incorporating 
anthropogenic heat release vary in complexity, from using a single value of anthropogenic heat 
release for each urban category based on published statistics (e.g., Adachi et al., 2014) or including 
it as a process that varies with temperature (e.g., Oleson, 2012). 
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Research question 2: How will increases in urban density affect future urban heat stress? 
Urban density is a key factor in the spatial variability of the UHI, and higher temperatures often occur 
in the densest parts of the city, exposing residents in these areas to high heat stress. Despite this, many 
studies examined only one urban land use type, and did not look at variation in density within the city 
(i.e., high and low density areas). A related issue is that many studies focussed on urban expansion, 
rather than intensification. Urban expansion has been the dominant form of urban growth in the last 
three decades (Seto et al., 2011). However, many urban planning policies include plans for 
densification, and so assuming existing urban areas will remain the same and focussing only on 
expansion is unrealistic (Broitman & Koomen, 2015; Chan & Yung, 2004). Ignoring variation in 
urban density, and future urban intensification, may lead to underestimating the magnitude of the 
urban heat island, particularly in the densest part of the city. Intensification has the potential to 
increase temperatures within the hottest parts of the cities, and so future studies should aim to 
incorporate more realistic urban growth scenarios, such as by using government plans in the design 
of scenarios (e.g., Nichol et al., 2014). Including multiple urban land use types may be easier in local 
or city scale studies, as the grid-size of global climate models often leads to simplification of urban 
areas to only one density type, such as medium density (Fischer et al., 2012; Oleson, 2012; Oleson et 
al., 2011). 
Research question 3: How does the spatial configuration of urban growth, such as the location of 
vegetation and tall buildings, impact on future changes to the urban heat island? 
The types of urban growth examined in this review focussed mostly on the amount of urban area and 
not the spatial configuration of urban land cover types. The location of land cover features such as 
vegetation and building types can affect urban temperatures (Wu et al., 2014; Zhou et al., 2011). For 
example, vegetation distributed evenly throughout the city may be more effective at reducing 
temperatures than clustered vegetation (Zhou et al., 2011). At the level of streets the location of trees, 
the characteristics of the urban canyon and whether single or multiple trees are planted affects their 
cooling potential (Coutts et al., 2016; Zhou et al., 2017). As well as incorporating more urban land 
cover types as suggested in Research Question 2, future work should also consider the placement of 
urban land cover. Careful placement of urban features and parks may give greater cooling benefits. 
Research question 4: How will urban temperatures change due to the combined impact of climate 
change and urban growth? 
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Climate change and urban growth combined led to greater increases in temperature than when either 
factor was considered alone. Models show that climate change also affected the heat island, in some 
cases increasing it and in others decreasing it. Improved understanding of the processes through which 
climate change may increase or decrease the UHI will help in identifying particularly vulnerable 
urban areas which will have higher increases in temperatures under climate change than otherwise 
expected. Even in regions where climate change does not alter the UHI, urban growth still needs to 
be included, as including both factors led to higher increase in temperatures. Excluding either climate 
change or urban growth will underestimate future urban temperatures. Future climate change research 
needs to include urban growth.   
Research question 5: How will heat stress vulnerability change in urban areas in the future, 
considering both climate change and urban growth? 
Heat stress was rarely addressed in the reviewed studies and those studies that examined it found heat 
stress sometimes increased more than temperature, particularly in humid areas and in urban areas 
(Fischer et al., 2012; Oleson et al., 2015). Different populations also have different vulnerability to 
heat stress, depending on average climate conditions, the built environment (i.e., air-conditioning, 
street shading), and demographic factors such as age and health (Hajat & Kosatky, 2010). Thus the 
temperature at which heat stress begins to occur in a population (heat threshold temperature) varies 
significantly between populations; in Santiago, Chile, the heat threshold temperature is 16⁰C, while 
in Bangkok, Thailand, it is 29⁰C (Hajat & Kosatky, 2010). To understand the health risks of rising 
temperatures, it is necessary to look at heat stress explicitly rather than relying solely on temperature, 
and consider the vulnerability of the local population to heat stress. This can be achieved through heat 
stress indices, and by looking at temperature-mortality thresholds for the local population. 
2.5 Conclusion 
We reviewed studies that examined the impact of climate change or urban growth on the future urban 
heat island and heat stress. We found that despite the extensive research on the UHI, there has been 
little focus on how climate change and urban growth will interact to affect it in the future, and the 
resulting impact on heat stress. The few studies that examined climate change and urbanization found 
temperatures increased more than when either factor was considered alone. With the same change in 
temperature, urban areas also tended to experience more dangerous heat stress nights than rural areas, 
due to a higher present-day heat stress. We found important aspects of urban areas, such as density 
and anthropogenic heat, are often ignored, which could result in under-estimating temperatures in the 
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densest, and hottest, parts of the city. The geographic focus of research has been towards Europe, 
North America and China, and there has been little research in regions most vulnerable to climate 
change, such as Africa and South America. Future research should aim to incorporate urban growth 
into climate change simulations, and focus on regions that will be most affected by heat stress. Doing 
so will improve our understanding of future heat stress risks, and our ability to adapt to rising 
temperatures. 
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CHAPTER 3 
ANTHROPOGENIC HEAT RELEASE IN BRISBANE, SYDNEY, MELBOURNE AND 
ADELAIDE 
Abstract 
Anthropogenic heat release is a key component of the urban heat island. However, it is often excluded 
from studies of the heat island as reliable estimates are not available. This omission is important 
because anthropogenic heat can contribute up to 4 °C to the urban heat island, and increases heat 
stress to urban residents. The exclusion of anthropogenic heat means the urban heat island effect on 
temperatures may be under-estimated. In this Chapter, I estimate anthropogenic heat for four 
Australian capital cities (Brisbane, Sydney, Melbourne and Adelaide) to inform the management of 
the urban heat island in a changing climate. Anthropogenic heat release was calculated using 2011 
population census data and an inventory of hourly traffic volume, building electricity and gas use. 
Melbourne had the highest annual daily average anthropogenic heat emissions, which reached 376 
W/m2 in the city centre during the daytime, while Brisbane’s emissions were 261 W/m2 and Sydney’s 
were 256 W/m2. Adelaide had the lowest emissions, with a daily average of 39 W/m2 in the city centre. 
Emissions varied within and among the four cities and decreased rapidly with distance from the city 
centre, to < 5 W/m2 at 20 km from the city in Brisbane, and 15 km in Adelaide. The highest emissions 
were found in the city centres during working hours. The peak emissions reached in the centre of 
Melbourne are similar to the peak emissions in London and Tokyo, where anthropogenic heat is a 
large component of the urban heat island. This indicates that anthropogenic heat could be an important 
contributor to the urban heat island in Australian capital cities, and needs to be considered in climate 
adaptation studies.  
This chapter has been published as Chapman, S., Watson, J.E.M., & McAlpine, C. A. (2016). Large 
seasonal and diurnal anthropogenic heat flux across four Australian cities. Journal of Southern 
Hemisphere Earth Systems Science 66(3): 342-360. 
3.1 Introduction 
Globally, more than half of the world’s population lives in cities (United Nations, 2014). In Australia, 
this proportion is even higher with 66% of the population living in capital cities  and by the middle 
of this century, three quarters of Australians will be living in capital cities (Australian Bureau of 
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Statistics, 2013b). Energy consumption by urban residents produces anthropogenic heat, which is the 
energy released from human activity such as traffic, building energy use and human metabolism 
(Quah & Roth, 2012; Sailor, 2011). This contributes to the urban ‘heat island’, whereby urban areas 
are warmer than surrounding rural areas (Kimura & Takahashi, 1991; Sailor, 2011). Anthropogenic 
heat, by increasing the effect of the urban heat island, also contributes to heat stress, particularly 
during summer (Bohnenstengel et al., 2014; Luber & McGeehin, 2008; Sharifi et al., 2015). Despite 
this, anthropogenic heat is often ignored in urban climate studies due to a lack of information on city-
specific emissions (Quah & Roth, 2012; Sailor, 2011) and for many Australian cities (e.g., Argüeso 
et al., 2014), anthropogenic heat estimates are simply not available.  
The urban heat island increases heat related mortality in cities, particularly during summer (Milojevic 
et al., 2011). Underestimating the magnitude of the urban heat island effect, therefore, can lead to 
adverse health outcomes. In the 1980 heatwave in St Louis, deaths were 57% higher in major 
metropolitan areas than the surrounding countryside (McGeehin & Mirabelli, 2001). The urban heat 
island also contributed to excess mortality among elderly residents in Paris during the 2003 European 
heatwave (Laaidi et al., 2012). The elderly and those who live in the top-floors of apartment buildings 
within inner city areas, and have no air-conditioning or poor building ventilation are particularly 
vulnerable to heat stress (Hajat et al., 2010; Laaidi et al., 2012; Luber & McGeehin, 2008). Climate 
change will increase the risk of heat stress, and has been linked to increasing intensity and length of 
heatwaves in Australian capital cities (Hanna et al., 2011; Hughes et al., 2016).  The Climate Council 
of Australia estimates that climate change, combined with an ageing population and urban growth, 
could double the deaths from heatwaves in Australian cities over the next 40 years (Hughes et al., 
2016), while Bi et al. (2011) report national heat-related deaths could increase by 1250 by 2070 from 
current levels. The rising risk of heat stress means adaptation and heat-management strategies will 
become more important, particularly in urban areas (Hanna et al., 2011; Hughes et al., 2016). 
Excluding important elements of the urban heat island, such as anthropogenic heat, from urban 
climate studies limits our understanding of Australia’s urban climate, and our ability to adapt to rising 
temperatures.  
Previous urban climate studies have neglected anthropogenic heat primarily due to a lack of 
information on the magnitude of anthropogenic heat flux, as well as difficulty in calculating it 
(Bohnenstengel et al., 2014; Quah & Roth, 2012). In recent years, however, interest in anthropogenic 
heat has increased, and inventories have been calculated for some large, densely-populated North 
American, European and Asian cities (Quah & Roth, 2012; Sailor & Lu, 2004). These studies have 
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shown that the urban anthropogenic heat flux can be large, particularly in highly-populated areas 
(Quah & Roth, 2012). In London, for example, anthropogenic heat extends the duration of the urban 
heat island, leading to high temperatures persisting throughout the evening, as well as increasing 
temperatures by over 1 °C (Bohnenstengel et al., 2014). In Tokyo, most of the nocturnal urban heat 
island of 2-3 °C has been attributed to anthropogenic heat (Kimura & Takahashi, 1991). A similar 
result has been found for Philadelphia in winter, where anthropogenic heating increases urban 
temperatures by 2.5 °C (Fan & Sailor, 2005). 
Anthropogenic heat emissions result from energy consumption in cities from electricity and gas use, 
with their magnitude varying according to climatic conditions, per capita energy use and population 
density (Oke, 1988; Quah & Roth, 2012; Sailor, 2011). Per capita energy consumption is linked to 
the amount and type of industry in the city, urban transportation (especially traffic volume), and the 
amount of energy used by urban residents (Oke, 1988). The spatial distribution of the urban 
population also affects anthropogenic heat emissions, with higher emissions found in more densely 
populated areas (Oke, 1988; Quah & Roth, 2012). In higher latitude regions such as Europe, Japan, 
northern USA and Canada, higher anthropogenic heat intensities occur in winter, due to heating 
requirements (Taha, 1997; Wienert & Kuttler, 2005). In Philadelphia, the contribution of 
anthropogenic heat to night-time air temperature varies between 0.8 °C  in summer and 2.5 °C  in 
winter (Fan & Sailor, 2005). There has been less work on anthropogenic heat emissions in the tropics 
(Quah & Roth, 2012). In these regions, the seasonal evolution of anthropogenic heat emissions 
depends on whether heating or cooling is used. In São Paulo, seasonal variation was generally 
unimportant due to the lack of air-conditioning and heating (Ferreira et al., 2011), while in Singapore 
higher emissions occurred in summer due to the need for cooling (Quah & Roth, 2012). 
Three main methods are used to calculate anthropogenic heat emissions: inventory, micro-
meteorological, and building-energy models (Sailor, 2011). The inventory method is the most 
commonly used and is based on energy consumption data (Quah & Roth, 2012; Sailor, 2011). 
However, it does not account for environmental loads and does not partition energy into sensible and 
latent heat (Sailor, 2011). It also neglects the time lag between energy use and heat emission which 
occurs due to storage of heat within buildings (Dhakal et al., 2003; Sailor, 2011). Micro-
meteorological approaches are based on energy-budget closure methods and enable targeted 
estimation at the neighbourhood level (Sailor, 2011). However, these methods often cannot produce 
reliable diurnal profiles of heat release due to problems differing between sources of heat and large 
errors in estimating sensible and latent heat fluxes (Sailor, 2011). The third method is to use building 
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energy models. These models ignore emissions from other sources and so must be used in conjunction 
with inventory methods when estimating anthropogenic heat emissions across a city (Sailor, 2011). 
However, the data requirements for parameterising building models can be quite large (Sailor, 2011). 
Despite the limitations of the inventory method, it remains the preferred approach to estimate 
anthropogenic heat in cities (Quah & Roth, 2012; Sailor, 2011). 
City-specific anthropogenic heat estimates are necessary to understand how emissions impact on 
urban temperatures in individual cities (Bohnenstengel et al., 2014; Quah & Roth, 2012). However, 
few Australian cities have anthropogenic heat estimates. The most recent for Brisbane and Sydney 
were in 2001 and 1971 respectively, and observations were made for Preston, Melbourne in 2007 
(Coutts et al., 2007; Khan & Simpson, 2001; Quah & Roth, 2012). Anthropogenic heat was also 
recently estimated for Sydney by Sailor et al. (2015), however this was based on an equation 
developed for American cities. No previous calculations are available for Adelaide. This lack of 
information means anthropogenic heat is largely excluded from urban climate studies for Australian 
cities, which could lead to an underestimation of the urban heat island effect under the current and 
future climate regimes.  
The aim of this study was to address this gap by calculating seasonal and diurnal anthropogenic 
emissions in Brisbane, Sydney, Melbourne and Adelaide. Sydney is Australia’s largest capital and 
climate change is expected to increase heat related mortality by over 300% by 2050 (Bi et al., 2011). 
Melbourne and Adelaide were selected as they experience some of the most severe heat waves in 
Australia (Black et al., 2015; Cowan et al., 2014). In the last 30 years, Adelaide has experienced an 
increase of 4.3 °C in the intensity of the hottest heatwave days (Hughes et al., 2016). The next largest 
increase of 2 °C  has been in Melbourne (Hughes et al., 2016). Brisbane was selected as it is the third-
largest city in Australia, and regularly experiences high summer temperatures (Hondula & Barnett, 
2014). Populations of the four cities are expected to face increased heat stress due to temperature 
increases from climate change (Bi et al., 2011).  
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3.2 Methods and data 
3.2.1 Study cities 
 
FIGURE 3-1 Koppen climate classification of Australia (PEEL ET AL., 2007), with location of study cities. Af = tropical 
rainforest, am = tropical monsoon, aw = tropical savanna, bwh = arid hot desert, bwk = arid cold desert, bsh = arid hot 
steppe, bsk = arid cold steppe, csa = temperate dry, hot summer, csb = temperate dry, warm summer, cwa = temperate 
dry winter, hot summer, cfa = temperate, no dry season, hot summer, cfb = temperate, no dry season, warm summer. 
Brisbane (see Figure 3-1) has a subtropical climate with a warm, humid summer with a low winter 
rainfall (Bureau of Meteorology, 2012). In 2015, Brisbane’s population was 2.31 million (Australian 
Bureau of Statistics, 2015a). The inner city suburbs of New Farm (6,500 people km-1), Kangaroo 
Point (6,400 people km-1) and Highgate Hill (5,500 people km-1) are the most densely populated areas 
(Table 3-1). 
Sydney has a temperature climate, and rainfall is similar in summer and winter (Bureau of 
Meteorology, 2012). In 2015 Sydney had a population of 4.92 million people (Australian Bureau of 
Statistics, 2015a). The most densely populated area was Pyrmont-Ultimo, with 15,100 people km-1 
(Australian Bureau of Statistics, 2015a). 
Melbourne has a temperate climate, with a similar rainfall in summer and winter (Bureau of 
Meteorology, 2012). In 2015, Melbourne’s estimated population was 4.53 million (Australian Bureau 
of Statistics, 2015a). The most densely populated area is the inner-city,  with a population density of 
14,100 people km-1 (Australian Bureau of Statistics, 2015a). 
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Adelaide has a temperate climate, with wet winters and low summer rainfall (Bureau of Meteorology, 
2012). Adelaide’s population was 1.32 million in 2015, which is 78% of South Australia’s population 
(Australian Bureau of Statistics, 2013a). The most densely populated suburb is Unley – Parkside, 
with 3,000 people km-1 (Australian Bureau of Statistics, 2015a). 
TABLE 3-1 Summary of the climate and population of the study cities.  HDD (heating degree days) and CDD (cooling 
degree days) used a base temperature of 18ºC (GUAN, 2009). Most densely populated suburbs are new farm in Brisbane, 
Pyrmont-Ultimo in Sydney, Melbourne Central Business District (CBD) and Unley - Parkside in Adelaide 
(AUSTRALIAN BUREAU OF STATISTICS, 2015A; BUREAU OF METEOROLOGY, 2012, 2016A, 2016B, 2016C). 
City Mean 
monthly 
minima 
range (ºC) 
Mean 
monthly 
maxima 
range (ºC) 
Annual 
average 
rainfall 
(mm) 
Average 
population 
density (people 
km-1) 
Maximum 
population 
density (people 
km-1) 
HDD CDD 
Brisbane 10.0 – 20.9 20.6 – 29.1 1,186.2 150 6,500 232 1228 
Sydney 8.1 – 18.8 16.3 – 25.9 1,214.6 400 15,100 743 556 
Melbourne 5.4 – 14.2 13.1 – 26.6 534.5 450 14,100 1423 244 
Adelaide 7.5 – 17.2 15.3 – 29.5 540.9 400 3,000 1007 584 
3.3 Anthropogenic heat calculations 
Anthropogenic heat, Qf, is a component of the urban energy balance (Quah & Roth, 2012):  
 𝑄∗ + 𝑄𝑓 = 𝑄𝐻 +  𝑄𝐸 +  ∆𝑄𝑆 +  ∆𝑄𝐴 (1) 
where Q* is the net all-wave radiation, QH is sensible heat flux, QE is latent heat flux, Qs is storage 
and Qa is net advective heat flux. Qf can be broken down into the sum of waste heat from traffic, Qv, 
buildings, Qb, and human metabolism, Qh (Sailor & Lu, 2004): 
 𝑄𝑓 =  𝑄𝑣 + 𝑄𝑏 + 𝑄ℎ (2) 
Equation 2 was applied to each Statistical Area-2 (SA2) census region within the Brisbane, Sydney, 
Melbourne (excluding Mornington Peninsula) and Adelaide urban areas, and was based on Sailor and 
Lu (2004). The code was implemented using R (R Core Team, 2015). For each city, the components 
of Qf were determined using an inventory approach. This required data (Table 3-2) on vehicle usage, 
building electricity and gas use and population density (Sailor & Lu, 2004). Temporal variation in Qf 
was based on hourly variation in population density and emission profiles for each component of Qf  
(Sailor & Lu, 2004). Seasonal variation in Qf was based on variation in electricity and gas usage 
throughout the year.  
The spatial variation in Qf was calculated using population density data (working and resident 
populations) available for the Statistical Area – Level 2 (SA2) regions (Australian Bureau of 
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Statistics, 2011a). The SA2 regions were used to define the boundary of the city, and all SA2 regions 
within Greater Brisbane, Greater Melbourne (excluding Mornington), Greater Sydney and Greater 
Adelaide were used. Statistical areas vary in size and have, on average, a population of 10,000 
(Australian Bureau of Statistics, 2011a). In the Greater Brisbane area, the average size of SA2s is 11 
km2 (range 1 - 490 km2), while in Sydney the average size is 43 km2 (range 1 – 2458 km2). The high 
maximum size for Greater Sydney is due to the large size of the Blue Mountains South area. In 
Melbourne, the average size of SA2s is 34 km2 (range 1 – 728 km2) and in Adelaide the average is 30 
km2 (range 1 – 395 km2). 
TABLE 3-2 Data used in calculation of each element of anthropogenic heat emissions 
Data Description Source 
Population density 
Day/night population Resident and working populations, including 
percent employed residents. 
2011 census, available at SA2 level 
(2011b). 
Area of SA2 regions 
(m2) 
Area of Statistical Area – Level 2 regions. Used 
to calculate population density. 
Extracted from SA2 shapefiles, 
available from ABS (2011c). 
Vehicle emissions 
Hourly traffic counts Used to develop diurnal traffic profile. 
Melbourne data was used for Adelaide due to a 
lack of data. 
Available from VicRoads (2015) for 
Melbourne, Roads and Maritime 
Service (2015) for Sydney and 
Brisbane City Council (2015). 
Car travel (km) Average km travelled in a year per car. Available from ABS for each state 
(2012b). 
Fuel economy 
(km/L) 
Average fuel economy.  Available from ABS (2012b). 
Car use % of people who travel to work using cars.  From published literature and 
government reports (de Silva & 
Lightfoot, 2010; Department of 
Infrastructure and Transport, 2013). 
Calorific values of 
fuel (J/kg) 
Quantity of heat produced by combustion of 
fuel. 
Used values from Quah and Roth 
(2012). 
Fuel density (kg/L) Fuel density, used in conjunction with calorific 
value of fuel, is used to calculate energy 
released by fuel.   
Used values from Quah and Roth 
(2012). 
Building emissions 
Energy consumption  Consumption of heating fuels and electricity. 
Available only at national level. Distributed 
among states based on state energy use 
fractions. 
Available from ABS at national level 
(Australian Bureau of Statistics, 
2015b; Bureau of Resources and 
Energy Economics, 2014a). 
Hourly electricity 
usage 
Diurnal profile of electricity use. Available half-hourly (Australian 
Energy Market Operator, 2015b). 
Monthly gas usage Used to develop summer and winter profiles of 
gas usage. 
AEMO actual flow data (Australian 
Energy Market Operator, 2015a). 
Hourly gas usage Variation in gas usage throughout the day. Only 
available for Melbourne. 
Estimated based on Palmer (2012).  
State population Used to calculate per capita energy use. Available from ABS (2012a). 
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Data availability is a common limitation to anthropogenic heat studies (Quah & Roth, 2012). Our 
approach is similar to Quah and Roth (2012) and Sailor and Lu (2004). These studies had similar 
issues with data availability, and used a combination of bottom-up and top-down approaches to 
estimate the components of Qf. The bottom-up approach aggregated small-scale data to estimate up 
to the level of interest, for example, using 30-min electricity data to develop an hourly profile of 
electricity usage (Quah & Roth, 2012). The top-down approach uses data at larger scales and then 
downscales it, for example by turning total state electricity or gas usage into per capita electricity use 
using population data (Quah & Roth, 2012). This combined approach was necessary as much of the 
required data was only available at the state level. Data availability for each component of Qf will be 
discussed in more detail in the following sections. 
3.3.1 Population density 
The spatial and hourly distribution of anthropogenic heat emissions varies with the population density 
of the respective city and statistical area. Estimates of hourly variation in population density were 
based on the working and resident population densities, which are available for the respective 
statistical areas. Daytime and night-time population densities were calculated based on Sailor and Lu 
(2004) as: 
 𝜌𝑑𝑎𝑦 = (NWRP + WP) / A (3) 
Where NWRP is the non-working resident population, WP is the working population and A is the 
area of the SA2 region. These data were available for each SA2 region. Night-time population was 
taken to be the same as the resident population, as per Sailor and Lu (2004). The hours used for day-
time (or working hours) were 0800 – 1600, and the hours used for night-time were 1800 – 0600. As 
there is no data available on specific working hours, 0800 – 1600 was used as the working time for 
the entire working population (Sailor & Lu, 2004). Shoppers and tourists were not included due to a 
lack of data.  
All four cities have a large variation in night-time and day-time population densities (Figure 3-2). For 
this study, the city centre was defined as the SA2 region with the highest daytime population density. 
The size of the city centre SA2 region is 2.2, 4.3, 2.4 and 10.48 km2 for Brisbane, Sydney, Melbourne 
and Adelaide respectively. During the day, there is a large increase in population density in the city 
centres due to the large influx of CBD workers. In contrast, the low population densities in the city 
centres at night time reflect the small resident populations.   
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FIGURE 3-2 Day-time = 1, (0800 – 1600 hours), and night-time = 2, (1800 – 0600 hours), population densities for SA2 
census regions within 70 km of city centre for a) Brisbane, b) Sydney, c) Melbourne, and d) Adelaide. The city centres 
experience a large influx in workers during the day, and have lower night-time resident populations 
3.3.2 Vehicle traffic 
Emissions from vehicle traffic, Qv, were calculated using the following equation (Sailor & Lu, 2004): 
 𝑄𝑣(h) = 𝑇 × 𝐸 × 𝑉 × 𝐹𝑡(ℎ) (3) 
where T = distanced travelled per vehicle, E = energy released per km travelled (J/km), V = number 
of vehicles, and 𝐹𝑡(ℎ)is the fractional traffic profile.  
E, the energy release per km travelled, were calculated based on the calorific value of fuel, fuel density 
and average fuel economy (Australian Bureau of Statistics, 2012b; Quah & Roth, 2012). V was 
calculated based on population density, and the percentage of population that use cars to commute to 
work (de Silva & Lightfoot, 2010; Department of Infrastructure and Transport, 2013). This was 90% 
for all three cities. T, the distance travelled per vehicle, was calculated based on state travel data 
(Australian Bureau of Statistics, 2012), and 𝐹𝑡(ℎ)  was available from Brisbane City Council, 
VicRoads (2015) for Melbourne, and the Roads and Maritime Service (2015) for Sydney. For 
Brisbane, traffic volume data was available for the intersection of Ann and Edward St in the city 
centre. Hourly variation in traffic was not available for Adelaide. The Brisbane, Sydney and traffic 
profiles (Figure 3-3) are very similar to profiles for other urban centres in Europe and the USA 
(Hallenbeck et al., 1997; Menut et al., 2012; Sailor & Lu, 2004), as well as a general Australian urban 
profile (Bureau of Transport and Regional Economics, 2007). The Melbourne profile was used for 
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Adelaide as it is the most similar to the general Australian urban profile. This does not alter the daily 
magnitude of vehicle emissions for Adelaide, but it could affect the distribution of hourly emissions 
if there are large differences in traffic profiles among the cities. 
No seasonal profile was calculated for vehicle emissions as studies in Melbourne (Keay & Simmonds, 
2005) and the USA have found there is only minor seasonal variation in vehicle usage, particularly 
in urban areas (Hallenbeck et al., 1997; Sailor & Lu, 2004). 
 
FIGURE 3-3 Hourly traffic for Brisbane, Sydney, Melbourne and the overall Australian metropolitan average. 
Melbourne data was sourced from VICROADS (2015), Sydney data was sourced from the Roads and Maritime Service 
(2015) and Brisbane data from Brisbane City Council (2015). Australian metropolitan average data estimated were 
derived from Bureau of Transport and Regional Economics (2007). All profiles show peaks at 0800 and 1600 hours 
associated with people driving to and from work. 
3.3.3 Building emissions 
Energy emissions from buildings result from heating, cooling, ventilation, lighting and use of 
appliances (Quah & Roth, 2012; Sailor & Lu, 2004). There is a time lag between energy consumption 
and heat emission, which varies according to building design, ventilation, insulation and the type of 
cooling/heating system in place (Quah & Roth, 2012; Sailor & Lu, 2004). Due to the complexities 
and data required to estimate the lag between energy consumption and heat release, it was not 
calculated, and energy release was assumed to occur at the same time as energy consumption. This 
assumption is common to most anthropogenic heat estimates which adopt the inventory method 
(Quah & Roth, 2012; Sailor & Lu, 2004). 
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Building emissions, Qb, were broken down into heat released from electricity and heating fuel usage. 
National electricity data were split among states based on state energy use fractions (Bureau of 
Resources and Energy Economics, 2014a). The Bureau of Resources and Energy Economics (BREE) 
calculates national electricity data and state energy use fractions based on data from the National 
Greenhouse and Energy Reporting Scheme, federal and state government agencies and public 
company reporting (Bureau of Resources and Energy Economics, 2014b). State electricity use was 
then transformed into per capita energy use. This included industrial energy use, excluding 
agricultural and mining electricity use on the assumption that these industries would be occurring 
mainly in rural areas. Data on hourly electricity use data were available from the Australian Energy 
Market Operator (2015b) and were used to develop diurnal profiles (Figure 3-4). All four cities have 
similar electricity usage profiles, with morning and afternoon peaks, which are particularly 
pronounced in winter. In summer, the peak is less pronounced. In Brisbane, Sydney and Melbourne, 
summer electricity use increases throughout the day. In Adelaide, during summer, there is a slight 
decrease in electricity usage between the morning and afternoon peaks. In winter, for all four cities, 
there is a morning and afternoon peak in electricity usage and a trough in the middle of the day. 
 
FIGURE 3-4 Hourly electricity profiles for a) Brisbane, b) Sydney c) Melbourne and d) Adelaide in summer and winter 
(Australian Energy Market Operator, 2015b). Summer electricity use increases throughout the day and decreases after 
1800 hours. Winter electricity usage has two peaks, at 0900 and 1900 hours. 
Heat release from gas was calculated using Equation 4 (Sailor & Lu, 2004): 
58 
 
 𝑄𝑏𝑔(h) =  𝐺 ×  𝐶𝑔𝑎𝑠 ×  𝐹𝑔(ℎ) × 𝜌𝑝𝑜𝑝(ℎ) (4) 
where G = daily gas consumption per person, 𝐶𝑔𝑎𝑠  = combustion efficiency of gas, and 𝐹𝑔(ℎ) = 
hourly fractional profile of gas consumption. Daily gas data were available for all cities from the 
Australian Energy Market Operator (2015a). Hourly data was more difficult to obtain, which is a 
common issue in anthropogenic heat studies (Sailor & Lu, 2004). Previous work suggests that heating 
fuel usage is related to temperature in winter, but not in summer (Sailor & Lu, 2004). For this reason, 
and due to difficulty acquiring hourly data, summer heating fuel usage was assumed to be uniform 
throughout the day, as per Sailor and Lu (2004).  
An hourly profile of gas usage in July is available for Melbourne, and was used as the winter profile 
(Palmer, 2012). The Melbourne winter profile increases during the day until 0700 hours when it 
peaks. It then decreases until 1200 hours, before increasing and peaking again at 1800 hours. No 
profiles were available for Brisbane, Adelaide or Sydney, and so the Melbourne winter profile was 
used. As with the hourly vehicle profile, using the Melbourne profile does not change the daily 
magnitude of emissions, however it may result in the mis-timing of the hourly emissions if the profile 
is substantially different. Other studies have excluded emissions from gas altogether (e.g., Quah & 
Roth, 2012), or linked emissions to hourly variations in temperatures (e.g., Sailor & Lu, 2004). 
However, this was not feasible in this study due to a lack of city-specific information on how gas 
usage varies with temperature.  
3.3.4 Human metabolism 
To estimate heat release from human metabolism, it is necessary to quantify how metabolic rates vary 
throughout the day (Sailor & Lu, 2004). Previous work has found the sleeping rate for 70 kg males 
to be 75 W, which increases during the day depending on activity (Sailor & Lu, 2004). A person 
sitting has a metabolic rate of around 115 W, which increases to 230 W for slow walking (Sailor & 
Lu, 2004). Strenuous activities have rates around 300 W (Sailor & Lu, 2004). For this study, the 
sleeping rate (2300 – 0500 hours) was taken to be 75 W/person, and the active rate (0700 – 2100 
hours) was taken to be 175 W/person. The transition period was the average of the sleeping and 
waking rate. These rates are the same as those used by Sailor and Lu (2004) for American cities and 
Allen et al. (2011) in their global study, and similar to rates used in other studies (Quah & Roth, 2012; 
Smith et al., 2009). 
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3.4 Results 
We found annual city-wide daily maxima in anthropogenic heat at 0800 hours in Brisbane of 3.7 
W/m2, and 1700 hours in Sydney, Melbourne and Adelaide of 1.8 W/m2, 2.0 W/m2 and 1.6 W/m2 
respectively. Average annual daily minima were reached in the early morning hours for Brisbane, 
Sydney, Melbourne and Adelaide (1.7 W/m2, 0400 hours; 0.6 W/m2, 0300 hours; 0.8 W/m2, 0300 
hours; 0.6 W/m2, 0300 hours, respectively).  
 
FIGURE 3-5 Average hourly anthropogenic heat flux (W/m2) for a) Brisbane, b) Sydney, c) Melbourne and d) Adelaide 
in summer and winter. 
The anthropogenic heat fluxes for each city varied with season (Figure 3-5). Sydney, Melbourne and 
Adelaide had higher average daily anthropogenic heat fluxes in winter (1.3 W/m2, 1.6 W/m2, 1.2 
W/m2, respectively) than in summer (1.2 W/m2, 1.3 W/m2, 1.1 W/m2 respectively). In Adelaide, the 
heat flux in the early morning hours (0100 – 0200) was higher in summer than in winter. Conversely, 
Brisbane had a higher average heat flux in summer than in winter, although the difference was only 
0.04 W/m2. These differences are mainly driven by differences in heating fuel and electricity usage 
in winter and summer. Thirty percent of Sydney’s annual gas usage is in winter, while 20% is in 
summer. The difference in summer and winter gas use is even more pronounced in Melbourne, with 
40% in winter and 17% in summer. Adelaide also has a higher gas use in winter (34% of the annual 
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total), than in summer (24% of the annual total). In contrast, Brisbane’s winter gas usage was only 
2% higher than in summer, while electricity use was 9% higher in summer than in winter.  
 
FIGURE 3-6 Diurnal variation in non-seasonal total anthropogenic heat (Qf) for the respective city centres. The Statistical 
Area – 2 region chosen for each city was a) Brisbane city (2.2), b) Sydney – Haymarket – The Rocks (4.3), c) Melbourne 
(2.4) and d) Adelaide (10.48). Area in km2 in brackets. 
As expected, anthropogenic heat emissions were higher in the city centres than the surrounding SA2 
regions for all cities (Figure 3-7). Daily annual (non-seasonal) average anthropogenic heat emissions 
were 261 W/m2, 256 W/m2, 376 W/m2 and 39 W/m2 for the city centres of Brisbane, Sydney, 
Melbourne, and Adelaide respectively, which have an area of 2.2 km2, 4.3 km2, 2.4 km2 and 10.48 
km2, respectively. The highest heat flux occurred at 1600 hours in in all cities (Figure 4-6). The peak 
for the Brisbane CBD was 281 W/m2 in summer and 284 W/m2 in winter. Sydney’s peak occurred in 
the Haymarket – Rocks SA2 region, and was 270 W/m2 in summer and 297 W/m2 in winter. For the 
Melbourne CBD, the peak heat flux was 400 W/m2 in summer and 480 W/m2 in winter. Adelaide 
peaked at 45 W/m2 in summer and 48 W/m2 in winter.  
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FIGURE 3-7 Brisbane (a), Sydney (b), Melbourne (c) and d) Adelaide annual average hourly anthropogenic heat 
emissions (W/m2) during the day (0800 – 1600) for each Statistical Area level 2 census region. Max values - Brisbane 
261 W/m2, Melbourne 376 W/m2, Adelaide 39 W/m2 and Sydney 256 W/m2. Emissions are highest in the city centres, 
reflecting high working population densities. The graphs (right) are shown for transects (from A – B) from the city centre. 
Distance graph shows anthropogenic heat flux, Qf, for selected SA2 regions of increasing distance from the city centre.  
Brisbane’s heat flux decreases to < 5 W/m2 at 20 km from the city centre, while Adelaide reached 5 W/m2 at 15 km. 
Sydney and Melbourne reach 10 W/m2 at 36 km and 11 km from the city centre respectively.  
Anthropogenic heat flux decreased with distance from the city centre, particularly during the day 
(Figure 3-7). During the night, the heat flux was overall lower and there was less difference in heat 
flux between the city centre and surrounding suburbs. At night, the CBD in all cities, except 
Melbourne, no longer had the highest heat flux, and the highest heat flux instead occurred in the 
surrounding suburbs. This reduction in heat flux was due to the low resident populations in the CBD 
areas. The highest night-time heat flux of 32 W/m2 was in Sydney. The large increase in 
anthropogenic heat flux during the day was influenced by the high working population density. The 
average daytime and night-time anthropogenic heat emissions for each SA2 region are available in 
the Supplementary Material. 
The contribution of each heat source to overall anthropogenic heat was similar in each city (Figure 
3-8). Vehicles contributed between 42 – 46%, electricity 25 – 28%, gas 24 – 26% and human heat 
release 4 – 5%. The diurnal profile for all cities is dominated by vehicle emissions, coinciding with 
the peaks of morning and evening traffic. Building emissions, which includes electricity and gas, and 
emissions from human metabolism, have relatively little diurnal variation when compared to the 
range for vehicle emissions. In summer, electricity consumption contributed slightly more to 
emissions, while the contribution from heating fuels decreased, and vice versa in winter. 
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FIGURE 3-8 Contribution of each component: vehicles, building (electricity and gas) and human metabolism, totalling 
Qf throughout the day for each city. A = Brisbane, B = Sydney, C = Melbourne, D = Adelaide. Qf values are non-seasonal 
city-wide averages. 
3.5 Discussion 
Anthropogenic heat contributes to urban heat stress through the heat island, but is often neglected in 
urban climate studies due to a lack of estimates (Quah & Roth, 2012; Sailor, 2011). Previous work 
has shown that anthropogenic heat can increase urban temperatures by between 1 – 3 °C  
(Bohnenstengel et al., 2014; Fan & Sailor, 2005; Kimura & Takahashi, 1991; Sailor, 2011). Excluding 
anthropogenic heat therefore risks underestimating urban temperatures and the associated risk of heat 
stress.  
We found a large spatial variation in the anthropogenic heat emissions within each city associated 
with spatial variation in population density. As expected, the city centres and the high-density 
statistical areas had the highest emissions, particularly during the day. Average daytime emissions in 
the Melbourne CBD exceeded 300 W/m2, while the emissions in the surrounding suburbs were less 
than 100 W/m2. The Brisbane and Sydney CBDs had emissions greater than 200 W/m2, which 
decreased to less than 100 W/m2 3 km from the CBD. This large variation across the city has also 
been observed in London (Bohnenstengel et al., 2014). In London, hourly anthropogenic heat flux in 
the city centre exceeded 400 W/m2, while at the city fringes it was only 60 W/m2 (Bohnenstengel et 
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al., 2014). The variation in anthropogenic heat emissions with population is also consistent with other 
studies (Oke, 1988; Quah & Roth, 2012).  
Anthropogenic emissions varied seasonally in each city. Sydney, Melbourne and Adelaide, with their 
temperate climates, had higher emissions in winter, due to higher gas and electricity usage. In 
contrast, emissions in sub-tropical Brisbane were higher in summer due to electricity usage, possibly 
due to increased use of air-conditioning. These differences are reflected in the differences in the 
number of heating and cooling degree days among the four cities (Table 3-1). Brisbane has 996 more 
cooling degree days than heating, while Sydney, Melbourne and Adelaide have more heating degree 
days than cooling (Guan, 2009). Most previous work has found higher anthropogenic heat emissions 
in winter, particularly in temperate climates (Quah & Roth, 2012; Sailor & Lu, 2004). There have 
been a small number of studies on cities with tropical climates. Work by Quah and Roth (2012) for 
Singapore found emissions were higher in summer, which they linked to the need for cooling. This 
is consistent with the results found for Brisbane. 
The contribution of each component (i.e., vehicle, building and human metabolism) to overall 
anthropogenic heat flux was similar to results for other cities. Vehicle emissions account for 42 – 
46% of total anthropogenic heat flux, while human metabolism accounted for 4 – 5%. This is similar 
to results for other cities, where vehicles contribute between 47 – 62%  in Chicago, Atlanta, Los 
Angeles, San Francisco, Salt Lake City and Philadelphia and 51% in São Paulo, while human 
metabolism contributes 2 – 3% in the previously listed American cities and 8% in São Paulo (Ferreira 
et al., 2011; Sailor et al., 2015; Sailor & Lu, 2004). In South Korea, vehicle emissions are lower, 
accounting for between 25 – 40% of total emissions (Lee et al., 2009). The main difference between 
this study and others is heating fuel usage. In colder climates, heating fuel can contribute up to 57% 
of emissions in winter (Sailor & Lu, 2004), whereas in the Australian cities studied here the variation 
between summer and winter was considerably smaller, accounting for less than 27% of the total heat 
flux. In warmer climates, such as in São Paulo, Brazil, there is little seasonal variation in emissions 
from buildings (electricity and gas), which remains at around 40% all year (Ferreira et al., 2011). 
Despite having a higher population than both Brisbane and Melbourne, Sydney had lower daily heat 
flux. Sydney had slightly higher overall electricity use than Brisbane and Melbourne, but lower car 
travel. As vehicle emissions contributed nearly twice as much to total anthropogenic heat as electricity 
use, Sydney’s lower car travel had a larger impact on anthropogenic heat flux than the higher 
electricity use. The maximum hourly anthropogenic heat flux was also lower in Sydney as compared 
to Brisbane and Melbourne, while the Sydney CBD was also almost twice as large (4.3 km2) as those 
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for Brisbane and Melbourne (2.2 and 2.4 km2).  The working population was more densely located 
in Melbourne and Brisbane than in Sydney. The most densely populated region during the day in 
Sydney, Haymarket – The Rocks, had a lower population density than the most densely populated 
region in Melbourne, the Melbourne CBD. The surrounding SA2 regions in Sydney however had a 
higher population density than the regions surrounding the Melbourne CBD. This suggests the 
working population is spread out over more SA2 regions in Sydney than in Melbourne. This is 
reflected in the anthropogenic heat flux of the SA2 regions surrounding the city centre, which reached 
60 W/m2 for Melbourne, but over 100 W/m2 in Sydney. Sydney’s lower maximum anthropogenic 
heat flux is most likely related to the lower per capita car travel compared to Melbourne and Brisbane, 
and the more dispersed working population. 
Comparing the results of this study to other studies in Australia is difficult due to differences in city-
boundaries and spatial scale. Sailor et al. (2015), using an equation based on American cities, found 
a maximum summer value of 24.48 W/m2 for Sydney, and a maximum winter value of 21.81 W/m2. 
This is much higher than the city-wide average calculated here, but lower than the values found in 
the city-centre. Given that study provides little information on which parts of Sydney this calculation 
applies to, a comparison is difficult. The results of a study by Khan and Simpson (2001) for Brisbane 
are also difficult to compare due to differences in urban, rural and suburban land cover categories, 
and a lack of detail on how these categories were defined. Coutts et al. (2008) measured anthropogenic 
heat in Preston, north of Melbourne, as being between 9 - 12 W/m2. In our study, the values for the 
Preston SA2 region varied between 5 – 14 W/m2, with an average of 9.9 W/m2, which is comparable 
to Coutts et al. (2008). 
The overall city wide averages for the Australian cities are low (Table 3-3), particularly when 
compared to higher density cities in Singapore (Quah & Roth, 2012), Brazil (Ferreira et al., 2011), 
Korea (Lee et al., 2009), and North America (Sailor & Lu, 2004). The average anthropogenic heat 
flux for American cities varied between 5 – 70 W/m2, while for Australian cities the average was 
between 1- 4 W/m2 (Sailor & Lu, 2004). For Sydney, Melbourne and Adelaide, there are over 30 SA2 
regions each with emissions < 2 W/m2. In an area-weighted average these large low-emission areas 
bring down the city-wide average. Examining these areas using recent aerial photography reveals that 
these areas are more rural than urban (e.g., Yarra Valley in Melbourne, Redlands in Brisbane, Blue 
Mountains in Sydney). Unfortunately, for those studies that report only city-wide values, it is not 
always clear how the limits of the city were defined. Using smaller limits to the study area would 
have increased the results for the city-wide average. Calculating anthropogenic heat separately for 
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each SA2 census region makes it clear in this case where the boundaries of the city were drawn, and 
how anthropogenic heat emissions vary spatially across the city.  
While the city-wide averages were comparatively low for Australian cities, the peak values were 
comparable to those reached in other cities. The peak value for Melbourne (>400 W/m2) is 
comparable to values for the centre of London which range between 400 – 600 W/m2, and the peak 
values for Tokyo, which range between 400 – 1590 W/m2 depending on season (Bohnenstengel et al., 
2014; Ichinose et al., 1999). In these cities, anthropogenic heat increases the urban heat island by 1 – 
1.5ºC (Bohnenstengel et al., 2014; Sailor, 2011). The similarities between the Melbourne, London 
and summer-time Tokyo anthropogenic heat fluxes indicate that anthropogenic heat is an important 
contributor to Melbourne urban temperatures, particularly in the city centre. 
TABLE 3-3 City-wide average anthropogenic heat emissions estimated from previous studies. The results for these 
studies are generally much higher than the city-wide average for Australian cities calculated here of between 1 – 4 W/m2. 
Where population density was reported for day and night, the daytime value was used. Seoul had an average population 
density of 17,000 people/km2, but reached a max of 55, 697 people/km2 (LEE ET AL., 2009). 
Year City Pop size 
(millions) 
Pop 
density 
(km2) 
Anthropogenic heat 
(W/m2) 
Source 
2004 Atlanta, USA 0.4 1,830 5 – 15 Sailor and Lu (2004) 
2004 Chicago, USA 2.9 8,280 10 – 75 Sailor and Lu (2004) 
2004 Los Angeles, USA 3.7 5,570 10 – 35 Sailor and Lu (2004) 
2004 Philadelphia, USA 1.5 8,760 10 - 70 Sailor and Lu (2004) 
2008 -2009 Singapore 5 7,000 40 – 120 for 
commercial areas 
7 – 15 for residential 
areas 
Quah and Roth 
(2012) 
2004 - 2007 Sao Paulo, Brazil 10.8 12,740 5 - 20 Ferreira et al. (2011) 
2002 Seoul, Korea 10.3 17,000 55 Lee et al. (2009) 
2002 Incheon, Korea 2.6 2,650 53 Lee et al. (2009) 
2002 Gyeonggi, Korea 10.4 1,021 28 Lee et al. (2009) 
2008 Manchester, England 2.5 1,960 11 Smith et al. (2009) 
 
The anthropogenic heat values presented here were calculated based on 2011 population census data. 
Since then the study cities have increased in population; Brisbane and Melbourne have grown by over 
300,000 people, and Sydney by over 200,000 people (Australian Bureau of Statistics, 2015a). These 
trends are expected to continue into the future. In the next twenty years, Brisbane is expected to grow 
by over 800,000 people (Brisbane City Council, 2013), Sydney by 1,600,000 people (NSW 
Department of Planning and Environment, 2014), and the Melbourne CBD population is expected to 
grow by 83% (City of Melbourne, 2016b). As the population increases, the anthropogenic heat release 
should also increase if per capita vehicle and electricity use does not change. As the increased 
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population will come with increased density (Brisbane City Council, 2013; City of Melbourne, 
2016b) and not just expansion of the city, the maximum anthropogenic heat release is expected to 
increase. The increase in maximum anthropogenic heat release would further increase urban 
temperatures and the heat stress faced by urban residents in the city centres, which will also be 
exacerbated by climate change.  
It is our intention that the Qf values calculated in this study, and provided in the Supplementary 
Material, will be used in future urban climate studies for Australia. As the spatial scale of the Qf 
values varies within each city, due to variation in the size of the SA2 regions, their inclusion in an 
urban climate model may require sampling to a uniform grid that corresponds to the grid size of the 
climate model. Alternatively, if a model uses multiple urban land use categories, such as residential, 
or high-density, modelling studies may select the SA2 regions that best correspond to their urban 
categories, and use an average Qf value from those regions. 
3.6 Approach and limitations 
In our study, the calculation of hourly profiles was limited due to lack of data, and the inherent 
limitations of the inventory method. The diurnal variation was very similar for all cities. This is due 
to these cities relying on the hourly winter gas profile of Melbourne, and Adelaide using Melbourne’s 
hourly traffic profile. Further limitations include assuming that all workers arrive at work at the same 
time, and excluding shoppers and tourists (Medina et al., 2011; Quah & Roth, 2012). As well as the 
data limitations, the inventory method does not account for the lag between energy use and heat 
release in buildings, which introduces errors into the hourly estimation of anthropogenic heat (Sailor, 
2011).  
There can be significant differences between energy consumption and heat release in buildings 
(Dhakal et al., 2003, 2004; Sailor, 2011). The diurnal variation in heat discharge varies based on 
building type, type of heating and cooling system, location of air-conditioners in the building, and 
external air temperature (Dhakal et al., 2003, 2004; Sailor, 2011). Studies in Tokyo have found that 
most buildings store heat during the day, and release it in the late afternoon or evening, and thus 
methods that ignore the time lag would over-estimate the day time heat release, and underestimate 
night time heat release (Dhakal et al., 2003). In summer, the heat release from buildings can be higher 
than expected from energy consumption alone due to solar heating (Sailor, 2011). Methods that 
assume energy consumption is the same as heat release can have large errors in the timing of 
emissions which are not easily corrected  (Sailor, 2011). Despite this, inventory methods are still 
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common as they are easy to apply to widespread areas, and the difficulty in acquiring the data to 
estimate building heat release (Dhakal et al., 2003; Sailor, 2011). 
The assumptions related to the time of work, gas consumption, and building heat release have 
introduced potential errors into the timing of anthropogenic heat release. Assumptions relating to 
building environmental loads, and the use of state data for city calculations, have also introduced 
errors into the magnitude of anthropogenic heat emissions. Using aggregate state data for city 
calculations could potentially lead to an over or under-estimation of anthropogenic heat if the per 
capita energy use of urban residents is different than rural residents. State-level industrial electricity 
and gas usage was included in the calculations, which assumes that industry does not vary throughout 
the state. Mining and agricultural energy usage were excluded as they mostly occur outside cities. 
Again, this could lead to over or under-estimating anthropogenic heat. These assumptions were 
unavoidable given the data available for the study cities, and are common to all inventory approaches 
(Sailor, 2011). Despite the limitations to the inventory method, it is the most common way of 
calculating anthropogenic heat emissions (Sailor, 2011).   
3.7 Conclusion 
We estimated spatial, diurnal and seasonal profiles of anthropogenic heat flux for four Australian 
capital cities. We found that Sydney, Melbourne and Adelaide have higher winter than summer 
anthropogenic heat flux, while Brisbane has higher overall summer heat flux. This is due to 
differences in gas and electricity usage, which are related to differences in climate and the need for 
heating in winter and cooling in summer. We also found a large spatial variation in anthropogenic 
heat flux, with emissions decreasing rapidly with distance from the city centre. There was a large 
diurnal variation in anthropogenic heat flux due to hourly variation in population densities, car travel, 
electricity and gas usage. During the day there was a large increase in anthropogenic emissions in the 
city centre due to the influx of workers, while at night-time there was less spatial variation in 
anthropogenic heat. The Melbourne and Sydney CBDs had anthropogenic emissions above 300 
W/m2, while the Brisbane CBD had emissions above and 200 W/m2, which may affect urban 
temperatures in these areas. 
Anthropogenic heat contributes up to 3 ºC to the urban heat island, which increases urban heat stress 
(Kimura & Takahashi, 1991; Luber & McGeehin, 2008; Sailor, 2011). Heat stress is a serious public 
health concern in Australia, and heatwaves have been responsible for more deaths than any other 
extreme weather event (Coates, 1996; Hanna et al., 2011). Heat stress will become more important 
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as temperatures rise due to climate change, and an aging and increasingly urban population (Hughes 
et al., 2016). The anthropogenic heat emissions in the centre of Melbourne are comparable to the peak 
London and Tokyo summer values of around 400 W/m2, though much lower than the winter Tokyo 
values of 1590 W/m2 (Bohnenstengel et al., 2014; Sailor, 2011). In Tokyo, the summer anthropogenic 
heat emissions are enough to increase urban temperatures by 1 – 1.5 °C (Sailor, 2011). Given this, 
anthropogenic heating in Melbourne, Sydney and Brisbane could potentially be an important 
contributor to the urban heat island and heat stress in the central parts of the city. Effective adaptation 
to the increasing threats to urban health from climate change and the urban heat island requires 
understanding the future urban climate (Fischer et al., 2012; Kusaka et al., 2012; Luber & McGeehin, 
2008; Medina-Ramón & Schwartz, 2007). This study assists in this effort by estimating current 
anthropogenic heat values for use in urban climate studies in four major Australian cities. 
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CHAPTER 4  
THE EFFECT OF URBAN DENSITY AND VEGETATION COVER ON THE HEAT 
ISLAND OF A SUB-TROPICAL CITY 
Abstract 
This chapter investigates the impact of urban growth and loss of vegetation cover on the UHI in the 
sub-tropical city of Brisbane, Australia, during average and extreme conditions. The Conformal Cubic 
Atmospheric Model (CCAM) was run at a 1km spatial resolution for 10 years. The average night time 
temperature increase was 0.7 °C for the urban growth scenario, and 1.8 °C for the No Vegetation 
scenario. During a period of extreme heat, the mean maximum temperature increase in urban areas 
was between 2.2 - 3.4 °C ⁰C for the No Vegetation scenario and 0.3 – 1.6 °C for the Medium Density 
scenario. The results are similar to previous work for temperate cities, with the intensity of the UHI 
effect being higher at night and during winter than during the day and summer. Vegetation cover had 
the strongest impact on temperatures, more so than building height and height/width ratio. 
Maintaining and restoring vegetation, therefore, is a key consideration in mitigating the urban heat 
island. The large temperature increases found in this study, particularly during periods of hot days, 
shows that reducing the UHI is vital for protecting the health of urban residents and should be a 
priority in urban landscape planning and design. 
This chapter has undergone minor modifications from the paper published as Chapman, S., 
Thatcher, M., Watson, J. E. M., Salazar, A., & McAlpine, C. A. 2018. The effect of urban density 
and vegetation cover on the heat island of a subtropical city. Journal of Applied Meteorology and 
Climatology, 57:11. 
4.1 Introduction 
The urban heat island effect (UHI) is a prominent example of how human modiﬁcation of the land 
surface affects the local and regional climate (Pielke et al., 2016). However, the geographic focus has 
been mainly on temperate cities rather than tropical or subtropical cities (Arnfield, 2003; Karam et 
al., 2010; Roth, 2007; Stewart, 2011). This is an important limitation because tropical and sub-tropical 
cities are growing faster than cities in the higher latitudes (Roth, 2007; Seto et al., 2012). Previous 
work in tropical and subtropical cities has shown that the UHI effect tends to be lower there than in 
temperate cities, which may be due to differences in anthropogenic heating, surface moisture, 
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building materials or number of heating/cooling degree days (Roth, 2007; Wienert & Kuttler, 2005). 
In temperate cities, summer-winter differences are important determinants of the magnitude of the 
heat island effect, while wet-dry seasonal differences are more important in tropical and subtropical 
cities (Arnfield, 2003). Given the projected high rates of future urban growth in tropical and sub-
tropical cities, and that temperatures and heat stress are already high for most of the year (Hyatt et 
al., 2010), understanding the UHI effect in these cities is important. 
The UHI occurs when urban areas are warmer than rural areas and is caused by the conversion of the 
land surface to urban uses (Arnfield, 2003). The UHI increases as cities grow in size and density 
(Arnfield, 2003). On average, the UHI is 2 °C, but can exceed 8 °C  under conditions of low wind 
speed and cloud cover (Chang et al., 2007; Gedzelman et al., 2003; Sharifi & Lehmann, 2014; Wilby, 
2008). The main mechanisms influencing the UHI are the reduction in evapotranspiration due to a 
loss of vegetation, increase in anthropogenic heat release from human activity (i.e., vehicle use, 
heating and cooling of buildings), changes in albedo from buildings, and trapping of radiation in the 
“urban canyon” (Arnfield, 2003; Oke, 1982). The magnitude of the UHI is affected by both urban 
expansion and increasing density of urban land use. Increased density includes increased building 
heights, reduced height/width ratio of streets to buildings and reduced vegetation fraction. The 
geographic expansion of the urban area tends to increase the spatial extent of the UHI effect with 
little effect on its intensity, whereas increasing urban density tends to increase the intensity of the 
UHI effect (Adachi et al., 2014; Chapman et al., 2017; Coutts et al., 2008). 
Urban residents are more vulnerable to heat stress during heat waves due to the UHI effect; however 
heatwaves may also intensify a pre-existing heat island (Hajat et al., 2010; Li & Bou-Zeid, 2013; Li 
et al., 2015; Luber & McGeehin, 2008). The interaction between the UHI and heat waves is an area 
of current research, and is not well understood.  Some authors have suggested mechanisms through 
which heat waves can intensify the UHI, such as through changes to weather and reduced 
evapotranspiration in urban areas (Li & Bou-Zeid, 2013; Li et al., 2015). During heat wave 
conditions, urban areas may have slightly higher incoming long-wave radiation than rural areas due 
to higher air temperature (Li et al., 2015). The difference in latent heat flux between rural and urban 
areas may also widen during heat waves (Li et al., 2015).  As temperature increases, evaporation also 
increases with sufficient water availability (Li et al., 2015). However, urban areas have limited water 
available for evapotranspiration, so evapotranspiration does not increase in a heatwave in urban areas 
as much as rural areas (Li et al., 2015). As a consequence, latent heat flux increases more in rural 
areas during a heat wave than in urban areas (Li et al., 2015). For long duration heat waves, however, 
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this mitigating effect may reverse if vegetation loses too much water to evapotranspiration in the 
beginning of the heatwave, and as a consequence has limited water available for evapotranspiration 
in the later stages of the heatwave (Ward et al., 2016; Yunusa et al., 2015). These processes may 
increase the temperature differences between urban and rural areas during heat waves and amplify 
the UHI effect (Li & Bou-Zeid, 2013). Heat waves can also be associated with high pressure anti-
cyclones, which are associated with low wind speeds which tend to increase the UHI effect (Li & 
Bou-Zeid, 2013; Oke, 1982). The reduced evapotranspiration and low wind speeds may act 
synergistically, not only increasing the absolute urban and rural temperatures, but also increasing the 
differences between urban and rural temperatures and the associated heat stress (Li & Bou-Zeid, 
2013). However, to date there has been little research on the interaction between the UHI and 
heatwaves, and whether these explanations hold in reality is still uncertain.  
A main component of the UHI is the reduction in vegetation cover in urban areas (Grimmond & Oke, 
1991; Loughner et al., 2012; Oke, 1982). With less vegetation cover (grass and trees), there is less 
evapotranspiration, and energy is partitioned more into sensible rather than latent heat (Oke, 1982). 
Trees also affect temperatures within cities through shading and lowering of wind speeds (Heisler, 
1977; Loughner et al., 2012; Spronken-Smith & Oke, 1998). During the day, areas with tall trees will 
be cooler than urban areas and open parks with low tree cover due to higher rates of 
evapotranspiration and deeper shade cover. During the evening, tall trees will cool more slowly than 
open areas due to a lower sky view factor (Spronken-Smith & Oke, 1998, 1999). A park with high 
tree cover tends to be cooler during the night time than the surrounding urban area due to starting the 
evening with a lower temperature, whereas an open park tends be hotter during the day but cool more 
rapidly after sunset (Potchter et al., 2006; Spronken-Smith & Oke, 1998, 1999). In summary, grass 
and trees both have the potential to reduce temperatures in urban areas, with treed parks being more 
effective during the day, and open grassy areas potentially being more effective at night. 
Previous UHI studies have focussed mostly on expansive forms of urban growth, rather than 
densification (Chapman et al., 2017). Expansion mainly increases the area affected by the UHI, while 
densification tends to increase the intensity of the UHI (Adachi et al., 2014; Coutts et al., 2008). 
Though spatial expansion has been the most common form of urban growth, there has been 
widespread adoption of policies that promote more compact cities (Chan & Yung, 2004; Seto et al., 
2011). Densification of urban areas is common in Europe, while in the United States, city densities 
have declined over time despite policies to reduce sprawl (Broitman & Koomen, 2015). In Australia, 
many urban planning policies aim to limit urban expansion in preference to higher-density infill 
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(Brisbane City Council, 2014; City of Melbourne, 2016a; NSW Department of Planning and 
Environment, 2014). While urban expansion is an important process affecting the UHI, the prevalence 
of compact, high-density city planning policies means it is also important to explore the impact of 
urban densification on the UHI. 
Here, we examine the impact of urban growth on the temperatures experienced by a sub-tropical city 
during both average temperature conditions and extreme high-temperature conditions. We conducted 
two high-resolution climate modelling experiments of the impact of contrasting land cover scenarios 
on the climate of Brisbane, a sub-tropical city in eastern Australia. The first scenario involved 
reducing vegetation cover to zero, while the second scenario involved a reduction in vegetation cover 
and an increase in building height by increasing the urban density in approximately half of the urban 
area. We examined the effect on the UHI for both average and extreme heat conditions to determine 
if the change in the magnitude of the effect was amplified during hot weather. 
4.2 Methods 
4.2.1 Study area 
Brisbane is the third most populous city in Australia, with 1.9 million people (see Figure 4-1). It has 
a sub-tropical climate (27.4698oS, 153.02151oE) with summer-dominant rainfall (Bureau of 
Meteorology, 2017). Mean monthly temperatures range from 21.7 to 28.5 °C and in the last ten years 
there have been on average 43 days a year when temperature exceeded 30 °C  (Bureau of 
Meteorology, 2017). Over the next 30 years, urban population growth is expected to continue at 1.4 
– 3.1% per annum, and most urban development will be via densification rather than geographic 
expansion of the urban area (Australian Bureau of Statistics, 2013c; Brisbane City Council, 2014). 
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FIGURE 4-1 Location of study area, Brisbane, Australia and domain for 1km and 8km model resolution. Inset map: 
Domain for 60km resolution.  Dashed lines show Tropic of Capricorn and Equator. 
4.2.2 Model configuration 
In this study, we used the CSIRO CCAM (conformal cubic atmospheric model) to run high-resolution 
(1 km grid cell) climate simulations over Brisbane City. CCAM is an atmospheric global model 
developed on a conformal-grid (McGregor & Dix, 2001; McGregor & Dix, 2008). Using the Schmidt 
transformation, CCAM can run in a stretched-grid mode which allows high-resolution simulation 
over selected regions (McGregor & Dix, 2008). For our experiments, the model was first run with a 
quasi-uniform global resolution of 100 km using a C96 grid.  This experiment used bias corrected 
sea-surface temperatures from ACCESS 1.0, a global climate model developed by CSIRO and the 
Australian Bureau of Meteorology (Bi et al., 2013).  The bias correction method is described by 
Hoffmann et al. (2016), and is designed to improve the mean and interannual variability in climate 
variables, as compared to non-corrected SSTs.  The model was then run in stretched grid mode and 
downscaled to 60km, 8km and then 1 km resolution over the following regions: 0º – 60º S, 105º – 
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165º E, 25.5º – 29.5º S, 151º – 155º E and 27.2º – 27.8º S, 152.7º – 153.5º E (see Figure 4-1). We 
used a global stretched C48 grid and extracted data from the high-resolution area (1 km domain), 
which used 48 x 48 gridpoints. A total of 27 vertical model levels were used, ranging from 20m – 
35km, with 10 levels in the first 1000m. The orography data used in CCAM has a 250m resolution 
over Australia and was provided by Geoscience Australia.  
The model physics schemes are listed in Table 4-1. CCAM includes the ATEB (Australian Town 
Energy Budget) model for urban areas. ATEB is based on the Town Energy Budget model and has 
been updated to reflect the Australian context; idealized air-conditioners have been parameterized, 
the urban vegetation component has been altered to better reflect the vegetation in Australian suburbs 
and the model now includes consideration of two canyon walls facing easterly and westerly directions 
(Masson, 2000; Thatcher & Hurley, 2012). ATEB has previously been used to model urban climates, 
including with mitigation measures, such as increasing albedo and vegetation, in Australian cities 
(Chen et al., 2015; D. Chen et al., 2014; Luhar et al., 2014; Ren et al., 2014).   
TABLE 4-1 Model schemes used in CCAM 
Physical Options Schemes 
Cloud microphysics Liquid and ice-water microphysics scheme of Rotstayn 
(1997).  Snow and graupel scheme of Lin et al. (1983) 
Convective parameterization Mass-flux cumulus convection scheme (McGregor, 2003; 
McGregor & Dix, 2008) 
Radiation scheme Geophysical Fluid Dynamics Laboratory (GFDL) 
parametrization for short and long-wave radiation 
(Schwarzkopf & Fels, 1991; Schwarzkopf & Ramaswamy, 
1999) 
Gravity wave drag Chouinard et al. (1986) 
Boundary layer Local Richardson number (McGregor et al., 1993) and 
nonlocal vertical mixing (Holtslag & Boville, 1993) 
Land surface model CABLE land surface scheme (Kowalczyk et al., 2006) 
Urban model Australian Town Energy Budget (Thatcher & Hurley, 2012) 
 
4.2.3 Experimental design 
The experiments (see Table 4-2 for description) were designed to evaluate the effect of vegetation 
and urban land cover on temperatures (see Figure 4-2 for the land cover for each scenario). The three 
contrasting simulations were: 1) a control, 2) a zero vegetation cover run, and 3) a run with 
approximately half the urban area converted from low to medium density. These scenarios are 
referred to as ‘Control’, ‘No Vegetation’ and ‘Medium Density’. 
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TABLE 4-2 Summary of land cover variables associated with each scenario. ATEB = Australian Town Energy Budget 
model, MODIS = Moderate resolution imaging spectroradiometer, CBD = central business district. 
Scenario 
name 
Description Land cover 
Control Control Uses 2001 MODIS land cover with the 
addition of the CBD high density area. 
No 
Vegetation  
Reduced vegetation fraction in 
urban areas to 0%. 
Same land cover as Control, however the 
green space fraction for each urban 
category in ATEB was reduced to 0%. 
Medium 
Density 
Increase urban density from low to 
medium in approximately half of 
area 
Based on 2001 MODIS land cover, with 
inner half (from the centre of Brisbane 
outwards, covering approximately half 
the urban area) of the Brisbane urban 
area changed from low density to 
medium density. 
 
The land cover maps of all scenarios were based on the MODIS 2001 land cover data, with the IGBP 
classification scheme (Global Land Cover Facility, 2018). In addition, two new urban categories were 
added: urban – high and urban – medium (see Table 4-3 for an explanation of the parameters 
associated with these categories).  
For the Control scenario, the only change to land cover was the addition of the CBD as a high density 
area. For this scenario, the low density urban area covered 900 km2, and the CBD area covered 2 km2. 
The Control scenario was designed to represent the current Brisbane land cover, and act as a 
comparator for the Medium Density and No Vegetation scenarios. 
In the Medium Density scenario approximately half of the low density urban land cover was converted 
to medium density (see Figure 4-2). Converting from low to medium density urban land cover 
increases building heights by 2 m, reduces the amount of green space by 11%, reduces building 
fraction by 1% and increases the height/width ratio by 0.2. This scenario models the effect of changing 
building height, height/width ratio, vegetation fraction and building fraction on urban temperatures. 
The No Vegetation experiment represented an urban landscape with no vegetation cover, and tested 
the impact of removing vegetation cover on temperatures. This scenario had the same land cover 
categories as the Control (see Figure 4-2); however the green space fraction was changed in the urban-
low and urban-high categories to 0%. 
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The parameters for each urban category in ATEB were based on measurements from Melbourne, an 
Australian city with a temperate climate, and are shown in Table 4-3 (Coutts et al., 2007). The urban 
categories correspond to the Urban Climate Zones developed by Oke (2004). Urban – high 
corresponds to urban climate zone 3, highly developed medium density, and urban – medium and 
urban – low correspond to zone 5, medium density, low density suburban (Coutts et al., 2007). Green 
space fraction refers to in-canyon vegetation, primarily represented as 1 m shrubs, and is based on a 
big-leaf model as described in Thatcher and Hurley (2012). 
TABLE 4-3 Characteristics for the urban categories (high, medium and low) used in ATEB, the Australian Town Energy 
Budget model 
Category Urban - high Urban - medium Urban - low 
Building height (m) 18 8 6 
Building fraction  65% 46% 45% 
Green space fraction 5% 34% 45% 
Height/width ratio 2 0.6 0.4 
Roof albedo 0.2 0.2 0.2 
Wall albedo 0.3 0.3 0.3 
Road albedo 0.1 0.1 0.1 
Vegetation roughness length 0.1 0.1 0.1 
 
The land cover differences between each scenario and the Control at specific points are detailed in 
Table 4-4. Land cover at the rural point remained the same for all scenarios. For No Vegetation, all 
urban locations saw reductions in vegetation. For the Medium Density scenario, land cover changed 
at Brisbane City and Archerfield.  
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FIGURE 4-2 Land cover for each of the scenarios: A) Control and No Vegetation, B) Medium Density. For No 
Vegetation, the same map as the Control scenario was used, however the vegetated fraction in the urban areas was set to 
zero. Red points show the location of weather stations used to validate the model predictions. The red cross shows the 
location of the rural point used for comparing urban and rural scenario results. 
The average land cover change associated with the No Vegetation scenario was a reduction in green 
space of 45%. In the low density area, which covers 99.7% of the urban area in the Control, green 
space fraction was reduced from 45% to 0%. In the high-density area, which covers the remaining 
0.3% of the Control urban area, the green space fraction was reduced from 5% to 0%. In the Medium 
Density scenario, over half of the low density area was changed to medium density, while high-
density areas and the remaining low density areas were left unchanged. This corresponds to an 
average increase in building height over the entire urban area of 1.3 m, an average increase in building 
fraction of 0.65%, a decrease in vegetated fraction of 7.2% and an increase in height/width ratio of 
0.13. 
TABLE 4-4 Change in land cover for each scenario at each location in comparison to the Control. 
Location Scenario 
No Vegetation Medium Density 
Brisbane  Veg fraction reduced from 45% to 0% Low to mid-density 
Archerfield Veg fraction reduced from 45% to 0% Low to mid-density 
Logan Veg fraction reduced from 45% to 0% Remained low density 
Rural No change No change 
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Each scenario was run for 10 years (2000 – 2010) over summer, November – February, with 
November being discarded after acting as a month of spin up for each summer (December – 
February). At 1 km, CCAM has a time step of 20 seconds, as does ATEB. The scenario outcomes 
were compared using seasonal average temperature and during an extreme heat event. Extreme heat 
events were defined as three or more consecutive days with average temperature above the 97.5th 
percentile of average rural air temperature. In addition, sensitivity experiments were conducted using 
ATEB to determine how sensitive the urban model was to changes in vegetation fraction, roughness 
length, building height and height/width ratio. The results of the sensitivity experiments are shown in 
Appendix A. 
4.3 Model validation  
The ability of the model to reproduce air temperatures in summer was evaluated by comparing the 
Control monthly average, minimum, and maximum temperature with observational data from six 
Bureau of Meteorology weather stations (see Table 4-5 and Figure 4-2). The observational monthly 
average temperature was calculated based on 3-hourly data provided by the Bureau of Meteorology. 
All stations except Redland and Logan had hourly data available at 3-hour intervals. Redland and 
Logan only had data available for 9 am and 3 pm, and so they were not used in the calculation of 
MAE, bias and RMSE for average temperature. Observational monthly minimum and maximum data 
was calculated based on daily minimum and maximum data from the Bureau of Meteorology. The 
weather station data was also used to calculate the UHI.  
TABLE 4-5 The Mean Absolute Error (MAE), bias and root mean square error (RMSE) of Tmin, Tmax and Tave as 
calculated between the Control and weather observation data from 2000 - 2010. Weather stations: 040004 = Amberley, 
040211 = Archerfield Airport, 040913 = Brisbane City, 040842 = Brisbane Aero, 040854 = Logan City Water Treatment 
Plant, 040265 = Redland. * indicates stations with 3-hourly data only available at 9 am and 3 pm   
Station MAE Bias RMSE 
Min Max Ave Min Max Ave Min Max Ave 
Amberley 0.8 2.0 0.7 -0.7 1.9 0.6 0.9 2.3 0.9 
Archerfield 0.8 1.9 1.6 0.8 1.9 1.6 0.9 2.1 1.6 
*Redland 2.0 1.3  2.0 1.3  2.2 1.5  
Bris. Aero 1.0 1.5 1.4 0.9 1.5 1.4 1.0 1.6 1.4 
*Logan 0.7 2.0  0.5 2.0  1.0 2.1  
Bris. City 0.5 1.7 1.3 0.4 1.7 1.3 0.6 1.9 1.3 
Mean 1.0 1.7 1.2 0.7 1.7 1.1 1.1 1.9 1.3 
 
The average summer temperature of the model was 1.1 °C higher than observations, based on average 
monthly temperature. The minimum temperature was 0.7 °C higher, while maximum temperature 
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was 1.7 °C higher. Redland, a coastal location, had the highest bias with the minimum temperature 
2.0 °C too high. The Brisbane City station had the lowest bias in minimum temperature of 0.4 °C.  
The UHI was based on three-hourly weather station data from 2000 – 2010, and was calculated as the 
difference between an urban point, Brisbane City weather station, and a rural point, the average of 
temperatures at Brisbane Airport and Amberley. Brisbane Airport and Amberley are the most rural 
of the available weather stations, however they are located on the urban fringe, rather than being truly 
rural. Furthermore, Brisbane Airport is close to the coast and Amberley is 50 km inland and has a 
higher elevation than Brisbane City. Given neither is an ideal rural station, we have used an average 
of the temperatures at both stations as the rural temperature for the purposes of calculating the UHI. 
The average UHI from 2000 – 2010 was 0.8 °C. The UHI intensity was highest at night and lowest 
during the day, becoming a cool island in the afternoon (see Figure 4-3). The UHI intensity was 
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highest in winter, and in the dry season, with an average of 1.4 °C, and lowest in summer, with an 
average of 0.4 °C.  
         
FIGURE 4-3 The seasonal UHI, calculated as the difference between Brisbane City and the average of Amberley and 
Brisbane Airport, based on weather station observation data from 2000 – 2010. A) Summer/winter, B) wet (Nov - March) 
and dry (April - Oct) seasons. Shaded area shows one standard deviation. 
4.4 Results 
4.4.1 Overview 
In the following sections, the results of the two scenarios of urban growth are first compared to the 
Control scenario using seasonal data. The scenarios are then compared to the Control across the entire 
study area using temperature, wind speed, relative humidity, and latent and sensible heat flux. Next, 
the number and duration of extreme heat events for each scenario are presented, followed by the 
number of hot days and nights per summer for each scenario. The UHI is then calculated using model 
data and compared to the UHI calculated using observational data. Finally, the hourly variation in the 
components of the energy budget (latent and sensible heat flux, net radiation and storage) for each 
Winter 
Dry 
Summer 
Wet 
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scenario is presented and used to explain the variation in temperature between the two land cover 
scenarios and the Control.    
4.4.2 Changes in temperature between scenarios based on seasonal temperature 
The changes in temperatures for each land cover scenario were compared at four locations: Brisbane 
City, Archerfield and Logan weather stations, and one rural location (Figure 4-2 and Table 4-4). The 
changes in average summer temperature between the Control and the scenarios are shown in Table 
4-6. The statistical significance of the difference between the average seasonal temperature of the 
scenarios and the Control was compared using the Kruskal-Wallis test as the assumption of normality 
was not met. 
TABLE 4-6 The average difference in model temperatures between the two land cover scenarios and the Control for all 
Austral summers (DJF) for 2000 – 2010. ** indicates p ≤ 0.05, * indicates p ≤ 0.1. The Kruskal-Wallis test was used due 
to a lack of normality. Standard deviation shown in brackets. 
Location No Veg - Control Medium Density - Control 
Avg Min Max Avg Min Max 
Brisbane City 
0.99* 
(0.09) 
1.83** 
(0.20) 
0.44 
(0.17) 
0.20 
(0.06) 
0.69* 
(0.15) 
-0.09 
(0.14) 
Archerfield 
0.94* 
(0.08) 
1.58** 
(0.14) 
0.40 
(0.21) 
0.15 
(0.07) 
0.45 
(0.09) 
-0.12 
(0.16) 
Logan 
0.86* 
(0.09) 
1.36** 
(0.12) 
0.50 
(0.13) 
-0.03 
(0.14) 
0.01 
(0.11) 
-0.05 
(0.24) 
Rural 
0.10 
(0.28) 
0.14 
(0.13) 
-0.02 
(0.50) 
-0.04 
(0.27) 
0.00 
(0.09) 
-0.08 
(0.48) 
 
The largest temperature increases occurred at night when vegetation cover was reduced to 0% (see 
Figure 4-4). The No Vegetation scenario resulted in increases in average temperature in urban 
locations of 0.8 – 0.9 °C above the Control. Night time temperatures increased for No Vegetation in 
urban locations by 1.3 – 1.8 °C . Significant changes in temperature occurred only where land cover 
was changed; for No Vegetation this was all the urban points, and for Medium Density this was at the 
Brisbane City weather station. The increase in temperature at Archerfield was not significant for the 
Medium Density scenario. Increases in urban density had a smaller effect on temperatures than 
reducing vegetation cover, and the Medium Density scenario resulted in an increase of 0.7 °C for 
night-time temperatures.  
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FIGURE 4-4 CCAM seasonal mean minimum temperature (±standard deviation) for each land cover scenario between 
2000 – 2010.  A) Within approximately 5 km of the city centre; and B) the outer urban area (>5 km from CBD) that 
changed in the Medium Density scenario. a indicates the change in minimum temperature was not significant at p<0.05%. 
b indicates a significant change in minimum temperature.   
4.4.3 Changes in temperature between land cover scenarios across the study area 
Similar patterns of temperature change are shown for the entire Brisbane region (Figure 4-5). The 
most significant changes in minimum temperature occurred within urban areas and for the No 
Vegetation scenario. For the No Vegetation scenario, minimum temperatures increased by 1 – 2 °C, 
while for the Medium Density scenario temperatures increased by up to 1 °C. There was very little 
significant change in maximum temperature. Sensible and latent heat flux again had the most change 
within the urban area where land cover changed. Latent heat flux decreased in the urban areas for 
both scenarios, with the biggest decrease occurring for No Vegetation. Sensible heat flux increased 
for both scenarios.  
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There was a minor decrease in relative humidity in both scenarios, more so in the No Vegetation 
scenario (Figure 4-5, row 5). Ten metre wind speed decreased slightly in urban areas where land 
cover changed in the Medium Density scenario, and increased slightly in the No Vegetation scenario 
(Figure 4-5, row 6). The decrease in relative humidity in the No Vegetation scenario is explained by 
the increase in temperature (Figure 4-5, rows 1 and 2) and the decrease in latent heat flux (Figure 4-
5, row 3), both of which would act to decrease relative humidity. The increase in temperature results 
in an increase in the water vapour capacity of the air, decreasing relative humidity, while the decrease 
in latent heat flux means less evaporation and less water availability. The change in wind speed in 
both scenarios is explained by a change in surface roughness; higher buildings in the Medium Density 
scenario increase surface roughness, decreasing wind speed, while the reduction in vegetation in No 
Vegetation decreases surface roughness, increasing wind speed.  
  
86 
 
 
FIGURE 4-5 Column A shows the value of the variables for the Control, column B and C show the difference, calculated 
as Scenario – Control,  between the Control and the scenarios (Medium Density and No Vegetation). Rows 1 and 2 show 
the minimum and maximum temperature (⁰C), rows 3 and 4 show the latent and sensible heat flux (W/m2), row 5 shows 
relative humidity (%) and row 6 shows 10 m wind speed (m/s). Dots indicate changes with confidence level 95%.  
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4.4.4 Extreme heat events 
The duration and number of extreme heat events increased for both land cover scenarios, but more so 
for the No Vegetation scenario. Extreme heat events were defined as events of three or more days 
with average daily temperature above the 97.5th percentile of average temperature for the Control 
Rural point, which was 30 °C. Over the entire 10 year period, extreme events were three times more 
common in the No Vegetation scenario than in the Control. There was little difference in the number 
of extreme heat events between the Control and Medium Density scenarios, however for the Brisbane 
City weather station location the extreme events lasted longer than in the Control. For the Control, 
extreme events of five days only occurred at the Rural point and Archerfield, while in the Medium 
Density scenario, these events also occurred at Brisbane City. The No Vegetation scenario was the 
only scenario which experienced extreme heat events that lasted for longer than 5 days. The longest 
event, which lasted 7 days, occurred at the Brisbane City weather station location and Archerfield in 
the No Vegetation scenario. This occurred once in the 10 year period.  
In the 10 year simulation period, there were only two widespread extreme heat events which affected 
all four locations, Rural, Archerfield, Logan and Brisbane City. These events were from Dec 23-26, 
2001, and Feb 20-23, 2004. The February extreme heat event started one day earlier than the Control 
in the No Vegetation scenario, and finished one day earlier than the Control in the Medium Density 
scenario. The average hourly temperature difference between the scenarios and the Control during 
these two events is shown in Figure 4-6.  
In urban areas during both these events, the mean maximum increase in temperature above the 
Control for the No Vegetation scenario was between 2.2 °C and 3.8 °C, and for the Medium Density 
scenario, the mean maximum increase was between 0.3 °C and 1.6 °C. The average increase in 
temperature in urban locations during these events for the No Vegetation scenario was between 1.1 
and 1.7 °C, which is higher than the increase in temperature of 0.1 – 1.0 °C between No Vegetation 
and Control scenario found using seasonal averages (Table 4-5). For the Medium Density scenario, 
the average increase in temperature above the Control scenario during these two periods was 0.7 °C 
at Archerfield and 0.6 °C at Brisbane City, which is higher than the increase of 0.15 – 0.20 °C found 
using seasonal averages (Table 4-5). These temperature increases occurred mostly in the evening and 
early morning, and acted to extend the period of high temperatures, rather than increase maximum 
temperatures.  
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FIGURE 4-6 Average hourly difference in modelled temperature between the urban growth scenarios and Control during 
two widespread extreme heat events (December 23-15, 2001 and February 19-21, 2004), for A) Rural, B) Logan, C) 
Archerfield, and D) Brisbane City weather station locations. The dotted line shows no change between the scenarios and 
Control. Shaded area shows one standard deviation. 
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During the December and February heat events there were short-duration changes in temperature in 
areas where land cover did not change. At the rural point, in the afternoon and evenings (3pm – 4am) 
the No Vegetation scenario was 0.61 °C (standard deviation = 0.23) higher than the Control scenario. 
On average, the temperature in the Medium Density scenario was similar to the Control at Logan, 
where land cover did not change. However during the afternoon (3 – 6pm), the Medium Density 
scenario was 1 °C lower or up to 5 °C higher than the Control. During the December 2001 event 
Logan was warmer (1 – 5 °C) in the Medium Density scenario than the Control in the afternoon, while 
during the February event in the afternoons, Logan tended to be cooler (1 – 1.4 °C) in the Medium 
Density scenario than in the Control.  
4.4.5 Hot days and nights 
The average number of hot nights per summer increased significantly above the Control for the No 
Vegetation scenario (p<0.05), while there was no significant change in the average number of hot 
days per summer for either scenario (Figure 4-7). The statistical significance of the difference 
between the average number of hot days and nights per summer between the land cover scenarios and 
the Control was compared using the Kruskal-Wallis test as the data were not normally distributed. 
Hot days were defined as days with temperatures equal to or above the 97.5th percentile of maximum 
temperature at the rural point in the Control scenario. This temperature was 42 °C. Similarly, hot 
nights were defined as temperatures equal to or above the 97.5th percentile of minimum temperature, 
which was 23 °C at the rural point in the Control scenario.  
The average number of hot nights per summer more than doubled in the No Vegetation scenario at 
Archerfield (17 to 37 nights) and at Brisbane City (23 to 51). For the Medium Density scenario, the 
increases in the number of hot nights per summer was only significant at the Brisbane City weather 
station at p = 0.10. 
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FIGURE 4-7 Average number of hot nights (A) and days (B) per summer (2000 – 2010) for Control and land cover 
scenarios, based on model data. Standard deviation shown with error bars. Hot day defined as a day with the maximum 
temperature equal to or above the 97.5th percentile of maximum temperature for the Rural point in the Control scenario 
(42⁰C). Hot night defined the same way using minimum temperature (23⁰C). a indicates the change in average number 
of hot nights per summer was not significant at p<0.05%. b indicates a significant change in average number of hot nights 
per summer. There was no significant change in average number of hot days per summer. 
4.4.6 Urban heat island  
The model UHI (see Figure 4-8) was calculated in the same way as the observational UHI, which is 
the difference in temperature between the Brisbane weather station and the average of Amberley and 
Brisbane Airport. For the Control scenario, the average model UHI was 0.7 °C, which is higher than 
the summer observational UHI (see Figure 4-3). Based on the model results, a cool island (urban 
areas cooler than rural areas) developed in the afternoon for all scenarios except for the No Vegetation 
scenario. The minimum UHI value was reached around 3pm for the Control, and was -0.4 °C. The 
difference in the UHI effect between the land cover scenarios and the Control was strongest at night. 
The maximum intensity UHI was reached in the evening for all scenarios and was 1.8 °C for the 
Control, 2.1 °C for Medium Density and 2.7 °C for No Vegetation.  
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FIGURE 4-8 Average hourly model UHI (Brisbane weather station – average of Amberley and Brisbane Airport) for all 
scenarios. A) The intensity of UHI of the Control scenario and the No Vegetation scenario. B) The intensity of the UHI 
of the Control and the Medium Density scenario. Shaded area shows one standard deviation. 
4.4.7 Energy budget 
The increase in temperature in the No Vegetation and Medium Density scenarios reflects changes in 
the latent and sensible heat fluxes. The latent and sensible heat flux increased during the daytime and 
decreased after sunset (see Figure 4-9). For the rural point (Figure 4-9, panels A1 and A2), the latent 
and sensible heat fluxes were similar for all scenarios. For the urban locations, the biggest change in 
fluxes was for No Vegetation, where latent heat flux dropped below 50 W/m2. The sensible heat flux 
of No Vegetation peaked later in the day compared to the other scenarios and remained higher 
throughout the evening. The contrast between Control and No Vegetation was stronger for latent heat 
flux than for the sensible heat flux, suggesting it is the reduction in evapotranspiration driving the 
temperature increases in this scenario. The biggest changes in latent and sensible heat flux for the 
Medium Density scenario occurred at the Brisbane City weather station (panel D, Figure 4-9), where 
the biggest temperature increase also occurred. Latent heat flux was on average 5–10 W/m2 lower 
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than the Control at Brisbane City Weather Station. Sensible heat flux for the Medium Density scenario 
was higher than the Control for Brisbane City Weather Station during the evening. 
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FIGURE 4-9 CCAM seasonal mean hourly variation in 1) latent heat flux and 2) sensible heat flux for summer 2000 – 
2010 for all scenarios at A) Rural, B) Logan, C) Archerfield, and D) Brisbane City weather station location. Shaded area 
shows one standard deviation. 
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The reduction in latent and sensible heat flux for the Medium Density and No Vegetation scenarios 
was accompanied by an increase in storage during the day and a decrease in the evening in urban 
areas (see Figure 4-10). There is larger change in storage in the No Vegetation scenario than in the 
Medium Density scenario. There is minimal difference in net radiation between the land cover 
scenarios and the Control. 
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FIGURE 4-10 The seasonal mean and standard deviation in CCAM hourly variation in 1) net radiation and 2) storage 
flux for summer 2000 – 2010 for all scenarios at A) Rural, B) Logan, C) Archerfield, and D) Brisbane City weather station 
location. Shaded area shows one standard deviation. 
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The changes in sensible and latent heat flux for the different scenarios were also reflected in the 
Bowen ratio, the ratio of sensible to latent heat flux (Figure 4-11). The Bowen ratio was similar for 
all scenarios at the rural point. For the remaining locations, the seasonal average Bowen ratio for No 
Vegetation was between 6 and 7 and was consistently higher than for the other scenarios. The main 
differences between the Medium Density and the Control scenarios occurred at night, when the 
Bowen ratio for Medium Density was higher than for the Control.  
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FIGURE 4-11 The seasonal average hourly variation in Bowen ratio (sensible heat flux / latent heat flux) for summer 
2000 – 2010 for each scenario at A) Rural, B) Logan, C) Archerfield, and D) Brisbane City weather station, based on 
model data. One standard deviation is represented by the shaded area. 
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4.5 Discussion 
4.5.1 Main findings 
In this study, we examined the impact of changes in vegetation cover and urban form (building height, 
height/width ratio) on average and extreme temperatures in a sub-tropical Australian city. We found 
the average increase in temperature during two extreme heat events was higher than the average 
summer temperature increase. During these events, temperatures increased in locations outside where 
land cover changed. This was in contrast to average summer temperatures, which only increased over 
the areas of land cover change. Reducing vegetation cover (i.e. shrubs) to zero resulted in larger 
increases in temperature than increasing building height and reducing the height/width ratio of 
buildings. Temperature increases were particularly pronounced at night, which led to increases in the 
average nocturnal heat island of 0.3 °C for the Medium Density and 0.9 °C for No Vegetation 
scenarios. 
We found that the processes influencing urban temperatures in temperate cities also apply to sub-
tropical cities. The variables examined (vegetation and building fraction, building height and 
height/width ratio) had a stronger impact on temperatures during the night than during the day, 
confirming previous work in temperate cities that the heat island is often strongest at night (Arnfield, 
2003; Grimmond, 2007; Roth, 2007; Yow, 2007). The average intensity of the observational UHI 
was 1.4⁰C in winter and 0.4⁰C in summer. This was lower than observed for temperate cities, which 
can have a mean value of 6⁰C (Roth, 2007; Wienert & Kuttler, 2005). However, we found the UHI 
intensity could reach up to 2.8⁰C at night during winter. For Brisbane, the intensity of the UHI was 
generally higher in winter, the dry season, than in summer, the wet season. Unlike previous work in 
the sub-tropics (Arnfield, 2003; Roth, 2007; Yow, 2007), we found both summer-winter seasons and 
wet-dry could be used to examine seasonal variation in the UHI. Previous work in Brisbane has found 
there is little seasonal variation in anthropogenic heat release (Chapman et al., 2016). It is likely 
therefore that seasonal variation in UHI intensity is due to seasonal variation in weather or thermal 
admittance (Arnfield, 2003). Urban areas generally have higher thermal admittance than rural areas, 
which is the ability of materials to store and release heat (Hidalgo et al., 2008; Yow, 2007). During 
the wet season the thermal admittance of rural areas increases due to increased moisture content in 
soils, whereas the thermal admittance of urban areas generally stays the same, which reduces the 
difference between thermal admittance in urban and rural areas (Arnfield, 2003; Roth, 2007; Yow, 
2007). Seasonal variation in the UHI may also be due to seasonal differences in cloud cover, which 
tends to decrease the UHI. Drier periods are also associated with lower cloud cover (Arnfield, 2003; 
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Gedzelman et al., 2003; Yow, 2007). Further work, with longer term seasonal data, would be required 
to explore the seasonal changes in the UHI in sub-tropical regions such as Brisbane. 
4.5.2 The effect of changing land cover on the urban climate 
For both scenarios, the increase in temperature was higher at night than during the day. There was no 
significant change in the average number of hot days per summer in the No Vegetation and Medium 
Density scenarios. For the Medium Density scenario, shading from taller buildings may limit day time 
warming. At night, the main controls on surface temperature are net long-wave admission and thermal 
admittance, which includes storage capacity and conductivity (Oke, 1981; Schrijvers et al., 2015; 
Unger, 2009). Therefore, we would expect variables related to storage and long-wave emission to 
have a strong effect on nocturnal temperatures (Oke, 1981). Building fraction and vegetation fraction 
both relate to heat storage as they control the amount of buildings, roads and vegetation. Height/width 
ratio relates to long-wave emission as taller buildings, which have a higher height/width ratio, 
obstruct outgoing radiation (Oke, 1981; Schrijvers et al., 2015; Unger, 2009). This relationship was 
also evident in our sensitivity experiments using ATEB, with building fraction, vegetation fraction 
and height/width ratio having a stronger effect on temperatures at night than during the day. A 
stronger change in temperature during the night than the day may also be due to a shallower nocturnal 
boundary layer and reduced effective heat capacity (Davy & Esau, 2016).  
Vegetation cover had a larger impact on temperatures than variables related to urban geometry, such 
as building height and height/width ratio. Temperatures increased by 0.13 – 1.3 °C more in the No 
Vegetation scenario than the Medium Density scenario. The sensitivity experiments in the Appendix 
also show this pattern. ATEB was run offline to explore the changes in temperature from changing 
the variables altered in the Medium Density scenario in isolation. These offline runs showed the 11% 
reduction in green space in the Medium Density scenario could, by itself, lead to warming of 0.51 °C 
during the day and 0.89 °C at night, while the increase in height/width ratio of 0.2 alone resulted in a 
cooling during the day of 0.13 °C and a warming at night of 0.29 °C. While the online model will 
behave differently than the offline urban canopy model, these results do suggest reducing urban 
vegetation cover has a more consistent warming effect, increasing temperatures at night and during 
the day, than building height and height/width ratio. Vegetation reduces temperatures by shading and 
evapotranspiration (Gunawardena et al., 2017; Loughner et al., 2012; Oke, 1982). A reduction in 
vegetation means more energy is partitioned into sensible rather than latent heat (Gunawardena et al., 
2017; Hidalgo et al., 2008; Oke, 1982). This is supported by our results which showed a reduction in 
evapotranspiration under No Vegetation was the main process driving temperature increases (Figure 
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4-9). Previous work has shown that urban form is an important contributor to the magnitude of the 
urban heat island (Adachi et al., 2014; Arnfield, 2003; Chapman et al., 2017; Schrijvers et al., 2015). 
In our study, this is represented by the impact of the Medium Density scenario on urban temperatures. 
However, on the basis of the modelling results for our land cover scenarios, and the offline studies, 
we believe that the amount of vegetation cover may be a more important factor than urban geometry 
in controlling UHI intensity in sub-tropical cities. 
4.5.3 Extreme heat events 
The duration of extreme heat events increased in both scenarios. The average increase in temperature 
during extreme heat events was higher than during seasonal average conditions. In the No Vegetation 
scenario, there were more frequent and longer duration extreme heat events than in the Control or the 
Medium Density scenario. The Medium Density scenario did not have more frequent extreme heat 
events than the Control, although the Brisbane City location extreme heat events lasted longer.  
During two widespread extreme heat events, the increases in temperature in the urban growth 
scenarios were higher than the average change in seasonal temperatures. The temperature also 
changed at locations where the land cover did not change. There are a number of factors that could 
explain these results. One possible explanation is changes in wind speed and direction. Wind may 
have carried warmer urban air over rural areas, and urban areas where land cover did not change, 
temporarily increasing temperature above the Control. In the early morning (5 am onwards) and some 
afternoons of the February and December extreme heat events, the wind blew across the city and over 
the rural point, bringing the warmer urban air with it (see Appendix B for a time series of wind at the 
rural point during the December extreme heat event). On average, the Medium Density scenario had 
slightly lower wind speeds than the Control. During the December event, wind speeds in the afternoon 
were low in the Control but were even lower in the Medium Density scenario, which may have led to 
increases in temperature in Logan, an urban area where land cover did not change, as higher urban 
temperatures have been associated with low wind speeds (Arnfield, 2003). During the February event, 
the wind speeds dropped in the afternoon, but not for as long as in December. This partially 
corresponds to the theory suggested by Li and Bou-Zeid (2013) that a drop in wind speed during heat 
waves intensifies the UHI. The lower wind speeds in the Medium Density scenario may have led to a 
more intense UHI than in the Control. However, based on the number of events examined here, it is 
difficult to show conclusively the reasons for these short-term changes in temperature. Further 
research is required to examine more extreme heat events and more processes that could be 
responsible for an increase in urban temperatures during extreme heat events, such as evaporation 
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and soil moisture. Further research is also required to understand the processes that could be 
responsible for increases in temperature in areas where land cover did not change, such as the weather 
conditions and how frequently these conditions occur.   
4.5.4 Approach and limitations 
This study used a high-resolution climate model to investigate the impact of urban growth on 
temperatures in a sub-tropical city. The use of a 1 km resolution allowed us to include multiple types 
of urban land cover in the model, which has been a limitation in previous work (Chapman et al., 
2017). We also examined multiple scenarios, enabling us to assess the impact of an extreme No 
Vegetation scenario to isolate the impact of vegetation, and a more realistic Medium Density scenario. 
The limitations of this study are related primarily to the time-frame examined and the weather 
observation data. We examined the summer UHI due to resource constraints and were unable to 
examine how urban growth would impact the UHI throughout the year. While the intensity of the 
UHI is greatest during winter and may be useful to examine, the summer UHI will have the greatest 
impact on heat stress of urban residents. The observational UHI was calculated using weather station 
data, however for the time period examined (2000 – 2010), the most rural stations were Amberley 
and Brisbane airport, which are more properly classified as urban fringe (Trewin, 2013). Further, 
Brisbane Airport is located close to the coast and Amberley has a higher elevation than the city. While 
a more rural station would have been ideal, none were available. The stations used were able to 
demonstrate the difference in temperature between the city centre and less urbanized areas.  
Further limitations include the urban parameters used in the urban climate model, which were based 
on data from temperate Melbourne rather than sub-tropical Brisbane as this data was the best available 
for an Australian city.  The model validation confirmed a warm bias when simulating Brisbane and 
is most noticeable in the simulated daily maximum temperatures. We have investigated various 
potential reasons for the high maximum temperature, but have not clearly identified the cause.  The 
land-surface albedo predicted by CABLE and ATEB appears consistent with the observed values in 
the region.  Most of the weather station elevations are within 3 m of the average elevation used by 
the model, with the worst case for Brisbane airport being 7 m higher than the model elevation.  It is 
possible that the bias is related to the downscaling of the CCAM 100 km resolution simulation forced 
by ACCESS corrected sea surface temperatures.  However, ACCESS sea surface temperatures are 
necessary to make a prediction of the future Brisbane climate under a plausible global warming 
scenario and the corrected sea surface temperatures generally improves the simulated present day 
climate.  Nevertheless, in future work we will consider sea surface temperatures from other GCMs to 
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determine their impact on the simulated Brisbane climate.  Future work will also examine the 
implications for urban temperatures outside of summer and improve the input data available for the 
model parameters. 
4.5.5 Implications for urban planning 
The Medium Density scenario had relatively minor increases in density; however this was enough for 
nocturnal temperatures to increase by 0.7 °C in the inner city. During the two extreme heat events the 
mean maximum temperature increase was 1.4 °C in the inner city. The No Vegetation scenario saw 
higher increases in temperature, highlighting the importance of urban green space in managing urban 
temperatures. The Medium Density scenario saw increases in building height from 6 m to 8 m and a 
reduction in vegetation of 11%. The high temperature changes seen with relatively minor changes to 
urban form indicate the importance of mitigating the UHI to reduce the risk of heat stress. Increase 
in density in the inner-city may be higher than that modelled here, as high-density residential can go 
up to 15 storeys (Brisbane City Council, 2014). Brisbane is therefore likely to experience more 
pronounced changes to land cover than modelled here, and hence higher increases in temperature. 
The increase in temperature in the simplified Medium Density scenario, and the high increases during 
hot summer days, highlight the importance of careful urban planning and efforts to incorporate heat 
mitigation, such as urban greening, to reduce the risk of heat-related illness and death (Li et al., 2015). 
Urban residents are already at higher risk of heat stress due to the UHI (Basara et al., 2010; Clarke, 
1972; Li & Bou-Zeid, 2013; Luber & McGeehin, 2008). This risk may be intensified during heat 
waves, due to synergistic interactions between heat waves and the drivers of the UHI (Li & Bou-Zeid, 
2013). Careful urban planning is required to mitigate this risk and reduce adverse health consequences 
(Grimmond, 2007; Li & Bou-Zeid, 2013). Mitigation can occur at the building scale, including 
material choice for new developments, green-rooves and retro-fitting existing buildings, or at the 
neighbourhood scale, with spacing of buildings, planting of street trees, and allocation of green space 
(Grimmond, 2007; Li et al., 2015; Ramakrishnan et al., 2016; Sun et al., 2016). Building materials, 
which affect thermal admittance, and the height and spacing of buildings affect the heat island 
(Grimmond, 2007). However, our study shows vegetation cover was the most important factor. Lack 
of evapotranspiration from grass and trees is a key driver of the heat island, particularly during heat 
waves (Li et al., 2015). The allocation of green space needs to be planned carefully. The type of 
vegetation and its placement are important factors, as they will affect the timing and amount of 
cooling, as well as the amount of irrigation required during dry periods (Coutts et al., 2016; 
Gunawardena et al., 2017; Zhou et al., 2017). 
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4.6 Conclusion 
We examined the impact of land cover change on the urban heat island in Brisbane, a sub-tropical 
city, during summer. We found that a reduction in vegetation cover had the biggest impact on urban 
temperatures. During a period of hot days, the increase in temperature in the urban growth scenarios 
was higher than for average temperatures, with a mean maximum increase of 3.8 °C in the No 
Vegetation scenario. The large temperature increases seen with relatively minor changes to urban 
form in the Medium Density scenario, particularly during a period of hot days, show how important 
careful urban planning is to mitigate the UHI and protect the health of urban residents. Vegetation 
restoration is a key mitigation strategy. However, the placement and type of vegetation needs to be 
carefully considered to ensure the maximum cooling potential during heatwaves. In sub-tropical 
cities, temperature increases associated with the UHI could negatively impact on the health of 
residents, especially the elderly and economically-disadvantaged, and lead to increases in heat-related 
illness and death. Considering the temperature impacts of urban land cover change and incorporating 
mitigation measures into urban planning should be priorities in sub-tropical cities. 
4.7 Appendix A 
Sensitivity experiments 
The urban canopy model, ATEB, was run for one year in Brisbane to assess how temperatures 
responded to variations in building fraction, height/width ratio, vegetation fraction and vegetation 
roughness length (VRL), as shown in Table 4-7. Vegetation roughness length is related to the height 
and spacing of roughness elements, such as trees, shrubs and buildings, and can be approximated as 
0.1 multiplied by the height of the roughness element (Oke, 2002). 
TABLE 4-7 Sensitivity experiments for ATEB (Australian Town Energy Budget) model, the urban canopy model used in CCAM. 
Experiment Variables Description 
1 Building and vegetation fraction 
Change both building fraction and 
vegetation fraction to see the impact 
on temperatures 
2 Height/width ratio 
Change the height/width ratio of 
buildings  
3 Vegetation roughness length 
Change the vegetation roughness 
length, which is related to the height of 
vegetation 
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Vegetation was more effective at reducing temperatures at night than during the day (Figure 4-12). 
During the day, as vegetation fraction increased from 0 to 100%, the temperature decreased by 1.08 
°C. At night, the temperature difference between 0 and 100% vegetation was 3.25 °C.  
Roads had a strong influence on temperature. In ATEB, the difference between building and 
vegetated fraction is assigned to roads. As vegetation stays the same and building fraction increases, 
buildings are replacing roads, which have a lower albedo than building roofs and walls. The lower 
temperatures associated with higher building fractions reflects the replacement of roads with 
buildings.  
 
FIGURE 4-12 Variation in average temperature in ATEB as building and vegetation fraction vary for A) day (0600 – 
1700) and B) night (1800 – 0500). 
VRL also affected temperature, with a larger roughness length associated with lower temperatures 
during the day and higher temperatures at night (Figure 4-13, panel B). Between 4 – 5 am, there was 
a 2.1 – 2.2 °C temperature difference between the VRL 1 and VRL 0.01 scenarios. This decreased 
throughout the day, and the VRL 1 scenario became cooler than the VRL 0.01 scenario after 10 am. 
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The temperature difference reversed again at 4 pm. The larger temperature changes at night may also 
be related to a shallower boundary layer at night and a lower effective heat capacity, which can 
magnify the effect of perturbations on temperature (Davy & Esau, 2016).  
 
FIGURE 4-13 ATEB hourly variation in average temperature in 2000 for A) height/width ratio and B) vegetation 
roughness length. Height/width ratio of 0.4 = Urban – low, and 2 = urban – high. Shaded area shows one standard 
deviation.  
During the day a higher height-width (H/W) ratio was associated with lower temperatures, while 
during the night it was associated with higher temperatures (Figure 4-13, panel A). At midnight, the 
scenario with an H/W ratio of 2, which corresponds to high-density, was 2.1 °C higher than the H/W 
0.4 scenario, which corresponds to low-density. During the day, the H/W 2 scenario was 0.7 °C lower 
than the H/W 0.4 scenario. A higher H/W ratio is associated with taller buildings, narrow canyons 
and a lower sky-view factor. During the day, this provides shading and reduces temperatures, while 
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at night it reduces outgoing radiation and cooling (Loughner et al., 2012; Oke, 1982; Sakakibara, 
1996).  
ATEB was also used to explore the impact of changing the parameters altered in the Medium Density 
scenario in isolation. Table 4-8 shows the change in temperature from changing building height, 
height/width ratio and vegetated fraction in isolation, compared to the temperature obtained from 
using the urban – low parameters. A change in building height of 2 m, the same change in building 
height used in the Medium Density scenario, has a minimal effect on temperatures. Reducing 
vegetation increases temperatures at night and during the day, while increasing height/width ratio 
decreases temperatures slightly during the day and increases temperature during the evening. These 
results show that of the parameters changed in the Medium Density scenario, the reduction in 
vegetation likely led to the most consistent warming effect. 
TABLE 4-8 Change in temperature (°C) with change in single parameters, as compared to the urban-low parameter 
values. All other parameters the same as for the urban-low category. 
Time Building Height 
(6m to 8m) 
Height/width ratio 
(0.4 to 0.6) 
Green space 
fraction (45% to 
34%) 
Green space 
fraction (45% 
to 0%) 
6 am – 6 pm 0.02 -0.13 0.29 0.51 
6:30 pm – 5:30 
am 
-0.02 0.28 0.68 0.87 
 
4.8 Appendix B 
Wind speed and direction during heat wave events 
During the extreme heat events, the temperature changed even at locations where land cover did not 
change. This may be partially due to wind speed and direction. Figure 4-14 shows the wind speed and 
temperature for the Control and Medium Density scenarios during the 24th of December at Logan, a 
low-density urban area where land cover did not change. During the heat wave, temperature was 
higher in the afternoon in the Medium Density scenario than in the Control. During this time, wind 
speed dropped, more so in the Medium Density scenario than in the Control.  
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FIGURE 4-14 A) CCAM Half hourly temperature (0C) and B) CCAM wind speed (m/s) at Logan for the Control and 
Medium Density scenario during one day of the December 2001 heat wave event. 
During both heat events, temperatures were also higher at the Rural location in the No Vegetation 
scenario than in Control, even though land cover did not change there. This may have been partially 
due to wind blowing across the city and over the urban area. Figure 4-15 shows the variation in wind 
speed, direction and temperature for the 25th and 26th of December for the Control and No Vegetation 
scenario. The remainder of the wind speed and direction data is avialable on request to the authors. 
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FIGURE 4-15 A) CCAM Half hourly wind speed (m/s), direction and B) CCAM temperature (0C) at the rural location 
during the 25th and 26th of December, 2001. Arrows show direction wind is blowing to. Rural point is located south-
west of urban area. 
4.9 Appendix C  
In this section the performance of CCAM during extreme events is evaluated. This section was not 
part of the original paper and is unpublished material. Evaluating the performance of CCAM during 
extreme events is complicated by the fact that CCAM was forced by a global climate model, and so 
the sea surface temperatures (SSTs) and the phases of ENSO are out of phase with observations. To 
evaluate the performance of CCAM during extreme events, weather station and CCAM data were 
first split into ENSO categories. The number of extreme events, defined as in Chapter 4 as days with 
average temperature > 30 °C, was calculated for each location and for each ENSO category. The bias 
(model data minus observational data) was then calculated. 
The first step in validating CCAM during extreme events was to calculate the ENSO phases in 
ACCESS 1.0, which provided SSTs to CCAM. ENSO categories were defined using the Oceanic 
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Niño Index (ONI). This is calculated as the 3 month running mean of SST anomalies over the Niño 
3.4 region, which covers 170 – 120º W, 5º N – 5º S. The Niño 3.4 index performs well compared to 
other indices (Hanley et al., 2003). Historical ONI data to classify weather station data was acquired 
from NOAA (National Oceanic and Atmospheric Administration, 2018).  SST anomalies in ACCESS 
1.0 were calculated against the 1981 – 2010 period, which corresponds to the base period used by 
NOAA in the calculation of the ONI (Lindsey, 2013; National Oceanic and Atmospheric 
Administration, 2018). As per the definition used by NOAA, a value greater than 0.5 was classified 
as an El Niño event, and less than -0.5 was classified as a La Niña event. Values in between were 
classified as Neutral events. 
After classifying the observational and CCAM data into El Niño, La Niña, and Neutral events, the 
number of extreme events at each station and in each ENSO category was calculated. Extreme events 
were defined the same way as previously in Chapter 4 as days with average temperature > 30 °C. The 
results of the validation are shown in Table 4 - 9. 
TABLE 4-9 Comparison of extreme events in CCAM and observational data between 2000 - 2010. ENSO phases 
categorized according to the Oceanic Nino Index (ONI). ONI > 0.5 = El Niño, ONI < 0.5 = La Niña. Extreme events 
calculated as number of days with average daily temperature > 30 °C.  
Station Observation Bias 
El Niño La Niña Neutral El Niño La Niña Neutral 
Amberley 0 2 9 7 19 0 
Archerfield 0 1 5 4 23 11 
Bris. Aero 0 0 1 0 7 2 
Bris. City 0 2 7 2 18 9 
Average 0 1 6 3 17 6 
 
On average, CCAM had nine more extreme events over the 10 year period than occurred in the 
observational data. The bias towards more extreme events was most apparent during La Niña 
episodes. Unexpectedly, there were no extreme heat events during the El Niño events in the 
observations. Previous work has found that extreme heat events are linked to El Niño events (Pepler, 
2011), however this work was based on maximum temperatures rather than average temperature as 
used here. The low number of extreme events during El Niño events is also apparent in CCAM, with 
the smallest positive bias during El Niño events. CCAM does appear to be over-estimating warm 
events particularly during La Niña events. This pattern of extreme events may be complicated by the 
short time frame examined (10 years). These results are showing that CCAM is over-estimating 
extreme events, but given the warm bias this is not an unexpected result.  
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CHAPTER 5 
THE IMPACT OF CLIMATE CHANGE AND URBAN GROWTH ON URBAN 
CLIMATE AND HEAT STRESS IN A SUB-TROPICAL CITY 
Abstract 
This chapter investigates the impact of urban growth and climate change (RCP8.5) on the UHI in 
the sub-tropical city of Brisbane, Australia. CCAM was run at a 1km spatial resolution from 1991 – 
2000 and 2041 – 2050 during summer. The increase in average and minimum temperature was 
higher when urban growth and climate change were examined together than when climate change 
was examined alone. While urban and rural temperatures both increased, the intensity of the UHI 
decreased with climate change, by an average of 0.3 °C at night and increasing the urban cool island 
by 0.8 °C during the day. This was due to higher temperature increases in rural areas due to a drying 
trend in 2041 – 2050, and a resultant reduction in latent heat flux. The number of hot days and 
nights doubled in urban and rural areas with climate change. The number of hot nights was higher 
in urban areas and in the Urban Growth scenario than in the Control. Dangerous heat stress, defined 
as Apparent Temperature above 40 °C, increased with climate change, and occurred on average 1 – 
2 days every summer during 2041 – 2050, even in shaded conditions. The higher temperature 
increases found with urban growth and climate change than with climate change alone shows that 
reducing urban temperatures is vital to ensure that urban design does not increase the heat stress 
risks urban residents will face in the future. 
 
This chapter has is in review with the International Journal of Climatology as Chapman, S., 
Thatcher, M., Salazar, A., Watson, J. E. M. & McAlpine, C. A. The impact of climate change and 
urban growth on heat stress in a subtropical city. 
5.1 Introduction 
Extreme heat is the leading weather-related cause of death in highly urbanised countries such as the 
USA and Australia (Coates et al., 2014; Environmental Protection Agency, 2016). During heat waves, 
the death toll can rise to the thousands, as seen in Europe in 2003 and 2010 (Barriopedro et al., 2011; 
Robine et al., 2008), France in 2006 (Fouillet et al., 2008) and Asia in 2015 (World Meteorological 
Organization, 2016). Urban residents are particularly vulnerable to heat stress due to the ‘urban heat 
island’ (UHI), whereby cities are warmer than the surrounding countryside, mainly at night 
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(Heaviside et al., 2017; Medina-Ramón & Schwartz, 2007). During heatwaves, urban residents are 
exposed to greater risk of heat stress and higher mortality than rural residents due to the UHI (Clarke, 
1972; Hayhoe et al., 2010). Given over half of the world’s population lives in cities (United Nations, 
2014) understanding heat stress is essential for allowing urban populations to better adapt to almost 
certain higher future temperatures (Fouillet et al., 2008). 
The UHI occurs due to urban modification of land cover and can result in increases in urban 
temperatures by on average 2 °C. When urban areas are cooler than rural areas, an urban cool island 
develops. Under weather conditions of low wind speed and cloud cover, the increase can be as high 
as 10 °C (Arnfield, 2003; Chang et al., 2007; Gedzelman et al., 2003; Sharifi & Lehmann, 2014; 
Wilby, 2008). The UHI occurs in the surface, sub-surface,  canopy layer, which is the air above the 
ground and below rooftops, and the boundary layer (Oke, 1995; Yow, 2007). The latter is the most 
relevant for human health as most activity occurs in this layer, and is the focus of this study (Yow, 
2007). The UHI is more frequent and pronounced during the night, when adjacent rural residents 
would experience relief from the heat (Clarke, 1972). The main factors influencing the formation of 
the UHI are associated with urban form, and include building height, height/width ratio, green space, 
anthropogenic heat release and weather (Arnfield, 2003; Oke, 1982). Building height and 
height/width ratio both act to reduce the sky-view factor and the amount of outgoing radiation as 
compared to rural areas (Chun & Guldmann, 2014b; Unger, 2009). Tall buildings can also have a 
shading effect during the day, and reduce incoming solar radiation (Chun & Guldmann, 2014b). The 
amount of green space is a key contributor to the UHI.  Less greenspace reduces the capacity for 
evapotranspiration, with more energy partitioned into sensible rather than latent heat (Oke, 1982; 
Taha, 1997). As building density increases and green space decreases, the intensity of the UHI will 
increase (Arnfield, 2003; Oke, 1973; Parker, 2010), thereby increasing the risk of heat stress to urban 
residents.  
Considering the combined impacts of urbanization and climate change on future urban temperatures 
is vital, as they both have large impacts on future heat stress, particularly in low-income countries 
with little capacity to adapt to rising temperatures (Althor et al., 2016; Argüeso et al., 2015; IPCC, 
2014). Neglecting to consider the interaction effects between urban growth and climate change can 
result in the under-estimation of the magnitude of future urban heat stress (Chapman et al., 2017). 
Urban areas may also respond differently to climate change than rural areas (McCarthy et al., 2010; 
Oleson, 2012).  
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The main mechanisms by which urban and rural areas may respond differently to climate change are 
weather (wind speed and cloud), evapotranspiration and anthropogenic heat release (Hoffmann & 
Schluenzen, 2013; McCarthy et al., 2010; Oleson, 2012). The most intense UHI effect occurs under 
conditions of low wind speed and low cloud cover (Bonan, 2008; Oke, 1982), thus any changes to 
winds and clouds from climate change could alter the frequency of high-intensity UHIs (Hoffmann 
& Schluenzen, 2013). Urban and rural differences in evapotranspiration are also a key contributor to 
the UHI. If soils dry out due to climate change, rural evapotranspiration will decrease, while urban 
areas, with less bare soil, may be less affected and so experience less of a reduction in 
evapotranspiration (Oleson, 2012). This could lead to rural areas warming more than urban areas with 
climate change due to a bigger reduction in evapotranspiration and latent heat flux (Oleson, 2012). 
Anthropogenic heat release is the heat released from human activities, such as heating and cooling of 
buildings, vehicle usage, and human metabolism (Sailor & Lu, 2004). Increases in the amount of air-
conditioning used in buildings due to rising temperatures with climate change would increase 
anthropogenic heat release in cities, further increasing the UHI, and reductions in the amount of 
heating required in high-latitude cities could decrease anthropogenic heat release and the UHI 
(Oleson, 2012). The interaction between climate change and the UHI is a key research gap, hampering 
our understanding of future urban temperatures (Chapman et al., 2017). 
In this study, we examined the impact of urban growth and climate change on the climate and heat-
stress of Brisbane, a sub-tropical city in eastern Australia, in 2041 - 2050. We conducted two high-
resolution modelling experiments of the impact of climate change alone, and climate change 
combined with a scenario of urban densification. The first scenario used the present-day land cover 
with RCP8.5, while the second scenario used a medium density urban growth scenario with RCP8.5 
to examine the combined impact of urban growth and climate change on the urban heat island during 
summer from 2041 – 2050.  
5.2 Methods 
5.2.1 Study area 
Brisbane is the third largest city in Australia, with a population of 1.9 million people (Figure 5 - 1). 
It has a sub-tropical climate, with summer-dominant rainfall (Bureau of Meteorology, 2017). Mean 
monthly temperatures range from 21.7 to 28.5 °C (Bureau of Meteorology, 2017). Between 1999 and 
2018, there were on average 70 days a year when maximum temperature exceeded 30 °C, as measured 
at the Brisbane City station, station ID 040913 (Bureau of Meteorology, 2017). By 2050, Brisbane’s 
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population is expected to increase to 3.5 – 4.7 million people (Australian Bureau of Statistics, 2013c). 
Most of the urban development associated with this growth will be via densification rather than 
geographic expansion of the urban area (Brisbane City Council, 2014). 
 
FIGURE 5-1 Location of study area, Brisbane, Australia and domain for 1km model resolution. Inset map: domain for 
runs of 60 and 8km resolution.  Dashed lines show Tropic of Capricorn and Equator. 
5.2.2 Model configuration 
We used CCAM (Conformal Cubic Atmospheric Model), developed by the CSIRO, to run high-
resolution (1 km grid cell) climate simulations over Brisbane City. CCAM uses a tile approach, with 
a grid box composed of a combination of vegetation and urban tiles. Vegetation is modelled using 
the CABLE land surface scheme and urban areas using ATEB (Australian Town Energy Budget). 
ATEB is an urban canopy model which allows CCAM to simulate the urban climate (Thatcher & 
Hurley, 2012). The model physics schemes are listed in Table 5-1.  
ATEB is based on the Town Energy Budget model and has been updated to reflect the Australian 
context; idealized air-conditioners have been parameterized, the urban vegetation component has 
been altered to better reflect the vegetation in Australian suburbs and the model now includes 
consideration of two canyon walls facing easterly and westerly directions (Masson, 2000; Thatcher 
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& Hurley, 2012). Vegetation in urban areas is modelling using a big-leaf model, and is primarily 
modelled as 1 m shrubs (Thatcher & Hurley, 2012). ATEB has previously been used to model urban 
climates in other Australian cities, e.g. Melbourne (Chen et al., 2015; D. Chen et al., 2014; Luhar et 
al., 2014; Ren et al., 2014).    
TABLE 5-1 Physics schemes used in the Conformal Cubic Atmospheric Model 
Physical Options Schemes 
Cloud microphysics Liquid and ice-water microphysics scheme of Rotstayn 
(1997).  Snow and graupel scheme of Lin et al. (1983) 
Convective 
parameterization 
Mass-flux cumulus convection scheme (McGregor, 
2003; McGregor & Dix, 2008) 
Radiation scheme Geophysical Fluid Dynamics Laboratory (GFDL) 
parametrization for short and long-wave radiation 
(Schwarzkopf & Fels, 1991; Schwarzkopf & 
Ramaswamy, 1999) 
Gravity wave drag Chouinard et al. (1986) 
Boundary layer Local Richardson number (McGregor et al., 1993) and 
nonlocal vertical mixing (Holtslag & Boville, 1993) 
Land surface model CABLE land surface scheme (Kowalczyk et al., 2006) 
Urban model Australian Town Energy Budget (Thatcher & Hurley, 
2012) 
 
For our experiments, the model was first run with a quasi-uniform global resolution of 100 km using 
a C96 grid. The model was then run in stretched grid mode and downscaled to 60km, 8km and then 
1 km resolution over the following regions: 0º – 60º S, 105º – 165º E, 25.5º – 29.5º S, 151º – 155º E 
and 27.2º – 27.8º S, 152.7º – 153.5º E (see Figure 5.1). We used a global stretched C48 grid and 
extracted data from the high-resolution area (1 km domain), which used 48 x 48 gridpoints. A total 
of 27 vertical model levels were used, ranging from 20 m – 35 km, with 10 levels in the first 1000 m. 
The orography data used in CCAM has a 250 m resolution over Australia and was provided by 
Geoscience Australia. 
CCAM was forced using bias corrected sea-surface temperatures from ACCESS 1.0, a global climate 
model developed by the CSIRO and the Australian Bureau of Meteorology (Bi et al., 2013). The bias 
correction method is described in Hoffmann et al. (2016), and performed on the inputs to CCAM. 
This method results in improvements in mean and interannual variability in climate variables, as 
compared to non-corrected SSTs (Hoffmann et al., 2016).  
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5.2.3 Experimental design 
Two experiments (see Table 5-2) were conducted to evaluate the effect of urban growth and climate 
change on urban climate. 
TABLE 5-2 Details of the land cover scenarios used in the climate modelling experiments. Both experiments were run 
under RCP 8.5 
Name Land Cover Climate 
Scenario 
Present 
day 
Mid 
term 
Control MODIS 2001 data with high-density CBD area 
added 
RCP8.5 1991 – 
2000 
2041 – 
2050 
Urban 
Growth 
Control land cover, with the addition of medium-
density area within inner half of the city 
RCP8.5 1991–
2000 
2041 – 
2050 
 
The 100 km run of CCAM was simulated continuously from 1990 – 2050. The 60 and 8 km runs ran 
in the two time periods of interest (1990 – 2000 and 2040 – 2050). The 1 km simulation was run for 
Nov – Feb, with November acting as a month of spin up prior to the austral summer. The 8 km run, 
which ran continuously through the periods of interest, provided the initial conditions for the 1 km 
run. 
The land cover maps were based on MODIS 2001 land cover data, with the IGBP classification 
scheme (Global Land Cover Facility, 2018). In addition, two new urban categories were added: urban 
– high density and urban – medium density. The parameters for each urban category in ATEB were 
based on measurements from Melbourne, Australia, and are shown in Table 5-3 (Coutts et al., 2007). 
The only change from the MODIS land cover for the Control scenario was the addition of the CBD 
(central business district) as a high-density area. 
For the Urban Growth scenario, land cover within the inner half of the urban area was changed from 
low to medium density. This resulted in an increase in building height of 2 m, a reduction in the 
amount of green space by 11%, and an increase in the height/width ratio of 0.2. Green space refers to 
in-canyon vegetation, and is modelled in ATEB using a big-leaf model. This urban growth scenario 
is broadly consistent with Brisbane’s future planned growth, the majority of which (88% of the 
planned additional dwellings) will be by increasing density in inner city areas, rather than expansion 
of the urban area (Brisbane City Council, 2014). 
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TABLE 5-3 Characteristics of the urban categories (high, medium and low) using in ATEB, Australian Town Energy 
Budget Model. 
Category Urban - high Urban - medium Urban - low 
Building height (m) 18 8 6 
Building fraction  65% 46% 45% 
Green space fraction 5% 34% 45% 
Height/width ratio 2 0.6 0.4 
Roof albedo 0.2 0.2 0.2 
Wall albedo 0.3 0.3 0.3 
Road albedo 0.1 0.1 0.1 
Vegetation roughness length 0.1 0.1 0.1 
 
The maps of land cover for the Control and Urban Growth scenarios are shown in Figure 5-2. 
 
FIGURE 5-2 Land cover for Control (a) and Urban Growth (b) scenario. Red dots show locations of weather stations 
used in model validation. The two locations used to calculate the UHI are also shown (red cross = urban point used in 
UHI calculation, black cross = rural point used in UHI calculation).\ 
The climate impacts of the scenarios were compared using minimum, maximum and average 
temperature, the energy budget, the UHI, the number of hot days and nights, and heat stress indices. 
In these comparisons, rural land areas within the same elevation range of urban areas were used to 
minimize the effect of elevation on climate. 
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5.2.4 Urban heat island calculation 
The ability of CCAM, in combination with ATEB, to reproduce the Brisbane UHI has previously 
been validated (Chapman et al., 2018, also see Chapter 4, section 4.3). For this study, the UHI was 
calculated using an urban and a rural point, which are shown in Figure 5-2. Weather station locations 
were not used given that for the period, 1991 – 2000, there are no weather stations operating 
continuously ( > 5 years, < 25% missing data) in rural and inner city locations for the UHI calculation. 
The UHI was calculated as Tempurban – Temprural for the present day and the mid-term, and for the 
Control and Urban Growth scenarios.  
The rural point was chosen to minimize the differences in elevation between it and the urban point, 
while also maintaining distance from urban areas, and at a similar distance to the ocean as the urban 
point. 
5.2.5 Number of hot days and nights 
Hot days were defined as days with maximum temperature above the 95th percentile of maximum 
temperature for 1991 – 2000 Control rural areas. Hot nights defined the same way, using minimum 
temperature. The threshold temperature for hot days was 40 °C, and 24 °C  for hot nights.  
The difference in the number of hot days and nights between scenarios was statistically tested using 
the Kruskal-Wallis test. The data was averaged over the 10 year period, resulting in one value for 
each grid cell, and then grouped into rural, low density and medium density areas. The CBD was not 
included in statistical tests as it covers only a small area in CCAM and so does not have a sufficient 
sample size. 
Only rural areas within the same elevation range (1 – 159 m) similar to urban areas were included, to 
minimize the influence of elevation on temperature. A 25 m resolution digital elevation model for 
South-East Queensland was used to determine the elevation range of urban areas in Brisbane 
(Department of Natural Resources, 2013). Water bodies were not included in these calculations. 
5.2.6 Heat stress calculation 
Heat stress occurs when core body temperature rises above 37 °C (Epstein & Moran, 2006; Sherwood 
et al., 2010; Taylor, 2006). The human body maintains its temperature by exchanging heat with the 
environment (Epstein & Moran, 2006). The rate of exchange is governed by heat produced by the 
body, heat gained from the environment and sweat evaporation (Epstein & Moran, 2006). Heat stress 
is not just affected by temperature, but by factors relating to evaporation, such as air movement and 
119 
 
humidity, as well as type of activity and clothing (Budd, 2008; Epstein & Moran, 2006). Numerous 
indexes (>40) have been developed to measure heat stress (Epstein & Moran, 2006). No single index 
is superior in all situations (Brake & Bates, 2002; Kim et al., 2011; Morabito et al., 2014). An index 
that is widely used is the wet-bulb globe temperature (WBGT) (Budd, 2008; d’Ambrosio Alfano et 
al., 2014; Ooka et al., 2010; Taylor, 2006). Despite its wide use, the WBGT has some important 
limitations; namely a weak response to wind speed and humidity and so it may underestimate heat 
stress in a humid climate like Brisbane (Budd, 2008; Smolander et al., 1991; Taylor, 2006). Apparent 
Temperature (AT) is also widely used, including by the Australian Bureau of Meteorology (2010), 
and the shade version has been found to be related to heat-stress mortality in cities near the coast 
(Morabito et al., 2014). 
Three direct heat stress indices were calculated: WBGT, and AT for sun (ATsun) and shade (ATshade). 
For all the heat stress calculations, daily average  temperature was used. For outdoor conditions, the 
WBGT is calculated as follows (Epstein & Moran, 2006): 
𝑊𝐵𝐺𝑇 = 0.7𝑇𝑤 + 0.2 𝑇𝑔 + 0.1 𝑇𝑑 (1) 
Where Tw = wet-bulb temperature, Tg = globe temperature and Td = dry bulb temperature. 
Tg was calculated using the following formula (Hajizadeh et al., 2017): 
𝑇𝑔 = 0.01498𝑆 + 1.184𝑇𝑑 − 0.0789𝑅𝐻 − 2.739 (2) 
Where S = solar radiation (w/m2) and RH = relative humidity (%). 
Tw was calculated using the Davies-Jones (2008) equation, as calculated using the HumanIndexMod 
developed by Buzan et al. (2015). 
The shade version of AT (ATshade) was calculated using the following equation as implemented in the 
HumanIndexMod (Buzan et al., 2015)::  
𝐴𝑇𝑠ℎ𝑎𝑑𝑒 = 𝑇𝑑 + 0.33𝑒 − 0.7𝑈10 −  4.00 (3) 
The equation for ATsun is as follows (Steadman, 1984): 
𝐴𝑇𝑠𝑢𝑛 = 4.5 + 1.02𝑇𝑑 − 1.00𝑈10 + 2.8𝑒 − 5.8𝐷 + 0.0054 (𝑄𝐷 +  𝑄𝑑) (4) 
Where e = water vapour pressure in hPa, D = fraction of solar radiation that is direct, QD = direct 
solar radiation and Qd = diffuse solar radiation. D estimated based on daytime (6am – 6pm) values 
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from CCAM, which is calculated by the GFDL-CM2.1 radiation code (Schwarzkopf & Fels, 1991; 
Schwarzkopf & Ramaswamy, 1999). 
Only rural areas within the same elevation range as urban areas were used to calculate rural heat 
stress, to minimize the influence of elevation on temperature. The calculated indices were then 
compared to threshold values which define levels of danger and activity. WBGT was compared to 
Sports Medicine Australia guidelines (2007), and AT was compared to USA National Weather 
Service Heat Index Guidelines (2018). Heat Index guidelines are used for AT as the Heat Index is a 
simplified version of AT. 
5.3 Model validation 
The ability of the model to reproduce summer air temperature was evaluated by comparing the 
Control average, minimum and maximum temperature, 10 m wind speed and relative humidity with 
observational data from seven Bureau of Meteorology weather stations (See Table 5-3 and Figure 
5.2). Average temperature was calculated based on three-hourly temperature data from the Bureau of 
Meteorology, while minimum and maximum temperature were calculated based on daily minimum 
and maximum temperature data. Samford and Logan were excluded from the calculation of average 
temperature bias as data was only available at 9am for Samford, and 9am and 3pm for Logan, which 
would give a misleading estimate of average temperature. For Annerley, observational average 
temperature was only compared with model data from February 1992 onwards, as prior to that hourly 
data was only available at 9am and 3pm. 
For the model validation only, the output temperature data from CCAM was corrected to account for 
the difference in elevation between CCAM and the weather stations. This correction was -6.5 °C per 
km. Samford and Redcliffe had the largest elevation difference between the model and weather 
stations at 13 m and 13.2 m respectively. All other stations were within 7.5 m of the model elevation. 
During the present day period, December 1990 – February 2000, only two of the seven weather 
stations were open the entire time. Missing data was also an issue for the remaining stations. Only 
stations that were missing less than 25% of their data during the time they were open, and were open 
for at least 5 years between Dec 1990 and Feb 2000, were included in the model validation. The years 
open and amount of missing data are shown in Table S1.  
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TABLE 5-4 Bias for the Control scenario as compared to weather observations for minimum, maximum and average 
temperature, and relative humidity (RH) and 10 m wind speed (U10). * indicates stations open the entire time period. 
Amberley = 040004, Archerfield = 040211, B. Aero 1 = 040223, B. Aero 2 = 040842, Samford  = 040241, Logan = 
040854, Redcliffe = 040697. Samford and Logan excluded from average temperature calculations due to a lack of hourly 
data. Amberley average temperature only compared to model data from February 1992 onwards, due to insufficient hourly 
data prior to that. Temperature data from CCAM bias corrected based on elevation difference between CCAM and 
barometer height of weather station.  
Station Min Max Ave U10 RH 
Amberley -1.6 3.0 0.6 1.1 2.7 
Archerfield* -0.8 2.4 0.5 -0.1 -2.4 
B. Aero 1 1.4 0.9 1.0 -0.2 -4.6 
Samford >0.1 1.2 - 1.2 2.0 
Redcliffe - - - 1.5 - 
B. Aero 2 1.0 1.1 0.9 -0.5 -3.2 
Logan -5.5 3.7 - 0.3 9.5 
Mean -0.9 2.0 0.7 0.5 0.7 
 
Based on average monthly data, the average summer temperature of the model was 0.8 °C higher than 
observations. Minimum temperature was 0.9 °C lower than observations and maximum temperature 
was 2.1 °C higher. Logan had the largest bias, and the model minimum temperature was 5.5 °C too 
low here. The elevation of the Logan station is similar to the other stations, however it is surrounded 
by hilly topography. This may not be adequately captured by the 1 km resolution of the model and 
may be contributing to the higher bias at this station.  
5.4 Results 
5.4.1 Climate and urban growth impact on temperature 
Temperature changes due to climate change and urbanisation were examined by comparing Control 
and Urban Growth 2041 – 2050 temperatures with the Control 1991 – 2000 temperatures (Table 5- 
5). Average summer air temperatures for Control 2041 – 2050 were 2.5 °C higher compared to the 
1991 – 2000 temperatures. Maximum temperature increased more than average temperature, by an 
average of 2.8 °C. The temperature increases in the Urban Growth scenario were higher than in the 
Control scenario for average and minimum temperature, by up to 0.4 °C  in the CBD. For both 
scenarios, maximum temperature in rural areas increased more than urban temperatures by up to 1 °C  
in 2041 - 2050. Increases in average, minimum and maximum temperature were statistically 
significant at the 95% confidence interval across the entire study area, as evaluated using a modified 
t-test that accounts for serial correlation in spatial climatological data (Zwiers & Storch, 1995). 
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TABLE 5-5 Change (midterm – present day) in seasonal average, minimum and maximum summer temperatures in rural 
areas and urban for the Control and Urban Growth scenarios as compared to the Control present day scenario. Only rural 
areas within the same elevation range as Brisbane city included in calculation of rural temperature change. Low density 
refers to areas which were low density in both scenarios. Medium Density refers to areas which were medium density in 
the Urban Growth scenario, but low density in the Control scenario. Spatial standard deviation in brackets. The CBD 
standard deviation is low due to the small spatial area it covers. 
Location Control Urban Growth 
Tave Tmin Tmax Tave Tmin Tmax 
Rural 2.8  
(0.2) 
2.5  
(0.1) 
3.4  
(0.4) 
2.8 
(0.2) 
2.5 
(0.2) 
3.5 
(0.5) 
Low density 2.5 
 (0.2) 
2.4  
(0.1) 
2.8  
(0.4) 
2.5 
(0.3) 
2.5 
(0.2) 
2.8 
(0.5) 
Medium Density 2.3 
(0.2) 
2.4  
(0.1) 
2.6  
(0.3) 
2.5 
(0.2) 
2.8 
(0.2) 
2.5 
(0.3) 
CBD 2.4  
(0.01) 
2.5 
(0.01) 
2.6  
(0.01) 
2.5 
(0.02) 
2.9 
(0.02) 
2.5 
(0.03) 
Mean 2.5 2.5 2.8 2.6 2.7 2.8 
 
5.4.2 Urban heat island comparison 
The average hourly variation in the summer UHI during the present day, 1991 – 2000, and medium 
term, 2041 – 2050, for the Control and Urban Growth scenario are shown in Figure 5-3. The UHI 
was calculated as the temperature difference between the urban and a rural point, as shown in Figure 
5-2. The average summer UHI from 1991 – 2000 was 0.8 °C for the Control and 0.9 °C for the Urban 
Growth scenario. By 2041-2050, this decreased by 0.6 °C for the Control and the Urban Growth 
scenario. For both scenarios, the change in the UHI was higher during the day than during the night. 
The daytime urban cool island (when urban areas are cooler than rural areas) increased by, -0.8 °C, 
while at night, the urban heat island decreased by-0.4 °C. The maximum daytime cool island 
intensified in the mid-term by 1.1 °C for the Control and 1.2 °C for the Urban Growth scenario. The 
maximum value of the nocturnal UHI decreased from 2.8 °C to 2.4 °C for the Control, and from 3.1 
°C to 2.8 °C for the Urban Growth scenario.  
The early morning (4am – 7am) UHI does not change much with climate change. During these hours, 
the intensity of the UHI is driven by the warming in response to sunrise. Before sunrise, urban areas 
are warmer than rural areas. At sunrise, rural areas warm up quickly, more so than urban areas, (Figure 
S1), reducing the intensity of the UHI, until an urban cool island develops. 
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FIGURE 5-3 Hourly average summer (DJF) heat island for Control and Urban Growth scenario during 1991 – 2000 and 
2041 – 2050. 
The number of extreme UHIs also decreased. During 1991 – 2000, there were on average 20 days per 
summer when the UHI was greater than 5 °C for the Control, and 27 days for the Urban Growth 
scenario. During 2041 - 2050, the number of days with a UHI greater than 5 °C nearly halved for the 
Urban Growth scenario to 15 days, and was halved for the Control scenario, down to 9 days. In the 
present day climate, UHI events exceeding 7 °C occurred on average 3 days per summer in the Control 
scenario and 4 days per summer in the Urban Growth scenario. In 2041 – 2050, these events occurred 
on average only once per summer for the Control, and twice per summer for the Urban Growth 
scenario. 
5.4.3  Energy budget 
The reduction in the UHI reflects a stronger warming of rural areas compared to urban areas (Figure 
5-4). This is most apparent in the Urban Growth scenario and for maximum temperature. The urban 
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areas of Brisbane are closer to the ocean, which may explain some of the smaller increase in urban 
temperatures as compared to rural temperatures. 
 
FIGURE 5-4 Change in average (row 1), minimum (row 2) and maximum (row 3) air temperature between the midterm 
(2041 – 2050) and present day (1991 – 2000) for the Control (column a) and Urban Growth (column b) scenario. Note, 
the Urban Growth scenario in the medium term is compared to the Urban Growth scenario in the present day, not to the 
Control scenario as in Table 5.3. 
The increasing rural temperatures are also associated with changes in the latent heat flux, which 
decreased more in rural areas than in urban areas (Figure 5-5). The reduction in latent heat flux reflects 
a drying trend under RCP8.5; rainfall decreases, as does soil moisture (see Figures S2 and S3) and 
relative humidity. In addition, incoming longwave and solar radiation increase (see Figure S4). 
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Longwave radiation increases due to higher upper air temperatures, while solar radiation increased 
due to a small reduction in cloud cover during this period (see Figure S2). With increasing energy 
and reduced water, there is less potential for cooling with evapotranspiration, which contributes to 
higher temperatures, particularly in rural areas which have a higher latent heat flux than urban areas, 
and rely more on cooling by evapotranspiration than urban areas.  
 
FIGURE 5-5 Change in relative humidity (row 1), 10m wind speed (row 2), latent and sensible heat flux (row 3 and 4) 
between the midterm and present day for the Control (column b) and Urban Growth (column c) scenario. Column a shows 
the present day values for the Control scenario. Column b is Control medium term – Control present day. Column c is 
Urban Growth medium term – Urban Growth present day. 
The increased drying trend is exacerbated in the Urban Growth scenario, which experienced larger 
reductions in latent heat flux than the Control scenario, particularly in rural areas close to the city. 
The drier urban air also may be affecting the nearby rural areas in this scenario. The increased drying 
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trend and higher warming in rural areas acts to reduce the difference in latent heat flux and 
temperature between urban and rural areas, and thus reduces the UHI. 
5.4.4 Hot days and nights 
Under RCP8.5, the number of hot days (max temp > 40 °C) and nights (min temp > 24 °C) increased 
for both the Control and Urban Growth scenario. Hot days were defined as days with maximum 
temperature above the 95th percentile of maximum temperature in rural areas for 1991 – 2000 Control. 
Hot nights were defined the same way, using minimum temperature. The increase in hot days and 
nights with climate change was statistically significant at p < 0.05 for all scenarios and areas.  
The Urban Growth scenario experienced more hot nights at each urban location than the Control 
scenario. The biggest difference in the number of hot nights between the two scenarios was in areas 
that changed from low to medium density (“Medium Density” in Figure 5-6), and the CBD (Figure 
5-6, panel d2), where land cover did not change between the two scenarios. This difference in the 
number of hot nights between the Urban Growth and Control scenario was statistically significant at 
p < 0.05 in Medium Density areas in both the present day and midterm, and was significant in low 
density and rural areas in the present day at p < 0.1. The Control scenario had more hot days than the 
Urban Growth scenario in the CBD and the Medium Density urban areas, though the difference was 
smaller than for hot nights and was only statistically significant in the present day, not the midterm, 
and only in medium density and rural areas. The CBD covers a small spatial area in CCAM, and was 
not included in the statistical tests. This also leads to the small error bars in Figure 5-6. 
For the Control scenario, the average number of hot days and nights doubled for each area from the 
present day to the medium term (Figure 5-6). In rural areas, the average number of hot nights in 
summer more than tripled, increasing from three to 17 nights per summer for both scenarios. For the 
Urban Growth scenario, the average number of hot nights tripled in Medium Density areas, increasing 
from 15 to 48 nights. At the CBD, the average number of hot nights per summer increased from 19 
to 55 for the Urban Growth scenario, and 14 to 47 for the Control scenario.  
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FIGURE 5-6 Average number of hot days and nights in summer (Dec – Feb) for rural and urban areas for Control and 
Urban Growth scenario. Only rural areas within the same elevation range as Brisbane city included in calculation of rural 
temperature change.  Low Density areas refers to areas which were low density in both scenarios. Medium Density refers 
to areas which were medium density in the Urban Growth scenario, but low density in the Control scenario. Bars show 
spatial standard deviation. Hot days defined as day with maximum temperature above the 95th percentile of maximum 
temperature for 1991 – 2000 Control, rural areas. Hot nights defined same way, using minimum temperature. The 
threshold temperature for hot days was 40⁰C, and 24⁰C for hot nights. Note: The CBD covers a very small spatial area, 
which is why the error bars are small. 
Specific locations were examined to identify the duration of hot events. The CBD and rural point 
used in the UHI calculation were chosen to represent CBD and rural areas respectively and the 
Archerfield weather station was used to represent Medium Density areas. Consecutive hot day events, 
with maximum temperatures above 40 ⁰C for three days or longer, lasted for longer for both scenarios 
in the medium term than in the present day. Over the ten year period, 2041 – 2050, hot day events 
occurred five times for the Control and six times for the Urban Growth scenario in rural areas. In 
urban areas in 2041 - 2050, hot day events occurred three times for the Control and twice for the 
Urban Growth scenario. This is an increase from 1991 – 2000, when hot day events of three days or 
more occurred only once for the Control and twice for the Urban Growth scenario in rural areas, and 
did not occur in urban areas.  
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Consecutive hot night events lasted for longer at urban locations in the Urban Growth scenario than 
in the Control scenario. In 2041 - 2050, on average, hot night events lasting longer than three nights 
occurred three times per summer for the Control and Urban Growth scenario at Archerfield. At the 
CBD, hot night events lasting longer than three nights occurred four times per summer in the Control, 
and six times per summer in the Urban Growth scenario. Long events (>= 14 consecutive nights) 
occurred only during the medium term, and not in the present day. Over the 2041 – 2050 period, 
events with hot nights that lasted for 14 days or longer occurred 3 times for the Control and 6 times 
for the Urban Growth scenario in urban areas. The longest duration events occurred in the CBD in 
the Urban Growth scenario.  
5.4.5 Heat stress indices 
Heat stress was calculated using WBGT and AT for sun and shade. These indices were then compared 
to threshold values that provide guidelines for level of activity. ATshade reflects the heat stress for 
people working and doing activity outdoors in the shade, while ATsun reflects the heat stress people 
would face if they were active in direct sun. 
We also compared the threshold values of WBGT and AT, calculated with daily average temperature. 
Thresholds for WBGT are based on Sports Medicine Australia guidelines. For ‘Moderate’ WBGT, 
Sports Medicine Australia recommends taking more breaks during activity, for ‘High’ they 
recommend limiting the intensity and duration of exercise (2007). AT guidelines are based on the 
USA National Weather Service Heat Index Guidelines (2018). ‘Moderate’ indicates fatigue possible 
with prolonged exposure or physical activity, ‘High’ indicates heat stroke, cramps or exhaustion 
possible with prolonged exposure or physical activity, and ‘Danger’ indicates heat cramps and 
exhaustion likely, and heat stroke possible with prolonged exposure or physical activity (National 
Weather Service, 2018). Using average temperature, there is minimal difference in the heat stress 
indices between low, medium density areas and the CBD urban area. 
The average number of days per summer with high and dangerous heat stress risk increased with 
RCP8.5 (Figure 5-7). With RCP8.5, dangerous heat stress occurs 1 – 2 days per summer (ATshade) 
during 2041 - 2050, and 6 – 7 days per summer when in the sun (ATsun). With RCP8.5, high heat 
stress risk, measured with ATsun, occurs over 60 days per summer for both rural and urban areas and 
for both scenarios. For WBGT and ATshade, high heat stress increases by more than 4 times the present 
day value, and occurs 23 days per summer in rural areas and 19 – 22 days per summer in urban areas 
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using WBGT, and using ATshade occurs 18 days per summer in rural areas and 12 – 15 days per 
summer in urban areas. 
 
FIGURE 5-7 Average number of days per summer exceeding low, medium, high and dangerous thresholds of heat 
stress using WBGT (row 1), ATshade (row 2) and ATsun, (row 3) calculated using average temperature, for rural 
(column a) and CBD (column b) areas. Only rural areas within the same elevation range as Brisbane City were included 
in calculation of rural temperature change.  Bars spatial show standard deviation. 
Using average temperature to calculate these indices, there is minimal difference in the number of 
days above thresholds for urban and rural areas. For ATsun, urban growth leads to 2 – 3 extra days 
per summer with high heat stress in urban areas where land cover changed.  
 
. 
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5.5 Discussion 
5.5.1 Overview 
In this study, we used a high-resolution atmospheric model coupled with an urban canopy model to 
investigate the impact of climate change and urban growth on the UHI and heat stress of a sub-tropical 
city in Australia. Using a scenario of inner city urban growth in combination with the RCP 8.5 climate 
scenario, we demonstrate that climate change increases temperature everywhere. When climate 
change and urbanisation are considered together, the temperature increases are higher, particularly at 
night and in the urban areas that experienced densification. We also show that while both urban and 
rural temperatures warm up, rural temperatures warm up faster than urban temperatures. Even though 
urban temperatures remain higher than rural temperatures, the higher warming in rural areas decreases 
the difference in urban and rural temperatures and the average UHI. This shows that urban and rural 
areas can respond differently to climate change, and it cannot be assumed that even in the absence of 
urban growth, that urban and rural areas will experience the same amount of warming with climate 
change. We further show that the number of hot days and nights per summer doubled with RCP 8.5 
for both the Urban Growth and Control scenario, and urban areas experienced more hot nights in the 
Urban Growth scenario than in the Control scenario. 
5.5.2 The impact of climate change on temperatures and the urban heat island 
Climate change increased temperatures over the entire study area by over 2 °C. When urban growth 
was included, the increases in temperature were higher, particularly for average and minimum 
temperatures, while maximum temperature increases were similar. These results are similar to those 
of Argüeso et al. (2014), who found little impact of urbanisation on maximum temperatures. The 
higher increase in average and minimum temperature with urban growth also occurred in rural areas, 
where land cover did not change. If urbanisation is not considered in the simulations of future climate, 
temperatures could be under-estimated, not only across the city, but in nearby rural areas.  
While temperatures in urban areas increased, the intensity of the UHI and the frequency of extreme 
UHIs (UHI intensity > 5 °C) decreased in both scenarios with climate change. The decrease in the 
average UHI was driven by increased warming in rural areas as compared to urban areas, which 
reduced the urban-rural contrast in temperature at night, and increased the difference between urban 
and rural temperatures during the day. This rural control on the intensity of the urban heat island has 
also been found for many Indian cities, where irrigation of agriculture is a large factor in the surface 
UHI (Kumar et al., 2017). The change in UHI intensity found in this study with climate change was 
131 
 
most pronounced during the daytime, when the urban cool island strengthened. At night, the UHI 
intensity decreased. The lower urban warming may be partly, but not entirely, due to the urban areas 
being closer to the coast than rural areas and the moderating influence of sea-breezes. The higher 
increase in rural temperatures was also driven by a larger reduction in latent heat flux in rural areas 
than in urban areas. Under RCP8.5, 2041 – 2050 exhibited a drying trend, which was reflected in 
lower relative humidity, soil moisture and precipitation. Incoming longwave and solar radiation also 
increased due to increased air temperatures and lower cloud cover respectively. With higher incoming 
energy and less water availability, latent heat flux decreased. Rural areas, which have higher 
vegetation and higher latent heat flux, were more strongly affected by the reduction in moisture than 
urban areas.  
For many parts of Australia, including the Brisbane area, there is uncertainty regarding future rainfall 
with climate change (CSIRO & Bureau of Meteorology, 2015; Grose et al., 2015; IPCC, 2014; Walsh 
et al., 2002). Rainfall may decrease around Brisbane during winter, those these results are uncertain 
(CSIRO & Bureau of Meteorology, 2015). In areas where a drying trend is projected to occur with 
climate change, these results show the nocturnal UHI is likely to decrease. However if rainfall 
increases, the UHI may intensify instead by the same processes that were found to decrease the UHI 
with a drying trend. The rural latent heat flux may respond more to the increase in precipitation and 
increase more than urban latent heat flux. An increase in rural latent heat flux would mean less 
warming in rural areas than urban areas and an increase in the urban-rural temperature difference and 
the UHI. 
Our findings differ from the results found by Adachi et al. (2012) in Tokyo, who found urban and 
rural areas responded similarly to climate change. However, they were similar to the findings of 
Hamdi et al. (2015) in Brussels, who found the UHI decreased which they attributed to increased 
rural warming due to soil dryness, as was also found here. Hamdi et al. (2015) also found the winter 
UHI increased due to changes in wind speed. The seasonal variation in UHI response to climate 
change was not be studied here due to our focus on summer. 
Previous work has suggested a reduction in soil moisture may drive changes in the UHI with climate 
change, as was found here (Hamdi et al., 2015; Hamdi et al., 2014; A. Lemonsu et al., 2013; Oleson, 
2012). Hamdi et al. (2015) also found decreases in wind speed could increase the winter-time UHI, a 
process that was not seen here in summer and could not be studied in winter due to the time-frame 
examined. Hoffman et al. (2016) found a moderate increase in the UHI with climate change, but 
attributed this to a regional temperature gradient over the study area. Our results differ from the work 
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of Adachi et al. (2012), who found no climate change impact on the UHI in Tokyo, and that 
topography was a more important factor than urbanization. Other studies have found differing results, 
with the impact of climate change on the UHI depending on the urban context (Wiesner et al., 2018). 
Our study clarifies the processes leading to increased rural warming, which has been lacking in 
previous work, and confirms a reduction in moisture and rural evapotranspiration can decrease the 
UHI with climate change. How the UHI changes in each city in response to climate change will 
depend on the climate impacts on regional climate, particularly cloud cover and rainfall. This study 
also shows the rural warming and drying trend is enhanced by increasing urban growth. The Urban 
Growth scenario saw higher increases in maximum temperature in rural areas than the Control 
scenario, and a larger reduction in rural evapotranspiration and relative humidity in rural areas nearby 
the city. The drier urban air in the Urban Growth scenario may be intensifying the drying trend in 
rural areas near the city.  
5.5.3 The impact of climate change and urban growth on heat stress  
With RCP8.5, the number of hot days and nights doubled for both scenarios, and the average number 
of hot night events per summer lasting more than three nights tripled in urban areas. The Urban 
Growth scenario experienced more hot nights at each urban location than the Control, while there 
were slightly more hot days in urban areas in the Control. This is possibly due to a shading effect 
with higher density. The increase in the number hot nights was larger than the reduction in hot days. 
The biggest increase in number of hot nights per summer occurred in areas which changed from low 
to medium density, however even areas where land cover did not change, such as the CBD, had an 
increase in number of hot nights in the Urban Growth scenario. With RCP8.5, the majority of summer 
nights in medium and high-density areas of the city become ‘hot nights’.  
Not only do the number of hot nights increase, but extreme events with consecutive hot nights last 
longer with climate change, and in the Urban Growth scenario. Consecutive hot nights negatively 
impact on human health and are linked to increased mortality (Heaviside et al., 2017). Days with 
minimum temperature over 24 °C, which matches the definition of hot nights used here, have been 
linked to increases in daily mortality for those over 65 of 19 – 21% (Nicholls et al., 2008). The 
increase in hot nights with climate change, and increasing duration of hot events, will have serious 
implications for human health (IPCC, 2014).   
We also examined heat stress indices and compared them to thresholds that link heat stress and level 
of activity.  For ATsun, the majority of summer days became ‘high’ heat stress, while the number of 
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days classified as ‘high’ heat stress with WBGT and ATshade increased by a factor of 4. Unlike the 
number of hot nights and days, there was minimal impact of urban growth on heat stress, as it was 
calculated using average temperature. Calculating the heat stress indices with average temperature, 
not maximum temperature, means dangerous heat stress is not just limited to the hottest part of the 
day. Short-term exposure to heat while working can increase heat – related illness (Liang et al., 2011). 
Indoor workers may be able to avoid some of these impacts with air-conditioning, though that will 
increase outdoor urban temperatures and greenhouse gas emissions (Lundgren & Kjellstrom, 2013; 
Oleson, 2012). However not everyone works indoors. Outdoor work and activity, even when in the 
shade, will need to be limited to avoid heat stroke and heat stress (Hanna et al., 2011; Hyatt et al., 
2010). As well as health impacts, this will also have negative impacts on worker productivity (Hanna 
et al., 2011; Hyatt et al., 2010; Lundgren et al., 2013).  
5.5.4 Approach and limitations 
This study used a high-resolution climate model to investigate the impact of urban growth and climate 
change on the urban heat island and heat stress of a sub-tropical city. The use of a 1 km model allowed 
us to include multiple urban density types, and to examine the impact on rural areas nearby the city. 
The limitations of this study are primarily related to the time-frame and processes examined. One 
process through which climate change could alter the UHI is anthropogenic heat (AH) release. With 
higher increases in temperatures, air-conditioning would increase, increasing AH and urban 
temperatures (Bohnenstengel et al., 2014; Lundgren & Kjellstrom, 2013; Oleson, 2012). This process 
was not examined, but is likely to be important, particularly in high-density areas of the city 
(Chapman et al., 2016; Quah & Roth, 2012).  
This study focussed only on summer temperatures, however given the large increases in temperatures 
and heat stress, with the majority of summer days being classified as ‘high’ heat stress, it is likely 
other seasons will also experience high heat stress (Amengual et al., 2014; Chapman et al., 2017; 
Fischer & Schär, 2008). This study focused on 10 years only, which is likely not long enough to get 
an average climatology of rainfall, and will not represent the inter-decadal variability in rainfall. This 
was a necessary limitation given the practical limitations of available resources, and an improvement 
on previous work which has focussed on time-frames of a year or less (e.g., Adachi et al., 2014; Long 
Yang et al., 2016). We believe the results are still useful as it shows the processes by which climate 
change may affect the UHI. Future work should look at a longer time frame, such as 30 years, to 
better capture rainfall variability.   
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All of the heat indices, and the equations used to calculate wet-bulb and globe temperature, have 
limitations. For example, WBGT responds weakly to wind speed and humidity (Budd, 2008; 
Smolander et al., 1991; Taylor, 2006). None of the indices chosen consider factors such as age or 
health, which are important factors in heat stress, and most of the indices assume fit and acclimatized 
individuals (Konarska et al., 2000; Macpherson, 1962; Smolander et al., 1991). The indices and their 
threshold values we used here are widely available, which link the index to level of activity and 
health. The heat stress experienced by unhealthy or older individuals is likely to be higher than 
indicated by the thresholds calculated here. To address previous limitations in wet-bulb temperature, 
we have calculated wet-bulb temperature using the Davies-Jones (2008) calculation rather than the 
Stull (2011) equation, which is inaccurate at higher temperatures (Buzan et al., 2015). We have also 
used multiple heat stress indices, which weight different aspects of heat stress differently, which has 
been a weakness in previous work (Buzan et al., 2015). All of these indices show a similar pattern, 
which gives confidence in the results that however heat stress is measured, it will increase in the 
future with climate change. 
A remaining limitation is that the urban parameters used in this model are based on data from 
Melbourne, not Brisbane, as this was the best data available for an Australian city. The model 
validation found a warm bias when simulating Brisbane, particularly in the simulated daily maximum 
temperatures. We have investigated various potential reasons for the high maximum temperature, but 
have not clearly identified the cause. The bias may be related to the downscaling of the CCAM 100 
km resolution simulation forced by ACCESS corrected sea surface temperatures.  However, ACCESS 
sea surface temperatures are necessary to make a prediction of the future Brisbane climate under a 
global warming scenario and the corrected sea surface temperatures generally improves the simulated 
present day climate.  Nevertheless, in future work we will consider sea surface temperatures from 
other GCMs to determine their impact on the simulated Brisbane climate.  Future work will also 
improve the input data available for the model parameters and consider processes not examined here, 
such as changes to anthropogenic heat release. 
5.5.5 Implications for urban planning and human health 
Brisbane already faces health risks from heat stress (Tong et al., 2010), which will intensify with 
urban growth and climate change. Even though the intensity of the UHI and the number of extreme 
UHIs decrease with climate change, urban and rural temperatures both increase, and high-intensity 
UHIs still occur, and occurred twice as often in the Urban Growth scenario as in the Control scenario. 
Day-time heat stress and number of hot days increased for urban areas, and the number of hot nights 
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remains much higher for urban areas than for rural areas. This means urban residents will face 
increasing heat stress risks, particularly if a high-intensity (> 5 °C) UHI occurs, which occurred 9 
days per summer in the Control scenario, and 15 days per summer in the Urban Growth scenario in 
2041 - 2050. Outdoor workers will face high health risks, even in shaded conditions. During an 
increasing number of summer days, outdoor work and sport will need to be limited to prevent heat 
stress. 
Since 2005, humanity has been following the RCP8.5 emissions path (Sanderson et al., 2016). Rapid 
mitigation of climate change is vital to avoid the temperature impacts associated with this scenario, 
though it is clear now not all climate change impacts can be avoided and adaptation to higher 
temperatures is also necessary (Pielke et al., 2007; Rogelj et al., 2016; Sanderson et al., 2016). Despite 
the reduction in the UHI found in this scenario, caused by a slight reduction in the night-time UHI 
and an increase in the urban cool island during the day, the night time UHI remains high and with the 
increase in temperatures, urban residents face higher overall heat stress risks in 2041 – 2050 than in 
the present day. Urban planners need to seriously consider the heat stress urban residents will face in 
the future, and options to mitigate the UHI, so that urban design does not exacerbate the temperature 
increases from climate change (Grimmond, 2007; Heaviside et al., 2017; Li & Bou-Zeid, 2013). Less 
developed tropical and sub-tropical regions, particularly those predicted to have high urban growth, 
such as Africa (Seto et al., 2012), may be particularly vulnerable to future increases in the UHI, due 
to limited resources to respond to increased heat stress risks (Hyatt et al., 2010; IPCC, 2014; 
Kjellstrom, 2009). Given limited resources, planners should focus on areas of the city most at risk of 
heat stress, either due to socio-economic status or urban design (Hajat et al., 2010; Laaidi et al., 2012; 
Luber & McGeehin, 2008). A more detailed and realistic land-cover map would enable planners to 
identify at-risk suburbs and focus mitigation efforts on them.  
Heat-warning systems, cool-roofs and increased greening can be effective in reducing the intensity 
of the UHI (Bowler et al., 2010; Coutts et al., 2013; Heaviside et al., 2017). Research in Australia has 
found mortality could be reduced by between 5 – 28% by an increase in vegetation from 15 – 33% in 
high density areas (D. Chen et al., 2014). Our model did not include irrigation in urban areas, so it 
could be considered a ‘worst-case’ scenario for the UHI intensity. However, the drying trend means 
mitigation through increased greening may have limited effect without irrigation, and water 
availability may become an issue, particularly in a drought-prone country like Australia (Coutts et 
al., 2013).  
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We also found the urban heat island effect spreads out to neighbouring areas. This means even areas 
which do have green space may be negatively affected by nearby high-density low-green space areas. 
The wider impacts of inner-city development decisions on surrounding suburbs need to be considered 
by planners. Finally, the Urban Growth scenario considered here was not an extreme scenario. Over 
half of the urban area was densified, and this only included a reduction in green space of 11% and 
increase in building height of 2 m. Actual urban densification may be much higher than this, and so 
the UHI and night-time heat stress could be higher. The health risks urban and rural residents will 
face in the future due to climate change will be high; urban planners need to ensure urban growth 
does not magnify these risks any further. 
5.6 Conclusion 
We examined the impact of climate change and urban growth on the UHI of Brisbane, a sub-tropical 
city in Australia, during summer. We found higher increases in average and minimum temperatures 
when both urban growth and climate change were considered. While temperatures increased in both 
urban and rural areas, and urban temperatures remained higher than rural temperatures, rural 
temperatures increased more, decreasing the difference between urban and rural temperatures at 
night, and increasing the urban cool island during the day. This led to an overall decrease in the 
average UHI. The higher rural warming was due to a drying-trend. This rural warming was more 
pronounced with urban growth, potentially due to the more coastal location of urban areas and the 
dry-urban air affecting nearby rural areas. Whether regions will get drier or wetter with climate 
change will affect the urban-rural temperature balance and the UHI intensity. Future work should also 
focus on other processes important to the UHI - climate interaction, such as anthropogenic heat 
release, which may increase or decrease the UHI depending on whether the increase air-conditioning 
is higher than decrease in heating in winter.  
We forecast major increases in heat stress, duration of heat events, and number of hot days and nights 
with climate change and urban growth. The number of hot days and nights doubled, and dangerous 
heat stress occurred every summer, even in shady conditions. These results mean outdoor work and 
sport will need to be limited in duration to reduce the risks of heat stress. We only examined the 
summer season, but given the large increases in heat stress, it is likely heat stress will be an issue in 
other seasons as well. Mitigation of urban temperatures will become more vital in the future and urban 
planners need to consider the temperature effects of development decisions to ensure they are not 
contributing to the heat stress burden urban residents will already face with climate change. 
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5.7 Supporting information 
TABLE S 1 Percentage missing temperature, relative humidity (RH) and 10m wind speed data (U10) for weather stations. 
Redcliffe station only wind speed data used for validation. Amberley station average temperature data was only compared 
to model data from Feb 1992 onwards, as prior to that time hourly data was only available at 9am and 3pm. From Feb 
1992, Amberley was not missing any temperature data. Samford and Logan are missing all average temperature data as 
for the entire period hourly data only available 1 or 2 hours per day, which was not sufficient to calculate average 
temperature. 
Station Years Open Temperature (%) RH (%) U10 (%) 
Amberley 1990 – 2000 0 0 0 
Archerfield 1990 – 2000 10 10 9 
B. Aero 1 1990 – Feb  14, 2000 0 0 0 
Samford 1991 – Jan 1998 100 ave, 13 min and max 16 16 
Redcliffe 1991 – 2000 77 ave, 27 min and 36 max 100 23 
B. Aero 2 1994 – 2000 7 7 7 
Logan Dec 1992 -2000 min, max = 0, tave = 100 0 4 
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FIGURE S 1 Hourly variation in temperature at the CBD and Rural points used to calculate the UHI during the present 
day (1991 – 2000) and the medium term (2041 – 2050). Panel a) control scenario. Panel b) Urban Growth scenario. 
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FIGURE S 2 Precipitation (mm/day) and percentage cloud cover (high, mid and low clouds) in Control present day 
(column 1), and change in precipitation and cloud cover in the medium term for the Control (column 2) and Urban Growth 
scenario (column 3). 
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FIGURE S 3 Change (Midterm – Present) in soil moisture wetness fraction for Control (column 1) and Urban Growth 
scenarios (column 2). 
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FIGURE S 4 Difference in incoming and net solar (1 and 2) and longwave radiation (3 and 4) (W/m2) for the Control 
(column 1) and Urban Growth (column 2) scenarios (Midterm – Present day). 
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CHAPTER 6  
DISCUSSION AND CONCLUSION 
Summary 
This thesis investigated the changes in the urban heat island (UHI) and heat stress as a result of urban 
growth and climate change in a sub-tropical city using CCAM, a high-resolution (1km) climate 
model. It contributes to the field of urban climate in five main ways. First, it has provided estimates 
of anthropogenic heat (AH) for four Australian capital cities, which can be used to improve the 
simulation of Australian urban climates. Secondly, it focuses on a sub-tropical city, whereas most 
previous work on the UHI has focused on temperate cities. Thirdly, the results of the urban growth 
simulations showed that urban land cover change can impact on temperatures in surrounding regions. 
Fourthly, the simulation of the combined impact of urban growth and climate change on urban climate 
showed how climate change and UHI interact. This provides useful new information on how the UHI 
can change with climate change, and in what situations in other cities it could be expected to change, 
thereby making the results of this thesis applicable to cities other than Brisbane. Finally, the thesis 
also calculated heat stress and compared the heat stress indices to heat stress thresholds, which link 
heat stress with levels of human activity. This shows the impact on human activity and health from 
the changes to climate resulting from urban growth and global climate change.  
In the next section, the major findings of the thesis and how they contribute to the field of urban 
climate research are presented. Then, the main limitations of this research are discussed, followed by 
future research priorities. 
6.1 Major findings 
Objective 1: Review the literature on the impact of urban growth and climate change on the urban 
heat island to highlight the limitations in previous work. 
The systematic review (Chapter 2) examined the recent literature on the UHI and how it is affected 
by urban growth and climate change and identified shortfalls in previous research on the topic. The 
systematic review highlighted five main questions for future research, which formed the basis for the 
rest of the thesis.  
First, how will changes in anthropogenic heating (AH) in response to climate change impact on 
urban temperatures and heat stress? AH is an important contributor to urban temperatures, and in 
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some cities contributes up to 2 – 3 °C to the UHI (Sailor, 2011; Taha, 1997). It also a mechanism 
through which climate change could alter the UHI. With increasing temperature, building cooling 
will increase in summer, and heating will decrease in winter, changing building energy usage and the 
associated AH release. Despite this, the systematic review found that it had often been excluded in 
previous simulations of urban climate, mainly due to a lack of estimates of AH. This gap provided 
the foundation for Objective 2, estimate AH release in Australian cities, which was addressed in 
Chapter 3. 
Secondly, how will increases in urban density affect future urban heat stress? Urban density 
affects how the UHI varies throughout the city, with the denser areas of the city (higher buildings, 
less green space), generally having higher temperatures than less dense areas. Most previous work 
has excluded this in two main ways, by only using one urban category for urban areas, thereby not 
capturing variation in urban structure throughout the city, and by focussing on urban expansion, rather 
than urban densification, when simulating urban growth. This is a particularly important gap for 
Australian cities, given that most plans for Australian cities focus on expanding by densifying existing 
urban areas, rather than expanding the city into new areas (Brisbane City Council, 2014; City of 
Melbourne, 2016a; NSW Department of Planning and Environment, 2014). The thesis addressed this 
gap in two main ways. First, in the urban growth scenarios developed as part of Chapter 4 three urban 
categories were used (low, medium and high), to better represent Brisbane’s urban area. Secondly, a 
scenario of urban densification was used in the urban growth simulations in Chapter 4 and the urban 
growth and climate change simulation in Chapter 5.  
Thirdly, how does the spatial configuration of urban growth impact on future changes in the 
urban heat island? The distribution of vegetation and tall buildings throughout the city affect 
temperature, and some distributions may be more effective than others at reducing temperature. For 
example, evenly distributed vegetation may be more effective at cooling the city than vegetation 
clustered in a few areas (Zhou et al., 2011). While this is an important issue, this thesis did not address 
this gap, and it remains an area of important future research. 
Fourthly, how will urban temperatures change due to the combined impact of climate change 
and urban growth? The systematic review identified that few studies have considered both factors, 
and those that did found higher increases in urban temperatures when both the UHI and climate 
change were considered, than with climate change alone. Excluding urban growth, including 
densification, from simulations of future climate could therefore lead to underestimating projected 
increases in temperatures. This gap was addressed in Chapter 5 by Objective 3, which was to conduct 
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modelling simulations to evaluate the combined impact of urban growth and climate change on urban 
temperatures. 
The final question identified in the systematic review was: how will heat stress vulnerability 
change in urban areas in the future, considering both climate change and urban growth? The 
systematic review found that heat stress was rarely examined by studies and most studies focussed 
only on temperature. To understand the health impacts of rising temperatures, it is necessary to 
examine heat stress and the vulnerability of the local population to increases in temperature and 
humidity. This gap provided the basis for the final Objective of this thesis, Objective 5, which was to 
evaluate the impact on heat stress of changes to climate from urban growth and climate change. 
Objective 5 was addressed in Chapter 5. Heat stress was calculated based on the outputs of the climate 
simulations (Objective 4), and compared to heat index thresholds, which provides a link between heat 
stress values and human activity and health. 
Objective 2: Calculate anthropogenic heat (AH) release for Australian capital cities for use in the 
climate model. 
In Chapter 3, AH was calculated for four Australian capital cities, Brisbane, Sydney, Melbourne and 
Adelaide. Anthropogenic heat is a key component of the UHI, contributing up to 2 – 3 °C in some 
cities (Sailor, 2011; Taha, 1997). Despite this, the systematic review identified that AH is often not 
included in simulations of urban climate because estimates are not available. The purpose of Chapter 
3 was to calculate AH for Australian cities so that AH can be included in future simulations of 
Australian urban climate, ideally improving those simulations. Initially, these estimates of AH were 
also going to be included in the simulations of Brisbane’s climate in Chapters 4 and 5, however due 
to a warm bias in CCAM, they were not included. This limitation is discussed in more detail in Section 
6.2. Approach and Limitations. 
Diurnal variation in AH was calculated using the inventory method. These calculations provided a 
spatially varying map of AH across the four capital cities. The diurnal variation in AH found in these 
Australian cities is in line with previous work, such as Allen et al., 2011 with AH increasing in the 
early morning after 5am and peaking in the early evening around 6pm. The AH of the Australian 
cities shows more of a morning and afternoon peak than the global profile developed by Allen, which 
may have been smoothed out as Allen used a global average.  There was a large spatial variation in 
AH, with very high values in the city centres during the day and a rapid decrease with distance from 
the city centre. During the evening, the city centres, particularly in Melbourne and Sydney, saw large 
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reductions in AH release due to the low resident population in these areas. The AH release in the city 
centres was over 300 W/m2 for Sydney and Melbourne and above 200 W/m2 for Brisbane. The values 
for Melbourne and Sydney are comparable to peak London and Tokyo values, of around 400 W/m2 , 
which in Tokyo are enough to increase temperatures by 1 – 1.5 °C (Bohnenstengel et al., 2014; Sailor, 
2011). The values found for the Australian cities are sufficiently high to potentially impact on urban 
temperatures, particularly in the central business district of the city. These results were published with 
data for each spatial unit in the aim that they can be used for future urban climate research in Australia.  
The main drivers of AH are population density, vehicle traffic and building energy use. Brisbane’s 
population density will increase in the future due to rising total populations and a preference for infill 
development over urban expansion. Other Australian cities have similar urban development plans 
(Brisbane City Council, 2014; City of Melbourne, 2016a; NSW Department of Planning and 
Environment, 2014). This will likely increase AH in the city unless energy use and vehicle traffic 
decrease to compensate for rising population density. With rising temperatures associated with 
climate change it is likely that summer energy use will increase while during winter it will decrease. 
Currently, the highest AH is found in the city centre during the day due to high working populations. 
With increasing inner-city densities and warming temperatures AH flux in these areas will likely 
increase, contributing to the UHI and further warming urban temperatures. Given these areas already 
have high AH fluxes, it is likely that AH will be an important contributor to urban temperatures in 
the inner city in the future. This is something that needs to be considered in building design, so that 
the urban form does not exacerbate summer temperatures. 
Contribution 1: Spatially varying AH estimates, which can be used for future climate studies in most 
major Australian cities, and improve the simulation of urban climate in Australia. 
Objective 3: Conduct modelling simulations to evaluate the impact of urban growth on the urban 
heat island and urban temperatures in Brisbane. 
Urban growth was simulated in Brisbane, a sub-tropical city, in Chapter 4. A Medium Density and 
Zero Vegetation scenario were simulated at 1km resolution using CCAM, the conformal cubic 
atmospheric model. The purpose of these simulations was to first understand Brisbane’s urban 
climate, and the impact of urban growth on Brisbane’s climate, without the added complexity of 
climate change. This then assisted in the analysis of the outputs of the combined climate change and 
urban growth simulations in Chapter 5. In addition, by using a high-resolution climate model which 
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allowed variation in urban density, this Objective also responded to one of the research gaps identified 
in the systematic review, how will increases in urban density affect future urban heat stress?  
The sensitivity experiments conducted in this Chapter and the calculation of the observational UHI 
provided new information on the magnitude of sub-tropical UHIs, and Brisbane’s UHI in particular. 
As part of the validation of CCAM in this chapter, Brisbane’s UHI was calculated using weather 
station data. Brisbane’s UHI has not previously been measured, so this provides useful new 
information on Brisbane’s climate. Brisbane’s UHI was found to have a lower average intensity than 
that found for temperate cities, which is a common finding for sub-tropical cities. This lower UHI 
intensity could be explained by the lower AH intensity in Brisbane. The AH calculations presented 
in Chapter 3 found that Brisbane also has a lower AH value than Sydney and Melbourne, as well as 
less seasonal variation. 
The sensitivity experiments conducted using the urban canopy model, ATEB, investigated the 
variables affecting the UHI. This confirmed that previous work in temperate cities is applicable to 
sub-tropical cities, and the processes behind the UHI function the same. The sensitivity simulations 
also assisted in the interpretation of the CCAM simulation, and suggest that the reduction in 
vegetation in the Medium Density simulation was a bigger contributor to the temperature increases 
than parameters related to urban geometry, such as building height and height/width ratio. 
In the urban growth scenarios the biggest increases in temperature occurred at night, and there was 
little change in day-time temperatures. The main contributor to the rising temperature was a reduction 
in vegetation, and the resultant reductions in evapotranspiration and latent heat flux. In the less 
extreme and more realistic Medium Density scenario, average temperatures increased at night in the 
city-centre by 0.7⁰C, and there was an increase in the number of hot nights. These results show that 
even small increases in density in a localized area are enough to increase nocturnal temperatures.  
During hot events the increase in temperature was higher than that found with the seasonal average. 
In urban areas, the seasonal average increase in temperature above the Control scenario was between 
0.1 – 1.0 °C for the No Vegetation scenario, while during the extreme events it was between 1.1 – 1.7 
°C. In the Medium Density scenario, the increase in seasonal average temperature at Archerfield and 
Brisbane City was between 0.15 – 0.2 °C, while during the hot event it was between 0.6 – 0.7 °C. 
These temperature increases generally occurred at night and during an afternoon peak near 3pm and 
acted to extend the duration of the high-temperature peak, rather than increase the maximum 
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temperature. This would interfere with people’s ability to sleep during the hot event, and increase 
heat stress during afternoon activities.  
During these extreme heat events winds blowing across the city carried the warmer air over 
surrounding areas, increasing temperatures even in locations where land cover did not change. This 
means that even areas that do not experience urban densification can still experience high 
temperatures due to urban densification in nearby areas, if the weather conditions permit. The 
temporal scale examined was important in finding that areas that did not undergo land cover change 
experience temperature increases, as this effect was not apparent with monthly or seasonal averages, 
and was only shown in hourly temperature over a few days.  
Contribution 2: Confirming that the behaviour of temperate UHIs applies to sub-tropical UHIs, and 
finding that vegetation is likely the main contributor to the intensity of Brisbane’s UHI. 
Contribution 3: Showing that urban densification can increase temperature outside the area of land 
cover change over short time-periods. 
Objective 4: Conduct modelling simulations to evaluate the combined impact of urban growth and 
climate change on temperatures in Brisbane and determine if and how climate change interacts with 
the UHI. 
In Chapter 5 climate change and the Medium Density urban growth scenario were examined together 
using CCAM. RCP8.5 was simulated over the medium term, 2041 – 2050, during summer.  The 
purpose of this Chapter was to examine how climate change and urban growth together impact on 
temperatures, as the systematic review identified this was a gap in previous research, potentially 
leading to the under-estimation of future urban temperatures. This Chapter also aimed to discover if 
climate change altered the UHI, and if so, how. 
During 2041 – 2050, climate change increased temperatures above 1991 – 2000 temperatures across 
the entire study area. However, when urban growth and climate change were considered together 
average and minimum temperature increases were higher than when climate change was considered 
alone. Urbanization had minimal impact on maximum temperatures, and had a bigger impact on 
night-time temperatures. This urbanization impact on average and minimum temperatures also 
occurred in rural areas, not just in the city, even though land cover did not change in rural areas. This 
may have reflected the advection of warmer urban air over nearby rural areas. These results show that 
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excluding urban growth from simulations of future climate may mean underestimating not just urban 
temperatures, but also rural temperatures. 
While climate change increased both urban and rural temperatures, rural temperatures increased by 
more than urban temperatures, decreasing the intensity of the UHI. This rural warming was due to a 
drying trend; with RCP8.5, 2041 – 2050 was dryer than 1991 – 2000, as shown by lower precipitation 
and relative humidity. This reduction in available water reduced the latent heat flux, more in rural 
areas, which are more reliant on evapotranspiration for cooling than urban areas. With the reduction 
in latent heat flux, more energy is partitioned into sensible heat flux, and rural temperatures increased 
more than urban temperatures. While urban temperatures remained higher than rural temperatures, 
the difference between urban and rural temperatures decreased, thereby decreasing the UHI effect. If 
rainfall increased, the UHI could potentially increase through the same processes: rural latent heat 
flux could respond more to increased precipitation than urban latent heat flux, leading to a smaller 
temperature increase in rural areas as compared to urban areas, and an increase in the UHI. 
The results of these simulations show that climate change can have a different impact on urban and 
rural areas, altering the UHI, and that when climate change and urban growth are considered together, 
temperature increase is higher than when climate change is considered alone. This confirms the 
findings of the systematic review, that urban temperatures can be underestimated if urban growth is 
excluded from simulations of future urban climate. The result that nearby rural temperatures may also 
increase with urban growth is a new result not found in the systematic review. These simulations also 
found that the UHI could change with climate change, and examined the processes behind this change. 
This is an important contribution to the urban climate research, given that of the papers that examined 
climate change impacts on the UHI, few explained how climate change could alter the UHI. The 
examination of the reasons behind the climate change impact on the UHI makes these results 
applicable to other cities in the world. If similar processes are at work in those cities, such as drying 
with climate change, the UHI may be expected to increase. Whether precipitation will have an 
opposite effect should be examined in future research. 
Contribution 4: Showing that the UHI can change with climate change and explaining the processes 
behind this change. 
Objective 5: Evaluate the impact on heat stress of the changes to the climate of Brisbane from the 
urban growth and climate change scenarios. 
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In Chapter 5, heat stress was calculated based on the results of the climate change and urban growth 
simulations conducted to meet Objective 4. The systematic review identified that few studies 
calculated heat stress, which limits the applicability of urban climate research to health. Calculating 
heat stress and linking these indices to threshold values for exercise and activity provides a more 
explicit link between changes to urban climate and resulting health impacts than looking only at 
temperature. 
Heat stress was calculated using three indices; WBGT (wet-bulb globe temperature), AT (apparent 
temperature) for sun and shade, and compared to threshold values that link the indices with level of 
activity and health risk. All indices increased with climate change. For ATsun the majority of summer 
days during 2041 – 2050 were classified as ‘high’ heat stress, while ‘high’ heat stress for WBGT and 
ATshade increased by a factor of 4. The urban growth scenario experienced 1 – 2 more days each 
summer of ‘high’ heat stress than the control scenario. ‘High’ heat stress indicates that activity 
duration and intensity should be limited to avoid health impacts. These indices were calculated with 
average temperature, not maximum temperature, which means high heat stress will not just be limited 
to the hottest part of the day. The increases in heat stress risk with these scenarios means outdoor 
work and activity will need to be limited throughout most of the summer to avoid detrimental health 
impacts.  
Contribution 5: Showing how climate change and urban growth can interact to affect human health 
and activity by linking changes in temperature and humidity to heat stress and heat stress thresholds. 
6.2 Challenges and limitations 
The key challenges to this thesis were missing data, the warm bias in CCAM, the mechanisms 
examined through which climate change and the UHI could interact and access to high-performance 
computer time. Missing data was an issue in calculating AH, validating CCAM, the parameter 
estimates for CCAM, and in representing urban growth in the land cover maps. The validation of 
CCAM showed that CCAM had a warm bias, which was an issue mainly for maximum temperature, 
while minimum and average temperatures were well simulated. Access to computer time limited the 
time-frame and number of seasons examined. Despite these limitations, the overall aim of the thesis, 
to examine the combined impact of climate change and urban growth on Brisbane’s UHI and heat 
stress, was achieved. 
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6.2.1 Missing data 
6.2.1.1 Anthropogenic heat calculations 
Anthropogenic heat was calculated in Chapter 3 using the inventory method, which is based on data 
on population, traffic, building energy use and human metabolism. The majority of the data required 
was available, however data on hourly traffic counts for Adelaide and hourly gas variation for every 
city except Melbourne was not available.  
Hourly variation in traffic counts is very similar in across cities (Hallenbeck et al., 1997; Menut et 
al., 2012; Sailor & Lu, 2004). The profiles for Melbourne, Sydney and Brisbane were similar to each 
other, as well as previous work in the field and a general Australian urban traffic profile (Bureau of 
Transport and Regional Economics, 2007). The Melbourne profile was used for Adelaide given that 
it was the most similar to the general Australian profile. This would not alter the daily magnitude of 
vehicle emissions for Adelaide but could have had an effect on hourly emissions if the hourly profile 
was very different between cities. This effect is likely to be minor, given the similarities between 
hourly traffic profiles in Australian cities.  
Daily gas data was available for all cities, however hourly variation in gas usage was only available 
for Melbourne. This has been an issue in previous AH studies (Sailor & Lu, 2004). This issue was 
addressed in two ways. First, gas usage was assumed to be uniform throughout the day in summer, 
as per Sailor and Lu (2004). This assumption was made as previous work has found that gas usage is 
related to temperature in winter but not in summer (Sailor & Lu, 2004). Secondly, the Melbourne 
hourly profile of gas usage for winter was used for the other cities, given that it was the only one 
available. Other studies have excluded gas altogether (e.g., Quah & Roth, 2012), or linked hourly 
variation in gas with temperature (e.g., Sailor & Lu, 2004). Excluding gas altogether would lead to a 
worse daily estimate of AH emissions than using the Melbourne profile, which would not alter the 
daily emissions, only the hourly variation in emissions. Linking hourly variation in gas to temperature 
was not possible given the lack of data on gas variation. Using a uniform profile for winter would 
also have led to worse estimates in winter, given that previous research has found that gas usage does 
vary throughout the day in winter  (Sailor & Lu, 2004). 
The majority of the data required for the AH estimates was available. The Melbourne profile was 
used for hourly variation in traffic in Adelaide, and winter gas usage in all other cities. Using the 
Melbourne data would not affect the daily estimates of AH, only the hourly estimates, and was a 
better solution than the alternatives, such as assuming no hourly variation in traffic or gas, or 
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excluding the data entirely. The AH estimates compared well to those of other cities and still provide 
useful information for Australian urban climate research, given there is little other research on AH in 
Australian cities. Unless hourly gas data becomes more publicly available, this is likely to be an issue 
in future research into AH in Australia. 
6.2.1.2 CCAM validation and parameter estimates 
Missing data was an issue with validating CCAM, and in the estimates of urban parameters for 
Brisbane. Missing weather station data for validating CCAM was addressed by looking at two time 
periods, 1990 – 2000 and 2000 – 2010, the second of which had more data available. The lack of 
parameter estimates for Brisbane was addressed by using estimates from Melbourne. 
Missing weather station data was an issue when validating CCAM during the 1990 – 2000 period and 
was less of an issue during the 2000 – 2010 period.  During 1990 - 2000 period, only two weather 
stations were open the entire time, while several others opened or closed throughout the period, in 
addition to missing data while they were open. The possibility of using the Australian Water 
Availability Project (AWAP) dataset instead of weather station data was explored but excluded as 
AWAP does not include all the variables of interest, AWAP is at 5km resolution whereas the 
simulations are at 1km, and AWAP is based on the weather station data, and so has the same 
weaknesses. The issue of missing data during the 1990 – 2000 period was addressed by using stations 
open at least 5 years throughout the study period and missing less than 25% of their data. These 
criteria resulted in four stations being used for all variables, and one station used for wind only. 
CCAM was also validated during the 2000 – 2010, when more data was available, and the results 
were similar to those obtained with less data in the 1990 – 2000 period, and so despite the missing 
weather station data, CCAM was still able to be validated. 
Estimates for the urban parameters in ATEB, such as building height, green space fraction, etc, were 
unavailable for Brisbane. Estimates were available for international cities, and for Melbourne. The 
Melbourne data was used as using data from another Australian city is expected to be a closer match 
to Brisbane than an international city. The validation confirmed that with these estimates, CCAM 
matched Brisbane’s urban climate well for minimum and average temperature.  
6.2.1.3 Urban land cover 
One of the objectives of this thesis was to represent urban density variation more realistically in 
climate models than previous work. Present-day land cover was sourced from MODIS data, and was 
updated to include the high-density area of Brisbane’s CBD. Landsat data was classified to try and 
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include medium-density areas in the present-day, but the classification accuracy was not sufficiently 
high to include, though the classification of the Landsat data did allow the inclusion of the CBD. 
Local government data for the present day and future zoning was acquired with the goal of using in 
the urban land cover maps, however there were issues with the number and type of land use 
classifications that prevented it from being used in CCAM. Local government data corresponded 
more to land use than land cover (i.e., ‘gym’, ‘shopping’, ‘health’, rather than high, medium and low 
density). The local government data also had many more categories than ATEB, was at a much more 
detailed resolution, and it was not straightforward to change the local government zones into ATEB 
categories. Despite not including medium density areas in the control land cover map or using the 
council data, the land cover data was still improved over previous work by updating the MODIS data 
to more recent data, and including the CBD. 
6.2.2 Warm bias in CCAM 
CCAM was validated using Bureau of Meteorology weather station data. The validation showed that 
CCAM has a warm bias in Brisbane, which during 2000 – 2010 was 1.1 °C for average temperature, 
0.7 °C for minimum temperature and 1.7 °C for maximum temperature. While average and minimum 
temperature biases were not high and are in line with biases typically found in mesoscale models 
(Schlüenzen et al., 2016), the maximum temperature bias was high. CCAM also over-estimates the 
number of extreme events by an average of 9 events between 2000 – 2010. Given the warm bias, this 
is not unexpected. This issue has not been found with CCAM in other Australian cities, though these 
cities have been in temperate, not sub-tropical, climates. 
The control simulation from 2000 – 2010 was rerun multiple times with different boundary layer 
schemes in an attempt to reduce the bias. This had minimal effect on the maximum temperature bias. 
Soil moisture and albedo were examined to see if they were causing an issue with daytime warming. 
If the soil dried out too much, temperatures could rise too much during the day due to a lack of latent 
heat flux, however this was found not to be an issue. The albedo of urban and rural surfaces was also 
examined to ensure unrealistic estimates of albedo were not leading to too much warming during the 
day. This was also not found to be an issue. The AH estimates from Chapter 3 were not included in 
the climate simulations in Chapters 4 and 5, and the default lower values were used instead so as not 
to exacerbate the bias. The default values of AH were 1.5 W/m2, which is lower the Brisbane-wide 
minimum of 1.7 W/m2, and much lower than the values found within the inner city which range from 
5 - > 200 W/m2. Including values even within the lower range of Brisbane’s AH would likely have 
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exacerbated the warm bias, particularly in high-density areas where AH values are at their peak during 
the day. 
The reasons for the maximum temperature bias are still unclear, despite efforts to uncover the reasons 
behind it. Though the maximum temperature bias was not improved despite considering different 
physics schemes, the simulations were continued with because average and minimum temperatures 
were well represented by the model, and the UHI is primarily a nocturnal phenomenon, and so 
representing minimum temperature well is of more concern to this study than maximum temperature. 
The positive bias in number of extreme heat events and the short time frame examined (10 years) also 
means the extreme event results should be interpreted with caution. These results still show that urban 
land cover changes have the potential to increase extreme as well as average temperatures, which is 
something that should be investigated further given the impact of extreme heat events on health. 
Future research is required with CCAM to understand why it is over-estimating day time temperatures 
in sub-tropical cities. 
6.2.3 Mechanisms through which climate change and the urban heat island interact 
The systematic reviewed identified three main ways climate change could interact with the UHI: 
variation in building energy used for heating and cooling and the resultant change in AH release, soil 
dryness and weather. Variation in AH release with temperature was not examined and an unchanging 
value of AH was used in ATEB. This was due to limitations in the urban canopy model at the time of 
the thesis. Currently, ATEB is being updated so that AH can vary realistically with temperature. This 
would allow the contribution of changes in building heating and cooling with climate change to be 
evaluated. If a realistically varying value of AH had been included it is possible that the increase in 
AH in the future with population growth and increasing demand for building cooling during summer 
could have outweighed the warming rural temperatures due to drying and led to either no change or 
an increase in the UHI. AH will become an even more important contributor to urban temperatures 
in Brisbane, particularly in the inner-city where values are already high, and future work should seek 
to include it. 
 Changes to weather, particularly wind speed and cloudiness, could change the frequency of high-
intensity UHIs. Wind and clouds were examined in these simulations, however to examine wind and 
cloudiness more robustly a longer time series would be required, perhaps closer to 30 years of 
simulations. This was not possible given the constraints on computer time, which will be discussed 
more in section 6.2.4. The impact of on the UHI of changing clouds and wind speed with climate 
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change has also been evaluated in a number of studies, as identified by the systematic review (ie., 
Hoffmann & Schlünzen, 2013; Rosenzweig et al., 2005). Excluding changing AH was necessary due 
to limitations in the model, however this thesis was still able to investigate changes to the UHI and 
explain the reasons behind these changes. Future work should seek to include varying AH release in 
simulations of urban climate and examine how it will contribute to the future UHI. 
6.2.4 Internal climate variability 
Internal climate variability is a key component of climate and is expected to be an important control 
on the regional impacts of climate change (Hu & Bates, 2018). Internal climate variability, such as 
the ENSO and Indian Ocean Dipole (IOD) cycles were not examined here. Interannual variability in 
the Indian Ocean is strongly impacted by the IOD, which influences temperature and rainfall in 
Australia (Ng et al., 2018).  ENSO events also influence the number of hot days and nights (Pepler, 
2011) and rainfall in Australia (Ashcroft et al., 2016). The impact of ENSO on climate is also apparent 
in the comparison of extreme heat events by ENSO category in Appendix C.  
If the number or strength of ENSO events changes in the future with climate change, Brisbane’s 
climate will be affected. ENSO events may also influence the intensity of the UHI through their 
influence on rainfall. El Niño events are related to low rainfall and droughts in Australia, and as 
shown here, increased soil dryness in rural areas may reduce the UHI intensity. The increase in 
temperature and heat stress found in 2041 – 2050 is dependent on the phase of the ENSO and IOD 
cycles, however it was not something that could be covered in this thesis. Future work into heat stress 
in Australia should consider the impact of changes to internal climate variability with climate change. 
6.2.5 Computer time 
The availability of high-performance computer time limited the length of the climate simulations. To 
ensure enough years were simulated to allow the average change in climate to be analysed, the 
simulations were limited to summer only. This allowed more years to be examined, though it means 
heat stress was not examined throughout the rest of the year. Given the high increases in heat stress 
found here (over 60 summer days with high heat stress using ATsun), it is likely heat stress will 
increase and be dangerous in other parts of the year. A further consideration in the time frame 
examined is that the ENSO phase within which the experiments fell may have influenced the results. 
The time period examined was long enough to see changes in temperature from the urban growth and 
climate change scenarios. Examining changes in cloudiness or internal climate variability was not 
one of the aims of this thesis, and to do so would most likely require a longer time series than that 
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examined here. The time-frame examined here allowed this thesis to examine changes in temperature 
and the UHI from urban growth and climate change, which was the main aim. The trade-off in 
focussing only on summer allowed a longer time period to be simulated, allowed a focus on the time 
of the year most dangerous for heat stress and allowed multiple urban growth scenarios to be 
examined.  
6.3 Future research priorities 
Future research should focus on a better understanding of how urban growth affects temperature, as 
well as providing the information needed by planners to mitigate and adapt to rising temperatures. 
Addressing these broad concerns requires focussing on extreme heat events that will be detrimental 
to human health, a better representation of how urban land cover and vulnerability to heat stress varies 
throughout the city and examining the processes through which climate change and the UHI may 
interact. 
6.3.1 Extreme heat events 
In this thesis it was found that the increases in temperature from urban growth were higher during an 
extreme heat event than during average conditions. While the UHI is unlikely to increase during all 
extreme heat events (Scott et al., 2018), this research has found that it can increase during some 
events, and that during these events, temperature may also increase in areas where land cover has not 
changed. Extreme heat events are when the most mortality and morbidity due to heat stress occur. 
Understanding the average change in climate from urban growth is important, but to understand the 
human health impact it is also necessary to know if and how urban growth can exacerbate extreme 
heat events. Understanding the conditions under which temperatures will increase in nearby areas is 
also important, as this could increase temperatures and negatively affect health in a wider region than 
expected from only looking at where land cover changes. 
Future research should focus on a better understanding of the impact of urban growth on surrounding 
regions, and the interaction between urban growth and extreme events. High resolution modelling 
would be required for this to capture the increase in temperature in areas nearby the area of land cover 
change. Focussing in detail on a few extreme events may assist in understanding the processes behind 
short-term increases in temperature in surrounding regions. This study only focussed on summer, 
which is important for negative impacts to health, however in many places heat stress is occurring in 
other seasons, such as spring and autumn. These seasons should also be included in future modelling 
experiments.  
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6.3.2 Variation in urban land cover and vulnerability to heat stress 
Urban land cover and the socio-economic factors contributing to vulnerability to heat stress vary 
across the city. Understanding which neighbourhoods may be most affected by temperature increases 
is of relevance to planners, who can target interventions to those locations. A realistic representation 
of the urban area may be required to isolate the neighbourhoods where the highest temperature 
increases may occur due to variations in urban land cover. Socio-economics factors, such as age, 
health and access to air-conditioning are also important to the vulnerability of a population to heat 
stress. These factors need to be taken into account to understand the health impacts that will occur 
due to rising temperatures, and to plan for them. Future research should explore the impact of 
variation in urban land cover in more detail to capture the hot-spots of temperature increase across a 
city. Future research should also seek to link changes to climate more explicitly to the vulnerability 
of the local population to heat stress through consideration of socio-economics factors. 
6.3.3 Interaction between climate change and the urban heat island 
This thesis found that urban and rural areas can respond differently to climate change through 
different responses to moisture availability. Future research should also look at areas where the 
climate is expected to get wetter to confirm if rural latent heat flux does in fact increase more than 
urban latent heat flux in response to higher moisture availability. If this is the case, rural areas would 
warm less than urban areas, and the UHI would increase rather than decrease. Other processes through 
which climate change and the UHI can interact are AH and weather. Changes to weather could 
potentially lead to a change in the frequency of high-intensity UHIs, while changes in anthropogenic 
heat release could increase or decrease the UHI, depending on whether the increase in air-
conditioning outweighed the decrease in heating in winter. Future research should explore these 
processes to determine if and how they can lead to changes in the UHI with climate change. 
Changing AH requirements due to changing weather can be incorporated in the urban canopy model 
used in the climate model. This will be possible with the updated version of ATEB which was 
unavailable at the time of this thesis. Changing AH requirements with urban growth can be accounted 
for by assigning a different AH value to different urban categories, something which has been done 
previously (see section 2.3.1 for a description of different methods of doing this). If AH had been 
allowed to increase with higher summer temperatures and increasing population density the UHI may 
have increased in the future or stayed the same, rather than decreased. AH is an important contributor 
to urban temperatures, particularly in the city centre during the day and should be included in future 
work so as not to under-estimate urban temperatures.  
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6.4 Conclusion 
Urban heat stress will become an ever greater health challenge in the future with increasing 
urbanization and climate change. Most previous research has only focussed on one issue, which 
underestimates future temperatures. A lack of knowledge about future urban temperatures hampers 
the ability of planners to prepare for this challenge. This thesis has contributed to addressing this 
knowledge gap by simulating the combined impact of urban growth and climate change on the UHI 
and heat stress of a sub-tropical city.  
The results presented in this thesis present new information on the impact of urban densification on 
temperatures, the interaction between climate change and the UHI, and the heat stress risk resulting 
from urbanization and climate change. The high-resolution climate modelling approach enabled 
variation in urban density to be captured to provide a greater understanding of the impact of urban 
growth on temperatures. These simulations showed that urban growth may lead to temperature 
increases in areas where land cover does not change, and that climate change and urbanization 
together increase temperatures more than when climate change is considered alone. The climate 
change simulations also showed that the UHI could decrease due to a drying trend and a reduction in 
rural evapotranspiration. This effect may be expected in other cities where a drying trend occurs with 
climate change. Finally, this thesis calculated heat stress, linking the temperature increases from 
climate change and urban growth to impacts on human health and level of activity.  
As well as contributing to the wider field of urban climate, it is hoped the thesis will have benefit to 
the Brisbane community by providing climate estimates based on an urban growth scenario that 
incorporated the main elements of the Brisbane City Plan, and by examining a medium-term time 
frame that is more applicable to urban planning than long-term, end of century, simulations. 
Future research should focus on understanding the conditions under which temperatures can increase 
in areas surrounding the location of land cover change and the interaction between urban growth and 
extreme events. Focussing on research that can be of use in mitigation and adaptation to temperature 
increases is also vital to enable adaptation to reduce the health impact of rising temperatures. 
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