Let G be a finite group and p be a prime. We investigate isomorphism invariants of Z (p) [G]-lattices called regulator constants, which were originally introduced by Dokchitser-Dokchitser in the context of elliptic curves. We show that if the Sylow p-subgroups of G are cyclic, then the isomorphism class of a Z (p) [G]-lattice is determined by the isomorphism class of its extension of scalars to Q, its regulator constants and a cohomological invariant of Yakovlev. The key step is to prove that a certain pairing, defined via regulator constants, is non-degenerate for all such groups, although it may be degenerate in general. This can be interpreted as saying that, when the Sylow p-subgroups are cyclic, regulator constants are good invariants of trivial source modules.
In several number theoretic contexts, regulator constants have been found to both coincide with naturally occurring objects and to be computationally accessible. For example, if K/Q is a Galois extension of number fields with G = Gal(K/Q), E/K is an elliptic curve and M = E(K)/E(K) tors , the torsion-free quotient of the Mordell-Weil group of E, then the regulator constants of M ⊗ Z (p) are closely related to the elliptic regulator [DD09] of E. Similarly, if M = O 1 Introduction the isomorphism class of a Z[G]-lattice M is determined by its localisations at the primes dividing |G|. As a result, the theorem may be applied at each prime to give data which determines the isomorphism class of M as a Z[G]-lattice (cf. Remark 7.1).
Strategy of proof:
The work of Yakovlev (cf. Theorem 5.2) reduces Theorem 1.1 to proving that, for groups with cyclic Sylow p-subgroups, regulator constants are "sufficiently good" invariants of trivial source Z (p) [G]-modules.
To be more specific, let A(Z (p) [G] ) denote the representation ring of G and, for any abelian group T , let T Q denote T ⊗ Q. If v p (−) denotes the p-adic valuation, then, for any finite group G, regulator constants define a pairing
For trivial reasons, BR p (G) Q is in the left kernel of v p (C (−) (−)) and modules induced from cyclic subgroups are in the right kernel (see Construction 3.1, Remark 3.2).
Let A(Z (p) [G] , triv) denote the subring of A(Z (p) [G] ) consisting of trivial source modules, and A(Z (p) [G] , cyc) be the subspace generated by permutation modules induced from cyclic subgroups. Then A(Z (p) [G] , triv) Q /A(Z (p) [G] , cyc) Q and BR 0 (G) Q /BR p (G) Q are canonically isomorphic (Remark 3.7). The key step in the proof of Theorem 1.1 is showing that: THEOREM 1.2 Given a finite group G, and prime p such that G has cyclic Sylow p-subgroup, the pairing −, − perm :
This is later stated as Theorem 4.1. For arbitrary groups, the above pairing may be degenerate (for example C 3 × C 3 × S 3 when p = 3, c.f. Section 7.2).
The proof of Theorem 1.2 relies on two observations, firstly, that we need only consider "p-hypoelementary" groups (see Lemma 3.5, cf. Definition 2.22). Secondly, that the regulator constants of trivial source modules are controlled by those of permutation modules (cf. Theorem 2.24), which are easy to enumerate and for which we are able to give formulae for their regulator constants in terms of purely group theoretic data (Remark 3.10). Given these, Theorem 1.2 reduces to an explicit calculation.
Further topics: In Theorem 6.1, we prove for arbitrary non-cyclic groups that there are regulator constants which are non-trivial on specific permutation modules, so that v p (C (−) (−)) is non-zero.
Finally, we briefly discuss the full pairing v p (C (−) (−)) between Brauer relations and arbitrary lattices. It is interesting to ask if this pairing has zero left kernel (even when the permutation pairing need not). Whilst we may again assume that G is p-hypo-elementary, unfortunately it is unclear both how to produce Z (p) [G]-lattices in any generality and how to describe their regulator constants in a meaningful way.
In a future paper we intend to describe some applications of Theorem 1.1 within number theory. For example, in the case of unit groups of number fields, when p divides |G| at most once, it is possible to reinterpret all three types of invariants in terms of classical invariants of number fields.
Outline:
In Section 2, we set out notation and recall necessary background results on Brauer relations and regulator constants. This relies on an induction theorem which should be well-known but we have been unable to find explicitly in the literature. We provide a proof of this result in Appendix A. In Section 3, we outline precise questions on regulator constants as invariants of modules and show that they reduce to considering p-hypo-elementary groups. In Section 4, we prove Theorem 1.2, and in Section 5, we deduce from this Theorem 1.1. Separately from Sections 4 and 5, in Section 6, we prove Theorem 6.1 on regulator constants of arbitrary groups. Finally, in Section 7, we provide examples and non-examples illustrating our results.
Acknowledgements: I'd like to thank Vladimir Dokchitser, David Loeffler and Chris Wuthrich for many helpful discussions and suggestions, but especially Matthew Spencer and Alex Bartel without whom this paper would not exist. REMARK 1.3 The species of G, by which we mean ring homomorphisms A(Z (p) [G] , triv) → Q, are well understood (cf. Theorem A.6) and give a practical method to factorise a trivial source module into indecomposables. Unfortunately, in general, species do not canonically extend to Q-valued functions on the full representation ring. As such, it is not possible to talk of species of an arbitrary lattice and it is not clear that species can be combined with Yakovlev's result in any meaningful way to give a result analogous to Theorem 1.1.
In contrast, regulator constants are defined as functions on the full representation ring, but it is not obvious (or true in general) that they are good invariants of trivial source modules (cf. Theorem 4.1). REMARK 1.4 It is essential that the coefficient ring of the lattices appearing in Theorem 1.1 is Z (p) as opposed to, say, Z p . This is because the lack of roots of unity restricts decomposition of permutation modules and allows us to pass from trivial source modules to permutation modules (cf. Theorem 2.24). In this way, the representation theory of Z (p) is closer to that of Q than Z p or F p . 
Preliminaries

Notation
Throughout, G shall denote a finite group, p a prime and R any ring, but we will be most concerned with R = Z (p) or Q.
NOTATION 2.1 We fix the following notation:
• By ½ R,G , we denote the R[G]-module which is free of rank 1 as an R-module with trivial G-action. We frequently simply write ½ G or ½ when the ring or group are clear from the context.
• Given a subgroup H ≤ G and an R[G]-module M , we shall denote the restriction of
• We say that an R[G]-module is an R[G]-lattice if it is free of finite rank as an R-module. • Recall that a permutation module is a finite direct sum of modules of the form ½↑ G H for any subgroup H of G. We denote the subgroup of A(R[G]) generated by such modules by
is a subring, which we call the permutation ring. Both res, ind restrict to maps of permutation rings, the former due to Mackey's formula.
• Let A(R[G], cyc) be the subring generated by ½↑ G H as H runs only over cyclic subgroups.
• Given a quotient q : G → G/N and an R[G/N ]-module M , we denote by inf 
• In the same notation, given a G-module M , we define its deflation to G/N , defl G G/N M , to be the fixed submodule M N with G/N -action. Restricting to permutation modules,
• Given a free Z-module B, we shall denote by B Q its basechange B ⊗ Q. For example,
• By H ≤ G G, we denote a conjugacy class of subgroups of G with representative H. When used in indices, the symbol ≤ G denotes indexing over conjugacy classes of subgroups. 
Brauer relations
DEFINITION 2.7 A G-set is a set with a left action of G. We define the Burnside ring B(G) of G to be the free abelian group on isomorphism classes of finite G-sets, quotiented by relations of the
where X, Y are any G-sets, and [X] the corresponding element of the free group. The ring structure is then given by setting
By decomposing G-sets into their orbits, we observe that B(G) is a free Z-module on isomorphism classes of transitive G-sets. Every transitive G-set is of the form G/H, for some subgroup H ≤ G, where H is unique up to conjugacy. We denote the element of B(G) corresponding to G/H by [H] . Thus, B(G) is free as a Z-module on the set of symbols [H] for H ≤ G G.
CONSTRUCTION 2.8 For any ring R, a G-set X canonically defines a permutation module and we obtain a surjective map
In the case of R = Q, F p we shall write b 0 , b p respectively, for b R . Where necessary, we record the dependence of b R on G by writing b R,G or b 0,G . DEFINITION 2.9 A Brauer relation, of a group G over a ring R, is an element of ker b R B(G). We shall refer to ker b R as the space of Brauer relations over R and shall denote it by BR R (G).
When R = Q, F p , we call a Brauer relation over R a relation in characteristic zero or characteristic p, respectively, and denote BR R (G) by BR 0 (G), BR p (G) respectively. In the literature it is common to refer to a characteristic zero relation as simply a Brauer relation, and we shall often do the same. EXAMPLE 2.10 If G = S 3 , a characteristic zero Brauer relation is given by
We shall see that in fact, BR 0 (S 3 ) = θ · Z.
All characteristic p relations are relations in characteristic zero also:
Proof. The base change b p factors as
The first map is an inclusion [Rei70, Thm 5.6 iii)], whilst the second is an isomorphism [Ben98, 3.11.4 i)], so the kernels of
NOTATION 2.12 Let G be a finite group and H ≤ G a subgroup,
• given an H-set X, we let X↑ G H denote the induced G-set (G × X)/H; here the H-equivalence is by acting on G on the right and X on the left, whilst G acts on the resulting set via its left action on G. For transitive G-sets (G/K) we have (H/K)↑ G = (G/K) and we shall regularly abuse notation by writing [K]↑ G simply as [K] , where now K is thought of as a subgroup of G,
• if Y is a G-set, we let Y ↓ G H denote its restriction to H. For a subgroup K of G, making good use of the above abuse of notation, Mackey's formula for G-sets states that
If now N G with q : G → G/N the quotient map,
• given a G/N -set X, we denote by inf G G/N X the inflated set X, on which elements of G act via their image in the quotient. For
• given a G-set Y , let defl All of these operations induce group homomorphisms on Burnside rings, but only restriction and inflation will in general be ring homomorphisms. Each of ind, res, inf, defl commute with b R . As a result, each restricts to morphisms of BR R (−) for any R.
Relations in characteristic zero
Finding an explicit basis, for an arbitrary group G, of the space of Brauer relations in characteristic zero is a hard problem, which was recently completed by Bartel-Dokchitser [BD15, BD14] . On the other hand, in this section we recall that, a basis of the space BR 0 (G) Q is provided by Artin's induction theorem. Note that a group G is cyclic if and only if it has no non-trivial Brauer relations. DEFINITION 2.17 For any ring R and finite group G, let b R,Q denote the base change
We shall also call an element of the kernel of b R,Q a Brauer relation over R and refer to the kernel BR R (G) Q = BR R (G) ⊗ Q the space of Brauer relations over R. Where there is ambiguity, we shall refer to elements of the kernel of b R as integral Brauer relations and of b R,Q as rational Brauer relations.
Induction theorems of the form of Theorem 2.14 always give rise to corresponding family of (possibly rational) Brauer relations. DEFINITION 2.18 For any group G, let
where the α H ∈ Q are given uniquely by Artin's induction theorem. Then,
is a rational Brauer relation of G. We call θ G the Artin relation of G. Note that if G is cyclic, then θ G = 0 ∈ B(G), otherwise θ G is non-zero and has [G]-coefficient 1.
For any group G, the uniqueness statement of Artin's induction theorem shows that θ G is the unique, up to scaling, element of BR 0 (G) Q supported only at G and cyclic subgroups. The following example will be returned to in Section 4.2. EXAMPLE 2.19 Let G be of the form C p r ⋊ C n , with p ∤ n, and denote by S ≤ C n the kernel of the action C n → Aut(C p r ). Writing s for |S|, we claim that
which can be checked by direct calculation. If the action of C n is not faithful, then S is a non-trivial subgroup of G and quotienting by S results in a group of the same form but with faithful action. The Artin relation of G is then the inflation of the Artin relation of G/S (using that the preimage of a cyclic subgroup of G/S is a cyclic subgroup of G). 
Proof. We prove ii). Mackey's formula (1) states that
Also by Mackey, for any cyclic 
Relations in characteristic p
DEFINITION 2.22 Let p be prime. A finite group G is called p-hypo-elementary, or simply p-hypo, if G has a normal Sylow p-subgroup P and G/P is cyclic. Equivalently, G is p-hypo-elementary if it can be written in the form P ⋊ C n for P a p-group and (p, n) = 1. 
REMARK 2.25 It is not true that
In appendix A, we show that Theorem 2.24 follows from a standard formulation of Conlon's theorem.
COROLLARY 2.26 For any finite group G, i) the rank of BR p (G) is equal to the number of conjugacy classes of non-p-hypo-elementary subgroups of G, ii) there are no non-zero characteristic p Brauer relations supported only at p-hypo-elementary subgroups.
Proof. Immediate.
Note that there are no non-zero characteristic p Brauer relations for p-hypo-elementary groups, and this is only true of such groups. Analogously to before, this induction theorem gives rise to privileged relations in characteristic p.
DEFINITION 2.27 For any group G and prime
is a rational Brauer relation in characteristic p (i.e. an element of BR p (G) Q ) which we refer to as the Conlon relation of G. Note, θ Con,G is identically zero if and only if G is p-hypo-elementary. The Conlon relation is the unique p-relation supported only at G and p-hypo-elementary subgroups. However, the Conlon relation need not be unique amongst characteristic zero relations supported at these groups.
As before, when it is clear that we are referring to G-relations, for a subgroup H ≤ G we denote θ Con,H ↑ G simply by θ 
be the dihedral group of order 2p for p an odd prime. If ℓ is any prime, then
and so dim A(
Since G has up to conjugacy four subgroups, of which three are cyclic, rk BR 0 (G) = 1. Let θ ∈ BR 0 (G) be the relation
Then θ = 2θ G . As θ is indivisible as an element of B(G), we find BR 0 (G) = θ · Z.
Since rk BR ℓ (G) is the number of conjugacy classes of non-p-hypo-elementary subgroups, by (3), rk BR ℓ (G) is also one unless ℓ = p when it is zero. Given that BR ℓ (G) ⊆ BR 0 (G) (Lemma 2.11), we find
The Conlon relation θ Con,G is equal to the Artin relation unless ℓ = p when it is zero.
Regulator constants
In this section we recall how to associate to a characteristic zero Brauer relation, a function on (nice) R[G]-lattices called its regulator constant.
We recall the construction given in [DD09] for an arbitrary PID R of characteristic zero. We are only ever concerned with R = Z, Z (p) . Let K denote the field of fractions of R.
A rationally self-dual lattice M need not be linearly self-dual, i.e. a rationally self-dual M need not be isomorphic to
DEFINITION 2.31 Let G be a finite group and
This is independent of the choice of , as an element of
-lattice for some prime p, as we may take the pairing to be positive definite, for all characteristic zero Brauer relations θ and modules M , we find C θ (M ) > 0.
REMARK 2.32 When evaluating regulator constants at the trivial module, the formula simplifies.
This formula can be extended to permutation modules due to the formalism of regulator constants provided by the next lemma. That regulator constants of permutation modules can be made explicit in this way is crucial in the proof of Theorem 4.1. 
vi) for any inclusion R ֒→ T , with T a PID, any relation θ, and
2 where L denotes the field of fractions of T .
NOTATION 2.34 By definition, regulator constants of 
The following observation will be crucial:
LEMMA 
REMARK 2.37 If G is a finite group and p is a prime not dividing the order of G, then the p-hypoelementary subgroups of G are the cyclic subgroups and so all characteristic zero relations are characteristic p relations (Lemma 2.28). Thus Lemma 2.36 shows that the only prime powers appearing in regulator constants divide the order of the group. If G itself is ℓ-hypo-elementary, then, for p = ℓ, all its p-hypo-elementary subgroups are cyclic and so all its characteristic 0 relations are relations in characteristic p and its regulator constants are always ℓ th powers.
Pairings from regulator constants
In this section, we set up the notation required to study all regulator constants at once. After making some basic observations, we are able to formulate precise questions to which our main results can be seen as partial answers. Loosely, these questions all relate to the effectiveness of regulator constants as invariants of modules.
The regulator constant pairing
CONSTRUCTION 3.1 Let G be any finite group and p a prime. The map
is a group homomorphism (Lemma 2.33 i),ii)). Extending Q-linearly we get a pairing,
which we also denote by v p (C (−) (−)) and which we call the regulator constant pairing. By Lemma 2.36, this factors as
In Example 7.1, we calculate the full regulator constant pairing for dihedral groups D 2p with p odd, one of the few families of groups where a classification of all indecomposable lattices exists. 
where first equality is Lemma 2.33 iv) and the second is because cyclic groups have no non-zero Brauer relations (Corollary 2.16). The behaviour of the left kernel is less clear:
QUESTION 3.3 Are there groups for which the left kernel of
The following results and discussions are relevant to Question 3.3:
• If G has cyclic Sylow p subgroup, then the left kernel is trivial (see Theorem 4.1).
• For all groups G, v p (C (−) (−)) is not the zero pairing (see Theorem 6.1).
• There are several small groups for which the author has not been able to calculate the left kernel (cf. Section 7.2).
It is not obvious, even for small groups, that the regulator pairing should have trivial left kernel.
LEMMA 3.4 Let θ be a relation of a finite group G. For any prime p the following are equivalent,
For the reverse, write
LEMMA 3.5 For any finite group G, the following are equivalent:
all normal subgroups N .
Moreover, both are implied by iii) the left kernels of
v p (C (−) (−)) : BR 0 (H) Q × A(Z (p) [H]) Q → Q are trivial for all isomorphism classes of p-hypo-elementary subgroups H ≤ G.
Proof. To see i)
=⇒ ii), suppose that the left kernel of the pairing for G is trivial and let θ be a relation for G/N which is not a relation in characteristic p. Since defl • inf = id and both take characteristic p relations to characteristic p relations, infθ must also not be a p-relation. So, by assumption, there exists an 28 i) ) and so v p (C θ↓ H (−)) doesn't vanish.
The permutation pairing
Outside of a very few families of groups we have no good way of exhaustively describing non-trivial source modules. This severely limits our ability to make the regulator constant pairing explicit (cf. Example 7.1). On the other hand, Theorem 2.24 describes a basis of A(Z (p) [G] , perm) Q , and regulator constants of permutation modules are easy to calculate.
Results such as Yakovlev's Theorem 5.2 suggest we should be interested in the strength of regulator constants as invariants of trivial source modules. Since
, there is no loss of information from restricting to permutation modules over trivial source modules. NOTATION 3.6 Let P (G) denote the free Q-vector space on conjugacy classes of non-cyclic p-hypoelementary subgroups.
REMARK 3.7 As in Remark 3.2, if we restrict to A(
On the other hand, Theorem 2.14 shows that P (G) is canonically identified with
It is not true that the spaces can be identified before factoring v p . Indeed, BR 0 (G) is of dimension equal to the number of non-cyclic subgroups, whereas A(Z (p) [G] , perm) Q is of dimension equal to the number of non-p-hypo-elementary subgroups.
CONSTRUCTION 3.8 Via these canonical identifications, we may consider the restricted pairing of Remark 3.7 as a pairing
. We call , perm the permutation pairing.
LEMMA 3.9 For any finite group G and prime p, , perm :
Proof. For any two subgroups H and K of G, Lemmas 2.20, 2.33 show that
Whilst,
REMARK 3.10 Along the same lines, Lemma 2.33 and (2) show that, for H, K ≤ G,
Combining this with (4) gives a formula for the permutation pairing.
Analogously to Question 3.3, it is tempting to ask if permutation pairing is non-degenerate for all groups G. This proves too naive, in Section 7.2, we exhibit a family of groups for which the permutation pairing is degenerate (e.g. C 3 × C 3 × S 3 when p = 3). Analogously to Lemmas 3.4, 3.5 we have: LEMMA 3.11 Let θ be a relation of a finite group G. For any prime p the following are equivalent, The proofs are identical to 3.4, 3.5 but using Theorem 2.24. As a result we see that infinitely many groups exist where the permutation pairing is degenerate, for example, when p = 3, all groups with a C 3 × C 3 × S 3 quotient.
The author would be very interested in an answer to the following questions: Here, the forward direction is automatic. QUESTION 3.14 Can one describe the groups for which the permutation pairing is degenerate? Theorem 4.1 states that the permutation pairing is non-degenerate for all groups with cyclic Sylow p-subgroup. Theorem 6.1 states that for any group G, the permutation pairing is not the zero pairing.
REMARK 3.15 A related question to 3.13 is to ask about the integral structures. For example, how does the image of A(
Regulator constants as invariants of trivial source modules
In this section, we observe that the isomorphism class of an arbitrary trivial source Z (p)
CONSTRUCTION 3.16 Let P ′′ (G) denote the free Q-vector space on conjugacy classes of cyclic subgroups. Theorem 2.14 states that there is a canonical isomorphism P ′′ (G)
, cyc) Q is also canonically identified with P ′′ (G). Define a pairing
where the final inner product the usual pairing given by character theory. Then, −, − char is symmetric and is non-degenerate by Artin's induction theorem 2.14.
CONSTRUCTION 3.17 Let P ′ (G) denote the free Q-vector space on conjugacy classes of p-hypoelementary subgroups of G. We define the pairing
if H is non-cyclic .
This extends both −, − perm and −, − char .
REMARK 3.18 The pairing −, − * is chosen so that, via the identification 
Proof. For equivalence of i)
and ii), note that, for any cyclic subgroup K, v p (C θH (½↑ G K )) = 0 (see Remark 3.2). Thus, if we order the canonical basis of P ′ (G) so that the cyclic subgroups come before the non-cyclic p-hypo-elementary subgroups, then the matrix representing −, − * is block upper triangular, whose diagonal blocks are the matrices representing −, − char and the permutation pairing respectively. The former is always invertible so −, − * is non-degenerate if and only if the permutation pairing is.
The equivalence of ii) and iii) follows from the canonical identifications
given by Theorem 2.24.
EXAMPLE 3.20 Let G = D 2p . Up to conjugacy, the p-hypo-elementary subgroups of G are S = {{1}, C 2 , C p , D 2p }. Applying (4) to θ G as calculated in Example 2.19, we find v p (C θG (½ G )) = −1/2. Thus, the matrix representing −, − * with respect to the basis of P ′ (G) given by S is:
In Section 7.1, we extend this to allow arbitrary
Non-degeneracy of the permutation pairing when the p-Sylow is cyclic
In this section we prove Theorem 1.2 of the introduction:
THEOREM 4.1 Let G be a finite group and p a prime such that G has cyclic Sylow p-subgroup. Then, the permutation pairing
As a result, for such groups G, the regulator constant pairing has trivial left kernel. Of particular interest is: COROLLARY 4.2 Let G be a finite group and p a prime for which the Sylow p-subgroup of G is cyclic.
Then, the isomorphism class of a trivial source Z (p) [G]-module is determined by, i) the isomorphism class of M ⊗ Q, ii) the valuations of the regulator constants v p (C θH (M )) as H runs over elements of nchyp p (H).
Proof. This follows by Lemma 3.19.
GCD matrices
In this section we prove a purely combinatorial statement required in the proof of Theorem 4.1. As ever, the reader is invited to skip any sections as to their tastes. Since this may be of limited independent interest this subsection is self contained. NOTATION 4.3 For a natural number n and divisor s of n, denote by
• D ′ (n) the set of divisors of n (ordered increasingly),
• D(n, s) ⊂ D ′ (n) the set of divisors of n not dividing s,
• N (n) the symmetric matrix with rows and columns indexed by elements of D ′ (n) and
th entry given by gcd(
• M (n, s) the symmetric matrix with rows and columns indexed by elements of D(n, s) and Proof. For n = p e a prime power,
If e > 1, expanding the final column shows that det(N (p e )) = (p e − p e−1 ) det(N (p e−1 )) = φ(p e ) det(N (p e−1 )), and inductively proves the determinant formula for prime powers.
Now let s = rt with (r, t) = 1. Then, using the bijection
, after simultaneous permutation of rows and columns (which preserves the determinant), N (s) is of the form
If A, B are matrices of dimension m, n respectively, then their tensor product satisfies the familiar formula
Applying this inductively, using the bijection
as required.
LEMMA 4.7 The matrix M (n, s) has full rank for all natural numbers n and divisors s of n. Moreover,
, where φ is the Euler totient function.
Proof. We first prove the case when s = 1. Consider the matrix N (n) (whose determinant equals
by Lemma 4.6). Within N (n), the first row and column are constantly 1, and if we subtract the first column from all subsequent columns we get , 1) ).
As φ(1) = 1, this verifies the determinant formula in the case of s = 1.
We proceed by induction on the number of prime divisors of s. Assume that M (n, s) has determinant det(M (n, s)) = d∈D(n,s)
and consider M (p r n, p e s) with p ∤ n, s.
In other words, D(p r n, p e s) can be partitioned as
Simultaneously reorder the rows and columns of M (p r n, p e s) so that they respect this decomposition. Define A, B, C by
For any two elements p l1 d 1 , p l2 d 2 ∈ D 1 , the corresponding entry of A is given by
So A is the tensor product
which has determinant
By induction and Lemma 4.6,
We now row reduce to remove C T . For e < k ≤ r, let v p k d denote the row vector with entries indexed by D(n, s) = D 1 ∪ D 2 whose t th entry is
If 
and for p
Therefore, the row reduction results in a matrix of the form
where
.
to complete the proof we must show that det(
So we find
This completes the proof of the determinant formula of M (a, b) by induction on the number of prime factors of b.
Structure of
In this section, we first perform an explicit calculation for p-hypo-elementary groups before deducing Theorem 4.1.
LEMMA 4.8 Let G be of the form C p r ⋊ C n with p ∤ n. Further, let S denote the kernel of the action of C n on C p r . Then, for any two subgroups
Proof. We first calculate the order of H ′ \G/K ′ . As all p-subgroups of G are normal, there are canonical bijections
and we may assume e = f = 0. Elements of H\G/K are in bijection with H-orbits of cosets gK. For such G, a set of coset representatives of G/K is given by elements στ i , where σ ∈ C p r and {τ i } are a set of coset representatives of C n /K. The stabilizer of a right coset gK under the action of H is given by Stab H (gK) = H ∩ gKg −1 .
Using that C n is abelian, for k ∈ K,
where ϕ : C n → Aut(C p r ) denotes the action of conjugation. Since the prime to p-part of Aut(C p r ) equals that of Aut(C p e ) for any non-trivial C p e ≤ C p r , k acts trivially on σ = e if and only if k ∈ S. Thus,
In particular,
By orbit-stabiliser theorem, there are 
and applying Mackey's formula (1) p7 gives the desired formula in this case.
If now e, f ≥ 0, taking preimages under the canonical bijections (6), we find there are 
Therefore, indeed
Proof of Theorem 4.1. G is p-hypo-elementary: Assume that G is p-hypo-elementary, i.e. G ∼ = C p r ⋊ C n with p ∤ n. For notational convenience, we make a fixed choice of subgroup of G isomorphic to C n , which we also denote by C n . Let S denote the kernel of the map C n → Aut(C p r ) defining the semi-direct product. Note that S is also the kernel of the map C n → Aut(C p k ) for all 1 ≤ k ≤ r. Up to conjugacy, any subgroup of G is of the form C p k ⋊ L, with L contained in the fixed choice of C n . Moreover, such a subgroup is cyclic and normal in G if and only if L ≤ S.
Let H ′ , K ′ be non-cyclic subgroups of G. We may assume, by replacing H ′ , K ′ with conjugate subgroups if necessary, that
). The decomposition of θ H ′ ↓ K ′ matches that of its leading term (Lemma (2.20)), so applying Lemma 4.8 we find
Let L ′ be an arbitrary non-cyclic subgroup of the form C p ℓ ⋊ L with L ≤ C n . Directly applying (4) to the formula of Example 2.19, or by looking ahead to Example 6.18, we find that
Concluding our calculation of H ′ , K ′ perm , we find
Let T be the matrix representing the pairing −, − perm with respect to the basis of P (G) given by non-cyclic p-hypo-elementary subgroups ordered (totally in our case) by size. After a non-zero scaling of the rows and columns of T , we obtain a matrix
Note T ′ remains symmetric and has the same rank as T . Since C n is cyclic, |H ∩ K ∩ S| = gcd(|H|, |K|, |S|) and |H ∩ K| = gcd(|H|, |K|). Thus, T ′ is the matrix with entries
Let M (m, l) be as in Notation 4.3. If Q(d) denotes the d × d matrix with Q i,j = min{i, j}, then, by (8), we may simultaneously permute the rows and columns of T ′ to get
where |S| = s. As Q(r) is manifestly of full rank and Lemma 4.7 states that M (n, s) is also, so must T be.
Arbitrary G: Lemma 3.12 states that the permutation pairing for G is non-degenerate if the pairing is non-degenerate for all p-hypo-elementary subgroups. So we are reduced to the above calculation. EXAMPLE 4.9 Let G = C 7 ⋊ C 12 . A set of representatives of the non-cyclic conjugacy classes of G is given by S := {C 7 ⋊ C 3 , C 7 ⋊ C 4 , C 7 ⋊ C 6 , C 7 ⋊ C 12 .} Applying (7), the matrix T representing the permutation pairing with respect to the basis given by S is given by 
In the notation of the proof of Theorem 4.1, n = 12 and s = 2. After rescaling the rows and columns of T as in the proof, we obtain the matrix M (12, 2) of Example 4.4.
Invariants of lattices for groups with cyclic Sylow subgroup
Throughout, let G be a finite group and p a prime such that G has cyclic Sylow p-subgroup. For such groups we showed in Corollary 4.2 that, the isomorphism class of a trivial source Z (p) [G]-module is determined by its extension of scalars to Q and the value of its regulator constants. In this section we show how to combine this with existing results to provide a list of invariants which determine the isomorphism class of an arbitrary Z (p) [G]-lattice.
NOTATION 5.1 Let P be a choice of Sylow p-subgroup of G. Let r be such that P ∼ = C p r , and for 0 ≤ i ≤ r let P i ≤ P denote the subgroup of order p i . To be precise, when we say determined by we mean that, if There is an obvious notion of direct sum of such diagrams. Let C denote the free Q-vector space on isomorphism classes of such diagrams subject to identifying addition of diagrams with addition of elements of C. Taking Yakovlev diagrams defines a canonical map
Note that for a Z
Yakovlev's theorem is now the assertion that
We are now able to correctly formulate the theorem outlined in the introduction:
THEOREM 5.4 Let G be any finite group and p a prime such that G has cyclic Sylow p-subgroup. Then, the isomorphism class of any Proof. Suppose M lies in the kernel of Yak G , i.e. M is trivial source. Then, the data of i), ii) by Corollary 4.2 determine M . Thus together i),ii),iii) determine the isomorphism class of any
REMARK 5.5 Recall that P (G), P ′ (G), P ′′ (G) are defined to be the free Q-vector spaces on conjugacy classes of non-cyclic p-hypo-elementary subgroups of G, p-hypo-elementary subgroups and cyclic subgroups respectively. In the proof of Lemma 3.19, we showed that if we order the canonical basis of P ′ (G) so that the cyclic subgroups come first, then the pairing −, − * is represented by a matrix E which is block upper triangular.
We can extend this observation in light of Yakovlev's theorem. Recall that
if H is non-cyclic and there is a corresponding map κ :
Consider the map κ ⊕ Yak : 
The method of proof of Theorem 6.1 is disjoint to Sections 4 and 5, and is of explicit group theoretic nature. REMARK 6.2 The forward direction of 6.1 is formal: If G contains no non-cyclic p-hypo-elementary groups then all characteristic zero relations are relations in characteristic p (cf. Lemma A.8). But the regulator constant of a characteristic p relation has trivial valuation at p when evaluated at any lattice (Lemma 2.36). REMARK 6.3 Let G be a p-hypo-elementary group. Then, in terms of the permutation pairing of Construction 3.8, the theorem asserts that every entry in the row and column corresponding to G is strictly negative. By Lemma 3.5, the regulator constant pairing is non-degenerate whenever each p-hypo-elementary subgroup of G contains only cyclic proper subgroups, e.g. G = S 4 . Under the same hypothesis, trivial source Z (p) [G]-modules are determined by extension of scalars to Q and regulator constants (Lemma 3.19).
COROLLARY 6.4 For any finite group G, as a function on Z[G]-modules, the regulator constant associated to the Artin relation θ H vanishes identically if and only if H is cyclic.
Proof. The reverse direction is clear, as for cyclic groups θ H = 0. Now suppose H is non-cyclic.
CLAIM: A finite group is cyclic if and only if all its ℓ-hypo-elementary subgroups are cyclic for every ℓ.
Assuming this, the result follows from Lemmas 2.20 i), 2.33 iv) and the observation that for a
For the claim, the forwards direction is trivial so assume T is a group for which all ℓ-hypoelementary subgroups are cyclic for all ℓ. Then, every Sylow subgroup's normaliser is equal to its centraliser. Burnside's normal p-complement theorem then forces each Sylow p-subgroup to normalise every Sylow ℓ-subgroup for ℓ = p. As a result, T is direct product of its cyclic Sylow subgroups and is thus cyclic. REMARK 6.5 By symmetry (Lemma 3.9), we find that a permutation module ½↑ G H is trivial under all regulator constants if and only if it is cyclic.
Explicit Artin induction
The proof of Theorem 6.1 is made possible by Brauer's formula for explicit Artin induction. NOTATION 6.6 Let µ(n) denote the Möbius function of a natural number n,
if n is squarefree and has r distinct prime factors 0 if n is not squarefree .
Note that µ(1) = 1. 
Here the sum runs over all cyclic overgroups of H (not just up to conjugacy).
LEMMA 6.8 Let G be a p-hypo-elementary group and
Proof. Let G = P ⋊ C be non-cyclic and H ≤ S. By explicit Artin induction, α H ∈ 1 |NG(H):H| · Z, so there is only anything to prove when H is of order coprime to p and H is normalised by P (and so by G). Such an H must therefore lie in the kernel S of the action of C on P .
Let q be the quotient map q : G → G/H. Then, a subgroup K ≤ G is cyclic if and only if q(K) is. So q defines an index preserving bijection between cyclic subgroups of G containing H and cyclic subgroups of G/H. As such we, without loss of generality, assume that H = {1}.
We shall show that the contributions to K-cyclic µ(|K|) from cyclic subgroups of order coprime to p, and of order divisible by p exactly once, cancel. Let K be a cyclic subgroup of G of order coprime to p. We split into two cases: First assume K is normal. Any cyclic group containing K with index p is of the form C p × K for some C p ≤ P . By (the general form of) Sylow's theorems there are 1 (mod p) such choices. Since µ(|C p × K|) = −µ(|K|) the contributions of K and its overgroups cancel modulo p. Now assume that K is not normal. In particular, K is not normalised by P and there are no cyclic subgroups isomorphic to C p ×K. As P acts transitively on the non-singleton set of conjugates of K, orbit-stabiliser shows that the number of subgroups of G isomorphic to K is 0 (mod p). We have exhausted all cyclic subgroups and thus p divides 
where from now on it is assumed that sums run only over all cyclic subgroups or overgroups. Changing the order of summation,
as only subgroups C for which p divides |C| make any contribution. Within the second sum, by definition of the Möbius function, only the subgroups of squarefree index contribute. We separate into the sums over the subgroups H of C of index divisible by p, and subgroups H of index not divisible by p. There is a bijection between these two sets given by sending a subgroup H of index not divisible by p to pH. Thus, 
In conclusion,
We shall see that the value of (9) is less than or equal to zero for all groups G. Theorem 6.1 thus gives a numerical characterisation of groups for which all p-hypo-elementary subgroups are cyclic: COROLLARY 6.13 Let G be any finite group and p a prime. Then, G contains no non-cyclic p-hypo-
elementary subgroups if and only if
The reverse direction whilst a consequence of the argument given in Remark 6.2 is already somewhat non-obvious. REMARK 6.14 Suppose that the Sylow p-subgroup of G is non-cyclic. Let d = v p (|G|), as G contains no elements of order p d , for any g ∈ G v p (|g|) ≤ d − 1 and we may crudely bound
The case of cyclic Sylow p-subgroup requires considerably more care.
Average p-orders of elements of groups with cyclic Sylow subgroup
In this section, we complete the proof of Theorem 6.1 by explicit calculation of v p (C θG (½ G ))) via (9) for groups with cyclic Sylow p subgroups. In the process, for such groups, we obtain average values of the indicator function ½ p (g), and of the valuation function v p (|g|) in terms of elementary invariants. NOTATION 6.15 Fix a single prime p throughout. Let P(G, k) denote the number of elements of a given finite group G whose order is divisible by p k .
LEMMA 6.16 Let G be any group with cyclic Sylow p-subgroup of order p r . Then for any 1 ≤ k ≤ r,
where Q denotes any choice of non-trivial p-subgroup of G. If k = 0, then P(G, k) = |G| and if k > r, then P(G, k) = 0.
We split the proof into four intermediate claims. Firstly, the ratio |Z G (Q)|/|N G (Q)| is independent of the choice of Q:
CLAIM 1 If G is any finite group and p a prime such that G has cyclic Sylow p-subgroup, then, as Q runs over non-trivial p-subgroups,
Proof. For such a group all p-subgroups of the same order are conjugate. If Q, Q ′ are conjugate p-subgroups their normalisers and centralisers are related by conjugation and so the above ratio is constant. Thus we need just show that if P is a subgroup of order p e , e ≥ 2, and Q its unique subgroup of order p e−1 then
First note that
. This is because both sides contain P , but the coprime to p-part of Aut(P ) is canonically isomorphic to the coprime to p-part of Aut(Q) (both are cyclic of order p − 1). In other words, within N G (P ), to centralise Q is to centralise P . As a result, there is an inclusion
and to prove (10) we must show that N G (Q) = N G (P )Z G (Q). Indeed, as all terms are contained in N G (Q), we may assume that Q G. Each choice of subgroup of order p e (i.e. conjugate of P ) must centralise Q, its unique subgroup of order p e−1 , thus g∈G/NG(P ) P g ⊆ Z G (Q). In particular, Z G (Q) contains a representative of each coset of G/N G (P ) and so
We find that to prove the formula for fixed k we may restrict to those groups with a central C p k subgroup.
CLAIM 2 Let G be any finite group and p any prime, then, for any k ≥ 1, all elements of order divisible
Proof. Let g ∈ G and v p (|g|) ≥ k. Then, g centralises the subgroup of g isomorphic to C p k . So g is contained in Q Z G (Q), the union of the centralisers of all C p k subgroups of G. Now suppose all the C p k -subgroups are conjugate. Let Q, Q ′ be two C p k -subgroups of G and suppose Z G (Q) ∩ Z G (Q ′ ) contains a subgroup T isomorphic to C p k . Then T = Q = Q ′ as Q, Q ′ are the unique C p k -subgroups of Z G (Q), Z G (Q ′ ) respectively. So P(Z G (Q) ∩ Z G (Q ′ ), k) = 0 and P(G, k) = Q P(Z G (Q), k) = |G : N G (Q)|P(Z G (Q), k).
As a basis for induction we show:
• For an element θ ∈ B(G) and K ≤ G, The argument for ii) is identical instead using that elements of B(G) are relations in characteristic p if and only if they the number of fixed points under all p-hypo-elementary subgroups is zero (see Lemma A.8).
For iii), simply note that an element of B(H) is zero if and only if its fixed points under all subgroups is zero (Lemma A.8 i)). But (θ Σ,G ↓ H ) K = (θ Σ,G ) K , which by the lemma vanishes for all proper subgroups K < G. REMARK 7.6 By Lemma 2.33 iv), θ Σ,G automatically vanishes on all permutation modules other than possibly the trivial representation. In Example 7.2, C 3 × C 3 × S 3 is a group for which in addition θ Σ,G (½ G ) = 1. EXAMPLE 7.7 Let G = (C p × C p ) ⋊ C q with p, q odd primes and q = 2p + 1 and where C q acts by scaling on C p × C p . Write α H = µ Σ (H)/|G : H| so that θ Σ,G = H≤G α H [H]. Then, the α H for each conjugacy class are given in the following table: And we find θ Σ,G (½ G ) = 1. Thus, the relation θ Σ,G is trivial on all permutation representations. As G is p-hypo-elementary, θ Σ,G is not a p-relation and the permutation pairing of Construction 3.8 is degenerate.
It is not clear to the author if, for any of the above groups that have degenerate permutation pairing, there exists a module M for which θ Σ,G (M ) = 1. Necessarily, such an M must not be trivial source (Theorem 2.24) or induced from a proper subgroup (Lemma 2.33).
vertex P , then the indecomposable summands of M ↓ H remain of vertex P . To see this we may assume P = H, then any indecomposable summand of M ↓ P is a summand of ½ P ↑ NG(P ) ↓ P and so by Mackey must be the trivial module. But the trivial module of a P -group has vertex P (see [CR94b, Prop. 57.29] 
Proof. We claim that for any pair (P, g) and trivial source Z (p) [G]-module M , t (P,g) (M ) is invariant under replacing g with any other generator of g . Indeed, there is an inclusion A(Z (p) [N G (P )/P ], triv)
≤{1} ֒→ A(Q[N G (P )/P ]), and for rational representations Artin's induction theorem 2.14 shows that characters are constant on elements which generate the same cyclic subgroup. Thus, two maps t (P,g) : A(Z (p) [G] , triv) → C are equal if each P, g together generate conjugate p-hypo-elementary groups. By Theorem A.6, dim Q A(Z (p) [G] , triv) Q is less than or equal to the number of conjugacy classes of p-hypo-elementary subgroups.
Write t H for t (P,g) with any choice of g such that P, g = H. To conclude, we must show that for all p-hypo-elementary groups up to conjugacy, 
