Abstract-Recently, there has been significant interest in social influence analysis. One of the central problems in this area is the problem of identifying influencers, such that by convincing these users to perform a certain action (like buying a new product), a large number of other users get influenced to follow the action. The client of such an application is a marketer who would target these influencers for marketing a given new product, say by providing free samples or discounts. It is natural that before committing resources for targeting an influencer the marketer would be interested in validating the influence (or network value) of influencers returned. This requires digging deeper into such analytical questions as: who are their followers, on what actions (or products) they are influential, etc. However, the current approaches to identifying influencers largely work as a black box in this respect. The goal of this paper is to open up the black box, address these questions and provide informative and crisp explanations for validating the network value of influencers.
I. INTRODUCTION
The study of social influence has gained tremendous attention in the field of data mining ever since the seminal paper of Kempe et al. [14] on the problem of influence maximization. A primary motivating application for influence maximization as well as for other closely related problems such as identifying community leaders [9] , trendsetters [20] , influential bloggers [1] and microbloggers [22] , [5] , is viral marketing. The objective in these problems is to identify influential users (also called influencers or seeds) in a social network such that by convincing these users to perform a certain action (like buying a new product), a large number of other users can be influenced to follow the action. The client of such an application is a marketer who would target these influencers for marketing a given new product, e.g., by providing free samples or discounts. It is natural that the marketer would like to analyze the influence spread [14] or "network value" [6] 1 ) is an influencer influential? What are the demographics of its followers? However, the current approaches for identifying influencers, and in particular, for selecting seed users for the problem of influence maximization, largely work as a black box in this respect. Just outputting a list of seed users (influencers), along with a scalar which is an estimate of the expected influence spread. The goal of this paper is to open up this black box, address these questions and provide informative and crisp explanations for the influence distribution of influencers.
Providing explanations to the marketer for influence spread of influencers can have several benefits. First, it provides transparency to the seed selection algorithm. The marketer is made aware of why a certain user is selected as a seed, where the user's influence lies, and on what type of actions the user is influential. Second, it makes the seed selection algorithm (and thus the system) scrutable. The marketer would now be able to tell the system, if the explanations (and thus the algorithm) are wrong or are based on incorrect assumptions, say using her own surveys or background knowledge. If the explanations are correct and accurate, this can increase the marketer's trust in the system and help her in making good, informed decisions quicker. In other words, accurate explanations may enhance effectiveness and efficiency of the marketers, in making important marketing decisions. Furthermore, such explanations allow room for flexibility in the targeting process. Indeed, if the marketer is not able to target some of the seeds successfully, then she knows what exactly the impact on "coverage" would be, and can make adequate adjustments. Overall, providing accurate and crisp explanations would increase the marketer's satisfaction, and hence loyalty to the provider of seed selection service, as well as confidence in the seed selection algorithm. In this paper, we specifically focus on providing explanations for influencer validation, that is, a marketer would be able to analyze the demographics of the followers and the actions.
The merit of providing explanations has been recognized before, in the related fields of recommender systems (see Chapter 15 of [19] for a survey) and expert systems (see [15] for a review). In these systems, the explanations are known to have benefits similar to those mentioned above. In the field of social influence analysis, to the best of our knowledge, there has been no such systematic study.
In the literature, the network value of a user [6] , [14] is treated as a scalar, i.e., it's equated with the (expected) influence spread of the user. We argue that in order to answer the above questions, we must revisit this notion. Our thesis is that there is much more to the network value of a user than just a number: it can be seen as a summary of the influence distribution of the user, which describes how the influence is distributed, over what kind of user demographics and on what type of actions. In this paper, we formulate and attack the problem of how to characterize the distribution of influence of a given seed user. In particular, we make the following contributions.
• We propose a novel problem of PROviding eXplanations for Influencers' validation (PROXI) to describe network value of a given influencer.
• We show that PROXI is not only NP-hard to solve exactly, it is NP-hard to approximate within any reasonable factor. However, by exploiting properties of the objective function, we develop an intuitive greedy heuristic.
• We perform experimental analysis on two real datasets -Flixster and Twitter, by exploring the influence distributions of top influencers, from both qualitative and quantitative angles.
• Performing qualitative analysis, we establish the validity of our framework. With quantitative analysis, we show that our algorithm explains a significant amount of the influence spread with a small number of crisp explanations. We compare our algorithm with various baselines, and show that it is both effective and efficient.
The rest of the paper is organized as follows. Related work is discussed in §II. We formalize the problem in §III and develop our algorithm in §IV. The experimental analysis is presented in §V, while §VI summarizes the paper and discusses future work.
II. RELATED WORK
We summarize related work under three headings. Identifying Influencers. Identifying influencers has been extensively studied as the problem of influence maximization. The first work of this kind is due to Domingos et al. [6] . They refer to users' influence as network value and model it as the expected lift in profit due to influence propagation. Thus, the network value of a customer is captured as a number. Later, Kempe et al. [14] formulated this as a discrete optimization problem: select k influencers in a given social network such that by targeting them, the expected spread of the influence is maximized, assuming the propagation follows a diffusion model such as independent cascades or linear threshold or their variants. The problem is NP-hard. However, the objective function satisfies the nice properties of monotonicity and submodularity, under the diffusion models considered, allowing a simple greedy algorithm to provide a (1 − 1/e − )-approximation to the optimal solution, for any > 0 [18] . Further exploiting these properties, Leskovec et al. [16] proposed a lazy forward optimization that dramatically improves the efficiency of the greedy algorithm. Goyal et al. [10] proposed a direct data driven approach to social influence maximization. They show this alternative approach is both accurate (in predicting the influence spread) and is scalable, compared to the probabilistic approach of Kempe et al. [14] . Their work also highlights the importance of validating the influence prediction and spread.
Considerable work has been done on analyzing social influence on blogs and micro-blogs. Agarwal et al. [1] investigate the problem of identifying influential bloggers in a community. They show the most influential bloggers are not necessarily the most active. Gruhl et al. [11] analyze information diffusion in blogspace by characterizing the individuals and the topics of their blog postings. In [8] , the authors look into the problem of inferring networks of diffusion and influence in blogspace. Weng et al. [22] develop a topic sensitive Pageranklike measure (called Twitterrank) for ranking users based on their influence on given topics. Cha et al. [5] compare three different measures of influence -indegree (number of followers), retweets and user mentions, with regard to their ability to characterize influencers. They observe that users who have a large number of followers are not necessarily influential in terms of spawning off retweets or mentions.
The problem of identifying influencers, and indeed influence maximization, is fundamentally different from our problem PROXI. The objective of PROXI is to allow a human (or marketer) to (independently) validate a given influencer, by generating human readable, crisp explanations. The explanations consist of features from action and user dimensions with relevant statistics and are generated in a way such that they are able to cover the maximum amout influence, in terms of followups.
Since our explanations are built of action and user features, works on topic-sensitive influence analysis [21] , [17] , [22] , [20] , [2] and influence based community detection [9] , [3] are relevant and we survey these next.
Topics. Tang et al. [21] introduce the problem of topic-based social influence analysis. Given a social network and a topic distribution for each user, the problem is to find topic-specific subnetworks, and topic-specific influence weights between members of the subnetworks. Liu et al. [17] propose a generative model which utilizes the content and link information associated with each node (which can be a user, or a document) in the network, to mine topic-level direct influence. They use Gibbs sampling to estimate the topic distribution and influence weights. Weng et al. [22] , as described earlier, propose a topic sensitive Pagerank-like measure to rank users of Twitter. In [20] , the authors define trendsetters as the "early adopters" who spread the new ideas or trends before they become popular. They also propose a Pagerank-like measure to identify trendsetters. Barbieri et al. [2] extend classical propagation models like linear threshold and independent cascade [14] to handle topic-awareness. Our problem is given a network, past information cascades in the form of an action log, and a seed node, we need to generate a compact explanation of the way the influence spread of the seed is distributed, which is not addressed by any of these works.
Communities. Another related line of work is influence-based community detection [9] , [3] . Goyal et al. [9] define the notion of "tribe-leaders" -leaders (or influencers) who are followed up by the same set of users, on several actions. They apply a pattern mining framework to discover them. Barbieri et al. [3] propose a generative model to detect communities incorporating information cascades.
In contrast to the above mentioned papers, our goal is not to model topics or to detect communities, but to describe the influence distribution of a given user, by generating explanations consisting of interesting features from action and user dimensions. To the best of our knowledge, this is the first research study to provide explanations for the purpose of influencer validation.
III. PROBLEM DEFINITION
We consider a directed social graph, G = (V, D) over a set of users V where each arc (u, v) ∈ D indicates that user v follows user u, 2 and a propagation log L, a set of triples (u, a, t u ) signifying that user u performed action a at time t u . When the action a is clear from the context, by t u we mean the time at which user u performed action a. We say an action a is propagated from u to v if (u, v) ∈ D, and the log L cotains the tuples (u, a, t u ) and (v, a, t v ) for some t u and t v , such that t u < t v . This defines a propagation graph of a as a directed graph Given a user u, by a followup of u, we mean a cell (u, a, v) for which C(u, a, v) = 1. The followup set of u is then the set of followups of u:
When the user is understood from the context, we use M instead of M u . We assume users are equipped with a set of features (e.g., age, location etc), and similarly for actions (e.g., topic). Descriptions for followup sets are derived from attributes by means of predicates, also referred to as features, of the form A = val where A is an attribute and val is a value from its domain. Let P be the set of all predicates. Consider a cell (u, a, v) in M u , the followup set of user u, and a predicate p ∈ P, we say the cell satisfies the predicate, (u, a, v) |= p, provided either p is a user predicate and user u satisfies this predicate or p is an action predicate and action a satisfies this predicate. For a predicate p, we define
e., the subset of followups satisfying the predicate. We define an explanation as a conjunction of one or more (user and/or action) predicates. Given an explanation E, we define
i.e., the set of followups satisfying all the predicates in E. We define the coverage of an explanation to be σ(E) = |M E |, i.e., the number of followups satisfying E.
Our goal is to provide explanations for the followup set of a user (candidate influencer). On one hand, we would like each explanation to be as informative as possible. On the other, the total size of explanations should be concise or crisp so that a human (marketer) can quickly make sense of them. At the same time, between them, the explanations should cover as much "influence mass" as possible. We formalize these intuitions by 2 Our ideas and algorithms easily extend to undirected graphs such as those corresponding to friendship links.
insisting that each explanation should have length ≥ l and ask for a set of at most k explanations E = {E 1 , ..., E k } such that the number of followups covered by these explanations is as large as possible. For a set of explanations E, we extend coverage as follows: define M E = E∈E M E and finally, define the coverage of a set of explanations as σ(E) = |M E |, i.e., the number of followps in M which satisfy at least one explanation in E. That is,
The main problem we study in this paper is PROXI (PROviding eXplanations for validating the network value of Influencers): 
A. Hardness of PROXI
Not surprisingly, it turns out that PROXI is NP-hard. Unfortunately though, not only it is NP-hard to solve exactly, it is NP-hard to approximate within any reasonable factor, even when k = 1, which in other words is the problem of generating one explanation (Thm. 1). However, to develop intuitions for building our algorithm, we show some interesting properties of the objective function σ(E). In particular, we show that the function σ(E) is monotonically increasing and submodular (Thm. 2), while the function σ(E) is monotonically decreasing and supermodular (Thm. 3). We exploit these results to develop our algorithm ( §IV). Proofs, omitted here for lack of space, are presented in [4] .
Theorem 1:
Problem PROXI is NP-hard to solve exactly. Moreover, it cannot be approximated within a factor of 0.5n
Theorem 2: The function σ(E) : 2 2 P → R is monotonically increasing and submodular. That is, ∀E ⊆ E ⊆ 2
Theorem 3: The function σ(E) : 2 P → R is monotonically decreasing and supermodular. That is, ∀E ⊆ E ⊆ 2 P :
IV. ALGORITHM
Even though PROXI is NP-hard to approximate, the function σ(E) has nice properties as we show in Theorem 2. Nemhauser et al. [18] show that maximizing monotonically increasing submodular functions can be approximated within a factor of (1 − 1/e) using a greedy algorithm. Moreover, due to Feige [7] , we know that this is the best possible approximation factor that can be achieved in polynomial time. These results, in addition to Theorem 2, suggest that the greedy heuristic which adds the current best explanation E to E, until |E| is k would be the best possible heuristic. However, the complex step here is to generate one explanation E, or more generally, the next explanation E, such that the marginal coverage σ(E ∪{E})−σ(E) maximized, where E is the current set of explanations. We showed that this particular problem is NP-hard to approximate (see the proof of Theorem 1). Thus, strictly speaking, we cannot expect to have an efficient algorithm with a provable approximation guarantee for PROXI.
However, given the hardness of the problem, we believe that a greedy algorithm of successively generating explanations by repeatedly picking the best predicate would still be a good heuristic. More precisely, in any iteration, where E : |E| < k is the current set of explanations and E : |E| < l is the current explanation, the greedy algorithm picks the predicate, p, that when added to E gives an extended explanation that provides the maximum possible additional coverage, w.r.
t. E. That is, σ(E ∪ {E ∪ {p}}) − σ(E) is maximum.
Since the search space is massive, a naive greedy algorithm as explained above would be extremely slow. So we focus our attention on making the algorithm efficient, by cleverly avoiding unnecessary coverage evaluations, in any given iteration. In particular, we optimize our algorithm by means of lazy evaluation. Recall, the function σ(E) : 2 P → R is non-increasing and supermodular. Thus, the lazy forward approach used by Leskovec et al. [16] does not work here, as it relies on the non-decreasing submodular nature of the objective function. We instead exploit the fact that the coverage of a single explanation σ(E) : 2 P → R is non-increasing in the number of features (predicates), and devise a lazy evaluation optimization based on this. The idea is that, while constructing a single explanation, the marginal coverage of the explanation after adding a predicate p to explanation E also cannot increase (since σ(E) is non-increasing). Thus, by maintaining a max-heap of predicates, p, sorted on additional coverage of the extended explanation E ∪ {p} w.r.t. E, we can avoid coverage recomputations for many of the predicates, in any given iteration.
The detailed algorithm is presented in [4] .
V. EXPERIMENTS
The goals of our experimental analysis are manifold. Not only we are interested in identifying influential users, that is, users with high number of followups, we are also interested in exploring the distribution of their influence, from both quantitative and qualitative angles. We achieve this by performing an exhaustive analysis on two real-world datasets -Flixster and Twitter. We next describe the datasets.
A. Datasets
Flixster. Flixster (www.flixster.com) is a major player in the mobile and social movie rating business. Originally collected by Jamali et al. [13] , the dataset contains 1M users and 7.06M ratings, distributed across 49K movies. Out of these 1M users, 148K users have provided one or more ratings and they have 2.43M edges among them. Here, an action is a user rating a movie.
Features: There are two user attributes in the dataset: Gender and Age. As is done in other public datasets such as Movielens, we bin age values into 7 age ranges as follows: less than 18, 18-24, 25-34, 35-44, 45-49, 50-55 and 56+. To enrich action (movie) features, we queried IMDB API (imdbapi.com) with the movie titles present in the Flixster data set: 82% of the movie titles found matches; we ignore ratings on the remaining 18% of the unmatched movies, which constituted 9% of the ratings. We collected 7 attributes: rating, release year, genre, maturity rating, directors, actors and writers. Numerical attributes, rating and release year, were binned into 3 ranges: 1-6, 6-7, 7-10 and less than 1998, 1998-2002, 2002+ respectively. In total, we ended up with 7135 binary action features.
Twitter. Twitter (twitter.com) is a well known microblogging site where users post tweets, messages of up to 140 characters, that are broadcast to users following them. Tweets can be retweeted by receiving users; this rebroadcasts the tweet to users following the receiver. Thus, action here is a user posting a tweet (or retweet).
We collected the tweet data using Twitter Streaming API, for 3 weeks from Tue Jul 24 14:50:07 PDT 2012 to Tue Aug 14 14:57:30 PDT 2012. The Streaming API permits tracking of specific users, that is, using this API, we can collect tweets created by these users, and any retweets of these tweets. To select these "source" users, we exploit the Twitter Search API. We did not provide any search term in the query, and the API returned top-20 tweets according to Twitter's internal ranking. Queries were sent every 5 seconds until a total of 10K source users were collected. Once we had source users, we collected tweet data from the Streaming API, targeting these 10K users. In 3 weeks of data collection, we accumulated 2.2M (source) tweets from these source users, which were retweeted 92.5M times by 11.8M other users.
Features: Tweets may contain user mentions, hashtags and URLs as features. Usually, URLs are shortened by services like bit.ly. Out of the 2.2M source tweets, 51% contained URLs. We focused on these tweets and their retweets. We were able to expand 98% of the URLs. To collect features, we queried Delicious (http://delicious.com/) with URL hostnames and gathered Delicious tags. A total of 39K unique URL tags were found from 28K unique URL hosts. After this processing, we had 948K source tweets, which received 12.8M retweets. We consider this sample in our analysis.
B. Qualitative Analysis
Through qualitative analysis, we seek to validate our problem settings, approach and algorithm. But we note the limitations imposed by the public datasets available. In Twitter dataset, we know the identity of the influencers. We can thus validate our approach by checking if the distribution of influence is along the expected lines. On the other hand, in Flixster dataset, we do not know the identity of the influencers, but have the access to both user and action attributes. Thus, in this case, we can examine the benefits of incorporating followers' demographics.
Flixster. We take the second and third strongest influencers, measured in terms of the number of followups they recieve, and apply our algorithm to generate explanations, for examining their influence distribution. The results are presented in Tables  I and II . For simplicity, we refer to these users as Kali, and Julie, even though their identities in Flixster are unknown. Kali has rated 2.8K movies and received 27K followups from her 93 active followers. Julie has rated 1.8K movies and Julie in particular is influential on female users, with all her followups in the explanations coming from female users. In fact, 63 among 73 of her followers are females. Finally, she is influential on all sorts of movies (on female users), ranging from comedy, drama, thiller and action. This implies that Julie might be a very good seed if the target market is females, perhaps better than Kali whose influence is distributed among both males and females. This is the sort of insight that simply cannot be gained by viewing network values solely as a scalar! A final remark about the explanations found is that they are heterogeneous, in that they involve a mix of user and action features.
Twitter. We next analyze the results from Twitter dataset. Recall that we have user identities of key influencers in Twitter, which allows us to validate whether the topics on which these influencers reported to be influential by our algorithm are along the expected lines. Fortunately, we were able to generate a rich set of topics for tweets by expanding their mentioned URLs. The respective results are presented in Tables III and IV. As we expect, both NYTimes and CNN are influential on topics "news" and "politics". Moreover, CNN is quite influential on topics like "tv" and "breaking news", which do not appear in explanations of NYTimes. This makes sense as CNN is a television news channel, while NYTimes is a newspaper. In the sample we collected, CNN tweeted about religion and christianity only once, and received 434 retweetsmuch higher than the average of 56200/390 = 144 retweets per CNN tweet. Topics "journalism" and "photos" can be found in NYTimes explanations but not in CNN ones, while the topics "business" and "politics" can be found in both. Finally, it is interesting to note that these explanations are able to cover almost all the followups -82.8% for NYTimes and 99.8% for CNN, suggesting that these accounts are followed mostly because of their news, politics, media etc, i.e., the topics represented in the explanations shown in these tables.
C. Quantitative Analysis
We next focus on evaluating our algorithm from a quantitative perspective and compare our algorithm with other algorithms, in terms of the coverage achieved (the fraction of total followups), running time, and memory usage.
Algorithms Compared: We compare our algorithm, which we refer to as GREEDY, with the following baselines.
RANDOM: It selects the features randomly, with probability proportional to number of followups covered by each feature.
MOST-POPULAR: It orders the features by their popularity, i.e., number of followups they cover. Then, it picks the top l features that have yet to be picked to build an explanation, this is repeated k times. It is an intuitive algorithm, as the features which cover most followups can be seen as the representative set of features on which the given influencer is influential. EXHAUSTIVE: It generates one explanation at a time, by exhaustively trying all possible combinations of features and picking the one that covers the maximum number of followups (which are not covered by previous explanations). Since the objective function σ : 2 2 P → R is monotone non-decreasing and submodular (see Thm. 2), the set of explanations obtained using this algorithm is an (1 − 1/e)-approximation to the optimal solution [18] .
On each dataset, we take top-100 influencers with respect to number of followups they received. The algorithms are then run on all of 100 influencers, and the median is picked as the representative value for the comparison. We use median instead of mean, as it is more robust against outliers.
Coverage w.r.t. change in k: Figure 1 shows the variation in relative coverage achieved when k is varied. Recall that k denotes the number of explanations (table rows) generated. Relative coverage is defined as the fraction of followups that are covered. The parameter l is fixed to 3 in Flixster and 5 in Twitter. As expected, the (relative) coverage increases with k, but not at the same rate for all algorithms. Our algorithm GREEDY consistently performs just as well as EXHAUSTIVE, while beating both RANDOM and MOST-POPULAR by huge margins, on both the datasets. Coverage w.r.t. change in l: In Figure 2 , shows the variation in relative coverage when the parameter l, the number of features (table columns) per explanation, is changed. As expected, coverage decreases with the increase in l. Our GREEDY algorithm continues to perform well on both data sets with respect to EXHAUSTIVE. EXHAUSTIVE took too long to complete for l > 5 on Twitter.
Running Times. Fig. 3 shows the running time of the algorithms, on both datasets. Our GREEDY algorithm is an order of magnitude faster than the optimal EXHAUSTIVE algorithm. The other algorithms -MOST-POPULAR and RANDOM are faster than GREEDY, as could be forseen.
VI. CONCLUSIONS AND FUTURE WORK
Ever since Domingos and Richardson [6] introduced the notion of network value of users in social networks, a lot of work has been done to identify influencers, community leaders, trendsetters etc. Work in this area has been further ignited since Kempe et al. [14] popularized influence maximization as a discrete optimization problem. Most of the current approaches largely work as a black box that just outputs a list of influencers or seeds, along with a scalar which is an estimate of the expected influence spread. A marketer would want to investigate the influence demographics of the seeds returned to her and validate them with her own independent survery and/or background knowledge. Motivated by this, our goal has been to open up the above black box and provide informative and crisp explanations for the influence distribution of influencers, thus allowing the marketer to drill down into a seed and address deeper analytic questions about what the seed is good for.
We formalized the above problem as that of finding up to k explanations, each containing l or more features, while maximizing the coverage. We showed the problem is not only NP-hard to solve optimally, but is NP-hard to approximate within any reasonable factor. Yet, exploiting the nice properties of the objective function, we developed a simple greedy algorithm. Our experiments on Flixster and Twitter datasets show the validity and usefulness of the explanations generated by our framework. Furthermore, they show that the greedy algorithm significantly outperforms several natural baselines. One of these is an exhaustive approximation algorithm that by repeatedly finding the explanation with the greatest marginal coverage gain achieves a (1-1/e)-approximation of the optimal coverage. However, our greedy algorithm achieves a coverage very close to that of the exhaustive approximation algorithm and is an order of magnitude or more faster. It is interesting to investigate how algorithms for mining maximum frequency item sets of a given cardinality (e.g., see [12] ) can be leveraged for finding explanations with the maximum marginal gain.
