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Foreword to the XIXth TELEMAC-MASCARET User Conference
Dear participants,
HR Wallingford is delighted to organise the XIXth TELEMAC-MASCARET User Conference 
in Oxford, a beautiful town renowned worldwide for Alice in Wonderland and the Mini Cooper 
car factory, but most relevant here, for its academic excellence. Oxford is just a short drive 
from HR Wallingford where those of you who participated in the pre-conference workshops 
will remember the tour around its impressive physical modelling halls and the immersion in its 
virtual world ship simulator.
The TELEMAC-MASCARET user community is now strong of c.3000 users and organisations, 
i.e. c.1000 more users than last year. HR Wallingford is proud to host, develop and maintain 
for the community a series of access sites, including the website (www.opentelemac.org, 
www.openmascaret.org), the source code repository (svn), the source code documentation 
(docs), the general documentation (wiki) and several other sites critical for the organisation and 
activities of the TELEMAC-MASCARET Consortium.
Following on last year lead by EDF-LNHE, the user club meeting is again organised as an 
international conference with published proceedings. The scientific committee has received 
34 abstracts, of which 25 were turned into 6 to 8 page articles, here enclosed. The conference 
features oral presentations from all 34 authors. Participants to the conference are mainly 
coming from Europe (UK, France, Germany, Austria, The Netherlands, Ireland, Italy), but also 
from the Middle East (The Emirates), from Asia (South Korea) and from Oceania (Australia).
On behalf of HR Wallingford and of the TELEMAC-MASCARET Consortium, I am happy to 
welcome you to Oxford for this XIXth TELEMAC-MASCARET User Conference.
Thank you for your participation
Sébastien Bourban
HR Wallingford
Howbery Park
Wallingford
Oxfordshire
OX10 8BA
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Abstract—The development of three-dimensional (3D) sediment 
transport model remains a challenging task, due to our limited 
knowledge of the complex sediment turbulent flow interactions, 
as well as the inherent difficulty to represent numerically the 
large gradients of flow and sediment distribution. In this work, 
we compare 3D numerical simulations of coupled flow and 
suspended sediment transport with some well documented 
flume data. In order to isolate the effect of particles in 
suspension on the turbulent flow field, we mimic starved bed 
experiments, where sediment is progressively added to the 
clear flow below saturation (no deposit). Numerical simulations 
are based on the TELEMAC-3D module of the open-source 
TELEMAC Modelling System release 6.2. 
I. INTRODUCTION 
Despite some recent progress, the development of full 
three-dimensional (3D) sediment transport models remains a 
challenging task [1,2,3]. In addition to our limited knowledge 
of complex processes which govern sediment/turbulent flow 
interactions, the inherent difficulty to capture both flow and 
sediment concentration vertical structures has not been 
emphasised enough. Other issues such as the influence of 
suspended sediment on the damping of turbulence level are 
still subject to continual development and discussion. 
The effect of sediment particles and turbulent flow 
interactions is an intriguing and difficult problem: the 
inhomogeneous and anisotropic characteristics of a turbulent 
flow, added to the broad range of involved length and time 
scales [4], make the problem challenging from both 
theoretical and computational point of view. In the high 
concentrated bed-load layer, the effect of particle/particle 
interaction plays a dominant role and a complete two-phase 
flow approach is required to capture entirely the near-bed 
processes [4,5]. In the upper part of the flow, in the dilute 
suspension regime, particles in suspension can be treated as a 
passive scalar which interacts with the turbulent flow through 
density gradients [6]. 
Turbulence models play a crucial role for predicting both 
velocity and sediment distribution in the water column, and 
therefore to estimate accurately the suspended sediment 
transport rate. The simplest turbulence models assume the 
turbulent eddy viscosity to be either constant over the flow 
region, or proportional to the velocity or length scales. The 
value of the eddy-viscosity is therefore determined entirely 
by the local flow conditions. The widely used k-ε  turbulence 
model solves two additional transport equations to determine 
both turbulent kinetic energy k and the rate of dissipation rate 
ε. The k-equation can be derived in its exact form from the 
Navier-Stokes equations, while in the ε-equation, all terms 
are modeled and introduced as a set of semi-empirical 
‘invariant’ model coefficients [7].  In k-ε turbulence models, 
the sediment induced stratification effect is accounted for, in 
a straight-forward manner, by the buoyancy term. In eddy 
viscosity models, the effect of sediment concentration on the 
turbulence can be represented by using damping functions. 
These semi-empirical functions are in general expressed as a 
function of the flux Richardson number, which is defined as 
the ratio between the gravity term versus the production term 
in the k-equation.  
The objective of this paper is to propose a database for 
validation of the hydrodynamic module TELEMAC-3D and 
its sediment transport library Sedi-3D based on the numerical 
reproduction of the experimental tests by Lyn [4, 8]. In order 
to isolate the effect of particles in suspension on the turbulent 
flow field, we mimic the starved bed experiments, where 
sediment is progressively added to the clear flow below 
saturation (no deposit). We discuss the sensitivity of the 
model results to the choice of turbulence closure, friction 
equation and damping functions, in order to provide practical 
recommendations for modelling three-dimensional flows and 
suspended transport.  For this work, the numerical 
simulations are based on the open-source TELEMAC 
Modelling System release 6.2. 
This paper is organised as follows. In Part II, we present 
the hydrodynamics and sediment transport equations, as well 
as the different turbulence closure relationships which are 
implemented in TELEMAC-3D. In Part III, we give a short 
1
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
 
literature review on the problem of turbulent flow 
interactions with suspended sediments. In Part IV, we present 
the experimental setup used by Lyn [4, 8]. In Part V, we 
present the discretization of the domain as well as a brief 
description of the boundary conditions implemented in the 
flow and sediment transport models. In Part VI, the 
comparison between data and numerical results is presented 
and discussed for the clear water and starved bed conditions. 
Finally, the conclusions and practical recommendations for 
the TELEMAC-3D end-user are given in Part VII. 
II. 3D MATHEMATICAL MODEL OF SUSPENDED SEDIMENT 
TRANSPORT 
A. 3D flow model 
The 3D flow field is determined by solving the continuity 
and Reynolds-averaged Navier-Stokes equations (RANS) in 
the Cartesian coordinate system: 
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where the summation convention for repeated indices is 
used. Above, let xi=(x1,x2,x3)=(x,y,z) denote the spatial 
coordinates; 0≥t the time; ui=(u1,u2,u3)=(u,v,w) the mean 
flow velocity, Fi the components of external forces, such as 
gravity, Coriolis force, etc.; p the mean pressure; ρ the fluid 
density; and τij the components of the stress tensor calculated 
with the Boussinesq hypothesis and related to the gradients 
of the velocity and the turbulence eddy viscosity νt : 
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Above, ν is the kinematic viscosity, k is the turbulent 
kinetic energy and δij is the Kroneker delta. 
B. Turbulence closure 
In TELEMAC-3D, the eddy viscosity νt is determined by 
the choice of the turbulence closure models. In this paper, we 
will compare two models: the mixing-length model [9] and 
the standard k-ε  model [7].  
In mixing length models, the eddy viscosity model is 
calculated as a function of mean flow velocity gradients and 
mixing length lm: 
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Following [9], the mixing length is assumed to vary with 
distance from the bed z, 
 )/1( hzzlm −= κ  (4) 
where z =0 is the bed level, h the local water-depth and κ = 
0.4 the Karman constant. 
In k-ε  turbulence models, the eddy viscosity νt is related 
to the turbulent kinetic energy k and the rate of dissipation ε : 
 εν µ
2kct =  (5) 
with cµ a constant. The governing equations for k and ε are 
given by:  
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Above c1, c2, c3, σk and σe are constants. P is the shear 
production and G the buoyancy term due to density effects 
(as discussed in Part III), defined as :  
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with g the gravity acceleration (g=9.81m2/s), and '' jiuu− the 
turbulent Reynolds stress components. The mean (time or 
spatially) averaged and fluctuating components of 
instantaneous quantity x are designated by x and x’, 
respectively. 
The standard coefficients of the turbulence k-ε model [7] 
are implemented and can be modified (see for example 
subroutine CSTKEP): 
cµ = 0.09, c1 = 1.44,  c2 = 1.92 
σk = 1.0, σε = 1.3 
C. Sediment transport model 
Assuming sediment particles follow the mean and 
turbulent flow component, except for an additional settling 
term, the following 3D transport/diffusion equation can be 
derived: 
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with ),( txcc j=  the suspended sediment mean (volume) 
concentration, 0>sw  the vertical-settling sediment velocity 
and εs the turbulent eddy diffusivity coefficient.  
The turbulent eddy diffusivity coefficient is assumed to 
be proportional to the turbulent eddy 
viscosity: sts σνε = ,where σs is the turbulent Schmidt number.  
The advection-diffusion equation (10) is completed with 
initial and boundary conditions. In this work (starved bed 
experiments), we assume zero flux at the free surface (z=h), 
and at the bed:     .  0   w s =−∂∂− zcsε Further details on the 
implementation of the boundary conditions are given in 
Part V. 
III. SEDIMENT-TURBULENT FLOW INTERACTIONS 
A. Sediment induced density gradients 
Assuming dilute suspension, such that particle 
interactions can be neglected, the effect of sediment particles 
is to increase the density of the flow-sediment mixture: 
 )1(0 ccs −+= ρρρ  (11) 
where ρs is the solid density (assumed ρs=2650 kg/m3), c the 
volume concentration and ρ0, the fluid density. The density 
variation is calculated (subroutine DSRUR) : 
 ( )
s
ss C
ρρ
ρρ
ρ
ρ
0
0
0
−=∆  (12) 
where ∆ρ=ρ −ρ0, and Cs=ρs c is the mass concentration. 
Since most particles are carried near the bed ( z∂∂ρ <0), 
the effect of stable density gradients is to extract turbulent 
kinetic energy. Indeed the gravity term G in the turbulent 
kinetic energy equation (7) is a dissipative term: 
 0
0
<∂
∂=
z
gG
s
t ρ
σ
ν
ρ  (13) 
The damping of turbulence can be expressed in terms of 
the flux Richardson number Ri which is defined as the ratio 
of the gravity term and the production term in Eqs (8, 9).  
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B. Damping functions 
The effect of particles is analogous to the effect of 
 
thermal stratification, and can be represented in eddy 
viscosity models by use of damping functions [10].  
Damping functions are semi-empirical functions that 
characterise the degree of stratification for both eddy 
viscosity and eddy diffusivity. They can be expressed as a 
function of the flux Richardson number Ri, as follows: 
 ( ) ( )
00
1,1 ε
ε
ν
ν sb
is
ta
it BRFARF =+==+= −−  (15) 
with ν0 and ε0  the eddy viscosity and sediment diffusion 
coefficient in neutral conditions respectively, and A, B, a 
and b a set of empirical coefficients. Different values have 
been proposed in the literature, as synthesised in Table I. 
TABLE I.  EXAMPLES OF DAMPING FUNCTION 
Damping function 
Coefficients 
A a B b 
Munk and Anderson 1948 [10 10 0.5 10/3 1.5 
Kranenburg 1998 [11] 2.4 2 2.4 4 
 
According to Villaret and Trowbridge [6], the effect of 
particles induced stratification effect can be represented by 
the Munk and Anderson damping function. 
C. Effect of particles on the Schmidt number 
The value of the Schmidt number for sediment may 
differ from the classical value used for thermocline (in 
TELEMAC-3D, this value can be implemented in the 
subroutine CSTKEP, the default value is σs=1.0). For the 
turbulent Schmidt number (the neutral value), predictive 
equations were introduced by Graf and Cellino [12] and van 
Rijn [13]. These equations involve the ratio ws/u*, with u* 
the friction velocity.  For instance, the van Rijn equation 
[13] is: 
 


+=
*
211
u
WS
Sσ  (16) 
Other equations rather link the turbulent Schmidt number 
to the Richardson number [14]. 
D. Effect of sediment particles on the apparent bed 
roughness 
The effect of particles in the high concentrated near bed 
region is to increase the apparent bed roughness [4, 5]. 
Various semi-empirical formulae have been proposed in the 
literature in order to account for this process, refer [15, 16] 
for example.  
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IV. EXPERIMENTAL DATA 
Detailed velocity and concentration profiles have been 
measured by Lyn [4, 8] using LDV and sediment sampling 
techniques (or turbidity meter). He conducted flume 
experiments combining 4 runs with clear water, 7 runs under 
capacity condition (starved bed) and 4 runs at capacity 
conditions. This high quality data set will be used here as a 
new test case for the TELEMAC-3D sediment transport 
model. 
As a first step, we mimic the starved bed experiments, 
where the concentration is increased progressively in order to 
isolate the effect of sediment in suspension on the turbulent 
flow field. The equilibrium data set will be used next to 
validate the sediment transport model boundary condition. 
The flume dimensions are 13 m long and 0.2667 m wide. 
Velocity and concentration profiles were measured at 9 m 
from the channel inlet. The main characteristics of each 
experiment are summarised in Table II.  The sediment is a 
fairly uniform sand of mean diameter d50=0.19 mm and 
measured settling velocity is approximately ws=0.023m/s.  
TABLE II.  SUMMARY OF FLOW AND SEDIMENT PARAMETERS 
Runs Q (l/s) 
h 
(cm) 
S 
(*0.001) 
C  at 
0.1*h 
(*0.001) 
u* 
(cm/s) 
C1 10.84 6.54 2.06 - 3.11 
C2 12.66 6.53 2.70 - 3.73 
C3 10.77 5.75 2.96 - 3.61 
C4 12.66 5.69 4.01 - 4.33 
ST1A 10.30 5.69 2.99 0.55 3.74 
ST1B 10.30 5.68 2.98 0.24 3.69 
ST2A 12.10 5.84 4.00 2.08 4.25 
ST2B 12.40 5.77 3.95 0.80 4.31 
ST2C 12.60 5.75 4.00 0.47 4.28 
ST2D 12.60 4.74 4.00 0.31 4.34 
where  Q is the flow rate, h the water depth, S the bottom slope  and C 
the concentration level at 10% of the water depth. 
The friction velocity u* has been computed from the Reynolds 
stresses measurements [4, 8]. 
For this work, we have selected the runs C4, ST2B, 
ST2A as they present relatively similar hydraulic conditions 
(flow rate, water depth, bed slope) and the highest 
concentration  levels (for the starved bed runs). 
V. NUMERICAL SIMULATION 
A. Mesh description 
The 3D finite element mesh is obtained by first dividing 
the two-dimensional domain in non-overlapping linear 
triangles and then by extruding each triangle along the 
vertical direction into linear prismatic columns that fix the 
bottom and the free surface and partitioned into a number of 
non-overlapping layers. In this work, the computational 
domain is discretised with an unstructured triangular mesh 
consisting of 2611 nodes, 4682 elements and 12 horizontal 
layers with vertical grid size increasing with the distance 
from the bed, in order to represent the large variations of both 
velocity and concentration profiles. The triangular elements 
are about 0.85 m size and the first grid plane is located at 
z/h=0.0178 from the bed level. 
B. Hydrodynamic boundary conditions 
At the inflow boundary, all flow components are 
prescribed by imposing a constant flow rate, corresponding 
to the measurements. The upstream boundary is indeed 
located sufficiently far upstream that is beyond the influence 
of the channel inflow. Numerical tests with a fully-developed 
velocity profile calculated from the experimental data 
showed little variation on the results.  
At outlet boundaries, the normal gradients of the flow 
velocity and sediment concentrations are set equal to zero, 
whereas the water depth is imposed, according to the 
experimental measurements.  At the sidewalls, the velocities 
tangential and normal to the boundary are set to zero (no-slip 
condition). 
C. Boundary condition for sediment transport 
Boundary conditions for Equation (10) are prescribed as 
follows. At the inflow boundary, the sediment is assumed to 
enter the three-dimensional domain with constant 
concentration. Numerical tests with a local equilibrium 
concentration profile, calculated from the experimental data, 
have shown little variation on the results. At outlet 
boundaries, the normal gradient of sediment concentration is 
set equal to zero. At the bottom boundary, the vertical fluxes 
of sediment (both erosion and deposition rates) are set equal 
to zero. This condition is implemented to mimic the starved-
bed flow condition, that assumes that the sand-bed is not 
present and simplifies the analysis of results [4]. Numerical 
simulations for the equilibrium bed condition are subject of 
future work. 
D. Friction equation 
The Nikuradse friction law is applied, where the velocity 
at the first elevation plane is related to the friction velocity 
assuming a classical logarithmic velocity profile: 
 


=
0
1*
1 log)( z
zuzu κ  (17) 
where z1 is the vertical distance to the first e levation plane 
from the bed level, u* is the shear velocity, related to the bed 
shear stress by ρτ /* bu = , κ  is the von Karman constant 
( 40.0≈ ), z0=ks/30 is a length scale related to the bottom 
roughness and sk  the Nikuradse equivalent bed roughness. 
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E. Turbulence model 
For the two-equation turbulence model k-ε, the boundary 
conditions are specified according to Burchard [17]. At the 
bed level (z=0), the boundary condition for the turbulent 
kinetic energy is given by: 
 µC
uk
2
*=
 (18) 
The dissipation decays rapidly with distance from the 
bed, so it is assumed that κδε 3*u= , where δ=z0.. 
At the free surface (z=h) and in the absence of wind 
stress, k decreases to zero, we assume 0=zk ∂∂  whereas ε 
is reduced to hk 43.02/3=ε . 
At the channel inlet, the k-ε profiles are imposed. 
Assuming production to balance dissipation, the following 
analytical expression can be derived [17]: 
 
µC
hzu
zk
)/1(
)(
2
* −=  (19) 
 
z
hzu
z κε
)/1(
)(
3
* −=  (20) 
VI. NUMERICAL RESULTS 
A. Results for clear water run C4 
For the clear water run, computations have been 
performed with the mixing length model (‘NML’, [9]) and 
the k-ε model. For both computations, the roughness height is 
assumed to be equal to 0.05 mm. The selected value is 
obtained from a trial and error procedure. The comparison 
between measured and computed profiles is illustrated in 
Fig.. 1, where the velocities are normalised by the shear 
velocity. For this case, the main measured and computed 
hydrodynamic variables are summarised in Table III. 
TABLE III.  MAIN HYDRODYNAMIC FEATURES OF RUN C4 
C4 data NML simulation k- ε simulation 
U (m/s) 0.87 0.9 0.9 
H (m) 0.0569 0.0557 0.0554 
u* (m/s) 0.043 0.038 0.036 
 
Water depth, depth averaged velocity, and shear velocity 
have mostly the same values for both turbulence models. The 
computed shear velocity is under-estimated compared to the 
measured data. 
0.01
0.1
1
10 15 20 25
z/
h
U/U*
data  C4 NML k eps
 
Figure 1.  Comparison avec NLM and k- ε models for clear water run C4. 
 
As expected, the computed profile with the NLM model 
is logarithmic up to the free surface. Below z/h = 0.25, the 
velocity profile is well captured by the NLM model.  For z/h 
> 0.25, the measurements do not follow the logarithmic 
velocity profile. This is probably due to the presence of 
secondary currents and free surface effects which are not 
captured in the simple eddy viscosity model: in the upper part 
of the flow, computed results do not reproduce the observed 
deviation from the log profile. The velocity profile is overall 
well captured by the k-ε model even if the depth-averaged 
velocity seems slightly under-predicted. 
B. Velocity profiles for sediment-laden flows 
The comparison between the NML and the k-ε models is 
performed on the starved bed data sets ST2B and ST2A. 
These runs are characterised by the highest concentration 
levels up to 0.64 g/l and 1.46 g/l near the bed (z/h = 0.1), 
respectively.  NML simulations are run with and without 
damping function. To analyse the effect of sediment on the 
velocity profile for the k-ε model, simulations are conducted 
with and without sediment.  The equivalent bed roughness is 
set equal to 0.7 mm and 1.25 mm for ST2B and ST2A 
respectively. The velocity profiles for runs ST2B and ST2A 
are plotted in Fig. 2. The main measured and computed 
hydrodynamic features are provided in Tables IV and V. The 
computed water depth, depth averaged velocity and shear 
velocity are relatively close to the measurements (Tables IV 
and V). 
TABLE IV.  MAIN HYDRODYNAMIC FEATURES OF RUN ST2B 
ST2B data NML simulation k- ε simulation 
U (m/s) 0.862 0.865 0.87 
H (m) 0.0577 0.0582 0.0576 
u* (m/s) 0.043 0.053 0.047 
 
For run ST2B, even if the concentration level is relatively 
high, both turbulence models produce almost the same 
velocity profiles with or without the sediment influence (Fig. 
5
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2a). For Run ST2A, k-ε model still predicts unchanged 
velocity profile with or without sediment (Fig. 2c) whereas 
the velocity profile is influenced by the damping functions 
with NLM model. For both runs, the detail of the velocity 
profile is better reproduced by the k-ε  model. The profiles of 
the Richardson number (equation (14)) for run ST2B and 
ST2A are plotted in Fig. 3. The Richardson number reaches 
high value up to 0.1 near the bed for run ST2A and up to 
0.05 for Run ST2B. However, Ri decreases rapidly with 
distance from the bed, down to less than 1% at about 10% of 
the water depth which could explain why the k-ε model 
seems not affected by the presence of sediment. 
TABLE V.  MAIN HYDRODYNAMIC FEATURES OF RUN ST2A 
ST2A data NML simulation k- ε simulation 
U (m/s) 0.81 0.83 0.83 
H (m) 0.0584 0.0583 0.0583 
u* (m/s) 0.043 0.046 0.048 
 
2a 
0.01
0.1
1
10 15 20 25
z/
h
U/u*
damped  NLM k eps SED data ST2B
NLM k eps CW
 
2b 
0.01
0.1
1
10 15 20 25
z/
h
U/u*
damped  NLM data ST2A NLM
 
2c 
0.01
0.1
1
10 15 20 25
z/
h
U/u*
k eps SED data ST2A k eps CW
 
Figure 2.  Figure 2.  Comparison of NML and k-฀ models for runs ST2B 
and ST2A: (a) velocity profiles for ST2B run; (b) velocity profiles with 
NML for ST2A run; (c) velocity profiles with k-฀  for ST2A run. 
 
Figure 3.  Richardson profiles for run ST2B and ST2A obtained with k-ε 
model. 
C. Concentration profiles for runs ST2B and ST2A 
For the sediment concentrations, profiles are plotted in 
Figs. 4a and 4b for runs ST2B and ST2A respectively.  The 
concentration levels are normalised by near bed 
concentration Ca measured at 10% of the water depth. 
Results for the concentrations are only shown for the k-ε 
model because the velocity profile is better captured with this 
turbulence closure. Computations were performed with 
different values of the turbulent Schmidt number. Best 
agreements are obtained with σs =1.3 or 1.4 for runs ST2B 
and ST2A respectively. For both runs, the computed 
concentration profiles match well the experimental data. 
 
4a 
0
0.5
1
0.001 0.01 0.1 1 10 100
z/
h
C /Ca
data ST2B k-eps
 
4b 
0.0
0.5
1.0
0.001 0.01 0.1 1 10 100
z/
h
C /Ca
data ST2A k-eps
 
Figure 4.  Comparison of NML and k-฀ models for runs ST2B and ST2A: 
(a) concentration profile for ST2B run and (b) concentration profile for 
ST2A run. 
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VII. CONCLUSIONS 
From the analysis of the experiences of Lyn [4, 8], the 
recommended modelling strategy is to use the k-ε model 
because it allows to obtain simultaneously the correct 
velocity and concentration profiles for the whole range of 
concentration levels.  The NML model is efficient for the 
clear water runs but it appears to be less effective to 
reproduce the velocity profile in presence of sediment in 
suspension, even when the turbulence model is implemented 
in combination with  damping functions. The comparison 
between TELEMAC-3D results and measured profiles of 
suspended sediment  needs to be extended to other flume 
series, for example the experimental setup of Graf and 
Cellino [18], and validated with in-situ measurements. 
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Abstract— Vertical grain sorting is one of the leading processes 
for many hydrodynamic and morphodynamic simulations. 
Like most hydraulic & morphological software packages 
TELEMAC & SISYPHE calculate sediment transport, 
sediment sorting and development of bed forms depending on 
the active layer of the bed. The empiric active layer thickness 
concept has been developed in 1971 by Hirano and expanded 
by Ribberink among others to fit the numerical models and 
demands of their time. With new high performance computers 
and the here presented continuous vertical grain sorting 
models with dynamically estimated active layer thickness it is 
now possible to overcome several limitations of this meanwhile 
40 year old concept. Results of this model are compared to the 
classic Hirano-Ribberink implementations using measured 
data off 3 flume experiments performed at the Universities of 
Delft, Zürich and Illinois to validate and proof this concept. 
I. THE HIRANO-RIBBERINK VERTICAL GRAIN SORTING 
MODEL (HR-VSM) 
A. Motivation 
Many medium and long term hydrodynamic numerical 
simulations of rivers cannot be operated successfully without 
considering the flow-sediment interaction. Sediment layer 
thickness and grain size distributions influence the bed 
roughness and the flow field. Vice versa the flow field sorts 
sediments and develops bed forms. TELEMAC-2D/3D and 
SISYPHE enables interactive coupling of morphodynamic 
and hydrodynamic simulations and includes the state of the 
art grain sorting algorithm for numerical morphodynamic 
models: The Hirano (1971) concept with extensions of 
Ribberink (1987) and other research groups. 
The basic idea of Hirano is the interaction of flow with a 
fully mixed top-most layer of the sediment, while the deeper 
sediment stratigraphy remains untouched. The thickness of 
this active layer describes the common depth of 
morphological processes in the riverbed per time step, which 
equals the maximum impact of the hydraulic shear forces. 
The empirical variable active layer thickness (ALT) is 
usually chosen as a multiple of the characteristic grain 
diameter and the mean height of bed forms. For numerical 
reasons it is the maximum depth that can be eroded in one 
time step. Below the active layer follows another empirical 
layer, the active stratum, which has no measurable equivalent 
in nature. It is used to refill or reduce the active layer to the 
predefined thickness after evolution calculations changed the 
active layer thickness.  
The implementation in TELEMAC / SISYPHE v6p1 
adds up to 7 more storage layers below these 2 layers. They 
keep different sediment mixtures until they are activated by 
erosive processes. Within 1 time step evolution only affects 
the active layer and the active stratum.  
B. Limitations 
This meanwhile 40 year old concept was developed as an 
averaging empirical approach at a time where the available 
computational performance was 1010 times less than in 
2012. Saving computational resources by spatial averaging 
was necessary but comprehends several limitations:  
• The number of discrete layers is limited to 9.  
• The a priori chosen layer thickness depends on dune 
heights, grain roughness, depth of the rigid bed, 
mesh density and other parameters.  
• The active layer + active stratum concept in fact 
mixes the second layer as well, Fig. 2. 
• Contrary requests of the active layer concept cannot 
be fulfilled in every case. e.g. the theoretical active 
layer filling is homogenous and cannot be 
subdivided. If the topmost layer is used to reproduce 
the stratigraphy, it cannot be used for the natural 
impact depth of the driving shear forces at the same 
time.  
While the first two limitations could be easily removed, 
the last two require a new concept with less averaging effects 
on the bookkeeping. 
II. THE NEW CONTINUOUS VERTICAL GRAIN SORTING 
MODEL (C-VSM) 
A. Divided in bookkeeping model and transport model 
One of the main disadvantages of the Hirano method is 
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Figure 1.  Legend for all following diagrams: Imagine the new continuous 
vertical grain size sorting model C-VSM as the drilling profiles probability 
density functions in polyline form, where grains are sorted from fine to 
coarse, left to right, resulting in 100% at any depth. The widespread Hirano 
/ Ribberink layer sorting model HR-VSM is a simplified version. 
the continuous mixing of the active layer and the active 
stratum after every time step, even with minor or without 
evolution. 
This is done to numerically refill or reduce the active 
layer content with active stratum content  
• for example to restore the full theoretical thickness of 
the active layer after evolution,  
• or even when just a dynamic active layer thickness 
formula resizes the thickness based on turbulence 
shuffled flow conditions. 
But it is not necessarily a process that happens in nature. 
Fig. 2 shows the dynamic formula effect to the ALT, due to 
turbulence influenced shear stress variability in between 2 
time steps (ALT i = +/-  0.000001 * ALTi-1), but with a long 
term equilibrium state (E∞ ~ 0). After 1 000 000 refill and 
reduction cycles for an alignment of the active layer and 
active stratum each time, the content of both layers is almost 
fully mixed, without any change in bed level. Even though 
this is mathematically correct it leads to wrong vertical grain 
sorting. Hirano demanded morphological activity ends below 
the active layer, but here the mixing reaches one layer 
deeper.  
The solution is to separate the grain storage model from 
the evolution calculation model. This means that 2 datasets 
are used for the grain sorting. Dataset 1 is a storage model 
that keeps the information about the vertical grain sorting, 
without regard to any layer boundary, like the drilling profile, 
with as much resolution as possible. Dataset 2 is again the 
Hirano active layer, newly filled with the actual average 
grain mixture of the equivalent top sections of the Dataset 1. 
It is newly averaged at each time step and used for evolution 
calculations. This works not different than the original 
Hirano concept. But now any evolution is not shifted to the 
active stratum, but to the fine resolution storage model,  
 
 
Figure 2.  Development of an academic sorting profile in HR-VSM 
(SISYPHE v6p0). For a channel with equilibrium transport, but short term 
evolution of 0,0001% of the active layer thickness. 
which gets an addition or subtraction of volumes. Exchange 
goes from top to bottom as deep as necessary to get the 
needed volumes. It is not anymore a shifting of fractions over 
the full strength of a theoretical layer.  
B. The new bookkeeping model 
We decided to add a depth dependent bookkeeping model 
for each grain size fraction with unlimited numerical 
resolution for each node of the 2D morphological model. As 
the transport model remains unchanged and does not directly 
interact with the bookkeeping model, both are kept in 
separate software modules without knowing the existence of 
each other. 
As shown in Fig. 1 a drilling core is the physical 
equivalent to the storage model. The numerical 
implementation is a set of depth dependent probability 
density functions (PDF) for each grain size fraction. The sum 
of all grain fraction PDFs is always 100% at any depth. 
These PDFs are stored as polylines. The number of line 
sections is theoretically unlimited. For visualisation, the grain 
size fractions of each profile are always drawn additive from  
 
 
Figure 3.  In case of immobile coarse fractions within the active layer, the 
active layer itself can develop a sub ordinary stratigraphy which is relevant 
for the development of bed forms and armoring effects. This figure shows 
the mean grain diameter d50 (green to red) in the middle of a laboratory 
flume and the corresponding hydraulic impact, shown as shear stress (blue). 
Fine grains separate from the mixture and move on top of the coarse ones, 
which stay behind as an immobile under layer. 
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fine (left) to coarse (right) (Fig. 1 is the legend to all other 
figures). In contrast to the classic Hirano-Ribberink layer 
model there are no theoretical limitations to the discretisation 
of thicknesses except the capabilities of the hardware.  
Additionally a fraction gradient over depth is modelled as 
a single trapezoid instead of an approximation with many 
rectangular layers. This saves resources. The main benefit 
can be found in simulations where the real layering is finer 
than the ALT (Fig. 4).  
This is especially helpful for fine grain lentils or 
armouring layers within the sediment body which might 
significantly influence the calculation in a subsequent time 
step. Fig. 4 shows the main advantage of the polyline C-
VSM version against the fine layer C-VSM versions. To 
describe declining fractions of a single material only few 
points (= double precision variables) are necessary while the 
fine layer sorting profile needs many datasets more. 
1) Depositing sediments: Sedimentation can occur in 2 
modes. The first mode is a plain sedimentation of one or all 
fractions. The already lying sediments are not moved, 
incoming sediments can only be placed on top. Numerically 
this is a new polyline section on top of the C-VSM. The bed 
level is lifted while storing the new material. See Fig. 5c, 
which is Fig. 5b plus sedimentation on top. 
The second mode is sedimentation of some coarse grain 
fractions while finer fractions are eroded from the active part 
of the bed. Here the sediments within the active layer are also 
in motion. Therefore depositions are placed as an addition to 
the active part of the bed, inside the existing top section. See 
Fig. 5b which adds material in the top section of Fig. 5a. 
2) Eroding sediments: Erosion always starts from bed 
level and ends where the transport capacity is satisfied. This 
leads to complete or partial erosion of grains within C-VSM 
polyline sections. If a grain class within a section (which 
equals a volume!) is eroded completely, like grain class 2 in 
Figs. 6b and 6c, only the bed level elevation has to be 
updated and the fraction variables of the remaining sediment  
HR‐VSM
(Sisyphe	v6p1)
C ‐VSM 	
(Sisyphe	v6p2)
C ‐VSM
(fine	layer)
PDF
(measured)
 
Figure 4.  Comparison of stratigraphy abstraction models with active layer 
(red dotted): Measured Profil (far left); Hirano/Ribberink (left), Continuous 
model based on very fine layers (middle) , Continuous model based on 
polylines (right). 
a
ActiveLayer
b c d e  
Figure 5.  Eroding a certain volume of grain fraction No2 (grey) from the 
storage model. Example in 4 Steps: a) Initial state; b) & c). Erosion of 
sorting profile section 1 and 2 leads to a lowering of the surface, while the 
sum of all fractions is normalised to 100%. d) & e) Section 3 is not eroded 
completely, but split into two sections where only the upper part is eroded. 
a b c
grain	sizes:
 
Figure 6.  There are 2 modes of adding fractions: a) a random profile in its 
initial state; b) Sedimentation of fraction #4 mixed in the topmost section of 
(a); c) Only sedimentation of fraction #4 on top of the profile (b), without 
mixing in the top section. 
 
have to be normalised to 100%. If the section contains more 
material than can be eroded, only the necessary volume is 
extracted. This forces a splitting into two parts (Fig. 6d). It 
remains one section without grain class 2 and below another 
section with grain class 2 (Fig. 6e). 
3) Avoiding excessive fragmentation: After a longer 
series of sedimentation and erosion cycles the C-VSM is 
fragmented in many very small sections, which is sometimes 
only 10-15 m strong. To avoid too excessive memory 
consumption a compression algorithm reduces the number 
of sections based on user defined quality threshold values. 
This algorithm is a modified version of the Douglas Peuker 
line generalisation algorithm. It works iterative until a 
maximum fraction error or a minimum point number is 
reached. See Fig. 7. 
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Figure 7.  The yellow points mark the polyline PDF sections of the C-
VSM. The intial profile (left) is simplified with the line generalisation 
algorithm without significant change in volume. 
4) Updating the transport model: When the bed load 
formula is calculated, the supplied active layer hasn’t got the 
content of the active layer of the last time step. It is an 
updated content from the C-VSM by integration of the grain 
class volumes over the newly estimated active layer 
thickness. 
C. Reduced smearing effects 
Fig. 8 shows clearly how the high resolution vertical 
sorting is preserved even though the transport model itself 
works with the averaged and therefore coarse Hirano active 
layer. It shows 3 sub steps of one time step for both 
deposition and erosion.  
• The active layer is averaged from the bookkeeping. 
• Evolution is calculated with any well known 
transport formula and the Exner equation based on 
the active layer and without impact on the 
bookkeeping. 
• Evolution is added or subtracted from the top of the 
PDF. 
The resulting C-VSM surface is free from eroded and 
buried materials, while the HR-VSM mixes in other materials 
from the active stratum as well.  
D. Dynamic active layer thickness  
The original Hirano idea assumes the active layer bottom 
as the limit of the moving part of the bed. It is clear that a fix 
active layer thickness can not account for changing 
hydraulics, morphology and grain sorting.  
This empirical mean value is hard to measure and  
• has growing uncertainties the coarser the spatial 
steps get (mesh width),  
• is sensitive to the length of the observed 
morphological activity (time step), 
• and is dependent on the shear stress magnitude.  
 
Case	I:	Sedimentation
active layer:averaged fromsorting profile addedto sorting profileOld	C‐VSM	for t	i coarsening	!!!
New	HR‐VSM	for ti+ͳȋSisyphe v6pͲȌNew	C‐VSM	for t	i+ͳ
„deposition offraction I“
 Case	II:	Erosion
Active Layer	after„erosion offraction I“ erodedmaterial	substractedfromsorting profile
New	HR‐VSM	for ti+ͳȋSisyphe v6pͲȌ
still	fines
available !!!
New	C‐VSM	for t	i+ͳ
Old	C‐VSM	for t	i active layer:averaged fromsorting profile
 
Figure 8.  The changed and finer bookkeeping of Continuous Vertical 
Sorting Profiles (C-VSM) avoids smearing problems due to averaging in 
the classic Hirano/Ribberink layer method (HR-VSM). This sketch shows 
the behavior for sedimentation and erosion of both algorithms within one 
time step. 
Replacing these influence factors with mean values 
increases the morphological uncertainties. A collection of 
formulas for dynamic ALT approximations during a 
simulation are available in Malcherek (2007), using the 
bottom shear stress Bτ , the critical shear stress Cτ , the 
characteristic diameters 
MAXddd ,, 9050  and transport stage 
parameter *D . 
• Hunziker & Günther 
 MAXdALT *5=  (1) 
• Fredsoe & Deigaard, 1992 
 ρρ
τ
tan)()1(
2
−⋅⋅−
⋅=
S
B
gn
ALT  (2) 
• van Rijn, 1993 
 505,07,0* )(3.0 dDALT
B
CB ⋅−⋅⋅= τ
ττ  (3) 
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• Wong, 2006 
 5056,0)0549,0)((5 ddgALT S
B ⋅−⋅⋅−⋅= ρρ
τ  (4) 
• Malcherek, 2003 
 ),1max(
1
90
C
B
n
d
ALT τ
τ
−=  (5) 
Other parameters: 
S
ρ … density solid; ρ … density water;  
n … porosity; tan … friction angle 
 
The implementation of these formulae is possible for HR-
VSP with very long morphological time steps. But it is 
limited, due to the smearing problem shown in Fig. 2. 
Especially in pulsating eddy zones the ALT changes by 
several 100% within few time steps instead of the above 
shown 0.0001%. This increases the smearing problem. 
With the new C-VSP this problem is obsolete and the 
formulas for a dynamic ALT can be used over longer 
simulation periods in coupled morphodynamic and 
hydrodynamic models. 
No further recommendation is given on these formulas, as 
their usability is strongly dependent to the project. Fig. 9 
shows the strong variance of these formulas for the later 
described Guenter flume. 
E. Possible future extensions 
Another advantage of the separate bookkeeping method is 
the possibility to add other geotechnical algorithms like time 
dependent compacting, shrinking and changes of the 
porosity, as well. Furthermore we recommend the 
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Figure 9.  Development of the shear stress, the characteristic diameters and 
the active layer thicknesses for a random point in the middle of the Guenter 
flume, calculated with the five above mentioned formulas. Strong variations 
between the formulas force a careful selection. 
development of a vertical mixing algorithm which accounts 
for moving sediments without sedimentation or erosion.  
III. VALIDATION OF THE NEW C-VSM 
 
The capabilities of the C-VSM were tested against 3 
laboratory flume experiments with a total of 25 different 
parameter combinations. Stability, usability and the 
bandwidth of the C-VSM is demonstrated in this chapter by 
picking demonstrative aspects of one suitable flume. Even 
though we did not calibrate all 25 setups, it is technically 
possible. The following examples show some new 
possibilities and the model behaviour. 
A. Validation case: BLOM  FLUME 
1) Setup: Astrid Blom (2003a, 2003b, 2008a, 2008b) 
conducted flume experiments at Delft Hydraulic 
Laboratories in 1998 to investigate vertical sorting 
processes. She used the measured data to develop her own 
numerical vertical sorting model. The authors decided to use 
these experiments as validation cases as well. 
This rectangular profile laboratory flume was 50m long, 
1m wide and filled with an artificial 3 modal grain mixture 
(d50 = 0.00068 m, 0.0021 m and 0.0057 m, 33.3% each). 
Several flume configurations can be found in her 
publications, we calculated all with TELEMAC and the C-
VSM, but want to focus on the “Series B” for this publication 
(see Fig. 10 for a picture).  
For a discharge of 0.267 m3/s a slope of 0.0018 produced 
a normal flow depth of 0.386 m for case “B2”. The sediments 
were recirculated. Both, the physical and numerical 
experiments require the first half of the flume length to gain 
undisturbed hydro- and morphodynamic conditions, thus 
only the second half is used for comparison.  
2) Results: Results of the C-VSM are shown in Fig. 12 
(averaged) and Fig. 11 (2D top view). Bed forms occurred 
and fine material moved over coarse material.  
The C-VSM clearly shows that the surface material has 
no coarse fraction any more as the fines move in form of 
dunes on top of them. This effect has been observed by 
Astrid Blom (see Fig. 12), but is clearly missing in the HR-
VSM. 
These results subsequently show a better grain and form 
roughness approximation for the C-VSM. 
B. Validation case: VIPARELLI FLUME 
1) Setup: Enrica Viparelli et al. setup a rectangular 
profile flume of 17 m length and 0.61 m width with a slope 
between 0.0046 and 0.0079. A sediment mixture between 1 
and 10mm (d50=7.8 mm) was filled in 18.5 cm strong. 9 
Experiments were run with various discharge and duration 
configurations resulting in water depths H between 6.9 and 
8.7 cm.  
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Figure 10.  Pictures by Astrid Blom (2003) of flume experiment before 
(left) and after (right) experiment B2. 
 
FRAC LAY 9 CL 3 : 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
X 25 30  
Figure 11.  Top view a.k.a. flume surface. Development of the fine grain 
fraction after 4h. Initial values (t=0) for all grain fractions f and both 
models have been fi = 0.3333. 
 
 
 
Figure 12.  Development of bed form and grain sorting within 4h for the 
Blom series B. Calculated with TELEMAC / SISYPHE v6p1. C-VSM and 
HR-VSM show averaged values between flume stage 25 m to 47 m. 
Transport rates, water depth, resulting slope and the shift 
of surface grading lines are documented well in Viparelli 
(2010). A TELEMAC-2D / SISYPHE v6p1 model with 3800 
points was used to calculate the flume experiments. The 
initial grain mixture was set to 5 grain sizes with a fraction of 
0.2 each.  
2) Results: Viparelli describes the results of the flume as 
free from bed forms and lateral effects. This is the same for 
the C-VSM results. There is no clear trend of the grain 
sorting in neither direction, maybe due to the equilibrium 
conditions. But we have a strong variance on single points 
especially close to the inflow and outflow boundaries. 
Fig. 13 shows 5 C-VSM profiles from probing points in 
the middle of the flume after 36000 hydraulic time steps of 
0.1 s, what equals 1h. Due to an extended morphological 
time step this equals 720 calculations of the morphology. 
These 5 profiles with totally different character are selected 
because they show the capability of the bookkeeping system. 
Each of the shown profiles has its own development history 
out of erosion and sedimentation cycles and consists of 12 to 
48 sections.  
The black line marks the active part of the bed at the last 
time step, calculated with van Rijn formula. The active layer 
thickness varies between 2.5 and 4.5 cm as the shear stress 
varies and the different grain mixtures of the active zone 
have a different d50 value. An interesting fact is that the last 2 
profiles are not mixed in as deep as the average active layer 
thickness reaches. This means that so far no erosion took the 
maximum of the available material. Maybe the dynamic ALT 
estimation according to van Rijn overestimates this case and 
one of the other formulas shown in Fig. 9 would perform 
better. This problem also inspires to develop a new formula 
for the ALT, dependent on the maximum impact thickness of 
the last time steps morphological processes.  
3) Development of the C-VSM sections: Another 
important result proofs the robustness of the dynamic C-
VSM data management. Initial fears that an uncontrolled 
fragmentation of the C-VSM might increase the memory 
demands significantly can be disarmed. 
Starting with only 12 sections for the C-VSM in Fig. 14, 
sediment movements fragmented the profiles and the number 
of data points rises until a threshold of 80 is reached. Now 
the profile simplification algorithm merges neighbouring line 
sections in the profile while respecting a maximum fraction 
error which is user defined 10-12 here. The number of 
sections drops below 30. As the Viparelli flume is in 
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equilibrium state the cycle of growing and shrinking is in 
equilibrium as well.  
 
 
Figure 13.  C-VSM profiles from 5 stations of the flume show a different 
morphological history, even though the surface mixture d50 is almost 3mm 
for all of them. Pulsating shear stress values Bτ (tau) of the last time steps 
are shown in N/m² and the resulting active layer thickness according to the 
van Rijn formula is marked as a thick black line. 
 
 
Figure 14.  The number of sections in the C-VSM, averaged over all points 
in the middle of the flume, increases and decreases during changing erosion 
and sedimentation cycles. If the number of sections gets too high, 
recompression is performed, but an accuracy threshold is kept. 
C. Validation Case: GUENTER FLUME 
1) Setup: Arthur Guenter published his laboratory flume 
experiments at the ETH Zürich in 1971. The rectangular 
flume dimensions were X=40m / Y=1m / Ie~0.002 / 
H<0.1m. Different to the other 2 test cases he didn’t use 
recirculation. Therefore this flume is especially useful to 
observe the development of armoring layers and the 
influence of turbulence on the critical shear stress.  
We use a TELEMAC-2D + SISYPHE model based on a 
5000 point irregular triangle mesh. All simulations are based 
on a 6 size fraction sieve line. 
2) Results: Fig. 15 shows a longitudinal cut for d50 
through the middle of the Guenter flume along the X axis 
and the corresponding C-VSM charts for X=55m; Y=0.5m.  
Obviously only the 3 finer fractions are moving in higher 
percentage.  
 
t =15 min
t = 6 h
t = 24 h
t = 72 h
Z 
[m
]
X [m]
 
15min 6h 24h 72h  
Figure 15.  Top: d50 [m] - longitudinal cut through the Günther flume for  
T=15min; 6h; 24h; 72h. Bottom: According vertical sorting profiles of 
flume middle axis for x =55m. 
After 6h most of the fine fractions are in motion on top of 
the coarser ones. A clear stratigraphy can be seen now. The 
available fine sediments are already getting less in the upper 
half of the flume. At the end of the flume the coarse 
intermediate layer is strongest, as all the fine material of this 
part has meanwhile been eroded and out of the flume. The 
fine material on top of this flume part is mainly originated 
from upper flume parts. 
After 24h the upper part of the flume almost reached the 
final state. The lower part still has a small rest of fine 
sediments coming from the deeper zones below the coarse 
surface layer now sporadically reached by turbulent pulses.  
15
 
 
 
 
 
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
After 72h the coarse zone nearly reached a constant 
strength, which equals almost the mean value over all points 
of the maximum estimated active layer thickness (here: 
Malcherek formula; option 5). Since even the shear stress 
peaks now do not reach deeper available fine sediments any 
more, erosion per time is very small now. An armouring 
layer has developed and protects the lower sediments. 
We tried different formulas, which lead to a different 
strength of the armouring layer. And of course other 
parameters like hiding effects or the slope effect, estimation 
of the critical shear stress and others influence the resulting 
sieve lines and the time scales. 
IV. SUMMARY AND RECOMMENDATION 
The continuous vertical sorting model (C-VSM) 
overcomes many limitations of the classic layer 
implementation (HR-VSM).  
Even though this paper shows a different way to manage 
the grain sorting, it is just another interpretation of Hiranos 
original idea with fewer simplifications. The new model 
doesn’t overcome the need to carefully calibrate the same 
input parameters as all other models, but the new 
interpretation has the following advantages: 
• It is possible to keep minor but prominent grain 
mixture variations even after a high number of time 
steps. Smearing effects and bookkeeping accuracy is 
defined by user defined thresholds or the 
computational resources, rather than through a fix 
value.  
• A dynamic active layer thickness is not biased by 
these effects any more. Various functions for the 
impact depth of the shear stress can be chosen to the 
projects demands. 
• The result is a much more accurate vertical grain 
sorting, which results in better prognoses for bed 
roughness, bed forms and erosion stability. 
The modular implementation provides an interface for 
important future developments. Further validation in 
practical projects is in progress. 
V. HOW TO USE IT IN SISYPHE V6P2 
A couple of new keywords enables the C-VSM. Add the 
lines of Fig. 16 to your sis.cas file.  
The full C-VSM output can be found in the Selafin files 
VSPRES & VSPHYD in the tmp-folders. As the higher 
resolution of the C-VSM needs resources, you can reduce the 
print output period, or suppress the output at all. The 
common SISYPHE result files only show the Hirano output. 
Even more disk space can be saved, if only few points are 
printed out as .VSP.CSV files in the subfolder /VSP/. We 
recommend using between 200 and 1000 vertical sections. 
More will not improve the accuracy much, and less will lead 
to increasing data management, as the profile compression 
algorithms are called more often. 
 
 
 
 
Figure 16.  Example configuration for Sisyphe v6p2. 
/************************************************************************ 
/ New keywords for the Continuous VERTICAL SORTING MODEL by Uwe Merkel 
/************************************************************************ 
/ 
VERTICAL GRAIN SORTING MODEL  = 1 
/         0 = Layer = HR-VSM (HIRANO + RIBBERINK as until SISYPHE v6p1) 
/         1 = C-VSM 
C-VSM MAXIMUM SECTIONS        = 100 
/         Should be at least 4 + 4x Number of fractions, 
/         better > 100, tested up to 10000  
C-VSM FULL PRINTOUT PERIOD    = 1000 
/         0 => GRAPHIC PRINTOUT PERIOD 
/         Anything greater 0 => Sets an own printout period for the CVSP 
/         useful to save disk space!!! 
C-VSM PRINTOUT SELECTION = 
0|251|3514|1118|1750|2104|3316|1212|1280|2186|3187|1356|3027|1535|485 
/        Add any 2D Mesh Point numbers for .CSV-Ascii output of the CVSP 
/        Add 0 for full CVSP output as Selafin3D files 
/            (called VSPRES + VSPHYD) 
/        All files are saved to your working folder and  
/            in /VSP & /LAY folders below  
C-VSM DYNAMIC ALT MODEL       = 5 
/        'MODEL FOR DYNMIC ACTIVE LAYER THICKNESS APROXIMATION’ 
/         0 = CONSTANT (Uses Keyword: ACTIVE LAYER THICKNESS) 
/         1 = Hunziker & Guenther 
/         2 = Fredsoe & Deigaard (1992) 
/         3 = van RIJN (1993) 
/         4 = Wong (2006) 
/         5 = Malcharek (2003) 
/         6 = 3*d50 within last time steps ALT' 
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Please feel free to report your experiences with our new 
development. 
uwe.merkel@uwe-merkel.com 
rebekka.kopmann@baw.de 
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Abstract—This paper presents results of RANS simulations of 
dunes in an open channel flume with TELEMAC-3D and 
SISYPHE. Three-dimensional sand dunes were produced, 
studied and compared to the physical dunes of a laboratory 
flume situated at the BAW, Karlsruhe. Aim of the study is to 
create a parameter set for TELEMAC-3D and SISYPHE with 
which it will be possible to conduct explicit simulations of bed 
forms for selected river stretches. For comparison the 
parameters of dune height and length are used. Additionally 
the mean deviation of the probability density function of the 
bed forms, the mean skewness and the mean kurtosis were 
computed and compared to the data of the physical data set. 
Three different bed load transport formulas and four different 
slope effect and deviation formulas were used. The deviation 
formula of Apsley & Stansby in combination with the slope 
effect formula of Koch & Flokstra and the transport formulas 
of Engelund & Hansen as well as Yang & Lim showed the best 
results. The study shows that even though the height, length 
and kurtosis of the dunes can be matched quite well with the 
dunes of the physical flume, the skewness is not in the same 
area. A possible explanation is that the produced dunes are not 
dune-shaped but have the form of ripples. 
I. INTRODUCTION 
Most of the more-dimensional calculations in engineering 
practice are 2D-hydrodynamic simulations. More and more 
morphodynamic tasks and for this a coupling to 
morphodynamic simulations is needed. In this case bed forms 
are only accounted for by empiric formulations, e.g. by 
changing the roughness coefficient. The actual depth of the 
river with dune peaks and deepenings is not reproduced. 
Following this the correct prediction of the available shipping 
capacity must be assigned with a higher uncertainty. 
Explicitly modelling of dune movement and behaviour could 
help to solve this task. 
There have been different approaches to tackle this lack 
in morphodynamic modelling. One is LES of bed forms, 
where [1], [2] used detailed hydrodynamics to model the 
coherent structures of turbulence that are responsible for 
dune sediment transport. Additionally the sediment model 
included pickup, transport and deposition. In another 
approach [3] used roughness predictors by Engelund [4] 
adapted for supply limited situations and could show good 
agreement between prediction and measurements. It is in 
between these two methods, highly resolved and implicit 
integration, the task of this research project of the Federal 
Waterways Engineering and Research Institute falls. 
In previous papers the capacity of TELEMAC-3D and 
SISYPHE has been shown [5], [6]. This paper provides 
further evaluation and analyses of the results. The 
hydrodynamic and morphodynamic programs are described 
in detail in [7] and [8]. 
II. FLUME EXPERIMENT 
A. Experimental setup 
The experimental flume is situated at the German Federal 
Waterways Engineering and Research Institute (BAW), 
Karlsruhe. It has been described in [9] and [10]. A stretch of 
30m length and 2m width covered with nearly uniform 
sediment with a D50 of about 1mm provided the data for the 
comparisons presented here. Different runs without 
installation, groynes, slot groynes and partially fixed bed 
have been conducted.  
B. Numerical Model 
For the numerical computation, TELEMAC-3D and 
SISYPHE (version 6.1) were used (for a detailed model 
description please also refer to http://www.opentelemac.org  
and http://docs.opentelemac.org). 
The computational grid spans the 30 x 2 m of the 
experimental flume. The horizontal mesh size is 6-16cm with 
a mean of 11cm. In total that gives 5750 nodes and 11000 
elements. 10 layers are used in the vertical with a logarithmic 
distribution finer towards the bottom, which results in 
roughly 100.000 elements to be calculated.  
At the inlet constant discharge and no sediment is given 
at the boundary. The sediment input is realised with the 
dredging and disposal module DredgeSim [11] coupled to 
SISYPHE to reproduce the conditions of the physical model. 
Like in the experimental flume the water level at the outlet is 
kept constant. 
C. Statistical dune parameters 
The common approach to evaluate dunes is the use of 
dune lengths and heights. Longitudinal cross sections every 
1cm of the topography are extracted and for each the slope is 
deducted. Afterwards a partial regression line is plotted for 
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each profile and by the crossings of each of the profiles with 
these regression lines a mean dune length and a mean dune 
height is calculated. 
Furthermore the skewness and kurtosis of these 
longitudinal cross sections can be calculated from the same 
dataset. Skewness and kurtosis give additional information 
about the dune field. They are the third- and fourth-order 
distribution moments normalised by the variance. Using 
distribution moments (as skewness and kurtosis) will imply 
that the results are independent of the mean of a series of 
bed-form profiles, as well as the resolution of the recording 
[12]. 
If the elevation of the bed surface is expressed as 
α(x,y,t=t1) then the variance σ² of this data set is the 2nd order 
momentum of a spatial series: 
  (1) 
The standard deviation (square root of the variance) 
represents a characteristic vertical roughness scale for the bed 
surface, even though the dune with its specific height is 
resolved [13]. 
The skewness is the 3rd order momentum divided by the 
cube of the standard deviation σ: 
  (2) 
It is a measure for the symmetry of a spatial series 
relative to the normal distribution. If the skewness is zero, the 
distribution around a sample mean is symmetric. Data more 
spread to the right of the mean has a positive skewness value 
and vice versa [12]. The general shape or form of the bed 
surface can be taken from this skewness value. Dune fields 
are associated with a negative skewness, which might 
represent a flattened crests and steeper troughs [13]. A 
negative skewness also represents a long, convex upwards 
stoss-side slope and a relatively steep and short lee-side face 
which are characteristic for dunes [12]. 
The kurtosis is the 4th order momentum divided by the 
standard deviation to the power of 4: 
  (3) 
It is the measure for the peakedness/tailedness of a spatial 
series distribution, as it is the variation of the variance. The 
kurtosis value of a normal distribution is 3, so here this value 
is corrected to get a value of zero for a normal distribution. A 
positive value means more extreme fluctuations of the data 
set, whereas a negative kurtosis is the result of flat data [12]. 
Bed waves that are widely spread on a flat bed have a large 
and positive kurtosis, and a train of triangular, identical 
waves following each other will have a negative kurtosis 
[13]. One mean parameter has been calculated for the whole 
flume.  
D. New formulae in SISYPHE 
Several parameter sets have been tested. The use of 
further slope effect and deviation formulas as well as new 
bed load formulas promised better results. The slope effect 
and deviation model proposed by Apsley and Stansby [14] 
and Stansby et al [15] is based on the concept of the 
“effective” shear stress, which is a modified shear stress that 
includes a bed slope contribution. This formula has already 
been presented by Nicolas Chini at the 2009 TELEMAC 
User Conference. 
The change of the transport angle (deviation) in x and y 
direction, which is used in the following presented 
calculations, is calculated as: 
  (4) 
with cos β calculated as: 
  (5) 
In notation conform to the SISYPHE User Manual the 
deviation change would have the following form: 
  (6) 
with  
  (7) 
A new bed-load formula has been implemented into 
SISYPHE: the formula of Yang & Lim [16]. The formula is a 
total bed load approach, based on the concept that in natural 
flow condition there is often no sharp distinction between 
suspended and bed load transport. Following this both types 
of load are computed together and expressed in a total load 
transport parameter TT. The formula as presented in their 
paper reads as  
  (8) 
with k being a constant of 12.5. u*c is the critical shear 
velocity for sediment movement, u’* is the effective shear velocity and ω the grain settling velocity as proposed by [17]: 
  (9) 
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Figure 8.   1 : t=0.01,  2 : t=0.1 and  3 : t=0.5  –  left side: slope effect formula of Soulsy and deviation of Talmon –  
right side: slope effect formula of Koch & Flokstra and deviation of Apsley and Stansby 
a) bottom formations. b) mean values of dune height and length, deviation, skewness and kurtosis.
IV. CONCLUSIONS AND OUTLOOK 
It was shown that explicit dune modelling with 
TELEMAC-3D and SISYPHE can be done. The correct 
shape parameters of these dunes are subject to several 
influencing factors such as bed load transport formula, slope 
effect and deviation formulas, morphodynamic time step as 
well as hydrodynamic parameters. A new transport formula 
by Yang & Lim [16] is presented for SISYPHE as well as the 
adaptation of the Apsley & Stansby [14] deviation formula 
for version 6.1. Both new formulas show good results for 
dune simulations. 
Even though the presented results are promising, it is 
possible that they originated only from carefully calibrated 
numerical flaws and are not reproducible with other 
boundary condition or models. In their paper [20] state that 
dunes do not result from a linear instability of the code, 
whereas ripples can arise from such faults. Following this, 
the question would be if the here presented dunes are not 
dunes but ripples and the product of a linear instability, or if 
they are proper dunes with some faults in form and shape and 
that the correct shape can just not be reproduced in RANS. 
On the other hand there is research [21] that says that both 
ripples and dunes are the result of a primary instability (e.g. a 
linear instability of the code), which would make a linear  
 
stability analysis of the code interesting in both cases. But 
even this approach might have limitations: [22] state that “the 
complex evolution of bed forms is clearly a nonlinear 
process” which would conclude that a linear stability analysis 
could not asses this phenomenon. Nonetheless an analysis 
should bring further insights. 
Other next steps will be further examination of flow 
parameters such as the turbulence model and the advection 
scheme of velocities, which are thought to be of major 
importance when modelling three-dimensional bed forms. So 
far the k-epsilon turbulence model and the SUPG advection 
scheme were found to deliver the best results. Further 
insights are expected from high resolution measurements 
which will be conducted over the fixed bed of a natural 
formed dune bottom. The calibration of the hydrodynamic 
model TELEMAC-3D with this new data set promises good 
results. 
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Abstract—Within SISYPHE 6.2, the option is created by BAW 
to use a morphological acceleration factor (MF) within the 
coupled TELEMAC2D-SISYPHE model. Multiplying both the 
evolution and the time by the same factor the model jumps 
forward in time, reducing the required computation time. This 
paper presents the usability of this approach, the gains in 
computation time and the loss of accuracy of this approach. 
Three different cases were used: a laboratory case of a trench 
in a constant flow, a river flood case and an estuarine test case. 
For the river flood case, a single event with varying water 
discharges, the approach is unsuitable. Using the MF implies 
that the water levels change too rapidly, altering the 
hydrodynamics. The same would be the case for tidal flow, but 
the morphological acceleration factor can still be used due to 
the repeating nature of the tide [1]. The downside is that 
strictly the results using a factor N are only valid after exactly 
N tides. For steady cases the approach can be used flexibly 
without limitations. Comparisons with the measured data the 
trench case show that the MF can be used with only limited loss 
of accuracy. The simulation time reduces rapidly, while the 
model skills only reduce marginally, up to the MF is 90. The 
simulation time initially reduces rapidly. For the larger model 
of an estuary, the gain using a MF of 20 reduced the run time 
by a factor 20. In this case however, the model does show some 
significant changes in the prediction. 
I. INTRODUCTION 
Predicting long term morphology with a physical based 
model is still uncertain and a time consuming process. 
Several methods are available for reducing the computation 
time.  These often used techniques are for example: Online 
method approach with morphological factor, Tide averaging 
approach, RAM, Continuity correction and parallel online 
approach. More information on each of these methods can be 
found in [2]. 
In version 6.2 of the TELEMAC suite, the morphological 
factor is available for us in SISYPHE. The morphological 
factor simply increases the depth change rates with a constant 
factor N. The new bed level represents a simulation period of 
N hydrodynamic time steps. For example, using 1 semi-
diurnal tide (~12hours) and a morphological factor of 10 will 
result in an actual simulated time period of 120 hours.  
In theory, assuming that the morphodynamic changes are 
small compared to the hydrodynamic changes, this approach 
reduces the computational effort without significant loss of 
model quality. In this paper, we describe efforts to quantify 
the effect of this morphological factor on the model 
performance, both in quality and speed. 
II. APPROACH 
The computational time on a dual core, single processor 
machine (details) without additional activity is used as a 
measure for speed. 
To testing the reliability of the model runs with 
morphological factor objectively, the bias (mean error), and 
the Brier skill score [3] are calculated. The Brier skill score 
(BSS) compares the modelled morphological change Xm(i)-
X0(i) to the observed changes (X1(i)-X0(i)):  
 ∑−=
i
BSS
(i)X-(i)X
(i)X-(i)X1
01
0m  (1) 
This score was deemed the most suitable tool to assess 
the quality of morphological predictions [3], as it ignores 
model predictions in areas of little change (Xm(i)=X0(i)). 
Downside is that it heavily penalizes small predicted changes 
where the measurement finds no change (X1(i)=X0(i)). The 
Brier skill score also allows to compare the model 
predictions with the no change prediction, which has a Brier 
skill score of 0.  
TABLE I.  BSS CLASSIFICATION FOLLOWING [3] 
 BSS 
Excellent 1.0-0.5 
Good 0.5-0.2 
Reasonable/faiar 0.2-0.1 
Poor 0.1-0.0 
Bad < 0.0 
 
27
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
Two test cases were chosen to test the approach to speed 
up morphological computations using a morphological 
factor: A stationary current case and a tidal current case. 
III. TEST CASES 
A. Stationary current 
The first test case is based on the morphodynamic model 
of a trench flume experiment. The experiments were 
performed at Delft Hydraulics in a small flume with a length 
of 17 m, a width of 0.3 m and a depth of 0.5 m (Fig. 1). 
Sediment was used with D50 = 0.1 mm and D90 = 0.13 mm.  
Sand was supplied at constant rate at upstream section of 
flume to maintain equilibrium conditions.  The channel had 
side slopes of 1 to 10 and a depth of 0.125 m.  
Regular waves with a period of 1.5 s and height of 0.08 m 
were generated and a steady current following the waves was 
imposed.  The water depth was 0.255 m and the current 
velocity was 0.18 m/s.  The mobile bed consisted of well 
sorted sediment with 0.1 mm median diameter (D90 = 0.13 
mm) and density 2650 kg/m3.  The mean fall velocity of the 
suspended sediment was 0.07 m/s. 
To maintain equilibrium bed conditions away from the 
channel, 0.0167 kg/s/m sediment was fed into the flume at 
the inflow boundary. 
The numerical model applied to simulate the dynamics in 
the flume experiment uses coupled TELEMAC-SISYPHE. It 
uses the SANDFLOW approach added to SISYPHE, using 
the lag function described in [4]. The model calculates the 
suspended sediment concentrations from the suspended 
transport predictor in the formula of Soulsby-van Rijn [7], 
while the bedload transport is calculated directly using the 
Soulsby-van Rijn formula (see [4] for more detailed 
information). 
As Soulsby-van Rijn gives no sediment transport at all at 
these scales, the experiment is scaled up to field dimensions, 
multiplying the domain lengths by 10 and the time by √10. It 
was shown [4] that not scaling the sediment, assuming the 
morphology is bed-load dominated, gave the best model 
performance.  After the simulation, the time and spatial 
dimensions are rescaled back to the scales of the flume 
experiment.  
All other settings were the default SISYPHE settings. The 
calculation time without speed-up was 15 minutes and 7 
seconds. 
This model reproduces the flume experiments at Delft 
Hydraulics quite well (see Fig. 2 or refer to [5] for a more 
thorough analysis).  
The model was run with a large range of range of 
morphological factors, and the results were compared with  
 
 
Figure 1.  Layout, initial bathymetry (gray scales) and hydrodynamic 
conditions used in the flume experiments. 
 
 
Figure 2.  Comparison between the numerical model (blue) and the flume 
experiment (black) from the initial batymetry shown by the dashed line. 
 
the measured bathymetry using the bias, root mean square 
error and the Brier skill score. 
B. Tidal current 
The second test case used was a model of the Dee Estuary 
in the northwest of England. The initial bathymetry is derived 
from LiDAR and swathe surveys (Fig. 3). All survey data are 
converted from Chart datum to ordinance datum.  
The calculation is grid is a triangulated irregular mesh 
that covers the full estuary which is flooded during a spring 
neap tidal cycle. The maximum area of an element is 276595 
m2 the minimum element area is 22.9 m2. The number of 
nodes and elements is respectively 21054 and 41386.  
It is assumed that the main changes within the estuary are 
cause by tidal flow. The full spring neap tidal cycle at the 
estuary mouth is extracted from a calibrated hydrodynamic 
model of Liverpool bay (Fig. 4). The river discharge is 
neglected, because it has only minor contribution to the tidal 
prism over a tidal cycle (+/- 0.35%) [7]. 
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Figure 3.  The Dee Estuary in the northwest of England.
Two grain size fractions (50-50%) of 0.09 mm and 0.2 
mm, with each a respectively D90 of 1.0mm and 0.35 mm. 
Initially, grain sizes are constant through the domain of the 
estuary. Furthermore the sediment character is assumed as 
non-cohesive.  
The other model settings were similar to those of the 
trench model, using the lag function described in [4]. The 
model calculates the suspended sediment concentrations 
from the suspended transport predictor in the formula of 
Soulsby-van Rijn [7], while the bedload transport is 
calculated directly using the Soulsby-van Rijn formula (see 
[4] for more detailed information). 
Other model settings were kept at default values, slope 
effects are included, but no secondary current effects are 
used. As this model is still in development and not fully 
calibrated for morphodynamic predictions, the model 
compares poorly to the measured data (Fig. 5). The Brier 
skill score for example is negative, classifying the model as 
bad [3]. 
For this reason, the impact of the morphological factor is 
determined purely from the change between the model 
results with and without morphological speed-up. 
IV. RESULTS 
A. Stationary current 
Fig. 6 shows that the largest rate of change of calculation 
time reduction occurs between the MF1 and approximately 
MF5. After approximately MF20 there is hardly any speed-
up achieved. The reduction goes from 6% (MF20) to 2% at 
maximum MF of 130. This is caused by the time required to 
write the results to disc, which is already dominant with these 
morphological factors.  
The Brier skill score reduces only marginally, from 0.93 
with morphological factor 1 to 0.90 with morphological 
factor 130. With higher morphological factors the model 
became unstable. All results would classify as excellent 
according [3]. 
TABLE II.  COMPUTATION TIME FOR THE RANGE OF MORPHOLOGICAL 
FACTORS USED TO MODEL THE DEE ESTUARY. IT SHOWS A LINEAR SPEED-UP 
WITH INCREASING MORPHOLOGICAL FACTORS 
MF Comp. Time (days) Relative time 
1 101.8 100% 
5 20.1 20% 
10 7.0 7% 
20 3.7 4% 
 
If we look at the bias (Fig. 7), however, the errors clearly 
increase with increasing morphological factor. The use of the 
morphological factor leads to an increased infill of the trench. 
The most relevant one, the median bias, increases with a 
factor 5 when using a morphological factor of 120.   
The median bias is unchanged up to a morphological 
factor of 30, but then increases from about 1mm (less than 
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Figure 4.  Tidal conditions at the boundary. 
 
Figure 5.  Differences between measured and model bathymetry after 1 
year. The model tends to deepen and straighten the channels. 
 
Figure 6.  Results from the trench test case: Brier skill score (blue, right 
axis) and calculation time as percentage of the calculation time without 
speed-up (red, left axis) plotted against the morphological factor. 
1% of the undisturbed water depth, or 2% of the observed 
bathymetric change) to 5 mm (4% of the undisturbed water 
depth, or 10% of the observed bathymetric change). 
Compared to a bathymetric change of about 5cm, that is not 
bad. 
B. Tidal current 
The tidal nature of the flows causes some issues using the 
morphological factor. Using a factor N means that a 
comparison of the results with and without morphological 
speed-up is only possible after a period of N tides. In the case 
of the Dee Estuary, the forcing contains a significant spring-
neap cycle. Consequently, formal comparisons are only 
possible after N sping neap cycles.  
Therefore, the test described here are limited to the factor 
5, 10 and 20. The impact of the morphological speedup for 
this case is determined by the changes relative to the 
reference computation without morphological speedup 
(morphological factor 1). 
For the Dee modelling, the morphological factor achieves 
a linear speed-up (The tidal nature of the flows causes some 
issues using the morphological factor. Using a factor N 
means that a comparison of the results with and without 
morphological speed-up is only possible after a period of N 
tides. In the case of the Dee Estuary, the forcing contains a 
significant spring-neap cycle. Consequently, formal 
comparisons are only possible after N sping neap cycles). 
The writing of the intermediate results can be neglected for 
the factors taking into consideration. 
The predictive skill of the model deteriorates more for the 
Dee simulations then it did for the trench case (Fig. 8). With 
a 30% reduction in the skill for a morphological factor 20. 
The bias in the model results (Fig. 9) shows that the use 
of the morphological factors leads to a overall bed lowering 
of up to an average 13 cm using a factor 20. 
V. DISCUSSION 
The results show that the use of a morphological factor 
does change the model results. The Brier skill score reduces 
with increasing morphological factor, while the bias 
increases. 
The severity of these changes depends on the model 
specifics. In the trench case, with a uniform current and a 
short period being simulated, up to a morphological factor of 
20, no discernible effects are visible. With higher factors the 
accuracy reduces linearly until the model becomes unstable. 
In the case of the Dee Estuary, with a tidal forcing and a 
much longer period being simulated, already with lower 
morphological factors, the model results change significantly. 
At a morphological factor of 20, the Brier skill score using 
the morphological factor 1 run as ‘measured data’, is only 
0.7, while the bias is several cms. 
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Figure 7.  Median and average bias of the model as a function of the morphological factor for the trench test case. 
 
 
 
Figure 8.  Brier skill score as function of the morphological factor used in 
the Dee simulations. 
 
 
 
Figure 9.  Average Bias (dots) and median bias (circles) in the model 
predictions as function of the morphological factor for the Dee Estuary 
simulations. 
 
31
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
This bias in the Dee Estuary simulations might be related 
to an initialization issue, where initially sediment is being 
exported from the system. However, in general, the use of the 
morphological factor to speed up morphological simulations 
leads to an overshooting of the predicted dynamics, i.e. more 
deposition in case of infill and more erosion in erosion 
events. 
VI. CONCLUSIONS 
The morphological factor available to speed up 
morphodynamic simulations has been tested on two test 
cases. The first test uses measurements from a flume 
experiment on a trench; the second test is based on the Dee 
estuary.  
The morphological speed-up available in SISYPHE 
works quite well, achieving linear gains in computation time 
for the large models. The results do, however, change adding 
additional errors to the prediction, reducing the model 
performance. The magnitude of these negative effects 
depends on the model specifics. For the short trench test, the 
added error is negligible, but for the larger Dee Estuary test 
case, the additional errors are significant.  
Therefore, it is important to take care when using the 
morphological factor. 
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Abstract— COURLIS numerical code has been developed in 
order to calculate sediment transport, erosion and deposition. 
This numerical tool is used to simulate the effects of reservoir 
operations as emptying or flushing. COURLIS is based on a 
coupling between MASCARET (hydrodynamic) and a sediment 
component which allows calculation for sand and silt. 
Calculations with COURLIS on test cases are compared with 
experimental data. Eventually the capability of the code is 
illustrated with an example of reservoir emptying. 
I. INTRODUTION 
Sediment transport and deposition in reservoirs is a 
worldwide subject of interest [1]. There may be impacts 
downstream and upstream of dams. In the French valleys, the 
filling of reservoirs depends on the production of sediment 
from the watersheds; it can be large and may be composed of 
gravel and/or silts. Hydroelectricity operators as EDF, have 
to take into account sediments when operating dams, 
therefore they need ways to predict the consequences of dam 
operations on sediment transport and reservoir morphology. 
During emptying operations, one should avoid sediment 
erosion and downstream sediment output in order to mitigate 
water quality degradation. Reversely, flushing operations aim 
at eroding sediments from reservoirs to maintain or increase 
their storage capacity and/or prevent flooding upstream the 
dam. In such operations, the release of sediments to the 
downstream reach may be significant [1] and should be 
controlled [7]. There are different ways of predicting the 
downstream impacts of such operations, it often relies on 
experience, nevertheless numerical modeling could be used 
with relevant results.  
This paper describes the use of a one dimensional 
sediment transport numerical model, COURLIS, to simulate 
reservoir operation or sediment transport in rivers. COURLIS 
is a one dimensional code for fine sediment transport 
modeling, it has been developed at EDF for more than 20 
years, it is a component of the open-source TELEMAC-
MASCARET system (www.opentelemac.org). 
First, the basic principles of COURLIS are described. Then 
calculations with COURLIS on test cases are compared with 
experimental data. Eventually the capability of the code is 
illustrated with an example of reservoir emptying. The 
emptying of Tolla reservoir shows how numerical modeling 
can be used to assess the sediment release and to define an 
optimal emptying scenario.   
II. COURLIS NUMERICAL CODE 
A.  Overview of COURLIS 
COURLIS numerical code allows the computation of one 
dimensional flow and the sediment transport of mud and 
sand. COURLIS is based on a coupling between the hydraulic 
open-source component MASCARET which solves the 1D 
shallow water equations [3] and the sediment component 
which handles sediment processes. Both hydraulic and 
sediment components could be coupled at each time step, i.e. 
the hydraulic variables are calculated for a fixed bed then the 
bed evolution is calculated. If the hydrodynamic varies 
slowly, the user could define a less frequent coupling, for 
example coupling every ten or more hydraulic time steps. 
Details about the implemented equations can be found in 
previous papers [1] or [5], the following paragraphs give the 
main principles of the code. 
B. Sediment transport, erosion and deposition modeling 
 Sand and cohesive sediment are dealt separately. For 
both type of sediments a one dimensional advection-
dispersion equation is solved: 
qSQQQ
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Where : k dispersion coefficient (m2/s) 
q volumic sources (kg/m3/s) 
Qerosion, … source terms for erosion, deposition and 
bank stability (kg/m/s) 
 
For cohesive sediments, Partheniades (1961) and Krone 
(1962) empirical formulae are used to calculate erosion and 
deposition fluxes respectively: 
Deposition  


 −=
cd
sWC τ
τ1..qdeposition  if τ < τcd 
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Figure 6.  Emptying scenario: (scenarii A, B, C : 2.36, 10 and 20cm/h in 
the beginning and then 20cm/h of the lowering ; scenario D : first 10cm/h  
and then 50cm/h), (a)  level variations and (b) output concentrations. 
 
 
Figure 7.  Emptying calculations (10cm/h) for different upstream 
discharges. 
As the upstream discharge remains a source of 
uncertainty (there is no way of controlling it during the 
operation), we investigated the effect of the upstream 
discharge. Calculations were performed with mean monthly 
and daily discharges, and quartiles 10 and 90 of daily 
discharges, Q10 and Q90, Figure 7. The value of the upstream 
discharge clearly affects the results: the lower the discharge, 
the lower the total eroded mass and the higher the maximal 
output concentration. The calculation with Q10 induces a 
maximal output concentration of 13g/l and an output total 
mass of 2600t whereas the calculation with Q90 leads to a 
maximal concentration of 7.2g/l and an output mass of 9000t. 
Even if a higher discharge increases the quantity of eroded 
sediments, the dilution effect induces a smaller output 
concentration. 
V. CONCLUSION AND PERSPECTIVES 
The cases presented in this paper illustrate how numerical 
modeling of sediment transport with COURLIS is used as a 
reliable tool to predict the effects of dam operations on 
sediment transport.  Besides, these cases highlight the need 
of good quality field data sets to perform numerical 
modeling. Measurements made during dam operation and 
comparisons with calculated values would have improved the 
reliability of the numerical results. Unfortunately, no data are 
available so the numerical results must be analysed with 
cautiousness. They only allow a qualitative comparison of 
the scenarios. 
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Abstract—Located in the South-East of the North Sea, the 
German Bight is strongly influenced by high anthropogenic 
impacts like commercial fishing, offshore wind farms, shipping, 
dredging and disposal activities and tourism. The intensified 
use and the commercial exploitation will make it essential to 
predict the evolution of the sea bed for decades. Numerical 
models can be a powerful tool to contribute to this challenging 
issue and to provide a basis for decision-making. This article 
introduces a coupled numerical model based on the 
TELEMAC system for the German Bight to predict the long 
term and large scale morphodynamic development. 
I. THE GERMAN BIGHT 
The German Bight is a large bay located in the South-
East of the North Sea, bounded by the Dutch, the German 
and the Danish coastline. The morphology is characterised by 
the barrier island systems of the Frisian Islands, the intertidal 
area of the Wadden Sea, and three main estuaries of the Elbe 
River, the Weser River and the Ems River (Fig. 1). 
With an average water depth of approximately 30 m, the 
German Bight is relatively shallow in contrast to the North 
Sea, which has an average water depth of about 100 m and a 
maximum value in the Norwegian Trench of about 725 m. 
Larger areas with maximum depths up to 60 m are located in 
the central part (Fig. 1). The Dogger Bank, a large shallow 
area, is a natural boundary to the adjacent part of the North 
Sea in the north-westerly and westerly direction. The water 
depths in this area are between 20 m and 30 m. 
The tidal wave enters through the English Channel and 
the northern connection to the Atlantic Ocean, causing a tidal 
range between three and four meters. The semidiurnal M2-
tide dominates and induces a 12.25-hour rhythm of ebb and 
flow. Exposed to the prevailing westerlies, storm surges and 
high waves contribute to the morphodynamic evolution of 
the coastal area. 
Fig. 2 shows the sediment distribution of the upper 
stratum of the sea floor. The classification used here is based 
on the Udden-Wentworth scale and the median grain 
diameter d50. The sediment distribution is a result of 
deposition during the Quaternary, the geological youngest 
period of Earth’s formation, and relocation of these 
sediments by tide and wind-induced waves. Very fine sand 
and Medium sand predominate in the upper stratum. 
Sediments with a larger d50 do not occur significantly in the 
German Bight. In contrast, one can find partially wide areas 
with cohesive sediments, summarised in one sediment class 
denoted as Coarse silt in Fig. 2. Examples are the area south-
east of the Island of Heligoland or the Wadden Sea. 
Due to the geological development, the sediment 
available for sediment transport is in general limited by a 
non-erodible horizon, the basis of Holocene sediments. The 
sediment thickness varies between a few meters around the 
East Frisian Islands and approximately 15 m in the south-
easterly part of the German Bight and the area of the North 
Frisian Islands [1]. 
 
 
Figure 1.  Overview of the German Bight. 
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Figure 2.  Sediment distribution in the German Bight. 
II. SIMULATION MODEL 
To simulate the long-term morphodynamic evolution of 
the German Bight, a coupled numerical model was developed 
based on the Finite-Element system TELEMAC [2]. The 
models used are the hydrodynamic model TELEMAC-2D [3] 
for calculating depth-averaged flow, the third generation 
wave model TOMAWAC [4] to obtain sea state parameters 
and the morphodynamic model SISYPHE [5]. 
The simulation model can take into account the tide-
induced and wind-induced forces on the hydrodynamics to 
calculate depth-averaged velocities in the model domain. 
Based on two-dimensional velocities, fractionated sediment 
transport as bed load and as suspended load is modelled. The 
Exner equation is solved iteratively to update the bed 
morphology. The effect of waves is considered by calculating 
the wave-induced bed shear stress. According to the 
integrated modelling approach of the TELEMAC system, all 
models use the same Finite Element grid.  
The hydrodynamic model TELEMAC-2D and the 
morphodynamic model SISYPHE are coupled in a direct 
way. At each simulation time step, the hydrodynamic model 
calculates the depth-averaged flow field and the water depth. 
These results are passed to SISYPHE. After calculating 
sediment transport and the resulting bed evolution, the 
updated bed level and the new bed roughness are passed back 
to TELEMAC-2D. The mean period, peak frequency and 
mean direction are calculated a priori with the TOMAWAC 
model and saved as a binary file. For simulations with wind 
and wave influence, the TOMAWAC file is read and the sea 
state is interpolated at every time step according to the actual 
simulation time to match the wind field from TELEMAC-
2D. 
For accelerating the simulations, the parallel version of 
TELEMAC is applied that uses a Message Passing Interface 
(MPI) implementation to take advantage of parallel 
computing power. With a number of 16 processors and a 
time step of 200 s, which is used for all the results presented 
in this paper, and taking into account tide, wind and wave 
forcing a simulation for 100 years requires approximately 25 
days of real simulation time on the mesh with 70.000 
elements. 
III. GRID, BOUNDARY AND INITIAL CONDITIONS 
The simulation domain covers the North Sea, the English 
Channel and the adjoining area to the Baltic Sea. The 
unstructured finite element mesh consists of nearly 70.000 
triangular elements and is applied to all simulation models. 
For detailed simulations, a high resolution mesh with 
approximately 2 million elements is used. 
At the open boundaries to the Atlantic Ocean tidal 
elevations are imposed. 14 harmonics extracted from the 
FES2004 [6] tidal data are applied. Hourly wind field data is 
obtained from the German Weather Service for the years 
from 1996 until 2006. The whole structured data is 
interpolated on the unstructured simulation grid. Fresh water 
inflow is considered for the Elbe River with 870.0 m3/s [7], 
the Ems River with 80.1 m3/s [8] and the Weser River with 
324.0 m3/s [8]. These values represent the multi-annual mean 
discharge. In case of simulations with wave influence, the sea 
state computed a priori by TOMAWAC is used to calculate 
the wave orbital velocity within the morphodynamic model 
SISYPHE. 
The bed composition of the sea floor is modelled by one 
cohesive fraction and six non-cohesive fractions. For each 
sediment fraction a characteristic grain diameter was defined 
as followed: Coarse silt (d = 4.7 x 10-5 m), Very fine sand  
(d = 9.4 x 10-5 m), Fine sand (d = 1.875 x 10-4 m), Medium 
sand (d = 7.5 x 10-4 m), Coarse sand (d = 1.5 x 10-3 m) and 
Very fine gravel (d = 3 x 10-3 m). Fig. 2 shows the initial 
sediment distribution in term of sediment classes. The active 
layer thickness was calculated as three times the mean grain 
diameter and the initial thickness of available sediment is set 
to a fixed value of 20 m. 
The long term simulations were carried out over a period 
of 100 years with the initial bathymetry from 2006 and the 
wind- and wave forcing of the calendar year 2006. For the 
medium term sensitivity analysis the period from 1998 to 
2006 was simulated with tide, wind and wave forcing. To 
compare the influence of the grid size, the year 2006 with 
tide forcing only was chosen. The initial bathymetries and the 
sediment distribution are obtained from an advanced data-
based model, providing high-resolution data for every node 
of the computational grid. Initial values for the velocities and 
the free surface elevation are set to zero for each simulation. 
The Bijker formula was chosen for the long term simulations 
over 100 years and for simulations over 1 year to account for 
current and combined current-wave induced bed load 
transport. The Bailard formula was applied for 10-year 
simulations to appraise the sensitivity of the results in terms 
of the bed load formula. 
40
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
IV. RESULTS 
A. Tide-driven morphodynamics 
The results for the bed level and bed evolution are 
illustrated in Figs. 3 and 4. During the simulation period the 
large scale morphology does not change much. Comparing 
the initial state (Fig. 3, top) and the bed level after 100 years 
(Fig. 3, bottom), one can recognise that the deeper parts in 
the central German Bight show no significant change and the 
morphological most active area is between the –20 m isobath 
and the coastline. 
Around the East and West Frisian Islands significant 
deposition and erosion patterns occur at the ebb tidal deltas 
and in tidal inlets (Fig. 4, top). In the area of the mouths of 
Elbe River and Weser River some tidal channels show a 
migration eastwards (“+” in Fig. 4, top) whereas some 
channels are only deepened. The largest erosion and 
deposition patterns are located around 6 x 106 m North and 
3.45 x 106 m East, which is the area east of the Island of 
Heligoland. Fig. 4 (top) shows that the sediment is eroded at 
a wide area, transported in eastern direction and deposited 
more closed to the coast. As a result, after 100 years a 
channel has developed, marked with an “X” in Fig. 4 (top). 
Mainly deposition occurs at the tidal flats, which are 
located approximately between the –2 m and the 2 m 
isobaths, in the whole model domain. The development of 
the tidal flat area shows Fig. 4 (bottom). After a simulation 
time of 100 years the area remains nearly constant with a 
small loss of 53 x 106 m2. The volume increased by 7.28 x 
108 m3, which is an average accumulation of approximately 
18.22 cm. Even if this result sounds reasonable, one should 
bear in mind that consolidation of cohesive sediments is not 
accounted for in the simulation model presented in this 
article. 
B. Morphodynamic evolution under the influence of tide, 
wind and wave 
Fig. 5 (top) shows the bed level after a simulation period 
of 100 years with the influence of tide, wind and wind-
induced waves. The bed level is very similar to the 
simulation with tide forcing only. Large scale morphological 
changes, e.g. development of a new channel system or 
removal of outer sand banks, do not occur. But the analysis 
of the difference between this simulation and the simulation 
with tide forcing only shows that due to wave-induced wave 
shear stress, the morphodynamics increases between the –5 
m and the –20 m isobaths (Fig. 5, bottom). The tidal flat area 
remains nearly unchanged with a loss of 67 x 106 m2 and an 
increased volume of 7.16 x 108 m3. The average 
accumulation is approximately 17.97 cm, which is similar to 
the simulation with tide forcing only.  
 
 
 
 
Figure 3.  Long-term simulation results with tide forcing only. Top: Initial 
bed level. Bottom: Bed level after 100 years. 
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C. Ongoing parameter studies 
Although the simulation results with different forcing for 
a period over 100 years show that reasonable bed evolutions 
can be computed, there are important parameters that require 
further investigation. First results for the influence of the 
active layer thickness on the tidal flat volume and the bed 
evolution computed with two different grid resolutions are 
described hereinafter. 
1) Development of tidal flat volume: In general, 
sediment transport takes place within a specific sediment 
layer at the bed surface and the total amount of sediment is 
restricted by a non-erodible bottom. As a result, when 
solving the bed evolution equation numerically, these two 
parameters restrict the amount of sediment that is available 
for transport each time step. Therefore, and with respect to a 
wave-influenced model domain, parameter studies with 
different active layer models (constant, as a function of 
mean grain diameter, as a function of the grain diameter and 
the predicted wave-induced ripple height) are currently 
executed.  
First results for a simulation period of 10 years with tide, 
wind and wave influence using the Bailard and the Bijker 
transport formulas show Fig. 6. Herein, the development of 
the tidal flat volume is illustrated for global constant values 
and as a function of the mean grain diameter at each node. 
The constant active layer thickness was set to 1.0 x 10-4 m, 
1.0 x 10-3 m and 1.0 x 10-2 m. These values correspond to 
dimensions in a range of the mean grain diameter up to 
wave-induced ripple heights.  
 
Figure 6.  Development of tidal flat volume for different active layer 
thicknesses for the period 1998 to 2006 with tide, wind and wave forcing. 
As expected, the tidal flat volume shows a strong 
dependence on the chosen thickness. When the active layer 
thickness increases, more sediment is deposited at the tidal 
flats. Nearly the same volume change can be obtained with a 
constant value as well as with an active layer thickness 
calculated from the local sediment distribution. For 
evaluating the model performance with respect to the global 
volume balance a constant value seems to be sufficient, but 
indeed the morphological development is different. On the 
other hand, an active layer thickness equal three times the 
mean grain diameter combined with the Bijker formula 
results in a smaller volume change compared to that 
calculated with the Bailard formula. Since the later formula 
predicts in general higher bed load sediment transport 
capacities in our simulation model, it is more sensitive to the 
active layer thickness, which can act as a limiting factor. 
Therefore, the quality of simulation results in comparison to 
measurements has to be estimated to identify the appropriate 
active layer model with respect to the transport formula for 
the German Bight model. 
2) Influence of grid resolution: The results presented in 
the previous sections where obtained with a grid resolution 
that is – compared to small and medium scale morphological 
features – relatively coarse. Especially tidal channels and 
tidal creeks are in some cases represented just by a few grid 
points. The coarse grid seems to be sufficient to investigate 
the large scale, long term sediment transport and 
morphodynamics in the German Bight, but it is important to 
know how large the influence of grid resolution on the 
simulation results is. For that reason a refined mesh based 
on the coarse grid was constructed with a constant edge 
length of 100 m in the coastal zone and a total of 2 million 
elements. 
The bed evolution for a 1 year simulation period 
(calendar year 2006) with the Bijker formula and tide forcing 
only is illustrated in Fig. 7. The coarse model (Fig. 7, top) 
shows well-defined deposition-erosions pattern (e.g. at “A”), 
while at the same time in some areas clear structures are hard 
to identify. The edge length varies in the depicted area 
between 450 m and 950 m. In contrast, the fine model (Fig. 
7, bottom) calculates a bed evolution that makes it even on 
small scales easy to recognize a morphodynamic trend, for 
example were dunes are present. Concerning the large scale 
bed evolution pattern, with both grids more or less matching 
results are obtained, for example at positions “A” and “B”. 
Note that the value of the bed evolution at a certain location 
cannot be the same since the element size is very different.  
These results indicate that the large scale morphodynamic 
behaviour can be represented quite well with a coarse grid. 
Below a certain scale level, only the fine model is able to 
produce plausible bed evolutions for small scale features. 
Subgrid models need to be implemented into the coarse grid 
model to simulate small scale morphodynamics and to take 
advantage of the smaller computational time.  
V. CONCLUSIONS 
This article introduces a numerical model for long-term 
morphodynamic simulations for the German Bight, with the 
aim to provide a tool for sustainable coastal management. 
First test cases with tide forcing and with tide, wind and 
wave influence show reasonable results and provide a first 
insight into the system behaviour of the German Bight. In the 
next stage further calibration and validation of the model as 
well as parameter studies, like for the active layer and the 
grid resolution as shown, are necessary to obtain more 
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reliable results. Furthermore, simulations with dredging and 
disposal activities over a period of 100 years should be 
carried out. 
 
 
 
 
Figure 7.  Bed evolution after 1 year (calendar year 2006) with tide forcing 
only. Top: Coarse model with 70.000 elements. Bottom: Fine mesh with 
about 2 million elements. 
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The particular month is selected on the basis that it contains 
both active storm events and there are field observations 
available to validate the model simulation. This will set the 
scene for the longer term goal of the study, which will be to 
understand how changes in wind regime may affect sediment 
transport along this coastline in the future.  
II. DATA SOURCES 
Observations of several variables are available at Lakes 
Entrance for the validation of the wave and hydrodynamic 
simulations in this study. A tide gauge monitoring station 
located at Bullock Island (see Fig. 5) provides measurements 
of sea level, water at atmospheric temperatures and 
atmospheric pressure. A seafloor mounted ADCP located 
with the entrance channel records current data and provides a 
second location for tide measurements with data availability 
from mid-2008 to present. 
Integrated wave parameters of significant wave height 
(Hs), peak wave period (Tp) and peak wave direction Dp are 
available from a wave rider buoy which is located in about 
22 m depth of water 2.6km off the coast at 37°54'48''S 
147°58'55''E (WGS84) over the period from August 2007 to 
present. 
The wind speed and direction observations are provided 
from a anemometer located at the end of the eastern pier at 
the entrance at 37°53'25''S 147°58'25''E (WGS84)  
Gridded global hindcasts of winds (CFSR; [12]) and 
waves (NWW3; [13]) are used to force the model 
boundaries. A regional 5 km resolution hindcast of storm tide 
around Australia [14] is use to force the ocean boundary 
provided ocean velocities and water levels for the open 
boundaries. 
Bathymetric data is sourced from a recent Light 
Detection And Ranging (LiDAR) survey of the coastline 
from a depth of 20 m to an elevation of 10 m [15]).   
III. LONGSHORE WAVE CLIMATE OF GIPPSLAND 
Frontal systems dominate the atmospheric weather 
patterns that cross the region, driving winds and waves from 
the west while midlatitude low pressure systems known as 
“east coast lows”, less frequently develop to the east in the 
Tasman Sea and produce severe easterly winds over the 
region [17]. Both systems occur most commonly during the 
winter half-year (April-September). Ocean currents generated 
by these systems generally transport sediments from west to 
east, however it is the waves that cause the significant effect 
on bed evolution. 
 With land to the north and west, the dominant direction 
of the waves approaching l Lakes Entrance (that entrain 
sediment into the water column) generally come from the 
east and southeast with some waves generated from the 
southwest. Long period swell that affects much of the 
southern coastline of Australia originates from storms in the 
southern ocean. In northeastern Bass Strait this swell is 
mostly blocked by Tasmania although some swell propagates 
from the southern ocean into the region from southeast. 
As an indicator of the variability in the longshore wave 
component of the wave climate at Lakes Entrance, we 
consider just the zonal component of the wave direction (Fig. 
2). The 30-year NWW3 wave hindcast, filtered to remove 
seasonal and short term variations, is used to explore the 
longshore wave component (Fig. 2a). There is evidence of 
inter-annual variability with, for example, greater frequency 
of westerly-component waves during the mid-2000s 
compared to the decade as a whole.   
The monthly climatology of the mean monthly longshore 
wave component (Fig. 2b) shows in September the most 
westerly component for incoming waves occur, while in 
February the most easterly waves occur.  
To demonstrate the weather signal of the longshore wave 
component, a time series of the wave component for 
September 2009 is plotted in Fig. 2c along with the Hs (top 
axis), in which several strong westerly events occurred, 
corresponding to the synoptic events in Fig. 3. We use part of 
this month as the basis of sediment transport modeling in the 
paper. During this month (Fig. 2c) waves tend to have an 
easterly component, which shifts to a more westerly 
component during strong south-westerly wind shifts (Fig. 3, 
[16]).  
 
 
Zonal component of the wave direction  (direction from) 
Figure 2.  NWW3 wave reanalysis (a) 30 years of mean annual (blue line) 
and mean monthly (black) zonal wave components  (b) Monthly W-E mean 
wave component climatology (c) Three hourly W-E wave component and 
significant wave height (red line corresponding to the top axis) for 
September 2009. Note that westerly (easterly) waves are indicated by 
negative (positive) values on the horizontal axis. 
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transport switched off, in order to examine the bed load 
transport. A tide-only simulation was also performed to 
isolate the role of the waves on the sediment transport. 
SISYPHE is run with the same time step as TELEMAC-2D 
and the waves are input hourly and interpolated linearly to 
the 30 s timesteps of SISYPHE. 
V. VALIDATION 
TOMAWAC modelled waves are compared with 
observations in Figs. 6a and 6b. A comparison of the CFSR 
wind and pressure forcing, used to force the TOMAWAC 
and TELEMAC-2D models, with observations is given in 
Fig. 6c. 
The global hindcast NWW3 matches well with the 
observed Hs and Dp (Fig. 6a), the simulation with 
TOMAWAC (forced by NWW3) improves in capturing the 
peak values and wave directions but seems to underestimate 
lower wave conditions. The TOMAWAC modelled Tp (Fig. 
6b) matches the observed quite well. The wind speeds from 
the CFSR reanalysis (Fig. 6c) slightly underestimate the 
observations, however the MSLP is well captured. 
A comparison of the water levels and currents, simulated 
by the TELEMAC-2D model, with measured sea levels and 
currents at the mouth of the entrance is shown in Fig. 7.  
 
 
 
Figure 6.  (a) Hs (curves) and Dp (vectors) and (b) Tp for observed (red), 
NWW3 (green) and TOMAWAC (blue). (c) Wind speed (curves) and 
directions (vectors) for CFSR  (blue), observed (red), and MSLP (hPa), 
CSFR (black), observed (grey). 
 
 
 
Figure 7.  Water level and currents validation plot. (a) Total water level 
(AHD) observed (red), TELEMAC-2D scaled down by 1/3 (blue). (b) 
Water flow in the direction into the channel (same colours as (a)). 
 
TELEMAC-2D modelled water levels in the channel 
were found to overestimate the observed values by a factor of 
4/3, in Fig. 7a. Note the modelled values shown in Fig. 7a 
have been scaled down by 1/3 to facilitate the comparison of 
the phase of the modelled tides, which are in good agreement 
with the measured tides. The poor agreement in the tidal 
amplitudes and currents (Fig. 7b) is likely to relate to the fact 
that the Gippsland Lakes were not entirely resolved in the 
coastal LIDAR survey used to define the bathymetry in the 
model. Efforts are underway to source additional information 
on the bathymetry within the Lakes to improve the 
hydrodynamic simulations. 
VI. RESULTS 
Results so far focus on 3 SISYPHE simulations that were 
undertaken to compute the bed-evolution after 9 days (1) 
with bed-load transport but without waves or suspended 
transport (Fig. 8), (2) with bed-load transport and waves but 
no suspended transport (Fig. 9) and (3) with bed-load 
transport, waves and suspended transport (Fig. 10). The bed 
evolution, mapped in Figs. 8-10, is at 00 UTM on the 10th of 
September.  
Very little bed evolution is evident for the simulations 
without the influence of waves or suspended sediment 
transport (Fig. 8). When waves are included (Fig. 9), the 
storm that occurs on the 8th September leads to the 
movement of sediments offshore in relatively uniform 
longshore sand bar and trough pattern. With the inclusion of 
suspended sediment transport (Fig. 10), the bed evolution is 
balance and less sediment is transported sea ward.  
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Figure 8.  Bed evolution (m) from the tide forced run without waves or 
suspended sediment transport. 00z Hr (UTM) on the 10th of September 
2009. 
 
 
Figure 9.  Bed evolution (m) from the tide and wave forced run without 
suspended sediment transport. 00z Hr (UTM) on the 10th of September 
2009. 
 
 
Figure 10.  Bed evolution (m) difference between a wave forced run with 
suspended sediments less a wave run without suspended sediments. 00z hr 
(UTM) on the 10th of September 2009. 
VII. DISCUSSION 
Preliminary calibration of the suite of models has been 
demonstrated for its application in the region. Future work 
will include better refining of the bathymetry in the 
Gippsland Lakes system and further testing of the sensitivity 
of the model setup with different equations, parameters and 
inputs to provide improved validation of the modeled waves 
and hydrodynamics. The range of uncertainty of the results 
will be addressed by modeling the morphodynamics under 
multiple scenarios to test the possible ranges of outcomes. It 
is intended that this model will then be used to investigate the 
coastal sediment response to climate forcing under current 
and future climate conditions.  
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Abstract — On the Rhône River, Donzère-Mondragon is the 
second oldest CNR development and the most productive one 
with a total installed capacity of almost 2100 MW. It follows 
the typical CNR development scheme. It is composed of a 
reservoir, a barrage, a diversion channel leading to a 
hydropower plant and a lock. When there is no flood, water is 
diverted to the hydropower plant. During floods, water passes 
mainly through the barrage. Donzère-Mondragon specificity is 
its 17.3 km long headrace channel. Three specific structures 
were built at the diversion channel entrance to prevent water 
level from rising in the channel during floods and to allow 
navigation when there is no flood. Operating rules are 
established to manage water levels and hydropower plant 
discharges from lowest discharge to the design flood.  
A 2D-model of the whole development is built using 
TELEMAC system. The model is 68 km long and integrates 
115 km² of flooding area. A 141 500 elements mesh has been 
generated and calibrated. Specific programs are implemented 
in TELEMAC-2D so as to represent Donzère-Mondragon 
development behaviour in flood period. For the hydropower 
plant, the regulation managing upstream water level and 
outflow is simulated. A specific program based on energy 
equation is applied for the CNR structures. The subroutine 
allows manual water level management. The barrage 
management also requires a specific implementation depending 
on upstream discharge. Those specific programs are gathered 
to perform computation during high floods in steady and 
unsteady mode. 
Opening structures calibration is detailed. Results focus on 
hydropower plant and barrage discharges to check flow 
conservation. Reservoir and channel water levels are analysed 
to ensure operating rules are respected for various discharges 
in steady mode. In unsteady mode, program limits connected 
water level operating managements are identified. 
Computation stability problems are encountered. Part of them 
is fixed by adapting mesh density. Solutions found in the 
studies to get round of the other difficulties are mentioned. 
Improvements are needed to avoid instabilities due to flow 
calculations at a specific section. 
I. INTRODUCTION 
Modelling of widespread floodplains and complex 
structures with regulation have been carried out for a long 
time with mono-dimensional software. The progresses in 
computing performances, the densification of topographic 
and bathymetric data, and the capitalisation of experiences in 
TELEMAC-2D have made possible the bi-modelling of a 
complex development. The article presents the modelling of 
Donzère-Mondragon development.  
Donzère-Mondragon is one of the eighteen developments 
managed by the Compagnie Nationale du Rhône (CNR). 
CNR holds the concession of Rhône valley from Swiss 
border to Mediterranean Sea. Its three main missions are 
electric production, navigation and irrigation. CNR 
engineering team develops mathematical modelling to 
answer operating needs, to check the concessionary 
obligations and for engineering as well. Modelling was 
mainly mono-dimensional and now very often bi-
dimensional.  
The bi-dimensional modelling of Donzère-Mondragon 
development answers the issues of dike overflows and flow 
propagation in Pierrelatte plain. As a first approach, the 
simulations are focused on flood. This article describes the 
methodology carried out to integrate CNR development 
regulation using TELEMAC-2D.  
The approach is divided in four steps. Firstly, the 
Donzère-Mondragon development features are explained. 
Secondly, the TELEMAC modelling is detailed. Thirdly, the 
article describes programs implemented within TELEMAC-
2D to integrate regulation. Finally, modelling results are 
analysed, limits of developed programs are listed and 
improvements are proposed. 
II. DONZÈRE-MONDRAGON DEVELOPMENT 
A. A typical CNR development  
Donzère- Mondragon (DM) development is located in the 
Rhône River valley (south east of France), north of the city of 
Orange and south of Montelimar. It was built in 1953. The 
development includes Pierrelatte floodplain. Caderousse 
(CA) is situated downstream Donzère-Mondragon 
development. 
Donzère-Mondragon follows the typical CNR 
development scheme (Fig. 1). Indeed, it is composed of: 
57
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
 
• A hydropower plant (Usine de Bollène: USB) with a 
total installed capacity of around 2 100 MW. It 
comprises six Kaplan units with a maximum power 
station discharge of 1 980 m3/s. The power station 
units do not include sluicing operation capabilities. 
Thus, two surface gates and six gates were designed. 
Their aim is to prevent surge waves in case of full 
load rejection. Moreover, during big floods, around 
half of the diverted discharge passes through the 
gates. 
• A barrage (BarraGe de ReTenue de Donzère: 
BGRT). It is composed of six gates. When upstream 
discharge is higher than the turbines maximal 
discharge, gates start opening. During big floods, the 
gates cannot regulate water level as they are totally 
opened. 
• A lock for navigation purposes. 
• A reservoir (retenue RE). It is 4 km long and its 
normal water level is 58.5 m NGF. 
• A headrace channel (Canal d’amenée: CdA). It is 
17.3 km long and the longest of CNR ones.  
• A tailrace channel (Canal de Fuite: CF) which is 
11 km long. 
• The natural river course (Vieux Rhône :VR). A 
minimal discharge is always maintained during dry 
season. During floods most of the flow goes through 
this natural river. The famous cevenol tributary 
Ardèche converges into this part of the natural river 
course. 
 
Figure 1.  Typical low-head development scheme. 
B. Donzère-Mondragon deveplopment features 
Donzère-Mondragon uniqueness is its headrace channel 
which is very long. In case of flood, water levels upstream 
the barrage rise and this rising can be propagated in the 
headrace channel. Specific structures were built at the 
headrace entrance to minimise this effect, to reduce dykes 
height and to prevent solid transportation from entering the 
headrace channel. They are called “protecting gates”. 
On the right bank, the old navigable gates (Ancienne Passe 
Navigable: APN) were originally built for paddle boat 
passage. The two 45 m long gates are closed during flood. 
No vulnerability has been identified for flood bigger than the 
design one concerning this structure.  
The changing characteristics of convoys and the transit 
difficulty through the APN required building a new gate. 
This new navigable gate (Nouvelle Passe Navigable: NPN) 
was commissioned in 1986. In case of flood; this gate is 
closed. In extreme conditions (discharge higher than the 
design flood) the NPN may break depending on upstream 
hydraulic head. 
On the left bank, the hydropower barrage (BarraGe 
Usinier: BGU) was designed to limit headrace water level for 
high discharges. 
C. Operating rules 
So as to combine hydroelectricity optimisation, 
navigation and overflow prevention in headrace channel, 
operating rules were set. Operating rules manage the water 
level at a specific location (Regulating Point – Point de 
Réglage: PR) in the reservoir or in the headrace channel 
depending on the input discharge. They also assign power 
plant discharge vs. the total input discharge. These rules have 
to be observed from the lowest discharge to the design flood. 
Three regulating points (Fig. 2) are used to manage the 
water levels of the Donzère-Mondragon development: PR1 at 
SNCF bridge for low discharges, PR2 upstream the barrage 
for middle discharges and PR3 downstream the “keeping 
structures” at KM 171.5 for high discharges. 
RT DM
CdA
Ardèche
VR
CF
PR2 - DM - KM 170.3
PR3 - DM  KM171.500
Viviers bridge - KM 166.500
PR1 – CA ~ KM203.500
St Montant – KM173.2
Pont St Esprit – KM192.1
PR1 - DM KM174.500
Barrage (BGRT)  KM171.900
Bollène Lock and Power plant (USB) 
KM189.700
Keeping structures KM170.850 
(BGU – NPN – APN)
RT CA
Gauge or water level stations
CNR structures
Dykes
Bourg St Andéol – KM179.98
 
Figure 2.  Location of Donzère-Mondragon structures, dykes and stations. 
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As the study focuses on high discharges, only rules at 
PR3 are considered. The water level is managed by the BGU 
with a 50 cm allowed variation. 
III. TELEMAC MODELLING 
A. Computational domain 
The whole stretch of the modelling is 68 km long, 
integrating downstream part of the Ardèche tributary and 
2 km of the Caderousse downstream reservoir. Piers of the 
sixteen bridges situated in the modelling footprint are 
represented as islands within the mesh. This modelling is 
considered acceptable given the study purposes. Indeed, 
results are not focused on local phenomenon at the 
immediate vicinity of bridge piers. Hard lines have been built 
to represent CNR and other dykes. The mesh segment size 
varies from 40 m close to the CNR structures, as instabilities 
are liable to occur, to 100 m in the low-water bed of the 
natural watercourse. The grid (Fig. 3) comprises more than 
71,500 nodes and 141,500 elements. This mesh has been 
generated with Matisse. The time step is 2s. 
 
Figure 3.  Bi-dimensional grid of the headrace entrance and BGRT. 
B. Calibration 
The modelling of turbulence is constant viscosity with an 
overall viscosity coefficient equal to 0.1.  
Then, the calibration is focused on bottom friction 
coefficient, which is computed following Strickler’s law [1]. 
A high variation in initial water levels is observed between 
upstream and downstream boundary conditions (more than 
20 m high).This variation makes complex the model 
initialisation. To avoid this problem and since there is a 
hydraulic disconnection at BGRT and USB, it has been 
possible to subdivide the grid in two sub-grids. The upstream 
sub-model spreads from Viviers bridge to Donzère-
Mondragon barrage and hydropower plant. The downstream 
sub-model starts from BGRT and USB to KM 203.500. The 
low-water bed is calibrated in steady state (Fig. 4) and the 
calibration of the high-water bed friction coefficient is 
carried out in unsteady state (Fig. 5). The low-water bed is 
calibrated with stationary boundary conditions for a large 
range of input discharges. The comparison of water level 
computed (lines in Fig. 4) and profiles water level 
measurements (points in Fig. 4) highlights an average 
difference lower than 10 cm. Simulations of 2002 [2] and 
2003 [3] floods enable to check the calibration of low-water 
bed bottom frictions and to adjust high-water bed bottom 
frictions. The comparison of water levels calculated (lines in 
Fig. 5) and recorded (points in Fig. 5) exhibits a maximum 
difference of 15 cm at flood peak. In the floodplain, the 
comparison between water levels and flood marks shows an 
average difference of 25 cm. Consequently, the sub-models 
accurately represent observed water levels. 
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Figure 4.  Calibration of low-water bed bottom friction – Downstream sub-
model. 
44
45
46
47
48
49
50
51
52
53
2003/12/01
12:00
2003/12/02
00:00
2003/12/02
12:00
2003/12/03
00:00
2003/12/03
12:00
2003/12/04
00:00
2003/12/04
12:00
Time in hours 
El
ev
at
io
n 
in
 m
NG
F
Bourg St Andeol - PK179.98 recordings Bourg St Andéol calculate
 
Figure 5.   Checking of bottom friction low-water bed calibration for the 
2003 flood at Bourg Saint Andéol hydrometric station – Downstream sub-
model. 
IV. SUBROUTINE 
A. Equations 
A Specific subroutine is carried out on TELEMAC-2D 
version V5P9 to calculate flow rate passing through, or water 
level upstream, CNR structures. The subroutine comprises 
three main options: weir, gate and regulation. The first two 
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options solve equations based on energy conservation. To 
expose then, two variables are defined: the vertical 
coordinate: 
 czzy −=  (1) 
where z is an average of water level in the section defined by 
the user and zc the weir crest elevation, and the specific 
energy E [4]:  
 
g
VyE
2
2
+=  (2) 
where g is the acceleration of gravity and V is an average of 
scalar velocities in a section defined by the user. 
The weir equations are obtained applying Bernoulli 
equation between upstream and downstream weir crest and 
considering a rectangular weir. The unsubmerged weir 
equation is:  
 ( )23..
3
2.3/1.2.. upstreamEgLCQ =  (3) 
and the submerged weir equation is: 
 downstreamupstreamdownstream yEgyLCQ −= .2..  (4) 
where L is the weir crest width and C corresponds to the weir 
conveyance coefficient. 
In addition, gate conveyance equations are implemented 
applying Bernoulli formula and considering a rectangular 
gate opening. The unsubmerged gate equation is:  
 OEOgLCCQ upstreamctr −⋅⋅⋅⋅⋅= 2  (5) 
and the submerged one is: 
 downstreamupstreamctr yEOgLCCQ −⋅⋅⋅⋅⋅= 2  (6) 
where L is the gate width, Cctr is the coefficient of the 
streamline contraction, C corresponds to the gate coefficient 
and O is the gate opening (in meters). The gate opening can 
vary with time following operator instructions. 
To comply gate operating rules, the regulation option 
calculates the flow rate to be prescribed downstream in order 
to respect the appropriate water level at the regulating point. 
B. Description 
Within the mesh, a structure is materialised as a 
rectangular island. The island is delimited with four 
boundary conditions: two liquid boundary conditions 
(upstream and downstream) in the mainstream direction and 
two solid boundary conditions corresponding to the lateral 
structure ends. The liquid boundary conditions (mainly 
prescribe discharge) are managed by Fortran programming. 
C. Adaptation to Donzère-Mondragon development 
Five structures have to be considered in the modelling of 
Donzère-Mondragon development. As the simulation starts 
with a high flow rate, the following configuration is chosen:  
• BGRT: opened so weir equations ((3) if 
unsubmerged weir and (4) if submerged weir);  
• BGU: gate equations with opening law to be 
determined;  
• USB: regulation option with water level law vs. 
upstream discharge to be determined;  
• NPN: closed so modelled by dyke that breaks in case 
of overflow,  
• APN: closed so modelled by dyke without break 
possibility. 
V. SIMULATIONS 
A. Stationary discharge conditions 
Prior simulating the extreme flood in unsteady mode, the 
model has to be initialised. In order to reduce water level 
instabilities at the immediate vicinity of the structures, a first 
calculation is launched with the sub-models generated in the 
calibration phase. The water level and flow resulting from 
this calculation are interpolated thanks to Fudaa PréPro 
software and an initial “Selafin” file of the whole model is 
generated.  
Subsequently, the law of BGU opening vs. input 
discharge (at Viviers bridge station) is determined iteratively 
so as to respect water level at PR3 for various input 
discharges. It has been done in steady mode.  
The USB law of water level vs. discharge, immediately 
upstream the power plant, is calculated for input discharges 
higher than the design flood. During flood, around half of the 
discharge (and more for extreme flood) pass through the six 
gates and the two surface gates. The law is determined using 
unsubmerged equations: (3) for surface gates and (5) for 
gates. The gate and weir coefficients are calibrated. The 
accuracy of the weir coefficient calibration is shown in Fig. 6 
where calculations (blue line) and physical modelling 
measurements (pink squares) are compared.  
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Figure 6.  Calibration of weir coefficients for USB surface gates. 
B. Unsteady state 
As BGU opening law is calibrated with stationary 
boundary conditions, it has to be checked in unsteady mode. 
In Fig. 7,the PR3 water level, orange dashed line, is lower 
than the maximum authorised elevation, with a 50 cm 
toleration, as long as the input flow rate at Viviers station 
(dark blue line) is lower than the design flow (time is lower 
than t1 where t1 corresponds to the latest time when 
development is in operation). Thus, BGU opening is well 
calibrated.  
Prior to flood peak and immediately upstream the NPN, 
the water level overreaches the maximal head tolerated by 
the NPN structure. Consequently a break is created [5] and 
launched at t2.  
The discharge passing through the BGU is a relevant 
indicator of the development behaviour representativeness. 
Indeed, as long as the BGU opening is manoeuvred, its flow 
rate (light blue line) is stationary. Afterward, the flow rate 
increases following the input discharge rising (at Viviers) and 
since gate opening is fixed. When NPN break occurs, BGU 
flow rate suddenly decreases given that most of the discharge 
passing through the BGU is diverted into the NPN wide 
opening.  
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Figure 7.  Flow rates and water levels evolution for the extreme flood. 
In case of extreme flood, almost the whole Pierrelatte 
plain is flooded (Fig. 8). Water depths can reach 6 meters in 
gravel-pits (downstream part of the model). Inundations 
occur on the left bank of the headrace channel. The velocities 
(red arrows in Fig. 9) exhibit overflows within the headrace 
channel due to NPN break. They are located predominantly 
upstream the SNCF bridge.  
 
Figure 8.  Map of the maximum water depths in case of extreme flood 
within Donzère-Mondragon developments. 
 
Figure 9.  Map of the maximum velocites UV in case of extreme flood at 
the upstream part of headrace channel. 
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C. Technical problems and improvments 
The problems encountered concern: 
• mesh distortion: it is noticed that the water levels and 
velocities analysis is sensitive to strong distortions. A 
solution is to create a utility program giving every 
element distortion so as to modify the mesh. N.B. 
Distortion maps generated by Matisse don’t seem to 
be exploitable; 
• flow rate variation: a small variation in water levels 
can induce a high variation in flow rates, especially 
at the initialisation. The solution was to add a 
relaxation variable Q correction ; 
• In TELEMAC V5P9 version, it was not possible to 
prescribe at a boundary condition depending on the 
discharge passing through a selected section. A 
programming was attended but didn’t succeed due to 
discharge calculation instabilities. The upgrading of 
V5P9 in V6P1 could solve this problem. 
VI. CONCLUSIONS 
A hydrodynamic 2D modelling of Donzère-Mondragon 
development has been built and calibrated with TELEMAC-
2D. Specific subroutines have been implemented within the 
model to consider CNR structures during extreme flood. The 
main outcomes of the article are as follows: 
(1)  The development behaviour is successfully 
represented and operating rules are complied.  
(2)  In case of an extreme flood, high water levels are 
calculated in Pierrelatte floodplain and overflows are noticed 
in the headrace channel. 
(3)  Program limitations are identified: the subroutine 
only answers to flood issues. Furthermore, instabilities in 
flow rate calculation prevent regulation from running at a 
specific section. 
The present results consider all CNR structures are in 
operation. The next step of the study will be to change CNR 
structures configuration: USB units out of order or a BGRT 
gate closed for maintenance and observe water levels 
evolution. Considering subroutine improvements, 
prospective is to implement a complete regulation of each 
barrage gate to ensure fulfilment of the operating rules from 
low flow to floods.  
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Abstract— The feasibility of a flash flood forecasting service 
has been investigated for the Gardon river. This mission is part 
of the FP7 project SAFER [1] (Services and Application For 
Emergency Response) and consists in integrating real-time 
meteorological data such as rainfall and runoff into a 
numerical model of river flow. Aim of this mission is to create 
forecasting inundation maps to make easier decisions and 
intervention of civil protection. 
The methodology developed has to be easily transposable from 
one watershed to another and has to deliver a final product 
operational. 
Thus, we present here general functioning of forecasting 
service and the new methodology with TELEMAC-2D to 
answer at mission needs.  
I. INTRODUCTION 
In some areas such as the Cevennes in France (Fig. 1), 
intense rain events and the specific configuration of 
watersheds create the phenomenon of flash flood. In France, 
especially during the flood of the Gardon River in 
September, 2002 [2], more than 800mm have been measured 
in two days in some place. This event has caused important 
damages: 
• 13 deaths,  
• an economic damage of 1.2 billion euros. 
 
Figure 1.  Gardon river location. 
 
To protect the area against this terrible phenomenon, a 
feasibility of a flash flood forecasting chain has been 
implemented and validated on the Gardon river. This chain 
aims at creating inundation maps (Fig. 2) to assist final users 
(civil protection organisms, NGO...) in making decisions and 
in making easier interventions. 
 
 
Figure 2.  Example inundation map. 
To carry out this mission, a partnership with Météo 
France (French meteorological service) and Spot Image 
(satellite picture and map making service) was established. 
Météo France was responsible for providing rainfall and 
runoff data which can be downloaded from a website created 
by Spot image. Spot image was responsible for publishing 
forecasting maps of the inundation areas.  
This paper presents the different steps which have 
conducted to realize forecasting inundation maps since the 
reception of data from Météo France forecasting chain [3]. 
These tasks were performed with TELEMAC-2D and 
especially with the hydraulic model of the Gardonnenque 
plain of the Gardon River [4]. The lateral watershed was 
added to this model, to predict flow coming out from the 
watersheds as Meteo France forecasting chain cannot provide 
flow in the outlets of the watersheds. The final mesh covers 
the whole Gardonnenque plain (Fig. 3). 
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Figure 3.  Presentation of the Gardonnenque plain and the lateral 
watersheds. 
The final model is a mesh containing 19589 nodes. The 
mesh size varies from 40 meters in stream to 300m in lateral 
watersheds (Fig. 4). 
 
Figure 4.  Gardonnenque plain model. 
To take into account the contributions of the lateral 
watersheds it was necessary to perform rainfall/runoff 
transformations. That is why we decided to use TELEMAC-
2D. This choice is explained in the third paragraph. 
The development of a forecasting service with 
TELEMAC-2D implies two main challenges: 
• integration of data from Météo France forecasting 
chain, and 
• completion of rainfall/runoff transformation inside 
TELEMAC -2D. 
This paper presents the approach used for both points.  
II. INTEGRATION OF REAL-TIME DATA 
A. General presentation 
The first element used to perform integration of real-time 
data is a program which runs all the time and tests the FTP 
site (exchange data site) to check if new data are uploaded by 
Météo France (1, Fig. 5). If in the forecasted data the script 
detects an important value of runoff, then: 
• Data are duplicated in a directory (2, Fig. 5) and used 
to launch a TELEMAC-2D simulation. 
• A hydraulic model is launched automatically by the 
script (3, Fig. 5). 
Then TELEMAC-2D [5] is used to calculate depths and 
vertically-averaged horizontal velocites in the Gardonnenque 
plain. At the end of each hour simulated, we provide a result 
as TELEMAC-2D (4, Fig. 5). Only depths and vertically-
averaged horizontal velocities are in the result file. This file 
is then treated to realise inundation maps. 
 
 
Figure 5.  Description of real-time forecasting chain. 
The integration of data in real time asked a significant 
modification of TELEMAC-2D programs such as the 
creation of the final file each hour simulated. The program 
designed to launch simulation is also used to publish result 
file on the FTP site. (5 and 6, Fig. 5). 
B. Integration of  forcasted runoff and rainfall 
1) Integration of forecasted runoff: Integration of runoff 
is made using an existing program of liquid boundaries file. 
In our case, one simulation models 30 hours of runoff. 
Runoff is updated every 6 hours and flood may last several 
days. It means that 4 simulations are run per day. Generally 
flow lasts between 2 and 4 days. Thus we have to anticipate 
c. 16 successive simulations. 
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Most of the time forecasted flow data from Météo France 
are very different for the same date from one simulation to 
the next (examples in Figs. 6 and 7). 
 
Figure 6.  Flow data from Météo France for two different simulations. 
Forecasted flow for hydraulic simulation has the most 
important part concerning calculation of water level in the 
Gardonennque plain.  It causes problem particularly when the 
initial flow of the next simulation (Simulation 2 in Fig. 7) is 
different of the sixth flow of the previous simulation 
(Simulation 1 in Fig. 7) for the same date. Indeed there is an 
important gap of flow (green arrow Fig. 6) and consequently 
of volume. Volume variable is very important in our case to 
make inundation map.  
In order to avoid comitting this error we have chosen 
making a linear interpolation between the third flow of 
previous simulation and the first flow of next simulation (red 
circle Fig. 6). The third flow of the first simulation was 
selected because this flow comes from observed rainfall and 
first flow of second simulation two. 
 
 
Figure 7.  Flow data values from Météo France for November 2011 event. 
2) Integration of forecasted rainfall: Forecasted rainfall 
has been modelled like source point. Rainfall data is in the 
form of a grid in which each value is a georeferenced data of 
rain. The five first lines of data file give information for geo-
referencing.  
Rainfall data are provided on a regular grid and are 
interpolated over the irregular TELEMAC grid. Formula 
used for interpolation is based on the inverse of distance. 
Interpolation has been restricted to four rainfall data. Thus 
the formula used is the following (1): 
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1
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1
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1
D
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R is the abbreviation for rainfall. Rmesh is rainfall to apply 
to one node of model. Rdatai represents the four rainfall data 
nearest to one computation node. D is the abbreviation for 
distance between considered computation node and the four 
rainfall data nearest. 
This formula is applied to give rainfall data for each 
computation node. Soil conservation Service (SCS) 
Methodology [6] has been used to perform transformation 
between rainfall and rain which contributes to runoff. 
Rainfall data are also updated every 6 hours. Météo France 
forecasting chain simulate 30 hours rainfall for one 
simulation. Meteo France also provides rainfall data recorded 
by a network of rain gauges 15 minutes after the hour which 
just happened. Fig. 8 shows the location of different input 
data in the Gardonnenque plain. 
 
 
Figure 8.  Localisation of flow and rainfall injection. 
65
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
 
III. RAINFALL/RUNOFF TRANSFORMATION  
A. Choice of TELEMAC-2D 
Several possibilities have been considered to perform 
rainfall/runoff transformation. The aim of this study is to find 
a methodology which can be transposed from one watershed 
to another. That’s why using of classic hydrological model is 
not interesting. Indeed, these models often take a long time to 
be calibrated because they depend on too many parameters. 
TELEMAC-2D depends only on two parameters: 
• 1 hydraulic parameter: Strickler coefficient which 
represents soil roughness, and 
• Curve Number (CN) which is the rainfall/runoff 
transformation of SCS methodology. 
The new concept is to use TELEMAC-2D to make 
rainfall/runoff transformation. Alès watershed has been 
defined to perform tests. Two past events have been chosen 
to calibrate and validate the new methodology.  
B. Preliminary tests 
1) Mass conservation: We have tested two different 
options of tidal flats to see if rain volume was conserved in 
the model. 
First option solves Barré-De-Saint-Venant equations 
everywhere and applies a correction for element considered 
as tidal flats. 
In the second option, processing is done in the same way 
as in the first case, but a porosity term is added to half-dry 
elements. Tests consist to inject rainfall in Alès watershed 
divided into 6 subwatersheds.  
Then, we compared rain injected and volume collected at 
each red point (Fig. 9) for both option. Volume takes into 
account the flow that has passed through the outlets (red 
dots) and standing water in the sub-watersheds (Fig. 9). 
Results are given Table I. The first option gives the 
smallest error on mass conservation. This option will be kept 
for the other simulations. 
 
 
Figure 9.  Outlets (red dots) for mass conservation test. 
TABLE I.  RESULTS SYNTHESIS FOR MASS CONSERVATION TEST 
 
 
2) Mesh and hydrograph propagation: We defined 
several meshes to define a compromise between accuracy 
and computational speed. Tests have been done to see if a 
simplified geometry (Fig. 10) can properly propagate the 
flood wave. Indeed, generally the hydrograph propagation is 
better when the stream geometry is the closest to the reality 
(Fig. 10). 
 
Figure 10.  Geometry used for simulation. 
We have compared TELEMAC-2D propagation time 
with MASCARET 1D [7] model for the simplified geometry. 
Triangular mesh of TELEMAC-2D is done with only one 
wet node in a cross section (Fig. 11). The propagation test is 
done in a channel of 3700m long and the slope is 0.006. 
Results of this comparison show that TELEMAC-2D can 
correctly propagate with a simplified geometry (Fig. 12). 
 
 
Figure 11.  Triangular cross section used. 
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Figure 12.  Comparison of propagation time between TELEMAC-2D and 
MASCARET 1D. 
The second test for propagation permits to evaluate if 
simplification of geometry leads to important errors 
concerning propagation time. We have compared 
propagation time with TELEMAC-2D between a real 
geometry and a very simplified geometry.  Test has been 
performed with the same channel length than in the previous 
test. Cross sections are obviously the same as the cross 
sections on Alès stream. Several hydrographs with different 
peak flow were tested and the channel slope was changed. 
We can observe (Fig. 13) that time propagation is quite 
different for flows non-overflowing (until 40% of lateness). 
Fortunately for high flow the error is considerably reduced 
(10% early). The methodology developed here is used for 
very high flows, which explains this result. Moreover, 
steeper is the slope, the less significant is the difference in 
propagation time. 
In Alès and lateral Gardonnenque watersheds slopes are 
steep and flows are high. 
 
 
Figure 13.  Comparison of propagation time between real geometry and 
simplified geometry. 
Tests have shown that TELEMAC can perform correctly 
rainfall/runoff transformations. Simplification of geometry 
for watersheds with steep slopes allows having good 
propagation of peak flow compared to real cross section. 
However the flow studied must be overflowed. This 
methodology can be applied on the Alès watershed. 
C. Calibration and validation on Alès watershed 
1) Calibration: Simplified stream geometry is applied to 
the Alès watershed. Mesh size is 300m to reduce 
computational time. Calibration was done according to: 
• Hydrograph volume 
• Peak flow value 
• Peak flow time 
Then, we have compared these 3 points between 
observed values and simulated values. 
To obtain the final calibration (Fig. 14), the parameter 
used to perform rainfall/runoff (CN) wad set at 35. This 
value means that soil was dry before rainfall event. 
The only hydraulic parameter is the Strickler coefficient 
(which represents soil roughness). To manage calibration, 
values were set to 50 for overland flow and 35 for stream 
flow. We have used a high value of Strickler coefficient to 
represent small drains and gullies that are not represented 
mesh size of 300m. 
A comparison between measurement and modelled flows 
shows a good agreement (Table II). 
 
Figure 14.  Calibration results. 
TABLE II.  CALIBRATION RESULTS 
 Measured Calculated Error (%) 
Hydrograph volume 20.3 20.7 2 
Peak flow (m3/s) 658 708 8 
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 Measured Calculated Error (%) 
Peak flow time (h) 20 20.5 <1 
 
Next step is the validation for two different events. 
2) Validation 
a) November 2008 event : Validation on Alès 
watershed: This event happens just after the calibration 
event and consequently the soil was wet. According to the 
formula from SCS methodology with humid conditions CN 
was set up to 56. Hydraulic parameters were kept equal to 
the calibration parameters.  
Concerning the hydrograph volume, 77.3 Mm3 were 
measured and simulation give 76.4 Mm3. The error made is 
1%.  
T the time of peak flow (Fig. 15), 493 m3/s were observed 
compared to 441 m3/s for the model (Error made =11%). 
 
Figure 15.  Validation results. 
Peak flow time is also well respected. The error made is 
only 3% (37.00h measured against 38.25h calculated). 
Results from first validation are very satisfactory and 
encouraging. Moreover calculation time is very low. A 
simulation of 50hours on the Alès watershed takes 1 hour. 
b) September 2002 event: validation on the whole 
Gardon watershed: September 2002 is a historical event 
because the surface of impact was approximatively 5000 
km². Small rainy event happened before the studied event. 
According to the SCS methodology, soil was humid. CN 
was set up to 56. 
Results from this validation are also very good for this 
bigger area (Fig. 16). The rainfall/ runoff transformation and 
the flood propagation runs well with TELEMAC-2D. 
 
 
Figure 16.  Validation on the whole Gardon watershed. 
IV. REAL-LIFE TEST FOR THE FLASH FOOD FORECASTING 
CHAIN 
At the time of November 2011 event (1-7 November) we 
had possibility to test the whole forecasting chain service.  
Indeed, during these 6 days rainfall reached from 600 to 
700mm and even more (until 900 mm) in some location. This 
event engendered a flash flood and caused some damage. 
Test has been realized since 3rd of November at 18 hours 
until 4th of November at 18 hours. Forecasted rainfall and 
runoff were updated every 6 hours. Consequently 5 
simulations with TELEMAC were performed (Fig. 17). 
We can observe (Fig. 17) that from simulation to 
simulation there is an important difference. Curve with 
continuous black line represents flow obtained with observed 
rainfall until 4th of November at 18 hour and later it is only 
prediction. 
 
Figure 17.  Simulation of November 2011 event. 
During this test, beyond results, the main preoccupation 
was to observe if all the flash food forecasting chain runs and 
specially the transition between the three partners.  
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However, the main problem is the calculation time of 
forecasting chain. Indeed Météo France needs 5h30 of 
calculation to supply us with hydro meteorological data. 
Then 2h are necessary to simulated 33h of simulation with 
TELEMAC-2D.  
Thus, computation time lasts about 8 hours. Consequently 
8 hours have already happened and we can predict for only 
22 hours. It means that we have to begin calculation 1 or 2 
days before rainy events to be sure to cover the rise of water 
level.  
V. CONCLUSION 
Realisation of a flash flood forecasting chain is now 
operational. 
During SAFER project, improvements concerning tools 
used by all the partners have been performed. These 
improvements were crucial to manage this project. 
Concerning TELEMAC-2D, adaptations and conception of 
new methodology for rainfall/runoff transformation have 
allowed integrating TELEMAC-2D to the forecasting chain. 
The Methodology developed here can be easily 
transposed to other watershed prone to flash food where 
spatial rainfall is available. 
Several improvements could be done in order to optimize 
computation time. Especially with TELEMAC-2D, it will be 
interesting to parallelise the computational code to reduce the 
calculation time.  
However, we have seen in the previous paragraph that 
from simulation to simulation results can be quite different. 
To avoid false alarm and make easier decisions of final users, 
it will be certainly interesting to do for each Météo France 
rain forecast a spatial statistic analysis to estimate the 
probability that forecasting occurs at a given area. 
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Abstract— In 2010, on February 28th, Storm Xynthia strikes 
Europe causing the death of 53 people in France and €1,4 
billion damages mainly on the Atlantic coast. Charente-
Maritime was highly impacted by this event, which covered 300 
km of coasts. In this region alone, Xynthia caused 12 deaths, 
4 800 flooded houses, 900 shellfish industries injured and 793 
firms in trouble after the storm, 120 km of dikes damaged, 
40 km of flooded roads and 232 km2 of flooded area on the 
continent and on the islands of Oléron, Ré and Aix. 
Despite, it has been demonstrate that the storm in itself was not 
a statistically exceptional event. The dramatic context is 
induced by the concomitant phenomenon of high spring tide 
and surge of sea level due to meteorological conditions. 
In order to anticipate and assist stakeholders for the 
management of this kind of risk, including a potential increase 
due to climate change and sea level rise, we have built an 
efficient operational model of surge propagation on the 
Atlantic Ocean up to the coastal area and inland area. The 
exchanges at the coast are managed at the dikes scale and can 
take in account the breaches and the overtopping of waves. The 
methodology and the first results will be presented and 
discussed in regards of potential requirements for the needs in 
crisis preparedness and management of the Stakeholders. 
I. INTRODUCTION 
The events over the last decade (Martin in 1999, Klaus in 
2000 and Xynthia in 2010) and the consequences of climate 
change on these phenomena lead decision makers to examine 
accurately the risk of marine submersion. 
Marine or coastal flooding are generated by a 
combination of different factors linked for some and 
independent for others. Thus we could consider that these 
submersions are derived from the crossing of the statistical 
level to the coast, the swell at the coast and coastal protection 
system. 
The water level at the coast consists of: 
• The evolution of the astronomical tide. 
• A chronicle of positive and negative surges off the 
coast, mainly generated by the anticyclones and 
depressions. 
• The action of wind on the water. 
• The action of the swell on tidal currents (set-up 
phenomenon). 
The combination of all these parameters generates static 
water level at the coast. If this level is higher than the crest 
level of protections, a flooding by overflow protection is 
observed. This phenomenon is similar to the River overflow 
over the dikes of a river. The protections structures even not 
initially designed for this, are submitted to high stress, which 
often results in the appearance of breaches, or sometimes the 
complete destruction of an important linear of protection. 
The swell at the coast is the result of the influence of: 
• The swell offshore, 
• The action of wind on the water. 
• The influence of the water level (and associated 
water Heights) and tidal currents. 
The swell at the Coast causes overflows above 
protections, without the static water level not necessarily 
above the crest level of the protection. This overflow by 
"packet of sea" is also called "overtopping". 
 
Figure 1.  Visualization of the modes of crossing of a dike (sources [2]). 
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Fine representation of the phenomena of flooding using a 
modeling tool therefore requires the perfect representation of 
all of the factors described earlier to approach to the best of 
the physical reality of the phenomenon to study. 
The extent of these territories and the complexity 
resulting from road networks and drainage networks as well 
as the protective devices make 2D models the best suited 
tools for the study these territories in the event of flooding. 
TELEMAC-2D allows the calculation of free surface 
flows in such configurations [1] spread the flood initially dry 
areas corresponding to the terrestrial part of the study located 
behind the protection systems. In addition, the fact that it is 
based on a non-structured triangular mesh to represent all the 
structures (roads, ditches, dikes,...) by local refinement 
without forcing the size of mesh in the other sectors (in 
particular the marine area) and so therefore without 
increasing significantly the number of nodes. Finally, for 
some cases that require too great refinement of the mesh in 
relation to the problem posed (it is the case of dikes located 
in the interface of marine part and the terrestrial part), access 
to the sources allows the development of specific features 
such as: 
• The computation of the flow in the drainage 
networks with the possibility to represent the valves 
and the sluice gates; 
• The computation of the overflow on dikes (taken into 
account faithfully in the form of an exchange flow 
calculated at the scale of topographic survey); 
• The wave overtopping on the dikes (with the same 
finesse of description). 
Charente-Maritime coast located on the west coast of 
France, face to the Atlantic Ocean has largely been affected 
during the recent storms and Xynthia particularly in February 
2010 (53 deaths and 1.4 billion € of damages in France). The 
consequences of this storm in this region (12 deaths, 4 800 
flooded houses, 900 shellfish industries injured and 793 firm 
in trouble after the storm, 120 km of dikes damaged, 40 km 
of flooded roads and 232 km2 of flooded area) led the 
Greater La Rochelle (CDA) and the Territorial Collectivities 
of the Charente-Maritime (DDTM 17) to launch a study to 
determine the risk of marine submersion on a part of its 
territory. 
II. AREA MODELLED 
The modelled area is defined by hydraulic criteria 
(topographic for the land part). All the territory of the CDA 
potentially flooded for the most pessimistic configuration to 
study is integrated in the model. 
A. Marine area 
The outline is located about 80 km off the coast from the 
mouth of the Charente, beyond the bathymetric level  
- 50.0 m NGF IGN69. 
The northern boundary is located at the level of the 
Sables D'olonne in Vendée and the southern boundary at the 
level of Vendays-Montalivet, along the Aquitaine coast, in 
Gironde. 
All the ocean coast of the Poitou-Charentes region is thus 
covered by this model. 
The main rivers are integrated in the model. It's the Lay, 
the Sèvre Niortaise, the Charente, the Seudre, the Garonne 
and the Dordogne which form the Gironde estuary just below 
Ambès. 
This choice ensures that the various hydrodynamic 
phenomena are properly represented by the model and in 
particular the influence of fluctuating volumes of these rivers 
on the hydrodynamics of the Pertuis. 
B. Land area 
This area is essentially based on the level 6.0 m NGF in 
order to integrate all the places under the maximum water 
level potentially reached by an event. 
Taking into account this limit involves a mesh on very 
large areas, especially on the North and South of the territory 
of the CDA. These areas, bordering the Charente and Sèvre 
Niortaise estuaries are large marsh areas which were in the 
past the outlets of these rivers. 
Fig. 2 illustrates the model area. 
 
Figure 2.  The modelled area. 
C. The mesh: schematic representation of reality 
The mesh is a schematic representation of reality. 
Because of this mapping, its construction is an essential step 
in the realization of a hydraulic model study. It is essential 
that the mesh incorporates and represents the most accurately 
the reality of the land, and specifically at the level of 
structuring elements. These elements consist of particularities 
which have locally an influence on the behaviour of flows. 
On the area of study, structuring elements are many and 
various. Their treatment and how to represent them in the 
models are detailed in the following paragraphs. 
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1) Embankments and dykes: The representation of 
embankments and dykes requires good representation of the 
role of obstruction to the flow and their possibly 
submersible character. To do this, it is necessary to represent 
properly and jointly the altimetry of the foot of dikes and the 
top (crest). 
Two principles are used to this, depending on the size of 
the obstacle and the vertical heterogeneity of its crest: 
• The first is to integrate the obstacle in the mesh,  
• The second is to represent the obstacle in the form of 
two boundaries of the model and to calculate the 
flow eventually overflowing on the obstacle with the 
"classics" hydraulics laws (weir law). For coastal 
levees, the calculation of those overflows also 
integrates the characteristics of wave to determine 
the flow generated by the phenomenon of 
overtopping. 
This second method was chosen to represent the whole 
coastal dikes on the modelled area. It has the advantage to be 
able to integrate the vertical representation of the crest of the 
embankment at a small than the mesh size.  
For example, topographic survey of the protections dikes 
has an average spacing between the points identified in 50 m 
approximately. It was fully taken into account in the model. 
This method allows representing the flow that passes on a 
low point of protection, whatever its width, without requiring 
the refinement of the mesh on this particular sector.  
Note that the walls in the floodplain were not represented 
in the model; these elements have no vocation to protect 
against overflows. 
2) Buildings: It was the choice for this study to not 
represent buildings existing in the study area. 
It should however be noticed that buildings can play a 
role of barrier for the local progression of flows in dense 
urban areas. This detailed analysis is not compatible with the 
study area and thus with the resolution of the model scale 
implemented here. 
3) Lakes and gravel pits: Large gravel pits and lakes 
were represented in the models. However, there is not 
always information on the bathymetry of these areas. 
Therefore, the bottom level in these sectors was assumed 
from our land investigations and our knowledge of the 
sector. 
4) Drying network and hydraulic works: The main 
drying system (ditches, canals...) is integrated in the model.  
The lack of bathymetric information on these sectors has 
led us to use standard hydraulic sections and to impose an 
assumed bottom level for this network. The bottom level has 
been selected based on our expertise combined with the 
survey available on the hydraulic works of this network. 
An initial water level is imposed in the drying system, 
level which is lower than the overflow level of these rivers 
and which can be locally depending on reports made by 
people met during the on-site visit. 
Main hydraulic works, and particularly works 
downstream of this network, have been incorporated in the 
model. The functioning of specific works (valves, sluice 
gate...) is also integrated in the computations. 
The secondary network (ditches...) is not include in the 
model, but its outlets are however integrated. The outlet 
works is connected to the low point behind the protection, 
which means that the transfer of water from the low area to 
the sea is not represented by the model but the emptying of 
low points is achieved through those outlets. 
The storm network is not represented in the model. The 
main existing outfalls on the urban area are however 
integrated to represent the drain from the low areas of the 
floodplain. 
The model should determine the water hazards (levels 
and maximum heights of water). However, the methodology 
used to build the model allows the representation of the post-
event period and the emptying of the flooded areas. 
5) Characteristics of the mesh: The mesh of the model 
consists of 163 200 nodes and 315 500 triangular elements. 
The maritime part is composed of approximately 23 600 
nodes and 44 360 elements. 
For the terrestrial part, the mesh sizes range from 25 m 
along the coast up to 100-250 m in the distant marshes. It can 
reach 800 m in the marshes of Vendée (North of the Sèvre 
Niortaise), areas that were simply modelled to dispose of the 
potential interactions over the dike of the “Canal des 5 
Abbés”. 
The maritime mesh size varies from 5 km off within 300 
m between the Islands and the coast. At the level of the 
Pertuis Breton and Maumusson, the mesh size is around 
100 m, Fig. 3. 
The maritime mesh has been forced to properly represent 
the hydraulic sections of numerous channels and banks 
existing on this sector. This method allows the perfect 
representation of the effect of channel flows observed at the 
level of the Pertuis. 
6) Bathymetry and topography: The bathymetry of the 
maritime part of the model is taken from SHOM maps 
available on the sector. 
The topography of the land part of the model is the 
interpretation and the exploitation of a recent LIDAR survey 
of study. The topography of the crest of protection dikes 
comes from a topographic survey achieved after Storm 
Xynthia. These data have been changed during the 
calibration to best match to the altimetry of existing dikes 
during Storm Xynthia, which were for the most part lower 
than present because of the emergency work made after the 
event.
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Figure 3.  Mesh of the model. 
 
Figure 4.  Bathymetry and topography of the model. 
 
Fig. 4 shows the representation of the topography and 
bathymetry of the study. 
III. IMPLEMENTATION OF THE COMPUTATION 
Flooding taking into account swell but there is no interest 
to calculate it on the terrestrial part of the model, so we 
choice to separate TELEMAC 2D and TOMAWAC 
computations. We have therefore extracted the marine part of 
the model to calculate swell only on this area. 
This quite light "submodel" in comparison with the 
global model allow us to calculate the swell conditions fairly 
quick. However, to take into account all of the phenomena a 
first hydrodynamic calculation taking into account the tide, 
the atmospheric set-up and the wind is made with 
TELEMAC-2D. The TOMAWAC computation uses this 
result to take into account the effects of currents. The results 
obtained (wave height, period, direction and the stress 
radiation) are projected on the global model. On the land 
area, the swell result is set to 0. 
TELEMAC-2D "definitive" calculation can then be 
carried out. The result TOMAWAC (height, period and 
direction) is taken into account in the calculation of the 
overtopping of coastal protection dikes. Stress radiation 
allows taking in account the swell currents in the 
hydrodynamics. 
IV. CALIBRATION OF THE MODEL 
A. Calibration of the oceanic part for normal tide 
conditions 
The hydrodynamic model is first calibrated using level 
and speed data on the maritime part for "normal" events, Fig. 
5. That is to say with no specific hydro-meteorological 
conditions (storm surge, wind...). 
This calibration is made by comparison between water 
level evolution provided by the hydrodynamic model for an 
astronomical tide cycle in the different gauges of the study 
area and predictions provided by SHOM for these same tide 
gauges. 
This comparison is made on 19 days, from 20th February 
to 11th March 2010, in order to cover the whole tidal 
conditions that can be encountered within the study area. 
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disparity of information, the model provides a mean absolute 
deviation about 25 cm from the observations on this area. 
The model correctly represents the maximum water levels 
on all the study area. 
We could note that on the low areas behind the 
protections, the time of failure is an important control for the 
dynamic of filling and by consequence for the maximum 
water level observed. 
TABLE I.  SUMMARY OF DIFFERENCES BETWEEN OBSERVATIONS AND 
MODEL PREDICTIONS 
Cities 
Water marks 
Total 
number 
Number 
used 
% 
Mean 
deviation 
Absolute 
mean 
deviation 
Andilly 2 2 100 -0.03 0.24 
Angoulins 33 32 97 0.09 0.13 
Aytré 44 43 98 0.04 0.20 
Charron 35 35 100 -0.01 0.22 
Châtelaillon 64 54 84 -0.17 0.23 
Esnandes 26 26 100 0.15 0.21 
La Rochelle 111 86 77 -0.43 0.52 
L'houmeau 18 17 94 -0.14 0.16 
Marans 7 6 86 -0.02 0.17 
Marsilly 18 17 94 -0.06 0.22 
Nieul 37 35 95 0.03 0.16 
Saint Ouen 
d'aunis 
1 1 100 0.00 0.00 
Villedoux 2 2 100 -0.04 0.04 
Yves 53 53 100 -0.03 0.16 
Total 451 409 91 -0.11 0.26 
 
V. CONCLUSIONS 
With the inaccuracies on the initial data which have a 
direct influence on overflow volumes entering on the land 
part of the model: 
• Precise topography of the crest of the existing 
protections before the event, 
• Chronology of the failures in the works of protection 
during the storm, 
• And if we taking in account: 
• The fact that the model cannot represent very local 
hydraulic effects in the disturbed areas (walls, water 
level in buildings ...). 
• Inaccuracies (reliability) on some water marks, 
All of the analyses conducted and detailed in the 
preceding paragraphs are sufficient to consider the model 
calibrate and valid for the representation of hydro 
meteorological events generating very high water levels in 
the Pertuis as well as the representation of the dynamic 
submersions on land side. 
This model could be now used to test some reference 
events based on Storm Xynthia but also with a rise of sea 
level due to climate change. 
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Abstract— The hydraulic study was designed to evaluate the 
hydrodynamic characteristics of Piave river (Venetian Region, 
Italy), studying deeply the hydraulic safety thematic of the 
lower course of the river, in order to define the existing 
conditions and eventually propose a new framework for the 
estuary configuration. To perform the study was used the 
particularly advanced two-dimensional finite element 
mathematical model TELEMAC-2D coupled with MEFH, 
developed by CREA, currently used by Consorzio Venezia 
Nuova for the regulation of mobile gates of MOSE. The lower 
course of Piave river has been accurately modeled in a 
adequate information system GIS inside Microstation CAD. At 
first the model has been tested to reproduce the analytic 
solution found in the case of a prismatic one dimensional 
channel, representing schematically the actual lower course of 
Piave river. Then the model has been applied, among other 
things, to simulate the effects of an important flooding of Piave 
river, which occurred during the period from 25th to 29th 
November 2002. Experimental measurements of the maximum 
levels and the same historic articles of the time fully confirm 
the results of this model, describing in a timely and precise 
curve the maximum levels obtained from the model results. 
Due to these results, the Venetian Region has requested a 
revision of the existing embankment altimetry for the safety of 
the territory. The results provided by the model, in fact, did not 
have agreement with those inferred from previous studies, 
which analyzed the same flooding event. In our opinion one of 
the most important problems to solve in order to obtain 
meaningful results from this kind of applications is to 
previously determine the flow pattern by the modeller, 
characterised by the equipotential and stream lines, then 
schematising the same by using the finite element mesh.  
I. INTRODUCTION 
The Administration of Jesolo Municipality (VE) has 
entrusted the company Crea Srl a specialist professional task to 
realise a hydraulic study for the configuration of the estuary of 
Piave river in Jesolo Municipality.  
To perform the study was used a 2D finite element 
mathematical model particularly advanced, able to solve the 
equations governing the water movement in 2D hydrodynamic 
systems using the most appropriate numerical methods in 
relation to the complexity of the actual hydrodynamic 
conditions. 
In particular, the company CREA thanks to the experience 
gained through the development of its own 2D hydrodynamic 
finite element mathematical model MEFH, currently used by 
Consorzio Venezia Nuova’s Information Service relating to the 
implementation and maintenance of CRUP system and by 
Consorzio Venezia Nuova for the assessment of hydrodynamic 
and dispersive effects produced by MOSE mobile barriers, has 
taken over and adapted to the purposes of the study the 2D finite 
element mathematical model TELEMAC-2D, in turn developed 
by a group of experts led by Jean Michel Hervouet of the French 
company Sogreah [16] [17] [18] [19], integrating and 
supplementing it with their own model [10] [11] [12] [13]. 
The developed software, which we called TelmH2D, is a 
mathematical model particularly advanced and devoted to study 
specifically the hydrodynamics of rivers, gathering all the 
bathymetric and hydraulic information of the finite elements of 
the mesh in a interactive development environment 
Microstation, in which the real physical system of Piave river, 
from the town of Zenson to the town of Cortellazzo, located at 
the river estuary, has been faithfully modeled with the necessary 
care to represent each particular discontinuity of the real 
physical system. 
In the preliminary phase the model was tested in the case of 
a prismatic horizontal channel equivalent to the real Piave river, 
comparing the results provided by the model with those relating 
to a known analytical solution. 
Subsequently, the attention has been devoted to investigate 
the critical flood wave propagation of the period since 25th to 
29th November 2002, critically rebuilt by examining some of 
the studies previously realised. 
II. THE MATHEMATICAL MODEL 
TELEMAC-2D is an ideal modelling framework for the 
river environment due to its finite element grid which allows 
graded and refined mesh resolution. The model is based on 
the shallow water Saint-Venant equations of momentum and 
continuity, derived from the Navier-Stokes equations by 
taking the vertical average. A hydrostatic assumption is valid 
in this application where bed slopes are small and, hence, 
vertical accelerations caused by the pressure are balanced by 
gravity. The shallow water equations are solved either in a 
fully coupled mode or with the help of a wave equation, 
depending on the option chosen. Several advection schemes 
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are available depending on the type of flow. One of the most 
interesting and key features of TELEMAC-2D, 
characterising it from all the other finite element 
mathematical models, is the consideration of the 
characteristic method in order to solve the most difficult part 
of the Saint Venant equations, i.e. the non-linear advection 
terms. Other options include the streamline-upwind Petrov-
Galerkin scheme (SUPG), in the conservative and non-
conservative forms, and residual distributive schemes such as 
the N-scheme and PSI-scheme. TELEMAC-2D solves the 
turbulence model with four different methods, i.e. the 
classical k ε−  model, Elder, Smagorinski and constant 
isotropic diffusion. The matrix-storage in TELEMAC is 
edge-based and several linear solvers are available in the 
BIEF library, including conjugate gradient, conjugate 
residual, CGSTAB and GMRES solvers. TELEMAC-2D is 
fully parallelised using MPI.  
CREA company has integrated this formidable software 
TELEMAC-2D with another finite element mathematical 
model, MEFH, developed by the same company to study the 
Venice lagoon hydrodynamic problems. Among the other, in 
MEFH is used a different method to assign the boundary 
condition to closed boundaries. MEFH routines, written in 
F90 like the main code TELEMAC-2D, have been added and 
linked, assembling the new model, called by the company 
TelmH2D.  
This approach has given the possibility to use the 
interactive environment developed for the Venice lagoon 
inside Bentley Microstation CAD to create the input data GIS 
and the output for the model results. The preprocessor 
PreM2d to the data and the postprocessor PstM2d for the 
model results, also developed by Crea Company, were used 
to manage the interactivity with the user. 
III. THE LOWER COURSE OF PIAVE RIVER 
The lower course of Piave river, between Zenson del 
Piave (TV) and Cortellazzo (VE), has different 
characteristics along the river course.  
The most meandering part is comprised between the 
towns of Zenson and San Donà along a reach equal to about 
14 [Km], where the width of the watercourse is reduced to 
less than 100 [m] (Fig. 1). At the same time, the overall 
width of the hydraulic section varies between 250 and 1000 
[m], due to large alluvial expansions following the main 
course of the river. Downstream San Donà till to Eraclea, for 
a reach equal to about 10 [Km], the Piave river follows a 
straight path and its cross section has a width practically 
constant, around 100 ÷ 130 [m] (Fig. 2). The river is enclosed 
between embankments rising about 4 to 5 [m] over the 
surrounding land while the river bed is, on average, about 10 
[m] deep respect to the embankment plan, occupying the 
greater part of the liquid section. From the bridge of Eraclea 
to the estuary at Cortellazzo, for a distance approximately 
equal to 9 [Km], the river course again assumes a 
meandering path, characterised by enlargements of the 
section in the last meanders (Fig. 3). 
 
Figure 1.  Piave river between Zenson and San Donà. It may be noted both 
the meandering path, both the large areas of floodplain between the 
embankments of the watercourse. 
 
Figure 2.  Piave river between  San Donà and Eraclea. The river is straight 
without alluvial zones. 
 
Figure 3.  Piave river between Eraclea and the mouth of Cortellazzo.  
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Shortly before the mouth, at Cortellazzo (VE), Piave river 
is connected to the Venetian coastline waterway through two 
navigation locks currently disused and opened. The waters of 
Piave river can then penetrate freely in the watercourses of 
the channels Revedoli, on the left bank, and Cavetta, on the 
right one. 
IV. CASE STUDY I: EQUIVALENT PIAVE RIVER 
In order to assess the accuracy of the mathematical 
model, TelmH2D has been applied to the case of a schematic 
channel able to represent Piave watercourse. 
To achieve this goal, the first step has been to evaluate 
either the volume with respect to the sea level, either the 
liquid surface and the length of Piave watercourse from 
Zenson and the mouth. The watercourse of Piave river has a 
total volume under the sea level approximately equal to 
14104800 [m3], a liquid surface totalling 3235700 [m2] and 
a length of about 33600 [m], corresponding to an average 
width equal to 97.30 [m] and a mean depth equal to 4.539 
[m]. To represent the watercourse has been assumed, then, a 
rectilinear schematic channel of length equal to 33000 [m], 
width 100 [m] and horizontal bottom. Since the liquid 
surface is, in this case, equal to 3300000 [m2], the equivalent 
depth has been evaluated equal to 4.274 [m]. 
The schematic channel has been, therefore, represented 
by a finite element mesh consisting of four flow tubes, each 
of width equal to 25 [m]. The length of the elements, in the 
direction of flow, has been assumed to be equal to 100 [m]. 
The Strickler roughness of the channel has been assumed to 
be 35 [m1/3/s]. 
The initial part of the channel is represented in Fig. 4. 
The schematic outline of the channel needed 2640 finite 
elements corresponding to 1655 nodes. 
The hydrograph imposed at the upstream section of the 
watercourse is represented in Fig. 5. The hydrograph 
reproduces, in its rising phase, the catastrophic flood event of 
3-5 November 1966. After reaching the maximum value of 
3740 [m3/s], the flow was kept constant to determine 
conditions of permanent motion in the channel. 
The level at the downstream section of the channel has 
been kept constant at a height of 1.00 [m] over the sea level. 
In the schematic channel, then, some control points have 
been placed at a mutual distance of 5500 [m]. An upstream 
section PIAVE INP has been identified, together with five 
intermediate sections PIAVE 01, PIAVE 02, PIAVE 03, 
PIAVE 04, PIAVE 05 and, finally, the downstream section 
PIAVE OUT. A cross section, PIAVE MAIN, which runs 
throughout the axis of the channel, has also been introduced 
to derive the water level profiles in different moments of the 
simulation.  
In Fig. 6, where the velocities at all control points are 
shown, one can observe the extremely high velocity (almost 
7 [m/s]) that appears at the mouth of the channel, section 
PIAVE OUT. 
 
Figure 4.  The lower course of Piave river has been schematised by an 
equivalent prismatic channel having length 33000 [m], width 100 [m] and 
depth 4.274 [m]. The channel mesh has been represented by four flow tubes 
of finite elements, each of width equal to 25 [m] and length 100 [m].  
 
Figure 5.  Hydrograph at the upstream section of the schematic channel, 
reproducing in its rising phase the flood event of 3-5 November 1966. After 
reaching the maximum capacity of 3740 [m3/s], the flow has been kept 
constant to determine conditions of permanent motion in the channel. 
 
Figure 6.  Velocities calculated by the model corresponding to the control 
sections arranged along the channel at a distance of 5500 [m]. One can 
observe the extremely high velocity (almost 7 [m/s]) appearing in the 
section at the mouth of the channel PIAVE OUT. 
 
The shown test case of the schematic channel, with 
average characteristics similar to the lower course of Piave 
river from Zenson to the mouth, assumes a very special 
importance not only because it provides information relating 
to an extreme event for the river but, above all, because it is 
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possible, in the permanent motion conditions achieved during 
the terminal phase of the simulation, to compare the solution 
provided by the model with that one obtained analytically by 
solving, directly, the Saint Venant equations. 
To calculate the analytical solution on considers, then, the 
specific energy E  associated to a generic section of the 
channel, relating to the sum of kinetic and potential energies: 
 
2
2f
vE Z h
g
= + +  (1) 
where fZ  is the bottom altitude [m], h  the water depth [m], 
v  the water velocity [m/s] and g  the gravitational constant 
[m/s2].  
The momentum conservation equation allows writing, 
then, the following relation: 
 E J
x
∂ = −∂  (2) 
being J  the continuous energy loss according to Chézy 
formula:  
 
2
2
h
vJ
C R
=  (3) 
in which C  is the Chézy coefficient [m1/2/s] and hR  the 
hydraulic radius [m].  
In the case of a large rectangular section, in which the 
hydraulic radius hR  is almost equal to the water depth h , 
and considering the Strickler formula 1/6s hC k R=  on obtains: 
 
2
2 2 10/3
s
QJ
B k h
=  (4) 
where Q  is the flow [m3/s], B  the channel width [m] and sk  
is the Strickler friction coefficient [m1/3/s].  
Since in the prismatic channel with horizontal bottom fZ  
is constant, therefore its derivative along the x -axis of the 
channel is null. Then we have: 
 
2 2
2 2 2 3
2
2 3
1 1
2
1
E h Q h Q h
x x x x xgB h gB h
Q h
xgB h
∂ ∂ ∂ ∂ ∂ = + = − = ∂ ∂ ∂ ∂ ∂ 
  ∂−  ∂ 
 (5) 
Substituting (5) and (4) in (2) one obtains: 
 
2 2
2 3 2 2 10/31
s
Q h Q
xgB h B k h
  ∂− = −  ∂ 
 (6) 
directly integrable, by separating the variables, from 
( )0 00,P h , being 0 4.274 1.000 5.274h = + =  [m], to ( ),P x h : 
 
0
2 2 10/32
2 3 2
0
1
h x
s
h
B k hQ dh dx
gB h Q
 − =  ∫ ∫  (7) 
Executing the integration of (7), after few simple 
analytical steps here omitted, on obtains the following 
expression, which provides the theoretical solution of the 
problem: 
 ( ) ( )22 4/3 4/3 13/3 13/30 021 13 4 13s Bk h h h h xg Q − − − =    (8) 
In Fig. 7 is shown the comparison between the theoretical 
solution, expressed by (8), and the results provided by the 
model TelmH2D, relating to the depth h  of the profile 
PIAVE MAIN. From this comparison between the theoretical 
solution and that provided by the model, one may observe the 
accuracy of the results obtainable by the application of 
TelmH2D to 2D hydrodynamic systems. 
 
Figure 7.  Comparison of the theoretical solution (8) and the results 
provided by the model TelmH2D relative to the water depth profile for a 
schematic channel equivalent to the Piave watercourse between Zenson and 
the mouth. For the design of the prismatic channel the liquid surface, the 
volume andthe total length of Piave between Zenson and the mouth have 
been conserved. The comparison shows the precision obtainable using the 
model in case of 2D hydrodynamic systems. 
V. CASE STUDY II: LOWER COURSE OF PIAVE RIVER 
A. Schematisation of topo-bathymetric plan 
Relating to the topo-bathymetric data affected by the 
study, the High Adriatic Sea Authority (VE) has made 
available its DEM database, with its orthophotos, taken over 
in 2004. 
The grid was then imported not only verifying the exact 
location of the spatial data, but assigning, at each point, a 
default colour connected to a specific locally graduated scale. 
Local reference for the colour allocation, where individual 
cells of the grid corresponding to a single ASCII file have 
referred, was related to the local average altitude computed in 
advance for the same ASCII file. Applying this methodology 
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it was possible not only to rebuild the entire topo-bathymetric 
plan, but also take advantage of specific colour references to 
determine barriers and embankments along the river, then 
essential information which was found at the time of 
designing the finite element mesh. 
The detail of the reconstruction of the topo-bathymetric 
plan of Piave river basin from Zenson to San Donà is shown 
in Fig. 8.  
B. Finite element schematisation 
The most important problem to obtain meaningful results 
from the applications of mathematical models is to determine 
the mean size, and thus the number of finite elements, to be 
used in the schematisation of hydrodynamic system. 
In particular, two conflicting requirements collide: the 
first is to increase, as far as possible, the size of finite 
elements and decrease the number of the nodes with which 
the solution is calculated, to not excessively burden the 
required computational effort; the second is to increase the 
number of finite elements and of the calculation points, to 
simulate with more detail and precision the situation of the 
watercourse, taking into account also that, at least from a 
theoretical point of view, there is no lower limit to the size of 
finite elements. 
In the quest to simultaneously meet both the needs the 
Piave river, between the sections of Zenson del Piave and the 
mouth of Cortellazzo, aside from Cavetta and Revedoli 
channels, was schematised by about 3600 triangular finite 
elements, corresponding to a scatter of over 2200 nodes (Fig. 
9). 
In particular, the whole fluvial course was schematised by 
four flow tubes, corresponding to the mainstream, as well as 
other two partially submergible flow tubes, corresponding to 
the banks of the Piave river. 
 
Figure 8.  Detail of the reconstruction of the topo-bathymetric plan of 
Piave river basin from Zenson to San Donà derived from the ASCII files in 
ESRI GRID format. It can be seen both the meandering path of Piave river 
and the large alluvial areas comprised between the river embankments. 
Particular attention has been paid to the schematisation of 
all alluvial areas existing along the river, either in the initial 
part of the river, between the towns of Zenson and San Donà 
and, especially, in the final part at Cortellazzo (Fig. 10), an 
area of particular interest to this study. In these areas has 
been sought, with careful examination, the alleged texture of 
the flow field that is established in critical condition of flow, 
dividing the same flow field in flow tubes through the 
preliminary identification of any current and equipotential 
lines. 
C. Hydrological flood event of 2002 
The event of 2002 did not result in a real flood, despite 
having constituted much more than just an emergency. In 
fact, in the period 25/11/2002-29/11/2002 the water level of 
 
Figure 9.  Schematisation of Piave river. The Piave river, between the 
sections of Zenson del Piave and the mouth of Cortellazzo, aside from 
Cavetta and Revedoli channels, was schematised by about 3600 triangular 
finite elements, corresponding to a scatter of over 2200 nodes 
 
Figure 10.  Schematisation of Piave river in the area of Cortellazzo. A 
particular attention has been devoted to the alluvial area schematisation, 
individuating the alleged texture of the flow field established in critical 
condition of flow and dividing the same field in flow tubes through the 
preliminary identification of any current and equipotential lines. 
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Piave river has raised to almost lick the summit portion of the 
banks of the river, causing great alarm for the whole 
population. 
The flood of the period in question was preceded, inter 
alia, by another significant flood event, with the peak day 
20/11/2002, which helped to soak and further weaken the 
banks of the river. 
Since in relation to this flood event the hydrographical 
section of Busche (BL) has remained in complete efficiency, 
the flow of the watercourse has been adequately monitored 
and measured, constituting a reliable boundary condition for 
the mathematical model. A graph relative to the flow at 
Zenson del Piave, the upstream section of the model, is 
shown in Fig. 11. 
In relation to the same event, the concomitant level tide in 
the Adriatic Sea has been applied as boundary condition at 
the mouth of Cortellazzo. 
Strickler friction coefficients sk  have been assumed 35 
[m1/3/s] for the main channel finite elements, 25 [m1/3/s] for 
bank elements and 20 [m1/3/s] for alluvial elements. 
To execute the simulation by means of TelmH2D, 
particular options regarding the algorithms allowed by the 
model have been applied. The most relevant are: 
• the system of equations were coupled; 
• the water depth h  was solved using the SUPG in the 
conservative form, without unwinding operations; 
• the velocities u  and v  were solved using the 
characteristics method with the modified SUPG 
method; 
• the turbulence model was the Elder one; 
• the flooding and dry process for alluvial areas was 
the level gradient method; 
• the used solver was the generalised residual method. 
The model has been run in Microstation CAD 
environment, using the pre-processor and the post-processor 
developed by CREA. 
In Fig. 12, as an example, it is shown the velocity field 
and the contour lines for elevation in a particular instant, 58 
[h] since the beginning of the simulation, at the mouth of 
Cortellazzo. 
The application interest is not distributed evenly across 
the whole flood event simulated but is concentrated in the 
period between the days 25/11/2002 and 29/11/2002, in 
which Piave river has actually risked to overflow and to flood 
the surrounding land. 
To assess the flood propagation effects along the course 
of Piave river between Zenson and the mouth on considers, 
with a single image, all levels connected together in a unitary 
overall profile in the different instants of flood phenomenon. 
 
Figure 11.  Graph relative to the flow at Zenson del Piave, the upstream 
section of the model, in the period 15/11/2002-29/11/2002. 
 
Figure 12.  Microstation CAD environment to show model’s results. As an 
example, it is shown the velocity field and the contour lines for elevation in 
a particular instant 58 [h] of the simulation at the mouth of Cortellazzo. 
In Fig. 13 these profiles are detected with an interval of 4 [h] 
since the beginning of the simulation November 24th, 2002 
at 24 [h]. 
It may be noted that, according to the realised 
hydrodynamic finite element model, the maximum level of 
the flood wave is approximately equal to 10.68 [m] at Zenson 
after 48 [h] from the beginning of the simulation. 
The most interesting phenomenon appears near the 
mouth, where the water level shows a sudden decrease in 
proximity of the mouth itself, at the point where Piave river 
connects, on the right bank, the Cavetta channel. This result 
could be foreseen by observing the graph of Fig. 7 relative to 
the profile of the depth in the case of a schematic channel. 
In Fig. 14 it is shown the plot of the maximum level 
envelope provided by the model during the flood event of 25-
29 November 2002 along the Piave River between Zenson 
and Cortellazzo. 
By analysing the profile of the maximum level envelope 
shown in Fig. 14, resulting from the application of the 2D 
finite element hydrodynamic model, it appears near the 
mouth, where it detaches, on the orographic right, the Cavetta 
channel, a sharp decrease of the level. The results obtained 
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Figure 13.  Profiles of the levels along Piave River between Zenson and 
Cortellazzo, detected, with an interval of 4 [h], since the beginning of the 
simulation November 24th, 2002 at 24 [h]. It may be noted that, according 
to the realised hydrodynamic finite element model, the maximum level of 
the flood is equal to 10.68 [m] at Zenson 48 [h] from the beginning of the 
simulation. It can be seen that the levels decrease sharply only near the 
mouth, even downstream of Cavetta channel placed at only 1300 [m] from 
the sea mouth of Piave river. 
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Figure 14.  Plot of the maximum levels’ envelope during the flood event of 
25-29 November 2002 along the Piave River between Zenson and 
Cortellazzo, provided by the finite element hydrodynamic model. The 
results obtained by means of the model TelmH2D show a rapid decrease in 
the free surface at the point where it detaches, on the right bank, the Cavetta 
channel. The narrowing of the section in that point of the river supports an 
increase in the hydrometric levels throughout the course of the river, until 
to Zenson. The profile obtained from the application of this model shows 
both the attainment of the top of the bank at Eraclea, both the need to raise 
the embankment in this tract of embankment with sandbags to protect the 
town, both the situation of great alarm and emergency throughout the whole 
Sandonatese and, in general, for all the lower course of Piave river, 
including Jesolo, as confirmed by the chronicles of the time. 
by the application of TelmH2D model confirm that the 
narrowing of the section at that point of the watercourse 
supports an increase in the hydrometric level throughout the 
course of the river, until to Zenson. 
As there were no precise measurements on water levels 
reached along the river embankments, we report, as factual 
evidence, two articles appeared in the Gazzettino of Venice 
the 28/11/2002, one of which written by G. Bedin. At least 
the macroscopic effects on the territory, the attainment of the 
top embankment at Eraclea, the intervention of the Civil  
 
 
 
Figure 15.  ‘Il Piave è straripato a Eraclea’ (‘The Piave river burst its banks 
at Eraclea’). Article published on Gazzettino of Venice, 28.11.2002 p. 4 
which shows the flooding of the Piave River at Eraclea without causing 
serious damage. 
 
 
Figure 16.  ‘‘Il Piave esonda a Eraclea’ (‘The Piave river overflows at 
Eraclea’). Article published on Gazzettino of Venice, 28.11.2002 p. 6 by 
Gianfranco Bedin. The article describes the profile of the maximum levels 
provided by the model TelmH2D of Fig. 14 as better it couldn’t. The profile 
obtained from the application of this model, in fact, shows both the 
attainment of the top of the bank at Eraclea, both the need to raise the 
embankment in this tract of embankment with sand bags, both the situation 
of great alarm and emergency for all the Sandonatese and, in general, for all 
the lower course of Piave. 
Protection and the sensations caused by that event on the 
population appear clarified. 
VI. CONCLUSIONS 
The model TelmH2D has been used to study the 
hydraulic framework of the lower course of Piave river 
(Italy). This model consists by coupling two 2D finite 
element models, the first TELEMAC-2D, extremely 
powerful, versatile to solve hydrodynamic and dispersive 
problems in the case of rivers, the other MEFH developed by 
CREA in the case of the Venice lagoon. 
This coupling has given the possibility to use the 
interactive environment developed by CREA for the Venice 
lagoon inside Bentley Microstation CAD to create the input 
data GIS and the output for the model results. The pre-
processor PreM2d to the data and the postprocessor PstM2d 
for the model results, also developed by Crea Company, were 
used to manage the interactivity with the user. 
At first the model TelmH2D has been tested in the case of 
a prismatic channel having characteristics equivalent to the 
real lower watercourse of Piave river. After having found an 
analytical solution for this simple case in permanent motion 
conditions, the model results have been compared obtaining a 
perfect approximation of the same solution. 
Subsequently the model has been applied to simulate the 
hydrological flood event of the period 25/11/2002-
29/11/2002. During this event the water levels of Piave river 
have raised to almost lick the summit portion of the banks of 
the river, causing great alarm for the whole population. 
This study has achieved an important result. Before this 
study it was believed that Piave river could transport a 
discharge near to or more than 3000 [m3/s]. These, in fact, 
were the conclusions obtained by the previous researches 
realised to analyze the hydraulic behaviour of Piave river. 
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On the other side we have to remember, also, that this 
river was responsible, in November 1966, of a very 
catastrophic flooding event for its entire basin, with great 
damages and many deaths. 
On the contrary, this study demonstrates, unequivocally, 
that the maximum value of the flow that can be transported 
by the lower course of Piave river is 2000 [m3/s], diminishing 
a lot the return time for the river flooding and, at the same 
time, increasing the need for action to prevent further 
catastrophic events. 
As a result of our experience we believe that, in order to 
obtain good results from the application of mathematical 
models, two components are necessary, both extremely 
important. 
The first one is naturally constituted by the need to use a 
mathematical model of an undoubted quality as TELEMAC-
2D, which, for example, is able to solve the nonlinear terms 
of the hydrodynamic two-dimensional shallow water 
equations with the most appropriate method of the 
characteristic curves. 
The second, fairly important in our experience, is tied to 
the design of the finite element mesh, which must be able to 
follow the cross linked flow constituted by the orthogonal 
curves of the current and equipotential lines, a priori 
identified by the skilful designer engineer. 
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Abstract—When a tsunami has a large source area it may be 
the case that important wavelengths of the resulting tsunami 
wave are in the shallow water domain (i.e. wavelength is 
greater than 20 times the water depth). In this case 
TELEMAC-2D should be suitable. If shorter wavelengths are 
important then the best approach could be to use TELEMAC-
3D non-hydrostatic. 
TELEMAC-2D should be tested for ability to model wave 
propagation correctly as well as diffraction and refraction 
phenomena. In this case, it is not expected that the inundation 
behaviour will be represented in the same model as the 
propagation to near shore is modelled using the wave equation 
formulation in TELEMAC-2D and the inundation phase (if 
required) will use the finite volume (kinetic scheme) in 
TELEMAC-2D. 
So it is important to find analytical or laboratory test cases that 
are within the shallow water equations’ limit of validity. Some 
such test cases have been identified and the performance of 
TELEMAC-2D in comparison is presented in this paper. 
I. INTRODUCTION 
To be used for tsunami propagation modelling it is 
important that a flow model be able to propagate waves a 
long way across oceans with small energy dissipation, 
especially where the wave is of small amplitude in great 
water depth. It should also be able to refract waves under 
conditions of varying water depth and diffract around 
structures and islands. It should evolve the wave shape 
correctly in going into shallower water. 
TELEMAC has many possible options for the modelling 
of tsunami propagation. For example, TELEMAC-2D wave 
equation formulation or primitive equations or Roe scheme 
or Kinetic scheme first or second order or Boussinesq 
equations or TELEMAC-3D hydrostatic or non-hydrostatic. 
When a tsunami has a large source area it may be the case 
that important wavelengths of the resulting tsunami wave are 
in the shallow water domain (i.e. wavelength is greater than 
20 times the water depth). In this case TELEMAC-2D should 
be suitable. If shorter wavelengths are important then the best 
approach could be to use TELEMAC-3D non-hydrostatic. 
TELEMAC-2D should be tested for ability to model 
wave propagation correctly as well as diffraction and 
refraction phenomena. In this case, it is not expected in 
general that the inundation of dry land will be represented in 
the same model. This is because the propagation to near 
shore is modelled using the wave equation formulation in 
TELEMAC-2D and the inundation phase (if required) will 
use the finite volume (kinetic scheme) in TELEMAC-2D. 
So it is important to find analytical or laboratory test 
cases that are within the shallow water equations’ limit of 
validity. Some such test cases have been identified and the 
performance of TELEMAC-2D in comparison is presented. 
II. TESTING TELEMAC-2D SUITABILITY FOR TSUNAMI 
PROPAGATION 
The test cases considered here are cases where the waves 
are long and so can be simulated using the shallow water 
equations. The first two cases are of wave diffraction 
occurring at the point of a semi-infinite breakwater [1] and 
refraction around a circular island [2]. Both of these 
processes are extremely important as tsunami waves travel a 
long way and are subject to diffraction around islands, 
headlands etc., and are subject to refraction wherever there 
are significant variations of water depth. A third test case is 
the Monai tsunami physical model test case [3]. 
A. Diffraction by semi-infinite breakwater [1] 
This case is the analytical solution for a sinusoidal train 
of waves travelling north and diffracting around the tip of a 
semi-infinite breakwater along the positive x-axis as depicted 
in Fig. 1. 
The TELEMAC-2D flow model was run using the wave 
equation formulation and no friction or viscosity. The 
implicitation coefficients were taken as 0.501 (the model is 
second order accurate if implicitation = 0.5, but on the edge 
of instability as the scheme is unstable if implicitation < 0.5) 
and the free surface gradient compatibility was taken as 0.9 
(recommended value). The water depth was taken uniform so 
that the wave celerity is constant everywhere. The water 
depth was also taken sufficiently low that the wave length 
was greater than 20 times the water depth and so the shallow 
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Abstract—We present the newly added (in TELEMAC-2D) 
finite volume schemes (Zokagoa, Tchamen, HLLC and WAF), 
which give the possibility for users to choose the scheme suited 
for each kind of application. Depending on the chosen scheme, 
several interesting numerical properties are obtained. Indeed, 
the mass conservation, the positivity of water depth, wetting 
and drying, shock capturing and small numerical diffusion are 
proved and/or observed. The treatment of a tracer transport in 
a coupled/split way is not implemented yet and will be the 
subject of future developments.  
I. INTRODUCTION 
We try in this paper to present briefly the new finite 
volumes (FV) schemes added to TELEMAC-2D in version 
V6P1 and V6P2. We aim to give a theoretical base for users 
to understand the algorithmic and the implementation aspects 
in order to help them toward an optimal use. 
We do not claim a complete originality through this 
work. Indeed, the HLLC, for instance, is a well-known and a 
widely used scheme. Nevertheless, the remaining schemes 
are introduced on a vertex-centered 2D unstructured meshes 
for the first time (as far as we know). Moreover, some major 
numerical novelties dealing with the WAF scheme are 
introduced for the first time and are an exclusivity of 
TELEMAC-2D. 
II. TELEMAC-2D FINITE VOLUMES FRAMEWORK 
A. The Saint Venant equations 
We recall the Saint-Venant equations written in a 
conservative form: 𝜕𝑼𝜕𝑒𝑒 +  𝜕𝑮(𝑼)𝜕𝑒𝑒 + 𝜕𝑯(𝑼)𝜕𝑒𝑒 = 𝑺(𝑼) 𝑜𝑛 Ω × [0, Ts]  
where     𝑼 =  � ℎℎ𝑠𝑠ℎ𝑣�, 𝑮(𝑼) = � ℎ𝑠𝑠ℎ𝑠𝑠2 +  12𝑔ℎ2ℎ𝑠𝑠𝑣 � ,  
𝑯(𝑼) = � ℎ𝑠𝑠ℎ𝑠𝑠𝑣ℎ𝑣2 + 12𝑔ℎ2�, 𝑺(𝑼) =  � 0𝑔ℎ�𝑆0𝑥 − 𝑆𝑓𝑥�𝑔ℎ�𝑆0𝑦 − 𝑆𝑓𝑦��,  
𝑺𝟎 = �𝑺𝟎𝒙 =  𝝏𝒛𝝏𝒙𝑺𝟎𝒚 =  𝝏𝒛𝝏𝒚�, 𝑺𝒇 =  �𝑺𝒇𝒙 =  
𝒏𝟐𝒖�𝒖𝟐+𝒗𝟐𝒉𝟒𝟑𝑺𝒇𝒚 =  𝒏𝟐𝒗�𝒖𝟐+𝒗𝟐𝒉𝟒𝟑 � 
where h=η-z is the water depth, η is the free surface, z is the 
bathymetry, (u,v) are the x and y components of the velocity, 
g is the gravity acceleration, n is the Manning roughness 
coefficient and Ts is the simulation time. 
This system is widely studied in the literature, we recall 
here some of its main properties: 
• It is strictly hyperbolic for h>0 and loses its 
hyperbolicity for h=0. This means that water depth 
could vanish and dry areas may appear in the 
domain. 
• It has an entropy inequality (α�) related to physical 
energy (α): 𝜕𝛼�(𝑈𝑈)𝜕𝑡 +  𝜕𝐺�(𝑈𝑈)𝜕𝑒𝑒  ≤ 0 
where 𝛼(𝑈𝑈) = ℎ𝑢22 + 𝑔ℎ22 , 𝐺(𝑈𝑈) =  �ℎ𝑢22 +  𝑔ℎ2� 𝑠𝑠, 
 𝛼�(𝑈𝑈, 𝑧) =  𝛼(𝑈𝑈) +  ℎ𝑔𝑧, 𝐺�(𝑈𝑈, 𝑧) =  𝐺(𝑈𝑈) + ℎ𝑔𝑧𝑠𝑠 
• It admits non trivial steady states, such as the lake at 
rest (i.e. h+z=cst for u=0). 
B. The finite volume framework 
We present here the general framework of the finite 
volume approach used for all the schemes of TELEMAC-2D. 
The entire domain Ω is subdivided into N sub-domains called 
control volumes Ki associated to a vertex i. In TELEMAC-
2D, we use a vertex-centred approach based on “dual mesh”. 
Specifically, the dual cell is obtained by joining the centres 
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of mass of the triangles Ti  surrounding the vertex i, see 
Fig. 1.  
 
Figure 1.  Finite volume framework in TELEMAC-2D 
After integration over the control volume defined by 
Fig. 1 and using the Gauss theorem, last equation gives: 𝑈𝑈𝑛+1 = 𝑈𝑈𝑛 −  �𝜎𝑖𝑗𝐹�𝑈𝑈𝑖𝑛 ,𝑈𝑈𝑗𝑛 ,𝑛𝑖𝑗� −  𝜎𝑖𝑗𝐹(𝑈𝑈𝑖𝑛 ,𝑈𝑈𝑒𝑛 ,𝑛𝑖)𝑚𝑖𝑗=1
+  Δ𝑡 𝑆𝑖𝑛  
where 𝐹�𝑈𝑈𝑖𝑛 ,𝑈𝑈𝑗𝑛 ,𝑛𝑖𝑗� is an estimation of the normal 
component of the flux F(𝑈𝑈).𝑛 along the edge Γ𝑖𝑗 separating 
the nodes i and j. 
To have a finite volume method, it is enough to prescribe 
a numerical flux F and a numerical source term Si. 
III. PRESENTATION OF THE NEW SCHEMES  
In TELEMAC-2D, there exists already Roe and (first and 
second order in space) kinetic schemes. We will not present 
these two schemes in this paper. We will focus only on the 
newly added schemes, i.e. Zokagoa, Tchamen, HLLC and 
WAF.  
A. Zokagoa and Tchamen schemes 
We present these two schemes together since they make 
similar assumptions and have similar formulations of their 
numerical fluxes. The peculiarity of these schemes is that the 
numerical flux is calculated assuming a new set of unknowns 
where the first component is the free surface elevation η and 
no more the water depth h. They are recommended for 
problems with important wetting and drying sequences. See 
[4] for more details.  
These two schemes are based on the discretisation of the 
geometrical source term 𝑔 ∫ ℎ∇𝑧 𝑑Ω𝐾𝑖 . Substituting z by η − h gives: � ℎ∇𝑧 𝑑Ω𝐾𝑖 =  � ℎ∇𝜂 𝑑Ω −  � 12 ℎ∇h2 𝑑Ω𝐾𝑖𝐾𝑖  
Since ∫ 12ℎ∇h2 𝑑Ω𝐾𝑖  exists in the advection part, the 
geometrical source term becomes: 𝐒bi = � 𝑔ℎ∇η 𝑑Ω𝐾𝑖  
Several strategies could be used for the discretisation of 
this integral. We give hereafter the ideas of Tchamen and 
Zokagoa: 
• Tchamen proposed a local linearisation of Sbi: 
Sbi = h� ∫ g∇η dΩKi  , whereh� is a mean value of the 
water depth in the cell, defined with respect to 
conservation properties and interface states 
(wet/dry). 
• Zokagoa proposed a nonlinear model derived in 
order to compute more accurately the propagation of 
discontinuities. The water depth is substituted by the 
difference between the free surface and the bottom 
levels:  h=η−z, but with the constraint h=η−z> 0, 
which gives: 
 Sbi = ∫ gh∇η dΩKi =  ∫ gh∇ η2 2 dΩ −  ∫ gz∇ηdΩKi  Ki . 
In a similar way, by assuming z = z� on the control 
volume, the source term is approximated as:  
Sbi ≈ g∫ ∇ �η22 − zη����  dΩKi  
The final fluxes are given by: 
 
 
where 𝑠𝑠𝑘,𝑛 =  𝑠𝑠𝑘𝑛𝑖𝑗𝑥 + 𝑣𝑘𝑛𝑖𝑗𝑦  and 𝑣𝑘,𝑛 =  𝑣𝑘𝑛𝑖𝑗𝑥 +𝑠𝑠𝑘𝑛𝑖𝑗𝑦 . In TELEMAC-2D, two choices are possible 
for the updwinding Dij: 
• Toro’s choice (default): 𝐷𝑖𝑗 = 𝑠𝑠𝑎𝑒𝑒��𝑠𝑠𝑖,𝑛� +�𝑔ℎ𝑖   , �𝑠𝑠𝑗,𝑛� + �𝑔ℎ𝑗   � 
• Zokagoa’s choice:  𝐷𝑖𝑗 =  𝜆𝑖𝑗 = 𝛼 𝑠𝑠𝑎𝑒𝑒��𝑠𝑠�𝑖,𝑛 −?̃?𝑖,𝑛�, �𝑠𝑠𝑗,𝑛�, �𝑠𝑠�𝑖,𝑛 + ?̃?𝑖,𝑛��, where 0 ≤ 𝛼 ≤ 1, 𝑠𝑠�𝑖,𝑛 = 𝑢𝑖,𝑛+ 𝑢𝑗,𝑛2  and ?̃?𝑖,𝑛 = �ℎ𝑖+ ℎ𝑗2  
B. HLLC scheme 
The HLLC (C standing for Contact, the missing 
intermediate wave) is an amelioration proposed by Toro et 
al.[1] of the basic HLL (Harten, Lax, van Leer) scheme.  
Indeed, the HLL scheme requires estimates of the wave 
speeds SL and SR of the left and right waves present in the 
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solution of the Riemann problem defined with data UL = 𝑈𝑈𝑖𝑛, 
UR = 𝑈𝑈𝑖+1𝑛 and corresponding fluxes FL = F(UL ), FR = F(UR) 
(see Fig. 2). To consider the effect of the intermediate waves, 
such as shear waves and contact discontinuities, another 
intermediate speed, called S*, has to be considered. 
 
Figure 2.  Structure of the solution of the Riemann problem  
described above. 
The general solution of the Riemann problem defined 
above is: 
The three star states are: 𝑼∗𝐾 = ℎ𝐾 �𝑆𝐾 − 𝑈𝑈𝐾𝑆𝐾 − 𝑆∗ � � 1𝑆∗𝑣𝐾� 
with k = L,R. 
The corresponding HLLC flux is: 
 
The star components of the flux can be obtained, for 
instance by applying the Rankine-Hugoniot condition for 
each of the waves; which gives: 
 
where the water depth and normal component of the velocity 
in the star region are given by: ℎ∗𝐿 = ℎ∗𝑅 = ℎ∗ 𝑠𝑠∗𝐿 = 𝑠𝑠∗𝑅 = 𝑠𝑠∗ 
and the tangential velocity component: 
𝑣∗𝐿 =  𝑣𝐿 𝑣∗𝑅 = 𝑣𝑅  
where ℎ∗ =  (ℎ𝐿 + ℎ𝑅)2 − 14 (𝑠𝑠𝑅−𝑠𝑠𝐿)(ℎ𝐿 + ℎ𝑅)𝑐𝑅 + 𝑐𝐿  𝑠𝑠∗ =  (u𝐿 +  u𝑅)2 − 14 (ℎ𝑅 − ℎ𝐿)(𝑐𝐿 + 𝑐𝑅)h𝑅 + h𝐿  
The detection of a shock or a rarefaction wave is 
achieved by a comparison between ℎ𝐿,𝑅 and  ℎ∗  
C. Weighted Averaged Flux (WAF) scheme 
The WAF method was first introduced by Toro (1989) in 
[5]. It is assumed to guarantee second order accuracy in time 
and space. Second order accuracy in space is obtained with 
no need for data reconstruction. 
 
Figure 3.  space time (x-t) diagram for the WAF approach. 
The original version of the WAF scheme is a weighted 
sum of the fluxes in all regions of the solution of the 
piecewise constant data Riemann problem [5], namely: 𝐹𝑖+12 = 1∆𝑒𝑒� 𝐹 �𝑈𝑈𝑖+12 �𝑒𝑒,∆𝑡2 ��𝑑𝑒𝑒∆𝑥2−∆𝑥2  
where 𝑈𝑈𝑖+12(𝑒𝑒, 𝑡) is the solution of the Riemann problem 
defined in the previous section. The second order in space 
and time is obtained since we use one Gauss point to 
compute this integral (in time and space, i.e. ∆𝑡2  and ∆𝑥2  ). 
The integral is therefore easily computed, based on the 
diagram of Fig. 3, which gives: 𝐹𝑖+12 =  �𝛽𝑘𝐹𝑖+12(𝑘)𝑁+1𝑘=1  
where 𝐹𝑖+12(𝑘) = 𝐹�𝑈𝑈(𝑘)�, 𝑈𝑈(1) = 𝑈𝑈𝑖𝑛, 𝑈𝑈(2) = 𝑈𝑈𝐿∗, 𝑈𝑈(3) = 𝑈𝑈𝑅∗  
and 𝑈𝑈(4) = 𝑈𝑈𝑖+1𝑛 ,  N is the number of waves in the solution of 
the Riemann  problem, 𝛽𝑘(𝑘 = 0, … ,𝑁𝑁) are the normalised 
lengths of segments AkAk+1, which correspond to the 
difference between the local Courant numbers ck for 
successive wave speeds Sk: 
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 𝛽𝑘 = |𝐴𝑘𝐴𝑘+1|∆𝑒𝑒 = 12 (𝑐𝑘 − 𝑐𝑘−1) 𝑐𝑘 =  ∆𝑡𝑆𝑘∆𝑥 , 𝑐0 = −1 𝑎𝑛𝑑 𝑐𝑁+1 = 1 
The generalisation of the WAF description to 2D 
unstructured meshes in a proper way was achieved by Ata et 
al.[2]. The procedure cannot be explained in details within 
this paper, however, it can be summarised as the following: it 
consists on the writing, in a 2D finite volume framework, the 
final expression of the discretised SWE combined with a 
TVD extension to prevent any spurious oscillations in the 
vicinity of steep gradient.  
IV. BOUNDARY CONDITIONS AND TIME DISCRETISATION 
We need to define the status Ue, which represents the 
state in a fictitious cell adjacent to the boundary. In the case 
of a solid wall, we impose a perfect slipping condition in 
order to obtain the continuity of the tangential component.  In 
the case of a liquid boundary, we need to distinguish two 
sub-cases: the subcritical and super-critical cases. It is 
necessary to specify for every point along the boundary, a 
number of conditions which depends on the regime: For a 
subcritical input or output, only one boundary condition (h or 
Q) is necessary, since there is one characteristic starting 
within the domain and directed to the entry. For a super-
critical input, two conditions (h and Q) are required, while 
for a supercritical outlet, there is no need for any condition. 
For time discretisation, a Newmark scheme is 
implemented which offers the possibility to retrieve, 
depending on user choice, a first or a second order accurate 
scheme.  
V. SOURCE TERM TREATMENT  
 The geometric source term is discretised, as for kinetic 
schemes, using the hydrostatic reconstruction of Audusse et 
al. This fundamental aspect ensures the positivity of water 
depth, the conservation of mass, the well-balanceness (or C-
property). More details can be found in [2]. 
For the discretisation of the friction term, a semi-implicit 
algorithm is implemented. The friction term is written as: 𝑆𝑓 ≈ �𝑞𝑖𝑛�𝑞𝑖𝑛+1𝐾2ℎ𝑖𝑛�ℎ𝑖𝑛+1�43  
This discretisation is very robust and handles well 
probable instabilities caused by possible abrupt changes in 
water depths and velocities. 
VI. ASSESSMENT AND VALIDATION 
Even though we have achieved a large set of validation 
cases, we will present here only three of them showing the 
major good numerical properties of these schemes.  
A. C-property 
The well-balanceness or C-property is an essential 
criterion that every numerical scheme should satisfy. In our 
case, we chose the benchmark proposed by Goutal et al.[2]. It 
represents a 2D channel with a severe variation of the 
bathymetry in the longitudinal direction. The schemes have 
to maintain a lake at rest for a long simulation time. In our 
case, we fixed a tmax= 1000s. The results (water elevation and 
velocity) are presented in Fig. 4. 
 
Figure 4.   Lake at rest test case - comparison between all the schemes of 
TELEMAC-2D. 
We can conclude, from Fig. 4, that the C-property is well 
satisfied for all the schemes. 
B. Wet and dry dambreak 
The second test case is the theoretical dam break with wet 
(Stoker problem) and dry (Ritter) downstream. These tests 
permit to ass the shock-capturing capabilities of the schemes 
and to quantify the numerical diffusion which is located 
mostly in the shock areas. Initial conditions are defined by 
water depths of 4m and 1m (or 0m for Ritter case) 
respectively upstream and downstream of the dam. This latter 
is located at x=1000m. Figs. 5 and 6 show the obtained 
results which prove that WAF scheme gives excellent results 
comparing to the analytical solution and to other schemes. 
 
Figure 5.    Stoker problem: comparison of water depth and obtained by 
each scheme. 
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Figure 6.  Stoker problem: comparison of water depth  zoom on the 
rarefaction wave that shows the numerical diffusion of each scheme. 
 
Figure 7.  Ritter problem: Comparison between all the FV schemes. 
C. Malpasset dam break 
The last validation case is the real case of Malpasset dam 
break. All the details about this problem as well as the 
reference solution are given in [2]. This problem is 
interesting since it allows to see how the schemes behaves in 
case of real case which include almost all the numerical 
challenges (shock-capturing, wetting and drying, steep 
bathymetry etc.).  
The used mesh contains 5435 nodes and 10049 elements.  
The CFL number is fixed to 0.8 and the Strickler number is 
assumed to be 30 everywhere in the domain.  The simulation 
time is 4000s. The water depth at several times is shown in 
Figs. 8, 9 and 10.  
The CPU time for some of the schemes is given in the 
following table (we used a 8-Core HP Z600, Linux, with 4Go 
of RAM): 
TABLE I.  CPU TIME RELATIVE TO THE MALPASSET PROBLEM 
 HLLC Kinetic 1st 
order 
Kinetic 
2nd order 
WAF 
CPU time 46 s 55s 1mn56s 1mn08s 
 
The results were compared with those obtained by real 
measurements and by a physical reduced order model. A L1-
type error was used to quantify the error between obtained 
results (elevation and arrival times) and reference ones. The 
results are encouraging especially if we consider the fact that 
we used a single value of the Strickler coefficient and that we 
have not proceeded by any calibration step before simulating 
the case. 
VII. CONCLUSIONS AND FUTURE WORKS 
We presented in this paper a comparative study of the 
newly added finite volume schemes of TELEMAC-2D. We 
showed the specific aspects of each scheme and its 
recommended application. Moreover, we presented a 
numerical assessment of these schemes through some 
theoretical and real test cases. The obtained results are very 
encouraging since we obtained very interesting numerical 
properties such as positivity of water depth, mass 
conservation, very nice shock-capturing, low numerical 
diffusion and very robust wetting and drying treatment. 
These encouraging results open wide perspectives to apply 
such formulation in specific applications that need strong and 
robust numerical properties such as the transport of passive 
tracer and sediments. 
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Figure 8.  Malpasset dam break initial conditions t=0s. 
 
Figure 9.  Malpasset dam break: elevation at t=2450s. 
 
Figure 10.  Malpasset dam break: elevation at t=4000s 
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Abstract—As part of the PCB-AXELERA research program, a 
simple model of PCBs (polychlorinated biphenyl) 
contamination in the Rhone river has been developed. The 
main objective is to assess the distribution of PCBs under 
various hydraulic regimes. This model uses TELEMAC-3D to 
simulate the water flow, and is coupled to DELFT3D-WAQ to 
simulate the transport of sediment and PCBs. The vertical 
resolution of the grid is 10 layers. The transport of sediments is 
modelled using the Krone and Partheniades formulation. The 
PCBs distribution between organic matter and water is treated 
as an equilibrium portioning, which accounts for the processes 
of adsorption and desorption of PCBs on the sediment. The 
model is run on an idealised channel. A sensitivity analysis is 
made to assess the impact of the numerical scheme and the 
vertical diffusion on the distribution of sediment in the water 
column using DELFT3D-WAQ. The modelled PCBs 
concentrations are in the same order of magnitude that the 
observations, which validates the set of parameters and the 
processes selected 
I. INTRODUCTION 
PCBs are a class of micropollutant widely used in 
industry since the late 1930s, due to their specific properties 
of high stability and low reactivity. They are released in the 
environment through the processes of evaporation in the 
atmosphere by incineration of PCB-contaminated wastes, 
discharge of industrial wastewater effluents in rivers, and 
accidental spillage of PCB-contaminated hydraulic fluid. 
They have been identified as presenting public health and 
ecosystem risk due to their toxicity even at low level. For this 
reason, PCBs have been banned in France since 1987. Some 
commercial mixtures of PCBs are highly persistent, which 
explained why they are still found at high level in rivers and 
fishes. Water quality standards for PCB have been 
established and the PCB contamination in fish, river water, 
and sediment is regularly monitored. Processes affecting 
PCBs in the environment are [1]: 
• bioaccumulation, 
• volatilisation, 
• adsorption and desorption to organic matter, and 
• biodegradation and transformation. 
Through this various processes, they contaminated the 
compartments of the aquatic system: water, soil, air and 
fishes. PCBs are characterized by a low solubility, and bind 
strongly to organic particles in sediments and soils. Therefore 
most PCBs are found adsorbed on the sediments. 
The main objective of this study was to develop a model 
of PCB transport at the scale of a river segment to understand 
the mechanisms of transport and fate of PCBs. The study 
area is located approximately 50km downstream of Lyon, in 
southern-east of France, near Condrieu (Fig. 1). This site is 
formed by two side-arms of the main stream of the Rhone 
river, called ‘lône’, which are favourable to sediment 
deposition (Fig. 2). 
At first, an inventory of datasets available to determine 
the concentration of dissolved PCB and adsorbed PCB is 
presented. Then the model is run on an idealised channel, 
based on the geometry of a part of the side-arm. A sensitivity 
analysis is made to assess the impact of the numerical 
scheme and vertical diffusion on the distribution of sediment 
in the water column. Finally the results of the model are 
compared against dataset to validate the set of parameters 
determining the transport of sediments and PCBs. 
 
 
Figure 1.  Study site. 
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Figure 3.  Model grid, bathymetry and position of the vertical slice. 
TABLE III.  PARAMETERS FOR SEDIMENTATION AND  
RE-SUSPENSION IN TELEMAC-3D 
Parameter Value Unit 
Partheniades constant 6.50 106 kg m-2 s-1 
Critical shear stress for sedimentation 10000 N m-2 
Critical shear stress for erosion 5.33 10-2 N m-2 
Settling velocity 0.0001 m s-1 
Porosity  0.45 % 
Nikuradse length 0.15 m 
 
DELFT3D-WAQ module. The following variables are 
modelled in DELFT3D-WAQ: IM1 (inorganic matter), POM 
(particulate organic matter), PCB-par (PCB adsorbed on 
sediment particle), PCB-dis (PCB dissolved in water). The 
model accounts for the PCB and sediment deposited at the 
bed layer. The variables representing the content of the bed 
layer are the following: IM1S1, POMS1, PCB-disS1, PCB-
parS1. The processes accounted for the transport of sediment, 
organic matter and adsorbed PCB are sedimentation and re-
suspension following the law of Krone and Partheniades. 
Adsorption and desorption of PCB on the SPM (suspended 
particulate matter) is modelled by partition coefficients, 
following the Langmuir law. The fraction of PCB adsorbed 
(fpoc) and the fraction of PCB dissolved (fdf) is therefore 
calculated at each time step. We assume that the chemical 
reaction is at equilibrium, therefore Koc is a constant. The 
following equations (1) (2) (3) (4) determine the distribution 
between the PCB adsorbed (PCB-par) and the PCB dissolved 
(PCB-dis), as fraction of the total PCB concentration (PCB-
tot): 
 PCB-par=fpoc PCB-tot (1) 
 PCB-dis =fdf 153-tot = (1-fpoc) PCB-tot (2) 
 PCB-tot = PCB-par+PCB-dis (3) 
 fdf = (1/Kp SS)=1/(1+Koc POC) (4) 
We also assume that adsorption occurs only on the 
organic matter content of the sediment. The content of 
Particulate Organic Matter (POM) in the sediment is 
expressed as a fraction of inorganic matter (5): 
 POM = %OM_IM1 × IM1 (5) 
The suspended solid (SS) is the sum of inorganic matter 
and particulate organic matter (POM) (6): 
 SS=suspended solid = IM1+POM (6) 
The particulate organic matter is expressed as a ratio of 
the particulate organic carbon using the coefficient fdm (7): 
 POM = fdm POC (7) 
The equation of Karickhoff (8) links Koc, the 
octanol/water partition coefficient, with Kow, the 
octanol/water partition coefficient [6]: 
 log(Koc)=log(Kow) (8) 
The values of the parameters are given in Table IV. 
The variables IM1, IM1S1, POM, POMS1 are subject to 
the processes of re-suspension and sedimentation, with the 
same parameter values than in TELEMAC-3D (Table III). A 
representation of model structure (processes and variables) is 
given Fig. 4. 
TABLE IV.  PARAMETERS FOR SORPTION AND DESORPTION OF PCB 
 IN DELFT3D-WAQ 
Parameter Value Unit Reference 
Kow 106.11 L/kg [6] 
%OM_IM1 0.01 - Data from Table II 
fdm 2.6 gDM/gC [7] 
 
IV. SENSITIVITY ANALYSIS 
A. Influence of vertical diffusion 
Simulation with DELFT3D-WAQ was made over 8 
hours. The spin up time, which is the time to reach an 
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Figure 4.  Variables and processes activated in DELFT3D-WAQ to 
simulate PCB transport and reactions. 
equilibrium state under a permanent regime on this small 
domain, is 3 hours. Several values of the vertical diffusion 
were tested. Sediment distribution modelled with DELFT3D-
WAQ varies depending on the vertical diffusion. The 
objective was to calibrate the coefficient of vertical diffusion 
in DELFT3D-WAQ to approach the results of the sediment 
distribution over the vertical obtained with TELEMAC-3D, 
as previous work has been made to calibrate and validate a 
numerical model of sediment transport using TELEMAC-3D 
on this area [4, 5]. Results were compared for a vertical slice 
B going from the left bank (LB) to the right bank (RB) (Fig. 
3). Sediment distribution modelled with TELEMAC-3D is 
presented Fig. 5. It shows a vertical gradient in sediment 
distribution, with higher concentration near the bed (around 2 
mg/L). DELFT3D-WAQ can account for the vertical 
diffusion calculated by TELEMAC-3D. In this case the 
results produce non-homogeneous distribution of sediment 
with spikes of concentration. Therefore a constant vertical 
diffusion coefficient was selected. Results for various values 
of the coefficient of vertical diffusion are shown on Fig. 6. 
The raising of the vertical diffusion results in the smoothing 
of the vertical gradient of sediment concentration. A value of 
vertical diffusion of 10-4m2s-1 in DELFT3D-WAQ was then 
selected as it avoids spikes on the vertical distribution 
compared to lower values, and gives results similar 
qualitatively to the vertical distribution obtained with 
TELEMAC-3D. 
B. Comparison between numerical schemes 
In a second stage, a comparison between two numerical 
schemes (n°16 and n°21) was made (Fig. 7). The numerical 
scheme n°16 is an implicit upwind scheme in horizontal, 
centrally discretised vertically, with an iterative solver [8]. 
The numerical scheme n°21 is a local-theta flux-corrected 
transport scheme [8]. The highest differences are shown on 
the left bank (X=2090m), with concentration reaching 
35mg/L when using numerical scheme 21 instead of 30mg/L 
with numerical scheme n°16. The numerical scheme n°21 
seems to reduce the effect of smoothing of the vertical  
 
 
Figure 5.  Vertical distribution of suspended sediment using  
TELEMAC-3D in g/L. 
 
 
a 
RB LB 
 
b 
RB LB 
 
c 
RB LB 
 
d 
RB LB 
 
Figure 6.  Vertical distribution of suspended sediment in mg/L using 
TELEMAC-3D a) 10-7 m2s-1, b) 10-6 m2s-1,c) 10-5 m2s-1,d) 10-4 m2s-1. 
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Abstract—Predicting pollutant transport in coastal ecosystems 
has become an important topic in many industrial and 
environmental projects, because of the degradation of water 
quality and conflicts related to multiple use of coastal 
resources. Most numerical studies on coastal catchment do not 
consider flow and pollutant fluxes through wetlands, or 
simulates theses transfers using “black box” based on linear 
regressions that greatly simplifies the complexity of the 
underlying processes. 
This paper presents a numerical study on the simulation of 
pesticide transport and degradation in the artificial wetland 
drainage channels of the Breton-Vendéen marsh (west coast of 
France). The one-dimensional (1-D), open source MASCARET 
modelling tool is used. The 1-D unsteady water flow through a 
network of open channels is represented by the shallow water 
equations. The water quality module of MASCARET simulates 
solute transport processes, consisting of advection, dispersion 
and mass reduction/generation by physical, chemical and 
biological mechanisms. Results show that the 1-D model is a 
reliable tool for simulating pollutant transfer through the 
coastal wetlands drainage channels. Moreover, it is possible to 
link landward and seaward models to MASCARET, which 
allows simulating water and pollutant propagation from 
watershed to coastal sea through wetland drainage channels 
with a high level of confidence 
I. INTRODUCTION 
The maritime marshes are wetlands where there is an 
interface between the watersheds and the coastal area. The 
particular conditions of these environments favour the 
development of specific flora and fauna with rare or 
threatened species. In accordance with their nature, they are 
used in diverse human activities, pasturing of prairies, reduce 
reeds, fishing, fish husbandry in fresh or salt water, shellfish 
farming and salt production on the coast, hunting, activities 
of discovering nature [10]. Since their international 
recognition in 1971, the preservation and the management of 
these sustainable humid zones have been placed in the 
framework of sustainable management of the natural 
resources and the preservation of the biodiversity [8]. On the 
European scale, these actions are notably promoted by the 
Water Framework Directive with the objective to attain a 
good ecological potential and a good chemical state of all 
bodies of water [1]. Developing a agro-hydrologic model for 
watersheds, coupled with a hydrodynamic model for the 
coastal area constructs a tool for the development of an 
integrated coastal zone management. This study goes further 
in developing a model for the pesticide transfer through the 
wetland drainage channels. The calculation and validation of 
the models is not finished but this article will present the 
modification of the source code, the method, discussion and 
perspective. 
II. MODIFICATION OF THE SOURCE CODE 
Among the six water quality models which are contained 
in the model Tracer, there was no model in which the 
degradation of pesticide is possible. The choice was to 
modify the transport of the tracers model Transport_Pur and 
to throw a degradation kinetic of the first order (1) and 
following open a source of the MASCARET code. 
 ).(0 tkt eCC −×=  (1) 
with 
 
50
)5.0ln(
DT
k −=  (2) 
where Ct: concentration of pesticide over time t (µg.s-1), C0: 
initial concentration of pesticide (µg.s-1), k: rate of 
degradation or constant dissipation (T-1), DT50: time of half-
life (days). 
The pesticide chosen is the glyposate. It is the most found 
in the studied zone. Its time of half-life is 69 days for a PH of 
7 [Agritox]. The coefficient k is equal at 1.162686 x 10-7 s-1 
(Fig. 1). 
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Figure 1.  Modification of model. 
III. METHOD 
The place of study is the marsh of Breton-Vendéen, the 
fifth largest French metropolitan coastal wetland, situated in 
south of the estuary of the Loire. It is the receptacle of the 
water fluxes of the catchment where they continue to the 
Bourgneuf bay (Fig. 2). 
 
 
Figure 2.  The geographic map off the section of study. 
 
The marsh is fed by the river draining into the small 
watershed of an area of 10 km², except the one of the 
Falleron river of an area of 137 km². The flow of the Falleron 
river is known at the inlet to the marsh. For the other rivers, 
the distribution of the flow was realized according to the 
function of the under watershed area. 
The period of study is May 26, 2007 to December 6, 
2007 the discharge was less to 3 m3.s-1. This discharge 
threshold marks the overflow of river. It generally goes over 
between 30-50 days per year during the years. The mean 
annual discharge is equal to 1.2 m3.s-1 (Fig. 3). 
The objective is to follow the transfer of the water flow in 
the Bourgneuf bay catchment. The model is carried out in the 
pilot area situated in north of Breton-Vendéen marsh (Fig. 5). 
The one dimensional (1-D) numerical modelling 
MASCARET is used [2]. The main drainage channels are 
defined by 20 reaches and 153 channel sections (Fig. 6). The 
channel section are created by measures of the ground. The 
length (AB) and depth (AL) of the channel are known 
(Fig.4). Finally to reconstruct the entire channel section, it 
was chosen to take an angle a equal to 30 degrees when it’s 
possible, otherwise equal to 70 degrees for the maximum the 
points M and N are similar. 
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Figure 3.  Discharge at the entrance of the marsh in 2007. 
 
The bottom slope is 0.03 ‰, the mesh of 1 m, the 
planimetry of 0.01 m and the downstream side is constantly 
equal to 1.8 m. The calculation time is 60 s. 
The concentrations of the glyphostate measured in the 
main river vary between 0.2 and 1.6 µg.L-1. The inlets are 
forced to a average concentration of 1 µg.L-1. 
 
 
Figure 4.  Drawing of the channel section. 
IV. DISCUSSION AND PERSPECTIVES 
In these hydro-geomorphologic and hydrodynamics 
conditions, the longitudinal dispersion coefficient is less 
influent. The finite-difference method 2 (FD2) is less 
dispersive to those of finite-difference 1 (FD1). Only the 
roughness seems to have an important impact of the 
discharge superior to 1 m3.s-1 (Fig. 7). In the hypothesis 
where the hydraulic management are not modified the flow 
circulation, the time of pesticide transfer in the marsh is 
estimated at about 1.5 day for a discharge of 2 m3.s-1 and 
about 8 days for a discharge of 0.5 m3.s-1. 
From the 43rd day, the concentration of glyphosate 
evolved in a manner similar to the outlet of the marsh, like 
the dispersion coefficient and the Strickler coefficient. The 
discharge is too weak for these coefficients to impact 
sufficiently the concentration of glyphosate. 
Where the marsh does not carry glyphosate, the reduction 
can get to 50% when it goes out of the marsh during the 
study period. This model can equally permit the differences 
between the dilution loss and the degradation loss. In this 
case, the difference comes up to a maximum of 0.2 µg.L-1. 
Finally if these first estimations remain to refine and to 
validate, they are already particularly interesting for 
economic activities as the shellfish farming, for which the 
quality of the water is essential. These last years, strong 
mortalities are observed on the French coast. Pesticides are 
suspected by the shellfish farmers to be there partially 
originally. The chaining of the agro-hydrologic model 
SWAT [7] with the hydrodynamic model MARS 2D [6] was 
already able to allow to bring some elements of answer for 
shellfish ponds of Croisic and Pen-Bé [5], of the Payré 
channels [4] and of the Thau lagoon [9]. 
By adding it the modelling marsh (Fig. 8), this kind of study 
can allow to follow the quality of the water from the 
watershed to the bay (Fig. 9), to test scenarios aiming at the 
improvement of the quality of coastal waters and 
conservation of the activities bound to the marine cultures 
and so to contribute to the implementation of an integrated 
coastal zone management [3]. 
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Figure 5.  Drainage channel in the pilot area. 
 
 
 
 
Figure 6.  Architecture of the modelling channel in MASCARET with the hydraulic laws in extremities. 
 
108
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
 
Figure 7.  Evolution of discharge and concentration of glyphosate at the port of Collet  
(C: concentration, ND: no degradation, WD: with degradation, FD: finite-difference method, Kd: dispersion coefficient, Ks: Strickler coefficient). 
 
 
 
Figure 8.  Chaining of models. 
 
 
 
 
Figure 9.  Pollutant evolution in the environment 
(left: red for the highest concentrations, blue for the weakest;  
right: concentration in the inlet marsh (Machecoul) and the outlet marsh (Falleron and Collet), in the oyster park (Coupelasse)). 
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Abstract—The application of the European Water Framework 
Directive and the monitoring obligation on water quality for 
human consumption and industrial activities create a need for 
water quality assessment and monitoring systems. The 
Migr’Hycar research project (see: http://www.migrhycar.com), 
partly funded by the French National Research Agency (ANR) 
as part of the PRECODD programme for Ecotechnology and 
Sustainable Development, was initiated to provide decisional 
tools, and to fulfil operational needs, for risks connected to oil 
spill drifts in continental waters (rivers, lakes, estuaries). 
Within the framework of the Migr’Hycar project, a new 
numerical oil spill model has been developed by combining 
Lagrangian and Eulerian methods within the TELEMAC 
modelling system. The Lagrangian model describes the 
transport of an oil spill near the free surface. The oil slick is 
represented by a large set of small hydrocarbon particles. This 
model simulates the main processes that act on the spilled oil: 
advection, diffusion, evaporation, dissolution, spreading and 
volatilization. Though generally considered a minor process, 
dissolution is important from the point of view of toxicity. 
Dissolved oil in water is modelled by an Eulerian advection-
diffusion method. The fraction of dissolved oil is represented by 
a passive Eulerian scalar and its quantity directly depends on 
the dissolved mass of Lagrangian particles. This model is able 
to follow dissolved hydrocarbons in the water column 
(naphthalene, anthracene, phenanthrene, chrysene). 
Numerical oil spill simulation is controlled using a Graphical 
User Interface (GUI). This modelling interface will make the 
program easy to use in a crisis context, and will gather all 
relevant information so that the stakeholders can make the 
right decision. 
The oil spill system and the GUI are validated by simulating an 
actual accidental spill incident in the Loire estuary (France). In 
January 2006, the tanker “Sigmagas”, after a rudder problem, 
collided with the “Happy Bride”. 60 tons of heavy fuel were 
spilled into the estuary. 
I. INTRODUCTION 
Although in almost half of all instances of contamination 
the exact cause is never determined, oil spills can be due to 
human error, accidental or deliberate discharge of cargo 
residues, domestic or industrial tank overflow, leakage from 
fuel stations, traffic accidents or fire, amongst other causes. 
When faced with hydrocarbon contamination of inland 
waterways, authorities and other organizations can seldom 
rely on dedicated decision-making tools to intervene in an 
effective way. 
Whereas considerable management and monitoring 
resources are rapidly deployed for off- or inshore oil 
incidents, the more frequent occurrence of continental water 
pollution is dealt with using relatively modest means. A 
limited grasp of the nature and magnitude of such events 
often renders both industry and government powerless in 
controlling their impact. 
The Migr’Hycar research project (www.migrhycar.com) 
was initiated to provide decisional tools, and fulfil 
operational needs, for risks connected with oil spill drift in 
continental waters (rivers, lakes, estuaries). These tools are 
meant to be used in the decision-making process after an oil 
spill and/or as reference tools to study potential impact 
scenarios of pollution on a given site. The Migr'Hycar 
consortium has been organized to closely match project 
objectives and comprises modelling technology developers 
(EDF, Saint-Venant Laboratory for Hydraulics, ARTELIA, 
VEOLIA), researchers with long-standing experience of 
hydrocarbon physicochemical behaviour (Agribusiness 
laboratory LCA, CEDRE), engineering consultants liaising 
closely with local and regional authorities (ARTELIA), two 
water intake operators directly concerned with project-related 
issues and well experienced in applying protective warning 
systems (EDF, VEOLIA), and a major player in the oil 
industry (TOTAL). The consortium has therefore the 
expertise required to develop a surface-water risk monitoring 
and prevention system against oil spillage contamination. 
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The proposed application of the deterministic model 
developed for this project is the modelling of the collision 
that took place between two butane carriers in the Loire 
estuary on 4 January 2006. On this date the Happy Bride’s 
heavy fuel oil tank was struck by the Sigmagas and 
subsequently spilt its 60 m3 reservoir of IFO 380. This event 
is presented below alongside a discussion of the results 
obtained and the areas for improvement to be considered. 
II. THE 3D OIL SPILL MODEL 
Within the framework of the Migr’Hycar project, a 3-D 
oil spill model has been developed, inside the TELEMAC 
system [1], by combining Lagrangian and Eulerian methods. 
This model can be used to simulate the main processes acting 
on the spilled oil: advection, diffusion, evaporation, 
dissolution, spreading and volatilization (Fig. 1). Though 
generally considered as a minor process, dissolution is 
important from the point of view of toxicity. The Lagrangian 
model describes the transport of an oil spill near the free 
surface. 
To model dissolved oil in water, an Eulerian advection-
diffusion model is used. The fraction of dissolved oil is 
represented by a passive Eulerian scalar. This model can 
monitor dissolved hydrocarbons in the water column (PAH: 
Polycyclic Aromatic Hydrocarbons). The Eulerian model is 
coupled with the Lagrangian model [2], [3]. 
III. THE GRAPHICAL USER INTERFACE 
The graphical user interface has been designed to control 
the numerical oil spill model developed in the Migr’Hycar 
project. With this decision-aid tool it should be easy to 
simulate an accidental event occurring in a river or estuary 
and quickly provide clear information to make the right 
decisions in a crisis situation. 
A. Development environment 
Migr’Hycar interface is developed in VB.Net on Visual 
Studio 2010 Professional, with the .NET Framework 4. It 
uses the Windows Forms application technology. 
Input files are used to run TELEMAC. Based on the 
information entered by the user, Migr’Hycar will create a 
 
 
Figure 1.  Fate and transport oil surface slick processes. 
directory containing all the files needed for a TELEMAC 
calculation.  
Specifically for the configuration file, it is based on a 
system of frames files, in which the expert user can define 
parameters he wants static, and those whose value will be 
evaluated dynamically each time. 
The application will then launch the calculation 
TELEMAC, and get the output listings for several treatments 
(curves, logs...). 
B. GUI features and functions 
The interface is designed to be accessible and intuitive, 
and there is no need to have any knowledge of modelling. In 
fact, the tool is dedicated to operators of drinking water 
plants and environmental authorities so they can take action 
as soon as possible. The functionalities of this interface have 
been developed around two pilot sites, the river Garonne and 
the Loire estuary. This paper presents the interface for the 
estuary model. 
The first window allows the user to choose between three 
options, "new pollution", "calculate hydraulic archive" and 
"archive pollution." The interface is composed of a 2D map 
view of the model in a central position and a side panel to 
provide certain information and to change window.  
The pollution definition begins with location of the 
accident (“Generalities” tab). The location can be defined 
directly by clicking on the 2D map or by providing 2D 
coordinates. The model boundary conditions must then be 
specified, for example the flow of the Loire and the water 
height at the ocean edge. A tide file can also be provided if 
this condition is not included in the code. The operator can 
give a value of wind intensity and direction (if constant), or 
provide a suitable file. Other parameters such as water 
temperature, salinity and suspended matter can also be 
changed in this tab. Fig. 2 presents the interface first window, 
called “Generalities”. 
 
 
 
Figure 2.  "Generalities" tab. 
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In the "pollution” tab the volume and surface contaminant 
discharged must be specified and the operator can also enter 
more specific pollutant characteristics, such as density and 
kinematic viscosity (default values are proposed). It is also 
possible to change the name, the recording date and time of 
the pollution. Once all these steps are validated, the 
TELEMAC calculation can be started (tab "Calculation").  
During the calculation step, a graph shows the 
fluctuations in certain parameters such as the amount of 
dissolved pollutant mass, etc. The calculation ends when 
either of two conditions is satisfied: when the oil spill is 
exhausted, or when the set computation time is reached. 
Results are displayed through two windows, the first 
being a graphical visualisation of the results and the second 
presenting pollutographs. In the "visualisation" window, the 
model is displayed on the 2D map with a side panel 
providing options for displaying results. The parameter to be 
display and the desired depth / water layer can be chosen. 
The bottom of the window is dedicated to animation 
management, speed display, time selection, reading and 
pause etc. 
Parameters can also be visualised more precisely on a 
point or along a segment. For this purpose, the options 
"point" or "line" on top of the 2D base map are used.  
Two graphs in the side panel allow the operator to 
observe the results of the “point” or “line” options, the first 
presents the selected parameter variations and the second is 
the parameter variation depending on depth (this will be a 
section with the "segment" option). The time can be varied 
while watching the two graphs Fig. 3. 
 
 
Figure 3.  2D visualization with "Segment" mode. 
 
The pollutographs can be displayed from the 
"visualisation" window. These show the concentration 
fluctuations at previously defined “points of interest” (water 
intakes, protected areas, beaches), but also give a reminder of 
the event conditions. The "Alert" box becomes active if 
threshold pollution is exceeded on one of the intakes. Critical 
information is shown, such as arrival time, duration of the 
alert and end of the event. A comprehensive report can be 
generated giving information that can be used by the 
authorities.  
Simulations are automatically archived and a simulation 
can be loaded using the "pollution archives" available on 
opening the GUI. 
For a river model, a hydraulic archive can be recalculated 
if the data in the database are not suitable. This "new 
hydraulic archive" method is also available on opening the 
tool. 
IV. THE LOIRE ESTUARY 
The Loire estuary is one of the three major French 
estuaries. It opens out into the Atlantic Ocean at Saint-
Nazaire. It is a macro-tidal estuary with a mean spring tidal 
range of about 5 m allowing the tide to propagate up to 
Ancenis, 90 km upstream of Saint-Nazaire. The main city, 
Nantes, is located 55 km upstream. The long-term mean 
discharge of the Loire river is 825 m3/s with considerable 
variations ranging from 60 to 6,000m3/s. 
Given its physical configuration and demographics, the 
Loire estuary is subject to considerable constraints and 
constitutes an area in which different human activities 
overlap. For the most part, the various industrial and 
commercial centres are concentrated around the major urban 
areas. The activity of the Nantes Saint-Nazaire port (now 
known as the Grand Port Maritime), in particular, has 
allowed several industries to flourish in the industrial port 
area of Montoir-Donges. 
At the same time, the organisation and distribution of the 
drinking water production network reflects the specific 
features of the physical environment, and as such consists of 
relatively few production units in relation to the population 
served and is supplied predominantly from surface water 
sources. 
Together, all of these factors make the estuary a sensitive 
environment where hydrocarbon pollution could have a 
serious impact on both the water and, by extension, its use 
for agriculture, drinking water supply and industrial use at 
the EDF power plant at Cordemais. 
The GIP Loire Estuaire (GIPLE) appointed Artelia to 
carry out a study to develop and operate a three-dimensional 
hydro-sedimentary model of the Loire estuary in the context 
of its “Programme to restore the Loire estuary downstream of 
Nantes”. This hydrodynamic model [4] was reused in the 
context of the Migr’Hycar project and was checked with 
regard to tide propagation in the estuary and upriver as far as 
Nantes. A description of the model is given below. 
A. The 3D hydraulic model 
The Loire estuary forms the meeting point between the 
river and the ocean and, as a result, has complex dynamics. 
For example, salt water intrusion generates density currents 
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Figure 8.  Summary of sea observations on 05/01/06 and probable drift 
forecast by MOTHY over a 48-hour period. 
 
the extent of the pollution in a polygonal area. In this fly-over 
zone, the digital results at the different times recorded are 
consistent with the observations. However, the model 
predicts the presence of a major part of the slick outside the 
aerial survey zone. Observations taken on land also indicate 
residual deposits on the south-west shore of Paimboeuf, and 
on the Bilho sand bank. These pollution points are not 
detected by the model. The results show that improvements 
can be made by refining data on the adherence of the oil slick 
to the estuary banks. However, this parameter is very delicate 
because it depends not just on the location (distinguishing 
between different types of bank) but also on the date on 
which the simulated spill took place (different vegetation 
depending on the season). 
3) Situation on Saturday 7 January 2006 (Fig. 11): 
Observations taken on land indicate the presence of small 
lumps of solidified oil in La Baule bay and residues at the 
mouth of the estuary. The results obtained by the model 
match these observations. 
Residual deposits are observed in the upstream and 
downstream vicinity of Donges refinery and on the right 
bank of the estuary. These deposits are probably due to 
lumps of oil previously deposited on the shore being picked 
up again as a result of tidal level variations. 
The results obtained from this oil slick modelling 
procedure are encouraging and demonstrate the forecasting 
feasibility of the model with a view to preventing pollution of 
installations that might be affected in continental waters. In 
this same area dominated by tidal currents and the Loire river 
flow, oil slick drift is affected to a large extent by wind 
conditions. By making better allowance for wind, by 
processing more detailed data in time and in space, it should 
be possible to represent oil slick drift more accurately. The 
results can also be improved by a more detailed analysis of 
the adherence of the oil slick to the estuary banks. 
 
 
Figure 9.  Oil slick location on 01/05/2006, 5 PM. 
 
Figure 10.  Oil slick location on 01/06/2006, 5 PM. 
 
Figure 11.  Oil slick location on 01/07/2006, 5 PM. 
116
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
C. Variation in PAH content in the water 
When pollutants affect continental waters, compounds 
containing Polycyclic Aromatic Hydrocarbons (PAH) are 
likely to interact with the marine environment under the 
water surface as a result of their solubility. Moreover, these 
compounds are carcinogenic and, as a result, are most toxic 
to man. Consequently, they are considered to be "priority 
hazardous substances" by the water framework directive 
(Article 16-2). 
At the time of the oil slick, the Direction Départementale 
des Affaires Sanitaires et Sociales (local health and social 
affairs department) and Ifremer collected shellfish samples in 
order to assess the level of PAH contamination in sensitive 
areas in the Loire estuary. Marine organisms like shellfish are 
used as quantitative indicators of chemical contamination as 
they have the faculty of accumulating the contaminants 
present in this environment until equilibrium is reached. 
Determination of the pollutant amounts in the organisms is 
facilitated by the high concentrations found in them. 
The results of the sampling survey of 11 January 2006 
reflect a substantial increase in shellfish contamination by 
PAH compared to the values measured on 5 January 2006, 
especially in the northern part of the estuary (Fig. 12). 
Without any other sampling survey, it is difficult to 
compare the concentrations obtained by the computation 
code with the results of analyses carried out during the 
pollution event because the bioaccumulation phenomenon 
taking place in living organisms requires detailed knowledge 
of PAH exposure time of the shellfish, as well as a 
concentration factor between the environment and the living 
organism. The comparison between the numerical model and 
the observations will require a more detailed survey to 
finalise this study. 
 
 
 
Figure 12.  Summary of PAH determinations following the spill (source: 
IFREMER http://envlit.ifremer.fr) 
VI. CONCLUSION 
While major oil spill catastrophes, occurring mainly in an 
oceanic or coastal environment, result in the rapid 
deployment of large-scale crisis monitoring and management 
tools, accidents of lesser importance, despite occurring much 
more frequently, are more often than not managed with only 
limited facilities, especially with regard to pollutant spills 
affecting continental waters. Given the limited knowledge of 
the nature and importance of such events, local authorities 
charged with taking the necessary health or economic 
protection measures are generally powerless when 
confronted with the environmental consequences. Accidents 
involving the oil pollution of continental waters are 
increasing at an alarming rate, with an average of one spill 
every 40 hours over the 2008-2010 period [5]. 
Application of the Water Framework Directive and the 
obligation to monitor the quality of water used for human 
consumption and for recreational or industrial activities, has 
led to a massive rise in demand for water quality assessment 
and monitoring systems. 
The Migr’Hycar project was set up in this context and has 
been used to develop a modelling tool to simulate the 
migration of oil slicks in continental and estuary waters. 
Linked to a database for hydrocarbon physical-chemical 
characterisation, this tool is destined for operational use. 
A mathematical model of oil slick drift, comprising a 
Lagrangian model coupled with an Eulerian model, was 
therefore developed within the TELEMAC hydro-informatic 
platform. 
At the same time, a user-friendly interface for controlling 
the simulations and simplifying model operation in a crisis 
situation was programmed. This interface must collect all 
useful information so that the user can take appropriate 
measures. Once a pollution event has been identified, the 
interface will therefore provide the operators with a clear 
summary of the anticipated risks involved, to allow them to 
communicate informatively with the local authorities and all 
stakeholders concerned. 
The Loire estuary test site, following the Happy Bride 
accident, was chosen in order to evaluate the relevance of the 
tools developed. This application illustrates the 
hydrodynamic complexity of the environment in these 
stratified areas where sea water mixes with fresh water from 
the river. A further difficulty is the need to properly 
reproduce the transport of oil pollution which is governed by 
currents and weather conditions. Given the complex 
dynamics of estuaries, 3D modelling seemed to be the only 
valid means of adequately predicting hydrocarbon drift and 
of assessing the impacts of dissolved compounds contained 
in the water from the surface to the bed. 
The results obtained are encouraging and demonstrate the 
feasibility of pollution prevention for installations that could 
be affected by this type of pollution. 
In the future, and in order to validate the concentrations 
of dissolved species found by the model, it will be essential 
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to undertake a more accurate study of the bioaccumulation 
process of living organisms in order to be capable of 
converting the dissolved PAH concentrations obtained with 
the model into the measured concentration contained in 
shellfish samples collected. 
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Abstract — Using reliability analysis in morphodynamic 
simulation should be seen as a standard proceeding in project 
work. Due to deficient description of the physical processes, 
natural variability or imprecision of model parameters 
morphodynamic simulation becomes uncertain through highly 
sensitive model parameters. The sensitivity of these model 
parameters should be determined and their contributions to 
the variance of the model results should be quantified.  
Reliability analyses are compared by using three methods: a 
simple Scatter Analysis, a Monte Carlo method specialised to 
confidence limits and a first order method based on tangent-
linear algorithmic differentiation (AD) of TELEMAC / 
SISYPHE. Showing the advantages of each method, different 
applications were used either from flume experiments or from 
project work. The influence of either wide spread or high 
sensitive input  parameters could be estimated as well as areas 
of higher and lower uncertainty. Unfortunately all methods 
have relevant drawbacks applying in project work. Some new 
ideas are presented to overcome these limitations.  
Moreover, a first example of automatic calibration of model 
parameters is shown. For that, an adjoint model of TELEMAC 
/ SISYPHE was generated by the AD-enabled NAG Fortran 
compiler. 
I. INTRODUCTION 
In the last few years bed load management for the 
purpose of creating a dynamic bottom balance in federal 
waterways has increased significantly in importance. 
Numerical simulations of morphodynamic processes become 
an essential tool for bed load management. But these tools 
incorporate a lot of uncertainties due to unknown initial and 
boundary conditions, the natural variability or the 
imprecision of model parameters and the deficient 
description of the complex physical processes. 
Morphodynamic tasks are mostly connected to large scales 
and long term periods. Therefore the demand for calibration 
and validation increases as well as the uncertainty of model 
predictions. Evaluation and careful interpretation of 
numerical results are needed. Reliability analysis can be 
helpful with that, as it quantifies the uncertainties in time and 
space as well as according to its source. 
Several sources determine the overall uncertainty of a 
numerical model. Most of them cannot be influenced by the 
user of a numerical program, except for the input parameters. 
It is well known that the range of model parameters accepted 
in literature can be quite huge. Therefore the influence of 
uncertain input parameters to morphodynamic model results 
is considered in this article. The advantage of using even a 
quite simple reliability method shall be shown. The effect of 
uncertain input parameters to the bottom evolution as the 
main result of the morphodynamic simulation is investigated. 
Instead of just one value for the bottom evolution in space 
and time a most probable value and a certain range, 
equivalent to the confidence interval can be given. 
Many parameters of simulations processes must be 
estimated in advance. Calibrating the model parameters 
based on observations taken from measurements can be done 
by solving a least squares problem, where the sum of squared 
errors between observations and simulated values is 
minimised. Gradient based methods might be used to solve 
these problems, if gradients of the residual with respect to the 
parameters can be computed efficiently. Reverse mode AD 
can be used to create an adjoint model of the simulation, 
which can compute a gradient by just one adjoint model 
evaluation independent of the number of parameters to 
calibrate. A first adjoint model of TELEMAC / SISYPHE 
generated by the AD-enabled NAG Fortran compiler was 
used successfully to calibrate a set of parameters for a first 
example. 
II. RELIABILITY METHODS 
Three reliability methods and a method for automatic 
calibration based on algorithmic differentiation were applied 
for a project or two different flume experiments.  
119
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
 
A. Scatter Analysis 
The Scatter Analysis is a first order method. Therefore it 
is only adequate for linear or slightly non-linear problems. 
From the root mean square (RMS) the deviations are 
assumed. The RMS can be calculated from the first 
derivative multiplied by the standard deviation. When 
calculating the confidence limits only the first order terms are 
taken into account. The confidence interval of the evolution 
for a 68 % probability is two times the RMS and for a 95 % 
probability 4 times the RMS.  For a detailed description 
please refer to [1]. 
The RMS of the state variable evolution E, which 
describes the bed level changes e.g. in a river, influenced by 
the friction coefficient ks with a Gaussian distribution, can be 
calculated as:  
 [ ])()(
2
1)( 00 σσ −−+= ksEksEErms  (1) 
E(ks0+/-σ) are results from two simulation runs with 
ks0+σ and ks0-σ, while σ is the standard deviation of ks and 
ks0 the mean value. The calculations of the deviations or the 
confidence intervals of the bed level changes E for n 
uncertain parameters need only n*2 + 1 simulation runs [2].  
Deciding whether a linear method is valid, the distortion 
for the evolution E can be used: 
  rmsksEE <<= 20 )(''2
1 σδ  (2) 
The distortion can be calculated with the second 
derivative of E (E’’) concerning an uncertain parameter (in 
this case ks) and the standard deviation of this parameter. In 
case of a linear function of E, the second derivative would be 
zero. The distortion can be used as an indicator for linearity. 
It should be much smaller than the RMS, otherwise the 
function is not slightly non-linear and the method is not 
adequate for this special problem. However, the distortion 
can only be used as an indicator for slight non-linearity in 
case of symmetric distributions. 
B. Monte Carlo CL and Metamodel 
The MC-CL method is a specialized Monte Carlo method 
which focuses on the confidence limits. It is not limited to 
linear problems and determines the confidence limits 
approximately while using as few as possible simulations. In 
case of strong non-linearities the confidence limits cannot be 
deduced from the root mean square (RMS) any more. 
Moreover it is not possible to calculate the RMS from the 
deviations. A connection between the confidence limits and 
the root mean square only exists in case of non-distorted 
Gaussian distribution as in linear functions. For strong non-
linear functions the root mean square and the confidence 
limits are not equivalent, not proportional and furthermore 
there is no functional connection between them. A more 
detailed description of this method can be found in [1], [3].  
All Monte Carlo methods require a large sample number 
for precise determination of the confidence limits and need 
even more samples for the probability density function. In 
order to reduce the number of required samples and / or 
increase the precision, a computationally efficient 
interpolation (metamodel) can be used. Such a model can be 
constructed using a moderate number of simulations. 
Afterwards a huge number of model results can be created by 
the metamodel. With these results the confidence limits and 
the probability density functions (PDF) can be found with a 
higher precision. The metamodel is using radial basis 
functions. For details refer to [4] and [5]. The used 
simulations for constructing the metamodel should be chosen 
in such a way, that the whole parameter space is covered as 
even as possible. As for the MC-CL method a generator is 
used to create the parameter set. In order to guarantee an 
optimal construction of the metamodel a uniform distribution 
of each parameter must be assumed.  
C. First Order Reliability Method with Algorithmic 
differentiation 
First-Order Reliability Method (FORM) is a linear 
method, successfully used in structure analysis (see for 
example [6] or [7]. As for the Scatter Analysis the wanted 
deviations of the results are calculated from the first 
derivative (more precisely these first order derivatives forms 
the so called Jacobian) multiplied by the vector of standard 
deviations of the uncertain parameters. These Jacobian – 
vector – products can be computed efficiently by a so called 
Tangent-Linear Model (TLM) of the original simulation. A 
TLM can be generated by Algorithmic Differentiation (AD) 
[8, 9]: AD tools transform the original simulation into a TLM 
by instrumenting the model with additional code, that allows 
to compute the desired Jacobian projection almost 
automatically.  
For TELEMAC-2D and SISYPHE a TLM was created by 
the AD-enabled NAG Fortran compiler [10], a joint effort of 
the Software and Tools for Computational Engineering 
Institute (STCE), RWTH Aachen University, the University 
of Hertfordshire, and the Numerical Algorithm Group Ltd., 
Oxford, UK. 
D. Automatic calibration based on Algorithmic 
Differentiation 
Model calibration tries to improve the quality of the 
simulation by modifying parameters in such a way, that 
results known from experiments are reproduced by the 
simulation. These data, called “observation” or “truth”, can 
be generated by real world measurements, or by using results 
of other simulations, or even by the simulation system itself. 
Using the simulation itself can of course not verify that the 
simulation will match what happens in the real word. But it 
will give interesting insights in the behaviour of the 
simulation and can be used to test the chosen optimisation 
algorithm.     
120
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
 
Starting from an initial set of parameter values (not 
necessarily valid), an optimisation problem can be 
formulated (twin experiment): Minimise the sum over the 
squares of all errors between the simulation results of the 
current parameter set and the observations plus an optional 
regularisation term (not required in our experiment). Note 
that there is no guarantee that the original parameter set can 
be found again: Other valid parameter sets can exist with 
results matching the observations closely. However the 
chosen optimisation method and the initial parameter set 
have strong influence on the result of the calibration.    
With the adjoint model of TELEMAC / SISYPHE 
generated by the AD-enabled NAG Fortran compiler gradient 
based methods can be used to calibrate parameters of 
experiments. An adjoint model can compute a gradient of a 
scalar valued function (like the sum of error squares above) 
in one sweep at a fixed multiple of the runtime of the original 
problem (relative costs). The gradient is a vector whose 
elements are the sensitivities of the output value with respect 
to the individual input parameters. Increasing the number of 
parameters does not increase the relative costs required to get 
the gradient. In contrast, the computational effort of 
approximating the gradient with finite differences or 
computing the gradient with a tangent linear model depend 
directly on the number of parameters.  
Note that the adjoint model is in development state, thus 
only small examples can be handled at the moment. Ongoing 
work on the adjoint model (checkpointing, parallelism, 
special handling of linear solvers etc.) will increase the 
possible problem size dramatically.     
III. APPLICATIONS 
Since about 10 years BAW deals with reliability analysis 
for morphodynamic models mainly within a research and 
development project. In the following some applications are 
shown from flume experiments and from project work. The 
advantages of each method are presented as well as the 
drawbacks.  
A. Reliability analysis in project work – River Rhine model 
For a 60 km long stretch of river Rhine from Iffezheim to 
Speyer TELEMAC-2D coupled with the morphodynamic 
module SISYPHE and the dredging module DredgeSim was 
applied. A historical hydrograph of 10 years was simulated to 
calibrate the model including artificial bed load supply and 
dredging activities. Such long term simulations incorporate a 
large scope of natural and numerical uncertainties. From the 
experiences gained during the calibration 9 parameters were 
assumed to be uncertain: The active layer thickness, the pre-
factor of the Meyer-Peter Mueller formula, the parameter of 
the slope effect of Koch & Flokstra, the parameter for the 
secondary current approach, the sieve line including the 
mean grain size of the transported material and of the 
artificial bed load supply and the Nikuradse roughness 
coefficient of three different zones (river channel, bank area, 
groynes). The corresponding formulas for all parameters can 
be found in [11]. The three most sensitive parameters are the 
active layer thickness, the friction coefficient of the river 
channel and the parameter for the slope effect. For the 
reliability analysis the Scatter Analysis, the MC-CL and the 
metamodelling (not presented here) were chosen. 
Unfortunately the FORM method with algorithmic 
differentiation could not be compared. The incorporated 
module DredgeSim is not in the AD version yet. A detailed 
description of this reliability analysis can be found in [12]. 
Fig. 1 shows the 68% deviation of the bottom evolution 
according to the river channel friction coefficient. 
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Figure 1.  68% deviation of the bottom evolution according to the river 
channel friction coefficient calculated with the Scatter Analysis for 10 years 
(green: mean value for the whole model area, red: representative point in 
the river channel, brown: averaged value for the fairway without disposal 
areas, blue: discharge). 
A Gaussian distribution for this friction coefficient is 
assumed with a mean value of 2 cm and a standard deviation 
of 1.33 mm. With the Scatter Analysis a period of 10 years 
could be analysed. The green line represents the mean value 
for the whole model area. The red line is the product of just 
one node, a representative one, in the river channel. And the 
brown line contains an averaged value for the fairway 
excluding some disposal areas, which have enormous 
uncertainties. Generally the mean value for the whole model 
area increases over the time (Fig. 1 green line). Only in some 
rare occasions it decreases. The increase of uncertainty is 
higher during smaller discharges (e.g. low water conditions 
during the 3rd year). It seems that declines mostly occur 
during high water conditions. Contrarily to the assumption 
that the uncertainty is proportional to the amount of sediment 
transport (at least in this example), high water conditions lead 
to a state of the system which is more independent of the 
parameters. This has to be verified further. Unfortunately the 
averaged 68% deviation didn’t reach a maximum level even 
over such a long period, but follows a trend. On the other 
hand the local deviation at some point in the river channel as 
well as the averaged value over the fairway excluding the 
disposal areas has indeed a maximum level and no trend. As 
expected, the overall uncertainty increases with time and 
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long term simulation should be analysed very carefully. 
Nevertheless for some parts the local deviations reach a 
maximum and afterwards level around a mean value (e.g. in 
the river channel, Fig. 1 brown line). This means, that the 
presented model can be used for long term prediction without 
losing a certain confidence interval. 
The assumption of linear system behaviour is probably 
not valid for such long time periods. So far all methods for 
non-linear system behaviour used at BAW are based on 
Monte Carlo simulations. All these methods need enormous 
amount of computing time. For this reason a comparison 
between the SA and the MC-CL is made for a shorter period. 
Fig. 2 shows the 95% deviation of the bottom evolution for 
the first 17 months. For the first 5 months both methods 
come to the same results. Afterwards only a qualitatively 
agreement exists. The SA overestimates the values clearly 
with increasing tendency. Nevertheless due to the qualitative 
compliance it can be assumed, that also with the MC-CL the 
deviations will not increase infinitely but reach a certain 
level.     
For the project both methods are not completely 
satisfying. The Scatter Analysis loses comparably fast the 
validity due to strong non-linear system behaviour. For a 
Monte Carlo CL method at least 150 simulation runs were 
needed (better twice as much or more, see section B). For 
that 64 cores for approx. 130 days on a parallel compute 
server at BAW were used to simulate only 17 months. But 
for morphodynamic tasks simulations for much longer time 
periods like decades are of interest. The needed computing 
time is still not available for project work. 
B. Comparison MC-CL and FORM with AD – Sisyphe 
validation test case “BOSSE” 
The validation test case of SISYPHE called “BOSSE“ is 
used to show the differences between FORM with AD and 
MC-CL. In this experiment a sinusoidal dune is moved 4 
hours due to a constant flow. The simulation is done with 
SISYPHE stand-alone. Further details can be found in the 
SISYPHE validation document [13]. The influence of the  
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Figure 2.  Comparison of the 95 % deviation of bottom evolution 
calculated with the Scatter Analysis and MC-CL. 
roughness coefficient (Strickler) and the slope effect 
(parameter beta in Koch & Flokstra formulation) is 
investigated. A Gaussian distribution is assumed for both 
input parameters. 
The Strickler value had a mean value of 40 m1/3/s with a 
standard deviation of 0.5 m1/3/s, the dimensionless parameter 
beta had a mean value of 1.3 with a standard deviation of 0.3. 
With these distributions the effect to the bottom evolution is 
about the same for both parameters. The standard deviations 
were set to small values in order to stay into a range with 
slightly linear system behaviour. 
Fig. 3 shows the 95 % deviation of bottom evolution in 
respect to the Strickler and the slope effect parameter 
calculated with FORM and MC-CL with 100 and 1000 
simulation runs. Assuming, that the MC-CL with 1000 
simulation calculates the best results, the linear method 
matches the results quite well. Interestingly the FORM 
results match even better than the MC-CL with only 100 
simulation runs. The differences are strongest at the stoss-
side of the dune, where the maximum slope is located.  
For the MC-CL the CDF (cumulative distribution 
function) is approximated with an EDF (Empirical 
Distribution Function). The corresponding error errCDF is 
dependent on the number of experiments Nexp and the 
confidence level α. It can be calculated with  
 e x p
2
4
)1(
N
e r rC D F
α−=
 (3) 
if the number of experiments is much higher than 2/(1-α).   
 
 
Figure 3.  Comparison of the 68 % deviation of bottom evolution 
calculated with MC-CL using 100 (red line) and 1000 (black line) 
simulation runs and with FORM (blue line). 
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A confidence level of 68 % needs much more simulation 
runs than 40. For the shown 68% deviation and 100 
experiments an error of 0.037 is gained. With 1000 
simulations the error reduces to 0.012. From this example it 
must be derived that either the number of 100 simulation 
runs is not sufficiently higher than 40, or that an error of 
approx. 4 % is not satisfying. This leads to even higher 
numbers for the MC-CL method, which is often not possible 
for project work. 
C. Comparison MC-CL and FORM with AD - Laboratory 
experiment with 180° bend 
Another validation case which tests the effect of 
secondary currents is the experiment of Yen and Lee [14] in 
a flume with a 180° bend. In this experiment an unsteady 
flow discharge modifies the initial flat bottom to a typically 
cross section with an outer and inner bank. Starting from an 
initial flow rate of 0.02 m3/s (corresponding to incipient 
motion), the flow discharge is linearly increased during 5 h 
up to 0.053 m3/s and then progressively decreased back to its 
initial value. The results of the coupled hydrodynamic / 
morphodynamic model are reasonably satisfying for a depth 
averaged model (see [15]). For a further calibration the 
sensitivities of the bed level changes concerning the input 
parameters were conducted. Exemplarily the effect of a 
Gaussian distributed roughness coefficient to the bed 
evolution is chosen. The mean value of the roughness 
coefficient of Nikuradse was set to 3 mm with a standard 
deviation of 0.1 mm. The sensitivities were calculated with 
the AD version of SISYPHE and TELEMAC-2D v6p0 and 
the MC-CL method with 1000 simulation runs. The AD-
model needed approx. only 0.7 % of the computing time of 
1000 MC-CL simulation runs. This illustrates very clearly 
the big advantage of the AD based FORM method. Fig. 4 
shows the comparison of the 68% deviation of bottom 
evolution according to the roughness coefficient for both 
methods after 5 hours. 
The results of both methods match qualitatively and 
quantitatively well. Nevertheless there are some higher local 
differences at the side walls (see Fig. 5). These originate 
from locally high deviations that were calculated with both 
methods, but not exactly at the same position.  The assumed 
variation of the roughness coefficient from 2.7 to 3.3 mm is 
comparably small. As expected the resulting deviations after 
5 hours simulation are small too. For most points the 68% 
deviation is less than 1/100 of the maximum bottom 
evolution. The locally high deviations suggest some strong 
non-linear system behaviour or some simulation instability, 
which intensify for the deviations. Both methods predict 
them at slightly different places and they occur immediately 
and not after some time. Again it seems that both methods 
are not optimal to give reliable values for the deviations 
respectively the confidence intervals.  
Nevertheless some important assumptions can be drawn 
from the calculated deviations: The influence due to such a 
small roughness change is small compared to the bed level 
 
 
Figure 4.  Comparison of the 68 % deviation of bottom evolution 
according to the friction coefficient calculated with FORM and AD (left) 
and MCCL (right). 
 
s 
Figure 5.  Bottom evolution calculated with the mean value of the 
roughness coefficient (left) and differences of the 68 % deviation of bottom 
evolution according to the friction coefficient between the MCCL and 
FORM based on AD (right). 
 
changes. At the inner part of the channel the simulation is far 
less uncertain than at the boundaries. This means that the 
mean bed level change can be predicted much better, than the 
cross slope.  
D. Automatic calibration based on AD – Sisyphe validation 
test case “BOSSE” 
For a first calibration test at STCE the SISYPHE 
validation test case ”BOSSE” was modified to support a 
zonal model for the Strickler roughness coefficient kst. 
Instead of one scalar value for all grid nodes, the roughness 
coefficient was set for all grid nodes by a special designed 
function kst(p) taking an input vector p Є R92 of 92 input 
parameters.  
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Looking at SISYPHE as a function Ekst (p): R92  → R891 
that maps first an input vector p according to kst(p) into 
roughness coefficients of all grid points, and then computes 
the bottom evolution Ekst (p) Є R891, SISYPHE was used to 
compute the observations Eobs = Ekst(pobs). The parameters 
pobs were chosen in such a way, that 48 roughness zones were 
created by kst(pobs) as shown in Fig. 6. 
A least squares residual functional was defined for 
arbitrary input vectors p Є R92 as 
 ( ) ii obsiikst wEpEpg ⋅−= ∑ = 28911 , )()(  (4)  
with weights wi = 105, that measures the error in the bottom 
evolution for an input vector p. The optimisation method 
BFGS (Broyden-Fletcher-Goldfarb-Shanno) from the Python 
- package SciPy (www.scipy.org) was used to solve the 
minimisation problem  
 )(min
92
pg
Rp∈
 (5) 
The algorithm requires two functions: One to evaluate the 
value of Ekst (p), and another to compute the gradient of Ekst 
(p) with respect to the input parameter p. The gradient is used 
to determine a search direction; the evaluation of Ekst is used 
to decide on the step length along the direction given by the 
gradient. The evaluation of Ekst is done by just calling 
SISYPHE, whereas the gradient is computed via the adjoint 
model of SISYPHE generated by the AD- enabled NAG 
Fortran compiler.  
 
 
Figure 6.  48 roughness coefficient zones for optimisation problem. 
 
 
Figure 7.  Development of the residual. 
Fig. 7 shows (in log scale) the development of the 
residual g(p) starting from an initial guess p0 for the 
parameter vector p such that kst(p0) gave a value of 80 for the 
roughness of all grid points. Thus the initial residual g(p0) 
was around 260,000. After 131 Iterations the norm of the 
gradient was reduced from roughly 2,300 to less than 0.1 
(residual around 0.002), after 167 iterations the algorithm 
terminates with gradient norm below10-7. The minimiser 
found matched the true parameter vector pobs up to at least 8 
decimal digits, the residual value was within the numerical 
noise (less than 10-14). For a first try on automatic calibration 
these results are very promising. 
To investigate more realistic calibration problems the 
adjoint model needs to (and will) be improved 
(checkpointing, parallelism, special handling of linear solvers 
etc.). Moreover problem specific optimisation routines need 
to be selected, implemented or even created. (For instance, 
the optimisation given above should not be unconstrained, 
since a Strickler roughness coefficient below zero or above 
100 does not make sense). 
IV. DISCUSSION OF APPLIED RELIABILITY METHODS 
The applied reliability methods are not satisfying, while they 
have all relevant drawbacks if it comes to project work. The 
possibility to get reliable quantitative statements from linear 
approaches like FORM or Scatter Analysis decreases very 
fast with simulation time.  
On the other hand all applied non-linear methods are 
based on Monte Carlo simulations. The big disadvantage is 
the needed huge number of simulation runs. The required 
computing time is simply not available. Model extents as 
well as simulated time periods are usually too high in project 
work. With new and faster computers model dimensions and 
time periods always increased in the past. For that reason it 
cannot be hoped to overcome this limitation of the Monte 
Carlo method only by increasing computer power. Hence 
non-linear methods based on algorithmic differentiation seem 
the more promising way. Some ideas are already scheduled 
for testing. AD can also provide second derivatives. This 
gives the possibility to apply a second order reliability 
method (SORM). Furthermore in AD a vector mode exists. 
With that multiple Jacobian projections can be calculated 
simultaneously. Furthermore with a newly implemented very 
precise restart option derivates can be calculated faster for 
different parameter sets. Each derivative would be still linear, 
but the analysis space can be enhanced.      
V. CONCLUSIONS AND OUTLOOK 
In this paper three reliability methods have been applied 
to flume experiments and project work. Two linear methods, 
the Scatter Analysis and the first order reliability method 
(FORM) using algorithmic differentiation (AD) were 
compared to a specialised Monte Carlo method (MC-CL). 
For linear or slightly non-linear model behaviour the linear 
methods are very useful. However, most morphodynamic 
tasks are of long term and large scale. Both imply an 
increasing non-linear behaviour. With that model class only 
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qualitative statements can be made. On the other hand Monte 
Carlo methods require such amount of computing time that it 
is simply not possible to conduct in project work. Further 
investigations for non-linear methods based on algorithmic 
differentiation seem most promising.  
First results of automatic calibration using an 
optimisation due to algorithmic differentiation in adjoint 
mode have been shown. The quality of the calibrated 
parameter set was determined within the optimisation 
algorithm. This increases the prediction ability of the model 
respectively the model reliability.  
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Abstract— The present study describes the assimilation of 
discharge in-situ data for operational flood forecasting. The 
study was carried out on the Marne river (France) catchment 
where lateral inflows's uncertainty are important due to karstic 
areas. This source of error was partly accounted for using an 
Extended Kalman Filter algorithm built on top on a 
monodimensional hydraulic model. The Data Assimilation 
algorithm is achieved using the OpenPALM dynamic coupling 
software that allows for a computationally efficient 
implementation. 
I. INTRODUCTION 
In 2006, 9% of the French population was exposed to 
flood risk, one of the greatest natural risks causing damage 
and human loss [21]. The French flood forecasting service 
(SCHAPI - Service Central d'Hydrométéorologie et d'Appui 
à la Prévision des Inondations), in collaboration with the 22 
local flood forecasting centers (SPC- Service de Prévision 
des Crues) produces a twice-daily broadcast vigilance map 
available to governemental authorities and general public 
(http://www.vigicrues.gouv.fr). 
In order to effectively support emergency management 
and decision making it is essential to properly characterize 
the different sources of uncertainty in hydrologic forecasts 
[3][25]. The reliability of flood forecasting strongly depends 
on the quality of the hydraulics model, its boundary 
conditions (upstream and lateral inflow), hydrological initial 
conditions and numerical parameters. Much effort has been 
directed towards the estimation of hydrologic and hydraulic 
model parameters especially for the statistical analysis of 
parameters uncertainties usually using a historical batch of 
data, assuming time-invariant parameters [6][24]. In practice, 
in addition to model simulation and batch calibration, the 
reliable operation of a watershed system requires a 
continuous correction of the forecast as observational data 
become available [18]. The application of data assimilation 
(DA) [1], which optimally merges information from model 
simulations and independent observations with appropriate 
uncertainty modelling, has proved promising in improving 
prediction accuracy and quantifying uncertainty 
[11][13][14][16]. Still, the use of such methods by 
operational agencies is rare and the need for implementing 
effective DA in the flood forecast process is increasing when 
flood frequency is likely to increase as a result of altered 
precipitation patterns triggered by climate change [5]. 
DA offers a convenient framework to overcome some of 
the limits of the calibration processes: observations and 
simulation outputs are combined to estimate an optimal set of 
model parameters and consequently reduce uncertainties in 
the simulation. With the increasing abundance of new in-situ 
and remote sensing observations, DA was applied in several 
studies formulated in an operational framework. A great 
number of  implementations were made on top of 
hydrological models in order to improve soil moisture initial 
conditions. Thirel et al. (2010a,b) [22][23] assimilated past 
discharges to obtain a better initial soil moisture state and 
improve ensemble streamflow simulations. Dechant and 
Moradkhani (2011a) [4] used SNOTEL data to improve the 
estimation of snow water storage and consequently improve 
the ensemble streamflow prediction from the National 
Weather Service River Forecast System (USA). Seo et al. 
(2003, 2009) [19][20] explored variational assimilation of 
hydrologic and hydro-meteorologic data into operational 
hydrologic forecast. The Kalman Filter (KF) [8] algorithm is 
the most commonly used sequential DA algorithm which 
127
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
results in the optimal estimation for linear dynamic models 
with Gaussian uncertainties. It was extended to nonlinear 
problems using a first order approximation of Taylor series, 
namely Extended Kalman Filter (EKF), or an ensemble 
approach for the Ensemble Kalman Filter (EnKF) [7]. These 
algorithms are also now widely being used in hydrology and 
hydraulics for the estimation of model states [10][12] as well 
as model parameters [15].  
In the context of hydrodynamics modelling, Ricci et al. 
(2011) [17] showed that the EKF assimilation of water level 
observations on the Adour catchment with the 1D hydraulic 
model MASCARET [9] developed by LNHE (Laboratoire 
National d'Hydraulique et d'environnement) from EDF-R&D 
(Electricité De France Recherche et Développement) enabled 
to improve flood forecasting of 60% at a one hour lead time 
and of 25% at a twelve-hour lead time. In the present study, a 
similar approach is applied to flood forecasting in the Marne 
catchment where the presence of karstic areas makes it hard 
to correctly specify upstream and lateral inflows to the 
model. In the framework of operational flood forecasting, the 
SAMA (Seine Amont Marne Amont) SPC has developed two 
different models on two limited areas of the Marne 
catchment described in Fig. 1. On these limited areas, the 
batch calibration of the model was possible and the 
uncertainties due to lateral inflow were accounted for by 
artificially adjusting the Strickler coefficients. Still, in order 
to increase the forecast time on the Marne catchment, both 
models were recently merged into a global model far more 
difficult to calibrate. The need for a coherent estimation of 
the so far neglected inflows, which represent the dynamics of 
the karstic areas, and the non-modelled tributaries, which 
represent the dynamics of catchment areas, motivates the use 
of a DA procedure using in situ measurements. A realistic 
and time varying estimation of the lateral inflows is then 
achieved using a sequential data assimilation approach on 10 
flood events over 2001-2010. It is shown that, in spite of 
certain limitations described further on, this approach 
provides a reliable estimate of the lateral inflows and leads to 
the improvement of the flood forecast at meaningful lead 
times for operational use. 
The structure of the paper is as follows. Section II 
provides a description of the Marne catchment. The DA 
method is described in Section III along with the choices 
made for the implementation of the algorithm. Section IV 
gives an overview of the results, highlighting the merits of 
the approach for flood forecasting along with its limitations 
on a representative flood event. Conclusions are given in 
Section V. 
II. MODELLING THE MARNE CATCHMENT 
The Marne catchment is a karstic basin located East of 
the Paris basin. The Marne river is a 525 km long tributary of 
the Seine river, its source is located in the Langres Plateau in 
the Haute-Marne department (Fig. 1). The study is carried 
out on the upstream part of the river that is strongly sensitive 
to local precipitation and where flash floods (5 to 120 m3.s-1 
within a 24h period in October 2006 at Condes) occur. 
The landscape of the catchment is defined by forested 
plateaus, incised valleys and presents numerous limestone 
outcrops. Therefore the catchment area includes karstic areas 
and tributaries whose behaviour is highly nonlinear and thus 
difficult to forecast. As of today, the operational forecast 
relies on the integration of two sub-models on the Marne 
Amont and Marne Vallage areas (Fig. 1). These models are 
based on the mono-dimensional numerical code 
MASCARET for hydraulics describing the Saint-Venant 
(Shallow Water) equations and developed by EDF and 
CETMEF (Centre d'Etudes Techniques Maritimes Et 
Fluviales). They provide a satisfying water level signal, still 
discharges are usually underestimated and the maximum lead 
time for the forecast is 15 hours.  
In order to extend the maximum lead time and benefit 
from measurements at Saucourt, the sub-models were 
merged into a global model extending from Villiers to 
Chamouilley and including the karstic areas of the Rognon. 
The upstream flows are specified at five upstream stations 
(Marnay, Louvières, Villiers, La Crête and Humberville). 
This global model underestimates the discharges of 50% on 
average over ten significant events for a representative event 
for Condes and Mussey observing stations. Indeed, the global 
model area is about 2250 km2 when the area controlled by 
the five upstream stations is only about 755 km2. Thus it 
appears that the modelling of lateral inflows, despite the lack 
of hydrologic rainfall-runoff model on the area, represents a 
key step towards the use of the global model for the Marne 
catchment. Five lateral inflows were then added to the model 
to represent the exsurgences of the Suize (Q1), the Seurre on 
the Rognon catchment (Q2 and Q3), and tributaries upstream 
Musey (Q4) and Chamouilley (Q5). Given the homogeneous 
response of the catchment to an oceanic rainfall event, a 
water budget approach enables to describe a coherent, yet 
perfectible, behaviour of the catchment. Characteristic 
hydrographs of the catchment are used to represent the 
additional inflows with a multiplicative coefficient. The 
multiplicative coefficients Ai, with i in [1, 5] and their 
statistics were identified over a batch calibration of 10 flood 
events and are presented in Table I. This estimation can be 
greatly improved with a sequential method that allows for 
temporal variability of the coefficients, essential for instance 
for summer and early autumn events when the karst 
behaviour is complex and the Villiers station may not be 
representative of the entire catchment's dynamics.  
TABLE I.  MULTIPLICATIVE CORRECTIVE COEFFICIENTS Ai FOR 
LATERAL INFLOWS AND STANDARD DEVIATIONS WITH i IN [1, 5] 
Qi Elementary hydrograph Ai Std 
Q1 Villiers 3 0.8 
Q2 Villiers 4 1.3 
Q3 Humberville 3 1.8 
Q4 Villiers 2.5 1.4 
Q5 Villiers 5.5 2 
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Figure 1.  The Marne catchment, the sub-models are circled with dashed lines. The hydrological observing stations S1, S2, S3 and S4 are represented by black 
triangles. Lateral inflows Q1, Q2, Q3, Q4 and Q5 are represented by black dots and the observing stations on which they depend are in parentheses. 
 
III. SEQUENTIAL DATA ASSIMILATION METHOD 
A. Extended Kalman Filter 
Data assimilation approaches aims at identifying the 
optimal estimate of the true value of an unknown variable x 
that includes, in this work, the set of corrective coefficients 
Ai with i in [1, 5]. The a priori knowledge on these 
coefficients given in Table 1 describes the background vector 
. The observation vector  is composed of hourly 
discharge measurements, a conservative variable, at Condes, 
Saucourt, Mussey and Chamouilley (respectively denoted by 
S1, S2, S3 and S4 in Fig. 1). The analysis is performed on a 
sliding time window, over which the Ai coefficients are 
assumed to be constant. Assuming that the background, the 
observation and the analysis are unbiased, the analysis vector 
 for cycle k can be formulated as a correction to the 
background parameters:  
 
 
 
where  is the gain matrix, 
 are the background and observation errors covariance 
matrices and  is the model equivalent of the 
observations, generated by the observation operator Hk. 
The observation operator consists of two operations, the 
costliest of which is the non-linear integration of the 
hydraulics model given the upstream and lateral flow 
conditions over the assimilation window. The second 
operation is the selection of the calculated discharges at the 
observation points and at the observation times.  
represents the discharges at the observation points and times 
computed by MASCARET using the background parameters 
Ai = 1.  
The analysis is cycled over the period covering the entire 
flood event, thus allowing Ai to vary between the cycles. For 
cycle k, the observations over the first 8 hours (the re-
analysis period) are used to estimate the optimal coefficients 
and a 24-hour forecast is carried out. Each of the five lateral 
inflows Q1, Q2 , Q3, Q4, Q5 is controlled using downstream 
measurements from the hydrological observing station as 
described in Fig. 1; Q1 is controlled by Condes and Mussey, 
Q2 and Q3 are controlled by Saucourt and Mussey, Q4 is 
controlled by Mussey and Chamouilley and Q5 is controlled 
by Chamouilley only. A 5 m3.s-1 standard deviation error is 
assumed on the discharge measurements to account for errors 
in misadjustment of pressure tube and extrapolation of water 
level-discharge rating curves. The background error 
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covariance is described by a diagonal matrix with the same 
standard deviation error on every Ai estimated as the mean of 
those described in Table I. 
B. Local estimation of the observation operator 
The Jacobian matrix  is the tangent linear of the 
hydraulics model computed in the vicinity of  as follows:  
 
 
 
and Hk,b can be approximated using a finite differences 
scheme written as: 
 
 
 
The local estimation of the tangent linear dynamics of the 
model with respect to the boundary conditions of the domain 
is a strong hypothesis. This method can be seen as an EKF 
algorithm without model errors (the model is considered as 
perfect). Since there is no propagation model for the 
parameters, the usual propagation steps of the KF algorithm 
are irrelevant here: the background error covariance matrix is 
invariant between the cycles.  
The data assimilation algorithm was implemented using 
the OpenPALM dynamic coupler developed at CERFACS. 
This software was originally developed for the 
implementation of data assimilation in oceanography for use 
with the MERCATOR project. OpenPALM allows for the 
coupling of independent code components with a high level 
of modularity in the data exchanges and treatment while 
providing a straightforward parallelization environment [2]. 
The Parasol functionality in OpenPALM allows to 
automatically launch several executables of the same 
numerical code, in parallel. In this study, the Parasol 
functionality is used to launch the different integrations of 
MASCARET required for the finite difference scheme 
previously described. This allows for an efficient 
implementation of the DA algorithm with a reduced 
computational cost. For instance, when 5 inflows are 
corrected,  at least 5 additional integrations of MASCARET 
are required to compute Hk,b. Provided a large enough 
number of processors are available, these integrations can be 
achieved simultaneously. 
IV. RESULTS 
The benefits from the application of the sequential 
analysis over the 10 floods events for the Marne catchment 
are summarized in Table II presenting the Nash-Sutcliffe 
criteria computed with data assimilation (DA) and without 
(Free Run) at the maximum lead time for the forecast at each 
observing station. It was shown that the assimilation of 
discharge measurements allows for a significant 
improvement of the simulated discharges in re-analysis (not 
shown) and forecast mode; with an the average improvement 
of 0.91 at the maximum lead time. 
 
TABLE II.  NASH-SUTCLIFFE CRITERIA FOR FREE RUN AND DA 
SIMULATIONS AVERAGED OVER 10 FLOOD EVENTS OVER 2001-2010 AT 
MAXIMUM LEAD TIME FOR EACH OBSERVING STATION 
Observing station S1 S2 Joinville S3 S4 
Forecast lead time +6h +10h +13h +12h +21h 
Free Run 0.61 -0.2 0.14 0.01 -1.38 
DA 0.87 0.8 0.55 0.78 0.47 
 
For the major flood event in December 2010, the use of 
the DA procedure for real-time forecast would have 
improved both discharge peak forecasts of 15 % as 
illustrated in Fig. 2 (only the first peak is shown). The 
discharges are presented on the left vertical axis and water 
levels are on the right vertical axis with solid thin and thick 
lines, respectively. Observations are represented by blue 
crossed curves, the Free Run 12 hour forecast by black solid 
curves and the analysis 12 hour forecast by red dashed 
curves. For the discharge and water level, the area between 
observation and Free Run is shaded in red when the model 
underestimates the signal and in blue when it overestimates 
the signal. The corrective coefficients for Q1, Q2, Q3, Q4 and 
Q5 represented in Fig. 3 are globally smaller than 1 when the 
Free Run overestimates the observed discharge and bigger 
than 1 where the Free Run underestimates the observed 
discharge. These values also depend on the sensitivity of the 
discharge at the observing station with respect to each Ai; 
this information is accounted for within the linearized 
observation operator H. 
Still, the assumption of a constant correction of the lateral 
inflows over a DA analysis cycle can lead to an inappropriate 
correction as displayed in Fig. 2 for Day 3. The 12-hour 
forecasted discharge at Day 3, resulting from the DA 
procedure (175 m3.s-1 where the solid vertical line intersects 
the thick red dotted curve) is computed using the corrected 
inflows resulting from the assimilation of the difference 
between the Free Run and the observation during the 8-hour 
period in Fig. 2 represented in grey between the two thin 
vertical lines at Day 2 + 2h and Day 2 + 10h. Over this 
period, the average discharge (thick curves) difference is 
bigger than that at Day 3, thus the DA procedure leads to an 
over correction of the discharge (an over decrease in this 
case): the solid red line at Day 3 is below the blue crossed 
line. To sum it up, if the model-observation error is not 
monotonous over the re-analysis and forecast period, the DA 
procedure can lead to an under or over correction. A possible 
leverage for this problem is to shorten the re-analysis period 
and thus allow for more temporal variability of the corrective 
coefficient. 
Globally in Fig. 2, the water level is also significantly 
improved (thin curves), still the correction of the lateral 
inflows with assimilation of the discharge measurements
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Figure 2.  Discharge (thick curves) and water level (thin curves) at +12h, December 2010 (Mussey):  
Observations (blue crossed curves),  Free Run (black solid curves), DA analysis (red dashed curves). 
 
 
Figure 3.  Ai coefficients for Q1, Q2, Q3, Q4 and Q5 during December 2010  event. 
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does not improve the water level peak simulation, it even 
degrades the first peak at Day 3 + 12h. Indeed, when the 
relation between water level and discharge in the model is 
not coherent with the relation between water level and 
discharge in the observation, the sign of model-observation 
error on discharge is different from the sign of the model-
observation error on water level. This is the case from Day 
2.5 to Day 3.5; the Free Run simulation overestimates the 
discharge (blue area in Fig. 2) but underestimates the water 
level (red area in Fig. 2). Here, the DA correction tends to 
decrease the lateral inflow in order to decrease the simulated 
discharge, thus leading to the decrease of the simulated water 
level when the latter was already too small. 
The friction coefficients (Ks) of the hydraulic model are 
mean values obtained from the calibration procedure using 
discharge data, over 10 flood events. The resulting values for 
the hydraulic section containing Mussey are 20 for the river 
channel and 13 for the flood plain. These values are 
potentially not well suited for high discharge events and 
might be responsible for a non-physical local relation 
between discharge and water level. To account for 
uncertainty in the topography and bathymetry, a local 
correction of the Ks coefficient at Mussey is applied (over a 
200m section downstream of the observing station). As 
illustrated in Fig. 3, a  change in Ks allows to improve the 
simulated water level while the discharge is left unchanged 
by this local modification. Once the lateral inflows were 
corrected through the DA procedure, the simulated discharge 
is improved over the whole flood event, still the water level 
is overestimated (red areas in Fig. 3) from day 1 to 2.5 and 5 
to 9 and underestimated at the flood peak (blue area in 
Fig. 3). An approximate calibration of the Ks coefficients is 
achieved to obtain the green curves in Fig. 3; the river 
channel and the flood plain coefficients are increased to 27 
and 15 respectively over the overestimation periods and 
decreased to 16 and 9 over the underestimation period. The 
local correction of the Ks coefficients improves water level 
forecasts without changing discharges. Based on these 
results, ongoing work aims at including the Ks coefficients 
within the DA control vector of the previously described 
procedure. 
As the correction of lateral inflows, Ks coefficients must 
be corrected sequentially as observations become available. 
The linear approximation of the relation between the Ks 
coefficients and the simulated hydraulic state should be 
investigated. Fig. 4 illustrates the nonlinear impact of the 
perturbation of the river channel Ks at the flood peak, at 
Mussey, around the reference value Ks = 20. For instance, a 
perturbation of 4 leads to a maximum discrepancy in water 
level of 2cm with respect to the linear approximation 
computed for dKs = 2 (pink dashed line in Fig. 4). For a 
positive perturbation in Ks, the non-linearity is significantly 
smaller than for negative perturbations with a water level 
difference of 6 cm when the Ks is increased from 20 to 32 
and up to 33 cm when the Ks is decreased from 20 to 8. In 
order to keep the non-linearity impact small on the EKF 
analysis, the correction to the Ks coefficient should remain in 
a limited interval such as [-5, 5].  
 
Figure 4.  Discharge (thick curves) and water level (thin curves) at +12h, December 2010 (Mussey): observations (blue crossed curves), 
DA analysis (red dasched curves) and DA analysis with modified Strickler coefficient (green dotted curves). 
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V. CONCLUSION 
The sequential assimilation of discharge measurements in 
real time mode was presented in this paper. The study 
focuses on the application of an Extended Kalman Filter 
(EKF) algorithm for the Marne catchment under the 
assumption that the relation between the lateral boundary 
conditions of the domain and the simulated discharge is fairly 
linear. It was shown that the estimation of the time varying 
contributions of the karstic areas and the neglected tributaries 
can be achieved. This leads to the improvement of the 
hydraulic state forecast at meaningful lead time for 
operational use. Since the method developed here is not 
catchment dependent, it was applied for other French 
catchments and it is currently being integrated in the real-
time forecasting platform for operational use at SCHAPI. 
The reduced computational cost of the procedure is also a 
strong advantage. The extension of the control vector to 
model parameters such as the Strickler coefficients is one of 
the perspectives for further works as it will allow to correct 
the relation between water level and discharge within the 
model. 
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Abstract—In the Irish Sea, the best marine renewable energy 
sites are subjected to strong currents and exposed to relatively 
large waves (e.g. around Ramsey island and in the Bristol 
Channel).  The objective of this research is to present the 
potential of the TELEMAC modelling system in various 
aspects of marine renewable energy studies such as multi-scale 
modelling, and wave-tide interaction. Firstly, an idealised 
triangular domain was modelled to study the impact of tides on 
quantifying the wave power resource. The overall dimensions 
of this case study resemble those of the Bristol Channel.  The 
results of the idealised case study demonstrate that ignoring the 
tides when estimating wave power generates considerable 
errors, since wave power is related to significant wave height 
squared. Next, a multi-scale unstructured mesh model of the 
Irish Sea was developed using TELEMAC. Spatial and 
temporal variations of the currents around Ramsey Sound 
were captured using a relatively fine mesh (~40m).  Despite the 
strong current field and complex bathymetry of this region, the 
multi-scale tidal model led to convincing results. Some 
recommendations for research and priorities for data collection 
have been identified. 
I. INTRODUCTION 
A key step towards the successful deployment of marine 
energy devices is site selection. Assessment of the physical, 
environmental and socioeconomic constraints at a specific 
site is highly dependent on a proper understanding of the 
current (e.g. resource assessment for tidal energy devices) 
and wave (e.g. cost due to wave loads on tidal energy 
devices, or wave power estimation) fields.  Due to 
consistently high current speeds, Ramsey Sound in the 
southern Irish Sea has attracted both academic and business 
interest as a suitable site for tidal energy extraction.  Hence, 
companies are planning to install tidal energy devices here as 
pilot studies.  Further, the Bristol Channel is one of the most 
energetic sites in the Irish Sea for tidal and wave energy 
devices. Numerical simulations of the hydrodynamics of 
these areas is a challenging task, as a result of the highly 
irregular bathymetry, strong tides and relatively energetic 
wave climate. Additionally, in most studies relating to  
marine renewable energy, waves and currents have been 
treated separately.  
In the most recent version of TELEMAC (i.e. 6.1), it has 
been possible to develop current and wave models of a 
region based on the same mesh and boundary conditions, 
including one-way or two-way coupling  of those models. 
In the present research, the TELEMAC modelling system 
has been used to study tides, waves, and their interactions, in 
terms of estimating renewable energy resources.  An 
idealised triangular case along with a multi-scale Irish Sea 
model has been developed and discussed to address this aim. 
II. STUDY AREA 
The UK is located in a highly energetic environment in 
terms of marine renewable energy resources. In some areas 
like the Bristol Channel and around Ramsey Island, many 
studies have assessed the wave and tidal energy resources. 
The Bristol Channel is exposed to long fetch lengths from the 
Atlantic Ocean, potentially exceeding 1000 km.  Hence, it is 
considered as one of the potential places for wave energy 
extraction in the UK. Further, with a mean spring tidal range 
of 12.2 m, and a mean neap range of 6.0 m at Avonmouth, 
the Bristol Channel has one of the highest tidal energy 
resources in the world.  Depths in the approaches to the 
Bristol Channel are around 50 m. Ramsey Island is about 1 
km off the coast of the St David's peninsula in 
Pembrokeshire in southwest Wales. Tidal currents are very 
strong particularly in the channel located at the east side of 
the island (i.e., Ramsey Sound).  
III. TELEMAC-2D - TOMAWAC MODELLING 
APPROACH 
TELEMAC-2D and TOMAWAC were used to model 
tides, waves and their interaction [1]. TELEMAC-2D is a 
well-known and popular model which solves the 2-D shallow 
water equations using FEM. One of the attractive features of 
this model is its unstructured discretization.  This makes it 
suitable for multi-scale problems without resort to nesting. 
As an example, to model the flow and waves around Ramsey 
Island a multi-scale Irish Sea model was developed in the 
present work. A mesh size of 7000 m was used around the 
southern boundary (Celtic Sea), while a much finer 40 m 
mesh was used to resolve the bathymetry and capture the 
flow field inside Ramsey Sound. 
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TABLE I.  ESTIMATED ERROR IN THE WAVE POWER ESTIMATION DUE 
TO THE TIDE AT POINT A FOR FULLY COUPLED MODELS (FIG. 1) 
 
Percentage error 
a*=2 a=3 
 Hmo Wave Power Hmo Wave Power 
Average 3.0 6.0 4.7 9.2 
Max. 6.7 11.9 9.8 16.2 
* The tidal amplitude at the left open boundary 
 
2) Other considerations: Apart from estimating wave 
power, other parameters which have a primary role in the 
design of marine renewable energy schemes can be affected 
by wave-tidal interactions.  Accordingly, the extreme wave 
loads have traditionally been used for the structural design of 
nearshore or offshore structures.  Hence, underestimating 
wave height due to ignoring wave-tidal effects can increase 
the risk of damage to a tidal energy device. 
As a final discussion point for this idealised case, the effect 
of waves on tidal currents is briefly demonstrated.  The 
predicted current fields with and without inclusion of the 
wave forces have been subtracted and plotted in Fig. 8 to 
represent a typical time snapshot. Also, the corresponding 
wave forces are presented in Fig. 9. As expected, the wave-
generated currents are more noticeable in the nearshore 
zone. This can lead to 0.40 m/s error, which is about 20% in  
 
 
Figure 8.  The difference of current speed with and without the inclusion 
of wave forces at t=14h00. 
 
Figure 9.  Wave forces at t=14h00. 
the prediction of tidal currents. There is a clear association 
between this difference and wave generated forces. 
B. Irish Sea/Ramsey Sound Model 
The FEM mesh of the Irish Sea model is presented in Fig. 
10. The mesh size is about 7 km near the southern boundary 
in the Celtic Sea, and gradually approaches 40 m around 
Ramsey Sound (Figs. 11 and 12). 
 
 
Figure 10.  Bathymetry and FEM mesh of the Irish sea TELEMAC model. 
The model was forced by tidal water elevations at the 
open boundaries. The tidal constituents at the open 
boundaries were interpolated from an analysis of POLCOMS 
shelf scale model output.  Model results at different tidal 
gauge locations in the Bristol Channel and Liverpool bay 
compared well with observed data (not presented here). 
ADCP data collected during the spring tide of May-2011 (14-
20 May 2011) were used to evaluate the simulated currents 
around Ramsey Island.  As an example, Fig. 12 and Fig. 13 
demonstrate the flow pattern on 15-May-2011 at 11:30, along 
with measured ADCP data. As can be seen, the spatial 
variations of the currents in this region are extensive, and the 
model and observations have a convincing agreement.  The 
current speed approaches 3.5 m/s inside Ramsey sound 
during this period. 
A TOMAWAC wave model of the same area was 
developed.  Since the majority of waves in the Irish Sea are 
generated by winds emanating from the southwest [7], the 
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distribution of the significant wave height for a typical 
southwesterly wind speed of 20 m/s is plotted in Fig. 14. 
 
 
Figure 11.  A closer view of the variable mesh density with very fine mesh 
around Ramsey Island. 
 
Figure 12.  A typical flow pattern in the vicinity of Ramsey Island at 15-
May-2011 11:30 PM compared with ADCP data (measured data were 
collected by Cardiff University). 
It is clear that Ramsey Sound is sheltered from this 
typical southwesterly wind event.  However, the wave 
heights to the west of Ramsey Island reach up to 7 m for this 
event.  This suggests that running a coupled wave current 
model is more essential to the west of the island, while the 
wave energy inside Ramsey sound is not that significant. 
Further, the model results could be improved, particularly by 
improving the bathymetry near the coastline and intertidal 
zone. 
To the best of our knowledge, no wave buoy data are 
available around Ramsey Island. However, wave data exist 
for Scarweather WaveNet Site, which is located at the middle 
of the Bristol Channel. The effect of the inclusion of tides on 
estimated wave heights during an event in October-2005 is 
depicted in Fig. 15. Fluctuations of the wave height due to 
the tide are present in both the measurement  and the coupled 
wave current model. However, a pure wave model cannot 
capture these fluctuations. Further work is underway to 
improve the wave-current model and assessment of wave 
energy resources using this coupled model. 
V. CONCLUSIONS AND RECOMMENDATIONS 
Our study of wave-tidal interactions in an idealised 
triangular domain suggest that assessment of the wave 
energy resource, without considering the effect of tides, 
could lead to errors of up to 10% in high tidal range areas 
like the Bristol Channel. Further research is underway to 
investigate this for the actual bathymetry of the Irish Sea.  
The errors associated with estimating wave power are almost 
twice those errors in simulating the significant wave height.  
Additionally, for the safe design of offshore or nearshore 
tidal energy devices, the effect of tides on modulating the 
wave heights should be considered. 
 
Figure 13.  A closer view of flow around Ramsey Island (see also Fig. 12). 
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Figure 14.  The distribution of the significant wave height around Ramsey 
Island for a typical southwesterly wind of 20 m/s simulated by 
TOMAWAC. 
 
Figure 15.  Effect of including the tide on wave prediction at a Scarweather 
WaveNet Site, Bristol Channel (51°26'.00N and 003°55'.99W), 17-24 
October 2005. 
The primary hydrodynamic model of Ramsey Sound 
demonstrated the suitability of TELEMAC for multi-scale 
modelling of waves and currents in highly energetic 
environments with complex bathymetry. The resolution of 
the bathymetry, especially near coasts and in the intertidal 
zone, is the key factor for improving the model results. 
Ramsey Sound is sheltered from southwesterly wind 
waves, while the interaction of waves and tides to the west 
and southwest of Ramsey Island is important, and can be 
simulated by models like TELEMAC. 
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Abstract—The Energy Technologies Institute has commissioned 
a Continental Shelf Model of Northern European waters. Its 
principal aims are to assess the tidal energy potential around 
the UK, to inform the design of energy harnessing schemes, to 
understand the interaction between different tidal range and 
tidal stream energy schemes, and to evaluate their impact on 
Northern European coasts. To that effect, coarse and detailed 
resolution versions of the model were developed. 
Considerable effort was invested in identifying, obtaining and 
analysing suitable data for the model calibration and validation 
exercise. Good agreement was achieved overall, and in 
particular against discrete observed velocity data at two high 
energy sites in the Irish Sea/North Channel. 
Computing time for a 15-day period is under 15 minutes on a 
12-core desktop computer, and under 3 hours on a standard 
multi-core desktop computer for the coarser model. That for 
the detailed model is under 1.5 hours on an 8 x 12-core blade 
cluster. This allows simulations to be run efficiently and could 
open the way for parameter estimation and optimisation and 
ultimately for uncertainty analysis. 
This makes the Continental Shelf Model a suitable tool for 
the tidal power industry to predict future tidal energy scheme 
scenarios, and the interaction between different energy 
schemes. 
I. INTRODUCTION 
Renewable energy extraction from tidal range and/or tidal 
current technologies in a particular area will affect the 
hydrodynamics of the local tidal system, impacting the tidal 
resource itself. There may also be a regional effect on the 
hydrodynamics, impacting other tidal energy extraction 
schemes’ resource and potential energy yield. The impact of 
large scale and/or widespread tidal energy extraction on the 
tidal system is therefore important to understand in order to 
inform optimisation and management of the tidal resource. 
This paper describes the development of coarse and 
detailed resolution versions of a Continental Shelf Model of 
Northern European waters (CCSM and DCSM respectively, 
CSM generically), and its anticipated use by the tidal power 
industry. [15] summarises the conclusions drawn from the 
CSM in terms of inter scheme interactions. The work was 
commissioned by the Energy Technologies Institute (The 
ETI) in 2011 with the aim of improving understanding of the 
possible interactions between proposed tidal energy 
extraction schemes. It was undertaken by Black & Veatch 
Ltd in partnership with HR Wallingford and the University of 
Edinburgh. 
II. THE CONTINENTAL SHELF MODEL SETUP 
The open source, industry driven, TELEMAC system, 
and more specifically its two dimensional flow module, 
TELEMAC-2D, forms the underlying modelling tool for the 
development of the CSM. 
A. Extent 
Recent publications [1, 4] have indicated that relatively 
small tidal power projects can affect very distant locations. In 
order to cater for long-range impacts and interactions 
between energy schemes, the CSM not only covers UK 
waters, but extends offshore slightly beyond the Northern 
European continental shelf (defined principally by the 300 m 
depth contour), and includes the coastlines of the United 
Kingdom, Ireland, the Channel Islands, France, Belgium, the 
Netherlands, Germany, Denmark, Sweden and Norway. It 
includes, amongst others, the Malin Sea, Irish Sea, Celtic 
Sea, English Channel and the North Sea. The Baltic Sea is 
not included in the model because of its very limited tidal 
range and minimal mean spring tidal current velocities [2]. 
An annual mean discharge is instead imposed as an inflow in 
the model. The extent of the CSM is shown in Figs. 3 and 4. 
B. Resolution and exclusions 
Two versions of the CSM were developed as follows: 
• The Coarse resolution of the CCSM starts from c. 
1 km at the coastline, on islands and locations of 
selected tidal range and tidal current energy schemes, 
with a growth rate of 8%, to reach a maximum of c. 
35 km in open water. The total number of nodes is c. 
161,500; the number of elements is c. 301,000. 
• The Detailed resolution of the DCSM starts from c. 
200 m at the coastline, on islands and energy scheme 
sites, with a growth rate of 8%, to reach a maximum 
of c. 35 km. The total number of nodes is c. 
1,625,000; the number of elements is c. 3,055,000. 
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While the resolution of the DCSM provides more detailed 
predictions than that of the CCSM, its purpose, like the 
CCSM, is primarily to provide preliminary impact 
assessment results for the entire Northern European 
continental shelf. It is not to be used in place of a refined 
local model when considering resources / impacts in specific 
areas. 
In both versions of the CSM, the unstructured mesh used 
by TELEMAC-2D was fitted to predefined internal lines and 
refined locally to facilitate the inclusion of coastal sites of 
interest, or the geographical locations of anticipated tidal 
range and tidal current energy schemes at a later date. 
Particular attention was paid to coastal features such as small 
inlets, passages and islands, to ensure they were adequately 
represented in the models. 
The level of detail with which sites of interest, the 
coastline and islands are represented in a model depends 
largely on the local resolution. For illustrative purposes, 
Fig. 1 shows representations of an hypothetical island, in a 
detailed- (top image) or coarse- (bottom image) resolution 
model. In Fig. 1, the colour contours show arbitrary 
elevations in the vicinity of the island. The unstructured mesh 
defined by the model resolution is shown in grey and a see-
through surface is shown in blue that represents the still 
water level. 
 
 
Figure 1.  Representation of an island in different resolution models. 
In the coarser model, the island is represented as a 
bathymetric feature; that is, all the elements are part of the 
unstructured mesh. As the water level goes down with the 
tide, dry cells will be introduced at the tip of the (under 
water) island (marked as a thin red patch). The cells will 
become wet again when the water level goes up. 
In addition, significant effort was invested in this project 
to identify and group together clusters of small islands into 
larger land masses, in order to represent the hydrodynamics 
as closely as possible. Examples include the Isles of Scilly, 
the islands between Ile d’Ouessant and Ile de Molène off the 
coast of Brittany, or islands along the rugged coastline of 
Norway to name a few. 
In the example illustrated in Fig. 2, the Isles of Scilly 
were individually contoured in the DCSM (purple contours) 
but clustered, to some extent, in the CCSM (orange 
contours). This was made necessary by the model resolution. 
 
Figure 2.  Representation of the Isles of Scilly in the CSM. 
C. Seabed map 
The bathymetry in the CSM was developed from 
Admiralty Chart data processed and provided by SeaZone of 
HR Wallingford. Significant effort was invested in the pre-
processing of the digitised bathymetric charts to ensure 
consistency across all regions as many of the charts 
overlapped. The level of detail included in the charts was 
deemed sufficient for the purpose of the CSM, given its 
resolution. 
The CSM was developed in a bespoke spherical 
coordinate system due to its large extent, true to distances in 
m. The vertical reference datum was Mean Sea Level (MSL). 
D. Tidal forcing 
The CSM is driven by spatially varying time histories of 
water levels along the model offshore boundaries, combined 
with a radiative algorithm (Thompson boundary [8, 13]) that 
allows internal waves to leave the domain with little or no 
reflection. The time histories were synthesised at every 
computational point directly from TELEMAC [12], based on 
the 13 constituents available from the Northern European 
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TPXO dataset (8 primary, 2 long-period and 3 non-linear 
constituents). 
The TPXO dataset is one of the most accurate global 
models of ocean tides [11]. It is based on a best-fit of tidal 
levels measured along remote sensing tracks from the 
TOPEX/POSEIDON satellite project in operation since 2002. 
The Northern European dataset was deemed adequate to 
define tidal levels in deep water, at the model boundary. 
III. THE CSM CALIBRATION, VALIDATION AND 
VERIFICATION 
The CSM was first calibrated (against coastal observed 
tidal data), then validated (against offshore observed tidal 
data) and verified (against velocity data and atlases). 
Considerable effort was invested in identifying, obtaining 
and analysing suitable data from various organisations, 
metocean and hydrographic offices to that effect. 
A. Calibration 
Calibration was carried out over a complete 15-day tidal 
cycle featuring above average spring conditions and below 
average neap conditions, to ensure that the CSM performs 
well for the entire range of expected tidal conditions. 
Calibration was achieved by tuning the CSM bed friction 
parameter, at a global level first and within 4 regions of the 
domain eventually, until good overall agreement was reached 
at 24 coastal tidal gauges [6, 9, 14]. 
These locations were selected such that (a) they cover the 
entire model area (this is particularly relevant since one of 
the principal aims of the CSM is to inform the impact of the 
implementation of tidal energy schemes upon other 
interests); (b) they represent the possible range of expected 
spatial variations in tidal amplitude throughout the model 
area; and (c) they are located close to key areas of interest 
(e.g. Hinkley Point – Avonmouth in the Bristol Channel, 
Portrush in the North Channel). 
Agreement of the CSM results with observed data was 
primarily illustrated by comparison of the predicted and 
observed water level traces over the full 15-day tidal cycle, at 
all calibration locations. Examples for a subset of locations 
(marked in Fig. 4 and representative of the model area) are 
given in Fig. 5 for the DCSM. In these plots, the horizontal 
axis is time; the vertical axis is free surface elevation in m. 
To aid visualisation of the results, the vertical axis was 
coloured according to range (dark green for ±4 m, bright blue 
for ±8 m, and red for ±12 m). 
While the time histories give an immediate visual 
impression of the agreement, the quality of the CSM 
calibration was assessed by computing the difference in tidal 
levels between the model predictions and the re-synthesised 
data at each time step throughout the 15-day tidal cycle. The 
result of this assessment was presented in terms of 
normalised Root Mean Square Error (RMSE) and Mean 
Absolute Error (MAE) values for all the calibration locations. 
A target normalised RMSE value of 10% is often deemed to 
reflect a good calibration. This metrics was used for the 
CSM. 
The analysis confirmed the suitability of both versions of 
the CSM. In the St George’s Channel, Bristol Channel, Irish 
Sea and North Channel area, normalised RMSE values were 
generally well below the target value of 10%. The agreement 
was also strong around the Orkney and Shetland Islands 
although the calibration locations were not directly located in 
areas of significant tidal energy potential (due to lack of data 
at the time of the study). 
In Fig. 3 and Fig. 4, the spots mark all the calibration 
locations considered in this project; the colour identifies the 
normalised RMSE value obtained from the calibrated CSM. 
For example, dark and light green spots indicate locations 
where the normalised RMSE value was below 5% and 10% 
respectively, that is, where the calibration target for the CSM 
was met or exceeded. 
 
Figure 3.  Quality of the CCSM calibration exercise measured in terms of 
normalised RMSE. The model extent is also shown. 
 
Figure 4.  Quality of the DCSM calibration exercise. 
 
Wexford Milford 
Haven Avonmouth 
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Figure 5.  Tidal range time histories. The tidal levels predicted by the DCSM are indicated as a thick orange line, the levels obtained by tidal re-synthesis are 
shown as black crosses. When available concurrently to the calibration period, the observations [6, 9, 14] are represented by a thick light green line. 
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B. Validation 
Validation of the CSM was performed against 
independent sets of observed offshore tidal gauge and bottom 
pressure data (at 11 stations). Comparison against these data 
sets confirmed the suitability of the CSM in high energy key 
areas. 
C. Verification 
The data used to verify the CSM comprised velocity data 
and atlases of tidal range and peak current speed. Although 
the agreement of the CCSM with velocity data was mixed 
(principally because of its coarse resolution), the DCSM 
velocity predictions compared very favourably with 
measurements available at the time of the study. The results 
of this analysis cannot be shown in this paper to protect the 
copyright attached to the measured velocity data. 
Verification against the MAFF Atlas [10] was successful 
with the amphidromic points (e.g. off Wexford) and the areas 
of high tidal range (e.g. Morecambe Bay) qualitatively very 
well reproduced in both versions of the CSM. 
Verification against the UK Marine Renewable Energy 
Resources Atlas [5] was also positive for known energetic 
areas. It is noted that the finer resolution of the CSM 
(compared to that used in the UK Atlas [5]) allows a far 
better discretisation of the velocity field in key areas. As 
such, the DCSM (and to a lesser extent the CCSM) identified 
strong current areas (e.g. at the Falls of Warness, or in the 
North Channel off Larne) that had been previously 
misrepresented in the UK Atlas. 
These comparisons against atlases, as opposed to the spot 
checks performed in the calibration/validation exercise, 
enhance the overall CSM credibility. 
D. Discussion 
It is noted that the CCSM and the DCSM have similar 
tidal level behaviour. Overall, the predicted tidal ranges are 
higher with the DCSM than with the CCSM. Differences are 
not unexpected. The DCSM understandably provides far 
superior resolution everywhere. This is most apparent on 
current velocity maps. 
The CCSM and the DCSM also have similar levels of 
performance, with the DCSM, generally, only marginally 
more accurate than the CCSM in terms of normalised RMSE 
(the principal measure chosen to evaluate performance).  
This gives confidence in the CSM predictions, and in the 
model robustness. 
Verification against existing models was successful and 
enhances the CSM credibility. It is noted that the DCSM is 
two orders of magnitude finer (at sites of interest) than the 
existing UK Marine Renewable Energy Resources Atlas. 
E. Sensitivity 
A sensitivity analysis was subsequently performed in an 
effort to assess the response of the CSM to tuneable 
parameters such as bed friction, turbulence and numerical 
schemes. Sensitivity to freshwater discharges was also 
considered. 
The main conclusions are: 
• Based on experience with hydrodynamic models, the 
parameter with the most impact on model results is 
the bathymetry. 
• The good level of agreement between the CCSM and 
the DCSM (obtained with very different model 
resolutions) demonstrates grid insensitivity, although 
the DCSM results will be more resolved. 
• It has been shown that the formulation employed to 
represent bed friction is not of particular importance. 
• However, the selection of the bed friction parameter 
has a significant effect on the CSM predictions 
(water levels and current speeds), hence on the 
performance against observations. In general terms, 
the highest impact in terms of levels is observed in 
the English Channel, in the Severn Estuary, and in 
the Irish Sea east of the Isle of Man. 
• Turbulence has a noticeable effect on the predicted 
current speeds in some specific areas. However, in 
the absence of observed velocity data available 
globally around the UK to calibrate against, it is 
difficult to discard (or favour) one turbulence 
formulation over the other. While the constant 
viscosity and Smagorinski models were tested, the 
Elder model was eventually retained based on HR 
Wallingford experience. 
• The other parameters tested - “free surface gradient 
compatibility criteria”, discharge rate applied in the 
Thames and/or the Baltic Sea, and tidal force 
(calculating the astronomical terms required in the 
tidal forcing terms) - all have a limited impact on the 
CSM water level and velocity predictions. 
IV. THE CSM AS A TOOL TO INVESTIGATE TIDAL POWER 
PROJECTS AROUND THE UK  
From the outset, it was the intention that the CSM would 
become publicly available for the tidal power industry to 
understand the possible interactions between proposed tidal 
energy schemes across Northern European waters. With that 
in mind, the CSM was designed to be versatile. Each tidal 
scheme, in the CSM, is defined by: 
• a geographical extent and location. The geographic 
extent and location are stored within binary 
geospatial files, commonly called shape files. The 
format of these files is the standard ESRI format, 
produced by many geographic information systems 
(GIS) and by analysis and visualisation software 
such as Blue Kenue. 
• parameters informing how the CSM should respond 
to the presence of the tidal range and/or tidal current 
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schemes. Implementation of various energy schemes 
by the end-user is done through generic 
parameterised formulations representing schemes at 
the scale and resolution of the CSM, and catering for 
all types of technology, current and future. These 
formulations rely on the existing functionalities of 
the TELEMAC system. 
A. TELEMAC-2D 
TELEMAC-2D solves the 2D depth-averaged shallow 
water equations, also called the St Venant equations ([7]). 
These comprise three equations: one equation for the 
conservation of the volume of water and two equations 
representing the conservation of the water momentum, as 
follows: 
continuity equation: 
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where Srce is a variation of the volume of water within the 
water column (including rain, evaporation and other intakes 
and outlets such as those found around hydraulic structures). 
This makes the continuity equation well suited to represent 
flows through tidal range schemes. 
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y-momentum equation: 
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where Fx and Fy are source terms and body forces acting on 
the water momentum (including seabed friction, Coriolis, 
drag, and possible energy extraction devices). This makes the 
momentum equations well suited to represent drag and 
energy extraction at tidal current schemes. 
B. Tidal range scheme implementation in the CSM 
1) Identification 
The location of a tidal range scheme is defined by a 
polyline representing the barrage or lagoon alignment along 
which embankment, turbines and sluices lie. The mesh 
elements which this polyline crosses are automatically 
identified and masked to represent the blockage; the 
corresponding nodes are listed for source and sink terms to 
be applied. 
To facilitate the process, a convention on the orientation 
of the polyline determines which nodes are upstream and 
which are downstream of the structure. This is particularly 
relevant to schemes operating only during ebb tides or flood 
tides. This methodology also allows barrages to be defined 
between islands for example, where the coastline cannot be 
used to identify the upstream and downstream of the works. 
The turbines and sluices are then sited along the line of 
the structure using their specified width, starting from the 
deepest regions. 
2) Parameterisation 
As introduced earlier, a tidal range scheme is represented 
in the continuity equation (1) through the source/sink term 
Srce (subroutine PROSOU). The discharge (by extension the 
power generated) is a function of the head and energy 
difference across the control structure as follows: 
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ΔhhDΔhDΔhDΔhDDQ
++
++++=  (4) 
where Q is the discharge in m3/s, ∆h is the head 
difference in m, h is the average water depth in m, ∆u2 relates 
to the energy difference and can be used to represent other 
energy losses, and where D1 to D7 are constants defined by 
the technology type, the operational procedures, the turbine 
capacity, the size, submergence and types of the openings 
and other key turbine parameters. 
In addition to the parameters representing head-
discharge-power characteristics, a tidal range scheme is 
characterised by a mode (Ebb, Flood, Dual or Wall) and an 
extensive list of numerical parameters. They include various 
turbine characteristics and operating rules for three different 
types of turbines. Thus, while the number of parameters (79 
in total) is significant, not all the parameters are required to 
define a particular scheme. 
C. Tidal current scheme implementation in the CSM 
1) Identification 
The extent of a tidal current scheme is defined by a 
closed polygon representing the area within which the 
turbines are to be sited. The additional momentum forces are 
applied to all the nodes automatically listed with the closed 
polygon. 
It is noted that a methodology was developed as part of 
this project to delineate the regions of most interest for tidal 
current device deployment. These regions are constrained by 
a number of pre-defined criteria, such as geographic 
constraints (e.g. distance from shore, political boundaries), 
technology constraints (e.g. turbine operational depth, 
minimum operational resource), environmental constraints 
(e.g. reduction in mean velocity) or targeted installed 
capacity. The regions respecting the search criteria and with 
the highest kinetic power density are delineated first. 
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This methodology is illustrated in Fig. 6 for the 
incremental development, with different decades, of the 
available resource at a proposed tidal current scheme site1. 
In Fig. 6, the x and y axes are easting and northing, and 
the colour of the polygons identifies different decades. For 
example, light blue identifies the region developed during the 
1st period because of the proximity to shore. The other 
deployments (dark blue to deep pink) were delineated 
incrementally from the 1st time period, and therefore a given 
decade deployment has fed into the next decade. It is clear 
from Fig. 6 that the deployments follow the (extent and shape 
of the) resource. 
 
Figure 6.  Identification of the “best” available resource corresponding to 
different decades (search criteria). Underlying map shows maximum 
current speed as predicted by the DCSM. 
2) Parameterisation 
When tidal current devices are introduced in the 
hydrodynamic system, the system loses energy, whether the 
energy is extracted or whether drag forces are introduced. 
The various contributions for the loss of energy are 
represented as additional terms (subroutine DRAGFO), the 
sum of which will be Fx and Fy in the momentum equations 
(2) and (3). 
These additional momentum terms are a means of 
parameterising physical processes that occur at higher 
resolution than is used within the model. The parameterised 
terms replace small-scale physical processes (from the point 
of view of model resolution) with a continuous property 
applied across computational cell. 
A tidal current scheme is, therefore, characterised by: (a) 
a number of devices per km2 (or a device footprint in m2, 
whichever is readily known); (b) a structural drag coefficient 
and associated support structure area, which both depend on 
the technology; and (c) a power/thrust curve for extracted 
energy, which also depends on the technology. It is noted that 
the power/thrust curve relates to mechanical power (that 
which is removed from the system in the CSM), as opposed 
to electrical power delivered to the grid. An efficiency factor 
                                                          
1 Its location has been purposefully disguised in this figure, 
to protect the ETI, prior to the official release of the CSM. 
of 0.8 was assumed to that effect since the electrical power 
curve is that typically known. 
Should the user not know the power/thrust curve for a 
particular device, it is possible to estimate it based on the 
device characteristics (e.g. turbine diameter, cut-in and rated 
velocity). In that case, the estimate would be based on a 5th 
order polynomial function of the rated velocity. 
D. Example applications 
Not detailed in this paper, but the subject of [15], the 
CSM was employed in this project to investigate a number of 
viable options, introduced in [3] and corresponding to a real 
interest in terms of tidal power resource. 
Fig. 7 and Fig. 8 present examples of such tidal range and 
tidal current scheme implementations in the DCSM. In these 
figures, the schemes are identified as black dashed lines; the 
impact is expressed in terms of tidal range difference in % 
for tidal range schemes, and in terms of kinetic power density 
changes in % for tidal current schemes, relative to the no-
scheme scenario. Unfortunately the scales cannot be shown 
to protect the value of the CSM results, prior to its official 
release, but the effect of the schemes is clear. 
For example, in Fig. 7, a significant reduction in 
maximum tidal range (pink areas) was observed upstream of 
the longest barrage following its construction. The smaller 
barrage yielded a lesser, yet noticeable, reduction (deep blue 
areas). This configuration did not conform to the expressed 
requirement to maintain at least 80% of the natural tidal 
range in the basin, and alternative options were considered. 
 
Figure 7.  Example impact of two tidal range schemes implemented in the 
DCSM. Expressed in terms of maximum range difference (%). 
 
Figure 8.  Example impact of a tidal current scheme implemented in the 
DCSM. Expressed in terms of mean kinetic power density change (%). 
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In Fig. 8, it is apparent that the resource is redistributed as 
a result of the tidal scheme implementation with a deficit in 
mean kinetic power density in the lee of the devices, and a 
pocket of higher energy further south. This case highlighted 
problematic intra-scheme interactions with some of the 
devices in the wake of others. 
V. WHAT NEXT? 
The CSM has proven, as expected, to be an extremely 
useful modelling tool for the analysis of tidal characteristics 
on the Northern European continental shelf and, most 
importantly for this project, of the interactions resulting from 
the development of schemes to harness these tidal 
characteristics, be they tidal range or tidal current schemes. A 
paper is being presented at the ICOE 2012 conference [15] 
summarising the conclusions drawn from this work in terms 
of inter scheme interactions. 
From the outset, the ETI had decided to make the CSM 
publicly available, through a fee-for-service arrangement2. A 
Web User Interface has, therefore, been put in place, which 
principal goal is to provide users with a simple functional 
tool to operate the CSM irrespective of the chosen resolution. 
Users will be able to upload tidal energy schemes, 
automatically triggering submission on the appropriate high 
performance computers. 
The CCSM computes a 15-day period within 3 hours on a 
standard multi-core desktop computer. If used in parallel on 
one 12-core workstation, the CCSM only takes 15 minutes 
for the same predicted period. The DCSM computes a 15-day 
period within 15 hours on one 12-core workstation and in 
less than 2 hours on one 8-blade 12-core high performance 
computer. These times do not include pre- and post-
processing of data and transfer of files to and from the 
targeted computers. 
The CSM will provide the industry with a UK scale tool 
for assessing likely interactions between schemes. It is 
generally recommended that the CCSM be used for high 
level tidal range and broad tidal current investigations. 
However, the DCSM should generally be used in preference 
to the CCSM for investigation of tidal current schemes, as 
the greater resolution predicts tidal currents (and spatial 
variability thereof) more accurately. For detailed site specific 
investigations, more detailed analysis is required. 
                                                          
2 Fees will be re-invested to maintain and develop the CSM. 
Building on the experience gained with the CCSM and 
the DCSM, it could now be envisaged to further refine the 
CSM, within a couple of years, to include more resolved 
bathymetry data (e.g. TruDepth from SeaZone). This Refined 
CSM (RCSM) would aim at solving different problems and 
would require a minimum resolution of c. 50m at the sites of 
interest and at the coastline if not smaller to match up with 
bathymetry resolution. 
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Abstract—In the framework of the project called PerAWaT 
(Performance Assessment of Wave and Tidal Array Systems) 
which has been commissioned and funded by the Energy 
Technologies Institute (ETI) and which aims at developing a 
software to help developers of marine energy converters (tidal 
and wave) farm arrays, the LNHE conducted both experiments 
in their facilities and numerical modelling with Telemac2D. 
The flow around a 1/30th scale turbine in a flume has been 
investigated. Torque and thrust sensors on the rotor of the 
turbine, together with the measurement of the rotational speed, 
yield the power and thrust coefficients of the rotor for different 
Tip Speed Ratios (TSR). An Acoustic Doppler Velocity meter 
(ADV) is used to record local 3D velocity and turbulence 
intensity and lead to a detail mapping of the wake. 
A numerical model of a turbine has been developed within 
Telemac2D and calibrated against these experimental 
measurements. First, the model was adjusted and validated for 
the simple case of an island in a channel, extensively described 
in the literature. An extensive convergence study as well as a 
test for several numerical options of Telemac2D were carried 
out. Numerical errors propagation was also evaluated with the 
CADNA library. Second, and based on the first simulation 
conclusions, the LNHE turbine experiment was reproduced. 
With an appropriate set of parameters, the velocity 
comparisons between measurements and simulations are 
satisfying. Extension to other rotational speeds is not as 
straightforward as expected because of the complexity of 
phenomena at stake in the wake of a tidal converter. 
 
I. INTRODUCTION 
In the framework of the project called PerAWaT 
(Performance Assessment of Wave and Tidal Array 
Systems) which has been commissioned and funded by the 
Energy Technologies Institute (ETI) and which aims at 
improving understanding of array interactions and at 
developing modelling tools, the LNHE (Laboratoire National 
d’Hydraulique et Environnement) conducted experiments in 
their facilities and numerical modelling with Telemac2D [1]. 
Performance and wake are the key parameters in developing 
farms of tidal converters. The energy extracted by the 
converters can be strongly affected by flow conditions such 
as the current velocity, the turbulence of the flow, the 
distance between the rotor and the free surface or the 
presence of waves. 
Coastal basin scale simulations are extremely complex 
and are computationally expensive. Representing a 3D 
converter in a 3D mesh would add to this complexity, and 
therefore a 2D approach has been preferred so far. In order to 
predict the wake and the performance of a full array, the 
following methodology is applied: First, the quality of 
simulations obtained with Telemac2D and the validity of the 
numerical model will be checked for the flow around a 
simple cylinder. The best set of numerical options will also 
be investigated. Second, based on those first step 
conclusions, the model is applied to the flow around one 
converter in a flume and compared to the LNHE 
experimental data in order to validate it. 
II. FIRST STEP: MODELLING THE CYLINDER WAKE 
The free surface flow in a flume around a cylinder is well 
documented and can be considered close to the flow around a 
tidal turbine if the two obstacles and the inflow velocity are 
of the same order of magnitude. Consequently, this simple 
case is selected to investigate the different numerical options, 
as well as the time and mesh convergences in Telemac2D. 
Simulations are run and validated by comparing the 
experimental data to the simulated velocity fields. 
A. Experimental data for the cylinder[2] 
A turbulent flow in a flume around a vertical cylinder is 
experimentally investigated in [2] and is chosen to validate 
Telemac2D simulations because of its proximity with the 
LNHE experiments (Reynolds numbers and size of obstacles 
are of the same order of magnitude). The experimental setup 
and the important flow information are provided in Fig. 1. 
The flow is permanent because the Reynolds number 
corresponds to a critical and transitional regime, thus there is 
no vortex-shedding. This PhD report provides the depth-
averaged velocity at approximately 50 locations all around 
the cylinder, up to a distance which is equal to twice the 
diameter of the cylinder. 
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Figure 1.  Sketch of the experimental setup and main flow characteristics 
for the cylinder case 
B. Simulations 
The flow described previously is simulated in 
Telemac2D. The mesh reproduces the whole flume, the 
cylinder being simply represented by a hole. The following 
numerical options, summarised in Fig. 2, are investigated: 
• Two advection schemes are used: the method of 
characteristics, which is unconditionally stable but 
does not conserve the mass and the PSI scheme, 
which verifies mass conservation but also implies a 
stability criterion on the time step (Courant–
Friedrichs–Lewy condition). 
• Two turbulence models are selected: the constant 
viscosity model and the k-ε model. More details will 
be given afterward. 
• Two types of mesh are tested: structured ones, which 
are regular and made of equilateral triangles and the 
unstructured ones (cf. Fig. 3). The first ones are 
supposed to give better results but in real 
applications, with complex coast, the mesh is always 
unstructured. 
• The simulations are run for different mesh sizes and 
time steps to study the convergence. 
Regarding the turbulence models, the constant viscosity νt 
has to be set by the user for this model. Note that this value is 
then given for the whole study domain which could be 
problematic when a converter array will be studied. 
 
Figure 2.  Summary of all numerical options tested for the simulations 
(advection schemes, turbulence models, mesh and time steps) 
 
Figure 3.  Two different mesh types: structured (left) and unstructured 
(right) 
C. Preliminary simulation results: case with vortex 
sheddding 
To have a better understanding of this model, the 
simulations are run for different values of νt, corresponding 
to different equivalent Reynolds numbers, defined as 
follows: 
 Reeq = UL / νt. (1) 
When νt is large enough, the equivalent Reynolds is in 
the laminar range of Reynolds. The constant viscosity 
decreasing beyond a certain value, the equivalent Reynolds 
increases and vortex shedding occurs. The apparition of such 
oscillations in Telemac2D corresponds to the conventional 
Reynolds range for which vortex shedding usually occurs 
(Re>50 [3]). For the different values of constant viscosity 
with vortex shedding phenomena, the Strouhal number can 
be calculated from the simulated velocity field: 
 St = fD / U. (2) 
It has been checked that the calculated Strouhal numbers 
for different Reynolds numbers correspond quite well to 
well-known and tabulated values [4]. It provides a general 
validation of the flow around a cylinder. 
It also gives further understanding for the results obtained 
with the k-ε model, for which the turbulent viscosity is 
derived from k and ε values in each nodes. When using this 
particular model, the derived turbulent viscosity is always 
large, thus the equivalent Reynolds number is always small 
and will never lead to vortex shedding. The velocity is 
completely averaged. 
D. Simulation results: case without vortex shedding [2] 
To evaluate the quality of simulations, the relative error 
between the experimental (Uexp) and the simulated (Usimu) 
depth averaged velocity is calculated as follows: 
 
1𝑁𝑁��𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑈𝑈𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ��𝑈𝑈exp �𝑁𝑁𝑠𝑠=1  , (3) 
the sum being made on the different points for which 
measurements are available. 
The points for which the velocity is too small 
(approximately U<0.1 m/s) are not taken into account 
because even a small absolute error can lead to a very large 
relative one. This mainly eliminates few points in the axis 
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downstream the cylinder. To compensate, the far wake will 
be further validated in this paper with self similarity. 
For the constant viscosity model, the constant is set so 
that the error is minimised. 
For the method of characteristics, the relative error versus 
the mesh size is presented in Fig. 4 for both turbulence 
models and both mesh types. For each point in Fig. 4, the 
time step convergence has been ensured beforehand. On the 
first part of the graph (the left part), as expected, the error 
decreases with the mesh size. For Δx=2.5 cm, or one eighth 
of the cylinder diameter, the four simulations correspond 
nearly to the same error, convergence is probably established. 
On the last part of the graph (the right part), a noticeable 
trend appears: the error increases. 
For the PSI scheme, the same graph is plotted on Fig. 5. 
The same observations can be made: convergence is reached 
for Δx=2.5 cm. However the same problem occurs, the error 
increases back with very small mesh size and, which is 
specific to this advection scheme, with very small time step 
as well. 
This trend could be explained by the large number of 
calculations needed when very small time step and mesh size 
are selected. The numerical error becomes so large that it 
exceeds the numerical solution in itself. This hypothesis is 
being validated as explained in the next paragraph. 
 
Figure 4.  Method of characteristics: relative error between experiment and 
simulations on the x-component of the velocity, for different mesh sizes 
(cm), for two turbulence models and two mesh types 
 
Figure 5.  PSI scheme: relative error between experiment and simulations 
on the x-componenet of the velocity, for different mesh sizes (cm), for two 
turbulence models and two mesh types 
E. Numerical verification by using the xD+P approach 
The use of finite-precision arithmetic generates round-off 
errors at each arithmetical expression so some mathematical 
properties are lost during the computing of a numerical code. 
The fields of a numerical simulation using a finite element 
method are most often represented simply by their values in 
xD (1-D, 2-D, or 3-D). A new approach called xD+P was 
introduced in order to measure the numerical quality of the 
computed values [5]. More precisely, P represents the 
number of decimal significant digits which are not affected 
by round-off errors. The number of significant digits is 
computed by using the CADNA library [6]. The CADNA 
(Control of Accuracy and Debugging for Numerical 
Applications) library, developed by the Laboratoire 
d’Informatique de Paris 6 (http://www.lip6.fr/), uses an 
implementation of discrete stochastic arithmetic (DSA) based 
on the CESTAC method. The discrete stochastic arithmetic 
replaces the computer's deterministic arithmetic by 
performing each floating point operation 3 times, randomly 
rounding each time. The computing time of a program using 
CADNA increases as: 
• the number of floating point operations is multiplied 
by three in contrast of the original code; 
• frequent systems calls are performed to change the 
rounding mode; 
• the number of cache defaults increases. 
The use of the xD+P approach has permitted to verify for 
example that the water elevation computed in this study case 
is accurate from 10 to 15 significant digits for the first 2000 
time steps as presented in Fig. 6. 
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Figure 6.  Number of significant digits on the water level field 
Unfortunately, it was not possible to perform the 
numerical verification for all the time steps of the study case 
as the computing was performed only on eight processors on 
a local cluster. Séthy Montan, PhD student at EDF R&D, is 
currently working to implement efficiently CADNA in the 
TELEMAC system on supercomputers like IBM BG/P to 
perform large scale simulations. 
F. Validation of the far wake 
To validate the far wake, since the experimental data are 
only available for a maximum distance of 2 equivalent 
diameters from the cylinder, it has been checked that self-
similarity of transversal velocity profile is verified along the 
flume. This is done for a specific set of options summarised 
in the paragraph G. 
[7] derives the following formula, at the given 
longitudinal coordinate, x, of the flume: 
 φ(ζ) = exp (– ½ ζ²), (4) 
 where ζ = y / l(x). (5) 
This function φ defines the velocity deficit: 
 udef = u∞ – u(x,y) = udef-max φ(ζ). (6) 
The function φ, calculated with the analytical formula 
and with the velocity field from the simulations, is plotted 
versus ζ on the Fig. 7, for different distances from the 
cylinder. Those curves correspond to the constant viscosity 
model. Since the curves from the analytical formula and from 
the simulations are well matched, it validates the far wake. 
The same result is obtained with the k-ε model. 
G. Conclusions 
Time step and mesh size convergences have been 
checked. There are always optimal values for those both 
options, which additionally lead to nearly the same results 
whatever the advection scheme and the turbulent model 
chosen. However, the user has to be careful when using very 
small time step or mesh size because the error could increase. 
 
Figure 7.  Selfsimilarity function φ(ζ) calculated with the simulations (red 
curve) and with the analytical formula (4) (green curve) at different 
distances from the turbine (from left to right, from top to bottom: x= 5D, 
x=10D, x=25D, x=50D), for the constant viscosity model 
Regarding the other numerical options, the following 
conclusions are drawn: 
• Regarding the advection scheme, both of them lead 
to quite the same velocity field once convergence is 
reached. Thus, the PSI scheme is considered as the 
best one since it conserves the mass. 
• Regarding turbulence models, no definitive 
conclusion can be drawn. Both will be used for the 
converter application. 
• Regarding mesh type, the structured mesh enables 
convergence to be reached with larger mesh size and 
time step. However an error as small as the previous 
one can be reached with unstructured mesh thanks to 
smaller mesh size. For the application to a real array 
on the open sea, the mesh has to be unstructured, 
thus this type of mesh is selected for the next step of 
methodology. 
Finally, those conclusions display a recommended set of 
numerical options, relevant for the rest of the study. 
 
III. THE DRAGFO ROUTINE: TRANSITION FROM THE 
CYLINDER TO THE TIDAL CONVERTER 
A. Presentation of the DRAGFO routine 
The model used to simulate the tidal converter is based 
on the Fortran DRAGFO routine, available in Telemac2D to 
simulate bridge piles. The obstacle is not represented in the 
mesh but is modelled by the application of a drag force on 
the fluid, on an area A which has to be defined by the user. 
The drag force can be expressed with: 
 Fd = – ½ ρ Cd S V², (7) 
where Cd is the drag coefficient, S the surface of the 
obstacle perpendicular to the flow and V is usually the value 
of the velocity if the obstacle were not there. 
For stability reason, in our model, V is simply the local 
velocity (which exists since the obstacle is not meshed). This 
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leads to a new definition of the drag coefficient. Cd becomes 
a parameter of the model, adjusted to a value which could be 
different from the one coming from the experiment. 
Another improvement has been brought to the obstacle 
model for the k-ε turbulence model. Since the cylinder or the 
converter is not meshed anymore, there is no self production 
of turbulence downstream the obstacle. A production term is 
added in the equation of k and ε, so that turbulent kinetic 
energy is generated by the model, on the area A where the 
drag force is applied. This term is equal to: 
 η ∙ ½ Cd S V3 ∙ 1/Ah, (8) 
where Cd, S, V and A are defined as previously 
explained, h is the water height and η is a coefficient between 
0 and 1. η can be understood as the part of the energy lost by 
the flow, which is converted to kinetic turbulent energy and 
then dissipated into heat. 
B. Validation of DRAGFO for the cylinder case 
The model has to be validated on the previous cylinder 
case before it is applied to the study of a tidal device. 
Simulations with the optimal set of options (found in the first 
step) and the DRAGFO routine are run for a mesh where the 
cylinder is not represented anymore. The drag coefficient is 
set so that the mechanical energy loss due to the cylinder is 
the same as the one obtained with the meshed cylinder. 
Fig. 8 displays the velocity in m/s and the mechanical 
power for one slice of fluid in kW, for the constant viscosity 
model. The black points correspond to the experimental data, 
the red curve to the previous simulations with the cylinder 
and the green one to the simulation with the DRAGFO 
routine and Cd=6. Note that Cd=1.15 (green curve) for a 
cylinder at this Reynolds number [8]. But as explained in the 
previous paragraph, this tabulated value has to be tuned 
because the local velocity, instead of a reference velocity, is 
used to calculate the drag force. The velocity and the 
mechanical power along the flume are both well reproduced 
with DRAGFO, except for the field very close to the 
cylinder. Thus, the model is validated in a simple case and 
can be used to reproduce the tidal converter effects on the 
flow. This approach is justified because the perturbation on 
the flow for the converter should be similar to the cylinder 
one (at least, far from the obstacle), if the dimension of the 
two obstacles and the velocity of the flow are of the same 
order of magnitude. 
 
Figure 8.  Velocity in m/s (left) and mechanical power in kW (right) along 
the flume for the experimental data (black dots), for the simulation with the 
meshed cylinder (red curve) and with the DRAGFO routine (Cd=1.5 green 
curve and Cd=6 blue curve), for the constant viscosity model 
C. DRAGFO routine particularities for the converter case 
The DRAGFO routine can be used to model a tidal 
converter with some particularities. The area S becomes a 
disc with an area equal to πR², where R is the radius of the 
turbine. A is defined as a rectangle, as schematised on Fig. 9. 
In the present study, the drag coefficient is derived from 
the thrust measured on the device rotor and from a reference 
velocity. It has already been mentioned that Cd becomes a 
parameter since the velocity considered for the drag force 
calculation is a local one. This parameter should also take 
into account a large variety of phenomena, so that the model 
reproduces properly all the energy losses: 
• The stress applied by the whole converter - including 
the rotor, the mast and the hub - on the flow, which 
consists of the reciprocal drag force (including form 
drag and friction drag) and of the reciprocal lift force 
• The energy dissipated by the turbulence generated by 
the obstacle and the rotation of the rotor 
• The energy dissipated in the sheared flow 
downstream 
IV. MODELLING THE TIDAL TURBINE WAKE 
A. Experimental data for the turbine in the flume 
To quantify the effects of the current velocity, the 
turbulence of the flow, the distance between the rotor and the 
free surface or the presence of waves on the performance and 
wake , a 1/30th scale turbine with a 0.60 meter diameter rotor 
(D), has been manufactured (Fig. 10). Experiments take place 
in an 80-meter-long, 1.5-meter-wide flume equipped with a 
reversible current circuit (maximum flow rate of 1000 l/s) 
and a wave paddle (Fig.11). 
Combined with a measurement of the speed of rotation, 
sensors of torque and thrust on the rotor of the turbine allow 
calculating the power and thrust coefficients of the rotor for 
different speeds of rotation. An Acoustic Doppler Velocity 
meter (ADV) is used to record local 3D velocity and 
turbulence intensity. Moving the ADV along the flume, 
upstream and downstream of the turbine, allows the mapping 
of the wake. 
 
Figure 9.  Sketch of the flow around the turbine and of the area A where 
the drag force is applied 
 
Figure 10.  Photo of the 1/30th scale turbine used in the LNHE experiments 
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Figure 11.  Photo of the turbine and of the flume used in the LNHE 
experiments 
The flow velocity, U, is the measurement of the flow at 
about 5 diameters upstream the turbine at the height of the 
rotor. The turbulence intensity (TI) is called “low” (measured 
between 5 and 10% in a cross section) for the flume in its 
usual state or “high” (measured between 15 and 20%) when 
breezeblocks are placed on the flume floor increasing its 
roughness. 
Fig. 12 shows an example of measured power and thrust 
curves obtained for U=0.55 m/s, 0.8 m of water height and 
low turbulence intensity. 
 Cp = Power / ½ ρSU3 and (8) 
 CT = Thrust / ½ ρSU², (9) 
are respectively the power and thrust coefficients with ρ 
the density and 
 S = π (D/2)2, (10) 
the surface of the rotor. The Tip Speed Ratio (TSR) is 
defined as: 
 (D/2)∙ω / U, (11) 
with ω the rotor’s speed of rotation. Fig. 13 shows the 
velocity and turbulence intensity measurements in the wake 
of the turbine (Arrows represent the 3D velocity and spheres 
represent the turbulence intensity). 
The reference test used for the simulations described in 
this article corresponds to the low velocity (U=0.27 m/s), low 
turbulence intensity (TI between 5 and 10%), small water 
height (H=0.8 m). 
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Figure 12.  Example of measured power and thrust curves obtained for 
U=0.55 m/s, 0.8 m of water height and low turbulence intensity 
 
Figure 13.  The velocity and turbulence intensity measurements in the wake 
of the turbine (arrows represent the 3D velocity and spheres represent the 
turbulence intensity) 
B. Simulation options 
The mesh represents the whole flume. The options chosen 
for the simulations are the ones described in the cylinder 
case, namely the PSI scheme, an unstructured mesh, the 
constant viscosity and k-ε models. The mesh size and the 
optimal time step are also based on the cylinder flow but a 
convergence study is still necessary to ensure the latter. 
The inlet flow, respectively the friction coefficient, is set 
so that the upstream velocity, respectively the kinetic 
turbulent energy, matches the experimental one. A 
parametric study is carried out on the following parameters: 
• Cd 
• The rectangular area A defined by its transversal 
half-length D and its longitudinal half-length L (cf. 
Fig. 9) 
• the turbine location which corresponds to the centre 
of the A rectangle 
• the turbulent viscosity when the constant viscosity 
model is selected 
• η when the k-ε model is used 
C. Simulation results for one TSR 
An extensive parametric study is carried out for one TSR 
equal to 3.5. The axial wake is investigated as well as one 
transversal velocity profile, two diameters downstream of the 
turbine. The axial wake is characterised by the velocity 
deficit (the minimum velocity in the wake), the location of 
this deficit and the slope of the speed recovery. 
The initial Cd corresponds to the one measured for the 
rotor, it has to be increased in order to take into account all 
the energy losses. Increasing the Cd leads to a rise of the 
velocity deficit downstream without modifying the far wake. 
On the contrary, increasing D leads to a decrease of the 
velocity deficit. It also results in a wider and flatter 
transversal wake. 
Increasing L slightly increases the velocity deficit and 
switches it more downstream. The precise location of 
velocity deficit can also be displaced by moving the location 
of A i.e. of the turbine. 
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For the turbulence model based on constant viscosity, 
increasing the turbulent viscosity has the effect of slowing 
down the speed recovery. 
For the k-ε turbulence model, adding a production term in 
k and ε equations enables to change the trend of turbulence 
downstream: without any modification, k diminishes behind 
the turbine, whereas it rises with the new production term, 
which is conform to experimental observations. Tuning η 
allows to match the k values in the wake to the experimental 
ones. The speed is not modified much by this term (much 
less than 1 cm/s), the deficit is slightly decreased and the 
recovery slope slightly increased. This confirms experimental 
data: more turbulence leads to more mixing and a faster 
speed recovery. 
Taking into account the result of the parametric study, an 
optimal set of parameters summarised in Table I. can be 
found to reproduce the wake properly for this specific case. 
The axial wake and the transversal profile simulated with the 
two turbulence models are presented in Fig. 14 and Fig. 15. 
The maximum error relatively to the experimental data is 
observed for the transversal flow and is equal to 2 cm/s, the 
velocity being around 25 cm/s and the deficit around 5 cm/s. 
Apart from the inlet flow and the friction coefficient, 
which are different because the transversal profile is 
different, the parameters are the same for the two turbulence 
models. 
 
Figure 14.  Depth averaged velocity profile along the flume in the axis of 
the turbine (black points correspond to the experimental data, red curve to 
the constant viscosity model and green curve to the k-ε model) 
 
Figure 15.  Transversal profile 2.2D downstream the turbine (black points 
correspond to the experimental data, red curve to the constant viscosity 
model and green curve to the k-ε model) 
D. Generalisation to other TSR 
The wake has been mapped for other rotational speeds of 
the device. For the TSR equal to 3.5 the measured Cd has 
been increased of 15% (from 0.91 to 1.05) to match the 
experimental and the simulated wake. Does it exist a law 
linking the experimental Cd to the one used as a parameter to 
reproduce properly the velocity deficit into Telemac2D? 
Fig. 16 displays the experimental axial wake for the 
different TSR and associated Cd, as well as the wake 
obtained with Telemac2D and different values of Cd. As said 
before in the simulations when Cd increases, the velocity 
deficit follows the same trend. Whereas it is not the case for 
the experimental data: for example for a TSR of 3.5 the Cd is 
0.91, but the velocity deficit is larger than the one for a TSR 
of 4.5 and a Cd of 0.97.  
This can be understood in an easier way with the sketch 
of Fig. 17, representing the experimental data: the curve 
giving the minimum velocity as a function of the TSR is not 
perfectly the opposite of the drag coefficient curve. A limit of 
the model used until now is highlighted: according to the 
drag coefficient curve (cf. Fig. 18), two different TSRs, thus 
two different rotational speeds (U and R being constant), can 
lead to the same Cd, thus to the same simulated wake, 
whereas it is obvious in the experimental results that the two 
wakes are different. It can also be physically expected that 
two different rotational speeds, even if the same drag force is 
applied on the rotor, result in two different wakes. 
 
Figure 16.  Experimental axial wake for the different TSR and associated 
Cd (ranking by increasing Cd) as well as the wake obtained with 
Telemac2D, constant viscosity model and different values of Cd (Cd=0.8 
and 1.02) 
 
Figure 17.  Sketch of the off-set Cd and minimum velocity curves versus 
TSR, based on the experimental observations 
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TABLE I.  OPTIMAL SET OF PARAMETERS TO REPRODUCE THE EXEPERIMENTAL TEST FOR TSR=3.5 
Parameters Inlet flow 
(m3/s) 
Friction coefficient 
(m1/3/s) 
Cd 
(-) 
D 
(m) 
L 
(m) 
Position,distance from 
the end of the flume (m) 
νt (m²/s) 
or η (-) 
Constant viscosity model 0.281 80 1.05 0.15 1.0 19.7 0.00005 
K-ε model 0.278 100 1.05 0.15 1.0 19.7 0.1 
 
 
Figure 18.  Sketch highlighting a limit of the model : one Cd corresponds to 
two rotation speed thus two different wakes, which is not the case in the 
model 
V. CONCLUSION 
The appropriate numerical options for the study of a free 
surface flow in a flume around an obstacle and for a 
Reynolds number around 105 have been investigated thanks 
to the well documented flow around a cylinder. Some 
relevant conclusions are drawn especially regarding 
Telemac2D convergence. The DRAGFO routine developed 
for the tidal converter has also been validated in this simple 
case, before being applied to the turbine itself. 
Simulations are run to perform a parametric study and to 
reproduce experiments carried out at the LNHE, namely the 
study of the wake and of the performance of a tidal converter 
at 1/30th scale. For one blade rotational speed it is possible to 
adjust the model parameters to reproduce the wake with a 
small error. 
However when extending the model to other rotational 
speeds, a limit of the model is highlighted: one drag 
coefficient will lead to one simulated wake whereas it may 
correspond in reality to two different rotational speeds and 
two different wakes. 
Other tests, with different turbulent intensity and different 
velocity are now investigated to help improve the model. 
Afterwards, the model will be applied to small arrays to take 
into account interactions between devices and wakes, and 
once again compared to experimental data. The final aim is 
to be confident enough in the simulation method and in the 
device model to simulate full size arrays at basin scale. 
At last, we hope to get very soon results from CADNA in 
order to perform the numerical verification. 
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Abstract—The development and deployment of large arrays 
(100+ units) of wave energy converters (WECs) require 
numerical tools that support investigations into the potential 
effects of the wave farm deployment and make predictions 
about the wave farm’s annual energy production. Tools based 
on spectral wave models are particularly suited for this task 
because they can model large numbers of WECs with a lower 
computational effort than equivalent potential flow models, 
which are currently the most popular method. In this study, 
which was undertaken as part of PerAWaT (Performance 
Assessment of Wave and Tidal Array Systems) and 
commissioned and funded by the Energy Technologies 
Institute, a representation of a heaving buoy WEC is developed 
for the TOMAWAC spectral wave model. The representation 
solves the WEC dynamics using hydrodynamic coefficients 
from WAMIT and the incoming wave spectrum from 
TOMAWAC. The WEC response is then used to calculate the 
effect on the incident wave field. The results are compared with 
those from a potential flow model, followed by a discussion of 
the applications and limitations of the method. 
I. INTRODUCTION 
The wave energy industry has reached a stage in 
development where full scale devices are being built and 
deployed in ocean sites. Once the prototypes have been tested 
thoroughly, the next step in the process will be to deploy 
several devices together in an array in order to generate more 
power. Ultimately, tens to hundreds of devices will need to 
be deployed together in a wave farm in order to achieve the 
targets for marine renewable power production that have 
been set by UK government, [1]. Careful planning will be 
required before a wave farm is actually deployed. Once a 
potential site has been chosen, the development team must 
have an idea about the optimal arrangement of the array at 
that site, based on either minimizing negative array 
interactions or maximizing positive ones and taking into 
account any bathymetry or resource restrictions. The 
development team will also have to undertake an 
environmental impact assessment that predicts the effect of 
the array on the ocean waves (both close to the farm and 
further down wave near the coast) and any subsequent 
consequences of that impact on the sediment transport and 
ecology of the region where the farm is to be deployed. There 
are currently no available numerical tools that are capable of 
capturing both the propagation of waves and the behavior of 
hundreds of wave energy devices. Therefore, in order to 
perform pre-deployment assessment of a wave farm, a new 
numerical modeling tool is needed. The focus of this paper is 
on the development of just such a tool using the TOMAWAC 
model that is part of the TELEMAC suite of models 
developed at EDF, [2]. This work is part of the PerAWaT 
project (Performance Assessment of Wave and Tidal arrays) 
which incorporates several research organizations applying 
numerous numerical and experimental methods for 
estimation of wave energy farm array power production. 
There are several numerical modeling tools that are 
currently being used to model the interaction of wave energy 
devices and ocean surface waves, [3]. These include potential 
flow models (linear and nonlinear), Boussinesq wave models, 
time-domain models, spectral wave models, and 
computational fluid dynamics models. Potential flow models, 
time-domain models, and computational fluid dynamics 
models directly solve for the interaction of ocean waves with 
a wave energy device, while spectral wave models and 
Boussinesq wave models simulate the interaction of ocean 
waves with a parameterization of a wave energy device (i.e. 
the wave energy device is not explicitly represented). 
Because of the computational complexity involved in directly 
solving for the fluid-structure interaction, it is not feasible to 
simulate a wave farm with many devices in potential flow 
models, time-domain models, or CFD models. Spectral wave 
models are able to cover a larger domain area with a smaller 
computational load than Boussinesq wave models, and 
therefore are the best suited for simulation of wave farms. 
Spectral wave models were developed in the 
oceanography community for prediction of surface ocean 
waves. They solve a surface ocean wave energy conservation 
equation, and have the ability to represent several ocean 
wave processes as sinks or sources of energy, including 
whitecapping dissipation, bottom dissipation, bottom 
refraction, both quadruplet and triplet nonlinear wave-wave 
interactions, and wind generation. The ability of spectral 
wave models to include non-linear sources and sinks of wave 
energy indicates that it is also possible to incorporate non-
linear wave energy device representations, [4]. Another 
advantage of using spectral wave models is that they can be 
used with a varying mesh size to cover large computational 
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III. RESULTS 
A. Power absorption verification 
For each sea state, the power absorption was calculated 
for the same wave energy device in both the WAMIT and 
TOMAWAC models. The results for all the sea states show 
good agreement between the WAMIT and TOMAWAC 
calculated power absorption, with percent error differences of 
less than 2%, Table II. 
TABLE II.  POWER ABSORPTION COMPARISON 
Sea States 
TOMAWAC 
power 
absorbed (kW) 
WAMIT 
power 
absorbed (kW) 
% error 
SS1 9.7 9.8 -1.0 
SS2 25.1 25.3 -0.8 
SS3 65.8 67.1 -1.9 
SS4 148.1 150.9 -1.9 
SS5 25.4 25.0 1.6 
SS6 150.1 149.0 0.7 
SS7 25.4 25.0 1.6 
SS8 150.1 149.0 0.7 
 
B. Source term strength verification 
For each sea state and both the direct area method and the 
transmission coefficient method, the integrated flux and the 
power absorbed for the single wave energy device were 
calculated. The power absorbed by the device depends only 
on the incoming waves, and therefore does not change 
between methods. The results for this analysis are given in 
Table III. 
TABLE III.  SOURCE TERM STRENGTH METHOD COMPARISON 
Sea 
States 
Direct 
area 
method 
(kW) 
Trans-
mission 
method 
(kW) 
Power 
absorbed 
(kW) 
% error: 
direct 
area 
method 
% error: 
trans-
mission 
method 
SS1 13.6 34.8 9.7 40 258 
SS2 35.5 72.9 25.1 41 190 
SS3 93.1 140.7 65.8 41 114 
SS4 209.5 316.6 148.1 41 114 
SS5 36.3 74.6 25.4 43 194 
SS6 214.3 323.9 150.1 43 116 
SS7 35.0 71.9 25.4 39 185 
SS8 206.7 312.5 150.1 38 109 
 
IV. DISCUSSION 
While the calculation of the power absorption by the 
TOMAWAC model shows good agreement with the 
WAMIT model, it can be seen from Table III that neither of 
the source term strength conversion methods seems to give 
very good agreement between the power absorbed and the 
integrated energy flux. This indicates that both the methods 
tested for converting the power absorbed into a source term 
strength for the model are incorrect. However, the errors for 
the area method are close to 40% for all of the sea states, 
while the errors for the transmission coefficient method vary 
between 100% and 260%. This suggests that it may be 
possible to use one area for each mesh as in the direct area 
method, but that the value of the area used for the 
computation is incorrect. The “correct area” can be found 
iteratively by repeating the calculation using different areas 
until the power absorbed matches the integrated flux. This 
was tested on a series of different meshes, and the calibrated 
area was found to vary between 31% and 41% of the total 
area of the triangles surrounding the node where the wave 
energy device was located. Additionally, varying the main 
propagation direction of the ocean waves yields a different 
calibrated area for the same mesh. This suggests there is not a 
simple relationship between the size of the triangles 
surrounding the computational node and the correct area 
needed for the conversion. Instead, it seems there is a more 
complicated dependence, possibly involving the 
computational method. When the calibrated area is used, 
good agreement between the power absorbed and the 
integrated energy flux is found for all the sea states (Table 
IV): 
TABLE IV.  CALIBRATED AREA METHOD RESULTS 
Sea States Calibrated area method (kW) 
Power 
absorbed (kW) % error 
SS1 9.6 9.7 -1.0 
SS2 24.9 25.1 -0.8 
SS3 65.3 65.8 -0.8 
SS4 147.0 148.1 -0.8 
SS5 25.5 25.4 0.4 
SS6 150.4 150.1 0.2 
SS7 24.6 25.4 -2.8 
SS8 145.1 150.1 -2.8 
 
Furthermore, the distribution of the power absorbed and 
the integrated flux with frequency match very well, Fig. 4. 
This is further indication that it is correct to use a single area 
to define the conversion between the power absorbed and the 
wave energy density. It is therefore important to identify the 
dependence of the calibrated area on the computational 
parameters (including perhaps mesh size, time step, and 
others) so that a generic representation of many wave energy 
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devices in the TOMAWAC model can be more easily 
implemented. 
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Figure 4.  Power absorbed and integrated flux as a function of frequency 
for 8 sea states using the calibrated area method. 
V. CONCLUSIONS 
It has been shown in this paper that it is possible to 
calculate the correct power absorption for a single wave 
energy device (as compared with the industry standard 
potential flow model WAMIT) and convert that power 
correctly to a source term strength in the spectral wave model 
TOMAWAC. However, the details of the conversion 
between power absorption and source term strength still need 
to be worked out. Now that progress has been made with 
simulating a single wave energy device, simulations of 
multiple devices can be considered. Multiple buoy 
simulations, as in a wave farm scenario, are more 
complicated because the phase-dependent wave processes 
such as diffraction around the buoys and radiation of waves 
away from the buoys are not explicitly resolved in spectral 
wave models. However it is expected that some of these 
effects may average out over a large array. In order to 
address these issues, the next phase of the research for 
development of a numerical tool that can model a wave farm 
will include comparison of the tool with both other numerical 
models and wave tank experimental data. This work is 
already underway as part of the PerAWaT project. 
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Abstract—Since version 6.1, TELEMAC-2D users have been 
able to use a database of harmonic constants to force the open 
boundary conditions of local models within the near Atlantic 
Ocean or the English Channel. Version 6.2 enables the use of 
other databases of harmonic constants over larger domains, for 
both TELEMAC-2D and TELEMAC-3D. These include the 
regional NEA (North East Atlantic) atlas, processed by 
NOVELTIS/LEGOS (Laboratoire d’Études en Géophysique et 
Océanographie Spatiales/Laboratory of Studies in Spatial 
Geophysics and Oceanography) in the frame of the COMAPI 
project funded by CNES, which covers an area from 
Mauritania to the south of Norway, as well as the TPXO global 
tidal solution and other regional or local solutions from Oregon 
State University (OSU). Boundary conditions can vary spatially 
and temporally. 
The first part of this paper describes the three sets of databases 
currently available and the developments carried out in 
TELEMAC for two of them (near Atlantic Ocean and English 
Channel model + NEA atlas). These databases provide the 
water depths and horizontal velocity components of harmonic 
constants with a quite good spatial resolution. In particular, the 
NEA atlas deals with 47 harmonic constituents for its 
hydrodynamic solution and 15 harmonic constituents for its 
solution assimilated with satellite observations. 
The second part of this paper compares the results obtained by 
using these various databases of harmonic constants, and in 
particular their variants (different regional and local tidal 
solutions from OSU and prior or optimal solutions for NEA 
from LEGOS when satellite observations are either assimilated 
or not). The case used for this comparison is a local model of a 
candidate area to welcome tidal current turbines in Brittany in 
France. This is aimed to characterise the area with respect to 
tidal current potential (tidal currents and the evaluation of 
tidal energy yield). ADCP measurements are used to calibrate 
and to compare the results of the model when using the 
different databases of harmonic constants. 
I. INTRODUCTION 
Many studies of waterworks use numerical modelling of 
the tide as their basis. Before version 6.1, TELEMAC users 
who wanted to model tides used to implement their own 
calculations of the boundary conditions for modelling tides in 
the BORD subroutine (from a database of harmonic 
constants or from time series), sometimes by copying 
FORTRAN subroutines already used in previous studies. 
Several modifications may have been necessary for each 
simulation, as a result of which some errors may have 
occurred. Moreover, implementation may have had to be 
changed due to updates of the subroutines (e.g. BORD). 
Since version 6.1 of TELEMAC-2D, some developments 
have been integrated in order to deal with the modelling of 
tides for two reasons: 
• to propose some subroutines to deal with tides in the 
most automatic way possible in the standard version 
of TELEMAC-2D. This may facilitate calculations 
and may also decrease the number of potential errors, 
• to supply a database of harmonic constants to the 
community of TELEMAC users for free. 
Thus, since version 6.1, the modelling of tides from one 
specific calendar day with TELEMAC has been quite 
straightforward. In version 6.2, subroutines have been 
implemented that use two other databases of harmonic 
constants to calculate the boundary conditions of open 
boundaries for both TELEMAC-2D and TELEMAC-3D.  
This paper, firstly, describes the three sets of databases 
currently available and the developments carried out in 
TELEMAC for two of them (near Atlantic Ocean and 
English Channel model + NEA atlas). In its second part, this 
paper compares the results obtained by using these various 
databases for harmonic constants, and in particular their 
variants (different regional and local tidal solutions from 
OSU and prior or optimal solutions for NEA from LEGOS 
when satellite observations are either assimilated or not). The 
case used for this comparison is a local model of a candidate 
area to welcome tidal current turbines in Brittany in France. 
This is aimed to characterise the area with respect to tidal 
current potential (tidal currents and the evaluation of tidal 
energy yield). ADCP measurements are used to calibrate and 
to compare the results of the model when using the different 
databases of harmonic constants. 
165
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
 
II. MODELLING TIDES WITH TELEMAC 
A. Elements of theory for modelling tides 
For each harmonic constituent, the water depth h and 
horizontal components of velocity U and V are calculated as 
below, at point M and time t: 
 F(M,t) = Σ Fi(M,t) (1) 
with 
Fi(M,t) = fi(t) AFi(M) cos(2πt/Ti - ϕFi(M) + ui0 + vi(t)) (2) 
where F is the water depth h or one of the horizontal 
components of velocity U or V, i refers to the considered 
constituent, Ti is the period of the constituent, AFi is the 
amplitude of the water depth or one of the horizontal 
components of velocity of the constituent, ϕFi is the phase, 
fi(t) and vi(t) are the nodal factors and ui0 is the phase at the 
original time of the simulation. 
The water depth and velocities of each constituent are 
then summed to obtain water depths and velocities to 
prescribe for open boundary conditions: 
 h = Σ hi - zf + zmean (3) 
 U = Σ Ui (4) 
 V = Σ Vi (5) 
where zf is the bottom elevation, and zmean is the level used to 
calibrate the sea levels. 
The coefficients AFi and ϕFi are constant in time and only 
depend on the location. This information is highly sought 
after in the modelling of tides and some databases do exist 
for different areas. Three of them can now be used with 
TELEMAC-2D and TELEMAC-3D. 
B. Various databases of harmonic constants available to 
use with TELEMAC 
1) JMJ from LNH: Jean-Marc Janin (JMJ) and Xavier 
Blanchard performed the deterministic simulation of tides 
throughout a full lunar cycle in order to calculate current 
fields in the English Channel and the near Atlantic Ocean for 
the four harmonic constituents M2, S2, N2 and M4 [1]. The 
results are harmonic constants that constitute a database used 
to calculate boundary conditions for modelling local areas. 
The area covered by the model includes the Continental Shelf 
and the mesh includes 29,229 triangular elements (see Fig. 
1). The element size varies from 2 km close to the coast to 40 
km offshore. The JMJ model considers four harmonic 
constituents (M2, S2, N2 and M4). The model gives 
amplitudes and phases for the tidal elevation and for the two 
horizontal components of the current. 
 
Figure 1.  Extent of the JMJ model. 
A manual for using this methodology to model tides in 
the English Channel and near Atlantic Ocean with in version 
6.1 of TELEMAC-2D exists in French [2] and is to be 
translated in English for version 6.2 (including the new 
developments). 
2) NEA from LEGOS: Boundary conditions can also be 
derived from the regional NEA (North East Atlantic) atlas, 
processed by NOVELTIS/LEGOS in the frame of the 
COMAPI project funded by CNES [3],[4]. The atlas covers 
the North-East Atlantic, from Mauritania to the south of 
Norway (see Fig. 2). The atlas gives amplitudes and phases 
for the tidal elevation and for the two horizontal components 
of the current. The latest version (spring 2010) has 47 
harmonic constituents (2MK6, 2MN6, 2MS6, 2N2, 2Q1, 
2SM2, 2SM6, ε2, J1, K1, K2, KJ2, L2, λ2, M1, M2, M4, 
M6, Mf, MK3, MK4, MKS2, Mm, MN4, MO3, MP1, MS4, 
MSK6, MSN2, MSN6, MSqm, Mtm, µ2, N2, ν2, O1, P1, 
Q1, R2, ρ1, S2, S4, σ1, SK4, SN4, T2 and Z0). The 
resolution is roughly 20-25 km for the ocean and 4 km 
closer to shore. 
 
Figure 2.  Extent of the regional NEA atlas, processed by 
NOVELTIS/LEGOS in the frame of the COMAPI project funded  
by CNES (source [6]). 
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In addition to the hydrodynamic solutions, the NEA atlas 
provides 15 harmonic constituents (2N2, K1, K2, L2, M2, 
M4, MS4, µ2, N2, ν2, O1, P1, Q1, S2 and T2) improved by 
the assimilation of satellite observations. Hydrodynamic 
modelling is based on T-UGOm finite element software. 
Data assimilation, built on the ensemble representer 
approach, is based on the SpEnOI software (both softwares 
are available at LEGOS [5]). It must be mentioned that 
SpEnOI data assimilation can be used with any 
hydrodynamic software (including of course TELEMAC). 
Both T-UGOm and SpEnOI outputs are available in 
unstructured (native) or structured (interpolated) data 
formats. 
NEA atlas (and some others, such as Mediterranean Sea, 
Persian Gulf, Amazon/Guyana shelf etc.) can be downloaded 
from Sirocco (an INSU communal service) website under 
user registration conditions. Please contact 
sirocco@aero.obs-mip.fr to request them. 
3) TPXO global tidal solution and regional/local tidal 
solutions from OSU: Oregon State University (OSU) 
provides one global tidal solution (called TPXO) and several 
regional and local tidal solutions [7]. For example, to model 
French or UK coasts, the Atlantic Ocean (AO) and the 
European Shelf (ES) that covers the North-East Atlantic 
ocean, models exist on a structured grid, with 11 harmonic 
constituents (M2, S2, N2, K2, K1, O1, P1, Q1, M4, MS4 
and MN4) or 13 constituents for the TPXO global solution 
(same as ES or AO + Mf and Mm). The solutions give 
amplitudes and phases for the tidal elevation and transport 
from which the two horizontal components of the current 
can be deduced (by dividing transport by water depth). The 
resolutions of the different models are, for example, ¼ 
degree for the TPXO global solution, 1/12 degree for the 
regional Atlantic Ocean solution and 1/30 degree for the 
local European Shelf solution (see Fig. 3). See [7] for further 
explanation. 
These harmonic constants can also be used to reconstruct 
the initial conditions for the simulation (free surface  
 
 
Figure 3.  Extent of the local European Shelf (ES) solution (source [7]). 
elevation and/or velocities), even when using other databases 
of harmonic constants for calculating open boundary 
conditions. 
Moreover, an option can be enabled to infer (i.e. deduce) 
minor constituents (2Q1, σ1, ρ1, M1,  χ1, π1, ϕ1,  θ1, J1, 
OO1, 2N2, µ2, ν2, λ2, L2 and T2) from a small number of 
them (M2, S2, N2, K2, K1, O1, P1 and Q1). However, one 
must remember that spectrum extension using admittance 
functions becomes much less accurate in shallow waters 
regions. Also, additional non-linear tides might be required to 
accurately capture the tidal elevation and currents in some 
regions, typically inside the English Channel. 
C. Applications in TELEMAC for JMJ and NEA databases 
A steering subroutine for tide may be useful for users 
(TIDAL_MODEL_T2D or TIDAL_MODEL_T3D) where 
some parameters that are not defined as keywords may be 
changed, in particular for the JMJ database. 
A tidal harmonic constants file can be generated directly 
within TELEMAC for the JMJ tidal database [2], whereas it 
has to be done outside TELEMAC for NEA in version 6.2 
(with COMODO tools [8]). The reason for using such a file 
rather than storing whole databases locally is to save 
memory. When using tidal databases from OSU (e.g. TPXO, 
AO or ES), there is no need to generate a harmonic constants 
file. When using the JMJ model, TELEMAC interpolates the 
harmonic constants for nodes at the open boundaries of the 
local numerical model for the JMJ tidal database. 
Many mesh coordinates are able to be dealt with in the 
JMJ or OSU tidal databases: 
• WGS84 UTM (North or South) - Universal 
Transverse Mercator, 
• NTF Lambert (1 North, 2 Center, 2 Extended, 3 
South, 4 Corsica), 
• Mercator for TELEMAC. 
Although classical mesh coordinates that are already 
implemented are strongly recommended for use in building 
TELEMAC models, users can employ their own geographic 
system. However, they would have to implement, for 
themselves, the conversion formulae from the specific 
system to the geographic WGS84 system (longitude/latitude 
in decimal degrees). For JMJ, indicating mesh coordinates is 
necessary only when generating the harmonic constants file; 
this is not needed for only calculating open boundary 
conditions with the use of a tidal harmonic constants file that 
has been generated previously). When needed, the 
geographic system must be declared as a keyword. 
Boundary conditions (water depth and/or horizontal 
components of velocity when they vary in time) are then 
calculated at each time step for open boundary nodes. 
To calculate the nodal factors (fi(t), vi(t)) and the phase at 
the original time of the simulation (ui0), Pugh's formulae [9] 
are used for the JMJ database, whereas Schureman's 
formulae [10] are used for the NEA database. For these two 
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databases, different options are available for calculating the 
multiplier nodal factors fi(t): 
• nodal factors are calculated at the beginning of the 
computation and are then frozen, 
• nodal factors are calculated at each time step. 
Three calibration parameters are available for adjusting 
the results when calculating open boundary conditions. These 
are keywords for both TELEMAC-2D and TELEMAC-3D: 
• one multiplier coefficient to calibrate tidal ranges 
(called CTIDE in TELEMAC subroutines), 
• one multiplier coefficient to calibrate velocities 
(called CTIDEV in TELEMAC subroutines), 
• one multiplier coefficient to calibrate sea level 
(called MSL in TELEMAC subroutines). 
In practice, the previous formulae become: 
 h = CTIDE Σ hi - zf + MSL (6) 
 U = CTIDEV Σ Ui (7) 
 V = CTIDEV Σ Vi (8) 
Reference date and hour must be entered in the steering 
file before simulation (which can be different from the 
beginning of the simulation). 
III. TEST CASE 
A. General presentation 
A coastal model is used to compare the results of 
TELEMAC-2D simulations when using the different 
databases of harmonic constants to force open boundary 
conditions. This case is a local model of a candidate area to 
welcome tidal current turbines off Paimpol-Bréhat (in 
Brittany) in France, connected to the grid in order to generate 
electricity from the energy of tidal currents. The original aim 
of using this numerical model is to characterise the area with 
respect to tidal current potential (tidal currents and the 
evaluation of tidal energy yield) [11],[12]. ADCP 
measurements are used to calibrate and to compare the 
results of the model when using the different databases of 
harmonic constants. Paimpol-Bréhat tidal current site is 
located in the English Channel off the coast of Brittany (in 
the French department of Côtes-d'Armor). The principal port 
in the zone is Paimpol 
B. At sea measurements 
Several measurement campaigns were carried out in the 
Bréhat zone. For this study, only the results of one of these (a 
campaign lasting three months) are used. This three-month 
campaign was carried out during spring of 2008 (from the 
end of March to the end of June). Two ADCPs were 
deployed to measure flow velocity (magnitude and direction) 
over the full water column. The two ADCPs were located 0.5 
to 1.7 km from the potential site (points 1 and 2 (2008) and 
around 1.5 km distant from one another, as illustrated in Fig. 
4). 
During the campaign in 2008, the maximum velocities 
during flood were somewhat greater than during ebb at the 
Paimpol-Bréhat site. The tidal rose is asymmetric (in 
magnitude and direction). The flow is bidirectional with two 
predominant directions: around 120° clockwise relative to 
north during flood (i.e. south-east) and around 320° during 
ebb (i.e. north-west), which means that ebb and flood are not 
at perfectly opposed angles (but on a bearing of around 
200°). 
C. Numerical modelling presentation 
The area covered by the model is almost square, 
extending approximately 60 km from north to south and from 
west to east, respectively. Its extent can be seen in Fig. 4. No 
tidal current turbines are modelled in this TELEMAC model. 
The digital bathymetric data of the zone were purchased 
from the French Navy Hydrographic and Oceanographic 
Service (©Copyright 2007 SHOM. Produced with the 
permission of SHOM. Contract number 67/2007). These 
consist of probes and a Digital Elevation Model covering the 
English Channel and Atlantic Ocean metropolitan coasts. 
Once the location of the potential site was determined, an 
additional bathymetry measurement campaign was carried 
out. Fig. 4 represents the bathymetry of the numerical model 
over the entire study domain. 
The mesh used for this numerical model is a finite 
element mesh generated with the aid of the MATISSE v1.0 
grid-generation software. It consists of 14,129 nodes and 
27,425 triangular elements. The element size varies from 300 
m at the coast to approximately 1.6 km in the zones of the 
greatest depths (to the west and north of the model). The 
mesh is progressively refined to 50 m, specifically at 
potential installation sites for tidal turbines (the zone of 
interest). 
 
Figure 4.  Bathymetry of Paimpol-Bréhat model and location of ADCP 
deployment. 
168
XIXth TELEMAC-MASCARET User Conference Oxford, UK, October 18–19, 2012 
 
 
 
The physical parameters chosen for the TELEMAC-2D 
model are the following: 
• the dissipation through bed friction is modelled using 
a uniform Strickler coefficient over the entire study 
domain, 
• the Coriolis effect is taken into account. Neither 
meteorological effects (wind, atmospheric pressure, 
surge/wane) nor wave effects are considered. 
Therefore, all flow velocities shown henceforth only 
take into account the astronomic tide, 
• no specific turbulence model is employed. Therefore, 
a constant coefficient of viscosity equal to the default 
value of 10-4 is applied over the whole domain. 
The chosen numerical parameters of the TELEMAC-2D 
model are the following: 
• the discretisation uses linear triangular elements (P1) 
with matrix storage by segments, to optimise 
calculation times, 
• equations are solved in the wave equation form, 
• the numerical scheme used for the advection of 
velocities is the method of characteristics, 
• for solving the propagation step, the conjugate 
gradient method has been chosen, with a diagonal 
preconditioning, 
• the boundary conditions for the open liquid 
boundaries at which the tidal conditions (depth 
and/or velocity) are imposed are treated using the 
Thompson method with calculation of 
characteristics, 
• for the suppression of free-surface parasite 
oscillations, the keyword FREE SURFACE 
GRADIENT COMPATIBILITY is taken to equal 
0.5, 
• the chosen time step is 20 s. 
To take account of the tidal flats, a correction of the free 
surface computations by elements is used. Moreover, in order 
to ensure that water depths remain positive over the entire 
study domain (particularly given the presence of tidal flats), 
the following innovation, introduced from TELEMAC 
version 6.0 onward, is used: no upwind for SUPG, total 
mass-lumping for depth, correction of velocities at the points 
with imposed depth where the continuity equation has not 
been solved and a treatment to suppress negative depths by a 
limitation of fluxes. 
Some specific treatments to model tides are used (the first 
three of which have been available to use routinely since 
version 6.2, the treatments for which are described in 
subsection II.C). Tidal signals for the boundary conditions at 
the liquid open boundaries are reconstructed from the three 
databases of harmonic constants, with some variants (see 
subsection II.B). Two calibration parameters are used in 
order to correctly reproduce the tidal range and the velocities 
on the zone (at ADCP locations). The initial conditions on 
the free surface and velocities are established from the local 
European Shelf solution, the harmonic constants of which are 
stored in the binary database for tides. For sea level 
calibration, it has been found to be necessary to introduce a 
non-constant mean sea level over the extent of the domain, in 
order to correctly calibrate the sea levels at the ports on the 
zone. Thus, a “pseudo” mean level has been generated based 
on the JMJ numerical model that covers the near Atlantic 
Ocean, the English Channel and the southern part of the 
North Sea. These data are read from a binary data file in 
Serafin format and used in the CORFON subroutine to 
change the bottom elevation reference. 
The TELEMAC-2D computations are carried out on the 
EDF R&D IBM Debian “Ivanoé” cluster (200 TFlops). The 
processor specifications are as follows: 24 GB RAM per 
node (1 node = 2 hexa-core processors, running at 
2.93 GHz). The CPU time required for a 4 or 5 day (resp. 
3 month) simulation is approximately 1 min (resp. 25 min) 
for a 12-processor run. 
D. Results 
Data used to calibrate and compare the results that are 
obtained using the numerical models of the Paimpol-Bréhat 
zone come from SHOM data (particularly tidal sea levels) 
and results from measurement (ADCPs deployed at sea, see 
subsection III.B). 
Models using different databases of harmonic constants 
have been calibrated with ADCP measurements at two 
locations during a four-day period from June 3rd to 6th 2008 
that corresponds to spring tides. With the use of the two 
coefficients to calibrate tidal range and tidal velocities and a 
Strickler coefficient to model the friction through the bed, the 
various numerical models have been calibrated. 
As described in subsection III.C, dissipation through bed 
friction is modelled with a Strickler coefficient that is 
uniform over the entire study domain. It is set at 27 m1/3/s. 
The choice of a Strickler coefficient value of 27 (rather than 
25 or 30, for example) was made when calibrating the model 
with the JMJ model to reproduce the maximum velocity 
during flood in early June 2008. This value has been retained 
when using the other databases of harmonic constants. 
Then, with the chosen parameters, three months 
corresponding to the duration of the ADCP measurements 
are simulated and compared. In particular, two periods of 
spring tides are looked at closely (approximately one and two 
months before the period of calibration, i.e. April 5th to 9th 
and May 4th to 8th 2008). 
Figs. 5 to 8 illustrate the time series of water depths at the 
two ADCP locations (ADCP measurements are illustrated by 
red points, the TELEMAC-2D model by continuous lines); 
Figs. 5 and 6 show a fragment of the period of time used to 
calibrate the model (from June 4th to 5th)  whereas Figs. 7 and 
8 show the two fragments of periods of time to compare the 
results at location 2. Figs. 9 to 14 illustrate the time series of  
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Figs. 9 and 10 show a fragment of the period of time used to 
calibrate the model (from June 4th to 5th) whereas Figs. 11 to 
14 show the two fragments of periods of time to compare the 
results. 
During the four-day period to be calibrated, tidal ranges 
are well reproduced for all databases, although slightly better 
for the various OSU solutions (TPXO, AO, ES, etc.) and the 
NEA atlas. Nevertheless, some differences can be seen when 
comparing velocities: velocities modelled with the local ES 
solution or the NEA atlas match rather well with ADCP 
measurements at the two ADCP locations, whereas the JMJ 
model is not able to accurately reproduce the maximum flood 
and ebb velocities with the same choice of calibration 
parameters. 
The qualitative concurrence between the velocities 
simulated in the model and the measurements is quite 
satisfactory with regard to measurement points 1 and 2 of the 
spring 2008 campaign (particularly for direction: see Figs. 15 
and 16). 
 
These conclusions are strongly corroborated by 
simulating the full three months; even tidal ranges are not 
well reproduced using the JMJ database. 
With the regional Atlantic Ocean solution or the TPXO 
global solution from OSU, huge velocities may appear in the 
domain in some cases, coming from areas where tidal flats 
may be present (velocities may be high due to the division of 
transport by the water depth in the subroutines). Local 
solutions seem to be required when modelling coastal areas 
(such as the European Shelf solution). This is confirmed on 
the website of the OSU Tidal Data Inversion [7]. The larger 
models covering an ocean or the globe seem to be more 
useful when tidal flats do not appear. 
The optimal assimilated solution for the NEA allows for 
tidal range results to be reproduced as well as with the prior 
NEA solution (the hydrodynamic solution that is not 
assimilated). However, for this test case, velocities are 
reproduced less well. 
IV. CONCLUSION AND PROSPECTS 
New developments for modelling tides have been 
incorporated into version 6.2 of TELEMAC (2D and 3D). 
Users are now able to calculate open boundary conditions 
from various databases of harmonic constants, in particular 
over the European coasts along the Atlantic Ocean, the 
English Channel or the North Sea, but also all over the world 
with the solutions from Oregon State University (TPXO 
global tidal solution and the regional and local tidal 
solutions). This paper briefly describes the various databases 
and how they have been implemented in version 6.2 of 
TELEMAC. A coastal test case is described and used to 
compare with the results obtained using open boundary 
conditions calculated with these various databases. European 
Shelf (ES) and North East Atlantic (NEA) give quite good 
and solid results for this test case (for elevation and 
velocities). 
A manual is to be published on modelling tides with these 
various databases in version 6.2 of TELEMAC. Other 
databases will be available in the future for use with 
TELEMAC, such as FES2004 global atlas, and the 
forthcoming (December 2012) FES2012 global atlas from 
LEGOS. FES2012 atlas will provide tidal currents in addition 
to tidal elevations (see [13] for project details). One major 
improvement (compared to previous atlases) is the increased 
accuracy and resolution of bathymetry that has been used in 
the production of the prior (i.e. hydrodynamic) tidal 
solutions. In addition to 2D atlases, a new, experimental tidal 
3D currents atlas is in preparation for the NEA domain, 
expected to be released in early 2013. Finally, CTOH 
(LEGOS) has released a tidal elevation dataset for 
shelf/coastal seas derived from along-track altimetry 
observations [14]. Modelling tides has become less 
challenging for TELEMAC users. 
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Abstract— To understand and quantify the effect of horizontal 
density variation on the behaviour of two-dimensional (2D) 
models, three test cases were investigated, two theoretical cases 
of a rectangular channel and a trapezoidal channel and the 
third is a real case of the Nile estuary at Rosetta close to the 
Mediterranean Sea. Having the ability to include the spatial 
variation of density, TELEMAC-2D modelling system which 
solves 2D (depth averaged) Saint-Venant equations was used 
for this purpose.  
For these three cases, three scenarios were simulated in stagnant 
and flowing water: horizontal density variation only, diffusion 
only and both density variation and diffusion together. The three 
scenarios were considered in case of stagnant water for the two 
theoretical cases; the simulations in flowing water are then closer 
to the real conditions of the Nile. 
The results show that the impact for the density variation is 
higher than that of diffusion. The results further show that the 
shape of the cross section (rectangular or trapezoidal) has a 
considerable influence on the results which was not expected. It 
can be concluded that the effect of horizontal density variation 
should be taken into account in 2D simulations of the Nile or 
other tideless estuaries.  
I. INTRODUCTION 
The anticipated sea level rise due to climate change could 
have great impact on estuaries and river mouths. The balance 
status that is present currently between fresh water and saline 
water in river mouths could change. Such phenomenon has to 
be considered in modelling of surface water at estuaries [9]. 
Meanwhile, estuaries are characterised by the presence of 
density-driven flow, where the variation of density due to 
salinity difference forces the saltwater landward. In a tideless 
sea, as the case of the Mediterranean Sea, the estuary is 
characterised by strong stratification and saltwater intrusion 
into the river system. The saltwater layer underlies the 
freshwater layer of the river [4]. 
The stratification effect cannot be modelled in a 2D 
model, because the concentration is averaged over the depth. 
Nevertheless, the effect of spatial density variation (in the 
horizontal direction) as a function of salinity concentration 
can be considered in a 2D model leading to a barotropic and 
baroclinic pressure gradient (Fig. 1).  
 
Figure 1.  Schematic plan for the spatial variation of salinity at an estuary. 
 
Therefore, the aim of this research is to understand and 
quantify the effect of horizontal density variation using the 
method presented in [5] which is detailed hereafter and is 
embedded in the code of the TELEMAC-2D modelling 
system used in this research for modelling three test cases 
including one real case for the Nile River estuary. 
II. GOVERNING EQUATIONS 
A. Saint-Venant equations 
The main governing equations in 2D surface water flow 
are 2D Saint-Venant equations which have been derived with 
averaging over the vertical. The equations in their non-
conservative form can be written as follows: 
Continuity equation 
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h is the water depth, u and υ are the velocity components, Zs 
is the surface elevation, ve is the diffusion (molecular 
turbulent and viscosity), g is the gravitational acceleration, 
Sce is source or sink of the flow, and Fx and Fy are source or 
sink terms for momentum; in this case the buoyancy forces 
due to spatial variation in density (detailed in section B.) and 
the terms due to bottom friction. The latter can be expressed 
according to Manning law as follows: 
 22
3/4
2
cos
υα +⋅−= uh
gnuF fx  (4) 
 22
3/4
2
cos
υα
υ +⋅−= uh
gnF fy  (5) 
where n is Manning coefficient, α is the angle of bottom 
slope. 
B. Spatial variation of density 
The aforementioned equations (1, 2 and 3), as averaged 
over the vertical, cannot represent the stratification resulting 
from the vertical variations of density, itself a function of 
salinity or of the temperature [5].  
However, it is possible to consider the horizontal 
variations in density by the method presented in [5]. If S is 
the salinity and θ is the temperature, water density (ρ) will be 
a function ρ (S,θ), where S and θ are variable in space and 
time. These variations cause two effects which are dilatation 
of water and differential effects of gravity [5]. 
The dilatation of water is a secondary effect which can be 
ignored. The differential effect of gravity due to variations in 
salinity is very important especially in estuaries, therefore it 
should be considered. Hervouet [5] used Boussinesq’s 
hypothesis which accounts for the variations in salinity only 
in terms of gravity.  
According to [6], the buoyancy terms in Saint-Venant 
equations can be integrated from those of Navier-Stokes 
equation as follows:  
 [ ])(1
0
zZsggrad −− ρρ  (6) 
Z is the elevation of the bottom. Integrating this term 
between the bottom and the surface while considering the 
spatial variations of the density will produce two terms which 
are in the non-conservative form [6]: 
• Barotropic pressure gradient: Zsgradgρ
ρ
0
− , 
this term will replace the term Zsgradg in 
equations (2) and (3). 
• Baroclinic pressure gradient: ρgradhρ
g
20
− , this 
term will be added to the bottom friction (4 and 5) to 
give xF  and yF in equations (2) and (3). 
The density is calculated from the following equation: 
 [ ]62 10)750)(7(1 −−−−= Srefref θθρρ  (7) 
θref denotes the reference temperature of 4°C and ρref is the 
reference density at zero salinity (equals to 999.72 kg/m3). 
C. Transport equation 
The transport equation in its non-conservative form in 2D 
can be written as follows: 
h
SceTTTgraddiv
h
Tgradu
t
T sce
t
)()(1 −=−+∂
∂ ν  (8) 
T is the tracer concentration, Tsce is the source value of the 
tracer and vt is the diffusion coefficient (molecular and 
turbulent diffusion). 
III. MODELLING SYSTEM  
TELEMAC-2D modelling system has been chosen to set 
up a 2D numerical model for the test cases. TELEMAC-2D 
simulates open channel flow using Finite Element Method 
(FEM) for solving the two-dimensional Saint-Venant 
equations. TELEMAC-2D can consider the transport of a 
passive tracer. The primary variables are the water depth the 
velocity and the concentration of tracer averaged over the 
vertical [7]. The abovementioned equations for spatial 
variation of density are embedded in TELEMAC-2D, so it is 
suitable for the purpose of this research. 
TELEMAC-2D allows the choice among several laws of 
friction, turbulence models, stabilisation methods and 
solvers. In this research the narrow (N) distributive scheme 
was used for the hydrodynamic and transport modelling. The 
solver applied in the research is the Generalised Minimum 
RESidual method (GMRES) for the non-symmetric matrices 
[11]. TELEMAC-2D generally uses linear triangular finite 
elements, but it can also work with quadrilateral elements.  
TELEMAC-2D has been applied for numerous studies in 
fluvial and maritime hydraulics [1, 9 and 11]. The modelling 
process with TELEMAC-2D consists of pre-processing with 
MATISSE, processing and post-processing with RUBENS. 
IV. TEST CASES 
Three test cases were analysed in this research, two of 
them are theoretical cases of a rectangular channel and a 
trapezoidal channel and the third is a real case of the Nile 
estuary at Rosetta. For the two theoretical cases, four 
scenarios were modelled. These are:  
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1. Stagnant water with horizontal density variation 
only and ignoring diffusion 
2. Stagnant water with diffusion only and ignoring 
horizontal density variation 
3. Stagnant water with both diffusion and horizontal 
density variation  
4. Flowing water with both diffusion and horizontal 
density variation 
The aim of the previous scenarios was to check how the 
horizontal variation of density can affect the results and to 
compare its impact with the one of diffusion. In addition, the 
shape impact was also analysed. The simulations in flowing 
water are then closer to the real conditions of the Nile, so the 
scenarios 1, 2 and 3 were also modelled in this case but in 
flowing water instead of stagnant water. 
A. Rectangular channel 
The channel dimensions are 5 m, 200 m and 1000 m for 
the depth, the width and the length respectively, and with 
zero bottom slope. A triangular grid of 10 m discretisation 
length was generated by MATISSE; the grid was refined in 
the middle part of the channel where a 4 m discretisation 
length was used due to the choice of the initial conditions 
(see Fig. 3). The total number of nodes is 3303 and the total 
number of elements is 6344 (Fig. 2). 
The channel has two open boundaries which are the 
upstream (U.S.) boundary, where the flow is given (zero in 
case of stagnant water and 80 m3/s in case of flowing water) 
and zero salinity, and the downstream (D.S.) boundary where 
 
 
Figure 2.  Grid of the rectangular channel. 
 
 
Figure 3.  Initial conditions for salinity transport. 
a water level of 5 m and a salinity concentration of 35 mg/l 
are imposed. Manning friction coefficient, similar to that of 
the Nile case, of 0.022 was employed here. The time step of 
the simulation was 5 seconds. 
The initial condition for salinity was that half of the 
channel (starting from the D.S. boundary) was saline water 
and the other half was fresh water as shown in Fig. 3. The 
viscosity coefficient (molecular and turbulent) was assumed 
to be 0.001 m²/s.  
The simulation of the rectangular channel showed smaller 
impact for the diffusion than of density variation as shown in 
Fig. 4A and 4B for 100 days of simulation time. For longer 
simulation time the impact of density variation will be much 
bigger as it still shows slow change while for the case of 
diffusion no further change was noticed after 10 days of 
simulation. 
As the impact in case of turbulent diffusion only was 
quite small, combining both diffusion and density variation 
showed very similar results as the case of density variation 
only (Fig. 4C). 
When introducing a flow from the U.S. boundary (80 
m3/s), the saline water moved towards the D.S. boundary 
(Fig. 4D) very quickly (Fig. 4D shows the result after about 
80 minutes only) due to the momentum produced from the 
flow velocity which is higher than the one due to the spatial 
variation of density. No doubt that changing the discharge 
will impact on the movement speed of the saline water.  
 
 
 
 
Figure 4.  Salinity transport for the rectangular channel for A) stagnant water 
with horizontal density variation only, B) stagnant water with diffusion only, C) 
stagnant water with horizontal density variation and diffusion and D) flowing 
water with horizontal density variation and diffusion. 
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B. Trapezoidal channel 
The channel has a total length of 1000 m; the cross section 
is shown in Fig. 5. The grid configurations, the boundary 
conditions and the numerical parameters are the same as in 
the previous case. The total number of nodes is 3325 and the 
total number of elements is 6388 (Fig. 6). The same initial 
condition shown in Fig. 3 is used in this case also. 
The changes are faster in this case than in the case of the 
rectangular channel. After 10 days of simulation, an obvious 
difference can be noticed between the four modelled 
scenarios. In the case of horizontal density variation only, 
most of the channel is turned to be saline water, which means 
that the impact of the salinity difference forced the fresh 
water to leave the system (Fig. 7A).  
Changes in the salinity concentration with respect to the 
depth variation are also noticed, where higher concentrations 
are in the deeper parts, this is consistent with the results of 
[3] where it was concluded that lateral variations of the depth 
cause a lateral variation of the turbulence and bottom friction 
which results in a tilt of the gravitational flow responsible for 
the density driven flow in 2D model. In addition, the 
horizontal pressure force due to horizontal density gradient is 
proportional to the depth; therefore the tendency of the 
heavier salty water to replace the lighter fresh water 
landward is stronger when increasing the depth [2]. 
The impact of turbulent diffusion was much smaller than 
the impact of density variation; it is limited in a small part in 
the middle of the channel (Fig. 7B). The influence of 
turbulent diffusion was quite similar in both the trapezoidal 
channel and the rectangular channel (Figs. 4B and 7B) which 
is not the case in the density variation impact.  
 
 
Figure 5.  Cross section of the trapezoidal channel. 
 
 
Figure 6.   Grid of the trapezoidal channel. 
When combining diffusion and density variation together 
(Fig. 7C), only a slight difference from the case of the 
density variation only can be seen; instead of the uniform 
variation with respect to the horizontal axes, the variation of 
salinity was only in the lower part of the channel. 
Like the case of the rectangular channel mentioned 
earlier, introducing a slow flow to the system (80 m3/s) 
caused that the saltwater moves towards the D.S. boundary 
(Fig. 7D).  However the shape of the saltwater wedge is 
completely different form the case of the rectangular channel. 
That also emphasises the shape impact on the transport of 
salinity. 
C. River Nile estuary 
The last controlled reach of Rosetta branch of the Nile 
River (Fig. 8) is chosen to be compared to the theoretical 
cases. The reach under study is located between 31.32º and 
31.45º north and 30.34º and 30.53º east with a total length of 
about 35 km. Edfina Barrage controls the flow in the reach 
under study at U.S. side, and it ends with the Mediterranean 
Sea at D.S. side.  
The water depth ranges from 2.30 m to about 26.5 m. The 
average width of the domain is about 500 m. The average 
discharge during the year is 83.6 m3/s and the average water 
level at D.S. is 0.37 m above mean sea level (+msl). The 
average discharge at the U.S. side and average sea level at 
D.S. side were used for the simulation. 
A triangular grid is generated with MATISSE. The 
discritesation length of the elements is 40 m in parts of the 
domain, and in specific parts where the bottom level has a 
sharp slope and in the parts of small width a finer grid with  
 
 
Figure 7.  Salinity transport for the trapezoidal channel for A) stagnant water 
with horizontal density variation only, B) stagnant water with diffusion only, C) 
stagnant water with horizontal density variation and diffusion and D) flowing 
water with horizontal density variation and diffusion. 
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Figure 8.  Map of the reach under study. 
20 m discretisation length is generated. The total number of 
nodes is 19448 and the total number of elements is 36669 
(Fig. 9). 
The model is bounded from its U.S. side by Edfina 
Barrage where the discharge is known and from the D.S. side 
with the Mediterranean Sea where the water level is known, 
so those are considered the only two open boundaries in the 
domain and all the other boundaries, mainly the banks, are 
closed.  
 
 
Figure 9.  Grid at one position for Nile estuary case. 
The simulation was carried out with a time step of 5 
seconds. A total simulation time of three days was carried out 
to reach a steady state condition assuming an initial condition 
of zero velocity and initial water level of 0.37 m+msl. This 
steady state case was later employed as initial condition for 
the transport simulation. Manning friction coefficient of 
0.022 [7] and a simple turbulence model with constant 
viscosity (ν = 0.01 m²/s) being equal to the turbulent 
diffusion were chosen. The initial condition for salinity 
concentration was calculated based on the following equation 
[9]: 
 )
5
632
2
1(
5.0
2 3/43/2
225.0
0
dodo
doe
i FrFrFrR
hL −+−= −  (9) 
Li is the intrusion length of the saline water inside the river, 
Re is the Reynolds number which is expressed as 4Rh u0 /v, 
Frdo is the densimetric Froude number which expressed as 
ρρ // 00 hgu ∆ , h0 is the water depth at the river mouth, 
Rh is the hydraulic radius, u0 is the velocity of river flow at 
the mouth, ρ is the fresh water density, Δρ is the density 
difference between saltwater and fresh water and g is the 
gravitational acceleration. Equation (9) was used to calculate 
the total length of saltwater intrusion inside the river 
considering the D.S. boundary with a salinity concentration 
of 38.5 kg/m3, the intrusion length was found to be 15329 m. 
Then a linear change of the concentration was assumed, so 
the initial condition of salt concentration was set to be as 
shown in Fig. 10. 
Comparing the results after one day of simulation time 
for the case of horizontal density variation only to the case of 
turbulent diffusion only (Figs. 11A and 11B)  showed that 
the intrusion length was rapidly decreased in both cases (if 
 
 
Figure 10.  Initial conditions of salt concentration. 
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Figure 11.  Salt concentration after one day of simulation time for the Nile 
estuary for: A) horizontal density variation only, B) turbulent diffusion only 
and C) horizontal density variation and turbulent diffusion.  
 
compared to the initial conditions), however it was less in the 
case of the turbulent diffusion only. So, the impact of density 
variation is quite higher than the turbulent diffusion as it 
causes more momentum, therefore it has higher tendency to 
resist the momentum of the flow.  
For the case of both turbulent diffusion and horizontal 
variation of density together (Fig. 11C) the results seem to be 
similar to the one of horizontal variation of density only (Fig. 
11A). The results of the Nile case is the same result found in 
the two theoretical cases described earlier (higher impact for 
horizontal variation of density than diffusion). However, the 
results differ much from the initial condition of salinity 
concentration, which could be because the 1D nature of the 
equation used for calculating the initial condition. 
V. CONCLUSIONS 
TELEMAC-2D modelling system was used in this 
research to understand and quantify the impact of the spatial 
variation of density in a 2D model with the aid of the method 
presented in [5]. In addition, the impacts of diffusion and 
density variation on the flow were compared.  
The simulation of the all the case studies revealed that the 
impact of density variation is higher than the turbulent 
diffusion. The shape influenced the results, where much 
faster change is noticed in the trapezoidal channel 
(approximately the whole domain turned to be saltwater in 10 
days simulation time), while the change was quite slow in the 
rectangular channel. However, the impact of the shape was 
recorded only for the case of horizontal variation of density 
and it was not observed for the case of diffusion, thereof the 
diffusion is independent of the shape. The effect of the water 
depth was also noticed; higher salt concentration was 
combined with higher water depth (as described in the case 
of trapezoidal channel). 
For the Nile case study, smaller saltwater intrusion length 
was also noticed for the case of diffusion only compared to 
the case of horizontal variation of density for the same 
simulation conditions, which could be related to the higher 
momentum caused by the horizontal variation of density. 
This result confirms the previous ones. 
Through this research, it was proved that 2D models can 
be employed to simulate horizontal density-driven flow and 
TELEMAC-2D modelling system is suitable for this purpose. 
In addition, this research emphasises the importance of 
including the spatial variation of density when simulating 
tideless estuaries as in the case of the Nile River. 
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