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Untersuchung des Underlying Event in pp-Kollisionen am LHC mit
dem ALICE-Detektor Der u¨berwiegende Teil der in hochenergetischen Kol-
lisionen von Hadronen produzierten Teilchen stammt aus Prozessen mit kleinen
Impulsu¨bertra¨gen. Diese Prozesse entziehen sich einer sto¨rungstheoretischen Be-
handlung und mu¨ssen u¨ber pha¨nomenologische Modelle beschrieben werden. In
dieser Arbeit wird eine Messung des Underlying Event (UE) in pp-Kollisionen bei√
s = 0.9 und 7 TeV am LHC als Funktion der harten Skala pra¨sentiert. Relativ
zur Teilchenspur mit dem gro¨ßten Transversalimpuls (fu¨hrende Spur bzw. leading
track) lassen sich in azimutaler Richtung verschiedene Bereiche definieren: To-
ward (in Richtung des fu¨hrenden Teilchens), Transverse (transversal dazu), Away
(entgegen der Richtung des fu¨hrenden Teilchens). Die Untersuchung wird mit
geladenen Teilchen oberhalb der folgenden drei pT -Schwellen durchgefu¨hrt: 0.15,
0.5 und 1 GeV/c. Es wird beobachtet, dass die Aktivita¨t des UE fu¨r Transver-
salimpulse der fu¨hrenden Teilchenspur oberhalb von 3–4 GeV/c unabha¨ngig von
der harten Skala des Ereignisses ist. Im transversalen Bereich steigt die Teilchen-
multiplizita¨t von
√
s = 0.9 GeV zu 7 TeV abha¨ngig von der betrachteten pT -
Schwelle um einen Faktor 2–3 an. Die Daten werden mit den Ereignisgeneratoren
PYTHIA 6.4, PYTHIA 8.1 und PHOJET verglichen. Im Mittel unterscha¨tzen
diese Modelle die Aktivita¨t des UE um 10–30 %.
Study of the Underlying Event in pp collisions with the ALICE de-
tector at the LHC The bulk of particles produced in a high-energy hadronic col-
lision originates from low-momentum-transfer processes, which are not amenable
to a perturbative treatment and need to be modelled phenomenologically. In this
thesis we present a measurement of the bulk event-activity or Underlying Event
(UE) in pp collisions at
√
s = 0.9 and 7 TeV at the LHC as a function of the
hard scale. Different regions are defined with respect to the azimuthal direction
of the leading (highest pT) track: Toward, Transverse and Away. The Toward
and Away regions collect the fragmentation products of the hardest interaction.
The Transverse region is most sensitive to the UE. The study is performed with
charged particles above three different pT thresholds: 0.15, 0.5 and 1.0 GeV/c.
We observe that for values of the leading-track pT above 3–4 GeV/c the bulk par-
ticle production becomes independent of the hard scale. In the Transverse region
the multiplicity increases by a factor 2–3 between the lower and higher colli-
sion energies, depending on the pT threshold considered. Data are compared to
PYTHIA 6.4, PYTHIA 8.1 and PHOJET. On average, all models underestimate
the UE activity by about 10–30%.
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Preface
In November 2009 the Large Hadron Collider (LHC) at CERN delivered the first
stable proton-proton collisions at a center-of-mass energy of 0.9 TeV. Since then,
unprecedented interaction energies have been achieved: 2.36 TeV and 7 TeV,
compared to the maximum 1.96 TeV provided by the Tevatron collider. There-
fore a sound investigation of the TeV energy scale is essential in order to verify
and extend the Standard Model (SM) of elementary interactions.
The particles produced in a proton-proton interaction can be classified according
to the energy scale of the elementary process involved. At high momentum-
transfers (pT & 2 GeV/c) Quantum ChromoDynamics (QCD) is the appropriate
tool to describe partonic scatterings. Quantitative solutions can be calculated
with a perturbative approach. On the other hand, the bulk of particle produc-
tion comes from low-momentum-transfer processes. When ΛQCD is of the order
of hundreds of MeV, a perturbative treatment is no longer feasible. Moreover,
already at momentum transfers of few GeV/c, the QCD cross-section for an
elementary 2-to-2 scattering exceeds the total hadronic cross-section. This obser-
vation is usually reconciled in terms of Multi Partonic Interactions (MPI). The
bulk event-activity is correlated to the hardest scattering via gluon radiation and
MPI. As a consequence, a high-transverse-momentum-transfer hadronic collision
cannot simplistically be assimilated to two back-to-back jets plus a minimum bias
event. Therefore, the overall event dynamics needs to be modelled and measured
with suited observables.
One possible approach is to measure the bulk event-activity as a function of
the hard scale, which is the strategy adopted in this PhD research, and it is gen-
erally referred to as the Underlying Event (UE) analysis. The UE is defined as
1
the component of the particle flow in hadronic collisions that does not originate
from the hardest partonic-scattering. In our approach the relevant observables
to characterize the UE are the number density and the summed pT of charged
particles in a topological region azimuthally perpendicular to the particle with
the highest momentum in the event (called the leading particle).
A measurement of the UE is mandatory at LHC because its activity influ-
ences any physics measurement implying jet reconstruction or isolation cuts. It
is also worth noticing that the UE observables are a powerful tool to constrain
phenomenological models of hadronic collisions (i.e. tuning of Monte Carlo gen-
erators).
The outline of this thesis is the following: in Chapter 1 we introduce the the-
oretical concepts motivating the UE analysis. We summarize the main ideas of
the QCD-improved parton model and give an experimental definition of the UE.
Moreover, we describe the Monte Carlo models with which we compare our mea-
surement. Chapter 2 describes the ALICE detector, used for the measurement
presented in this thesis. Chapter 3 is not related to the UE analysis. It describes
one of the ALICE sub-systems, the Transition Radiation Detector (TRD), and
one step of the testing procedure of its read-out electronics. The reason is that
part of this thesis was dedicated to the upgrade of this testing procedure. In
Chapter 4 we give an overview of the historical measurements of the UE. More-
over, we show the results of a preliminary study based on reconstructed jets with
which we illustrate the effects of different scale choices on the final UE observables.
Finally, we investigate the contribution of different physics processes (QCD radi-
ation, MPI and fragmentation of beam remnants) on the same final observables,
as predicted by one particular model (PYTHIA 6.4). In Chapter 5 we define
the analysis strategy and describe the software framework. The data-correction
procedure and the estimate of the systematic uncertainties are also described. In
Chapter 6 we present the final results of this thesis, which constitute the first
measurement of the UE by the ALICE collaboration. A comparison with the
ATLAS measurement is also discussed as well as the scaling of the UE observ-
ables with the collision energy. These results are the original work of this thesis.
In Appendix A we show the effect of each data-correction step on the measured
distributions. Finally, in Appendix B we show the ratio between the ALICE and
ATLAS measurements of the UE.
An abridged version of this thesis is the subject of a publication which is being
prepared [16].

1High-energy hadronic collisions
1.1 Factorization notions
Factorization is a method to simplify a complex theory by decomposing it in
building-blocks, assuming no correlation between them. Each block describes a
particular aspect of the process of interest. For instance, this concept can be used
to calculate hard scattering cross-sections in hadronic collisions. Historically, the
idea was developed for the description of Deep Inelastic Scattering (DIS) [62] in
terms of Parton Model [98]. In this framework the total hadronic cross-section for
a given process is calculated by weighting the partonic cross-section, describing
elementary interactions of quarks and gluons, with the parton distributions in the
nucleon (Parton Distribution Functions (PDFs)). Therefore, the hadronic cross-
section will include a short-distance hard-scattering term, that can be calculated
in the framework of Quantum Chromodynamics (QCD) with perturbative tech-
niques, and a long-distance term describing the hadronic structure. The scale
separating the two regimes is in principle arbitrary and is called factorization
scale µF . A parton emitted with a transverse momentum smaller than µF is
considered part of the hadronic structure.
Factorization is a fundamental property of QCD that makes it a predictive
theory with controllable approximations. Moreover, the concept can be extended
to the description of the overall hadronic collision. At LHC energies, apart from
the hard scattering generating a pair of back-to-back jets at Leading Order (LO),
5
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we expect other processes to contribute to the final multi-particle state. For
instance, the fragmentation of beam remnants (i.e. those partons that did not
participate in the hardest scattering) and eventually Multi Partonic Interactions
(MPI). These aspects will be treated in more detail in Sections 1.3.1 and 1.3.2. In
general, such processes involve energy scales smaller than the hardest scattering.
Therefore, one can apply factorization also in this case and divide the overall event
in a short-distance jet-production part, that can be described with perturbative
QCD (pQCD), and a long-distance one. The latter is the main constituent of what
we generally call the Underlying Event (UE). Nevertheless, we must be aware of
some remaining correlation between hard scattering and soft bulk-activity. This
is introduced by QCD radiation, which in our measurement is partially included
in the UE, and MPI.
1.2 QCD-improved Parton Model
In this section we describe the extension of the Parton Model to processes with
two incoming hadrons in the initial state. We refer to [93] and [76] to large extent.
1.2.1 Factorization of the hard cross-section
Given our introductory considerations on factorization, we can write the cross-
section for a hard scattering like:
σ(P1, P2) =
∑
i,j
∫
dx1dx2fi(x1, µ
2
F )fj(x2, µ
2
F )σˆi,j(p1, p2, αS(µ
2
R),
Q2
µ2F
,
Q2
µ2R
) (1.1)
The process is sketched in Fig. 1.1. In the formula the incoming hadrons’ 4-
momenta are indicated with P1 and P2. The 4-momenta of the partons partic-
ipating in the hard scattering are p1 = x1P1 and p2 = x2P2, where xi are the
Bjorken-x values of the partons. The process characteristic scale, i.e. the out-
going jet pT, is indicated with Q. The parton distribution functions fi(x, µ
2
F )
are defined at a factorization scale µF introduced earlier. The quantity µR is
the so-called renormalization scale. It is introduced in QCD in order to cure the
ultra-violet (UV) divergences of the theory. These divergences are absorbed in
6
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P1
P2
fi(x1)
fj(x2)
x1 P1
x2 P2
!ij ("S)
#
Figure 1.1: Schematic representation of the hard cross-section factorization. The
proton PDFs are indicated with fi,j , the momenta of the partons participating to
the hard scattering are xiPi and σˆi,j is the short distance cross-section. Figure
adapted from [93].
a re-definition of the coupling constant αS, which then becomes a running ”con-
stant”. The quantity σˆi,j is the short-distance cross-section for the scattering of
partons i and j. At leading order it corresponds to the parton-scattering cross-
section. At higher orders long distance terms are factored-out. Therefore, this
is a pure short-distance construct. Because of the asymptotic freedom property
of QCD, small coupling at high energies, the short distance cross-section can be
expressed as a perturbative expansion in αS.
1.2.2 Kinematic variables
We introduce now a set of variables which will be used in the following sections.
The center-of-mass of the partonic scattering is generally boosted with respect to
the incoming hadrons’ center-of-mass. Therefore, we classify the final state with
variables that transform in a simple way under longitudinal boost: rapidity y,
transverse momentum pT and azimuthal angle φ. In terms of these variables, the
4-momentum of a particle of mass m is expressed as:
pµ = (E, px, py, pz) = (mT cosh y, pT sinφ, pT cosφ,mT sinh y) (1.2)
7
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where z is the beam direction and mT =
√
m2 + p2T is the so-called transverse
mass.
The rapidity is defined as:
y =
1
2
ln
(
E + pz
E − pz
)
(1.3)
and is related to the longitudinal motion of the particle. This quantity is additive
under boosts along z, therefore ∆y is boost-invariant.
Experimentally the rapidity is often substituted by the pseudo-rapidity :
η = − ln tan
(
θ
2
)
(1.4)
where θ is the angle with respect to the beam direction and is directly measurable.
The two quantities y and η coincide in the limit m→ 0.
Moreover, in the rest of this chapter we indicate with s the total energy squared
of the two incoming hadrons (' (P1 + P2)2) and with x the Bjorken-x.
1.2.3 Jet cross-section
Let us consider first the case in which the hard-collision outcome is a pair of high-
pT partons. We define this process a 2-to-2 (2→2) scattering. The two final-state
partons are observed as jets, which are collimated sprays of hadrons. Throughout
this paragraph we will neglect effects like detector efficiency, resolution or details
of the jet-finder algorithm and we will assume an exact correspondence between
partons and jets. If we neglect the small intrinsic transverse momentum of partons
in the nucleon (often called kT), the two jets are produced back-to-back in azimuth
and balanced in pT in the laboratory frame.
The two-jet cross-section in terms of the boost-invariant variables defined above
is:
d3σ
dy3dy4dp2T
=
1
16pisˆ2
∑
i,j,k,l=q,q¯,g
fi(x1, µ
2)
x1
fj(x2, µ
2)
x2
·
∑
|M(ij → kl)|2 1
1 + δkl
(1.5)
and is represented schematically in Fig. 1.2. The quantities y3 and y4 are the
outgoing partons’ rapidities in the laboratory frame. The squared momentum
8
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p1
p2 p4
p3
i
j
k
l
M
Figure 1.2: Schematic representation of a 2-to-2 scattering. The momenta of the
incoming partons are indicated with p1,2, M indicates the matrix elements for the
elementary scattering and p3,4 are the momenta of the outgoing partons.
available in the partonic center-of-mass is indicated with sˆ and is one of the
Mandelstam variables:
sˆ = (p1 + p2)
2 tˆ = (p1 − p3)2 uˆ = (p2 − p3)2 (1.6)
The first sum in Eq. 1.5 runs over all the combinations of incoming (i, j) and out-
going (k, l) partons. The PDFs fi are evaluated at a unified scale µ = µF = µR.
The sum
∑
represents the average on all initial spin and color states and the sum
on all final ones. The symbol M indicates the matrix elements for the elemen-
tary partonic scatterings. The diagrams contributing to the matrix element at
lowest order are shown in Fig. 1.3, where we have omitted their crossed partners.
Analytical expressions of those diagrams can be found in [93]. The processes
involving gluons in the initial state have higher probability because of the larger
color factor of gluons with respect to quarks.
We consider now the more general case of more than two partons in the final
state, which means processes of the type 2 → 3,4,5 and so on. One can define
an n-partons cross-section σn at LO, thus considering only tree-level diagrams
(no internal loops). This means that we are taking into account additional real
quarks and gluons attached to the outgoing legs of Fig. 1.3. The cross-section
9
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1
Figure 1.3: Lowest order diagrams contributing to the two jets cross-section.
Crossed diagrams are not shown.
can be written as:
σn =
∑
i,j,k1,...,kn=q,q¯,g
∫
dx1dx2fi(x1, µ
2)fj(x2, µ
2)σˆi,j→k1...kn (1.7)
which is a generalization of Eq. 1.1. The LO matrix elements are known [117].
They show a typical bremsstrahlung structure, dominated by soft and collinear
gluon emission. Each n-jet cross-section is proportional to αnS.
From an experimental point of view, a jet is operatively defined by the algo-
rithm used for its reconstruction. When comparing theoretical predictions with
real data, it is then necessary to run the same jet-finding algorithm at hadronic
and partonic level. A particularly useful quantity in order to compare data and
predictions is the jet pT distribution. At LO it is obtained by integrating out
of the two-jets cross-section (left term in Eq. 1.8) the dependence on one of the
two jet momenta, which gives the inclusive cross-section for jet production (right
term in Eq. 1.8):
d3σ
dy3dy4dp2T
→ d
2σ
2pipTdpTdy
(1.8)
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fragmentation and estimated to be within 4% at 1100 GeV
[14]). With those considerations, the total uncertainty in
the jet transverse momentum scale is determined to be
between 3% and 4% in the ranges 18< pT < 1100 GeV
and j!j < 3:0. The jet momentum resolutions for different
y bins are known to within 10% at jyj < 1:5, increasing to
15% for 1:5< jyj < 2:0, 25% for 2:0< jyj < 2:5, and 30%
for 2:5< jyj < 3:0 [13]. The integrated luminosity of the
proton-proton collisions is known with a precision of 4%
[20] and directly translates into a 4% normalization uncer-
tainty on the inclusive jet cross section.
The next-to-leading-order perturbative QCD theoretical
predictions are derived using NLOJET++ 2.0.1 [21,22] within
the framework of FASTNLO 1.4 [23]. Other NLO calcula-
tions are available in Refs. [24–26]. The FASTNLO frame-
work is used for propagating uncertainties due to different
parton distribution function (PDF) sets, "s values, and
scale choices. Nonperturbative (NP) corrections for hadro-
nization and multiple parton interactions are estimated
using PYTHIA 6.422 [27] and HERWIG++ 2.4.2 [28], which
are applied to the NLO pQCD prediction. The correction is
defined as the average of the models, and the associated
theoretical uncertainty is assumed to be half of the differ-
ence between the two predictions. For low-pT jets, the NP
correction can be as large as 30%, with a relative uncer-
tainty of 100%. Uncertainties from any residual depen-
dence on the choice of renormalization scale #r and
factorization scale#f are determined by varying the scales
according to the following combinations [29]: ð12#r; 12#fÞ,ð12#r;#fÞ, ð#r; 12#fÞ, ð#r; 2#fÞ, ð2#r;#fÞ, and ð2#r;
2#fÞ. The default choice is #r ¼ #f ¼ pT . These scale
variations modify the prediction of the inclusive jet cross
section by about 5%–10%. Following the PDF4LHC
Working Group recommendation [30], PDF uncertainties
are evaluated via a prescribed envelope, defined as the
maximum variation between different NLO PDF sets con-
structed from CT10 [31], MSTW2008NLO [32], and
NNPDF2.0 [33], including their respective uncertainties
and using their respective default values of the strong
coupling constant "sðmZÞ ¼ 0:1180, 0.1190, and 0.1202.
The middle of the envelope is taken as the central predic-
tion. The uncertainties are on the order of 10% up to a pT
of 800 GeV, except when approaching the kinematic limit
where they can be as large as 40%. More detailed com-
parisons with individual NLO PDF sets are reported sepa-
rately in Ref. [34]. Finally, an additional uncertainty from
the current knowledge of the strong coupling constant is
calculated from the CT10as PDF set [31] with values of
"sðmZÞ varied conservatively by $0:002 and added in
quadrature to the PDF uncertainty. The uncertainties due
to these variations in "sðmZÞ are between 2.5% and 5.0%.
The PDF uncertainties are dominated by differences be-
tween PDF sets in the PDF4LHC recommendation for
50<pT < 500 GeV, and by uncertainties within a single
PDF set for pT > 500 GeV.
The fully corrected inclusive jet cross section is shown
in Figs. 1 and 2. Figure 1 shows the jet pT spectra between
18 and 1100 GeV, falling over 10 orders of magnitude in
rate, and for six different rapidity bins. The comparison
with the theoretical NLO prediction, corrected for NP
effects, is more easily discerned in Fig. 2, which provides
the ratio of the jet pT spectra from data to the theoretical
prediction for each of the six rapidity bins. The total
theoretical systematic uncertainty from the prediction is
superimposed as solid lines above and below unity, and the
total systematic uncertainty due to experimental effects is
centered on the data points as a shaded band. The central
predictions for the CT10, MSTW2008NLO, and
NNPDF2.0 PDF sets are also overlayed. The PDF uncer-
tainties are large and asymmetric at high jet pT , dominat-
ing the theoretical uncertainty band. Nevertheless,
compared to the PDF4LHC recommendation, similar
trends between data and the central prediction of each
PDF set are observed. Within the experimental and theo-
retical uncertainties, the predictions are seen to be consis-
tent with the data across a wide range of jet pT and
rapidities, although the predictions are systematically
above the data.
In conclusion, using a data sample corresponding to
34 pb%1 of integrated luminosity from pp collisions re-
corded by the CMS detector at the LHC with a center-of-
mass energy of 7 TeV, the jet transverse momentum spec-
trum has been measured for 18< pT < 1100 GeV and for
six rapidity bins up to jyj ¼ 3:0. The dominant systematic
uncertainties arise from the absolute jet momentum scale
and resolution, as well as the integrated luminosity
FIG. 1 (color online). Fully corrected inclusive jet differential
cross section as a function of pT for six different rapidity
intervals, scaled by the factors shown in the legend for easier
viewing. The next-to-leading-order (NLO) theoretical predic-
tions, corrected for nonperturbative (NP) effects via multiplica-
tive factors, are superimposed. The statistical uncertainties are
smaller than the symbol used to represent each data point.
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Figure 1.4: Inclusive jet cross-section measured with the CMS detector in 6
different rapidity ranges. Data are compared to a NLO pQCD prediction. More
details in the text. Figure from [80].
Fig. 1.4 shows the inclusive jet cross-section measured by the CMS experiment
in 6 different rapidity ranges. All the details of the measurement are explained
in [80]. Jets are reconstructed with the anti-kT jet algorithm [72]. The data are
unfolded to take into account the finite etector resolu ion and are compared
to a next-to-leading order (NLO) pQCD prediction from fastNLO [109]. The
PDF used are the CT10 [113]. The remarkable result is t at data and QCD
predictions agree over 10 orders of magnitude within experimental and theoretical
uncertainties. The high-pT region (up to 1 TeV/c) corresponds to the shortest
distance scal ever observed: 10−19 m. An excess of events in this region (not
observed so far) or at higher momenta could be an indication of quark sub-
structure or physics beyond the Standard Model.
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1.2.4 Higher order approaches
In a lowest-order calculation, large uncertainties may arise due to the choice of
the factorization and renormalization scales, to huge logarithms that need to
be re-summed at highest orders or to extra partonic-processes. Therefore, it is
mandatory to compare LHC data with at least NLO theoretical predictions. A
NLO calculation takes into account diagrams contributing to the cross-section
with an additional power of αS. This procedure reduces the dependence of the
results on non-physical scales. Specifically, an observable predicted to the order
αnS is independent from the scale choice up to the order α
n+1
S .
One might proceed to calculate the next-to-next-to-leading order (NNLO)
matrix elements to further reduce the scale dependence and verify the conver-
gence of the perturbation series, but it is not the method generally used because
the amount of calculation needed increases almost factorially with the order of
αS. Nonetheless, there are phase-space regions where higher-order contributions
cannot be neglected (i.e. collinear parton emission). Therefore, one prefers to
use the so-called all orders approaches. Resummation is a clear example of this
type of approach: the leading logarithmic contributions are extracted from every
perturbative order and are re-summed using an evolution equation.
An alternative technique is the parton shower formalism. This is generally im-
plemented numerically in Monte Carlo generators like for instance PYTHIA
[87, 130, 131]. The idea is to correlate few high-energy partons produced in
a hard interaction with partons at a scale of the order of ΛQCD
1, to which one
can then append a given hadronization model. The evolution is regulated by the
DGLAP evolution equations [48, 92, 104, 116]. Solutions to such equations can
be formulated in terms of Sudakov form factors. They represent the probability
to evolve to a lower scale without emitting a gluon with a value of the evolution
variable higher than a threshold. The evolution variable can be either the parent
parton virtuality (PYTHIA 6.1/6.2 [129]) or the p2T (PYTHIA 6.3/6.4 [130] and
PYTHIA 8 [87, 131]), which also has intrinsic angular ordering. Angular ordering
1ΛQCD is the scale at which the strong coupling starts to diverge, its value is of the order
of 200 MeV.
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is important because it simulates in a realistic way color coherence effects.
Sudakov form factors are the base of both parton showers and resummation tech-
niques. For instance the Sudakov form factor for an initial-state shower is given
by:
∆(t) ≡ exp
{
−
∫ t
t0
dt′
t′
∫
dz
z
αS
2pi
P (z)
f(x/z, t)
f(x, t)
}
(1.9)
where t is the hard scale and t0 its cut-off value. P (z) is the splitting function, or
kernel probability, for the particular branching. It is a function of z, the fraction
of energy of the parent parton carried by one of the splitting products.
With this formalism two new scales are introduced, one for the initial and one for
the final-state showers. The peculiarity of the Sudakov form factors is that they
re-sum all the effects of soft and collinear gluon emission. These are dominant
terms, enhanced logarithmically. On the other hand, the parton shower formal-
ism does not correctly include gluon emissions at high energies or angles.
Therefore we would like to exploit the parton showers capability to describe soft
gluon emission and to use the matrix elements formalism when partons are ge-
ometrically and energetically well separated. There exist various techniques to
interface the two methods so that each is used in its optimal phase-space region
(for instance [78]). If we consider the multi-jet cross-section for a typical match-
ing scale, about 10% of the n-jets cross-section is produced via parton showers
from the scattering matrix at (n− 1) jets [76].
1.2.5 Initial state
Another ingredient of the Parton Model are the distributions of partons in the
nucleus. The PDFs cannot be calculated perturbatively and are determined via
global fits to data. There are different groups evaluating the PDFs and updating
them whenever new data are available: CTEQ [136], MRST [120], Alekhin [46]
and the HERA experiments [38, 39, 82, 83]. Various experiments/processes pro-
vide informations on different kinematic regions. For instance HERA data are
prevalently low-x, while DIS and Drell Yan (DY) data constrain higher x values.
Collider jet data cover a wide range of x and Q2 and are particularly important
to determine the gluon distributions at high-x. Fig. 1.5 shows the LHC coverage
in Bjorken-x and transferred momentum Q2 compared to HERA and fixed target
13
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Figure 1.5: Parton kinematics at LHC (
√
s = 7 TeV), HERA and fixed target
experiments. Figure from [90].
experiments. LHC covers almost 6 orders of magnitude in both variables. A
closer look to the PDFs shows that the region x < 0.1 is dominated by gluons
and sea-quarks, while in the remaining kinematic range the main contribution
comes from valence quarks.
The accuracy of the PDFs knowledge has a certain impact on the UE modelling.
For instance the amount of MPI strongly depends on the slope of the gluon dis-
tribution at low x and at NLO the slope is shallower than at LO. Moreover, a
correct treatment of MPI should take into account multi-partonic PDFs, which
at present are poorly constrained by measurements.
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1.2.6 Hadronization
Up to this point we have considered only partonic-level cross-sections. In order to
compare these predictions to hadronic-level data, we have to consider also frag-
mentation. The inclusive production of single hadrons is described by means of
parton Fragmentation Functions (FFs). The FF gives the probability for a parton
produced at a short distance 1/µ (where µ is the factorization scale introduced
earlier) to form a jet that includes a hadron carrying a fraction z of the longi-
tudinal momentum of the parton. Although FFs are genuinely non-perturbative
objects, they have two important properties that follow from perturbative con-
siderations within the QCD-improved parton model. Firstly their dependence
on µ is supposed to be determined by the DGLAP equations. Therefore, once
their z dependence is measured at a given scale, the evolution can be evaluated
perturbatively. The second fundamental property of the FFs is that they only
depend on the fragmenting parton and on the produced hadron, but not on the
details of the process from which they were determined.
Measurements of the FFs rely on a variety of data collected in e+/e− annihi-
lation (LEP1 [29, 30, 33, 69, 70], LEP2 [24, 31], SLAC [28], PEP [41], DORIS
[45, 65], PETRA [67]), hadron colliders (Spp¯S [56, 64], Tevatron [25]), γp scatter-
ing (HERA [37, 91]) or γγ scattering (LEP2 [32]). The scaling violation property
of the FFs and their universality are confirmed by global analyses of these data
[110]. Generally FFs are given in a parametrized form so that they can be used
conveniently without solving the DGLAP equations (see for example the KKP
parametrization [111]).
Monte Carlo generators implement fragmentation using phenomenological
schemes that model the carry over of momentum and flavour from the multi-
parton final state (produced by matrix element calculations and parton showers)
to the hadrons. The model parameters have to be adjusted to agree with the data.
At present, the two most commonly used models are the cluster fragmentation
[137] and the Lund string fragmentation [49, 128], the latter being implemented
in PHOJET [95, 96] and PYTHIA [87, 130, 131] generators.
15
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Underlying
Event
Figure 1.6: Left: a di-jet event in e+/e− collisions at LEP (as seen by the OPAL
experiment). Two back-to-back jets are produced from the decay of the exchanged
vector boson. No UE is present. Right: hadronic collision at
√
s = 7 TeV seen
by the ALICE detector. Three jets are reconstructed (green areas and red tracks).
The fragmentation of beam remnants and MPI also contribute to the multi-particle
final state (magenta tracks).
1.3 The Underlying Event
In order to understand the UE in hadronic collisions, we first consider the sim-
ple case of jet production in e+/e− collisions. The left picture in Fig. 1.6 is an
event display recorded by the OPAL experiment at LEP [43] (in the figure the
beam axis is perpendicular to the page). The two colliding leptons annihilate in
a virtual vector boson (γ∗ or Z∗) producing a quark/anti-quark pair which then
fragments into two back-to-back jets. The outgoing jets are visible in light-blue
in the picture. QCD radiation could give rise to additional jets, but no other
process contributes to the multi-particle final state.
In the right side of Fig. 1.6 we show an event display (in the rφ plane) of a pp
collision recorded by the ALICE detector at a collision energy of 7 TeV. In this
case three jets have been reconstructed (we ignore at this point the details of the
jet finder algorithm): the jet areas are marked by the green shaded enclosures
and the tracks belonging to each jet are marked in red. Additionally, the event
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Figure 1.7: Sketch of a realistic pp collision. Figure from [112].
is populated by a bulk of soft particles (magenta lines) not belonging to the jets
(and not present in the LEP case). These contributions constitute a background
to any jet measurement: for instance they can be clustered by the jet-finding
algorithms together with the particles really belonging to the jet, thus biasing
the determination of the jet shape and energy.
In a completely general way, we define the UE as the component of the parti-
cle flow in hadronic collisions that does not originate fro the hardest partonic
scattering. This is, however, an ambiguous definition. For instance, Initial State
Radiation (ISR) and Final State Radiation (FSR) need to be taken into account.
Particles coming from these processes are often included in the definition of the
17
1. HIGH-ENERGY HADRONIC COLLISIONS
UE (this is the case of our analysis), instead of being considered part of the
hardest scattering. More generally, the final hadronic state derives from the
hadronization of partons possibly coming from different processes and it is there-
fore difficult to define the real origin of a final-state particle. The situation is
sketched in Fig. 1.7. Blue/red lines represent initial/final state showers respec-
tively. Hadronization and successive hadronic decays are sketched in green. This
picture is further complicated by the fact that the initial protons are color-neutral
objects. Therefore during fragmentation there will be a color flux connecting the
beam remnants and the hardest scattering.
An alternative solution is to define the UE ad hoc for the process under consid-
eration. For instance, in the case of jet events we need an operational strategy
to associate part of the measured particles to the hard process and part to the
other processes described above. In this thesis we will use the Transverse Region
method (described in Chapter 4).
It is common belief that the origin of the bulk of soft particles accompany-
ing jet production are the fragmentation of the beam remnants and MPI. Given
their soft regime, these processes are only partially amenable to a perturbative
treatment1 (see Sect. 1.3.1). Therefore, the over-all event dynamics cannot be
determined from first principles only, but it needs to be modelled with phe-
nomenological calculations. Measurements of the bulk event-activity are therefore
mandatory to test and constrain these models, especially at the unprecedented
collision energies provided by the LHC. The main topic of this thesis is indeed a
measurement of this underlying activity associated with jet production. All the
processes described so far (hard scattering, QCD radiation, MPI and fragmenta-
tion of the beam remnants) are commonly implemented in multi-purpose Monte
Carlo generators, which are the subject of Section 1.3.2. In the next Section
(1.3.1) we take a closer look to the MPI phenomenology.
1 Indeed perturbative QCD breaks down at scales comparable with ΛQCD (O(100 MeV)).
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1.3.1 Multi-Partonic Interactions
Given the high-energy regime and the large parton flux accessible at LHC, we
expect more than one single pair of incoming partons to give rise to a hard scat-
tering. This phenomenon emerges in a totally intuitive way if we consider the
composite nature of hadrons. Fig. 1.8, from reference [132], gives a schematic
representation of an event counting two 2-to-2 scatterings. UE and minimum
bias features at hadronic colliders cannot be explained without introducing the
MPI formalism in Monte Carlo generators [35, 54, 130, 133]. In such a scenario
the hadron is probed simultaneously in different points, which gives a closer look
to the parton distributions in the hadrons and their correlations (multi-parton
distributions). For what concerns correlations among different collisions, it has
been shown [75] that each single collision has a different localization in the trans-
verse space. Different collisions in the same event do not interfere among each
other (neglecting soft exchanges) and the final cross-section is given by a simple
superposition of the different contributions. Therefore, the transverse momenta
of outgoing partons are balanced independently in each collision. This feature
has allowed the experimental identification of double parton scattering, mainly
in the γ+3-jets channel [23, 26, 27, 42].
Multiple radiation (see Sect. 1.2.3) can compete with multiple-interaction pro-
cesses to create the same number of final-state partons. Nevertheless, we can
distinguish between the two by considering that multiple radiation, opposite to
MPI, introduces azimuthal correlations among final jets. Moreover, the two pro-
cesses have a different dependence on the minimum jet-pT choice and on the
center-of-mass energy [74]. In particular, MPI are a power correction to the lead-
ing QCD mechanism of single scattering.
In the following we will outline a general approach to get a quantitative de-
scription of MPI. We refer to [132] for further details. It has been shown [133] that
perturbation theory can be extended down to quite low pT values, but still above
ΛQCD. In this way one can calculate perturbatively more than one interaction
per event in the Parton Model framework. The QCD hard 2-to-2 cross-section
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Figure 1: Schematic illustration of an event with two 2→ 2 perturbative interactions.
1 Introduction
The physics of high-energy hadron–hadron interactions has become a topic of increasing
interest in recent years. With the Tevatron Run II well under way and with the startup of
the LHC drawing closer, huge data samples are becoming available that will challenge our
current understanding of this physics. From the point of view of QCD, many interesting
questions remain to be answered, and we shall take up some of these in detail below.
Moreover, for new physics searches and precision measurements, it is important that these
questions can be given meaningful and trustworthy answers, since ever-present yet poorly-
understood aspects of QCD can have a significant impact.
Much of the complexity involved in describing these phenomena — specifically the
underlying event and minimum-bias collisions — derives from the composite nature of
hadrons; we are dealing with objects which possess a rich internal structure that is not
calculable from perturbation theory. This, however, does not imply that the physics of the
underlying event as such has to be an inherently non-perturbative quagmire.
Viewing hadrons as ‘bunches’ of incoming partons, it is apparent that when two hadrons
collide it is possible that several distinct pairs of partons collide with each other, as depicted
in Fig. 1. Thus multiple interactions (also known as multiple scatterings) in hadronic col-
lisions is a phenomenon which is a direct consequence of the composite nature of hadrons
and which must exist, at some level. In fact, by extending simple perturbation theory
to rather low p⊥ values, though still some distance above ΛQCD, most inelastic events in
high-energy hadronic collisions are guaranteed to contain several perturbatively calculable
interactions [1]. Furthermore, such interactions — even when soft — can be highly impor-
tant, causing non-trivial changes to the colour topology of the colliding system as a whole,
with potentially drastic consequences for the particle multiplicity in the final state.
Nevertheless, traditionally the exploration of multiple interactions has not attracted
much interest. For studies concentrating on high-p⊥ jets, perturbative QCD emission is
a more important source of multijets than separate multiple interactions. The underlying
event, on the other hand, has in this context often been viewed as a mess of soft QCD in-
teractions, that cannot be described from first principles but is better simply parametrized.
However, such parametrizations, even while reasonably successful in describing the av-
erage underlying activity, are not sophisticated enough to adequately describe correlations
and fluctuations. This relates for instance to jet profiles and jet pedestals, and to systematic
as well as random shifts in jet energies. The lack of sophistication implies that, even when
1
Figure 1.8: Schematic representation of an interaction with two 2-to-2 hard scat-
terings. Figure from [132].
can [132] be written as function of the p2T scale:
dσint
dp2T
=
∑
i,j,k,l
∫
dx1
∫
dx2
∫
dtˆ fi(x1, Q
2) fj(x2, Q
2)
dσˆi,j→k,l
dtˆ
δ
(
p2T −
tˆuˆ
sˆ
)
(1.10)
where sˆ = x1x2s is the available momentum in the partonic center-of-mass frame,
tˆ = (p1−p3)2 and uˆ = (p2−p3)2 (with pi defined in Fig. 1.2). We assume that the
process hardness is given by the pT scale, namely Q
2 = p2T. Eq. 1.10 derives from
Eq. 1.1 approximated at first order. In the limit of small transferred mome ta
|tˆ|  sˆ where p2T = tˆuˆsˆ ' |tˆ| for constant αS and neglecting the x-dependence, we
can write the integrated interaction cross-section as:
σint(pT,min) =
∫ √s/2
pT,min
dσ
dpT
∝ 1
p2T,min
(1.11)
In the limit pT,min → 0 this cross-section diverges. Already for values of pT,min
of few GeV/c the integrated interaction cross-section exceeds the total hadronic
cross-section σTOT [132]. This is naturally explai ed by the fact that if an event
contains n interactions, it will count n times in σint but only once in σTOT.
Therefore we can say that the average number of interactions as function of the
pT,min value is given by:
〈n〉(pT,min) = σint(pT,min)
σTOT
(1.12)
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Nevertheless the interaction cross-section still contains a non-physical divergence
for vanishing pT, which can be explained with a screening effect. Perturbative
QCD calculations assume free incoming and outgoing partons, but in fact the
incoming hadrons are color singlets. Therefore when the exchanged gluon has a
very low pT, or equivalently a large transverse wavelength, it can not resolve single
color charges and the coupling is reduced. One can introduce a color-screening
length scale, corresponding to the distance in which a color charge is compen-
sated. This distance has to be smaller than the proton radius, which in first
approximation would give pT,min ' ΛQCD [132], but in general it is not a known
quantity. Therefore it is justified to introduce a cut-off value in the calculations,
usually in pT space, in order to reproduce the experimental results.
All these considerations on MPI do ”not imply that the physics of the under-
lying event has to be an inherently non-perturbative quagmire”, to quote [132].
On the contrary, MPI are a perturbative starting point in the description of the
event activity associated with high-pT jet production.
1.3.2 Underlying Event modelling
In the following sections we will focus on the different implementations of the UE
in the Monte Carlo models with which we will compare our experimental results:
PHOJET 1.1 [94, 95, 96], PYTHIA 6.4 [130] and PYTHIA 8.1 [87, 131].
1.3.2.1 PHOJET and the Dual Parton Model
PHOJET [94, 95, 96] is a two-component event generator: soft particle produc-
tion is described by the Dual Parton Model (DPM) [77], while high-pT production
is based on perturbative QCD. Even though small-momentum-transfer processes
are in principle described by the QCD Lagrangian, in this regime the large value
of αS does not justify a perturbative approach. An alternative strategy is to con-
sider the large N limit of the theory, where N can be either the number of colours
NC or the number of flavours NF . In this limit the interaction amplitudes can
be expressed as 1/N -expansions. This approach is called topological expansion
because each term of the expansion corresponds to an infinite set of Feynman
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Figure 1.9: Graphical representation of the optical theorem: the discontinuity of
the elastic scattering amplitude at vanishing momentum transfer corresponds to
the total cross-section. Figure from [94].
diagrams with well defined topology. The first terms (Born approximation) cor-
respond to planar diagrams. The DPM is a phenomenological realization of this
approach based on the Regge Field Theory (RFT) [86] and incorporating the
general concepts of duality and unitarity.
High-energy hadronic collisions are described with the exchange of effective
Pomerons. A singularity in the Pomeron exchange amplitude at small transferred
momenta can be considered like a unitarity cut through all intermediate propaga-
tors, assuming that such particles are on the mass-shell. The sum and integration
of all those intermediate states gives the total cross-section. The procedure is
represented schematically in Fig. 1.9 and is just an alternative description of the
optical theorem [107] . The cross-section evaluation is divided in two ranges of
intermediate states transverse momenta: pT < p
cut−off
T and pT > p
cut−off
T . The cut-
off value pcut−offT is the main model parameter and artificially divides the graphs
in two classes: soft and hard. One chooses pcut−offT  ΛQCD so that the hard part
can be treated with the QCD-improved Parton Model (see Section 1.2).
We remind here that the model division in soft and hard is quite arbitrary, nev-
ertheless the parameters are adjusted in a way that the sum of the hard and soft
cross-sections is almost independent of the pcut−offT . In our comparison to data
the chosen value for pcut−offT is 3 GeV/c.
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The pT distribution of partons belonging to the soft part is parametrized by an
exponential function:
dNsoft
d2pT
' e−βmT (1.13)
The parameter β comes from the requirement of a smooth transition from soft
constituents and hard scattered partons at the pcut−offT value.
For what concerns hard processes, parton configurations derive from the lowest-
order QCD matrix elements. Moreover, the program can generate ISR for hard
scatterings according to DGLAP evolution equations and with angular ordering.
The evolution is limited to the emission of partons with pT > p
cut−off
T . The FSR
is generated with the Lund program JETSET [58], also used for fragmentation.
By imposing unitarity constraints in the model one is able to obtain quanti-
tative predictions for total, elastic and diffractive cross-sections. Moreover, MPI
emerge in a natural way from the unitarization scheme. The soft and hard cross-
sections in Born approximation grow like powers of s, violating the Froissart
bound [101]. The dominant absorptive correction to this high-energy behaviour
is given by graphs with multi-Pomeron exchanges. As a consequence, the aver-
age number of soft and hard interactions in one event increases with the energy.
Finally, we remind that PHOJET produces also a set of diffractive topologies
with the same framework described above. In particular, it includes single and
double-diffractive dissociation and central diffraction.
Few parameters can be adjusted in the model. One of those is the pcut−offT
and other parameters describing the couplings of Pomeron and Reggeon with
the proton. They are determined from fits to data and can not be changed
individually without re-arranging also the other parameters.
1.3.2.2 PYTHIA 6.4
PYTHIA [130] is a multi-purpose event generator. The simulation of a high-
energy hadronic collision starts with a hard QCD process of the type depicted
in Fig. 1.3. Only LO QCD matrix elements are taken into account, which corre-
spond to processes of the type 2 → 2. In order to generate multi-jet topologies
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like 2 → 3, 2 → 4 and so on, the program employs the parton shower formalism.
The same technique is used for the simulation of ISR and FSR. Hadronization is
implemented through the Lund string fragmentation model, like in PHOJET.
In order to correctly reproduce the total cross-section, also diffractive processes
are considered, but contrary to PHOJET they are intrinsically soft and central
diffraction is not included.
In the rest of this paragraph we will focus on those aspects of the event simulation
relevant for the UE study: MPI and beam remnants. In particular we describe
the so-called new scenario for the UE.
PHYTHIA 6.4 includes the possibility of characterizing every collision by a
different impact parameter b: the distance of closest approach between the two
colliding hadrons. Small b values correspond to a large overlap of the two colliding
hadrons and therefore to an increased probability for MPI. In first approxima-
tion there is a linear proportionality between the overlap function and the mean
number of interactions. In order to quantify the concept of matter overlap we
need to make a choice on the matter distribution in the hadron at rest. In gen-
eral, this choice will influence the distribution of the number of interactions and
the UE magnitude. In the next section we describe the two particular choices
corresponding to the considered tunes.
For each b value we assume that the number of interactions n˜ is distributed ac-
cording to a Poissonian:
Pn˜ = 〈n˜〉n˜ exp {−〈n˜〉}
n˜!
(1.14)
before including restrictions like energy and momentum conservation.
Since the matter distribution can have tails to infinity we can have interactions
with values of b arbitrarily large. To avoid the divergence of the total cross-
section, we impose that each event must contain at least one semi-hard interac-
tion. In this way the n˜ distribution gets narrower than a Poissonian. Therefore,
the probability that the two hadrons, passing through each other with impact
parameter b, produce a collision of the required type is:
Pint(b) =
∞∑
n˜=1
Pn˜(b) = 1− P0(b) = 1− exp {−〈n˜〉} = 1− exp {−kO(b)} (1.15)
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whereO(b) is the overlap function and k a proportionality factor. Now the average
number of interactions per event is:
〈n(b)〉 = 〈n˜(b)〉
Pint(b)
(1.16)
where we have removed the possibility of no interaction. An average on all the b
values gives:
〈n〉 = σint
σND
(1.17)
where the difference from Eq. 1.12 lays in the fact that PYTHIA considers the
non-diffractive (ND) cross-section instead of the total one. Elastic and diffractive
events are treated separately.
Scatterings are ordered in a falling sequence of pT. Eventually the procedure
has to stop at small values of pT, as mentioned in Sect. 1.3.1, because of colour-
screening effects. Since the jet cross-section diverges like [132]:
α2S(p
2
T)
p4T
(1.18)
we introduce a factor:
α2S(p
2
T,0 + p
2
T)
α2S(p
2
T)
p4T
(p2T,0 + p
2
T)
2
(1.19)
which regularizes divergences by strongly damping the QCD cross-section for
pT  pT,0. The regularization value pT,0 is one of the main model parameters
and needs to be tuned to data.
A hadron undergoing MPI should be described by multi-parton densities but,
since our current experimental knowledge is not so advanced, PYTHIA intro-
duces a particular technique to re-scale the single-parton PDFs. In general the
interaction number i will be correlated with the previous i− 1, which have larger
values of pT because of the particular ordering scheme chosen. Therefore all the
lower pT-scales can be integrated-out. This can be understood by considering two
different interactions: a really hard and a really soft one. The hardest interaction
corresponds to a very short formation time and we expect it to be able to influ-
ence the softer one, but not vice-versa. During the evolution towards lower pT
values, partons that have already interacted are removed from the hadron. What
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remains in the beam remnant is a number of partons given by the remaining
valence content plus a number of sea quarks required by the conservation of total
flavour. Moreover, colour re-arrangements (or colour reconnections) can occur in
the final state. For instance the model includes an option for a colour annealing
scenario, where one assumes that at hadronization time, the details of the colour
evolution history are irrelevant. The only important factor is the minimization
of the potential energy stored in the hadronization strings (or string length min-
imization).
Concerning longitudinal-momentum conservation, it is not implemented exactly
for each single incoming proton, but only for the system as a whole.
Moreover, we expect the partons to carry a primordial transverse momentum
kT of some hundred MeV/c, given by Fermi motion in the incoming protons. This
is another important model parameter. In the shower evolution a comparison to
data shows that a value of kT of some GeV/c is needed, hence we talk about an
effective primordial kT. The model also requires a null total beam kT.
Each multiple interaction is associated with a set of initial and final-state ra-
diation. The transverse momentum is the common evolution scale for the three
processes: MPI, ISR and FSR. To good approximation FSR can be delayed until
MPI and ISR are completely considered. FSR does not modify the energy car-
ried by the perturbative initial-state partons, it simply re-distributes such energy
among more partons in the final-state. On the contrary an additional ISR branch-
ing or another interaction imply more perturbative energy to be taken from the
beam remnants. Therefore, the two mechanisms are in direct competition and
should be interleaved in a common sequence of decreasing pT. For example a
second hard interaction should be considered before a softer ISR branching asso-
ciated to the first interaction.
Finally, we should make some consideration on the pT,min scale. Since MPI
and ISR are interleaved, we should choose the same regularization procedure. We
use the same smooth cut-off pT,0 introduced earlier, but for ISR the regularization
factor is the square root of the MPI case since only one Feynman vertex enters in
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(a) (b)
Fig. 1: (a) Two 2→ 2 scatterings, (b) a 2→ 2 scattering followed by a rescattering
neighbour” colour connections [9]. In PYTHIA 8, with its more general MI framework, colour
reconnection is performed by giving each system a probability to reconnect with a harder system
P = p⊥
2
Rec
(p⊥2Rec + p
2
⊥)
, p⊥Rec = RR ∗ p⊥0, (8)
where RR, ReconnectRange, is a user-tunable parameter and p⊥0 is the same parameter as in
eq. (3). The idea of colour reconnection can be motivated by noting that MI leads to many
colour strings that will overlap in physical space. Moving from the limit of NC → ∞ to NC =
3, it is perhaps not unreasonable to consider these strings to be connected differently due to a
coincidence of colour, so as to reduce the total string length and thereby the potential energy.
With the above probability for reconnection, it is easier to reconnect low p⊥ systems, which can
be viewed as them having a larger spatial extent such that they are more likely to overlap with
other colour strings. Currently, however, given the lack of a firm theoretical basis, the need for
colour reconnection has only been established within the context of specific models.
3 Rescattering
A process with a rescattering occurs when an outgoing state from one scattering is allowed to be-
come the incoming state in another scattering. This is illustrated schematically in Figure 1, where
(a) shows two independent 2→ 2 processes while (b) shows a rescattering process. An estimate
for the size of such rescattering effects is given by Paver and Treleani [7], where a factorised
form is used for the double parton distribution, giving the probability of finding two partons of
given x values inside an incoming hadron. Their results show that, at Tevatron energies, rescat-
tering is expected to be a small effect when compared against the more dominant case of multiple
disconnected scatterings.
If we accept MI as real, however, then we should also allow rescatterings to take place.
They would show up in the collective effects of MI, manifesting themselves as changes to mul-
tiplicity, p⊥ and other distributions. After a retuning of p⊥0 and other model parameters, it is
likely that their impact is significantly reduced, so we should therefore ask whether there are
more direct ways in which rescattering may show up. Is there perhaps a region of low p⊥ jets,
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Figure 1.10: Schematic representation of a 2-to-2 scattering followed by a rescat-
tering. Figure from [131].
the shower branching. For what concerns FSR, the cut-off can be at a lower value.
This scale concerns the matching between perturbative physics and hadronization,
hence it has a different meaning.
1.3.2.3 PYTHIA 8.1
PYTHIA 8 [87, 131] is the natural continuation of PYTHIA 6.4, the latter being
no longer developed. The bulk of the simulation framework is the same in both
models, but version 8 introduces some major changes: FSR is interleaved together
with ISR and MPI, parton rescatterings are considered as well as an enhanced
colour screening picture.
Rescattering happens when an already scattered parton is allowed to participate
in another scattering. The situation is sketched in Fig. 1.10. The magnitude of
this effect has been estimated to be negligible if compared to disjoint MPI at
Tevatron energies[123]. In general, we expect rescattering to influence collective
features like multiplicity or pT distributions. In addition, it is a new source of 3-jet
events and contributes to additional pT in the perturbative region. This process
is in competition with primordial kT and colour reconnections in explaining the
data.
Finally, we would like to mention that PYTHIA 8.1 takes into account initial-
state partonic fluctuations before the collision. In such a picture the amount of
colour-screening can change event-by-event.
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1.3.2.4 Considerations on PYTHIA tunes
PHYTHIA counts hundreds of parameters that can be set, more or less indepen-
dently from each other, to reproduce the data1. In this section we give a brief
description of the two PYTHIA tunes with which we are comparing our exper-
imental results. Next to each physics property we indicate in parenthesis the
name of the relevant parameter in the respective model. These informations will
be useful in the interpretation of the matching with real data. We remind here
that the definition of an optimal tune to describe the measured data is outside
the scope of this thesis.
PYTHIA 6.4 - Tune Perugia 0 [134] uses the CTEQ5L [114] set of leading-
order PDFs. As already mentioned, the new UE model is used (MSTP(81)=21).
The regularization scheme for ISR branchings is the same used for MPI
(MSTP(70)=2). The pT,0 value for both MPI and ISR is 2 GeV/c (PARP(82)=2)
at the reference energy of 1800 GeV (PARP(89)). The pT,0 is rescaled with the
collision energy proportionally to:
pT,0 ∝ E0.26CM (1.20)
where the exponent is given by PARP(90).
For what concerns the hadronic matter overlap, the model adopts a generic form:
O(b) ∝ exp(−bd) (1.21)
where b is the varying impact parameter. The parameter d (PARP(83)) can range
between the two extreme values of 1, corresponding to an exponential distribu-
tion, and 2, corresponding to a Gaussian. In this particular tune d = 1.7.
The primordial kT distribution in the hadron has Gaussian shape (MSTP(91)=1)
of width 2 GeV/c (PARP(91)) and upper cut-off of 10 GeV/c (PARP(93)).
For what concerns colour reconnections, the tune employs a specific scheme of
string length minimization (MSTP(95)=6). This scheme improves the agreement
with the 〈pT〉(Nch) distribution and with the high-pT tail of the charged-particle
1In this respect PHOJET is less flexible than PYTHIA, given its limited number of tunable
parameters. In this analysis we used its default values.
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spectrum at Tevatron energies [134].
PYTHIA 8.1 - Tune 1 [131] also uses the LO set of PDFs CTEQ5L. The
regularization of ISR and MPI evolution has different values of pT,0 for the two
processes (SpaceShower:samePTasMI=false). In the ISR case pT,0 = 2 GeV/c
(SpaceShower:pT0Ref=2) independently of the collision energy
(SpaceShower:ecmPow=0). For MPI the reference value at 1800 GeV is 2.25 GeV/c
(MultipleInteractions:pT0Ref=2.25) and the power of the energy scaling defined
in Eq. 1.20 is 0.24 (MultipleInteractions:ecmPow=0.24).
The impact parameter profile for MPI is a Gaussian without free parameters.
The primordial kT distribution has a Gaussian shape independently in px and py.
The distributions amplitudes depend on the hard scale and on the mass of the
two initiators.
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2The ALICE detector at the LHC
2.1 The Large Hadron Collider (LHC)
The Large Hadron Collider (LHC) [97] at CERN is the world biggest particle
accelerator in operation at present. It is located in the area near Geneva, at the
French/Swiss border. The LHC tunnel is built at a depth between 45 and 170 m
and has a circumference of 26.7 km. The LHC was designed to accelerate protons
at a maximum center-of-mass energy (
√
s) of 14 TeV and lead (Pb) ions at
√
s =
5.5 TeV per nucleon (ATeV) at maximum. These will be the highest energies
ever reached in particle collisions. The machine started its operation the 10th
of September 2008 and at the moment in which this thesis is being written the
machine already delivered collisions at
√
s = 0.9 and 7 TeV for proton beams and
at 2.76 ATeV for Pb beams.
The LHC machine is a synchrotron accelerating two beams in opposite direc-
tions and in distinct beam-pipes. Each beam is composed of compact bunches
of particles. Before being injected in the LHC ring, proton bunches are pre-
accelerated in the LINAC2, PS-booster, PS and SPS accelerators (Pb beams
have a slightly difference sequence) to an energy per nucleon of 450 GeV. Various
injections are needed before all the beam bunches are filled in the LHC. After
injection, the LHC accelerates the beams up to the required energy while keep-
ing them focused. This is achieved with a combination of electric and magnetic
fields. The bending of the trajectories along the circumference is provided by a
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Figure 2.1: Schematic view of the LHC. The position of the 4 major experiments
is indicated, as well as the injection, collimation (cleaning) and dumping regions.
Blue stars locate the collision points.
set of 1,232 dipoles. Each dipole contains super-conducting magnets operating
at a temperature of 1.9 K and drawing a maximum current of about 12 kA. The
dipoles can deliver a maximum magnetic field of 8.33 T during pp collisions. The
beams are accelerated by 8 Radio Frequency (RF) cavities, which operate at a fre-
quency of 400 MHz. The RF power, besides accelerating the beams, keeps them
localized and compensates the energy loss due to synchrotron radiation. More-
over, the LHC infrastructure has two collimation systems that remove the beam
particles which have too large spatial distance from their own bunch (beam-halo
particles) or that are separated in momentum space (too fast/slow). In this way
one avoids the uncontrolled circulation of particles lost from the bunch. In four
locations of the collider circumference, the beams are allowed to cross and col-
lide. These are also the points where the four major LHC experiments are built:
ALICE (see Sect. 2.2), ATLAS [8], LHCb [53] and CMS [79]. Finally, there is a
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dumping system for each beam. The LHC circumference is divided in octants,
shown in Fig. 2.1, where the position of the major experiments is also indicated,
as well as the injection, collimation and dumping regions.
2.1.1 Collision parameters
The bunch spatial dimensions should be minimized in order to achieve a high
number of collisions per time interval. This concept is quantified by the luminos-
ity :
L =
fnN2
A
(2.1)
where n is the number of bunches in both beams, N is the number of particles
per bunch, A is the beam transverse area and f the revolution frequency. The
luminosity is measured in cm−2 s−1 and is related to the interaction frequency in
the following way:
dN
dt
= L σ (2.2)
where σ is the cross-section for the process of interest.
In the nominal LHC operation conditions [97], each beam is made of 2,808
bunches, each containing 1.15·1011 protons. Bunches are spaced in time by 25 ns.
The design luminosity for the pp runs is 1034 cm−2 s−1 (1027 cm−2 s−1 for PbPb
runs). The ALICE detector operates at a lower luminosity (5·1027 cm−2 s−1)
in hadronic collisions to limit the probability of multiple collisions in the same
bunch-crossing (pile-up effect), which is particular critical for the slow drift de-
tectors (see Sect. 2.2).
We assume that the pile-up probability is given by a Poissonian distribution:
P (n) =
µne−µ
n!
(2.3)
where n is the number of interactions. The parameter µ is usually quoted as an
indicator of the pile-up probability.
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2.2 A Large Ion Collider Experiment (ALICE)
A Large Ion Collider Experiment (ALICE) [15] is a general purpose experiment
at the CERN LHC. It was designed to study the physics of strongly interacting
matter and the formation of a quark-gluon-plasma (QGP) [66] at extreme values
of energy density and temperature in nuclear collisions (PbPb). ALICE focuses
on the region around mid-rapidity, where low baryon density and maximal energy
density are expected. In case of proton-proton collisions, ALICE is complemen-
tary to the other LHC detectors. This is due to its tracking capabilities from
very low pT (150 MeV/c) up to more than 100 GeV/c and Particle IDentification
(PID) over a comparable range. The low momentum reach is achieved with a
small material budget to reduce multiple scattering (13% of X0 up to a radius of
∼ 2.8 m [15]), whereas a large lever arm (up to 3.5 m) ensures good resolution at
high pT (see Sect. 2.2.4.2).
The most stringent design constraint is the very high particle multiplicity ex-
pected in a PbPb collision. For instance, about 1,600 charged particles per unit
pseudo-rapidity have been measured [18] at mid-rapidity in central PbPb colli-
sions at
√
s = 2.76 ATeV. The experiment was optimized for dNch/dη = 4000
around mid-rapidity and tested with simulations up to dNch/dη = 8000 [15].
The tracking is particularly robust because it is based on 3-dimensional informa-
tion with up to 160 points and a moderate magnetic field of 0.5 T1 (compared to
the 2 T and 4 T of the ATLAS [8] and CMS [79] detectors respectively).
2.2.1 Detector layout
Fig. 2.2 shows the layout of the ALICE detector, housed in the L3 magnet (red).
Tacking in the ALICE central barrel relies on the Time Projection Chamber
(TPC) described in Sect. 2.2.1.1, on the Inner Tracking System (ITS) described
in Sect. 2.2.1.2 and on the Transition Radiation Detector (TRD) described in
Chapter 3.
1The field is generated by a solenoidal magnet, previously used in the L3 experiment at
LEP, which houses the central detectors.
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Figure 2.2: Schematic representation of the ALICE detector. Top-right insertion:
enlargement of the Inner Tracking System (ITS) showing its sub-systems. Bottom-
right insertion: ALICE carthesian and spherical coordinate systems. The z > 0
region is the so called detector A-side and the z < 0 region is the C-side.
One of the main features of ALICE is the large number of detectors dedi-
cated to charged-particle identification. TPC and ITS provide PID via energy
loss (dE/dx) measurements in the low p region (below 1 GeV/c). Moreover, the
TPC can extend this measurement to the relativistic rise of the Bethe-Bloch dis-
tribution [127], ideally up to about 100 GeV/c. In the intermediate momentum
range (up to about 4 GeV/c) PID is achieved with the Time Of Flight (TOF)
detector, which is an array of Multi-gap Resistive Plate Chambers (MRPCs) op-
timized for large acceptance (|η| < 0.9). The TOF has a time resolution below
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100 ps. The High Multiplicity PID (HMPID) is an array of proximity focusing
ring imaging Cherenkov counters, which extends the identification of hadrons up
to about 5 GeV/c. Its acceptance is limited to 10% of the central barrel. More-
over, the TRD can identify electrons with momenta above 1 GeV/c.
ALICE has two electromagnetic calorimeters. The PHOton Spectrometer
(PHOS) is a single arm system composed of dense PbWO4 scintillating crystals.
It has a good energy resolution (about 1.4% for a 20 GeV jet [47]) and a segmenta-
tion smaller than the Molie`re1 radius. A set of Multiwire Proportional Chambers
in front of PHOS acts as Charged Particle Veto (CPV).
The ElectroMagnetic Calorimeter (EMCal) is a Pb-scintillator sampling calorime-
ter. It has a 6 times wider acceptance than PHOS, but lower granularity (the
transverse cell size is about 2 times the Molie`re radius) and energy resolution
(about 6% for a 20 GeV jet [57]). The The EMCal is positioned at approximately
opposite azimuth than the PHOS and has been optimized for the measurement
of jet production rates and fragmentation functions.
The Muon Spectrometer is a forward system designed for the study of heavy
quarks resonances (J/ψ, Υ etc.) with sufficient mass resolution (100 MeV/c2 at
the Υ mass) to separate the different states and momentum coverage down to
zero pT. It consists of a composite absorber, a bipolar magnet creating an inte-
grated field of 3 Tm, 10 planes of cathode-strip tracking-stations, a second muon
filter and 4 layers of Resistive Plate Chambers (RPC) for muon identification and
trigger.
Moreover, ALICE includes detectors used for trigger purposes or to measure
global event properties. For instance, the T0 detector is composed of 2 sets of
Cherenkov detectors installed directly around the beam pipe2. They measure the
1The Molie`re radius is a characteristic constant of a material that quantifies the transverse
dimension of electromagnetic showers. It is defined as the radius of a cylinder containing 90%
of the shower’s energy. A small Molie`re radius corresponds to a good position resolution and
good shower separation due to a smaller degree of overlapping.
2The ALICE beam-pipe is a beryllium cylinder 800 µm thick and with an external diameter
of 6 cm.
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event time with a resolution of less than 25 ps. The V0 detector is used as mini-
mum bias trigger and to reject beam-gas events. It is described in more detail in
Sect. 2.2.1.3.
ACORDE is an array of 60 large scintillators located on top of the ALICE magnet.
It is used as cosmic rays trigger and to align and calibrate the other sub-systems.
The Forward Multiplicity Detector (FMD) is composed of rings of silicon strip
detectors located at 3 different positions along the beam pipe. It measures the
multiplicity in a large acceptance (−3.4 < η < −1.7 and 1.7 < η < 5.0).
The Photon Multiplicity Detector (PMD) measures multiplicity and spatial dis-
tribution of photons. It is composed of two layers of gas proportional counters,
preceded by lead converter plates.
The Zero Degree Calorimeter (ZDC) system is equipped with 2 sets of compact
hadronic calorimeters used to trigger on the collision impact parameter. More-
over, the ZDC includes 2 small electromagnetic calorimeters (ZEM) installed on
one side of the interaction point to improve the centrality measurement.
In Fig. 2.2 we also show the ALICE chartesian coordinate system. The system
origin coincides with the nominal interaction point in the middle of the central
barrel and has been shifted in the picture for visualization purpose. Alterna-
tively, we will sometimes refer to a spherical coordinate system, also centred at
the nominal interaction point. The polar angle θ increases form z (θ = 0) to −z
(θ = pi). The azimuthal angle φ increases clockwise from x (φ = 0), passing y
(φ = pi/2) to x (φ = 2pi) with the observer standing at negative z and looking
towards the origin.
For a more detailed description of the ALICE detector see [15]. In the follow-
ing sections we describe the main features of the detectors used in the analysis,
referring mainly to [15]. Some characteristics are also summarized in Table 2.2.
2.2.1.1 Time Projection Chamber (TPC)
The TCP is the main tracking detector of the ALICE central barrel. It provides
tracking in the pT range from 0.2 (at nominal magnetic field) to 100 GeV/c and
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CENTRAL ELECTRODE
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Figure 2.3: 3D view of the TPC field cage. The containment vessel and the
central electrode are indicated in the figure, as well as the end-caps sustaining the
read-out chambers (not shown). Figure adapted from [15].
Figure 2.4: The TPC before installation.
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particle identification via dE/dx in the low momentum region (dE/dx ∼1/β2)
and in the relativistic rise of the Bethe-Bloch distribution. The detector is made
of a large cylindrical field cage, where ionization electrons are transported on
either sides of a central electrode (at 100 kV) to the end plates (see Fig. 2.3).
The active volume has an inner radius of about 0.85 m, an outer radius of about
2.5 m and it extends for 5 m along the beam direction. The position resolution
varies from 1100 to 800 µm along the rφ coordinate (inner and outer radius re-
spectively) and from 1250 to 1100 µm along the beam direction. The momentum
resolution is better than 2.5% for tracks with momenta below 4 GeV/c. The TPC
drift time is about 90 µs, which is the limiting factor on the acquisition rate in
proton-proton collisions.
The active volume is filled with a mixture of Ne/CO2/N2 in the proportions
90/10/5. The gas system is optimized to achieve high drift speed, low diffusion,
low multiple scattering, small space-charge effects and good ageing and stabil-
ity properties. The N2 improves quenching and allows high gas gains [103]. The
NeCO2 mixture has a steep dependence of the drift velocity on temperature [138],
therefore the thermal stability has to be below 0.1 K in the drift volume. This re-
quires an elaborate system of heat screens and cooling systems: there are screens
at the inner and outer radius shielding from neighbouring detectors (ITS, TRD)
and screening and cooling of the Front End Electronics (FEE).The pressure fol-
lows the ambient pressure.
The TPC read-out is performed with 72 multi-wire proportional chambers
with cathode pad read-out, which are mounted into 18 trapezoidal sectors at
each end of the drift volume (see Fig. 2.3). The total number of read-out chan-
nels is 557,568. To follow the radial dependence of the track density, the read-out
is segmented radially into two chambers with different wire geometry. The read-
out chambers are normally protected by a gating grid against electrons coming
from the drift volume and ions from the amplification region. The grid is opened
only after an L1 trigger (more in Sect. 2.2.2) for the entire drift time.
In about 10% of the azimuthal angle the detector is not sensitive because of inac-
tive areas between neighbouring chambers. This mainly affects high pT (straight)
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tracks, while low and intermediate pT tracks are bent out of the insensitive areas
by the magnetic field.
2.2.1.2 Inner Tracking System (ITS)
The ITS directly surrounds the beam-pipe and is composed of 6 cylindrical layers
of silicon detectors. The main task of the detector is to localize the primary ver-
tex with a resolution better than 100 µm (in PbPb collisions) and to reconstruct
secondary vertexes from decays of hyperons and D and B mesons. Moreover, it
extends the tracking and PID capabilities of the TPC to particles with momen-
tum below 200 MeV/c. The outermost 4 layers have analog read-out to perform
PID via dE/dx in the non-relativistic region (dE/dx ∝ 1/β2). The first layer has
an extended pseudo-rapidity coverage (|η| < 1.98) to ensure, together with the
FMD, a complete coverage for the measurement of charged particles multiplicity.
The ITS momentum resolution is better than 2% for pions with transverse mo-
mentum ranging from 100 MeV/c to 3 GeV/c. The spatial resolution is some
tens of µm, with the highest precision close to the primary vertex. For momenta
higher than 3 GeV/c the ITS spatial resolution is a key element for the global
momentum resolution (see Sect. 2.2.4.2).
The ITS layers are located between 4 and 43 cm in radial distance. They cover
the range |η| < 0.9 for all vertices within the interaction diamond length (±1σ
i.e. ± 5.3 cm along the beam direction). The outermost radius was designed to
match ITS tracks with TPC tracks. The cooling system of the most external lay-
ers was optimized to provide the temperature stability and uniformity required
by the TPC. The material budget in the active volume is minimized in order to
reduce multiple scattering: the effective thickness of the ITS system including
support and services is 7.7% of radiation length [17]. Sensors partially overlap in
order to cover the solid angle completely. The total number of read-out channels
is almost 13 millions. The ITS layout is shown in Fig. 2.5. The single sub-systems
are further discussed in the following.
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Figure 2. Layout of the ITS (left) and orientation of the ALICE global (middle) and ITS-module local (right)
reference systems. The global reference system has indeed its origin in the middle of the ITS, so that the z
direction coincides with the beam line.
GeV/c and " is the polar angle with respect to the beam line [4]. The ITS is made of thousands
of separate modules, whose position is different from the ideal due to the limitations associated
with the assembly and integration of the different components, and the forces these components
experience. In order to achieve the required high precision on the track parameters, the relative
position (location and orientation) of every module needs to be determined precisely. We refer to
the procedure used to determine the modules relative position as alignment. The ITS alignment
procedure starts from the positioning survey measurements performed during the assembly, and
is refined using tracks from cosmic-ray muons and from particles produced in LHC pp collisions.
Two independent methods, based on tracks-to-measured-points residuals minimization, are con-
sidered. The first method uses the Millepede approach [5], where a global fit to all residuals is
performed, extracting all the alignment parameters simultaneously. The second method performs
a (local) minimization for each single module and accounts for correlations between modules by
iterating the procedure until convergence is reached.
In this article, we present the alignment methods for the ITS and the results obtained using the
cosmic-data sample collected during summer 2008 with B = 0 (a small data set with B = ±0.5 T
was also collected; we used it for a few specific validation checks). In section 2 we describe in
detail the ITS detector layout and in section 3 we discuss the strategy adopted for the alignment.
In section 4 we describe the 2008 sample of cosmic-muon data. These data were used to validate
the available survey measurements (section 5) and to apply the track-based alignment algorithms:
the Millepede method (section 6) and a local method that we are developing (section 7). We draw
conclusions in section 8.
– 3 –
Figure 2.5: Layout of the ITS system. The 3 subsystems are indicated in the
figure: Silicon Pixel Detector (SPD), Silicon Drift Detector (SDD) and Silicon Strip
Detector (SPD). Each subsystem is composed by 2 cylindrical layers. Figure from
[17].
Silicon Pixel Silicon Drift Silicon Strip
Spatial resolution rφ (µm) 12 35 20
Spatial resolution z (µm) 100 25 830
Two-track resolution rφ (µm) 100 200 300
Two-track resolution z (µm) 850 600 2400
Modules 240 260 1,698
Read-out channels 9,835 k 133 k 2,608 k
Table 2.1: Spatial resolution a d number of modules and read-out channels for
the various ITS subsystems. Table adapted from [15].
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The two inner Silicon Pixel Detector (SPD) layers were designed to cope with
a track density as high as 50 tracks/cm2 in relatively high radiation levels (esti-
mated total dose of 2.7 kGy in 10 years of standard running [122]). The sensors
have an active area of 12.8 mm (rφ) x 70.7 mm (z) and a thickness of 200µm.
The system is supported by a carbon-fibre frame and the material traversed by
straight tracks perpendicular to the detector surface is about 1% X0 per layer.
The SPD barrel is surrounded by an Al-coated carbon-fibre external shield to
protect the SDD layers from the SPD heat flow.
The Silicon Drift Detector (SDD) layers provide 2 out of the 4 dE/dx samples
required for particle identification in the ITS. Each sensor has a sensitive area
of 70.17 mm (rφ) x 75.25 mm (z), which is split into two drift regions separated
by a central cathode. Three rows of MOS1 charge injectors perpendicular to the
drift direction monitor the drift velocity. The latter has a variation of 0.8%/K
at room temperature. The injectors are triggered on regular intervals during the
data taking for on-line calibration of the drift velocity.
The double-sided Silicon Strip Detector (SSD) is responsible for the matching
of TPC tracks with the ITS. It provides a 2 dimensional measurement of the
track position and dE/dx information. Each sensor has an active area of 73 mm
(rφ) x 40 mm (z) and a thickness of 300 µm. Strips are nearly parallel to the
magnetic field to achieve optimal resolution in the bending direction.
The spatial resolution of the various ITS sub-systems is summarized in Tab. 2.1,
together with the number of active cells and read-out channels.
2.2.1.3 V0A and V0C
V0A and V0C are two arrays of scintillator counters mounted on either sides of
the interaction point. They provide minimum bias triggers for the central barrel
detectors and a rough centrality trigger based on multiplicity. The latter exploits
the monotonic dependence between the number of particles registered by the V0
1Metal Oxide Semiconductor
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Figure 5.18: Front view of V0A (left) and V0C (right) arrays.
Figure 5.19: V0A 3D drawing (left) and V0C picture (right).
PMTs are fixed on the V0A disk holder in groups of 4 units and connected directly to the WLS
fibres. They are installed on the absorber in groups of 8 units for the V0C and connected to counters
through Mitsubishi3 optical fibres 3.22 m long. A picture of each device is shown in figure 5.19.
5.4.3 Front-end electronics
Two signals are delivered to the Front-End Electronics (FEE). The first one is unchanged, the sec-
ond one amplified by a factor 10. Signal charge and arrival time relatively to the LHC bunch clock
are measured for the 32 channels of both arrays. The time resolution of the individual counters is
better than 1 ns. Two types of triggers are provided from each array [18]. The first one is based
on pre-adjusted time windows in coincidence with the time signals from the counters. Minimum
Bias, Beam-Gas and Multiplicity Triggers are obtained by this method. The second type of triggers
is based on the total charge collected by the arrays. The two Centrality Triggers are built starting
from these quantities.
The readout and data acquisition architecture is designed to be compatible with the different
running modes and with the trigger rates [18]. The triggers listed in section 5.4.1 and combinations
of some of them, are available. Only five triggers which are chosen according to specificities of
collisions and recorded data are sent to the Central Trigger Processor (CTP).
3Mitsubishi PMMA fibres distributed by Promic, 46 rue de la Pierre Plantée, 42650 Saint-Jean Bonnefonds, France.
– 134 –
Figure 2.6: Front vie of 0 (left) and V0C (right) arrays.
arrays and the number of emitted primary particles. Moreover, a p-Gas off-line
trigger (PG) eliminates false events coming from interactions of protons with the
residual gas in the vacuum pipe.
The V0A detector is installed at 340 cm from the nominal interaction point,
on the side opposite to the muon spectrometer, and covers the pseudo-rapidity
range 2.8 < η < 5.1. The V0C system is located on the opposite side with
respect to the interaction point, at a distance of 90 m , and covers the range
−3.7 < η < −1.7. Both detectors are segmented into 32 individual counters,
each distributed in 4 rings and 8 sectors of 45◦ (see Fig. 2.6). The scintillating
material is 2.5 and 2.0 cm thick in the case of V0A and V0C, respectively, and is
coupled to Wave-Length Shifting (WLS) fibres with a diameter of 1 mm .
2.2.2 Trigger sy tem
The Central Trigger Processor (CTP) is designed for the optimal use of all the
ALICE sub-systems, which are busy for quite different periods. Moreover, it can
handle different running modes: ions, pA and pp, with counting rates varying by
almost two orders of magnitude.
Tracking detectors need to cope with the high multiplicities in PbPb collisions,
43
2. THE ALICE DETECTOR AT THE LHC
D
etector
η
accep
tan
ce
φ
accep
tan
ce
T
ech
n
ology
P
h
y
sics
IT
S
(SP
D
)
±
2
/±
1.4
full
azim
uth
•
silicon
detectors
w
ith
•
vertex
reconstruction
IT
S
(SD
D
)
±
0.9
different
technologies
•
P
ID
at
low
p
T
IT
S
(SSD
)
±
0.9
•
tracking
at
low
p
T
•
im
proved
m
om
entum
resolution
•
im
proved
im
pact
param
eter
resolution
T
P
C
±
0.9
at
r
=
2.8
m
full
azim
uth
w
ith
•
gas
tim
e
projection
•
tracking
±
1.5
at
r
=
1.4
m
intra-sector
gaps
cham
ber
•
P
ID
also
in
relativistic
rise
T
R
D
±
0.84
full
azim
uth
•
carbon
fibre
radiator
•
electron
identification
•
m
ulti-w
ire
proportional
•
im
proved
m
om
entum
resolution
gas
cham
bers
•
im
proved
position
resolution
V
0A
2.8
<
η
<
5.1
full
azim
uth
•
scintillating
•
M
B
trigger
V
0C
-3.7
<
η
<
-1.7
counters
•
beam
-gas
rejection
•
w
ave-length
•
centrality
trigger
shifting
fibres
•
lum
inosity
•
photo-m
ultipliers
T
ab
le
2.2:
Sum
m
ary
of
detectors
used
in
this
thesis.
44
2.2 A Large Ion Collider Experiment (ALICE)
which in some cases require the use of non pipelined electronics and a strobe at
1.2 µs. Therefore the fast part of the trigger is split into two levels: a Level 0
(L0) signal that reaches some detectors at 1.2 µs but is too fast to receive all the
trigger inputs and a Level 1 (L1) signal at 6.5 µs that receives the remaining fast
inputs. The L0 latency is almost entirely determined by the generation time of
the input signals and by cable delays, while the CTP decisions are made in only
100 ns.
In high multiplicity PbPb collisions events containing more than one central col-
lision are not reconstructable. For this reason, the ALICE trigger system also
implements past-future protection. The final Level 2 (L2) of trigger waits for the
end of the past-future protection interval (88 µs determined by the TPC drift
time) before the following event can be taken.
2.2.3 Off-line framework
The ALICE off-line framework is called AliRoot [6] and is based on Object-
Oriented techniques. Its basic design features are modularity and re-usability.
For instance it is possible to change the event generator or the transport Monte
Carlo without affecting the user code. The codes from different detectors are in-
dependent and can be developed concurrently with minimal interference. More-
over, a maximum amount of backward compatibility is ensured while the system
evolves.
AliRoot is developed starting from the supporting structure of the ROOT system
[2], which provides integrated I/O, hierarchical object store, a C++ interpreter
and advanced statistical analysis tools like multidimensional histograms, random
number generators, multi-parametric fits etc. It also includes advanced visual-
ization tools. The ROOT system is extended with modular software packages
to support event generation, detector simulation, event reconstruction and data
analysis. These libraries are loaded dynamically and the contained classes share
the native ROOT services like object browsing and dictionary.
The ROOT system is interfaced with the Grid Middleware via the AliEn [125]
system (developed by ALICE). Moreover, the PROOF [55] system extends ROOT
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capabilities in parallel computing. Together AliEn and PROOF provide a dis-
tributed parallel computing platform for large scale production and analysis.
Both systems have been used to obtain the results presented in this thesis. The
entire AliRoot framework is written in C++ with some external programs, hid-
den to the user, in FORTRAN (i.e. PYTHIA 6 and other Monte Carlo generators).
The event simulation is provided via the interface to external generators or
simple parametrizations of transverse momentum and rapidity spectra defined in
function libraries. The physics processes at the parton level and the fragmenta-
tion results created by event generators are stored in a kinematics tree.
The detector response is simulated via different transport Monte Carlo packages
and in particular in this analysis we used GEANT 3 [68]. The external magnetic
fields are described by a parametrization based on measurement obtained with
an accuracy of the order of 1.0 Gauss. The transport procedure simulates the
detector response to each crossing particle. The energy deposition at a given
point and time is called hit. The hits are converted into digits which take into
account the detector and associated electronics response function. Finally, the
digits are stored as raw data in hardware formats specific to each detector.
At this point the reconstruction can start. As a first step the different detectors
perform local reconstruction such as clusterization, then a seeding procedure is
used to start tracking based on Kalman filter [59, 60, 61, 102] (the tracking proce-
dure will be further discussed in Sect. 2.2.4). Simulated events can be processed
through the whole cycle and the reconstructed particles are compared to the gen-
erated ones. This allows us to study the software and detector performance.
The output of the reconstruction of both real and simulated events is the Event
Summary Data (ESD): an object container which accommodates the reconstructed
tracks, PID information, various decay topologies and particles reconstructed in
the calorimeters.
The data analysis starts from the ESD. Additionally, analysis tasks can pro-
duce and take as input Analysis Object Datas (AODs) which contain condensed
information from the ESD or specific information relative to each analysis. The
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analysis framework is implemented in such a way that the user code is indepen-
dent on the used computing scheme (local, PROOF or Grid) and permits the
splitting of each analysis into a tree of dependent tasks. Each task is data ori-
ented: it registers the required input data and publishes its output. Moreover,
the AliRoot framework allows to include the Monte Carlo truth so that it can be
used for correction studies such as efficiency or acceptance.
2.2.4 Performance
The track-finding procedure starts with the reconstruction of the primary vertex.
The position of the primary vertex is then used as a constraint to initiate the
tracking of primary particles in the TPC and subsequent detectors. Secondary
tracks are found during a further tracking pass. Finally the reconstruction of
secondary vertexes is performed.
2.2.4.1 Primary vertex reconstruction
The reconstruction of the primary vertex is based on the information from the two
innermost ITS layers (SPD). We select pairs of reconstructed points in the two
layers, which are close in azimuthal angle in the transverse plane (called tracklets).
The position along z of the primary vertex comes from a linear extrapolation of
the z coordinates of the two points. On the transverse plane a similar procedure is
performed, though in this case the linear extrapolation is only an approximation
due to the track bending in the magnetic field. However, since the transverse
distance from the interaction point is small, the vertex position can be determined
with enough accuracy to be used as a constraint in the first tracking pass. The
resolution on the position of the primary vertex depends on the charged-particle
density and is parametrized by the expression:
σ =
α√
dNch/dη
+K (2.4)
where the parameters α and K depend essentially on the residual misalignment of
the pixel layers. In Fig. 2.7 we show the resolution of the primary-vertex position
(along x and z coordinates) determined from measured data in PbPb collisions
at
√
s = 2.76 ATeV. Instead of the track multiplicity, the resolution is plotted as
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Figure 2.7: Primary vertex resolution in PbPb collisions at
√
s = 2.76 ATeV as
a function of half of the ITS tracklet-multiplicity in the event. The resolution
along the x and z coordinates is obtained dividing the tracks of the event in two
random samples and reconstructing two vertices for the two samples. The difference
between these two vertices is the measure of the resolution as a function of the half
tracklet-multiplicity. Fit according to Eq. 2.4. More details in the text.
a function of the ITS tracklet multiplicity. The event is divided in two random
samples, each containing half of the total tracklet multiplicity. For each sample a
primary vertex is reconstructed. The difference between the position of the two
vertices is a measure of the vertex position resolution. In the figure we also show
a fit of the measured values according to Eq. 2.4. In an average pp event at
√
s =
7 TeV ALICE measured an average multiplicity of about 6 charged particles [19],
which corresponds to a vertex resolution of about 200µm along both coordinates.
The resolution in central PbPb collisions is indicated in the orange box in Fig. 2.7
and it is and order of magnitude smaller than in the pp case.
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2.2.4.2 Track reconstruction
Track finding and fitting in ALICE is based on the Kalman filter technique
[59, 60, 61, 102]. The procedure starts with a set of initial seed values for the track
parameters and their covariance matrix. The seeds are determined from space
points reconstructed in the TPC. The space points positions are calculated from
the center of gravity of the two dimensional clusters (in the pad-row and time
directions). The seeding is done twice: once assuming that the track originated
from the primary vertex and once assuming it originated elsewhere. In the first
pass we combine the space points from a few outermost pad rows constraining
them with the primary vertex position. The procedure is repeated several times,
using sets of pad rows closer and closer to the TPC center. From every seed the
tracking proceeds by propagating the track state vector of parameters and its
covariance matrix to the next pad row. Then a noise term is added to take into
account stochastic processes such as multiple scattering or energy loss fluctua-
tions. If in the new pad row a space point is found compatible with the track
prolongation, the track parameters and the covariance matrix are updated with
the new information from this point. Finally, the seeding is repeated a second
time, without the primary vertex constraint.
After this first step involving only the TPC, tracks are propagated to the outer
layers of the ITS, starting with the highest momentum tracks , which have smaller
ambiguities in the assignment of space points. If more than one space point candi-
date is found in the search window around the prolongation of a track, all possible
assignments are used as different hypotheses. A decision is made only at the end
based on the sum of the χ2 along the track path in the ITS.
When tracking in the ITS is completed, we follow the tracks from the inner ITS
layers outwards, always using a Kalman filter. In this case, we start with more
precise track parameters and we try to eliminate improperly assigned points (out-
liers). The procedure continues beyond the TPC, assigning space points in the
TRD and other outer detectors. It is then possible to perform a final re-fit proce-
dure from outside inwards, in order to obtain the values of the track parameters
near the primary vertex.
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Figure 2.8: Track-finding efficiency in pp collisions for different combinations of
the tracking detectors. The efficiency is largely reduced by the requirement of hits
in the TRD. Figure adapted from [15].
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Figure 2.9: Transverse momentum resolution in pp collisions for different combi-
nations of the tracking detectors. The TPC resolution is significantly improved by
requiring also the ITS information. Figure adapted from [15].
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In Fig. 2.8 we show the tracking efficiency as function of the particle trans-
verse momentum for different combinations of detectors. In Fig. 2.9 we show the
transverse momentum resolution. Both plots refer to pp collisions. These results
justify the choice made in this thesis to consider only tracks wich come from
the combined information of ITS and TPC. In particular the ITS information
largely improves the TPC momentum resolution of about a factor 3 for pT below
20 GeV/c , having only a 5% effect on the tracking efficiency. On the other hand
we decided to neglect the TRD information since it has a large impact on the
tracking efficiency, without improving significantly the momentum resolution.
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3Transition Radiation Detector
and Read-out Board testing
The Transition Radiation Detector (TRD) [1] serves the main purpose to pro-
vide electron identification for momenta above 1 GeV/c, a domain in which
the energy loss measurement of the TPC loses its electron/pion discriminating
power. This is achieved by exploiting the Transition Radiation1 (TR) produced
by electrons traversing a radiator and their specific energy loss in a Xe/CO2
gas mixture. A pion rejection factor of 100 (for 90% electron efficiency) can be
achieved in this way [50]. Moreover, the TRD can trigger on high-transverse-
momentum charged-particles, contributing to the ALICE L1 trigger. As already
mentioned in Sect. 2.2.4, the TRD also improves the combined ITS and TPC
tracking resolution by increasing the lever arm. The TRD momentum resolution
(at a multiplicity of dNch/dη = 2000) for a 5 GeV/c particle is 3.5% [15].
In this chapter we give a short description of the TRD system, with particular
emphasis on its read-out electronics and on the Read-Out Board (ROB) testing
procedure. The reason is that part of this thesis work was dedicated to the
1TR [84] is produced by relativistic charged-particles when they traverse the boundary
between two media with different dielectric constants. The energy loss depends on the particle’s
Lorentz factor γ and produces photons in the keV range mostly directed in the direction of
motion of the particle, peaked at an angle of the order of 1/γ. The intensity of the emitted
radiation is roughly proportional to the particle’s energy.
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Figure 3.40: Left panel: schematic drawing of the TRD layout in the ALICE space frame. Shown
are 18 super modules each containing 30 readout chambers (red) arranged in five stacks of six
layers. One chamber has been displaced for clarity. On the outside the TRD is surrounded by the
Time-Of-Flight (TOF) system (dark blue). On the inside the heat shield (yellow) towards the TPC
is shown. Right panel: super module during assembly with the first three layers installed.
3.3.2 Detector layout
The final design of the TRD is depicted in figure 3.40. The TRD consists of 540 individual read-
out detector modules. They are arranged into 18 super modules (right panel of figure 3.40) each
containing 30 modules arranged in five stacks along z and six layers in radius. In longitudinal (z)
direction the active length is 7m, the overall length of the entire super module is 7.8m, its total
weight is 1650 kg.
Each detector element consists of a carbon fibre laminated Rohacell/polypropylene fibre sand-
wich radiator of 48mm thickness, a drift section of 30mm thickness, and a multi-wire proportional
chamber section (7mm) with pad readout. The pad planes are supported by a honeycomb carbon-
fibre sandwich back panel (22 mm). While very light, the panel and the radiator provide enough
mechanical rigidity of the chamber to cope with overpressure up to 1 mbar to ensure a deformation
of less than 1mm. The entire readout electronics is directly mounted on the back panel of the detec-
tor. Including the water cooling system the total thickness of a single detector layer is 125mm. In
the bending plane (rϕ) each pad row consists of 144 pads. The central chambers consist of 12, all
others of 16 pad rows. This leads to an overall channel count of 1.18×106. The total active area sub-
tended by the pads is 716m2. The operating conditions of the detector are summarized in table 3.13.
Cross-sectional views of one TRD chamber together with average signals are shown in fig-
ure 3.41. Ionizing radiation produces electrons in the counting gas (Xe/CO2 (85:15)). Particles
exceeding the threshold for transition radiation production (γ ≈ 1000) will in addition produce
about 1.45 X-ray photons in the energy range of 1 to 30 keV. X-rays in this energy regime are ef-
ficiently converted by the high-Z counting gas with the largest conversion probability at the very
beginning of the drift region. All electrons from ionization energy loss and X-ray conversions will
drift towards the anode wires. After gas amplification in the vicinity of the anode wires the signal
is induced on the readout pads. Signals of a typical track are shown in the inset of the central
– 68 –
Figure 3.1: Schematic representation of the TRD system layout. Shown are 18
supermodules, containing 30 read-out chambers each (red) and arranged in 6 radial
layers. Figure from [15].
optimization of this testing procedure. In the following sections we refer to large
extent to [1, 15, 121].
3.1 Detector design
The TRD consists of 540 individual detector modules, arranged in cylindrical ge-
ometry outside the TPC barrel. They form a cylindrical shell with an inner radius
of 2.9 m, an outer radius of 3.68 m and extending 7 m along the beam direction.
The system covers the pseudo-rapidity range |η| < 0.8 and the full azimuth (for
complete installation). The single modul s are arranged in 18 trapezoidal le-
ments (supermodules), each containing 30 modules grouped in 5 stacks along z
and in six layers in radial direction. The TRD layout is sketched in Fig. 3.1.
Each TRD module consists of a layer of radiating material (Rohacell/polypropy-
lene sandwich, 48 mm thick) on the side facing the interaction point, followed by
a gas drift volume (30 mm thick) and a multi-wire proportional section (7 mm
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Figure 3.41: Schematic cross-sectional view of a detector module in rz-direction (top left panel)
and rϕ-direction (top right panel). The inset shows the charge deposit from an inclined track
which is used for momentum reconstruction. The bottom panel shows the average pulse height as
a function of drift time for pions (triangles), electrons without a radiator (squares) and electrons
with a radiator (circles) for 2GeV/c particles.
panel of figure 3.41. The inclination of the track in the bending direction is a direct measure of its
transverse momentum. For particles with a momentum of 2GeV/c the average amplitude of the
cathode pad signal versus drift time is shown in the right panel. Two effects lead to an efficient
discrimination between electrons and pions: i) the increased specific energy loss of electrons com-
pared to pions at this momentum (difference between triangles and squares) and ii) the absorption
of transition radiation generated by electrons (circles) predominantly at the beginning of the drift
section corresponding to large drift times.
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Figure 3.2: Schematic rz cross-section of a TRD module illustrating the detector
working principle. Charged particles traversing the gas volume create pairs of
electrons and ions. The ionization electrons start drifting under the effect of an
electric field. Electrons also give rise to TR (more details in the text). The ALICE
r coordinate is indicated here with x, in the local detector reference system. Figure
from [15].
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Figure 3.41: Schematic cross-sectional view of a detector module in rz-dire tion (top left panel)
and rϕ-direction (top right panel). The inset shows the charge deposit from an inclined track
which is used for momentum reconstruction. The bottom panel shows the average pulse height as
a function of drift time for pions (triangles), electrons without a radiator (squares) and electrons
with a radiator (circles) for 2GeV/c particles.
panel of figure 3.41. The inclination of the track in the bending direction is a direct measure of its
transverse momentum. For part cles with a momentum of 2GeV/c the average amplitude of the
cathode pad signal versus drift time is shown in the right panel. Two effects lead to an efficient
discrimination between electrons and pions: i) the increased specific energy loss of electrons com-
pared to pions at this momentum (difference between triangles and squares) and ii) the absorption
of transition radiation g nerated by el ctrons (c rcles) predominantly at th beginning of the drift
section corresponding to large drift times.
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Figure 3.3: Average pulse height as a function of drift time for electrons with
radiator (red ots), electrons without radiator (green squa es) and pions (blue
triangles). Beam-test data. Figure from [15].
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thick) with pad read-out. The counting gas is a mixture of 85% Xe and 15% CO2.
In Fig. 3.2 we show a schematic rz cross-section of a TRD module, illustrating
the detector working principle. When charged particles traverse the gas volume,
pairs of electrons and ions are created and start drifting under the effect of an
electric field towards their respective electrodes (the electrons move toward the
amplification region). In addition, particles exceeding the threshold for TR pro-
duction (Lorentz factor of about 1000) give rise to X-ray photons in the energy
range of 1−30 keV. In the particular gas mixture chosen1, the conversion prob-
ability of such photons is maximal at the very beginning of the drift region. In
proximity of the anode wires, the signal from both the initial ionizing particle
and eventually the TR, is induced on the read-out pads. The TRD system is
immersed in the L3 magnetic field, which causes a bending of the tracks in the
rφ plane. The radius of curvature of a track in the bending plane is a direct
measurement of its transverse momentum.
In Fig. 3.3 we show the average amplitude of the induced signal versus drift
time, measured during a beam-test for particles with a momentum of 2 GeV/c.
Red dots represent the average electron signal in the TRD, while green squares
correspond to a configuration without radiator at the chamber entrance. Blue
triangles show the pion signal. From this plot we can see the contributions to
the pion/electron separation capability. On the one hand electrons have a higher
specific energy loss as compared to pions. On the other hand, electrons above 1
GeV/c have a sufficient Lorentz factor to produce TR, contrary to pions. The
TR signal generates an enhancement at high drift times in the electron signal,
not present in the pion signal.
3.2 Front-end electronics
The TRD front-end electronics (FEE) is directly mounted on the chambers’
back-plane. A single-chamber pad-plane consists of 16 (12 for the most cen-
tral chambers) rows of 144 pads (in rφ direction). The overall number of chan-
nels is 1.18·106. The read-out pads feed the Pre-Amplifier and Shaping Amplifier
1For a typical TR photon energy of 10 keV, the absorption length in Xe is 1 cm [1].
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(PASA) chip [135]. The outputs of the differential amplifier are digitized and pre-
processed in order to identify high-pT track candidates (called tracklets). These
functionalities are implemented in the TRacklet Processor (TRAP) chip [115].
Both PASA and TRAP are mounted on a single Multi-Chip Module (MCM).
Groups of 17−18 MCMs are assembled on the Read-out Board (ROB), a Printed
Circuit Board (PCB) described later in more detail. At complete installation the
TRD system will count 4,104 ROBs. The TRAP chips are connected via the
redundant daisy chained network Slow Control Serial Network (SCSN), used to
configure them. Within the SCSN data is exchanged in 76 bits packets called
frames1. Moreover, the TRAP chip implements a Network Interface (NI) for
data collection from other TRAP chips. The Detector Control system (DCS) is
handled by a set of boards (one per chamber) which provide configuration, mon-
itoring and control of the front-end electronics. Among other functionalities, the
DCS boards serve as SCSN masters, are responsible for the TRAP configuration
and distribute clock and trigger signals. Moreover, two ROBs per chamber carry
an Optical Read-out Interface (ORI) board, shipping the data collected by a half
chamber to the read-out tree. The TRD signals are read-out with a sampling rate
of 10 MHz, so that the signal amplitude on the pads is sampled in time-bins of
100 ns. Each data-point is therefore characterized by four coordinates: chamber,
pad-row, pad-column and time-bin.
3.2.1 Pre-amplifier and Shaping Amplifier (PASA)
The PASA circuit is the first element of the TRD read-out chain. Being a charge-
sensitive pre-amplifier, its noise is mainly determined by the input capacity. For
this reason (and to cope with the high data rate) the FEE is mounted directly
on the detector chambers. Each chip has 18 input channels and 21 output chan-
nels. The extra outputs are fed into the analog inputs of the TRAPs belonging
to neighbouring MCMs, this signal duplication allows a continuous tracklet cal-
culation across MCM boundaries.
The PASA is a folded cascode with differential output. It has an amplification
1In each frame only 32 bits are dedicated to the data, the rest contains addresses, commands
etc.
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of about 12 mV/fC per channel [135] and shapes each signal to a semi-Gaussian
distribution. The pulse width is 120 ns (FWHM) with a peaking time of about
110 ns and a maximum peak-to-peak amplitude of 2 V. The equivalent noise at
the input capacity of 25 pF is 850 electrons and the power consumption is about
15 mW/channel. The PASA chip is developed with the 0.35 µm Complementary
Metal Oxide Semiconductor (CMOS) technology and covers an area of 21 mm2.
3.2.2 Tracking Processor (TRAP)
The Tracking Processor (TRAP) is a mixed-mode chip, which comprises 21 10-
bits Analog to Digital Converters (ADCs) with a sampling frequency of 10 MHz,
a digital filter and processing units. The core of the TRAP chip is a group of
4 RISC1 CPUs that calculate the slope of a tracklet in the bending plane and
the charge deposited along the track in configurable windows. The chip design is
realized in the UMC2 0.18 µm process.
For testing purposes, the PASA chip implements a programmable test-pattern
generator, allowing the TRAP chip to program a charge amount to be injected
into the PASA input of specific channels. Moreover, the event buffer in the TRAP
can be pre-loaded with test events and used as a defined data source instead of
the ADCs to test the read-out chain.
3.2.3 Multi Chip Module (MCM)
The Multi Chip Module (MCM) is the basic building-block of the TRD FEE,
hosting the PASA and TRAP chips. The MCM is a custom-designed PCB with
an area of 4x4 cm2. It is designed as Ball Grid Array (BGA) soldered directly to
the ROB. The silicon chips are glued to the PCB substrate and are interconnected
by gold wires with a diameter of 25 µm. The PASA outputs are bonded chip-
to-chip to the TRAP ADC inputs. An encapsulation resin called glob-top covers
1Reduced Instruction Set Computing
2http://www.umc.com/English/
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the chips in order to guarantee stability against thermal and mechanical stress.
The cooling system, circulating water at a temperature of about 18◦, is glued
directly onto the glob-top. Fig. 3.4 shows the PASA and TRAP chips assembled
on the MCM without the protecting glob-top (left) and the MCM final realization
(right) including the glob-top .
3.2.4 Read-out Board (ROB)
The MCMs are hosted by custom-designed Read-out Boards (ROBs [124]), which
are PCBs with an area of 46x30 cm2, integrating voltage regulators, detector
control interface boards and optical data links. Moreover, they distribute system
clock and trigger signals. Each board carries 12 voltage regulators with fast-
response and ultra low drop-out voltage. They provide the nominal voltages to
power-up the MCMs. Namely 3.3 V are required by the PASA chip and some
digital component of the TRAP chip and 1.8 V are required by the ADCs and
other digital components of the TRAP chip. The analog and digital supplies are
partially isolated on the ROB. Each board hosts 17 or 18 MCMs, interconnected
via the SCSN network. Of those, 16 MCMs are connected to the read-out pads
and one is responsible for merging the data produced by the ROB: the so-called
Board Merger (BM). Fig. 3.5 shows an example ROB. The main components are
also indicated in the picture.
One of the critical aspects of the ROB design is the minimization of noise, there-
fore the supply voltage and ground routings are distributed over four planes: two
carrying analog voltages (for PASA and ADCs) and two carrying digital voltages
(for TRAP). The analog PASA ground is fully decoupled. Moreover, since the
various ROB components operate at different frequencies, to reduce the over-
all noise and interference a decoupling capacitative network is created by small
groups of capacitors below each MCM.
The TRD read-out chambers have 12 different sizes and either 6 or 8 ROBs
can be adjusted on each chamber according to its size. Each ROB provides the
infrastructure to perform different tasks according to its position on the chamber.
This leads to 7 different ROB types called: 1A, 3A, 4A, 1B, 2B, 3B and 4B (type
2A does not exist). Each chamber is locally divided into an A- and B- side along
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Figure 3.4: The TRD MCM, integrating the PASA (top chip in left image) and
TRAP (bottom chip in left image) chips without protective glob-top and MCM fully
assembled on the ROB (right image). The MCM label number is also indicated in
the figure (right).
MCMs connected
to detector pads
Board merger
Voltage
regulators
Connector
to pad plane
Power supply
Data and
services
SCSN
Figure 3.5: A TRD ROB integrating 17 MCMs. The functionalities of the differ-
ent MCMs are indicated, as well as the main elements implemented on the board.
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the φ direction in order to label the different ROB types. Boards of the type
3A and 3B have an additional MCM called Half Chamber Merger (HCM) that
collects the data from up to 3 neighbouring boards and ships it to the ORI board,
mounted on the same ROB. The ROB type 2B includes the DCS board.
3.3 Read-out Board testing procedure
Each TRD FEE component is subject to a set of stringent quality tests since it is
supposed to work reliably for about 10 years under the high radiation exposure
at the LHC [97]. Indeed, after the installation in the ALICE barrel the electron-
ics components will not be easily accessible. The various testing steps included
a radiation-tolerance analysis aimed to test the FEE design. Moreover, we test
the performance of each silicon wafer hosting the chips. The MCMs undergo
an autonomous testing and classification procedure at the production site. The
classification is used to mount the MCMs in strategic locations of the ROBs, for
instance lowest quality MCMs become BM or HCM. An automatic and compre-
hensive testing of the ROB functionalities was designed and implemented at the
University of Heidelberg and is described in [121]. In this section we summarize
the main aspects of the ROB testing procedure. The new feature introduced
during this thesis is the implementation of the automated tests of the ROB’s
analog part (described in Sect. 3.3.3). Moreover, we investigated a new strategy
to identify MCMs with missing ID (see Sect. 3.3.4). Some other miscellaneous
activities include the on-line documentation of the testing procedure1, an auto-
mated backup of all test results and software maintenance activities.
The testing routine requires a comprehensive assessment of the ROB perfor-
mance at different levels. At the MCM level, the PASA and TRAP chips are
tested in parallel. In particular this includes a diagnostics of all the internal
functional blocks of the TRAP chip (for a detailed description see [121]).
At the single-ROB level, the interconnection between MCMs and the integrity of
the transferred data are tested. In the special case of ROB types 2B (hosting a
1Available at (password protected):
https://wiki.kip.uni-heidelberg.de/ti/TRD/index.php/ROB_production_monitoring
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Figure 3.6: Schematic layout of the most simple ROB test system set-up.
DCS board) and 3A and 3B (hosting an ORI board) the boards’ connectivity to
the relevant MCMs is also tested.
The half-chamber configuration needs to be tested as well since it provides the
output read out by the TRD Global Tracking Unit (GTU) [1]. Nevertheless, the
half-chamber arrangement is not suitable for an automated mass-test environ-
ment and its conditions are emulated electronically (more in Sect. 3.3.1).
3.3.1 System set-up
The chamber-level configuration of the SCSN and of the read-out tree have been
adapted to allow the operation of a single stand-alone ROB. In this case the DCS
boards are not used and the SCSN controller is located on a custom general-
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SCSN
DATA and services
Figure 3.7: Box containing the single-MCM external PCB (left) and connection
of the power supply lines to the ROB (right).
purpose PCI1 card based on an FPGA2 of type ACEX-EP1K100. In the following
it will be called ACEX board (card) [121]. The ACEX board serves as interface
between the test software and the device under test (DUT). It features a PCI
connector that allows direct connection to a suitable computer mother board,
used in the ROB-test system. Also clock, trigger and reset signals are generated
by the ACEX board and sent to the HCM in opposite direction to the data flow.
The HCM distributes those signals to the BM, which finally propagates them to
all other MCMs on the board. Note that HCM and BM are not connected to the
detector pads, therefore their analog performance is irrelevant.
In the test set-up, for board types 1A, 1B, 2B, 4A and 4B (without HCM)
data is read-out by a dedicated external single-MCM board, hosting an ORI
board. The ORI optical link is received by a second ACEX card, equipped with
a custom optical receiver, which ships the received information to the computer
via PCI. The single-MCM board also distributes control signals generated by the
first ACEX card. This configuration constitutes the first class of test set-up. The
set-up is illustrated in Fig. 3.6. Fig. 3.7 shows the box containing the single-
MCM external PCB (left) and the connection of the power supply lines to the
1Peripheral Component Interconnect
2Field Programmable Gate Array
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7.6 ROB test system software
The development of the ROB test system software started around the existing
tools for communicating with the TRAP chip. At the time this thesis work initiated,
these were: (i) a library named PCI & Shared memory Interface (PSI) developed
at the University of Heidelberg [71] for accessing PCI devices and shared memory
from user space programs, (ii) a program implementing the interface between the
PCI ACEX board and the TRAP chip SCSN (called pci2trap), and (iii) custom
compilers for the TRAP configuration and assembler programs developed at the
University of Heidelberg as well [65].
7.6.1 Software architecture
The PCI interface program runs under the Linux operating system (OS). There-
fore, the software architecture was designed including compatible applications. To
enhance flexibility, software modules are logically grouped into three basic layers:
(a) drivers, (b) applications, and (c) the user interface to form the full ROB test
system. The relationship between architectural layers is shown in Fig. 7.15.
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Figure 7.15: The ROB test system software architecture.
The driver layer handles the communication between the software system and
hardware components. Its main role is the configuration of the TRAP chips con-
nected in the SCSN and I/O operations, for instance, the readout of ORI data via
the ACEX board. Drivers communicate with the applications layer by means of a
fixed protocol, which simplifies system adaptation to hardware modifications like
Figure 3.8: The ROB test system software architecture. Figure from [121].
ROB (right).
A second class of test set-up is needed for board types 3A and 3B. These ROBs
carry an HCM whose NI ports must be tested. In the full-camber implementation
the HCM is interfaced to the BMs of the other three (two) boards belonging to
the same half chamber. In the test configuration these external BMs are emulated
by 3 external single-MCM boards. Moreover, in this test system class the optical
read-out is implemented on board, since ROB types 3A and 3B carry their own
ORI as mezzanine board.
3.3.2 System software
The ROB test software architecture is summarized in Fig. 3.8. Software mod-
ules are logically grouped into three levels: drivers, applications and user inter-
face. The driver layer handles the communication with the hardware components
(i.e. TRAP configuration or ORI read-out). In particular a library called PCI and
Shared memory Interface (PSI) [7] was developed at the University of Heidelberg
for accessing PCI devices and shared memory from user space programs. The
application level acts mainly on the data level: corrupted SCSN frames or data
integrity are immediately signalled to these applications. Moreover, the applica-
tions layer is responsible for the preparation of the TRAP configuration and for
the data-flow control. A custom compiler for the TRAP configuration (the TRAP
64
3.3 Read-out Board testing procedure
START
Create initialization files
Quick SCSN test
Successful?
Check connections 
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Figure 3.9: Simplified flow diagram of the test routine. Figure adapted and
updated from [121].
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Configuration Compiler tcc) was developed at the University of Heidelberg, as
well as a program implementing the interface between the ACEX board and the
SCSN (pc2tp). The highest level of the software architecture is the Graphical User
Interface (GUI) which automatizes the test procedure. In this way, the mass test
of the complete ROB production can be handled also by operators which are not
expert of the TRD FEE . The ROB test GUI was developed with the SCADA1
system PVSS2 [3].
The automatic testing procedure starts after exposing the ROB to 6 thermal
cycles reaching a temperature of 95◦. This procedure tests the board resistance to
extreme temperatures. The flow diagram of the automatic procedure is simplified
in Fig. 3.9. The only human interventions are the connection of the ROB to the
testing set-up, the initialization of board type and serial number and the position-
ing of the frame for the charge-injection test (see Sect. 3.3.3). The Quick SCSN
test checks if all SCSN slaves are reachable before starting four full runs of TRAP
internal tests. In the case of ROB types 3A/3B, the optical read-out interface
is also tested. The Analog tests (see Sect. 3.3.3) verify the correct operation of
the signal transmission from the PASA input to the TRAP chip. The summary
files produced at the end of the test routine are a filtered text file containing
the most relevant informations and a detailed file in PDF format including all
messages from TRAP internal tests and the plots form the analog tests. These
files, plus a compressed tar archive containing all the files generated during the
test, are uploaded to the global ALICE TRD electronics database (gateDB). The
GUI also offers the opportunity to repeat individual tests or perform manually
some additional test for a better diagnose of potential problems.
3.3.3 Analog tests
A schematic view of the critical points in the PASA to TRAP interface is shown
in Fig. 3.10. The points labelled with A are the input/output reference voltages
1Supervisory Control and Data Acquisition
2From German: Prozessvisualisierungs- und Steuerungssystem (Process Visualization and
Control System).
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Figure 3.10: Schematic view of the PASA/TRAP interface and critical points.
A: reference voltage of the PASA internal test-pattern generator and its serial link
to the TRAP chip. B: interface between PASA and TRAP. C: ADCs’ reference
voltage. D: PASA input connected to the detector.
of the PASA internal test-pattern generator (see Sect. 3.2.2) and the serial link
through which the TRAP chip can program the PASA test-pattern generator.
A problem in the points labelled with A leads to a missing test-pulse in all the
channels. The label B indicates the bondings between the PASA outputs and the
ADC inputs on the TRAP chip. A problem there manifests as a wrong baseline
and a high noise in single channels, while we observe constant ADC outputs in
single channels in case of problems in C, which is the differential reference voltage
of the ADCs. The points labelled with A, B and C can be probed via test pulse.
We labelled with D the inputs of the PASA chip, which collect the signals coming
from the detector. A faulty connection in D can only be detected by an external
signal source at the PASA input. This is done during the Charge-Injection pre-
test, when a sinusoidal signal is induced at the 18 input channels of of every
read-out MCM on the ROB. To realize the proper geometrical configuration of
the MCM arrangement on the board, we use an injecting frame (see Fig. 3.11).
The frame is made out of a dielectric plastic material and is equipped with thin
metal foil strips placed in correspondence to the MCM input connectors. The
signal is induced via these foils through some millimeter of air in between frame
and connector. A set of RC-filters between consecutive lines ensures a phase shift
of the signals received by the single MCM from two neighbouring ones (for an
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Figure 3.11: Frame used to inject signals at the PASA input positioned on a
ROB.
easier visualization of the 18 read-out channels). The ADC output is shipped
to the computer via an ORI board and analysed by a C-program. For a given
MCM, if at least 5 samples for each channel are over a pre-defined threshold,
the test outcome is positive. The threshold value depends on the input signal
amplitude. For the typical input signal of 2 V amplitude (and 500 kHz frequency)
the threshold value is 100 ADC counts1. Fig. 3.12 shows an example of test
output for a single MCM. The test results are stored in a bi-dimensional matrix
representing MCM x ADC-channel. A null entry corresponds to a positive test
outcome, while a 1 corresponds to the test failure for that particular MCM and
ADC channel.
The charge-injection test proved particularly useful in the diagnose of broken
bondings at the PASA input in a batch of boards received in June 2008. The
problem was due to the cooling phase of the glob-top implementation on the
MCM, which provoked a mechanical stress on the bondings at the edge of the
glob-top area. The problem was solved by the MCM manufacturer2 by extending
1An ADC count can range from 1 mV to 1.4 mV, according to the chosen configuration.
2MSC (Microcomputers Systems Components) VERTRIEBS GMBH
http://www.msc-ge.com/en/home/home/index.html?locale=en
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Figure 3.12: Output of the charge-injection test. The applied threshold of 100
ADC counts is also indicated in the plot. In this example there are no faulty
channels.
the area covered by the resin further beyond the PASA input bondings.
In order to test points A, B and C a test-pulse is sent to all the ADC chan-
nels by configuring the proper TRAP register (PASAPR1) via SCSN with the
pc2tp program. This procedure programs the PASA serially to generate a test
signal within its own test generator circuit. The TRAP data memories (DMEM)
are then read-out via ORI and the test data are stored in a text file for each
MCM. Moreover the pc2tp program can be run in the so-called statistical mode,
which accumulates on-line the sum of the ADC values. From this informations, a
program reads the DMEM via SCSN and evaluates the signal baseline and area.
The baselines and areas of each channel are stored in two additional text files. In
a second step, the output text files are analysed by three different C-programs,
each aiming to detect specific signal problems. The first program verifies that the
signal area falls within an upper and lower threshold. The choice of the allowed
range was based on the analysis of a sub-sample of fully operational ROBs and
corresponds to 3σ of the area distribution. However this criterion does not allow
the detection of other two common signal pathologies: the baseline shift and the
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Figure 3.13: Output of the analog test for an MCM with baseline shift in 1
channel.
phase shift. The baseline shift is shown in Fig. 3.13. Coloured lines are the out-
put signals of the 21 ADC channels, the baseline of one channel has a completely
different value with respect to the average, indicating a problem in the critical
point B for that specific channel. In the normal TRAP configuration during the
ROB test, the baseline value should be within 25 and 30 ADC counts.
In some cases we observed a phase shift of the signal from neighbouring MCMs,
as shown in Fig. 3.14, which could in principle introduce a bias in the evaluation
of the signal centroid. To study this effect we evaluate the average time shift by
fitting the signals according to the expected signal shape [51]:
S(t) = A
(
t
τ
)n
exp
{
− t
τ
}
(3.1)
where the amplitude A and the time constant τ are the fit parameters. Then we
compare the centroid’s distribution of a sample of MCMs showing a phase shift
with a sample of good MCMs. The analysis of such boards shows that the error
introduced is negligible: in average the time shift is 1.5 ns, which corresponds to
about 20µm along the drift coordinate (assuming the nominal drift velocity of
1.5 cm/µm), while the nominal resolution in this direction is at least one order of
magnitude larger [1]. The test results are stored in a matrix representing MCM
x ADC-channel. A null entry corresponds to a positive test outcome, 1 a wrong
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Figure 3.14: Output of the analog test for an MCM with phase shift in 2 channels.
area value, 2 a baseline shift and 3 a phase shift. The test outputs are included
in the global ROB-test output files.
Among about 2,500 ROBs tested between 2008 and 2011, 5% failed one of the
analog tests described above.
3.3.4 Multi Chip Module identification
Each MCM must be uniquely identified in an automatic way and the ROB on
which it is mounted should also be known. In this way in case of failure of an
MCM on a specific board, the test results can be retrieved and used to diagnose
the problem. Since after their assembly on the MCM the TRAP (and PASA)
chips cannot be replaced without destroying the MCM, in the following we will
refer equivalently to MCM or TRAP identity. The MCM can be identified by two
numbers. The laser number 1 is written by laser on a TRAP register (CHIPID)
and identifies a single TRAP chip. Since this number can be easily read-out via
1The laser number is made of 18 bits: the upper 8 refer to the wafer identity, the lower 10
indicate the chip position on the wafer.
71
3. TRANSITION RADIATION DETECTOR AND READ-OUT
BOARD TESTING
 0         2         4        6          8       10       12       14      16      18
             ADC channel
300
200
100
0
-100
-200
-300
Measured ——
Real         ——
Found      ——
AD
C 
co
un
ts
Figure 3.15: Baseline pattern for one TRAP ADC: the average baseline value is
plotted as a function of the channel number. Reference from [51].
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Figure 3.16: Distribution of the squared distance d. Blue histogram: correctly
identified MCMs (the reference pattern with smaller distance from our measure-
ment belongs to the same MCM). Red histogram: distance of our measurement
from the correct reference pattern, although it is not the smallest (the MCM is
wrongly identified). The pedestal correction is not applied in this measurement.
Reference from [51].
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software, it is particularly useful to identify automatically an MCM during the
ROB test procedure. Unfortunately the laser number can be ambiguous because
of writing errors. Moreover, in the last 25 wafers produced (about 20% of all
TRAP chips) the CHIPID register was not written.
The label number is composed of 7 digits1 and even though it is not strictly
unique, it is the most reliable reference for the MCM identification. This number
is written on a label glued to the MCM PCB surface (see Fig. 3.4).
Different strategies have been envisaged to solve the problem of missing laser
numbers. The first attempt has been to run a perl script at the end of the test
procedure, which would prompt the user to insert manually the label number of
ambiguous MCMs. This procedure has the double side effect of increasing the
overall test duration and to introduce errors due to the difficulty of reading the
small numbers printed on the MCM label.
A second strategy is based on the assumption that the ADC baseline pattern2 of
each MCM is known and does not change with time. Therefore, we can compare
the baselines measured during the ROB test with reference measurements. For
each MCM that needs to be identified, we evaluate the distance of its baseline
pattern from all the reference patterns contained in a local data-base (stored
during the single-chip tests, prior to the assembly on the ROB). The squared
distance between two patterns is defined as:
d =
17∑
i=0
[(
bmeasi − brefi
)2
+ rms2i
]
(3.2)
where bmeas is the mean value of the baseline (averaged over the 30 time-bins)
measured during the ROB test, bref is the reference measurement and rms is the
statistical noise (root mean square). The sum runs over the 18 read-out ADC
channels (the 3 channels from the neighbouring MCMs are not considered). The
MCM identity is that of the reference measurement that minimizes d. Fig. 3.15
1The first 5 digits identify the nutzen PCB from which 9 MCMs are cut-out. The last 2
digits indicate the MCM position on the nutzen.
2We call baseline pattern of an ADC the baseline value (averaged over time-bins) as a
function of the ADC channel number.
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Figure 3.17: EPSON GT 200000 scanner used to take picture of the ROB for the
identification of the MCMs.
shows the baseline pattern for one ADC. For this measurement the pedestal cor-
rection1 is not activated, contrary to the normal test procedure, as it can be seen
by the baseline values as compared to i.e. Fig. 3.13. The red line is the value
measured during the ROB test procedure, the green line is the reference mea-
surement for the same chip and the blue line is the reference baseline pattern
with minimal distance from the measured one.
We studied the feasibility of the method with a sample of about 8,300 MCMs
with known identity. Fig. 3.16 shows the distribution of the squared distance
d. The blue histogram refers to correctly identified MCMs, where the reference
pattern with smaller distance from our measurement belongs to the same MCM.
The red histogram is the distance of our measurement from the correct reference
pattern, even though it is not the smallest measured distance (and therefore the
MCM would have been wrongly identified). There is not a clear separation be-
1The amplification process in the PASA shifts the signal to a pedestal value, which varies
strongly from channel to channel. In order to have a small and well defined baseline to prevent
undershoots, a configurable pedestal value is added and the actual baseline is determined and
subtracted with a recursive first-order filter [106].
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Figure 3.18: Screen-shot of the scanner’s GUI.
tween the two distributions, therefore we conclude that the method is not suited
to determine the chip identities.
We repeated the study considering the first n minimal distances (with n ranging
from 3 to 10) and we concluded that if the right chip does not correspond to the
minimum distance between the baseline patterns, it will also not correspond to
the nth minimal distance. Moreover, we tried to restrict the search in the refer-
ence table to testing dates close (± 3-6 months) to the testing date of the larger
number of MCMs on the board. It is indeed very likely for a batch of MCMs
tested in the same day to be also implemented in the same ROB. Unfortunately
also this restriction did not improve the efficiency of the MCM identification.
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This is due to the fact that single faulty-MCMs can be replaced on the ROB
and the testing date of the new MCM is no longer correlated with that of the
other chips on the board. Finally, correctly identified MCMs are removed from
the reference list.
Among all the MCMs studied, the TRAP identity was wrongly identified in 37%
of the cases. A possible reason for such a low yield is that in the ROB test set-up
the configuration for the baseline measurement is not optimal, since the board is
not grounded properly like in the full-chamber configuration.
It was decided to discard the above mentioned methods for the MCM iden-
tification and instead to append to the test results a photograph of the ROB
with sufficiently high resolution such that both the ROB serial number and the
MCM labels are readable. Before starting the automatic procedure, the board
is positioned on a scanner (EPSON GT 20000) fitting exactly its size. A simple
graphical interface, implemented in Tcl/Tk1, allows the operator to insert the
ROB serial number and to initialize the scanning. The picture is saved locally on
the computer dedicated to this procedure and is automatically retrieved at the
end of the automatic ROB test and uploaded to the gateDB. Fig. 3.17 shows the
scanner and Fig. 3.18 shows a screen-shot of the GUI.
1Tool Command Language (Tcl). Tk is the standard graphical user interface toolkit of Tcl.
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4The Transverse regions method
In this chapter we introduce a particular method used to measure the UE: the
Transverse regions method. In order to study the correlation between the UE and
the perturbative QCD interaction, we would like to isolate the two leading partons
with topological cuts and to measure the remaining event activity as a function
of the transferred momentum scale (Q2). Experimentally, one can identify the
products of the hard scattering, usually the leading jet1, and study the region
azimuthally perpendicular to it as a function of the jet energy. In Section 4.1 we
describe the historical measurements of the UE in terms of Transverse regions,
from the first proposal of the method by Marchesini and Webber in 1988 [118], to
the recent LHC results [10, 11, 81, 108]. In Section 4.2 we discuss the choice of the
physics scale. In particular, we compare a pT scale given by fully reconstructed
jets, charged-particles jets or simply the leading track (the latter option is the
choice in our final analysis). Finally, in Section 4.3 we investigate the role of
different physics processes contributing to the UE (i.e. MPI, QCD radiation and
fragmentation of beam remnants) on the final observables.
4.1 Historical overview
A first method to measure the UE in disjoint phase-space regions was outlined
in [118]. In this reference the transverse energy ET produced in a high-energy
hadronic collision is plotted against the distance in pseudo-rapidity from the
leading-jet axis. A cartoon of the ET distribution is shown in Fig. 4.1, where
the region labelled with ErawT collects the fragmentation of the leading jet and
1The leading jet is the reconstructed jet with the highest transverse energy (or pT) in the
event. Similarly, the leading track is the reconstructed track with the highest pT in the event.
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Figure 4.1: Sketch of the transverse energy distribution in jet events as a function
of the pseudo-rapidity distance from the leading jet. The distribution is integrated
over the azimuthal distance from the leading jet |∆φ| < pi/2. ErawT is the energy of
the leading jet and ωL,RT are the transverse energies. The latter provide an estimate
of the UE. Figure adapted from [118].
ωL,RT are the transverse energies in the rapidity intervals 1 < |∆η| < 2. In order
to exclude contributions from the recoiling jet, only the range |∆φ| < pi/2 is
considered (with ∆φ the azimuthal distance from the leading jet). Therefore, a
possible estimate of the UE is given by the pedestal energy:
ωpedT =
1
2
(ωLT + ω
R
T ) (4.1)
The hard component of the pedestal activity is explained in terms of pertur-
bative QCD, from the 2→3 matrix elements (at leading order in αS). In this
approximation the third produced jet contributes to only one of the two ωL,RT
(this consideration will justify the definition of the TransMIN/TransMAX re-
gions described later in this chapter). From the pQCD point of view (neglecting
the soft beam remnants and MPI components) the average pedestal energy for
the collision of hadrons A and B at a center-of-mass energy
√
s at LO is given by
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Figure 4.2: LO pQCD prediction of the mean pedestal energy in pp¯ collisions
as a function of the leading-jet energy. This result is not directly comparable to
the measured data since it does not take into account the soft (non perturbative)
components of the UE. Figure adapted from [118].
[118]:
< ωpedT >
dσ
dET
= (4.2)
ETα
3
S(ET)
1
4pis2
∫
ω2TdωTdφdη1dη2dη3
fA(xa)
xa
fB(xb)
xb
∑
|M(ab→ 123)|2
where fA,B(xa,b) are the PDFs of the incoming partons a and b at the scale ET.
The final state parton 1 gives rise to the leading jet with transverse energy ET,
|η1| < 1.5 and zero azimuthal angle. Parton 2 is related to the recoiling jet,
with a rapidity η2 integrated over the full range. Parton 3 contributes to the
pedestal energy. It has a transverse energy ωT , azimuthal angle |φ| < pi/2 and
pseudo-rapidity in the range 1 < |η3 − η1| < 2. Finally, M(ab → 123) is the
matrix element for the 2→3 partonic scattering. ∑ is the average over all spins
and colors and the sum over all the possible permutations of final states. The
coupling constant has been factored-out of M(ab → 123) to explicitly show its
argument (ET). The pedestal energy according to Eq. 4.2 for
√
s = 630 GeV (SPS
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Figure 4.3: Transverse energy density away from the cluster axis (∆η =1.5) as a
function of the cluster transverse energy ErawT , as measured by the UA1 collabora-
tion at
√
s = 630 GeV [44]. The LO pQCD prediction is also shown in red. Figure
adapted from [118].
collider) and 1.8 TeV (Tevatron) are shown in Fig. 4.2 as a function of the leading
jet’s transverse energy. The average pedestal energy < ωpedT > rises rapidly at
low ET, has a broad maximum and then vanishes linearly as ET approaches the
kinematic limit
√
s/2. The maximum value reached by < ωpedT > increases with s
as αS(ET)
√
s, with ET around the value at which the maximum pedestal energy
occurs [118].
In Fig. 4.3 we show a measurement [44] of the transverse energy density by the
UA1 collaboration at
√
s = 630 GeV. In the figure ErawT is the jet (cluster) trans-
verse energy reconstructed by the UA1 jet-finding algorithm [52] within |η| < 1.5.
The quantity < ωpedT > is measured in |∆φ| < pi/2 around the cluster axis and
at ∆η =1.5 from the cluster axis. Two data sets are plotted in the figure, one
recorded with a minimum bias trigger, ErawT < 20 GeV, and one with a jet trig-
ger, ErawT > 30 GeV. More details can be found in [44]. After a steep increase,
the distribution tends to flatten at ErawT > 15 GeV. The red line in Fig. 4.3 is
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the pQCD prediction from Eq. 4.2. Its quantitative and qualitative discrepancy
from the measured data gives an estimate of the other components of the UE. In
particular, the disagreement is more pronounced in the ErawT range 15–35 GeV,
where the real event activity is 5–6 times larger than the pQCD prediction.
In 2002 the CDF collaboration introduced [40] a definition of Transverse re-
gions in terms of azimuthal angle which since then is used for UE studies in
hadronic collisions. The relevant topological areas are sketched in Fig. 4.4. Each
region covers a finite pseudo-rapidity range, generally |η| < 1. The Toward re-
gion collects the fragmentation products of the leading jet, while the Away region
those of the recoiling jet and both regions have an extension of pi/3 radians. The
Transverse region is composed of two disjoint areas (pi/6+pi/6 radians). The one
called TransMAX is the area for which the summed pT of the contained particles
is maximum. Taking into account the previous considerations in this chapter, we
believe that this region is more sensitive to the hard component of the UE (QCD
radiation), while the other region (TransMIN ) collects the fragmentation of the
beam remnants and MPI only. Each region is characterized by observables like
the charged-particle density or the summed-pT density.
CDF published various analyses of the UE, among which a first study based on
charged-particles jets [40], one in which the Transverse regions are circles in the
ηφ space centred at pi/2 radians from the leading jet [36], a comparison between
jet and di-jet events [99] and a comparison between jet- and Drell-Yan-triggered
events [13].
We report here a sample of plots from a CDF analysis [13] of pp¯ collisions
at
√
s = 1.96 TeV. The analysis considers only charged particles with pT >
0.5 GeV/c and |η| < 1. Calorimetric jets are reconstructed with the MidPoint
[12] cone-based algorithm and the leading jet is required to be within |η| < 2.
Fig. 4.5 shows the charged-particle density in the three regions as a function
of the leading-jet pT. In Fig. 4.6 we show the distribution of the summed pT of
charged particles. We note that in both cases the slope is more pronounced in
the regions containing the jets (Toward and Away) than in the Transverse region.
Moreover, in all the regions after a steep increase for leading-jet pT < 20 GeV/c,
the slope is reduced, almost saturating in the case of the particle density in the
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Fig. 2. Illustration of correlations in azimuthal angle φ relative to the direction
of the leading jet (highest ET jet) in the event, jet#1. The angle ∆φ = φ −
φjet1 is the relative azimuthal angle between charged particles and the direction
of jet#1. On an event by event basis, we define “transMAX” (“transMIN”) to be
the maximum (minimum) of the two “transverse” regions, 60◦ < ∆φ < 120◦ and
60◦ < −∆φ < 120◦. “TransMAX” and “transMIN” each have an area in η-φ space
of ∆η∆φ = 4pi/6. The overall “transverse” region contains both the “transMAX”
and the “transMIN” regions. Events in which there are no restrictions placed on the
second and third highest ET jets (jet#2 and jet#3) are referred to as “leading jet”
events ( left). Events with at least two jets with ET > 15GeV where the leading
two jets are nearly “back-to-back” (|∆φ| > 150◦) with ET(jet#2)/ET(jet#1) > 0.8
and ET(jet#3) < 15GeV are referred to as “back-to-back” events (right).
and final-state radiation thus increasing the sensitivity of the “transverse”
region to the “beam-beam remnants” and the multiple parton scattering
component of the “underlying event”. Also, comparing the two “transverse”
regions on an event-by-event basis provides a closer look at the “underlying
event” and defining a variety of MAX and MIN “transverse” regions helps
separate the “hard component” (initial and final-state radiation) from the
“beam-beam remnants” component. MAX (MIN) refer to the “transverse”
region containing largest (smallest) number of charged particles or to the
region containing the largest (smallest) scalar pT sum, PT sum, of charged
particles.
The data presented here are uncorrected and are compared with PYTHIA
Tune A [6] (with multiple parton interactions) and HERWIG [7] (with
“beam-beam remnants” but no multiple parton interactions) after detec-
tor simulation (i.e. after CDFSIM). Fig. 3 shows Run 2 data on the ∆φ
dependence of the density of charged particles, dNchg/dφdη, and the scalar
PT sum density, dPTsum/dφdη, for charged particles relative to the direc-
tion of the leading jet for 30 < ET(jet#1) < 70GeV (rotated to 270◦) for
“leading jet” and “back-to-back” events as defined in Fig. 2. Also shown is
the average density of charged particles and the scalar PT sum density for
Figure 4.4: Definition of Toward, Away and Transverse (TransMIN + Trans-
MAX) region by the CDF collaboration. The Toward and Away regions collect
the fragmentation products of the leading and recoiling jets, respectively. The
Transverse region is composed of two disjoint areas and is more sensitive to the
UE. Figure from [99].
Transverse region. The physical interpretation of the low leading-jet-pT region is
quite difficult because a fraction of the entries can come from high multiplicity
events without evidence of jet production, in which the jet-finder algorithm nev-
ertheless identifies jet-like structures. We expect the fraction of such events to
vanish with increasing leading-jet pT. The presented results are corrected for de-
tector effects and compared with PYTHIA Tune A, which is one of the preferred
models to reproduce the UE at Tevatron energies, and HERWIG [119] without
MPI (more details in [13] and references therein).
In Fig. 4.7 and 4.8 we show the number density and summed pT of charged
particles in the regions TransMIN and TransMAX. Of particular interest is the
pron unced monotonic increase of the sum ed pT in the TransMAX region, pos-
sibly due to the QCD radiation.
The STAR experime t at RHIC measured [73] the UE in pp collisions at√
s = 200 GeV also using the Transverse regions method. The results are not
corrected for detector effects, therefore they cannot quantitatively be compared
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Figure 4.5: Charged-particle density (pT > 0.5 GeV/c and |η| < 1) as a function
of the leading-jet pT. The data are corrected for detector effects and compared
with Pythia Tune A (pyA). Data from the CDF collaboration for pp¯ collisions at√
s = 1.96 TeV. Figure from [13].
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Figure 4.6: Summed-pT density of charged particles (pT > 0.5 GeV/c and |η| < 1)
as a function of the leading jet pT. The data are corrected for detector effects and
compared with PYTHIA Tune A (pyA). Data from the CDF collaboration for pp¯
collisions at
√
s = 1.96 TeV. Figure from [13].
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Figure 4.7: Charged-particle density (pT > 0.5 GeV/c and |η| < 1) as a function
of the leading-jet pT in the TransMIN and TransMAX regions. The data are
corrected for detector effects and compared with PYTHIA Tune A (pyA) and
HERWIG (without MPI). Data from the CDF collaboration for pp¯ collisions at√
s = 1.96 TeV. Figure from [13].
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Figure 4.8: Summed-pT density of charged particles (pT > 0.5 GeV/c and |η| <
1) as a function of the leading jet pT in the TransMIN and TransMAX regions.
The data are corrected for detector effects and compared with PYTHIA Tune A
(pyA, lines) and HERWIG (without MPI). Data from the CDF collaboration for
pp¯ collisions at
√
s = 1.96 TeV. Figure from [13].
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Figure 10: Color online: The uncorrected charged particle
mean pT in the “back-to-back” data set for the away jet,
the TransMin and the TransMax regions as a function of
reconstructed lead jet pT , using kT algorithm, R=0.7. The
dashed histograms indicate the predictions from PYTHIA.
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Figure 11: Color online: The uncorrected charged particle
density in the TransMin and TransMax regions as a func-
tion of reconstructed lead jet pT , using SISCone algorithm,
R=0.7.
Figure 11 shows the measured charged particle den-
sity in the underlying event. The densities are the
same within errors for the “leading” and “back-to-
back” datasets. This measurement, like those shown
in Fig. 4-7, can be used to argue that the hard scat-
tered partons emit very small amounts of large angle
initial/final state radiation at RHIC energies. This
is very diﬀerent in 1.96 TeV collisions where the
“leading”/“back-to-back” density ratio is ∼0.65 [13].
The two solid lines show the expected density if events
follow a Poisson distribution with an average of 0.36.
The similarity of this simple simulation to the data
suggests that at RHIC energies the splitting of the
measured TransMax and TransMin values is predom-
inantly due to the sampling. PYTHIA results, not
shown here, again display satisfactory agreement with
the data for both data sets.
5. Summary
In summary, jet fragmentation functions have been
measured in p-p collisions at
√
s = 200 GeV and will
provide a stringent baseline for the measurements un-
derway in Au-Au collisions. The three jet algorithms
studied, SISCone, kT and anti-kT provide consistent
results. PYTHIA, tuned to 1.8-1.96 TeV data, shows
reasonable agreement suggesting that the the underly-
ing physics and its energy dependence is well modeled.
The underlying event is largely decoupled from
magnitude of the momentum transfer of hard scatter-
ing. The data show there is virtually no large angle
initial and final state radiation from the hard scat-
tering at RHIC energies. The collision energy depen-
dence of the multiple parton interactions in the event
is more significant than initially estimated. This re-
sults in a smaller prediction for the magnitude of the
underlying event contribution to the background of
the reconstructed jets at LHC energies. At RHIC the
pT spectra of particles in the underlying event are sig-
nificantly softer than those from jets.
In the future these data will be corrected for detec-
tor ineﬃciencies and irresolution allowing for compar-
ison to theoretical models at the particle level. The
structure of the jet shapes (kT , jT etc) will be stud-
ied, as will the particle type composition of the jets
and the underlying event. Ultimately all these results
will be compared to similar measurements made in
heavy-ion collisions at the same beam energy.
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Figure 4.9: Charged-particle density in the TransMIN (Min UE in the legend)
and TransMAX (Max UE in the legend) regions measured with the STAR detector.
Data are not corrected for detector effects. The two horizontal solid lines are the
expected particle densities if the multiplicity in both Transverse regions were a
Poissonian distribution (with an average of 0.36). Figure from [73].
to the other results presented in this chapter. Nevertheless, they provide relevant
information on the event activi y at this co lision e ergy. In Fig. 4.9 we show the
uncorrected charged-particle densities in the TransMIN and TransMAX regions
as a function of the reconstructed leading-jet pT. Jets are reconstructed with the
seedless cone algorithm SISCone [126] with a radius of 0.7 and o ly tracks with
pT > 0.2 GeV/c are considered (more details can be found in [73]). The black
points refer to a study based on a sample of events where at least one jet is found
in the STAR acceptance (|η| < 1). Red points represent a sub-set of this sample
where two (and only two) back-to-back jets were found, requiring the ratio be-
tween the transverse momentum of the away and leading jet to be larger than 0.7
and the azimuthal angle between the two jets’ direction to be smaller than 150 ◦.
This selection suppresses the probability that one scattered parton has undergone
significant QCD radiation. The measured particle densities for the two samples
are comparable within the statistical errors (even though the data-points refer-
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ring to the back-to-back analysis are systematically higher). This observation
suggests that the hard-scattered partons emit only a small amount of large-angle
QCD radiation at RHIC energies, whereas in the Tevatron regime (i.e.
√
s =
1.96 TeV) the ratio between the leading-jet and the back-to-back jets analysis is
∼ 0.65 [88]. The two horizontal solid lines shown in the plot are the expected
particle densities if the multiplicity in both Transverse regions were a Poissonian
distribution (with an average of 0.36) [73]. The similarity of this simple simula-
tion to the data suggests that at RHIC energies the splitting of the TransMIN
and TransMAX regions is dominated by a sampling bias. We have performed a
similar exercise (not shown here) for the LHC collision energy of 0.9 TeV, coming
to similar conclusions.
Recently, also due to the sampling bias mentioned above, the TransMIN/MAX
regions have been superseded by a single Transverse region, in which the activity
of the two disjoint transverse areas is averaged. Indeed, in the first measurements
at the new energies available at the LHC it is advisable to focus on simple ob-
servables. For instance, the ATLAS collaboration published two analyses [10, 11]
where the physics scale is given by the pT of the leading-particle in the event
instead of the leading reconstructed jet. The first analysis [10] considers the full
ATLAS acceptance (|η| < 2.5) and the second [10] a limited acceptance (|η| < 0.8)
for an easy comparison with the ALICE results. In Fig. 4.10 and 4.11 we show
the number density and the summed pT, respectively, of charged particles in the
Transverse region at the collision energies of 0.9 and 7 TeV. Only particles with
pT > 0.5 GeV/c and |η| < 2.5 are considered. The number density distribution
saturates at a value of about 0.4 and 1 for
√
s = 0.9 and 7 TeV, respectively. The
summed pT distribution saturates at a value of about 0.4 and 1.2 GeV/c for
√
s =
0.9 and 7 TeV, respectively.
The CMS collaboration made [81] a similar analysis of the UE as a function
of the leading-particle pT. We do not show the results here since the measured
data are not corrected for detector effects. Nevertheless, we show in Fig. 4.12
the scaling of the UE distributions with the collision energy. Only particles with
pT > 0.5 GeV/c and |η| < 2 are considered. The left plot shows the ratio of the
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Figure 4.10: Charged-particle density in the Transverse region at
√
s = 0.9 TeV
(left) and
√
s = 7 TeV (right) measured with the ATLAS detector. Only particles
with pT > 0.5 GeV/c and |η| < 2.5 are considered. Data are corrected for detector
effects. Figure from [10].
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Figure 4.11: Summed-pT density in the Transverse region at
√
s = 0.9 TeV (left)
and
√
s = 7 TeV (right) measured with the ATLAS detector. Only particles with
pT > 0.5 GeV/c and |η| < 2.5 are considered. Data are corrected for detector
effects. Figure from [10].
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8 3 Underlying Event in the Transverse Region
data well in view of the steeply falling character of the distributions. They do indeed describe
all three distributions within 10 − 15% over most of the domain, except for PYTHIA8 4C for
very small values of Nch and ∑ pT, and for pT > 4GeV/c. Data description by D6T is worse,
especially the ∑ pT distribution and the pT spectrum.
The description of the data in the region with leading track-jet pT>3GeV/c (Fig. 3 upper plots),
dominated by interactions with a soft scale, is not so good. In this domain, all tunes overes-
timate the contributions of events with very low multiplicity and ∑ pT (Nch ∼< 4, ∑ pT ∼<
4GeV/c); the discrepancies are largest for D6T. For larger values of the observables, the predic-
tions of Z1, Z2, and PYTHIA8 4C are reasonably close to the data, the weak points being the
description by Z1 of multiplicities between 10 and 20, and the description by all tunes of the
pT spectrum in the region 3− 8GeV/c. For D6T, as well as for DW and CW, the descriptions of
the ∑ pT distribution and of the particle pT spectrum are poor.
3.3 Centre-of-mass energy dependence
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Figure 5: Fully corrected measurements of charged particles with pT > 0.5GeV/c and |η|< 2
in the transverse region, 60◦ < |∆φ| < 120◦: (left plots) average multiplicity, and (right plots)
average scalar ∑ pT, per unit of pseudorapidity and per radian, as a function of the leading
track-jet pT, for (upper row) data at
√
s = 0.9 TeV and
√
s = 7 TeV; (lower row) ratio of the
average values at 7 TeV to the average values at 0.9 TeV. Predictions of three PYTHIA tunes are
compared to the data.
The centre-of-mass energy dependence of the hadronic activity in the transverse region is pre-
sented in Fig. 5 (upper plots) as a function of the leading track-jet pT, for
√
s = 0.9 and 7TeV.
The same unfolding methodology as for Fig. 1 was applied for the data at
√
s = 0.9 TeV, in
this case with a separation between the two correction procedures at 10GeV/c reflecting the
narrower rising region. The large increase with
√
s of the hadronic activity in the transverse
region and its hard-scale dependence is shown in the lower plots of Fig. 5, in the form of the
Figure 4.12: Scaling of the UE distributions with the collision energy measured
by the CMS collaboration. Only particles with pT > 0.5 GeV/c and |η| < 2 are
considered. Figure from [81].
number density distribution between
√
s = 0.9 and 7 TeV, which saturates at a
value of about 2. The plot on the right shows the same ratio for the summed
pT distribution. In this case the saturation value is about 2.3. Most of the
systematic uncertainties are expected to cancel in the ratios, therefore these re-
sults can be compared, for instance, with the ALICE measurement (see Sect. 6.5).
4.2 Choice of scale
As already mentioned, jets are the observable counterpart of the perturbative
concepts of quarks and gluons. A jet-finding procedure is a way of inverting the
quantum mechanical processes of QCD branching and hadronization to obtain
an approximate description of the original parton’s properties (mass, momentum
etc.). In this section we investigate the effect of using the pT of fully recon-
structed jets or simply the leading charged particle pT as a scale for the event
activity in the Transverse region. The study is based on about 108 minimum bias
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events generated with PYTHIA 6.4 (tune Perugia 0) at
√
s = 7 TeV. No event
selection is applied apart from requiring a leading object with pT > 0.15 GeV/c
in the acceptance. The analysis framework used is the one developed for our
final analysis (see Sect. 5) applied to pure Monte Carlo information. We also
consider a minimum bias data sample of 25·106 events recorded with the ALICE
detector (see Sect. 5.2), the same used for our final analysis. The data are not
corrected for detector effects (for track and event selections see Sect. 5.3 ) since
at this point we are only interested in the qualitative effects of the scale choice.
Jets are reconstructed using the algorithms implemented in the FASTJET [71]
package. In particular, we use two sequential-recombination algorithms (anti-kT
[72] and kT [71]) and two cone algorithms (SISCONE [126] and UA1-cone [52]).
Sequential-recombination jet-finders are based on pair-wise recombination of par-
ticles and are generally infra-red safe1. The original idea is to mimic in reversed
order the QCD branching sequence and the reconstructed jets naturally tend to
collect most of the radiated partons. Cone algorithms identify the dominant en-
ergy flow into circles in the η − φ space. They iteratively calculate the jet axis
from all particles in the cone until stable cones are found and generally also im-
plement the splitting and merging of overlapping stable cones. The properties
of infra-red and collinear2 safety are crucial for an accurate comparison of the
reconstructed jets with parton-level predictions. Indeed, a jet algorithm should
codify the relation between the low-order partonic structure of the event and the
observed hadrons. Therefore, the structure of a high-pT jet should not change
radically if a soft or collinear particle is added to the event by hadronization or
the UE. The jet-finders used in the analysis are described below.
Anti-kT [72] and kT [71] algorithms In both jet-finders one introduces the
distances dij between two objects (particles or pseudo-jets) and diB between the
object i and the beam axis. These distances are defined as follows:
di,j = min(k
2p
Ti, k
2p
Tj)
∆2i,j
R2
(4.3)
1A jet-finder algorithm is infra-red safe when the addition of an infinitely soft particle in
the event does not lead to a different jet to be found.
2A jet-finder algorithm is collinear-red safe when the emission of a particle at infinitely
small angle from the emitting one does not lead to a different jet to be found.
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di,B = k
2p
Ti (4.4)
where ∆2i,j = (yi−yj)2+(φi−φj)2 and kTi, yi and φi are the transverse momentum,
rapidity and azimuth of the particle i, respectively. The main parameters of these
algorithms are the radius R and a parameter p, which regulates the scaling of
the distances d with the particles’ transverse momentum. In the kT case p = 1
and in the anti-kT case p = −1. The clustering procedure identifies the smallest
of the distances and if it is a dij the objects i and j are combined, while if it is
a diB the object i is called a jet and is removed from the list. The procedure is
iterated until no objects are left. The main difference between the two algorithms
is that in the kT case soft radiation can provoke irregularities in the shape of the
final jets (soft-adaptable boundaries). In the anti-kT case only hard particles can
modify the shape of the jet (soft-resilient boundaries) since soft particles tend to
cluster with the hard ones before clustering among themselves. This results in
perfectly conical jet shapes. Moreover, besides being infra-red safe, the anti-kT
jet-finder also has the property of collinear-safety. Therefore, in this and the
following section we use the anti-kT jet-finder as the reference algorithm.
SISCONE algorithm [126] It is a seedless, infra-red safe cone jet-finder. First
generation cone algorithms take some or all the event particles as seeds (trial cone
directions). For each seed they evaluate the sum of 4-momenta of the particles
contained in the cone. The resulting 4-momentum is then used as a new direction
for the trial cone. The procedure is iterated until the cone’s direction no longer
changes (stable cones). If the seeds are chosen above a certain momentum thresh-
old the procedure will be collinear unsafe. On the other hand, if any particle can
act as a seed (seedless algorithm), the procedure is very likely subject to the prob-
lem of infra-red unsafety. The solution adopted in the SISCONE algorithm is to
use an exact seedless algorithm, where exact means that it should be possible to
demonstrate mathematically that the algorithm identifies all stable cones. In this
way the addition of a soft particle does not lead to new stable cones to be found
since all hard stable cones have already been (provably) found. A drawback of
this method (critical only in heavy-ions collisions) are the high execution times
needed to find a jet, proportional to N2 lnN (where N is the number of particles
in the event).
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Simulation from PYTHIA (Perugia 0) at
√
s = 7 TeV.
UA1-cone algorithm [52] This clustering algorithm was adopted for the first
time by the UA1 collaboration on calorimeter cells. It is a very simple and robust
jet-finder, well suited for the estimate of the jet axis in correlation studies, while
for a good energy resolution more elaborate algorithms should be preferred. In
this study we use a specific implementation of the UA1-cone algorithm provided
by the AliRoot software. The η − φ space is divided in cells of adjustable size
and the total transverse energy of the particles contained in each cell is evalu-
ated. The cell with the highest ET above a threshold (0.15 GeV in our specific
case) initiates the procedure. Subsequent cells are clustered with the initiator if
they are contained in a circle of radius R in the η − φ space centred around the
initiator. After each step the jet-axis is then re-evaluated and the procedure is
repeated until stable jets are found.
In the case of cone algorithms the radius parameter R defines the maximum
distance from the jet axis of a particle belonging to the jet in the ηφ plane:
R =
√
(∆η)2 + (∆φ)2.
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Figure 4.14: Number density (left) and summed pT (right) for the Toward
(top), Transverse (middle) and Away (bottom) regions. Charged particles: pT >
0.5 GeV/c and |η| < 0.8. Leading jet: |η| < 0.4. Bottom panel: ratio between
each jet finder choice and the reference one (anti-kT). Simulation from PYTHIA
(Perugia 0) at
√
s = 7 TeV.
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In Fig. 4.13 we show the pT distribution of leading-jets with pT,LJ > 0.15 GeV/c
reconstructed within |η| < 0.4 using different jet finders. For comparison all the
distributions are scaled1 by the number of entries in the reference case: the anti-kT
algorithm, which we assume to be our best approximation of the leading outgoing-
parton. The performance of the kT and SISCONE algorithms is similar to that
of the reference jet-finder, with an average discrepancy of about 10%. The UA1
algorithm agrees within few percent with the reference case for pT,LJ > 5 GeV/c
and a discrepancy of up to 45% for lower values of leading-track pT. These dis-
tributions are the input for the Transverse regions analysis. In Fig. 4.14 we see
the influence of the choice of the jet-finder on the shape of the final UE distribu-
tions, considering charged particles with pT > 0.5 GeV/c within |η| < 0.8. The
results obtained with the kT algorithm are compatible with the reference within
few percent in all topological regions. In the case of the SISCONE jet-finder we
observe a maximum discrepancy of the order of 5% in the Transverse and Away
regions. In the Toward region the discrepancy reaches a maximum of 15% in the
first bin (0.5 < pT,LJ < 1 GeV/c). In the case of the UA1 jet-finder, in all regions
we observe an initial discrepancy of up to 35%, which is reduced to few percent
for pT,LJ > 5 GeV/c. A disagreement from the reference in the Toward region
indicates that the two jet finders identify different jets. We speculate that in the
UA1 case the lower average multiplicity and summed pT at pT,LJ below 5 GeV/c
indicate that part of the reconstructed jets are just single particles (we remind
here that in our specific settings this algorithm considers only particles with pT >
0.15 GeV/c), not related to the leading outgoing-parton in a hard scattering. For
instance we might being selecting diffractive events. This is further confirmed
by the lower activity in the Away region for the same jet-finder with respect to
the reference, which indicates that part of the triggered events does not show a
clear di-jet structure. As a consequence also the number density and summed
pT distributions in the Transverse region are lower with respect to the reference
case, since they are averaged on a smaller amount of events that include QCD
1In this way the effect of lost events (jets) is visible in the plot. On the contrary, the final
UE distributions are normalized (bin-by-bin) by the number of events with a jet reconstructed
by the given jet-finder. Events where no jet is reconstructed are not taken into account.
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radiation and MPI associated with a hard scattering.
We now want to assess the effect of further simplifying the leading-parton ap-
proximation by considering a scale given by the leading charged-particle’s trans-
verse momentum. In Fig. 4.15 we show the pT distribution of jets reconstructed
with the anti-kT algorithm using charged and neutral or only charged input par-
ticles for two values of the radius parameter R: 0.2 and 0.4. The leading-charged
particle distribution is also shown.
The leading-particle spectrum drops faster than the reconstructed-jet spec-
trum since the clustering procedure flattens the slope of the jet spectra. Reducing
R or neglecting neutral particles induces a horizontal scaling of the distributions
and in the limit R → 0 the leading-particle spectrum should be recovered.
Fig. 4.16 shows the number density (left) and summed pT (right) in the Trans-
verse region for these choices of leading objects. The effect of reducing the cone
radius, considering only charged-particles in the jet-finding procedure or the lead-
ing charged particle is to ”squeeze” the distributions towards lower values of
transverse momentum (a similar trend is observed in the other two topological
regions). Namely, the saturation of the transverse distributions occurs at lower
values of the leading-object pT in the case of the leading charged-particle analysis
(pT,LJ ' 4 GeV/c) with respect to the reference algorithm (pT,LJ ' 10 GeV/c).
The saturation values have a maximum variation of about 10% from the reference.
To verify that the choice of the leading object has the same effect on real
data, in Fig. 4.17 we show the pT distribution of leading-jets reconstructed with
the reference algorithm with two values of the radius parameter (R=0.2 and 0.4)
run on all tracks with pT > 0.15 GeV/c. The leading-track distribution is also
shown. In this case the yields for the smaller radius value or the leading-track are
always lower than the reference case, due to the tracking inefficiency at low-pT
(see Sect. 5.4). The jet-finder’s input are all the reconstructed tracks without any
lower pT cut-off. Therefore it is possible that tracks with pT < 0.15 GeV/c are
clustered together to form a jet with pT = 0.15 GeV/c, while no leading-track with
the same momentum is reconstructed in the acceptance. In Fig. 4.18 we present
the number density (left) and summed pT (right) in the Transverse region for
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Figure 4.16: Number density (left) and summed pT (right) in the Transverse
region. Leading objects: jets from the anti-kT algorithm (charged+neutral or
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Figure 4.17: Leading-jet spectrum for the anti-kT algorithm run on all tracks
(pT > 0.15 GeV/c) for two values of R. The leading-track distribution is also
shown. Distributions are scaled by the number of jets reconstructed with the
reference algorithm (anti-kT with R=0.4). Bottom panel: ratio between each choice
of leading object and the reference. Uncorrected data at
√
s = 7 TeV.
 (GeV/c)
T
Leading p
5 10 15 20 25
R
AT
IO
1
1.2
1.4
 (GeV/c)
T
Leading p
5 10 15 20 25
)φ∆η∆
e
v
 
1/
(N
chN
0.2
0.4
0.6
0.8
1
1.2
|<0.4):ηJet algorithm (|
 - R=0.4TAnti-k
 - R=0.2TAnti-k
Leading charged-particle
=7 TeVs|<0.8 - η>0.5 (GeV/c), |TData uncorrected - Tracks: p
Transverse region
 (GeV/c)
T
Leading p
5 10 15 20 25
R
AT
IO
1
1.2
1.4
 (GeV/c)
T
Leading p
5 10 15 20 25
) (
Ge
V/
c)
φ∆η∆
e
v
 
1/
(N
T
 
p
Σ
0.2
0.4
0.6
0.8
1
1.2
1.4
|<0.4):ηJet algorithm (|
 - R=0.4TAnti-k
 - R=0.2TAnti-k
Leading charged-particle
=7 TeVs|<0.8 - η>0.5 (GeV/c), |TData uncorrected - Tracks: p
Transverse region
Figure 4.18: Number density (left) and summed pT (right) in the Transverse
region. Leading objects: jets reconstructed with the anti-kT algorithm (run on all
tracks with pT > 0.15 GeV/c for two values of R) or the leading track, |η| < 0.4 .
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Figure 4.19: Leading-jet spectrum for the anti-kT algorithm with
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PYTHIA tune Perugia 0 at
√
s = 7 TeV.
these choices of leading objects. The results show a similar trend than the Monte
Carlo prediction. The values obtained for the number density and summed pT
in the saturation region for different choices of leading-object are comparable
within 10%. These considerations should be taken into account when comparing
different types of analysis.
4.3 Physics processes
In this section we investigate the contribution of different physics processes to the
event activity in the Transverse region. The study is based on the Monte Carlo
sample described in Sect. 4.2 and four samples of approximately 108 minimum
bias events generated with PYTHIA 6.4 tune Perugia 0 at
√
s = 7 TeV in which
different processes are excluded from the event generation. Namely we turn off
ISR (MSTP(61)=0), FSR (MSTP(71)=0), MPI (MSTP(81)=20) and all these
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Figure 4.20: Number density (left) and summed pT (right) in the Transverse
region defined by the leading reconstructed jet. Various Monte Carlo samples
are considered, where different physics processes are excluded. Particles: pT >
0.5 GeV/c and |η| < 0.8. Leading jet: |η| < 0.4. Bottom panel: ratio between each
sample and the reference (all processes in). PYTHIA (Perugia 0) at
√
s = 7 TeV.
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Figure 4.21: Number density (left) and summed pT (right) in the Transverse re-
gion defined by the leading charged-particle. Various Monte Carlo samples are con-
sidered, where different physics processes are excluded. Particles: pT > 0.5 GeV/c
and |η| < 0.8. Leading charged-particle: |η| < 0.4. Bottom panel: ratio between
each sample and the reference one (all processes in). Simulation from PYTHIA
(Perugia 0) at
√
s = 7 TeV.
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processes all together (only the fragmentation of beam remnants is left, apart
from the hard scattering). In Fig. 4.19 we show the leading-jet distribution (left)
and the leading-charged-particle distribution (right) for the different cases. Each
distribution is normalized to 1, therefore we can compare the relative changes of
the shape of the different distributions. The effect of ISR is to reduce the jet
yield at very low jet pT values (0.15 < pT,LJ < 0.5 GeV/c) by about 15% and to
enhance it up to 40% for higher pT,LJ (note that in the plots the ratio between the
case without and with ISR is shown). A similar horizontal scaling towards higher
pT,LJ values is due to MPI. In this case the maximum enhancement of about 60%
is observed in the intermediate range 5 < pT,LJ < 12 GeV/c. The opposite trend
is induced by the presence of FSR, which reduces the jet yield by up to a factor
1.6 in the high pT,LJ region (pT,LJ > 20 GeV/c). We conclude that dominant jet
production mechanism in the intermediate range 5 < pT,LJ < 12 GeV/c are MPI,
while for higher pT,LJ values (pT,LJ > 30 GeV/c) ISR becomes more important. If
the leading charged-particle is considered (Fig. 4.19, right) similar considerations
than the case of reconstructed jets hold for the effects of the QCD radiation. In
the case of MPI we observe that this process dominates the particle production
mechanism only in the range 1 < pT,LT < 6 GeV/c.
In Fig. 4.20 we present the number density (left) and summed pT (right) in the
Transverse region for the different event-samples. The effect of ISR is to enhance
the transverse event-activity of 10–15% at high momenta (pT,LJ > 25 GeV/c) and
reducing it of about the same amount in the intermediate-momentum region
(2 < pT,LJ < 20 GeV/c). Excluding FSR causes a reduction of the final values of
maximum 20%, with little dependence on the pT,LJ bin. The main contribution to
the Transverse region activity, in the model we are considering, is given by MPI.
The exclusion of this process reduces the number density and summed-pT values
by up to 80%. In Fig. 4.21 we show a similar picture for the leading charged-
particle analysis. The same considerations than for the jet analysis hold true.
Finally, we would like to focus on the low leading-jet (leading charged-particle)
region (below ∼ 3 GeV/c). The steep rise of the UE distributions observed in this
range is conventionally interpreted as an indication of decreasing impact param-
eter in the hadronic collision [40]. Higher values of the leading-object pT are
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related to more central collisions and therefore to an increased probability for
MPI, leading to a larger transverse multiplicity. The onset of the multiplicity
saturation in the plateau would indicate the occurrence of head-on collisions.
Nevertheless, we must be aware of a trivial effect also contributing to the rise of
the distributions. At this low scale the leading object is not necessarily related to
the leading outgoing parton in a hard scattering (diffractive events can play an
important role, as illustrated in Sect. 5.3.1). Nevertheless, the maximum mea-
sured value of pT, averaged over many samples, increases with the sample size.
Namely, it is more probable to measure higher values of the leading-object pT
in events with higher multiplicity. At higher values of leading-object pT the on-
set of saturation indicates the event-by-event partitioning into azimuthal regions
containing the particles from the hard scattering and the UE region. The bulk
particle production becomes independent of the hard scale.
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5Measurement of the UE with the
ALICE detector
In this chapter we present a measurement of the UE activity in pp collisions
at
√
s = 0.9 and 7 TeV. The analysis relies on the Transverse regions method
described in the previous chapter and is performed as a function of the pT of
the leading charged particle in the event. We consider charged particles above
three different pT thresholds: 0.15, 0.5 and 1.0 GeV/c. The data are corrected
for detector effects and compared to Monte Carlo predictions. The chapter is
organized in the following way: in Section 5.1 we define the relevant observables
and the specific settings of the Transverse regions method. The analysis strategy
and its software implementation are also illustrated. In Section 5.2 we describe
the real and simulated data samples and in Section 5.3 we discuss the event
and track selection. The data-correction procedure and the estimation of the
systematic uncertainties are described in Section 5.4 and 5.5, respectively. The
final results are presented and discussed in Chapter 6.
5.1 Analysis strategy
5.1.1 Settings
The Underlying Event activity is characterized by the following observables:
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Figure 5.1: Definition of the regions Toward, Transverse and Away with respect
to the leading-track direction. In first approximation the Toward and Away regions
collect the fragmentation products of the leading and sub-leading jets, respectively.
The UE is measured in the Transverse region.
• average charged particle density as a function of leading-track1 transverse
momentum pT,LT:
1
∆η ·∆φ
1
Nev(pT,LT)
Nch(pT,LT) (5.1)
• average summed pT density as a function of leading track pT,LT:
1
∆η ·∆φ
1
Nev(pT,LT)
∑
pT(pT,LT) (5.2)
• ∆φ-correlation between tracks and the leading track:
1
∆η
1
Nev(pT,LT)
dNch
d∆φ
(5.3)
(in bins of leading-track pT,LT).
1A charged particle and a track are two conceptually different objects. Namely, a track is
the experimental manifestation of a charged particle traversing the detector and is composed
of a set of successive energy depositions in the detector’s material. Nevertheless in this thesis
we sometimes use the word leading track also when referring to the data fully corrected to the
particle level.
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Nev is the total number of events selected and Nev(pT,LT) is the number of events
in a given leading-track transverse-momentum bin. The first two variables are
evaluated in three distinct regions. These regions, illustrated in Fig. 5.1, are
defined with respect to the leading-track azimuthal angle:
• Toward: |∆φ| < 1/3 pi
• Transverse: 1/3 pi < |∆φ| < 2/3 pi
• Away: |∆φ| > 2/3 pi
where ∆φ = φLT − φ is defined in ±pi. Therefore, in Eq.(5.1)-(5.3) ∆φ = 2/3pi.
∆η = 1.6 is the acceptance in pseudo-rapidity. The leading-track is not included
in the final distributions.
5.1.2 Analysis flow
The analysis is performed in three steps, illustrated in Fig. 5.2. The first step
is a filtering procedure: the event and track selection cuts are applied to the
input data and the filtered information is stored as a branch in the AOD output
container1. The input can be reconstructed data (real or simulated) stored in
the ESD or pure kinematic information from the Monte Carlo. In the latter case
the filtering procedure just selects physical primary particles (this is the case of
the simulated results shown in Sect. 4.2 and 4.3). In a second, optional, step the
filtered information is processed by one or more jet algorithms and the arrays of
reconstructed jets are stored in different AOD branches. Finally, the UE software
processes the information stored in the AOD and evaluates the event activity in
the different topological regions and the corrections to be applied to the data (if
the input was a simulation). The analysis flow is flexible to different options. It
is possible to produce and store the AOD object and then to run the UE analysis
in a second stage or to concatenate the three steps described above in a single
loop over the input data. In this case a virtual AOD is produced which is not
saved as a file at the end of the analysis.
1The AOD container is a ROOT object TTree, containing several sub-structures, called
branches. In each branch a relevant piece of information is stored, for instance there is a
branch for the reconstructed tracks, jets, vertices etc.
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INPUT DATA
(real, simulated or kinematics)
AOD OBJECT
MC particles
Jets
...
FILTER JET FINDER
Tracks
UE SOFTWARE
Figure 5.2: Schematic representation of the analysis flow. The input data are pre-
selected (FILTER) and stored in an output container (AOD). Eventually, jets are
reconstructed (JET FINDER) and stored in the same AOD. The AOD information
is finally processed by the UE software to evaluate the event activity in the different
regions and the corrections to be applied to the data.
5.1.3 Software implementation
The analysis and correction procedure is based on multi-dimensional histograms
in order to preserve correlation information among the relevant observables:
leading-track transverse momentum and multiplicity as event level observables
and track transverse momentum, pseudo-rapidity and azimuthal angle as track-
level observables. Moreover, these quantities are stored for each analysis step.
A step corresponds to a specific event or track selection. Technically, this is
achieved with user-defined data containers based on the ROOT class THnSparse.
Tab. 5.1 summarizes the analysis steps, indicating if the stored observables come
from Monte Carlo generated information (MC) or after full detector simulation
(RECO). For real data only steps 6, 8 and 9 are filled. We call this arrangement
of the output container structure 1. Ratios of specific quantities at different steps
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STEP Event selection Leading track All tracks
0 MC MC
1 Off-line trigger MC MC
2 Reconstructed vertex MC MC
3 Leading track in acceptance MC MC
4 MC MC if RECO
matched a primary
5 MC MC if RECO
matched any
6 RECO RECO
7 RECO if RECO
matched to MC
8 Tracking efficiency applied RECO RECO
on leading track
9 Tracking efficiency applied RECO RECO
on leading track in 2 steps
Table 5.1: Summary of the analysis steps, corresponding to specific event and
track selections. The table also indicates if the stored observables come from Monte
Carlo generated information (MC) or from full detector simulation (RECO). This
arrangement of the output container is called structure 1.
provide the needed information (tracking efficiency, contamination from secon-
daries etc.) to correct the data back to the particle level, as illustrated in Sect. 5.4.
The code, implemented within the ALICE analysis framework AliRoot, con-
sists of the following classes:
- AliAnalysisTaskLeadingTrackUE: master task to execute the analysis
- AliAnalyseLeadingTrackUE: analysis algorithms
- AliUEHist: defines the output containers
- AliUEHistograms: encapsulates several AliUEHist objects plus additional
control histograms
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- AliAnalysisTaskCorrectionsUE: for standalone study of the contamina-
tion correction
- AliAnalysisTaskTrackCutsSystematicsUE: to estimate the systematic un-
certainty due to the choice of track cuts
Moreover, a set of functions allows the user to apply the correction procedure
to the data and to plot the analysis outputs with the systematic uncertainties.
These functions are implemented in the macro:
- correct.C
Finally, some input files are required which contain the tracking efficiency infor-
mation needed to estimate the leading-track misidentification bias (Sect. 5.4.1)
and the strangeness contamination correction (Sect. 5.4.2).
The analysis fills three main output container types, which belong to the class
AliUEHist. In the first container type (fTrackHist[4]: 4 containers, one per
region1) the track-level information is stored. The relevant variables are: track η
and pT, multiplicity, leading-track pT and ∆φ between tracks and leading track.
The container is filled with this set of variables at each of the 10 analysis steps.
All the information to plot the final distributions is stored in the container. The
second container (fTrackHistEfficiency) includes some complementary infor-
mation to evaluate the tracking efficiency and contamination and the relative
systematic uncertainties. Namely, the track pT and η are stored for different par-
ticle species (protons, pions, kaons) at all analysis steps. Finally, the event-level
container (fEventHist) stores the event multiplicity and the leading-track pT for
all steps. The stored information is used to estimate the event-level corrections
(Sect. 5.4.1 and 5.4.4). In addition, the class AliUEHistograms contains sev-
eral histograms useful to check basic distributions and correlations related to the
analysis. Those are summarized in the following.
Standard UE distributions:
1The UE analysis framework always evaluates separately the TransMIN and TransMAX
regions. Nevertheless it is possible to merge them into a single Transverse region like in this
analysis.
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- fNumberDensitypT
- fSumpT
- fNumberDensityPhi
Reconstructed pT, η, φ or R
1of leading track versus generated:
- fCorrelationpT
- fCorrelationEta
- fCorrelationPhi
- fCorrelationR
Azimuthal difference between reconstructed and generated leading-track versus
generated pT:
- fCorrelationLeading2Phi
Reconstructed versus generated multiplicity:
- fCorrelationMultiplicity
Event count as a function of step and event type (non-diffractive, single or double-
diffractive dissociation) for Monte Carlo:
- fEventCount: this histogram has one additional step = -1 to account for
the number of events before any cut on the vertex longitudinal position
- fEventCountDifferential: this histograms accounts for the dependency
on leading-track pT in addition.
Number of tracks contributing to the vertex:
- fVertexContributors
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Collision energy: 0.9 TeV
Data period Events Anchor Generator Tune Events
LHC10c 5,515,184 LHC10e13 PYTHIA D6T 4,188,258
LHC10e12 PHOJET 4,182,576
Collision energy: 7 TeV
Data period Events Anchor Generator Tune Events
LHC10b 25,137,512 LHC10d1 PYTHIA Perugia 0 18,831,361
LHC10d2 PHOJET 13,676,884
Table 5.2: Data samples considered classified in terms of LHC data-taking periods
and corresponding Monte Carlo anchor runs.
5.2 Data samples
We consider two sets of data corresponding to the collision energies of
√
s = 0.9
and 7 TeV and the related simulations (PYTHIA 6 tunes D6T and Perugia 0
and PHOJET after full detector simulation with GEANT 3). In May 2010 AL-
ICE recorded about 6·106 good-quality minimum-bias events at √s = 0.9 TeV.
The luminosity was of the order of 1026 cm−2 s−1 and the probability for pile-up
events in the same bunch crossing was negligible. Data underwent 3 iterations of
the calibration/reconstruction procedure (referred to as pass3). The
√
s = 7 TeV
sample of about 25·106 events was collected in April 2010, with a luminosity of
1027 cm−2 s−1. In this case the mean number µ (see Sect. 2.1.1) of interactions
per bunch crossing has been estimated to range from 0.005 to 0.035. A set of high
pile-up probability runs (µ = 0.2 − 2) has also been analysed in order to study
our pile-up rejection procedure and to determine the related uncertainty (see
Sect. 5.3.1.1). Those runs are excluded from the analysis. The calibration/recon-
struction procedure was iterated 2 times (pass2). Tab. 5.2 summarizes the details
of the considered data and Monte Carlo samples. The number of events reported
corresponds to the off-line triggered events.
For each data-taking period we consider only those runs flagged as good (quality
1R =
√
∆φ2 + ∆η2
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flag = 1) according to the official ALICE run condition table1 with no voltage
trips in the TPC and no TPC sectors with occupancy above the tolerated upper
limit. The same runs are considered in the anchor 2 simulations. Namely, for
the 0.9 TeV sample (LHC10c) we considered the following runs: 121040, 121039,
118561, 118560, 118558, 118512, 118507, 118506.
For the 7 TeV sample (LHC10b): 117222, 117220, 117116, 117112, 117109,
117099, 117086, 117077, 117065, 117063, 117060, 117059, 117054, 117053, 117052,
117050, 117048, 116645, 116643, 116574, 116571, 116562, 116403, 116402, 116288,
116102, 115414, 115401, 115393, 115193, 115186, 114931.
Data are compared to three Monte Carlo models: Pythia 6.4 (tune Perugia-
0), Pythia 8.1 (tune 1) and Phojet 1.12 (see Sect. 1.3.2 for an overview on
these models).
5.3 Event and track selection
5.3.1 Event selection
In this analysis we consider events fulfilling the standard ALICE minimum bias
trigger3, based on the on-line information from the SPD and the V0A and V0C
detectors. Namely this trigger selects events with at least one chip fired in the
SPD or in one of the two V0s, in coincidence with the nominal LHC interacting
bunches. An additional off-line selection is made following the same criteria but
considering clusters of hits instead of a single chip fired4. Moreover, the arrival
time of particles in the V0A and V0C scintillators is used to reject beam-gas
interactions occurring outside the nominal interaction region [105].
1http://alimonitor.cern.ch/configuration/
2Anchor runs are sets of simulated events in which the detector configuration reproduces
that of the corresponding experimental runs. Namely, the same calibration parameters are
applied during the reconstruction and the same modules switched-off during the data taking
are excluded.
3CINT1B level-0 trigger class.
4This is achieved with the AliPhysicsSelection class in the AliRoot framework.
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For each event a reconstructed vertex is required. We accept vertices recon-
structed with global tracks (combined ITS and TPC information) or with the
SPD only (as described in Sect. 2.2.4.1). Only vertices within ±10 cm of the
nominal interaction point along the beam axis are considered. Moreover, we re-
quire at least one track with pT > 0.15, 0.5 or 1.0 GeV/c in the acceptance
|η| < 0.8.
In the set of data taken at
√
s = 7 TeV a pile-up rejection procedure is applied:
events with more than one distinct reconstructed primary vertex are rejected as
well as single tracks with a distance of closest approach1 to the primary vertex
in the beam direction (DCAZ) larger than 2 cm. The effects of this selection are
discussed and quantified in Sect. 5.3.1.1.
No explicit rejection of cosmic-ray events is applied since cosmic particles are
efficiently suppressed by our track selection cuts [20]. This is confirmed by the
absence of a sharp enhanced correlation at ∆φ = pi from the leading track which
would be caused by almost straight high-pT tracks crossing the detector. Tab. 5.3
summarizes the percentage of events remaining after each event selection step.
Finally, some word should be spent about the class of events selected with the
above criteria. We are interested in the study of inelastic non-diffractive events.
Nevertheless, the ALICE minimum-bias trigger is also efficient for diffractive
events. The fraction of accepted diffractive events can be evaluated with Monte
Carlo and strongly depends on the model. In Fig. 5.3 we show the probability for
Non Diffractive (ND), Single Diffractive (SD) dissociation and Double Diffrac-
tive (DD) dissociation events as a function of the leading-track pT for PYTHIA
6 and PHOJET. All the event-selection cuts have been applied, except for the
1The Distance of Closest Approach (DCA) or impact-parameter of a track to the primary
vertex is generally considered separately in the transverse plane (XY) and in the longitudinal
direction (Z) with respect to the beam axis. The two projections are defined as: DCAXY =
ρ −√(xv − x0)2 + (yv − y0)2 and DCAZ = (ztrack − zv), where ρ and (x0, y0) are the radius
and the centre of the track projection in the transverse plane, (xv, yv, zv) is the position of the
primary vertex and ztrack is the longitudinal position of the track after it has been propagated
to the distance of closest approach in the transverse plane [85].
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Collision energy: 0.9 TeV
Events % of all
Oﬄine trigger 5,515,184 100.0
Reconstructed vertex 4,482,976 81.3
Leading track pT > 0.15 GeV/c 4,043,580 73.3
Leading track pT > 0.5 GeV/c 3,013,612 54.6
Leading track pT > 1.0 GeV/c 1,281,269 23.2
Collision energy: 7 TeV
Events % of all
Oﬄine trigger 25,137,512 100.0
Reconstructed vertex 22,698,200 90.3
Leading track pT > 0.15 GeV/c 21,002,568 83.6
Leading track pT > 0.5 GeV/c 17,159,249 68.3
Leading track pT > 1.0 GeV/c 9,873,085 39.3
Table 5.3: Events remaining after each event-selection step.
cut on the leading-track pT. In case of PHOJET, diffraction contributes signif-
icantly up to higher transverse momenta than PYTHIA. For instance, we see
that at
√
s = 7 TeV for a leading track pT of 10 GeV/c the number of diffractive
events is about half of the non-diffractive events, while in the PYTHIA 6 case the
diffractive contribution is negligible. This is due to the fact that PHOJET, as
opposed to PYTHIA 6, implements hard and central diffraction. The initial frac-
tion of diffractive events, prior to any event selection, is of the order of 19–35%
(considering PYTHIA 6 and PHOJET at both collision energies) of all inelastic
processes. After our event selection, the fraction of diffractive events is reduced to
an amount that depends on the cut applied on the leading-track pT. In Tab. 5.4
we summarize the fraction of ND, DD and SD events accepted by the analysis
for the three different values of the pT,LT threshold. For pT,LT > 1 GeV/c the
diffractive contribution is reduced to 0.4–8% of the total inelastic events. We do
not correct for this remaining contribution.
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Collision energy: 0.9 TeV
ND % of INEL SD % of INEL DD % of INEL
pT,LT > 0.15 GeV/c
PYTHIA 6 83.9 10.2 5.9
PHOJET 84.5 10.9 4.6
pT,LT > 0.5 GeV/c
PYTHIA 6 92.0 5.2 2.8
PHOJET 87.3 9.1 3.6
pT,LT > 1.0 GeV/c
PYTHIA 6 99.5 0.3 0.2
PHOJET 91.7 6.1 2.2
Collision energy: 7 TeV
ND % of INEL SD % of INEL DD % of INEL
pT,LT > 0.15 GeV/c
PYTHIA 6 84.1 9.3 6.6
PHOJET 88.7 7.8 3.5
pT,LT > 0.5 GeV/c
PYTHIA 6 92.2 4.6 3.2
PHOJET 90.2 6.9 2.9
pT,LT > 1.0 GeV/c
PYTHIA 6 99.6 0.2 0.2
PHOJET 93.4 4.8 1.8
Table 5.4: Percentage of non-diffractive (ND), single-diffractive dissociation (SD)
and double-diffractive dissociation (DD) events with respect to all inelastic colli-
sions (INEL) accepted by the analysis.
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Figure 5.3: Fraction of non-diffractive (ND), double-diffractive dissociation (DD)
and single-diffractive dissociation (SD) events in the considered samples as pre-
dicted by PYTHIA 6 and PHOJET.
√
s = 0.9 TeV (left),
√
s = 7 TeV (right).
5.3.1.1 Pile-up and beam-gas events
At the collision energy of 7 TeV, due to the high number of protons per bunch
it can happen that more than one pair of protons per bunch interacts, while this
effect is negligible in the data sample at
√
s = 0.9 TeV. The pile-up rejection
procedure is explained in the previous section. Those cuts have a negligible effect
on Monte Carlo samples, where no pile-up is implemented: only 0.06 % of the
events are removed. In Fig. 5.4 we show the effect of the pile-up rejection on
the number density distribution in the Transverse region for two sets of events:
the reference sample used in the UE analysis (µ = 0.05–0.035) and a set of high
pile-up probability runs1 (µ = 0.2–2). At this stage the data are not yet cor-
rected for detector effects. For the high-µ sample the bias (i.e. the discrepancy
from the reference sample) is reduced from 20–25% to less than 2%, while the
cuts have barely any effect on the reference sample. This is better seen in the
left panel of Fig. 5.5, where we show the effect of the rejection on the reference
sample alone. In the right panel of Fig. 5.5 we show the effect of the cuts on
1Runs in the range: 124183–124750.
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Figure 5.4: Reference and high pile-up probability samples without (left) and
with (right) pile-up (PU) rejection cuts. In the high-µ sample (black points) the
rejection procedure reduces the bias from 20–25% to less than 2%. The reference
sample is unchanged. Non-corrected data at
√
s = 7 TeV.
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Figure 5.5: Effect of pile-up rejection cuts on the reference (left) and high pile-up
probability (right) samples. The cuts barely have any effect on the reference sample
and a 20–25% effect on the high-µ sample. Non-corrected data at
√
s = 7 TeV.
114
5.3 Event and track selection
Selection criteria Value
Detectors required ITS,TPC
Minimum number of TPC clusters 70
Maximum χ2 per TPC cluster 4
Minimum number of ITS clusters 3
Minimum number of SPD or 1st layer SDD clusters 1
Maximum DCAZ 2 cm
Maximum DCAXY (pT) 7σ
Table 5.5: Main track-selection criteria. For more details see text.
the high pile-up sample (we remind here that these runs are excluded from the
UE analysis). Taking into account these considerations, we conclude that the
contribution from pile-up events in our sample is negligible and we do not apply
any further correction.
For what concerns beam-gas events, other studies within the collaboration
[105] have shown that the fraction of those remaining after the off-line rejection,
mentioned in Sect. 5.3.1, is negligible.
5.3.2 Track selection
Only charged particles are considered in this analysis. Tracks are reconstructed
with the two main tracking detectors in the ALICE central barrel: the TPC
and the ITS (see Sect. 2.2). The selection criteria described here were optimized
during the LHC 2010 data-taking period in order to minimize the contamination
from secondary tracks. They are summarized in Tab. 5.5 and explained in more
detail in the following:
- require at least 1 cluster in one of the first 3 ITS layers (any SPD layer
or the first SDD layer): this cut is meant to reduce the contamination
from secondary particles produced in the interaction with the silicon layers
or coming from decays of strange particles (which are produced at large
distance from the primary interaction point)
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Figure 5.6: Azimuthal correlation between reconstructed (RECO) and generated
(MC) leading track. Standard cuts (left) and customized cuts (right). In case of
our customized cuts the bias due to the missing ITS modules is reduced (light-blue
vertical bands). ppT > 0.15 GeV/c and |η| < 0.8. PYTHIA 6 and GEANT 3 at√
s = 0.9 TeV.
- require at least 70 clusters in the TPC drift volume
- require a successful re-fit procedure for the TPC and ITS detectors, as
described in Sect. 2.2.4.2
- the quality of the track TPC fitting, measured in terms of χ2 per space
point, is required to be less than 4. The χ2 measures the dispersion of the
fired pads in a cluster with respect to the evaluated centroid
- pT-dependent selection on the distance of closest approach to the primary
vertex in the transverse plane (DCAXY ). The cut corresponds to 7σ of the
inclusive probability distribution
- distance of closest approach to the primary vertex along the beam direction
(DCAZ) smaller than 2 cm
- reject particles from kinks (i.e. charged decay products of charged particles
going into charged/neutral pairs)
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These are standard cuts also used in other ALICE analyses (i.e. [20]) with
only one difference: we require an energy deposition in one of the first 3 ITS
layers, while the standard requirement is restricted to the first 2 layers. The
standard choice would result in the loss of basically all tracks in the regions
where both SPD layers are not active. The effect is illustrated in Fig. 5.6, where
we plot the azimuthal position of the generated leading-track versus the one
reconstructed by the detector simulation. Apart from a clear correlation between
the two quantities (red line), the ITS dead areas are also clearly visible (light-blue
vertical bands). As a consequence, most of the events with the leading track in
this regions are misidentified, which is unfortunate for this analysis. On the other
hand, dropping the standard requirement can lead to a larger number of secondary
particles. Fig. 5.7 shows the ratio between the contamination with standard and
customized track-cuts. The contamination is defined as the ratio between all
reconstructed-tracks and reconstructed primary-tracks. At
√
s = 0.9 TeV we
observe a maximum difference of 1.5% for tracks with pT < 0.2 GeV/c, while for
pT > 0.5 GeV/c the difference saturates at a negligible value (about 0.1%). At
7 TeV the effect is negligible. Therefore, we can safely replace the tight standard
cut with the looser requirement of either a cluster in the SPD system or one
in the first SDD layer (third ITS layer). In this way the misidentification is
reduced from about 16% to about 11.3% (at
√
s = 0.9 TeV and similarly for
√
s = 7 TeV). The track pT resolution is not significantly different: Fig. 5.8 shows
the difference between reconstructed and generated transverse momentum for the
standard and customized cuts. The resolution is given by the standard deviation
of the distribution’s Gaussian fit. The maximum difference in the resolution
between the two sets of cuts is about 0.7% in the range 0.2 < pT < 1 GeV/c
and 10.5% in the range 5 < pT < 10 GeV/c. In Fig. 5.9 we show the position
resolution, which is given by a Gaussian fit to the DCAXY distribution of primary
tracks with respect to the simulated vertex. The position resolution in the plane
perpendicular to the beam axis deteriorates at maximum by 20%.
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Figure 5.7: Contamination from secondaries: ratio between custom and standard
track cuts (|η| < 0.8). PYTHIA 6 and GEANT 3.
5.4 Data correction procedure
At the event level we correct for the vertex reconstruction efficiency and for the
misidentification of the leading track. We do not correct for the trigger efficiency
since its value is basically 100% for events which have at least one particle with
pT > 0.15 GeV/c in the range |η| < 0.8 [105]. At the track level we correct for
the tracking efficiency and for the contamination from secondary particles.
The flow of the correction procedure is shown in Fig. 5.10. Each experimental
bias is evaluated from the relevant analysis steps (see Tab. 5.1) from the simu-
lated output, then the corresponding correction factor is applied to the data (or
Monte Carlo after full detector simulation) and the corrected distributions are
stored in a different data-container at a step corresponding to the applied cor-
rection. Each step also includes the corrections applied in all the previous ones.
The output structure containing the corrected data is illustrated in Tab. 5.6 and
is called structure 2. In practice, the correction mechanism proceeds backwards
with respect to the data analysis flow and fills a container object similar to the
one used for the analysis. In this way the effect of each single correction step
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Figure 5.8: Transverse momentum resolution for standard and customized track
cuts (|η| < 0.8). Distributions are normalized to unity and fitted with a Gaussian.
The maximum difference in the resolution (σ of Gaussian fit) between the two sets
of cuts is about 10.5%. PHOJET and GEANT 3 at
√
s = 0.9 TeV.
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Figure 5.9: Position resolution of primary tracks for standard and customized
track cuts (|η| < 0.8). Distributions are normalized to unity and fitted with a
Gaussian. The maximum difference in the resolution (σ of Gaussian fit) between
the two sets of cuts is about 20% in the highest pT bins. PHOJET and GEANT 3
at
√
s = 0.9 TeV.
120
5.4 Data correction procedure
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Figure 5.10: Schematic representation of the data correction procedure. Each
experimental bias is evaluated from the simulated output, then the corresponding
correction factor is applied to the data and the corrected distributions are stored
in a different data-container.
is stored separately, which facilitates the estimate of the systematic uncertainty
related to that particular correction.
The first correction applied accounts for the misidentification of the leading
track (see Sect. 5.4.1). This bias is estimated from the ratio between steps 8 and
6 of structure 1. The corrected distributions fill the step number 5 of structure
2.
In first approximation (see Sect. 5.4.2) the contamination from secondary particles
is estimated from the ratio between steps 5 and 4 of structure 1. Corrected
quantities fill step 4 of structure 2.
The tracking efficiency (see Sect. 5.4.3) comes from the ratio between steps 4 and
3 of structure 1; step 3 of structure 2 is filled with the corrected quantities.
Similarly, the correction for the vertex reconstruction efficiency comes from the
ratio between steps 2 and 1 of structure 1 and the corrected data fill step 1 of
structure 2. This last step corresponds to a number of events corrected down to
all the off-line triggers and to track distributions where detector effects have been
accounted for and which can be compared to model predictions.
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STEP Events and tracks corrected for:
9
8
7
6 (Uncorrected)
5 Leading track misidentification
4 Contamination from secondaries
3 Tracking efficiency
2
1 Vertex reconstruction efficiency
0
Table 5.6: Structure of the output container (structure 2 ) accommodating the
corrected data.
5.4.1 Leading-track misidentification
Experimentally, we can fail to detect the real leading-track because of the finite
acceptance of the detector or tracking inefficiency. In these cases another track
(i.e. the sub-leading or sub-sub-leading etc.) is interpreted as the leading one,
biasing the analysis in two possible ways. On the one hand the sub-leading track
can have a different transverse momentum than the leading one (leading-track pT
bin migration). It has been verified with simulations that this effect is negligible
due to the weak dependence of the final distributions on the leading-track pT.
Moreover, the reconstructed leading-track can have a significantly different ori-
entation with respect to the real one, resulting in a rotation of the overall event
topology. The most dramatic case is when the misidentified leading-track falls in
the actual Transverse region. Fig. 5.11 shows the difference in azimuthal angle
between real and reconstructed leading-tracks in |η| < 0.8 and pT,LT > 0.15 GeV/c
from a PYTHIA simulation at a collision energy of 7 TeV. In about 5% of the
analysed events the reconstructed leading-track falls in the true Transverse region.
The probability to misidentify the leading track mostly depends on its pT.
Therefore we can evaluate the correction factors as a function of leading-track
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Figure 5.11: Azimuthal distance between real and reconstructed leading track
(pT,LT > 0.15 GeV/c, |η| < 0.8). In about 5% of the events the reconstructed
leading track falls in the true Transverse region. PYTHIA and GEANT at
√
s =
7 TeV.
pT only. The correction is then applied to both event and track-level measured
observables, separately for each topological region. The misidentification bias
can be evaluated either from simulations or with a data driven procedure. In the
first scenario the corrections come from the ratio between events defined by true
or reconstructed leading track (steps 6 and 7 of structure 1). The data-driven
procedure is illustrated in Fig. 5.12: starting from the measured distributions,
for each event the tracking inefficiency is applied a second time on the data (the
first time being applied naturally by the detector). Namely, with the help of a
random number generator and the efficiency information (previously evaluated
with Monte Carlo as a function of η and pT) we determine if the leading track
is reconstructed. In the positive case it is used to define the topological regions.
Otherwise the sub-leading track is used. Since the tracking inefficiency is quite
small (about 20%) applying it on the reconstructed data a second time does not
alter the results significantly. In order to verify this assertion we compare our re-
sults with a two-steps procedure. In this case the inefficiency is applied two times
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REAL EVENT
MEASURED EVENT
DETECTOR
INEFFICIENCY
ESTIMATE OF BIAS
INEFFICIENCY APPLIED
ARTIFICIALLY
Figure 5.12: Data-driven estimate of the leading-track misidentification bias.
The tracking inefficiency is applied on the data a second time, the first time being
naturally applied by the detector.
on the measured data, the half of its value at the time1. The correction factor thus
obtained is compatible with the one-step procedure. As an example, the com-
parison between the correction factor for the number density in the Transverse
region obtained with the one and two-steps procedures in shown in Fig. 5.13 (left).
The data-driven procedure is validated by its consistency with the Monte
Carlo procedure, though a discrepancy is present at low leading-track pT values.
As an example Fig. 5.13 (right) shows the correction factor for the number density
in the Transverse region for tracks with pT > 0.15 GeV/c for the Monte Carlo and
data-driven procedures. The discrepancy between the two methods is maximal in
the first bin (0.15< pT,LT < 0.5 GeV/c), indicating that in this range other effects
1Strictly speaking the square root of the inefficiency should be applied two times in this
case. For technical reasons this is not done in the filling of step 9 of structure 1. We have
verified that this approximation has an effect below 1% and in any case this step is only used
for testing purposes.
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Figure 5.13: Leading-track misidentification bias for the number density in the
Transverse region: correction factor as a function of leading-track pT for the data-
driven method with one or two steps (left) and for Monte Carlo and data-driven
procedures (right). PYTHIA 6 and GEANT 3 at
√
s = 7 TeV.
than the tracking inefficiency contribute to the bias like, for instance, the mo-
mentum resolution. Our final results are obtained with the one-step data-driven
procedure.
In Appendix A we present the effect of the leading-track misidentification
correction on the measured data. We consider all the topological regions and the
two collision energies for the track pT threshold of 0.15 GeV/c. The corrections
applied for the other threshold values are always smaller. At
√
s = 0.9 TeV the
bias extends up to a leading track pT of about 3 GeV/c and at
√
s = 7 TeV up to
about 4 GeV/c. The maximum value of the applied correction is −8%.
5.4.2 Contamination from secondaries
We correct for secondary tracks that pass the selection cuts and are wrongly
identified as primaries. The relevant observables for this correction are the
track’s transverse momentum and pseudo-rapidity, therefore we evaluate a two-
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Figure 5.14: Contamination correction: correction factor as a function of track
pT (left, |η| < 0.8) and η (right, pT > 0.5 GeV/c) from a PYTHIA and GEANT
simulation.
dimensional array of correction factors as a function of these variables. Relying
on Monte Carlo information, the factors are obtained from the ratio between
the number of reconstructed tracks (after full detector simulation) matching a
generated primary and the number of reconstructed tracks matching any gener-
ated particle. Fig. 5.14 shows these correction factors projected on the relevant
variables pT and η at the two considered collision energies. The correction has a
maximum value of ∼15% in the first track-pT bin (0.15–0.2 GeV/c) and is below
1% for track pT > 3 GeV/c.
Moreover, we introduce an additional data-driven correction that takes into
account the underestimation of the strangeness yields in Monte Carlo. Secondary
tracks are mostly produced by weak decays of strange particles (K0s , Λ etc.), pho-
ton conversions, hadronic interactions in the detector material and decays of
charged pions. Fig. 5.15 shows the relative abundance of tracks coming from dif-
ferent processes as predicted by PYTHIA 6 and GEANT 3 at a collision energy of
7 TeV. The inclusive yield from real data is also shown. The plot shows that the
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Figure 5.15: Different contributions to secondary tracks yield. Track pT >
0.15 GeV/c and |η| < 0.8. PYTHIA 6 and GEANT 3 and uncorrected data at√
s = 7 TeV.
simulated inclusive yield (dark-blue points) does not reproduce the measured one
(black points), especially in the tails of the DCAXY distribution, where secondary
tracks dominate. The most relevant contribution in the tails of the DCAXY dis-
tribution is given by the decay products of strange particles (light-green dots),
while photon conversions and charged-pion decays have on average smaller open-
ing angles (therefore smaller |DCAXY |). We attribute the discrepancy between
data and simulations at high DCAXY absolute values to a too low strangeness
production in PYTHIA, as already observed in other studies [22] and we use a
data-driven method to account for this discrepancy. First we determine a normal-
ization factor N(pT) to estimate the difference between data and Monte Carlo in
primary-particles production. This factor is evaluated in the central DCAXY re-
gion, the one accepted by the pT-dependent cut, and is given by the ratio between
the track yields in data and simulation. In Fig. 5.16 (left) we show the factor
N(pT) for our set of track-cuts and for the standard one (see Sect. 5.3.2) at both
considered collision energies. In Fig. 5.17 we show the DCAXY distribution of
tracks accepted by our customized cuts in the first (left) and last (right) pT bins
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Figure 5.16: Data-driven contamination correction: primaries normalization
factor N (left) and strangeness correction factor Nα (right) estimated with the
constant-fit method (|η| < 0.8). The track cuts used in this analysis are compared
to the standard ones (see Sect. 5.3.2). Data and PYTHIA 6/GEANT 3.
considered in the study. In each plot we compare the measured distribution with
the simulated one. The ratio between the integrals of the two distributions gives
the normalization factor N in the pT bin considered. The value of the normaliza-
tion factor depends on the choice of track cuts since we have observed that the
track-selection has a different impact on data and simulations (see Sect. 5.5). This
fact is taken into account in the estimate of the systematic uncertainty related
to this correction. In particular we note that at the collision energy of 7 TeV,
for tracks in the range 1.0 < pT < 1.5 GeV/c, our choice of track-cuts leads to
a value of N(pT) about two times larger than in the case of the standard cuts.
Moreover, at both collision energies in the very first bin (0.15 < pT < 0.2 GeV/c)
the general trend is inverted and the yield is higher in the simulation than in the
real data. In a second step we determine the ratio α(pT) between the strangeness
contribution to secondaries from data and simulation:
α(pT) =
Data(pT)−N(pT) ·OtherSecMC(pT)−N(pT) · PrimMC(pT)
N(pT) · SecFromStrMC(pT) (5.4)
where Data indicates the measured yield, PrimMC the primary tracks from the
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Figure 5.17: Tracks accepted by our customized set of cuts in the first (left)
and last (right) pT bins considered in the determination of the factor N . The
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Figure 5.19: Data-driven contamination correction from Eq. 5.6. This quantity
multiplies the ratio between primaries and all particles estimated with pure simula-
tion (|η| < 0.8). The track cuts used in this analysis are compared to the standard
ones (see Sect. 5.3.2). Data and PYTHIA 6/GEANT 3.
simulation, SecFromStrMC the secondaries from strangeness decays and
OtherSecMC the secondaries from all other processes. The correction factor is
evaluated by means of a constant fit to the above quantity (more precisely to
N(pT)α(pT) ≡ Nα) in different pT bins in the range 0.15 < pT < 1.5 GeV/c,
excluding the central region |DCAXY | < 0.5 cm which is dominated by primaries.
An example of these fits is shown in Fig. 5.18, for the first and the last pT-bin
considered. The factor Nα is presented in Fig. 5.16 for the custom and standard
track-cuts. Also in this case we observe a discrepancy between the two sets of
cuts which is maximal in the first (0.15 < pT < 0.2 GeV/c) and last (1.0 < pT <
1.5 GeV/c) bins (about a factor 1.3).
In terms of these quantities, the real fraction of primary tracks can be ap-
proximated by:
PrimTRUE
AllTRUE
' N · PrimMC
N · PrimMC +N · α · SecFromStrMC +N ·OtherSecMC (5.5)
where AllTRUE is the measured inclusive track yield. In Eq. 5.5 we have omitted
the pT dependence of the various factors. This quantity is obtained by multiplying
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the ratio of primaries from Monte Carlo by the correction factor:
β(pT) =
AllMC(pT)
PrimMC(pT) + α(pT) · SecFromStrMC(pT) +OtherSecMC(pT) (5.6)
Fig. 5.19 shows the factor β(pT) at the two energies considered, the results for
the standard cuts are also shown. For the set of cuts used in this analysis, in
the lower track pT bin (0.15 < pT < 0.2 GeV/c ) the correction has a maximum
value of about 3.6% and 6.5% at the collision energies of
√
s = 0.9 and 7 TeV
respectively. For pT > 0.3 GeV/c its value is below 2%. We do not estimate
this correction factor for higher values of track pT because statistical fluctuations
dominate over any systematic effect.
In Appendix A we show the real data corrected for the contamination from sec-
ondaries for the track pT threshold of 0.15 GeV/c, including both the Monte
Carlo and the data-driven corrections. The contamination estimate from Monte
Carlo has been multiplied by the data driven correction factor. In the first bin
(0.15< pT,LT < 0.5 GeV/c ) the maximum effect on the final distributions is −8%
at both collision energies. For pT,LT > 1.0 GeV/c at
√
s = 0.9 TeV and pT,LT >
4.0 GeV/c at
√
s = 7 TeV the effect saturates at a maximum value of about
−4.5%.
An alternative way to estimate the strangeness contamination correction is to
fit the DCAXY distribution with the sum of two Monte Carlo template histograms:
one containing the decay products of strange particles and one with all other
tracks (primaries and secondaries from other processes). The fit is performed in
the region |DCAXY | > 0.3 and in different track pT bins. The results obtained
with this method are used to estimate the systematic uncertainty on the data-
driven correction (see Sect. 5.5).
5.4.3 Tracking efficiency
The tracking efficiency depends on the track-level observables η and pT. In
Fig. 5.20 we present the efficiency projected on the two relevant observables
separately, at the two considered energies. The dip of about 1% at η = 0 in
the pseudo-rapidity projection is due to the absorption of particles in the central
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Figure 5.20: Tracking efficiency as a function of track pT (left, |η| < 0.8) and η
(right, pT > 0.5 GeV/c). The decrease in the range 1–3 GeV/c is due to straight
(high-pT ) tracks falling in the dead areas between TPC sectors. The dip at η =
0 in the pseudo-rapidity projection is due to the central TPC cathode. PYTHIA
and GEANT simulation.
TPC cathode. The decrease in efficiency in the range 1–3 GeV/c is explained by
the presence of straight (high-pT) tracks falling in the dead areas between TPC
sectors. Therefore, at high pT the efficiency is dominated by geometry and has a
constant value of about 80% at both collision energies. In order to extend the ef-
ficiency correction to high pT without being dominated by statistical fluctuations,
the estimated efficiency is fitted with a constant in the range 5 < pT < 15 GeV/c.
The obtained value is used to correct the yields for pT > 10 GeV/c (considered
only at
√
s = 7 TeV). Additionally, the efficiency estimate from Monte Carlo is
reduced by a factor 1% to account for some residual inaccuracy of the ITS de-
scription in simulations. The discrepancy between the results at
√
s = 0.9 and
7 TeV is due to the different configuration of detector modules excluded in the
two data-taking periods.
The effect of the correction applied on real data for the track pT threshold of
132
5.4 Data correction procedure
MCM
-0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
Co
rre
ct
io
n 
fa
ct
or
1
1.05
1.1
1.15
1.2
PYTHIA 6 and GEANT 3:
= 0.9 TeVs
= 7 TeVs
Figure 5.21: Vertex reconstruction correction factor as a function of the generated
multiplicity. The fit according to Eq. 5.7 is also shown. PYTHIA 6 and GEANT
3 simulation.
0.15 GeV/c is shown in Appendix A. In the first bin (0.15 < pT,LT < 0.5 GeV/c)
the maximum correction applied is 40% and is reduced to 30% for pT,LT > 2 GeV/c
at both collision energies.
5.4.4 Vertex reconstruction
The correction for the finite vertex reconstruction efficiency is performed as func-
tion of the event multiplicity. The correction as a function of the generated
multiplicity within |η| < 0.8 (MMC) is obtained from the ratio between the anal-
ysis steps 1 and 2 of structure 1 and extends up to MMC = 3 (see Fig. 5.21). This
correction factor is fitted with the function:
Correction factor = A+
B
MMC − C (5.7)
where A,B and C are the fit parameters. The fit results are also shown in
Fig. 5.21. This particular function has been chosen empirically since it repro-
duces well the shape of the correction distribution.
The correction to the real data should be applied as a function of the reconstructed
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Figure 5.22: Multiplicity response matrix at
√
s = 0.9 TeV (left) and
√
s = 7 TeV
(right). The multiplicity of reconstructed tracks is plotted against the multiplicity
of generated particles. The profile of these distributions gives a conversion factor
of 0.77 between MRECO and MMC . PYTHIA 6 and GEANT 3 simulation.
multiplicity (MRECO). Therefore we convert the generated multiplicity into the
measured one via a conversion factor extracted from the profile of the response
matrix (shown in Fig. 5.22). The value of this conversion factor (MRECO/MMC)
is 0.77 at both collision energies. In this way we obtain fractional values of the
multiplicity, from which derives the need to fit the correction factor as a function
of MMC . The final correction is obtained by scaling the fit result from Eq. 5.7 by
the conversion factor along the multiplicity (horizontal) axis.
In Appendix A we show the effect of this correction on the final distributions
for the track pT threshold of 0.15 GeV/c. The maximum correction is applied to
the first bin (0.15 < pT,LT < 0.5 GeV/c ) and has a value of about −2% at
√
s =
0.9 TeV and −1% at √s = 7 TeV. For higher values of leading-track transverse-
momentum the correction is negligible.
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5.4.5 Two tracks effects
By comparing simulated events corrected for single-particle efficiencies with the
input Monte Carlo, we observe a 0.5% discrepancy around ∆φ = 0. This effect is
called non-closure in Monte Carlo (it will be further discussed in Sect. 5.5) and
in this case is related to small two-track resolution1 effects. Data are corrected
for this discrepancy.
In Tab. 5.7 we summarize the maximum amount of each correction considering
all final observables and regions at the two collision energies. We note here that
the maximum corrections are applied only to the first or second-first leading-track
pT bins.
5.5 Systematic uncertainties
In Tables 5.9, 5.10 and 5.11 we summarize the systematic uncertainties evaluated
in the analysis for the three track thresholds: pT > 0.15, 0.5 and 1.0 GeV/c. Each
uncertainty is explained in more detail in the following paragraphs. Uncertain-
ties which are constant as a function of leading-track pT are listed in Table 5.9.
Leading-track pT dependent uncertainties are summarized in Tables 5.10 and 5.11
for
√
s = 0.9 TeV and 7 TeV, respectively.
Particle composition
The tracking efficiency and contamination corrections depend slightly on the par-
ticle species, mainly due to their decay length and absorption in the material. The
ALICE collaboration has measured [21] identified particle spectra in pp collisions
at
√
s = 0.9 TeV and a similar study is under preparation [14] at
√
s = 7 TeV.
These results indicate a maximum integrated discrepancy of about 30% in pion
and proton yields between data and simulation (PYTHIA 6 tunes D6T and Peru-
gia 0 at
√
s = 0.9 and 7 TeV, respectively) in the range 0.1 < pT < 2.5 GeV/c. In
the case of kaons the measured distributions exceed the Monte Carlo predictions
1The two-track resolution measures the capability to reconstruct two particles produced
close to each other in space as two separate tracks.
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Correction
√
s = 0.9 TeV
√
s = 7 TeV
pT > 0.15 GeV/c
Leading track misidentification −8% −8%
Contamination from secondaries −8% −8%
Tracking efficiency +40% +40%
Vertex reconstruction efficiency −2% −1%
pT > 0.5 GeV/c
Leading track misidentification −4% −8%
Contamination from secondaries −2% −2%
Tracking efficiency +25% +25%
Vertex reconstruction efficiency −0.7% −0.3%
pT > 0.1 GeV/c
Leading track misidentification −4% −8%
Contamination from secondaries −2% −2%
Tracking efficiency +25% +25%
Vertex reconstruction efficiency −0.3% −0.1%
Table 5.7: Upper limit of each correction for all considered pT thresholds and
collision energies. The maximum corrections are applied only to the first or second-
first leading-track pT bins. The values consider all final observables and regions.
up to a factor 2 and in Sect. 5.4.2 we have discussed a special correction for this
effect. Therefore in order to assess the consequences of the incorrect description of
the particle abundances in the Monte Carlo, we vary the relative yields of pions,
protons, kaons, and other particles by 30% relative to the default Monte Carlo
predictions in the full pT range considered in our analysis (up to 10 or 25 GeV/c
for the lower and upper collision energies respectively). In Fig. 5.23 we show the
tracking efficiency (left) and the contamination correction factor1 (right) for dif-
ferent combinations of relative yields. The biggest effect is due to the variation of
particles other than protons and kaons (mainly pions) since their yield is roughly
one order of magnitude higher [21]. The maximum variation of the final UE dis-
1The contamination correction factor is the quantity that multiplies the data to correct
them for the contamination from secondaries. Therefore it is the inverse of the contamination
itself.
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Figure 5.23: Efficiency (left) and contamination corrections (right) as a function
of track pT for different choices of particle composition for the estimate of system-
atic uncertainties (|η| < 0.8). For an explanation see text. PYTHIA 6 and GEANT
3 at
√
s = 7 TeV.
tributions induced by these modified efficiency/contamination corrections is 0.9%
and represents the systematic uncertainty related to the particle composition (see
Table 5.9).
Strangeness estimation
As mentioned is Sect. 5.4.2, we have developed two alternative methods to esti-
mate the discrepancy in the strangeness yields between data and Monte Carlo:
a constant-fit technique (used in the final analysis) and one based on histogram
templates. A third possibility is to take the values measured by the ALICE col-
laboration [22]. In Fig. 5.24 we compare the quantity 1/(Nα), with α and N as
defined in Sect. 5.4.2, obtained with the three methods at
√
s = 0.9 TeV. For the
constant-fit method we show the results for the two sets of track-cuts considered
(Sect. 5.4.2). The open stars represent the ratio between the measured yields
of strange particles (K, Λ, φ and Ξ) and the Monte Carlo prediction (PYTHIA
6 tune D6T) from [22]. The full red stars represent the average of the various
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Figure 5.24: Comparison between different methods to estimate the strangeness
contamination correction. Stars represent the ALICE measurement [22] for differ-
ent particle species and dots and triangles our study based on two different methods
and different track-cuts. More details in the text. Data and PYTHIA/GEANT at√
s = 0.9 TeV. Statistical errors are indicated only for the constant fit method.
particle species weighted for the relative yields from [22]. In the case of Λ, φ
and Ξ the measurement is limited to a restricted pT range (pT > 0.5 GeV/c),
therefore we fit the values with a constant in that range (the fit is also shown in
the figure) in order to extrapolate them to the full range considered in this study.
The maximum discrepancy between the different methods gives the variation to
be applied to the correction factor in order to estimate the systematic uncertainty
on the strangeness yield correction. We assign a systematic uncertainty of 0–2.3%
depending on the pT threshold and collision energy, see Tables 5.10 and 5.11.
In the procedure described in Sect. 5.5 the effect of the wrong estimate of
strangeness yields in Monte Carlo is already partially taken into account since we
also let the relative kaon yields vary of 30%. Nevertheless in that case the main
contribution to the systematic uncertainty is due to pions and the variation of
the strangeness yield has no contribution to the uncertainty.
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Selection criteria Lower Standard Upper
Minimum number of TPC clusters 60 70 80
Maximum χ2 per TPC cluster 3 4 5
Maximum DCAXY (pT) 4σ 7σ 10σ
Table 5.8: Variation of the most relevant track-cuts for the estimate of the sys-
tematic uncertainty.
ITS and TPC efficiency
The tracking efficiency depends on the level of precision of the description of the
ITS and TPC detectors in the simulation. After detector alignment with survey
methods, cosmic-ray events and pp collision events [17], the uncertainty on the
efficiency due to the ITS description is estimated [89] to be below −2% and affects
only tracks with pT < 0.3 GeV/c. The uncertainty due to the TPC reaches 4.5%
at very low pT and is smaller than 1.2% for tracks with pT > 0.5 GeV/c. The
resulting maximum uncertainty on the UE final distributions is below 1%.
Moreover, an uncertainty of 1% is included to account for uncertainties in the
MC description of the matching between TPC and ITS tracks (see Table 5.9).
Track cuts
By applying the efficiency and contamination corrections we correct for those
particles which are lost due to detector effects and for secondary tracks which
have not been removed by the selection cuts. These corrections rely on detector
simulations and therefore we need to estimate the systematic uncertainty intro-
duced in the correction procedure by one particular choice of track cuts. To do
so we have to repeat the analysis assigning some extreme (but still reasonable)
lower and upper values to the most relevant track cuts, both for simulations and
real data. The discrepancy between data and simulations in the variation of the
final UE distributions gives the systematic uncertainty. In practice, with the
class AliAnalysisTaskTrackCutsSystematics, for every relevant track-cut we
evaluate the factors:
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Rlow,high(pT, η) =
DATAlow,high(pT, η)
DATAstandard(pT, η)
· MCstandard(pT, η)
MClow,high(pT, η)
(5.8)
where DATA and MC are the two-dimensional distributions of track pT and η
for the extreme choices of track cuts (low, high) or for the standard choice. In
order to evaluate the variation of the final observables, we multiply the tracks’
distributions used as input for the UE analysis by these factors. The cuts consid-
ered in this procedure are: the minimum number of TPC clusters, the maximum
χ2 per cluster and the number of standard deviations accepted in the DCAXY
distribution. The values used to evaluate the systematic uncertainty are sum-
marized in Table 5.8: the lower and upper values of the cut on the number of
TPC clusters are set to 60 and 80 respectively (the default is 70), the maximum
accepted χ2 per cluster varies between 3 and 5 (the default is 4) and the number
of standard deviations accepted in the DCAXY distribution is set to 4 and 10
(the default is 7). The lower cuts on the number of TPC clusters and χ2 per
cluster are the major contributions to the systematic uncertainty. The overall
effect, considering all cuts and different UE distributions, is smaller or equal to
3.5 % at both collision energies (Table 5.9).
Misidentification bias
The uncertainty on the leading-track misidentification correction is estimated
from the discrepancy between the data-driven correction used in the analysis and
that based on simulations. Both methods are applied on simulations in order
to disentangle the effect of a different pT spectrum in the data with respect
to Monte Carlo. The effect influences only the first two leading-track pT bins
at both collision energies. The maximum uncertainty (∼ 18%) affects the first
leading-track pT bin for the track pT cut-off of 0.15 GeV/c. In all other bins this
uncertainty is of the order of few percent. As summarized in Tables 5.10 and 5.11,
the uncertainty has slightly different values for the various UE distributions.
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Vertex-reconstruction efficiency
The analysis accepts reconstructed vertices with at least one contributing track.
We repeat the analysis and the correction procedure requiring at least two con-
tributing tracks. The systematic uncertainty related to the vertex reconstruction
efficiency is given by the maximum variation in the final distributions between
the cases of one and two contributing tracks and its value is below 2.4% (see
Tables 5.10 and 5.11). The effect is only visible in the first leading-track pT bin,
where the events have lower multiplicity and therefore the choice of minimum
number of contributors is more relevant.
Non-closure in Monte Carlo
By correcting a Monte Carlo prediction after full detector simulation with cor-
rections extracted from the same generator, we expect to obtain the input Monte
Carlo prediction within the statistical uncertainty. This consideration holds true
only if each correction is evaluated with respect to all the variables to which the
given correction is sensitive. For instance, if we estimate the tracking efficiency
only as a function of the track pT, neglecting its η dependence, the correction
factors will be only averaged over this second variable, resulting in a less pre-
cise result. The imprecision is higher for a stronger dependence of the correction
on the neglected observable. Any statistically significant difference between in-
put and corrected distributions is referred to as non-closure in Monte Carlo. In
the assessment of this uncertainty we use the Monte Carlo driven procedure for
the estimate of the leading-track misidentification (which is the first correction
applied) in order to isolate the non-closure effect from the uncertainty already
evaluated (see Tables 5.10 and 5.11).
The overall non-closure effect is sizeable (∼ 17%) in the first leading-track pT
bin and is 0.6–5% in all other bins at both collision energies.
Monte-Carlo dependence
We observe a difference in the final distributions when correcting the data with
PYTHIA 6.4 or PHOJET generators, possibly due to the different spectra and
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particle composition in the two models. The discrepancy is of the order of 1%
and equally affects all the leading-track pT bins (Table 5.9).
Material budget
Uncertainties in the knowledge of the material budget of the detector are as-
sessed by varying the material density in the detector simulation according to the
estimated uncertainty on the material budget knowledge obtained with a mea-
surement of photon conversions (–6.2%, 3.4% [63]). The effect on our observables
is 0.2–0.6% depending on the pT threshold considered (Table 5.9).
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6Results
In this section we present and discuss the corrected results [16] for the three UE
distributions in all regions at
√
s = 0.9 TeV and
√
s = 7 TeV. Three different
track-pT lower thresholds are considered: pT,min = 0.15, 0.5 and 1 GeV/c. The
final distributions are shown in Figures 6.1-6.17. The upper part of each plot
shows the relevant measured distribution (black points) compared to a set of
Monte Carlo predictions (coloured curves). Shaded bands represent the system-
atic uncertainty only. Bars along the x axis indicate the bin width. The lower
part shows the ratio between Monte Carlo and data. In this case the shaded band
is the quadratic sum of statistical and systematic uncertainties.
We consider three Monte Carlo models: PYTHIA 6.4 (tune Perugia 0), PYTHIA
8 (tune 1) and PHOJET 1.12 (see Sect. 1.3.2 for an overview). The overall agree-
ment of data and simulations is of the order of 10–30% and we are not able
to identify a preferred model that can reproduce all measured observables. In
general, all three generators underestimate the event activity in the Transverse
region. Nevertheless, an agreement of the order of 20% has to be considered
a success, considering the complexity of the system under study. Even though
an exhaustive comparison of data with the latest models available is beyond the
scope of this thesis, in the next sections we will indicate some general trends
observed in the comparison with the chosen models.
In the following discussion we define the leading-track pT range from 4 to 10 GeV/c
at
√
s = 0.9 TeV and from 10 to 25 GeV/c at
√
s = 7 TeV as the plateau.
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√
s = 0.9 TeV
Number density Summed pT
Slope (GeV/c)−1 Mean Slope Mean (GeV/c)
pT > 0.15 GeV/c 0.00 ± 0.02 1.00 ± 0.04 0.00 ± 0.01 0.62 ± 0.02
pT > 0.5 GeV/c 0.00 ± 0.01 0.45 ± 0.02 0.01 ± 0.01 0.45 ± 0.02
pT > 1.0 GeV/c 0.003 ± 0.003 0.16 ± 0.01 0.006 ± 0.005 0.24 ± 0.01√
s = 7 TeV
Number density Summed pT
Slope (GeV/c)−1 Mean Slope Mean (GeV/c)
pT > 0.15 GeV/c 0.00 ± 0.01 1.82 ± 0.06 0.01 ± 0.01 1.43 ± 0.05
pT > 0.5 GeV/c 0.005 ± 0.007 0.95 ± 0.03 0.01 ± 0.01 1.15 ± 0.04
pT > 1.0 GeV/c 0.001 ± 0.003 0.41 ± 0.01 0.008 ± 0.006 0.76 ± 0.03√
s = 1.8 TeV (CDF)
Number density (at leading charged jet pT = 20 GeV/c)
pT > 0.5 GeV/c 0.60
Table 6.1: Saturation values in the Transverse region for the two collision energies.
The result from CDF is also given, for details see text.
6.1 Number density
In Fig. 6.1-6.3 we show the multiplicity density as a function of leading-track pT
in the three regions: Toward, Transverse and Away. Toward and Away regions
are expected to collect the fragmentation products of the two back-to-back out-
going partons from the elementary hard scattering. As expected [34], we observe
that the multiplicity density in these regions increases monotonically with the
pT,LT scale. In the highest leading-track pT bins the activity in the Toward and
Away regions is comparable within the uncertainties at the collision energy of√
s = 0.9 TeV. At
√
s = 7 TeV, always in the highest leading-track pT bins, the
charged-particle density in the Toward region is roughly a factor 1.3 higher than
in the Away region (we remind here that the leading-track is not included in
the Toward region). In the Transverse region, after a monotonic increase at low
leading track pT, the distribution tends to flatten out (see Sect. 4.3). The same
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behaviour is observed at both collision energies and all values of pT,min.
The plateau range is fitted with a line. The fit slopes and mean values for the
three pT thresholds are reported in Table 6.1. In the fit, potential correlations of
the systematic uncertainties in different pT bins are neglected. The fit slopes are
consistent with zero.
For the lowest track threshold pT > 0.15 GeV/c all models underestimate
the charged multiplicity in the Transverse and Away regions. In particular at√
s = 7 TeV PHOJET predictions largely underestimate the measurement in the
Transverse region (up to ∼ 50%), the discrepancy being more pronounced with
increasing pT cut-off value. PYTHIA 8 correctly describes the Toward region
at both collision energies and PHOJET only at
√
s = 0.9 TeV. For track pT >
1 GeV/c, PYTHIA 8 systematically overestimates the event activity in the jet
fragmentation regions (Toward and Away).
6.2 Summed pT
In Fig. 6.4-6.6 we show the summed pT density as a function of leading track pT
in the three topological regions. The shape of the distributions follows a trend
similar to that discussed above for the number density. Also in this case at
√
s =
0.9 TeV the activity in the Toward and Away regions is comparable in the highest
pT,LT bins, while at
√
s = 7 TeV there is about a factor 1.6 difference between the
two regions. The summed pT in these two regions is not expected to be compara-
ble. First of all the leading track is not included in the Toward region. Moreover,
due to the kT smearing
1 of the initial partons the two outgoing jets from the hard
scattering can have a different value of η. Therefore the sub-leading jet can fall
partially (or completely) outside our experimental acceptance (|η| < 0.8). As a
consequence, the total transverse-momentum measured in the Away region will
be lower than in the Toward region. A second effect that can produce a loss of
1With kT smearing we refer to the primordial transverse-momentum carried by the partons
inside the proton. Due to this the pT of the outgoing partons is not exactly balanced in the
laboratory frame and as a consequence the produced jets are observed at different values of η.
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energy in the Away region is FSR. In this case QCD radiation can be emitted at
a large azimuth and therefore be collected in the Transverse region.
The general trend of PYTHIA 8 is to overestimate the fragmentation in the
Toward region at all pT cut-off values. Also in this case at
√
s = 7 TeV PHOJET
largely underestimates the measurement in the Transverse region (up to ∼ 50%),
especially at higher values of pT cut-off. Other systematic trends are not very
pronounced.
In Table 6.1 we report the mean value of a linear fit in the plateau range. The
summed pT density in the Transverse region can be interpreted as a measurement
of the UE activity in a given leading track pT bin. Therefore, its value in the
plateau can be used, for example, to correct jet spectra.
6.3 Azimuthal correlations
In Fig. 6.7-6.17 2-particle azimuthal correlations with respect to the leading track
are shown in different ranges of leading-track pT. The range 1/3pi < |∆φ| < 2/3pi
corresponds to the Transverse region. The regions −1/3pi < ∆φ < 1/3pi (Toward)
and 2/3pi < |∆φ| < pi (Away) collect the fragmentation products of the leading
and sub-leading jets. In general, all considered Monte Carlo simulations fail to
reproduce the shape of the measured distributions. PYTHIA 8 provides the best
prediction for the Transverse activity in all leading track pT ranges considered.
Unfortunately, the same model significantly overestimates the jet fragmentation
regions. The general trend shown by the Monte Carlo models considered is to
enhance the event activity in the jet-fragmentation regions ( ∆φ = 0 and pi).
This can be seen by the sharper correlation peaks at these angles in the models
with respect to the measured distributions. By contrast, our measurement shows
that a larger fraction of the observed multiplicity is produced at larger angles
(i.e. 1/3pi < |∆φ| < 2/3pi) from the leading-particle direction, suggesting a more
prominent MPI activity than the one predicted by the models considered.
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Figure 6.1: Number density in Toward (top), Transverse (middle) and Away
(bottom) regions at
√
s = 0.9 TeV (left) and
√
s = 7 TeV (right). Right and
left vertical scales differ by a factor 2. Shaded area in upper plots: systematic
uncertainties. Shaded areas in bottom plots: sum in quadrature of statistical and
systematic uncertainties. Horizontal error bars: bin width.
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Figure 6.2: Number density in Toward (top), Transverse (middle) and Away
(bottom) regions at
√
s = 0.9 TeV (left) and
√
s = 7 TeV (right). Right and
left vertical scales differ by a factor 2. Shaded area in upper plots: systematic
uncertainties. Shaded areas in bottom plots: sum in quadrature of statistical and
systematic uncertainties. Horizontal error bars: bin width.
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Figure 6.3: Number density in Toward (top), Transverse (middle) and Away
(bottom) regions at
√
s = 0.9 TeV (left) and
√
s = 7 TeV (right). Right and
left vertical scales differ by a factor 2. Shaded area in upper plots: systematic
uncertainties. Shaded areas in bottom plots: sum in quadrature of statistical and
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Figure 6.4: Summed pT in Toward (top), Transverse (middle) and Away (bottom)
regions at
√
s = 0.9 TeV (left) and
√
s = 7 TeV (right). Right and left vertical
scales differ by a factor 4 (2) in the top (middle and bottom) panel. Shaded area
in upper plots: systematic uncertainties. Shaded areas in bottom plots: sum in
quadrature of statistical and systematic uncertainties. Horizontal error bars: bin
width.
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Figure 6.5: Summed pT in Toward (top), Transverse (middle) and Away (bottom)
regions at
√
s = 0.9 TeV (left) and
√
s = 7 TeV (right). Right and left vertical
scales differ by a factor 4 (2) in the top (middle and bottom) panel. Shaded area
in upper plots: systematic uncertainties. Shaded areas in bottom plots: sum in
quadrature of statistical and systematic uncertainties. Horizontal error bars: bin
width.
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Figure 6.6: Summed pT in Toward (top), Transverse (middle) and Away (bottom)
regions at
√
s = 0.9 TeV (left) and
√
s = 7 TeV (right). Right and left vertical
scales differ by a factor 4 (3) in the top (middle and bottom) panel. Shaded area
in upper plots: systematic uncertainties. Shaded areas in bottom plots: sum in
quadrature of statistical and systematic uncertainties. Horizontal error bars: bin
width.
156
6.3 Azimuthal correlations
Azimuthal correlations - particle pT > 0.15GeV/c
 w.r.t. leading track (rad)φ∆
-1 0 1 2 3 4M
C/
Da
ta
   
   
0.8
0.9
1
1.1
 w.r.t. leading trackφ ∆
-1 0 1 2 3 4
)η∆
 
e
v
 
1/
(N
φ
/d
ch
dN
0.4
0.45
0.5
0.55
0.6
0.65
| <0.8η < 1.5 (GeV/c) and |
T
Leading track: 0.5 < p
| <0.8η > 0.15 GeV/c and |
T
Associated: p
 = 0.9 TeVsALICE pp at  
Data (corrected)
Pythia 6 -  Perugia 0 
Pythia 8 -  Tune 1 
Phojet
 w.r.t. leading track (rad)φ∆
-1 0 1 2 3 4M
C/
Da
ta
   
   
0.8
0.9
1
1.1
 w.r.t. leading trackφ ∆
-1 0 1 2 3 4
)η∆
 
e
v
 
1/
(N
φ
/d
ch
dN
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
| <0.8η < 1.5 (GeV/c) and |
T
Leading track: 0.5 < p
| <0.8η > 0.15 GeV/c and |
T
Associated: p
 = 7 TeVsALICE pp at  
Data (corrected)
Pythia 6 -  Perugia 0 
Pythia 8 -  Tune 1 
Phojet
Figure 6.7: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV (right).
Leading-track: 0.5 < pT,LT < 1.5 GeV/c. For visualization purposes the ∆φ axis
is not centered around 0. Shaded area in upper plots: systematic uncertainties.
Shaded areas in bottom plots: sum in quadrature of statistical and systematic
uncertainties. Horizontal error bars: bin width.
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Figure 6.8: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV (right).
Leading-track: 2.0 < pT,LT < 4.0 GeV/c. For visualization purposes the ∆φ axis
is not centered around 0. Shaded area in upper plots: systematic uncertainties.
Shaded areas in bottom plots: sum in quadrature of statistical and systematic
uncertainties. Horizontal error bars: bin width.
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Figure 6.9: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV (right).
Leading-track: 4.0 < pT,LT < 6.0 GeV/c. For visualization purposes the ∆φ axis
is not centered around 0. Shaded area in upper plots: systematic uncertainties.
Shaded areas in bottom plots: sum in quadrature of statistical and systematic
uncertainties. Horizontal error bars: bin width.
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Figure 6.10: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV
(right). Leading-track: 6.0 < pT,LT < 10.0 GeV/c. For visualization purposes
the ∆φ axis is not centered around 0. Shaded area in upper plots: systematic
uncertainties. Shaded areas in bottom plots: sum in quadrature of statistical and
systematic uncertainties. Horizontal error bars: bin width.
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Figure 6.11: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV
(right). Leading-track: 0.5 < pT,LT < 1.5 GeV/c. For visualization purposes the
∆φ axis is not centered around 0. Shaded area in upper plots: systematic un-
certainties. Shaded areas in bottom plots: sum in quadrature of statistical and
systematic uncertainties. Horizontal error bars: bin width.
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Figure 6.12: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV
(right). Leading-track: 2.0 < pT,LT < 4.0 GeV/c. For visualization purposes the
∆φ axis is not centered around 0. Shaded area in upper plots: systematic un-
certainties. Shaded areas in bottom plots: sum in quadrature of statistical and
systematic uncertainties. Horizontal error bars: bin width.
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Figure 6.13: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV
(right). Leading-track: 4.0 < pT,LT < 6.0 GeV/c. For visualization purposes the
∆φ axis is not centered around 0. Shaded area in upper plots: systematic un-
certainties. Shaded areas in bottom plots: sum in quadrature of statistical and
systematic uncertainties. Horizontal error bars: bin width.
 w.r.t. leading track (rad)φ∆
-1 0 1 2 3 4M
C/
Da
ta
   
   
0.8
1
1.2
 w.r.t. leading trackφ ∆
-1 0 1 2 3 4
)η∆
 
e
v
 
1/
(N
φ
/d
ch
dN
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
| <0.8η < 10.0 (GeV/c) and |
T
Leading track: 6.0 < p
| <0.8η > 0.50 GeV/c and |
T
Associated: p
 = 0.9 TeVsALICE pp at  
Data (corrected)
Pythia 6 -  Perugia 0 
Pythia 8 -  Tune 1 
Phojet
 w.r.t. leading track (rad)φ∆
-1 0 1 2 3 4M
C/
Da
ta
   
   
0.8
1
1.2
 w.r.t. leading trackφ ∆
-1 0 1 2 3 4
)η∆
 
e
v
 
1/
(N
φ
/d
ch
dN
0.5
1
1.5
2
2.5
3
| <0.8η < 10.0 (GeV/c) and |
T
Leading track: 6.0 < p
| <0.8η > 0.50 GeV/c and |
T
Associated: p
 = 7 TeVsALICE pp at  
Data (corrected)
Pythia 6 -  Perugia 0 
Pythia 8 -  Tune 1 
Phojet
Figure 6.14: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV
(right). Leading-track: 6.0 < pT,LT < 10.0 GeV/c. For visualization purposes
the ∆φ axis is not centered around 0. Shaded area in upper plots: systematic
uncertainties. Shaded areas in bottom plots: sum in quadrature of statistical and
systematic uncertainties. Horizontal error bars: bin width.
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Figure 6.15: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV
(right). Leading-track: 2.0 < pT,LT < 4.0 GeV/c. For visualization purposes the
∆φ axis is not centered around 0. Shaded area in upper plots: systematic un-
certainties. Shaded areas in bottom plots: sum in quadrature of statistical and
systematic uncertainties. Horizontal error bars: bin width.
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Figure 6.16: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV
(right). Leading-track: 4.0 < pT,LT < 6.0 GeV/c. For visualization purposes the
∆φ axis is not centered around 0. Shaded area in upper plots: systematic un-
certainties. Shaded areas in bottom plots: sum in quadrature of statistical and
systematic uncertainties. Horizontal error bars: bin width.
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Figure 6.17: Azimuthal correlation at
√
s = 0.9 TeV (left) and
√
s = 7 TeV
(right). Leading-track: 6.0 < pT,LT < 10.0 GeV/c. For visualization purposes
the ∆φ axis is not centered around 0. Shaded area in upper plots: systematic
uncertainties. Shaded areas in bottom plots: sum in quadrature of statistical and
systematic uncertainties. Horizontal error bars: bin width.
6.4 Comparison with ATLAS results
We are interested in comparing independent measurements with different sys-
tematic uncertainties from the various LHC experiments. For this purpose the
LHC-wide Minimum Bias and Underlying Event working-group [5] has defined
some common settings for a combined analysis. These settings are the ones used
in our measurement and are outlined in Sect. 5.1. So far the ATLAS collabo-
ration has published an analysis [11] fulfilling these criteria: the hard scale is
given by the leading-track pT and the acceptance considered is |η| < 0.8. Only
charged particles with pT > 0.5 or 1 GeV/c are considered. The leading-track is
not included in the Toward region and in the azimuthal correlations. The com-
parison between ALICE and ATLAS results is shown in Appendix B.1, where
we plot the ratio of the number density and summed pT measured by the two
experiments in all the topological regions at both collision energies. The overall
agreement is within 3 standard deviations of the statistical error. Nevertheless
at
√
s = 7 TeV the ALICE measurement tends to systematically underestimate
the ATLAS results by about 5%.
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Figure 6.18: Ratio between
√
s = 0.9 TeV and
√
s = 7 TeV for number density
(left) and summed pT (right) distributions in the Transverse region. Statistical
uncertainties only.
Moreover, ATLAS has published an UE measurement in the detector’s full
pseudo-rapidity coverage of |η| < 2.5 [10]. The comparison with our measurement
is shown in Appendix B.2, for track pT > 0.5 GeV/c. Given the different pseudo-
rapidity ranges considered in the two measurements, the results in the Toward
and Away regions are not comparable. Moreover, in the ATLAS case the leading
track is included in the Toward region. On the other hand, the mean values
of the Transverse plateaus are in good agreement, indicating an independence
of the UE activity on the pseudo-rapidity in the pT,LT range considered (even
though in this case our measurement tends to slightly overestimate the ATLAS
measurement at
√
s = 0.9 TeV). The discrepancy at lower values of pT,LT in this
region is explained by the different acceptance [100].
6.5 Energy scaling
In Fig. 6.18 (left) we show the ratio between the number density distribution at√
s = 7 TeV and
√
s = 0.9 TeV. Most of the systematic uncertainties are expected
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Number density Summed pT
pT > 0.15 GeV/c 1.76 ± 0.02 2.00 ± 0.03
pT > 0.5 GeV/c 1.97 ± 0.03 2.16 ± 0.03
pT > 1.0 GeV/c 2.32 ± 0.04 2.48 ± 0.05
Table 6.2: Constant fit in 4 < pT,LT < 10 GeV/c to the ratio between
√
s =
0.9 TeV and
√
s = 7 TeV for number density (left) and summed pT (right) distri-
butions in the Transverse region.
to be correlated between the two energies, therefore we consider only statistical
uncertainties. The ratio saturates for leading-track pT > 4 GeV/c. The results of
a constant fit in the range 4 < pT,LT < 10 GeV/c are reported in Table 6.2. The
measured scaling factor for a pT threshold of 0.5 GeV/c is in agreement with the
observations of ATLAS [10, 11] and CMS [81].
In Fig. 6.18 (right) we show the ratio between the distribution at
√
s = 7 TeV
and
√
s = 0.9 TeV, considering only statistical errors as before. The results of a
constant fit in the range 4 < pT,LT < 10 GeV/c are reported in Table 6.2. Also in
this case the scaling factor is in agreement with ATLAS and CMS results.
The summed pT distribution rises slightly faster as a function of
√
s than the
number density distribution, indicating that the available energy tends to increase
the particles’ transverse momentum in addition to the multiplicity. This is in
qualitative agreement with an increased relative contribution of hard processes
to the Underlying Event with increasing collision energy.
In Table 6.1 we compared our results on the UE activity in the plateau (in
the Transverse region) with a measurement by the CDF collaboration [40]. CDF
measured the UE as a function of charged-particle-jet pT at a collision energy
of 1.8 TeV . The particle pT threshold is 0.5 GeV/c and the acceptance |η| < 1.
In the Transverse region CDF measures 3.8 charged particles per unit pseudo-
rapidity above the pT threshold at leading-jet pT = 20 GeV/c, which falls in the
plateau region. This number needs to be divided by 2pi in order to be compared
with the average number of particles in the plateau from Table 6.1 at the same
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Figure 6.19: Comparison of number density in the plateau of the Transverse
region (blue points, see Table 6.2) and dNch/dη at mid-rapidity (scaled by 1/2pi)
in minimum-bias events measured by the ATLAS collaboration [9] (black points).
The CDF measurement [40] of the UE is also shown (second blue full-point). In
all cases only particles with pT > 0.5 GeV/c are considered. The full lines show
fits with the functional form a + b ln
√
s. The dotted line is the minimum-bias
measurement scaled to match the first UE data-point. More details in the text.
threshold value. The scaled CDF result is 0.60, also shown in Table 6.1 for com-
parison. As expected, it falls between our two measurements at
√
s = 0.9 TeV
and
√
s = 7 TeV. Interpolating between our measurements assuming a logarith-
mic dependence on
√
s results in 0.62 charged particles per unit area at 1.8 TeV,
consistent with the CDF result.
Figure 6.19 presents the number density in the plateau of the Transverse
region for pT > 0.5 GeV/c compared with dNch/dη at mid-rapidity (scaled by
1/2pi) measured by the ATLAS collaboration [9]. The dNch/dη value is measured
in events with at least one charged particle in the ATLAS acceptance (|η| < 2.5)
and for particles with pT > 0.5 GeV/c. The CDF data-point for the UE measure-
ment is also shown in Fig. 6.19. We fit both measurements, UE and Minimum
Bias (MB), with a logarithmic dependence on the collision energy (a + b ln
√
s),
165
6. RESULTS
also shown in Fig. 6.19 as solid lines. We observe that at
√
s = 7 TeV the multi-
plicity density in the UE is about 2.5 times larger than in the minimum-bias case.
This is due to the fact that the UE measurement is performed in a sub-sample
of the minimum-bias events, in which we require the leading particle to be in
a limited pT range: 4 < pT,LT < 10 GeV/c at
√
s = 0.9 TeV and 10 < pT,LT <
25 GeV/c at
√
s = 7 TeV. The lower threshold on the leading-particle pT reduces
the amount of diffractive events considered (see Sect. 5.3.1), while enhancing the
case of 2-to-2 hard scatterings.
Moreover, this comparison points out that the slope of the UE multiplicity-density
scaling with ln
√
s is much steeper in the UE than in the MB case. This obser-
vation confirms the idea that different physics processes contribute to different
extent to the UE or MB activity.
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6.6 Conclusions
We have characterized the Underlying Event in pp collisions at
√
s = 0.9 and
7 TeV by measuring the number density, the summed-pT and the azimuthal cor-
relation of charged particles with respect to the leading particle. The first two
quantities are evaluated in three topological regions: Toward, Transverse and
Away. Three different track-pT lower thresholds are considered: pT,min = 0.15,
0.5 and 1 GeV/c. The analysis is based on about 6 · 106 minimum bias events at√
s = 0.9 TeV and 25 ·106 events at √s = 7 TeV recorded by the ALICE detector
during the data-taking periods from April to July 2010. Measured data have
been corrected for detector-related effects; in particular we applied a data-driven
correction to account for the misidentification of the leading particle and for the
contamination from secondaries produced in the decays of strange particles. The
systematic uncertainties related to our correction procedure have also been esti-
mated. The fully-corrected final distributions are compared with PYTHIA 6.4,
PYTHIA 8 and PHOJET, showing that pre-LHC tunes have difficulties describ-
ing the data. These results are an important ingredient in the required retuning
of those generators.
Out of the presented distributions, the Transverse region is particularly sen-
sitive to the Underlying Event. The event activity in this region has a steep
increase for leading particle pT,LT below ∼ 3 GeV/c. For higher pT,LT the distri-
butions tend to saturate at different values depending on pT,min. For the number
density distribution at
√
s = 0.9 TeV these values are 1.00 ± 0.04, 0.45 ± 0.02 and
0.16 ± 0.01 for pT,min = 0.15, 0.5 and 1 GeV/c, respectively. At
√
s = 7 TeV the
saturation values are 1.82 ± 0.06, 0.95 ± 0.03 and 0.41 ± 0.01. The summed-pT
distribution at 0.9 TeV saturates at 0.62 ± 0.02 GeV/c, 0.45 ± 0.02 GeV/c and
0.24 ± 0.01 GeV/c for pT,min = 0.15, 0.5 and 1 GeV/c, respectively. At 7 TeV the
values are 1.43 ± 0.05 GeV/c, 1.15 ± 0.04 GeV/c and 0.76 ± 0.03 GeV/c.
The saturation indicates the onset of the event-by-event partitioning into az-
imuthal regions containing the particles from the hard scattering and the UE
region. The bulk particle production becomes independent of the hard scale.
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We observe that the ratio between the distributions at
√
s = 0.9 and 7 TeV
in this region saturates at a value of about 2 for track pT > 0.5 GeV/c. The
summed-pT distribution rises slightly faster as a function of
√
s than the number
density distribution, indicating that the available energy tends to increase the
particles’ transverse momentum in addition to the multiplicity. This is in quali-
tative agreement with an increased relative contribution of hard processes to the
Underlying Event with increasing
√
s. Moreover, the average number of particles
at large pT,LT in the Transverse region scales logarithmically with the collision
energy faster than dNch/dη in minimum-bias events, indicating that different
physics processes contribute to different extent to the UE or minimum bias ac-
tivity. Therefore models aiming at a correct reproduction of these minimum-bias
and Underlying Event distributions need a precise description of the interplay
of the hard process, the associated initial and final-state radiation and multiple
parton interactions.
In general our results are in good qualitative and quantitative agreement with
measurements from other LHC experiments (ATLAS and CMS) and show similar
trends to that of the Tevatron (CDF).
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Appendix A
Corrections on real data
In this Appendix we present the effect of each correction on the real data. Black
dots represent the data prior to any correction step, solid lines are the data
corrected for the mentioned correction step (including the previous ones). The
correction factors are evaluated with PYTHIA. We show only results for the track
pT threshold of 0.15 GeV/c since this is the case in which the maxima corrections
are applied.
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Figure A.1: Number density at
√
s = 0.9 TeV (left) and
√
s =7 TeV (right)
in Toward (top), Transverse (middle) and Away (bottom) regions. Track pT >
0.15 GeV/c.
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Figure A.2: Summed pT at
√
s = 0.9 TeV (left) and
√
s =7 TeV (right) in Toward
(top), Transverse (middle) and Away (bottom) regions. Track pT > 0.15 GeV/c.
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A.3 Azimuthal correlations
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Figure A.3: Azimuthal correlation between tracks and leading track at
√
s =
0.9 TeV (left) and
√
s =7 TeV (right). Leading track: 0.5 < pT < 1.5 GeV/c.
Tracks: pT > 0.15 GeV/c.
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Figure A.4: Azimuthal correlation between tracks and leading track at
√
s =
0.9 TeV (left) and
√
s =7 TeV (right). Leading track: 2.0 < pT < 4.0 GeV/c.
Tracks: pT > 0.15 GeV/c.
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Figure A.5: Azimuthal correlation between tracks and leading track at
√
s =
0.9 TeV (left) and
√
s =7 TeV (right). Leading track: 4.0 < pT < 6.0 GeV/c.
Tracks: pT > 0.15 GeV/c.
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Figure A.6: Azimuthal correlation between tracks and leading track at
√
s =
0.9 TeV (left) and
√
s =7 TeV (right). Leading track: 6.0 < pT < 10.0 GeV/c.
Tracks: pT > 0.15 GeV/c.
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Appendix B
Comparison with ATLAS results
In this Appendix we show a comparison between our measurement of the UE and
the results from the ATLAS collaboration. In Appendix B.1 the results from both
experiments are considered in the acceptance |η| < 0.8. ATLAS data-points are
extracted with a graphical digitizer from [11]. In Appendix B.2 the full ATLAS
acceptance |η| < 2.5 is considered (for ALICE |η| < 0.8). The leading particle is
included in the Toward region in the ATLAS measurement but not in the ALICE
measurement. In this case the ATLAS results are published in [10] and the data-
points available at [4].
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Figure B.1: Ratio between ALICE and ATLAS [11] results for the number den-
sity (left) and summed pT (right) distributions in the Toward (top), Transverse
(middle) and Away (bottom) regions. The leading particle is not included in the
Toward region. In the ratio ATLAS errors are statistical and systematic added in
quadrature and ALICE data-points have no error. The coloured band represents
the ALICE statistical and systematic errors added in quadrature. Particle pT >
0.5 GeV/c and |η| < 0.8 for both experiments. √s = 0.9 TeV.
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B.1 ATLAS limited phase-space: |η| < 0.8
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Figure B.2: Ratio between ALICE and ATLAS [11] results for the number den-
sity (left) and summed pT (right) distributions in the Toward (top), Transverse
(middle) and Away (bottom) regions. The leading particle is not included in the
Toward region. In the ratio ATLAS errors are statistical and systematic added in
quadrature and ALICE data-points have no error. The coloured band represents
the ALICE statistical and systematic errors added in quadrature. Particle pT >
0.5 GeV/c and |η| < 0.8 for both experiments. √s = 7 TeV.
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Figure B.3: Ratio between ALICE and ATLAS [11] results for the number den-
sity (left) and summed pT (right) distributions in the Toward (top), Transverse
(middle) and Away (bottom) regions. The leading particle is not included in the
Toward region. In the ratio ATLAS errors are statistical and systematic added in
quadrature and ALICE data-points have no error. The coloured band represents
the ALICE statistical and systematic errors added in quadrature. Particle pT >
1 GeV/c and |η| < 0.8 for both experiments. √s = 0.9 TeV.
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B.1 ATLAS limited phase-space: |η| < 0.8
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Figure B.4: Ratio between ALICE and ATLAS [11] results for the number den-
sity (left) and summed pT (right) distributions in the Toward (top), Transverse
(middle) and Away (bottom) regions. The leading particle is not included in the
Toward region. In the ratio ATLAS errors are statistical and systematic added in
quadrature and ALICE data-points have no error. The coloured band represents
the ALICE statistical and systematic errors added in quadrature. Particle pT >
1 GeV/c and |η| < 0.8 for both experiments. √s = 7 TeV.
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B.2 ATLAS full phase-space: |η| < 2.5
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Figure B.5: Ratio between ALICE and ATLAS [10] results for the number density
(left) and summed pT (right) distributions in the Toward (top), Transverse (mid-
dle) and Away (bottom) regions. The leading particle is included in the Toward
region only in the ATLAS measurement. In the ratio ATLAS errors are statis-
tical and systematic added in quadrature and ALICE data-points have no error.
The coloured band represents the ALICE statistical and systematic errors added
in quadrature. Particle pT > 0.5 GeV/c, |η| < 0.8 for ALICE and |η| < 2.5 for
ATLAS.
√
s = 0.9 TeV.
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B.2 ATLAS full phase-space: |η| < 2.5
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Figure B.6: Ratio between ALICE and ATLAS [11] results for the number density
(left) and summed pT (right) distributions in the Toward (top), Transverse (mid-
dle) and Away (bottom) regions. The leading particle is included in the Toward
region only in the ATLAS measurement. In the ratio ATLAS errors are statis-
tical and systematic added in quadrature and ALICE data-points have no error.
The coloured band represents the ALICE statistical and systematic errors added
in quadrature. Particle pT > 0.5 GeV/c, |η| < 0.8 for ALICE and |η| < 2.5 for
ATLAS.
√
s = 7 TeV.
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