ABSTRACT Green energy powered cognitive radio is proposed as a promising method to improve the energy efficiency (EE) and spectrum efficiency (SE). We consider the green power farms that harvest energy from solar and wind, which is used for the primary transmitter and the cognitive sensor network (CSN). The primary transmitter has priority to utilize the spectrum and the energy, and then the energy powered for the CSN may not be sufficient. Both the energy management and energy harvesting process will affect the throughput of the cognitive sensors (CSs). In this paper, we aim to design the system parameters in the CSN (including the sensing threshold, the sensing time, the final decision threshold in the fusion center, and the number of cooperating CSs) that can improve the utilization efficiency of the harvested energy and maximize the CSs' throughput. Since the parameters are intertwined with the energy causality constraint and the average throughput, we decouple the influence of final decision threshold on the throughput from the influence of the sensing time and sensing threshold. The optimization problem is divided into two subproblems. Algorithm 1 and Algorithm 2 are proposed to solve sub-problem 1 and sub-problem 2, respectively. The simulation results show that the proposed scheme can improve the average throughput significantly, and is able to achieve the best tradeoff between SE and EE.
I. INTRODUCTION
In the next generation wireless networks, spectrum efficiency (SE), energy efficiency (EE) and cost efficiency (CE) are used as 3 obligatory performance evaluation metrics [1] . Recently, they have attracted much attention by the researchers in both industry and academy [2] . Cognitive radio (CR) and energy harvesting are proposed as promising methods to solve the spectrum scarcity and energy constrained problems, respectively [3] . In cognitive radio, the secondary users can utilize the licensed spectrum opportunistically on the condition that the interference to the primary user (PU) is under a tolerable level, which helps achieve higher spectrum efficiency [4] . Spectrum sensing is a key process for CR, and
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Energy harvesting from ambient sources (solar, wind, radio frequency), which is renewable and usually environmentally friendly, is a promising technique to achieve green communication [6] . Green means not only to decrease the dependency on electric grid but also improve the energy efficiency. Because of the high cost per watt, green energy powered network is not widely used. However, it is an economically friendly and sustainable solution to the energy-constrained problem [7] . The energy harvested from radio frequency (RF) is usually limited, hence it is usually used to sustain the operation of low power sensor nodes [8] . We consider the green power farms that harvest energy from solar or wind, which can be used for wireless sensor networks and base stations in a cellular network, etc.
Motivated by the advances in green energy harvesting, we focus on investigating the green energy powered cognitive sensor network. If the energy source is stable and sufficient, the cognitive sensor network (CSN) can be powered by harvesting free energy without requiring external power grid [9] , [10] . Thus, both the SE and EE gains can be achieved by using energy harvesters in the CSN. Due to the characteristics of the energy harvesting based CSN, joint optimization of spectrum allocation and energy management should be considered when designing the system parameters [11] .
Some related works that investigate green energy powered CSN are as follows. In [12] , the architecture, typical applications and key challenges of RF-powered cognitive radio sensor network are investigated. Zheng et al. [13] considered harvesting-throughput tradeoff, the CS's transmit power and the harvesting time are optimized to maximize the throughput of the network on the condition that the energy causality constraint and the primary interference constraint are satisfied. Al-Hraishawi and Baduge [14] investigated cognitive massive multiple-input and multiple-output (MIMO) system with underlay spectrum sharing, the CSs can utilize the licensed spectrum opportunistically and harvest energy from primary signal. In [15] , considering that the energy consumption and opportunistic spectrum access are affected by the PU traffic statistics, the sensing interval is optimized to balance the spectrum access and energy harvesting. In an orthogonal frequency division multiple access (OFDMA)-based CR network which is powered by energy harvesting, the optimal spectrum sensing policy is proposed to maximize the SU capacity [16] .
In reality, the energy arrival process may be random, hence it is important to design the system parameters of the CSN such that the green energy allocation is optimized [17] . We consider that the primary transmitter (PT) and the CSN are powered by Solar Panel and Wind Turbine. The PT has priority to utilize the spectrum and the energy, and is assumed to work continuously with the harvested energy. Then, the energy powered for the CSN may not be sufficient. In this case, the energy management and allocation is a critical issue for the CSN.
In the CSN, cooperative sensing among multiple CSs is employed to detect the PT's status. And the overlay mode is used for secondary spectrum access, i.e., only when the PT is absent, one of the CSs is allowed to access the licensed spectrum. The total energy consumption of the CSN is composed of spectrum sensing energy, energy of sensing results reporting, energy of electronic circuits and data transmission energy. The harvested energy will be stored in a rechargeable battery before it is used by the CSN. If the residual energy in the battery is larger than or equal to the total energy consumption, the sensing-reporting-transmission process will be performed, which is called operating mode; otherwise, the CSN will do nothing and be in sleep mode. Thus, both the energy consumption and the energy harvesting process will affect the throughput of the CSs. To enhance the average throughput, the harvested energy should be carefully allocated and optimized.
To make full use of the spectrum opportunities, greedy spectrum access policy is employed [18] . The CSs will transmit data when the CSN works in operating mode and the PT is sensed to be absent. To increase the throughput of CSs, the probability of operating mode and the performance of cooperative sensing should be improved. For a given energy arrival rate, the lower the energy consumption, the higher the probability of operating mode. Thus, we consider maximizing the CSs' throughput by decreasing the energy consumption of the CSN and making best use of the secondary spectrum opportunities.
When the harvested energy is insufficient, the throughput of the CSs will be degraded. In this case, how to efficiently utilize the spectrum and the energy is a critical issue which must be considered. In this paper, we consider optimizing the system parameters in the CSN (including the sensing threshold, the sensing time, the final decision threshold in the fusion center and the number of cooperating CSs) that can maximize the throughput and improve the utilization efficiency of the harvested energy. It is difficult to obtain the optimal system parameters from the optimization problem directly owing to the fact that they are intertwined with the energy causality constraint and the average throughput. To solve the problem, the influence of the final decision threshold on the throughput is decoupled from the influence of the sensing threshold and the sensing time. The optimization problem is divided into two sub-problems. In sub-problem 1, the harvested energy is insufficient for the CSN, the system parameters are jointly optimized to achieve the best tradeoff between the energy and spectrum. In sub-problem 2, the harvested energy is sufficient, and the analysis of the optimization problem is similar to that of sub-problem 1. Finally, Algorithm 1 and Algorithm 2 are proposed to solve sub-problem 1 and subproblem 2 respectively. Simulation results show the effects of the system parameters on the CSs' throughput for the cases that the energy is sufficient and insufficient respectively. The proposed scheme can improve the average throughput significantly, and is able to achieve the best tradeoff between spectrum efficiency and energy efficiency. In addition, it is important to select the optimal number of cooperating CSs and optimize the energy management especially when the energy is insufficient.
The rest of the paper is organized as follows. The system model of the green CSN and problem formulation are provided in Section II. Section III is devoted to the solutions of the optimization problem. In Section IV, simulation results are provided to evaluate the proposed scheme. Finally, conclusions are drawn in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In the system model illustrated in Fig. 1 , we consider that the PT is powered by green energy sources, e. g. Solar Panel and Wind Turbine, etc. The CSN is consist of a fusion center (FC) and N cognitive sensors. Suppose that the PT has the priority VOLUME 7, 2019 FIGURE 1. Green cognitive sensor network model. to use the spectrum and the harvested energy, then the energy powered for the CSN may not be sufficient (e.g., affected by weather and time). In this paper, it is assumed that the PT is able to work continuously with the harvested energy. The CSs utilize the licensed spectrum opportunistically, i.e., only when the PT is detected to be idle, one of the CSs is allowed to access the spectrum. Refer to Table 1 for the main notations.
For the CSN, the energy harvested from Solar Panel will be stored in a rechargeable battery before it is used. Suppose that the battery capacity of the CSN is large enough, then the performance analyses will be more tractable. The frame structure for energy harvesting CSN with cooperative sensing is shown in Fig. 2 . Let E a,t represents the energy arrival process, which is modeled as an i.i.d. random process with mean E{E a,t } = . The frame duration is T , which is divided into sensing phase, reporting phase and data transmission phase [19] . In the sensing phase, all the CSs conduct spectrum sensing simultaneously with slot duration τ . Then, the sensing results will be reported to the FC through a common control channel sequentially (each reporting time is τ r ). The FC makes a final decision to decide whether the PT is idle (H 0 ) or busy (H 1 ). When the PT is idle, the secondary data transmission is performed with duration T − τ − N τ r . Let ρ s denotes the sensing power, ρ r denotes the reporting power and ρ t denotes the power of the secondary transmitter. The power of the electronic circuits is ρ c . The energy consumption of sensing, reporting and data transmission during one frame is computed by
We assume that the energy harvested from ambient sources in frame t can be used in frame t + 1 immediately. If the residual energy in the battery E r,t is larger than or equal to 1 , the sensing-reporting-transmission process will be performed. In this case, t = 1, which represents the operating mode for the CSN. However, when E r,t is smaller than 1 , the CSN will be in sleep mode in frame t, which is denoted as t = 0. The energy consumption in frame t is given by E c,t = t · 1 PT is sensed to be idle, t · 2 PT is sensed to be busy.
where 2 = N ρ s τ +N ρ r τ r +N ρ c (τ +τ r ). Then, the residual energy in the battery at the beginning of frame t + 1 can be computed by E r,t+1 = E r,t − E c,t + E a,t . It is assumed that the PU's signal is binary phase shift keying (BPSK) signal, and the noise is real-valued Gaussian variable. In the local sensing phase, the energy detection method is used to detect the PT's status. Suppose that the distance between each CS is much smaller than the distance between PT and the CSN, then the sensing signal-to-noise ratio (SNR) of each CS is approximately same. The local false alarm probability p fa is given by [20] 
is the normalized threshold of λ, σ 2 n is the noise power, f s is the sampling frequency of the energy detector. The local detection probability p de is [20] 
where γ s is the sensing SNR. For a given p de , the local false alarm probability can be expressed as p fa = Q(g(τ )), where
. After local spectrum sensing, each CS makes ''one bit'' decision and sends it to the FC. The counting rule is used to decide whether the PT is idle or busy. Thus, the final false alarm and detection probabilities of the CSN are, respectively [19] 
where I x (·, ·) is the regularized incomplete beta function, n is the final decision threshold of FC.
In the operating mode, the CS will transmit data in two scenarios. Scenario 1: The PT is actually idle, and the final decision of FC is also idle. This scenario happens with probability p(H 0 )(1 − P F ). Scenario 2: The PT is actually busy, but the final decision is idle. This scenario happens with probability p(H 1 )(1 − P D ). In these two scenarios, the energy consumption of data transmission is (ρ t + ρ c )(
Thus, the average energy consumption in the operating mode is computed by [21] 
In the sleep mode, the CSN will do nothing until the residual energy in the battery is larger than or equal to 1 . Thus, the energy harvesting process will affect the average throughput of the CSs. The larger the probability of operating mode (denoted as p o ), the higher the CSs' throughput. Based on the energy causality constraint, from a long term perspective, we can obtain the probability of operating mode as follows [22] : p o ≤ min(1, β), where β = Ē . Suppose that greedy spectrum access policy is employed in the CSN to make full use of the spectrum opportunities, then p o will be equal to min(1, β). When β < 1, p o = β, the harvested energy is insufficient for the CSN, hence the average throughput for the CSs will be degraded. When β ≥ 1, p o = 1, in this case, the CSN has sufficient energy to utilize the spectrum opportunities.
The CSs conduct data transmission only when the CSN works in operating mode and the PT is detected to be idle. In scenario 1 of operating mode, the secondary data transmission rate is
), where g s is the channel gain between the secondary transmitter and the secondary receiver (SR), σ 2 s is the noise power at the SR. In scenario 2 of operating mode, the secondary data transmission rate is
, where ρ p is the transmit power of the PT, g p is the channel gain between the PT and the SR [4] . Based on the above analysis, the normalized average throughput for the CSs can be calculated as
where
The energy arrival process will affect the throughput of the CSs. When the harvested energy is insufficient, how to utilize the energy and the spectrum efficiently is a critical issue which must be considered. Note that the energy causality constraint is included in the probability of operating mode. To reduce the interference to PU, the detection probability should be greater than or equal to a target value P th D . In this paper, our objective is to derive the optimal sensing threshold κ, sensing duration τ , final decision threshold n for maximizing the average throughput of the CSs. The optimization problem is stated as follows:
The following three factors will be considered when we analyze the objective function. 1) When missed detection happens, the primary signal is considered as an interference to the SR, hence the value of C 2 will be small; 2) To sufficiently protect the PU, P th D will be set larger than a target value (In IEEE 802.22, the target detection probability is 0.9 for the SNR of -20dB); 3) The probability that the PT is idle P(H 0 ) is supposed to be large, thus it is economically advisable to utilize the spectrum opportunities. Based on the above analysis, the optimization problem can be approximated by maximizing T 1 · min(1, β) subject to (12)- (14).
III. SOLUTIONS OF THE OPTIMIZATION PROBLEM
In this section, we divide the optimization problem into two sub-problems. 1) β < 1, which indicates that the harvested energy is insufficient, in this case, the objective function is βT 1 ; 2) β ≥ 1, which indicates that the harvested energy is sufficient, then the objective function becomes T 1 . The system parameters, including the sensing threshold κ, sensing duration τ and final decision threshold n will be jointly optimized for each sub-problem.
A. SOLUTIONS OF SUB-PROBLEM 1
In the sub-problem 1, the optimization problem becomes maximizing βT 1 subject to (12)- (14) . First, the sensing duration τ and sensing threshold κ are optimized for a given final decision threshold n. Then, the optimal value of n will be analyzed for a given pair of τ and κ. Finally, the efficient algorithm is derived to optimize the parameters.
For a given n, settingT = βT 1 =
, the first partial derivative ofT with respect to τ can be derived as follows:
VOLUME 7, 2019
It is derived that
dp fa dτ , and dp fa
. It is difficult to analyze the property of ∂T/∂τ directly. Let
where α 1 , α 2 and α 3 are as follows
Since lim τ →0 dP F dτ = −∞, we can obtain that lim τ →0 = +∞, lim τ →T −N τ r < 0. Then, according to the relationship between and ∂T/∂τ , it can be derived that lim τ →0 ∂T/∂τ = +∞, lim τ →T −N τ r ∂T/∂τ < 0. Thus, the optimal value of τ that maximizesT must exist in the interval (0, T − N τ r ). If there is a unique value of τ that can make ∂T/∂τ = 0,T must be a unimodal function of τ in the interval (0, T −N τ r ). Next, we will prove thatT is a unimodal function of τ .
Setting ∂T/∂τ = 0, it is derived that
The above equation can be rewritten as h(τ ) = f (τ ), where h(τ ) = − 1 2 g 2 (τ ), and
If h(τ ) and f (τ ) have only one intersection point, there will be a unique value of τ that can make ∂T/∂τ = 0. Next we will investigate the properties of h(τ ) and f (τ ). The first derivative of f (τ ) with respect to τ is
where r 1 (τ ) = dp fa dτ
and
In the above equation,
, and c 1 , c 2 , c 3 are as follows
The first derivative of h(τ ) versus τ is
We consider four cases when analyzing the properties of h(τ ) and f (τ ). In each case, it will be proved that h(τ ) and f (τ ) have only one intersection point.
Case 1: The value of Q −1 (p de ) is greater than or equal to 0, in this case, g(τ ) > 0, dh(τ )/dτ < 0, h(τ ) is a decreasing function of τ over the range (0, T −N τ r ). Thus, f (τ ) and h(τ ) have only one intersection point, which is illustrated in Fig. 3 . 
Case 2:
The value of Q −1 (p de ) is less than 0 and
is an increasing function of τ over the range (0, T − N τ r ). According to (24) and (25), it can be derived that df (τ ) dτ > −r 1 (τ ) > − dp fa dτ
Then, according to [23] , for any value of x (x ≤ 0), we can obtain that
Thus, according to (30), it is derived that
dτ , f (τ ) increases faster than h(τ ). As is shown in Fig. 4 , f (τ ) and h(τ ) will have only one intersection point.
Case 3: The value of Q −1 (p de ) is less than 0 and X < T − N τ r . In this case, h(τ ) is an increasing function of τ over the range (0, X) and decreases with τ for τ ∈ [X, T − N τ r ).
In case 3, we assume that f (τ ) and h(τ ) have one intersection point in 0 < τ ≤ X. Since f (τ ) increases faster than h(τ ) and h(τ ) is a decreasing function of τ for τ ∈ [X, T − N τ r ), f (τ ) will not intersect with h(τ ) over the range [X, T − N τ r ).
As is shown in Fig. 5 , f (τ ) and h(τ ) have only one intersection point. 
Case 4:
The value of Q −1 (p de ) is less than 0 and X < T − N τ r , f (τ ) and h(τ ) do not have an intersection point in 0 < τ < X. Since f (τ ) is an increasing function of τ and h(τ ) decreases with τ over the range [X, T − N τ r ), f (τ ) will intersect with h(τ ) once for τ ∈ [X, T − N τ r ). In this case, f (τ ) and h(τ ) have only one intersection point, which can be seen in Fig. 6 .
Based on the analyses of the four cases, h(τ ) and f (τ ) have only one intersection point. Thus, there will be a unique value of τ that can make ∂T/∂τ = 0,T must be a unimodal function of τ in the interval (0, T − N τ r ). Then, we can use bisection algorithm to find the optimal value of τ .
After we obtain the optimal sensing time τ opt , the optimal sensing threshold is analyzed as follows. First, given a target probability of detection P th D , the local detection probability p de is computed by p de = I −1 (P th D , n, N − n − 1). Then, according to (4), the optimal sensing threshold κ opt is
In what follows, the optimal value of n will be analyzed for a given pair of τ and κ. The methodology in [24] can be used to solve the optimization problem. First of all, two functions are defined as follows
where θ is a positive number and n is the final decision threshold.
Theorem 1:
The function H(θ ) decreases with θ . Proof: Given final decision threshold n, we obtain that ∂G(n, θ)/∂θ = −Ē < 0, hence G(n, θ) decreases with θ . For any δ > 0, we have G(n, θ + δ) < G(n, θ). Since n is the final decision threshold (n = 1, 2, · · · , N ), it can be derived that
Thus, for any value of n, G(n, θ + δ) < H(θ), and we have
Since δ is a positive number, we can conclude that H(θ ) decreases with θ , Theorem 1 is proved. Theorem 2: The zero solution to H(θ) is the maximal throughput.
Proof: Given final decision threshold n, we have G(n,T(n)) = 0. Suppose that n 0 is the optimal value of n, thenT(n 0 ) is the maximal value of throughput. Let θ * represents the zero solution to H(θ ), and n * is the value that can maximize G(n, θ * ). Since H(θ) decreases with θ (Theorem 1), for any value of θ † which is larger than θ * , it is derived that
Hence any value of θ † which is larger than θ * can not satisfy G(n, θ † ) = 0, θ * is the maximal value of θ that VOLUME 7, 2019 satisfies G(n, θ) = 0. Then we can conclude that θ * =T(n 0 ), n * = n 0 . Thus, the zero solution to H(θ ) is the maximal throughput, Theorem 2 is proved.
Since the function H(θ ) decreases with θ and the zero solution to H(θ ) is the maximal throughput, the bisection algorithm can be used to find the root of H(θ) = 0. To obtain the value of n that maximizes the function G(n, θ), let ∂G(n, θ)/∂n ≈ G(n + 1, θ) − G(n, θ) = 0, then we can obtain that
Since n = 1, 2, · · · , N is the final decision threshold (positive integer), we have ln χ − N ln
(38)
Algorithm 1 Find the Values of τ , κ and n That MaximizesT
Initialization:
; m 1 = 1; m 2 = N ; i = 0; n(0) = 1; tolerance δ (small value) Repeat 1) Find the zero solution to ∂T/∂τ (denoted as τ opt ) using bisection algorithm with n(0), compute κ opt according to (31).
and n(i + 1).
For sub-problem 1, efficient Algorithm 1 is proposed to optimize the sensing time, the sensing threshold, and the final decision threshold in FC such thatT is maximized. Note that τ (i), κ(i), n(i) andT(i) denote the values of τ , κ, n andT in ith iteration respectively. Algorithm 1 is provided on the top of page 6.
B. SOLUTIONS OF SUB-PROBLEM 2
In the sub-problem 2, β ≥ 1, the optimization problem becomes maximizing T 1 subject to (12)- (14) . Similar to subproblem 1, the sensing duration τ and sensing threshold κ are optimized for a given n firstly. Then, the optimal value of n will be analyzed for a given pair of τ and κ. Finally, the efficient algorithm is derived to optimize the parameters.
Given final decision threshold n, the first partial derivative of T 1 versus τ is
According to the analyses of sub-problem 1, we have lim τ →0 dP F /dτ = −∞, then it is derived that lim τ →0 ∂T 1 /∂τ = +∞, lim τ →T −N τ r ∂T 1 /∂τ < 0. Thus, the optimal value of τ that maximizes T 1 must exist in the interval (0, T − N τ r ). It will be proved that there is a unique value of τ that can make ∂T 1 /∂τ = 0 and T 1 is a unimodal function of τ . Setting ∂T 1 /∂τ = 0, we have
The above equation can be rewritten as h(τ ) = l(τ ), where
Similar to the analyses of the four cases in sub-problem 1, it can be easily proved that l(τ ) is an increasing function of τ , h(τ ) and l(τ ) have only one intersection point. Thus, there is a unique value of τ that can make ∂T 1 /∂τ = 0, T 1 must be a unimodal function of τ in the interval (0, T − N τ r ). We can use bisection algorithm to find the optimal value of τ such that T 1 is maximized. When the optimal sensing time is obtained, the optimal sensing threshold can be computed by (31).
For the final decision threshold n, it is difficult to analyze the property of objective function T 1 over n. Since n is a positive integer, we can search n from 1 to N to find the optimal value, which is not complicated.
For sub-problem 2, efficient Algorithm 2 is proposed to optimize the system parameters such that T 1 is maximized. Note that τ (j), κ(j), n(j) and T 1 (j) denote the values of τ , κ, n and T 1 in jth iteration respectively. Algorithm 2 is provided on the top of page 7.
Algorithm 2
Initialization: j = 0; n(0) = 1; tolerance δ (small value) Repeat 1) Find the zero solution to ∂T 1 /∂τ (denoted as τ opt ) using bisection algorithm with n(0), compute κ opt according to (31). 2) τ (j + 1) ⇐ τ opt , κ(j + 1) ⇐ κ opt 3) Find the optimal final decision threshold (denoted as m) that maximizes T 1 . 4) n(j + 1) ⇐ m 5) Obtain the throughput T 1,opt with τ (j + 1), κ(j + 1) and n(j + 1).
IV. SIMULATION RESULTS
In this section, we provide simulation results to evaluate the proposed scheme. The values of system parameters are shown in Table 2 unless otherwise stated. In Fig. 7 , we present the average throughput versus the sensing time for different fusion rules. In this simulation, the average energy arrival rate is = 100mJ. In the proposed scheme, the final decision threshold is optimized for each value of sensing time. It shows that the throughput of the proposed scheme is higher than that of AND rule, OR rule and Half-voting rule. The performance of Half-voting rule approaches the proposed scheme when τ > 15ms, however, it is worse than OR rule when τ is less than 7ms. Thus, there is a need to optimize the final decision threshold to increase the CSs' throughput. For each fusion rule, there exists only one optimal value of τ (denoted as τ opt ) that maximizes the throughput, which validates the theoretical analyses. It is seen that each curve is divided into two regions by τ opt . When τ initially increases from 0 to τ opt , β ≥ 1, the harvested energy is sufficient for the CSN. However, when τ is increased further and τ > τ opt , β < 1, the CSN falls into energy insufficient region. The average throughput versus both the sensing time τ and the final decision threshold n is shown in Fig. 8 . A 3-D graph is illustrated. The energy arrival rate is = 100mJ. It can be seen from the figure that there is one maximal point at τ = 8.2ms and n = 4, and the maximum throughput for the CSs is approximately 0.91 bits/s/Hz. Given final decision threshold n, there is a unique value of sensing time which yields the maximum throughput. And for a given sensing time τ , there exists only one optimal value of n that maximizes the average throughput. The efficient iterative algorithms proposed in Section III can be used to find the optimal system parameters.
In Fig. 9 , the effect of final decision threshold n on the throughput performance is illustrated. The optimal sensing time is employed in this simulation. When = 100mJ and P th D = 0.9, the average throughput is maximized at n = 4 with a value of 0.91 bits/s/Hz, which is the same as the maximal value of throughput illustrated in Fig. 8 . When the energy arrival rate is 60mJ, the average throughput is maximized at n = 2. This indicates that, there is no single value of n that can maximize the throughput for all cases. It is observed that the lower the value of P th D , the higher the throughput for the CSs. This means that, relaxing the protection to PU helps the CSs utilize more spectrum opportunities, hence the average throughput is increased. However, there is a trade-off between the interference to PU and the secondary spectrum opportunities.
In Fig. 10 , we compare six schemes on the performance of throughput for different values of . Compared with the proposed scheme and the exhaustive search, it can be seen that they have the same value of throughput, which indicates that the proposed algorithm in Section III can converge to the global optimal solution. And the computational complexity of the proposed algorithm is much lower than that of exhaustive search, especially in the case of large number of cooperating CSs. When the harvested energy is insufficient, the throughput increases with the energy arrival rate, which can be seen on the left side of the dashed line. However, when the harvested energy is sufficient ( is greater than a certain value), the throughput keeps unchanged. In this case, β ≥ 1, the maximum spectrum access opportunities are achieved when the system parameters are jointly optimized. For the scheme that only τ is optimized and n is a fixed value (OR rule and Half-voting rule), the throughput is much lower than that of the proposed scheme. When τ is fixed at 10%T and n is optimized, the CSs can achieve the maximum throughput only when = 105mJ. For the scheme that τ = 20%T and n is optimized, the throughput is sub-optimal when ≥ 130mJ. This simulation result suggests that, jointly optimizing the sensing time, the sensing threshold and the final decision threshold can improve the CSs' throughput significantly. . 11 is illustrated to show the throughput versus the number of cooperating CSs for various fusion rules, in which the sensing time and the sensing threshold are optimized for each fusion rule. It has been shown that the proposed scheme can achieve a higher throughput for the CSs than that using fixed thresholds. The performance of Half-voting rule is sub-optimal, AND rule always performs the worst. For the case that the energy arrival rate is = 160mJ and the proposed scheme is employed, the throughput increases with the number of CSs. When = 100mJ, the throughput of the proposed scheme increases slowly with N for N ≥ 8. This is because the more the cooperating CSs, the higher the energy consumption, hence it is not suggested to use large number of CSs when the energy arrival rate is small. For the case that = 100mJ and AND rule is employed, the throughput for N ≥ 14 is even lower than that of the single user sensing strategy (N = 1). Therefore, when the harvested energy is insufficient, it is important to select the optimal number of cooperating CSs and optimize the energy management. Fig. 12 compares the average throughput when τ is optimized to the cases where τ is fixed to 10%T, τ is fixed to 20%T and τ is fixed to 30%T. The optimal final decision threshold is employed in this simulation. When = 160mJ, it is observed that the average throughput of our proposed optimal scheme is larger than that using fixed sensing time and increases as the value of N increases. When τ = 30%T, the throughput approaches the optimal value for N ≤ 5; however, it is lower than that of the case where τ is fixed to 10%T when N ≥ 12. The disadvantage with a fixed value of τ is that the throughput of the CSs may decrease with the number of cooperating CSs, especially the harvested energy is insufficient. For example, when = 100mJ and τ is fixed to 30%T, the throughput decreases when N varies from 6 to 20, and the optimal number of CSs that maximizes the throughput is N = 6. In this case, it is not wise to use large number of cooperating CSs since the harvested energy is insufficient and the energy consumption is high.
In the above simulations, we investigate the relationship between the CSs' throughput with the system parameters, including the sensing time, the sensing threshold, the final decision threshold in the FC, the energy arrival rate and the number of cooperating CSs. It has been shown that our proposed scheme has high performance gains for the energy harvesting CSN by jointly optimizing the system parameters.
V. CONCLUSIONS
Green energy powered CSN with cooperating sensing is studied in this paper. The PT and the CSN harvest energy from the Solar Panel and Wind Turbine, and the PT has priority to utilize the spectrum and the harvested energy. The effect of the energy arrival process and the average energy consumption on the CSs' throughput is analyzed. The sensing threshold, the sensing time and the final decision threshold in the fusion center are optimized to maximize the CSs' throughput and improve the utilization efficiency of the harvested energy. To decouple the influence of energy causality constraint from the optimization of system parameters, we divide the original optimization problem into two sub-problems. Efficient algorithms are proposed to obtain the optimal system parameters. Finally, simulation results are provided to validate the proposed scheme. It has been shown that our proposed scheme has high performance gains for the energy harvesting CSN by jointly optimizing the system parameters. When the energy supply is insufficient, it is important to select the optimal number of cooperating CSs and optimize the energy management. 
