We provide su cient conditions for packing two hypergraphs. The emphasis is on the asymptotic case when one of the hypergraphs has a bounded degree and the other is dense. As an application, we give an alternative proof for the bipartite case of the recently developed Blow-up Lemma 12].
Introduction
A theorem by Sauer and Spencer 15] states that any two graphs G 1 ; G 2 on n vertices with 2 (G 1 ) (G 2 ) < n can be packed. This is only a factor of 2 away from the best possible condition conjectured by Bollob as and Eldridge 6]. Sauer and Spencer used a simple algorithmic argument which repeatedly improves a current imperfect packing by a simple switching operation, and after nitely many steps it ends up with a perfect packing. This switching argument applied to hypergraphs yields good results only when both hypergraphs are rather sparse. In particular it implies a packing of two Steiner triple systems proved by Teirlinck 17] . In this paper we show how the switching argument can be re ned to give packing theorems applicable when one hypergraph is dense. The re nement is based on the probabilistic method. In the second part we apply our hypergraph packing result to a graph embedding problem, the Blow-up Lemma of Koml os, S ark} ozy and Szemer edi 12]. Our alternative proof will be given in the bipartite case only. It is likely, however, that the same \packing" approach can be applied in the general case.
Hypergraph packing
Consider two hypergraphs : B on a vertex set V and N on a vertex set V 0 , with jV j = jV 0 j = n. We say that a bijection ' : V 0 ! V is a packing of N and B if the edge-sets of B and S ' := '(N ) are disjoint, i.e., 8e 2 B; e 0 with an arbitrary initial attempted packing ' 0 . Let T be a con ict of a current attempted packing '. Let x be any vertex in T. Consider possible candidates for a switching partner y. Obviously, y 6 2 T. To avoid new con icts, y 6 2 T is not a good candidate if, and only if either of the following two cases holds:
9T 0 : T 0 fxg 2 S; T 0 fyg 2 B or 9T 00 : T 00 fxg 2 B; T 00 fyg 2 S:
In the rst case the vertex x can be contained in at most (S) = (N ) many sets T 0 fxg, and in turn, the set T 0 is contained in at most k?1 (B) sets T 0 fyg 2 B.
Excluding y = x, this forbids at most (N ) k?1 (B) ? 1 vertices. In the second case, conversely, there are at most (B) sets T 00 fxg 2 B and at most k?1 (S) = k?1 (N ) extensions to T 00 fyg 2 S, a total of at most (B) k?1 (N ) ? 1 forbidden vertices. Summing up these two cases, we see, by inequality (1) , that for each con ict T and x 2 T, there will always be among the remaining n ? k vertices at least one switching partner y. Switching x and y around avoids the con ict in question without introducing a new one.
The parameter (H) may be as large as ? n k?1 . Therefore, a serious drawback of the above proposition is that if (B) or (N ) has order of magnitude larger than n, then it does not apply, because the inequality (1) is not satis ed. (Note that this cannot happen in the graph case k = 2.) On the other hand, when both (B) = O(n) and (N ) = O(n), then jBj = O(n 2 ) and jNj = O(n 2 ), and already for k = 5 a random bijection will be a perfect packing with probability at least 1 ? O(1=n). In general, the probabilistic method yields much more: if Let ' 0 be the bijection obtained from ' by switching x and z. It avoids con ict T and introduces the new con ict B. Clearly, no more con icts are introduced, since otherwise there would be a vertex y 6 2 T with more than one reason for rejecting. But for ' 0 , we have fzg T 0 2 ' 0 (N ) and fvg T 0 2 B, which is a reason for rejecting v 2 B. Thus we can nd a good switching partner y for z and reduce the number of con icts by 1. Hence, if there were originally C con icts, after applying a sequence of at most 2C switchings, we will arrive at a perfect packing of B and N. Packing B and N when jBjjNj n k becomes a much harder problem and is sometimes impossible. Alon 1] proved probabilistically the existence of pairs of partial (1; t; k; n)-designs for all t k 2t ? 2 which cannot be packed, leaving the case k = 2t ? 1 open. Note that in this case jBjjNj = O(n k+1 ). Below we propose a packing lemma, which can be applied to this case, provided one of the hypergraphs is very sparse and the other is reasonably dense. So, we are now introducing some asymmetry to the problem by assuming that one hypergraph is nice, say N, while the other is bad, at least as far as the packing goes. We will be more harsh on the hypergraph B, therefore.
The idea is to tighten the bound (1) of Proposition 1 considerably, by counting, in the second case, only those sets T 00 which are simultaneously contained in a set of B and in a set of '(N ) To accommodate this growth, we need to add to the left-hand side of (1) For k 3, making no attempt to nd the best possible constant, we prove the theorem with " = 6k! 3 , and n 0 such that the rightmost inequality in (7) Since we have jNj n=k and jBj (B)n=k, this sets the promised upper bound on the number of iterations. Indeed, it follows that for at least (1 ? =2)n! bijections ' we have jB \ '(N )j (2 (k ? 2)!"= )n : (3) To show that all these initial con icts can actually be avoided by a sequence of switchings, we need to verify condition (2) of Lemma 1. We already have, by our assumptions (i) and (iii), (N ) k?1 (B) < " n (4) and, by (i) and (3), for all but ( =2)n! bijections ', jB \ '(N )j(k ? 1) (N ) k?1 (N ) < (2 3 (k ? 1)!"= )n : (5) We will now show that the remaining term of the left-hand side of (2) If we show that with probability at least 1 ? =(2n); we have X v < 2k! "n ; (6) then for all but (1 ? )n! bijections ', we have (5) and D ' (B) < 2k! "n :
These two inequalities, together with (4), bound the left-hand side of (2) from above by " n + 2k! 2 "n + (2 3 k!"= )n and thus make it smaller than n ? k + 2. To prove (6) This corresponds to partitioning the family N k?1 into E 1 E t , where each E i consists of`2 fb r t c; d r t eg pairwise disjoint edges. If X v 2k! "n, then there must be an index i such that jB v \ '(E i )j 2k! "n=t. Let E i = fE 1 ; : : : ; E`g.
Suppose that we randomly generate an embedding ' in a sequential fashion, and that the images of V (E i ) are being chosen rst, in the order '(E 1 ); : : : ; '(E`). De ne I j to be a random indicator variable that takes value 1 if '(E j ) 2 B v and value 0 otherwise. We would like to give an upper bound for the probability that
Choosing the image of E j can be interpreted as drawing a ball out of Consequently,
Pr(Z i 2k! "n=t) < t exp ? 3 28 "k!` :
Since` n k 3 , we have, for su ciently large n, t exp ? 3 28 "k!` (k ? 1) 2 exp ? 3"k! 28k 3 n < 2n (7) and statement (6) is proved. This completes the proof of Theorem 1.
If condition (iii) of Theorem 1 fails to be true, but just by little, i.e., all but at most "n k?1 sets T 2 n] k?1 do have deg B (T ) < "n (call the exceptions bad), we may still be able to pack the two hypergraphs. What we need is that the property is hereditary in a sense that all but "n k?2 sets T 2 n] k?2 have each at most "n extensions to bad sets of size k ? 1, and so on, until we reach the vertices. For vertices, however, to ensure a good start we would rather assume that all of them are good. Then, in fact, condition (ii) would follow. Let us now formulate this concept precisely. where the constants in O(1) depend on k; ; and C but not on " or n.
Our strategy is to eliminate all con icts of order two rst, then of order three, and so on. When handling con icts of order j we may add some new con icts of higher order but never of smaller order. A single switching may create only at most (N l ) = O(1) new con icts of order l > j. So, after we are done with the con icts of order j, we may be facing just a few more con icts of order j + 1 than existed originally. But with such room to spare we will handle them as well. Therefore, this process will terminate in a perfect packing of N and B after some Cn steps.
To achieve this goal, we need to have inequality (2) We proceed as follows. Since there are no con icts of size 1 (because of (ii)), it thus su ces to prove by induction on j = 2; :::; k that if there are no con icts of size less than j 2 and T 2 B (") j \ S j is a con ict of size j, then there are vertices x; y 2 V such that the new attempted packing obtained by switching x and y avoids T without producing any new con icts of size at most j. Let x 2 T. As in the proof of Proposition 1, if y is not a good candidate for a switching partner of x then, for some i j, one of the two cases must hold:
9T 0 : T 0 fxg 2 S i ; T 0 fyg 2 B (") i ; or 9T 00 : T 00 fxg 2 B (") i ; T 00 fyg 2 S i :
But, owing to our assumption of the absence of smaller con icts, in the rst case we have T 0 6 2 B (") i?1 , and thus the number of extensions T 0 fyg can be bounded by deg B
(") i (T 0 ) < "n. Hence, by choosing " small enough, we will force inequality (2) to hold and thus ensure that there is always a choice of y to eliminate the con ict T. give yet another proof based on hypergraph packing. We will deal with the bipartite case only, though it is likely that the same \packing" approach can be applied in the general case. Roughly speaking this approach aims right from the beginning at the K onig-Hall theorem and thus nds the embedding \at once". We now de ne regularity and super-regularity and state the Blow-up Lemma in the bipartite case. Proof of Theorem 3. It su ces to prove the theorem for all n greater than an arbitrary constant n 0 . Indeed, if we choose " < 1 n 0 and " < , then for all n n 0 the de nition of super ( ; ")-regularity of G already implies that G = K n;n . Our choice of n 0 will be such that Theorem 2 can be applied and that inequality (8) will hold. It is easy to show that there exists a graph H 0 on the vertex set X 1 X 2 , that contains H as a spanning subgraph, has (H 0 ) + 1 and all vertices in X 2 have degree exactly . Obviously, if H 0 can be embedded into G, then so can be H, and hence we may assume without loss of generality that H already has the above properties of H 0 .
Before generating an embedding ' : X 1 X 2 ! V 1 V 2 , we will rst construct a mapping ' : X 1 ! V 1 that satis es some particular properties which will allow for an easy extension to the nal embedding ' . Denote the vertices of V 2 by v 1 ; v 2 ; : : : ; v n , the vertices of X 2 by x 1 ; x 2 ; : : : ; x n and their neighbourhoods by N i := N H (x i ).
For any ' : X 1 ! V 1 construct an auxiliary bipartite graph A ' := (X 2 V 2 ; E ' ) ;
where fx i ; v j g 2 E ' if, and only if '(N i ) N G (v j ). Notice that if A ' has a perfect matching, say (fx i ; v i g) i2 n] , then we can extend ' : X 1 ! V 1 to ' : X 1 X 2 ! V 1 V 2 by setting ' (x i ) := v i for all x i 2 X 2 , and ' (x) := '(x) for all x 2 X 1 . This is obviously an embedding of H into G, since for any x 2 X 1 and x i 2 X 2 fx;
We will prove the existence of a perfect matching in A ' using Lemma 2(d). To verify that A ' is " 1 -regular for some " 1 , we will rely on the following criterion from 2].
Lemma 3 The same claim will also imply that (A ' ) ( ? " 2 It only remains to prove Claim 1. We will prove it via Theorem 2. Consider the hypergraph N = (X 1 ; fN 1 ; : : : ; N n g) and notice that it is -uniform and has maximum degree at most + 1. Furthermore, consider the -uniform hypergraph B on the vertex set V 1 whose hyperedges consist of the bad -sets B V 1 , i.e., of those sets B for which jN G (B)j < ( ? ") n. Our rst task is to pack N and B. 
+ 1 and with arbitrary and C, are ful lled. Consequently, all but n! initial attempted packings ' can be turned into a perfect packing by a sequence of at most Cn switchings. It remains to show that for a vast majority of bijections ' properties 2-4) also hold, but with, say, " 2 =2 in place of " 2 . This will be done again using the probabilistic method, i.e., choosing a bijection ' : X 1 ! V 1 uniformly at random and bounding from above the probability that it does not have the required properties. If + < 1 (8) then there will exist a bijection ' that satis es both, conclusion (b) of Theorem 2 and properties 2-4) of Claim 1 with " 2 =2. Since each switching can a ect the left-hand sides of the inequalities appearing in properties 2-4) only by a constant amount, say s, the inequalities will hold with " 2 after the complete switching procedure has been applied, provided Cs < " 2 =2. (N G (fv; wg) ). We are interested in the expected value of Y (U) and its concentration, when u = jUj is of the order of n.
Equivalently to asking how many N i X 1 are placed by a random ' inside a set U V 1 , one can ask how many N i are contained in the preimage ' ?1 (U) X 1 for a randomly chosen ' ?1 .
So, we abort the probability space of all bijections, and instead consider the space X 1 ] u of all u-element subsets of X 1 , equipped with the uniform distribution. A randomly chosen element of that space will also be designated by X 1 ] u . For every subset W X 1 , let f(W) stand for the number of N i 's contained in W. Then, clearly, the random variable f( X 1 ] u ) is identical with Y (U). For convenience, we will switch the space once again and consider the binomial version of X 1 ] u , i.e., a randomly chosen subset X 1 ] p of X 1 , generated by picking each possible vertex from X 1 independently with probability p = u n . Set = Ex (f( X 1 ] p )) = (u=n) n. Let (9) Observe that the random subset X 1 ] p is generated by and thus can be identi ed with the random vector ( and Ex (Y (U)) = = (d + ") 2 n, and as in the previous discussion, we conclude that a random mapping ' satis es property 4) (with " 2 =2) with probability 1 ? 4 very close to 1. Setting = 2 + 3 + 4 and choosing n 0 large enough, we see that inequality (8) is satis ed. This completes the proof of Theorem 3.
In conclusion, let us describe how the constants " i are related to each other and thereby summarize the arguments of the above proof. A mapping ' can be easily extended to form the required embedding of H into G if the auxiliary graph A ' has a perfect matching. For a given , there exists an " 1 so that such a perfect matching is guaranteed by Lemma 2(d) if A ' is " 1 -regular and has (A ' ) ( ? " 1 )n. For given ; ; " 1 , the criterion in Lemma 3 shows that there exists an " 2 such that these conditions are met if properties 1-4) of Claim 1 are ful lled. Then for given ; ; " 2 , Theorem 2 and the above probabilistic argument imply that there exists an " such that these properties are satis ed.
