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ABSTE.ACT 
It is becoming increasingly important for those in 
decision making positions to have the most current and 
accurate data possible as related to their particular needs. 
Although there are several well known retrieval techniques 
available an intensified effort is being made at many 
installations to provide a retrieval system that will supply 
the demands of their own needs. 
One well known approach to the solution of information 
retrieval is linear associative retrieval. The solution 
that has been proposed requires several computer runs on 
some requests and therefore is very time consuming. 
The author has implemented a method to eliminate un-
necessary computer throughput and at the same time, provide 
a relevant response to a given request if such a response 
exists in the system. The implementation does not alter 
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I. INTRODUCTION 
Information retrieval is the art of information col-
lection, information processing, and information utilization. 
With the aid of new retrieval techniques and sophisticated 
computing equipment, many problems of gathering and pro-
cessing information have been minimized so as to constitute 
only a minor role in the discipline of information retrieval. 
The third phase, information utilization is a major factor 
concerning businessmen, librarians, educators, scientists, 
and others who have attempted a computer oriented information 
processing task. 
There has been extensive research in the area of 
proper data utilization once it has been gathered, prepared 
and stored in the computer system. Although there are 
several techniques being utilized with some success today, 
it is not practical to conclude that these techniques 
will produce the desired results in a given system, even 
though t~ey may have been thoroughly tested and run with 
specific data. 
Most information retrieval programs will assume the 
same basic characteristics. The basic concept of infor-
mation retrieval is the matching of keywords or phrases 
in a request with the same keyword or phrase in a document 
that has been prepared and stored in the computer. The 
major difference between retrieval systems is the 
calculations performed prior to receiving the response. 
The original concept can then be stated in matrLx notation 
as follows: 
r = Cq, (1.1) 
where 
r - is a binary response vector with dimensions 
d x 1 (where d is the number of documents in 
the system) 
C - a descriptive binary matrix with dimensions 
d x t (value of one assigned for relevancy 
and zero for non-relevancy of a keyword to a 
document) 
q - is a binary query vector dimensioned t x 1 
(where t is the number of terms (keywords) in the 
system). 
One technique concerning the calculations prior to 
obtaining the response is that of Linear Associative 
Retrieval presented for Computer Applications in 1966 by 
1 Gerard Salton • This method proposed a new dimension to 
information retrieval programming. It goes beyond the simple 
retrieval operations of the keyword matching technique. 
This method encompassed term and document associations as 
well as keyword matching. The method assumes that a linear 
relation exists between pairs of terms and pairs of docu-
ments. This adds two additional matrices to the existing 
C matrix in equation (1.1): a d x d document association 
matrix, A, and a t x t term association matrix, D. 
2 
If A, c, and D are assumed to be three distinct linear 
transformations, then the response vector, r, according 
to Salton's notation, can be obtained from A · c · D · q. 
3 
Before this multiplication can be performed, the 
matrices A and D must be converted to binary form. This is 
accomplished by specifying an arbitrary cut-of£ level ranging 
from 0 to 1. Once this assignment has been made, all values 
equal to or above this cut-off level assume the value of one 
and everything below the cut-off level assumes a value 
of zero. A one represents perfect agreement between terms 
or documents and a zero represents no agreement. 
The technique developed for this study uses a different 
method of converting the matrices A and D to binary form. 
Due to this variation, a different method of determining a 
cut-off level is developed which is not sensitive to specific 
data. Thus, a user will be able to choose a reasonable cut-
off level for any set of documents and terms, and have a 
prior knowledge of the meaning of this cut-off level to his 
results. 
A cut-off level for the response vector, r, is also 
required for both techniques and is determined in the same 
manner as the cut-off level for the A and D matrices. 
The measures of success of a system are determined by 
the number of accurate and pertinent responses to a given 
request and by the amount of machine time utilized to 
obtain these responses. The results o£ a comparison, based 
on the above measures o£ success, o£ these two methods 
are given in Chapter III. A common data base is used £or 
the programs written in PL/I for the IBM 360/50. 
4 
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II. REVIEW OF LITERATURE 
There have been several methods developed which are 
considered to be significant advances toward the solution 
of the information retrieval problem. However, according to 
Leipetz 2 , there will never be an exacting answer for all 
information retrieval problems at a given time in the 
future. 
Most of the techniques known today are derived from 
the original concept of information retrieval, that of 
indexing. 
William F. Williams 3 defines indexing as the task of 
structuring information so that succeeding manipulation 
can be accomplished, and that the major uses of indexing 
are either to structure a total item of information for 
retrieval or to specify distinct pieces of usable data. 
Involved in indexing is a sampling process which has to be 
as accurate as the actual intellectual development of the 
idea. In an information system, the counterpart of indexing 
is the searching process. 
Indexing and retrieval processes must be similar in 
some ways, through system constraints and/or through human 
approach in order to have communication. The relevance of 
the documents retrieved is measured by the efficiency, 
consistency and coverage of the index. 
There are several methods of indexing. The most 
common is classification, which means that a decision must 
be made for every item in the collection. Usually classi-
fication schemes will convey all the information available 
at the moment in a simple form by subdividing the infor-
mation to be indexed into classes. 
6 
Coordinate indexing is a generic technique of indexing 
which can be described in terms of mathematical logic as 
well as in practical terms of physical retrieval of docu-
ment identifications. The uniterm system designed by 
Mortimer Taube 4 is a coordinate indexing system. This 
incorporates the simple techniques of selecting appropriate 
word cards from an alphabetical file and finding identical 
document numbers posted on two or more cards. This also 
provides coordination. of keywords. Coordinate indexing is 
considered by some to be more flexible, open-ended, specific 
and applicable than ordinary indexing. 
Automatic indexing utilizes the computer. Not only 
can keywords be specified, but word selection by the computer 
can be accomplished. The Permuted index is a good example. 
This system operates on titles by placing every word in the 
title in alphabetical order along with an accession number. 
Another example is the keyword in context (KWIC) which is 
the alphabetical arrangement of each important word in the 
context. Some of these indexes are very large and not 
easily accessible, but have been used to great advantage in 
many instances. 
7 
w. J. Elliott and R. L. Risley5 applied indexing to 
a specific problem for Allison, a division o£ General Motors. 
The program, AIRS, {Allison Information Retrieval System) 
uses a set of keywords that define the document contents. 
The logic employed by the AIRS can best be described 
by use of Venn diagrams. Consider the circle below to 
represent a class of all objects which we wish to discuss. 
Reactor 
Figure 1. Set of all Documents 
Figure 1 may represent the set of all reports written 
in the system. A given party may wish a report on power by 
electricity and atoms. Figure 2 can best illustrate this. 
Figure 2. Sets of Interrelated Documents 
By the above illustration those documents containing 
reports on electric and atom power in the shaded area will 
be retrieved. 
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The AIRS program is designed to use the keyword concept. 
Each document or report entered into the system has a 
unique set of keywords. Each document has an accession 
number assigned to it by the computer. As new documents 
are added, the computer adds an accession number, and at 
the same time assigns keywords pertinent to that document 
to a keyword file. 
When an inquiry is made, the machine checks the 
accession numbers of the keywords in the inquiry and saves 
those numbers that are in common with two or more keywords 
for document retrieval later. 
9 
AIRS has the capability of processing inquiries using 
multiple request, such as: retrieve all documents which are 
defined by keyword A and keyword B and keyword C. In 
addition this system can process inquiries pertaining to 
keyword A but which are not defined in any way by keyword 
B. When keywords are entered, the "and" logic is assumed 
until the word "except" is met during the scanning process. 
Keyword lists are updated currently as well as documents 
and are kept alphabetically on tape. 
This system is not restricted to keyword matching but 
also incorporates document retrieval on all of the following 
bases: 
(1) Corporate entry 
(2} Author 
(3} Contract number 
Again, it is necessary to scan the entire abstract file 
to retrieve all documents. 
Although inquiries generally tend to retrieve infor-
mation of recent vintage,much time is consumed in searching 
tapes over outdated or seldom retrieved documents. Even 
though this does slow down processing, it does not deter 
the effectiveness of this system, which is in operation at 
the present time. At the time of the writing5 , a solution to 
retrieve only updated and relevant documents was being studied. 
The results of this system have been extremely effective 
for the Allison library of technical reports. 
Once keyword matching and indexing was established, 
H. Edmund Stiles6 introduced an association factor to this 
10 
procedure. His techni~ue reveals that related documents can 
be retrieved even though they may not be indexed by the 
exact terms of the request. The key to this concept lies 
in the application of a statistical formula by which the 
computer calculates the degree of association between pairs 
of index terms, a vocabulary of synonyms, near synonyms and 
other closely related words related to any given term or 
group of terms. 
Stiles defines the three major obstacles in information 
retrieval as: 
1. The time required to coordinate heavily posted 
terms. 
2. With so many documents related to a single request, 
the user finds it difficult to determine which 
document to examine first. 
3. The problem of choosing terms for search which will 
turn up all the documents relevant to the request. 
stiles believes his system will resolve these problems 
by encompassing the following avenues of approach to the 
solution: 
1. Prepare a term profile for each request term. 
2. Compare the profiles of each term of a multi-
term request and select those terms which appear 
in all or a given number of profiles. 
3. A method of. generating synonyms, near synonyms, 
. generics, specifics and other closely related 
words as additions to the expanded list of request 
terms. 
4. Prepare a table of the expanded list. 
5. Compare the expanded list of request terms with 
11 
the index terms of each document in the collection. 
These avenues are developed in the following manner. The 
first step in his procedure was to develop a list of terms 
arranged according to their degree of association with a 
given term. Frequency of words or terms was not considered 
a satisfactory measure of association. 
To illustrate this point a count was made of the number 
of times various terms have been used together with the term 
"friction" to index a document and it was found that of the 












Theory,although at the top of the list is not related in 
actuality to friction any more than to any other word about 
which there might be a theory. 
After several calculations the formula used in the 
study was: 
where 
(I fN. - AB 1.- ~) 2N 
AB (N-A) (N-B) = Association Factor 
A = number of documents indexed by one term. 
(2. 1) 
B = the number of documents indexed by a second term. 
f = the number of documents indexed by the 
combination of both terms. 
N = total number of documents in the collection. 
This formula is a form of the Chi-square formula using the 
marginal values of the 2 x 2 contingency table and the 
Yates 7 correction for small sample. 
If AB>fN the association is said to be negative. 
This formula was applied to the previous list and the 
results were conclusive that the formula proved effective 
in that the words "wear" and "thin" appeared as number one 
and number two on the list. 
Terms that had association factors of less than one 
were discarded as irrelevant. The terms with factors above 




This term profile has four important characteristics: 
1. The profile is derived from the document collection 
itself. 
2. It is generated in a statistical manner, thereby 
making full utilization of the computer. 
3. It reveals the various facets of meaning that the 
term has in its own particular collection. 
4. The profile contains terms that are only 
statistically related. 
The next step is comparing the profiles of each term 
if a multi-term request is used and select only those terms 
which appear in all or in a given number of profiles. These 
terms are referred to as first generation terms. Although 
the terms tend to reflect the logic of the request, one can 
not exclude from the first generation terms,all the terms 
in the profile of the "not" ter~ because of the danger of 
eliminating some desirable terms. The end result of this 
step is to produce a list of first generation terms which 
have been used with the original request terms to index 
documents much more frequently than would be expected of 
terms bearing no association. 
The third step is to treat the first generation terms 
as request terms and repeat the first and second step. 
These resultant new terms will be referred to as second 
generation terms. This step generates synonyms, near 
synonyms, and second generation term profiles. 
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The fourth step is the preparation of a table of the 
expanded list. Here the association .factors of each term to 
all others is recorded. The sum of the association factors 
for each term divided by the total number of terms in the 
expanded list gives us a weight which will enable us to 
arrange the terms according to their probable relevance to 
the request. 
The fifth step is to compare the expanded list of 
request terms with the index terms of each document. If 
the terms match, a weight is assigned to the corresponding 
index term. The sum of these weights is referred to as the 
document relevance number, and should indicate the degree 
of fit between the requests and the contents of the documents. 
The results of this study using an engineer, who was unaware 
of how the system worked,proved conclusively that by using 
association factors and a series of statistical steps, 
documents with relevance to the request were retrieved. 
The latent class analysis technique was developed by 
Lagersfeld8 in order to analyze questionnaires for the 
army, but due to similarities in documentation, Baker9 
suggests that a mathematical approach would be feasible. 
The mathematical model of the latent class analysis as 
proposed by Baker is as follows: 
n = number of documents 
B = number of keywords 
15 
m = number of latent classifications 
a+ is a positive response saying the keyword is 
present in the document 
a- is a negative response saying the keyword is 
absent in the document 
Suppose the probability of an a+ response to the ith keyword 
of the ath latent class is ya and the probability of ith 
keyword being in latent class is Aa. 
Then the probability of an a+ response to the 
keyword is expressed by: 
TI 
z 
where z represents the possible combinations of the 
th 
z 
( 2 • 2 ) 
integers 1, 2, ... k. The equation (2.2) is known as the 
accounting equation. 
Using suitable estimates of 
the values of ya and A2 • 
TI 
z the problem is to find 
10 Using matrix notation by Anderson an m x m matrix 
A, is defined where rn, the number of latent classes, is 
equal to k, the number of keywords. 
N and ~ are defined as diagonal matrices so the 
fundamental equation can be written in the form TI=A'NLA 
and TI*=A'NA. 
Anderson10 shows that the roots of the determinantal 
equation 
(2.3) 
can be found from the probabilities of responses when the 
16 
1 m 
roots are denoted bye .•. e • Equation (2.3) can then be 
written as 
0 = ln-Sn*l 
= IA'N~A - ~A 1 NAI 
= IA'NI 1~-eii . IAI 
= lA' I INI 1~-eii lA I ( 2. 4) 
thus showing that the roots in (2.4) are 1 m A. ••• Ak. The 
problem now is to find the e, A, and N, if A and N are not 
singular and every A.a>O for all a=l ... m. 
William K. Winters11 contends that a numerical analysis 
approach to finding the e's, A and N goes beyond Baker•s9 
speculation that the complexity for a computer solution would 
be the manipulation of at least two m x m matrices and 
solving the roots of an mth degree determinantial equation. 
A t 11 d . t . t 11 1 t' b th t c ua y, accor ~ng o W~n ers a sou ~on y e compu er 
using Baker's method would be very complicated in that one 
would be dealing with high order non-symmetric matrices. 
In the modified method the matrices are symmetric 
and positive definite, and the number of latent classes is 
to be equal to the number of keywords. Also the total 
number of keywords, k, will be divided into all unique 
combinations. In addition, the equation (2.3) will involve 
two real and symmetric values. The first problem, as 
expressed by Winters11 , is finding the eigenvalues and 
eigenvectors to the eigenvalue problem (rr-eni)x=O. 
The numerical solution will be obtained by using the 
following theorem. 
Given: rr*A'NA and rr=A'NVA where A, N, V are defined 
17 
as follows: A is an m x m matrix where m = k = the number 
of latent classes. N and V are m x m diagonal matrices, 
ra<O for a=l •.• m, and O<ri~l for a=l ... m, i=l .•. k, rr* and rr 
are symmetric positive matrices. 
A proof would consist of taking rr*=A'NA and pre-and-
post multiply by (A')-l and A-l respectively to obtain 
( 2. 5) 
N is then by definition positive definite since all 
a -1 y >0 for all a=l ... m. Therefore the quadratic form (A ) 
rrA~l is positive definite. Thus using a well known theorem 
relating to quadratic form and rr*, one sees that rr* is 
positive definite. Using the same procedure and pre-and-
post multiplying by (A-l) and A-l respectively, it is 
determined that rr is also positive definite. 
If the results of the above theorem are used one can 
consider operation on 
(rr-Srr*)x=O . (2.6) 
Likewise congruence operations can be used to obtain 
(P'rrP-8I)Y=O . (2.7) 
This problem is handled by using the Jacobi method. 
By a factoring process a relationship is determined between 
the eigenvectors X and Y thus producing the transformation 
X=PY which is used to produce the eigenvectors in equation 
{2.6). 
18 
The remaining problem is to find N and A. Knowing 
n* and after evaluating X by the method previously dis-
cussed, it is possible by multiplication to obtain 
X = A'NE (2.8) X 
where Ex is a diagonal matrix. Since N is also a diagonal 
matrix one can see that the first row of the right hand 
side of (2.8} is equal respectively to the diagonal elements 
of NE since the first row of A' is defined to contain all X 
l's. Next A' is formed by dividing each element in each 
column of A'NE by the leading element of that respective X 
column. A is then obtained by taking the transpose of A'. 
Then by finding (NE )-1 , which is done by taking the 
X 
reciprocal of each diagonal element of NE 1 we have by X 
post multiplying by (NEx) 1 
AX(NE )-l = N-l . 
X 
(2.9) 
The elements of a diagonal matrix N may then be found by 
taking the reciprocal of each element on the diagonal of 
-1 N . 
To obtain estimates for elements of TI* and TI1 take the 
estimate n112 and compute by taking the ratio of the number 
of documents in which both keywords 1 and 2 appeared to 
the total number of documents. This is the same estimation 
9 proposed by Baker . 
Winters11 points out that the main difference in the 
modified latent class analysis and the factor analysis 
12 proposed by Borko is the matrix to be operated upon. 
In Borko's12 Factor Analysis approach the matrix is a 
19 
matrix of correlation coefficients whereas Winter•s11 
approach consists of estimates of probabilities computed 
from frequency counts of occurrences of keywords in 
documents. 
He also proposes computing a relevance probability 
by taking the ratio of the number of keywords from a given 
latent class to the total number of keywords expected to 
respond in this same pattern. 
By giving up the freedom to choose a number of latent 
classes, m, which may have been less than the number of 
9 keywords, k, in Baker's proposal, one has gained a 
definite matrix to work with using the modified latent 
class analysis, which possesses the same number of latent 
classes as it does keywords. 
The Latent Class Analysis technique was computed on 
the IBM 1620 and results were very good. 
13 M. E. Maron and J. K. Kuhns developed the 
technique of probabilistic indexing for information re-
trieval. They use relevance as the key concept in infer-
mation retrieval and a comparative concept of relevance is 
explicated in terms of theory of probability. This tech~ 
nique allows a computer to take a given request for infer-
mation and make a statistical inference and derive a number 
called the "relevance number" for each document, which is 
a measure of the probability that the document will satisfy 
the given request. 
20 
This technique was designed specifically to assist 
libraries in the area of content analysis, problems of 
determining which of two items of data is closer in meaning 
to a third and to assist in determining if a document is 
relevant to a given request. 
Information retrieval is concerned with not only the 
relevance factor but also proper selection of the documents 
to be ranked. To do this Maron and Kuhns13 use a close-
ness of meaning by use of statistics. The first action 
taken in this study is to derive the relevance number. 
Using index terms and tags {a means by which the information 
content in question may be identified) a yes or no basis 
is determined, that is, either a document is or is not 
relevant to a request. 
Given the ability to weight index terms one can 
characterize more precisely the information content of a 
document. The indexer may wish to assign a low ~01 or 
.02) weight rather than say that the term does not hold for 
the document. Conversely, he may wish to assign a high 
weight (.08 or .09) rather than say the document is 
definitely relevant. Using such weights to compute relevance 
numbers is basic to the technique of probabilistic indexing. 
The first step is to define the probability of an 
event of class B occurring with reference to an event of 











obtaining the ith document and finding 
it relevant. 
requesting information on the field of 
intent designated by the jth index term 
I .. 
J 
requesting information from the library. 
P(A,I.,D.) J 1. 
equals the probability that a library user requesting 
information on I. will be satisfied with document D .. J 1. 
As the first step in the explication of relevance it is 
asserted: 
21 
If P(A,Ij,D1 )>P(A,IjD2 ) then D1 is more relevant than 
D2 . Using elementary calculus of probability and deriving 
the inverse, a given request I., P(A,I.) may be rewritten 
J J 
as: 
P (A, I . , D. ) rvp (A, D. ) · P (A, D. , I . ) J 1. 1. 1. J (2.10) 
where P(A,D.) is the a priori probability of document D., 
1. 1. 
and P (A, D. , I . ) 
1. J is the probability that if a user wants 
information of the kind contained in D., he will formulate 
1. 
the request by using I .. 
J 
If the values on the right hand 
side of (2.10) can be obtained then a value proportional to 
P(A,D.,I.) can be computed. 
1. J 
This quantity is called the 
relevance number of the ith document with respect to a 
given request. 
22 
The second phase of this technique is a proper selection 
process. The result of a search process is an ordered list 
of those documents which satisfy the request, ranked 
according to their relevance number. 
A measure of closeness is one way of achieving this. 
"Closeness" is those documents whose index terms are largely 
compatible with the logic and tags of a request. 
Maron and Kuhns13 studied three measures of closeness, 
(a) conditional probability, (b) inverse probability and 
(c) coefficients of association. 
Conditional probability is computing the frequency 
N(I.), with which each term is used to tag a document and 
J 
computing the frequency, N(Ij,Ik) with which pairs of terms 
are assigned to documents. The probability if I. is 
J 
assigned to a document then Ik will be assigned was given by: 
= 




( 2. 11) 
This procedure tells which tags are closest to given 
ones, but does not reveal a measure of closeness. The 
measure of closeness was computed by the following: Let 
p = P(I.I~) and normalize P. over the set of tags used in 
J J J 






I l . 
. ~s 
J 
the index term for which P(Ijik) 
(2.12) 
is a maximum. 
The second measure involved measuring closeness of tags to 
Ij in terms of the conditional probability from Ik to Ij. 
The P(Ik,Ij) which is a maximum as Ik varies is computed 
and this provides the tag which most strongly implies the 
given tag Ij. Thus rather than ask for the tag which is 
most strongly implied by an arbitrary tag in the request, 
it asks for the tag which most strongly implies the given 
tag. 
The third measure which appears most promising con-
siders the tags Ij and Ik and partitions the library into 
four classifications, 
(1) Documents indexed under both Ij and Ik. 
{2) Documents indexed under Ij but not Ik. 
(3) Documents indexed under Ik but not Ij 
(4) Documents not indexed under either Ij or Ik. 
These four classes can be conveniently shown by use of 
the following table. 
Ik Ik 
I. x=N(Ijik) u=N (Ij'I"k) N(Ij) J 
r. v=N Cij Ik) y=N(Ijik) N (I.) J J 
N(Ik) N(Ik) n 
where the row and column sums have been added and n is the 
total number of documents. 
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Rewriting in terms of frequencies an additional 
equivalence is found as: 
N { Ij) • N {Ik) 
n (2.13) 
For any pair Ij' Ik the above equation suggests a look 
at the excess of N(Ijik) over its independent value, that 
is the quantity 




Thus B is associated with the difference over independent 
values in all four classifications. 
The closeness measure is now accomplished by the same 





We select the term Ik with a maximum coefficient between 
0 and 1, or else no term is selected at all. 
Then R is extended to 
1 R = IjVIk. (2.17) 
This extension is considered to be "one deep 11 , heuristic. 
Reapplying the same procedure; 
(2.18) 
24 
we obtain a two deep heuristic. This chain of events can 
be carried out as far as one desires. 
This discussion indicates two basic hypotheses: 
(1) The relevance number which is desired for each 
document, given a request, is in fact a measure 
of probable relevance to the document. 
(2) The search does in fact produce relevant 
documents which are not retrieved by the 
original request. 
The conclusion of the above study indicates that of 
the 40 requests made of 100 articles the answer document 
was retrieved in 27 cases and was not retrieved in 13 
cases. Three different types of request were made for 
each of the 40 cases. Using conditional probability, 32 
correct answers out of 40 resulted. In inverse conditional 
33 out of 40, and in coefficient of association, 33 out of 
40. 
The results indicate that relevant documents are 
retrieved by using automatic elaboration that were not 
retrieved by the original request. However, the authors 
agree that the development and refinement must rest on 
further empirical testing and experimentation. 
E. 
Linear Associative retrieval was developed by Vincent 
14 Giuliano and Paul E. Jones • This technique is based 
on the use of linear transformations, both for establishing 
associations between terms and for discriminating between 
documents. 
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Linear Associative Retrieval as approached by these 
two authors, assumes and conforms to the following: 
A document retrieval system is characterized by a 
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given set of d documents and t index terms. It is assumed 
that each document has been indexed by the assignment of 
one or several applicable index terms to it. A retrieval 
system is said to function ideally when those documents 
which are relevant to an inquiry are identified. 
To be more explicit, each inquiry that characterizes 
the matter of interest to the inquirer will be assigned a 
positive value. Those index terms of no interest will be 
assigned a zero value. 
The inquiry is represented by a t dimensional column 
vector q where each component q. identifies the value 
1 
assigned to the ith index term by the inquirer. 
The response will be regarded as an assignment of 
positive values for all documents in the collection, where 
the value represents relevance to the inquiry. This 
assignment is represented by a d-dimensional response 
vector r where r. defines the value assigned to a document 
J 
j by the system in response to a given inquiry-q. The 
magnitude of the values r. define an ordering of the 
J 
documents which in turn should reflect the ordering of 
relevance of the documents. 
An associative retrieval system attempts to take 
possible interconnections among index terms into account 
in performing the retrieval operation. 
The objectives of associative retrieval are: 
(1) Give, as a response, an ordering of documents 
ranked on a continuous scale of relevance 
rather than an artificial grouping. 
(2) Free the requester from the necessity of 
entering his inquiry in the same terms as the 
indexer. 
Term association in associative retrieval indicates 
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that each index term is regarded as having some stronger or 
weaker measure of association with every other index term. 
These authors assume that the retrieval information 
is linear by two assumptions of linearity. 
(1) The value of a document is a linear function of 
the values of the index terms contained in it, 
where the coefficients of the function are given 
That is, if w is the vector of index 
term values, then 
R = Cw (2.19) 
(2) The value of an index term is given by taking the 
sum of its original value assigned by the inquiry 
q and a linear function ACT of the values of the 
documents containing it, specifically: 
w = ACTR+Q (2.20) 
The authors assume equation (2.19) and although most 
systems use a mapping technique to rank documents by 
assignment of either 1 or 0, this does not provide for 
retrieving synonyms or otherwise associated terms used in 
the document and inquiry. 
Their approach is to revise the mapping in order to 
account for index term interconnections as defined by the 
corpus itself. This is done by using powers of the term-
T term matrix K=C C. A typical element K = E c. c. of 
rs . 1.s 1.r 
l. 
this matrix gives a measure of interconnection between 
terms r and s via all documents that contain both of them. 
An element of Krs of K2 gives a measure of interconnections 
through longer paths of terms and documents. By taking a 
weighted sum of powers of K it is possible to obtain an 
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association matrix which reflects all paths of every length. 
In order for this sum of K powers to be useful, it is 
necessary to select weights so that strength of association 
is greater for the shortest path. For longer paths, 
association strength should approach zero if K is a properly 
normalized term-term matrix. 
The normalization technique used here assumes all 
rows of K sum to less than unity. 
This will hold if 
K=CTC 
T K=A.K=A.C C (2.21) 
where the rows of CT and C are normalized to unity and where 
A. is a t x t diagonal matrix with all OiPii<l. Specifically, 
take 
by: 
T T . . C=crc =pC where o and p are diagonal matr1.ces g1.ven 
cr •• = 
1.1. 
1 
E C .. 
• l.J 
J 
and (2. 22) 
A normalized constant ~ .. <1 is presumed to be assigned to 
~~ 
1 each index term so that 
- 1 determines the cost of ~ .. 
- ~~ 
associating from one document to another through index term 
i. 
The technique used to normalize A,B,C,D is as follows: 
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The connection matrix is square of dimension d x t (d=t) 




In this representation, C is the document term 
connection matrix employed before B which is its transpose. 
A is the document-document connection matrix and D is the 
term-term connection matrix. Normalization is obtained 
by multiplying on the left side by a diagonal matrix 
analogous to equation (2.22), giving: 
Where: 
a .. = 
~~ d t+d 
I: A •. + L: C .. j=l ~J j=d+l ~J 
G = 




L: B .. + L: D .. j=l ~J j=d+l ~J 
(2.25) 
It is still required that the solution satisfy linear con-
straints analogous to equations (2.19) and (2.20). 
R A c R 0 
= + 
















This normalization technique was used in the ACORN 
experiment by Giuliano and Jones. 
The ACORN I and ACORN II experiments are performed on 
an analog network since the authors felt that digital 
computer techniques would require a more tedious task of 
multiplication and inversion of very large matrices. 
For the above reasons the authors investigated the use of 
~nalog electrical networks to solve the two linear equations 
(2.28) ancl (2.29) directly. 
The authors indicate that a great deal remains to be 
30 
learned about the behavior of linear networks under different 
conditions of normalization. 
15 In 1966, Gerard Salton developed a Linear Association 
Retrieval System for the digital computer. 
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The root of his statistical procedure is the idea 
of obtaining a numerical measure of the association between 
two objects. 
Several classes of association used as part of the 
statistical methods are discussed in order to bring the 
entire associative retrieval program into focus. 
Term document mapping is one of these. First define 
a description vector as follows. Let T. be a set of n. 
1 1 
distinguishable states (i=l •.. m) and let x. be the descrip-
1 
tion vector which is some element ofT .. 
1 
In information 
retrieval these are referred to as keywords, terms and/or 
identifiers. Objects are referred to as documents, informa-
tion items. These two items are used for retrieval by 
computing a similarity coefficient between keywords assigned 
to the documents and keywords assigned to the search request. 
The comparison between documents and a search request is 
equivalent to a simple matching process followed by a count 
of the number of keywords. 
Consider a set of t keywords that will characterize 
a set of documents and search queries. Then each query can 
be represented by a t dimensional description vector q 
where each component q. represents the value assigned to 
1 
th .th k d e 1 eywor • 
The response is defined as an assignment of values 
which ~eflect relevance to the inquiry. This defines a 
d-dimensional response vector r for a collection of d 
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documents in which rj (the value assigned document j by the 
system) is obtained by comparing x. with q. 
J 
The description vectors xi are binary. The keyword 
matching may be described as: 
r. = 
J 
~ X (j) ·q • 
ik=l k k 
(2.30) 
This represents the number of keywords between documents 
and response vectors, and therefore the numeric value of 
these coefficients will not lie in the range from 0 to 1. 
A correlation method to normalize these values is: 
~ X (j)q 





l: (x (j))2 
k=l k 
Once this is done the keyword matching previously explained 
can be reduced to a simple multiplication of the description 
matrix C by the query vector 
r = C · q . 
dxt t 
Statistical associations is another class of association 
measures to be considered. Given a description Matrix, C, 
term-term associations may be generated by using the term 
description vectors of the columns of the matrix and docu-
ment-document associations can be obtained by doing the same 
for rows of the matrix. By computing these similarity 
coefficients between each pair of columns and rows, a term-
term similarity matrix CT·C and a document-document matrix 
C·CT are formed. 
These two matrices can be reduced to binary form by 
selecting a cut off level stating that the terms and/or 
documents are related if and only if the corresponding 
similarity coefficient is at least equal to the given 
threshold cut off level. 
CTC and C CT specify first order associations between 
objects. The same procedure can be iterated to generate 
Similarly 
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nth order associations may be obtained by generating (CTC)n 
By taking the weighted sum of powers of these 
similarity matrices one might obtain an association factor 
reflecting the total effect of associations of every length. 
Salton's linear associative retrieval is based upon 
two assumptions of linearity. 
1. The value of a document is assumed to be a linear 
function of the value of terms it contains as well 
as the values of the associated documents. 
is: 
r = A 
d dxd 
r + C w 
d dxt t 
w is a t dimensional vector of index terms. 
That 
(2.33) 
2. The value of the document identifier is given by 
taking the sum of its original value assigned by 
q and a linear function of the document containing 














Equations (2.30) and (2.31) may be expressed more concisely 
as: 
[J -[: J 





where B is the transpose of c. 
w = c-1 cr-A)r 
Solving for w one obtains 
(2.36) 
where I is the usual identity matrix with l's in the diagonal 
and O's elsewhere. Similarly one obtains from equation 
(2.27) 
(I-D)w=Br+q (2.37) 
then solving for r one has 
r = 
-1 -1 [(I-DC (I-A)-B] q (2.38) 
and by using the identity 
(I-A)-lC(I-D)-l[I-B(I-A)-lC(I-D)-l]-l=[(I-D)C-l(I-A)-B]-l 
(2.39) 
Equation (2.38) can now be transformed into the following 
equation which is the standard form for exhibiting document 
mapping, term document association and term associations: 
r = (I-A)-l C (I-D)-l[I-B(I-A)-lC(I-D)-l]-lq (2.40) 
dxd dxt txt 
after substituting one obtains a corresponding result for w: 
w = (I-D}-l[I-B(I-A)-lC(I-D)-l]-lq. (2.41) 
Even though matrices D and A are first order document 
and term association matrices, they differ from the previously 
explained term and document association matrices eTc and 
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CCT in that the term-term association and document-docu-
ment association derived in A and D constitute associations 
originating outside the normal assignment of terms to docu-
ments. CTC and CCT were derived directly from the character-
istics of a given document collection. 
In order that less weight can be assigned to lower order 
associations and more weight to higher order associations, 
it is necessary to transform matrices A, B, C, D into normal-
ized form. Salton15 does this by pre-multiplying with an 
appropriate matrix on the left side. He lets A be a diagonal 
matrix of dimension (d+t) x (d+t) 
i, thus achieving the form: 
(d+t)x(d+t) (d+t) X (d+t) 
such that O<A~<l for all 
- l. 
(d+t)x(d+t) (2.42) 
where o is a d x d diagonal matrix used to normalize the 
first d rows of the partitioned matrix and 9 is a txt 
diagonal matrix which does the same for the last t rows. 
Specifically: 
0~ = 
l. d . d+t. . 
l: A. 1 + l: c. 1 
j=l J j=d+l J (2.43) 
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and 
g ~ = 






The denominator reduces each row sum of the partitioned 
matrix to unity and the constant in the numerator further 
reduces this sum to less than 1, thus ensuring convergence 
of the association matrices. 
Salton's technique is as follows: Once the C matrix is 
established along with the A matrix, the following matrix 
manipulation is performed in order to normalize A. 
t 
where 
A .. = 
~J 
~ c.kc.k 
k=l ~ ;;J 
t t t 
L: c.k + L: c.k- L: c.kc.k 
k=l 1 k=l J k=l ~ J 
i = l .... t and j>i. 
The D matrix is normalized by 
d 
where 
D .. = 
~J 
L: ck.ck. 
k=l ~ J 
i=l .... d and j>i. 
(2.45) 
(2.46) 
once these operations are performed, the matrices are 
no longer in binary form, however, it is necessary to reset 
these to binary, hence a cutoff level is selected by trial 
and error. Assume that each element of the matrices lies 
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in the range from 0 to l. Salton15 will say that all 
elements lying in the range from .6 to l will be converted 
to 1 and all others to 0. The next step is to multiply 
these two normalized matrices with c and get a new c 
matrix which will be called C'. C' will not be in binary 
form. C' will be used to normalize the r vector in the 
following manner. 
r. = 
i C' (j)q 
k=l k k 
J 
(2.47) 
with q being the t dimensional description vector in which 
each component qi exhibits the values assigned to the key-
words from the inquiry. 
In January 1968 Gerard Salton and M. E. Lesk16 published 
the results of a two year study on the evaluation of 
different techniques in solving the information retrieval 
problem. The SMART document retrieval system was used to 
make this evaluation. The SMART system is fully automatic 
document retrieval system which does not rely on manually 
assigned keywords for document identification. Instead, it 
uses a variety of aids in the form of synonym dictionaries, 
hierarchial arrangements of subject identifiers, and phrase 
generation methods in order to obtain the content identi-
fication of a document. 
This evaluation is based on the users viewpoint with 
the criteria for success being the ability of the system 
to satisfy the users need. Management criteria such as 
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cost and time are not considered in this study. The measure 
of evaluation is based on recall and precision, where 
recall is defined as the proportion of relevant matter, and 
precision is defined as the proportion of retrieved material 
actually relevant. The three document collections used 
in this evaluation were: 
1) Computer Science (IRE-3); a set of 780 abstracts 
of documents in the computer literature, published 
in 1959-61, and used with 34 search requests. 
2) Documentation (ADI) : a set of 82 short papers 
presented at the 1963 Annual Meeting of the 
American Documentation Institute, and used with 
35 search requests. 
3) Aerodynamics (CRAN-1) : A set of 200 abstracts of 
documents used by the second ASLIB Cranfield Project 
and used with 42 search requests. 
Eight processing methods were used on the three docu-
ment collections. The following Table shows the results 
of this study, with the output ranked by a combined coef-
ficient consisting of the sum of normalized recall and 
precision. 
16 
The conclusions reached by the authors, Salton and Lesk 
is that 
(a) The order of merit for the eight methods is 
generally the same for all three document col-
lections, with the possible exception of the 
suffix "s" method, which performs better than 
average for CRAN-1 and worse than average for ADI. 
TABLE I 
OVERALL MERIT FOR EIGHT PROCESSING METHODS USED WITH 
THREE DOCUMENT COLLECTIONS 
M: merit measure (normalized recall plus normalized precision); 
D: dictionary used (Dl: suffix "s", D2: word stem, DJ: thesaurus, 
D4: statistical phase, D5: word-word association) 
Order 
D Method M D Method .M D 
1 D4 Stat. phliase 1.686 D3 Thesaurus 1.579 D4 
2 D3 Thesaurus 1.665 Dl Suffix "s" 1.574 D3 
3 D2 Stems 1.570 D4 Stat. phrasel.566 D5 
4 D5 Concan 1.559 D5 Con con 1. 556 D2 
5 Dl Suffix "s" 1.530 D2 Stems 1.534 D2 
6 D2 No weights 1.494 D2 No weights 1.477 D2 
7 D2 overlap 1.455 D2 Title only 1.430 Dl 
8 D3 Title only 1.369 D2 overlap 1.407 D2 






















(b) The performance range of the methods used is 
smaller for the Cranfield collection than for 
the other two collections. 
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(c) The use of logical vectors, overlap correlation, 
and titles only is always less effective than 
the use of weighted terms, and full document 
abstracts. 
{d) The thesaurus process involving synonym recog-
nition always performs more effectively than the 
word stem or suffix "s" methods when synonyms 
are not recognized. 
(e) The thesaurus and statistical phase methods are 
substantially equivalent. 
These results indicate weighted terms should be used, 
and synonym dictionaries should be incorporated wherever 
available. Other improvements may be made by incorporating 
phrases, hierarchies, and word-word association techniques. 
The SMART system bears out also that phrase languages are not 
substantially superior to single terms as indexing devices, 
and also that synonym dictionaries improve performance but 
that other dictionaries are not as effective as expected. 
The results of this study were not compared with 
other studies since Salton and Lesk16 felt that other studies 
were not complete and that a thorough comparison could not 
be made. 
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Recent studies and research have taken in the area of 
semantic associati.ons as a method of solving the information 
retrieval problem. C. C. Gotlieb and S. Kumar17 proposed the 
semantic clustering of index terms. 
The main problem in attempting to establish a semantic 
relationship for natural language words is the strong depen-
dence of their semantics on contexts. It has been stated that 
two words may be considered semantically equivalent or synonyms 
if the words can be interchanged in a given text without al-
tering the meaning of the word. 
The authors, Gotlieb and Kumar17 attempt an association 
measure between index terms. The index terms are drawn from 
structured indexes such as the Library of Congress. This 
association measure is based on a preassigned semantic relat-
ionship between terms rather than their co-occurence in the 
document corpus itself. This relationship is then used for 
grouping index terms into clusters or concepts. This 
collection then is used to give a new association dictionary, 
which will act as a supplement to the original request by 
furnishing associated terms to the index terms. 
This dictionary would be made by establishing an 
association measure. The authors used as their association 
method the idea of simple mapping techniques. That is: 
v = vocabulary of index terms 
rs = semantic association mapping 
rn = inclusion semantic 
rr = related semantics 
The mapping rn is to be antisymmetric and transitive. 
In this technique r is given so that y e:rx implies that 
y may be either included in x or related to x. r-1 can 
be defined as r -l =· Ixly e:rx} where r-l corresponds to the y 
"xx" references of the term. 
The association measure is defined as follows: 
LET ~(x)~{xurxur-1x} . (2.48) 
This set represents all immediate sematic relatives of the 
term x. The simple formula that is chosen to define an 
association measure, a(x,y) between a pair of terms is: 
-- . ~ (X) n ~y 
a(x,y) I -1 ~(x)u~y (2.49) 
where 1~1 = number of elements in set ~-
Using this association measure, a group of terms was 
computed with their relationship to other terms. The ob-
servations from this study were: 
(a) The maximum association measure for any term with 
any other term is quite small. 
(b) No great significance can be attached to small 
quantative differences. 
(c) The relative ordering of terms according to the 
measure supports the author's notions of semantic 
closeness and are usually reasonable. 
(d) The measure can reveal close association between 
terms which might not happen to refer to one 
another in the index terms. 
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Gotlieb and Kumar17 conclude that the methods described 
in thei.r study do have a strong ability to group conceptually 
related terms and also the ability to reorganize an indexing 
system. They stipulate, however, that the actual effect-
iveness of the dynamic dictionary produced through this 
method would have to be assessed in an implementation which 
would involve large groups of people and require a great 
amount of planning. They believe the results justify this 
implementation. 
Due to the increased growth in information centers 
and computer facilities and the birth of time sharing, it 
has become increasingly important to maintain only those 
documents that are pertinent to frequent use. Herbert M. 
Gurk and Jack Minker18 have developed a stochastic model 
to describe an information handling system. They feel 
that an acceptable solution can be obtained for this problem. 
The old technique has been to delete those programs or 
documents that a person feels are not being used frequently. 
However, with the advent of time sharing the operator is not 
always aware of what programs are being used. It was for 
this reason that this model was developed. 
This model accounts for the retirements and rebirth 
policy as it pertains to information retrieval. It does so 
by storing those documents not frequently used into a 
secondary store, and as new documents are added, storage 
is then availa,ble. The secondary store could be a tape or 
card file or even microfilm. 
With this system, it is necessary to maintain 
statistics as to documents used. The:se statistics are used 





The purpose of this study is to apply a different 
1 . t" h . 15 norma ~za ~on tee n~que to Salton's linear associative 
retrieval. The normalization technique as stated in 
Chapter II is performed by premultiplication of matrices 
A, C, D, q by an appropriate diagonal matrix which is given. 
After multiplication, the normalization is performed for the 
A and D matrices by use of equations {2.45) and {2.46). 
The r vector is then normalized by equation (2.47). Once 
this technique has been applied, a cut off level is assigned 
to A, D and r by trial and error. A value of one is ass-
igned to all data documents of the matrix that are above the 
cut off level, and all elements below the cut off level are 
assigned a value of zero. The results are then produced 
for each response according to the relevance of the document. 
The documents whose values are one are considered relevant 
and those with zero value, non-relevant. 
This study will use a different normalization technique 
and it is hopeful that the results will indicate that a 
cut off level can be established without relying on the 
time consuming trial and error method. 
The initial step of this study was to select two sets 
of data. The two data sets consist of: 
(1) a set of 20 documents (books} 
(2) a set of 20 requests obtained from the table 
of contents of the documents 
(3) a list of 43 keywords selected from the index of 
the documents. 
These two sets of data are listed as Data Set I, 
Appendix B and Data Set II, Appendix c. 
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The documents were checked for the presence of keywords 
and if a document contained a keyword it was given a value 
of one, and if the keyword did not exist, it was given a 
value of zero. This keyword-document matching was performed 
in order to obtain a term document binary matrix which 
will be called the C matrix in this study. This matrix 
is listed in Appendix D and will be used as input data for 
the computer programs which will be discussed later in 
this chapter. 
Once the C matrix was prepared, the table of contents 
of the documents were checked for requests that could be 
made. The requests were then checked for the presence of 
keywords or keyword association and if there was an assoc-
iation or match between the request and keyword, a value of 
one was assigned to that keyword. If no association was 
evident, a zero value was assigned. This matrix which is 
also binary will be called the q matrix. The data for 
this matrix is listed in Appendix E and will also be used 
as input to the computer program in order to establish an 
association between the c matrix and the q matrix. 
In order to have a knowledge of the correctness of 
responses to each request, a binary request matrix was 
developed by assigning those documents which satisfy the 
request with a value of one and those that were unrelated 
were assigned a value of zero. This matrix is used for 
checking results only and can be found in Appendix F. 
The equation to be solved by the computer is: 
r = A • C • D • q (3.1) 
where 
A is a document-document matrix dimensioned d x d 
C is a term-document matrix dimensioned d x t 
D is a term-term matrix dimensioned t x t 
q is a query vector dimensioned t x 1 
r is a response vector dimensioned d x 1. 
The procedure for solving this must include a normalization 
of matrices A and D since term and document associations 
are an integral part of the retrieval system. It is also 
necessary to normalize r, the response vector, since the 
coefficients of the response vector represent a number of 
matching keywords between the documents and the response 
vector and also due to the fact that the numeric values 
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will not lie in a range from zero to one after multiplication 
of matrices A, c, D, and q. 
The normalization technique designed for this study 
15 . . lt' 1' t' differs from that of Salton ~n that a pr~or mu ~p ~ca ~on 
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of a given diagonal matrix will not be performed. This 
technique will normalize by specifying a standard deviation 
for each matrix to be normalized. 
This is done by computing a value called ~ for each 
matrix element which will be used with the cut off level 
in matrices A, D and r. The equation used to derive this 
is as follows: 





X .. - 1-1 
1] 
a 
= elements of the matrix 
= number of elements in 
L: L: X .• 
i j 1J 
= 
n 
L: L: (x .. 2 -1-1) 
i j 1] 
= 
n-1 
( 3. 2) 
to be normalized 
the X matrix 
Since C and q are created in advance, only A, D and r remain 
to be computed. 
The A matrix is computed by applying (3.2), the pre-
T 
set cutoff level, to CC and D is computed by applying the 
same procedure to eTc. They are multiplied by C and q in 
accordance with (3.1) to get a response vector r. It 
is then necessary to normalize the response by the above 
technique. The documents that have a value above the cut-
off level will assume a value of one as a relevant document 
and all others will assume a value of zero for non-relevance. 
The implementation of the data into the associative 
retrieval J?IOblem was performed by writing a computer 
program and a normalization routine, which are listed in 
Appendix A. This program was written in rL/1 for the IBM 
360/50 Computer. 












CALCULATE R = 
II ccTII·c·ll cTcii·Q 
FOR EACH DOC. 
v = l, ... ,d 
NO 
YES 
PRINT THE vth 
DOCUMENT TITLE FOR 
THE uth QUERY 
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Since Salton's15 linear associative retrieval technique 
is considered quite adequate, his technique was programmed 
and using the same data base, a comparison was made of the 
two data sets in Appendices B and C. These comparisons were 
made using the precision and recall formulas which are 
acceptable for measurement of efficiency in information 
retrieval. 
The formula for calculating precision is: 
. . number of documents retrieved and relevant 
Prec~s~on = total number of documents retrieved 
The formula for calculating recall is: 
number of documents retrieved and relevant 
Recall = total number of relevant documents in the collection 
The results of these comparisons are listed on the 
following pages. Data Set I and Data Set II were calculated 
as independent sets of data with each request being cal-
culated as an individual request. 
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DATA SET I 
Normalized Technique Salton Technique 
¢ = . 5 A=.7 D=.7 r=.3 
Cut off Level Cut off Level 
Request 
Number Precision Recall Precision Recall 
1 1/3 5/8 1 1/2 
2 2/5 7/10 3/4 3/10 
3 3/5 9/10 9/10 9/10 
4 3/5 9/10 1 2/5 
5 3/4 1 7/8 7/9 
6 3/14 3/4 1 1/4 
7 1/2 7/8 1/2 1/8 
8 2/3 2/3 1/7 1/2 
9 3/13 3/4 1 1/2 
10 1/2 1/4 1 1/4 
11 3/5 9/10 6/7 3/5 
12 1 12/13 2/3 2/13 
13 1/2 1/5 1 1/5 
14 1 2/5 1 2/5 
15 1/2 1/2 1 1 
16 1/5 1/5 3/4 3/5 
17 2/7 4/5 3/11 3/5 
18 11/17 1 9/11 9/11 
19 5/9 5/6 3/5 1/2 
20 1 14/15 9/11 3/5 
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DATA SET II 
Normalized Technique Salton Technique 
¢ = 0 5 A=.7 D=.7 r=2.4 
Cut off Level Cut off Level 
Request 
Number Precision Recall Precision Recall 
1 1/2 7/8 1 1/4 
2 3/5 1 3/4 1 
3 9/14 1 4/5 4/9 
4 1 6/13 5/6 5/6 
5 4/11 4/5 5/6 5/6 
6 1/3 4/5 5/7 1 
7 7/11 7/8 3/13 3/8 
8 1/4 1/3 1/4 2/3 
9 1/2 3/4 2/7 1/4 
10 2/5 1 2/5 4/7 
11 1/3 5/7 2/5 4/7 
12 1/2 6/7 2/3 4/6 
13 2/5 4/7 6/7 6/7 
14 8/17 4/5 2/5 2/5 
15 1/4 1/4 1/5 3/4 
16 2/9 2/7 5/6 5/7 
17 1 1/6 5/13 5/6 
18 1 1/4 4/11 1 
19 7/15 1 3/7 6/7 
20 3/10 3/4 4/14 1 
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IV. CONCLUSIONS 
An effort will be made to comp~re the results of this 
study with the techniques developed by other investigators 
outlined in the Review of the Literature. In particular, 
the results of Salton's method will be compared with the 
method developed for this investigation. 
The results obtained from this study indicate Salton's 
method of linear retrieval is a very good technique for 
information retrieval, however, due to the fact that the 
cut off level for relevancy in matrices A, D and r is 
determined by trial and error, it is conceivable that 
several computer throughputs may be necessary in order to 
obtain the best results. It is also evident that the 
requester would be better prepared to judge the results of 
his request if he had an a priori knowledge of the docu-
ments from which his request is made. 
The normalized method presented in this study over-
comes the guess work of the cut off level by calculating a 
cut off level and by so doing, abolished the need for any 
a priori knowledge of the subject content. 
Data Set I was computed using both the normalized 
technique and Salton's technique. Salton's technique was 
computed three times and by close observation of the raw 
data, a cut off level was selected for A, D and r. The 
results of the third run indicated that sixteen of the 
20 requests had better than 50 percent precision and 10 
had better than 50 percent recall. 
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The normalized technique resulted in 14 out of 20 
requests with better than 50 percent precision and 12 with 
better than 50 percent recall after the initial fun. 
Data Set II was analyzed after the first run and no 
request resulted in a zero response using Salton's method, 
and there were no zero responses using the normalized method. 
The first run on Data Set II using Salton's method indicates 
eight requests with better than 50 percent precision and 
14 with better than 50 percent recall. Nine of 20 requests 
had over 50 percent precision and 14 of 20 had over 50 
percent recall using normalized method. 
It is evident from the results of the data that both 
methods are adequate, however, it is this author's opinion 
that a calculated cut off level will benefit the requestor 
by providing at least one relevant document per request if 
a pertinent document exists in the document collection and 
by speeding up the retrieval process by having to make only 
one computer throughput. 
The results of this study make it possible to draw a 
comparison between the method developed by this author and 
other investigators. The results of this investigation 
were promising but should not be considered superior in all 
cases to those of other investigators. However, the results 
are conclusive enough to warrant further investigation. 
BIBLIOGRAPHY 
1. Salton, Gerard, "Information Dissemination and 
Automatic Information Systems," Proc. IEEE, 54, 12 
(Dec. 1966), pp. 1663-1678. 
2. Lipetz, Ben-Ami, "Information, Storage and Retrieval", 
(W. H. Freeman Co., San Francisco, 1966), pp. 1-33. 
55 
3. Williams, William F., "Principles of Automated Infor-
mation Retrieval", (Business Press Internations, 1965), 
pp. 118-129. 
4. Taube, Mortimer, "A Truth Table Evaluation of the Logic 
of Nerve Nets", (Documentation, Inc., 1957), 
5. W. J. Elliott and R. L. Risley, "Mathematical Appli-
cation Report #5", Technical and Research Library, 
Allison Division of General Motors, April 1962. 
6. Stiles, H. Edmund, "The Association Factor in Infor-
mation Retrieval", J. ACM, Vol. 8, 1961 {April) 
PP· 271-279. 
7. Yates, F., "Contingency Tables Involving Small Numbers 
and the Chi Square Test", Suppl. J. Royal Stat. Soc. 1, 
1934, pp. 217-235. 
8. Lagersfeld, Paul F., "Measurement and Prediction", 
{Princeton University Press, Princeton, New Jersey, 
19 50) , pp. 3 6 2-4 7 2. 
9. Baker, Frank B., "Information Retrieval Based Upon 
Latent Class Analysis", J. ACM, Vol. 9, No. 4, 1962, 
pp. 512-521. 
10. Anderson, T. w., "In Estimation of Parameters in Latent 
Structure Analysis", Psychometrica, Vol. 19, No. 1, 
1954, pp. 1-10. 
11. Winters, William K., "A Modified Method of Latent 
Class Analysis", J. ACM, Vol. 12, July 1965, pp. 356-
363. 
12. Barko, Harold and Myrna Bernick, "Automatic Document 
Classification", J. ACM, Vol. 10, No. 2, 1962, 
pp • 151-16 2 . 
13. Maron, M. E. and J. L. Kuhns, "On Relevance, Probabil-
istic Indexing and Information Retrieval", J. ACM, 
Vol. 7, July 1960, pp. 216-244. 
56 
14. Guiliano, Vincent E., and Paul E. Jones, "Linear 
Associative Retrieval- Visitas in Information Handling", 
(P. Howerton Edition, Spartan Books, Inc., Washington, 
D.C., 1963), pp. 30-38. 
15. Salton, Gerard, "Automatic Information Organization and 
Retrieval", (McGraw-Hill Book Company, New York, 1968), 
pp. 110-128. 
16. Salton, Gerard and M. E. Lesk, "Computer Evaluation of 
Indexing and Text Processing", J. ACM, Vol. 15, Jan. 
19 6 8 ' pp. 8-3 6. 
17. Gotlieb, c. c., and S. Kumar, "Semantic Clustering of 
Index Terms," J. ACM, Vol. 15, No. 4, October 1968, 
pp. 493-513. 
18. Gurk, Herbert M. and Jack Menker, "Storage Requirements 
for Information Handling Centers", J. ACM, Vol. 17, 
No. 1, Jan. 1970, pp. 65-77. 
APPENDIX A 
PL/1 PROGRAM FOR 
LINEAR ASSOCIATIVE RETRIEVAL 
AND 
PL/1 SUBROUTINE FOR NORMALIZATION OF 
LINEAR ASSOCIATIVE RETRIEVAL PROGRAM 
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DCL C(I,J) EIXED BINARY CONTROLLED, 
(D(J,J),A(I,M),Q(J,N),CD(I,J)) CONTROLLED; 
DCL CARD(I} CHAR(80}CONTROLLED; 
GET EDIT (I,J ,N) (P (3)); GET SKIP; 
PUT DATA(I,J,N); PUT SKIP; 
M=I; 
ALLOCATE C,D,A,Q,CD; 
GET EDIT(C) (F(l)); GET SKIP; 
GET EDIT(CUT D,CUT A,CUT R) (F(lO,S)); GET SKIP; 
PUT DATA(CUT-D,CUT-A,CUT-R); 
PUT EDIT(C) ((I)-(SKIPTJ) (FT3)))); 
GET EDIT(Q) (F(l)); GET SKIP; 
PUT EDIT (Q) ( (J) (SKIP, (N) (F (3)))); 
/* I = NO OF DOCUMENTS N= NO OF REQUESTS 
J= NO OF TERMS **J>=I>=· REQUIRED /* 
DO K=l TO J; D(K,K)=l.O; END; 
DO K=l TO J; 
DO L=K+l to J; 














PUT EDIT (D) ( (J) (SKIP, (J) (F (4, 2)))); 
CALL ZNORM(J,J,D); 
PUT EDIT (D) ( (J) (SKIP, (J) (F (4, 2)})}; 
DO L=l TO I; A(L,L}=l.O; END; 
DO K=l TO I; 
DO L=K+l TO I; 














END A; i 
PUT EDIT (A) ((I) (SKIP, (I) (F (4,2)))); 
CALL ZNORM(I,I,A); 
PUT EDIT {A) ({I) (SKIP, (I) (F (4,2)))); 
DO K=l TO J; 
DO L=K TO J; 
IF ABS(D(K,L))>CUT D THEN D(K,L),D(L,K)=O.O; 
ELSE D(K,L),D(L,K)=l.O; 
END;END; 
PUT EDIT (D) ( (J) SKIP, (J) (F (3)))); 
DO K=l TO I; 
DO L=K TO I; 
IF ABS(A(K,L))>CUT A THEN A(K,L),A(L,K)=O.O; 
ELSE A(K,L),A(L,K)=l.O; 
END; END; 
PUT EDIT (A) ((I) (SKIP, (I) (F (3)))); 
DO K=l TO I; 
DO L=l TO J; 
CD(K,L)=O.O; 
DO M=l TO J; 
CD(K,L)=CK(K,L)+C(K,M)*D(M,L); 
END; END; END; 
DO K=l TO I; 
DO L=l TO J; 
D(K,L)=O.O; 
DO M=l TO I; 
D(K,L)=D(K,L)+A(K,M)*CD(M,L); 
END; END; END; 
FREE A; M=N; 
ALLOCATE A; 
DO K=l TO I; 
DO L=l TO N; 
A(K,L)=O.O; 











PUT EDIT(A) ((I) (SKIP, (N) (F{4,2)))) i 
CALL ZZNORM(I,N,A); 
PUT EDIT(A) ((I) (SKIP, (N) (F(6,2)))); 
FREE C,D,Q,CD; 
ALLOCATE CARD; 
GET EDIT(CARD) (A(80)); 
DO L=l TO N; 
PUT EDIT('THE' ,L,'TH QUARRY'~ RESPONSE IS:') 
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(PAGE,X(lO) ,A,F(4) ,A); 
DO k=l TO I; 
IF ABS(A((K,L))< CUT R THEN 
PUT EDIT (ABS (A {K,L)) -;cARD (K)) (SKIP ( 2) ,X (5) ,F (6, 2) , 
X(S) ,A); 
END; END; 





DCL R(I,J) FLOAT; 
ZSUM, ZSUM2=0.; 
DO IR=1 TO I; 
DO JR=l TO J; 






DO IR=1 TO I; 





ZNORM: PROC {I,J,R); 
DCL R{I,J) FLOAT; 
Z SUM, Z SUM2= 0. 
CNT=O.; 
DO IR=l to I; 
DO JR=1 TO J WHILE(JR<IR); 
ZSUM=ZSUM+R{IR,JR); 
ZSUM2=ZSUM2+R(IR,JR)*R(IR,JR); 




DO IR=1 TO I; 













DOCUMENTS - DATA SET I 
1. Progranuning the IBM 360 
2. Applications o;f Digital Computers 
3. Computer Software 
4. One Line Computing 
5. Information, Computers and System Design 
6. Management Standards for Data Processing 
7. Data Processing for Decision Making 
8. Introduction to Computer Science and Data Processing 
9. Principles of Automated Information Retrieval 
10. Statistical Computations on a Digital Computer 
11. Integrated Data Processing Systems 
12. Use of Digital Computers for Engineering Applications 
13. The Number Systems 
14. Introduction to Operations Research 
15. Numerical Methods and Computers 
16. Elementary Numerical Analysis 
17. Business Data Processing 
18. Small Computer Handbook 
19. Computers in Business 















































RE.QUESTS - DATA SET I 
1. Internal Linkage to Subroutines 
2. Computers and Operations Research 
3. Subroutine Errors 
4. Theory o£ File Organization 
5. Models of Systems 
6. Methods, Standards, Programming 
7. System 360 Assembly Language 
8. Mathematical Classification of Decimals 
9. Fundamentals of Retrieval 
10. Matrix Operations 
11. Data Channel 
12. Input/Output 
13. Data Processing 
14. Numerical Differentiation 
15. Transitive Relations 
16. Ordinary Differential Equations 
17. Dynamic Inventory Models 
18. Accumulator 
19. Disk Storage 
20. Fortran 



















































REQUESTS - DATA SET II 
1. Solutions of homogeneous differential equations. 
2. Green's Theorem in the Plane and Stoke's Theorem in 
3-dimensions. 
3. Convergence of infinite series. 
4. Numerical solutions of ordinary differential equations 
5. Matrix solutions of n-linear equations in n-unknowns. 
6. General solution of the quadratic equation. 
7. Determining areas and volumes by use of multiple integrals. 
8. Definition of the gamma functions. 
9. Power series representation of functions. 
10. Numerical methods for evaluation of definite integrals. 
11. Unions and intersections of finite sets. 
12. Derivation of the binomial theorem. 
13. Definitions of the inverse trigonometric functions. 
14. Angular velocity and acceleration 
15. Fitting a polynomial to a set of data points. 
16. Use of mathematical induction. 
17. Continuity of functions. 
18. Applications of Largrange Multiplier Technique 
19. Numerical solutions of Polynomial Equations. 
20. Finding the area of a triangle given 3 sides. 
69 
DOCUMENTS - DATA SET II 
1. Mathematical Methods for Digital Computers 
2. Applied Dynamic Programming 
3. Elementary Numerical Analysis 
4. Numerical Methods for Scientists and Engineers 
5. Advanced Calculus 
6. Fundamentals of College Algebra 
7. Analytic Geometry and Calculus 
8. Elementary Differential Equations 
9. Methods in Numerical Analysis 
10. Plane Trigonometry 
11. University Calculus 
12. Higher Algebra for the Undergraduate 
13. Trigonometry 
14. Foundations in Modern Mathematics 
15. Advanced Calculus 
16. Introductory Computer Methods and Numerical Analysis 
17. Modern Fundamentals of Algebra and Trigonometry 
18. College Algebra 
19. Calculus with Analytic Geometry 
20. Modern University Calculus 
APPENDIX D 
DATA SETS I AND II 
TERM DOCUMENT MATRIX C 
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TERM DOCUMENT MATRIX C - DATA SET I 
0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 1 1 1 0 0 0 1 1 0 0 0 0 1 0 1 1 1 1 1 0 1 1 0 0 1 0 0 0 
0 0 1 1 0 0 0 0 1 0 1 0 1 1 1 1 0 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 
0 0 0 0 0 0 0 l 0 0 1 1 1 l 0 1 1 1 1 0 0 0 1 1 0 0 0 1 0 1 1 1 0 1 0 1 1 0 0 1 0 0 1 
0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 1 1 0 0 1 0 1 1 
0 0 0 0 0 1 0 0 1 0 1 0 1 1 0 1 0 0 0 1 0 0 0 1 0 1 0 1 0 0 1 1 0 0 0 1 1 0 0 1 1 1 1 
0 0 0 0 1 0 0 0 0 0 1 1 1 1 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 1 1 1 0 0 0 0 1 1 1 0 1 1 0 0 0 1 0 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 
0 0 1 0 0 0 0 0 1 1 1 0 1 1 0 0 0 0 0 1 0 1 1 0 0 0 0 1 0 0 1 1 1 1 0 1 0 0 0 0 0 0 1 
0 1 0 0 0 1 1 0 1 0 1 0 1 1 1 0 0 1 0 0 0 0 1 1 1 0 0 0 0 1 0 0 0 0 0 0 1 0 1 1 1 0 0 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 1 0 0 1 1 0 0 0 0 
0 1 1 0 0 0 1 0 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 1 1 1 1 0 0 0 0 0 1 0 0 1 
0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 1 0 0 1 0 0 1 0 0 0 1 1 1 1 0 0 1 0 0 0 0 0 1 1 1 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 1 0 1 1 0 1 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 1 1 0 0 1 0 0 
1 0 0 0 0 0 0 0 0 1 1 0 1 1 0 1 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 1 0 1 1 0 0 0 0 
1 0 0 0 0 0 0 0 0 1 1 0 1 1 0 1 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 1 0 1 1 0 0 0 0 
1 1 0 0 0 0 0 t 0 1 1 1 1 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 1 1 0 0 1 1 0 0 0 0 0 0 1 
0 1 1 0 0 0 1 0 t 0 1 0 1 1 1 0 1 0 0 0 0 1 1 0 0 0 0 1 0 0 1 1 0 1 0 1 1 0 0 1 0 0 1 
0 1 1 1 0 0 0 0 1 1 l 1 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 
1 1 o o o 1 o 1 1 1 1 1 1 o o o 1 1 o o o n o o o o 1 o 1 1 1 o 1 o 1 1 o o 1 o o 1 o 
TERM DOCUMENT MATRIX C - DATA SET II 
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 1 1 1 0 0 0 0 1 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 
1 1 1 0 1 1 1 1 0 1 1 0 1 1 1 1 0 1 1 0 1 1 1 1 1 1 0 1 0 0 1 0 0 0 0 1 0 1 1 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 1 1 0 1 0 1 0 1 1 1 1 1 0 0 0 0 0 0 1 1 0 1 0 0 0 0 1 0 0 1 0 0 0 
1 1 0 1 1 1 1 0 1 1 1 0 1 1 1 1 0 1 1 0 1 1 1 1 0 1 1 1 1 1 1 0 0 0 0 1 0 1 1 0 0 1 0 
0 0 1 1 0 0 1 1 0 0 0 1 1 0 0 0 1 0 0 1 0 0 1 1 1 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 
0 0 0 1 1 1 1 1 0 0 1 0 1 0 0 0 0 1 0 1 1 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 1 1 0 0 1 0 1 
1 0 0 0 1 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 1 
1 1 0 0 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 0 0 1 1 0 1 1 0 0 1 1 1 1 1 1 0 1 1 1 0 0 0 0 
0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 1 0 0 1 1 0 1 1 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 
1 0 1 0 1 0 0 0 1 1 1 0 0 0 0 1 1 1 0 0 1 1 0 0 0 1 0 1 1 1 1 1 1 1 0 0 0 0 1 0 0 0 0 
0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 1 0 0 1 0 1 1 1 0 0 0 0 0 0 1 1 1 1 1 0 0 1 0 1 0 0 1 0 
1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 0 1 0 0 0 1 1 0 0 0 0 
0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 1 1 0 0 1 1 0 1 1 0 1 0 1 1 0 0 0 1 1 1 0 0 0 0 0 1 1 1 1 1 1 0 0 0 1 1 0 0 0 0 
0 0 0 1 1 0 0 1 1 0 1 0 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 1 1 
1 0 1 0 0 1 1 1 1 1 1 0 1 0 1 1 0 0 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 1 0 0 0 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 
APPENDIX E 
DATA SETS I AND II 
QUERY VECTORS q 
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QUERY VECTOR q - DATA SET I 
0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 1 0 1 1 0 0 1 0 1 0 1 0 0 0 0 0 0 1 1 0 1 0 1 
1 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1 0 1 0 0 
0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 1 0 1 1 
0 0 0 0 0 0 0 0 1 0 1 1 0 0 1 1 1 0 1 0 0 0 0 0 0 1 1 0 1 1 1 1 0 0 1 0 1 0 1 1 1 0 0 
0 1 0 1 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 1 0 1 0 0 0 0 0 1 0 
1 1 1 1 1 0 1 1 1 0 1 0 1 1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 1 0 0 1 0 0 0 1 0 0 0 0 0 0 1 1 0 1 0 1 1 
0 0 1 0 1 0 1 0 0 0 0 0 0 1 1 0 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 1 1 0 0 1 0 1 0 
1 0 0 0 0 0 0 1 1 1 1 0 1 1 0 0 1 0 1 0 1 0 0 0 0 0 0 1 1 1 1 1 0 0 0 1 1 0 1 0 0 0 0 
0 0 0 0 1 1 1 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 1 0 0 0 0 0 0 
1 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 
0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
1 1 0 0 1 0 0 0 1 0 0 0 0 0 0 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 
0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 
0 0 0 0 1 0 1 0 0 0 0 1 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 1 0 0 1 0 0 0 0 0 0 0 0 1 
1 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 1 
1 0 0 0 0 1 0 1 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































DATA SETS I AND II 
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DOCUMENTS - DATA SET I 
1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 
0 1 0 0 0 1 1 0 1 0 0 0 0 0 1 1 0 0 1 0 
1 0 1 1 1 0 0 1 1 0 1 0 0 0 0 0 0 0 1 1 
1 0 1 1 1 0 0 1 1 0 1 0 0 0 0 0 0 0 1 1 
0 0 1 1 1 1 0 1 0 0 1 0 0 1 0 0 1 0 1 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 1 0 
1 1 1 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 
0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 
0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 
1 0 1 1 1 0 0 1 1 0 1 0 0 0 0 0 0 0 1 1 
1 0 1 1 1 1 0 1 0 0 1 1 0 1 0 0 1 1 1 1 
0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 0 1 1 0 
0 0 0 0 0 0 0 0 1 0 0 1 1 1 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 0 0 0 0 
0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 1 0 1 0 
1 0 1 1 1 0 0 1 1 1 0 0 0 0 0 0 1 1 1 1 
1 1 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
1 1 1 0 1 1 1 1 0 0 1 0 0 1 1 1 1 1 1 1 
DOCUMENTS - DATA SET II 
~ 1 1 1 1 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 
1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 
1 0 1 0 1 0 0 0 1 0 0 1 0 0 1 1 0 0 1 1 
1 0 1 1 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 
0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 1 1 0 0 
0 0 1 1 1 0 1 0 1 0 0 0 0 0 1 1 0 0 1 0 
1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 
1 0 1 1 1 0 0 0 1 0 1 0 0 0 0 0 0 0 1 1 
1 0 1 1 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 1 0 0 0 0 1 1 0 1 0 1 0 1 1 0 0 
1 0 1 1 0 1 0 0 0 0 0 1 0 0 0 0 1 1 0 0 
0 0 0 0 0 0 0 1 0 1 1 0 1 1 0 0 1 1 0 0 
1 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 1 0 1 1 
0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
1 0 0 1 0 0 0 1 0 1 0 0 1 0 0 1 0 0 0 0 
0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
1 1 1 1 0 0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 1 0 0 0 
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