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Introduccio´n
1. Introduccio´n
El presente documento va a abordar un estudio sobre la influencia que puede
tener el factor provincia en la fase de ana´lisis, seleccio´n y valoracio´n del riesgo de la
elaboracio´n de las normas de suscripcio´n para el ramo de autos, y co´mo puede esto
afectar al importe final de las primas.
Para llevar a cabo este estudio, en primer lugar ha sido necesario construir una
base de datos que va a estar formada por variables que esta´n en su gran mayor´ıa
fuertemente relacionadas con el ramo de autos. Todos los datos utilizados esta´n dis-
ponibles en fuentes oficiales y son del an˜o 2014. Antes de trabajar con dicha base de
datos, se ha realizado una depuracio´n de los datos con el consiguiente tratamiento de
datos at´ıpicos, datos perdidos,...
Una vez preparada la base de datos se ha trabajado en el objetivo principal del
trabajo, probar lo mucho que puede variar la prima de autos dependiendo de la
provincia en la que resida el titular de la po´liza de seguro. Para ello, se ha tratado
de, por un lado, elaborar una clasificacio´n de las provincias a partir de las variables
recogidas y por otro, hacer una estimacio´n de la prima de autos en funcio´n de dichas
variables. Finalmente, se hace una comparacio´n de la prima estimada con la prima
del an˜o 2014 y se resaltan las principales diferencias.
En el cap´ıtulo 2 se explica que´ ha motivado este trabajo y cua´l es el objetivo
que se persigue con este estudio. Para ello, se hace una breve introduccio´n al seguro
dando la definicio´n de te´rminos ba´sicos como son la prima y el riesgo, se introduce
tambie´n el ramo de autos y se explica en que´ consiste la normativa de suscripcio´n de
una entidad aseguradora.
En el cap´ıtulo 3 se trata el tema de la dificultad que existe en la actualidad para
encontrar datos, y lo que es ma´s importante, que esos datos sean de calidad. Tambie´n
se explica co´mo ha sido la construccio´n de la base de datos y cua´les han sido las
distintas fuentes de las que se han obtenido los datos. Todos estos datos tendra´n
relacio´n con el ramo de autos. En este apartado se aborda tambie´n la depuracio´n de
la base de datos y, en concreto, se trabaja en un problema de missing. Para buscar una
solucio´n a este problema se utilizara´n te´cnicas de ana´lisis multivariante como regresio´n
lineal mu´ltiple y modelos lineales generalizados (GLM) que sera´n implementadas a
trave´s de SPSS y R respectivamente.
En el cap´ıtulo 4 se hace una clasificacio´n de las provincias a partir de los datos
obtenidos, y para ello se utiliza el ana´lisis de cluster como te´cnica de clasificacio´n. Se
utilizan distintos tipos de ratios, as´ı como distintas distancias y enlaces con el fin de
obtener una clasificacio´n lo ma´s precisa posible.
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En el cap´ıtulo 5 se realiza una estimacio´n tanto del nu´mero total de primas como
de la prima media de autos partiendo de los datos recogidos y utilizando como te´cnica
la regresio´n lineal mu´ltiple. Adema´s, se compara la prima media con la prima de autos
del an˜o 2014 y se analizan las diferencias.
En el cap´ıtulo 6 se comentan cua´les son las principales conclusiones que se han
extra´ıdo del trabajo.
En el cap´ıtulo 7 se plantean tres futuras l´ıneas de investigacio´n: ver que´ ocurrir´ıa si
se introduce el factor zona en este estudio, tratar de ver co´mo afectar´ıan las variables
de fallecidos en cada provincia y como influye esto en el importe de la prima, y
estimar la prima para cada uno de las regiones que surgen de la aplicacio´n del ana´lisis
de cluster y valorar si las entidades aseguradoras podr´ıan hacer grupos en funcio´n de
estas regiones para posteriormente calcular la prima.
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2. Motivacio´n y objetivo
2.1. Introduccio´n al seguro
La Ley de Contrato de Seguro [19] define el contrato de seguro como aque´l por
el que el asegurador se obliga, mediante el cobro de una prima y para el caso de que
se produzca el evento cuyo riesgo es objeto de cobertura, a indemnizar, dentro de
los l´ımites pactados el dan˜o producido al asegurado o a satisfacer un capital, una
renta u otras prestaciones convenidas. De esta definicio´n, son interesantes para el
objetivo del trabajo, el riesgo y la prima. Segu´n Boj, Claramunt y Fortiana (2006) [2]
la prima es el importe que paga el tomador del seguro a cambio de estar protegido
en caso de que se produzca el riesgo que cubre la cobertura. La prima, que va a venir
definida por el riesgo asegurable y por el resto de factores que conforman el coste
de la empresa, es el precio del servicio ma´s el margen expl´ıcito de beneficio y debe
cumplir los principios de equidad y suficiencia de acuerdo con la naturaleza de los
riesgos asumidos por el asegurador. El principio de equidad hace referencia a que la
prima se ajuste al riesgo de siniestralidad de cada po´liza y el principio de suficiencia
se refiere a que en te´rminos esperados las primas sean suficientes para cubrir todos los
riesgos de la cartera considerada, es decir, garantizan la rentabilidad en condiciones de
estabilidad a largo plazo de la entidad aseguradora. Como ya defin´ıa Guardiola (1990)
[7], el riesgo podr´ıa definirse en te´rminos generales como la posibilidad incierta de que
ocurra un acontecimiento que produce una necesidad econo´mica y cuya manifestacio´n
se previene y garantiza en la po´liza y obliga al asegurador a efectuar la prestacio´n
que le corresponde. El riesgo tiene seis caracter´ısticas fundamentales:
Es incierto.
Es posible.
Es concreto, es decir, se puede analizar y valorar tanto a nivel cualitativo como
cuantitativo.
Es l´ıcito.
Es fortuito.
Tiene contenido econo´mico, ya que la realizacio´n del riesgo ha de producir una
necesidad econo´mica.
Para poder asumir la cobertura de este riesgo, el asegurador debe llevar a cabo la
aplicacio´n de una serie de te´cnicas que le permitan establecer la naturaleza, valora-
cio´n y l´ımites de aceptacio´n de dicho riesgo. Estas te´cnicas se resumen en: seleccio´n,
ana´lisis, evaluacio´n, compensacio´n y distribucio´n.
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La seleccio´n de riesgos es una parte fundamental de la actividad aseguradora. En
Guardiola (1990) [7] se defin´ıa como el conjunto de medidas, generalmente de cara´cter
te´cnico, que adopta una entidad aseguradora para decidir cua´les son los riesgos que
acepta, orientando esta decisio´n a aque´llos de los que se espera que, por sus propias
caracter´ısticas, no van a dar lugar necesariamente a resultados desequilibrados por
encontrarse dentro del promedio en su categor´ıa. Es decir, las entidades aseguradoras
no aceptara´n riesgos que por sus caracter´ısticas se alejen de la siniestralidad propia
de su ramo.
La elaboracio´n de las normas de suscripcio´n es el proceso que nos permite evaluar
y clasificar adecuadamente el riesgo que queremos asegurar para fijar un precio justo
a su cobertura. Es muy importante por tanto, el uso de unos buenos criterios de
seleccio´n ya que esto podr´ıa ayudar mucho a ajustar correctamente el precio de la
prima, que es el objetivo de cualquier entidad aseguradora.
Es por este motivo por el que el trabajo se centrara´ en hacer un estudio que pueda
ayudar a la elaboracio´n de dichas normas de suscripcio´n. En concreto, el trabajo se
enfocara´ en estudiar la influencia de la variable provincia en la seleccio´n y valoracio´n
de riesgos para el ramo de autos, y en consecuencia, en el importe de la prima.
2.2. Ramo de autos
El ramo de autos es aquel que tiene por objeto la prestacio´n de indemnizaciones
derivadas de accidentes producidos a consecuencia de la circulacio´n de veh´ıculos y es
uno de los ma´s importantes para las entidades aseguradoras.
En Espan˜a, la contratacio´n de un seguro que cubra los dan˜os personales y mate-
riales que se puedan ocasionar a terceras personas es obligatoria para todo propietario
de un veh´ıculo a motor [20].
El seguro obligatorio garantizara´ la cobertura de la responsabilidad civil en veh´ıcu-
los terrestres automo´viles con estacionamiento habitual en Espan˜a, en todo el terri-
torio del Espacio Econo´mico Europeo y de los Estados adheridos al Acuerdo entre las
oficinas nacionales de seguros de los Estados miembros.
Los importes de la cobertura del seguro obligatorio son los siguientes:
En los dan˜os personales, 70 millones de euros por siniestro, cualquiera que sea
el nu´mero de v´ıctimas.
En los dan˜os materiales, 15 millones de euros por siniestro.
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Cuando concurran dan˜os personales y materiales, y la indemnizacio´n de estos
u´ltimos superen los 15 millones de euros por siniestro, la diferencia se indemnizara´ con
cargo al remanente que pudiera resultar de la indemnizacio´n por los dan˜os personales
[21].
Las entidades aseguradores ofrecen las modalidades de cobertura para el seguro
de autos que se pueden ver en la tabla 1:
Tabla 1: Modalidades de cobertura del seguro de autos
Fuente: Elaboracio´n Propia
2.3. Normativa de suscripcio´n
Cuando un cliente quiere contratar una po´liza, las entidades aseguradoras abren
un procedimiento de contratacio´n en el que han de tomar la decisio´n de asumir o no
la cobertura de un determinado riesgo.
Para ello, la entidad dispone de lo que se denomina pol´ıtica o normativa de sus-
cripcio´n, que son el conjunto de reglas a aplicar en el momento de la aceptacio´n de un
riesgo en base a la experiencia en dicho riesgo y que se corresponden con el siguiente
esquema:
Fase I. Ana´lisis, seleccio´n y valoracio´n del riesgo
En esta fase, la entidad aseguradora pide al cliente que especifique las circuns-
tancias del riesgo en base a unos para´metros prefijados. Es muy importante para la
entidad aseguradora saber toda la informacio´n acerca de la zona de circulacio´n, el
veh´ıculo asegurado y el conductor.
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Son muchas las variables que influyen en la valoracio´n del riesgo. Se pueden agru-
par en:
Datos del conductor: En este caso son especialmente influyentes la edad y la
experiencia en la conduccio´n, as´ı como la zona por la que se conduce de manera
habitual. En este sentido, la provincia es un elemento capital en la tarificacio´n.
Tambie´n afecta si se trata de una zona urbana, perife´rica o rural.
Datos del veh´ıculo: El tipo, el valor y las caracter´ısticas te´cnicas del veh´ıculo
ser´ıan los elementos ma´s importantes para la tarificacio´n.
Datos del seguro actual: En este caso es influyente la informacio´n sobre su
historial siniestral.
Fase II. Tarificacio´n y proposicio´n de seguro
Es en esta segunda fase en la que, una vez decidido que el riesgo es asegurable, se
procede a calcular la prima correspondiente para esa cobertura.
Fase III. Formalizacio´n de la po´liza
Una vez calculada la prima, la entidad correspondiente emite la po´liza.
Este trabajo se centrara´ en la primera fase de la elaboracio´n de las normas de
suscripcio´n, es decir, en la seleccio´n y valoracio´n de los riesgos. El objetivo sera´ ajustar
mejor el valor de la prima exigida por las entidades aseguradoras en funcio´n de la
provincia, que sabemos que es un factor de vital importancia en la tarificacio´n. Para
ello, se va a trabajar con datos a nivel de provincia. Es obvio que no podra´ pagar la
misma prima un asegurado que reside en Madrid que uno que reside en A´vila, as´ı como
un residente en Ca´diz igual que un residente en Asturias, debido a las diferencias entre
las distintas provincias. Ahora bien, en este estudio se pretende ir un poco ma´s alla´ de
la evidencia e intentar profundizar ma´s para obtener unos resultados lo ma´s precisos
posibles.
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3. Elaboracio´n y depuracio´n de la base de datos
3.1. Problemas en la bu´squeda de datos
A partir de 1930, con el comienzo de la era de la computacio´n se empiezan a alma-
cenar gran cantidad de datos. A medida que se fueron desarrollando las computadoras
esta cantidad fue aumentando y a d´ıa de hoy existen webs como Amazon y eBay que
tienen un modelo de negocio basado en una gran base de datos.
Esto mismo ocurre en todos los sectores, incluido el sector seguros. En la ac-
tualidad, todas las entidades aseguradoras tienen una base de datos enorme y esta´n
trabajando en su explotacio´n. Veamos un ejemplo que presenta Mayer-Scho¨nberger y
Cukier (2013) [9] que trata sobre co´mo la introduccio´n de sistemas de geolocalizacio´n
en los automo´viles esta´ transformando el mundo de los seguros. Los datos ofrecen una
vista pormenorizada de los tiempos, localizaciones y distancias de conduccio´n real que
permiten un precio mejor en funcio´n del riesgo. En la actualidad, las entidades ase-
guradoras pueden ajustar el precio del seguro del coche dependiendo de a do´nde y
cua´ndo conducen sus clientes, en lugar de basarse en su edad, sexo e historial. Esto
adema´s crea incentivos al buen comportamiento. Supone una gran transformacio´n,
ya que el seguro pasa de estar basado en el riesgo agrupado a basarse en la actuacio´n
individual.
Ahora bien, uno de los problemas que existen es que el foco en muchos casos
esta´ centrado en almacenar gran cantidad de datos y no en la calidad del dato. Desde
un punto de vista estad´ıstico, este aspecto es fundamental. Como ya hac´ıa referencia
Prieto (1980) [15] hay que cuidar mucho la calidad de la informacio´n, as´ı como ser
meticuloso en la interpretacio´n de los resultados. Hay que tener en cuenta que el
ana´lisis de los datos tienen como objetivo ayudar en la toma de decisiones, adema´s
de en la elaboracio´n de estrategias, pol´ıticas y ta´cticas de diversa ı´ndole. Para que
estas decisiones sean acertadas, es importante no so´lo tener mucha informacio´n sino
que e´sta sea de calidad, ya que si los datos de partida no son buenos los resultados
tampoco lo sera´n con independencia de la te´cnica estad´ıstica que utilicemos.
Para obtener una buena base de datos es necesario tener claro cua´l es el objetivo,
es decir, do´nde se quiere llegar con esos datos y co´mo se van a tratar. De esta forma se
pretende evitar acumular datos innecesarios y tener datos que no pueden ser tratados
debido a su incompatibilidad.
Uno de los problemas que se presentan a d´ıa de hoy es que no se puede acceder a
muchos de los datos existentes. Por ello, es bastante dif´ıcil trabajar con datos de la
fecha actual.
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Teniendo en cuenta el principio de calidad de datos que se ha mencionado an-
teriormente, la bu´squeda de datos se ha basado en fuentes de confianza y por ello
todas las fuentes utilizadas son fuentes oficiales como Investigacio´n Cooperativa en-
tre Entidades Aseguradoras y Fondos de Pensiones (ICEA), el Instituto Nacional de
Estad´ıstica (INE),... Adema´s con el fin de que los datos sean lo ma´s actuales posible
y que a su vez se puedan recoger gran cantidad de datos, se ha optado por trabajar
con datos del an˜o 2014.
Por otro lado, se ha tratado de buscar datos muy relacionados con el ramo de
autos y en concreto, datos que se puedan utilizar en la seleccio´n de riesgos para dicho
ramo. Para ello, ha sido necesario pensar bien cua´l era el objetivo del trabajo y co´mo
se quer´ıa llevar a cabo, para a partir de ah´ı buscar los datos ma´s adecuados para la
investigacio´n.
3.2. Construccio´n de la base de datos
La base de datos esta´ compuesta por distintas tablas de datos extra´ıdas
de documentos que esta´n disponibles en distintas fuentes que se citan ma´s
adelante. Todas ellas tienen una identidad (ID) comu´n, que son las provin-
cias espan˜olas. Se ha construido a partir de la tabla extra´ıda del documento
“Grupo 7. Accidentes y v´ıctimas en funcio´n de la v´ıa 2014” que esta´ dispo-
nible en http://www.dgt.es/es/seguridad-vial/estadisticas-eindicadores/
accidentes-30dias/tablas-estadisticas/; que es la pa´gina web de la Direccio´n
General de Tra´fico (DGT), y a partir de ah´ı se han ido agregando nuevos datos por
provincia. Hay que recordar que todos los datos utilizados son del an˜o 2014.
La base de datos ha quedado formada por las siguientes tablas:
De las estad´ısticas e indicadores de la DGT (http://www.dgt.es/es/
seguridad-vial/estadisticas-eindicadores/) se han obtenido tres tablas:
• La tabla obtenida del documento “Grupo 7. Accidentes y v´ıctimas en fun-
cio´n de la v´ıa 2014” contiene el nu´mero de v´ıctimas, de fallecidos, de
heridos hospitalizados y de heridos no hospitalizados que se han producido
en cada tipo de v´ıa distinguiendo entre los distintos tipos de v´ıas interur-
banas y urbanas que existen, desde una autopista a una calle o traves´ıa.
En total, esta tabla esta´ formada por 28 variables. En este punto conviene
hacer una aclararacio´n. Se considerara´n las siguientes definiciones sobre los
accidentes de tra´fico:
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◦ Accidentes con v´ıctimas: Los que se producen, o tienen su origen
en una de las v´ıas o terrenos objeto de la legislacio´n sobre tra´fico,
circulacio´n de veh´ıculos a motor y seguridad vial y a consecuencia de
los mismos una o varias personas resultan muertas y/o heridas.
◦ Vı´ctima mortal: Toda persona que, como consecuencia del accidente,
fallezca en el acto o dentro de los treinta d´ıas siguientes.
◦ Heridos graves: Aquellas personas heridas en un accidente de circu-
lacio´n y cuyo estado precise una hospitalizacio´n superior a veinticuatro
horas.
◦ Heridos leves: Aquellas personas heridas en un accidente de circula-
cio´n a los que no puede aplicarse la definicio´n de herido grave.
• Del documento “Parque de Veh´ıculos - Anuario - 2014” se ha obtenido la
tabla del parque de veh´ıculos que esta´ formada por los distintos tipos de
veh´ıculos como pueden ser turismos, motocicletas,... En total, esta tabla
esta´ compuesta por 7 variables.
• La tabla de conductores extra´ıda del documento “Censo de Conductores -
Anuario - 2014” esta´ formada por una sola variable que es el nu´mero de
conductores.
De la pa´gina web del INE (http://www.ine.es/inebmenu/indice.htm) se ob-
tienen tres tablas:
• Del apartado de demograf´ıa y poblacio´n:
◦ Una tabla de habitantes que u´nicamente contiene la variable nu´mero
de habitantes.
• Del apartado de mercado laboral:
◦ Una tabla de actividad de la poblacio´n que esta´ compuesta por tres
tasas: la tasa de actividad (cociente entre la poblacio´n activa y la po-
blacio´n de 16 an˜os o ma´s), la tasa de paro (cociente entre la poblacio´n
parada y la poblacio´n activa) y la tasa de empleo (cociente entre la
poblacio´n ocupada y la poblacio´n activa).
• Del apartado de Industria, Energ´ıa y Construccio´n:
◦ Una tabla de viviendas que se compone u´nicamente por la variable
nu´mero de viviendas.
Del cata´logo y evolucio´n de la red de carreteras del Ministerio de Fo-
mento (http://www.fomento.gob.es/MFOM/LANG_CASTELLANO/DIRECCIONES_
GENERALES/CARRETERAS/CATYEVO_RED_CARRETERAS/) se ha obtenido:
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• Una tabla de kilo´metros de la red de carreteras que esta´ formada por
variables con la longitud de los distintos tipos de carreteras existentes,
desde carreteras con calzada inferior a 5 metros hasta autopistas de peaje.
En total, esta´ compuesta por 6 variables.
Del apartado Mercado de trabajo y pensiones en las fuentes tributarias de la
Agencia Tributaria que se encuentra en (http://www.agenciatributaria.es/
AEAT.internet/datosabiertos/catalogo/hacienda/) se ha extra´ıdo:
• Una tabla de salarios que esta´ compuesta por el nu´mero de asalariados y
el salario medio anual.
Del apartado cata´logo de datos del Ministerio del Interior (http://datos.gob.
es/catalogo/balance-de-criminalidad-2014) se ha obtenido:
• Una tabla de robos que esta´ formada por el nu´mero de robos de coches y el
nu´mero de robos en domicilios, as´ı como los correspondientes porcentajes
de variacio´n del an˜o 2014 respecto al an˜o 2013.
Del apartado primas de ICEA que se encuentra en (http://www.icea.es/
es-es/informaciondelseguro/totalsector/primas/paginas/home.aspx)
se ha extra´ıdo:
• Una tabla de primas de autos que esta´ compuesta por dos variables que
son las primas de autos de volumen de negocio y las primas de autos de
nueva produccio´n.
Finalmente, la base de datos ha quedado compuesta por 52 registros y 59
variables. En la tabla 2 se puede ver un resumen de las variables utilizadas:
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Tabla 2: Variables que componen la base de datos
Fuente: Elaboracio´n Propia
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3.3. Imputacio´n de datos perdidos
Para poder elaborar esta base de datos se ha llevado a cabo una depuracio´n de
los datos. Al obtener las tablas de distintas fuentes cada una ten´ıa su propio formato,
por lo que antes de realizar la unio´n se ha unificado el formato y se ha establecido en
todas las tablas el mismo nombre para las provincias. Despue´s, ha habido que tratar
los datos at´ıpicos o outliers y los datos perdidos o missing. Respecto a los outliers hay
que decir que al haber utilizado datos de fuentes oficiales estaban ya muy depurados,
por lo que podemos decir que no han existido problemas de outliers. En cuanto a los
datos missing s´ı se han encontrado problemas ya que al haberse obtenido los datos de
salarios de la agencia tributaria no se dispone de los datos para las provincias vascas
y la Comunidad de Navarra debido a su condicio´n especial de diputaciones forales.
Se ha tratado de obtener estos datos de otros fuentes pero no ha sido posible, por lo
que se ha optado por utilizar te´cnicas estad´ısticas para estimarlos. Para poder aplicar
dichas te´cnicas estad´ısticas, se han buscado nuevos datos que fuesen indicadores de
riqueza. De esta forma se han an˜adido tres nuevas tablas a la base de datos: una
tabla de sociedades, una tabla del I´ndice de Precios de Consumo (IPC) y una tabla
de depo´sitos.
Todas ellas se han obtenido de la pa´gina web del INE (http://www.ine.es/
inebmenu/indice.htm):
• Del apartado de economı´a:
◦ Una tabla de sociedades que esta´ compuesta por el nu´mero de socie-
dades y por el capital total de e´stas.
◦ La tabla de depo´sitos contiene tres variables que son el nu´mero de
depo´sitos vista, depo´sitos de ahorro y depo´sitos a largo plazo.
• Del apartado nivel y condicionados de vida (IPC):
◦ La tabla del IPC esta´ formada por el propio ı´ndice as´ı como por su
variacio´n anual.
El objetivo es aplicar te´cnicas estad´ısticas para estimar las variables nu´mero de
asalariados y salario medio anual de las provincias vascas y de Navarra. Para ello, se
ha optado por utilizar en primer lugar una regresio´n lineal mu´ltiple.
3.3.1. Regresio´n Lineal Mu´ltiple
Segu´n Abu´ın (2007) [17] el modelo de regresio´n lineal mu´ltiple analiza la influencia
de varias variables explicativas x en el valor que toma la variable dependiente y. La
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ventaja de este modelo respecto al modelo de regresio´n lineal simple es que al tener
ma´s variables disponemos de ma´s informacio´n, por lo que el ana´lisis sera´ ma´s preciso.
Supongamos que los valores de la variable dependiente y han sido generados por
una combinacio´n lineal de los valores de una o ma´s variables explicativas x1, x2, ..., xn
y un te´rmino aleatorio u:
y = β0 + β1x1 + β2x2 + ...+ βnxn + u
Se pretende saber la influencia β de cada una de las variables explicativas en la
variable dependiente y.
Estos coeficientes se eligen de forma que la suma de cuadrados entre los valores
observados y los pronosticados sea mı´nima, es decir, se minimiza la varianza residual.
Las variables explicativas elegidas deben cumplir determinados criterios:
Deben ser nume´ricas
No debe existir redundancia
La presencia de las variables en el modelo debe estar justificada desde un punto
de vista teo´rico.
La relacio´n entre variables explicativas en el modelo y casos debe de ser como
mı´nimo de 1 a 10.
La relacio´n de las variables explicativas con la variable dependiente debe ser
lineal o proporcional.
Adema´s, en este modelo se han de asumir las siguientes hipo´tesis:
Linealidad: los valores de la variable dependiente esta´n generados por el siguien-
te modelo lineal,
y = βx+ u
Homocedasticidad: todas las perturbaciones tienen las misma varianza,
V (ui) = σ
2
Independencia: las perturbaciones aleatorias son independientes entre s´ı,
E(uiuj) = 0 ∀i 6= j
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Normalidad: la distribucio´n de la perturbacio´n aleatoria tiene distribucio´n nor-
mal,
u ≈ N(0, σ2)
Las variables explicativas xk se obtienen sin errores de medida.
Bajo estas hipo´tesis el teorema de Gauss-Markov establece que el me´todo de es-
timacio´n de mı´nimos cuadrados va a producir estimadores o´ptimos, en el sentido de
que los para´metros estimados van a estar centrados y van a ser de mı´nima varianza.
En el caso particular del modelo que se va a construir las variables explicativas xi
sera´n 7, en concreto, el nu´mero de sociedades, el capital de estas sociedades, el IPC,
la variacio´n anual del IPC, el nu´mero de depo´sitos vista, el nu´mero de depo´sitos de
ahorro y el nu´mero de depo´sitos a largo plazo, y las variables dependientes yi sera´n
el nu´mero de asalariados y el salario medio anual.
Se empezara´ tomando nu´mero de asalariados como variable dependiente. Al apli-
car la regresio´n lineal mu´ltiple para obtener el nu´mero de asalariados, SPSS propor-
ciona la tabla 3 en la que nos indica cua´l es el mejor modelo con una variable, el
mejor modelo con dos variables y el mejor modelo con tres variables.
Tabla 3: Modelos en la estimacio´n del nu´mero de asalariados
Fuente: Elaboracio´n Propia
En este caso, se obtiene un R2 ajustado muy alto para el modelo con tres variables,
por lo que en principio podr´ıamos afirmar que el modelo formado por las variables
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nu´mero de sociedades, el capital y el nu´mero de depo´sitos de ahorro es bueno. Ahora
bien, como dicen Belsley, Kuh y Welsch (1980) [1] y Rawlings (1988) [16] hay que
fijarse en el valor de la distancia de Mahalanobis y en si la distancia de Cook es
mayor que
4
n
donde n es el nu´mero de observaciones, para detectar si existen puntos
influyentes. Para ello, SPSS proporciona la tabla 4 que contiene entre otros valores,
los coeficientes de los residuos, la distancia de Mahalanobis y la distancia de Cook.
Tabla 4: Estad´ısticos sobre los residuos para el nu´mero de asalariados
Fuente: Elaboracio´n Propia
En este caso, el rango de valores para la distancia de Mahalanobis es elevado y
hay valores de la distancia de Cook superiores a
4
48
= 0,083 ya que como se puede
ver su media es de 0,619.
Se elabora el gra´fico 1 con el fin de detectar cua´les son las provincias influyentes,
que como era de esperar resultan ser Madrid y Barcelona.
As´ı, en vista del gra´fico se decide sacar del modelo a Madrid y Barcelona y se
aplica de nuevo la regresio´n lineal mu´ltiple obteniendo la tabla 5.
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Figura 1: Nu´mero de sociedades frente a nu´mero de asalariados
Fuente: Elaboracio´n Propia
Tabla 5: Modelos finales en la estimacio´n del nu´mero de asalariados
Fuente: Elaboracio´n Propia
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Se observa que el mejor modelo es el formado por las variables nu´mero de socie-
dades, depo´sitos de ahorro e IPC. Se obtiene de SPSS la tabla 6 que contiene los
coeficientes estimados, los coeficientes VIF y la significatividad.
Tabla 6: Coeficientes estimados para el nu´mero de asalariados
Fuente: Elaboracio´n Propia
Tabla 7: Estad´ısticos finales sobre los residuos para el nu´mero de asalariados
Fuente: Elaboracio´n Propia
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Se comprueba que no existen problemas de colinealidad ya que el V IF es menor
que 10, lo que nos vale para justificar la falta de problemas de colinealidad segu´n Bels-
ley et al. (1980) [1]. Adema´s, se observa que todos los coeficientes son significativos.
Veamos ahora si siguen existiendo puntos influyentes utilizando la tabla 7.
Se puede ver que ahora los valores de la distancia de Cook son inferiores a
4
48
=
0,083 ya que como se puede ver su media es de 0,047.
Se pasa por tanto al ca´lculo del nu´mero de asalariados para las provincias estu-
diadas aplicando
y = 4005876,209 + 87,646n sociedades+ 42,046Depositos ahorro
+(−38560,887)IPC
De esta forma, se obtiene que el nu´mero de asalariados es 115.498 en A´lava, 207.421
en Guipu´zcoa, 385.823 en Vizcaya y 288.763 en Navarra. Se puede ver el resultado de
la estimacio´n en la tabla 9.
Se pasa ahora a aplicar la regresio´n lineal mu´ltiple al modelo con variable de-
pendiente el salario medio anual y se obtienen los modelos representados en la tabla
8.
Tabla 8: Modelos en la estimacio´n del salario medio
Fuente: Elaboracio´n Propia
El R2 ajustado del mejor modelo es 0.451, por lo que no es demasiado bueno el
ajuste del modelo. Al tratarse de datos medios se va a optar por aplicar modelos
lineales generalizados (GLM).
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Tabla 9: Nu´mero de asalariados estimado frente a observado
Fuente: Elaboracio´n Propia
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3.3.2. Modelos Lineales Generalizados (GLM)
Los primeros trabajos donde se introduce y desarrolla el Modelo Lineal Genera-
lizado son, respectivamente, Nelder y Wedderburn (1972) [11] y McCullagh y Nelder
(1989) [12]. Para trabajar con GLM se han usado como referencia varios trabajos,
entre ellos, Lo´pez-Gonza´lez y Ruiz-Soler [8], Can˜adas (2013) [3] y de Jong y Heller
[5].
En un modelo lineal se asume que la variable dependiente sigue una distribucio´n
normal cuya media depende de una serie de variables explicativas y cuya varianza es
constante: y ∼ N(∑ βixi, σ2).
En un GLM se generaliza este modelo en varias direcciones:
La variable y sigue una distribucio´n de probabilidad de la familia exponencial
(normal, log-normal, poisson, gamma, inversa gaussiana,...).
La esperanza de y (a la que denominamos µ = E(y)) ya no es directamente
el predictor lineal η =
∑
βixi, sino que esta´ relacionada con e´l a trave´s de
la funcio´n de enlace: I(µ) = η. La funcio´n de enlace debe ser mono´tona y
diferenciable.
La varianza de y ya no es necesariamente constante, sino que es funcio´n de su
media: var(y) =
φ
A
V (µ). V (µ) se denomina funcio´n de varianza.
Los GLM son, por tanto, una extensio´n de los modelos lineales que permiten
utilizar distribuciones no normales de los errores (binomiales, poisson, gamma,...) y
varianzas no constantes.
Segu´n Cayuela [4] nos encontramos ante un supuesto GLM cuando la variable
dependiente es:
Un variable de conteo, ya sea expresada en te´rminos absolutos (nu´mero de
colisiones, accidentes,...) o relativos (porcentaje de heridos graves en accidentes,
porcentaje de hombres...)
Una variable binaria (vivo o muerto, hombre o mujer, joven o mayor...)
Por otro lado, segu´n Gonza´lez (2014) [6] las distribuciones pertenecientes a la
familia exponencial son una pieza clave en la construccio´n de un modelo GLM.
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Las funciones de probabilidad pertenecientes a la familia exponencial son de la
forma:
f(y) = c(y, φ)exp{yθ − a(θ)
φ
}
donde
θ es el para´metro cano´nico.
φ es el para´metro de dispersio´n.
La eleccio´n de c(y, θ) y a(φ) determinan la funcio´n de probabilidad de la variable
respuesta, tales como la binomial, normal o gamma.
En te´rminos de a(θ),
E(y) = a′(θ), V ar(y) = φa′′(θ)
donde a′(θ) y a′′(θ) son, respectivamente, la primera y segunda derivada de a(θ)
respecto a θ.
Se denominan funciones de enlace cano´nicas a las funciones que se aplican por
defecto a cada una de las distribuciones de errores. Es recomendable comparar dife-
rentes funciones de enlace para un mismo modelo y ver con cua´l se obtiene un mejor
ajuste del modelo a los datos.
Respecto a la construccio´n de modelos lineales generalizados, Can˜uela [4] dec´ıa
que es importante tener en cuenta que no existe un u´nico modelo que sea va´lido.
Normalmente, habra´ varios modelos que puedan ajustarse al conjunto de datos tra-
tado. Habra´ que ver que modelos son adecuados y entre ellos cua´l es el que explica la
mayor proporcio´n de la varianza sujeto a la restriccio´n de que todos los para´metros
del modelo debera´n ser estad´ısticamente significativos. Esto se conoce como el modelo
adecuado mı´nimo.
Los pasos que hay que seguir en la construccio´n y evaluacio´n de un GLM segu´n
Can˜uela [4] son los que se explican a continuacio´n:
Exploracio´n de los datos: Segu´n Tukey (1977) [18] es importante conocer
bien nuestros datos. Puede ser interesante obtener gra´ficos que nos muestren
la relacio´n entre la variable explicada y cada una de las variables explicativas,
gra´ficos de caja para variables catego´ricas, o matrices de correlacio´n entre las
variables explicativas. El objetivo de este ana´lisis es:
• Buscar posibles relaciones de la variable dependiente con las variables ex-
plicativas.
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• Considerar la necesidad de aplicar transformaciones de las variables.
• Eliminar variables explicativas que este´n altamente correlacionadas.
Eleccio´n de la estructura de errores y funcio´n de enlace: Es recomenda-
ble comparar modelos con distintas funciones de enlace para ver cua´l se ajusta
mejor a los datos. Normalmente sera´ a posteriori, al analizar los residuos, cuando
se vea si es acertada la distribucio´n de errores elegida.
Ajuste del modelo a los datos: Debemos prestar particular atencio´n a:
• Los tests de significacio´n para los estimadores del modelo.
• La devianza, que es la varianza explicada por el modelo. Para calcularla hay
que comparar la devianza D2 del modelo nulo con la devianza residual, es
decir, mide cua´nto de la variabilidad de la variable dependiente es explicada
por el modelo,
D2 =
Devianza modelo nulo−Devianza residual
Devianza modelo nulo
· 100
Criterios de evaluacio´n de modelos: Podemos utilizar la reduccio´n de la
devianza como una medida del ajuste del modelo a los datos. Los tests de sig-
nificacio´n para los para´metros del modelo son tambie´n u´tiles para ayudarnos a
simplificar el modelo. Sin embargo, un criterio comu´nmente utilizado es el Crite-
rio de Informacio´n de Akaike (AIC), que es un ı´ndice que evalu´a tanto el ajuste
del modelo a los datos como la complejidad del modelo. Cuanto ma´s pequen˜o
es el AIC mejor es el ajuste. El AIC sirve para comparar modelos similares con
distintos grados de complejidad o modelos iguales (mismas variables) pero con
funciones de enlace diferentes.
Ana´lisis de los residuos: Los residuos son las diferencias entre los valores
estimados por el modelo y los valores observados. Sin embargo, en muchos casos
se utilizan los residuos estandarizados, que tienen que seguir una distribucio´n
normal. Conviene analizar los siguientes gra´ficos:
• Histograma de los residuos.
• Gra´fico de residuos frente a valores estimados. Estos gra´ficos pueden indi-
car falta de linealidad, heterocedasticidad y valores at´ıpicos.
• El gra´fico de normalidad (qq-plot), que permite contrastar la normalidad
de la distribucio´n de los residuos.
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Simplificacio´n del modelo: El principio de parsimonia requiere que el modelo
sea tan simple como sea posible. Esto significa que no debe contener para´metros
de un factor que sean redundantes. La simplificacio´n del modelo implica por
tanto:
• La eliminacio´n de las variables explicativas que no sean significativas.
• La agrupacio´n de los para´metros de factores (variables catego´ricas) que no
difieran entre s´ı. Esto significa que cada vez que simplificamos el modelo
debemos repetir los dos puntos anteriores. La simplificacio´n del modelo
tiene que tener una lo´gica y no debe incrementar de manera significativa
la devianza residual. Por tanto, es recomendable evitar los procedimientos
automatizados (regresio´n stepwise, regresio´n backward/forward,...).
Se procede ahora a su aplicacio´n para la estimacio´n de los salarios medios anuales.
Exploracio´n de los datos: A primera vista observando los datos, no se puede
apreciar que el salario medio anual este´ asociado claramente a alguna de las
variables utilizadas en el modelo.
Eleccio´n de las estructura de errores y funcio´n v´ınculo o de enlace:
Como la variable respuesta es una media se probara´ con dos familias de distri-
bucio´n de errores, que sera´n la inversa gaussiana y la gamma. En ambos casos
se utilizara´ la funcio´n de enlace logar´ıtmica por ser la que mejor suele funcionar
en estos casos.
Estas familias son muy u´tiles con datos que muestran un coeficiente de variacio´n
constante, esto es, en donde la varianza aumenta segu´n aumenta la media de la
muestra de manera constante.
Ajuste del modelo a los datos: Se introduce el siguiente co´digo en R:
mod_gaussian <- glm(salario_medio_anual ~ n_sociedades +
cap_sociedades + IPC + Var_anual + Depositos_vista +
Depositos_ahorro + Depositos_largo_plazo,
family=inverse.gaussian(link="log"),
data=subset(BBDD_riqueza,salario_medio_anual>0))
summary(mod_gaussian)
Y se obtienen los siguientes resultados:
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##
## Deviance Residuals:
## Min 1Q Median 3Q Max
## -2.760e-03 -3.693e-04 9.287e-05 5.631e-04 1.179e-03
##
## Coefficients:
## Estimate Std. Error t value Pr(>|t|)
## (Intercept) 1.023e+01 3.042e+00 3.362 0.00171 **
## n_sociedades -5.067e-05 2.596e-05 -1.952 0.05796 .
## cap_sociedades -9.621e-08 1.927e-07 -0.499 0.62034
## IPC -2.698e-03 2.928e-02 -0.092 0.92702
## Var_anual 1.866e-01 6.382e-02 2.924 0.00566 **
## Depositos_vista -2.080e-05 2.656e-05 -0.783 0.43819
## Depositos_ahorro -1.440e-05 2.056e-05 -0.700 0.48783
## Depositos_largo_plazo 2.290e-05 1.390e-05 1.648 0.10728
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
##
## (Dispersion parameter for inverse.gaussian family taken to be
## 7.742539e-07)
##
## Null deviance: 6.3693e-05 on 47 degrees of freedom
## Residual deviance: 3.5369e-05 on 40 degrees of freedom
## AIC: 877.31
##
## Number of Fisher Scoring iterations: 4
Anova(mod_gaussian, test ="F")
## Analysis of Deviance Table (Type II tests)
##
## Response: salario_medio_anual
## Error estimate based on Pearson residuals
##
## SS Df F Pr(>F)
## n_sociedades 2.8496e-06 1 3.6806 0.062206 .
## cap_sociedades 1.7790e-07 1 0.2298 0.634251
## IPC 6.8000e-09 1 0.0088 0.925891
## Var_anual 7.3839e-06 1 9.5372 0.003652 **
## Depositos_vista 4.7910e-07 1 0.6188 0.436139
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## Depositos_ahorro 3.9540e-07 1 0.5107 0.478972
## Depositos_largo_plazo 2.1872e-06 1 2.8250 0.100599
## Residuals 3.0969e-05 40
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
Se hace lo mismo con la distribucio´n gamma, para lo cual se introduce el si-
guiente co´digo:
mod_gamma <- glm(salario_medio_anual ~ n_sociedades +
cap_sociedades + IPC + Var_anual + Depositos_vista +
Depositos_ahorro + Depositos_largo_plazo,
family=Gamma(link="log"),
data=subset(BBDD_riqueza, salario_medio_anual>0))
summary(mod_gamma)
Y se obtienen los siguientes resultados:
##
## Deviance Residuals:
## Min 1Q Median 3Q Max
## -0.34127 -0.04848 0.01095 0.07479 0.15821
##
## Coefficients:
## Estimate Std. Error t value Pr(>|t|)
## (Intercept) 1.057e+01 2.987e+00 3.540 0.00103 **
## n_sociedades -5.315e-05 2.630e-05 -2.021 0.05001 .
## cap_sociedades -7.649e-08 1.849e-07 -0.414 0.68135
## IPC -5.916e-03 2.876e-02 -0.206 0.83805
## Var_anual 1.952e-01 6.327e-02 3.085 0.00368 **
## Depositos_vista -2.340e-05 2.686e-05 -0.871 0.38894
## Depositos_ahorro -1.566e-05 2.076e-05 -0.754 0.45529
## Depositos_largo_plazo 2.442e-05 1.409e-05 1.734 0.09071 .
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
##
## (Dispersion parameter for Gamma family taken to be 0.01295672)
##
## Null deviance: 1.07043 on 47 degrees of freedom
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## Residual deviance: 0.56348 on 40 degrees of freedom
## AIC: 874.89
##
## Number of Fisher Scoring iterations: 4
Anova(mod_gamma, test = "F")
## Analysis of Deviance Table (Type II tests)
##
## Response: salario_medio_anual
## Error estimate based on Pearson residuals
##
## SS Df F Pr(>F)
## n_sociedades 0.05251 1 4.0525 0.050871 .
## cap_sociedades 0.00215 1 0.1656 0.686264
## IPC 0.00056 1 0.0432 0.836408
## Var_anual 0.13013 1 10.0438 0.002928 **
## Depositos_vista 0.00985 1 0.7600 0.388518
## Depositos_ahorro 0.00754 1 0.5821 0.449951
## Depositos_largo_plazo 0.03963 1 3.0589 0.087967 .
## Residuals 0.51827 40
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
Siguiendo el criterio de Akaike, como el AIC del GLM con la inversa gaussiana
es 877.31 y el AIC del GLM con la gamma es 874.89, se opta por utilizar el
segundo modelo.
Para este segundo modelo, se puede ver que u´nicamente los coeficientes de las
variables nu´mero de sociedades, variacio´n anual del IPC y depo´sitos a largo
plazo son significativos, es decir, su Pr(> |t|) < 0,1. En vista de esto, se opta
por eliminar una a una las variables explicativas que no son significativas, hasta
llegar a un modelo formado u´nicamente por las tres variables citadas, que es el
u´nico modelo que cumple que todas sus variables son significativas.
mod_gamma2 <- glm(salario_medio_anual ~ n_sociedades +
Var_anual + Depositos_largo_plazo,
family=Gamma(link="log"),
data=subset(BBDD_riqueza, salario_medio_anual>0))
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summary(mod_gamma2)
##
## Deviance Residuals:
## Min 1Q Median 3Q Max
## -0.34659 -0.04527 0.00687 0.07681 0.14402
##
## Coefficients:
## Estimate Std. Error t value Pr(>|t|)
## (Intercept) 9.982e+00 7.371e-02 135.419 < 2e-16 ***
## n_sociedades -5.126e-05 1.795e-05 -2.855 0.006539 **
## Var_anual 2.091e-01 5.730e-02 3.649 0.000694 ***
## Depositos_largo_plazo 7.964e-06 2.182e-06 3.650 0.000692 ***
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
##
## (Dispersion parameter for Gamma family taken to be 0.0125297)
##
## Null deviance: 1.07043 on 47 degrees of freedom
## Residual deviance: 0.60575 on 44 degrees of freedom
## AIC: 870.37
##
## Number of Fisher Scoring iterations: 4
Anova(mod_gamma2, test = "F")
## Analysis of Deviance Table (Type II tests)
##
## Response: salario_medio_anual
## Error estimate based on Pearson residuals
##
## SS Df F Pr(>F)
## n_sociedades 0.10217 1 8.1539 0.0065329 **
## Var_anual 0.17465 1 13.9392 0.0005391 ***
## Depositos_largo_plazo 0.16618 1 13.2626 0.0007095 ***
## Residuals 0.55131 44
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
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Finalmente, para el modelo formado por las variables nu´mero de sociedades, va-
riacio´n anual del IPC y depo´sitos a largo plazo se tiene que todos los coeficientes
son significativos, es decir, su Pr(> |t|) < 0,01.
La varianza explicada por este modelo es un 43,41 por ciento, ya que
D2 =
1,07043− 0,60575
1,07043
100 = 43,41
Simplificacio´n del modelo: Como las variables de depo´sitos no son todas
significativas, se podr´ıa haber optado por juntarlas en una sola variable y volver
a hacer el ana´lisis. Finalmente, en funcio´n de que esto podr´ıa desvirtuar el
modelo debido a que existen grandes diferencias conceptuales entre los tres
tipos de depo´sito se ha optado por no hacer modificaciones en el modelo.
Finalmente, se calcula el salario medio anual de las provincias vascas y Navarra
de la siguiente manera:
predict(mod_gamma, newdata=BBDD_riqueza,type="response")
## 1 2 3 4 5 6 7
## 19149.73 16383.24 15681.40 15669.00 18026.86 15558.15 16378.37
## 15 16 17 18 19 20 21
## 15337.24 17121.71 15330.70 16682.77 14877.49 17305.39 19640.76
## 22 23 24 25 26 27 28
## 15868.64 15752.15 16691.59 17138.16 17503.34 18228.12 17054.38
## 29 30 31 32 33 34 35
## 16316.29 16664.61 16837.43 24438.65 14564.51 18937.72 16693.34
## 36 37 38 39 40 41 42
## 17558.98 17643.43 17848.44 16886.33 17012.78 17076.91 13730.38
## 43 44 45 46 47 48 49
## 16785.84 15197.66 16112.35 16039.06 15488.50 16298.05 17896.00
## 50 51 52
## 16855.88 17173.18 19395.43
De esta forma, se obtiene que el salario medio anual para A´lava es 19.150 euros, el
de Guipu´zcoa 19.641 euros, el de Vizcaya 16.856 euros y el de Navarra 17.559 euros.
En la tabla 10 se puede ver la diferencia entre los valores estimados y los valores
observados.
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Tabla 10: Salarios medios estimados frente a observados
Fuente: Elaboracio´n Propia
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4. Clasificacio´n de los datos
La base de datos estaba formada por variables nume´ricas, salvo la variable pro-
vincia que es de tipo cadena. A excepcio´n de las tasas de variacio´n del porcentaje de
robo y del salario medio anual, el resto de valores estaban en valor absoluto. Ante
esto, el primer paso fue estandarizar todas las variables. De esta forma, todas las
variables estaban en la misma escala para poder trabajar con ellas. Ahora bien, en
vista de los resultados se observo´ que las grandes provincias como Madrid y Barce-
lona se alejaban mucho del resto ya que sus valores siempre eran ma´s altos. Ante
esta situacio´n se opto´ por trabajar en te´rminos relativos. As´ı, como primera medida
se opta por dividir todas las variables absolutas por el nu´mero de habitantes. Tras
este cambio, se obtienen unos resultados ma´s objetivos. Ahora bien, ¿son lo suficien-
temente precisos? Llegados a este punto se decide hacer un estudio basado en el uso
de distintos tipos de ratios. Con el fin de ser lo ma´s precisos posible, se opta por
crear “estructuras” dentro de la base de datos. As´ı, las variables sobre los tipos de
veh´ıculos no se dividen entre el nu´mero de habitantes sino sobre el total de veh´ıculos,
de forma que se obtiene un bloque llamado parque de veh´ıculos. Esto mismo se hace
con las variables de los tipos de carreteras. Todas ellas se dividen entre el total de
kilo´metros de carreteras. Este tratamiento se ha realizado para todas las variables
que se ha cre´ıdo correspondiente. A trave´s de estas estructuras se podra´ realizar el
estudio con mayor precisio´n. La comparacio´n entre los resultados del estudio con los
distintos tipos de ratios se vera´ ma´s adelante.
Se va a utilizar el ana´lisis de cluster como te´cnica de clasificacio´n para ver co´mo
se agrupan las provincias.
El ana´lisis de cluster es una te´cnica de clasificacio´n, que dice si los elementos de
nuestra muestra forman o no un grupo homoge´neo, y en caso de que no lo formen
identifican que elementos pertenecen a cada uno de los grupos existentes. O lo que
es lo mismo, este me´todo agrupa elementos en grupos homoge´neos en funcio´n de las
similitudes entre ellos.
Es importante destacar que en esta te´cnica no se parte de un conocimiento previo
de los grupos y que se busca homogeneidad dentro de los grupos y heterogeneidad
entre grupos.
El ana´lisis de cluster estudia tres tipos de problemas segu´n Pen˜a (2002) [14]:
Particio´n de los datos: Se dispone de datos a priori heteroge´neos y se quieren
dividir en un nu´mero de grupos prefijado, de forma que cada elemento perte-
nezca a uno y solo uno de los grupos, que todo elemento quede clasificado y que
cada grupo sea internamente homoge´neo.
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Construccio´n de jerarqu´ıas: El objetivo es estructurar los elementos de una
muestra de forma jera´rquica por su similitud. En una clasificacio´n jera´rquica los
datos se ordenan por niveles, de forma que los niveles superiores contienen a los
inferiores. Estrictamente, estos me´todos no definen grupos, sino la estructura
de asociacio´n en cadena que pueda existir entre los elementos. Sin embargo, a
partir de la jerarqu´ıa construida se puede obtener tambie´n una particio´n de los
datos en grupos.
Clasificacio´n de variables: Las variables pueden clasificarse en grupos o es-
tructurarse en una jerarqu´ıa. Los me´todos de particio´n utilizan la matriz de
datos, pero los algoritmos jera´rquicos utilizan la matriz de distancias o simili-
tudes entre elementos. Para agrupar variables se parte de la matriz de relacio´n
entre variables. En el caso de variables continuas suele ser la matriz de corre-
lacio´n, y en el caso de variables discretas, se construye a partir de la distancia
ji-cuadrado.
Respecto a las te´cnicas para encontrar cluster, se tienen los me´todos jera´rquicos
y los me´todos no jera´rquicos.
Los me´todos jera´rquicos consisten en partir los elementos uniendo o separando
cluster. En cada paso se juntan o separan dos cluster segu´n el criterio especificado.
Dentro de e´stos esta´n los me´todos aglomerativos; que son los ma´s habituales, y los
me´todos divisivos. Los me´todos aglomerativos parten de tantos cluster como datos
tiene la muestra y en cada paso se unen dos cluster segu´n el criterio especificado hasta
obtener un u´nico cluster con todos los datos. Los me´todos divisivos necesitan de ma´s
ca´lculos, ya que parten de un u´nico cluster formado por todos los datos que se va
dividiendo a cada paso hasta obtener tantos cluster como datos.
Los me´todos no jera´rquicos consisten en partir los elementos en un nu´mero prefi-
jado de cluster siguiendo un criterio de optimizacio´n. El ma´s utilizado es el algoritmo
de k-medias introducido por MacQueen (1967) [10], ya que es fa´cil de programar y se
obtienen unos resultados razonablemente buenos.
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Figura 2: Dendrograma sin utilizar ratios
Fuente: Elaboracio´n Propia
Como se ha dicho, una vez ya esta´ completamente elaborada la base de datos
se pasa a aplicar el ana´lisis de cluster. Se opta por utilizar me´todos jera´rquicos, en
concreto, me´todos aglomerativos. Es muy importante que los datos a los que se apli-
ca el ana´lisis de cluster este´n bien preparados. Veamos un ejemplo de mala praxis,
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como ser´ıa hacer simplemente la estandarizacio´n de los datos sin haberlos observado
antes. El dendrograma 2 es un buen ejemplo de ello. Se puede observar como Madrid
y Barcelona se unen mucho ma´s lejos que el resto de provincias. Para evitar esto se
usan ratios. As´ı, a partir de la base de datos se preparan dos nuevas bases de datos.
En la primera se trabajara´ con ratios que saldra´n de dividir todas las variables por el
nu´mero de habitantes, mientras que en la segunda se trabajara´ con “estructuras”. En
concreto, tendremos 6 “estructuras”: accidentes segu´n la v´ıa, parque de veh´ıculos, red
de carreteras, poblacio´n, robos y primas. Las variables de la estructura de accidentes
segu´n la v´ıa y las de poblacio´n sera´n divididas por el nu´mero de habitantes. Las va-
riables pertenecientes a la estructura parque de veh´ıculos se dividira´n entre el nu´mero
total de veh´ıculos, las pertenecientes a la estructura de la red de carreteras entre el
nu´mero total de kilo´metros y las pertenecientes a la estructura de primas entre el
nu´mero de conductores. Por u´ltimo, en el caso de la estructura de robos, la variable
de robo de veh´ıculos se dividira´ entre el nu´mero total de veh´ıculos y la variable de
robo en viviendas se dividira´ entre el nu´mero de viviendas.
Al aplicar el ana´lisis de cluster, se observa que no existen diferencias significativas
entre trabajar con una u otra base de datos. Sera´ por ello por lo que se opte por
trabajar con so´lo una de ellas.
En este punto, hay que decidir que´ enlace utilizar y que´ distancia aplicar. Segu´n
Pardo y Ruiz (2005) [13] los me´todos de conglomeracio´n son los procedimientos que
permiten volver a calcular las distancias entre los nuevos elementos en cada etapa del
proceso de fusio´n. Existen distintos tipos de me´todos:
Me´todo de vinculacio´n por el vecino ma´s pro´ximo: Selecciona los dos ele-
mentos de la matriz de distancias que se encuentran ma´s pro´ximos. La distancia
de este nuevo conglomerado respecto al resto de elementos de la matriz sera´ la
menor de las distancias entre cada elemento del conglomerado y el resto de ele-
mentos de la matriz. De esta forma, la distancia dAB entre los conglomerados
A y B se calcula mediante:
dAB = min(dij)
donde dij es la distancia entre los elementos i y j; el primero perteneciente al
conglomerado A y el segundo al conglomerado B.
Me´todo de vinculacio´n por el vecino ma´s lejano: Es opuesto al anterior.
La distancia entre dos conglomerados A y B se calcula como la distancia entre
sus dos elementos ma´s lejanos
dAB = ma´x(dij)
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Me´todo de vinculacio´n inter-grupos: La distancia entre dos conglomerados
se calcula como la distancia promedio entre todos los pares de elementos de
ambos conglomerados
dAB =
1
nAnB
∑
I∈A
∑
j∈B
dij
Me´todo de Ward: Se calcula en cada conglomerado el vector de medias de
todas las variables, es decir, el centroide multivariante. Seguidamente, se calcu-
lan las distancias eucl´ıdeas al cuadrado entre cada elemento y los centroides de
todos los conglomerados. Y por u´ltimo, se suman las distancias correspondientes
a todos los elementos.
En cada paso se unen los conglomerados que producen un menor incremento
de la suma de cuadrados de las distancias intra-conglomerados. Esta suma se
define como:
SCE =
k∑
j=1
(
nj∑
i=1
X2ij −
1
nj
(
nj∑
i=1
Xij)
2)
Me´todo de agrupacio´n de centroides: Se calcula la distancia entre dos
conglomerados como la distancia entre sus vectores de medias. La distancia
entre el conglomerado AB y el conglomerado o elemento C se calcula como
d(AB)C =
nA
nA + nB
dAC +
nB
nA + nB
dBC − nAnB
(nA + nB)2
dBC
Me´todo de agrupacio´n de medianas: Los dos conglomerados que se combi-
nan reciben ide´ntica ponderacio´n en el ca´lculo del nuevo centroide combinado,
independientemente del taman˜o de cada uno de los conglomerados. Dado un
conglomerado AB y un elemento C, la nueva distancia del conglomerado al
elemento se calcula como
d(AB)C =
dAC + dBC
2
− dAB
4
El otro aspecto clave es la medida de distancia a utilizar para cuantificar la dis-
tancia entre los elementos. Estas medidas pueden ser de similaridad o disimilaridad.
Las medidas de similaridad evalu´an el grado de proximidad existente entre dos ele-
mentos, mientras que las medidas de disimilaridad evalu´an el grado de lejan´ıa entre
dos elementos. Existen varios tipos de medidas de distancia:
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Distancia eucl´ıdea: Es una medida de disimilaridad que se calcula como
EUCLID(X, Y ) =
√∑
i
(Xi − Yi)2
Distancia eucl´ıdea al cuadrado: Es una medida de disimilaridad cuyo ca´lculo
se hace como
SEUCLID(X, Y ) =
∑
i
(Xi − Yi)2
Coseno: Es una medida de disimilaridad que puede calcularse como
COSINE(X, Y ) =
∑n
i XiYi√
(
∑n
i X
2
i )(
∑n
i Y
2
i )
Correlacio´n de Pearson: Es una medida de disimilaridad cuyo ca´lculo se hace
como
CORRELATION(X, Y ) =
∑n
i zxizyi
n− 1
donde n es el taman˜o de la muestra y zx y zy son las puntuaciones tipificadas
del sujeto i en las variables X e Y , que son las variables entre las que se calcula
la distancia.
Chebychev: Es una medida de disimilaridad que se calcula como
CHEBY CHEV (X, Y ) = ma´xi|Xi − Yi|
Bloques: Es una medida de disimilaridad que puede calcularse como
BLOCK(X, Y ) =
∑
i
|Xi − Yi|
Minkowsky: Es una medida de disimilaridad que se calcula como
MINKOWSKY (X, Y ) = (
∑
i
|Xi − Yi|p)
1
p
donde p es cualquier nu´mero entero positivo.
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Personalizada: Es una medida de disimilaridad cuyo ca´lculo se hace como
POWER(X, Y ) = (
∑
i
|Xi − Yi|p) 1r
donde p y r son dos nu´meros enteros positivos cualquiera.
Figura 3: Dendrograma con enlace de centroides y distancia eucl´ıdea al cuadrado
Fuente: Elaboracio´n Propia
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Se empieza probando con el enlace de centroides y la distancia eucl´ıdea al cuadrado
y se obtiene el dendrograma 3.
Aplicando el ana´lisis de cluster con la distancia eucl´ıdea al cuadrado y el enlace
inter-grupos, se obtiene el dendrograma 4 en SPSS.
Figura 4: Dendrograma con enlace inter-grupos y distancia eucl´ıdea al cuadrado
Fuente: Elaboracio´n Propia
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Si ahora se aplica el ana´lisis de cluster con el me´todo de Ward y con la distancia
eucl´ıdea, se obtiene el dendrograma 5 en SPSS.
Figura 5: Dendrograma con me´todo de Ward y distancia eucl´ıdea
Fuente: Elaboracio´n Propia
Y si en vez de con la distancia eucl´ıdea, se aplica con la distancia eucl´ıdea al
cuadrado, se obtiene en SPSS el dendrograma 6.
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Figura 6: Dendrograma con me´todo de Ward y distancia eucl´ıdea al cuadrado
Fuente: Elaboracio´n Propia
Finalmente, en vista de los dendrogramas, se optara´ por aplicar el ana´lisis de
cluster utilizando el me´todo de Ward y la distancia eucl´ıdea al cuadrado, ya que se
obtienen 5 cluster claramente diferenciados. Adema´s, resulta destacable que todas las
provincias se unen muy pronto, es decir, los grupos son muy homoge´neos entre s´ı.
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Estos cluster son:
Cluster 1: Esta´ compuesto por Palencia, Valencia, Leo´n, Gerona, Salamanca,
La Rioja, Tarragona, Soria, Huesca, Teruel, Islas Baleares, Navarra, Le´rida, Pon-
tevedra, Castello´n, Segovia, Lugo y Orense. Este cluster esta´ formado entre otras
por las provincias catalanas (excepto Barcelona), las provincias de la Comuni-
dad Valenciana (excepto Alicante), las Islas Baleares, las provincias aragonesas
(excepto Zaragoza), La Rioja y Navarra. Podr´ıa decirse que esta´ compuesto por
las provincias del Noreste de Espan˜a.
Cluster 2: Esta´ formado por Almer´ıa, Co´rdoba, Badajoz, Huelva y Jae´n. Este
cluster esta´ formado por provincias del Suroeste de Espan˜a con la excepcio´n de
Almer´ıa y Jae´n.
Cluster 3: Se compone de Cuenca, Granada, Ca´ceres, Alicante, Ma´laga, Ciu-
dad Real, Las Palmas, Toledo, A´vila, Santa Cruz de Tenerife, Albacete, Ca´diz,
Murcia, Zamora y Sevilla. Este cluster esta´ formado por las Islas Canarias y
varias provincias andaluzas, extremen˜as y castellano-manchegas. De esta forma,
se podr´ıa decir que esta´ compuesto por provincias del Sur de Espan˜a.
Cluster 4: Esta´ compuesto por Cantabria, La Corun˜a, A´lava, Vizcaya, Astu-
rias, Zaragoza, Burgos, Guadalajara, Valladolid y Guipu´zcoa. Podr´ıamos decir
que este cluster se compone en su mayor´ıa por provincias del Norte de Espan˜a,
con la excepcio´n de Valladolid y Guadalajara.
Cluster 5: Esta´ formado por Madrid, Barcelona, Ceuta y Melilla. Este cluster
esta´ compuesto por las dos ciudades ma´s grandes de Espan˜a y por los casos
particulares Ceuta y Melilla.
En el gra´fico 7 se puede ver el perfil de los cluster en funcio´n de algunas de sus
variables.
Cluster 1: Se observa que tiene un alto nu´mero de kilo´metros de carreteras
con calzada menor que 5 metros y un alto salario medio mientras que el nu´mero
de robo de veh´ıculos y de kilo´metros de autopistas y autov´ıas libres es bajo.
Adema´s tiene el menor nu´mero de camiones y furgonetas y la mayor prima
media.
Cluster 2: Se observan valores bajos en el nu´mero de accidentes con v´ıctimas
en calles, en el de kilo´metros de carreteras con calzada menor que 5 metros y en
el salario medio anual y altos en el nu´mero de camiones y furgonetas. Adema´s
tiene el el valor ma´s alto en el nu´mero de autov´ıas y autopistas libres y la prima
media ma´s baja.
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Cluster 3: Se puede ver que la mayor´ıa de sus valores esta´n por debajo de la
media, como es el caso del nu´mero de motocicletas y de la prima media. Tiene
el valor ma´s alto en el nu´mero de camiones y furgonetas y el ma´s bajo en el
nu´mero de accidentes con v´ıctimas en autopistas y en calles y en el salario medio
anual.
Cluster 4: Se observa que tiene el valor ma´s alto en el nu´mero de accidentes con
v´ıctimas en autopistas y en calles, en el nu´mero de motocicletas y en el salario
medio anual y el valor ma´s bajo en el nu´mero de kilo´metros de carretera con
calzada menor que 5 metros. Adema´s, tiene valores altos en robo de veh´ıculos
y bajos en el nu´mero de camiones y furgonetas y en la prima media.
Cluster 5: Se puede ver que todos sus valores esta´n bastante cercanos a la
media. Tiene valores altos en el nu´mero de accidentes con v´ıctimas en autopistas
y en la prima media y valores ma´s bajos en el nu´mero de accidentes con v´ıctimas
en calles, de kilo´metros con autopistas y autov´ıas libres y de robos de veh´ıculos.
Adema´s, tiene el valor ma´s alto en el nu´mero de kilo´metros de carreteras con
calzada menor que 5 metros.
Figura 7: Gra´fico del perfil de los cluster para algunas variables
Fuente: Elaboracio´n Propia
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5. Estimacio´n de la prima del ramo de autos
Se empezara´ tomando el importe total de primas de autos como variable depen-
diente. SPSS presenta la tabla 11 con el R2 ajustado de los mejores modelos para
distinto nu´mero de variables.
Tabla 11: Modelos en la estimacio´n de la prima total de autos
Fuente: Elaboracio´n Propia
Se puede ver que se obtiene un R2 ajustado muy alto para todos los modelos, por
lo que en principio los modelos son buenos. Ahora bien, hay que fijarse en el valor
de la distancia de Mahalanobis y en si la distancia de Cook es mayor que
4
n
donde
n es el nu´mero de observaciones, para detectar si existen puntos influyentes. Esto se
puede observar en la tabla 12, donde se ve que el rango de valores para la distancia de
Mahalanobis es elevado y hay valores de la distancia de Cook superiores a
4
52
= 0,077
ya que como se puede ver su media es de 6,12.
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Tabla 12: Estad´ısticos sobre los residuos para la prima total de autos
Fuente: Elaboracio´n Propia
Figura 8: Nu´mero de turismos frente a prima media
Fuente: Elaboracio´n Propia
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Se crea el gra´fico 8 para detectar que´ provincias son influyentes.
A la vista del gra´fico, se opta por sacar del modelo a Madrid y Barcelona y se vuelve
a aplicar la regresio´n lineal mu´ltiple obteniendo la tablas 13 y 14 donde se observa
que el u´nico modelo en el que todas las variables son significativas es el formado por
las variables kilo´metros de autopistas de peaje, turismos, heridos no hospitalizados
en autopistas, fallecidos en autov´ıas, heridos no hospitalizados en otros tipos de v´ıas,
kilo´metros de carreteras con doble calzada, camiones y furgonetas, robos totales de
veh´ıculos en 2014, kilo´metros de carreteras con calzada menor de 5 metros, nu´mero
de habitantes y heridos hospitalizados en calles.
Tabla 13: Modelos finales en la estimacio´n de la prima total de autos
Fuente: Elaboracio´n Propia
En la tabla 14 adema´s de observar que todos los coeficientes son significativos, se
comprueba que no existen problemas de colinealidad ya que el V IF es menor que 10.
A partir de ah´ı se estudia si siguen existiendo puntos influyentes.
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Tabla 14: Coeficientes estimados para la prima total de autos
Fuente: Elaboracio´n Propia
En la tabla 15 se observa que ahora los valores de la distancia de Cook son so´lo
ligeramente superiores a
4
52
= 0,077 ya que como se puede ver su media es de 0,081.
Al aplicar este modelo se obtiene la tabla 16 en la que se puede ver la diferencia
entre los valores estimados y los observados.
Tabla 15: Estad´ısticos finales sobre los residuos para la prima total de autos
Fuente: Elaboracio´n Propia
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Tabla 16: Primas totales estimadas frente a observadas
Fuente: Elaboracio´n Propia
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Se tomara´ ahora la prima media de autos como variable dependiente. Al aplicar
la regresio´n lineal mu´ltiple para obtener la prima media de autos, SPSS proporciona
la tabla 17 donde se observa un R2 ajustado muy alto para el modelo 8, por lo que
en principio el modelo es bueno. Ahora bien, hay que fijarse en la tabla 18 en el valor
de la distancia de Mahalanobis y en si la distancia de Cook es mayor que
4
n
donde n
es el nu´mero de observaciones, para detectar si existen puntos influyentes.
Tabla 17: Modelos en la estimacio´n de la prima media de autos
Fuente: Elaboracio´n Propia
Se puede ver que los valores de la distancia de Cook en su mayor´ıa son inferiores
a
4
52
= 0,077 ya que como se puede ver su media es de 0,075.
En el modelo 8 no existen problemas de colinealidad como puede verse en la tabla
19 ya que el V IF es menor que 10 y adema´s se observa que todos los coeficientes son
significativos. Esta´ formado por las variables ratio de robos totales de veh´ıculos en
2014, ratio del nu´mero de camiones y furgonetas, ratio del nu´mero de otros veh´ıculos,
ratio de los kilo´metros de autopistas y autov´ıas libres, ratio de heridos no hospitaliza-
dos en autopistas, ratio de heridos hospitalizados en carreteras convencionales, ratio
de heridos no hospitalizados en calles y tasa de paro.
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Tabla 18: Estad´ısticos sobre los residuos para la prima media de autos
Fuente: Elaboracio´n Propia
Por tanto, se podra´n estimar los valores para la prima media a partir de los
coeficientes de la tabla 19.
Tabla 19: Coeficientes estimados para la prima media de autos
Fuente: Elaboracio´n Propia
La diferencia entre los valores estimados y los valores observados puede verse en
la tabla 20 y en el mapa 9. En la tabla 20 se puede ver que, en 29 provincias la prima
estimada es menor que la prima observada mientras que en 23 ocurre lo contrario.
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Resulta muy destacable el caso de Madrid, donde la prima estimada es 200 euros
menor que la observada. Hay que tener en cuenta que los factores de riesgo existentes
son muchos y en el caso de Madrid, estos factores se multiplican. Sin tener en cuenta
el caso de Madrid, el rango de la diferencia de primas esta´ entre -34 y 38 euros. Esto
demuestra que el factor de riesgo provincia es realmente relevante en algunos casos.
En los casos de Badajoz, Ceuta, Co´rdoba, Soria, Tarragona y Zaragoza la prima
estimada es bastante mayor que la prima cobrada en el an˜o 2014, mientras que en las
provincias de Barcelona, Guadalajara, La Corun˜a, Lugo, Madrid, Toledo y Vizcaya
la prima estimada es bastante ma´s baja que la prima cobrada.
Figura 9: Mapa coloreado de la diferencia entre primas estimadas y observadas
Fuente: Elaboracio´n Propia
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Tabla 20: Primas medias estimadas frente a observadas
Fuente: Elaboracio´n Propia
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6. Conclusiones
La principal conclusio´n que se extrae de este trabajo es lo importante que es para
las entidades aseguradoras elaborar una buena normativa de suscripcio´n, ya que ello
les permitira´ ajustar mucho mejor el importe de la prima. En este trabajo ha quedado
probado que el factor provincia es un factor de riesgo muy importante a la hora de
determinar el precio de la prima, pero no so´lo este factor es determinante, tambie´n lo
son la edad y la experiencia del conductor, las caracter´ısticas del veh´ıculo, el historial
siniestral,... Por este motivo, uno de los objetivos prioritarios de las entidades ase-
guradoras es ser capaces de seleccionar y valorar adecuadamente todos estos riesgos
para ajustar el importe de la prima lo ma´ximo posible.
Por otra parte, este trabajo sirve para demostrar lo dif´ıcil que resulta en la actuali-
dad conseguir una buena base de datos debido a que apenas existen datos disponibles.
A su vez, demuestra tambie´n que una vez elaborada y tratada la base de datos son
muchas las aplicaciones que se le puede dar a los datos. En este caso, los datos se
han utilizado para hacer una clasificacio´n de las provincias y para llevar a cabo una
estimacio´n de la prima de autos, pero son muchas las aplicaciones que se les podr´ıan
haber dado. Algunas de ellas quedara´n como futuras l´ıneas de investigacio´n.
A lo largo del trabajo se han utilizado diferentes te´cnicas estad´ısticas. Entre ellas,
se han utilizado GLM; que son de vital importancia en el ca´lculo de la prima para
las entidades aseguradoras, pero que en este caso se han utilizado para la estimacio´n
de los salarios medios anuales de las provincias vascas y Navarra, lo que sirve para
demostrar que los GLM se pueden usar en otros campos ma´s alla´ de la tarificacio´n.
En lugar de utilizar como herramienta SPSS, para trabajar con GLM se ha utilizado
R, que al ser un software libre esta´ empezando a ser cada vez ma´s utilizado por las
entidades aseguradoras para la tarificacio´n de las primas. Haciendo una comparativa
entre las dos herramientas, se podr´ıa decir que SPSS tiene una mejor salida de tablas
y gra´ficos por lo que si no se requiere programar puede ser preferible a R. Ahora bien,
SPSS tiene una sintaxis ma´s complicada que la de R, por lo que cuando haya que
programar siempre sera´ preferible usar R. Adema´s, R tiene multitud de paquetes que
lo convierten en una herramienta muy potente.
Finalmente, analizando los resultados se puede ver como en provincias como Ba-
dajoz, Ceuta, Co´rdoba, Soria, Tarragona y Zaragoza la prima estimada es bastante
superior a la prima cobrada, mientras que en Barcelona, Guadalajara, La Corun˜a,
Lugo, Madrid, Toledo y Vizcaya la prima estimada es notablemente ma´s baja que la
prima cobrada.
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7. Futuras l´ıneas de investigacio´n
El historial siniestral ha sido siempre uno de los factores ma´s importantes a la
hora de determinar el importe de la prima, pero no es menos cierto que existen otros
factores como el probado en este trabajo, que tambie´n son muy importantes en el
momento de tarificar.
En este estudio se ha visto la importancia del factor provincia en el ana´lisis,
seleccio´n y valoracio´n del riesgo y en la posterior tarificacio´n. Esto abre un camino
a pensar en que´ ocurrir´ıa si adema´s del factor provincia se an˜adieran factores como
la zona (urbana, perife´rica o rural). Para intentar facilitar la bu´squeda de datos, se
podr´ıa reducir a dos zonas: urbana y rural. El criterio podr´ıa ser buscar los datos de
las capitales de cada provincia que ser´ıan los datos correspondientes a la zona urbana
y la diferencia respecto al total de la provincia ser´ıan los datos correspondientes a
la zona rural. Se tratar´ıa de crear una base de datos de 104 registros en la que cada
provincia tuviese dos niveles: zona urbana y zona rural. El enfoque podr´ıa ser similar
al de este trabajo y el objetivo ser´ıa ver cuanto puede influir el factor zona en el
importe de la prima de autos.
En otra l´ınea de trabajo se podr´ıa tratar de utilizar los datos sobre accidentes
segu´n la v´ıa para, haciendo uso de te´cnicas estad´ısticas como podr´ıan ser los GLM,
tratar de ver en que´ provincias afectan ma´s las variables sobre fallecidos y ver si estas
provincias se corresponden con las que tienen una prima media mayor, ya que los
dan˜os de responsabilidad civil son los que suponen un coste mayor para las entidades
aseguradoras y por tanto es de esperar que e´ste sea uno de los motivos de aumento
del importe de la prima.
Por u´ltimo, otra l´ınea de trabajo podr´ıa ser calcular la prima para cada una de
las regiones que surgen de la aplicacio´n del ana´lisis de cluster. Para ello, simplemente
habr´ıa que sumar los datos en valor en absoluto de las provincias pertenecientes a
cada cluster, de forma que se tuviese una base de datos formada por 5 registros y a
partir de ah´ı estimar la prima media. El objetivo ser´ıa ver si esta prima oscila mucho
entre unas regiones y otras y valorar si las entidades aseguradoras se podr´ıan plantear
hacer grupos a la hora de tarificar en funcio´n de regiones similares a e´stas.
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