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ABSTRACT 
The I n t e r n a l  F l u i d  Mechanics D i v i s i o n  o f  t h e  NASA Lewis Research Center 
i s  combining t h e  key elements o f  computat ional  f l u i d  dynamics, aerothermody- 
namic exper iments,  and advanced computat ional  t echno logy  t o  b r i n g  i n t e r n a l  
computat ional  f l u i d  mechanics ( ICFM)  t o  a s t a t e  o f  p r a c t i c a l  a p p l i c a t i o n  f o r  
aerospace p r o p u l s i o n  system design.  T h i s  paper p resen ts  an ove rv iew  o f  e f f o r t s  
underway a t  NASA Lewis to  advance and a p p l y  computat ional  t echno logy  t o  ICFM.  
These e f f o r t s  i n c l u d e  t h e  use o f  modern, so f tware  e n g i n e e r i n g  p r i n c i p l e s  fo r  
code development, t h e  development o f  an AI-based u s e r - i n t e r f a c e  for  l a r g e  
codes, t h e  es tab l i shmen t  of a high-performance, d a t a  communications network to  
l i n k  ICFM researchers  and f a c i l i t i e s ,  and t h e  a p p l i c a t i o n  o f  p a r a l l e l  process- 
i n g  t o  speed up c o m p u t a t i o n a l l y - i n t e n s i v e  and /o r  t i m e - c r i t i c a l  I C F M  problems. 
A m u l t i - s t a g e  compressor f low phys i cs  program i s  c i t e d  as an example o f  e f fo r t s  
g 
0 
d 
t o  use advanced computat ional  t echno logy  to  enhance a c u r r e n t  NASA Lewis ICFM 
r e s e a r c h  program. 
INTRODUCTION 
The development o f  advanced aerospace p r o p u l s i o n  systems, t h a t  must be 
l i g h t e r ,  more du rab le ,  more e f f i c i e n t ,  and c o s t - c o m p e t i t i v e ,  demands inc reased  
unders tand ing  of  a l l  o f  the  p h y s i c a l  phenomena (e.g. ,  coupled f l u i d  and s t r u c -  
t u r a l  mechanics w i t h  three-d imensional  v i scous  f l o w s ,  t u rbu lence ,  shock- 
boundary l a y e r  i n t e r a c t i o n s ,  combustion, h e a t  t r a n s f e r ,  m u l t i - s t a g e  r o t a t i n g  
machinery,  f l e x i b l e  s t r u c t u r e s ,  h igh- temperature m a t e r i a l s )  t h a t  determine pe r -  
formance and 1 i f e .  
The N a t i o n a l  Ae ronau t i cs  and Space A d m i n i s t r a t i o n  i s  committed t o  c a r r y i n g  
o u t  research  and techno logy  programs t o  a c q u i r e  b a s i c  unders tand ing  o f  t h e  fun -  
damental phys i cs  i n  p r o p u l s i o n  systems and t o  b u i l d  t h i s  unders tand ing  i n t o  
numerical  s i m u l a t i o n s  t h a t  can be used t o  i d e n t i f y  p r o m i s i n g  r e g i o n s  o f  p r o p u l -  
s i o n  s y s t e m  "design-space" for  commercial e x p l o i t a t i o n .  
As r e v o l u t i o n a r y  changes t a k e  p l a c e  i n  t h e  des igns o f  p r o p u l s i o n  system 
components, t h e  need for  h i g h - f i d e l i t y  computer s i m u l a t i o n s  becomes more acu te  
because p a s t  exper ience  and d a t a  cannot be e x t r a p o l a t e d  w i t h  con f idence .  
i t  may be p r o h i b i t i v e l y  expensive t o  f a b r i c a t e ,  assemble, and t e s t  each new 
concept and des ign  under r e a l i s t i c  c o n d i t i o n s .  I n  some cases (e.g. ,  N a t i o n a l  
Aerospace Plane) ,  exper imen ta l  f a c i l i t i e s  m igh t  n o t  even e x i s t  t o  t e s t  new com- 
ponent and system designs.  
The need e x i s t s ,  t h e r e f o r e ,  for computer s i m u l a t i o n s  t h a t  can be used as 
A lso ,  
"numerical  t e s t  c e l l s . "  I n  t h e  case o f  computat ional  f l u i d  dynamics (CFD),  
however, v e r y  few s i m u l a t i o n  codes a c c u r a t e l y  p o r t r a y  t h e  three-d imensional  
f low p h y s i c s  t h a t  takes p l a c e  w i t h i n  r e a l  p r o p u l s i o n  systems - e i t h e r  because 
o f  a l a c k  o f  unders tand ing  of t h e  fundamental  p h y s i c s  or a l a c k  o f  comput ing 
power (speed and /o r  memory) t o  s o l v e  t h e  model equa t ions  i n  a t i m e l y  f a s h i o n .  
As a r e s u l t ,  p r o p u l s i o n  system development remains a h e u r i s t i c  process,  i n v o l v -  
i n g  t h e  use o f  h i g h l y  e m p i r i c a l  models and e x t e n s i v e  hardware t e s t i n g .  
As p rog ress  i s  made i n  g a i n i n g  a f u l l e r  unders tand ing  of t h e  complex f l u i d  
dynamics i n  p r o p u l s i o n  systems, we need t o  match t h a t  unders tand ing  w i t h  s u f f i -  
c i e n t  computat ional  c a p a b i l i t y  t o  a l l o w  t h e  p r a c t i c a l  use o f  i n t e r n a l  computa- 
t i o n a l  f l u i d  mechanics ( ICFM)  codes as eng ineer ing  and des ign too ls .  This  
i m p l i e s  numer ica l  s o l u t i o n s  and p r e s e n t a t i o n  o f  r e s u l t s  t o  t h e  a n a l y s t  i n  min- 
u tes  or hours,  r a t h e r  than  days or weeks. Also, t he  scope o f  t h e  s i m u l a t i o n  
task  must, i n  many ins tances ,  go beyond t h e  c a l c u l a t i o n  o f  o n l y  t h e  f l u i d  
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behav io r  i n  a s i n g l e  component to  i n c l u d e  t h e  i n t e r a c t i o n s  o f  f l u i d  and 
s t r u c t u r a l  mechanics ( i - e . ,  a e r o e l a s t i c i t y )  and t h e  i n t e r a c t i o n s  o f  v a r i o u s  
components i n  t h e  o v e r a l l  p r o p u l s i o n  system. T h i s  r e p r e s e n t s  a tremendous com- 
p u t a t i o n a l  cha l l enge  t h a t  w i l l  o n l y  be m e t  through c o n t i n u e d  advances i n  ( 1 )  
computer sc ience and technology,  and ( 2 )  t h e  a b i l i t y  o f  t h e  user  community to  
e x p l o i t  those advances. 
Th is  paper p resen ts  an overv iew o f  e f f o r t s  underway a t  NASA Lewis t o  
develop, adapt,  and a p p l y  computat ional  technology t o  p r o p u l s i o n  CFD. These 
e f fo r ts  i n c l u d e :  
(1 )  The development o f  PROTEUS, a three-d imensional  Navier-Stokes t e s t -  
PROTEUS rep resen ts  a novel  approach t o  CFD code development bed f low s o l v e r .  
t h a t  f e a t u r e s  a m u l t i - d i s c i p l i n a r y  development team, employ ing modern so f tware  
e n g i n e e r i n g  techniques.  The emphasis i s  on c r e a t i n g  a u s e r - f r i e n d l y  code t h a t  
can be t a i l o r e d  to  a v a r i e t y  o f  p r o p u l s i o n  a p p l i c a t i o n s .  
(2) The development o f  PROTAIS ,  an i n t e l l i g e n t  u s e r - i n t e r f a c e  t o  t h e  
PROTEUS code. PROTAIS i s  a knowledge-based system t h a t  i s  b e i n g  developed i n  
c o l l a b o r a t i o n  w i t h  t h e  PROTEUS code developers.  The goal  i s  t o  p r o v i d e  
computer-based guidance and ass i s tance  t o  bo th  e x p e r t  and n o v i c e  u s e r s  o f  t h e  
PROTEUS code. 
( 3 )  The es tab l i shmen t  o f  a high-performance, d a t a  communications network 
(ERBNET) t h a t  p r o v i d e s  researchers  w i t h  access t o  a wide spectrum o f  comput ing 
f a c i l i t i e s ,  i n c l u d i n g  oca1 (depar tmen ta l ) ,  c e n t r a l i z e d  (Lewis-wide),  and 
remote (e.g. ,  Numerica Aerodynamic S imu la to r  a t  NASA Ames) computer s y s t e m s .  
( 4 )  In-house and sponsored research  and development a c t i v i t i e s  aimed a t  
e x p l o i t i n g  PARALLEL PROCESSING a r c h i t e c t u r e s  f o r  p r o p u l s i o n  CFD. 
t i e s  range from m u l t i - t a s k i n g  o f  codes on t h e  CRAY X/MP supercomputer t o  t h e  
b u i l d u p  and t e s t i n g  o f  t h e  HYPERCLUSTER, an exper imenta l  para1 l e 1  p r o c e s s i n g  
These a c t i v i -  
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w o r k s t a t i o n .  Hardware and so f tware  s t r a t e g i e s  a r e  b e i n g  sought t h a t  can 
d e l i v e r  f a s t ,  i n t e r a c t i v e ,  and a f f o r d a b l e  comput ing to  t h e  CFD r e s e a r c h e r .  
(5 )  Focused e f f o r t s  to  i n t e g r a t e  and a p p l y  t h e  aforement ioned techno lo -  
A g i e s  and c a p a b i l i t i e s  t o  enhance c u r r e n t  and f u t u r e  CFD research  programs. 
proposed m u l t i - s t a g e  compressor f low p h y s i c s  program i s  c i t e d  as an example. 
I C F M  RESEARCH THRUSTS 
The I n t e r n a l  F u i d  Mechanics D i v i s i o n  ( IFMD)  a t  NASA Lewis i s  combin ing 
t h e  key elements o f  compu ta t i ona l  f l u i d  dynamics, aerothermodynamic e x p e r i -  
ments, and advanced computat ional  t echno logy  t o  b r i n g  i n t e r n a l  compu ta t i ona l  
f l u i d  mechanics ( ICFM)  t o  a s t a t e  o f  p r a c t i c a l  a p p l i c a t i o n  for  aerospace p ro -  
p u l s i o n  system des ign  C11. 
By f o c u s i n g  on s p e c i f i c  p o r t i o n s  o f  t h e  p r o p u l s i o n  system, IFMD research-  
e r s  a re  work ing t o  i s o l a t e  and s tudy  t h e  dominant phenomena i n  o r d e r  t o  g a i n  
t h e  understanding needed t o  develop an accu ra te ,  p r e d i c t i v e  c a p a b i l i t y .  As 
shown i n  F i g .  1 ,  t h e  ICFM program i s  o r g a n i z e d  w i t h  I n l e t s ,  Turbomachinery, 
and Chemical Reac t ing  F lows as t h e  main research  t h r u s t s .  
The development o f  accu ra te ,  p r e d i c t i v e  p r o p u l s i o n  CFD codes r e q u i r e s  a 
c l o s e  c o u p l i n g  o f  t h e  numer ica l  code development work and fundamental  p h y s i c a l  
exper iments.  
for  i n f o r m a t i o n  and guidance. The i n s i g h t s  ga ined through fundamental  p h y s i -  
c a l  exper iments form t h e  b a s i s  f o r  new mathematical  models and codes. 
r e s u l t a n t  codes must be t e s t e d  by comparison o f  a n a l y t i c a l  and exper imen ta l  
data,  o f t e n  l e a d i n g  t o  new t e s t  requ i remen ts .  
A s  shown i n  F i g .  2 ,  each d i s c i p l i n e  i s  dependent on t h e  o t h e r  
The 
Whi le t h e  speed and memory c a p a c i t y  o f  computers have inc reased  d ramat i -  
c a l l y  over  the  p a s t  40 yea rs ,  computer technology s t i l l  remains a l i m i t i n g  
f a c t o r  i n  the ques t  to  use h i g h - f i d e l i t y  computer s i m u l a t i o n s  as tools i n  t h e  
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i n d i c a t e s  t h a t  
accu ra te ,  Reyno 
1 CPU h r .  I n  a 
drawn fo r  t h e  o t h e r  p r o p u l s i o n  s y s t e m  components, as w e l l .  However, 
o f  h i g h - f i d e l i t y  ICFM codes r e q u i r e s  a g r e a t  deal  o f  computer power. 
t w i l l  t ake  a 10 Gword/100 M f l o p  machine t o  o b t a i n  a 
ds-averaged flow f i e l d  s o l u t i o n ,  f o r  a hyperson ic  i n  
des ign  process,  where r e p e t i t i v e  r u n n i n g  o f  codes i s  
p r o p u l s i o n  sys tem des ign  process.  Code developers must determine t h e  a p p r o p r i -  
a t e  l e v e l  o f  model d e t a i l  t h a t  w i l l ,  when combined w i t h  a v a i l a b l e  compu ta t i ona l  
power, s a t i s f y  t h e  needs of t h e  in tended a p p l i c a t i o n ( s > .  
A s  an example, c o n s i d e r  t h e  range o f  computat ional  tools e n v i s i o n e d  for  
turbomachinery d e s i g n  and a n a l y s i s .  F i g u r e  3 shows t h e  r e l a t i v e  l e v e l s  o f  com- 
p l e x i t y  o f  these tools, r a n g i n g  from the  unaveraged Navier -Stokes equa t ions  
down t o  quasi-one-dimensional  equat ions.  The aggress i ve  des ign  o f  m u l t i - s t a g e  
turbomachines fo r  t h e  n e x t  c e n t u r y ' s  p r o p u l s i o n  s y s t e m s  w i l l  u t i l i z e  complex 
geometr ies w i t h  endwal l  c o n t o u r i n g  and swept b l a d i n g .  R e s u l t i n g  f low f i e l d s  
w i l l  be h i g h l y  three-d imensional  w i t h  unsteady r o t o r - s t a t o r  i n t e r a c t i o n s  and 
l a r g e  secondary f l o w s .  I t ' s  c l e a r  t h a t  t h ree -d imens iona l ,  unsteady, v i scous  
codes w i l l  be needed to  d e s c r i b e  the phys i cs .  The same conc lus ions  can be 
the  use 
F i g u r e  4 
t i  me- 
e t ,  i n  
r e q u i r e d  
t o  p e r f o r m  s e n s i t i v i t y  s t u d i e s  and parameter o p t i m i z a t i o n s ,  i t  w i l l  r e q u i r e  
computers t h a t  have 100 gigaword i n -co re  memories and T f l o p  speeds. U n t i l  such 
machines a re  r e a d i l y  a v a i l a b l e  f o r  p r o p u l s i o n  s y s t e m  a n a l y s i s ,  system develop- 
e r s  w i l l  be f o r c e d  t o  c o n t i n u e  u s i n g  e m p i r i c a l  models. The re fo re ,  an i m p o r t a n t  
byproduct  of t h e  e f for ts  t o  develop more accu ra te ,  two- and three-d imensional  
codes i s  t he  b u i l d i n g  up o f  a n a l y t i c a l  and exper imenta l  databases t h a t  can be 
used t o  extend t h e  range of t h e  e m p i r i c a l  models. 
APPLICATION OF NEW COMPUTATIONAL TECHNOLOGY 
Whi le  supercomputer speed i s  c r i t i c a l ,  t h e r e  a r e  many o t h e r  computer tech-  
n o l o g i e s  t h a t  can c o n t r i b u t e  t o  making I C F M  p r a c t i c a l  f o r  p r o p u l s i o n  s y s t e m  
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design. A s  shown in Fig. 5, the code development process can also benefit from 
advances being made in software engineering, expert systems, networks, and par- 
allel processing. If used properly, these technologies can be combined to form 
an integrated, cooperative environment for conducting ICFM analyses and experi- 
ments. The resulting databases, codes, and insights can, n turn, form the 
basis for a more confident, more aggressive design methodo ogy. 
The following paragraphs describe efforts underway to develop and demon- 
strate advanced computational technologies for propulsion CFD. 
Software Engineering (PROTEUS) 
Numerous efforts in CFD consist of modifying existing programs to handle 
geometries and flow regimes of current interest to the researcher. Unfortu- 
nately, nearly all nonproprietary programs were started as research projects 
with emphasis on demonstrating a numerical algorithm rather than ease of use 
or modification. The end result is usually a haphazard collection of poorly 
documented, extensively patched code that is difficult to understand and which 
may not even work under certain conditions. 
Current efforts are directed at minimizing the above problems by stan- 
dardizing the structure of newer codes. One such code is PROTEUS, a general- 
purpose, three-dimensional Navier-Stokes flow solver. By rigorously adhering 
to the software engineering principles that are shown in Fig. 6, the PROTEUS 
developers are producing a code that has a consistent, clear structure and is 
easy to understand and modify. 
Figure 7 illustrates the development cycle for the PROTEUS code. One of 
the more unusual aspects of the PROTEUS development has been the team approach 
to implementation. By specifying each program module in terms of its function 
and interfaces, each member of the multi-disciplinary development team has been 
able to independently code modules while treating the other modules as "black 
6 
boxes." T h i s  approach has p e r m i t t e d  programming assignments t o  be made on t h e  
b a s i s  o f  i n d i v i d u a l  s k i l l s  and exper ience  and has l e d  to  a more t i m e l y  imple-  
men ta t i on  and t e s t i n g  o f  modules. 
From t h e  b e g i n n i n g  o f  t h e  PROTEUS p r o j e c t ,  t h e  developers recogn ized  t h e  
c r i t i c a l  importance o f  documentat ion.  I n t e r n a l  program documentat ion i s  pro-  
v i d e d  by t h e  l i b e r a l  use o f  comment s ta tements and header s e c t i o n s  fo r  each 
module. E x t e r n a l  documentat ion i s  p r o v i d e d  by t h e  c r e a t i o n  o f  d i c t i o n a r i e s  
common b l o c k  v a r i a b l e s ,  d e f a u l t  v a r i a b l e s ,  and t h a t  d e f i n e  i n p u t  v a r i a b l e s ,  
modu 1 e f unc t i ons . 
A r t i f  
The a p p l i c a t i o n  o f  sof t  
c i a 1  I n t e l l i g e n c e  (PROTAIS) 
rare e n g i n e e r i n g  p r i n c i p l e s  t o  t h e  PROTEUS develop- 
ment rep resen ted  a b i g  s tep  toward making l a r g e  CFD codes u s e r - f r i e n d l y .  
e f f o r t  has a l s o  p r o v i d e d  a s t i m u l u s  t o  researchers  a t  NASA Lewis t o  i n v e s t i -  
ga te  t h e  use o f  a r t i f i c i a l  i n t e l l i g e n c e  (AI) technology as an a d d i t i o n a l  a i d  
i n  deve lop ing  and u s i n g  such codes. 
t h e  e x p e r t i s e  ga ined  by  code developers i n  an " i n t e l l i g e n t  i n t e r f a c e "  t h a t  w i l l  
a l l o w  o t h e r s  t o  make more e f f e c t i v e  use o f  t h e  codes. 
That  
The NASA Lewis e f fo r t  a t tempts  t o  c a p t u r e  
The i n t e r f a c e  i s  i n i t i a l l y  b e i n g  developed t o  suppor t  t h e  PROTEUS code 
and, as such, has been named PROTAIS t o  denote t h e  i n t r o d u c t i o n  o f  AI tech- 
n iques  to  PROTEUS C21. A s  shown i n  F ig .  8, t he  PROTAIS system i s  i n t e n d e d  t o  
p r o v i d e  h e l p  and adv i se  for b o t h  e x p e r t  and nov i ce  users o f  PROTEUS. I t  fea -  
t u r e s  a c o n s t a n t l y  growing knowledge base t h a t  r e f l e c t s  the  exper ience  and 
knowledge gained as t h e  PROTEUS code i s  developed and r u n  under a v a r i e t y  o f  
c o n d i t i o n s .  
The PROTAIS development i s  b e i n g  done on a Symbolics w o r k s t a t i o n  ( F i g .  9). 
Work, t o  da te ,  has concen t ra ted  on deve lop ing  e x p e r t  user  f a c i l i t i e s  t h a t  au to -  
mate many o f  t h e  t e d i o u s  and time-consuming aspects o f  s e t t i n g  up and r u n n i n g  
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PROTEUS. 
code i n c l u d i n g  d e f i n i t i o n s  and s t a t u s  o f  e x i s t i n g  code c o n f i g u r a t i o n s  ( i . e . ,  
master se ts ,  problem s e t s ,  ranges o f  i n p u t  v a r i a b l e s  and t h e i r  d e f a u l t  va lues,  
cases r u n  and r e s u l t s  o b t a i n e d ,  and connected computer systems and t h e i r  p r o t o -  
c o l s ) .  A t  t h i s  w r i t i n g ,  t e s t i n g  o f  t h e  so f tware  des ign  i s  be ing  c a r r i e d  o u t  
i n  a stand-alone mode ( s i m u l a t i n g  t h e  i n t e r f a c e  t o  PROTEUS) on t h e  Symbolics 
w o r k s t a t i o n .  L a t e r  t h i s  yea r ,  l o c a l - a r e a  network f a c i l i t i e s  (see d e s c r i p t i o n  
of ERBNET) w i l l  be used t o  connect t h e  i n t e r f a c e ,  i n s t a l l e d  on general-purpose 
e n g i n e e r i n g  w o r k s t a t i o n s ,  to  t h e  PROTEUS code, r u n n i n g  on a mainframe computer. 
The i n t e r f a c e  w i l l  t hen  undergo e x t e n s i v e  t e s t i n g  and e v a l u a t i o n  by t h e  PROTEUS 
developers.  
The use r  can query t h e  i n t e r f a c e  t o  o b t a i n  i n f o r m a t i o n  on r u n n i n g  t h e  
F u t u r e  ref inements t o  t h e  PROTAIS i n t e r f a c e  w i l l  be aimed a t  n o v i c e  use rs  
of t h e  code, s h i e l d i n g  those use rs  from t h e  d e t a i l s  o f  t h e  code and t h e  env i -  
ronment under which i t  i s  r u n n i n g  ( i . e . ,  computers, o p e r a t i n g  systems, ne t -  
works, e t c . ) .  Rules (or o t h e r  knowledge r e p r e s e n t a t i o n s )  used by CFD e x p e r t s  
w i l l  
t h e  code. 
I 
I 
I be added t o  t h e  I n t e r f a c e  to  gu ide  t h e  n o v i c e  use r  i n  e f f e c t i v e l y  u s i n g  
Networks (ERBNET) 
I n  1985,  work began on t h e  des ign o f  a l o c a l - a r e a  network (ERBNET) t h a t  
I would a l l o w  ICFM researchers  t o  access and communicate between v a r i o u s  t e r m i -  
n a l s ,  computers, and w o r k s t a t i o n s  l o c a t e d  i n  t h e  Engine Research B u i l d i n g  
(ERB) complex. The network would a l s o  p r o v i d e  c o n n e c t i v i t y  and high-speed 
d a t a  communications between t h e  l o c a l  computers, c e n t r a l i z e d  mainframe comput- 
e r s ,  and remote computers such as t h e  NAS. 
I n  d e s i g n i n g  t h e  ERBNET system, s p e c i a l  a t t e n t i o n  was g i ven  t o  s y s t e m  
I 
a d a p t a b i l i t y ,  f l e x i b i l i t y ,  and growth p o t e n t i a l .  The d e c i s i o n  was made t o  use 
proven and a v a i l a b l e  technology ( E t h e r n e t  communications and T C P / I P  ne twork ing  
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protocols) t o  reduce cost, allow rapid implementation, and permit modular -. 
upgrades. 
Figure 10 shows a block diagram representation of the ERBNET configu- 
ration. A baseband Ethernet cable was installed to provide high-speed 
(10 Mbits/sec> connections between local computers and workstations. A utility 
band on the Lewis-wide broadband cable (LINK) was used to interconnect ERBNET 
with computers in the central Research Analysis Center (RAC) and to provide 
user access to the NAS facilities through the NASA Program Support Communica- 
tions Network (PSCN). Figure 1 1  shows one of the Silicon Graphics IRIS (Inte- 
grated Raster Imaging System) devices that is being used as a NAS workstation. 
The IRIS is capable of transforming and displaying three-dimensional data at 
rates exceeding 50 000 points per second. 
ERBNET continues to be expanded to provide additional capabilities to 
NASA Lewis researchers. ERBNET is being tied into several off-site networks to 
allow sharing of resources and information with university and industrial 
researchers. Additional equipment is being added to the network, including 
additional high-performance graphics workstations. Work is underway to develop 
graphics and scientific database software that will facilitate the interchange 
and display o f  data across the breadth o f  ERBNET devices. 
Parallel Processing 
Advancements in solid-state electronics and circuit design technology pro- 
duced nearly linear increases in computer speeds from 1950 to 1970. Since that 
time, computer manufacturers have had to look toward new computer architectures 
(e.g., vector and parallel processors) to gain additional computing speed. A 
modern supercomputer will have 2 to 8, bus-connected, vector processors with 
shared memory. When run in a parallel processing mode, these supercomputers 
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achieve benchmark speeds of 100 to 300 Mflops. 
ers continues, the introduction of new, highly-parallel architectures poses 
significant challenges (and opportunities) for ICFM algorithm and code develop- 
As the pursuit of Tflop comput- 
ers who must devise methods for harnessing the power of these machines. 
The calculation of three-dimensional, unsteady flow fields within mult 
stage compressors and turbines is a prime candidate for parallel processing 
because of (1) the long run times that will be required to perform the mult - 
stage calculations and (2) the many levels of parallelism that do exist in cur- 
rent multi-stage algorithms. Mulac, et al., have demonstrated a technique for 
using the parallel processing capabilities o f  today's supercomputers for turbo- 
machinery CFD C31. An "average-passage" model that can compute flow fields in 
up to 20 blade rows (10 stages) was developed. A s  shown i n  Fig. 12, t h e  
average-passage model has been tested on a 4-processor CRAY X-MP with each 
blade row of a 2-stage turbine assigned to a separate CPU. The continuity, 
momentum, and energy equations for each blade row are computed in parallel. 
The effects of body forces (the other blade rows) on each blade row solution 
are handled with stress-like terms. While the closure modeling still remains 
to be determined, the solutions have demonstrated an ability to correctly 
account for blade row interactions. Figure 12 shows the computed steady, 
total temperature field within the four blade rows of the SSME fuel turbine. 
While supercomputers represent the only possibility for performing many 
"leading edge" CFD calculations, the high cost of supercomputers and the need 
to share supercomputing resources among large numbers of users make supercom- 
puters unavailable and/or impractical for many applications. Fortunately, a 
growing number of computer manufacturers have begun to combine parallel archi- 
tectures and state-of-the-art microprocessors to form a new class of machine - 
the minisupercomputer. Minisupercomputers, employing 10's (and even 100's) of 
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processors, can be purchased for less than $1M, delivering 10 to 20 Mflop 
performance. It is now possible for many more groups of researchers and 
departments to become involved in the application of parallel processing to 
propulsion CFD and to begin 
processors to gain computing 
are currently underway using 
percomputers to solve ICFM a 
o deal with the issues 
speed for a given prob 
both shared-memory and 
gori thms [4-51. 
of scaling (i.e., adding 
em). A number o f  studies 
distributed-memory mini.su- 
A three-pronged approach is being used at NASA Lewis to apply parallel 
First, supercomputers continue to be used to study tech- processing to ICFM. 
niques for parallel processing of large codes. Second, a minisupercomputer 
is being purchased and will be available, via the ERBNET, in late CY88. The 
commercial minisupercomputer will provide an excellent training ground for 
researchers working to adapt existing algorithms and/or develop new algorithms 
for paral le1 processing. Finally, a reconfigurable, paral le1 processing work- 
station, called the "Hypercluster," is being constructed and is due to be oper- 
ational in early CY89 C61. The Hypercluster combines distributed memory 
(hypercube interconnections) and shared-memory (bus connections at each hyper- 
cube node) to provide a unified, cost-effective means of implementing and 
testing a variety of simulator configurations, and of tailoring a simulator 
architecture to match a particular algorithm. The initial Hypercluster config- 
uration will be two-dimensional with four nodes and four processors at each 
node (Fig. 13). 
A s  illustrated in Fig. 13, the Hypercluster will provide an opportunity 
to extend parallel processing o f  the average-passage turbomachinery model 
beyond 1-processor/blade row. Several approaches are being considered. In 
one, each cluster of four processors would be devoted to a particular blade row 
I 
1 1  
c a l c u l a t i o n .  T h i s  r a i s e s  t h e  ques t i on :  "How b e s t  do you d i v i d e  up t h e  b l a d e  
row c a l c u l a t i o n s  among t h e  f o u r  p rocesso rs? "  
I n  t h e  case o f  an e x p l i c i t  a l g o r i t h m  ( i . e . ,  where each g r i d  p o i n t  s o l u t i o n  
o n l y  depends on p a s t  va lues a t  n e i g h b o r i n g  g r i d  p o i n t s ) ,  p a r t i t i o n i n g  o f  t h e  
b lade  row s o l u t i o n  g r i d  may n o t  be necessary.  M i l n e r  has proposed a " t i m e  pa r -  
t i t i o n i n g "  scheme i n  which each processor  i s  c a l c u l a t i n g  t h e  e n t i r e  flow f i e l d  
b u t  a t  a d i f f e r e n t  t i m e  s t e p  (or i t e r a t i o n )  [71.  A t  t h e  p o i n t  where a proces- 
sor has completed t h e  c a l c u l a t i o n  o f  t h e  f i r s t  t h r e e  columns (or rows) o f  g r i d  
p o i n t s ,  another  processor  beg ins  c a l c u l a t i n g  the  n e x t  s o l u t i o n  s t e p  for  t h e  
g r i d .  
r i t h m  does n o t  have t o  be p a r t i t i o n e d  f o r  p a r a l l e l  s o l u t i o n .  The code i s  
mere ly  r e p l i c a t e d  on each p rocesso r .  Near - l i nea r  speedups a r e  p o s s i b l e  as p ro -  
cessors a re  added. I n i t i a l  t e s t s  o f  t h e  technique have been r u n  on a 2- 
processor  CRAY X-MP w i t h  a measured speedup o f  1.87. 
a re  b e i n g  i n v e s t i g a t e d  w i t h  t h e  a im o f  demonstrat ing "optimum" combinat ions o f  
a l g o r i t h m s  and a r c h i t e c t u r e s  for i m p o r t a n t  ICFM a p p l i c a t i o n s .  
Obv ious l y ,  one o f  t h e  key advantages o f  t h i s  technique i s  t h a t  t h e  a l g o -  
T h i s  techn ique  and o t h e r s  
MULTI-STAGE COMPRESSOR FLOW PHYSICS PROGRAM 
A number o f  t h e  advanced computat ional  t echno log ies  t h a t  have been d i s -  
cussed a r e  b e i n g  focused on t h e  NASA Lewis Mu l t i -S tage  Compressor Flow Phys ics  
, Program. The o b j e c t i v e  o f  t h a t  program i s  t o  i nc rease  the  fundamental  under- 
s tand ing  o f  m u l t i - s t a g e  compressor f low phys i cs  i n  o r d e r  to  develop v a l i d a t e d ,  
p r a c t i c a l  methods f o r  comput ing t h e  flows i n  m u l t i s t a g e  compressor systems. 
Key elements i n  t h i s  program a r e  t h e  con t inued  development o f  f low models ( t h e  
average-passage model and a Reynolds-averaged, Navier-Stokes model) and t h e  
conduct ing o f  m u l t i - s t a g e  compressor exper iments t o  c o l l e c t  d a t a  t h a t  can be 
used t o  f u r t h e r  d e f i n e  the  models. 
I 12 
Figure 14 illustrates the planned use of parallel processing to link and 
enhance both the multi-stage CFD development and the fundamental physical 
experiments. The ERBNET local-area network will provide the connectivity and 
high-speed data communications required to allow researchers to acquire, share, 
and compare analytical and experimental results at their desks and in the test 
cell. If parallel processing can produce 1 to 2 hour turnaround times for .run- 
ning multi-stage CFD codes, the experimentalist will be able to use the codes 
during the course of a day's running to explain observations and to predict the 
outcome of the next run. 
Laser anemometry is the measurement method of choice at Lewis for obtain- 
ing high resolution flow data in high-speed rotating machines C81. Lewis is 
recognized as a world leader in the development and application of computer- 
controlled laser anemometer systems (Fig. 15) for compressor and turbine appli- 
cations. Parallel processing techniques are being developed that will overcome 
the long measurement and data reduction times associated with laser measure- 
ments of the three-dimensiona flow fields. This will allow the researcher to 
watch the evolution of flow f eld displays as the data are collected and to 
detect anomolies in the data, repeating or adjusting the experiment if neces- 
sary, without lengthy delays. 
CONCLUDING REMARKS 
The NASA Lewis Research Center is exploiting advances being made in compu- 
tational technology to develop propulsion system simulations that may eventu- 
ally be capable of accurately predicting the performance, weight, cost, and 
reliability of propulsion components, subassemblies, and systems before hard- 
ware is built. The development of this simulation capability and its practical 
application to propulsion system design will be one of the "grand challenges" 
to be faced in aerospace propulsion during the next decade C91. Through its 
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r e l a t i o n s h i p s  w i t h  t h e  p r o p u l s i o n  companies, computer vendors, o t h e r  r e s e a r c h  
l a b o r a t o r i e s ,  and academia, NASA i s  work ing t o  ensure t h a t  t h e  comput ing needs 
o f  t h e  p r o p u l s i o n  community a re  adequate ly  addressed and t h a t  t h e  r e q u i r e d  
blends o f  hardware and so f tware  techno log ies  a r e  made ready to  respond t o  
those needs. 
The development o f  a numer ica l  p r o p u l s i o n  s y s t e m  s i m u l a t o r  a l s o  depends 
on b e i n g  ab le  to  i n t e g r a t e  many d i s c  p l i n e s  (e.g. ,  computat ional  f l u i d  mechan- 
i c s ,  computat ional  s t r u c t u r a l  mechan cs, mathematics, computer sc ience ,  and 
computer eng inee r ing )  t o  produce t h e  r e q u i r e d  a n a l y t i c a l  models and codes. I t  
a l s o  r e q u i r e s  t h e  development o f  techniques f o r  e f f e c t i v e l y  c a l c u l a t i n g ,  v i s u -  
a l i z i n g ,  and a n a l y z i n g  t h e  r e s u l t s .  
recent initiatives that have led to the formation o f  multi-disciplinary 
research  teams and t h e  es tab l i shmen t  o f  a new computat ional  i n f r a s t r u c t u r e  and 
methodology for  ICFM research .  
t o  an a c c e l e r a t i o n  o f  p rog ress  toward t h e  goal  o f  more e f f i c i e n t ,  r e l i a b l e ,  
and du rab le  p r o p u l s i o n  s y s t e m s .  
Th is  paper has desc r ibed  a number o f  
The combinat ion of these resources w i l l  l e a d  
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