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EIGENVALUES OF THE NEUMANN-POINCARE OPERATOR IN
DIMENSION 3: WEYL’S LAW AND GEOMETRY
YOSHIHISA MIYANISHI AND GRIGORI ROZENBLUM
To Volodya Maz’ya, an outstanding mathematician
Abstract. We consider the asymptotic properties of the eigenvalues of the Neumann-
Poincare (NP) operator in three dimensions. The region Ω ⊂ R3 is bounded by a
compact surface Γ = ∂Ω, with certain smoothness conditions imposed. The NP
operator KΓ, called often ‘the direct value of the double layer potential’, acting in
L2(Γ), is defined by
KΓ[ψ](x) :=
1
4pi
∫
Γ
〈y − x,n(y)〉
|x− y|3
ψ(y)dSy ,
where dSy is the surface element and n(y) is the outer unit normal vector on Γ.
The first-named author proved in [26] that the singular numbers sj(KΓ) of KΓ and
the ordered moduli of its eigenvalues λj(KΓ) satisfy the Weyl law
sj(K(Γ)) ∼ |λj(KΓ)| ∼
{
3W (Γ)− 2piχ(Γ)
128pi
} 1
2
j−
1
2 ,
under the condition that Γ belongs to the class C2,α with α > 0, where W (Γ) and
χ(Γ) denote, respectively, the Willmore energy and the Euler characteristic of the
boundary surface Γ. Although the NP operator is not self-adjoint (and therefore
no general relations between eigenvalues and singular number exist), the ordered
moduli of the eigenvalues of KΓ satisfy the same asymptotic relation.
Our main purpose here is to investigate the asymptotic behavior of positive and
negative eigenvalues separately under the condition of infinite smoothness of the
boundary Γ. These formulas are used, in particular, to obtain certain answers to
the long-standing problem of the existence or finiteness of negative eigenvalues of
KΓ. A more sophisticated estimation allows us to give a natural extension of the
Weyl’s law for the case of a smooth boundary.
1. Introduction and Results
1.1. Introduction. The Neumann–Poincare´ (abbreviated by NP) operator is the
boundary integral operator which appears naturally when solving classical boundary
value problems using layer potentials. Its study (for the Laplace operator) goes back
to C. Neumann [27] and H. Poincare´ [29] as the name of the operator suggests (this
names combination was first used by T. Carleman in his Thesis [13] and became
conventional afterwards). If the boundary of the domain on which the NP operator
is defined, is C1,α smooth, then the NP operator is compact. Thus the second
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kind Fredholm integral equation, which appears when solving Dirichlet or Neumann
problems, is subject to the Fredholm index theory.
The study of spectral properties of the NP operator was initiated by S. Zaremba,
[38]. Later on, it was proved in [18] that the NP operator, not self-adjoint, generally,
in L2, can be however realized as a self-adjoint operator in the H−1/2- Sobolev space,
provided a new inner product is introduced there, and therefore the NP spectrum
is real, may consist of a continuous spectrum and a discrete spectrum (and possibly
limit points of the discrete spectrum). If the domain is only Lipschitz, in particular,
has corners, the corresponding NP operator does, in fact, possess a continuous spec-
trum (as well as eigenvalues). If the domain has a smoother boundary, say, C1,α,
then the spectrum consists of eigenvalues (converging to 0 if there are infinitely
many of them) and the point zero.
It turns out that the properties of eigenvalues in the two-dimensional and higher
dimensional cases are quite different. In the two-dimensional case, the rate of decay
of these eigenvalues depends in a crucial way on the smoothness of the boundary, and
their exact asymptotic behavior is presently known only for a few examples when
these eigenvalues can be calculated explicitly. We refer to [7, 25] for the progress on
the convergence rate of NP eigenvalues in two dimensions.
As for the three-dimensional case, a general reasoning implies that the NP op-
erator, being in the smooth case a pseudodifferential operator of order −1, should
have eigenvalues λj having the order j
− 1
2 . In fact, the first-named author [25] has
proved the asymptotic formula for the nonincreasingly ordered moduli of eigenval-
ues (see [26] and see also Theorem 1.4). However, the exact asymptotic formula
for the positive and negative eigenvalues ordered separately was previously never
known. One of complications stems from the circumstance that the NP operator is
not self-adjoint in L2.
With all this in mind, the purpose of this paper is to prove the Weyl law for the
asymptotic behavior of positive and negative NP eigenvalues, separately, in three
dimensions. The reasoning is based upon the pseudodifferential representation of
the NP operator and the formulas for the eigenvalue asymptotics for pseudodifferen-
tial operators. These formulas are well known for self-adjoint operators on smooth
manifolds, see [9], and this consideration takes care of the smooth case, since it
turns out that the spectral problem for the non-self-adjoint NP operator can be
reduced to the one for a self-adjoint pseudodifferential operator. As it concerns the
case of a boundary Γ of finite smoothness, exactly, of the class C2,α, the eigenvalue
formulas of [9], established there for smooth manifolds, cannot be applied directly
and require certain additional perturbation reasoning. We present such reasoning,
thus supporting the calculations in [26].
The coefficients in the asymptotic formulas are expressed in geometrical terms,
involving the principal curvatures and the Gauss curvature of the surface. The most
esthetic is the result for a convex domain, where the coefficient in the Weyl formula
is expressed via the Euler characteristic and the Willmore energy of the surface.
Especially for the case of a non-convex domain, some interesting problems arise
as well. One of important by-products of our eigenvalue calculations is a certain
progress in the long-standing question on the existence of negative eigenvalues of
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the NP operator in three dimensions. (There is a kind of inconsistency in the lit-
erature in fixing the sign in the expression for the fundamental solution for the
Laplacian and, consequently, in the integral kernel of the NP operator, therefore the
question on positive and negative eigenvalues arises alternatively. The agreement
we adopt follows, say, [3] or [18], so the fundamental solution is −(4π|x|)−1. Be-
sides it, we employ the second fundamental form as the inner products of the outer
normal derivative and the second partial derivatives of a regular parametrization
of a surface. So the principal curvatures of a sphere, for instance, are negative).
The existence of at least one negative eigenvalue was established in [3], by means of
explicit computations, for the case of an oblate spheroid. Recently, the existence,
again, of a negative eigenvalue was established in [15] for at least one in a pair of
two surfaces related by inversion, provided there exists at least one point of non-
convexity. Besides it, the NP operator on the standard torus has infinitely many
negative eigenvalues as well as infinitely many positive ones, which was established,
again, by means of explicit eigenvalue calculations, see [16].
Our results on this latter problem are the following. Suppose that the surface
Γ = ∂Ω is infinitely smooth. First, there always exist infinitely many positive eigen-
values. Further on, if there exists a point where at least one of principal curvatures
is positive (so, the body Ω is not convex near this point), there exist infinitely many
negative eigenvalues of the NP operator. On the other hand, if the surface is uni-
formly convex in the sense that the principal curvatures are everywhere negative
(due to smoothness, this implies that they are separated from zero) then there may
exist only finitely many negative eigenvalues. We note again that the results on
the asymptotics of eigenvalues and on the negative eigenvalues are obtained un-
der the condition of infinite smoothness of the surface while the singular numbers
asymptotics is proved for surfaces of the class C2,α.
1.2. Main results. To state the results in a more precise manner, let Ω be a C1,α
bounded region in R3 (it is allowed that the boundary Γ = ∂Ω consists of several
connected components.) The NP operator KΓ : L
2(Γ)→ L2(Γ) is defined by
KΓ[ψ](x) :=
1
4π
∫
Γ
〈y− x,n(y)〉
|x− y|3
ψ(y) dSy (1.1)
where dSy is the surface element and n(y) is the outer normal unit vector to Γ at
the boundary point y. This operator is known to be non-selfadjoint in L2(Γ), unless
each component of Γ is a sphere. However, KΓ is symmetrizable, in other words,
there exists a self-adjoint operator in the Sobolev space H−
1
2 (Γ) equipped with the
norm defined as
‖u‖− 1
2
= 〈−SΓu, u〉
1
2 , (1.2)
where SΓ is the single layer operator on Γ,
SΓ[φ](x) = −
1
4π
∫
Γ
|x− y|−1φ(y)dSy, x ∈ Γ.
As explained above, we know already that KΓ is a compact operator on L
2(Γ) and
the set of its eigenvalues consists of at most countable set of real numbers, with 0 the
only possible limit point. It is also known that the eigenvalues of the NP operator lie
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in the interval (−1/2, 1/2] and 1/2 is the eigenvalue corresponding to the constant
eigenfunction. We denote the set of NP eigenvalues counting multiplicities by
σp(KΓ) = { ±λ
±
0 (Γ) ≥ ±λ
±
1 (Γ) ≥ . . . }, (1.3)
where ±λ±j (∂Ω) are positive, resp., moduli of negative, eigenvalues of KΓ; it is a
priori possible that the set of negative eigenvalues is finite or even void. Note that,
by the symmetrization, there are no associated eigenfunctions and therefore the geo-
metric multiplicity of each eigenvalue coincides with its algebraic multiplicity. The
union of the sets of positive and of moduli of negative eigenvalues, again, numbered
in the non-increasing order, form the sequence
sp(KΓ) = {
1
2
= λ0(Γ) ≥ λ1(Γ) ≥ . . . }. (1.4)
This sequence coincides with the non-increasingly ordered set of the singular num-
bers (s-numbers) of the operator KΓ considered as an operator in the Sobolev space
H−1/2(Γ) with the above norm (we note here that when changing the norm in a
Hilbert space to an equivalent one, the s-numbers of an operator may change, un-
like the eigenvalues). The set of s-numbers of the operator KΓ in L
2(Γ) is, generally,
different from sp(KΓ) and it is denoted by
µ(KΓ) = { µ0(Γ) ≥ µ1(Γ) ≥ . . . }. (1.5)
As long as this does not cause confusion, we will omit the specification Γ in the
notations of operators, spaces, eigenvalues and singular values.
The counting functions for the sequences (1.3), (1.4), (1.5) are denoted by n±(λ) =
#{j : ±λ±j > λ}, resp., n(λ), m(λ). Of course, n(λ) = n+(λ) + n−(λ).
Theorem 1.1. Let Ω be a bounded domain with C∞ boundary. Then
λ±j ∼ A±(Γ)
1
2 j−
1
2 , j →∞, (1.6)
where
A±(Γ) =
1
128π2
∫
Γ
dSx
∫ 2π
0
[(k1(x) cos
2 θ + k2(x) sin
2 θ)∓]
2dθ, (1.7)
while
A+(Γ) + A−(Γ) = A(Γ), (1.8)
the latter given in (1.11). Here k1(x), k2(x) are the principal curvatures of the
surface Γ at the point x with the direction of the normal vector being chosen to be
the exterior one; dSx is the surface element of Γ at x. If the coefficient A+(Γ) or
A−(Γ) turns out to be zero, formula (1.6) should be understood as λ
±
j = o(j
− 1
2 ).
We say that the surface is almost convex at a point x if k1(x), k2(x) are non-
positive (of course, if the surface is convex near a point, it is almost convex there).
By (1.7), for a surface which is almost convex at each point, A+(Γ) = A(Γ) and
A−(Γ) = 0. Further on, the surface is called strictly convex at x if, moreover,
the principal curvatures of the surface at x are negative. For a body with smooth
boundary in R3 there necessarily must exist a region in Γ where the surface is strictly
convex. Therefore, the coefficient A+(Γ) may never vanish.
Corollary 1.2. Under the conditions of Theorem 1.1, there exist infinitely many
positive eigenvalues of the NP operator.
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On the other hand, there may exist an open subset in Γ where the surface is not
almost convex, in other words, where at least one of principal curvatures is positive.
In this case, the coefficient A−(Γ) is nonzero. By continuity, this happens even if
there is just one point on the boundary where the latter is not convex.
Corollary 1.3. If the surface Γ is not almost convex at one point, at least, there
exist infinitely many negative eigenvalues of the NP operator.
Further on, we can express the asymptotic formulas for the NP eigenvalues (and
their counting functions) using some notions of surface geometry. To do this, we
recall the definition of the Willmore energy W (Γ):
W (Γ) :=
∫
Γ
H2(x) dSx, (1.9)
where H(x) is the mean curvature of the surface at x. If Γ consists of several con-
nected components, W (Γ) is the sum of the Willmore energies of these components.
Theorem 1.4. Let Ω be a C∞ bounded region. Then
µj(KΓ) ∼ λj(KΓ) ∼ A(Γ)
1
2 j−1/2 as j →∞, (1.10)
where
A(Γ) =
3W (Γ)− 2πχ(Γ)
128π
. (1.11)
Here W (Γ) and χ(Γ) denote, respectively, the Willmore energy and the Euler char-
acteristic of the surface Γ.
Thus, the NP operator has always the infinite rank (such question was discussed in
[18]) and the decay rate of NP eigenvalues is j−1/2 for smooth regions. Furthermore,
the integral (1.9) is especially interesting because it has the remarkable property of
being invariant under Mo¨bius transformations of R3, see [11]. Thus we find that
the asymptotic behavior of moduli of NP eigenvalues and NP singular numbers is
also Mo¨bius invariant since the Euler characteristic is topologically invariant. We
will present some further facts and applications later on (see section 5). Theorem
1.4 holds true even for C2,α surfaces [26]. This means that a kind of spectral cut-off
happens: the eigenvalues of the NP operator may never have a faster decay rate
than j−
1
2 and thus the operator may not ever belong to a smaller Schatten class
than Σ2.
Remark 1.5. Formula (1.10) can be written in the equivalent form, using the count-
ing functions:
n(λ) ∼ A(Γ)λ−2, n±(λ) ∼ A±(Γ)λ
−2, m(λ) = n+(λ) + n−(λ) ∼ A(Γ)λ
−2. (1.12)
The above theorems are proved by means of finding the pseudodifferential oper-
ator representation for the NP operator or for a certain approximation of KΓ and
further application of classical results on the asymptotics of eigenvalues or s-numbers
of negative order pseudodifferential operators. Some further properties of these op-
erators enable us to obtain sufficient conditions for the finiteness and for infiniteness
of the set of negative eigenvalues.
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Theorem 1.6. Let the body Ω with smooth boundary ∂Ω be strictly convex at all
points. Then there may exist only finitely many negative eigenvalues of the NP
operator.
To illustrate the meaning of the general results, let us consider the case ∂Ω = S2.
It has been proved already by Poincare´ [29] that the NP eigenvalues on the two-
dimensional sphere are 1
2(2k+1)
for k = 0, 1, 2 . . . and their multiplicities are 2k + 1.
It easily follows that the j = k2-th eigenvalue satisfies
|λj(KS2)| =
1
2(2k + 1)
∼
1
4
j−1/2.
On the other hand, by Theorem 1.4, |λj(KS2)| ∼
1
4
j−1/2 since W (S2) = 4π and
χ(S2) = 2. This calculation, is, of course, consistent with the above asymptotics of
the explicit eigenvalues. Moreover, due to the convexity of the sphere, by Theorem
1.6, there may exist only a finite number of negative eigenvalues - in this example
there are no such eigenvalues at all, so λ+j (KS2) ∼
1
4
j−1/2. In the example of an
oblate spheroid, it was found in [3] that there exists at least one negative eigenvalue.
Our result complements it by stating that there may exist only a finite set of such
eigenvalues.
Another illustration concerns the surface ∂Ω being diffeomorphic to a torus in
R
3. Such surface, obviously, contains points where it is not convex. Therefore,
by Corollary 1.3, the NP operator possesses infinitely many negative eigenvalues.
For the standard metric torus, this property was recently established in [16] by
means of an explicit calculation. More generally, for any surface which is not simply
connected, there are infinitely many negative eigenvalues.
Finally, suppose that the body Ω has some holes inside, so that the surface Γ
consists of several connected components. In this case, the interior part of the
boundary possesses necessarily a fragment where the surface is not almost convex.
Therefore, for the NP operator the set of negative eigenvalues is infinite.
It is worth comparing our decay rate results for the three dimensional NP eigen-
values, obtained here, with those for the two-dimensional NP eigenvalues. There,
in the latter case, it is well known that the eigenvalues of the integral operator KΓ
are symmetric with respect to the origin. The only exception is the eigenvalue 1/2
corresponding to the constant eigenfunction. NP eigenvalues are invariant under
Mo¨bius transformations [32]. One of the main distinguished features here is that
the decay rate depends essentially on the smoothness of the boundary. Indeed, it is
proved in [7, 25] that if the boundary is Ck smooth then for any τ > −k + 3/2,
|λ±j (KΓ)| = o(j
τ ) as j →∞.
Moreover for an analytic boundary, the eigenvalues have at least the exponential
decay rate:
|λ±j (KΓ)| ≤ Ce
−jǫ as j →∞,
Here ǫ is the modified Grauert radius of ∂Ω (see [7] for the precise statement). For a
piecewise analytic smooth Γ the second-named author has established recently the
estimate λ±j = O(e
−cj
1
2 ). All these results contain upper estimates for eigenvalues. It
is a challenge: with exception for Mo¨bius transformed ellipses, there exists presently
not a single example of curves where the asymptotics of NP eigenvalues is known. In
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particular, it is unknown whether there exist curves for which the eigenvalue decay
is super-exponential, in other words, the question on the spectral cut-off property is
still open here.
The paper is organized as follows. In the next section we establish some important
relationships between singular- and eigenvalues using Ky-Fan’s theorem and the
Plemelj’s symmetrization principle for NP operators. In section 3, we introduce the
approximate pseudo-differential operators for NP operators. Further on, in section
4 we show that 4 the relations established in section 3 yield the Weyl law for NP
eigenvalues. Some applications and a discussion are provided in section 5.
V. Maz’ya made an essential contribution to the field of boundary integral equa-
tions. His paper [23] had a great influence in the topic. We are happy to be able to
contribute to the special volume dedicated to his jubilee and wish him many more
years of productive activity.
2. Preliminaries on Schatten classes and perturbations
As preliminaries, we shall recall some results on Schatten classes, used in this
paper.
Let K be a compact operator in a separable Hilbert space H . The singular values
(s-numbers) {sj(K)} are the eigenvalues of (K
∗K)1/2 numbered in the nonincreasing
order, counting multiplicities.
σsing(K) = { sj(K) | s1(K) ≥ s2(K) ≥ s3(K) ≥ · · · }. (2.1)
The algebra of operators satisfying ‖K‖p
Sp
= tr(K∗K)p/2 =
∑∞
j=1 sj(K)
p < ∞ is
called the Schatten class Sp. It is known that for K ∈ Sp, the singular values satisfy
sj(K) = o(j
−1/p). (2.2)
The class of operators K which satisfy (2.2) is called small weak Schatten class
Σ0p, and the operators satisfying (2.2) with o(j
−1/p) replaced by O(j−1/p), form the
weak Schatten class Σp (see, e.g., [33]). Thus, S
p ⊂ Σ0p ⊂ Σp. In particular, the
Schatten class S2 carries the individual name Hilbert-Schmidt class. An integral
operator K with kernel K(x, y) acting in L2(M) for some measure spaceM , belongs
to S2 if and only if
∫ ∫
M×M
|K(x, y)|2dxdy < ∞; for classes Σ02,Σ2 there exist no
exact conditions for this kind of inclusion. An important subset in Σ2 consists of
operators for which the asymptotic relation
sj(K) ∼ Cj
− 1
2 (2.3)
holds. The following statement (by Ky Fan, [19]) shows that the property (2.3) is
stable under perturbations of K, belonging to the class Σ02.
Proposition 2.1. If for a compact operator K the asymptotics (2.3) holds and
R ∈ Σ02 then for the operator K
′ = K + R, the asymptotics sj(K
′) ∼ Cj−
1
2 is valid
with the same constant C.
As well known, starting from H. Weyl, for self-adjoint compact operators, a similar
stability of the asymptotic law for separately positive and negative eigenvalues under
weaker perturbations takes place as well.
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Proposition 2.2. If for compact self-adjoint operators K, R there is the asymptotics
λ±j (K) ∼ C±j
− 1
2 and R ∈ Σ02 then for the operator K
′ = K + R, the asymptotics
λ±j (K
′) ∼ C±j
− 1
2 is valid with the same constants C±.
For non-selfadjoint operators, generally, (2.3) does not imply that the eigenvalues
or their absolute values follow a similar asymptotic law. The statement to follow
enables us, however, to pass from the asymptotics of s-numbers to the asymptotics
of (moduli of) eigenvalues under some additional conditions.
Proposition 2.3. Let K be a symmetrizable compact operator, namely, there exists
an invertible operator S such that S−1KS is self-adjoint. Assume
(1) S−1KS −K ∈ Σ02;
(2) sj(K) ∼ Cj
−1/2 as j →∞.
Then λj(K) ∼ sj(K) ∼ Cj
−1/2 as j → ∞, where, recall, λj(K) are the moduli of
eigenvalues of K numbered in the non-increasing order counting algebraic multiplic-
ities.
Proof. We notice that the operator S−1KS has the same eigenvalues of K. Since
the singular values of self-adjoint operator are the absolute values of eigenvalues,
the result follows from Proposition 2.1. 
3. Layer potentials as pseudo-differential operators
The single layer potential operator −SΓ is positive, invertible, self-adjoint, and it
satisfies Plemelj’s symmetrization principle (also known as the Caldero´n’s identity):
SΓK
∗
Γ = KΓSΓ.
Thus we can symmetrize the NP operator via single layer potentials, namely,
KΓ = (−SΓ)
−1/2KΓ(−SΓ)
1/2 (3.1)
is self-adjoint in L2(Γ). Our aim in this section is to find a pseudo-differential repre-
sentation of the symmetrized NP operator KΓ (3.1). To this purpose, we represent
the single layer potential SΓ and the double layer potential KΓ as PsDO. Thanks to
the smoothness condition, the asymptotic expansion of the integral kernel in terms,
homogeneous in x−y, yields a PsDO for any local chart on the boundary manifold.
The calculations in [26] show that the principal symbol of the NP operator, of order
−1, equals in local co-ordinates x′, ξ
pΓ(x
′, ξ) = −
L(x′)ξ22 − 2M(x
′)ξ1ξ2 +N(x
′)ξ21
4 det(gjk)
(∑
j,k g
jk(x′)ξjξk
)3/2 (3.2)
(note especially here the minus sign in front of the fraction.) Here gjk(x
′) denotes the
metric tensor and L(x′),M(x′), N(x′) are the coefficients of the second fundamental
form on the boundary Γ in the local co-ordinates x′ in some domain in R2 with,
recall (this is highly important), the normal vector directed to the exterior of Ω.
The single layer potential SΓ is also PsDO of order −1 with principal symbol
(−4π|ξ|x′)
−1. Here |ξ|x′ =
√∑
j,k g
jk(x′)ξjξk on each local chart [1]. It is known that
the operator −SΓ is positive and invertible, it is elliptic, and therefore the complex
powers of −SΓ are pseudodifferential operators. The operator (−SΓ)
z has principal
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symbol (4π|ξ|x)
z. Therefore the principal symbol ofK equals the product of principal
symbols of K,S and S−1, and thus, the principal symbol of the symmetrized NP
operator coincides with the one of the original NP operator. In this way, we obtained:
Theorem 3.1. Let Ω ⊂ R3 be a bounded smooth region. Then the symmetrized NP
operator KΓ is an order −1 pseudodifferential operator on Γ with principal symbol
pΓ(x
′, ξ) given by (3.2).
For the boundary of finite smoothness C2,α, the above reasoning is not valid since
a convenient symbolic calculus for operators on such manifolds is not developed. We
repeat, for further reference, the local approximation result from [26] in a convenient
form:
Proposition 3.2. Let Ω ⊂ R3 be a bounded domain with C2,α boundary. Let V ⊂ Γ
be a coordinate patch so that π : V → R2 is a co-ordinate mapping generating the
isometry π˜ of L2(V ) to L2(U), U = πV ⊂ R2. If ψ1, ψ2 are bounded functions with
support in U then the projected operator π˜ψ1KΓψ2π˜
−1 is the sum of a pseudodiffer-
ential operator in U with symbol
h(x′, ξ) = hψ1,ψ2(x
′, ξ) = π˜ψ1(x
′)π˜ψ2(x
′)pΓ(x
′, ξ) (3.3)
and a Hilbert-Schmidt class operator, with pΓ given in (3.2). This symbol is smooth
in ξ variable and belongs to Cα in x′.
4. Local considerations and delocalization
Our aim now is to obtain the eigenvalue asymptotics for the operator KΓ. For a
smooth surface Γ = ∂Ω, this would follow from Theorem 3.1 and the basic result
by Birman-Solomyak, [9], on the asymptotics of singular numbers and eigenvalues
for negative order pseudodifferential operators. For C2,α surfaces, a perturbation
approach was used in [26], with a representation in local charts of the NP operator as
a sum of a pseudodifferential operator and a Hilbert-Schmidt one, with again further
using Birman-Solomyak’s result to obtain the asymptotics of moduli of eigenvalues.
However, the analysis of the paper [9] shows that some more explanations are needed
when applying the results of this paper to our setting.
In the original paper [9], only the case of a pseudodifferential operator in a domain
of the Euclidean space, with moderately regular symbol, was considered in detail.
Just a brief remark was included that the results, for a homogeneous symbol, carry
over ’easily’ to operators on smooth manifolds. Somehow, this statement migrated to
later publications by various authors, even applied to manifolds with finite smooth-
ness. It turns out, however, that certain complications arise in this generalization,
even for the smooth case. The authors of [9] were quite aware of these complications.
In particular, when applying in [10] the results of [9] to the study of the asymptotics
of scattering phases, they presented the corresponding reasoning, which turned out
to be rather involved, requiring some additional technicalities. The problem consists
just in the passage from the eigenvalue asymptotics of operators in local charts to
the whole manifold. We call this stage ‘delocalization’. In this section, we describe
such delocalization, including the case of a finite smoothness, considered in [26].
In our setting, even for a finite smoothness, the ’delocalization’ is somewhat easier
than in [10], since in our very special particular case of the NP operator on a two-
dimensional manifold, the most simple Hilbert-Schmidt estimates are sufficient. In
10 YOSHIHISA MIYANISHI AND GRIGORI ROZENBLUM
other dimensions our reasoning is also possible, however it becomes somewhat more
technical, due to the absence of sharp analytical criteria for an integral operator to
belong to Schatten classes other than S2. We consider the case of a surface of the
class C2,α; the case of an infinitely smooth surface is more simple.
We reproduce here Theorem 2 from [9], adapted to our particular case.
Theorem 4.1. Let T be a pseudodifferential operator of order −1 with homogeneous
symbol a(x′, ξ) in a bounded domain U ⊂ R2, smooth in the variable ξ and belonging
to Cα, α > 0, in x′ variable. Let also b(x′), c(x′) be bounded weight functions sup-
ported in U . Then for the operator L = bT c, the asymptotic formula for singular
numbers holds:
sj(L)j
1
2 = C
1
2 (1 + o(1)), C =
1
8π2
∫
U
∫
S1
(|b(x′)||c(x′)||a(x′, ω)|)2dx′dω, (4.1)
and, for a self-adjoint operator T , with b(x′) = c¯(x′), the formula for eigenvalues
holds:
λ±j j
1
2 = C
1
2
±(1 + o(1)), C± =
1
8π2
∫
U
∫
S1
(|b(x′)|2a(x′, ω)±)
2dx′dω. (4.2)
On the surface Γ, we consider a finite system of disjoint open subsets Γm so that⋃
Γm = Γ. We denote by Γ
s
m the ’star’ of Γm, namely, the union of Γm and those
sets Γm′ for which Γm ∩ Γm′ 6= ∅. We can suppose that this decomposition is so fine
that, for some choice of points xm ∈ Γm, the orthogonal projection πm of Γm to the
tangent plane Tm at xm is a homeomorphism, moreover, it is a homeomorphism of
Γsm. We denote by Um the range of Γ
s
m under πm, Um = πm(Γ
s
m). The smoothness
conditions imposed on Γ imply that π−1m , considered as a mapping from Um to
R
3, is of the class C2,α. Further on, the mapping πm generates in a usual way
isometries of Hilbert spaces π˜m : L2(Um) → L2(Γ
s
m), which are also isometries
π˜m : L2(πm(Γm))→ L2(Γm).
Let χm be the characteristic function of the set Γm. The NP operator K can be
represented as
K =
∑
m,m′
Km,m′ , Km,m′ = χmKχm′ . (4.3)
Our first statement about the singular numbers asymptotics is the following.
Proposition 4.2. For any m, as j →∞,
sj(Km,m)j
1
2 = C
1
2
m(1 + o(1)), Cm =
1
8π2
∫
πmΓm
∫ 2π
0
|h(x′, θ)|2dx′dθ, (4.4)
where h(x′, ξ) is given by (3.3) with ψ1 = ψ2 = χ˜m.
Proof. By means of the isometry π˜m of Hilbert spaces L
2(Γm) and L
2(Um), the
operator Km,m turns out to be unitary equivalent to the pseudodifferential operator
Pm with symbol determined by (3.2) and weight functions b = c = π˜mχm(x
′) plus a
Hilbert-Schmidt operator. Further on, the symbol of the pseudodifferential operator
Pm, is smooth in the ξ variable and belongs to C
α in x′ variable. Therefore, to
this operator we can apply Theorem 4.1 establishing the asymptotics of singular
numbers of a pseudodifferential operator in a domain in the Euclidean space, which
is given by formulas (4.1). The addition of a Hilbert-Schmidt operator, by the Weyl
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inequality and Proposition 2.3 does not change the leading term in these asymptotic
formulas. 
The asymptotics, just found, is responsible for the diagonal terms m = m′ in the
representation (4.3). The proposition to follow proves that the non-diagonal terms
in (4.3) do not affect these asymptotics.
Proposition 4.3. Let m 6= m′. Then for the operator Km,m′ = χmKχm′ ,
sj(Km,m′) = o(j
− 1
2 ). (4.5)
Proof. We consider two cases: Γm ∩ Γm′ 6= ∅ and Γm ∩ Γm′ = ∅.
In the first case, again, the operator Km,m′ is unitary equivalent to the sum of a
Hilbert-Schmidt operator and a pseudodifferential operator in L2(Γm
⋃
Γm′) having
the form
PΓm,Γm′u(x
′) = (2π)−2χm(x
′)
∫
R2
∫
Γm
⋃
Γ
m′
P (x′, ξ)e(x
′−y′)ξχm′(y
′)dy′dξ. (4.6)
By Theorem 4.1, the singular numbers of the operator (4.6) have asymptotics
Cm,m′j
− 1
2 with coefficient Cm,m′ determined by the integration of the symbol and the
weight functions χm, χ
′
m over πm(Γm
⋃
Γm′)× S
1. However, in this particular case,
the product χm(x
′)χ′m(x
′) equals zero almost everywhere and the integral annules.
Therefore, the coefficient in front of j−
1
2 in the asymptotic formula for the singular
numbers of the operator Km,m′ equals zero. This means that sj(Km,m′) = o(j
− 1
2 ),
just what we were aiming to.
In the second case, the distance between the compact sets Γm and Γm′ is positive,
therefore the integral kernel of the NP operator is bounded on Γm×Γm′ . This implies,
in particular, that this kernel is square integrable over Γm × Γm′ , and therefore the
operator Km,m′ belongs to the Hilbert-Schmidt class. As we explained before, this
means that sj(Km,m′) = o(j
− 1
2 ). 
Now we collect the local parts of K to obtain the spectral asymptotics.
Theorem 4.4. Let Γ be a C2,α. Then the following asymptotic formula is valid:
σj(K) ∼ A(Γ)
1
2 j−
1
2 , A(Γ) =
1
8π2
∫
S∗Γ
|pΓ(x, ω)|
2 dSxdω (4.7)
Proof. We use the block-matrix representation of the operator K with respect to the
system of orthogonal subspaces Hm = L
2(Γm) :
K =
∑
m,m′
χmKχm′ =
∑
Km,m′ . (4.8)
The terms on the diagonal, m = m′ in (4.8) act in orthogonal subspaces, therefore
the set of s-numbers of
∑
mKm,m is the union of such sets of Km,m, and thus the
distribution function of its s-numbers equals the sum of distribution functions for
Km,m. Therefore, the asymptotic coefficients in these formulas, found in the previous
lemmas, should be added up, which produces the coefficient in (4.7). On the other
hand, off-diagonal terms in (4.8) have singular numbers decaying faster than j−
1
2
and therefore, by Propositions 2.3, 2.1 they do not contribute to the leading term
12 YOSHIHISA MIYANISHI AND GRIGORI ROZENBLUM
of the asymptotics. This reasoning takes care of the asymptotics for the singular
numbers. 
This theorem justifies the reasoning in [26] concerning the reference to the result
by Birman-Solomyak.
For the case of smooth boundary, a similar reasoning should be repeated as applied
to the self-adjoint operator K. The passage from the local asymptotic formula (4.2)
to the global one goes as above, just by using Proposition 2.2 and the pseudolocality
property of classical pseudodifferential operators.
Theorem 4.5. Let Γ be a smooth boundary of Ω. Then the following asymptotic
formula is valid
λ±j (K) ∼ A±(Γ)
1
2 j−
1
2 , A±(Γ) =
1
8π2
∫
S∗Γ
pΓ(x
′, ω)2± dx
′dω. (4.9)
To finish the proof of Theorem 1.1 and Theorem 1.4, we calculate the positive
constants A(Γ), A±(Γ). To achieve this, we may use the isothermal charts, so that
locally the metric has the form
∑
i,j gijdx
idxj = E(x′)(dx21+ dx
2
2). Then the surface
element is dS = E(x′)dx′ and, after summing the local contributions, we obtain
A±(Γ) =
1
8π2
∫
∂Ω
∫
S1
[L(x)ξ22 − 2M(x)ξ1ξ2 +N(x)ξ21
4 det(gij){
√∑
j,k g
jk(x)ξjξk}3
]2
∓
dξdx′
=
1
8π2
∫
∂Ω
∫
S1
[L(x) cos2 θ − 2M(x) cos θ sin θ +N(x) sin2 θ
4E2(x)E−3/2(x)
]2
∓
dθdx′
=
1
128π2
∫
∂Ω
∫
S1
[(L(x) cos2 θ − 2M(x) cos θ sin θ +N(x) sin2 θ)∓]
2
E2(x)
dθdSx.
For fixed x one can diagonalize the last equation by an orthogonal matrix and so
A±(Γ) =
1
128π2
∫
∂Ω
∫
S1
[(k1(x) cos
2 θ˜ + k2(x) sin
2 θ˜)∓]
2 dθ˜dSx.
This gives us the required formula for A±(Γ) as a coordinate free representation, For
the sum A(Γ) = A+(Γ)+A−(G), we can add up the above expressions for A±(Γ) to
obtain
A(G) =
1
128π2
∫
∂Ω
(3π
4
L2(x) + 3π
4
N2(x) + πM2(x) + π
2
L(x)N(x))
E2(x)
dSx
=
1
128π2
∫
∂Ω
(3π
4
L2(x) + 3π
4
N2(x) + π(L(x)N(x)− E2(x)K(x)) + π
2
L(x)N(x))
E2(x)
dSx
=
3
512π
∫
∂Ω
[(L(x) +N(x)
E(x)
)2
−
4
3
K(x)
]
dSx
=
3
512π
∫
∂Ω
4H2(x) dSx −
1
64
χ(∂Ω)
=
3W (∂Ω)− 2πχ(∂Ω)
128π
.
Here we used the Gauss-Bonnet theorem in the integration of Gaussian curvature.
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5. Applications and remarks
5.1. Plasmonic eigenvalues. The interest in the NP operator, especially in its
spectral properties, has been growing rapidly recently, due to its connection to
the plasmon resonance and the anomalous localized resonance in meta materials
possessing negative material characteristics, for example, dielectric constants. These
resonances occur at eigenvalues and at the accumulation points of eigenvalues of the
NP operator, respectively (see [4, 20] and references therein). The spectral nature
of the NP operator is also related to stress concentration between hard inclusions
[12].
As an application of our results, let us consider plasmonic eigenvalues (see e.g.
[14] and references therein). A real number ǫ is called a plasmonic eigenvalue if the
following problem admits a solution u in the space H1(R3):

∆u = 0 in R3\∂Ω,
u|− = u|+ on ∂Ω,
ǫ∂nu|− = −∂nu|+ on ∂Ω.
(5.1)
where the subscript ± on the left-hand side respectively denotes the limit (to ∂Ω)
from the outside and inside of Ω. The well-known relation [8] between the plasmonic
eigenvalue ǫ and the NP eigenvalue λ gives
ǫj − 1 =
−2λj
λj − 1/2
∼ 4A±j
−1/2. (5.2)
Hence the plasmonic eigenvalues constitute the sequence with 1 as the limit, and
the (R.H.S.) of (5.2) gives its converging rate. Positive and negative NP eigenvalues
correspond to left limits and right limits respectively.
5.2. (In)finiteness of the set of negative eigenvalues. We consider now the
question on negative eigenvalues of the NP operator, mentioned in the Introduction.
We give here the proof of Theorem 1.6.
So, we suppose here that the surface Γ is infinitely smooth and convex. The latter
condition means that the principal symbol k(x, ξ) of the NP operator K, considered
as a pseudodifferential operator calculated in Section 3, is positive for all x ∈ ∂Ω
and ξ : |ξ| = 1, therefore, by the compactness of the cospheric bundle,
k(x, ξ) ≥ C|ξ|−1 (5.3)
Therefore, the principal symbol of the self-adjoint pseudodifferential operator K =
S−
1
2KS
1
2 is the same, k(x, ξ). It follows that the symbol
l(x, ξ) = (k(x, ξ))−
1
2 (5.4)
is well defined as a smooth positive function on the cotangent bundle of T˙ ∗(∂Ω) as
a positive function, degree −1
2
positively homogeneous.
Now we consider some pseudodifferential operator L on ∂Ω with principal symbol
l. This operator can be constructed in the usual way, by means of gluing together
local operators with this symbol, defined by means of the Fourier transform. We
denote by R the operator L∗L, where the adjoint operator is considered in the sense
of the space H−
1
2 (Γ) with norm as in (1.2). The operator R, thus constructed,
is a nonnegative operator in H−
1
2 , moreover, it is an elliptic operator of order 1.
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Therefore, the zero subspace ofR has finite dimension. If this subspace is nontrivial,
we add toR the orthogonal, finite rank, projection onto this subspace, thus changing
R by a smoothing operator. After this operation, the operator, which we still
denote by R, becomes a first order positive elliptic operator, still, with principal
symbol l(x, ξ)2 = k(x, ξ)−1. By construction, the operator R is invertible and the
principal symbol of the positive operator K = R−1 equals, again, k(x, ξ). So, since
the operators K and K have the same principal symbol, their difference, M =
K˜ −K is a self-adjoint pseudodifferential operator of lower order, no greater than
−2. Therefore, M has the form
M = KZK,
with an operator Z = K−1MK−1, a zero order pseudodifferential operator, bounded
in all Sobolev spaces Hs(∂Ω).
Now, consider, for some t > 0 the subspace Lt spanned by all eigenfunctions of
K with eigenvalues smaller than t. This subspace has finite codimension, and for
u ∈ Lt, we have ‖Ku‖
2 ≤ t(Ku, u) (by the Spectral Theorem.) Therefore, (all
scalar products and norms are in the sense of H−
1
2 (Γ)) |(Mu, u)| = |(KZKu, u)| =
|(ZKu,Ku)| ≤ ‖Z‖‖Ku‖2, u ∈ Lt.
So we have
(Ku, u) = (Ku, u) + (Mu, u) ≤ (Ku, u)− t‖Z‖(Ku, u) = (1− t‖Z‖)(Ku, u).
We choose t so small that 1− t‖Z‖ > 1
2
. This choice gives us
(Ku, u) ≥
1
2
(Ku, u) ≥ 0. (5.5)
In this way, we have found a subspace with finite codimension on which the quadratic
form of the operator K is nonnegative. Again, by the Spectral Theorem, this means
that the operator K, and together with it, the operator K, may have only a finite
number of positive eigenvalues.
On the other hand, we consider a surface which is not almost convex. This means
that somewhere at the surface, the integrand in A−(Γ) in (1.7) is positive, thus
A−(Γ) > 0. This means that for the negative eigenvalues there exist the power
asymptotics with a nonvanishing coefficients, which implies their infiniteness. As
explained in the Introduction, the set of positive eigenvalues is always infinite.
5.3. Mo¨bius (non)invariance. As described in the previous section, the asymp-
totic behavior of absolute values of NP eigenvalues is related closely with the Will-
more energy and the Euler characteristics. Some applications in this direction can
be found in [26]. The separate behavior of positive and negative eigenvalues involves
more detailed structures. For instance, the asymptotic of the absolute value of NP
eigenvalues is invariant under Mo¨bius transforms as is the case with two-dimensional
NP operators. However, Mo¨bius transforms of ellipsoids are gourd-shaped surfaces
(they may have negative curvature points). So we have infinite many negative eigen-
values on the gourd-shaped surface and its asymptotic of negative eigenvalues varies
from an ellipsoid. As a result, the asymptotics of NP eigenvalues may vary under
Mo¨bius transforms, while Weyl’s asymptotics of moduli of eigenvalues is invariant.
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5.4. Remarks. We should note that the results on the asymptotics of eigenvalues
and on the negative eigenvalues are obtained under the condition of infinite smooth-
ness of the surface while the singular numbers asymptotics is proved for surfaces of
the class C2,α. We are convinced that these results can be extended to less smooth
surfaces, the ones where the asymptotic coefficients still make sense, thus to surfaces
of the class C1,1, i.e., those which are described locally by once differentiable func-
tions with derivatives satisfying the Lipschitz condition. The natural way to pursue
this aim is to study the approximation of non-smooth surfaces by smooth ones, in
the flavor of [31].
General results on the eigenvalue asymptotics for a smooth surface can be easily
extended to the multi-dimensional case, without considerable complications. What
may cause certain trouble is finding an expression for the asymptotic coefficients
in geometrical terms. However, for the case of finite smoothness, the possibility
of such extension is presently unclear, in particular, since the reasoning involving
Hilbert-Schmidt operators should be replaced by some other Schatten classes and
presently known conditions for an integral operator to belong to such classes might
be not sufficient for our aims.
By our opinion, the results on the eigenvalue asymptotics can also be extended
to the NP operator defined in a proper way with the fundamental solution for the
Laplacian being replaced by the fundamental solution for some general second order
elliptic operator with smooth coefficients.
The authors mean to pursue these topics in the future.
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