Visual arts have invaluable importance for the cultural, historic and economic growth of our societies. One of the building blocks of most analysis in visual arts is to find similarities among paintings of different artists and painting schools. To help art historians better understand visual arts, the present paper presents a framework for visual link retrieval and knowledge discovery in digital painting datasets. The proposed framework is based on a deep convolutional neural network to perform feature extraction and on a fully unsupervised nearest neighbor approach to retrieve visual links among digitized paintings. The fully unsupervised strategy makes attractive the proposed method especially in those cases where metadata are either scarce or unavailable or difficult to collect. In addition, the proposed framework includes a graph analysis that makes it possible to study influences among artists, thus providing historical knowledge discovery.
Introduction
Visual arts play a strategic role for the cultural, historic and economic growth of our societies [1] . They stimulate interest and can change the way we look at the world around us. They tell stories about real facts or dreams words cannot capture. Visual arts are also vital for children's learning, as they can help students form their creativity while developing their personality [2] .
In the last years, due to technology improvements and dramatically declining costs, a large scale digitization effort has been made, leading to a growing availability of large digitized fine art collections [3] , for example WikiArt 1 and the MET collection. 2 This availability, along with the considerable progress in Computer Vision and Machine Learning algorithms, has opened new opportunities to computer science researchers to assist the art community with automatic tools that analyze and help further understanding of visual arts. A deeper understanding of visual arts has the potential to make them more accessible to a wider population, both in terms of fruition and creation, as well as enrich human-computer interaction, which is often inspired by artistic paradigms.
Understanding high-level semantic attributes of a fine art painting, such as content and meaning, inherently falls within the domain of human perception. In fact, it originates from the ability to recognize meaningful low-level patterns such as the composition of shapes, colour and texture features visually perceived by the human eye. Computer vision techniques, in particular Convolutional Neural Networks (CNNs) [4] , are very effective to tackle the problem of learning Chirico (1917) . This metaphysical painting is clearly inspired by the classic Greek culture and, although in a provocative way, shows influences of African traditions which inspired, in the same period, several painters, including Pablo Picasso.
useful high-level representations starting from the low-level colour and texture features. These representations can assist various visual art related tasks, ranging from object detection in paintings [5] to artistic style categorization [6] .
One of the building blocks of most analysis in visual arts is to find similarity relationships, i.e. link retrieval, among paintings of different artists and painting schools. These relationships can help art historians discover and better understand influences and changes from an artistic movement to another. Art experts, in fact, rarely analyze artworks as isolated creations, but typically they study paintings within broad contexts, involving influences and connections among different schools (see Fig. 1 ). Traditionally, this kind of analysis is carried out manually by inspecting large collections of human annotated photos. However, manually searching over thousands of pictures, spanned across different epochs and painting schools, is a very time consuming and expensive process. The main goal of this paper is to propose a deep learning-based framework for visual link retrieval within large digitized collections of paintings, based on simple image queries.
The proposed method is mainly based on "visual attributes" automatically learned by the well-known VGG16 architecture [7] . The resulting high dimensional representation is then embedded in a more compact feature space by applying Principal Component Analysis (PCA) [8] . Finally, similarities among paintings, i.e. visual links, are obtained through a distance measure in a completely unsupervised nearest neighbor fashion [9] . The proposed method not only provides the nearest neighbors for each query image, i.e. those images more similarly linked to the input query, but it also allows the user to study historical patterns by means of graph analysis [10] . By applying graph measures on the network built upon the obtained links, the proposed method performs a form of historical knowledge discovery.
The rest of this paper is structured as follows. Section 2 discusses related work. Section 3 presents the proposed method. Section 4 reports the results of an experimental evaluation on a dataset of very popular painters. Section 5 concludes the paper and sketches future developments of our research.
Related work
Classification and retrieval of artistic images are very common tasks in the field of automatic art analysis. In the past years, such tasks have been typically addressed by using hand-crafted features [11, 12, 13] . However, despite the promising results of feature engineering techniques, early attempts were affected by the difficulty of capturing explicit knowledge on the attributes to be associated with a particular artist or artwork. The difficulty arises because this knowledge is typically associated with implicit and subjective expertise human experts may find hard to verbalize.
Conversely, several successful applications in a number of computer vision tasks (e.g., [14, 15, 16, 17] ) proved that representation learning is an effective alternative to feature engineering, especially when combined with deep neural network architectures. One of the main reasons of the recent success of deep CNNs in solving tasks too hard for classic algorithms is the availability of large human annotated datasets, such as ImageNet [18] . The aggregation of all currently available art collections would result in a significantly smaller number of images compared to the huge number of ImageNet. Instead, a model built on a large data set often provides sufficiently general visual features, which can be profitably used, through transfer learning, for more specific tasks. In particular, deep neural networks have been successfully applied to solve different tasks related to the domain of visual arts.
Several works focus on object recognition and detection in artworks [19, 20, 21, 22, 23, 24] . A first attempt to use deep neural networks for object recognition in visual arts is presented in [5] . In the work, Crowley and Zisserman developed a CNN-based system that can learn object classifiers from Google images and use them to find previously unseen objects in a large database of paintings. The main issue to be addressed in this kind of research is the so-called cross-depiction problem, that is the problem of recognizing visual objects regardless of whether they are photographed, painted, drawn, etc. The variance across photos and artworks is greater than either domains if considered alone, thus classifiers usually trained on natural images may find difficult to deal with painting images, due to the domain shift. To reduce the gap between visual features of artistic and realistic data, some works [25, 26] propose image-to-image translation techniques aimed at translating paintings to photo-realistic images using Generative Adversarial Networks.
Another task frequently addressed by computer science researchers in the domain of visual arts is learning to recognize artists by their style. A pioneering work in this context is the research presented in [6] : van Noord et al. proposed PigeoNET, a CNN trained on a large collection of paintings to perform the task of automatic artist association based on visual characteristics. These characteristics can also be used to reveal the artist of a precise area of an artwork, in the case of multiple authorship of a same work. The classification of an artist's unique characteristics is a complex task, even for an expert. This because there may be low inter-variability among different artists and high intra-variability in the style of the same artist. Encouraging results from the application of deep CNNs to artistic style classification have been recently reported in [27, 28, 29] . Other works [30, 31] , experimented also with CNN models trained with additional data, in particular time period, reporting improved results.
The remarkable contributions previously described confirm the applicability of a deep learning-based strategy to another task related to the visual art domain, i.e. the problem of visual link retrieval in painting datasets. Actually, this task has not been extensively investigated before. Recently, deep learning-based approaches have been proposed to retrieve common visual patterns shared among paintings. In [32] , Seguin et al. compared a classic bag-of-words method and a pre-trained CNN in predicting pairs of paintings an expert considered them to have a visual relation with each other. The authors showed that the CNN-based method is able to outperform the more classic one. In [33] Shen et al. used a deep neural network model to identify near duplicate patterns in a dataset of artworks attributed to Jan Brueghel. Also in this case, near duplicate details are manually annotated. In both cases, the authors used a supervised approach in which the labels to be predicted are manually provided by human experts. This manual annotation of images is a slow, error-prone and highly subjective process. Conversely, a fully unsupervised learning approach would avoid this cumbersome process.
An unsupervised approach for finding similarities among paintings was proposed by Saleh et al. [34] , based on traditional hand-crafted features. They trained discriminative and generative models for the supervised task of classifying the painting style to ascertain which type of features would be more useful in the artistic domain. Then, once the most appropriate features, i.e. those achieving the highest accuracy, were found, they used these features to judge the similarity between paintings by using distance measures. This work suggested that high-level semantic features, such as those we wish to extract with a deep neural network, can pave the way of capturing the subjective perception with which a human judges complex visual concepts.
In line with these ideas, in the present paper we propose a method for visual link retrieval that works in a completely unsupervised way, without the need of human annotations to painting images. The method is solely based on the visual attributes that are automatically learned by a deep neural network from the painting collection itself. In this way we obtain a computer-automated suggestion of influences between artists. The possibility of relying only on visual patterns extracted from images, without any human intervention, makes the proposed approach particularly desirable especially when it is difficult to collect textual metadata since they are either scarce or unavailable. A preliminary sketch of our approach has been described in [35] , where its effectiveness has been initially investigated. The present paper significantly extends our previous work, by reporting the results of an empirical evaluation carried out with art experts. Moreover, in this work we introduce an additional graph-based analysis of the painters' network obtained from the retrieved visual links. The analysis of the network structure provides an interesting insight on the influences among artists which can be considered the result of a novel knowledge discovery process. 
Proposed method
The proposed method assumes to have a large collection of digitized paintings of different artists and genres, like those nowadays collected in several online museum and art gallery databases. The goal is to transform the raw pixel images into a new, numerical feature space in which to search for similarities among paintings. These similarities can be used to provide semantic links among paintings and to construct a network of influences among painters. These phases are described more in details in the next subsections.
Visual link retrieval
An overall scheme of the proposed framework for visual link retrieval is depicted in Fig. 2 . In order to obtain meaningful representations of visual attributes of paintings, we used transfer learning from a state-of-the-art pre-trained deep CNN, i.e. VGG16 [7] , pre-trained on the very large ImageNet dataset [18] . The input to our system is represented by 224 × 224 three-channel painting images, normalized within the range [0, 1]: this is the typical input expected by VGG16. The main assumption is that if the original dataset is large and general enough, then the weights learned by the network on this set of data can be used to new, even completely different image datasets.
VGG16 is a well-known CNN architecture which adopts 3 × 3 convolution and 2 × 2 max pooling throughout the network. It follows a classic scheme in which couples of convolutional layers are followed by a max pooling layer, and so on, for a total of 16 convolutional layers. All hidden layers are equipped with the ReLU activation function. In the proposed method, the deep network is used to extract meaningful features from the low-level raw images' pixel values. To achieve transfer learning, we used the common practice to ignore the fully-connected layers stacked on top of the convolutional base and to extract the output features from the last max pooling layer. The network is able to construct a hierarchy of visual features, starting from simple edges and shapes at the earlier layers to higher-level concepts such as objects and complex shapes at the later layers. This approach is thus apt to obtain high-level, semantic representations for the problem at hand.
Once the features extracted by the deep network are flattened, they have a very high dimensionality (i.e., 25, 088 dimensions) that prevents the use of distance measures. For this reason, we firstly transform this high dimensional feature space into a more compact low dimensional representation by adopting PCA (Principal Component Analysis) [8] . To achieve a good compromise between representation power and dimensionality, the original 25, 088 dimensional feature space is projected onto a reduced space of 50 features.
The final search for visual links among paintings is performed in the reduced feature space in a fully unsupervised fashion using a Nearest Neighbor mechanism. In other words, for each query point q the methods returns the k data points closest to q. "Closeness" implies a metric that, as in PCA, corresponds to the usual 2 distance:
where q is the query point, p is any other data point, and N is their dimensionality. In this way, for each query, the k most similar paintings are provided by the system. Clearly, when using a search query from a particular artist, other paintings from the same artist are excluded from the research, otherwise obvious, self links are likely to be retrieved.
As previously stated, relying on a completely unsupervised approach makes the proposed method simple and practical, as it excludes the necessity to acquire labels of visual links, which can be very difficult to collect.
Knowledge discovery
Once the nearest neighbors of all painters' artworks are collected, for each painter a we identify the most occurring linked painter as the one whose works have been found to be most visually linked to the works of a. Using these results, it is possible to build an undirected graph G, the nodes of which are the artists taken into account, while edges express the similarity between their paintings. These similarities can be studied to investigate the "influences" artists exerted over each other. In this way, a form of historical knowledge discovery is accomplished, showing (possibly new) influences among artists.
Graph theory, in fact, provides a powerful framework to investigate the components of such a network and their interactions [36] . Its use spans in a number of disciplines including physics, biology, electrical engineering, and so on (e.g., [37, 38] ). Some traditional metrics tailored to describe topological properties of a network are node degree, and closeness and betweenness centrality.
The degree of a node v, denoted as deg(v), is simply the number of edges that are incident to v. A node with high degree is a highly connected node. In our case, the degree of each node (painter) v represents the number of painters that are directly linked to v. The higher deg(v), the more connected to other painters the painter v is. In other words, degree may represent direct influences.
The closeness centrality of a node v in a graph with n nodes is defined as:
where d(u, v) is the shortest path distance between u and v. Hence centrality is the reciprocal of the sum of the shortest path distances from v to all other n − 1 nodes. Since the sum of distances depends on the number of nodes in the graph, this quantity is normalized by the sum of minimum possible distances n − 1. Closeness centrality points out whether a node is at a short average distance from every other reachable node of the network giving information about how easily a component of the network can connect to all the other components. Thus, the more central a node is, the closer it is to all other nodes. Measures of centrality serve to identify the most important vertexes in a graph. In our case, centrality gives indication of the most influential painter in the artists' network independently of the direct links.
Another measure of centrality is betweenness centrality. For a node v, it is the sum of the fraction of all shortest paths that pass through v, hence it is defined as:
where V is the set of nodes, σ(s, t) is the number of shortest paths between s and t, and σ(s, t | v) is the number of shortest paths through v other than s and t.
Betweenness centrality of a node v measures the importance of v for the information flow across the network. A large betweenness centrality of a node indicates that many shortest paths between other node pairs pass through that node. Nodes with high betweenness generally connect modules of the network that could become disconnected if these nodes are removed.
In our case, a node with high betweenness may represent a "bridge", i.e. a painter who is in the historical influence path between painting schools which might not been affected without the existence of that node.
Experimental evaluation
We investigated the effectiveness of the proposed method on a database collecting paintings of 50 very popular painters. More precisely, we used data provided by the Kaggle platform, 3 scraped from an art challenge Website. 4 Artists belong to very different epochs and painting schools, ranging from Giotto di Bondone and Renaissance painters such as Leonardo da Vinci and Michelangelo, to Modern Art exponents, including Pablo Picasso, Salvador Dalí, and so on. Painting images are non-uniformly distributed among painters for a total of 8, 446 images of different sizes.
Experiments were run on an Intel Core i5 equipped with the NVIDIA GeForce MX110, with dedicated memory of 2GB. As deep learning framework, we used TensorFlow 2.0 and the Keras API [39] . As a tool to perform the graph analysis, we used Cytoscape [40] . It is worth to note that we did not perform an execution time analysis. In fact, a key advantage of the proposed method is that its most expensive part, i.e. the VGG-based feature extraction, can be done completely offline, thus making the visual link retrieval, i.e. the search over the reduced feature space, only dependent on the collection size.
Visual link retrieval
Once the reduced features representing paintings were obtained, we applied the Nearest Neighbour matching mechanism to derive, for each query image, the top k matching images (k = 3 in this case). To give an illustrative example of the behavior of our system, in Fig. 3 we provide four sample image queries, together with the corresponding top visually linked artworks retrieved by the system. For each query, a brief description of the results is given below: Q1 The first query was the classic "Virgin and Child with Six Angels and the Baptist" by the Renaissance artist Sandro Botticelli. As it was expected, the visual features provided by the deep network were useful to retrieve paintings similar in composition (holy family) and shape (tondo). Q2 The second image query is the Romanticist "Fort Vimieux" by William Turner, depicting a classic red sunset of the author. It can be seen that the system was able to retrieve paintings similar both in content and color distribution. Q3 The third query is the Impressionist "Confluence of the Seine and the Loing" by Alfred Sisley. It can be noticed that the three neighbors, i.e. two artworks by Camille Pissarro and a work by Claude Monet, share the same painting style, characterized by the typical color vibration. Q4 Finally, we considered as query a version of the "Sunflowers" series by Vincent van Gogh. As expected, the 3-top images retrieved by the system represent still lifes, two of them by Renoir, the other one by Edouard Manet.
On the overall, based on a qualitative evaluation of the retrieval results, we can conclude that the proposed system is able to find visual links that are not in contrast with the human perception. The visual links discovered by the system are sufficiently justifiable by a human observer and in most cases resemble the intrinsic criteria humans adopt to link visual arts. These criteria combine visual elements, such as colors and shapes, and conceptual elements, such as subject matter and meaning of the painted scene.
As concerns a quantitative evaluation, it is worth noting that the proposed method is completely unsupervised, hence no ground truth about the visual links is available. For this reason, a quantitative assessment of the effectiveness of the proposed method is difficult to be achieved. In particular, evaluating the recall of the method is unfeasible, due to the difficulty of establishing the set of all meaningful links. Conversely, an evaluation of its precision is practical.
To this end, we involved five art experts in order to gain a subjective evaluation of the links provided by our system. We randomly selected 100 images as queries thus creating a pool of 100 pairs of the form (q i , l i ), where q i was the ith query and l i was a randomly chosen painting from the top three matching paintings retrieved by the system for query q i . Each expert was asked to look at every pair (q, l) and to establish whether the semantic link between the query q and the artwork l was meaningful or not. It should be noted that experts were not constrained to adopt a specific meaning of "link". We only asked the experts to tell us if the retrieved visual links had some sense according to their experience/background/perception. To avoid the effects of influence among experts, they were required to perform the task blindly to each other. We involved an uneven number of experts so that for each single link we could compute the mode of the evaluations provided by experts. This test resulted in 72 meaningful visual links out of the 100 randomly proposed links, resulting in a precision equal to 72%. While this value appears to be not as high as the precision values usually reported in the literature in information retrieval works, it is quite encouraging if we consider that, given a query, the system is forced to retrieve similar images even when similar artworks are actually missing in the paintings collection. Malevich and Paul Klee. In other words, network analysis was able to reveal, within the painting collection, three clusters, each characterized by homogeneous features.
Knowledge discovery
A more refined analysis can be done at the node level. By looking at Table 1 , which shows the most important nodes in descending order of node degree, we can see that the most "influential" artists correspond to the hubs of the network. Not surprisingly, the most important node appears to be Vincent van Gogh, with a degree of 9, a closeness centrality of 0.52 and a betweenness centrality of 0.80. It can be seen that van Gogh has only two degrees of separation with several artists, mostly belonging to the Impressionist period. Moreover, through Paul Gauguin, which has the top second closeness centrality, van Gogh is connected to another cluster mostly composed by Post-Impressionist and Expressionist painters. This was expected as van Gogh was one of the most famous and influential figures of the entire Western Art. He was one of the most prolific painters with around 860 oil paintings, including still lifes, landscapes, portraits and self-portraits. Unfortunately, he was not successfully in life, committing suicide at a young age after years of poverty.
The second most influential artist in accordance with our analysis appears to be Titian, which shows the top second betweenness centrality, that is 0.64, among the other nodes. He was an Italian painter and one of the most important members of the so-called Venetian School during the 16th century. Titian focused mostly on mythological and religious subjects. His painting style is generally considered to have had a strong influence not only on other Italian Renaissance painters, but also on future generations of the Western Art.
Another important node appears to be Edgar Degas. Also this result was not surprising, as Degas is generally considered one of the founders of Impressionism (although, during his life, he preferred to be considered as a Realist). He particularly mastered the depiction of movement, as can be seen in several of his works depicting dancers. It is worth remarking that incredibly famous artists such as Leonardo Da Vinci and Michelangelo have very low degree, i.e. 1, and they are at the boundaries of the respective sub-graphs, although they are unanimously considered as two universal genius. Their interests and curiosity, in fact, spanned across a wide range of disciplines, including not only art, but also literature, architecture and science. The result obtained can be explained considering that, although their works surely influenced the Western culture in general, Leonardo Da Vinci and Michelangelo were not so prolific at painting as other popular artists. Indeed, concerning arts, they mostly focused their effort on drawings and sculptures, respectively, rather than on paintings.
Conclusion
In this work, we have presented a method for visual link retrieval and historical knowledge discovery in painting datasets. Determining visual similarities among paintings and influences among artists is intrinsically subjective for human experts and depends on several factors, particularly their aesthetic perception. To help experts with an automatic method, we tackled the problem of making a machine capable of mimicking this complex perception. To this end, as attested by the growing body of knowledge on the application of deep learning models to visual art analysis, we profited from a popular deep CNN architecture to extract "visual features" from digital paintings. These features have then been used to retrieve visually linked paintings within a collection of very famous painters and to construct a graph of influences among painters. Since it is based on a purely unsupervised nearest neighbor search, a key advantage of the proposed method is that it is solely based on the visual attributes extracted by the deep CNN, without the need of any additional metadata, which are typically very difficult to collect. For the same reason, another key aspect of the proposed approach is its efficiency, as the most expensive stage, i.e. the CNN-based feature extraction, can be done completely offline.
Unfortunately, the unsupervised strategy here adopted posed a limitation, that is the difficulty of evaluating quantitatively the effectiveness of the proposed method. To this end, we involved the subjective expertise of five art experts, whose evaluation resulted in a system precision of 72%. However, it should be noted that the semantic links established by the system depend only on the available painting collection. In other words, both the visual link retrieval among paintings and the graph these links allow one to construct can only be based on the available digital paintings. Future work should extend the application of our method to larger collections of paintings. In this way, more accurate visual links and corresponding historical graphs may be obtained.
It is worth noting that the proposed method may be beneficial not only to art historians but also to other figures. For example, enthusiasts can benefit from the automatic link retrieval during the visit of online museum and art gallery digital collections. This may assist a kind of interactive navigation that can promote the art fruition. The same logic may be applied to physical museums: curators, in fact, could use applications of our tool to enrich the visiting experience. For example, once the particular interest of a visitor to an artwork is confirmed, the system may recommend similar works the visitor may be interested in. Finally, the proposed method may also be useful to assist art experts during the detection of plagiarism. In fact, when the similarity among two paintings overcomes a given threshold, the method may indicate a suspicious plagiarism.
