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Abstract
We study the half-BPS circular Wilson loop in N = 4 super Yang-Mills with orthogonal
gauge group. By supersymmetric localization, its expectation value can be computed exactly
from a matrix integral over the Lie algebra of SO(N). We focus on the large N limit
and present some simple quantitative tests of the duality with type IIB string theory in
AdS5 × RP5. In particular, we show that the strong coupling limit of the expectation value
of the Wilson loop in the spinor representation of the gauge group precisely matches the
classical action of the dual string theory object, which is expected to be a D5-brane wrapping
a RP4 subspace of RP5. We also briefly discuss the large N , large λ limits of the SO(N)
Wilson loop in the symmetric/antisymmetric representations and their D3/D5-brane duals.
Finally, we use the D5-brane description to extract the leading strong coupling behavior
of the “bremsstrahlung function” associated to a spinor probe charge, or equivalently the
normalization of the two-point function of the displacement operator on the spinor Wilson
loop, and obtain agreement with the localization prediction.
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1 Introduction
In addition to being fundamental observables in gauge theory, Wilson loop operators are
also versatile probes of the AdS/CFT correspondence [1–3]. They provide a rather direct
manifestation of the gauge/string duality: a Wilson loop in the fundamental representation
of the gauge group is dual to a fundamental open string worldsheet ending at the boundary
of AdS along the curve defining the loop operator [4, 5]. In the N = 4 SYM theory, it is
natural to consider a generalization of the usual Wilson loop, sometimes referred to as the
“Maldacena-Wilson” loop, by including couplings to the adjoint scalar fields of the theory.1
This allows in particular the construction of loop operators that preserve various fractions
of the superconformal symmetry of the theory [10, 11]. The most supersymmetric example
is the half-BPS Wilson loop, which is defined on a circular (or straight line) contour and
1On the dual AdS side, these couplings are reflected in the Dirichlet boundary conditions for the string
surface along the directions of the “internal” space corresponding to the scalar fields, i.e. S5 or RP5 for
N = 4 SYM. The ordinary Wilson loop with no scalar couplings corresponds instead to Neumann boundary
conditions on the internal space directions [6–9]. In this paper, we will only consider the Maldacena-Wilson
loop, and will often refer to it simply as the Wilson loop.
1
couples to one of the six scalars of SYM theory. Its expectation value for circular contours
is a non-trivial function of the coupling and representation of the gauge group that can
be computed analytically by supersymmetric localization [12–14]. Such exact results can be
used to conduct non-trivial tests of the AdS/CFT duality and of the detailed structure of the
gauge/string dictionary. In particular, one can make contact with the dynamics of various
stringy objects in the dual theory: while Wilson loops in the fundamental representation
are described by string worldsheets, large representations with “size”2 of order N are dual
to D-branes that pinch on the boundary contour [15–17], and even larger representations of
order N2 are dual to new supergravity backgrounds [18–20].
Most of the existing work in the literature focuses on the duality between N = 4 SYM
with SU(N) gauge group and type IIB string theory on AdS5×S5. In this note, our aim is to
provide some new quantitative tests of the duality in the case of N = 4 SYM with orthogonal
gauge group. The relevant string theory dual was identified in [21]. In flat space, one can
obtain a SO(N) or USp(N) gauge theory by placing a stack of D3-branes at an orientifold
3-plane. In the near-horizon limit, one gets string theory on the AdS5 × RP5 orientifold.
Here RP5 = S5/Z2, where the Z2 action identifies antipodal points on S5, yielding the five-
dimensional real projective space. The difference between the SO(N) and USp(N) gauge
theories lies in a choice of “discrete torsion” for the Neveu-Schwarz and Ramond-Ramond
B-fields [21]. While the theories on AdS5 × S5 and AdS5 × RP5 share several similarities,
interesting new features arise in the latter. For example, the genus expansion in string theory
includes non-orientable worldsheets, which corresponds to the well-known fact that in SO(N)
and USp(N) gauge theories the 1/N expansion includes both even and odd powers. Also, the
possibility of wrapping branes on the internal RP5 gives rise to new objects that do not have
counterparts in the AdS5 × S5/SU(N) duality. For instance, in the SO(2k) gauge theory
one can construct “Pfaffian” local operators Pf(Φ) = a1···a2kΦa1a2 · · ·Φa2k−1a2k (where each
Φab is any of the six adjoint scalars of the theory, and we are being schematic by omitting
the R-symmetry indices3), which are dual to D3-branes wrapping a RP3 ⊂ RP5 [21, 22].
Another peculiarity of gauge theory with orthogonal gauge group, which is more relevant for
the present paper, is that one can consider Wilson loops in the spinor representation of the
gauge group. This is the familiar representation of SO(N) whose generators are the rank-2
antisymmetric products of the Dirac gamma matrices (it has dimension 2N/2 for N even4 and
2By “size” we mean essentially ∼ ∑imi, where the mi’s are the Young tableaux labels specifying the
representation.
3To obtain a chiral primary operator, one should project onto the symmetric traceless representation of
SO(6).
4More precisely, for N even it splits into two irreducible representations of opposite chirality.
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2(N−1)/2 for N odd). It does not have a counterpart in the SU(N) or USp(N) theories. As
argued in [21], the half-BPS Wilson loop in the spinor representation is expected to be dual
to a D5-brane wrapping a RP4 ⊂ RP5 and occupying an AdS2 subspace of AdS5. In terms
of Young tableaux labels, the spinor representation corresponds to ~m = [1/2, 1/2, . . . , 1/2],
and hence
∑
imi ∼ N . Thus, as in the case of large rank (anti)symmetric representations
studied in [15–17], it is natural that the dual object should be a D-brane. The fact that
Wilson loops in the spinor representation should be dual to a stringy object with tension of
order N (like a D-brane) was also foreshadowed by earlier work [23].
In this paper, we use supersymmetric localization to obtain a simple quantitative test of
the correspondence between the spinor Wilson loop and the AdS2×RP4 D5-brane. Although
this gauge theory observable has already been studied at finite N and ’t Hooft coupling λ =
g2YMN [24], here we focus on the large N , large λ regime and provide a direct confirmation
that the expectation value in the gauge theory matches the classical action of the wrapped
D5-brane of [21]. We also consider the fundamental Wilson loop (mainly as a check of
numerical factors in the gauge/string dictionary and of the consistency of our conventions
for the gauge theory and matrix integral), and Wilson loops in the large (anti)symmetric
representations. The latter are expected to be dual to D3 and D5-branes with AdS2 × S2
and AdS2 × S4 worldvolumes, similarly to the previously studied examples [15–17] in the
AdS5 × S5/SU(N) case.
The study of the half-BPS Wilson loop in N = 4 SYM and its deformations has recently
received renewed attention due to its connection to defect CFT. This is because the circular
(or straight) half-BPS loop preserves a SL(2,R) 1d conformal symmetry and hence can
be viewed as a conformal defect [25–28] labelled by the choice of representation for the
probe particle running around the loop. The case of the fundamental representation of
SU(N) has been studied extensively both on the gauge theory and string theory sides (see
e.g. [26, 27, 29–31]). Likewise, defect CFT correlators on Wilson loops in (anti)symmetric
representations and their duality to fluctuations of the D3 and D5-branes were recently
studied in detail in [32]. It would be interesting to perform similar defect CFT analyses
for SO(N) gauge theory and in particular for the spinor representation, which is a unique
feature of orthogonal groups. In this paper, we take a first step towards such a study: we
will only focus on the transverse fluctuations of the D5-brane within AdS5, which are dual to
the displacement operators of the defect CFT. The normalization of their two-point function
is given by the so-called “bremsstrahlung function” [33], which can be computed exactly for
any representation using supersymmetric localization. Using the D5-brane and applying the
3
AdS2/dCFT1 correspondence along the lines of [27], we obtain the leading strong coupling
prediction for the spinor bremsstrahlung function, finding agreement with the localization
result. We leave a more detailed analysis of the D5-brane fluctuations and their defect CFT
dual for future work.
The rest of this paper is organized as follows. Section 2 focuses on the calculation of
the circular Wilson loop expectation value in the N = 4 SO(N) SYM using supersymmetric
localization, which reduces it to a matrix integral over the Lie algebra of SO(N). In § 2.1, we
compute the expectation value of the Wilson loop in the fundamental representation using
the method of orthogonal polynomials, mainly as a check of our matrix model conventions.
In § 2.2, we derive the Wigner semicircle law characterizing the distribution of the eigenvalues
at the saddle point of the matrix integral at large N , and use it to derive the large N limit of
the Wilson loop in the spinor representation in § 2.3 and in the large rank (anti)symmetric
representations in § 2.4. In § 3, we focus on the dual string theory description. After a brief
review of the AdS5×RP5 dual and of the matching between fundamental representation and
fundamental string, we show in § 3.2 that the value of the classical action of the AdS2×RP4
D5-brane precisely agrees with the gauge theory calculation in § 2.3. In § 3.3, we describe
the D3/D5-branes dual to the Wilson loop in the large rank symmetric and antisymmetric
representations. Section 4 is devoted to the two point function of the displacement operators
in the 1d defect CFT defined by the spinor Wilson loop. We calculate the two-point function
using both supersymmetric localization and the AdS2 theory of fluctuations of the wrapped
D5-brane, and find agreement. Finally, in § 5, we summarize our results and suggest possible
extensions to our work.
2 Wilson loops in N = 4 SO(N) SYM
We begin this section by introducing the SO(N) half-BPS Maldacena-Wilson loop and the
matrix model to which it is equivalent via supersymmetric localization. We then apply the
saddle point method to the matrix integral to determine the expectation value of the large
N Wilson loop in various representations, which we will compare to the classical actions of
the corresponding strings and D-branes in AdS5 × RP5 in § 3.
First, we introduce our conventions. We normalize the gauge and scalar fields of N = 4
SYM so that their kinetic terms take the following standard form:
SSYM =
1
g2YM
∫
d4xtr
{
1
2
FµνF
µν + (∂µΦ
I)2 + . . .
}
. (2.1)
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Here Fµν = ∂[µAν] − i[Aµ, Aν ] is the gauge field strength, Aµ = AaµT a is the gauge field,
ΦI = ΦIaT
a are the six scalar fields, and T a are the generators of the Lie algebra g satisfying
Tr(T aT b) = C(F ) δ
ab
2
(the Lie algebra indices a, b run from 1 to dim(g)). Here C(F ) corre-
sponds to a choice of normalization for the generators in the fundamental representation. A
conventional value is C(F ) = 1/2, but we will keep it arbitrary below (nothing will depend
on the choice of C(F )). Both the gauge field and the scalar fields transform in the adjoint
representation of the gauge group, G.
The Maldacena-Wilson loop is defined to be the following path-ordered exponential
WR = TrRP
[∮ (
iAµ(x)x˙
µ + ΘIΦ
I(x)|x˙|) dt] , (2.2)
where xµ(t) is a closed path in R4, and ΘI(t) is a unit 6-vector (i.e., ΘIΘI = 1), and R is
a choice of representation characterizing the external probe particle propagating along the
contour. Our primary focus will be on the spinor representation of G = SO(N), but we will
also discuss the fundamental, rank k symmetric and rank k antisymmetric representations.
We restrict our attention to the half-BPS Wilson loops, for which xµ(t) is a circle and
ΘI(t) is a constant, corresponding to choosing one of the six scalars. The operator in
Eq. (2.2) then preserves half of the supersymmetry.5 By supersymmetric localization [14],
the expectation value of the half-BPS Wilson loop for a given gauge group G reduces to an
integral over the elements of the Lie algebra g of G,
〈WR〉 = 1
Z
∫
g
DKTrR(eK)exp
(
− 2
g2YM
TrK2
)
, (2.3)
where K = KaT a are Lie algebra elements, and Z =
∫ DKexp(− 2
g2YM
TrK2
)
is the partition
function of the matrix model. We can check that the normalization of the action in (2.3)
agrees with the gauge theory conventions in Eq. (2.1) by computing 〈WR〉 perturbatively.
Noting that TrK2 = KaKbTr(T aT b) = C(F )KaKa, so that the propagator is 〈KaKb〉 =
g2YM
4C(F )
δab, one finds
〈WR〉 = dim(R) + g
2
YM
8C(F )
C2(R)dim(R) + . . . (2.4)
where the quadratic Casimir is defined by T aRT
a
R = C2(R)1dim(R)×dim(R). To compare with the
perturbative expansion of the Wilson loop in the SYM theory, we expand the exponential in
Eq. (2.2) and use the gauge and scalar field propagators. The latter follow from the action,
5The straight Wilson line is also half-BPS, but its expectation value is equal to the representation dimen-
sion for any representation and coupling.
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Eq. (2.1), which in the Feynman gauge gives:
〈Aaµ(x)Abν(y)〉 =
g2YM
8pi2C(F )
δµνδ
ab
|x− y|2 , 〈Φ
Ia(x)ΦJb(y)〉 = g
2
YM
8pi2C(F )
δabδIJ
|x− y|2 . (2.5)
For the circular contour xµ(t) = (cos t, sin t, 0, 0) the “combined” gauge field and scalar
propagator is a constant
−〈Aaµ(x(t))Abν(x(s))〉 x˙µ(t)x˙ν(s) + 〈ΘIΦIa(x(t))ΘJΦJb(x(s))〉 |x˙(t)||x˙(s)| =
g2YMδ
ab
16pi2C(F )
(2.6)
and one finds
〈WR〉 = dim(R) + 1
2
∫ 2pi
0
dt
∫ 2pi
0
dsTrR{〈(iAµx˙µ + ΘIΦI |x˙|)2〉}+O(g3YM)
= dim(R) +
g2YM
8C(F )
C2(R)dim(R) + . . . (2.7)
in agreement with Eq. (2.4).
The discussion so far applies to arbitrary gauge group. Let us now specialize to the case
of SO(N), which is the main focus of this paper. In this case, the Lie algebra consists of the
antisymmetric Hermitian N×N matrices Kjk = K∗kj = −Kkj and the measure in the matrix
model may be written as DK = ∏j<k d(−iKjk). Below, we review some of the relevant tools
to analyze the large N limit of the matrix model (see e.g. [34–36] for general discussions of
random matrix integral techniques). We will use λ = g2YMN to denote the ’t Hooft coupling
in the SO(N) gauge theory, which is held fixed as N →∞.6
Antisymmetric Hermitian matrices can be block-diagonalized using orthogonal matrices
[37]. Since the traces and the measure in Eq. (2.3) are invariant under K → OKOT if
OOT = I, conjugation by orthogonal matrices is a gauge symmetry of Eq. (2.3) that can
be fixed using the Faddeev-Popov procedure. The resulting Faddeev-Popov determinant,
denoted ∆2(Γ), can alternatively be viewed as the Jacobian for a change of variables from
K to OΓOT , O being orthogonal and Γ being block-diagonal. The resulting integral over
the eigenvalues γi is slightly different for the even (N = 2N
′) and odd (N = 2N ′ + 1) cases.
6An alternative definition of λ is to let it be g2YM times the rank of SO(N). In that case, λ = g
2
YM
N
2 for
N even and λ = g2YM
N−1
2 for N odd. We will not adopt this definition in this paper.
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One finds (see e.g. [24, 38,39]):
〈WR〉 = 1
Z ′
∫ ( N ′∏
i=1
dγi
)
∆2(Γ)TrR(e
Γ)exp
(
−2N
λ
TrΓ2
)
, (2.8)
where
Γ = diag (γ1σy, γ2σy, . . . , γN ′σy) , ∆
2(Γ) =
∏
1≤j<k≤N ′
|γ2j − γ2k|2 (2.9)
if N = 2N ′, and where
Γ = diag (γ1σy, γ2σy, . . . , γN ′σy, 0) , ∆
2(Γ) =
∏
1≤j<k≤N ′
|γ2j − γ2k|2
N ′∏
l=1
γ2l (2.10)
if N = 2N ′ + 1. In Eqs. (2.9) and (2.10), σy =
(
0 −i
i 0
)
is the second Pauli matrix. In
Eq. (2.8) the normalization factor Z ′ is set equal to the integral expression in Eq. (2.8) with
TrR(e
Γ) replaced by 1. This ensures that the expectation value of the Wilson loop is equal
to the dimension of the representation in the free limit (i.e., 〈WR〉|λ→0 = dim R). For later
use, we also note that TrΓ2 = 2
∑N ′
i=1 γ
2
i and the eigenvalues of e
Γ are {e±γi|i = 1, . . . , N ′}
for N = 2N ′ and {1} ∪ {e±γi |i = 1, . . . , N ′} for N = 2N ′ + 1.
One can in principle use the method of orthogonal polynomials to compute Eq. (2.8)
exactly for any representation R and finite N . The product
∏
i<j(γ
2
i − γ2j ) appearing in
∆(Γ) is the determinant of the Vandermonde matrix with entries Vij = (γ
2
i )
j−1. Using the
column addition identity of the determinant, one can write |Vij| = |Pj(γi)|, where Pn(x)
is any even monomial in x of order 2(n − 1). The integral in Eq. (2.8) simplifies if we
pick the polynomials Pn(x) to be orthogonal when integrated with the weight e
− 4N
λ
x2 for
N = 2N ′ and the weight e−
4N
λ
x2x2 for N = 2N ′ + 1. The orthogonality helps separate the
integrals over the different eigenvalues. The right choices for the even and odd cases are
Pn(x) ∝ H2n−2(2
√
N/λx) and Pn(x) ∝ 1xH2n−1(2
√
N/λx), respectively, where Hn(x) is the
nth Hermite polynomial. More details can be found in [24].
In this paper we are mainly interested in the large N limit, and to analyze higher rep-
resentations in this limit it will be more convenient to use the saddle point method and
corresponding density of eigenvalues. Before doing so, in the next section we will briefly
discuss the evaluation of the Wilson loop in the fundamental representation using the or-
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thogonal polynomial method. This will serve as a consistency check of the large N eigenvalue
distribution we will derive in § 2.2.
2.1 Fundamental representation
We now apply the method of orthogonal polynomials to determine the expectation value
of the Wilson loop in the fundamental representation, which we denote R = F . In this
representation, Tr(eΓ) = 2
∑N ′
i=1 cosh(γi) and Tr(e
Γ) = 1 + 2
∑N ′
i=1 cosh(γi) in the even and
odd cases, respectively. Because Tr(eΓ) in Eq. (2.8) depends additively on the cosh(γi),
the Wilson loop expectation value reduces to a sum of single integrals involving Hermite
polynomials that can be evaluated in terms of associated Laguerre polynomials. Specifically:
〈WF 〉 = 2√
pi
N ′−1∑
i=0
1
(2i)!22i
∫
dxH22i(x) cosh
(√
λ
N
x
2
)
e−x
2
= 2e
λ
16N
N ′−1∑
i=0
L2i
(
− λ
8N
)
(2.11)
for N = 2N ′, and
〈WF 〉 = 1 + 2√
pi
N ′−1∑
i=0
1
(2i+ 1)!22i+1
∫
dxH22i+1(x) cosh
(√
λ
N
x
2
)
e−x
2
= 1 + 2e
λ
16N
N ′−1∑
i=0
L2i+1
(
− λ
8N
)
(2.12)
for N = 2N ′ + 1. These expressions agree with those in [24]. Using a contour integral
representation of the Laguerre polynomials,7 it is not difficult to determine the first few
terms in the 1/N expansion (with λ fixed) of the circular Wilson loop expectation value
directly from Eqs. (2.11) and (2.12). For both the even and odd cases,
1
N
〈WF 〉 = 2
√
2√
λ
I1
(√
λ
2
)
+
1− I0
(√
λ
2
)
2N
+
λI2
(√
λ
2
)
96N2
+O(1/N3). (2.13)
We can compare the small gYM expansion of Eq. (2.13), with the perturbative expansion in
Eq. (2.4). When R = F is the fundamental representation of G = SO(N) with dim(R =
7One may use Ln(x) = (2pii)
−1 ∮ dt(t+ x)nt−n−1e−t, and expand the sum of Laguerre polynomials as a
series in 1/N . This leads to contour integrals of the form (2pii)−1
∮
due−
√
λ/8(u+u−1)u−n, which give Bessel
functions.
8
F ) = N , the quadratic Casimir is C2(F ) = C(F )(N −1)/2 (see the Appendix), so that (2.4)
yields N−1 〈WF 〉 = 1+g2YM(N −1)/16+O(g4YM). This agrees with the small gYM expansion
of Eq. (2.13).
2.2 Large N saddle point of the SO(N) matrix model
Computing the large N behavior of the Wilson loop, Eq. (2.8), via the orthogonal polynomial
method is more cumbersome for higher representations. In the present section, we use the
saddle point method and obtain the density of eigenvalues (given essentially by Wigner’s
semicircle law) for the SO(N) matrix integral. Our analysis is similar to the one in [40].
Consider the large N ′ regime of the following N ′-dimensional integral
〈f〉 = 1
Z ′
∫ ( N ′∏
i=1
dγi
)
f(γ1, . . . , γN ′)e
−N ′2U(γ1,...,γN′ ), (2.14)
where the normalization Z ′ is chosen so that 〈1〉 = 1 and U = − 1
N ′2 log
(
∆2(Γ)e−
2N
λ
TrΓ2
)
is
the logarithm of the measure of Eq. (2.8). Let us start with the even N case, i.e. N = 2N ′.
Then we have
U(γ1, . . . , γN ′) =
8
λN ′
N ′∑
i=1
γ2i −
2
N ′2
∑
1≤j<k≤N ′
log |γ2j − γ2k|. (2.15)
We can restrict our attention to functions of the form f(γ1, . . . , γN ′) = g(
∑N ′
i=1 h(γi)), which
is general enough for Eq. (2.14) to encompass Eq. (2.8) as a special case.
Eq. (2.14) is dominated in the N ′ → ∞ limit by the eigenvalue configurations that
minimize the “potential” U(γ1, . . . , γN ′). The invariance of the potential under γi → −γi
for any i = 1, 2, . . . , N ′ means that there are 2N
′
distinct configurations (or 2N
′−1 if one
of the eigenvalues is zero) that minimize U . (We do not consider configurations related by
permutations of the eigenvalues to be distinct). The degeneracy of the minimum means the
minimizing eigenvalues are not specified by a single distribution. By contrast, the distribution
of the squares of the eigenvalues, which are also invariant under γi → −γi, is the same for
all ∼ 2N ′ configurations. This unique distribution approaches a smooth function, σ(γ2), in
the large N ′ limit.
9
Our task is to find σ(γ2). The eigenvalues minimizing U satisfy ∂U/∂γi = 0, which yields:
4γi
λ
=
γi
N ′
∑
j 6=i
1
γ2i − γ2j
, for i = 1, . . . , N ′. (2.16)
One must not cancel γi from both sides because one of the eigenvalues may be zero (see
footnote 8). Instead, we multiply both sides of Eq. (2.16) by γi/(z − γ2i )/z and sum over i.
Writing γ2i /(z − γ2i )/z = −1/z + 1/(z − γ2i ), the left hand side yields two terms and, since∑
i
∑
j 6=i(γ
2
i − γ2j )−1 = 0, the right hand side simplifies. It follows that:
4
λ
(
−1
z
+G(z)
)
=
1
N ′2
∑
i
1
z − γ2i
∑
j 6=i
1
γ2i − γ2j
, (2.17)
where we have introduced the resolvent, G(z):
G(z) =
1
N ′
N ′∑
i=1
1
z − γ2i
. (2.18)
The resolvent is analytic on C \ [0, a], where a ∝ λ is the supremum of the squares of the
eigenvalues in the large N ′ limit. It satisfies Tr(x − Γ)−1 = 2xN ′G(x2), which essentially
makes 〈G(z)〉 a generating function for 〈Tr(Γn)〉. Assuming the squares of the eigenvalues
at the minimum are characterized by a smooth distribution σ(γ2) in the large N ′ limit, G(z)
may be written:
G(z) =
∫ a
0
σ(u)du
z − u . (2.19)
The residue theorem then implies
σ(u) =
1
2pii
[G(u+ i)−G(u− i)] , (2.20)
which means G(z) determines σ(u) and vice versa.
To find σ(u), we derive a quadratic equation for G(z) using Eq. (2.17). The square of
10
the resolvent can be written:
G2(z) =
1
N ′2
N ′∑
i=1
1
(z − γ2i )2
+
1
N ′2
N ′∑
i=1
N ′∑
j=1,j 6=i
1
z − γ2i
1
z − γ2j
= − 1
N ′
G′(z) +
2
N ′2
N ′∑
i=1
1
z − γ2i
N ′∑
j=1,j 6=i
1
γ2i − γ2j
. (2.21)
Applying Eq. (2.17) yields the desired equation:
G2(z) = − 1
N ′
G′(z) +
8
λ
[
G(z)− 1
z
]
. (2.22)
In the large N ′ limit, the first term goes to zero and the remaining quadratic equation in
G(z) has the simple solution:
G(z) =
4
λ
− 4
λ
√
1− λ
2z
, (2.23)
where we have chosen the root that satisfies G(z) → 0 for z → ∞. Eqs. (2.23) and (2.20)
together then yield:
σ(u) =
4
piλ
√
λ
2u
− 1, (2.24)
with a = λ
2
. This result can be put into a more familiar form if we consider the expectation
value of a function of the squares of the eigenvalues, f(u). It is given by:
〈f〉 =
∫ λ
2
0
f(u)σ(u)du =
∫ √λ
2
0
f(x2)σ(x2)2xdx =
∫ √λ
2
−
√
λ
2
f(x2)σ(x2)|x|dx. (2.25)
This lets us identify
ρ(x) = |x|σ(x2) = 4
piλ
√
λ
2
− x2 (2.26)
as the distribution characterizing (the even moments of) the eigenvalues at the minimum of
U . This is the well-known Wigner semicircle law with radius
√
λ/2.
We have focused on the saddle point of SO(N) in the even (i.e., N = 2N ′) case, but
the odd (i.e., N = 2N ′ + 1) case yields a similar analysis and the same eigenvalue density
distribution at large N ′. In particular, the eigenvalue potential energy in Eq. (2.15) picks up
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the additional term − 1
N ′2
∑N ′
i=1 log(γ
2
i ) due to the factor
∏
i γ
2
i in the measure in Eq. (2.10).
Consequently, no eigenvalue γi can sit at the origin in the large N
′ limit, and Eq. (2.16) is
replaced by8
4
λ
=
1
N ′
∑
j 6=i
1
γ2i − γ2j
+
1
2N ′γ2i
, for i = 1, . . . , N ′. (2.28)
Although the details are slightly different, we can use Eq. (2.28) to derive a quadratic equa-
tion for the resolvent for the odd case just like in the even case, and the result is:
G2(z) = − 1
N ′
[
G′(z) +
G(z)
z
]
+
8
λ
[
G(z)− 1
z
]
. (2.29)
Unsurprisingly, G(z) and σ(u) have the same large N ′ behavior for the even and odd cases.
Having arrived at the eigenvalue density distribution, Eq. (2.26), we can simplify the
expectation value in Eq. (2.14) for any function of the form f = g
(
1
N ′
∑N ′
i=1 h(γ
2
i )
)
. As long
as the large N ′ behavior of f is subleading compared to e−N
′2U , the leading term in the
asymptotic 1/N ′ expansion is:〈
g
(
1
N ′
N ′∑
i=1
h(γ2i )
)〉
∼ g
(∫
ρ(x)h(x2)dx
)
, N ′ →∞. (2.30)
We must emphasize that the eigenvalue distribution in Eq. (2.26) does not correctly charac-
terize the odd moments of the eigenvalues at the saddle points. Therefore, Eq. (2.30) cannot
be generalized by replacing h(γ2i ) and h(x
2) by h(γi) and h(x) for any even or odd function
h(x).
Derivations of the semicircle distribution of the eigenvalues of the random antisymmetric
Hermitian matrix can be found for instance in [38–40]. The derivation in [40] also implements
the saddle point method and derives a “loop equation” a` la Eq. (2.22) for a resolvent closely
related to our G(z) in Eq. (2.18). On the other hand, the derivation in [38] proceeds by
evaluating N ′ − 1 of the integrals in Eq. (2.14) (excluding, say, the γ1 integral) using the
8 Eqs. (2.16) and (2.28) are more similar than they first appear. One of the eigenvalues in Eq. (2.16)
(say, γN ′) is zero, since otherwise we may divide both sides by γi and sum over i to yield 4N
′/λ = 0, a
contradiction. Separating the zero eigenvalue from the others, Eq. (2.16) reduces to
4
λ
=
1
N ′
N ′−1∑
j=1,j 6=i
1
γ2i − γ2j
+
1
N ′γ2i
, for i = 1, . . . , N ′ − 1. (2.27)
Up to a factor of 1/2 in the second term on the right hand side, this is the same as Eq. (2.28).
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method of orthogonal polynomials. The resulting expression for the distribution of γ1 involves
a sum of Hermite polynomials whose leading term in the asymptotic expansion in 1/N ′ yields
the semicircle distribution.
As a check of the semicircle law (in particular of factors of 2), we note that Eq. (2.30) im-
plies that the expectation value of the SO(N) Wilson loop in the fundamental representation
is (choosing even N for simplicity, but the large N limit in the odd case is identical):
1
N
〈WF 〉 =
〈
2
N
N/2∑
i=1
cosh γi
〉
=
4
piλ
∫ √λ/2
−
√
λ/2
dx
√
λ
2
− x2 coshx = 2
√
2√
λ
I1
(√
λ
2
)
. (2.31)
This is in precise agreement with Eq. (2.13) at leading order at large N .
2.3 Spinor representation
The representation that primarily interests us in the present paper is the spinor representa-
tion of SO(N), which we denote R = sp. Using the Weyl character formulas for SO(2N ′)
and SO(2N ′ + 1) (see e.g. [41]), one finds
Trsp±(e
Γ) = 2N
′−1
(
N ′∏
i=1
cosh
(γi
2
)
±
N ′∏
i=1
sinh
(γi
2
))
(2.32)
when N = 2N ′ and
Trsp(e
Γ) = 2N
′
N ′∏
i=1
cosh
(γi
2
)
(2.33)
when N = 2N ′+1. The two choices of sign for even N correspond to the chiral and antichiral
(Weyl spinor) representations of SO(2N). One may also consider a non-chiral (Dirac spinor)
representation by taking the sum of the two Weyl representations with opposite chirality.
The method of orthogonal polynomials reduces the Wilson loop expectation value in
the spinor representation to a determinant of an N ′ × N ′ matrix of associated Laguerre
polynomials: 〈Wsp〉 = dim(sp)× |Dij|, where
dim (sp) = 2N
′−1, Dij = L
2j−2i
2i−2
(
− λ
32N
)
e
λ
64N , for N = 2N ′ and (2.34)
dim (sp) = 2N
′
, Dij = L
2j−2i
2i−1
(
− λ
32N
)
e
λ
64N , for N = 2N ′ + 1. (2.35)
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We cite these results, derived in [24], to illustrate that extracting the large N limit of the
Wilson loop expectation value in the spinor representation directly using the orthogonal
polynomial method is more involved than in the case of the fundamental representation.
Therefore, we turn to the saddle point method and apply Eq. (2.30) to Eq. (2.8), given the
characters in Eqs. (2.32) and (2.33).
Without loss of generality, let us examine the odd case, N = 2N ′ + 1. We find:
1
2N ′
〈Wsp〉 = 1
2N ′Z ′
∫ ( N ′∏
i=1
dγi
)
2N
′
N ′∏
j=1
(
cosh
γj
2
)
e−N
′2U(γ1,...,γ′N ) (2.36)
∼ exp
(
N ′
∫ √λ/2
−
√
λ/2
ρ(x) log
(
cosh
(x
2
))
dx
)
. (2.37)
To get to the second line, we rewrote
∏N ′
i=1 cosh(
γi
2
) = exp
(
N ′ × 1
N ′
∑N ′
i=1 log
(
cosh
(
γi
2
)))
and applied Eq. (2.30). Substituting the explicit form for ρ(x) from Eq. (2.26), we find that
the expectation value of the spinor Wilson loop in the large N limit is given by
1
2N ′
〈Wsp〉 ∼ exp
[
N ′
4
pi
∫ 1
0
√
1− u2 log
(
cosh
(√
λ
8
u
))
du
]
(2.38)
This expression is valid at finite λ. We may expand it at small λ using log(cosh(x)) =
x2/2− x4/12 + . . . for small x, from which we get
1
N
log
[
1
2N ′
〈W 〉sp
]
=
(
λ
128
− λ
2
12288
+O(λ3)
)
+O(1/N). (2.39)
We can compare this with the leading order result from perturbation theory, Eq. (2.4).
For G = SO(N), the spinor quadratic Casimir is C2(sp) = C(F )
N(N−1)
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(see the Ap-
pendix). Keeping only the leading order terms in gYM and 1/N , we thus find from (2.4)
〈W 〉sp /dim(sp) = 1 + Nλ/128(1 + O(1/N)) + O(g4YM). This matches the expansion in
Eq. (2.39) in the regime where λ  1, N  1 and Nλ  1 (despite the different order of
limits potentially yielding, a priori, different results).
Extracting the leading terms of the expansion of Eq. (2.38) at strong coupling involves
a little more work. First, we write log
(
cosh
(√
λ
8
u
))
=
√
λ
8
u − log 2 + log
(
1 + e−
√
λ
2
u
)
.
The integrals over the first two terms can be evaluated explicitly. To expand the integral
of the third term in 1/
√
λ, we use log(1 + e−
√
λ
2
u) =
∑∞
n=1
(−1)n+1
n
e−n
√
λ
2
u,
√
1− u2 =
1 − u2/2 − u4/8 + . . ., and ∫ 1
0
ume−audu = Γ(m + 1)a−m−1 + O(e−a). Combining these
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analytic results, we find:
log
[
1
2N ′
〈W 〉sp
]
= N
(
1
3pi
√
λ
2
− 1
2
log 2 +
pi
6
√
2
λ
+O(λ−3/2, e−
√
λ/2)
)
+O(N0). (2.40)
We are especially interested in the leading term in the large N , large λ expansion of the
spinor SO(N) Wilson loop, which is then given by
1
dim(sp)
〈Wsp〉 ∼ exp
(
N
3pi
√
λ
2
)
. (2.41)
We will compare Eq. (2.41) to the dual D-brane calculation in § 3.2. Note that, while we
specialized to even N for simplicity in the calculation above, the behavior (2.41) applies to
both even and odd N .
Defect fermion description
Before moving on to discuss the Wilson loop in the large rank (anti)symmetric representa-
tions, we point out a description of the spinor Wilson loop in terms of auxiliary “defect”
fermions living on the circle. This is similar to the known description of the SU(N) Wil-
son loops in the symmetric and antisymmetric representations [17,42]. In our case of spinor
representation, the defect theory consists of real (Majorana) fermions χi, i = 1, . . . , N , trans-
forming in the fundamental representation of SO(N) and coupled to iA+ Φ6 (we choose Φ6
to be the scalar that couples to the half-BPS Wilson loop). The worldline action is given by:
Sdefect =
i
2
∫ 1
0
dt
[
χiχ˙i + χiΓijχ
j
]
, (2.42)
where we write Γ = iA+Φ6 for short-hand and, by suitable gauge-fixing, we may take Γ to be
constant on the Wilson loop. Consider the even N case first. Upon canonical quantization,
the fermion operators satisfy the Clifford algebra {χi, χj} = δij and their Hilbert space is
the 2
N
2 -dimensional space of the spinor representation. We can explicitly check that the
contribution of the defect action, Eq. (2.42), to the partition function yields the characters
of the spinor representation. Using an orthogonal transformation on the χi fields, we may
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write Γij = diag
(
γ1σy, γ2σy, . . . , γN/2σy
)
, and therefore:
Zdefect =
∫ N∏
i=1
Dχie
−Sdefect
=
N/2∏
i=1
∫
Dχ2i−1Dχ2iexp
(
1
2
∫ 1
0
dt( χ2i−1 χ2i )
(
i d
dt
γi
−γi i ddt
)(
χ2i−1
χ2i
))
=
N/2∏
i=1
Det
1
2
(
i d
dt
γi
−γi i ddt
)
=
N/2∏
i=1
∞∏
n=0
(2n+ 1)2pi2
(
1 +
γ2i
(2n+ 1)2pi2)
)
. (2.43)
The product over odd integers, 2n+ 1, appears because the functional determinant is taken
over antiperiodic functions on the unit interval, fn(t) ∝ ei(2n+1)pit. The functional determi-
nant can be zeta-function regularized to yield:
Zdefect = 2
N
2
N
2∏
i=1
cosh
(γi
2
)
. (2.44)
This is precisely the sum of the characters of the two chiral representations of SO(N) for
even N , given in Eq. (2.32). If one wanted to extract the chiral characters separately, one
could compute the functional determinant over suitable linear combinations of periodic and
antiperiodic boundary conditions on the circle.9
The case of odd N yields Eq. (2.43) with one additional path integral over χN with
action S = i
2
∫
dtχN χ˙N . By suitable normalization of the path integral, the additional
factor should be set to unity because the one-dimensional Clifford algebra {χ, χ} = 1 defines
a trivial spinorial representation of SO(N). It follows that the defect theory also reproduces
the character of SO(N) for odd N , given in Eq. (2.33).
The defect theory defining the spinor Wilson loop differs from the defect theory defining
the (anti)symmetric Wilson loops [17] in that the fermions are real and there is no additional
gauge field on the worldline, which is necessary in the (anti)symmetric to fix the rank of the
representation. The absence of the worldline gauge field should be reflected on the boundary
conditions for the worldvolume gauge field on the dual D5-brane (the gauge field vanishes
on the classical solution discussed in § 3.2 below).
9This is because the path integral with periodic boundary conditions computes the trace with an extra
insertion of (−1)F , where F is the fermion number. In terms of the Dirac matrices representation, (−1)F
is equivalent to the chirality matrix, and hence (1 ± (−1)F )/2 projects onto the chiral and antichiral Weyl
spinor representations.
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2.4 Large rank (anti)symmetric representation
We next examine the Wilson loop in the antisymmetric and symmetric representations with
large rank, k ∼ N , which we denote Ak and Sk, respectively. The generating functions for
the characters of the antisymmetric and symmetric representations of SO(N) take simple
forms and can be used to determine the corresponding Wilson loops using the saddle point
approximation in the usual ’t Hooft limit with, additionally, f = k
N
held fixed. The analysis
is nearly identical to the one for SU(N) carried out in [43].
We recall from [43] that, if H is a Hermitian matrix with eigenvalues hi, then the trace of
eH in the rank k antisymmetric representation of SU(N) is given by trAk [e
H ] = 1
2pii
∮
dt FA(t)
tN−k+1 ,
where the antisymmetric generating function is FA(t) = det(1 + te
H) =
∏N
i=1(1 + te
hi).
Since antisymmetric Hermitian matrices are a subset of Hermitian matrices for which the
eigenvalues come in pairs (e.g., hi = −hi+N/2 for i = 1, . . . , N/2 for the even N case and
hi = −hi+(N−1)/2 for i = 1, . . . , (N − 1)/2 and hN = 0 for the odd N case), the formula for
the characters of SO(N) in the rank k antisymmetric representation is essentially the same:
TrAk [e
K ] =
1
2pii
∮
dt
FA(t)
tN−k+1
=
1
2pii
∮
dt
FA(t)
tk+1
, (2.45)
where
FA(t) = det(1 + te
K) =
N ′∏
i=1
(1 + teki)(1 + te−ki)
{
1 + t N is odd
1 N is even
. (2.46)
Note that FA(t) is a symmetric polynomial (i.e., FA(t) = t
NFA(t
−1)), which justifies the
second equality in Eq. (2.45).
Similarly, the character of SU(N) in the rank k symmetric representation is trSk [e
H ] =
1
2pii
∮
dtFS(t)
tk+1
, where the symmetric generating function is FS(t) = det(1− teH)−1 =
∏N
i=1(1−
tehi)−1 [43]. We can again straightforwardly obtain the formula for the characters of SO(N)
in the rank k symmetric representation from the character formula for SU(N), with one
modification (i.e., an extra factor of 1 − t2 in the contour integral) related to the fact that
the irreducible symmetric representations of SO(N) must be traceless. Hence, the formula
for the characters is:
TrSk [e
H ] =
1
2pii
∮
dt
(1− t2)FS(t)
tk+1
, (2.47)
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where
FS(t) =
1
det(1− teK) =
N ′∏
i=1
1
(1− teki)(1− te−ki)
{
(1− t)−1 N is odd
1 N is even
. (2.48)
One can check Eqs. (2.45)-(2.48) by comparing with the character formulas for SO(N) [41].
Let us use the generating functions and the saddle point analysis to determine the Wilson
loop expectation value at large N in the antisymmetric and symmetric representations. For
simplicity, let us work in the even N case. We first note that the two generating functions
can be written compactly as:
FA,S(t) = exp
± N2∑
i=1
(
log(1± teki) + log (1± te−ki))
 , (2.49)
where the upper sign corresponds to A and the lower sign to S. Since both are dominated
by e−N
2U at large N , U being the eigenvalue potential in Eq. (2.15), the expectation values
of FA and FS at large N are both determined by the Wigner semicircle law. Thus, we find
that the large N expectation value of the Wilson loop in the antisymmetric or symmetric
representations of rank k = fN with f fixed as N →∞ is given by:
〈W 〉Ak,Sk =
1
2pii
∮
dt
(1− t2) 1∓12
tk+1
exp
(
±4N
piλ
∫ √λ
2
−
√
λ
2
dx
√
λ
2
− x2 log(1± tex)
)
. (2.50)
By expanding this result at small λ and evaluating the resulting integrals,10 one may check
that this is in agreement with (2.4), using the values of the quadratic Casimir collected in
Appendix.
Note that the contour integrals in (2.50) are the same as the analogous ones appearing in
[43] with the replacement λ→ λ/2.11 Consequently, to obtain the strong coupling behavior,
we can simply borrow their results. Then, for the antisymmetric representation in the λ 1
10The contour integrals may be evaluated using
∮
dt
2pii
(1+t)b
ta+1 =
(
b
a
)
and
∮
dt
2pii
1
(1−t)bta+1 =
(
b+ a− 1
a
)
.
Note also that dim(Ak) =
(
N
k
)
and dim(Sk) =
(
N + k − 1
k
)
−
(
N + k − 3
k − 2
)
.
11A small difference between the result in (2.50) and those in [43] is the measure factor 1 − t2 which
implements tracelessness of the symmetric representation. However, the contribution of the t2 subtraction
term is subleading at leading order at large N .
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regime, one finds:
〈WAk〉 ∼ exp
[
2N
3pi
√
λ
2
sin3 θk
]
, (2.51)
where θk satisfies:
pif = θk − sin θk cos θk. (2.52)
For the symmetric representation, the saddle point that dominates in the large λ limit with
κ = f
4
√
λ
2
fixed yields the result:
〈WSk〉 ∼ exp
[
2N(κ
√
1 + κ2 + sinh−1 κ
]
. (2.53)
We will compare these results below to D3 and D5-branes in AdS5 × RP5.
3 Dual string theory in AdS5 × RP5
As explained in [21], the holographic dual to N = 4 SYM with SO(N) or USp(N) gauge
group is type IIB string theory on the AdS5×RP5 orientifold. Here RP5 = S5/Z2, where the
Z2 quotient acts by identification of antipodal points (the orientifolding procedure implies
that as the string goes around a non-contractible cycle, its orientation is reversed). This
background arises as the near-horizon limit of a stack of D3-branes placed at an orientifold
plane in flat space. The difference between the orthogonal and symplectic groups corresponds
to a choice of “discrete torsion” for the Neveu-Schwarz and Ramond-Ramond 2-forms BNS
and BRR. Essentially, this corresponds to a discrete choice for the holonomy on a RP2 ⊂
RP5, exp(i
∫
RP2 BNS) = e
2piiθNS = ±1 and exp(i ∫RP2 BRR) = e2piiθRR = ±1. The choices
(θNS, θRR) = (0, 0) and (θNS, θRR) = (0, 1/2) correspond respectively to the SO(2N
′) and
SO(2N ′ + 1) gauge theory, while the two choices with non-zero θNS are dual to the gauge
theory with symplectic group. The discrete torsion will not play an explicit role in the
calculations below, but it is important to note that the D5-brane dual to the spinor Wilson
loop, which wraps a RP4 ⊂ RP5, is only possible when θNS = 0 [21]. This is in line with the
fact that there are no spinor representations for USp(N) group.
Before moving on to compare the Wilson loop results to strings and branes in AdS5×RP5,
let us first briefly review the relation between gauge theory and string theory parameters.
The relevant part of the type IIB supergravity Lagrangian that involves the metric and
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self-dual RR 5-form is (we work in Euclidean signature throughout)
S = − 1
2κ210
∫
d10x
√
g
(
R− 1
4 · 5!(F5)
2 + . . .
)
, (3.1)
where 2κ210 = (2pi)
7g2sα
′4. In the more familiar case of the duality with the SU(N) gauge
theory, the AdS5 × S5 background is given by
ds2 = L2
(
ds2AdS5 + ds
2
S5
)
(3.2)
where ds2AdS5 and ds
2
S5 are the metrics on unit radius AdS5 and S
5. The 5-form field strength
is given by F5 =
4
L
(ω5 + ω˜5), where ω5 and ω˜5 are volume forms on AdS5 and S
5 with unit
radius. The radius is fixed by the condition that the flux of the 5-form is 1
2κ210T3
∫
S5
F5 = N ,
corresponding to N D3-branes (here T3 = (2pi)
−3(α′)−2g−1s is the D3-brane tension). Using
vol(S5) = pi3L5, this gives the relation L4 = 4pigsα
′2N . The string coupling gs is related to
the SU(N) SYM coupling normalized as in (2.1) by g2YM = 4pigs.
Similarly, the AdS5 × RP5 background relevant to SO(N) and USp(N) gauge theory
takes the form
ds2 = L2
(
ds2AdS5 + ds
2
RP5
)
(3.3)
where the metric on RP5 is locally the same as S5, but due to the Z2 quotient vol(RP5) =
1
2
vol(S5). The 5-form field strength still takes the form F5 =
4
L
(ω5 + ω˜5), but now the flux
quantization condition for SO(2N ′), SO(2N ′ + 1) and USp(2N ′) requires
1
2κ210T3
∫
RP5
F5 = N
′ . (3.4)
This gives L4 = 8pigsα
′2N ′. This relation is valid to leading order at large N . Taking into
account also the contribution to the RR charge due to the orientifold three-plane,12 the
formula for the radius can be written for SO(N) and USp(N) as [45]
L4 = 8pigsα
′2
(
N
2
± 1
4
)
. (3.5)
12The charge of the orientifold three-plane for the SO(2N ′), SO(2N ′ + 1) and USp(2N ′) cases is respec-
tively −1/4, +1/4, +1/4, see e.g. Table 1 in [44]. Adding this contribution to the right-hand side of (3.4),
one can write the result for the radius in terms of N (rather than N ′) as in (3.5).
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The mapping between string coupling and SYM coupling normalized as in (2.1) is given by
g2YM = 8pigs . (3.6)
Note the factor of 2 difference compared to the analogous relation in the SU(N) case.13
As a check of the dictionary reviewed above, let us briefly recall the matching of the
conformal anomalies [45, 47, 48]. A quick way to extract the a-anomaly coefficient from the
holographic dual is to evaluate the on-shell action on the background solution, using the
hyperbolic ball coordinates on AdS5 where the boundary is a sphere S
4. The conformal
anomaly then manifests itself in the fact that the volume of AdSd+1 with even d is logarith-
mically divergent (see e.g. [49,50])
vol(AdSd+1) =
2(−pi)d/2
Γ
(
1 + d
2
) logR (3.7)
where R may be identified with the radius of the boundary sphere. Integrating over the RP5
directions yields the action
S = − L
5
2κ210
vol(RP5)
∫
AdS5
d5x
√
g
(
R5 + 12
L2
)
(3.8)
where vol(RP5) = pi3/2 is the volume of RP5 with unit radius. Using (3.5) and (3.7) this
yields [45]
S =
(
N(N ± 1)
2
+
1
8
)
logR . (3.9)
The holographic prediction for the a-anomaly coefficient (normalized so that a = 1/90 for
a free massless scalar) is then a = N(N±1)
2
+ O(N0), in agreement, up to order N , with the
anomaly of the dual SO(N) and USp(N) SYM theories.14 Note that the term of order N0
is not expected to match from this classical calculation, because there can be corrections
of order N0 coming from supergravity one-loop effects. It would be interesting to compute
them, along the lines of what was done in [51] for the SU(N) case, and check whether they
agree with the exact gauge theory answer, a = N(N±1)
2
.
In the remainder of this section, we will focus exclusively on the SO(N) case, and compare
the localization prediction for the Wilson loop with the dual strings and D-branes in AdS5×
13For an explanation of this factor of 2 difference between U(N) and SO(N) gauge theory on D-branes,
see for instance section 13.3 of [46].
14The a-anomaly in N = 4 SYM with group G is given by a = 190
(
6 + 4 · 112 + 62
)
dim(G) = dim(G).
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RP5. We will work in the leading large N limit, where the finite shift in (3.5) will not play
a role.
3.1 Fundamental string
As is well-known, the dual to the Wilson loop in the fundamental representation is a string
worldsheet corresponding to a minimal surface ending on the Wilson loop contour on the
boundary [4]. The fundamental string action is
SF1 = TF1
∫
d2σ
√
h , TF1 =
1
2piα′
(3.10)
where h = dethαβ and hαβ is the induced metric.
For a Wilson loop with constant scalar coupling, the string surface is pointlike in the
internal RP5 space and extends entirely within AdS5. In the case of the 1/2-BPS Wilson
loop supported on a circle or infinite straight line, the minimal surface is well known [52],
and corresponds to an AdS2 ⊂ AdS5. Specifically, using the Poincare´ coordinates in AdS5
ds2 =
L2
z2
(
dz2 + dxµdx
µ
)
(3.11)
the minimal surface dual to a circular Wilson loop of radius a in the (x1, x2)-plane may be
written as
x1 =
a cos τ
coshσ
, x2 =
a sin τ
coshσ
, z = a tanhσ (3.12)
where 0 < σ < ∞ and 0 < τ < 2pi are the worldsheet coordinates. This is a “hemisphere”
z2 + (x1)2 + (x2)2 = a2 embedded in AdS5. The induced worldsheet metric is
ds22 =
L2
sinh2 σ
(
dτ 2 + dσ2
)
(3.13)
which is the hyperbolic disk metric of AdS2.
15 To compute the regularized action on this
solution, one may either introduce a cutoff at z =  and add a boundary term to remove
the linear divergence proportional to the perimeter [4, 52], or directly use the well-known
formula for the regularized volume of the hyperbolic disk (with unit radius)
vol(AdS2) = −2pi . (3.14)
15Similarly, for the 1/2-BPS Wilson loop on the infinite straight line, the string solution is z = σ, x1 = τ ,
with 0 < σ <∞, −∞ < τ <∞. This gives the Poincare´ half-plane.
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Making use of this result, we get
SF1 =
1
2piα′
∫
d2σ
√
h =
L2
2piα′
vol(AdS2) . (3.15)
Using L4 = 8pigsα
′2N
2
for SO(N) as reviewed above (we drop the finite shift in (3.5) here
and everywhere below), we find
SF1 = −
√
4pigsN = −
√
λ
2
, (3.16)
where in the last step we used the relation (3.6) and λ = g2YMN . The strong coupling
behavior of the fundamental Wilson loop is then
1
N
〈WF 〉 ∼ e−SF1 = e
√
λ
2 . (3.17)
Comparing with the asymptotic expansion in 1/λ of the O(N0) term in Eq. (2.13), 1
N
〈WF 〉 ∼√
2
pi
(
2
λ
) 3
4 e
√
λ
2 , we see that Eq. (3.17) reproduces the large N , large λ behavior of the fun-
damental Wilson loop in N = 4 SO(N) SYM. It would be interesting to study subleading
corrections, especially the non-planar 1/N corrections given in (2.13). In particular, the
term of order 1/N , which is absent in the SU(N) theory, should come from a worldsheet
with a crosscap.
3.2 The D5-brane dual to the spinor Wilson loop
Let us now turn to the case of main interest in this paper– namely, the Wilson loop in the
spinor representation of SO(N). As argued in [21], the dual object is a D5-brane wrapping
a RP4 “equator” in RP5 (see Figure. 1a), and having AdS2 induced geometry within AdS5,
like the fundamental string of the previous section. As mentioned above, such wrapping is
only possible when the NS discrete torsion vanishes, θNS = 0. Unlike the D-branes dual
to the (anti)symmetric representations [15, 17, 53], on this D5-brane worldvolume there is
no U(1) gauge field turned on. The classical DBI action evaluated on the solution is then
simply given by the volume of the D5-brane, which has AdS2×RP4 induced geometry. The
on-shell action is then
SD5 = T5
∫
d6σ
√
h = T5L
6vol(AdS2)vol(RP4) . (3.18)
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where vol(AdS2) = −2pi and vol(RP4) = 43pi2 are the volumes of AdS2 and RP4 with unit
radius. Here T5 is the D5-brane tension, which reads
16
T5 =
1
(2pi)5α′3gs
=
N
8pi4L6
√
λ
2
(3.19)
where we used (3.5) and (3.6). Hence we find
SD5 = −N
3pi
√
λ
2
, (3.20)
or, in terms of the spinor Wilson loop expectation value
1
2N/2
〈Wsp〉 ∼ e−SD5 = exp
(
N
3pi
√
λ
2
)
. (3.21)
This precisely matches the N = 4 SYM result predicted by localization, Eq. (2.41).
By comparing Eqs. (3.20) and (3.16), we see that the actions of the D5-brane dual to
the circular Wilson loop in the spinor representation and the fundamental string dual to the
circular Wilson loop in the fundamental representation are related by
SD5 =
N
3pi
SF1. (3.22)
This relationship in fact holds for any Wilson loop that is SO(5) invariant (i.e., for which
ΘI in Eq. (2.2) is a point in RP5), regardless of the shape of the contour in R4. The reason
is simple. If the minimal fundamental string surface in AdS5 is Σ and A(Σ) is its area,
then SF1 = TF1A(Σ). On the other hand, the volume of the minimal wrapped D5-brane
dual to the spinor Wilson loop, which has induced geometry Σ× RP4, is A(Σ)4pi2L4
3
. Given
SD5 = T5A(Σ)
4pi2L4
3
and T5L
6 = N
4pi3
TF1L
2 (see Eq. (3.19)), then Eq. (3.22) follows. This
argument is similar to the one in [55], which established an analogous universal relationship
between the fundamental Wilson loop and the rank k antisymmetric Wilson loop. The
argument for the spinor Wilson loop is even simpler since the wrapped D5-brane dual to
the spinor Wilson loop carries zero electric field and is governed simply by the Nambu-Goto
action. One example of a useful consequence of Eq. (3.22), is that, since we know the quark-
antiquark potential at strong coupling takes the form VF (R) = −2piγTF1L2/R = −γ
√
λ
2
1
R
where γ is a numerical factor that can be obtained from the relevant minimal surface [4],17
16In general, for a Dp-brane, the tension is Tp = (2pi)
−p(α′)−(p+1)/2g−1s , see e.g. [54].
17The explicit value is γ = 4pi2
√
2/Γ
(
1
4
)4
.
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RP5
RP4
(a)
RP5
S4
θk
(b)
Figure 1: The real projective space RP5 can be visualized as the upper hemisphere of S5 with
antipodal points on the equator identified. Since the neutral D5-brane dual to the spinor
Wilson loop wraps an RP4 submanifold of RP5, we can think of it as wrapping the equator,
as is indicated by the blue curve in (a). Meanwhile, the D5-brane dual to the antisymmetric
Wilson loop wraps an S4 submanifold of RP5 at polar angle θk, as is indicated by the blue
curve in (b).
and R the distance between the quarks, then the potential between probe charges in the
spinor representation must be Vsp = −2piγ N3pi TF1L
2
R
= −γN
√
λ
2
3pi
1
R
.
3.3 The D3/D5-branes dual to large rank (anti)symmetric Wilson
loops
In § 2.4, we found that the SO(N) Wilson loops in the large rank symmetric and antisym-
metric representations, in the supergravity regime, were equal to the corresponding SU(N)
Wilson loops up to the replacement λ → λ/2. Consequently, we expect that the D3 and
D5-branes dual to the SO(N) Wilson loops are closely related to the corresponding branes
dual to the SU(N) Wilson loops, which were identified in [15–17,43].
To review the basic facts about those D-brane solutions, it is convenient to use the
following AdS2 × S2 slicing of the AdS5 metric (see e.g. [32] for more details on the form of
the brane solutions and their actions using these coordinates)
ds2AdS5 = L
2
(
du2 + cosh2 uds2AdS2 + sinh
2 udΩ22
)
. (3.23)
The D3-brane of [15] extends along the AdS2 and S
2 directions within AdS5, with u = uk
constant, and it is point-like in the internal space S5 (or, in our case, RP5). In addition,
there is a non-zero worldvolume gauge field given by
F = i coshuk ω2 (3.24)
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where ω2 denotes the volume form on AdS2. The parameter uk is fixed by requiring that the
fundamental string charge is equal to k, the rank of the dual representation. This yields the
condition, written in terms of D3-brane tension and radius of AdS5
k = 2piα′T34piL2 sinhuk =
L2
piα′gs
sinhuk (3.25)
We have written the result in this (perhaps unfamiliar-looking) way so that it can be easily
applied to both the AdS5 × S5 and AdS5 × RP5 cases, using the appropriate value of the
AdS5 radius. For the former case, using L
4 = 4pigsα
′2N = g2YMNα
′2, (3.25) yields
sinhuk =
f
√
λ
4
, f =
k
N
, (3.26)
while for the AdS5 × RP5 dual to SO(N) gauge group, using (3.5) and (3.6), we get
sinhuk =
f
√
λ/2
4
, f =
k
N
. (3.27)
The D3-brane on-shell action, obtained by summing the DBI and Wess-Zumino contribu-
tions, and supplemented by a boundary term implementing a Legendre transform on the
gauge field, yields [15] (see [32] for the calculation in the coordinates used here)
SD3 = −4pi2L4T3 (uk + sinhuk coshuk) = −2N (uk + sinhuk coshuk) (3.28)
In the SO(N) case, using (3.27), we see that this agrees with (2.53), i.e. it is the same as
the SU(N) case, up to the replacement f
√
λ
4N
→ f
√
λ/2
4N
.
The AdS2 × S4 D5-brane [16, 56] dual to the antisymmetric Wilson loop occupies the
AdS2 in the metric (3.23) with u = 0, and it wraps an S
4 ⊂ S5 at a constant polar angle
θ = θk. Similarly to the D3-brane, there is a worldvolume gauge field with field strength
components along AdS2, given explicitly by
F = i cos θk ω2 . (3.29)
We can have the same solution in the AdS5 ×RP5 case. We may think of RP5 as the upper
hemisphere of S5 with antipodal points identified on the equator. The brane solution then
wraps an S4 “latitude” at angle θ = θk on the upper hemisphere, as shown in Figure 1b. The
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requirement that the flux of the worldvolume gauge field is equal to k yields the condition
k = 8pi3α′T5L4(θk − sin θk cos θk) = L
4
4pi2gsα′2
(θk − sin θk cos θk) . (3.30)
In terms of gauge theory parameters, this can be written, both for the SU(N) and SO(N)
cases, as
θk − sin θk cos θk = pik
N
. (3.31)
Note that in the SO(N) case we can restrict k ≤ N ′, where N ′ is the rank of SO(N), which
is N ′ = N/2 for N even and N ′ = (N − 1)/2 for N odd. Then we see that it is consistent
to restrict θk to the upper hemisphere.
18 The total action of the D5-brane, including the
relevant boundary terms, yields [16]
SD5 = −16pi
3
3
T5L
6 sin3 θk . (3.32)
For the AdS5 × RP5 dual to the SO(N) theory, we then have, using (3.19):
SD5 = −2N
3pi
√
λ
2
sin3 θk , (3.33)
which matches the expectation value of the SO(N) Wilson loop in the antisymmetric rep-
resentation given in Eq. (2.51). Again, the difference with the SU(N) theory result to this
order is simply the replacement
√
λ→√λ/2, in agreement with the localization analysis.
4 The bremsstrahlung function for the spinor defect
CFT
The 1/2-BPS Wilson loop defines an interesting example of a conformal defect labelled by a
choice of representation of the gauge group. Using AdS/CFT, we can extract strong coupling
predictions for the defect CFT1 defined by the Wilson loop in the spinor representation by
studying fluctuations of the dual D5-brane and their correlation functions. For the D3/D5-
brane dual to the Wilson loops in the (anti)symmetric representations of SU(N), this analysis
18The equatorial case θk =
pi
2 , corresponding to k =
N
2 for even N , is a subtle special case because antipodal
points on the equator are identified under the quotient S5/Z2 ∼= RP5. The fact that the volume of RP4 is half
that of S4 may indicate that the D5-brane dual to the antisymmetric Wilson loop corresponding to k = N/2
is doubly wrapped, or alternatively that the singly-wrapped D5-brane is dual to one of the two irreducible,
self-dual representations into which the k = N/2 antisymmetric representation may be decomposed.
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was carried out in detail recently in [32] both on the string and gauge theory sides. Our
analysis in the present paper will be minimal: we restrict our attention to the two-point
correlation functions of the displacement operators characterizing transverse displacements
of the Wilson line, which are dual to transverse fluctuations of the D5-brane within AdS5.
For simplicity we will carry out the computation for the straight Wilson line, but we can
easily map correlation functions on the straight Wilson line defect to correlation functions on
the circular Wilson loop defect, when necessary. Our analysis of the fluctuating D5-brane is
similar to the one in [27] for the AdS2 fundamental string. We leave a more detailed analysis
along the lines of [32] to future work.
Defect correlation functions of operators O1, . . . ,On living on the 1/2-BPS spinor Wilson
loop are defined to be:
〈〈O1(t1) . . .On(tn)〉〉 := 〈TrspP
[
O1(t1) . . .On(tn)e
∫
dt(iAµx˙µ+Φ6|x˙|)
]
〉 , (4.1)
Certain operators have natural interpretations in terms of deformations of the contour xµ(t)
in R4 and of the scalar coupling ΘI(t), defining the Wilson loop (2.2). Here we focus on
the displacement operators Di(t) for the straight Wilson line, which generates transverse
deformations of the curve in R4. They can be defined in terms of the variation of the Wilson
loop in response to a variation in the R4 contour [33,57]:
δW = P
∫
dtδxi(t)Di(t)W. (4.2)
Here, i = 1, 2, 3 denotes the three directions transverse to the unperturbed straight line
contour xµ(t) = (x0(t), . . . , x3(t)) = (t, 0, 0, 0). By taking a variational derivative of Eq. (2.2)
with respect to δxj, one finds Di := iFti + DiΦ6. Every defect CFT has displacement
operators, whose scaling dimension is protected and equal to ∆D = 2 for a one-dimensional
defect [57].
On the string theory side, the fluctuations of the D5-brane dual to the spinor Wilson
loop can be described by a field theory on AdS2 × RP4. Turning off the fluctuations of the
U(1) gauge field (which is zero on the solution),19 the bosonic part of the D5-brane action
19The gauge field fluctuations do not affect the leading order calculation of the displacement two-point
function that we perform below, but they may affect four and higher point correlation functions, even if we
restrict to the displacement sector for external states, as seen in the D5-brane calculations in [32].
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is given by the Nambu-Goto-like action
S =
T5L
6
2
∫
d2σd4τ
√√√√detαβ [∂αxr∂βxr + ∂αz∂βz
z2
+
∂αya∂βya(
1 + 1
4
y2
)2
]
, (4.3)
where σα = (σ1, σ2, τ 1, . . . , τ 4) are world-sheet coordinates on the brane, xr, r = 0, . . . , 3
are spacetime coordinates on the boundary of AdS5 and y
a, a = 1, . . . , 5, are stereographic
spacetime coordinates on RP5.
Since here we will be interested only in the behavior of the displacement operators in the
Wilson loop, which should be dual to the transverse fluctuations within AdS5, we ignore the
fluctuations of the D5-brane in RP5. Second, we pick coordinates on AdS5 that make the
AdS2 geometry of the D5-brane manifest, as in [27]. The AdS5 metric in such coordinates
takes the form
ds2AdS5 =
(
1 + 1
4
x2
)(
1− 1
4
x2
)2ds22 + dxidxi(
1− 1
4
x2
)2 , ds22 = 1z2 (dx20 + dz2) (4.4)
Here xi, i = 1, 2, 3, are the coordinates characterizing transverse displacements of the AdS2
part of the D5-brane. Finally, working in the static gauge (i.e., σ1 = x0, σ2 = z, and the
τ 1, . . . , τ 4 are some parametrization of the static RP4 submanifold) and assuming the xi are
constant on RP4 (i.e., considering only the lowest Kaluza-Klein modes in the dimensional
reduction from AdS2×RP4 to AdS2), we find that the effective Nambu-Goto action describing
the transverse fluctuations of the D5-brane is:
S = T5L
6VRP4
∫
d2σ
√√√√detµν ( (1 + 14x2)(
1− 1
4
x2
)2 gµν + ∂µxi∂νxi(
1− 1
4
x2
)2
)
, (4.5)
where µ, ν = 1, 2 are the AdS2 “worldsheet” coordinate indices, gµν = δµν/(σ
2)2, and VRP4 =
4
3
pi2 is the volume of RP4. We can expand the action in small xi, and to quadratic order we
find:
S = T5L
6VRP4
∫
d2σ
√
g
(
1 +
1
2
∂µx
i∂µxi + xixi +O(x4)
)
. (4.6)
Eq. (4.6) tells us that the xi fields are scalars in AdS2 with mass m
2 = 2, corresponding to
∆ = 2 using the familiar AdS/CFT dictionary m2 = ∆(∆ − 1). The xi are dual to the Di
displacement operators, which have the right scaling dimension, the same SO(3) symmetry
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corresponding to rotations about the straight Wilson line, and the same interpretation in
terms of transverse deformations of the Wilson line/surface.
Thus, by an AdS2/dCFT1 correspondence [27] between the defect CFT on the spinor
Wilson loop and the fluctuations of the dual D5-brane, we expect:
〈〈Di(t1)Dj(t2)〉〉CFT1 = 〈xi(t1)xj(t2)〉AdS2 . (4.7)
We can use Eq. (4.7) to find 〈〈Di(t1)Dj(t2)〉〉CFT1 at strong coupling. From the action in
Eq. (4.6), the boundary two-point function in AdSd+1 can be readily calculated. In particular,
the two-point function for a scalar field governed by the action S = T
2
∫
ddzdz0
√
g(gµν∂µφ∂νφ+
m2φ2), with m2 = ∆(∆− d) and gµν = 1z20 δµν , is [58]:
20
〈O∆(x)O∆(y)〉AdSd+1 = T
(2∆− d)Γ(∆)
pid/2Γ(∆− d
2
)
1
|x− y|2∆ . (4.8)
For the case of the xi fields, with d = 1 and ∆ = 2 and taking into account the factor of
T5VRP4 in the normalization of the action, this yields:
〈xi(t1)xj(t2)〉 = 6T5L
6VRP4
pi
δij
|t1 − t2|4 =
N
√
λ√
2pi3
δij
|t1 − t2|4 . (4.9)
Because there is a canonical choice for the normalization of the xi fields according to
Eq. (4.3) and for the Di(t) operators according to Eq. (4.2), the coefficient of the two-point
function in Eq. (4.9) is a meaningful quantity that we can compare to physical properties of
the boundary CFT. In particular, we can relate the normalization of the two-point function
of the xi fields to the bremsstrahlung function of the Wilson loop in the spinor representation,
by using the results derived in [33]. Section 4 of [33] argues for precise relationships between
three observables in the defect conformal field theory associated with a Wilson line: the
derivative of the anomalous dimension of a cusp in the Wilson line evaluated at zero angle,
the normalization of the two-point function of the displacement operators, and the energy
radiated by an accelerating quark.
Most relevant to our present purpose, the two-point function of the displacement opera-
20Notice that the factor of T appears in the numerator rather than the denominator of the two point
function, the opposite of what one would find for 2-point functions in ordinary field theory. This follows
from the definition of the AdS correlation functions as variational derivatives of the exponential of the action
with respect to the fields at the boundary.
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tors Di on a straight Wilson loop is related to the bremsstrahlung function, B(λ), by:21
〈〈Di(t1)Dj(t2)〉〉 = 12B(λ)δij
t412
. (4.10)
From Eq. (4.7), Eq. (4.9), and Eq. (4.10), it follows that the leading contribution to the
spinor Wilson loop bremsstrahlung function at strong coupling is:
Bsp(λ) =
N
√
λ
12
√
2pi3
+O
(
1√
λ
)
. (4.11)
We can also calculate the bremsstrahlung function directly in the defect CFT using
supersymmetric localization. The argument is the same as for the case of the fundamental
Wilson loop [27,33]. First, one notes that the bremsstrahlung function can also be extracted
from the two-point function of the scalar operators Φa, a = 1, . . . , 5, i.e. those that do
not appear in the Wilson loop (2.2). This is because these operators belong to the same
supermultiplet of OSp(4∗|4) as the displacement. Their two-point function is given by
〈〈Φa(t1)Φb(t2)〉〉 = 2B(λ)δab
t212
. (4.12)
In particular, the dimensions of the Φa fields are protected and equal to 1, and the normal-
izations of the two different two-point functions are related by a factor of 6. These properties
follow from supersymmetry and are independent of the gauge group and representation.
The normalization constant in (4.12) can be extracted via localization by considering
certain “twisted” combinations of the scalars Φa that have position independent correlation
functions on the circle, see [24,27,28,31,33] for more details. The end result is that, for any
representation R, one obtains the exact result
BR(λ) =
λ
2pi2
∂
∂λ
log〈WR〉 . (4.13)
21The bremsstrahlung function is also related to the anomalous dimension of a cusp of angle φ by the
equation B = 12∂
2
φΓcusp(φ)|φ=0, and yields the energy of a moving quark moving at low velocities by ∆E =
2piB
∫
dt(v˙)2.
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For the spinor Wilson loop, using Eq. (2.38), this yields
Bsp(λ) =
λ
2pi2
∂
∂λ
2N
pi
∫ 1
0
√
1− u2 log
(
cosh
(
1
2
√
λ
2
u
))
du
=
N
√
λ
4
√
2pi3
∫ 1
0
√
1− u2u tanh
(
1
2
√
λ
2
u
)
du. (4.14)
In the large λ regime, this reduces to Bsp(λ) =
N
√
λ
12
√
2pi3
+ O
(
1√
λ
)
, in precise agreement with
Eq. (4.11). Localization may be similarly applied to obtain predictions for higher-point
functions of the protected scalar operators. It would be interesting to match them with the
correlators obtained from the D5-brane.
5 Conclusions
In this paper, we studied the half-BPS circular Wilson loop in the N = 4 SYM theory with
orthogonal gauge group. Using supersymmetric localization, we derived exact results for its
expectation value, focusing on the large N limit and on the fundamental, (anti)symmetric
and spinor representations. In the latter case we obtained a simple quantitative test of the
proposal of [21] by matching the classical action of the AdS2×RP4 D5-brane with the strong
coupling limit of the spinor Wilson loop expectation value.
There are many natural extensions of the calculations we have discussed. One could try to
study in detail the spectrum of fluctuations of the D5-brane dual to the spinor Wilson loop,
along the lines of earlier work [59–61] done for the D3/D5-branes dual to (anti)symmetric
representations. Knowing the spectrum of excitations of the D5-brane would allow one to
compute the one-loop correction to the Wilson loop expectation value, as in [62, 63], which
would be very interesting to match with the localization prediction (for this, one would
need to extend the analysis done in § 2.3 to order N0). From the point of view of defect
CFT, it would also be interesting to match the spectrum of excitations of the brane to the
spectrum of defect operator insertions on the Wilson loop. Using localization and techniques
similar to the ones developed recently in [32], one should be able to obtain exact results for
a subsector of defect correlation functions and match them with the D5-brane dynamics.
While the analysis should be somewhat similar to the one done in [32] for the antisymmetric
representation (dual to the AdS2 × S4 D5-brane), there should be important differences.
For instance, in the spinor Wilson loop case there should be no “Legendre transform” with
respect to the gauge field, which is related in the case of (anti)symmetric representation
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to fixing the rank k of the representation. It could also be worthwhile to see whether the
defect spectrum and correlation functions on the spinor Wilson loop may be controlled by
some underlying integrability. In the case of the antisymmetric Wilson loop in the SU(N)
theory, some steps along these lines were taken in [64]. The case of the spinor representation
should be similar, and perhaps simpler: in some sense, the spinor representation is more
“fundamental” than the rank-k antisymmetric one because it does not arise from the tensor
product of k fundamental representations.
Another extension natural from the defect CFT point of view would be to study “bulk-
defect” observables, i.e. correlation functions of the Wilson loop, with or without defect
insertions, and local operators inserted away from the Wilson loop. Some such calculations
were done in [65] for the (anti)symmetric representations of SU(N), and it would be nice to
extend them to the SO(N) case and the spinor representation. The “bulk-defect” correlation
functions play an important role in the bootstrap approach [28] to defect CFT, and are also
accessible by supersymmetric localization when restricted to a special protected subsector.
Finally, it may also be interesting to study other representations of the orthogonal gauge
group, like the spin-s tensor-spinor representations [s, 1/2, . . . , 1/2] (with s a half-integer),
and see whether they have a natural D-brane description on the string theory side. The
analysis of larger representations of size ∼ N2 (that may also include large spinorial repre-
sentations), would also be of interest: they should be dual to “bubbling geometries” with
AdS5×RP5 asymptotics, similarly to the AdS5×S5 case studied in [18–20],22 but they may
involve new features that are worth investigating.
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A Quadratic Casimirs of SO(N)
The quadratic Casimir of SO(N) appears in the leading term in the Feynman diagram
expansion of the Wilson loop, given in Eq. (2.4). Presently, we collect the expressions for the
22The bubbling geometries dual to large chiral primary local operators in the case of SO(N)/USp(N)
gauge theory was studied in [66] and further discussed in [24].
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quadratic Casimirs in the fundamental, the symmetric, the antisymmetric, and the spinor
representations.
As in the main text, let T aR be the generators of SO(N) in the representation R of
dimension dim(R). The quadratic Casimir is defined by T aRT
a
R = C2(R)1dim(R)×dim(R). Once
we fix the normalization of the generators in the fundamental representation by Tr(T aFT
b
F ) =
C(F )δab, C2(R) is fixed in terms of C(F ), the Dynkin labels ai of R and the inverse Cartan
matrix Gij by the equation (see Eq. 27 in [67]):
C2(R) =
C(F )
2
N ′∑
i=1
N ′∑
j=1
(ai + 2)Gijaj. (A.1)
Here, N ′ is the rank of SO(N) when N = 2N ′ or N = 2N ′ + 1.
To determine C2(R) for the four representations, we need the inverse Cartan matrix for
SO(N) and the Dynkin labels for each representation. The inverse Cartan matrices for
SO(2N ′) and SO(2N ′ + 1) are given in Table 3 of [53]. Furthermore, the Dynkin labels
generically can be related to the Young tableau indices mi, i = 1, 2, . . . , N
′, which specify
the number of boxes in the ith row of the representation’s Young tableau. Section 1.58 of [68]
tells us that when N = 2N ′, then ai = mi −mi+1 for 1 ≤ i < N ′ and aN ′ = mN ′−1 + mN ′ ;
and when N = 2N ′ + 1, then ai = mi −mi+1 for 1 ≤ i < N ′ and aN ′ = 2mN ′ . Using the
explicit forms of Gij and the relations between the ai and mi for both even and odd N , we
can rewrite Eq. (A.1) in a more useable form:
C2(R) =
C(F )
2
(
Nr +
N ′∑
i=1
mi(mi − 2i)
)
, (A.2)
where r =
∑
imi.
Finally, we consider the four specific representations. For the fundamental representation,
m1 = 1, mi = 0 for 2 ≤ i ≤ N ′. For the rank k symmetric representation, m1 = k, mi = 0
for 2 ≤ i ≤ N ′. For the rank k antisymmetric representation, mi = 1 for 1 ≤ i ≤ k and
mi = 0 for k < i ≤ N ′. Finally, for the spinor representation, mi = 1/2 for 1 ≤ i ≤ N ′.
It follows that the non-zero Dynkin labels are a1 = 1 for the fundamental, a1 = k for the
symmetric, ak = 1 for the antisymmetric, and aN ′ = 1 for the spinor. Using either Eq. (A.1)
34
or Eq. (A.2), we arrive at the following expressions:
C2(F ) = C(F )
N − 1
2
, (A.3)
C2(Sk) = C(F )
k(k +N − 2)
2
, (A.4)
C2(Ak) = C(F )
(N − k)k
2
, (A.5)
C2(sp) = C(F )
N(N − 1)
16
. (A.6)
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