Multiobjective optimization evolutionary algorithms have been successfully applied to solving constrained optimization problems. This paper proposes a new multiobjective optimization differential evolution algorithm for constrained optimization. Through a study of fitness landscapes using principle component analysis, we discover a statistic method of identifying the valley direction in a valley landscape. Based on this discovery, a new search operator called PCA-projection is constructed which projects an individual to a position along the valley direction. Then multiobjective optimization differential evolution using this projection operator is designed for constrained optimization. A comparative experiment has been implemented between the proposed algorithm and a state-of-the-art multiobjective differential evolution algorithm on a standard set of 24 benchmarks. Experimental results show that the new algorithm makes a significant improvement in terms of solution accuracy. The proposed algorithm is also competitive with ten evolutionary algorithms participated in an IEEE CEC 2006 competition and is ranked third in terms of the final rank.
Introduction
Optimization problems in the real world often contain different types of constraints. A constrained optimization problem (COP) can be formulated by the following mathematical form:
subject to g i (x) ≤ 0, i = 1, · · · , q, h j (x) = 0, j = 1, · · · , r,
where Ω is a bounded domain in R n , given by Ω = {x | L i ≤ x i ≤ U i , i = 1, · · · , n}, L i and R i denote lower and upper boundaries respectively. g i (x) ≤ 0 is the ith inequality constraint while h j (x) = 0 the jth equality constraint.
There exist a variety of evolutionary algorithms (EAs) for solving COPs, which employ different constraint handling techniques, such as the penalty function method, feasibility rule, repair method and multiobjective optimization [1, 2, 3] . This paper focuses on the multi-objective optimization method [4] . Its idea is to convert a single-objective COP into a multi-objective optimization problem (MOP) without a constraint. The converted MOP often is a two-objective optimization problem [5] in which one object is the original objective function and the other is the degree function violating the constraints [6] :
where f (x) is the original objective function f (x) and v(x) is the degree of constraint violation. v(x) is defined by the sum of constraint violation degrees:
The first part in the formula is the sum of the degree of violating an inequality constraint, given by v g i (x) = max{0, g i (x)}, i = 1, · · · , q.
The second part is the sum of the degree of violating an equal constraint, given by v h j (x) = max{0, |h j (x)| − δ}, j = 1, · · · , r,
where δ is a tolerance allowed for the equality constraint.
The idea of applying multi-objective evolutionary algorithms (MOEAs) to COPs have attracted researchers' interest in last two decades. Surry and Radcliff [5] proposed constrained optimization by multiobjective genetic algorithms. They considered a COP in a dual perspective, as a constraint satisfaction problem and an unconstrained optimization problem. Coello [7] introduced the concept of non-dominance to handle constraints into the fitness function of a genetic algorithm. Feasible individuals are ranked higher than infeasible ones, while infeasible individuals with a lower degree of constraint violation is ranked higher than those with a higher degree. Zhou et al. [6] converts a COP to a two-objective optimization model: the original objective function and the degree function violating the constraints. Then they designed a real-coded genetic algorithm based on Pareto strength and Minimal Generation Gap model. Venkatraman and Yen [8] proposed a two-phase genetic algorithm framework for solving COPs. In the first phase, a COP is treated as a constraint satisfaction problem. In the second phase, a COP is treated as a bi-objective optimization problem with the simultaneous optimization of the objective function and the satisfaction of the constraints. Then the Non-Dominated Sorting Genetic Algorithm (NSGA-II) is used. Cai and Wang [9, 10] combined multiobjective optimization with differential evolution (CMODE) to solve COPs which is based on the two-objective model. The search is guided by infeasible solution archiving and replacement mechanism. Furthermore, they provided a dynamic hybrid framework [11] , which consists of global search and local search models. More recently, Gao and Yen et al. [12] considered COPs as a bi-objective optimization problem, where the first objective is the reward function or actual cost to be optimized, while the second objective is the constraint violations degree. Gao et al. [13] proposed a reverse comparison strategy based on multi-objective dominance concept. That strategy converted the original COPs to MOPs with one constraint, and weeds out worse solutions with smaller fitness value regardless of its constraints violation. Xu et al. [14] considered a new MOP which is composed of the objective function, the sum of the degrees of constraint violation and also the weighted sums of the normalized objective function and normalized degrees of constraint violation.
Among MOEAs for solving COPs, CMODE [9, 10] is one of the most efficient methods. The purpose of this paper aims to improve its performance. The main novelty in this paper is to construct a new search operator based on principle component analysis (PCA) and replace the normal crossover used in CMODE [10] . As a result, a PCA-based multi-objective optimization differential evolution algorithm (PMODE) is proposed. In order to evaluate the performance of the new algorithm, twenty-four test functions are used in a comparative experiments. Experimental results indicate that PMODE can achieve an overall superior performance comparing to CMODE [10] .
The remainder of this paper is organized as follows. Section 2 introduces related work in differential evolution (DE), CMODE and PCA's applications in EAs. Section 3 explains the proposed main work in details. Section 4 gives experimental results and performance comparison. Section 5 concludes this paper.
Background
Our work is built upon three aspects: classical DE [15] , CMODE [10] and applications of PCA in EAs [16] . This section reviews them one by one.
Classical Differential Evolution
DE is a popular EA for solving continuous optimization problems [15] . In DE, a population P t is represented by µ n-dimensional vectors:
where t represents the generation counter. µ is the population size. The initial individuals are chosen randomly from
T is generated at random as follows:
where rand is the random number [0, 1]. The DE algorithm consists of three operations: mutation, crossover and selection, which are described as follows [15, 14] .
is generated by
where random indexes r1, r2, r3 ∈ {1, · · · , µ} are mutually different integers. They are also chosen to be different from the running index i. F is a real and constant factor from [0, 2] which controls the amplification of the differential variation (x r2,t − x r3,t ). In case
DE Crossover: in order to increase population diversity, crossover is also used in DE. The trial vector u i,t is generated by mixing the target vector x i,t with the mutant vector v i,t . Trial vector u i,t = (u i,1,t , u i,2,t , · · · , u i,n,t ) is constructed as follows:
where rand j (0, 1) is a uniform random number from [0, 1] . Index j rand is randomly chosen from {1, · · · , n}. Cr ∈ [0, 1] denotes the crossover constant which has to be determined by the user. In addition, the condition "j = j rand " is used to ensure the trial vector u i,t gets at least one parameter from vector v i,t .
DE-Selection: a greedy criterion is used to decide whether the offspring generated by mutation and crossover should replace its parent. Trail vector u i,t is compared to target vector x i,t , then the better one will be reserved to the next generation.
There exist several variants of DE algorithms. The DE used in our study is the DE/Rand/1/bin DE [17] which is illustrated below.
1: initialize a population P = {x 1 , · · · , x µ }. // µ denotes the size of a population P ; 2: calculate fitness values of each individual in P ; 3: while the terminal condition is not satisfied do 4:
randomly select three individuals r 1 , r 2 , and r 3 from P at random, such that r 1 = r 2 = r 3 = i; 6: implement DE mutation and crossover and generate a child u i of x i ; 7: calculate fitness value f (u i );
x i ← u i ; 10: end if 11: end for 12: end while
Multiobjective optimization differential evolution for COPs
Given the MOP converted from a COP,
Although normal MOEAs can be applied to solving the above MOP, they are not so efficient because the target of COPs is not a Pareto front, instead only a single point or several points. Therefore problem-specific MOEAs seems more efficient for solving COP. Among those problem-specific MOEAs, CMODE designed by Wang and Cai [10] is one of the most efficient. The procedure of CMODE is described as as below.
1: generate an initial population P 0 with population size µ; 2: evaluate the fitness value f and constraint violation v for each individual in the initial population; 3: set F ES = µ; // FES is a counter for the number of fitness evaluations 4: set A = ∅; //A is an archive to store the infeasible individual with the lowest degree of constraint violation 5: for t = 1, · · · , F ES max do //F ES max represent the maximum number of functions evaluations 6: choose λ individuals (denoted by Q) from population P t ;
7:
let P = P t \ Q; 8: for each individual in set Q, an offspring is generated by using DE-mutation and DE-crossover operations. Then λ children (denoted by C) are generated from Q; 9: evaluate the fitness value f and constrain violation v for each individual in C; 10: set F ES = F ES + λ; 11: identify all nondominated individuals in C (denoted by R); 12: for each individual x in R do 13: find all individual(s) in Q dominated by x; 14: randomly replace one of these dominated individuals by x; 15: end for 16: let P t+1 = P ∪ Q; 17: if no feasible solution exists in R then 18: identify the infeasible solution x in R with the lowest degree of constraint violation and add x to A; 19: end if 20: if mod (t, k) = 0 then 21: execute the infeasible solution replacement mechanism and set A = ∅; 22: end if 23: end for 24: return the best found solution
The algorithm is explained step-by-step in the following. At the beginning, an initial population P 0 is chosen at random, where all initial vectors are chosen randomly from [L i , U i ] n . At each generation, the parent population P t is split into two groups: one group with λ parent individuals that are used for DE operations (set Q) and the other group (set P ) with µ − λ individuals that are not involved in DE operations. DE operations are applied to λ selected children (set Q) and then generate λ children (set C).
Selection is based on the dominance relation. First nondominated individuals (set R) are identified from the children population C. Then these individual(s) will replace the dominated individuals in Q (if exists). As a result, the set Q is updated. The set Q is merged with those parent individuals that are involved in DE operation (the set P ) together and then the next parent population P t+1 is formed. The procedure repeats until reaching the maximum number of evaluations. The output is the best found solution by DE.
The infeasible solution replacement mechanism is that, provided that a children population is composed of only infeasible individuals, the "best" child, who has the lowest degree of constraint violation, is stored into an archive. After a fixed interval of generations, some randomly selected infeasible individuals in the archive will replace the same number of randomly selected individuals in the parent population.
Application of Principle Component Analysis in Evolutionary algorithms
PCA is a well-known statistical method widely used in data analysis [18] . Its main goal is to compress a high-dimensional data into a lower dimensional space. It is an interesting idea to apply PCA to the design of EAs but so far only a few research papers can be found on this topic. Munteanu and Lazarescu's work [16] designed a mutation operator based on PCA. They claimed that a PCA-mutation genetic algorithm (GA) is more successful in maintaining population diversity during search. Their experimental results show that a GA with the PCA-mutation obtained better solutions compared to solutions found using GAs with classical mutation operators for a filter design problem.
Munteanu and Lazarescu [16] designed a new mutation operator on a projection search space generated by PCA, rather than the original space. Their PCA mutation is described as follows. A population with N individuals is represented by an
where n is the space dimension and N the population size. Each x is an individual represented by a column vector.
1: From the data set X, calculate the n × n covariance matrix Σ:
where m = E[x] which is the mean over
Given the co-variance matrix Σ, compute its eigenvectors v 1 , · · · , v n and sort them in the order of the corresponding eigenvalues of these eigenvectors from high to low. Form a n × n matrix
Calculate the projection of the data set X using the orthogonal basis v 1 , · · · , v n and obtain a projected population, represented by the matrix Y = [y 1 , · · · , y n ] T :
4: Compute the squared length of the projections along each direction v i , that is,
5: Choose quantities c i,j randomly between 0 and c max where c max is a constant parameter of the mutation operator such that c i−1,j ≤ c i,j for i = 1, · · · , n. 6: The mutation operator adds the quantities c i,j to each projected squared coordinate as follows:
7: Compute the sign of each element in the matrix Y, which is represented by the matrix signum(Y). 8: Generate the child y i from y i as follows: y i,j equals to the square roots of the mutated square projections L i (x j ) 2 multiplied by the corresponding sign signum(y i,j ). 9: Obtain the mutated point in the original search space:
Notice that the above PCA-mutation doesn't reduce the data set X into a lower dimension space, instead X and Y have the same dimension. This PCA-mutation aims to conduct mutation in the projection space rather than the original space. However the dimensions of the projection space and original space are the same.
PCA is also used to improve the efficiency of particle swarm optimization (PSO) [19] . The search direction in PSO is a linear combination among its present status, historical best experience and the swarm best experience, but this strategy is inefficient when searching in a complex space. Then a new PCA-based search mechanism (PCA-PSO) is proposed in [19] in which PCA is mainly used to efficiently mine population information for the promising principal component directions and then a local search strategy is utilized on them. Their experimental results show that PCA-PSO outperforms some PSO variants and is competitive for other state-of-the-art algorithms.
PCA-based Multiobjective Optimization Differential Evolution
The performance of an EA is linked to whether its search operators work efficiently on a fitness landscape. In this section we design a new PCA-projection operator for searching the valley landscape and then propose new PCA-based multiobjective optimization differential evolution (PMODE) for COPs.
Analysis of Principle Component and Valley Direction
Although the PCA-mutation operator proposed in [16] was efficient for a filter design problem, it has one disadvantage. The PCA-mutation still acts on the same dimension space as the original search space. Thus, as the population size increases, the calculation of eigenvalues and eigenvectors in PCA becomes more and more expensive. In this paper, we propose a simple PCA-search operator in which PCA is only applied to several selected points. The research question is how to select points from a population for implementing PCA? The solution relies on the valley concept.
In the 3-dimensional space on Earth, a valley is intuitive which means a low area between two hills or mountains. However, this definition is really fuzzy. What does a valley in a higher dimensional space mean? How to identify the location of a valley? So far there exist no clear mathematical definition about the valley. In this paper, we study the valley landscape using PCA and find that PCA provides a statistic method of identifying the valley direction.
Let's explain our idea using the well-known Rosenbrock function:
Its minimum point is at (1, 1) with f (1, 1) = 0. Fig. 1a shows the contour graph of Rosenbrock function. From Fig. 1a , it is obvious that a deep valley exists on this landscape. But how to identify the valley? In the following we show a statistical method of calculating the valley direction. First we sample 20 points at random and select 6 points with smallest function values from the population. Fig. 1b depicts that these 6 points (labeled by squared points) are closer to the valley than other points.
Next we identify the valley direction. Since the selected 6 points distribute along the valley, the valley direction can be regarded as a direction along which the variance of the 6 points is maximal. This direction can be identified by PCA. Assume that the valley direction is a linear line, the valley in fact can be approximated by the first principle component found by PCA. Let's project the 6 selected points onto the first principle component. Fig. 1c shows that the projected points (labeled by dotted points) approximately represent the valley direction.
But it should be pointed out if we apply PCA to the whole population and project all points onto the first principle component, we cannot obtain the valley direction. Fig. 1d shows that the mapped points (labeled by dotted points)) don't distribute along the valley direction. The mapped points could represent any direction because the 20 points are generated at random.
Proposed PCA Projection
Based on the discovery in the above subsection, we design a new PCA search operator. Here is our idea: Given a population, we select a group of points with smaller function values from the population; apply PCA [18] to calculate principle components; then project the points onto the principle components; at the end reconstruct the projected points in the original search space and these points are taken as the children. The procedure is described in detail as follows:
PCA-projection: Given a population P and a fitness function f (x),
with smaller fitness values from the population P (for PMODE in the next subsection, select individuals from the best half of the population). Denote these individuals by X. 2: Calculate the n × 1 mean vector m and n × n covariance matrix Σ:
3: Calculate the eigenvectors v 1 , · · · , v n of the covariance matrix Σ, sorted them so that the eigenvalues of v i is larger than v j for i < j. Form a n × m matrix V = [e 1 , · · · , e m ] where m n. For PMODE in the next subsection, m = 1, that is the first principle component. 4 : Project x i onto the lower-dimensional space:
5: Reconstruct the projected point x i in the original space:
We call the search operator PCA-projection, rather than PCA-mutation [16] , because there is no mutation step as PCA-mutation [16] .
Compared with PCA-mutation in [16] , the PCA-projection has three new features:
• The computation of our PCA-projection is much lighter than PCA-mutation in [16] . Our PCAprojection is applied to only selected M good points from the population. For example, M = 8 in PMODE which is a small number.
• The PCA-projection has an intuitive explanation. It can project an individual to a new position along the valley direction for a valley landscape.
• It also takes the advantage of compressing a higher dimensional data into a lower dimension space. For example, in PMODE the projected space is 1-dimentional (the first principle component). This probably makes the search faster.
PCA-based Multiobjective Optimization Differential Evolution
With the proposed PCA-projection, PMODE was developed based on the framework of CMODE described in Section 2.2. Although the structure of PMODE is similar to CMODE, they are two essentially different EAs. PMODE employs DE-mutation and PCA-projection but without crossover, while CMODE uses DE-mutation and DE-crossover. The pseudo-code of the PMODE is shown as below:
7:
let P = P t \ Q; 8: for each individual in set Q, an offspring is generated by using DE mutation and with a probability p applying PCA-projection. Then λ children (denoted by C) are generated from Q; //0 < p 1 is a parameter.
9:
evaluate the fitness value f and constrain violation v for each individual in C; 10: set F ES = F ES + λ; 11: identify all nondominated individuals in C (denoted by R); 12: for each individual x in R do 13: find all individual(s) in Q dominated by x; 14: randomly replace one of these dominated individuals by x; 15: end for 16: let P t+1 = P ∪ Q; 17: if no feasible solution exists in R then 18: identify the infeasible solution x in R with the lowest degree of constraint violation and add x to A; 19: end if 20: if mod (t, k) = 0 then 21: execute the infeasible solution replacement mechanism and set A = ∅; n . Steps 5-16 evolve a population. At each generation, the parent population P t is split into two groups: one group with λ parent individuals that are used for DE mutation and PCA-projection (set Q) while the other group (set P ) with µ − λ individuals that are not involved in these operations. DE mutation and PCA-projection are applied to λ selected children (set Q) and then generate λ children (set C). The PCA-projection is realized with the aid of the PCA technique. The input matrix coming from the λ individuals (denoted by Q), which is to implement the PCA-projection with a very small probability. Since the probability of applying PCA-project is very small (p = 0.04 in our experiments), this operation doesn't increase too much computation. On the other hand, DE-crossover is removed from PMODE, so the search is mainly determined by DE-mutation plus PCA-projection. This makes the search operators in PMODE essentially different from CMODE. Selection is based on the dominance relation which is the same as CMODE.
Steps 17-22 are the infeasible solution replacement mechanism, which is the same as CMODE.
Experimental Study

Experimental settings
In order to evaluate the performance of PMODE, 24 benchmark functions are used in our experiments. Table 1 describes the details of these benchmark test functions. n is the number of decision variables, ρ is the estimated ratio between the feasible region and the search space, and f (x * ) is the objective function value of the best known solution. There are mainly five parameters in the design of these PMODE: the population size (N ), the scaling factor (F ) and the PCA-projection probability (p), the parameters for set Q (λ and k). p is set as 0.004. The values of other parameters follow the settings in [10] : N is set as 180, F is randomly chosen between 0.5 and 0.6, and λ = 8, k = 22.
For each algorithm, 25 independent runs were implemented for each benchmark test function within a maximum fitness evaluations FES = 5 × 10 5 . The tolerance value δ for the equality constraints was set to 0.0001. As suggested by CEC 2006 Competition, the best, median, worst, mean, and standard deviation of the error value (f (x) − f (x * )) for the best-so-far solution x after FES = 5 × 10 3 , FES = 5 × 10 4 , and FES = 5 × 10 5 in each run are recorded in Tables 2−3 . The numbers in the parentheses behind the error distance values of the best, median, and worst solutions represent the number of unsatisfied constraints at the best, median, and worst solutions, respectively.
General Performance of the Proposed Algorithm
As shown in Tables 2−3, feasible solutions can always be found for 12 of 24 benchmark functions that are g01, g02, g04, g06, g07, g08, g09, g10, g12, g16, g19 and g24 within 5 × 10 3 FES. In 5 × 10 4 FES, feasible solutions can be found in every run for all benchmark functions apart from g20 and g22. g20 and g22 are very difficult for PMODE to solve because they are still far away from feasible region until 5 × 10 5 FES. However, within 5 × 10 5 FES, feasible solutions can be consistently found in all other 20 benchmark functions. Additionally, very close or equal to best known solution can be found in g01, g08, g10, g11, g12, g14, g16, g18, g19 and g24 in all runs, even better than best known solutions (shown as negative value) can always be found in g03, g04, g05, g06, g07, g09, g13, g15, g17 and g23. The result of the rest two benchmark functions g02 and g21 can also arrive at best known solutions in most runs. Table 4 shows the number of FES in each success run as suggested in CEC 2006 Competition: | f (x) − f (x * ) |≤ 0.0001 and x is feasible. Feasible rate, the success rate, and the success performance are also recorded in Table 4 . The feasible rate represents the percentage of runs where at least one feasible solution can be found by PMODE. The success rate denotes the percentage of runs where the PMODE can find a solution that satisfies the success condition. The success performance denotes the mean number of FES for successful runs.
As shown in Table 4 , all benchmark functions can find feasible solution with the probability 100% except for g20 and g22, and no feasible solution found yet for these two function. For the success rate, PMODE can arrive 100% for all benchmark function apart from g02, g20, g21 and g22. However, the success rate of g02 and g21 are both over 90% which means the successful runs arise in a majority of trials for these two test functions. Regarding to the success performance, POMDE requires less than 1 × 10 5 FES for 16 test functions, less than 2 × 10 6 FES for 21 test functions and less than 2.7 × 10 6 FES for 22 test functions to achieve the target error accuracy level.
Experimental comparison of PMODE and CMODE
PMODE is compared with CMODE [10] on 24 benchmark test functions. 25 independent runs were executed on each test function and the maximum number of FES was 5 × 10 5 . Tables 5 reports the detailed comparative results of PMODE and CMODE on function error values and success performance. Additionally, a one-sample t-test [20] was implemented to verify the difference between success performance generated by PMODE and the results of COMDE. But the one-sample t-test was not used in function error values because the sample standard deviation s in function error values of PMODE sometimes equals to 0 and the t-test is invalid in this case. In the t-test, the null hypothesis is that the sample mean from 25 runs of PMODE equals to the population mean µ 0 whose value is taken from [10] . The statistic formula of one sample test is given as follows:
where x denotes the sample mean from PMODE, s denotes the sample standard deviation of the sample and n denotes the sample size and µ 0 is the mean from [10] . Thus, the comparison of the success performance does not only depends on their values, but also should satisfies the statistic significance in the one-sample t-test, which means if p-value > 0.05, the results of success performance between PMODE and CMODE have no difference. As shown in Table 5 , it can be observed that for f r (x) (denotes function error values), PMODE clearly wins in 15 of 24 test functions (i.e., g03, g04, g06, g07, g08, g10, g13, g14, g15, g17, g18, g21, g23, g24) while CMODE is better in only 4 test functions (i.e., g01, g02, g09, g19). In the aspect of success performance, PMODE can achieve the target error accuracy level by fewer FES in 12 test functions (i.e., g02, g03, g05, g07, g09, g10, g14, g15, g17, g18, g21, g23) while CMODE have better performance in only 6 test functions (i.e., g01, g04, g06, g15, g19, g24). It can be observed that, although PMODE has smaller FES than CMODE, p-value by one-sample t-test > 0.05 in g11, g12 and g13. Thus, there are no difference between the success performance of PMODE and CMODE on g11, g12 and g13 according to the one-sample t-test.
The test problem g20 is not listed in Table 6 since there is no feasible solution can be found. From Table 6 , it can be seen that both PMODE and CMODE have good performance in all test functions but except g20 and g22. PMODE and CMODE have same performance for feasible rate in all test functions, where the average feasible rate are both 95.65%. However, PMODE wins again in success rate, although the success rate is not 100% in g02 and g21, PMODE can achieve an average 95.13% , whereas the success rate of CMODE is 94.78% for average.
Comparison of PMODE, CMODE and all EAs in CEC 2006 Competition
We compare our experimental results with those in CEC 2006 Competition. The competition data were accessed from the CEC 2016 Special Session website 2 . There were ten EAs participated in the competition. Their characteristics were summerized by Barbosa et.al [21] as below.
• j-DE2 [22] : a DE algorithm with self-adaptive control parameters and the feasible rule: a feasible solution is better than an infeasible one and the latter are ranked according to the sum over all the constraint violations.
• DE [23] : the standard DE algorithm, with the same feasible rule constraint-handling method as jDE-2. Table 4 : Number of FES to achieve the success condition, success rate, feasible rate, and success performance Table 8 shows the success performance FEs divided by FEs of the best algorithm among the twelve EAs on twenty-three test problems. MDE, SaDE and DMS-PSO dominate among all competition algorithms including PMODE and CMODE on success performance, whereas PMODE and CMODE are ranked eighth and ninth respectively. Table 9 lists the ranking of the twelve EAs in terms of f r (x), feasible rate, success rate and success performance respectively. As a result, the final rank is calculated according to the overall ranking of all four measures. As we can see that, ε DE and DMS-PSO win the first and second places among all twelve EAs respectively. It is worth mentioning that PMODE, proposed algorithm in this paper, is in the third place while CMODE is only ranked seventh. Thus, PMODE gains a clear win against CMODE, and is among the top three EAs. This means PMODE is competitive with other types of EAs too. Fig. 2 describes the convergence speed of PMODE. The convergence speed is measured by the average convergence rate R t defined as follows [32] :
Convergence Speed of PMODE
where R t denotes the normalized convergence speed, t the number of current generation, f (x t ) the objective value at t generation, and f * the objective value of the known optimal solution. In addition, R t may take a negative value since the event | f (x t ) − f * |>| f (x 0 ) − f * | could happen. This means, x 0 is an infeasible solution but its objective value is less than than x t which is a feasible solution. In this case, the convergence speed takes a negative value as shown by g23 in Fig. 2a .
Using the average convergence rate R t , we can easily evalute and compare the convergence speed of different algorithms. It is better than the logarithmic rate log(f (x t ) − f opt ) used in many references [10] because the logarithmic rate itself doesn't provide any information about the convergence rate but only its slop does. However, the average convergence rate R t provides a quantitative value of the convergence speed. Fig. 2 indicates the convergence speed of PMODE for 24 benchmark functions. In order to avoid stochastic distribution, the plotting stops at f (x t )−f * ≤ 10e −6 . Since there is a large difference between convergence speed, test functions are divided into 8 groups by required FES, and each sub-figure contains two to four lines corresponding to their test functions. The horizontal axis represents FES, while the vertical axis represents R t . As shown in Figs. 2a-2h , the convergence speed of all test functions follow the same rules: from high to low and become steady in the end. The average convergence rate R t provides a quantitative value of the convergent speed. For example, R t = 0.0005 means that the error e t = 0.9995 t e 0 at the tth generation. Thus R t provides an exact value of the convergent speed. However the index log(f (x t ) − f opt ) cannot do it in this way.
For g23, g10 and g21 in Figs. 2a, 2d and 2g, the negative value of R t means f (x t ) > f (x 0 ). This means initially an infeasible solution is generated with a good function value f (x 0 ) but later a feasible solution x t is found with a worse function value f (x t ).
In Fig. 2h , the function g22 is an intractable problem for PMODE which stops at 1.7 × 10 4 FES. The function error value doesn't make change after that FES.
Conclusions
In this paper, we discover a PCA-based method for identifying the valley direction on a valley landscape. Based on this new method, a new search operator, called the PCA-projection, is designed which projects an 
