Summary. A sequence of heads and tails is produced by repeatedly selecting a coin from two possible coins, and tossing it. The second coin is tossed at renewal times in a renewal process, and the ®rst coin is tossed at all other times. The ®rst coin is fair (Probheads 1a2), and the second coin is known either to be fair, or to have known bias h P 0Y 1 (Probheads
Introduction
The research in this paper developed from the study of problems concerning random walks on scenery. We begin with a description of this to describe the context for this paper.
Fix d ! 1, and de®ne a colouring of Z d to be a map nX Z d 3 f0Y 1g that assigns a colour (either pink or purple, say) to each point in Z d . Let n be the position at time n of a simple random walk on Z d starting from the origin at time 0. We call n n the colour seen by the random walker at time n, and we call the sequence fn n g I n0 the colour record of the walk. Consider now the situation where Z d is coloured with one of two known colourings n or g, and the colour record obtained is either fn n g I n0 or fg n g I n0 . One can ask when one can determine, using only the colour record, which of the colourings n or g was used, with zero probability of error. If n0 T g0, then the colouring at hand can be determined by using only the ®rst colour in the colour record. Similarly, if all the neighbours of the origin are pink in n, and purple in g, then the colouring at hand can be determined using only the second colour in the colour record. To discount such trivial cases, we say n and g are distinguishable if one can determine the colouring at hand (n or g) using only the arbitrary future of the colour record.
It is not hard to show that colourings g obtained from n by translation and/or re¯ection in a coordinate axis are never distinguishable. Benjamini, and independently, Keane and den Hollander, conjecture that all pairs of colourings nY g not related as above are distinguishable.
Benjamini and Kesten (1996) study this problem when n and g are chosen randomly from all the possible colourings of Z d , and give results almost sure in the choice of n and g.
Howard (1995, 1996a, 1996b ) studies the case of colourings on Z. He shows that periodic colourings are distinguishable. He also shows that colourings that are obtained from periodic colourings by altering the colour at ®nitely many locations are also distinguishable. The random walker returns to the altered regions often enough for the``deformities'' to be detected. One can ask if the detection of such deformities is possible in higher dimensions. This brings us to the related model studied in this paper.
A simple random walker on Z d (d ! 1 has two coins, and generates a sequence of heads and tails by tossing a coin before taking each step. If at the origin, the second coin is tossed, and if away from the origin, the ®rst coin is tossed. The steps of the random walker are taken to be independent of the results of the coin tosses, and are just used to determine which coin is to be tossed. It is known that the ®rst coin is fair (Probheads 1a2), and the second coin is either fair, or has a particular bias h P 0Y 1, (Probheads 1 2 1 h). We ask whether one can determine, just using the sequence of heads and tails obtained, whether or not the second coin had bias h.
The second coin is only tossed when the random walker is at the origin. In the colouring problem above, the ®nite regions where colourings n and g dier are only observed when the walker returns to these regions.
The simple random walk in three dimensions returns to the origin only ®nitely often almost surely, and thus the second coin is tossed only ®nitely often. We could thus not hope to determine if the second coin had bias h. The simple random walk in one or two dimensions does return to the origin in®nitely often almost surely, and the second coin is tossed in®nitely often almost surely. We prove that if d 1, one can determine whether or not the second coin has bias h, but if d 2, one cannot.
The roÃ le of the random walk above was just to determine the times that the second coin is tossed. We generalise this to the case when the second coin is tossed at renewal times in a renewal process. If u k X Prob there is a renewal at time k, we show that if I k0 u 2 k I, then we can determine if the second coin had bias h, and if
2 , then we cannot. We see that this is almost a dichotomy. We believe that this should actually be a dichotomy, and conjecture that if I k0 u 2 k`I , then it is not possible to determine if the second coin has bias h for all h P 0Y 1. Our results only give this for small
The extension of this to h P 0Y 1 remains an interesting open problem.
In all of the above, we have assumed that the second coin is either fair, or has a particular bias h. One may ask, given the sequence of heads and tails produced, if one can determine the value of h P 0Y 1, given no prior knowledge of its value. The methods of Howard (1995 Howard ( , 1996a Howard ( , 1996b give that this is possible if the second coin is tossed at return times to the origin of a simple random walk on Z.
In the next section (Section 2) we introduce the required notation, making rigorous the above discussion, and we state the two main theorems of the paper. In Section 3 we prove Theorem 1, and in Section 4 we give an outline of Howard's methods that can be used to prove Theorem 2. In Section 5 we conclude the paper by stating some open problems.
Notation and de®nitions
We represent the space of sequences of coin tosses by X fÀ1Y 1g N . We let n X 3 fÀ1Y 1g be the random variable de®ned by n x X x n for x x 0 Y x 1 Y F F F P , and let F X r 0 Y 1 Y F F F. The random variable n gives the n 1st coordinate of x P ± the result of the n 1st coin toss.
We will de®ne measures on Y F. It will be sucient to de®ne the measures on cylinder sets
for n 0Y 1Y F F F. This is because, for ®xed n, the cylinder sets above generate the r-algebra F n X r 0 Y F F F Y n , and the sequence F À1 X fYY gY F 0 Y F 1 Y F F F is a sequence of r-algebras increasing to F. We will de®ne measures l h indexed by a parameter h P 0Y 1, called the bias of the second coin. As a ®rst step, we introduce measures l hYd on Y F,
To understand this de®nition, we see that
À1, and we say that a coin with bias h was used for the k 1st toss. The sequence d P D determines the times when the second coin with bias h was tossed.
To de®ne l h we wish to randomise d P D. We let G be the r-algebra on D generated by cylinder sets on D (de®ned as for ), and we de®ne a measure on DY G by de®ning it on cylinder sets in G.
Let f f 1 Y f 2 Y F F F be a probability vector, and de®ne the sequence u u 0 Y u 1 Y F F F as follows:
We take f to be the probability distribution for the ®rst renewal time in a renewal process, and then u n is then the probability that there is a renewal at time n. If, for example, the renewal times are return times to the origin of a simple random walk on Z, then
for n ! 1. We now de®ne the measure on DY G as follows: given a set n 1`n2`F F F of positive integers,
The cylinder set in (6) is the event that there are renewals at times 0Y n 1 Y F F F Y n k (and possibly at other times too). We now let l h be the measure l hYd where d is chosen from D randomly according to . More precisely, we de®ne
A sequence of heads and tails generated as described in the introduction using a second coin with bias h b 0 corresponds to drawing an x P according to measure l h . Using a fair (h 0) second coin corresponds to drawing an x P according to the measure l 0 . For h b 0 ®xed, we say that the second coin can be determined if the measures l h and l 0 are singular with respect to each other, written l h c l 0 . There then exists an e P F such that l h e 0 and l 0 e 0, (e is the complement of e) and the generating measure of x P can be determined with zero probability of error by determining whether or not x is in e.
If, for all f P F, l 0 f 0 A l h f 0, we say that l h is absolutely continuous with respect to l 0 , and we write l h ( l 0 . If l h ( l 0 , then a set e as above cannot exist, and the second coin can not be determined with zero probability of error.
We can now state the main theorem of the paper.
Theorem 1 For h P 0Y 1,
À1a2
, and the second coin can not be determined with zero probability of error if its bias is too small. Also, note that if
Theorem 1 can be compared to the Kakutani (1948) dichotomy concerning two measures a and b on that make the coordinates n independent. In this case either a c b or a ( b. Under l h , the coordinates n are dependent, and Theorem 1 can be thought of as being a relative of Kakutani's result.
If the renewal times are taken to be return times to the origin of a simple random walk on Z 2 , then we will see that I k0 u 2 k`2 , and Theorem 1 gives us Corollary 1 If the renewals are returns to the origin of a simple random walk on Z d , then, for all h P 0Y 1:
Given x P drawn according to either l h (h known), or l 0 , Theorem 1 tells us when the underlying measure can be determined from x with zero probability of error. One may ask for a sequence x P drawn according to the measure l h for h P 0Y 1 unknown, can the value of h be determined from x with zero probability of error? We answer this for the case when the renewal times are return times to the origin of a simple random walk on Z d . From Corollary 1, we see that the answer to the above question is clearly`no' for the case when d ! 2. Theorem 2 tells us that the answer is`yes' for d 1.
Theorem 2 If the renewals are returns to the origin of a simple random walk on Z, then there exists an f X 3 0Y 1, such that for all h P 0Y 1, f is l h measurable, and l h f h 1. Theorem 2 can be proved using methods in Howard (1995 Howard ( , 1996a Howard ( , 1996b , and we only outline the proof in this paper.
Proof of Theorem 1
We prove Theorem 1 using a martingale argument. De®ne
q n x dl 0 10 for e P F n . We see that q n is just the Radon-NikodyÂ m derivative of l h with respect to l 0 restricted to F n . Now q n is a positive l 0 martingale with ®ltration F n and has a ®nite limit q l 0 almost surely. To de®ne q on the whole of , de®ne
The Lebesgue decomposition of l h with respect to l 0 can be written for e in the p-system n F n , and then for all e P F. This means that l h l h and l h ( l 0 .
Frequent renewals
In this section we prove the ®rst part of Theorem 1. We begin by proving the following preliminary lemma.
Lemma 1 l 0 q 0 0 or 1X
Proof To prove Lemma 1 we show that the event q 0 is a tail event, and use the Kolmogorov 0-1 Law. De®ne
and let
be the tail r-algebra. We show that the event q 0 P T. Consider
and de®ne
Thus, qy 0 if and only if qx 0, and the event q 0 is independent of the nth coordinate. This means that q 0
k is bounded from above by 1, it follows that en 3 0. Now, from Fatou's Lemma, we obtain 0 lim inf
The last equality holds as we know that q n 3 q l 0 almost surely. As q n is a positive martingale, this implies
It is now clearly not the case that l 0 q 0 0, so, by Lemma 1, we must have that l 0 q 0 1, and l h c l 0 .
(
The fact that the originates from a renewal process has not been used. All that was used was
to the origin of the simple random walk on Z d for d ! 3, completing the proof of the corollary.
Calculation of h
In this section we sketch the proof of Theorem 2. The methods used are those of Howard (1995 Howard ( , 1996a Howard ( , 1996b . We consider the case when the renewals are return times to the origin of a simple random walk on Z. Thus u n is as in (5) . We de®ne
to be the expected number of returns to the origin from time 1 up to and including time n. This is also the expected number of times that the second coin is tossed between these times. Thus
has expectation h under measure l h . This is true for all h P 0Y 1. It can be shown that lim inf n3I n n p b 0, a property of the u n in (5), implies that x n x is almost independent of x m x for n much larger than m, and that x n x has bounded variance under l h , uniform in n and h. A dependent weak law of large numbers gives the existence of a sequence k , 1`2`F F F, such that
x i x 3 h 35 in probability. The same sequence i works for all h P 0Y 1. Taking a further subsequence gives almost sure convergence. ( As lim inf n3I n n p b 0 does not follow from I n0 u 2 n I, we have not shown that h can be determined with zero probability of error more generally when I n0 u 2 n I. It remains an interesting question as to whether or not this can be done.
Questions
Theorem 1 is unsatisfactory in the sense that the situation where To show that l h ( l 0 , we showed that q n is an v 2 -bounded martingale. It is conceivable that for h P 0Y 1 such that 1 1 h 2 I k0 u 2 k`I , q n is v 1 bounded for some P 0Y 1, and it would also follow that l h ( l 0 . We have not been able to show this.
We could consider the situation in which we know the second coin has bias either h or u P 0Y 1. We may then ask when l h ( l u , and when l h c l u . More generally, we could ask when the bias of the second coin can be determined, with zero probability of error, from the sequence of heads and tails with no prior knowledge about its bias. This would generalise Theorem 2.
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