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Centralni pojam u Teoriji igara je Nashova ravnotezˇa koju je opisao John Forbes Nash
Jr. i za svoj rad dobio 1994. Nobelovu nagradu za ekonomiju. Nashova ravnotezˇa pomazˇe
nam predvidjeti sˇto c´e se dogoditi ukoliko nekoliko ljudi ili grupa ljudi sudjeluje u donosˇenju
neke odluke. Na primjer, igracˇima neke drusˇtvene igre pomazˇe odabrati sljedec´i potez,
natjecateljskim firmama pomazˇe uspostaviti cijene itd. Nashove ravnotezˇe mogu se ka-
rakterizirati na nekoliko nacˇina, a mi c´emo se fokusirati na njihovu karakterizaciju kao
rjesˇenja odredenih polinomskih sustava. Pri tome c´emo koristiti tehnike racˇunalne alge-
bre, algebarske geometrije i kombinatorike.
U prvom poglavlju upoznajemo se s pojmom Gro¨bnerove baze. Metoda Gro¨bnero-
vih baza jedna je od najprakticˇnijih metoda za pronalazˇenje rjesˇenja polinomskog sustava.
Kako bismo mogli uopc´e definirati Gro¨bnerovu bazu, prvo smo, korisˇtenjem termino-
logije iz [2] i [3], naveli pojmove i rezultate koji su nam potrebni. U odjeljku 1.1 pod-
sjec´amo se definicija monoma i polinoma te algebarskih struktura prstena polinoma i nje-
govih ideala. Zatim, u odjeljku 1.2 definiramo i oprimjerimo monomijalni uredaj te da-
jemo algoritam za dijeljenje polinoma visˇe varijabli. Konacˇno, u odjeljku 1.3 mozˇemo de-
finirati Gro¨bnerovu bazu. Pokazujemo i algoritam za njen izracˇun, poznat kao Buchber-
gerov algoritam. Takoder, na primjeru pokazujemo izracˇun Gro¨bnerove baze uz pomoc´
software-a Singular.
Drugo poglavlje bavi se politopima i njihovim mjesˇovitim volumenom, cˇija je defi-
nicija neophodna za iskaz glavnog rezultata ovog poglavlja - Bernstein-Kushnirenkovog
teorema, koji nam kazˇe da je ukupan broj nenul kompleksnih nultocˇaka polinomskog sus-
tava jednak mjesˇovitom volumenu Newtonovih politopa. Kasnije, u trec´em poglavlju,
vidjet c´emo rezultat McKelveya i McLennana koji su dali kombinatorni opis za mjesˇoviti
volumen Newtonovih politopa polinomskog sustava.
U ovom poglavlju prvo uvodimo pojmove konveksnosti i politopa, zatim u odjeljku 2.2
definiramo sumu Minkowskog i mjesˇoviti volumen te konacˇno u 2.3 dolazimo do Bernstein-
Kushnirenkovog rezultata.
Trec´e poglavlje bazirano je na [4], Sturmfelsovoj knjizi ”Solving Systems of Polyno-
mial Equations” koja na vrlo jednostavan i razumljiv nacˇin uvodi osnovne pojmove igre,
igracˇa, cˇistih i mjesˇovitih strategija, isplata, Nashove ravnotezˇe itd. Pri tome se fokusi-
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ramo na igru s tri igracˇa. Drugi odjeljak ovog poglavlja daje numericˇke primjere nasˇe
teorije te Zatvorenikovu dilemu kao najpoznatiji primjer Nashove ravnotezˇe cˇija je termi-
nologija preuzeta iz [1]. U odjeljku 3.3 obraduje se igra s n igracˇa u kojoj i-ti igracˇ ima
di cˇistih strategija te se daju rezultati za maskimalan broj mjesˇovitih Nashovih ravnotezˇa
takve igre.
Poglavlje 1
Polinomi i Gro¨bnerove baze
1.1 Polinomi i ideali
Prije definiranja osnovnih pojmova prvog poglavlja prisjetimo se intuitivne definicije po-
lja koja nam govori da je polje skup na kojem su definirane racˇunske operacije zbrajanja
i mnozˇenja. Skupovi koji su, uz uobicˇajene operacije zbrajanja i mnozˇenja, standardni
primjeri polja su: skup realnih brojeva R i skup kompleksnih brojeva C, dok skup cijelih
brojeva Z nije polje (broj 2 nema inverz za mnozˇenje u skupu Z).
Definicija 1.1.1. Monom u varijablama x1, x2, ..., xn je produkt
xα11 x
α2
2 · · · xαnn (1.1)
gdje su eksponenti αi, i = 1, 2..., n nenegativni cijeli brojevi.
(1.1) skrac´eno c´emo pisati kao xα gdje je α = (α1, α2, ..., αn) vektor eksponenata u mo-
nomu.
Totalni stupanj monoma xα je suma eksponenata α1 +α2 + · · ·+αn i obicˇno ga oznacˇavamo
s |α|. Na primjer, x31x22x43 je monom totalnog stupnja 9 u varijablama x1, x2, x3 buduc´i da je
α = (3, 2, 4) i |α| = 9.
Neka je K proizvoljno polje. Konacˇna linearna kombinacija monoma s koeficijentima
iz K naziva se polinom u varijablama x1, ..., xn. Dakle, polinom u varijablama x1, ..., xn s





gdje je cα ∈ K, za svaki α.
Koristit c´emo takoder pojam cˇlan polinoma koji oznacˇava produkt elementa iz K (razlicˇitog
od nule) i monoma koji se pojavljuje u polinomu.
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Totalni stupanj polinoma f , u oznaci deg( f ), je maksimalni |α| takav da je koeficijent
cα , 0. Na primjer, ako je K polje racionalnih brojeva Q, p = x3y + 2x2z + 13y
3z2 + xz4 je
polinom koji ima 4 cˇlana i totalni stupanj 5.
Za polinom f kazˇemo da je homogen ako svi monomi koji se pojavljuju u njemu uz nenul
koeficijente imaju jednaki totalni stupanj. Na primjer, f = 4x3 + 5xy2 − z3 je homogen
polinom totalnog stupnja 3, dok g = 4x3 + 5xy2 − z6 nije homogen polinom.





























Skup polinoma u varijablama x1, ..., xn s koeficijentima u K oznacˇit c´emo s K[x1, ..., xn]
i zvati prsten polinoma. K[x1, ..., xn] s operacijama zbrajanja i mnozˇenja ima strukturu
komutativnog prstena, ali ne i polja jer samo nenul konstantni polinomi imaju multiplika-
tivni inverz.
Za dane polinome f1, ..., fs ∈ K[x1, ..., xn] mozˇemo promatrati polinome koji se do-
biju mnozˇenjem danih polinoma s proizvoljnim polinomima i njihovim sumiranjem. S





p1 f1 + · · · + ps fs : pi ∈ K[x1, ..., xn] za i = 1, ..., s
}
Lako se vidi da je 〈 f1, ..., fs〉 zatvoren na zbrajanje u K[x1, ..., xn] . Nadalje, ako uzmemo
f ∈ 〈 f1, ..., fs〉 i p ∈ K[x1, ..., xn] proizvoljan, onda je p · f ∈ 〈 f1, ..., fs〉. Ova dva svojstva
definiraju ideale u prstenu K[x1, ..., xn].
Definicija 1.1.2. Neka je I ⊂ K[x1, ..., xn] neprazan podskup. Za I kazˇemo da je ideal ako
zadovoljava sljedec´a svojstva
• f + g ∈ I , za sve f , g ∈ I
• p · f ∈ I , za sve f ∈ I i p ∈ K[x1, ..., xn]
Dakle, 〈 f1, ..., fs〉 je ideal i zvat c´emo ga ideal generiran s f1, ..., fs.
Jedan od najvazˇnijih rezultata o idealima, poznat kao Hilbertov teorem, kazˇe da svaki
ideal I ⊂ K[x1, ..., xn] ima konacˇan generirajuc´i skup. Drugim rijecˇima, za dani ideal I
postoji skup polinoma { f1, ..., fs} ⊂ K[x1, ..., xn] takav da je I = 〈 f1, ..., fs〉 .
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1.2 Monomijalni uredaj
Obzirom da je polinom linearna kombinacija monoma, zˇelimo moc´i rasporediti cˇlanove
polinoma u odredenom poretku. Da bismo to ucˇinili, moramo znati usporediti svaki par
monoma. Uzimajuc´i ovo u obzir, slijedi definicija.
Definicija 1.2.1. Monomijalni uredaj na K[x1, ..., xn] je relacija > na skupu monoma xα,
α ∈ Zn≥0 (ili ekvivalentno na skupu eksponenata α ∈ Zn≥0) koja zadovoljava:
• > je relacija potpunog uredaja,
• ako je xα > xβ i xγ prozvoljan monom, onda je xα+γ > xβ+γ,
• > je relacija dobrog uredaja tj. svaki neprazan skup monoma ima najmanji element
obzirom na >.
Uredaj po stupnjevima
... > xm+1 > xm > ... > x2 > x > 1
monoma u K[x] je monomijalni uredaj. Za prstenove polinoma s visˇe varijabli postoji
mnogo razlicˇitih monomijalnih uredaja. Neki od najvazˇnijih dani su u sljedec´im primje-
rima.
Primjer 1.2.2 (Leksikografski uredaj). Neka su xα i xβ monomi iz K[x1, ..., xn]. Kazˇemo
da je xα >lex xβ ako je u razlici α − β ∈ Zn prvi nenul element s lijeve strane pozitivan.
Primjer 1.2.3 (Graduirani leksikografski uredaj). Neka su xα i xβ monomi iz K[x1, ..., xn].
Kazˇemo da je xα >grlex xβ ako je |α| = ∑ni=1 αi > ∑ni=1 βi = |β| ili ako je |α| = |β| i xα >lex xβ.
Na primjer, u K[x, y, z] s x > y > z imamo
x3y2z >lex x2y6z12
jer je u (3, 2, 1) − (2, 6, 12) = (1,−4,−11) prvi nenul element s lijeve strane pozitivan.
Usporedivanjem leksikografskog i graduiranog leksikografskog uredaja vidimo da rezul-
tati mogu biti razlicˇiti. Vrijedi
x2y6z12 >grlex x3y2z
jer je 20 = 2 + 6 + 12 > 3 + 2 + 1 = 6.
Za dani polinom f =
∑
α cαxα i dani monomijalni uredaj > koristit c´emo sljedec´u termi-
nologiju.
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Definicija 1.2.4. Multistupanj polinoma f definirat c´emo kao
md( f ) = max
>
{α ∈ Zn≥0 : cα , 0}
gdje max> oznacˇava maksimizaciju obzirom na monomijalni uredaj >.
Vodec´i koeficijent od f je
LC( f ) = cmd( f )
Vodec´i monom od f je
LM( f ) = xmd( f )
Vodec´i cˇlan od f je
LT ( f ) = LC( f ) · LM( f )
Da bi smo definirali Gro¨bnerove baze u sljedec´em poglavlju, moramo uvesti dijeljenje
polinoma.
Ako su f i g polinomi jedne varijable x, f dijelimo sa g na poznati nacˇin tako da je f =
qg + r i pritom je ili r = 0 ili je stupanj polinoma r strogo manji od stupnja polinoma g.
Generaliziramo dijeljenje dva polinoma jedne varijable na polinome s visˇe varijabli.
Definicija 1.2.5. Neka je > monomijalni uredaj na K[x1, ..., xn] i F = ( f1, ..., fs) uredena
s-torka polinoma iz K[x1, ..., xn]. Tada svaki f ∈ K[x1, ..., xn] mozˇemo zapisati kao
f = a1 f1 + ... + as fs + r
gdje su ai, r ∈ K[x1, ..., xn] i pritom je ili r = 0 ili je r linearna kombinacija monoma od
kojih nijedan nije djeljiv s LT ( f1), ..., LT ( fs). Nadalje, ako je ai fi , 0, onda mora vrijediti
md( f ) ≥ md(ai fi). Izraz r se zove ostatak od f pri dijeljenju s F.
Primjer 1.2.6. Na primjeru c´emo pokazati algoritam kojim dijelimo polinom f sa uredenom
s-torkom polinoma F = ( f1, ..., fs)
Podijelit c´emo f = x2y + xy2 + y2 sa f1 = y2−1 i f2 = xy−1 koristec´i leksikografski uredaj
sa x > y.
Gledamo vodec´e cˇlanove polinoma f1 i f2, LT ( f1) = y2 i LT ( f2) = xy. Vidimo da samo
LT ( f2) dijeli LT ( f ) = x2y, stoga dijelimo x2y sa xy, sˇto daje x, i to je nasˇ a2. Zatim oduzi-
mamo x · f2 od f .
a2 = x
(x2y + xy2 + y2) − x(xy − 1) = xy2 + y2 + x
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Sada ponovimo isti postupak na novom polinomu. Vodec´i cˇlanovi LT ( f1) = y2 i LT ( f2) =
xy dijele vodec´i cˇlan LT (xy2 + y2 + x) = xy2. Prvo uzimamo f1 i rezultat odgovarajuc´eg
dijeljenja je x, sˇto je nasˇ a1:
a1 = x
(xy2 + y2 + x) − x(y2 − 1) = y2 + 2x
Sada, LT ( f1) = y2 i LT ( f2) = xy ne dijele LT (y2 + 2x) = 2x. Medutim, polinom y2 + 2x
ne mozˇe biti ostatak dijeljenja jer LT ( f1) dijeli njegov monom y2. Zato 2x premjesˇtamo u
ostatak da mozˇemo nastaviti dijeliti.
r = 2x
(y2 + 2x) − 2x = y2
LT ( f1) = y2 dijeli y2 i rezultat dijeljenja je 1 pa to pridodajemo nasˇem a1:
a1 = x + 1
y2 − 1(y2 − 1) = 1
Vodec´i cˇlanovi LT ( f1) = y2 i LT ( f2) = xy ne dijele 1 pa 1 pridodajemo nasˇem ostatku
dijeljenja.
r = 2x + 1
Dakle, f mozˇemo zapisati na sljedec´i nacˇin:
x2y + xy2 + y2 = (x + 1) · (y2 − 1) + x · (xy − 1) + (2x + 1)
1.3 Gro¨bnerove baze
Definicija 1.3.1. Neka je > monomijalni uredaj na K[x1, ..., xn] i neka je I ⊂ K[x1, ..., xn]
ideal. Gro¨bnerova baza za I (obzirom na >) je konacˇan skup polinoma G = {g1, ..., gt} ⊂ I
sa svojstvom da za svaki nenul polinom f ∈ I, postoji neki gi ∈ G takav da LT (gi) djeli
LT ( f ).
Postoje razlicˇite metode za racˇunanje Gro¨bnerove baze. Mi c´emo pokazati Bucberge-
rov algoritam. U tu svrhu definirajmo prvo S-polinom.
Definicija 1.3.2. Neka su f , g ∈ K[x1, ..., xn] polinomi multistupnjeva md( f ) = α i
md(g) = β. Definiramo γ s γi = max{αi, βi}, i=1,...,n. S-polinom definiramo s
S ( f , g) =
xγ
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Na primjer, neka je f = x3y2 − x2y3 + x i g = 3x4y + y2 u R[x, y] sa grlex uredajem. Tada
je γ = (4, 2) i
S ( f , g) =
x4y2
x3y2








Ulaz:F = ( f1, ..., fs)




ZA svaki par gi , g j ∈ G′ RADI
r =ostatak od S (gi, g j) pri dijeljenju s G′
AKO r , 0 ONDA G = G ∪ {r}
DOK G = G′
Primjer 1.3.3. Koristit c´emo Buchbergerov algoritam da izracˇunamo Gro¨bnerovu bazu
uz grlex uredaj za ideal I = 〈 f1, f2〉 ⊂ K[x, y], gdje je f1 = x3 − 2xy i f2 = x2y − 2y2 + x.
S ( f1, f2) = −x2 i njegov ostatak pri dijeljenju s { f1, f2} je f3 = −x2, razlicˇit od nule, stoga
ga trebamo ukljucˇiti u Gro¨bnerovu bazu.
S ( f1, f3) = −2xy i njegov ostatk pri dijeljenju s { f1, f2, f3} je f4 = −2xy, razlicˇit od nule,
pa i njega trebamo ukljucˇiti u bazu.
S ( f2, f3) = −2y2 + x i njegov ostatk pri dijeljenju s { f1, f2, f3, f4} je f5 = −2y2 + x, razlicˇit
od nule, pa i njega trebamo ukljucˇiti u bazu.
Sada se mozˇe izracˇunati da je ostatak pri dijeljenju svakog S-polinoma dvaju razlicˇitih
elemenata baze sa bazom jednak nula pa je skup { f1, ..., f5} Gro¨bnerova baza za ideal I.
Definicija 1.3.4. Neka je G = {g1, ..., gs} Gro¨bnerova baza ideala I ⊂ K[x1, ..., xn]. Za
G kazˇemo da je minimalna Gro¨bnerova baza ako i samo ako za svaki i = 1, ..., s vrijedi
LC(gi) = 1 i LM(gi) ne dijeli LM(g j), za j , i.
Primjer 1.3.5. U prethodnom primjeru dobili smo da je Gro¨bnerova baza za ideal
I = 〈x3 − 2xy, x2y − 2y2 + x〉, G = {x3 − 2xy, x2y − 2y2 + x,−x2,−2xy,−2y2 + x}.
Primjetimo da su neki od vodec´ih koeficijenata razlicˇiti od 1, pa c´emo te polinome pomnozˇiti
s odgovarajuc´im koeficijentima. Nadalje, primjetimo da je
LM(x3 − 2xy) = x3 = −x · LM(−x2),
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LM(x2y − 2y2 + x) = x2y = −1
2
x · LM(−2xy).
Zbog toga c´emo eliminarati polinome x3 − 2xy i x2y − 2y2 + x iz Gro¨bnerove baze. Dakle,
f˜3 = x2
f˜4 = xy
f˜5 = y2 − 12 x
je minimalna Gro¨bnerova baza za I.
Mnimalne Gro¨bnerove baze imaju lijepo svojstvo: bilo koje dvije minimalne Gro¨bnerove
baze ideala imaju isti broj elemenata.
Propozicija 1.3.6. Neka je I ⊂ K[x1, .., xn] ideal i > monomijalni uredaj. Pretpostavimo
da su G = {g1, ..., gs} i H = {h1, ..., ht} dvije minimalne Gro¨bnerove baze za I obzirom na
>. Tada je s = t i LT (gi) = LT (hi), za i = 1, ..., s.
Dokaz. Bez gubitka opc´enitosti pretpostavimo da je s ≥ t.
g1 ∈ I i H je Gro¨bnerova baza, pa slijedi da postoji hi ∈ H takav da LT (hi) dijeli
LT (g1). Pretpostavimo da LT (h1) dijeli LT (g1).
h1 ∈ I i G je Gro¨bnerova baza, pa slijedi da postoji g j ∈ G takav da LT (g j) dijeli
LT (h1). Dakle, i LT (g j) dijeli LT (g1), pa minimalnost od G implicira da je j = 1. Takoder,
LT (g1) = LT (h1).
Nastavljamo dalje s g2 ∈ I.
Kad bi vrijedilo s > t, dolazimo do kontradikcije. Nademo neki hi koji ima isti vodec´i
cˇlan kao i gt+1. No, ranije smo vec´ dobili da je LT (hi) = LT (gi). Ovo je kontradikcija s
minimalnosˇc´u od G, obzirom da je LT (gt+1) = LT (gi). 
Definicija 1.3.7. Neka je G = {g1, ..., gs} Gro¨bnerova baza ideala I ⊂ K[x1, ..., xn]. Za
G kazˇemo da je reducirana Gro¨bnerova baza ako i samo ako za svaki i = 1, ..., s vrijedi
LC(gi) = 1 i LM(gi) ne dijeli niti jedan cˇlan od g j, za j , i.
Primjer 1.3.8. U prethodnom primjeru minimalna baza je i reducirana baza. Primjetimo,
vodec´i monom bilo kojeg polinoma iz baze ne dijeli niti jedan cˇlan ostalih polinoma.
Propozicija 1.3.9. Neka je I ⊂ K[x1, .., xn] ideal i > monomijalni uredaj. Postoji tocˇno
jedna reducirana Gro¨bnerova baza za I obzirom na >.
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Dokaz. Pretpostavimo suprotno, tj. { f1, ..., fs} i {g1, ..., gs} su obje reducirane i takve da je
LT ( fi) = LT (gi), za svaki i.
Promotrimo fi − gi ∈ I. Ako je razlicˇit od nula, onda njegov vodec´i cˇlan, LT ( fi − gi)
mora biti cˇlan od fi ili gi.
Bez gubitka opc´enitosti, prepostavimo da je iz fi. Kako je fi−gi iz I, po definiciji Gro¨bne-
rove baze postoji neki f j takav da LT ( f j) dijeli LT ( fi − gi). Pri tome je j , i, zato sˇto je
LT ( fi) > LT ( fi − gi). Obzirom da je LT ( fi − gi) cˇlan iz fi, onda fi ima cˇlan koji je djeljiv s
LT ( f j), a to je kontradikcija s tim da je { f1, ..., fs} reducirana. 
Sada c´emo pokazati na primjeru racˇunanje Gro¨bnerove baze uz pomoc´ software-a Singu-
lar.
Primjer 1.3.10. Promatramo sustav linearnih jednadzˇbi.
x1 + x2 + x3 = 5
2x1 − x2 + x3 = 8
−x1 + 2x2 + 3x3 = −1
Za izracˇun Gro¨bnerove baze u Singularu obzirom na leksikografski uredaj gdje je x1 >
x2 > x3 prvo moramo deklarirati prsten polinoma R = Q[x1, x2, x3] s leksikografskim
uredajem. Ovu deklaraciju postizˇemo sljedec´om naredbom
ring R= 0,(x(1),x(2),x(3)),lp;
Izraz R = 0 govori da radimo u polju racionalnih brojeva. Nadalje, (x(1), x(2), x(3))
govori da promatramo polinome s tri varijable,a lp oznacˇava leksikografski uredaj.
Zatim definiramo ideal koji je generiran originalnim sustavom jednadzˇbi.
ideal I = x(1)+x(2)+x(3)-5, 2x(1)-x(2)+x(3)-8, -x(1)+2x(2)+3x(3)+1;





Da bismo dobili reduciranu Gro¨bnerovu bazu, koristimo sljedec´u naredbu
option ("redSB");









Za x, y ∈ Rn skup
[x, y] :=
{
(1 − λ)x + λy : λ ∈ [0, 1]}
nazivamo segment s krajevima x i y.
Slika 2.1: Segment s krajevima x i y
Kazˇemo da je skup C ⊆ Rn konveksan ako sadrzˇi segment kojemu su krajevi bilo koje
dvije tocˇke iz C tj. ako vrijedi
(∀x, y ∈ C) [x, y] ⊆ C.
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gdje su λi ≥ 0, i = 1, ...,m realni brojevi takvi da je ∑mi=1 λi = 1.
Skup svih konveksnih kombinacija tocˇaka iz skupa S ⊆ Rn naziva se konveksna ljuska
skupa S i oznacˇava sa conv S .




Lako se pokazˇe da je S ⊆ conv S te da je conv S konveksan skup.
Propozicija 2.1.1. Skup S ⊆ Rn je konveksan ako i samo ako je S = conv S .
Dokaz. Ako je S = conv S , buduc´i da je conv S konveksan, onda je S konveksan skup.
Obratno, pretpostavimo da je S konveksan skup i pokazˇimo da je S = conv S .
Kako je S ⊆ conv S , preostaje pokazati da je conv S ⊆ S . Dokaz provodimo pomoc´u
matematicˇke indukcije po m, gdje m oznacˇava broj tocˇaka koje ulaze u konveksnu kombi-
naciju. Za m = 1 i m = 2 tvrdnja proizlazi iz definicije konveksnosti. Pretpostavimo da
je tvrdnja dokazana za prirodni broj m i pretpostavimo da je x konveksna kombinacija od
m+1 tocˇaka iz S . Tada postoje tocˇke x1, ..., xm+1 ∈ S i realni brojevi λi ≥ 0, i = 1, ...,m+1,




i=1 λi = 1.
Ako je
∑m
i=1 λi = 0, onda je x = xm+1 ∈ S . Ako je
∑m
i=1 λi , 0, zapisˇimo x kao









Buduc´i da je y konveksna kombinacija od m tocˇaka iz S , po induktivnoj pretpostavci on
lezˇi u skupu S . No tada i x kao konveksna kombinacija od y i xm+1 iz S , takoder pripada
skupu S . 
Teorem 2.1.2. Konveksna ljuska skupa S ⊆ Rn je najmanji konveksan skup koji sadrzˇi S ,
tj. presjek svih konveksnih skupova koji sadrzˇe S .
Dokaz. Neka je W presjek svih konveksnih skupova iz Rn koji sadrzˇe skup S . Tvrdimo
da je conv S = W.
Iz S ⊆ W slijedi conv S ⊆ conv W, a zbog konveksnosti skupa W i prethodne propozicije
je conv W = W. Dakle, conv S ⊆ W.
Nadalje, kako je S ⊆ conv S , conv S konveksan skup te W najmanji konveksan skup koji
sadrzˇi S , slijedi W ⊆ conv S . 
Po definiciji, politop u Rn je konveksna ljuska konacˇno mnogo tocˇaka iz Rn koje nazi-
vamo generatorima politopa. Ako je dan konacˇan skup A = {m1, ...,ml} ⊂ Rn, onda se
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odgovarajuc´i politop mozˇe izraziti kao




Slika 2.2: Politopi u R2 i R3





1dx1 · · · dxn
gdje su x1, ..., xn koordinate u Rn. Jednostavni primjer je jedinicˇna kocka u R3 koja je defi-
nirana s 0 ≤ xi ≤ 1, za svaki i te ima volumen 1.
Politopi imaju posebne podskupove koje nazivamo stranicama. Na primjer, 3-dimenzionalni
politop u R3 ima:
• stranice, koje su poligoni
• bridove, koji su segmenti i povezuju parove vrhova i
• vrhove, koji su tocˇke
Generalizirano, svi se nazivaju stranice.
Neka je f ∈ K[x1, ..., xn] dan s f = ∑α∈Zn≥0 cαxα. Newtonov politop od f u oznaci NP( f )
je definiran s
NP( f ) = conv
({
α ∈ Zn≥0 : cα , 0
})
Drugim rijecˇima, Newtonov politop nam govori koji se monomi mogu pojaviti uz nenul
koeficijent, dok sama vrijednost koeficijenta ne igra ulogu.
POGLAVLJE 2. POLITOPI 15
Na primjer, bilo koji polinom oblika
f = axy + bx2 + cy5 + d
gdje su a, b, c, d , 0 ima Newtonov politop oblika
Q = Conv({(1, 1), (2, 0), (0, 5), (0, 0)})
i on je zapravo trokut s vrhovima (0, 0), (2, 0) i (0, 5) jer je (1,1) koveksna kombinacija











Stoga, polinomi ovog oblika kojima je a = 0 imali bi isti Newtonov politop.
2.2 Suma Minkowskog i mjesˇoviti volumen
U ovom poglavlju, upoznat c´emo neke vazˇne konstrukcije iz teorije politopa.
Sljedec´e dvije operacije formiraju nove politope od zadanih.
Definicija 2.2.1. Neka su P,Q politopi u Rn i λ ≥ 0 realni broj.
• Suma Minkowskog od P iQ u oznaci P + Q definirana je s
P + Q = {p + q : p ∈ P i q ∈ Q}
gdje je p + q uobicˇajena suma vektora iz Rn
• Politop λP je definiran s
λP = {λp : p ∈ P}
gdje je λp uobicˇajeno mnozˇenje skalara i vektora iz Rn.
Primjer 2.2.2. Neka su dani polinomi
f1(x, y) = ax3y2 + bx + cy2 + d
f2(x, y) = exy4 + f x3 + gy
Pretpostavljamo da su svi koeficijenti a, ..., g razlicˇiti od 0.
Suma Minkowskog Newtonovih politopa P1 = NP( f1) i P2 = NP( f2) je konveksni sedme-
rokut s vrhovima (0, 1), (3, 0), (4, 0), (6, 2), (4, 6), (1, 6) i (0, 3).
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Slika 2.3: Suma Minkowskog politopa P1 i P2
Za konacˇno mnogo politopa P1, ..., Pl ⊂ Rn mozˇemo definirati njihovu sumu Minkowskog
P1 + · · · + Pl koja je opet politop u Rn.
Da bi smo definirali mjesˇoviti volumen, prvo moramo znati sljedec´i teorem Minkowskog.
Teorem 2.2.3 (teorem Minkowskog). Neka su k i n prirodni brojevi. Fiksiramo politope
P1, ..., Pk u Rn. Tada je funkcija
(t1, ..., tk) 7→ Vol(t1P1 + · · · + tkPk), ti ≥ 0
homogeni polinom stupnja n.
• Za k = 0, teorem je trivijalan.
• Za k = 1 , teorem kazˇe da za dani politop P ⊆ Rn, funkcija
t 7→ Vol(tP), t ≥ 0
je homogeni polinom u varijabli t stupnja n. To je istina: polinom Vol(tP) je jednak
Vol(P) · tn.
• Za k = 2, iskaz kazˇe da za politope P,Q ⊆ Rn, funkcija
(s, t) 7→ Vol(sP + tQ)
POGLAVLJE 2. POLITOPI 17
je homogeni polinom stupnja n.
Ako fiksiramo da je s = 1, onda nam teorem kazˇe da je
t 7→ Vol(P + tQ)
homogeni polinom stupnja ≤ n.
Pokazˇimo to na nekoliko primjera.
– Neka je Q jednotocˇkovni skup {q}. Tada je P + tQ = P + tq, translacija od P.
Dakle,
Vol(P + tQ) = Vol(P)
jer translacija ne utjecˇe na volumen. Ovo je , svakako, polinom u varijabli t
stupnja ≤ n.
– Neka je Q = P. Tada je
Vol(P + tQ) = Vol((1 + t)P) = Vol(P) · (1 + t)n
sˇto je ocˇito polinom stupnja ≤ n.
– Neka je q tocˇka iz Rn i neka je Q segment [0, q]. Tada je
Vol(P + tQ) = Vol(P + [0, tq]).
Slika 2.4 prikazuje sumu Minkowskog u R2 kada je P jedinicˇni krug sa sredisˇtem
u ishodisˇtu, a Q segment [(0, 0), (3, 5)].
Slika 2.4: Suma Minkowskog kruga i segmenta u R2
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Iz ovog vidimo da je
Vol(P + tQ) = Vol(P) + ct, za neku konstantu c.
Ovo je polinom u varijabli t, stupnja ≤ n.
Definicija 2.2.4. Neka su dani P1, ..., Pn politopi u Rn. Mjesˇoviti volumen u oznaci V(P1, ..., Pn)
je koeficijent uz t1t2 · · · tn u polinomu Vol(t1P1 + · · · + tnPn) podijeljen s n!.
Mjesˇoviti volumen je jedinstveno karakteriziran sljedec´im svojstvima:
• V(P,...P)=Vol(P), za svaki politop P
• (simetricˇnost) V je simetricˇan obzirom na permutaciju politopa P1, ..., Pn
• (multiaditivnost) V(P1 + P′1, ..., Pn) = V(P1, ..., Pn) + V(P′1, ..., Pn), za sve politope Pi
i P′1
Volumen sume politopa mozˇemo napisati kao
Vol(t1P1 + · · · tkPk) =
k∑
i1,...,in=1
V(Pi1 , ..., Pin)ti1 · · · tin
Primjer 2.2.5. Promotrimo primjer sa dva kvadrata A = [0, a] × [0, b] i B = [0, c] × [0, d]
iz R2.
Za k = n = 2 opc´enito imamo
Vol(t1P1 + t2P2) = V(P1, P1)t21 + 2V(P1, P2)t1t2 + V(P2, P2)t
2
2
U nasˇem slucˇaju to je
Vol(t1A + t2B) = (t1a + t2c)(t1b + t2d)
= t21ab + t1t2(ad + bc) + t
2
2cd
Dakle, V(A, B) = 12 (ad + bc).
Primjer 2.2.6. Generaliziramo prethodni primjer na vec´e dimenzije. Neka je n prirodan
broj i (ai j) n × n matrica nenegativnih realnih brojeva, i neka je za i = 1, ..., n
Ai = [0, ai1] × · · · × [0, ain] ⊆ Rn.
Tada je








a1,σ(1) · · · an,σ(n).
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2.3 D. Bernstein - A. Kushnirenkov teorem
U ovom poglavlju prisjetit c´emo se poznatog teorema matematicˇara Davida Bernsteina i
Anatolia Kushnirenka o broju rjesˇenja genericˇkog sustava Laurentovih polinoma u (C∗)n.
Generaliziramo pojmove monoma i polinoma. Obzirom da vrhovi politopa mogu biti
negativne tocˇke, uvodimo pojam polinoma cˇiji cˇlanovi mogu imati negativne eksponente.




1 · · · xann .
Na primjer, x2y−3 i x−2y3 su Laurentovi monomi s varijablama x i y cˇiji je produkt jednak
1. Opc´enito, imamo
xα · xβ = xα+β i xα · x−α = 1
za svaki α, β ∈ Zn.
Konacˇna linearna kombinacija Laurentovih monoma se naziva Laurentov polinom, a
skup Laurentovih polinoma s operacijama zbrajanja i mnozˇenja cˇini komutativni prsten.
Prsten Laurentovih polinoma s koeficijentima u polju K oznacˇavamo s K[x±11 , ..., x
±1
n ].
U slucˇaju Laurentovog polinoma jednostavno dopusˇtamo vrhove s negativnim koordi-
natama. Tako svaki Laurentov polinom f ∈ K[x±11 , ..., x±1n ] ima Newtonov politop NP( f ).
Za konacˇan skup A ⊂ Zn, L(A) je vektorski prostor Laurentovih polinoma s eksponentima
iz A.
Teorem 2.3.2. Neka su dani Laurentovi polinomi f1, ..., fn i neka su Pi = NP( fi) Newto-
novi politopi od fi. Za genericˇki izbor koeficijenata iz fi, broj zajednicˇkih nultocˇaka od fi
u (C∗)n jednak je mjesˇovitom volumenu V(P1, ..., Pn).
Intuitivno, svojstvo polinoma je genericˇko ako vrijedi za ”vec´inu” polinoma. Na pri-
mjer, kvadratna jednadzˇba ax2 + bx + c = 0 ima dva razlicˇita rjesˇenja za genericˇki izbor
a, b i c, zato sˇto su slucˇajevi za koje nema dva razlicˇita rjesˇenja oni koji zadovoljavaju
b2 − 4ac = 0.
Poglavlje 3
Polinomski sustavi u ekonomiji
Izracˇun ravnotezˇnih vrijednosti u ekonomiji vodi rjesˇavanju sustava polinomskih jed-
nadzˇbi. U ovom poglavlju centralni pojam biti c´e pojam Nashove ravnotezˇe. Vidjet c´emo
jednadzˇbe koje zadovoljava Nashova ravnotezˇa u igri s n igracˇa. Pri tom pretpostavljamo
ne-kooperativnu igru tj. svaki igracˇ radi poteze nezavisno od ostalih bez komunikacije s
ostalima.
U 3.1 potpoglavlju definiramo osnovne koncepte nasˇe teorije i uspostavljamo standardnu
terminologiju. U 3.2 pokazat c´emo nekoliko numericˇkih primjera, a u 3.3 razraditi igru s
n igracˇa.
3.1 Definicije i terminologija
Igru s n igracˇa definiramo kao skup od n igracˇa od kojih svaki ima konacˇan skup cˇistih
strategija.
Mjesˇovita strategija (nekad c´emo je skrac´eno zvati strategija) igracˇa i je vjerojatnosna
distribucija na skupu cˇistih strategija igracˇa i.
Mi c´emo uspostaviti terminologiju kroz igru s tri igracˇa. U tu svrhu pretpostavimo da
imamo tri igracˇa cˇija su imena Adam, Bob i Carl. Svaki od njih mozˇe izabrati izmedu
dvije cˇiste strategije, recimo ”kupovanje dionice #1” i ”kupovanje dionice #2” . Takoder,
svaki igracˇ mozˇe kombinirati cˇiste strategije dodjeljivanjem vjerojatnosti (udjela svog
novca) svakoj od njih. S a1 oznacˇimo vjerojatnost koju Adam dodjeljuje strategiji 1, s
a2 vjerojatnost koju Adam dodjeljuje strategiji 2, s b1 vjerojatnost koju Bob dodjeljuje
strategiji 1, itd. Dakle, ukupno imamo sˇest varijabli a1, a2, b1, b2, c1, c2. Vektor (a1, a2) je
Adamova strategija, (b1, b2) je Bobova strategija i (c1, c2) je Carlova strategija.
Strategije nasˇih igracˇa zadovoljavaju
20
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a1, a2, b1, b2, c1, c2 ≥ 0 i a1 + a2 = b1 + b2 = c1 + c2 = 1 (3.1)
Podaci kojom je zadana pojedina igra su tri matrice isplate A = (Ai jk), B = (Bi jk) i C =
(Ci jk). Ovdje su i, j, k = 1, 2 pa je svaka od matrica A, B i C trodimenzionalna oblika
2 × 2 × 2. Tako je nasˇa igra dana s 24 = 3 · 2 · 2 · 2 racionalna broja Ai jk, Bi jk, Ci jk. Svi su
ovi brojevi poznati svakom od igracˇa. Za Adama, Boba i Carla igrati znacˇi izabrati svoje












Ci jk · ai · b j · ck
Vektor (a1, a2, b1, b2, c1, c2) koji zadovoljava (3.1) naziva se Nashova ravnotezˇa ako niti
jedan igracˇ nemozˇe mijenjanjem svoje strategije povec´ati isplatu, dok ostala dva igracˇa
drzˇe svoje strategije fiksnima. Drugim rijecˇima, vrijedi sljedec´i uvjet:
Za svaki par (u1, u2) takav da je u1, u2 ≥ 0 i u1 + u2 = 1 imamo:
2∑
i, j,k=1
Ai jk · ai · b j · ck ≥
2∑
i, j,k=1
Ai jk · ui · b j · ck,
2∑
i, j,k=1
Bi jk · ai · b j · ck ≥
2∑
i, j,k=1
Bi jk · ai · u j · ck,
2∑
i, j,k=1
Ci jk · ai · b j · ck ≥
2∑
i, j,k=1
Ci jk · ai · b j · uk.
Zbog linearnosti gornjih funkcija, ekstremne vrijednosti postizˇu se u vrhovima koji imaju
cjelobrojne koordinate te zato umjesto univerzalnog kvantifikatora gore mozˇemo pisati: ”
Za (u1, u2) ∈ {(1, 0), (0, 1)} imamo”. Oznacˇimo s α, β i γ isplate od Adama, Boba i Carla
redom. Tada uvjete za Nashove ravnotezˇu mozˇemo pisati na sljedec´i nacˇin:
α = a1 ·
2∑
j,k=1
A1 jk · b j · ck + a2 ·
2∑
j,k=1
A2 jk · b j · ck




A1 jk · b j · ck i α ≥
2∑
j,k=1
A2 jk · b j · ck
β = b1 ·
2∑
i,k=1
Bi1k · ai · ck + b2 ·
2∑
i,k=1




Bi1k · ai · ck i β ≥
2∑
i,k=1
Bi2k · ai · ck
γ = c1 ·
2∑
i, j=1
Ci j1 · ai · b j + c2 ·
2∑
i, j=1




Ci j1 · ai · b j i γ ≥
2∑
i, j=1
Ci j2 · ai · b j
Zapisˇemo α kao (a1 + a2) · α (mozˇemo jer je a1 + a2 = 1) i prebacimo sve na lijevu stranu
jednakosti te izlucˇimo a1 i a2. Sada imamo zbroj dva izraza jedanak nuli u kojem su oba













A2 jk · b j · ck
)
= 0 (3.2)




























Ci j2 · ai · b j
)
= 0 (3.4)
Promatramo (3.2), (3.3), (3.4) kao sustav polinomski jednadzˇbi s devet nepoznanica a1, a2,
b1, b2, c1, c2, α, β, γ. Ova diskusija pokazuje sljedec´u propoziciju:
Propozicija 3.1.1. Skup Nashovih ravnotezˇa igre dane s matricama isplate A, B,C je
skup rjesˇenja (a1, ..., c2, α, β, γ) sustava (3.1), (3.2), (3.3), i (3.4) i pri tome su izrazi u za-
gradama jednadzˇbi nenegativni.
Iz prakticˇnih razloga promijenit c´emo imena varijablama na sljedec´i nacˇin:
a1 = a, a2 = 1 − a, b1 = b, b2 = 1 − b, c1 = c, c2 = 1 − c
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Korolar 3.1.2. Skup Nashovih ravnotezˇa igre dane s matricama isplate A, B,C sastoji
se od zajednicˇkih nultocˇaka sljedec´ih sˇest polinoma i pri tome su svi izrazi u zagradama
nenegativni:
a · (α − A111bc − A112b(1 − c) − A121(1 − b)c − A122(1 − b)(1 − c)),
(1 − a) · (α − A211bc − A212b(1 − c) − A221(1 − b)c − A222(1 − b)(1 − c)),
b · (β − B111ac − B112a(1 − c) − B211(1 − a)c − B212(1 − a)(1 − c)),
(1 − b) · (β − B121ac − B122a(1 − c) − B221(1 − a)c − B222(1 − a)(1 − c)),
c · (γ −C111ab −C121a(1 − b) −C211(1 − a)b −C221(1 − a)(1 − b)),
(1 − c) · (γ −C112ab −C122a(1 − b) −C212(1 − a)b −C222(1 − a)(1 − b)).
Za Nashovu ravnotezˇu kazˇemo da je mjesˇovita ako su svih sˇest vjerojatnosti a, 1−a, b, 1−
b, c, 1 − c strogo pozitivne. Ako smo zainteresirani samo za mjesˇovitu ravnotezˇu, onda
mozˇemo ukloniti lijeve faktore iz sˇest polinoma i eliminirati α, β i γ oduzimanjem prvog
polinoma od drugog, trec´eg od cˇetvrtog i petog od sˇestog.
Korolar 3.1.3. Skup mjesˇovitih Nashovih ravnotezˇa igre dane s matricama isplate A, B,C
sastoji se od zajednicˇkih nula (a, b, c) ∈ 〈0, 1〉3 triju bilinearnih polinoma:(
A111 − A112 − A121 + A122 − A211 + A212 + A221 − A222) · bc + A122 − A222
+
(
A112 − A122 − A212 + A222) · b + (A121 − A122 − A221 + A222) · c,(
B111 − B112 + B122 − B121 − B211 + B212 − B222 + B221) · ac + B212 − B222
+
(
B211 − B212 − B221 + B222) · c + (B112 − B122 − B212 + B222) · a,(
C111 −C112 + C122 −C121 −C211 + C212 −C222 + C221) · ab + C221 −C222
+
(
C121 −C221 −C122 + C222) · a + (C222 −C221 −C212 + C211) · b.
3.2 Primjeri Nashove ravnotezˇe
Primjer 3.2.1. Promotrimo igru opisanu u prethodnom poglavlju s matricama isplate
111 112 121 122 211 212 221 222
A = 0 6 11 1 6 4 6 8B = 12 7 6 8 10 12 8 1
C = 11 11 3 3 0 14 2 7
(3.5)
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Na primjer, B112 = 7 i C212 = 14. Jednadzˇbe u Korolaru 3.1.2 su:
a · (α − 6b(1 − c) − 11(1 − b)c − (1 − b)(1 − c)) = 0,
(1 − a) · (α − 6bc − 4b(1 − c) − 6(1 − b)c − 8(1 − b)(1 − c)) = 0,
b · (β − 12ac − 7a(1 − c) − 6(1 − a)c − 8(1 − a)(1 − c)) = 0,
(1 − b) · (β − 10ac − 12a(1 − c) − 8(1 − a)c − (1 − a)(1 − c)) = 0,
c · (γ − 11ab − 11a(1 − b) − 3(1 − a)b − 3(1 − a)(1 − b)) = 0,
(1 − c) · (γ − 14a(1 − b) − 2(1 − a)b − 7(1 − a)(1 − b)) = 0.
Sada u Singularu racˇunamo nultocˇke ovog sustava. Zbog jednostavnosti umjesto α, β i
γ pisˇemo d, e i f . Biblioteka solve.lib nam omoguc´ava korisˇtenje naredbe solve koja











Zadnja naredba ispisuje skup rjesˇenja. Ovaj sustav ima 16 rjesˇenja od kojih su sva re-
alna. Naime, vektor (a, b, c, α, β, γ) je rjesˇenje ako i samo ako lezˇi u skupu
{(1, 1, 0, 6, 7, 0), (0, 1, 0, 4, 8, 2), (−0.1, 1, 0.25, 4.5, 7.425, 2.2),
(0.58333333, 0.77777778, 0, 4.88888889, 7.41666667, 3.11111111),
(0.42335875, 0.40596463, 0.86229596, 6.0517962, 8.40747312, 6.38687)∗,
(0.80580791, 0.26070204, 0.68578096, 6.3007679, 9.69088425, 9.44646331)∗, (1, 0, 0, 1, 12, 14),
(4, 0, 0.58333333, 6.83333333, 28.08333333, 35), (0, 0, 0, 8, 1, 7), (0.5, 0.45454545, 1, 6, 9, 7)∗,
(0, 1, 1, 6, 6, 3), (0, 0.8, 0.77777778, 5.73333333, 6.44444444, 3)∗, (0, 0, 1, 6, 8, 3), (1, 0, 1, 11, 10, 11),
(1, 0.21428571, 0.71428571, 6.76530612, 10.57142857, 11)∗, (1, 1, 1, 0, 12, 11)}
No, neka od ovih rjesˇenja nisu Nashove ravnotezˇe. Na primjer, vektor (4, 0, 0.58333333,
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6.83333333, 28.08333333, 35) ima a = 4 sˇto krsˇi nenegativnost od (1 − a). Vektor
(−0.1, 1, 0.25, 4.5, 7.425, 2.2) krsˇi nenegativnost od (γ − 11ab − 11a(1 − b) − 3(1 −
a)b− 3(1− a)(1− b)), itd. Ovim procesom eliminiramo 11 od 16 kandidata. Preostalih pet
su oznacˇeni s zvjezdicom.
Zakljucˇujemo: igra (3.5) ima pet Nashovih ravnotezˇa. Od ovih pet, prva dva su mjesˇovite
Nashove ravnotezˇe.
Mjesˇovitu Nashovu ravnotezˇu mozˇemo izracˇunati i na sljedec´i nacˇin. Iz sˇest jednadzˇbi uk-
lonimo faktore s lijeve strane a, ..., (1 − c) te izracˇunamo Gro¨bnerovu bazu. Dobili smo
novi pojednostavljeni sustav sˇest jednadzˇbi koje je lako za rijesˇiti, a rjesˇenje su dva vek-
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Primjer 3.2.2. Nasˇ drugi primjer je poker s tri igracˇa (Three-Man Poker Game) koji je
razraden u Nashovom cˇlanku iz 1951. Ovom igrom dobivamo algebarske jednadzˇbe koje
se mogu rijesˇiti izdvajanjem korijena od 321. Ovaj primjer je od povijesne vazˇnosti.
Ovo je pojednostavljena verzija pokera. Imamo dvije vrste karata, visoke i niske. Svaki
od tri igracˇa, A, B,C ulazˇe dva zˇetona za pocˇetak. Zatim se svakom igracˇu dijeli po jedna
karta. Pretpostavljamo da je svaka od osam moguc´ih ruku jednako vjerojatna.
Polazec´i od igracˇa A, svakom igracˇu se daje sˇansa da ”otvori igru”, tj. da ulozˇi u prvom
krugu ulaganja (za ulog se uvijek koriste dva zˇetona). Ako nitko to ne uradi, igracˇi uzi-
maju svoje zˇetone sa stola.
Nakon sˇto jedan od igracˇa otvori igru, ostalim dvama je opet dana sˇansa da ulazˇu (kazˇe
se da prate ulog). Na kraju se karte otkrivaju i oni igracˇi koji imaju visoke karte, medu
igracˇima koji su ulagali, dijele zˇetone podjednako.
Jednom kad je igra otvorena, igracˇ bi trebao pratiti ako ima visoku kartu, a ne pratiti
(mozˇemo rec´i izac´i) ako ima nisku kartu. Dakle, jedino pitanje je: otvoriti igru ili ne.
Igracˇ C bi trebao otvoriti ako ima visoku kartu. Igracˇ A ne bi trebao otvarati ako ima
nisku kartu. Ove tvrdnje iziskuju dokaze koje cˇitacˇ mozˇe pronac´i u cˇlanku J. F. Nasha i L.
S. Shapleya ”A Simple Three-person Poker Game” na koje se referencira [4].
Dakle, igracˇ A ima dvije cˇiste strategije: kada ima visoku katu, otvoriti ili ne otvoriti.
Oznacˇimo s a njegovu vjerojatnost otvaranja u ovom slucˇaju.
Igracˇ C takoder ima dvije cˇiste strategije: kada ima nisku kartu, otvoriti ili ne otvoriti.
Oznacˇimo s c njegovu vjerojatnost otvaranja u ovom slucˇaju.
Igracˇ B ima cˇetiri cˇiste strategije: za svaku od moguc´ih karata, otvoriti ili ne otvoriti.
Oznacˇimo s d njegovu vjerojatnost otvaranja kada ima visoku kartu te s e njegovu vjero-
jatnost otvaranja kada ima nisku kartu.
Matrica isplate (gdje pod isplata mislimo na ocˇekivanu vrijednost isplate) sadrzˇi 48 =
3 × 2 × 4 × 2 ulaznih vrijednosti.
Podijelit c´emo matricu u dva bloka, kada je a = 0 i kada je a = 1.
Lijevi (a = 0) blok:

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Desni (a = 1) blok je:














































Na primjer, B1010 je isplata igracˇa B kada igracˇ A ne otvori s visokom kartom (a1 = 1),
igracˇ B otvori s visokom kartom (d0 = 1) i ne otvori s niskom kartom (e1 = 1) i igracˇ C
otvori s niskom kartom (c0 = 1). Opc´enito, Xi jkl je isplata igracˇa X kada je ai = 1, d j =
1, ek = 1 i cl = 1.
Jednadzˇba za isplatu β igracˇa B je
β = d · e ·
1∑
i,k=0
Bi00k · ai · ck + d · (1 − e) ·
1∑
i,k=0
Bi01k · ai · ck
+(1 − d) · e ·
1∑
i,k=0
Bi10k · ai · ck + (1 − d) · (1 − e) ·
1∑
i,k=0
Bi11k · ai · ck
U ovom slucˇaju imamo modificiranu verziju Korolara 6.2 s osam polinoma umjesto sˇest.
Prvi polinom sada je oblika:
a · (α − A0000dec − A0001de(1 − c) − A0010d(1 − e)c − A0011d(1 − e)(1 − c)
−A0100(1 − d)ec − A0101(1 − d)e(1 − c) − A0110(1 − d)(1 − e)c − A0111(1 − d)(1 − e)(1 − c))
Drugi, peti i sˇesti polinom se modificiraju analogno. Trec´i i cˇetvrti polinom su zamije-
njeni s cˇetiri polinoma:
d · e · (β − B0000ac − B0001a(1 − c) − B1000(1 − a)c − B1001(1 − a)(1 − c)),
d · (1 − e) · (β − B0010ac − B0011a(1 − c) − B1010(1 − a)c − B1011(1 − a)(1 − c)),
(1 − d) · e · (β − B0100ac − B0101a(1 − c) − B1100(1 − a)c − B1101(1 − a)(1 − c)),
(1 − d) · (1 − e) · (β − B0110ac − B0111a(1 − c) − B1110(1 − a)c − B1111(1 − a)(1 − c)).
Sada mozˇemo ukloniti lijeve faktore iz svih polinoma i eliminirati α i γ oduzimanjem poli-
noma. Na taj nacˇin dobijemo dva trilinearna polinoma.
Oduzimanjem prvog polinoma od drugog dobijemo sljedec´i polinom:
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(A0000 − A0001 − A0010 + A0011 − A0100 + A0101 + A0110 − A0111
−A1000 + A1001 + A1010 − A1011 + A1100 − A1101 − A1110 + A1111) · cde
+(A0010 − A0011 − A0110 + A0111 − A1010 + A1011 + A1110 − A1111) · cd
+(A0100 − A0101 − A0110 + A0111 − A1100 + A1101 + A1110 − A1111) · ce
+(A0001 − A0011 − A0101 + A0111 − A1001 + A1011 + A1101 − A1111) · de
+(A0110 − A0111 − A1110 + A1111) · c + (A0011 − A0111 − A1011 + A1111) · d
+(A0101 − A0111 − A1101 + A1111) · e + (A0111 − A1111).
Oduzimanjem petog polinoma od sˇestog dobijemo sljedec´i polinom:
(C0000 −C0001 −C0010 + C0011 −C0100 + C0101 + C0110 −C0111
−C1000 + C1001 + C1010 −C1011 + C1100 −C1101 −C1110 + C1111) · ade
+(C0010 −C0011 −C0110 + C0111 −C1010 + C1011 + C1110 −C1111) · ad
+(C0100 −C0101 −C0110 + C0111 −C1100 + C1101 + C1110 −C1111) · ae
+(C1000 −C1001 −C1010 + C1011 −C1100 + C1101 + C1110 −C1111) · de
+(C0110 −C0111 −C1110 + C1111) · a + (C1010 −C1011 −C1110 + C1111) · d
+(C1100 −C1110 −C1110 + C1111) · e + (C1110 −C1111).
Imamo cˇetiri polinoma s varijablom β. Oduzimanjem prvog polinoma od drugog, trec´eg i
cˇetvrtom dobijemo sljedec´a tri bilinearna polinoma redom:
(B0000 − B0001 − B0010 + B0011 − B1000 + B1001 + B1010 − B1011) · ac + B1001 − B1011
+(B0001 − B0011 − B1001 + B1011) · a + (B1000 − B1001 − B1010 + B1011) · c,
(B0000 − B0001 − B0100 + B0101 − B1000 + B1001 + B1100 − B1101) · ac + B1001 − B1101
+(B0001 − B0101 − B1001 + B1101) · a + (B1000 − B1001 − B1100 + B1101) · c,
(B0000 − B0001 − B0110 + B0111 − B1000 + B1001 + B1110 − B1111) · ac + B1001 − B1111
+(B0001 − B0111 − B1001 + B1111) · a + (B1000 − B1001 − B1110 + B1111) · c.
Dakle, skup mjesˇovitih Nashovih ravnotezˇa sastoji se od zajednicˇkih nultocˇaka (a, d, e, c) ∈
〈0, 1〉4 ovih pet polinoma.
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Primjer 3.2.3 (Zatvorenikova dilema). Jedan od najpoznatijih primjera Nashove rav-
notezˇe je igra poznatija po imenu zatvorenikova dilema. Igru su osmislili tijekom pedese-
tih godina 20-og stoljec´a Merrill M.Flood (1908.-1991.) i Melvin Dresher (1911.-1992.),
a Albert W.Tucker (1905.-1995.) formirao je igru, koristec´i zatvorske kazne kao isplate,
koju danas kao takvu poznajemo.
Zatvorenikova dilema glasi: Policija privede dva osumnjicˇenika. Svakog od njih za-
tvore u zasebnu zatvorsku sobu, bez ikakve moguc´nosti medusobne komunikacije. Osum-
njicˇenik ima dvije moguc´nosti: sˇutjeti illi izdati drugog osumnjicˇenika, i to na sljedec´i
nacˇin:
• ako prvi osumnjicˇenik izda drugog, a drugi osumjnicˇenik presˇuti, tada je prvi slo-
bodan, a drugi dobiva zatvorsku kaznu u trajanju od sedam godina;
• ako oba osumnjicˇenika izdaju jedan drugog, obojica c´e dobiti kaznu od tri godine;
• ako oba osumnjicˇenika sˇute, obojica c´e dobiti kaznu od jedne godine zatvora.
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Svaki osumnjicˇenik mozˇe izabrati samo jednu opciju i pri tome on ne zna koju c´e opciju
izabrati drugi osumnjicˇenik. Sada c´emo analizirati bi li on trebao izabrati sˇutnju ili iz-
daju.
Kako bi bilo laksˇe prikazati skup svih moguc´ih kombinacija strategija, osumnjicˇenike
c´emo zvati Adam i Bob. Dakle, imamo dva igracˇa: Adam i Bob, strategije koje oba igracˇa
imaju na raspolaganju su sˇutnja ili izdaja. Isplate su ili oslobadajuc´a presuda ili zatvor-
ska kazna u trajanju ovisnom o izboru strategije Adama i Boba.






Negativni brojevi predstavljaju broj godina zatvora koje Adam mozˇe dobiti, npr. ako
Adam izabere sˇutnju, a Bob izdaju, tada Adam dobija sedam godina zatvora. Ukoliko
Adam izabere izdaju, a Bob sˇutnju, tada je Adam osloboden.






Spajamo ove dvije tablice u jednu, tako da u svaku c´eliju upisujemo dva broja. Prvi broj
predstavlja isplatu igracˇa u odgovarajuc´em retku (Adam), a drugi broj prestavlja isplatu




Sˇuti -1 -1 -7 0
Izdaje 0 -7 -3 -3
Uzmimo za primjer c´eliju gdje Adam sˇuti, a Bob izdaje, stoji [−7 0]. Prvi broj −7 pred-
stavlja Adamovu isplatu (7 godina zatvora), a drugi broj 0 predstavlja Bobovu isplatu
(slobodan je). U ovom slucˇaju Bobova brojcˇana vrijednost je vec´a od Adamove, pa za-
kljucˇujemo kako je Bob pobjednik. Postavlja se pitanje kako Adam treba odigrati da os-
tvari prednost?
Pretpostavimo da Bob odabere sˇutnju. Ukoliko Adam takoder odabere sˇutnju, svatko od
njih c´e dobiti 1 godinu zatvora (−1). Ako bi Adam izdao Boba, Bob bi dobio 7 godina
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zatvora (−7), a Adam bi bio slobodan (0). Zakljucˇujemo: Adam u ovom slucˇaju treba
odabrati izdaju.
Pretpostavimo sada da Bob izabere izdaju. Ukoliko Adam odabere sˇutnju, on c´e dobiti
7 godina zatvora (−7), a Bob c´e biti slobodan (0). Ako bi Adam takoder odabrao izdaju,
svatko od njih bi dobio 3 godine zatvora (−3). Iz toga je vidljivo da je, kao i u prethod-
nom slucˇju, Adamu isplatljivije odabrati izdaju.
Bez obzira koju strategiju Bob izabere, sˇutnju ili izdaju, za Adama je najbolji odabir stra-
tegije upravo izdaja.
No, sada je Bobova odluka jednostavna: njemu se takoder visˇe isplati izdati Adama. Time
smo dosˇli do jednistvene strategije koju c´e odigrati oba igracˇa: obojica se medusobno
izdaju.
3.3 Igra s n igracˇa
Promatramo igru s konacˇnim brojem n igracˇa. Oznacˇimo igracˇe s 1, 2, ..., n.
i − ti igracˇ mozˇe birati izmedu di cˇistih strategija koje oznacˇavamo s 1, 2, ..., di. Igru defi-
niramo s n matrica isplate X(1), X(2), ..., X(n), po jedna za svakog igracˇa. Svaka matrica X(i)
je n-dimenzionalna matrica oblika d1 × d2 × · · · × dn cˇiji su elementi racionalni brojevi.
Element X(i)j1 j2··· jn predstavlja isplatu za i-tog igracˇa ako igracˇ 1 izabere cˇistu strategiju j1,
igracˇ 2 izabere cˇistu strategiju j2, itd.
Svaki igracˇ odabire svoju mjesˇovitu strategiju, sˇto je vjerojatnosna distribucija na njego-
vom skupu cˇistih strategija. Oznacˇimo s p(i)j vjerojatnost koju igracˇ i dodjeljuje strategiji
j. Vektor p(i) = (p(i)1 , p
(i)
2 , ..., p
(i)
di
) naziva se strategija igracˇa i.









X(i)j1 j2... jn · p(1)j1 p(2)j2 · · · p(n)jn
Dakle, podaci za nasˇ problem su matrice isplate X(i), tj. problem je odreden s nd1d2 · · · dn
racionalnih brojeva. U problemu imamo d1 + d2 + · · · + dn nepoznanica p(i)j . Obzirom da
su nepoznanice zapravo vjerojatnosti, onda vrijedi
∀i, j : p(i)j ≥ 0 i ∀i : p(i)1 + p(i)2 + · · · + p(i)di = 1 (3.6)
Ovi uvjeti nam govore da je p = (p(i)j ) tocˇka iz produkta simpleksa
∆ = ∆d1−1 × ∆d2−1 × · · · × ∆dn−1 (3.7)
Tocˇka p ∈ ∆ je Nashova ravnotezˇa ako niti jedan od n igracˇa ne mozˇe povec´ati svoju
isplatu mijenjajuc´i strategiju, dok ostalih n − 1 igracˇa drzˇi svoje strategije fiksnima. Ovo
c´emo zapisati kao sustav polinoma s nepoznanicama p ∈ ∆ i pi = (pi1, ..., pin) ∈ Rn.
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X(i)j1... ji−1k ji+1 jn · p(1)j1 · · · p(i−1)ji−1 p(i+1)ji+1 · · · p(n)jn
)
(3.8)
Dakle, (3.8) zajedno s (3.6) predstavlja sustav od n + d1 + · · · + dn polinomskih jednadzˇbi
s n + d1 + · · · + dn nepoznanica, gdje je svaki polinom produkt linearnog polinoma i
multilinearnog polinoma stupnja n − 1.
Iz ove rasprave slijedi sljedec´i teorem.
Teorem 3.3.1. Vektor (p, pi) ∈ ∆ × Rn predstavlja Nashovu ravnotezˇu za igru danu s
matricama isplate X(1), ..., X(n) ako i samo ako je (p, pi) nultocˇka polinoma (3.8) i svaki
izraz u zagradi (3.8) je nenegativan.
Nash je pokazao da svaka igra ima barem jednu tocˇku ravnotezˇe (p, pi). Njegov dokaz i
mnoge druge naknadne dorade koristile su teorem o fiksnoj tocˇki iz topologije. Medutim,
ovi teoremi ne daju nikakvu dodatnu informaciju o broju Nashovih ravnotezˇa i je li je
taj broj konacˇan. Kasnije c´emo vidjeti teorem koji daje procjenu za maksimalan broj
mjesˇovitih Nashovih ravnotezˇa.
Sada pogledajmo na primjeru problem prebrojavanja Nashovih ravnotezˇa za igru s dva
igracˇa.
Primjer 3.3.2. Promatramo igru s dva igracˇa, od kojih svaki ima jednak broj strategija,
tj. n = 2 i d1 = d2 = d. Dakle, matrice isplate, X(1) i X(2) su dvodimenzionalne d × d
matrice. Pretpostavimo da oba igracˇa imaju isplatu 1 ako se njihovi izbori strategija po-
dudaraju, a inacˇe imaju isplatu 0. Drugim rijecˇima, matrice isplate su jedinicˇne dijago-
nalne matrice.









= 0 za k = 1, 2, ...d (3.9)
Nashove ravnotezˇe su rjesˇenja sustava (3.9) uz uvjet da su p(i)k izmedu 0 i pii, za svaki i =
1, 2 i k = 1, 2, ..., d te vrijedi p(1)1 + · · · + p(1)d = p(2)1 + · · · + p(2)d = 1.
Na primjer, za d = 2 sustav (3.9) ima pet rjesˇenja koje izracˇunamo koristec´i Singular.
(Zbog bolje preglednosti koda u programu koristimo oznake: a := pi1, b := pi2, p :=
p(1)1 , q := p
(1)
2 , r := p
(2)
1 , s := p
(2)
2 ).
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Program nam vrac´a sljedec´i skup rjesˇenja:
{(0.5, 0.5, 0.5, 0.5, 0.5, 0.5), (0, 1, 1, 0, 0, 0), (1, 0, 0, 1, 0, 0), (1, 0, 1, 0, 1, 1), (0, 1, 0, 1, 1, 1)}.
Vektori (0, 1, 1, 0, 0, 0), (1, 0, 0, 1, 0, 0) nisu Nashove ravnotezˇe jer propada nenegativnost
izraza u zagradama. Dakle, u ovom slucˇaju imamo tri Nashove ravnotezˇe.
Sada c´emo razmatrati samo mjesˇovite Nashove ravnotezˇe, tj. dodajemo uvjet da su sve
vjerojatnosti p(i)j strogo pozitivne. Od sada, p
(i)
j biti c´e varijable cˇije su vrijednosti strogo
izmedu 0 i 1. Ovo nam dopusˇta da uklonimo faktore p(i)k u jednadzˇbama (3.8). Dakle, od
sada radimo s (n-1)-linearnim jednadzˇbama. Slicˇno kao i kod igre s tri igracˇa, oduzima-
njem prvog polinoma od svih ostalih redom, te tako za svaki i = 1, ..., n, eliminiramo
nepoznanice pii.












X(i)j1... ji−1k ji+1 jn − X(i)j1... ji−11 ji+1... jn
)
· p(1)j1 · · · p(i−1)ji−1 p(i+1)ji+1 · · · p(n)jn (3.10)
Ovo je sustav od d1 + · · · dn − n jednadzˇbi s d1 + · · · + dn nepoznanica, koje zadovoljavaju
sustav n linearnih jednadzˇbi (3.6). Slijedi teorem koji je generalizacija Korolara 3.1.3.
Teorem 3.3.3. Neka je igra s n igracˇa dana s matricama isplate X(1), ..., X(n). Skup mjesˇovitih
Nashovih ravnotezˇa te igre cˇine zajednicˇke nultocˇke od d1 + · · · + dn − n polinoma (3.10)
koje se nalaze u politopu ∆ iz (3.7).
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U buduc´e, uvijek c´emo eliminirati n varijabli na nacˇin da stavimo:
p(i)di = 1 −
di−1∑
j=1
p(i)j za i = 1, 2, ..., n
Ono sˇto dobivamo je sustav s δ multilinearnih polinoma s δ nepoznanica, gdje je δ :=
d1 + · · · + dn − n.
Promotrimo di − 1 polinoma iz (3.10) s fiksnim gornjim ideksom i. Oni dijele isti
Newtonov politop
∆(i) = ∆d1−1 × · · · × ∆di−1−1 × {0} × ∆di+1−1 × · · · × ∆dn−1.
Ovdje je ∆di−1 konveksna ljuska jedinicˇnih vektora iz R
di−1. Dakle dimenzija od ∆(i) je
jedaka
dim ∆(i) = (d1 − 1) + ... + (di−1 − 1) + 0 + (di+1 − 1) + ... + (dn − 1)
= (d1 + ... + dn) − di − (n − 1)
= δ − di + 1
Definiramo sljedec´u δ-torku politopa
∆[d1 − 1, ..., dn − 1] :=
(
∆(1), ...,∆(1),∆(2), ...,∆(2), ...,∆(n), ...,∆(n)
)
,
u kojem se politop ∆(i) pojavljuje di − 1 puta.
Korolar 3.3.4. Mjesˇovite Nashove ravnotezˇe igre s n igracˇa u kojem i-ti igracˇ ima di
cˇistih strategija su nultocˇke polinomskog sustava s podrsˇkom ∆[d1 − 1, ..., dn − 1] i svaki
ovakav sustav proizlazi iz neke igre.
Nalazimo se u situaciji Bernstein-Kushnirenkovog teorema koji nam govori da je broj
nultocˇaka u (C∗)δ sustava s δ polinoma i δ nepoznanica jednak mjesˇovitom volumen Newto-
novih politopa. Sljedec´i teorem daje nam kombinatorni izracˇun za mjesˇoviti volumen δ-
torke politopa ∆[d1 − 1, ..., dn − 1].
Teorem 3.3.5. Maksimalni broj izoliranih mjesˇovitih Nashovih ravnotezˇa za bilo koju
igru s n igracˇa u kojoj i-ti igracˇ ima di cˇistih strategija jednak je mjesˇovitom volumenu
od ∆[d1 − 1, ..., dn − 1]. Ovaj mjesˇoviti volumen podudara se s brojem particija skupa
{p(i)k : i = 1, ..., n, k = 2, ..., di} u n disjunktnih podskupova B1, B2, ..., Bn tako da vrijedi
• kardinalitet i-tog bloka Bi jednak je di − 1,
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• i-ti blok Bi disjunktan je sa skupom {p(i)1 , p(i)2 , ..., p(i)di }, tj. niti jedna varijabla s gor-
njim indeksom i ne mozˇe se nalaziti u bloku Bi
Kljucˇna ideja u dokazu ovog teorema je zamijeniti svaku od danih multilinearnih jed-
nadzˇbi s produktom linearnih jednadzˇbi. U terminima Newtonovih politopa, to znacˇi da
∆(i) izrazimo kao sumu Minkowskog n − 1 simpleksa
{0} × · · · × {0} × ∆d j−1 × {0} × · · · × {0}
Ilustrirat c´emo Teorem 3.3.5 za slucˇaj n = 3, d1 = d2 = d3 = 3. Nova dionica #3
dosˇla je na trzˇisˇte, i nasˇi poznati igracˇi Adam, Bob i Carl sada biraju izmedu triju cˇistih
strategija. Vjerojatnosti koje Adam alocira dionicama #1, #2 i #3 su a1, a2 i 1 − a1 − a2.
Sada imamo sˇest jedandzˇbi sa sˇest nepoznanica a1, a2, b1, b2, c1, c2. Broj particija skupa
{a1, a2, b1, b2, c1, c2} opisan u Teoremu 3.3.5 je 10. Deset dopusˇtenih particija su
{b1, b2} ∪ {c1, c2} ∪ {a1, a2} {c1, c2} ∪ {a1, a2} ∪ {b1, b2}
{b1, c1} ∪ {a1, c2} ∪ {a2, b2} {b1, c1} ∪ {a2, c2} ∪ {a1, b2}
{b1, c2} ∪ {a1, c1} ∪ {a2, b2} {b1, c2} ∪ {a2, c1} ∪ {a1, b2}
{b2, c1} ∪ {a1, c2} ∪ {a2, b1} {b2, c1} ∪ {a2, c2} ∪ {a1, b1}
{b2, c2} ∪ {a1, c1} ∪ {a2, b1} {b2, c2} ∪ {a2, c1} ∪ {a1, b1}
Mjesˇoviti volumen sljedec´e sˇestorke 4-dimenzionalnih politopa , od kojih je svaki pro-
dukt dva trokuta je takoder 10:
∆[2, 2, 2] =
(
{0}×∆2×∆2, {0}×∆2×∆2, ∆2×{0}×∆2, ∆2×{0}×∆2, ∆2×∆2×{0}, ∆2×∆2×{0}
)
Teorem 3.3.5 nam kazˇe da igra koju igraju Adam, Bob i Carl mozˇe imati cˇak deset mjesˇovitih
Nashovih ravntozˇa.
Jedan slucˇaj Teorema 3.3.5 posebno c´emo promotriti. Pretpostavimo da imamo n igracˇa,
od kojih svaki ima dvije cˇiste strategije, tj. d1 = d2 = ... = dn = 2. Odgovarajuc´a n-
torka politopa ∆[1, 1, ..., 1] sastoji se od n razlicˇitih stranica n-dimenzionalne kocke. Pri
tome se za paralelne parove stranica kocke podrazumijeva da su jednake, zbog cˇega nasˇa
kocka ima n stranica, umjesto 2n. U ovom posebnom slucˇaju, particije opisane u Teoremu
3.3.5 podudaraju se s brojem deranzˇmana skupa {1, 2, ..., n}, sˇto je broj permutacija od
{1, 2, ..., n} bez fiksnih tocˇaka.
Korolar 3.3.6. Sljedec´a tri broja jednaki su za svaki n ∈ N:
• makismalan broj izoliranih mjesˇovitih Nashovih ravnotezˇa za igru s n igracˇa u ko-
joj svaki igracˇ ima dvije cˇiste strategije,
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• mjesˇoviti volumen n razlicˇitih stranica n-dimenzionalne kocke,
• broj deranzˇmana skupa s n elemenata.
Prebrojavanje deranzˇmana klasicˇni je problem u kombinatorici. Na primjer, broj de-
ranzˇmana skupa {1, 2, 3, 4, 5} jednak je 44. Dakle, igra s 5 igracˇa, od kojih svaki ima dvije
cˇiste strategije mozˇe imati najvisˇe 44 mjesˇovite Nashove ravnotezˇe. Boj deranzˇmana raste
na sljedec´i nacˇin: 1, 2, 9, 44, 265, 1854, 14833,...
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Sazˇetak
Glavni cilj ovog rada je proucˇiti pojam Nashove ravnotezˇe te pokazati rezultate koji daju
maksimalan broj mjesˇovitih Nashovih ravnotezˇa u igri s n igracˇa. Nashove ravnotezˇe
karakteriziramo kao rjesˇenja odredenih polinomskih sustava. Sustav polinoma mozˇemo
rijesˇiti metodom Gro¨bnerovih baza pa se u prvom poglavlju upoznajemo s njihovom defi-
nicijom i svojstvima.
Broj rjesˇenja polinomskog sustava mozˇemo izracˇunati uz pomoc´ mjesˇovitog volu-
mena Newtonovih politopa. U drugom poglavlju prvo se prisjec´amo konveksnosti, a za-
tim upoznajemo sa sumom Minkowskog i mjesˇovitim volumenom politopa.
Trec´e poglavlje konacˇno definira Nashovu ravnotezˇu te daje rezultate o broju mjesˇovitih
Nashovih ravnotezˇa koji proizlaze iz Bernstein-Kushnirenkovog teorema.
Summary
The main goal in this master thesis is to study the concept of Nash equilibrium and to
show results that give a sharp bound for the number of totally mixed Nash equilibria in a
n-person game. Nash equilibria are characterized as the solutions of certain polynomial
systems. The polynomial system can be solved by the method of Gro¨bner bases, so in the
first chapter we introduce their definition and properties.
The number of solutions of a polynomial system can be found by computing the
mixed volume of Newton polytopes. In the second chapter, we recall the convexity, Min-
kowski sum and mixed volume of several polytopes.
In the third chapter, Nash equilibrium is finally defined and results on the number of
totally mixed Nash equilibria are given by using Bernstein-Kushnirenko theorem.
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