Background: Although pelagic seabirds are broadly recognised as indicators of the health of marine systems, numerous gaps exist in knowledge of their at-sea distributions at the species level. These gaps have profound negative impacts on the robustness of marine conservation policies. Correlative modelling techniques have provided some information, but few studies have explored model development for non-breeding pelagic seabirds.
Impacts of global change are increasingly evident, and longterm changes in marine systems are likely to be quite profound (Doney et al. 2012) . In spite of these changes, spatial planning and conservation implementation in marine systems are lagging compared to terrestrial regimes (Game et al. 2009; Croxall et al. 2012; Lewison et al. 2012) . Of particular concern are pelagic zones, which currently lack adequate protection compared to other marine ecoregions. Seabirds and other marine predators can serve as proxies to help identify potential marine conservation sites (Piatt et al. 2007; Lascelles et al. 2012) .
The strong spatio-temporal heterogeneity inherent in marine systems (Hyrenbach et al. 2000; Weimerskirch et al. 2005 ) is mirrored in the movements and behaviour of pelagic seabird species tracking marine resources. Many pelagic seabird species appear to behave as generalists overall, whilst maintaining individual-or group-level specialisations (Ceia et al. 2012) . In view of their complex behavioural biology (Grecian et al. 2012; Catry et al. 2013) , such as high individual variability (Phillips et al. 2005) , complex habitat partitioning and movement strategies (Phillips et al. 2005; Weimerskirch et al. 2006) , and colonial nesting habits, available data for many of these species are highly biased towards breeding individuals. This information bias has left gaps in knowledge about at-sea distributions of non-breeding individuals (Weimerskirch et al. 2003; Taylor et al. 2011; Grecian et al. 2012; Lascelles et al. 2012) .
Correlative niche modelling approaches, termed species distribution modelling (SDM) or ecological niche modelling (ENM), have the potential to fill knowledge gaps regarding species' distributions (Rodríguez et al. 2007 ; Lewison et al. 2012; Mateo et al. 2013) , aid in conservation planning (Peterson 2006; Rodríguez et al. 2007 ), assess conservation-human conflicts (Rodríguez et al. 2007) , and provide insight into impacts of climate change on species' distributions (Peterson 2006) . Ongoing conservation concerns regarding pelagic seabirds make them an important focus group in such studies. To date,
INTRODUCTION
however, nearly all applications of these approaches to pelagic seabirds have focused on individual populations rather than species as a whole; and, few have explored algorithm function for seabirds outside the breeding season (Thiebot et al. 2011; Wakefield et al. 2011; Oppel et al. 2012; Ramos et al. 2015) .
Wandering Albatrosses (Diomedea exulans Linnaeus, 1758) are biennial breeders (Prince et al. 1992; Milot et al. 2008 ) with multiple life stages (juvenile, immature, non-breeding adult, breeding adult) marked by distinct behaviours (Phillips et al. 2005; Ceia et al. 2012) . Classified as Vulnerable (IUCN 2016) , they are protected under the Agreement on the Conservation of Albatrosses and Petrels (ACAP) and are amongst the best-studied pelagic seabirds (ACAP 2009 ). Because occurrence data for this species are relatively rich, gaps in knowledge of their natural history are less drastic than in other pelagic species. This is a critical consideration for application to developing and testing methodological improvements. Studies have already noted impacts of global climate change on D. exulans and other pelagic marine species (Weimerskirch et al. 2003 (Weimerskirch et al. , 2012 .
The aim of this study is to identify hemisphere-scale environmental associations of the geographic distribution of non-breeding D. exulans and work towards addressing the challenge of modelling these associations in highly mobile species. I present results of a first phase of correlational ecological niche modelling using traditional modelling techniques based on three algorithms and multiple parameterisations; I assessed each models' ability to anticipate seasonal environmental preferences of non-breeding D. exulans. This initial exploration focused on issues of algorithm selection and parameterisation in time-averaged correlative modelling.
MATERIALS AND METHODS

Input Data
Models were calibrated using digitally accessible knowledge (DAK; Sousa-Baena et al. 2014) in the form of D. exulans primary occurrence data and remotely sensed environmental data for December 2000 to November 2012. As temporal averaging of models may generalise spatial distributions and environmental associations (Peterson et al. 2005) , the year was divided into three 'seasons' for this study (Table 1) based loosely on breeding biology and designed to respond to possible shifts in foraging behaviour by breeding adults: I = December-March (egg laying/incubation), G = April-July (brood guard/chick rearing) and P = August-November (fledging). The study area was restricted to −20˚S to −60˚S latitude, as this latitudinal range comfortably encompasses the generalised distributional extent of D. exulans (BirdLife International and NatureServe 2015a), reduces concern for significant gaps in environmental data coverage -particularly in seasonal, high-latitude regions -and constrains the extent to which implemented modelling algorithms must extrapolate.
To characterise the sampling process that produced the data (Anderson 2003) , observation-and specimen-based occurrence data for all members of the order Procellariiformes were obtained from the Global Biodiversity Information Facility (GBIF; accessed on 26 May 2015, doi:10.15468/dl.fquf8g; Appendix S1). D. exulans observation data were separated from the greater dataset and divided by season (see above), cleaned of duplicates, gridded to the spatial resolution and extent of the environmental data and rarefied to one point per pixel to reduce spatial bias (Kramer-Schadt et al. 2013; Phillips et al. 2009 ). As no information about sex or breeding status was associated with the occurrence data, distinguishing nonbreeding from breeding individuals was impossible. However, because these analyses aimed to assess the capacity for estimating non-breeding distributions, occurrence data south of 50˚S latitude were excluded from analyses (Weimerskirch et al. 1985; Weimerskirch et al. 2006) . Of an initial 7,903 D. exulans records, 1,982 were available for use in modelling after cleaning; 136,947 records of the Order were used to characterise spatial sampling bias (see below).
Seven environmental layers were used to summarise the complex environmental landscape of the high-latitude marine systems under analysis. Dynamic data included four monthly variables of global MODIS Terra L3 SMI data at 4.6 km spatial resolution downloaded from the NASA OceanColor Web (Table S1 .2; NASA 2014). Daytime and nighttime sea surface temperatures (SST) were used to average uneven heating/ cooling of the ocean surface. Chlorophyll-a (Hyrenbach et al. 2007; Wakefield et al. 2009 ) and chromophoric dissolved organic matter (Coble 2007; Nelson & Siegel 2013; Urtizberea et al. 2013) were incorporated as proxies for ocean productivity. Imagery were converted from native HDF to ASCII grids, projected to WGS 84 using the Marine Geospatial Ecology Tools (MGET) ArcGIS toolbox , and 'No Data' values in raster layers were filled using a temporal filter followed by a spatial filter in R v 3.2.2 (R Development Core Team 2009). Next, environmental data layers were stacked by season, and the mean, maximum, minimum and range of values were calculated for each variable. The resulting 16 time-averaged rasters were subjected to principle component analyses (PCA) to reduce collinearity. The first five principle components (PCs) from each PCA per season were used in the analyses; in all three seasons, the first PC explained ≥95% of variation (Table  S1 .3). Geophysical (static) data included bathymetry -ETOPO1 global relief data (Amante 2009) -and a derivative bathymetric slope layer. All seven environmental layers were standardised to 0.2083° resolution and projected in geographic coordinates (WGS 84). Additional information regarding input data is available in Appendix S1.
Model Calibration
The biotic-abiotic-mobility (BAM) framework is a useful heuristic for developing strategies for model calibration (Soberón & Peterson 2005 ). The calibration region should match the mobility area (= the area that has been accessible to the species over relevant periods of time; Barve et al. 2011) . Mobility is not a major distributional constraint for D. exulans (Soberón & Peterson 2005; Milot et al. 2008; Saupe et al. 2012 ). As such, calibration regions were delineated as marine areas within a 500 km buffer around known occurrences in a particular season ( Fig. 1 ; Barve et al. 2011; Saupe et al. 2012) . To permit rigorous model evaluation, 30% of occurrence records were selected randomly and set aside for model evaluation. Models were calibrated using the remaining 70% of occurrence records.
A total of 217 model calibrations were tested for each of the three time-averaged seasons across three correlative niche modelling algorithms, yielding 651 models following the 'no silver bullet' ideas of Qiao et al. (2015) , in which many candidate approaches and algorithms are tested to identify the best-performing method for a particular situation. Two presence-only algorithms -Maxent (Phillips et al. 2004; Phillips et al. 2006 ) and minimum volume ellipsoids (MVEs) -and one presence-absence algorithm -boosted regression trees (BRT; Elith et al. 2008 ) -were selected for testing. Maxent version 3.3.3k (Phillips et al. 2004; Phillips et al. 2006) was calibrated under different settings for three parameters: prevalence, regularisation multiplier and bias layer. Initial sensitivity analyses using the jackknife procedure within Maxent identified an ideal combination of environmental variables for model calibration (bathymetry, PCs 1-4). All models were run using 100 bootstrapped replicates, 30% random test percentage and 1,000 maximum iterations; all other settings remained at 'default'.
Presence-only algorithms
Prevalence was tested over a range of 0.3-0.9 at intervals of 0.1. Prevalence has no impact on raw output scores in Maxent but does affect the 'logistic' output (Elith et al. 2011 . Merow et al. 2013) ; Elith et al. (2011) and Merow et al. (2013) provide an in-depth discussion on the impact of prevalence on model performance. The regularisation multiplier (RM) impacts model fit by loosening or tightening the constraints of a model around the training data (Elith et al. 2011; Shcheglovitova & Anderson 2013) . RM was tested at three levels: 1 (default), 1.5 and 2. Bias layers are incorporated into Maxent to account for sampling bias in the data and reflect relative sampling effort (Phillips et al. 2009; Kramer-Schadt et al. 2013) . Two sets of bias layers derived from the procellarid occurrence data set aside during data cleaning and matching the grid system of the environmental grids were tested. Procellariiform observations per pixel were summed to produce the 'raw' bias layer. To develop a more refined layer for comparison, the raw bias layer was subjected to a Log 2 transformation and kernel smoother to scale the value distribution more evenly (Table S1 .4).
MVEs were calibrated for two sets of parameters: variable inclusion and threshold. MVEs calculate environmental distance using Mahalanobis distances based on an MVE drawn around the training (calibration) data. The simplicity of MVEs means few parameters. Six levels of variable inclusion (Runs; Table S1.5) and three thresholds (T; 0.9, 0.95, 0.99) were analysed using R v 3.2.2 (R Development Core Team 2009). The threshold designates the central percentage of training data to be used in calculating the MVE, such that a higher threshold (e.g. 0.99) indicates greater confidence in the input data used for training compared to a lower threshold value (0.95 or 0.9). Scripts were modified from code provided by J. Soberόn (pers. comm.) and are available in Supplementary Materials (Appendix S3). As MVEs calculate relative environmental distance, model predictions were inverted and re-scaled (0-1) to render them comparable to the other algorithms.
Presence-absence algorithm
Boosted regression trees (BRTs) were calibrated under various settings of four parameters: pseudo-absence (PA), tree complexity (TC), learning rate (LR) and bag fraction (BF). Two levels of PAs were tested after Barbet-Massin et al. (2012) (Table S1 .6): the first (PA-1) was set at 1,500 randomly selected absences; the second (PA-2) was two times the total number of model calibration training points. TC, which controls the maximum level of interactions permitted in model fitting, was tested over a range of 1-5, wherein TC = 1 indicates no variable interactions and TC = 5 permits interactions between ≤5 variables. Four LRs were tested: 0.01, 0.005, 0.0025 and 0.001. LR determines the relative contribution of each tree as the model grows, such that a slower LR tends to smooth effects of stochastic processes and reduces between-model variance. BF controls stochasticity by designating the random subset used for model calibration and testing; a smaller BF is likely to lead to an increase in the chance of fitting of unusual variables. Four levels of BF were tested: 0.5, 0.6, 0.7 and 0.75. More in-depth explanations of BRTs are provided by Elith et al. (2008) . Models were run to a minimum of 1,000 trees using all seven environmental variables in R v 3.2.2 (R Development Core Team 2009) following scripts from Elith et al. (2008) .
Model evaluation
Significance was evaluated for all model calibration and model transfer scenarios. In light of issues highlighted by Peterson et al. (2008) and Lobo et al. (2008) , typical receiver operating characteristic (ROC) routines implemented within Maxent were not used. Instead, models were evaluated external to the Maxent package using the partial receiver operating characteristic (pROC) metric, for which the critical value is AUC ratio = 1.0. pROC scores were calculated using the randomly selected 30% test data set aside prior to model calibration (see above) and occurrence data from the broader projection region, to provide two levels of testing. pROC scores were calculated in R v 3.2.2 (R Development Core Team 2009) at an omission threshold of E = 5% over 2,000 iterations using code provided by L. Osorio (pers. comm.). Significance was determined by direct count of numbers of replicate analyses in which AUC ratio ≤ 1. Although AUC ratios are difficult to compare amongst very different calibration areas or modelling contexts, they can be used to assess withinalgorithm, within-season performance (e.g. to evaluate the best performing model calibration for an individual algorithm).
Final model performance was assessed using two metrics to permit comparison of models across algorithms. The first metric was omission rate. Omission rates (percent of test data predicted as 'absent') were calculated using the D. exulans observation data set aside and an 80% threshold (e.g. E = 20%). As a second measure of performance, BirdLife International's important bird area (IBA) polygons for the Southern Hemisphere (BirdLife International and NatureServe 2016) were overlaid on the best model for each algorithm and season to evaluate visually the ability of each model to anticipate areas of known importance to D. exulans. A query of BirdLife International's marine e-atlas (BirdLife International and NatureServe 2015b) facilitated generation of a subset of 130 of the original 1,275 polygons identified specifically as valuable to non-breeding D. exulans and classified as proposed or confirmed IBA areas. It is critical to note that these designations are based on limited data (e.g. a handful of tracking datasets) and do not necessarily encompass all areas of importance to non-breeding D. exulans. They do, however, provide a simple, qualitative view of model performance, thus their use in model evaluation here is considered secondary and supplemental to calculated omission rates.
RESULTS
Significance Testing
All 651 model calibration scenarios were significant (p < 0.05). In model transfer, only 52.7% (343 of 651) of models (across all combinations of algorithms, parameter settings and environmental datasets) performed statistically significantly better than random. All 54 MVE models (18 per 
Overall Model Performance
MVEs outperformed both Maxent and BRTs in all three seasons for both model evaluation metrics (Figure 2) . MVEs thresholded at 0.9 and run = 3 (all variables included except bathymetry and bathymetry slope) yielded the best models in seasons I (December-March) and G (August-November), and MVEs thresholded at 0.9 and run = 1 (all variables included) yielded the best models in season P (April-July). Model projections following an 80% threshold for the top models produced by each algorithm are presented in Figures 3 (season G) and 4 (seasons I and P). To provide a more detailed view of model predictions relative to occurrence data and IBAs, three particularly well-sampled focus regions are shown: the waters surrounding New Zealand and Australia (Figs S2.1-S2.3), the vicinity of the sub-Antarctic Islands off South America (Fig. S2.4 ) and the vicinity of the subAntarctic Islands near southern Africa (Fig. S2.5) . The top five model projections for each algorithm are summarised by season in Table S2 .1
Model Calibration
In model calibration, MVE had the lowest omission rates in seasons G (16.5%) and P (0%). Maxent had the lowest omission rate in season I (24.7%).
Model Transfer
Though overall model performance declined in model transfer, MVE models maintained the lowest omission rates across all three seasons, with omission rate never exceeding 35% ( Figure  2) ; its greatest drop in performance was in season P in which the omission rate jumped to 24.6% during model transfer. BRT and Maxent suffered the most drastic increases in omission. Omission rates for BRT and Maxent peaked at 95.4% and 93.8%, respectively, in season P. The greatest loss in performance occurred in season G for BRT, where omission rose by 64.1% (from 28.9% in model calibration to 93.0% in model transfer), and in season P for Maxent, where omission rates rose by 67.1% (from 26.7% in model calibration to 93.8% in model transfer). MVEs successfully predicted no less than 69.5% of IBA in all three seasons (Figure 2 ). Maxent and BRT models, on the other hand, never predicted greater than 32.9% of IBA.
Parameterising Algorithms
Boosted Regression Trees
In all, 46.7% (224) of the 480 BRT models (160/season) were significant in model transfer. PA, TC and LR parameter selections all impacted evaluation statistics. BRT tended to overfit in model transfer (Figs 3a and 4a, b) . Models parameterised for PA-2 and TC ≤ 2 performed best in seasons I and P, whereas models parameterised at PA-1 and TC ≥ 3 excelled in G (Table  S2 .1). Higher performance was also associated with a faster LR (0.01) in season I, a moderate LR (0.005-0.0025) in season G and a slower LR (≤0.0025) in season P.
Maxent
In all, 53.0% (62) of 117 models (39 per season) parameterised in Maxent were significant after model transfer. BRT tended to overfit in model transfer (Figs 3b and 4c,d ). Bias and RM played the biggest role in model performance. The top models were calibrated with the Log 2 bias layer and RM ≥ 1.5 (season G) and the raw bias layer (season P) (Table S2 .1). None of the season I model projections were significant. 
Minimum Volume Ellipsoids
All 54 models (18 per season) calibrated using MVEs were statistically significant in model projection. MVE predictions were generally underfit (i.e. overly general) (Figs 3c and 4e,f) . Top models incorporated more moderate numbers (2-4) of environmental variables (2 ≤ Run ≤ 4) for season G and more variables (Run ≥ 2) in seasons I and P.
DISCUSSION
Correlative modelling offers a method by which the complexities of distributional dynamics of pelagic seabirds can be explored at the species level. Researchers have used these methods to address specific aspects of seabird distributional ecology such as habitat suitability (Ceia et al. 2012; Oppel et al. 2012; Catry et al. 2013; Louzao et al. 2013; McGowan et al. 2013; Scales et al. 2016) , identification of hotspots in the present and past (Louzao et al. 2013) , selection of potential conservation areas and potential climate change impacts (Krüger 2017) . But, . many of the more recent applications use ensemble modelling (Scales et al. 2016; Krüger 2017) or incorporate seabird movement data (Clay 2016; Quillfeldt 2017 ) that, whilst increasing in quantity and availability, is nowhere near as prevalent or accessible as point observation data.
The purpose of this exercise was to develop a baseline of model performance across a suite of parameterisations with an eye towards a step-wise approach to improving correlative niche modelling techniques for pelagic and other highly mobile species. Although just under half of all models tested performed significantly better than random, predictive performance was adequate only for MVEs (low omission rates, high percentage of IBA areas predicted). Indeed, MVE models consistently indicated the greatest potential for capturing the complexity of D. exulans distributional ecology with all calibrations significant in model calibration and model transfer. The best performing BRT and Maxent calibrations either had omission rates > 50% or predicted < 35% of the total area covered by BirdLife International's Marine IBAs (BirdLife International and NatureServe 2016) of known importance to D. exulans.
Though methods such as BRT and Maxent have a history of higher predictive performance (Elith et al. 2006; Phillips et al. 2009 ), the results presented here suggest that these more complex algorithms may not be ideal for summarizing the complexity of highly pelagic species. Parameterisations for both BRT and Maxent tended to overfit models: although Maxent exhibited a more moderate fit and higher predictive performance overall, Maxent models were still not necessarily 'good' at anticipating test occurrence data. Overall performance declined substantially during model transfer (i.e. extrapolation to the full study region) for both BRT and Maxent. Performance for the two complex algorithms was particularly poor in seasons I and P, though Maxent improved slightly in season G. This less-thanstellar overall performance likely results from the combination of the spatial exclusion of data (i.e. method of determining breeding vs non-breeding data), sampling bias within the observation data and inability to discern breeding from non-breeding individuals (i.e. lack of biological information in the observation data).
My results highlight one of the major roadblocks for correlational niche-modelling methodologies: the loss of detail in signals because of over-generalisation. Correlative modelling characterises a species' use of environmental space to create a model that can then be used to address questions regarding the species' distribution in geographic space (Barve et al. 2011) . Recent studies have shown that no single 'best' algorithm or parameter setting for SDM or ENM applications exists or is likely to exist (Saupe et al. 2012; Shcheglovitova & Anderson 2013; Merow et al. 2013; Qiao et al. 2015) , and the results of this study are in close agreement. Therefore, algorithm selection and parameterisation should be an iterative, hypothesis-driven or question-driven process. Myriad factors affect the performance of correlational models, including the limitations of the specific algorithms, input data quality, appropriateness of selected explanatory (environmental) variables, spatial resolution (Weimerskirch et al. 2005; Hyrenbach et al. 2007; Wakefield et al. 2009; Bellier et al. 2010 ) and study region extent (BarbetMassin et al. 2012; Barve et al. 2011; Hyrenbach et al. 2007 ). As a result of this complexity, a key point is that averaging environmental data across each of the three seasons limits the detail available in the modelling outputs (Peterson et al. 2005; Scales et al. 2016) .
The most obvious limitation encountered in this preliminary study of model assessment for pelagic bird distributions is the quality of the occurrence data, lack of absence data (Elith et al. 2011) , sampling bias inherent in opportunistically collected data (Weimerskirch et al. 2006; Phillips et al. 2009; Elith et al. 2011; Grecian et al. 2012 ) and lack of relevant additional biological information (i.e. sex, age or breeding status; Grecian et al. 2012 ). These factors -lack of biological information and bias -necessarily influence calibration region designation, ultimately impacting overall model performance.
Bias is a significant concern in assessing biodiversity patterns at macroscales (Beck et al. 2014) , and these biases are amplified when data are derived in bulk from portals such as GBIF (Graham et al. 2004; Yesson et al. 2007; Beck et al. 2013; Beck et al. 2014) . D. exulans point occurrence data used here are strongly biased towards the Argentine Basin, the Tasman Sea, south Pacific Ocean south of Tasmania, the Campbell Plateau and Chatham Rise around Australia and New Zealand and areas directly adjacent to breeding colonies (Fig. 5) ; occurrence data are minimal for the high seas in the South Pacific Ocean east of the Pacific Rise, east of the Atlantic Ridge in the South Atlantic Ocean, south of South Africa around Agulhas Basin and Plateau and the Crozet Basin and the Southeast Indian Ridge in . the Indian Ocean. This uneven sampling leads to gaps in documentation of the species' response to some environmental conditions, limiting model generality (Owens et al. 2013) .
A final concern associated with DAK is taxonomic uncertainty (Graham et al. 2004 ). Great albatross taxonomy has undergone multiple revisions, only recently 'stabilising' with four species in the D. exulans complex (Nunn et al. 1996; Burg & Croxall 2004; Chambers et al. 2009; Rains et al. 2011 ). Morphological similarities between species and significant overlap of non-breeding individuals within the complex make differentiation of species at-sea quite difficult (Onley & Scofield 2007) . Lack of cohesive taxonomic resolution only further increases the potential for homogenisation of species ecology, an important factor often not discussed, which reduce the confidence and accuracy of correlative models.
Despite the intriguing result in which MVEs outperformed more complex algorithms, deriving ecological conclusions from low-performing or even moderate-performing models such as those that I have presented herein is premature. Rather, this study provides a baseline for the development of better and more predictive models that will eventually be capable of accounting for the complex behaviours of such species. Further, it serves as a reminder that correlative niche modelling approaches are sensitive to a large suite of factors and are impacted inherently by the study question itself. In light of the limitations of readily available seabird data (e.g. strong spatiotemporal biases, no information on sex and age of the individuals involved), development of such a baseline of algorithm behaviour is necessary for successfully evaluating the efficacy of more complex data treatment strategies.
Improved correlative modelling approaches, building on the baseline presented herein, can significantly enhance understanding of macroscale factors driving distributional dynamics of species, including pelagic seabirds and other highly mobile species, and provide crucial information to fill important information gaps necessary to project and explore the future distributional potential (Louzao et al. 2011; Catry et al. 2013 ). These insights, in combination with increasing knowledge of species' natural history and ecology, can inform conservation planners and offer information vital to the research priorities identified by Lewison et al. (2012) including identification and mapping of movement corridors and foraging areas to understand impacts of global change on the distributions of pelagic seabirds and other highly mobile species. 
APPENDIX S1. ADDITIONAL MODEL CALIBRATION AND PARAMETERISATION INFORMATION.
Biologically-informed ecological niche models for an example pelagic, mobile species Ingenloff, K. KU Biodiversity Institute, kate.ingenloff@ku.edu Input Data -Occurrence Data Data Acquisition. Occurrence data for all members of the order Procellariiformes were obtained from the Global Biodiversity Information Facility (GBIF; accessed 5/26/2015, doi:10.15468/dl.fquf8g). GBIF search was restricted to observation data for all error-free procellariiform records within the study period of December 2000-November 2011 between −20˚S and −70˚S latitude and was requested on 26 May 2015. The search returned 144,850 observations of 105 species from 28 genera and 4 families (Diomedeidae, Procellariidae, Hydrobatidae and Pelecanoididae) species from 31 collections/institutions. Occurrence data were derived from human and machine observations and preserved specimens. 
Input Data -Environmental Data
Four MODIS Terra L3 standard mapped image (SMI) environmental datasets at 4.6 km spatial resolution were downloaded from the NASA OceanColor Web (Table S1 .2; NASA 2014). Imagery were converted from native HDFs to ASCII grids and reprojected to WGS 84 using the Marine Geospatial Ecology Tools (MGET) ArcGIS toolbox extension . 'No Data' values were filled using a temporal filter followed by a spatial filter. The mean, maximum, minimum and range of values were calculated by season for each variable; the resulting time-averaged rasters were then incorporated into a series of principle component analyses (PCA). PCAs: PCAs were run to reduce dimensionality and collinearity. The first five principle components (PCs) per season were used in the analyses; in all three seasons, the first PC explained ≥95% of variation (Table S1 .3). The final PCs selected for use in the analyses were resampled from 0.041667 to 0.20833. 
APPENDIX S3 R CODE FOR RUNNING MINIMUM VOLUME ELLIPSOIDS AS NICHE MODELS.
Biologically-informed ecological niche models for an example pelagic, mobile species Ingenloff, K. KU Biodiversity Institute, kate.ingenloff@ku.edu ## Minimum volume ellipsoids (MVEs) can be used as niche models, mostly when one is interested in fitting a niche not too constrained by the details of the observed data. To do this, we must (1) calculate ellipsoids and (2) calculate, for all pixels in a region of interest, the environmental distance of each pixel to a centroid of the ellipse.
## Ellipsoids can be calculated in many dimensions and are characterised by a centroid and by a matrix (symmetric) that describes the directions of the axes and their lengths.
# load required libraries
library (raster) library (sp) library (rgdal) library ( EnvArchives <-list.files(path = "<path to environmental variables>", pattern = "*.asc$", full.names = F); EnvArchives; # ---------------CALCULATING MVEs ---------------# Define the function to calculate the number of points to be included in MVE calculation. NOTE: 'nD' designates the species (i.e. 'i1') and 'level' designates the model threshold.
NDquantil = function(nD, level) return(round(nD * level/1))
# Specify the species, assign a threshold and calculate the number of points to be included in the analyses. In the following code, the threshold is 0.95, or E = 5%. What you're doing here calculating the number of occurrence points for species 'il' excluding the most extreme 5%, which will then be used to generate the MVEs to be used in model calibration.
# only one species in occurrence dataset n1 = NDquantil(refined, 0.95); n1;
# for occurrence datasets with multiple species, run a count for each species n1 = NDquantil(length(i1), 0.95); n1; … # Generate ellipsoids. Ellipsoids are represented by a (1) centroid and (2) matrix of covariance. NOTE: The values of the highlighted column range below will depend on the number of environmental variables to be extracted. The range below (4:8) indicate that ellipsoids are being generated based on five variables.
### only one species in occurrence dataset mve1 = cov.mve (crds_vrs[i1, 4:8] , quantile.used = n1);
#### for occurrence datasets with multiple species, run a count for each species mve1 = cov.mve (crds_vrs[i1, 4:8] , quantile.used = n1); … # Create a matrix of the covariances mu1 = matrix(mve1$center, nrow=1);
# Take the inverse of the covariances invs1 = solve(s1);
# ---------------MODEL CALIBRATION ---------------
# To proceed with model calibration, you must first generate a regular grid (also known as 'fishnet') of the training/calibration region. QGIS is highly recommended for this process because it is (a) non-proprietary (read, open-source) and (b) a lot more efficient in this process than the competing ESRI product.
## NOTE: The grid must be set to match the spatial resolution of the environmental data; be sure to add XY coordinates to labels. The resulting .dbf will be used to then apply the defined ellipsoids to every point in raster. # You're more than halfway through your application of MVEs to ENM approaches! Save model calibration in .csv to the path or your choosing and then continue on to the final step of the process -model projection.
write.csv(Mcalib, "<YourAwesomeMVEmodelCalibrationFilenameHere.csv>");
