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Introduction
The evolution in the last decades of long haul optical transmission systems followed
the need to cope with an ever increasing demand for data capacity. The advent of
coherent detection, firstly proposed at the end of the 1980s [1], allowed to match this
demand by increasing the system spectral efficiency and consequently its capacity.
Besides, the access to the full information of the optical field combined with the de-
velopment of high speed digital electronics enabled digital signal processing (DSP)
at the receiver. Among the advantages coming from DSP we find the use of polar-
ization division multiplexing (PDM) to double system capacity, the use of multilevel
modulation formats such as N-phase shift keying (PSK) and N-quadrature ampli-
tude modulation (QAM), and the possibility to compensate in the electrical domain
for linear impairments as chromatic dispersion (CD), polarization mode dispersion
(PMD) and optical filtering [2]. In particular, CD and PMD compensation at the re-
ceiver side opened the possibility to deploy dispersion uncompensated (DU) links as
opposed to legacy dispersion managed (DM) ones. One major question for such new
coherent systems is about their reach when using both wavelength division multiplex-
ing (WDM) and PDM. With PDM, cross-nonlinearities make neighboring channels
interact depending on both their power and their state of polarization, through the
well known scalar cross-phase modulation (XPM) and the recently addressed cross-
polarization modulation (XPolM). These nonlinear distortions are sensitive to chan-
nel spacing in the WDM comb, hence are enhanced in the emerging flexible grid
transmissions that suppress channel guardbands (Nyquist-WDM systems) [3].
With the investigations presented in this thesis we aim at shedding light on mul-
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tiple aspects of modern coherent optical transmissions. The first one is how XPM
and XPolM relate to single channel nonlinear distortion, i.e., self-phase modulation
(SPM) effect, as the granularity, i.e., the signaling rate, of the system changes. The
second one is to determine the best granularity, i.e., which per-channel symbol rate
minimizes the bit error rate (BER) at fixed distance, or alternatively maximizes the
largest transparent transmission distance (i.e., the reach) at fixed BER. The third one
is how the presence of polarization dependent losses (PDL) affects the BER of coher-
ent systems, especially in presence of fiber nonlinearity whose interplay with PDL
was highlighted in recent studies. To address these issues we provide a systematic
simulation study of system performance, by exploiting the possibility in the Optilux
software [4] to selectively activate SPM, XPM or XPolM in the nonlinear step of the
Split Step Fourier algorithm (SSFA) that simulates the field propagation along the
fiber.
The thesis is organized as follows.
In the first chapter we review the main impairments in long haul optical trans-
missions, by splitting them into two categories, linear and nonlinear. Among linear
impairments we find fiber attenuation, chromatic dispersion, polarization mode dis-
persion and polarization dependent loss. Among nonlinear impairments we find SPM,
XPM and XPolM. We do not include in our discussion other nonlinear impairments
such as four wave mixing, nonlinear phase noise and non elastic scattering (stimu-
lated Raman and Brillouin scattering).
In the second chapter we investigate the optimal granularity for WDM long haul
optical systems in both DM and DU links. We analyze, for the most popular modula-
tion formats such as PDM-binary PSK, PDM-quaternary PSK (QPSK), polarization
switched (PS)-QPSK and PDM-16QAM, the power margin at target BER and fixed
distance, when varying the system symbol rate at fixed bandwidth efficiency. We
also provide a new simple formula to predict the system reach according to side data
obtained in the process of estimating the nonlinear threshold. In the last part of the
chapter we provide reach simulations to verify the accuracy of the new reach formula.
In Ch. 3 we show that, differently from what expected by intuition, the nonlinear
interference (NLI) noise can, in some particular system arrangements, take a non-
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circular distribution in DU networks. This study was performed during my 6-month
Internship at Alcatel-Lucent Bell-Labs France. Since each channel travels over dif-
ferent lightpaths, the large amount of group velocity dispersion that can be cumulated
by neighboring channels in their upstream propagation can induce a non-circular NLI
during downstream propagation.
In Ch. 4 we address the impact of PDL on coherently detected systems, by con-
centrating on the PDM-QPSK modulation format. We study the interaction of PDL
with the main fiber nonlinearity manifestations such as SPM, XPM, XPolM by in-
vestigating the average Q-factor performance for pathological cases of PDL, and by
selectively activating SPM, XPM or XPolM in the SSFA nonlinear step. We analyze
i) a homogeneous (PDM-QPSK) setup on a DM link; ii) a hybrid setup (PDM-QPSK
– On Off Keying) on a DM link; iii) a homogeneous (PDM-QPSK) setup on a DU
link. We furthermore show, for each setup i)–iii), the effect of PDL-nonlinearity in-
terplay on the Q-factor distribution, whose variance is increased, thus resulting in an
increased outage probability.
In Ch. 5, we present a Stratified Sampling based algorithm to efficiently assess
the outage probability of coherent systems in presence of PDL. The proposed method
allows significant savings in computational time with respect to the standard Monte
Carlo algorithm and does not lose in efficiency in presence of polarization mode
dispersion and above all fiber nonlinearity, where available semi-analytical models
miss the PDL-nonlinearity interaction contribution to the outage probability.
Finally, in the Appendix we discuss about the correct procedure to estimate the Q-
factor distribution. While the estimation of the average performance can be obtained
in feasible time, the estimation of the complete Q-factor distribution is generally un-
feasible by simulation. This reason usually leads to expedients that, though speeding
up the estimation procedure, can introduce significant errors in the estimated outage
probability. Moreover, we provide some warnings on the setting of some key numer-
ical parameters in a SSFA based simulation to correctly reproduce fiber nonlinear
effects.

Chapter 1
Fiber-Optic Coherent
Transmissions
This first chapter recaps the main characteristics of a fiber-optic coherent transmis-
sion system. Concerning the propagation of an electric field along an optical fiber,
the field evolution can be described in absence of polarization effects through the
scalar nonlinear Schrödinger equation (NLSE) and in their presence through the cou-
pled nonlinear Schrödinger equation (CNLSE) or its simplified form known as the
Manakov equation [5]. According to these equations we can identify the main im-
pairments in long haul optical transmissions. Usually, impairments are classified into
linear and nonlinear effects. Among linear effects we find fiber attenuation, chro-
matic dispersion (CD), polarization mode dispersion (PMD) and polarization de-
pendent loss (PDL), while among nonlinear effects we find self phase modulation
(SPM), cross phase modulation (XPM), cross polarization modulation (XPolM) and
four wave mixing (FWM). In this chapter we will briefly review the theory behind
these major impairments, except for FWM which is normally well suppressed in most
links of practical interest.
The distinguishing sign of second-generation coherent transmission is given by
the presence of a digital signal processing (DSP) unit in the coherent receiver. DSP
provides remarkable resilience against linear impairments as PMD and CD, and also
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enables the use of polarization division multiplexing (PDM) technique at the trans-
mitter side. In this chapter we will briefly describe the composition of coherent re-
ceivers and the PDM transmission technique.
1.1 NLSE
The nonlinear Schrödinger equation is the reference model to describe the evolution
of an electric field A(z, t) [
√
W] propagating through an optical fiber. If the signal is
launched in single polarization we have the following partial differential equation
(PDE) [6]:
∂A(z, t)
∂ z
+
α
2
A(z, t)+β1
∂A(z, t)
∂ t
− j
2
β2
∂ 2A(z, t)
∂ t2
− β3
6
∂ 3A(z, t)
∂ t3
=− jγ |A(z, t)|2 A(z, t)
(1.1)
where z is the distance [m], t is the time [t], j is the imaginary unit, α is the fiber
attenuation and γ is the nonlinear coefficient. βm =
(
dmβ
dωm
)
ω=ω0
(m = 1,2, ...), being
β (ω) the wave propagation constant and ω0 = 2pi f0 = 2picλ0 with f0, λ0 the central
frequency/wavelength of A(z, t), respectively, and c the speed of light.
1.2 Linear Impairments
1.2.1 Fiber attenuation
An important parameter of the fiber is the loss during propagation of the injected
power. The fiber attenuation α [km−1] of the traveling light is mainly due material
absorption and Rayleigh scattering. Absorption comes from impurities such as the
OH ion, while Rayleigh scattering arises from density fluctuations frozen into the
fused silica during manufacture.
Assuming all parameters zero except α , the NLSE (1.1) becomes:
∂A
∂ z
=−α
2
A
whose solution is A(z, t) = A(0, t)e−
α
2 z [
√
W].
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Figure 1.1: Fiber attenuation of a single-mode silica fiber, indicating lowest-loss re-
gions associated with C- and L-transmissions bands. Dashed curves show the contri-
butions resulting from Rayleigh scattering, OH− and SiO2 absorptions.
If P0 [W] is the power launched at the input of a fiber, the power of the optical sig-
nal P(z) [W] decreases exponentially along the propagation, following the equation:
P(z) = P0e−αz
where z [km] is the distance. The attenuation coefficient is usually expressed in [dB/km],
using the relation:
α[dB/km] = 10log
(
eα[1/km]
)
' 4.343α[1/km] .
Fiber attenuation depends on the wavelength of the light, showing a minimum
around 1550 nm, as shown in Fig. 1.1. Most of today transmissions use the C band,
with fibers exhibiting typical attenuation of 0.2 [dB/km] around λ = 1550 nm. To
the attenuation one can associate the attenuation length LA = 1/α as a measure of
the distance over which nonlinear effects are significant. For a typical fiber having
α = 0.2 [dB/km] it is LA = 21.715 [km].
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1.2.2 Chromatic Dispersion and Group Velocity Dispersion
Chromatic dispersion (CD) manifests through the frequency dependence of the re-
fractive index n(ω) and refers to the medium response to the interaction of an elec-
tromagnetic wave with the bound electrons of a dielectric. There are generally two
sources of dispersion: material dispersion and waveguide dispersion. Material disper-
sion, which is the main contribution, comes from a frequency-dependent response of
a material to waves. Waveguide dispersion occurs when the speed of a wave in the
optical fiber depends on its frequency for geometric reasons, for example when the
waves are confined in some region, as in the core of the fiber.
Mathematically, the effects of fiber dispersion are accounted for by expanding the
wave propagation constant β (ω) in a Taylor series about the signal carrier frequency
ω0:
β (ω) = n(ω)
ω
c
= β0+β1(ω−ω0)+ 12β2(ω−ω0)
2+
1
6
β3(ω−ω0)3+ ...
where βm =
(
dmβ
dωm
)
ω=ω0
(m = 1,2, ...).
An important feature of chromatic dispersion is that pulses at different wave-
lengths propagate at different speeds inside a fiber because of a mismatch in their
group velocities. The group velocity vg of the signal along the fiber is accounted for
by β1 =
(
dβ
dω
)
ω=ω0
= 1vg(ω0) [s/m], hence is a delay per unit length. Two signals cen-
tered at wavelengths λ1 and λ2 generally have different group velocities, hence travel
at different speed. The delay per unit length between the two signals is the walk-off
parameter d12 equal to:
d12 = β1(λ1)−β1(λ2) = 1vg (λ1)−
1
vg
(λ2) .
Positive values of d12 mean that the channel at wavelength λ1 travels slower than the
other. The walk-off parameter weights the impact of cross-channel nonlinear effects,
such as XPM, XPolM and FWM.
In presence of only β1 the NLSE writes as:
∂A
∂ z
=−β1 ∂A∂ t
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whose solution is A(z, t) = A
(
0, t− zvg
)
.
Assuming equal to zero all parameters except β1,2,3 the NLSE becomes:
∂A
∂ z
=−β1 ∂A∂ t +
j
2
β2
∂ 2A
∂ t2
+
β3
6
∂ 3A
∂ t3
which writes in a simple form in the frequency domain A˜(z,ω) =F{A(z, t)}:
∂ A˜
∂ z
=− j
(
β1ω+
β2
2
ω2+
β3
6
ω3
)
A˜
whose solution is:
A˜(z,ω) = A˜(0,ω)e− j
(
β1ω+
β2
2 ω
2+
β3
6 ω
3
)
z
.
Physically, the envelope of an optical pulse moves at the group velocity vg while
the β2 parameter represents the dispersion of the group velocity and is responsible for
pulse broadening. This phenomenon is known as group velocity dispersion (GVD),
and β2 is the GVD parameter. Typically, β2 and β3 are expressed as functions of the
wavelength through the fiber dispersion parameter D and the fiber dispersion slope
D
′
defined as:
D =
(
dβ1
dλ
)
λ=λ0
=−2pic
λ 20
β2
D
′
=
(
d2β1
dλ 2
)
λ=λ0
=
(
2pic
λ 20
)2
β3− 2λ0 D
where λ0 = c/ f0.
The chromatic dispersion D is usually expressed in [ps/(nm·km)] while the dis-
persion slope D
′
in [ps2/(nm·km)]. By chromatic dispersion the various spectral com-
ponents of the signal travel at different speeds, hence causing a pulse broadening in
the time domain which leads to bit-to-bit overlaps, called Inter-Symbol-Interference
(ISI).
To the β2 and β3 parameters one can associate the dispersion length LD = β2/T 20
and the dispersion slope length L′D = β3/T 30 , being T0 the symbol time.
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1.2.3 Polarization Mode Dispersion
Polarization mode dispersion (PMD) [7] arises from radial asymmetries in the fiber.
An ideal optical fiber has a perfectly circular core which implies that two orthogonal
polarizations of the fundamental mode travel at the same speed. However, realistic
conditions such as imperfections in manufacturing or induced thermal and mechan-
ical stresses, break the circular symmetry of the fiber, causing the two polarizations
to propagate at different speeds. This property is referred to as modal birefringence,
which is stochastic and fluctuates both in time and along fiber length, depending on
the characteristics of the fiber and on local condition, such as temperature. As a result
of birefringence, there is an exchange of energy between orthogonal polarizations. At
each position z, the fiber is characterized by an eigenmode lˆ(z), corresponding to the
field polarization with slowest propagation constant βs(ω) and, at the same time, the
orthogonal eigenmode lˆo(z) is the field polarization with fastest propagation constant
β f (ω). The difference ∆β = βs(ω)− β f (ω) between these propagation constants
is the strength of the birefringence, while lˆ(z) represents the birefringence orienta-
tion. Usually, it is assumed that fibers are characterized by linear birefringence. If the
frequency dependent term ∆β1 is zero, there is no pulse distortion, and the overall
result of birefringence is just a rotation of the signal state of polarization (SOP) on
the Poincaré sphere (App. A). If an input pulse excites both polarizations, the two
components travel along the fiber at different speeds because of their different group
velocities. The pulse becomes broader during propagation because group velocities
change according to random changes in fiber birefringence. This broadening causes
ISI and is referred to as polarization mode dispersion. The extent of pulse broadening
is related to the differential group delay (DGD) ∆τ [ps], i.e., the time delay at the re-
ceiver between the two principal modes of the transmission link. For a fiber of length
L, ∆τ is given by:
∆τ =
∣∣∣∣ Lvgs − Lvg f
∣∣∣∣= L ∣∣β1,s−β1, f ∣∣= L |∆β1|
where vgs and vg f are the group velocities of the slow and fast modes, respectively.
Because of random changes in birefringence orientation occurring along the fiber, the
PMD is characterized by the root-mean-square (rms) value of ∆τ .
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When lˆ is constant along z, the fiber is called polarization maintaining fiber
(PMF): its input-output behavior amounts to splitting each input pulse into two shadow
pulses arriving at the fiber output with a mutual delay equal to ∆β1z. This effect, is
known as first-order PMD while in the general case, mode coupling produces PMD
at all orders, hence a pulse is not only split in two, but each of the shadow pulses
suffers a different amount of linear distortion, including GVD, that differently affects
the polarized component of the signal.
DGD statistics
The statistics of DGD depend on the fiber length. If fact, two regimes can be identi-
fied according to fiber length: a short-length regime where birefringence adds linearly
with distance and a long-length regime where the birefringence is no longer additive
due to random variations in its orientation lˆ(z). In today’s terrestrial and submarine
transmission systems the long-length regime applies and it has been shown that the
DGD accumulates as a three-dimensional random-walk, therefore a statistical ap-
proach must be adopted. To calculate the probability density of the DGD, the prob-
lem can be reduced to that of the probability density of the magnitude of the sum of
three-dimensional Gaussian vectors having random orientation and length. The result
is the well-known Maxwellian distribution. By this way, the DGD increases on aver-
age with the square root of distance. Fiber PMD is often specified by using the PMD
coefficient Dpmd [ps/
√
km], and the rms value of DGD can be obtained as
√
E [∆τ2] =
Dpmd
√
Ltot where Ltot [km] is the total distance. For Maxwellian distribution the aver-
age DGD E [∆τ] can be obtained by the rms DGD as E [∆τ] =
√
8
3piE [∆τ2].
To emulate the stochastic behavior of real fibers PMD in computer software,
many implementations are possible. The choice implemented in the Optilux Tool-
box, i.e., the open source software used for all results shown in this thesis, is the
following. Once the rms DGD
√
E [∆τ2] we want to emulate is specified, either by
knowledge of the PMD coefficient Dpmd or of the average DGD E [∆τ], we concate-
nate N PMF sections of length L/N, with L the fiber length, all having the same de-
terministic DGD ξ =
√
E [∆τ2]/N. If the eigenvectors of the concatenated sections
are uniformly distributed on the Poincaré sphere, the probability density function of
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the random variable ∆τ has maximum value Nξ (all sections aligned) and average
value E [∆τ]. If the number of sections N is sufficiently large, it can be shown that ∆τ
has a Maxwellian distribution:
p(∆τ,N) =
3(∆τ)2
ξ 3N
√
6
piN
exp
(
−3(∆τ)
2
2Nξ 2
)
. (1.2)
When concatenating few sections N of deterministic DGD ξ , with randomly oriented
eigenvectors, the expression of p(∆τ,N) becomes instead [8]:
p(∆τ,N) =
∆τ
2ξ (N−2)!
bNmc
∑
k=0
(−1)k
(
N
k
)
(Nm− k)(N−2) (1.3)
where m = 12
(
1− ∆τNξ
)
.
1.2.4 Polarization Dependent Loss
Polarization dependent loss (PDL) refers to an energy loss that is preferential to
one polarization state. PDL mainly comes from optical components such as couplers,
isolators, circulators, add-drops and amplifiers, while the contribution of the fibers is
typically negligible. Hence we can consider the transmission link as a sequence of
birefringent elements, i.e., the fibers, interleaved with lumped PDL elements. Differ-
ently from birefringence, which causes an exchange of energy between orthogonal
polarizations, PDL imposes an energy loss to a specific polarization state, while the
energy of the orthogonal polarization is undiminished. This is the behavior of a partial
polarizer. PDL is defined [9] in decibels as
ρdB = 10log10
(
Tmax
Tmin
)
(1.4)
where Tmax and Tmin are the maximum and minimum transmission intensity through
the system. The relation between the optical field
−→
Z at the output of a generic PDL
element and the field
−→
A at its input is expressed as:[
Zx
Zy
]
= B†
[
1
0
0
exp(−α)
]
B
[
Ax
Ay
]
(1.5)
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where
−→
A = [Ax, Ay]
T is the modulated input signal, subscripts x and y indicate the
two polarizations, j is the imaginary unit and α = ρdB/(20log10 e), with
B =U3(−θ)U2(ε) =
[
cosθ
sinθ
−sinθ
cosθ
][
cosε j sinε
j sinε cosε
]
(1.6)
where (θ , ε) are azimuth and ellipticity of the PDL element eigenvector, which can
point anywhere on the Poincaré sphere. In eq. (1.5) the average total power after PDL
is decreased and can be recovered by an amplifier with gain G = 2/(1+ exp(−2α)).
The cascade of PDL and afore-mentioned amplifier is represented by a single PDL
element giving output optical field[
Zx
Zy
]
= B†
[ √
1+Γ
0
0√
1−Γ
]
B
[
Ax
Ay
]
(1.7)
where Γ= tanh(α) is the normalized PDL coefficient such that ρdB = 10log10
(1+Γ
1−Γ
)
.
Since PDL has a stochastic nature as the DGD, in an optical link with N elements
of PDL ρi, i = 1, . . . ,N, the effective PDL ρ becomes a random variable, with the
same statistics shown in subsec. 1.2.3 for DGD when ρi = ξ , i = 1, . . . ,N.
Effective PDL in presence of PMD
When both PDL and PMD are present along the link, their interaction generates sev-
eral peculiar effects [10]. However, when considering a concatenation of separated
PMD and PDL elements, the transmission matrix T (ω) of this concatenation can be
decomposed as
T (ω) = L(ω)P(ω)D(ω)
where P represents a partial polarizer and D and L are unitary matrices. The partial
polarizer is a Hermitian matrix, hence with real eigenvalues and orthogonal eigen-
vectors, and can be decomposed as SΛ S† where S is a matrix whose columns are
the eigenvectors of P and Λ is a diagonal matrix whose entries are the correspond-
ing eigenvalues. By this way the effective PDL can be obtained by singular value
decomposition of the transmission matrix T .
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From previous considerations, a concatenation of PMD and PDL elements can be
decomposed in general as T (ω) = H(ω)V (ω) where V is a unitary matrix and H an
Hermitian positive one. Hence, V represents an effective PMD while H represents
the effective PDL. However, V is not equal to the concatenation of all the PMD
elements nor is H equal to the concatenation of the PDL elements. The effective PDL
component can therefore be obtained from T by taking advantage of the Hermitian
properties of H:
T T † = H2 = BΛ 2B†
while the effective DGD ∆τeff can be obtained from the eigenvalues of the matrix
j∂ω(V )V−1.
1.3 Coupled-NLSE and Manakov-PMD equations
The coupled nonlinear Schrödinger equation (CNLSE) is the vectorial version of the
scalar NLSE that takes into account of polarization effects, either linear as PMD
(Sec. 1.2.3) or nonlinear, and it used to study the propagation of polarization division
multiplexed (PDM) signals (Sec. 1.6).
If we represent the electric field by a complex vector with two elements
−→
A =
[Ax, Ay]
T, the CNLSE can be expressed in a general form as [11, 12]:
∂
−→
A
∂ z +
α
2
−→
A − jβ2 ∂ 2
−→
A
∂τ2 + j
∆β0(z)
2
(
lˆ(z) ·−→σ )−→A + ∆β1(z)2 (lˆ(z) ·−→σ ) ∂−→A∂τ =
=− jγ
[∣∣∣−→A ∣∣∣2−→A − 13 (−→A †σ3−→A )σ3−→A ] (1.8)
where τ = t− zvg is the retarded time frame, discussed in Sec. 1.2.2, while † means
transponse-conjugate. Comparing (1.8) with the scalar NLSE (1.1), we note two new
terms appearing in the linear part, i.e., in the left-hand side (l.h.s.) of (1.8), that relate
to the fiber birefringence ∆β0 and to the DGD ∆β1, while the nonlinear part, i.e., the
right-hand side (r.h.s) of (1.8) is modified by the extra term with σ3.
The symbol −→σ in the l.h.s. of (1.8) is the so-called spin-vector, whose elements
are the three Pauli matrices shown in App. A, hence−→σ is actually a tensor. The scalar
product
(
lˆ(z) ·−→σ ) yields a unitary Jones matrix, i.e., a 2×2 complex matrix with unit
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determinant, that produces mode coupling. Of the three Pauli matrices, only the third,
i.e., σ3, appears in the nonlinear term in (1.8), because the circular component of the
signal polarization, associated with the third Stokes component whose mathematical
expression is
(−→
A †σ3
−→
A
)
, plays a special role in the CNLSE. This peculiarity is not
always remarked in the literature, since another alternative and simplified form of
the CNLSE is usually implemented for its numerical solution, namely the Manakov-
PMD equation.
The birefringence term with ∆β0 is purely imaginary and causes a differential
phase rotation in the signal components, hence a change of its state of polarization.
Such a phase rotation is frequency-independent and does not cause signal distortion,
but affects the nonlinear term in the CNLSE. Hence, in the numerical integration of
(1.8) it is necessary to choose a step (in z) sufficiently small to take into account of
∆β0. One must choose an integration step ∆z such that the phase rotation ∆β0∆z is
small compared with 2pi . An important parameter of transmission fibers associated
to ∆β0 is the beat length LB = 2pi∆β0 . Hence the integration step ∆z should be smaller
than LB. However, since LB is typically of the order of meters (or tens of meters), for
standard fibers the integration of (1.8) becomes extremely time-consuming.
An alternative approach, with the advantage of requiring much smaller compu-
tation time, is that of averaging the impact of signal polarization over the nonlinear
term in (1.8). When LB is small enough compared to ∆z, the nonlinear effects are
averaged if the rapid variations of the state of polarization of
−→
A are such as to cover
uniformly the Poincaré sphere. In this case we say that the term 13
(−→
A †σ3
−→
A
)
σ3
−→
A
undergoes a complete mixing, and on average is reduced to 19
∣∣∣−→A ∣∣∣2−→A .
Hence, over sufficiently long distances to ensure complete mixing, the CNLSE
can be simplified to
∂
−→
A
∂ z
+
α
2
−→
A − jβ2 ∂
2−→A
∂τ2
+ j
∆β0(z)
2
(
lˆ(z) ·−→σ )−→A + ∆β1(z)
2
(
lˆ(z) ·−→σ ) ∂−→A
∂τ
=− jγ 8
9
∣∣∣−→A ∣∣∣2−→A
(1.9)
which is known as the Manakov-PMD equation [12]. The Manakov-PMD equation
is generally regarded as a simple and reliable way to model optical fibers affected by
both fiber nonlinearity and PMD. Note that although the birefringence term is still
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there, the great advantage is that there is no need for integration steps smaller than
LB. In other terms, the Manakov equation amounts to a propagation in a PMF fiber
(in a frame of reference aligned with the birefringence axes) in which the nonlinear
term is reduced by a factor 89 . The factor of
8
9 in the nonlinear coefficient has been
verified experimentally [13, 14].
1.4 Nonlinear Impairments
The response to light of any dielectric medium becomes nonlinear for intense electro-
magnetic fields, and the optical fibers are no exception. The change in the refractive
index of the material, in response to an applied electromagnetic field, is called Kerr
effect and it depends on the intensity of the field |A|2 [6, 15]:
n˜
(
ω, |A|2
)
= n(ω)+n2 |A|2
where n(ω) is the linear contribution of the refractive index and n2 is the nonlinear-
index coefficient.
The nonlinear coefficient γ [1/(W ·km)] is due to the Kerr effect and its relation
to the fiber nonlinear index n2 is the following:
γ =
2pin2
λ0Aeff
(1.10)
where Aeff [µm2] is the fiber effective area. To the nonlinear coefficient one can as-
sociate the nonlinear length LNL = 1/(γ ·P), being P a reference power, usually the
transmitted peak power. A direct comparison between the nonlinear length and the
dispersion length allows to deduce the propagation regime inside the optical fiber.
LNL LD implies propagation in the dispersion-limited, or purely linear, regime; on
the opposite, with LNL LD the propagation is in the nonlinear regime. The intensity
dependence of the refractive index leads to a large number of nonlinear effects.
Nonlinear effects are often categorized into two sets of effects: those resulting
from the propagation of a single channel as Self Phase Modulation (SPM) and those
resulting from the interactions between WDM channels as Cross Phase Modulation
(XPM), Cross Polarization Modulation (XPolM) and Four Wave Mixing (FWM). In
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the following sections we briefly discuss SPM, XPM and XPolM. See [6] for an
introduction to FWM and [16, 17] for advanced studies of FWM.
1.4.1 Self Phase Modulation
SPM refers to the self-induced phase shift experienced by an optical field during its
propagation in optical fibers. Its magnitude can be obtained by noting that the phase
of an optical field changes as
φ = n˜k0L =
(
n+n2 |A|2
)
k0L
where k0 = 2pi/λ0 and L is the fiber length. The intensity-dependent nonlinear phase
shift φNL = n2k0L |A|2 is due to SPM. Among other things, SPM is responsible for
spectral broadening of ultrashort pulses.
Neglecting β1,2,3, the NLSE in a single channel transmission is:
∂A
∂ z
=−α
2
A− jγ |A|2 A
whose solution is:
A(z, t) = A(0, t)e−
α
2 z− jγ|A(0,t)|2Leff(z) = A(0, t)e−
α
2 z− jΦSPM(z,t) (1.11)
where ΦSPM(z, t) is the SPM nonlinear phase rotation, while Leff(z) is the effective
length up to coordinate z and is equal to:
Leff(z) =
1− exp(−αz)
α
which is a measure of the distance over which the nonlinear effect is significant.
Note from (1.11) that the solution is memoryless so that what happens at time t
depends only on the input at the same time. Assuming zero loss, for energy conser-
vation principle the energy carried by at time t, being the system memoryless, must
remain unaltered, i.e., |A(z, t)|2 = |A(0, t)|2, so that SPM is a pure rotation in the time
domain.
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1.4.2 Cross Phase Modulation
XPM refers to the nonlinear phase shift of an optical field induced by another field
having a different wavelength. Considering a WDM simplified scenario in which
two scalar optical fields (single polarization) Aa and Ab at frequencies ωa and ωb
respectively, propagate simultaneously inside the fiber, the nonlinear phase shift for
the field at ωa is given by
φNL = n2k0L
(
|Aa|2+2 |Ab|2
)
(1.12)
where we have neglected all terms that generate power at frequencies other than ωa
and ωb. The two intensity-dependent terms on the r.h.s. of (1.12) are due to SPM
and XPM, respectively. An important feature of XPM is that its contribution to the
nonlinear phase shift is twice that of SPM for equally intense optical fields of differ-
ent wavelengths. Among other things, XPM is responsible of spectral broadening of
copropagating optical pulses.
In a WDM transmission the electrical field A(z, t) can be expressed as:
A(z, t) =
M
∑
k=1
Ak(z, t)e j∆ωkt (1.13)
where Ak(z, t) is the lowpass envelope of channel k, M is the number of channels and
∆ωk = ωk−ω0 is the difference between the central frequency of channel k and the
central frequency ω0 of the WDM comb. The nonlinear part of (1.1) for Ak(z, t) for
k = 1, . . . ,M is:
∑
k
∂Ak
∂ z
e j∆ωkt =− jγ ∑
n,l,m
AnAlA∗me
j(∆ωn+∆ωl−∆ωm)t . (1.14)
We can rewrite (1.14) as:
∂Ak
∂ z
=− jγ
M
∑
n,l,m
ωn+ωl−ωm=ωk
AnAlA∗m k = 1, . . . ,M (1.15)
where n, l, m can range from 1 to M but must satisfy ωn +ωl −ωm = ωk. Hence in
(1.15) we discarded all the terms of the sum falling outside the bandwidth of Ak(z, t),
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i.e., all n, l, m such that ωn+ωl−ωm cannot be associated with a frequency ωk, k =
1, . . . ,M of the comb. However, such terms are usually of small energy for weakly
nonlinear systems.
By varying the indexes n, l, m we can identify the following terms for SPM and
XPM:
• SPM: ωn = ωl = ωm = ωk⇒ |Ak|2 Ak
• XPM: (ωn = ωm) 6= (ωl = ωk) or (ωn = ωk) 6= (ωl = ωm)⇒ ∑m 6=k |Am|2 Ak
Exploiting these terms in (1.15) yields:
∂Ak
∂ z
=− jγ
(
|Ak|2 Ak +2 ∑
m6=k
|Am|2 Ak
)
. (1.16)
1.4.3 Cross Polarization Modulation
Eq. (1.16) highlights the contribution to the nonlinear part of (1.1) coming from
both single-channel and cross-channel effects on condition that the WDM transmit-
ted comb includes scalar optical fields. When PDM is employed, nonlinear effects
does not limit to a nonlinear phase rotation but alter also the state of polarization of
the field. XPolM refers to a nonlinear change in the state of polarization of an optical
field induced by another field having a different wavelength.
To derive the equivalent expression of (1.16) in case of PDM transmission, we
consider the complex optical field
−→
A (z, t) expressed as:
−→
A (z, t) =
M
∑
k=1
−→
Ak(z, t)e j∆ωkt (1.17)
with
−→
Ak(z, t) =
[
Akx(z, t), Aky(z, t)
]T. Removing all term related to linear impairments
in (1.9) we obtain
∂
−→
A
∂ z
=− jγ 8
9
∣∣∣−→A ∣∣∣2−→A . (1.18)
Following the same procedure of Sec. 1.4.2 in discarding all the terms falling outside
the bandwidth of
−→
Ak(z, t) we can write (1.18) as [18]
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∂
−→
Ak
∂ z
=− jγ 8
9
|Ak|
2−→Ak︸ ︷︷ ︸
SPM
+
3
2 ∑m6=k
|Am|2−→Ak︸ ︷︷ ︸
XPM
+
1
2 ∑m6=k
(−→am ·−→σ )−→Ak︸ ︷︷ ︸
XPolM
 (1.19)
in which we now distinguish among cross-channel effects according on their impact
on the propagating channel. We identify XPM term as the responsible of the induced
nonlinear phase rotation, while XPolM term is the responsible of a nonlinear change
of the field state of polarization. The factor 3/2 in XPM is a polarization-averaged
value, as XPM runs between a value 1 when
−→
Am is orthogonal to
−→
Ak, with m 6= k, and
the classic value 2 of scalar propagation.
1.5 SSFA for Numerical Solution of NLSE
The split-step Fourier algorithm (SSFA) is an efficient method for the numerical
solution of the NLSE. It is a special application of the splitting method to solve a
PDE. Generally speaking, the method aims to solve the problem [19]:
∂A(z, t)
∂ z
=DA(z, t)
whereD is a differential operator that can be written in the formD =L +N , being
L andN differential operators as well, such that:
∂A
∂ z =L A
∂A
∂ z =N A
are two differential equations easy to solve. This is the case of the NLSE where
closed form solutions exist considering the only presence of fiber dispersion or with
the only presence of fiber nonlinearity. Hence with the SSFA the field propagation
through the fiber is modeled as a concatenation of small steps within which the two
operators are applied separately and alternately. Since in the NLSE the operators L
and N do not commute, i.e., LN 6=N L , applying separately the two operators
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leaves an error. Such an error decreases quadratically for decreasing z, hence if the
steps are sufficiently small, the local truncation error is reduced as well, and A(L, t) is
closer to the exact solution. Regarding SSFA implementation, the linear operator L
is efficiently evaluated in the frequency domain while the nonlinear operator N in
the time domain. Such approach calls for Fast Fourier Transform (FFT) and Inverse
FFT (IFFT) to switch efficiently between the two domains.
The choice of the SSFA step size is a hard task for which it is difficult to give
a universal answer, suitable for any optical system. The most accurate approach for
choosing the SSFA step size is to run many simulations for decreasing step sizes until
some convergence is observed. Focusing on the nonlinear step, we must ensure a cor-
rect description of the relative motion of the channels to not incur in overestimation
of cross-channel nonlinearities. To this aim, within a single step the edge channels
in a WDM comb must walk past each other by a time smaller than the symbol time,
with smaller the time better the accuracy. In literature this method is called walk-off
method [20].
1.5.1 Nonlinearity-decoupling method
In this section we describe the nonlinearity-decoupling method, which will be used
in chapters 2 and 4 to selectively activate the desired nonlinear effect, namely SPM,
XPM or XPolM, in the nonlinear step of the SSFA. The Manakov nonlinear step for
the k-th channel of a PDM WDM transmission is expressed in (1.19) where are iden-
tified SPM, XPM and XPolM contributions to the overall nonlinearity. At each time
instant, the exact solution of (1.19) when SPM, XPM and XPolM are simultaneously
active is (we omit the time dependence, since the nonlinear step is memoryless):
−→
Ak(z) = e
− jγz(A2k (0)+3∑m 6=k A2m(0))
2 e−
jγz
2 (
−→st (0)·−→σ )−→Ak(0) (1.20)
where γ¯ = (8/9)γ is the Manakov-averaged nonlinear coefficient, −→st (z) = −→st (0) ,
∑m−→am(0) is the real pivot vector (a constant in z), and e(.) denotes a matrix exponen-
tial, which can be computed for the generic real vector −→v of norm |−→v | as [21]:
e− j(
−→v ·−→σ ) = cos(|−→v |)σ0− j sin(|−→v |)
( −→v
|−→v | ·
−→σ
)
(1.21)
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where σ0 is the 2x2 identity matrix.
When, instead, we desire to simulate the nonlinear step of SSFA with only one
nonlinear effect in (1.19) active, (1.19) solution becomes respectively:
−→
Ak ,SPM(z), e− jγA
2
k(0)z
−→
Ak(0) (1.22)
−→
Ak ,XPM(z), e− jγ
3
2 ∑m 6=k A
2
m(0)z−→Ak(0) (1.23)
−→
Ak ,XPolM(z), e
jγA2k (0)z
2 e−
jγ
2 (
−→st (0)·−→σ )z−→Ak(0) (1.24)
In the case, labeled as XCI, where both cross-channel nonlinearities, i.e., XPM and
XPolM, are active, the solution of (1.19) is:
−→
Ak ,XCI(z), e− jγ
3
2 ∑m 6=k A
2
m(0)z−→Ak ,XPolM(z) . (1.25)
Note that eq. (1.19) is indeed a set of coupled differential equations, with as many
equations as the number of channels M in the WDM comb. We will refer to it as
the separate-field propagation (SFP) [4]. Hence a SSFA simulation with SFP consist
of forming a matrix whose columns are the fields
−→
Ak discretized over the FFT grid
corresponding to a frequency window equal to the channel spacing ∆ f . In our imple-
mentation we allocate a window larger than 3∆ f to avoid aliasing due to nonlinear
broadening. Then the matrix is propagated along z such that at each step:
i) independent Gaussian ASE noise samples are added at each grid point if the z
coordinate corresponds to the position of an EDFA;
ii) the M signal fields are impaired only by linear effects;
iii) the M fields are impaired only by nonlinear effects, according to (1.22)-(1.25).
Note that point i) is applied only in the case of distributed noise, and amounts to
adding to each channel a white ASE over a bandwidth equal to the channel spacing
∆ f .
We refer to the unique-field propagation (UFP), instead, when the WDM signal
(1.17) is treated as a unique channel and the Manakov nonlinear step is just ∂
−→
A
∂ z =
−iγ¯A2−→A . In this case a much shorter sampling time is required, typically of the order
of the inverse of 3 times the WDM occupied bandwidth, to account for at least first-
order FWM.
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Figure 1.2: Scheme of PDM transmitter.
1.6 Polarization Division Multiplexing
Polarization division multiplexing (PDM) consists of encoding one independent trib-
utary in each of the two orthogonal polarizations of the optical field. Since both po-
larizations are transmitted simultaneously, PDM allows to doubling the spectral effi-
ciency. For example, PDM-quaternary phase shift keying (QPSK) achieves a spectral
efficiency of 4 bit/s/Hz per wavelength, because it transmits two QPSK signals at the
same time over the same spectral components. In Fig. 1.2 is depicted the scheme of
a PDM transmitter which operates as following. The light from the continuous wave
(CW) laser is split into two copies through a 3 dB coupler and each copy is sent into a
distinct modulator driven with different electrical data. The output of the two modula-
tors is then mapped on the two polarizations of the PDM channel with a polarization
beam combiner (PBC). To ensure a correct procedure, all the components used in the
PDM generation process must be polarization maintaining. Usually, we refer to the
two polarization tributaries as either parallel/orthogonal or X/Y tributaries.
PDM transmission can be combined with different modulation formats such as
binary-PSK (BPSK) [22], QPSK [23] or 16 quadrature amplitude modulation (16QAM)
[24]. In this thesis we will resort to all these options, namely PDM-BPSK, PDM-
QPSK and PDM-16QAM.
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To ensure a given total bit rate, the symbol rate of each PDM tributary is halved
with respect to an equivalent transmission with single polarization signals, because
the the total bit rate of the PDM signal is the sum of the bit rate of both polarization
tributaries. Hence, at the same total bit rate, the optical bandwidth of PDM signals
is halved with respect to signals employing only one polarization. Consequently, the
requirements on bandwidth of opto-electronic devices as well as the drive frequency
of modulators are relaxed, being halved with respect to single polarization transmis-
sions. As a drawback, PDM transmission requires almost twice as many components.
The narrower spectral width enhances the tolerance of PDM signals against lin-
ear effects, namely chromatic dispersion, PMD and narrow filtering, since the toler-
ance to these effects decreases with the spectral width, and hence with the symbol
rate [25]. Furthermore, narrow signal spectra allow the deployment of dense WDM
transmission systems.
From another point of view, when operating at the same symbol rate, PDM allows
doubling the bit rate while keeping almost unchanged the tolerance to linear impair-
ments [26]. On the other hand, tolerance against nonlinearities decreases, in general,
with the application of PDM due to nonlinear interactions between both polariza-
tions [27] and to the lower symbol rate which makes signals more sensitive against
cross nonlinearities [28].
At same symbol rate, the OSNR required from a PDM signal is 3 dB higher than
a single polarization signal, as a consequence of the total signal power split on the
two orthogonal components that carry different information.
The major downside of PDM transmission systems is represented by receiver
complexity. However, recent advances in electronics allow robust reception thanks
to coherent detection (Sec. 1.7) and advanced signal processing. Hence, paired with
coherent detection and digital signal processing, PDM allows to design optical trans-
mission systems with increased spectral efficiency and higher robustness against lin-
ear effects.
1.7. Coherent Detection 25
1.7 Coherent Detection
In the coherent receiver, the signal is detected by the beating with a local oscillator
(LO) laser. This solution was proposed at the end on 1980s to achieve better receiver
sensitivity and longer unrepeated distance [29–31] but set aside at the beginning of
the 1990s with the introduction of the Erbium Doped Fiber Amplifiers (EDFA). In
fact, the beating with LO laser, much more powerful than the signal, serves as a sig-
nal amplifier and the receiver sensitivity can be improved by up to 20 dB compared
to direct detection without pre-amplification [32]. With EDFA amplification longer
unregenerated distance can be achieved by periodically amplifying the optical signal
and better sensitivity can be achieved by pre-amplifying the received signal. Since
direct detection in conjunction with EDFA pre-amplification gives very similar per-
formance to coherent detection without most of the technical issues, further research
in coherent optical communications have been dropped for twenty years.
In the last decade, coherent technologies have restarted to become interesting so-
lutions to meet the ever-increasing bandwidth demand with multi-level modulation
formats. Besides, today is possible to treat the electrical signal in a digital signal pro-
cessing (DSP) core thanks to the development of high-speed digital electronics and
analog-to-digital converters (ADC). DSP opened the possibility of using powerful al-
gorithms to compensate for linear impairments incurring along the optical fiber link,
such as chromatic dispersion and PMD [33, 34]. Although PMD is a time varying
distortion, the digital coherent receiver can equalize it through adaptive algorithms.
Also nonlinear impairments can be partially mitigated in the DSP unit with the recent
development of digital back-propagation (DBP) techniques.
Hence, today’s coherent receivers enjoy the high sensitivity of coherent detection
with all the benefits of digital signal processing.
1.7.1 Coherent Receiver description
The scheme of the coherent receiver is depicted in Fig. 1.3. The optical signal beats
with the light of a LO laser hence down-converting the signal from the optical carrier
frequency to microwave carrier frequency in the range of GHz or tens of GHz. An
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optical beat signal is then generated at a frequency equal to an intermediate frequency
ωIF
ωIF = ωs−ωol
that is the difference between the frequency of the received signal ωs and that of the
LO laser ωol. If the optical frequency of the signal is the same as that of the LO laser,
the system is called homodyne, otherwise the system is called heterodyne.
Homodyne reception requires the LO frequency to be strictly locked in frequency
and phase to the received signal and gives optimal receiver sensitivity [32]. Hence the
frequency and phase of the LO must be controlled and adjusted continuously, a task
that is usually performed with a phase-locked loop (PLL).
Heterodyne reception has the advantage to relax the constraints on the linewidth
of the lasers, however as drawbacks it requires a receiver bandwidth at least twice the
symbol rate [35], i.e., doubled if compared to what needed by homodyne detection,
and the sensitivity is at least 3 dB worse compared to homodyne detection, due to the
effective energy of a heterodyne-detected signal that is half of the effective energy
with homodyne detection [36, 37]. Therefore, the implementation of heterodyne re-
ception, easier in principle than homodyne detection, becomes challenging for high
bit rate operations.
A halfway solution is provided by intradyne systems, where the frequency of
the LO is approximately the same as the frequency of the signal. The frequency mis-
match between the signal and the LO is recovered in the digital domain by processing
the baseband signal. By this way there is no need to continuously adjust the LO fre-
quency and phase, with the maximum tolerable frequency-difference determined by
the signal processing. Furthermore, a phase-diversity receiver is essential as the LO
is not phase-locked.
Intradyne detection aims to detect the in-phase and quadrature components of the
signal and therefore a 90° hybrid is required. Both components of the (baseband) op-
tical field can be transferred to the electrical domain by ADCs; thus, the same receiver
can operate with any kind of optical modulation format. Moreover, any phase-drift
can be compensated through DSP.
Polarization-diversity receivers can be considered as multiple-input multiple-output
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Figure 1.3: Coherent Receiver scheme.
(MIMO) receivers as they offer the potential of detecting PDM signals without any
additional component. Okoshi et al. were the firsts, in 1987, to demonstrate a receiver
combining intradyne detection with polarization diversity in which all the character-
istics of the optical field were translated to the electrical domain [38].
Today’s coherent receivers, use on one hand, intradyne polarization-diversity de-
tection to convert all the characteristics of the optical field (i.e., amplitude, phase and
polarization) to the electrical domain [31] and on the other hand advanced algorithms
to compensate for transmission impairments [33,34]. This requires the detection and
digitalization of four signals, i.e., the in-phase (I) and quadrature (Q) components of
two arbitrary, but orthogonal, polarization states (Fig. 1.3).
1.7.2 Coherent Receiver scheme
The scheme of the coherent receiver is depicted in Fig. 1.3. A polarization beam
splitter (PBS) splits the signal in two and each one of the incoming polarization is sent
into two coherent mixers. The four optical interference signals are then sampled, and
digitalized by ADCs. In order to respect the Shannon-Nyquist criteria, the sampling
rate of the ADCs has to be at least twice as large as the largest frequency of the
signal. In practice, the ADC 3-dB bandwidth is roughly 0.5 to 0.8 times the symbol
rate and ADC sampling rate is twice the symbol rate. The two electrical fields are then
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reconstructed by the DSP unit and symbols are then identified by a simple threshold
method. The DSP is done in several steps as described in Fig. 1.3.
The first DSP operation is the compensation of the CD, either by using Finite
Impulse Response (FIR) filters, or by using the Fast Fourier Transform (FFT) method
as described in [39]. These filters may be very long, depending on the amount of CD
to be compensated for, but are static and do not require fast adaptive algorithms. A
digital clock recovery is then required for the other parts of the processing. A key part
of the DSP is to demultiplex the two signals sent along two orthogonal polarizations,
and to equalize simultaneously the two signals. This can be done by using Constant
Modulus Algorithm (CMA) as proposed in [40]. The filters used within this part,
have to adapt themselves continuously to the incoming signal, to follow polarization
fluctuation and PMD variations [33]. The last main part of the digital signal processor
is the Carrier Phase Estimation (CPE) process. This process is required to recover and
cancel the frequency offset (ωs−ωol) between the LO and the carrier frequency of
the signal as described in [40, 41].
More details about the coherent receiver and DSP algorithms can be found in
[42, 43].
Chapter 2
Nonlinear Threshold in Long-haul
Coherent Transmissions
The adoption of digital signal processing (DSP)-based coherent reception in long-
haul optical transmissions led to several advantages. For instance, it provided strong
resilience against linear impairments as polarization mode dispersion (PMD) and cu-
mulated group velocity dispersion (GVD) [2]. The ability of DSP to compensate at
the receiver for large amounts of cumulated GVD and to adaptively track the slow (if
compared to symbol time) dynamics of PMD, opened the possibility to design long-
haul optical links without dispersion management, i.e., dispersion uncompensated
(DU) links [44]. The great amount of GVD cumulated in DU links before reception
mitigates the effects of fiber nonlinearity, thus allowing an increased system reach
compared to dispersion managed (DM) links, at equal bit error rate (BER) perfor-
mance.
DSP also enabled the use of the polarization division multiplexing (PDM) tech-
nique, and provided higher system capacity without resorting to a wider spectrum.
The further increase of demanded capacity also caused the increase of the bandwidth
efficiency, i.e., a more tight spacing among wavelength division multiplexed (WDM)
channels, and the use of modulation formats with higher spectral efficiency.
However, for a selected bandwidth efficiency, it is important to know for sys-
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tem design purposes how the granularity of the WDM spectrum, i.e., the number of
carriers to fill the system aggregate bandwidth, affects the achievable distance when
delivering a target BER [45].
The aim of this chapter is to provide this information, by a systematic simula-
tion study. We study, at a fixed bandwidth efficiency, the symbol rate maximizing the
achievable distance, i.e, the reach, while assuring a desired BER, for several single-
carrier modulation formats of interest, in both DM and DU links. In each studied
case, we also highlight the individual contribution of each and every Kerr nonlin-
earity, namely, self-phase modulation (SPM), cross-phase modulation (XPM) and
cross-polarization modulation (XPolM). Our objective is to estimate the constrained
nonlinear threshold (NLT) as the per-channel symbol rate varies. We also present a
new formula yielding the system reach based on knowledge of NLT measurements.
Later on, for selected system configurations, we perform reach simulations with the
twofold aim of checking the accuracy of the new reach formula and of highlighting
the accumulation rate of fiber nonlinearity with distance.
2.1 Nonlinear Threshold for System Design
2.1.1 Nonlinear Threshold
The performance of an optical transmission system is usually evaluated in terms of
the achieved average BER or equivalently, after a one-to-one conversion, in terms of
the average Q-factor Q =
√
2erfc−1(2BER). Q plays here the role of the electrical
signal-to-noise ratio (SNR) in a fictitious equivalent on-off keying (OOK) transmis-
sion. At a fixed distance, the Q-factor vs transmitted power plot can be represented
in two ways: at fixed noise figure (NF), i.e., optical SNR (OSNR) increases for in-
creasing transmitted power, or at fixed OSNR, i.e., the NF increases for increasing
transmitted power. In the first case, Q-factor vs power plot is usually referred to as
bell curve. An example of bell curve is shown in Fig. 2.1.
On the bell curve we can identify two regions: i) the “linear region”, i.e., the
ascending left part of the curve, where the performance is limited by the Amplified
Spontaneous Emission (ASE) noise and Q increases with increasing power; ii) the
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Figure 2.1: Q-factor versus Power at fixed distance. (Amplifiers NF fixed).
“nonlinear region”, i.e., the descending right part of the curve, where the performance
is limited by fiber nonlinearity and Q decreases with increasing power. We refer to
the power delivering the highest Q-factor, i.e., the lowest BER, as the unconstrained
Nonlinear Threshold (NLT).
Instead of reasoning in terms of Q-factor, whenever the BER is due to additive
gaussian noise, we can rely on the electrical SNR S at the decision gate. This is the
case with coherent reception including polarization demultiplexing (assuming PDM
transmission), ideal linear electrical equalization, followed by matched filtering and
ideal carrier estimation. The SNR at the decision gate is:
S =
P
NASE+NNLI
(2.1)
where NASE [mW] is the ASE noise power, NNLI [mW] is the Nonlinear Interference
(NLI) noise power, both measured over the optical signal’s bandwidth, and P [mW]
is the per-channel average signal power. It has been proved [46, 47] that NLI can
be modeled as a signal-independent circular Gaussian noise like the ASE noise. The
BER can be thus expressed as BER= f (S), where the functional relation depends on
the modulation format [48]. Hence the optimization of the BER becomes equivalent
to the optimization of the SNR S.
Recently, a Gaussian Noise (GN) model, that assumes the NLI as a zero-mean
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Figure 2.2: SNR versus Power at fixed distance.
signal-independent circular Gaussian additive noise, was proposed to justify and pre-
dict the performance of DU coherent communications with orthogonal frequency
division multiplexing (OFDM) [49,50] and with single-carrier signals [51,52]. Alter-
native formulations express such NLI as a multiplicative noise according to the loga-
rithmic perturbation method [53]. In this work we follow the additive noise approach.
According to the GN model, the NLI noise power is approximated by NNLI = aNLP3,
where aNL [mW−2] is a power-independent coefficient, hence (2.1) becomes
S =
P
NASE+aNLP3
. (2.2)
In this case at the unconstrained NLT power, where the SNR S is maximized, the ASE
noise power NASE is twice the NLI noise power NNLI [51]. It has been demonstrated
[51] that at NLT power, both Q-factor Q and SNR S are maximized.
The unconstrained NLT PuNLT it can be shown that the SNR penalty with respect
to (w.r.t.) linear propagation is 1.76 dB [54]. PuNLT is 1 dB lower that the break-point
power PB where ASE power equals the NLI power, as shown by Fig. 2.2. The power
PuNLT,1 yielding 1 dB of SNR penalty w.r.t. linear propagation is 0.95 dB lower than
PuNLT. The constrained NLT PNLT, instead, is defined as the power that maximizes the
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SNR when the maximum reaches a desired value S0. The required ASE noise power
to achieve the desired SNR S0 is N∗ASE =
2√
aNL(3S0)3
, thus yielding the constrained
NLT as
PNLT =
3
2
S0N∗ASE =
1√
3S0aNL
. (2.3)
Hence, when NASE > N∗ASE the desired SNR S0 is not achievable, while for NASE <
N∗ASE there are two powers achieving S0, the largest one PH in the “nonlinear region”,
the other one PL in the “linear region”. In the constrained scenario, the power PNLT,1
yielding 1 dB of SNR penalty w.r.t. linear propagation is 1.05 dB lower [55] than
PNLT, where the SNR penalty is always 1.76 dB.
The procedure we adopt to measure the constrained 1-dB NLT PNLT,1 at reference
BER0, i.e., SNR S0, is the following:
1. We measure the OSNR value OSNR0 [dB], on a 0.1 nm bandwidth, that yields
the reference SNR S0 [dB] in back-to-back (b2b) transmission. Their relation
is OSNR0 = S0−10log10(BRX/∆υ) where BRX = R is the matched-filter elec-
trical bandwidth and ∆υ = 12.5GHz is the conventional 0.1 nm measurement
bandwidth of the optical spectrum analyzer. Since OSNR0 scales with the sym-
bol rate R [Gbaud], we first measure it at one symbol rate, 10Gbaud in our case,
and we scale it to any symbol rate R as OSNRR0 = OSNR
10
0 +10log10(R/10).
2. Since we search the 1-dB NLT, we set the OSNR as OSNRref =OSNR0+1dB.
3. We fix a tentative transmitted power Ptx. The amplifiers NF is set in order to
achieve OSNRref. We simulate the wavelength division multiplexed (WDM)
comb propagation along the link through the Split Step Fourier algorithm (SSFA)
and the BER is evaluated with a standard Monte Carlo algorithm.
4. If BER > BER0 (BER < BER0) we decrease (increase) Ptx and repeat the point
3. Note that the amplifiers NF is tuned together with Ptx in order to impose
OSNRref value.
5. PNLT,1 is found by interpolation of the BER versus Ptx plot for the few tested
points around BER0.
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Figure 2.3: Simplified sketch of received BER contours versus both launched power
and distance. PH is in the nonlinear region. PL is in the linear region. Their difference
is the power margin.
In sec. 2.1.2 we will show that the knowledge of the constrained NLT is a valuable
information for system design purposes if used together with the system parameter ε
accounting for the accumulation rate of the NLI with distance.
2.1.2 System Design
The design of long-haul optical links is traditionally based on the maximization of the
system reach, defined as the maximum distance bridged by a channel without regen-
eration. To this goal, it is customary to evaluate the reach from BER, or equivalently
Q-factor, contours versus both launched power and distance [56, 57]. A simplified
straight-line sketch of such contours is given in Fig. 2.3 for both a DM and a DU
system. The analysis can be performed equivalently on SNR contours in which the
constrained NLT provides partial information on the upper branch, accounting for the
“nonlinear region”.
In the Gaussian noise model (2.2), SNR dependence on transmission distance
appears implicitly in ASE noise power that scales linearly with the number of spans
N as
NASE = βN (2.4)
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with β = hνFGR, where hν is the photon energy at frequency ν , F is the amplifiers
noise figure, G is the amplifiers gain and R is the matched-filter electrical bandwidth,
equal to symbol rate. In NLI noise power, the dependence on distance is hidden in
the power-independent coefficient aNL that can be pragmatically approximated as
aNL = αNLN1+ε (2.5)
where αNL is a constant and ε is a system factor whose value is between 0 and 1,
since the variance NNLI of the NLI field scales as N1 if the span contributions are un-
correlated equal-variance random variables (RVs), or as N2 if the span contributions
are the same RV.
In this picture, the S0-constrained NLT PNLT(N) at distance N is a valuable in-
formation for the following reasons. Once we evaluate PNLT(N), we also know the
NF value FNLT yielding N∗ASE, as stated in point 4 of the procedure in Sec. 2.1.1. FNLT
may take unpractical values during the constrained NLT measurement, in order to im-
pose the target performance at distance N. However the constrained NLT PNLT can be
useful also in the unconstrained scenario. In fact, at distance N, when NASE > N∗ASE,
i.e., F > FNLT, the desired SNR S0 is not achievable, while for NASE < N∗ASE there is
a range of powers allowing S > S0. The extremes of this range are PH in the “nonlin-
ear region” and PL in the “linear region” and their difference is the power budget at
distance N (see Fig. 2.3). The expressions of PH and PL are [54, 55]:
PH = 3S0N∗ASE cos
(
arccos(−NASE/N∗ASE)
3
)
PL = 3S0N∗ASE cos
(
2pi−arccos(−NASE/N∗ASE)
3
)
.
(2.6)
As shown in Fig. 2.3, PH and PL are the upper and lower branches, respectively, of the
SNR contour versus both launched power and distance. Each branch has an asymp-
tote, obtained by suppressing either ASE or NLI, respectively. The linear asymptote
can be expressed as
PAL = PLT(1)N (2.7)
where PLT(1) = βS0 is the 1-span linear threshold achieving S0 in the linear regime,
hence it is a straight line with positive slope 1 dB/dB versus distance. On the upper
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branch, the nonlinear asymptote is
PAH =
1√
S0aNL
=
1√
S0αNLN1+ε
(2.8)
hence a straight line with a negative slope −(1+ ε)/2 dB/dB.
The two asymptotes cross at the point NA0 which can be found from the values of
the asymptotes at distance N as
NA0
N
=
(
PAH (N)
PAL (N)
) 2
3+ε
and NA0 overestimates the true reach N0 by 2.76/(1+ ε/3).
The nonlinear equivalent of the 1-span linear threshold PLT(1) is the 1-span con-
strained NLT power, which can be expressed from (2.3) and (2.5) as
PNLT(1) =
1√
3S0αNL
=
PNLT(N)
N−
1+ε
2
. (2.9)
Since the true reach N0 can be expressed as [55]:
N0 =
(
PNLT(1)
3
2 PLT(1)
) 2
3+ε
(2.10)
by re-writing (2.9) as PNLT(N)N = PNLT(1)N−
1−ε
2 and from (2.10) we obtain
N0
N
=
(
PNLT(N)
3
2 P
A
L (N)
) 2
3+ε
=
(
PNLT(N)/R
3
2 NhνFGS0
) 2
3+ε
. (2.11)
The question is now how these SNR contours, and thus the reach, change as the
symbol rate R is changed. In the next section we will address this question by in-
vestigating a multiplicity of scenarios including both DM and DU links, and several
single-carrier modulation formats of interest. It is clear that if ε is independent of
R, by maximizing the power margin PNLT/PAL one also maximizes the reach. Hence,
since PAL scales linearly with R, the largest power margin is achieved at the symbol
rate that maximizes the margin PNLT/R. In Sec. 2.2 we provide a thorough investi-
gation by simulation of the normalized margin PNLT,1/R which provides the same
information since for constrained NLT we have PNLT,1 = PNLT−1.05dB [55].
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2.2 Optimal Granularity in single-carrier WDM coherent
transmissions
The issue of the best granularity in WDM long-haul coherent optical links, i.e., the
per-carrier symbol rate for OFDM, and the per-channel symbol rate for single-carrier
modulations, was recently discussed [45, 58–63]. The best symbol rate either mini-
mizes the BER at a fixed distance, or maximizes the largest transparent transmission
distance, i.e., the reach, at a fixed BER. In this section we tackle the issue by reporting
on the 1-dB constrained NLT PNLT,1 at BER=10−3 versus symbol rate R, at a constant
bandwidth efficiency η , R/∆ f , where ∆ f is the channel spacing, for both DM and
DU systems, and for the following modulation formats: binary phase-shift keying
(PDM-BPSK), quaternary phase-shift keying (PDM-QPSK), polarization switched
QPSK (PS-QPSK), and 16-level quadrature amplitude modulation (PDM-16QAM).
For all formats we used non-return to zero (NRZ) supporting pulses, while for PDM-
BPSK and PDM-QPSK we also considered iRZ pulses with 50% duty cycle [64–66].
In each considered case, we applied the nonlinearity decoupling method described in
sec. 1.5.1 to yield the contribution from each manifestation of Kerr nonlinearity to
set the NLT. We present the results in terms of the normalized margin PNLT,1/R to
highlight both the dominant nonlinearity for each format, and the optimal granularity
for maximum reach.
2.2.1 Simulated Systems
Fig. 2.4 shows the optical systems simulated with the open-source software Op-
tilux [4]. The transmitter consisted of Nch = 15 WDM channels modulated at a sym-
bol rate of R Gbaud with channel spacing ∆ f and bandwidth efficiency R/∆ f = 0.56
(except where otherwise stated). We considered differential phase encoding/decoding
for employed all modulation formats. Before multiplexing, each channel was modu-
lated with independent random symbols and filtered by a 2nd order super-Gaussian
filter of bandwidth ∆ f . The number of symbols was a function of R, and sized to
correctly reproduce the maximum walk-off cumulated by the edge channels of the
WDM comb with respect to the central channel. In all cases it was confined between
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Figure 2.4: Block diagrams of DM and DU simulated links. TX block represents 15
WDM channels with spacing ∆ f = R/η , with R the symbol rate and η the band-
width efficiency. In DM we use a residual dispersion per span of 30 ps/nm and a
pre-compensation of −540 ps/nm.
1024 and 16384 symbols. The transmission line consisted of 20 spans of 100 km of
single mode fiber (SMF) with dispersion D = 17 ps/nm/km, slope parameter β3 = 0,
attenuation α = 0.2 dB/km, nonlinear coefficient γ = 1.3W−1km−1. At the end of
the link, lumped electronic dispersion compensation was implemented in the coher-
ent receiver. In the DM case, we used an in-line residual dispersion per span (RDPS)
of 30 ps/nm and a straight-line rule pre-compensation of -540 ps/nm [67, 68], while
in the DU case no compensation fiber was used.
Propagation used the SSFA described in sec. 1.5 with zero PMD and Manakov
nonlinear step [11, 18]. The maximum nonlinear phase per step was 3 ·10−3 [rad] at
symbol rates lower than 80 Gbaud, and 6 ·10−4 [rad] at higher symbol rates. Reasons
for this choice will be provided in App. B.2. Before detection we used a 6-th order
Butterworth optical filter of bandwidth ∆ f to extract the central WDM channel. The
signal was then converted to an electrical current by an ideal coherent mixer (zero
laser phase noise, zero frequency offset) and sampled at 2 samples per symbol over a
bandwidth of 0.6R. The discrete sequence was then digitally processed by performing
polarization recovery and equalization with a 15-tap least-squares trained equalizer,
and a 27-tap carrier phase estimation (CPE). For PSK modulation formats the CPE
was performed with the Viterbi&Viterbi algorithm [41], while for 16QAM we used
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a blind-phase search algorithm [69].
Each BER estimation, with ASE either generated at each amplifier (distributed
noise) or loaded at the end of the link (noise loading), was performed by Monte Carlo
simulations, by repeating several independent transmissions of the WDM comb until
100 errors were counted. The input states of polarization (SOP) of the WDM carriers
were randomly oriented over the Poincaré sphere and randomly scrambled between
two consecutive transmissions.
In figures of Sec. 2.2.2 and 2.2.3, in each labeled curve only the indicated nonlin-
earities are active, except for the curve labeled WDM, where all nonlinear effects are
active and thus corresponds to the real case. The nonlinearities, introduced in Sec.
1.4, are: self-phase modulation (SPM), cross-phase modulation (XPM) and cross-
polarization modulation (XPolM). The curves labeled WDM in all numerical results
were obtained with the unique-field propagation (UFP) and therefore do account for
linear channel crosstalk as well as all nonlinear effects, including Four Wave Mix-
ing (FWM) and nonlinear spectral broadening, which are instead not captured by the
separate-field propagation (SFP) solutions for the SPM, XPM, XPolM and XCI la-
beled simulations. The XCI curve includes both XPM and XPolM and is added only
for results concerning DU links, to better compare cross-channel to single-channel
nonlinearity. Recall that a small NLT corresponds to a strong nonlinearity, and vice-
versa.
2.2.2 NLT in DM systems
The six plots in Fig. 2.5 shows the normalized margin versus symbol rate in the DM
link. We report both the simplistic case of noise loading at the receiver (solid lines)
and the true case of distributed ASE noise (dashed lines), where nonlinear signal-
ASE interactions are fully accounted for. We will call noiseless SPM/XPM/XPolM
those effects with ASE noise loading, and noisy SPM/XPM/XPolM those effects with
distributed ASE. The six DM plots in Fig. 2.5 show that:
1) XPM with PSK formats is quite sensitive to signal-ASE interactions, since
noisy and noiseless XPM-NLTs widely differ. This is due to the fact that in noiseless
propagation in a DM link the symbol-rate quasi-periodic intensities of the transmitted
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Figure 2.5: Normalized margin 10log10(PNLT,1/R) vs symbol rate R [log scale] for a
15-channel homogeneous WDM comb with R/∆ f = 0.56 over a 20x100km SMF DM
link with RDPS= 30 ps/nm. Solid lines: ASE loading. Dashed lines: distributed ASE.
Labels: “SPM”=self-phase modulation only; “XPM”=scalar cross-phase modulation
only; “XPolM”=cross-polarization modulation only; “WDM”=all nonlinearities.
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PSK WDM fields are preserved, hence also the noiseless XPM field is symbol-rate
quasi-periodic, and is thus well suppressed by the CPE block [70]. When in-line ASE
is added, the intensity periodicity is broken and the XPM suppression in the CPE is
way less effective, leading to a stronger residual XPM and thus a lower NLT.
Also, the low-pass filtering action introduced by fiber walk-off on the field in-
tensity enhances XPM correlation on neighboring symbols, thus helping the phase
tracking of the CPE [70]. In this case, shortening the CPE window may further im-
prove the BER, however at the expense of an increase of the ASE-induced phase
noise [71]. Since at the 1-dB NLT the ASE noise is largely dominant, then the num-
ber of CPE taps is generally set to a value large-enough (27 in our simulations) to well
suppress ASE-induced phase fluctuations, and small-enough not to interfere with the
frequency estimation block.
2) With homogeneous NRZ-PSK WDM formats, the dominant nonlinearity in
the lower symbol rate range is XPolM. According to the XPolM model in [18], this is
attributed to the fast modulation-induced random re-orientations of the mean WDM
Stokes vector (called the pivot) in Stokes space, which cannot be tracked by the po-
larization demultiplexer at the receiver. ASE impact on XPolM is negligible, since
ASE contribution to the pivot re-orientation is a second-order effect [72].
The XPolM-NLT is seen to be almost symbol-rate independent for all formats
over the shown range. As symbol rate R is increased at constant η = R/∆ f , the chan-
nel spacing ∆ f is also increased, and so is channel walk-off. XPM rapidly weakens
and thus XPM-NLT increases1 with R because of the low-pass intensity filtering due
to walk-off [70]. XPolM is affected also by channels with a huge spectral distance
from the channel of interest [73,74] since it weakens with walk-off (i.e., with R) much
more slowly than XPM [75]. Hence the XPolM-NLT on the shown R range appears
almost flat.
3) iRZ pulses in PDM-PSK formats were proposed because they quite effectively
suppress XPolM [64–66]. The XPolM-NLT curves in a homogeneous WDM system
with iRZ-PDM-PSK formats are in fact seen to shift to a much higher value than
with NRZ pulses. The physical reason can be attributed to the symbol-time periodic
1For the anomalous behavior of noiseless XPM-NLT for iRZ see point 4).
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alternation of each signal’s polarization between two antipodal SOPs, which partly
compensates the XPolM polarization spread [64].
4) PSK formats with iRZ pulses are also less sensitive to XPM in the low symbol
rate regime due to a more constant transmitted PDM power than with NRZ pulses.
For instance, a phase jump by pi from one symbol to the next one both in X and Y
polarizations makes an NRZ-PSK format cross the zero PDM intensity, while such
a zero crossing does not occur for iRZ format because at each phase transition on
X polarization the Y polarization has constant power, and vice-versa. This translates
into weaker intensity-dependent scalar nonlinearities, namely, SPM and XPM [76].
In the DM link, for iRZ pulses we note an anomalous decrease with R of the
initially very high noiseless XPM-NLT. This is ascribed to an increase with R of the
XPM-enhancing intensity fluctuations induced by GVD on the high-power, narrow
RZ pulses, which overcome the XPM-suppressing action of walk-off. However, the
realistic noisy XPM-NLTs are much lower and do recover an increasing behavior
with R.
5) with iRZ-PDM-PSK formats, the suppression of XPolM makes noisy XPM
no longer negligible. Also, the noise loading method may be quite inaccurate on the
overall WDM-NLT, with a maximum difference of 2dB between noisy and noiseless
propagation over the shown R range.
6) SPM-NLT decreases at increasing symbol rates for all formats. SPM manifests
at small R as a quasi-periodic nonlinear phase rotation induced by the quasi-periodic
signal intensity, which is effectively suppressed by the CPE block, hence SPM-NLT
is initially large. As the symbol rate increases, the SPM perturbation field evolves
into an almost signal-independent circular noise, much like in DU links [48], and the
CPE block cannot suppress the intensity fluctuations of the SPM field. Noisy SPM
manifests at small R as an ASE-induced nonlinear phase noise: ASE destroys the
noiseless-SPM periodicity so that the CPE is less effective in suppressing SPM (Cfr
point 1 for XPM). With standard single mode fibers, the nonlinear signal-noise inter-
actions are limited to bandwidths not exceeding a few tens of GHz [28], so that, as the
symbol-rate increases, a larger and larger fraction of ASE is white as in linear prop-
agation and thus noise loading simulations yield the same results as with distributed
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noise. Hence noisy and noiseless SPM-NLTs merge at large R.
In NRZ-BPSK, the plateau at which the noiseless SPM-NLT levels-off as R is
decreased is due to the large powers tolerated by this format. Such powers cause a
strong SPM-induced bandwidth enlargement, and a significant fraction of the signal
energy is cut off by the receiver filter.
7) the WDM-NLT of PS-QPSK is almost 1 dB higher than that of NRZ-PDM-
QPSK, but still lower than that of NRZ-PDM-BPSK. With only XPolM, PS-QPSK
has a NLT very close to PDM-BPSK, since they both display a binary SOP pattern on
the Poincaré sphere (Cfr point 3)). With only XPM, PS-QPSK has a similar NLT to
PDM-QPSK since they both have a similar intensity profile and the same quaternary
modulation in each polarization.
8) signal-noise interactions in 16QAM are a second-order effect, not only for
XPolM, but also for scalar SPM and XPM, because of the large modulation-induced
intensity fluctuations of the QAM format. The same reason makes XPM dominant at
low symbol rates.
9) the decreasing trend of SPM with R leads to a cross point where single-channel
NLI dominates over cross-channel NLI. This point, for a 15-channel transmission,
is placed around 100Gbaud for NRZ-BPSK format, while it lies in the range 40-
60Gbaud for the other NRZ formats; it is around 25Gbaud for the iRZ-PSK formats.
10) The overall WDM-NLT is roughly constant (within 1.5dB) over the shown R
range, with a very shallow maximum in the range 10-28Gbaud. It is worth noting that
the influence of signal-ASE interactions on the WDM-NLT is significant only for the
iRZ-PSK formats. This implies that NLT at BER=10−3 in WDM DM links for all
other formats can be assessed by using the faster noise-loading method.
2.2.3 NLT in DU systems
The six plots of Fig. 2.6 show the corresponding normalized margin PNLT,1/R versus
symbol rate in the DU link. Here ASE was loaded at the receiver since signal-noise
interactions are negligible [72]. These six plots show that:
11) with all formats, scalar XPM slightly dominates over XPolM. We ascribe this
behavior to the GVD-induced pseudo-random intensity variations in DU links, which
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Figure 2.6: Normalized margin 10log10(PNLT,1/R) vs symbol rate R [log scale]
for a 15-channel homogeneous WDM comb with R/∆ f = 0.56 over a 20x100km
SMF DU link. ASE loading. Labels: “SPM”=self-phase modulation only;
“XPM”=scalar cross-phase modulation only; “XPolM”=cross-polarization modula-
tion only; “WDM”=all nonlinearities; “XCI”=XPM+XPolM.
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both tend to enhance XPM variance and weaken XPM-induced symbol correlations
observed in the DM case, thus reducing the CPE XPM suppression effectiveness.
However, both XPM and XPolM are much better suppressed than in DM links by the
huge walk-off of the line;
12) in the presented 15-channel WDM system, the XPM- and XPolM-NLTs are
quite close, hence to better compare cross- and single-channel NLTs it is useful to
also visualize the XCI-NLT where both effects are active. We see that at lower R XCI
dominates, while at larger R SPM dominates. The cross-point is around 20Gbaud for
most formats, except for 16QAM where it is around 40-60Gbaud. When nonlinearity
i is active, with i ∈ {XPM,XPolM}, for all links where it manifests as a circular
complex Gaussian field, the NLT PNLT,1-i is related to the corresponding nonlinear
interference coefficient ai as [55, p. B211]:
P2NLT,1-i = 1/(3c
2S0ai) (2.12)
where c = 1.27 for the NLT at 1dB penalty, and S0 is the electrical SNR at the ref-
erence BER. If XPM and XPolM fields were independent, their variances would add
up, hence aXCI ∼= aXPM+aXPolM and we would get an XCI-NLT given by:
PNLT,1-XCI = 1/
√
1/P2NLT,1-XPM+1/P
2
NLT,1-XPolM . (2.13)
We verified that such a formula is very close (within 0.3dB for all formats, except for
PS-QPSK where the error can be up to 1dB) to the XCI simulated NLT in Fig. 2.6,
hence we conclude that XPM and XPolM are practically uncorrelated in DU links
for most formats. We also verified that (2.13) very accurately predicts the XCI-NLT
even in DM links.
13) the GN reference formula [52, eq. (1)] treats the cross-nonlinearity as a whole,
and cannot discriminate between XPM and XPolM. At large R, the XCI coefficient is
predicted to scale as [77, eq. (20)]: aXCI ∝ 1/(R∆ f ) = η/R2 (consistent with [78, eq.
(57)] for Nyquist-WDM systems). Using (2.12) we have PNLT,1-XCI ∝ 1/
√
aXCI, hence
the GN model leads us to conclude that PNLT,1-XCI/R is a constant at large R and
constant η . This confirms the observed flattening of the simulated XCI-NLTs versus
R for all formats.
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14) XPolM is much weaker than in the DM case. In both DM and DU links,
XPolM operates in the same way within each span, with an efficiency related to the
number of pivot re-orientations along propagation [18]. The difference is that the pe-
riodic map of the DM link induces similar XPolM scattering between input/output of
each span, thus forcing a long trajectory of the output SOP vector over the Poincaré
sphere [75, p. 97]. In the DU link, instead, the direction of the pivot is almost uncor-
related span by span, thus producing brownian-like wiggled output SOP trajectories
that drift less away from the input SOP [18]. Since each symbol experiences a dif-
ferent SOP trajectory, overall we observe polarization scattering, and since the drift
from the input SOP is smaller in DU links, then we also have a weaker XPolM.
15) with all formats, the overall WDM PNLT,1/R curves decrease with R, i.e., the
best symbol rate at fixed bandwidth efficiency and with 15 channels is below the
lower R limit, i.e., 5Gbaud.
2.2.4 NLT at large bandwidth efficiency
Fig. 2.7 shows the normalized margin PNLT,1/R versus symbol rate either for NRZ
PDM-QPSK (left) and signal NRZ PDM-16QAM (right) in both a DM link (top)
and a DU link (bottom), with a larger bandwidth efficiency η = 0.85 w.r.t. that of
Figs. 2.5–2.6. Comparing the figure with the corresponding plots in Figs. 2.5–2.6,
i.e., (center, right) and (bottom, right), we observe that an increase of η (hence a
reduction of the spacing ∆ f among channels at same R and thus a decrease of the
walk-off) enhances cross-channel effects, although in different ways in DM and DU.
We start analyzing the PDM-QPSK format. In the DM link, XPolM remains the
dominant nonlinearity, with a NLT decrease from the η = 0.56 case by about 1-1.5
dB at symbol rates R> 28Gbaud. Overall, the WDM curve shifts downwards by more
than 1 dB, and keeps its concave shape with a shallow maximum in the 10-40Gbaud
range, with signal-ASE interactions still negligible over the whole symbol rate range.
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Figure 2.7: Normalized margin PNLT,1/R at reference BER=10−3 vs symbol rate for
15-channel NRZ-PDM-QPSK (left) and NRZ-PDM-16QAM (right) homogeneous
WDM comb with η = 0.85 over a 20x100km SMF link. (Top) DM link, (Bottom)
DU link.
In the DU link, for QPSK format, we observe that both XPM- and XPolM-NLTs
at large rates decrease by ∼1 dB when increasing η by ∼2 dB, and so does the
WDM-NLT curve. This is consistent with the GN model large-rate prediction that
aXCI ∝ 1/(R∆ f ) = η/R2 [77]. Using (2.12) we have PdBNLT,1-XCI ∝ −12ηdB. Now the
XPM-NLT is quite close to the SPM-NLT, while the XPolM-NLT is almost 2 dB
larger than the XPM-NLT around 60 Gbaud. At lower rates, FWM due to next neigh-
bors starts to be noticeable even in DU links. For instance, at R = 5Gbaud the XPM-
and XPolM-NLTs, obtained by the separate-field propagation at η = 0.85, vary very
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little w.r.t. the η = 0.56 case; however the WDM-NLT (obtained by the unique-
field propagation, that captures FWM) decreases by 1.8 dB. To double-check that
next-neighbor FWM is indeed the cause, in a separate test of the same DU link at
R = 5Gbaud we suppressed the 2 next neighbors of the central channel in the 15
channel comb and verified that the WDM-NLT (obtained by the UFP) now coincides
(to within 0.5dB) with the SFP-obtained NLT with XPM+XPolM+SPM activated.
For the 16QAM format we observe similar NLTs reductions noted for the QPSK
format, with the exception of the noiseless XPM-NLT in the DM link, which de-
creases for QPSK by about 2 dB more than the respective NLT for 16QAM. We
ascribe this behavior to the different dynamics of XPM between 16QAM and QPSK
in absence of ASE-signal interaction.
2.2.5 Checks of NLT behavior with GN theory
NLT simulations are extremely time-consuming hence the number of WDM channels
was here limited to 15. It would be very useful to have an analytical model to cross-
verify the general physical trends found by simulation and to extrapolate the behavior
when the WDM channel count is in the order of 100, as in typical commercial WDM
systems. Fortunately, for DU systems the GN model [52] does the job. In this section,
we test the predictions of the GN model and compare them with those obtained from
the NLT data in Figs. 2.5–2.6.
If the NLI coefficient ai for the i-th nonlinearity were format-independent, as
postulated by the GN model, from (2.12) we would expect
√
S0PNLT,1-i to also be
format-independent. If this were the case, the simulated PNLT,1-i/R versus R curves
reported in Fig. 2.6 for the DU link, multiplied by the
√
S0 of the used format, should
all fall on top of each other. We performed this check in Fig. 2.8(a-b). We used the
same S0 values as in the simulations, namely, S0 = [7.77, 10.77, 17.07] dB for the
three NRZ formats (BPSK, QPSK, 16QAM in that order), while iRZ formats re-
quired 0.2dB less SNR than their corresponding NRZ formats. Dashed curves refer
to XPolM, dash-dotted to XPM, and solid lines to the all-nonlinearities WDM case.
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Figure 2.8: Symbols: simulated
√
S0PNLT,1/R [dB(mW/Gbaud)] versus R [Gbaud] for
DU (a-b) and DM (c-d) 20x100km SMF link with 15 WDM channels at η = 0.56.
PNLT,1/R simulated values are those reported in Figs. 2.5–2.6. GN theory plotted in
solid line as
√
S0PNLT,1/R = 1/
√
3c2aNL/R, which should be format-independent.
We note that the
√
S0PNLT,1/R XPM/XPolM curves reasonably merge, with dif-
ferent values between NRZ and iRZ curves. The WDM curves with NRZ pulses show
instead a spread of about 1.5dB across the formats at larger R, which we verified to
be also due to the spread of the corresponding SPM curves (not shown to avoid clog-
ging the figure). As pointed out in Sec. 2.1.2, PNLT/R is proportional to the reach,
hence one can read off the WDM decreasing curves in Fig. 2.8(a) also the reach be-
havior versus symbol rate for each modulation format. A similar decreasing reach vs.
R behavior for a 5-channel WDM DU system was reported in [62].
We also report in Fig. 2.8(a-c) the solid-line curve labeled GN, which plots
the theoretically equivalent quantity 1/
√
3c2aNLR2, as per eq. (2.12), with aNL =´
GNLI( f )d f calculated according to the GN reference formula [52, eq. (1)] with the
efficient algorithm detailed in [79], with the same normalized WDM input power
spectral density GNLI used in the simulations of Fig. 2.6. The GN curve theoretically
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confirms the monotone decreasing trend versus R in DU links with η = 0.56 and 15
channels. Among the NRZ formats, we note that the 16QAM format is the closest to
the GN curve, because of its better agreement with the key GN model assumption of a
Gaussian input process [80]. Such findings about a non-negligible modulation-format
dependence of the NLI variance are in agreement with recent extensions of the GN
model [81–84]. Also, note that iRZ formats are the farthest from the GN model, with
a distance of over 2dB, and their weaker NLI may suggest that iRZ formats do not
converge to a Gaussian-like field as fast as their NRZ counterparts.
In Fig. 2.8(c-d) we tried the same rescaling with the DM link data in Fig. 2.5,
where we used the distributed-noise NLTs only. We see that the XPM curves now
show a more marked format dependence (note the dramatic decrease of the 16QAM
XPM), while the XPolM curves for the NRZ formats do reasonably merge together
and are relatively flat, as in the DU link. This is an indication that XPolM is the
nonlinear effect that behaves most similarly in DM and DU links. The large spread
of WDM curves across the modulation formats now comes not only from a large
spread of the SPM curves (not reported to avoid confusion), but also from that of the
XPM curves. For completeness, the curve labeled GN reports the predictions of the
GN model for the DM link, which are clearly unsatisfactory. A recent extended GN
model seems promising in reducing such a spread also for DM links [85].
To conclude this section, we present GN model extrapolations of the
√
S0PNLT,1/R
versus R curves to large WDM channel numbers, where simulations are unfeasible.
We first note that the monotonically decreasing behavior versus R of both GN theory
and simulations observed in Fig. 2.8(a) can in part be explained by the increase of
the total WDM bandwidth, since the number of channels was fixed at a fixed η =
R/∆ f = 0.56, hence by increasing R we also increased the spacing ∆ f . In Fig. 2.9
we now more realistically fixed the WDM aggregate symbol rate B = NchR = 2.8
Tbaud, which corresponds to increasing the number of channels Nch when reducing
R. The total occupied bandwidth was fixed at W = B/η . We observe that even in
this case the
√
S0PNLT,1/R (hence the reach!) plot versus R keeps a monotonically
decreasing trend at any η < 1, and converges to the naturally flat behavior of the
Nyquist-WDM case (η = 1). The physical message from these curves is that, for
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Figure 2.9: Plot of
√
S0PNLT,1/R versus R for DU 20x100km SMF link obtained from
GN reference formula at varying bandwidth efficiency η and fixed aggregate symbol
rate B= NchR. The η = 0.56, Nch = 15 curve is the same labeled GN in Fig. 2.8(a-c).
These curves display the same behavior versus R as the reach.
reach maximization, smaller symbol rates are slightly preferable, which means the
WDM energy should be most uniformly spread across the frequency axis. However,
from the “reach” curves of Fig. 2.9, we conclude that the granularity of the WDM
spectrum may be of some importance only away from the Nyquist limit, and at small
channel counts, where smaller symbol rates are slightly preferable. Otherwise, in all
practical cases, the per-channel symbol rate need not be optimized to maximize the
reach.
We cannot replicate such curves by SSFM simulation. However, to give a feeling
to the reader, for NRZ QPSK and 16QAM we replicated at R=10 and 80 Gbaud the
WDM NLTs of Figs. 2.5–2.6,2.7 at the aggregate bandwidth BA of the 15-channel
system at 28 Gbaud namely, BA = 750 GHz at η = 0.56 and BA = 500 GHz at η =
0.85, as reported in Table 2.1. We thus used 43 channels at 10 Gbaud and 5 channels
at 80 Gbaud. The results are reported in Fig. 2.10. Solid lines are the WDM NLTs
in the respective cases of Figs. 2.5–2.6,2.7. Red dashed lines indicate the results at a
fixed aggregate bandwidth. We note a counterclockwise tilt of each curve as expected,
since we are enhancing cross-nonlinearities at 10 Gbaud while reducing them at 80
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R [Gbaud] Nch
η = 0.56 η = 0.85
∆ f [GHz] BA [GHz] ∆ f [GHz] BA [GHz]
10 43 17.86 768 11.77 506
28 15 50.00 750 32.94 494
80 5 142.86 714 94.12 471
Table 2.1: Values at fixed aggregate bandwidth BA.
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Figure 2.10: Normalized margin PNLT,1/R at reference BER=10−3 vs symbol rate over
a 20x100km SMF link. (Solid) Fixed number of channels, (Dashed) Fixed aggregate
bandwidth. (Top) DM link, (Bottom) DU link. (Left) NRZ PDM-QPSK, (Right) NRZ
PDM-16QAM.
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10 Gbaud 28 Gbaud 80 Gbaud
DM, 16QAM −2.90 −2.32 −3.55
DU, 16QAM 2.68 0.95 −0.38
DM, QPSK 9.17 9.48 7.60
DU, QPSK 12.69 11.86 10.35
DM, BPSK 14.42 14.52 13.41
DU, BPSK 17.42 15.88 14.83
Table 2.2: Amplifiers Noise figure FNLT,1 [dB] yielding 1-dB of SNR penalty at
BER=10−3 and power PNLT,1 estimated in Figs. 2.5–2.6. 20×100km SMF link with
15 WDM channels. ASE noise loaded at the receiver.
Gbaud. Regarding the DU case we verified that, such results agree with the GN model
also used for the predictions of Fig. 2.9. Overall we observe that the tested symbol
rates change by at most 0.76 dB in the DM case (80Gbaud QPSK at η = 0.85) and
1.18 dB in the DU case (10Gbaud QAM at η = 0.85).
2.3 Reach prediction from NLT
The procedure to obtain the 1-dB NLT PNLT,1 consists of tuning the lumped ampli-
fiers noise figure together with the launch power in order to achieve the combination
such that at an SNR S = S0+1 dB the BER is 10−3, as described in Sec. 2.1.1. As a
by-product of the PNLT,1(N) estimation for an N-span link, we thus also get the cor-
responding amplifiers noise figure FNLT,1(N). Table 2.2 reports the values of FNLT,1
at N = 20 spans found in the same WDM-NLT simulations yielding the PNLT,1 val-
ues used to build Figs. 2.5–2.6 for the three selected modulation formats at R=10, 28
and 80Gbaud in both DM and DU links, with receiver noise loading (since Fig. 2.5
indicates that, for NRZ pulses, signal-noise interactions are negligible). Whenever
FNLT,1 takes unrealistic values, it means that a practical system is not able to achieve
the target BER at the selected distance. For instance, PDM-16QAM achieved NLT at
N = 20 spans with a negative noise figure, which physically means that 20 spans are
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unachievable with lumped amplification and does require distributed amplification.
Although such a noise figure may take unrealistic values, it can be used to esti-
mate the system reach N0 at a practical noise figure F from NLT measurements over
a much shorter N-span link. In fact, in Sec. 2.1.2 we expressed in (2.11) the reach
N0 as a function of the power budget at distance N. Eq. (2.11) is consistent with the
reach predictions in [78] when ε = 0. Since by definition N0(FNLT(N)) = N, then by
multiplying and dividing the fraction on the right-hand side of (2.11) by FNLT(N) and
by using (2.3) and (2.4) we get:
N0(F)
N
=
(
FNLT(N)
F
) 2
3+ε
(2.14)
which relates the maximum reach obtained at an arbitrary noise figure F to the con-
strained noise figure FNLT measured at N spans. Eq. (2.14) is preferable to (2.11)
since it does not involve the precise knowledge of the receiver electrical bandwidth,
which is R only with matched-filtering but in practice is set by the butterfly equalizer
that also implements polarization demultiplexing. In our simulations, instead of esti-
mating FNLT, we estimated FNLT,1, i.e., the tweaked noise figure at the 1-dB PNLT,1 at
N spans. The ratio xy , FNLT,1,y/FNLT for a penalty of y [dB] is plotted in [55, Fig. 6]
as a function of y. At y = 1dB we read off the value x1 = 0.94, hence substitution in
(2.11) leads to
N0(F)
N
=
(
FNLT,1(N)
x1 ·F
) 2
3+ε
(2.15)
It can be proved that in general xy = 32c(y) − 12c(y)3 , where c(y) = 1/
√
3(1−10−y/10)
(hence c(1) = 1.27). The fitting factor x1 is exact if the NLI is Gaussian additive, and
may change for different NLI statistics. Of course one also needs the knowledge of ε
to perform such an estimation. ε can be obtained either by theoretical models (e.g.,
the GN model predicts ε ∼ 0 when cross-channel nonlinearity dominates [52,77]) or
by numerical fitting.
To double-check the accuracy of formula (2.15) for both our DU and DM links,
we performed extra UFP SSFA simulations for three NRZ modulation formats (PDM-
BPSK, PDM-QPSK and PDM-16QAM) at three sample symbol rates (R=10, 28 and
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Figure 2.11: Triangles: SSFA-simulated power versus span number N (log10 scale) at
reference BER=10−3 for a 15-channel homogeneous WDM comb with η = R/∆ f =
0.56 over a Nx100km SMF link. ASE noise loaded at the receiver. (Top row) PDM-
16QAM, (Center row) PDM-QPSK, (Bottom row) PDM-BPSK. (Left column) DU
link, (Right column) DM link. Stars: prediction by (2.15) using FNLT,1 [dB] of Table
2.2. Solid lines: least-squares cubic interpolations of triangles.
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10 Gbaud 28 Gbaud 80 Gbaud
DM, 16QAM 0.77 0.68 0.71
DU, 16QAM 0.11 0.19 0.19
DM, QPSK 0.80 0.72 0.71
DU, QPSK 0.29 0.27 0.26
DM, BPSK 0.77 0.70 0.56
DU, BPSK 0.40 0.30 0.29
GN model [52, Sec. XI-D] 0.072 0.013 0.005
Table 2.3: Estimated ε from simulated data in Fig. 2.11.
80 Gbaud). Fig. 2.11 plots the power yielding the reference BER=10−3 vs number
of spans N for a 15-channel homogeneous WDM comb for the selected modulation
formats and symbol rates. The noise figure (reported in each plot) was arbitrarily
set to keep the reach between 15 and 35 spans in all cases, and receiver noise load-
ing was used. Triangles show simulations, while solid lines are least-squares cubic
interpolations of the simulated values, according to (2.6), where aNL = αNLN1+ε ,
whose only fitting parameters are αNL and ε . From such “contours” the system reach
can be easily visualized. The least-squares fitting NLI slope parameter values are re-
ported in Table 2.3, along with the much smaller GN model predictions for ε in DU
links [52, Sec. XI-D]. For our 15-channel DM and DU links we note that ε is very
slowly decreasing with symbol rate R, and can be safely considered as a constant for
reach maximization w.r.t. symbol rate, as discussed in Sec. 2.1.2. For DM links, it is
ε ∼ 0.7 for most formats, except for BPSK which has ε ∼ 0.6; for DU links the value
is much smaller, and close to 0.3, except for QAM which shows an ε < 0.2. For the
PDM-QPSK DU link, the values in Table 2.3 are consistent with the experimental
measurements in [46]2.
The predictions of formula (2.15) can now be calculated using Tables 2.3 and
2.2 and compared to the true reach. They are marked with stars in Fig. 2.11 and are
2For larger WDM systems where cross-nonlinearity dominates the NLT, it is theoretically predicted
by the GN model that ε ∼ 0 [52, 77].
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Figure 2.12: Triangles: SSFA-simulated power versus span number N (log10 scale) at
reference BER=10−3 for a 15-channel PDM-QPSK homogeneous WDM comb with
η = R/∆ f = 0.56 over a Nx100km SMF DU link. ASE noise loaded at the receiver.
Stars: prediction by (2.15) using FNLT,1 [dB] of Table 2.2. Solid lines: least-squares
cubic interpolations of triangles.
quite close to the actual reach, with a worst-case error of only 1.5 spans. Although
the used noise figures may be unrealistic and were used to keep the reach within 15
and 35 spans, yet the accuracy of (2.15) is not expected to degrade with practical
noise figures and longer reaches, since such an equation is accurate for all physical
links for which the NLT scales as N−(1+ε)/2 as expressed in (2.9), with ε a suitably
estimated factor. For instance, we verified that a QPSK system in an SMF DU link
with F=6 dB reaches 56 spans, as depicted in Fig. 2.12, while eq. (2.15) forecasts 53
spans.
As a sanity check, we replicated the 16QAM reach curve at 10 Gbaud for both
DM and DU links and at BA = 750 GHz (43 channels). Such curves, are reported in
Fig. 2.13 for both the DM and the DU case. We observe an almost rigid shift of the
nonlinear asymptote with no implications on the accuracy of eq. (2.15). We believe
that this conclusion holds for all the other investigated cases.
58 Chapter 2. Nonlinear Threshold in Long-haul Coherent Transmissions
5 10 15 20 25 30
−20
−16
−12
−8
−4
N [spans]
Po
w
er
 [d
Bm
]
NRZ PDM−16QAM, DM, 10Gbaud, F=−4dB
15 chan
43 chan
5 10 15 20 25 30 35 40
−16
−12
−8
−4
0
N [spans]
NRZ PDM−16QAM, DU, 10Gbaud, F=−1dB
Po
w
er
 [d
Bm
]
43 chan
15 chan
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Figure 2.14: Contour levels of the maximum reach N0 given in (2.15) vs. ε and FNLT,1
[dB] at a fixed F = 6 dB.
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2.3.1 Tolerance to estimation errors
In Fig. 2.11 we showed that with the knowledge of FNLT,1 and ε it is possible to
estimate the system reach with a very good accuracy in a wide range of symbol
rates and modulation formats. FNLT,1 comes for free from NLT simulations at a fixed
distance N. Knowledge of the NLI slope parameter ε must instead be acquired from
several BER measurements versus distance, as those in Fig. 2.11, whose fit lead to
Table 2.3. Alternatively, one can resort to analytical approximate expressions of ε .
The general question is thus how accurately we need to know ε and FNLT,1. To answer
this question, in Fig. 2.14 we plotted the contour levels of N0(FNLT,1, ε) obtained from
(2.15) vs. both ε and FNLT,1. Such contours can be used to quantify the tolerance to
our allowed ignorance of the two key parameters. We note that, according to (2.15),
when the ratio FNLT,1/(x1 ·F) = 1 the parameter ε has no impact on reach prediction.
For this reason, if the distance N at which we measure the NLT is not too far from the
true reach, a good estimation of FNLT,1 is more important than a good one of ε . This
observation is also a direct consequence of the reach dependence on the term 3+ ε ,
where the term 3 smooths out the impact of the small ε . For instance, for a 10Gbaud
DU-QPSK link we measured FNLT,1 = 12.7 dB and ε = 0.29, yielding N0 = 53 spans
if F = 6 dB, see the filled circle in Fig. 2.14; an error of 1 dB on FNLT,1 gives a sizable
error of 7 spans in reach, while a significant error of 22% on ε yields an error of just
1 span in reach.
2.4 Conclusions
We provided massive simulation estimations of the nonlinear threshold PNLT versus
channel symbol rate R for both DM and DU coherent systems and for several mod-
ulation formats and supporting pulse shapes of interest. By using the nonlinearity-
decoupling method, we provided the PNLT due to each individual Kerr effect, and
showed that one can gather valuable information about the dominant nonlinear effect
as the rate R is varied. We provided plausible explanations of the observed behav-
ior based on the main existing analytical nonlinear models. We proved that plots of
PNLT/R also show the symbol rate that maximizes the transmission distance, i.e., the
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reach. For DU systems, for which the rather accurate analytical GN model is avail-
able, we compared our NLT simulations against theory and provided theoretical ex-
trapolations to practically large WDM systems which cannot be simulated. We finally
provided a new, simple system-level formula for reach prediction that uses the noise
figure obtained at NLT, and we showed that such a formula can be used for accurate
reach predictions both in DU and DM systems, provided that estimations of the NLI
accumulation parameter ε are available.
Chapter 3
Statistics of Nonlinear
Interference in DU Networks.
In the previous chapter we recalled the recently proposed Gaussian Noise (GN)
model to characterize the Kerr-induced nonlinear interference (NLI) distortions in
dispersion uncompensated (DU) coherent optical systems. Such distortions are well
modeled as zero-mean additive Gaussian noise in highly dispersive systems [46, 48].
Recent papers pointed out the dependence of the NLI variance on the modulation
format [81–83, 86], which is not taken into account in the GN model [48], since the
latter assumes that the transmitted signal is a stationary Gaussian process. The GN
model provides accurate prediction of DU point-to-point systems performance.
In this chapter we focus on NLI statistics in a network-oriented scenario, where
interfering channels may have propagated over different lightpaths before propagat-
ing together with the reference channel. We show that the group velocity dispersion
(GVD) cumulated by interfering channels during their upstream propagation is the
critical parameter to assess the NLI statistics, while the fiber nonlinearity upstream-
experienced by interfering channels can be neglected as a first approach. We show
that the clouds of the received constellations may not be circular as suggested by
the first order perturbative models, and show a significant difference between the
variance of NLI noise quadratures, hence displaying a phase-noise feature [81]. We
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Figure 3.1: Simulation setup.
show the dominance of this feature when transmitting on low dispersion fiber and at
small propagating distances. Finally, we assess the impact of NLI phase-noise feature
on system Q-factor performance.
3.1 Numerical Setup
We simulated with the open source software Optilux [4] the transmission of 9 wave-
length division multiplexed (WDM) channels with 28Gbaud non-return to zero po-
larization division multiplexing quadrature phase shift keying (PDM-QPSK) modula-
tion. Each channel passed through a rectangular-shaped 37.5 GHz wide optical filter
before being multiplexed with a channel spacing of 37.5 GHz, as depicted in Fig.
3.1. The transmission fiber was a standard single mode fiber (SMF) with dispersion
16.7 ps/nm/km, span length 100 km, attenuation 0.22 dB/km and nonlinear coeffi-
cient γ = 1.3 1/W/km. Fiber propagation was modeled using the split-step Fourier
algorithm (SSFA) and each channel was modulated with 214 purely random symbols
within the SSFA window. We performed 4 independent runs for a total of 216 trans-
mitted symbols. Amplified Spontaneous Emission (ASE) noise was not included in
order to observe only the NLI noise, hence lumped noiseless EDFA amplification ex-
actly recovered the span loss. A variable pre-distortion Dpre was equally applied to all
interfering channels before entering the link, while the central channel experienced
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Figure 3.2: Superposition Process to evaluate the NLI variance on both quadratures
(removing inter-symbol interference (ISI) generated at the transmitter side). White
clouds: actual received constellation. Cyan circles: back-to-back received constella-
tion.
no pre-distortion. The total residual dispersion before the receiver was zero and the
launch power was 4 dBm. At the receiver, a rectangular 37.5 GHz wide optical filter
extracted the central channel. The signal was sampled at the symbol center, and after
the superposition process shown in Fig. 3.2, we measured both quadrature and in-
phase variances of the NLI, by averaging on the samples of both polarizations. The
steps of the superposition process are the following: i) removal of the initial mod-
ulation on both the actual and the back-to-back received constellations; ii) removal
of the average phase rotation from the superposed actual received constellation; iii)
subtraction of the superposed back-to-back received constellation to the superposed
actual received constellation.
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Figure 3.3: Ratio of normalized NLI noise variance aNL vs. number of SMF spans
Nspan, between upstream propagation accounting for both GVD and fiber nonlinear-
ity and upstream propagation accounting only for GVD. (Left) In-Phase variance,
(Right) Quadrature variance.
3.2 NLI Statistics with channels propagating over different
lightpaths
Since NLI noise variance can be expressed [55] as σ2NLI = aNLP3, here we focus on
aNL which is theoretically independent of P. Fig. 3.3 shows the increase vs. the num-
ber of SMF spans Nspan of the normalized NLI noise aNL variance between interfering
channels distortion Dpre accounting for both GVD and fiber nonlinearity and Dpre ac-
counting for only GVD. It is worth noting that the absolute difference is always less
than 0.1 dB, allowing further consideration of GVD-only pre-distortion Dpre.
Fig. 3.4 shows the aNL in-phase (left) and quadrature (right) variance vs. SMF
Nspan for different values of GVD-only pre-distortion Dpre of all interfering chan-
nels. It can be noted that when the interfering channels have zero pre-distortion as
the central one, the curves of aNL in-phase and quadrature variances almost coincide,
suggesting a NLI circular distribution as in the GN model. The picture changes when
interfering channels undergo a non-zero cumulated GVD before propagating together
with the central channel. Such a scenario hints what may happen in a DU-based net-
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Figure 3.4: aNL In-Phase (Left) and Quadrature (Right) variance vs. Nspan, over the
central of 9 WDM channels, for different values of interfering channels GVD-only
pre-distortion Dpre.
work with the WDM comb including interfering channels that have already propa-
gated through some hops. It is worth noting that in this scenario, while the in-phase
variance is unaltered w.r.t. Dpre, the quadrature variance increases for an increasing
pre-distortion value. More specifically, for a fixed number of spans, aNL quadrature
variance quickly increases with non-zero cumulated GVD of interfering channels,
showing a saturation for large amounts of Dpre. From Fig. 3.4(right) we can observe
that for the single span case, the increase of aNL quadrature variance reaches 8 dB
for the largest pre-distortion of 25000 ps/nm. This behavior can be explained by the
increase of cross-channel nonlinearity, as large Dpre makes interfering channels close
to Gaussian sources, hence inducing phase-noise NLI [81]. On the other hand, the
gap w.r.t. the zero Dpre case is gradually reduced when propagating through a larger
number of spans. A tentative explanation is that the NLI phase-noise feature tends
to disappear when the transmitted central channel turns into Gaussian noise, i.e. for
large cumulated GVD [82], as intra-channel nonlinearity accumulates at a faster rate
than the interchannel one [55].
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Figure 3.5: Increase w.r.t. zero Dpre of normalized NLI noise aNL quadrature vari-
ance vs. transmission fiber dispersion, over the central of the 9 WDM channels, after
propagation through 5 spans (left) or 10 spans (right).
3.2.1 Impact of downstream fiber dispersion on NLI variance
Next we assess the impact of fiber dispersion on the phase-noise feature of NLI.
Hence we replaced the transmission fiber with either a Teralight-like fiber with dis-
persion 8 ps/nm/km and γ = 1.3 1/W/km, or a large effective area fiber (LEAF) with
γ = 1.5 1/W/km and dispersion 4.25 or 2.6 ps/nm/km. In all cases the span length
was 100 km and the fiber attenuation 0.22 dB/km. In Fig. 3.5 we show, for various
Dpre, the dB increase of aNL quadrature variance w.r.t. zero GVD pre-distortion vs
transmission fiber dispersion, after propagation through 5 and 10 spans. Please note
that Fig. 3.5 also hints at the difference between in-phase and quadrature variances
of aNL, since the NLI noise in Fig. 3.4 had almost circular distribution at zero Dpre.
We see that the NLI phase-noise feature is more emphasized at low fiber dispersion
values, i.e., when the central channel takes more spans to converge to a Gaussian-like
process. From Fig. 3.5 we may point out the worst scenario from a network per-
spective: propagation through a few low dispersion spans with interfering channels
already propagated on high dispersion fibers, hence with high cumulated GVD. For
instance, assuming interfering channels that have already propagated through 3 SMF
spans, i.e., with a cumulated GVD around 5100 ps/nm, the transmission of 9 WDM
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channels over 5 SMF spans (16.7 ps/nm/km) returns a aNL(Dpre)/aNL(0) ratio equal
to 1.3 dB. The same transmission over 5 LEAF spans (4.25 ps/nm/km) returns a twice
as high ratio, i.e., 2.6 dB.
3.3 Impact of NLI phase-noise feature on Q-performance
In order to understand the impact of the NLI phase-noise feature on bit error rate
(BER) we simulated the transmission of 9 WDM 28Gbaud PDM-QPSK channels
over 5 and 10 LEAF spans (2.6 ps/nm/km), with interfering channels experiencing
both Dpre = 0 ps/nm or Dpre = 16000 ps/nm. At the transmitter side, each channel was
filtered by a 2nd order supergaussian filter with bandwidth 37.5GHz. We performed
noiseless propagation with additive white Gaussian noise (AWGN) loaded in front
of the receiver. The amplifiers noise figure (NF) was set to 12 dB to allow feasible
BER estimation. At the receiver side, coherent detection of the central channel used a
digital signal processing unit including: analog to digital conversion with bandwidth
17GHz, 2 samples-per-symbol data-aided least square butterfly equalization with 7
taps, and Viterbi and Viterbi phase estimation with 15 taps. The BER was estimated
with the Monte Carlo algorithm by counting at least 100 errors and averaged over 10
different random seeds. The average BER was then converted to Q-factor.
From results depicted in Fig. 3.5 for 5 spans we observe for this setup a aNL ra-
tio aNL(16000)/aNL(0) = 4.3 dB. Fig. 3.6 shows the average Q-factor vs transmitted
power when interfering channels pre-distortion is set to 0 or 16000 ps/nm. It is worth
noting that for the 5 spans case in the deeply-nonlinear regime the Q-penalty aris-
ing from Dpre pre-distortion is around 1.5 dB, hence roughly one third of aNL ratio.
However, the penalty on the best Q-performance is reduced to 0.4 dB, since at the
optimal power ASE noise variance is twice the NLI noise variance [55]. Hence we
conclude that the NLI phase-noise feature leads to a minimal penalty on best Q-factor
performance, despite a sizable Q-penalty in the deeply-nonlinear regime.
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Figure 3.6: Average Q-factor vs transmitted power for a 9- channel 28Gbaud PDM-
QPSK system over a DU 5x100km (solid) and 10x100km (dashed) LEAF link. Chan-
nel spacing 37.5 GHz. AWGN noise, NF=12 dB.
3.4 Conclusions
We showed that an upstream-cumulated GVD of interfering channels alters the NLI
noise circular distribution. It turns out that the NLI quadrature variance is increased,
while the in-phase variance is unaltered, giving the NLI a phase-noise nature. This
phenomenon is reduced as the channel of interest experiences large cumulated dis-
persion, hence is more evident on low dispersion fibers and at small propagating
distances. However, the increase of NLI quadrature variance produces less than half
a dB penalty on best Q-factor performance, despite a sizable impact in nonlinear
regime.
Chapter 4
PDL Impairment on PDM-QPSK
Coherent Systems
In chapter 2 we reported on the optimal granularity of single carrier wavelength di-
vision multiplexed (WDM) long haul coherent transmission systems, investigating a
multiplicity of scenarios including the most popular modulation formats, i.e. polariza-
tion division multiplexed (PDM)-binary phase shift keying (BPSK), PDM-quaternary
phase shift keying (QPSK), polarization switched (PS)-QPSK and PDM-16 quadra-
ture amplitude modulation (16QAM), and either dispersion managed (DM) or disper-
sion uncompensated (DU) links. In the study, linear impairments such as polarization
mode dispersion (PMD) and polarization dependent loss (PDL) were not accounted
for in order to focus only on the fiber nonlinearity main manifestations.
In this chapter we restrict the scenario by considering only one modulation for-
mat, i.e., PDM-QPSK, but adding the PDL impairment to the picture. In fact, the
impact of PDL on coherent systems has only recently come to the stage, while the
literature provides several studies on the impact of PMD [87] and its interaction with
fiber nonlinearity [88, 89].
First studies on PDL in coherent systems investigated phenomena such as the
signal-to-noise ratio (SNR) degradation in the linear regime [90, 91], while recent
works [92–95] pointed out that the PDL/Kerr-effect interplay may have a significant
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Figure 4.1: Schematic of a fiber optic transmission system with lumped PDL.
impact on terrestrial coherent links. New investigations are thus mandatory.
In this chapter we aim to add to the debate, by providing a simulation study of
PDL/Kerr-effect interplay. We report on the interaction of PDL with the main nonlin-
ear effects such as self-phase modulation (SPM), cross-phase modulation (XPM) and
cross-polarization modulation (XPolM) when each one acts individually. We high-
light this interplay by considering pathological manifestations of PDL. The impact of
realistic PDL configurations is quantified in terms of penalty on the Q-factor average
performance and on the variance in the Q-factor distribution, for both DM and DU
links.
4.1 PDL impairment in linear regime
When studying an optical fiber link, we usually assume it as composed of N identical
blocks, each one including the transmission fiber followed by an amplifier to recover
fiber attenuation of the transmitted signal. This is the case of DU systems while with
dispersion management an in-line compensating fiber is placed in front of the am-
plifier to set the desired residual dispersion per span (RDPS). Our reference system
is composed of N blocks where a lumped PDL element is placed at the beginning
of each block, as depicted in Fig. 4.1. In order to first assess the impairment gener-
ated by PDL on PDM-QPSK coherent systems in the linear regime, we switch off
fiber nonlinearity and set linear impairments such as PMD and group velocity disper-
sion (GVD) to zero, hence only the signal attenuation of the transmission fiber was
considered.
As described in subsec. 1.2.4, the orientation of the eigenvector of a generic PDL
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element is random on the Poincaré sphere. Hence the effective PDL ρ experienced
after N blocks is a random variable with Maxwellian probability density function
(1.2).
We start our study by investigating pathological cases, i.e., cases where PDL
elements of consecutive blocks have the same eigenvector orientation. In this scenario
the effective PDL ρ after N blocks is deterministic and equal to ρ = ∑Ni=1ρi where
ρi is the PDL contribution of the i-th block. For the sake of simplicity, in this work
we will always consider a PDL contribution ρi equal for all blocks. By this way, the
effective PDL ρ of pathological cases becomes ρ = ρiN after N blocks. To simplify,
we consider pathological cases with εi = 0, i = 1, . . . ,N, and θi = ϑ , i = 1, . . . ,N. In
such a scenario, for a PDM-QPSK signal the worst performance degradation occurs
when ϑ = 0+ kpi/2, k = 0,1,2, . . .. In this case in fact the optical SNR (OSNR) of
one of the polarization tributaries is degraded while the OSNR of the other tributary
is improved. In this case, the OSNR degradation of one tributary is more relevant than
the OSNR improvement of the other one, leading to a worse overall performance. In
such a configuration it is possible to derive analytically the OSNR penalty for both
tributaries. Assuming that the PDM signal goes through a cascade of N blocks we
have:
OSNRXpen =
N
N
∑
i=1
( 11+Γ)
i
OSNRYpen =
N
N
∑
i=1
( 11−Γ)
i (4.1)
with normalized PDL coefficient Γ equal for each block i = 1, . . . ,N.
Fig. 4.2 shows the PDL-induced OSNR penalty on both polarization tributaries
of a PDM-QPSK signal propagating through N blocks as depicted in Fig. 4.1, with
all PDL elements aligned with (θi, εi) = (0, 0) , i = 1, . . . ,N. Solid lines represent
the penalties measured in simulation at a reference bit error rate (BER) of 10−3,
while dashed ones are the predicted penalties computed using eq. (4.1). It can be
noted that the OSNR improvement of one tributary has little impact on the overall
penalty which is mainly set by the penalty of the impaired tributary. We also note that
the same amount of effective PDL ρ is less detrimental on the OSNR if distributed
through more consecutive blocks. This is a consequence of the fact that in the latter
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Figure 4.2: OSNR penalty on a PDM-QPSK signal versus effective PDL value ρ
generated by a cascade of N aligned PDL blocks with (θi, εi) = (0, 0) , i = 1, . . . ,N.
(Solid) Simulation results, (Dashed) Theory eq. (4.1). (Left) N = 1, (Right) N = 25.
case also the amplified spontaneous emission (ASE) noise added to the signal from
previous amplification is affected, hence reduced, in the following blocks.
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Figure 4.3: OSNR penalty on a PDM-QPSK signal versus effective PDL value ρ gen-
erated by a cascade of N aligned PDL blocks with (θi, εi) = (pi/4, 0) , i = 1, . . . ,N.
(Left) N = 1. (Right) N = 25.
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On the other hand, the lowest overall performance degradation in pathological
cases occurs when ϑ = pi/4+ kpi/2, k = 0,1,2, . . ., i.e., when both polarization trib-
utaries experience the same OSNR degradation. Fig. 4.3 shows the PDL-induced
OSNR penalty on both polarization tributaries of a PDM-QPSK signal propagat-
ing through N blocks as depicted in Fig. 4.1, with all PDL elements aligned with
(θi, εi) = (pi/4, 0) , i = 1, . . . ,N.
4.2 Interplay between PDL and fiber nonlinearity
In the previous section we described the impact of PDL on PDM-QPSK coherent
systems in the linear regime. However, the system designer is interested in the extra
margin that must be allocated to the PDL penalty in realistic conditions that include
the Kerr nonlinearity. Recent works [92–95] pointed out that the PDL/Kerr-effect in-
terplay may have a significant impact on such a margin in terrestrial coherent links.
Hence, we numerically investigate the interaction between PDL and Kerr effect by
decoupling the fiber nonlinearities, namely, SPM, XPM and XPolM as described in
Sec. 1.5.1. By means of simple setups we explain the reasons of such an interac-
tion. In this section we quantify the impact of PDL on the average performance by
considering three possible scenarios. In the first case we transmit over a DM link a
homogeneous WDM system with non return to zero (NRZ) 100 Gb/s PDM-QPSK
channels. In the second case we repeat the same test when surrounding the reference
100 Gb/s PDM-QPSK channel with 10 Gb/s NRZ On Off Keying (OOK) neighbors,
obtaining a hybrid system. In the third case we transmit over a DU link a WDM
system with 100 Gb/s PDM-QPSK channels.
4.2.1 Numerical Setup
We used the the open source software Optilux [4] to simulate the system depicted
in Fig. 4.4, where PDL was implemented by a lumped element placed before the
transmission fiber. Its input/output field relation is expressed in eq. (1.7). However,
when building up the concatenation of two consecutive PDL element i and i+1, the
product Bi+1 Bi† between rotation matrices of the i-th and i+1-th PDL elements is
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Figure 4.4: The simulated system with lumped PDL along the link.
equivalent to a new matrix Bi+1∗. Hence we can simplify eq. (1.7) for the i-th PDL
element along the link as:
[
Z(i)x
Z(i)y
]
=
[ √
1+Γ
0
0√
1−Γ
][
cosθi sinθi
−sinθi cosθi
][
cosεi j sinεi
j sinεi cosεi
][
A(i)x
A(i)y
]
(4.2)
where
−→
A (i) =
[
A(i)x , A
(i)
y
]T
is the noisy field at the end of the i-th span, i = 1, . . . ,N.
In the DM case the optical link was composed of N = 20 spans of non zero dis-
persion shifted fiber (NZDSF) (length 100 km, attenuation 0.2 dB/km, dispersion 4
ps/nm/km, nonlinear index γ = 1.5 1/W/km, no PMD) with residual dispersion per
span of 30 ps/nm and Pre-compensation of -345 ps/nm. The DU link was identi-
cal, except for a total of N = 25 spans with neither in-line compensation nor Pre-
compensation. In all cases, after the link, a post-compensating fiber set the overall
cumulated dispersion to zero. The propagation within the optical fibers was numeri-
cally solved by the split-step Fourier algorithm described in Sec. 1.5. Each nonlinear
step was implemented by activating the nonlinearity of interest, namely SPM, XPM
or XPolM, as described in Sec. 1.5.1.
The nonlinear signal-noise interaction along the link was accounted for by flat-
gain noisy amplifiers with 7 dB noise figure. The WDM comb consisted of 19 chan-
nels, with 50 GHz spacing. The central channel was a 112 Gb/s PDM-QPSK, sur-
rounded by either 112 Gb/s PDM-QPSK channels or by 10 Gb/s OOK channels.
In the homogeneous DM case we used for each PDM-QPSK channel 1024 random
symbols, in the hybrid DM case 840, while in the homogeneous DU case 2048.
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The DSP-based receiver performed polarization recovery by a 2-samples-per-symbol
data-aided least-squares equalizer with 7 taps and carrier phase estimation through
the Viterbi&Viterbi algorithm with 15 taps. The performance was measured in terms
of the Q-factor obtained by inverting the BER of the central channel, estimated from
Monte Carlo (MC) simulation stopped after counting at least 300 errors.
4.2.2 Interaction between pathological PDL and SPM, XPM and XPolM
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Figure 4.5: Average performance for the homogeneous setup on the 20×100 km DM
link, without PDL (solid lines) or with a total PDL of ρ = 5 dB, ε = 0. (Left) Propaga-
tion of single-channel or WDM. (Right) Propagation with only selected cross-channel
impairments.
Fig. 4.5 shows the average Q-factor vs. signal power using our nonlinearity decou-
pling method in the DM link for the homogeneous setup. The performance is aver-
aged over 10 seeds, each corresponding to random carrier state of polarization (SOP)
of the transmitted channels. In [92, 93] it has been shown that pathological cases of
all-aligned PDL elements such as (θi, εi) = (0, 0) and (θi, εi) = (pi/4, 0) are a worst
case for PDL in the linear and nonlinear regimes, respectively. Hence, in order to
understand the interaction of PDL with Kerr effect in a simple way, each nonlinear
effect was analyzed separately in three scenarios: i) without PDL (solid lines), ii)
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with aligned PDL sections having ρi = 0.25 dB and (θi, εi) = (0, 0) (dotted lines)
or iii) (θi, εi) = (pi/4, 0) (dashed lines). The curve labeled WDM corresponds to the
real case including all nonlinearities.
We start analyzing the linear regime, i.e., the initial increasing part of the Q-
factor curves. Here in all cases the worst PDL is with (θi, εi) = (0, 0) where the
polarization dependent SNR degradation induced by PDL is maximum and cannot
be compensated by the DSP [92]. Moving to the nonlinear regime (decreasing part
of the Q-factor curve), the behavior of SPM and XPM curves can be explained by
looking at the total instantaneous power after the generic i-th PDL element:
Pout(t) =
∣∣∣A(i)x ∣∣∣2+ ∣∣∣A(i)y ∣∣∣2+Γcos2θ cos2ε(∣∣∣A(i)x ∣∣∣2− ∣∣∣A(i)y ∣∣∣2)
+Γcos2θ sin2ε
(
2Im
{
A(i)x
(
A(i)y
)∗})
+Γsin2θ
(
2Re
{
A(i)x
(
A(i)y
)∗})
.
(4.3)
For phase modulated signals, the terms
∣∣∣A(i)x ∣∣∣2 and ∣∣∣A(i)y ∣∣∣2 remain almost constant
along propagation in DM systems. Consequently, at ε = 0 only the last term in (4.3)
matters, especially when θ = pi/4 [93]. Unfortunately, this term is data dependent and
thus has wild variations in time [95] that enhance nonlinear distortions. Generalizing
over the Poincaré sphere, this effect is maximum when the 3D Stokes vector of the
PDL eigenvector lays on the polarization plane of the input PDM-QPSK signal.
The θ -dependence does not appear for XPM because the transmitted SOP of the
interfering channels are randomly oriented with respect to the central channel, thus
removing on average the dependence on the absolute reference system of the PDL
eigenvector orientation (i.e., on θ ).
For XPolM the interplay with PDL is different. Because each PDL element is a
partial polarizer, the pattern-induced temporal fluctuations of the SOP are reduced,
hence reducing XPolM. This can be easily observed from Fig. 4.6, which depicts the
time trajectory of the Stokes vector of a PDM-QPSK signal before and after propaga-
tion through a PDL element with (θ , ε) = (0, 0) and ρ = 5 dB. The re-polarization
induced by the PDL eigenvector is clearly understood by the reduced distance in
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Figure 4.6: Time-sampled Stokes vector of a PDM-QPSK signal before (red) and
after (blue) propagation through a lumped PDL element with ρ = 5 dB and (θ , ε) =
(0, 0). Poincaré sphere shown for reference.
Stokes space of the four output PDM-QPSK symbol clouds. Fig. 4.5 (left) indicates
that the linear penalty due to PDL is more than compensated by the reduction of
XPolM at large powers. Overall, the beneficial impact of PDL on XPolM is not vis-
ible in the real WDM curve, an indication that SPM and XPM cannot be neglected
when PDL is present. Moreover, the worst case Q-factor of the WDM case shows 1
dB of penalty with respect to the no PDL case at any power, although for different θ ,
i.e., θ = pi/4 in nonlinear regime and θ = 0 in linear regime.
Moving to the hybrid scenario, we replaced PDM-QPSK interfering channels
with 10 Gb/s OOK having average power locked 4 dB below that of the central 112
Gb/s PDM-QPSK channel, in order to ensure equal performance for both modulation
formats. Fig. 4.7 shows the average Q-factor when applying the nonlinear decoupling
method. This setup has scalar XPM as the dominant nonlinear distortion because
PDM-QPSK suffers the intensity fluctuations of OOK neighbors [72]. Since A(i)y = 0,
only the first of PDL-related terms in (4.3) survives, causing a θ -dependent coupling
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Figure 4.7: Average performance for the hybrid setup on the 20× 100 km DM link,
without PDL (solid lines) or with a total PDL of ρ = 5 dB, ε = 0. (Left) Propagation
of single-channel or WDM. (Right) Propagation with only selected cross-channel
impairments.
of XPM with PDL that can be detrimental when θ = 0 or beneficial when θ = pi/2.
To support this claim we report in Fig. 4.8 the Q-factor for the hybrid setup using
θ = 0, pi/4, pi/2 and carrier SOP aligned. It is worth noting that with θ = pi/2 the
Q-factor is higher than the no-PDL case, despite that θ = 0, pi/4 perform worsen.
Equation (4.3) is in agreement with this observation, since for an OOK interfering
channel (A(i)y = 0) it writes as:
Pout(t) =
∣∣∣A(i)x ∣∣∣2+Γcos2θ cos2ε ∣∣∣A(i)x ∣∣∣2 .
With θ = pi/2 and ε = 0 the last term in the right-hand side is negative, thus reducing
the power and hence the nonlinear effect. This observation is peculiar of the hybrid
setup where A(i)y = 0. However, in Fig. 4.7 the PDL/XPM interaction is masked by
the random orientation of the transmitted SOP of the interfering channels. XPolM is
now a secondary impairment and does not show improvements with PDL, because
the PDL polarizing effect has minor importance with OOK neighbors.
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Figure 4.8: Average performance for the hybrid setup on the 20× 100 km DM link,
without PDL (solid lines) or with a total PDL of ρ = 5 dB, ε = 0. SOP of interfering
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Figure 4.9: Average performance for the homogeneous setup on the 25×100 km DU
link, without PDL (solid lines) or with a total PDL of ρ = 5 dB, ε = 0. (Left) Propaga-
tion of single-channel or WDM. (Right) Propagation with only selected cross-channel
impairments.
Fig. 4.9 shows the average Q-factor for the homogeneous setup transmitted on
the DU link. In this scenario, dispersion induces strong signal fluctuations, hence re-
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ducing the importance of PDL-related terms in (4.3), as shown by the θ -independent
Q-performance of both SPM and XPM in nonlinear regime. XPolM coupling with
PDL follows similar trends as ASE noise in linear regime, suggesting that XPolM
behaves like an additive white noise. Overall, PDL worsens the Q-factor by about 1
dB.
4.2.3 Impact of realistic PDL on Q-factor average performance
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Figure 4.10: Average performance in both hybrid and homogeneous scenarios for
WDM propagation on the 20× 100 km DM link. Propagation without PDL or with
ρrms = 2.25 dB (PDL elements with random orientation).
In Sec. 4.2.2 we investigated pathological cases of PDL to highlight its interplay with
Kerr-effect main manifestations. However in realistic setups the eigenvectors of PDL
elements are randomly oriented, hence the pathological cases analyzed in Sec. 4.2.2
are very unlikely [92, 93]. In real setups the total cumulated PDL has a Maxwellian
distribution with root-mean-square value related to ρi by ρrms = ρi ·
√
N, with N the
number of spans. Fig. 4.10 reports the impact on the average Q-factor by randomly-
oriented PDL elements for both homogeneous and hybrid scenarios on DM link. The
performance is averaged over 10 seeds, each corresponding to random carrier SOP
and PDL orientations (θi, εi). It can be noted that, in absence of nonlinearity, PDL
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Figure 4.11: Average performance in the homogeneous scenario for WDM propaga-
tion on the 25×100 km DU link. Propagation without PDL or with ρrms = 2.25 dB
(PDL elements with random orientation).
yields a penalty of about 0.3 dB on the average Q-factor, as shown by the gap in
linear regime between solid and dashed curves. Moving to the nonlinear regime, we
observe that in the hybrid scenario the Q-penalty is comparable to that in the linear
regime, while in the homogeneous scenario the presence of PDL slightly improves
the average Q-factor as a result of the partial mitigation of the dominant nonlinearity
in this setup, i.e., the XPolM effect.
Fig. 4.11 reports the impact on the average Q-factor by randomly-oriented PDL
elements for the homogeneous scenario on DU link. Also in this case, the perfor-
mance is averaged over 10 seeds, each corresponding to random carrier SOP and
PDL orientations (θi, εi). We note that, the penalty on average Q-factor lies around
0.3 dB in both linear and nonlinear regimes, in line with what expected for a system
with power-dependent dominant nonlinearities.
However, the investigation of the penalty on average performance is not fully
comprehensive to assess the impact on the system of PDL-nonlinearity interplay. For
this reason, in the next section we investigate the impact of this interaction on the
distribution of the Q-factor.
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4.2.4 Impact of PDL-nonlinearity interplay on Q-factor distribution
A more interesting description of the impact of realistic PDL is given by the distribu-
tion of the Q-factor. However, to obtain this distribution is a challenging task due to
the great amount of simulation time necessary to collect a sufficient number of BER
samples to correctly infer the distribution tails. This reason calls for simplifications
of the simulated system that easily lead to wrong estimates.
Correct estimation procedure for BER distribution
When measuring the BER, averaging is used to summarize the impact of the stochas-
tic parameters affecting the received signal into a unique quality of transmission
parameter. For this reason, the measurement time of the simulation or experiment
should be kept sufficiently long to get stable BER estimates. However, most of the
times the stochastic variations of the disturbing parameters operate over widely dif-
ferent time scales. For instance, ASE noise has very fast dynamics of the order of
[THz], while PDL/PMD vary with frequencies of the order of [kHz] [96].
From the previous discussion we understand that it is necessary to distinguish
between slowly varying parameters that do not vary during a BER measurement,
called slow random variables (RVs), and those that do, i.e., rapidly varying param-
eters called fast RVs. The distribution of the BER, and hence of the Q-factor, must
account for the randomness of the slow RVs only, while the impact of the fast RVs
must be averaged in the BER measurement. Among slow RVs we identify PDL, PMD
and laser SOP, while ASE noise and information symbols represent fast RVs.
Thus the correct procedure to estimate the BER distribution requires two nested
cycles: an inner one on fast RVs and an outer one on slow RVs. By this way, the
outer cycle provides information about the drift of the BER due to slowly varying
parameters, that eventually leads to out-of-service events occurring when the BER
is larger than a reference value BERFEC set by the forward error correction (FEC)
threshold.
This approach is extremely time consuming, because in the inner cycle it requires
to simulate several times the propagation of the WDM comb along the link to obtain a
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single BER sample (averaged over fast RVs). In systems where the interaction signal-
ASE noise is negligible, the simulation can be speeded up by loading, after a noiseless
propagation, all the equivalent noise at the end of the link, which ensures the correct
total ASE power spectral density. In these cases, we might be tempted to include in-
formation symbols among slow RVs in the outer cycle, with the consequence of a
dramatically shorter inner cycle coming from a single WDM comb noiseless propa-
gation and a relatively fast, w.r.t. signal propagation, noise loading at the end of the
link. This approach, that we will call naive, leads to a large overestimation of the
variance of the Q-factor distribution, as shown in App. B.3.
Besides correctly dealing with input RVs, it is necessary to avoid the Q-factor
distribution being corrupted by the MC uncertainty in the inner cycle on fast RVs.
Since MC error is independent of the slow RVs, it substantially adds its variance to
the true variance of the Q-factor distribution. Therefore we must ensure that the MC
variance in the fast RVs inner cycle is much smaller than the variance of the overall
distribution. We verified that for our system, counting at least 400 errors in absence
of PDL and 300 errors with PDL was enough for an accurate estimation of the overall
distribution.
PDL and Kerr-effect induced Q-factor distribution
In this section we investigate the Q-factor distribution induced by the presence of both
realistic PDL and fiber nonlinearity, by comparing the results to when both impair-
ments act separately. To this aim we estimate the Q-factor distribution for the three
scenarios considered in Sec. 4.2.3 by working 1 dB above the optimal power, i.e.,
with: P = -1 dBm (OSNR = 17 dB/0.1 nm) for the homogeneous DM setup; P = -1.5
dBm (OSNR = 16.5 dB/0.1 nm) for the hybrid DM setup; P = 0 dBm (OSNR = 17
dB/0.1 nm) for the homogeneous DU setup, as can be inferred by Figs. 4.10–4.11.
We present the results by the probability mass function (PMF) of the discretized Q-
factor. The Q-factor, in a decibel scale, was discretized in steps of 0.15 dB. Fig. 4.12
shows the estimated PMF of the Q-factor both in presence and absence of PDL for
both homogeneous and hybrid WDM systems propagated in the DM link and for the
homogeneous system propagated in the DU link. The PMF was estimated by iterating
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Figure 4.12: Q-factor PMF for WDM propagation, without PDL (200 seeds) or with
ρrms = 2.25 dB (700 seeds, PDL elements with random orientation), and with only
PDL (105 seeds). Bin size 0.15 dB. (Top-Left) Homogeneous setup on the 20×100
km DM link with Power = -1 dBm, (Top-Right) Hybrid setup on the 20× 100 km
DM link with Power = -1.5 dBm, (Bottom) Homogeneous setup on the 25×100 km
DU link with Power = 0 dBm.
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on different random seeds of the slow RVs. From Fig. 4.12 we can see that without
PDL the Q-factor distribution is very narrow, indicating that the carrier SOP has lit-
tle impact on it. Turning PDL on remarkably enlarges such a distribution, leading
to an increased outage probability. For instance, assuming a FEC Q-threshold of 8.5
dB, the probability of an outage event, i.e. Q-factor lower than 8.5 dB, is essentially
zero without PDL while in presence of PDL it becomes 2.8 ·10−3 for homogeneous,
1.2 · 10−1 for hybrid systems on the DM link and 6.8 · 10−2 for the homogeneous
setup on DU link. Looking at Fig. 4.12, the outage probability at FEC Q-threshold is
the sum of the PMF values below Q = 8.5 dB.
Fig. 4.12 also shows, for each setup, the Q-factor PMF in absence of nonlinearity
(PDL-only) with ρrms = 2.25 dB, obtained with the reverse channel method (RCM)
[97] (and double-checked when feasible by MC simulations). We observe that the
interaction between PDL and nonlinearity yields a Q-factor variance σ2 at least 1.4
times larger with respect to the PDL-only case. We find that, contrary to [94, 95],
the Q-factor PMF does not shrink with both PDL and nonlinearity, and always has
a larger variance than the PDL-only case. As an explanation for this discrepancy
with the conjecture in [95] we point out that the PDL-only PMF in [95, Fig. 2] is not
supported by experiments, and the maximum Q-factor reported for that setup exceeds
the one predicted by RCM in absence of PDL. We suspect therefore a poor accuracy
in those MC estimations of the Q-factor, which could have artificially broadened the
PMF and therefore led the authors to different conclusions once compared to the PMF
experimentally measured in the presence of PDL.
4.3 Conclusions
By decoupling the Kerr nonlinearities, namely SPM, XPM and XPolM, we inves-
tigated their interplay with PDL in dispersion-managed optical systems, showing
different interactions between phase and polarization effects. We also showed that
the presence of realistic random PDL has little impact on average Q-factor in both
dispersion-managed and dispersion-unmanaged links, but makes a remarkable dif-
ference on Q-factor distribution. As a result, while we did not observe outage events
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without PDL, at an rms PDL of 2.25 dB we estimated an outage probability 6.8 ·10−2
for the DU link at FEC Q-threshold of 8.5 dB, 2.8 · 10−3 for the DM-homogeneous
setup and 1.2 ·10−1 for the DM-hybrid setup. Besides, the PDL-nonlinearity interplay
gives a Q-factor distribution at least 1.4 times broader than the PDL-only case.
Chapter 5
Stratified Sampling for
PDL-induced OP estimation
In chapter 4 we showed that the presence of realistic polarization dependent loss
(PDL) along an optical transmission systems has an almost negligible impact on the
average Q-factor performance. However, PDL significantly affect the system outage
probability (OP) since it is the major cause of Q-factor variance. Moreover, in pres-
ence of fiber nonlinearity, the interaction between PDL and Kerr effect increases the
Q-factor variance. Thorough estimation of OP is unfeasible with conventional tech-
niques as Monte Carlo (MC) algorithm at practical OP values, and advanced methods
are mandatory to speed up the computation [98]. A solution for an efficient numerical
simulation of PDL-induced OP in the linear regime was proposed by Tao et al. by a
semi-analytical algorithm [97].
In this chapter, we present a novel adaptive Stratified-Sampling (SS) algorithm
to efficiently assess the PDL-induced OP in presence of fiber nonlinearity and po-
larization mode dispersion (PMD). We quantify the efficiency in simulation time of
the proposed algorithm in achieving a target accuracy, by comparison with the stan-
dard MC method when considering a purely linear system whose OP value makes
MC estimation feasible. Later on, we apply the SS algorithm to polarization division
multiplexing (PDM)-quadrature phase shift keying (QPSK) transmissions in both
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dispersion-managed (DM) and dispersion-unmanaged (DU) links, showing a non-
negligible impact of PDL using typical ITU-T recommendations [99]. Finally, we
show that estimating the OP by neglecting the interaction of nonlinearity and PDL
can be largely optimistic.
5.1 Estimation of Outage Events
The BER is the average rate of bit errors in the detected data stream, where averaging
is used to summarize the impact of the stochastic parameters affecting the received
signal. However, averaged BER is not sufficient for the system designer, since it can-
not give information about the rate of out-of-service events [100]. A more interesting
quality of transmission parameter is given by the outage probability, defined as the
probability that the averaged BER is larger than a reference value BERFEC set by the
FEC threshold.
In Sec. 4.2.4 we described the correct procedure to estimate the BER distribution,
by discriminating among stochastic parameters fast RVs on which BER must be aver-
aged and slow RVs accounting for the drift of average BER leading to out-of-service
events. We have thus the following definitions [91]:
BER(X) = E
[
I
(
bˆk 6= bk
)∣∣∣X] (5.1)
OP = E[I (BER(X)> BERFEC)︸ ︷︷ ︸
IO(X)
] (5.2)
where: X indicates the set of slow RVs, bk is the transmitted bit, bˆk is the detected bit;
E[.|X ] indicates statistical conditional expectation over the fast RVs (estimated by
time-averaging over the short time-scale); I is the indicator function (which equals
1 when the argument is true and 0 otherwise);IO(X) the indicator that BER exceeds
the FEC threshold; and E [.] in (5.2) indicates statistical expectation over the slow
RVs X (estimated by time-averaging over the long time-scale).
When a reliable semi-analytical BER model for the expectation in (5.1) w.r.t. the
fast RVs is not available, the BER in (5.1) can be estimated by running a MC simu-
lation of a data stream of n bits (possibly split in parallel MC simulations of shorter
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length) with a fixed configuration of slow RVs. It is worth noting that, for independent
errors in the n-bit pattern, the MC measurement variance is σ2 = BER(1−BER)/n.
The standard deviation σ must be much smaller than the estimated BER value while
spanning the values of X , otherwise the OP estimated value will be corrupted by the
BER measurement noise. Hence, the number of MC runs must be chosen in order
to cap on σ2, which is unknown at the beginning of the simulation. For this reason,
a conservative choice with large accuracy for the BER estimation is recommended,
especially for a link with small PDL and PMD leading to a small OP. In this work, we
always estimated the conditional BER (5.1) by using the MC algorithm. In the next
section we present an efficient algorithm to estimate the unconditional expectation
(5.2) in presence of PDL along the link.
5.2 Stratified-Sampling for OP estimation
To introduce the ideas, let’s consider for simplicity the case where the only slow RV
is the PDL, and concentrate on the unconditional expectation (5.2). We plan to apply
SS [98] to the estimation of such an expectation, to be performed in the outer cycle
of the overall simulation. We will use a generalization of the SS algorithm proposed
in [101], which can be seen as a form of IS, where the input sample space (i.e., the
set of all possible slow RV realizations) is partitioned into disjoint subsets, or strata,
and independent (local) MC simulations are performed within each stratum.
A block diagram describing the proposed adaptive SS importance-sampling OP
estimation is shown in Fig. 5.1. The key point is the availability of a “fast system”
yielding (at negligible computational cost) a control variable C highly correlated with
the “true system” output (the BER in our case, at high computational cost). The
variable C(X) is next classified into strata SC(l) (whose image in the X space is
SX(l)) for l = 1, . . . ,L. The visiting probability of stratum l is the unwarped prob-
ability Pl = P{C ∈SC(l)} ≡ P{X ∈SX(l)}. The outage probability in stratum l is
OP(l) = E
[
IO(X)
∣∣∣X ∈SX(l)]. If the standard deviation σl =√OP(l)(1−OP(l))
of the Bernoulli indicator IO in stratum l is known for the given stratification for
all l = 1, . . . ,L, then the SS algorithm biases (warps) Pl according to the SS optimal
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rule [98, 101]:
P∗l =
σlPl
∑Li=1σiPi
, l = 1, . . . ,L. (5.3)
This warping is achieved by the accept/reject block that operates by accepting an
unwarped sample from stratum l with probability:
W (l) =
P∗l
Pl
∑Li=1
P∗i
Pi
=
σl
∑Li=1σi
, l = 1, . . . ,L. (5.4)
Figure 5.1: Block diagram of proposed adaptive SS importance-sampling OP esti-
mation. The dotted box is the SS control unit of the accept/reject input sieve that
implements the warped PDL input distribution f ∗X(X). If the stratum test is passed
(with probability W (l)), the corresponding PDL realization X is accepted for propa-
gation in the true system, yielding a BER sample and an outage indicator IO.
The second equality in (5.4) can be used to make the SS algorithm adaptive by
updating the OP(l) estimates based on the feedback of the IO observable, as shown
in Fig. 5.1. To clarify the expression of W (l), suppose to generate M samples. The
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number of samples in stratum l after the accept/reject block is Mw(l) ' MPlW (l),
hence, thanks to the rejections, the relative frequency of samples in stratum l at the
output of the accept/reject block is:
Mw(l)
∑Li=1Mw(i)
−−−→
M→∞
P∗l , l = 1, . . . ,L
as desired. W (l) thus changes the input distribution of PDL expressed by fX(X) into
a warped PDF f ∗X(X) at the input of the true system, with X = [(θ1, ε1) , ...,(θN , εN)]
T
where (θi, εi) are azimuth and ellipticity of the i-th PDL element. The efficiency of
the warped PDF in speeding up the OP estimation depends on the ability of the fast
system to capture the true system behavior.
The crucial point of SS is the choice of the partition of the input sample space.
Optimal partitioning requires finding strata having observables with zero standard
deviation within each stratum, so that ideally one sample is sufficient to estimate
(5.2) on each stratum. To get close to this ideal target, we suggest to stratify the slow
RVs sample space according to the way PDL builds up along the link, rooting our idea
on the following observations. Assuming for instance the basic equalized system of
Fig. 5.2, where M1,2 represent the PDL matrices of the first and second half of the
link while n1,2 are additive independent noise sources, the output signal is:
y = x+M−11 n1+(M2M1)
−1 n2 . (5.5)
Figure 5.2: Basic transmission corrupted by PDL and noise.
The total PDL ρ t is a function of the eigenvalues of M1M2 [9]. Such a PDL
determines the contribution of n2 to the variance of y, however it does not provide
information about the contribution of n1. Such information is given by the PDL of
M1 (referred to as ρh), i.e., by the eigenvalues of M1, which give the PDL cumulated
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Figure 5.3: Sketch of SS idea. We divide the (ρh,ρ t) plane into L frames (strata)
identified by multiples of the median value of the corresponding PDL. We then run
an MC simulation in each stratum, by increasing the number of samples in frames
showing poorer accuracy. Contour levels represent an example of the joint PDF of
PDL (ρh,ρ t), for N = 30 elements having PDL ρi = 0.8 dB, i = 1, . . . ,30.
in the first half of the link. By considering n1,2 as an additive distortion, either due to
ASE or nonlinearity, we can summarize the impact of PDL on this basic two-section
system by the pair
(
ρh,ρ t
)
. In a more general multi-span optical system, for the sake
of simplicity we may think to virtually divide it in two halves, and proceed as before.
Of course this idea is not fully comprehensive of the impact of PDL. For instance,
the nonlinear effect contributed by the first half might be correlated with that in the
second half. Nevertheless, stratifying the sample space in terms of the values taken
by the pair (ρh,ρ t) is expected to be a reasonable SS strategy. Hence, in our case
the fast system was a two-trunk approximation of the true link, yielding a control
variable C = (ρh,ρ t).
We proceeded by subdividing both the ρh and ρ t axes into regular grids, thus
stratifying the sample space in frames as depicted by Fig. 5.3. In particular, we used
the discretization ηh,t = ρh,t/ρh,tm = [1, 1.5, 2, 2.5, 2.75], where ρhm and ρ tm are the
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median values of the PDL after propagation in the first half and in the total link,
respectively. This choice leads to L = 6 different strata. As an example, in Fig. 5.3
we also reported the contour levels of the joint probability density function (PDF)
fHT(ρh,ρ t) of N = 30 elements, each having PDL [9] ρi = 0.8 dB. The probability Pl
that a random PDL realization falls in stratum l is given by the integral of fHT(ρh,ρ t)
over the corresponding frame (stratum). Since OP(l) is the outage probability of stra-
tum l, the system outage probability is OP = ∑Ll=1 Pl ·OP(l).
As each PDL realization is associated with a stratum of the sample space, a stan-
dard MC algorithm to estimate outage events would sample each stratum according
to its probability of occurrence. This is strongly inefficient as we are interested in
rare events of PDL. The proposed SS algorithm samples instead each stratum on the
basis of the stratum uncertainty. The law establishing the optimal frequency of visits
for the stratum l depends also on Pl [101], which is non trivial to compute due to the
expression of fHT(ρh,ρ t). Using the total probability law we have
Pl =
¨
SC(l)
fHT(h, t)dhdt =
¨
SC(l)
fT(t |H = h) fH(h)dhdt (5.6)
whereSC(l) is the frame identifying stratum l in the space (h, t) = (ρh,ρ t). It can be
proved that for a finite number N/2 of PDL elements, each having PDL ρi, it is [8]:
fH(h) =
2h
pi
ˆ ∞
0
r sin(hr)Sa
N
2 (ρir)dr (5.7)
with Sa(x) = sin(x)/x. For a chain of N elements where the first N/2 are fixed, we
can apply the same reasoning leading to (5.7) and recall that the chain of N/2 fixed
elements can be collected into one equivalent element, thus obtaining:
fT(t | H = h) = 2tpi
ˆ ∞
0
r sin(tr)Sa(hr)Sa
N
2 (ρir)dr . (5.8)
A closed-form expression of (5.7) was first reported in [8]:
fH(h) =
h
2ρ2i
(N
2 −2
)
!
bNm2 c
∑
s=0
(−1)s
(
N/2
s
)(
N
2
m− s
)
N
2 −2 (5.9)
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where m= 12
(
1− 2hNρi
)
. An expression of (5.8) can be found after expanding sin(tr)sin(hr)
by the prosthaphaeresis formula, obtaining:
fT(t | H = h) = tpihρi
[
G
(
t−h
ρi
,
N
2
)
−G
(
t+h
ρi
,
N
2
)]
(5.10)
where
G(δ ,N),
ˆ ∞
0
cos(δy)
(
sin(y)
y
)N
dy . (5.11)
A closed form expression of (5.11) for N > 1 is obtained as [102]:
G(δ ,N)=
pi/2
(N−1)!
bN−12 c
∑
s=0
(−1)s
(
N
s
){
±
(
N
2
− s+ δ
2
)N−1
±
(
N
2
− s− δ
2
)N−1
+µ(−1)N2
(
N
N
2
)∣∣∣∣δ2
∣∣∣∣N−1
}
(5.12)
where: the positive sign is to be taken in front of a bracket if the expression within
the bracket is itself positive and the negative sign in the opposite case; µ = 1 if N is
even, 0 otherwise. Once the PDFs (5.9), (5.10) are available, Pl in (5.6) can be found
by numerical two-dimensional quadrature integration.
Despite the analytical closed-form formulas, both expressions (5.9) and (5.12) are
based on ratios and differences of very large numbers when N 1 that are difficult to
evaluate. In such cases, quadrature integration of (5.7) and (5.8), e.g. by the function
quadgk of MATLAB, may be numerically more stable. Alternatively, following the
same steps of [8], one may resort to the asymptotic approximation for large N:
fT(t | H = h)∼ t
h
√
Nρi
√
3
pi
(
e
− 3(h−t)2
Nρ2i − e−
3(h+t)2
Nρ2i
)
(5.13)
while (5.9) can be approximated by a Maxwellian distribution [8]. A check of the
correctness of (5.9)-(5.10) for N = 10, 30 and ρi = 0.5 dB is reported in Fig. 5.4.
We chose a random setup with ρh = 0.54 dB and ρh = 0.76 dB for the N = 10 and
N = 30 cases, respectively.
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Figure 5.4: PDF fT(t |H = h) of the total PDL conditioned to a random choice of the
PDL cumulated in the first half of the link. Circles: MC simulations. Dashed lines:
exact solution (5.10). Dash-dotted lines: asymptotic solution (5.13) for large N.
A pseudo-code of the SS algorithm is reported in Fig. 5.5. Before starting the SS
algorithm, we performed short (transient) MC true-system runs in each stratum to
roughly estimate the standard deviation σl, l = 1, . . . ,L (vector “sigma” in Fig. 5.5).
A stratum is explored by generating PDL from the unwarped PDF and accepting only
samples within that stratum. We started the transient from stratum 1 and stopped it
at the first stratum in which we counted five outages (OUTthr = 5 in Fig. 5.5). If less
than 5 outages were counted in stratum l after collecting Nmax(l) samples, we moved
to the next stratum l+1. After the transient, we ran the true SS algorithm, and updated
the accept-reject probability W (l), eq. (5.4), at the end of each BER estimation.
Since the estimated standard deviation of the outage probability is available, the
SS simulation can be stopped with the same criterion as MC simulations, i.e., when
the standard deviation of outage events is a specific fraction of the estimated outage
probability.
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define strata; % L strata (see, e.g., Fig. 5.3)
P = [P1, P2, ..., PL]; % strata prob. from (5.6)
N = zeros(1,L); % strata number of visits: vector
OUTcount = zeros(1,L); % number of outage events
l = 1; % stratum index
while max(OUTcount) < OUTthr % run transient.
generate unwarped PDL in stratum l; % (reject if not in l)
Q-factor = Q_estimate(PDL); % inner cycle over fast RVs
N(l) = N(l)+1; % update visit counter of stratum l
if Q-factor < FECthr,
OUTcount(l) = OUTcount(l)+1;
end
if N(l) == Nmax(l),
l = l+1; % move to next stratum
end
end % end transient.
OPstrata = OUTcount./N; % vector of conditional OPs
OPest = sum(P.*OPstrata); % System OP (scalar)
sigma = sqrt(OPstrata.*(1-OPstrata)); % std of strata OP
OPdev = sqrt(sum(sigma.*P)^2/sum(N)); % std(OPest) [98, p. 300]
ACC_OP = OPdev/OPest; % estimation accuracy
while ACC_OP >= targetACC % outer cycle (slow RVs)
P∗ = sigma.*P/sum(sigma.*P); % update eq. (5.3)
generate warped PDL % (accept-reject in Fig. 5.1)
Q-factor = Q_estimate(PDL);
update N(l),sigma(l),OPest,OPdev,ACC_OP; % like above
end
function Q-factor = Q_estimate(PDL) % true-system BER (5.1)
ACC_Q = Inf; % sample-estimated Q accuracy
while ACC_Q >= targetACCerg % inner cycle (fast RVs)
generate fast RVs; % ASE and symbols
run SSFA;
estimate Q-factor; % pure MC
update ACC_Q
end
return
Figure 5.5: MATLAB-style pseudo-code of adaptive SS algorithm.
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5.3 SS-estimated OP
We applied the SS strategy described in the previous section to both a DM and a
DU link, each in presence or absence of PMD. In the DM case the optical link was
composed of N = 30 spans, each of length 100 km, attenuation 0.2 dB/km, disper-
sion 4 ps/nm/km, nonlinear index γ = 1.5 1/W/km and residual dispersion per span
30 ps/nm. Before transmission we added a pre-compensation of -495 ps/nm. The DU
link was identical, except for a total of N = 35 spans with neither in-line compen-
sation nor pre-compensation. The overall dispersion was set to zero by the receiver
dispersion equalizer.
When present, PMD was emulated through 50 random waveplates per transmis-
sion fiber and a PMD coefficient of 0.13ps/
√
km. PDL was emulated by lumped el-
ements placed before the transmission fibers. The nonlinear signal-noise interaction
along the link was accounted for by flat-gain noisy amplifiers with 6 dB noise figure.
The WDM comb consisted of 15 channels with 32Gbaud PDM-QPSK modulation,
with 50 GHz spacing. In the DM case we used for each PDM-QPSK channel 1024
purely random symbols, while 2048 were used in the DU case [103,104]. Fiber prop-
agation used the SSFA applied to the Manakov-PMD equation [12]. At the receiver,
coherent detection of the central channel used a digital signal processor [43] includ-
ing: analog to digital conversion with bandwidth 17 GHz, 2 samples-per-symbol data-
aided least squares butterfly equalization with 7 taps, and Viterbi and Viterbi phase
estimation with 15 taps.
The performance was measured in terms of the Q-factor obtained by inverting
the BER. We counted at least 400 errors for each BER estimation. An outage event
was declared when the Q-factor was below the FEC threshold of 6.25 dB, i.e., when
the BER was above 2 ·10−2. The OP was estimated after observing at least 25 outage
events.
Fig. 5.6 shows the average Q-factor of the central of 15 WDM channels versus
signal power. The average Q-factor was obtained with the standard MC algorithm, by
averaging over 10 seeds of slow RVs. In the DM scenario, Fig. 5.6 (left), a rms PDL
of 2.74 dB reduces the best Q-factor by about 0.3 dB in both absence and presence of
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Figure 5.6: Average Q-factor of a 15-channel 32Gbaud PDM-QPSK system, in pres-
ence/absence of PMD=0.13 ps/
√
km and rms PDL 2.74 dB. (Left) 30×100 km DM
link. (Right) 35×100 km DU link.
a typical PMD of 0.13 ps/
√
km. It is worth noting that, without PMD, the detrimen-
tal effect of PDL on the average Q-factor vanishes at large powers, as a consequence
of the XPolM reduction induced by PDL. When PMD is present, the best Q-factor
improves by 0.4 dB because of the polarization decorrelation induced by PMD. How-
ever, now the beneficial effect of PDL at large powers disappears, thus making the
PDL penalty on the average Q slightly increase with the input power.
Fig. 5.6 (right) shows the DU case. Now, in absence of PDL, PMD does not affect
the average performance because of the large amount of dispersion cumulated along
the link. By turning PDL on, we observe that the PDL penalty on the Q-factor is
confined within 0.4 dB both in presence and absence of PMD.
Hence by just looking at the average Q-factor we would erroneously conclude
that PDL/PMD have a marginal effect on system performance. We must instead look
at the OP, which will be estimated at a power 1 dB beyond that at the best average
Q-factor.
In order to test the proposed SS algorithm and get a feeling of its computational
gain with respect to standard MC, we first applied it to a linear system with ρ trms = 3.3
dB, no PMD, at an OSNR of 12.8 dB over a bandwidth of 0.1 nm. We performed 20
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Figure 5.7: OP Root-Mean-Square Error normalized to true OP versus number of runs
for MC and SS algorithms, at OP= 2.3 ·10−3, with ρ trms = 3.3 dB and OSNR= 12.8
dB/0.1 nm. Linear propagation without PMD.
parallel MC simulations of 8000 Q-factor samples (runs) each. The MC estimation
of the OP, averaged over all the 160,000 Q-samples, was 2.3 ·10−3 and was declared
the true value. Moreover, while the 20 simulations were in progress, we also mea-
sured the running OP estimate, and calculated the OP mean-square error (MSE) w.r.t.
the true OP after each run. We then ran 20 SS simulations and again computed the
running OP MSE. Please note that with SS we also accounted for the initial transient
in the number of runs.
Fig. 5.7 shows the OP root-MSE (RMSE) over true OP versus the number of runs.
We observe that the SS algorithm slashes the simulation time by more than a factor 4
compared to the MC algorithm at an RMSE/OP value of 4 ·10−1, i.e., at MSE 10−6,
and the gain in efficiency increases at lower RMSE.
Having verified the SS efficiency in a simple case where the true OP was com-
putable with great accuracy, we next applied the SS algorithm to a realistic nonlinear
DM transmission. Fig. 5.8 shows with solid lines the SS-estimated OP versus PDL,
both without and with PMD (rms DGD of 7.12 ps) and at transmitted power P=−1.5
dBm. For all SS simulations we used the values ηh,t = [1, 1.5, 2, 2.5, 2.75], which
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Figure 5.8: OP versus PDL rms of a 15-channel 32Gbaud PDM-QPSK system in a
30× 100 km DM link with dispersion 4 ps/nm/km, in presence/absence of PMD=
0.13 ps/
√
km. P =−1.5 dBm and OSNR = 15.7 dB/0.1 nm.
define L = 6 strata, with the heuristic choice Nmax(l) = l · 100 for l = 1, . . . ,L as a
compromise between computational speed and accuracy. It is worth noting that, in
absence of PMD, the tolerable PDL to achieve an OP below 10−3 is ρ trms = 2.8 dB,
i.e., the PDL generated by 30 lumped elements with typical 0.5 dB of PDL each [99].
When the target is instead an OP below 10−5, the tolerable rms PDL becomes 2.3 dB.
The presence of 0.13 ps/
√
km of PMD significantly lowers the OP in absolute terms,
but improves by only 0.2 dB the PDL tolerance at fixed OP.
We also tried to see if the true OP values could be estimated by an equivalent
linear system [91]. Hence we turned off fiber nonlinearity and set the amplifiers noise
figure so as to have the same average Q-factor as the nonlinear system in absence of
PDL, i.e., Qavg = 7.6 dB without PMD and Qavg = 8.2 dB with PMD, as shown
in Fig. 5.6 (left). By this way, if PDL did not interact with Kerr nonlinearity, we
would observe the same Q-factor distribution, hence resulting in the same OP as the
nonlinear system. However, as shown by the dashed curves in Fig. 5.8, this does
not happen, thus implying a significant coupling of PDL and fiber nonlinearity that
rules out the use of an equivalent linear system to guess the true OP in presence of
5.3. SS-estimated OP 101
nonlinearity.
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Figure 5.9: OP versus rms PDL of a 15-channel 32Gbaud PDM-QPSK system in a
35× 100 km DU link with dispersion 4 ps/nm/km, in presence/absence of PMD=
0.13 ps/
√
km. P =−0.5 dBm and OSNR = 16.1 dB/0.1nm. Inset: Average Q-factor
versus rms PDL.
We finally moved to estimate the OP in the DU scenario. Fig. 5.9 shows with
solid lines the SS-estimated OP versus PDL, at an rms DGD both zero and 7.69 ps,
and power P = −0.5 dBm. It can be noted that, in absence of PMD, the tolerable
rms PDL to achieve an OP below 10−5 is ρ trms = 2.45 dB, and the presence of PMD
along the link increases this value by 0.1 dB. Dashed lines in Fig. 5.9 depict the OP
predicted by the linear equivalent system, which significantly underestimates the true
OP.
We can see that the presence of PMD along the link lowers the OP notwith-
standing a lower average Q-factor, as shown in the inset of Fig. 5.9. This fact sug-
gests that the variance of the Q-factor is reduced in presence of PMD. Please note
that all OPs below 10−3 were SS-estimated with a number of Q-samples varying
between 2500 and 10000, after observing a number of outage events varying be-
tween 25 and 200. It is worth noting that, when using standard MC, observing 25
outage events with 10000 Q-samples corresponds, on average, to an estimated value
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OP = 25/10000 = 2.5 ·10−3.
The proposed SS strategy does not control directly the PDL of each span, but just
their cumulative behavior by stratifying the sample space of ρ t and ρh in a few strata,
whatever the link length. This way, it is possible to run efficient simulations even
when many PDL elements are present along the link, thus by-passing the typical
dimensionality problem of IS [105–107]. A comparison of the proposed algorithm
with other IS-based techniques is out of the scope of this work. However, we remark
the intrinsic simplicity of the code, the ability to work even in the nonlinear regime,
and its efficiency at practical levels of OP.
It is worth noting that the efficiency of SS is maximum when the set of outage
events looks like a rectangle in the (ρh,ρ t) plane. In this case, the SS algorithm
is essentially a stochastic search of the boundary of such a rectangle. If additional
information about the shape of the set of outage events is available, the stratification
can be changed from frames to other shapes better fitting the expected contour of
outage events.
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Figure 5.10: Distribution in the (ρh,ρ t) plane of SS-driven 2500 PDL realizations,
from which we computed the OP in Fig. 5.9 for the nonlinear DU system without
PMD at ρ trms = 2.4 dB. Cross: outage. Dot: no-outage.
For the nonlinear DU system without PMD used to compute the OP in Fig. 5.9
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at ρ trms = 2.4 dB, Fig. 5.10 shows the distribution in the (ρh,ρ t) plane of SS-driven
PDL realizations. Crosses/dots show PDL realizations inducing/not-inducing outage.
We see that the set of PDL realizations leading to outage overlaps pretty well with
only two strata. However, the OP per stratum is not always 1 or 0, as required by
the optimal zero-variance IS estimator. Insight about this behavior can be obtained
by looking at eq. (5.5). Intuitively, outage events occur for “large” PDL realizations,
identified by the eigenvalues of M−11 and (M2M1)
−1 and captured by the proposed
(ρh,ρ t) stratification. However, an uncertainty still remains because of the eigenvec-
tors’ random orientation, whence the gap between the proposed algorithm and the
optimal IS.
5.4 Conclusions
We presented an adaptive stratified-sampling algorithm to efficiently asses the PDL-
induced OP in presence of fiber nonlinearity and PMD along the link. We showed
the effectiveness of the proposed algorithm compared to standard Monte Carlo, with
a factor 4 savings in computation time. We applied the proposed algorithm to both
DM and DU links, in presence and absence of PMD, by estimating the OP down to
10−5. Our results show that speeding up simulations by considering a linear equiv-
alent system with the same margin over FEC threshold as the true system leads to a
significant underestimation of the actual OP.

Conclusions
In this thesis we shed light on multiple aspects of modern coherent optical trans-
missions. In particular, we analyzed the optimal granularity of single carrier WDM
system, i.e., the symbol rate maximizing the achievable distance while assuring a de-
sired BER, in several scenarios accounting for most the popular coherent modulation
formats, in both DM and DU links. We also analyzed the impact of the PDL effect on
coherent detection-based systems, highlighting the interplay between PDL and fiber
nonlinearity and its impact on both the average BER and its distribution of system
performance. Thanks to the possibility in the Optilux software to selectively activate
the nonlinear terms of the propagation equation related to the main manifestations of
fiber nonlinearity, namely, SPM, XPM and XPolM, we exploited this opportunity to
highlight: i) the dominant nonlinearity as the granularity of the system changes; ii)
the interaction of each nonlinear effect with PDL.
In chapter 2 we quantified, at fixed bandwidth efficiency, the constrained Non-
linear Threshold (NLT) as the per-channel symbol rate varied, in both DM and DU
links, for the following modulation formats: i) NRZ and iRZ PDM-BPSK; ii) NRZ
and iRZ PDM-QPSK; iii) NRZ PS-QPSK; iv) NRZ PDM-16QAM. We also pro-
vided the NLT due to each manifestation of Kerr effect, i.e., SPM, XPM and XPolM,
highlighting the dominant nonlinearity as the symbol rate changed. In DM systems
we also showed the importance of signal-noise interaction for each effect. In stan-
dard single-mode fiber DU systems we found, for each modulation format, that in a
15 channel system, the SPM dominates over XPM or XPolM at symbol rates above
15Gbaud. In DM systems we observed SPM as dominant nonlinearity at high symbol
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rates while cross-channel nonlinearities are dominant at lower rates, with the cross-
point varying with the modulation format. In the low symbol rate range, we observed
XPolM nonlinearity as dominant for all NRZ PSK formats and XPM slightly dom-
inant over XPolM for the other considered formats. By presenting the results as the
NLT divided by the symbol rate, we identified the optimal granularity of the system.
We observed that in DU links the symbol rate that maximizes the reach at the target
BER= 10−3 is the lowest considered, i.e., 5Gbaud. In DM links, instead, the optimal
symbol rate lays in the 10-40Gbaud range, according to the modulation format, with
shallow reach variations within this range. For DU systems, we compared NLT re-
sults against the available Gaussian Noise theory, providing theoretical extrapolations
to practically large WDM systems which cannot be simulated. We provided a new,
simple formula for the reach prediction using side data of NLT estimations. Finally,
for (NRZ) BPSK, QPSK, 16QAM formats and selected symbol rates, we performed
reach simulations. By this way: i) we provided the nonlinear interference (NLI) accu-
mulation parameter; ii) we verified reach predictions of the proposed formula, finding
good accuracy in both DM and DU systems; iii) we verified the prediction on the op-
timal granularity by NLT results, finding correct forecasts.
In chapter 3 we analyzed the statistics of the nonlinear interference (NLI) distor-
tions in a DU network scenario. Since interfering channels may propagate over dif-
ferent lightpaths before propagating together with the reference channel, we demon-
strated that their upstream-cumulated GVD is the critical parameter to assess the
NLI distribution. By considering a PDM-QPSK modulation format, we showed that
the clouds of the received constellations may not be circular as suggested by first
order perturbative models. In fact, in case of non-zero upstream-cumulated GVD
of neighboring channels and zero pre-dispersed reference channel, the NLI distor-
tions coming from downstream propagation become non-circular. In particular, we
showed that while the NLI quadrature variance is increased, the in-phase variance is
unaltered, giving the NLI a phase-noise feature. We showed that the NLI quadrature
variance increases for increasing values of neighbors upstream-cumulated GVD. This
phenomenon is reduced when the channel of interest experiences a large cumulated
dispersion, hence is more evident on low dispersion fibers and at small propagating
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distances. We observed that the increase of the NLI quadrature variance produces
a reduced penalty on the best Q-factor performance, despite a sizable impact in the
deeply nonlinear regime.
In chapter 4 we analyzed the impact of PDL on systems with PDM-QPSK trans-
mission and coherent detection. By considering pathological cases of PDL, i.e., the
eigenvector of each PDL element aligned with respect to others, we showed that in
the linear regime the most detrimental case is represented by PDL aligned with one
of the two polarization tributaries. By investigating the same pathological cases of
PDL, we highlighted the interplay of PDL with each individual nonlinear effect, i.e.,
SPM, XPM and XPolM in three scenarios: i) transmission over a DM link of a ho-
mogeneous WDM system with 100 Gb/s PDM-QPSK channels; ii) transmission over
a DM link of a WDM comb with a 100 Gb/s PDM-QPSK channel surrounded by
10Gb/s OOK channels, giving a hybrid system; iii) transmission over a DU link of
a WDM system with 100 Gb/s PDM-QPSK channels. We found, for the homoge-
neous DM system, that in the deeply nonlinear regime SPM and XPM are enhanced
by PDL-induced peak-power fluctuations, while XPolM is reduced because of mi-
nor patter-induced temporal fluctuations of the SOP. Overall the beneficial effect on
XPolM is more than compensated for by the detrimental effect on SPM and XPM.
In both the DM hybrid and DU homogeneous, the inherent peak-power fluctuations
of neighboring channels reduce the importance of PDL-induced fluctuations, while
XPolM is now a secondary impairment and does not show improvements with PDL.
Moving to analyze the impact of realistic PDL configurations, we found that the
penalty on average the Q-factor performance was confined within 0.3 dB. However,
notwithstanding the negligible average penalty, we observed a significant impact on
the Q-factor distribution. In fact, by operating 1 dB above the optimal power, we ob-
served that the presence of PDL remarkably enlarges such a distribution, leading to
outage events, while in absence of PDL the system OP was essentially zero. Besides,
we found that the interplay between PDL and nonlinearity yields a Q-factor variance
at least 1.4 times larger with respect to the PDL-only case.
In chapter 5 we presented an adaptive Stratified-Sampling algorithm to efficiently
assess the PDL-induced OP. The proposed algorithm splits the set of all possible PDL
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configurations into subsets according to how PDL builds up along the link. Separate
Monte Carlo OP estimations are performed in each subset. The SS method allocates
samples to each individual MC estimation according to the subset contribution to
the overall OP. By comparing the proposed algorithm with the standard Monte Carlo
method, the new SS algorithm achieved a factor 4 of savings in computational time
on a purely linear system with known OP of 2.3 · 10−3. Later, we applied the pro-
posed algorithm to practical systems, estimating the OP down to 10−5 in presence of
fiber nonlinearity in both DM and DU links. We showed that the presence of PMD
along the link significantly lowers the OP in absolute terms, but provides only a slight
improvement on the PDL tolerance at fixed OP. Finally, we demonstrated that con-
sidering a linear equivalent system with the same margin over FEC threshold as the
true nonlinear system leads to a significant underestimation of the actual OP.
In the Appendix B we highlighted possible pitfalls in the simulation of WDM
systems. In particular we described the correct procedure to estimate the Q-factor
distribution, showing how naive expedients to speed up the estimation may intro-
duce significant overestimation of the distribution variance. We also provided correct
dimensioning of the sequence length and warnings on the length of the Split-Step
Fourier algorithm nonlinear step.
Appendix A
Stokes Representation
We first define four matrices:
σ0 =
[
1 0
0 1
]
σ1 =
[
1 0
0 −1
]
σ2 =
[
0 1
1 0
]
σ3 =
[
0 − j
j 0
]
(A.1)
which are called the Pauli matrices1. The first matrix is the 2x2 identity matrix, which
we also indicate by I. We now transform any 2x1 complex vector
−→
A into a 4x1 real
vector a= [a0,a1,a2,a3]T, by defining ai =
−→
A †σi
−→
A , which is a real quantity because
the Pauli matrices are Hermitian. We call this the Stokes representation of the field−→
A . If we factor out the common phase term and express the field as:
−→
A =
[
Ax
Ay
]
=
[
|Ax|e jφx
|Ay|e jφy
]
= e j(φx+φy)/2AÂ
1The numbering of the original Pauli matrices, used in quantum mechanics, is different: the labels of
the above matrices 1 2 3 are shifted cyclically by one, namely they are 3 2 1. Our labeling is conventional
for the Poincaré representation.
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Figure A.1: (Left) Jones SOP parameters; (Right) Stokes SOP parameters on Poincaré
sphere.
where Â =
[
cosχe− jφ/2
sinχe jφ/2
]
is the unit Jones SOP vector, and φ = φy− φx is the
differential phase, with |Ax|= Acosχ and |Ay|= Asinχ , then it is easy to verify that
a0
a1
a2
a3
=

|Ax|2+ |Ay|2
|Ax|2−|Ay|2
2R [A∗xAy]
2I [A∗xAy]
= A2

1
cos2χ
sin2χ cosφ
sin2χ sinφ
 .
Is thus clear that the representation of the field
−→
A is faithful up to a common,
arbitrary phase factor, i.e., the family of fields
−→
A e jδ , δ real, all map into the same
vector a. The Poincaré representation of the field
−→
A is the vector −→a = [a1,a2,a3],
which can be considered as the projection on the 3D space of the 4D Stokes vec-
tor a. The Poincaré representation of its Jones SOP vector Â is the unit vector â ,
[a1,a2,a3]/a0, which can be plotted as a point on the three-dimensional unit sphere,
the so-called Poincaré sphere.
Fig. A.1 shows the relation between the polarization ellipse [108] giving the pa-
rameters of the Jones SOP vector Â and the Poincaré unit vector â, also called the
Stokes SOP vector. Another equivalent expression of the Jones and Stokes SOP vec-
tors is:
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Â =
[
cosθ cosε− j sinθ sinε
sinθ cosε+ j cosθ sinε
]
⇐⇒ â =
 cos2θ cos2εsin2θ cos2ε
sin2ε

where azimuth and elevation angles 2θ , 2ε are also indicated in Fig. A.1. Note the 2
multiplicative factor of θ and ε when moving between Jones and Stokes spaces. Note
also that we can write Â =U(θ)
[
cosε
j sinε
]
, where by U(α) we indicate the matrix
that operates a counterclockwise rotation by an angle α:
U(α) =
[
cosα −sinα
sinα cosα
]
.
In the figure, S1, S2 and S3 are the cartesian reference axes, and we note that their
labeling (related to the labeling of the Pauli matrices) is such that linearly polarized
SOPs (ε = 0) have a3 = 0, i.e., they lie on the equator of the sphere.
Conversely, starting from the assigned Stokes SOP vector r̂ = [r1,r2,r3]
T, we find
its associated Jones SOP vector R̂, as well as its orthogonal R̂o associated2 with −r̂
as: 
R̂ =
 1+ r1
r2+ jr3
 1√
2(1+r1)
R̂o =
 −r2+ jr3
1+ r1
 1√
2(1+r1)
.
Finally, given R̂ associated with Stokes vector −→r = [r1,r2,r3]T, it is easy to check
using the definitions that R̂
∗
is associated with [r1,r2,−r3]T, i.e., conjugation in Jones
correspond to a change of sign in the third coordinate, the one relative to the circular
polarization.
2Both R̂ and R̂o are unique up to a common phase term. For instance, by adding a common
phase rotation of pi to the second eigenvector one gets the equivalent form R̂o = [r3 − jr2,−(1+
r1)]T/
√
2(1+ r1).

Appendix B
Pitfalls in simulating WDM
systems
In this appendix we provide warnings on possible pitfalls in the simulation of wave-
length division multiplexed (WDM) systems. In particular we assess the correct di-
mensioning of pattern length to correctly account for channel walk-off, the length
of the nonlinear step in the split-step Fourier algorithm (SSFA) and the procedure to
correctly estimate the distribution of system Q-factor performance.
B.1 Pattern length to correctly account for channels Walk-
Off
Pattern length is one critical parameter to correctly account for cross-channel non-
linearity when simulating WDM transmission systems. Because of fiber chromatic
dispersion, as described in Sec. 1.2.2, pulses at different wavelength propagate at dif-
ferent speed inside a fiber because of a mismatch in their group velocities. The net
result is that patterns of different channels walk past each other during propagation.
Taking into account the circular property of the Fast Fourier Transform (FFT), which
is used to efficiently implement the SSFA, we obtain a periodically repeated symbol
pattern. In case of pattern length not sufficiently long to account for the largest walk-
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off experienced during propagation between the probe and the interfering channels, a
probe symbol sees multiple times along its propagation the same interfering symbol.
This introduces a correlation in the nonlinear distortion induced on the probe sym-
bol that can alter the results. In absence of third order dispersion, the walk-off win(z)
between the i-th channel and the n-th one over a length of z km is:
win(z) = (ωi−ωn)
ˆ z
0
β2(x)dx .
Hence, for a generic link the pattern length coping for the largest walk-off should be
longer than [70, 75]:
Nsymb ≥

∆λ ·
⌈
Nch−1
2
⌉
· (Dtx ·Lspan+ (Nspan−1) ·RDPS)
T0
 (B.1)
where Dtx
[ ps
nm·km
]
is the transmission fiber dispersion, ∆λ [nm] is the channel spac-
ing, Lspan [km] is the span length, Nspan is the number of spans, RDPS [ps/nm] is the
residual dispersion per span, T0 [ps] is the symbol time and d·e is the ceiling function.
Eq. (B.1) correctly takes into account of the walk-off between the middle channel
of a WDM comb and the farthest edge channel. Since the required simulation time
scales as NFFT log(NFFT) with the size of the FFT window NFFT directly proportional
to Nsymb, to satisfy (B.1) for DU links may require exceedingly long sequences. In
this case a trade-off between time consumption and numerical accuracy is necessary.
B.2 Size of the SSFA Nonlinear step
In the open source software [4], the length of the nonlinear step of the SSFA is ruled
by two parameters: ∆zmax and ∆Φmax. ∆zmax [m] is the maximum length of the non-
linear step, hence by setting ∆zmax = L the length of the nonlinear step cannot exceed
L [m]. ∆Φmax [rad] is the maximum allowed nonlinear phase rotation in the nonlinear
step, set by default to 3 ·10−3 [rad]. By fixing ∆Φmax, the length of the nonlinear step
is adaptively chosen, thus allowing short steps in regions of high power (usually at
the beginning of the fiber) and large steps in regions of low power, but always shorter
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than ∆zmax. ∆Φmax is a critical parameter of the simulation since most of the times
it determines the time-consumption of the simulation. The default value 3 ·10−3 [rad]
was chosen to ensure correct simulation in feasible time.
All results depicted in chapter 2 were obtained by setting ∆Φmax = 3 · 10−3
for symbol rates up to 60Gbaud, and ∆Φmax = 6 · 10−4 for symbol rates of 80 and
100Gbaud. This choice comes from considerations at point 13 in Sec. 2.2.3. We ini-
tially estimated PNLT,1 with ∆Φmax = 3 ·10−3 for each symbol rate.
5 10 15 20 28 40 60 80 100
−20
−18
−16
−14
−12
−10
Symbol Rate [Gbaud]
P N
LT
,1 
/R
 [d
B 
(m
W
/G
ba
ud
)]
 
 
DU, NRZ PDM−16QAM
SPM
WDM
XPM
XPolM
XCI
5 10 15 20 28 40 60 80 100
−20
−18
−16
−14
−12
−10
Symbol Rate [Gbaud]
P N
LT
,1 
/R
 [d
B 
(m
W
/G
ba
ud
)]
 
 
DU, NRZ PDM−16QAM
SPM
WDM
XPM
XPolM
XCI
Figure B.1: Normalized margin 10log10(PNLT,1/R) vs symbol rate R [log
scale] for a 15-channel homogeneous WDM comb with R/∆ f = 0.56 over a
20x100km SMF DU link. ASE loading. Labels: “SPM”=self-phase modulation only;
“XPM”=scalar cross-phase modulation only; “XPolM”=cross-polarization modula-
tion only; “WDM”=all nonlinearities; “XCI”=XPM+XPolM. (Left) ∆Φmax = 3 ·
10−3 [rad] for each symbol rate, (Right) ∆Φmax = 6 ·10−4 [rad] for 80 and 100Gbaud.
Circle: anomalous behavior.
Fig. B.1(left) shows the results obtained for PDM-16QAM format in the DU link.
We found a discrepancy between the behavior of the PNLT,1/R vs R plot at high symbol
rates and what predicted by [77]. Hence we more accurately estimated PNLT,1/R vs R
at 80 and 100Gbaud by using ∆Φmax = 6 ·10−4 (results shown in Fig. B.1(right)), now
finding agreement with the GN theory predictions. We then adopted ∆Φmax = 6 ·10−4
whenever the symbol rate was above 60Gbaud on SMF. Since we cannot provide a
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general rule for the choice of ∆Φmax, we suggest to tighten the constraint on ∆Φmax
for very high values of the symbol rate [109, eq. (22)].
B.3 Procedure to estimate the distribution of system perfor-
mance
The estimation of the distribution of system BER, or equivalently of the Q-factor,
is a very time-consuming non-trivial task. In this section we aim at demonstrating
that apparently reasonable expedients to speed up the estimation may introduce sig-
nificant overestimation of the distribution variance. As pointed out in Sec. 4.2.4, the
averaging during BER measurements is used to summarize the impact of the system
stochastic parameters. However, those disturbing parameters have different dynam-
ics. For instance, ASE noise has very fast dynamics of the order of [THz], while
PDL/PMD vary with frequencies of the order of [kHz] [96]. Hence, it is necessary to
distinguish between slowly varying parameters that do not vary during a BER mea-
surement, called slow random variables (RVs), and those that do, i.e., rapidly varying
parameters called fast RVs. The distribution of the BER must account for the ran-
domness of the slow RVs only, while the impact of the fast RVs must be averaged
in the BER measurement. Among slow RVs we identify PDL, PMD and laser SOP,
while ASE noise and information symbols represent fast RVs.
Thus the correct procedure to estimate the BER distribution requires two nested
cycles: an inner one on fast RVs and an outer one on slow RVs. By this way, the outer
cycle provides information about the drift of the BER due to slowly varying parame-
ters, that eventually leads to out-of-service events occurring when the BER is larger
than a reference value BERFEC set by the forward error correction (FEC) threshold.
This approach is extremely time consuming, because in the inner cycle it requires to
simulate several times the propagation of the WDM comb along the link to obtain a
single BER sample (averaged over fast RVs until the desired accuracy is achieved).
Hence we might be tempted to speed up the simulation through some expedients. For
instance, in systems where the interaction signal-ASE noise is negligible, the simu-
lation can be speeded up by loading, after a noiseless propagation, all the equivalent
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noise at the end of the link, which ensures the correct total ASE power spectral den-
sity. However, by this way the time gain with respect to a distributed noise simulation
is limited. In noise loading simulations, we might be tempted to include information
symbols among slow RVs in the outer cycle, with the consequence of a dramatically
shorter inner cycle coming from a single noiseless propagation of the WDM comb
and a relatively fast (with respect to signal propagation) noise loading cycle at the
end of the link. We will refer to this approach as the naive procedure.
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Figure B.2: Q-factor Probability Mass Function (PMF). Bin size 0.15 dB. 600 random
seeds for slow RVs. BER samples estimated by Monte Carlo counting at least 100
errors. Homogeneous DM setup with Power -1 dBm. (Dashed) Correct procedure.
(Solid) Naive procedure.
To give an idea of the overestimation on the distribution variance, we consider the
homogeneous setup used to obtain the WDM labeled curve in Fig. 4.12(top-right).
Hence we estimated the Q-factor PMF for a 20× 100km DM link of non zero dis-
persion shifted fiber (NZDSF) (attenuation 0.2 dB/km, dispersion 4 ps/nm/km, non-
linear index γ = 1.5 1/W/km, no PMD, no PDL) with residual dispersion per span
of 30 ps/nm and Pre-compensation of -345 ps/nm. The amplifiers noise figure was 7
dB. The WDM comb was composed of 19 channels, all 112 Gb/s PDM-QPSK mod-
ulated, with 50 GHz spacing. Fig. B.2 depicts the estimated PMF at power -1 dBm
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(1 dB above the optimal power as shown in Fig. 4.10). The dashed curve shows the
Q-factor PMF estimated with the correct procedure, while solid curves show the es-
timation obtained with the naive procedure, for different sizes of the pattern length.
It is worth noting that the naive procedure returns not only a 0.4 dB offset on the
average Q-factor, but also a PMF with enlarged variance (up to 4 times for pattern
length Nsymb = 1024) with respect to the real PMF obtained with the correct proce-
dure. We ascribe the 0.4 dB offset on the average Q-factor to the missing signal/noise
interaction in the naive procedure, while reasons for the enlarged variance can mainly
be ascribed to the wrong inclusion of symbol patterns into slow RVs, which increases
the occurrence of rare events in both tails of the PMF.
Besides correctly dealing with input RVs, it is necessary to avoid the Q-factor
distribution being corrupted by the MC uncertainty in the inner cycle on fast RVs.
Since MC error is independent of the slow RVs, it substantially adds its variance to
the true variance of the Q-factor distribution. Therefore we must ensure that the MC
variance in the fast RVs inner cycle is much smaller than the variance of the overall
distribution.
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Figure B.3: Q-factor Probability Mass Function (PMF) estimated with the Correct
procedure. Bin size 0.15 dB. 600 random seeds for slow RVs. BER samples esti-
mated by Monte Carlo counting at least 100 errors (dashed) or 400 errors (solid).
Homogeneous DM setup with Power -1 dBm.
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Fig. B.3 shows the Q-factor PMF obtained with the correct procedure for the DM
homogeneous setup at power -1 dBm. The dashed curve, identical to Fig. B.2, shows
the result obtained by stopping MC estimation of each BER after counting at least
100 errors. The solid curve pertain result by stopping MC estimation after counting
at least 400 errors. We note that the PMF variance shrank of about 1.8 times, sign
that Q-factor distribution from MC stopped after 100 errors was still corrupted by the
MC uncertainty.
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