Abstract. F or boundary or distributed controls, we get an approximate controllability result for the Navier-Stokes equations in dimension 2 in the case where the uid is incompressible and slips on the boundary in agreement with the Navier slip boundary conditions.
We assume that ; # # 6 = : ( 
1.1)
We denote by n the outward unit normal vector eld on ; and by the unit tangent v ector eld on ; such that ( n) is a direct basis of R 2 . The set ; # is the part of the boundary and # is the part of the domain on which the controls acts. The uid that we consider is incompressible so that the velocity eld y satis es div y = 0 :
On the part of the boundary ;n; # where there is no control the uid slips it satis es y n = 0 on ;n; # (1.2) and the Navier slip boundary condition 24] y + ( 1 ; )n i @y i @x j + @y j @x i j = 0 on ;n; # (1.3) where is a constant i n 0 1), n = ( n 1 n 2 ), = ( 1 2 ), and where we have used the usual summation convention. Note that the classical no-slip condition, due to Stokes, y = 0 (1.4) corresponds to the case = 1, which is not considered here. The slip boundary condition (1.3) with = 0 corresponds to the case where there the uid slips on the wall without friction. It is the appropriate physical model for some ow problems see 16] for example. The case 2 (0 1) corresponds to a case where there the uid slips on the wall with friction it is also used in models of turbulence with rough walls see, e.g., 17 ]. Note that in 3] F. Coron has derived rigorously the slip boundary condition (1.3) from the boundary condition at the kinetic level (Boltzmann equation) for compressible uids. Let us also recall that C. Bardos, F. Golse, and D. Levermore have derived in 2] the incompressible Navier-Stokes equations from a Boltzmann equation.
Let us point out that, using (1.2), one sees that (1.3) is equivalent t o y + curl y = 0 o n ; n; # with 2 C 1 (; R) de ned by (x) = 2(1 ; ) (x) ; 1 ; 8x 2 ; (1.5) where is the curvature of ; de ned through the relation @n @ = : In fact we will not use this particular character of (1.5) in our considerations Theorem 1.1 below holds for any 2 C 1 (; R).
The problem of approximate controllability w e consider is the following one: let T > 0, let y 0 and y 1 in C 1 ( R 2 ) be such that div y 0 = 0 i n (1.6) div y 1 = 0 i n (1. 7) y 0 n = 0 on ;n; # (1.8) y 1 n = 0 on ;n; # (1.9) y 0 + curl y 0 = 0 on ;n; # (1.10) y 1 + curl y 1 = 0 on ;n; # : (1.11) We ask whether there exist y 2 C 1 ( 0 T ] R 2 ) and p 2 C 1 ( y + curl y = 0 on (;n; # ) 0 T ] (1. 15) y( 0) = y 0 in (1.16) and, in an appropriate topology, w e h a ve y( T ) is \close" to y 1 : (1.17) That is to say, starting with the initial data y 0 for the Navier-Stokes equations, we ask whether there are solutions which, at a xed time T, approach arbitrarily closely to the given velocity eld y 1 .
Note that (1.12) to (1.16) have m a n y solutions. In order to have uniqueness one needs to add extra conditions. These extra conditions are the controls. Various possible controls can be considered. For example, a possible choice for the controls is y n on ; # Our controllability result is Theorem 1.1. Let T > 0, l e t y 0 and y 1 in C 1 ( R 2 ) be such that (1.6),
(1.7), (1.8), (1.9), (1.10), and (1.11) hold. Then, there exist a sequence (y k k 2 N) of maps in C 1 ( 0 T ] R 2 ) and a sequence (p k k 2 N) of functions in C 1 ( 0 T ] R) such that, for all k 2 N, (1.12) , (1.13), (1.14), (1.15) , and (1.16) hold for y = y k and p = p k and such that, as k ! +1, and, for all compact K included i n ; # , jy k ( T ) ; y 1 j L 1 (K) + jcurl y k ( T ) ; curl y 1 j L 1 (K) ! 0:
(1.23)
In this theorem, and throughout all this paper, W ;1 1 ( ) denotes the usual Sobolev space of rst derivatives of functions in L 1 ( ) and j j W ;1 1 ( ) one of it's usual norms, for example the norm given in 1, Section 3.10]. Moreover, as it will follow from our proof, one can also assume less regularity o n y 0 if one requires only that (y k p k ) are of class C 1 on (0 T ]. See Remark 3.1 below for more details.
e) E. Fern andez-Cara and J. Real in 11] and E. Fern andez-Cara and M. Gonz alez-Burgos in 10] h a ve p r o ved that, for 2-D and 3-D incompressible uids, the linear space spanned by the y( T ) such that, for some p : 0 T ] ! R one has (1.12), (1.13), (1.16) , and the no-slip boundary condition, is dense, with respect to the L 2 -norm in the set of y 1 : ! R 2 satisfying (1.7) and y 1 = 0 o n ; n; # . f) A.V. Fursikov and O.Yu I m a n uvilov h a ve proved in 13] 1 4 ] that, if ; # = ;, then one has exact zero controllability i n large time, i.e., for any y 0 satisfying (1.6), there exist T > 0, y and p satisfying (1.12) to (1.16) and y( T ) = 0. In 15], they have recently obtained the same result in the more general situation where = 0 i n ; n; # . Again if ; # = ; , A . V . F ursikov has proved in 12] the exact zero controllability in large time in dimension 3. g) In 9] C . F abre has obtained, in every dimension, an approximate controllability o f t wo natural \cut o " Navier-Stokes equations (with the no-slip boundary condition). As in our proof of the controllability of the 2-D Euler equations of incompressible perfect uids 7, 8] , the strategy of the proof of Theorem 1.1 relies on a method described in 5] and 6] under the name of \the return method". This was introduced in 4] for a stabilization problem. Roughly speaking it consists in looking for ( y p) such that (1.12) can be easily adapted to the boundary conditions considered here. Unfortunately, if one takes y = 0 , i t i s n o t c l e a r h o w to deduce from the approximate controllability of the linear system the existence of (y p) satisfying (1.12) to (1.17), even if y 0 and y 1 are small, for example in a sense given by a C m -norm. For this reason, we will not use ( y p) = ( 0 0), but a ( y p) similar to the one that we h a ve constructed in 8] to prove the controllability o f the 2-D Euler equations of incompressible perfect uids this ( y p) is in fact \large" so that, in some sense, \ " is small compared to \( y r ) + ( r) y".
Our paper is organized as follows: in Section 2 we prove Theorem 1.1 when ; # = and then, in Section 3, deduce the general case from this particular case.
2. Proof of Theorem 1.1 when ; # = In this section, we assume that ; # = hence, by (1.1), # 6 = . Let us prove a s l i g h tly stronger result than Theorem 1.1 this will be useful when we will study the case ; # 6 = . L e t 2 C 1 (; R) b e s u c h that
We are going to prove that Theorem 1.1 still holds if, in the statement o f this theorem, one replaces (1.8), (1.9) and (1.14) respectively by y 0 n = on ;n; # (2.2) y 1 n = on ;n; # (2.3) y(x t) n(x) = (x) 8(x t) 2 (;n; # ) 0 T ]: (2.4) Note that Theorem 1.1 corresponds to the case = 0 and that is given (it is not a control). Note that, by construction, y( T ) = z " (x T) + R and z " ( T ) is \close" to y 1 if " is \small". So it su ces to check that R is \small". We will prove that this is indeed the case if \" is small and is very small". Rouhgly speaking the reasons are the following. Let us rst point o u t t h a t , b y (2.26) to (2.30), (2.41), and (2.43) to (2. We x a compact K and two r e a l n umbers > 0 a n d > 0. By (2.21), (2.24), and (2.32), there exists " 0 > 0 such that, for any " 2 Hence, by (2.60), in order to get (2.50), (2.51), and (2.52), it su ces to check that, for suitable choices of " 2 In (2.76) as well as in the remaining part of this paper
We t a k e 2 (0 C 1 (") ;1 ] and we apply this lemma with X(x t) = ( R + z)(x t + ( 1 ; )T) Let us rst nish the proof of Theorem 1.1 when is simply connected (with ; # = , and with (2.2), (2.3), and (2.4) instead of (1.8), (1.9), and (1.14) ). Then one can write R = r ? ' := (r') ? (2.93) where ' 2 C 1 ( R) satis es ' = ! in (2.94) ' = 0 on ;:
(2.95) T h e n , i t f o l l o ws from (2.85) and Lemma 2.3 { see (2.90) { that there exist C 5 > 0 a n d C 5 (") > C 4 (") such t h a t , i f " 2 (0 C ;1 5 
We t a k e the scalar product of (2.56) with r ? i and integrate the resulting expression over . Then, using (2.25), (2.32), (2.103) to (2.108), and (2.109), one gets that, for some C 8 > 0 a n d C 8 (") > 0 one has, for all i 2 b) The reason for which w e h a ve not been able to treat the no-slip boundary condition (1.4) is that, with this boundary condition, we h a ve n o t been able to get good enough estimates on !.
3. Proof of Theorem 1.1 when ; # 6 = Throughout all this section, we assume that ; # 6 = :
Let y 0 2 C 1 ( R 2 ) a n d y 1 2 C 1 ( R 2 ) b e t wo maps such that (1.6), (1.7), (1.8), (1.9), and (1.10) hold note that we do not assume that (1.11) holds.
Let~ be a bounded nonempty connected open subset of R 2 of class C 1 , l e t y 0 2 C 1 (~ R 2 ) and letỹ 1 This ends the proof of Theorem 1.1. 1 (x 0) =~ (x) y 0 (x) ~ (x) + curlỹ 0 (x) 8x t) 2; 0 (x t) = y 1 (x) ñ(x) 8(x t) 2; T= 2 T ] 1 (x t) = (x) y 1 (x) ~ (x) + c u r lỹ 1 (x) 8(x t) 2; T= 2 T ]: In fact one can consider y 0 which are even less regular. Indeed, using the class of weak solutions of the Navier-Stokes equations introduced by J.{L. Lions in 18, Chapitre 1, Th eor eme 6.10], one sees that it is enough to assume that y 0 2 H 1 ( ) and curl y 0 2 L 1 ( ). already proved in 8]. For X 2 C 1 ( T 1 T 2 ] R 2 ) s u c h that X n = 0 on ; T 1 T 2 ] let us denote by X the ow associated to X, i.e. the map X in C 1 ( T 1 T 2 ] T 1 T 2 ] ) (x t 1 t 2 ) ! X (x t 1 t 2 ) de ned by @ X @t 1 = X( X t 1 ) X (x t t) = x 8x 2 8t 2 t 1 t 2 ]: Let us denote by B(x r) t h e closed ball in R 2 of radius r centered at x 2 R 2 :
Reducing # , if necessary, w e m a y assume that # is a nonempty o p e n subset of R 2 of class C 1 satisfying (2.5) and such that # is connected and simply connected.
(A.1) We will use the following lemma, whose proof is deferred. Let us x > 0 s o t h a t t h e f o l l o wing property holds: (P) for all x in with d(x) < , t h e r e exists a unique P(x) 2 ; such that d(x) = jx ; P(x)j and, on fx 2 d(x) < g, application P is of class C 1 .
Let us recall that we denote by ; 0 , ..., ; g the connected components of ;.
Note that (P) implies that, for all i 2 0 g ] and all j 2 0 g ] with i 6 = j, fx 2 dist (x ; i ) < g \ f x 2 dist (x ; j ) < g = : The only step that remains is to construct Z " and " . L e t z 0 2 C 1 ( R 2 ) and z 1 2 C 1 ( R 2 ) be such that (2.14) to (2.17) hold. For simplicity omit the index ". Let , by (2.101), (A.7), (A.8), (A.19), (A.21), (A.23), (A.26) T h e n , a n e a s y d e n s i t y argument shows that V r ' a ( x) = 0 8a 2 # nf a xg and, so by analyticity o f a 2 nf a xg ! r ' a ( x) and by the connexity o f nf a xg V r ' a ( x) = 0 8a 2 nf a xg: Let L be the length of ; 0 and let us x a point o n ; 0 let us parametrise a point i n ; 0 by the arclength s 2 0 L ) from this xed point -; 0 is equipped with the orientation given by the vector eld -. One can de ne a parametrisation of 0 by assiocating to s in 0 L ) and in 0 ) the unique point x in 0 such that d(x) = and such that P(x) is the point o f ; 0 corresponding to the parameter s 2 0 L ). Let us denote by s and the parameters corresponding to x. Let us assume for the moment being that, for some positive constant C 6 , jr x G( x x )j 6 C 6 ( js ; sj + ( s ; s) 2 We n o w p r o ve (2.91). Let us rst point out that, from (C.19), we get the (C.57) Let j 2 0 g ] performing, if necessary, a n i n version we m a y assume that is included in the bounded connected component o f R 2 n; j (note that if h : 0 ! is a conformal map, then (' h) = ( 1 =2)jrhj 2 (( ') h).)
Similarly, using the conformal mapping theorem, one sees that, without loss of generality, w e m a y assume that ; j is the unit circle. Then, let B 1 = fx 2 R 2 jxj 6 1g and let 2 C 1 (B 1 R) be de ned by ; = e x p ;A(1 ; j xj 2 ) i n B 1 = 0 i n @B 1 :
By the maximum principle one has which, with (C.57) and (C.58), ends the proof of (2.92).
