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Abstract. The class of affine variety codes is defined as
the Fq linear subspaces of A a Fq-semisimple algebra, where Fq
is the finite field with q = pr elements and characteristic p. It
seems natural to impose to the code some extra structure such as
been a subalgebra of A. In this case we will have codes that have a
Mattson-Solomon transform treatment as the classical cyclic codes.
Moreover, the results on the structure of semisimple finite dimen-
sional algebras allow us to study those codes from the generator
point of view.
Introduction
In [8] the authors define the affine variety codes as follows; Consider an
ideal I ⊆ Fq[X1, X2, . . . , Xn] where Fq is the finite field with q = p
r
elements and characteristic p. Let Iq be the ideal generated by
I + 〈Xq1 −X1, X
q
2 −X2, . . . , X
q
n −Xn〉
that is, the points in the variety V (Iq) are the Fq-rational points of V (I).
Since Iq is a 0-dimensional ideal and radical the coordinate ring
R = Fq[X1, X2, . . . , Xn]/I
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.100 On semisimple algebra codes
is a semisimple Fq-algebra and it is isomorphic to F
n
q as vector spaces. The
isomorphism is usually named Mattson-Solomon transform (or Fourier
transform in the cyclic case). Consider the points of V (Iq) in some order
P1, P2, . . . , Pn, and define the evaluation map Φ : R→ F
n
q given by
Φ(f + Iq) = (f(P1), f(P2), . . . , f(Pn)).
Let L be a Fnq -vector subspace of R, then the affine variety code
C⊥(I, L) = Φ(L)⊥ where the ⊥ is the orthogonal complement as vec-
tor spaces for the usual dot product. These codes are the same as the
evaluation codes proposed in [20]. Moreover, in [8] the authors proved
that all Fq-linear codes can be defined as affine variety codes and they
give a procedure for decoding them based in Gro¨bner bases techniques.
In this contribution we will impose some extra structure on L as be-
ing a subalgebra of R. There are some results on the literature on codes
defined as subalgebras of semisimple algebras, see for example [10, 11, 19]
that are summarized and extended in [18]. In this contribution we take a
“rootless” approach, that is we do not use roots of unity. Since the field Fq
is perfect, the algebra R is also separable, thus we will use the techniques
in [17] in order to study the codes, this allows have a simpler view of the
structure of the code similar to the polynomial approach to cyclic codes.
Moreover,these codes are important since they inherit the symmetries of
the algebra, some well known cases are cyclic codes, nega-cyclic codes
(i.e. codes over F[x]/(xn + 1)) or more general codes over F[x]/(f(x))
where f(x) is square-free , codes over FA where A is an abelian group,
etc.
The outline of this contribution is as follows; In the second section we will
define the codes and study some basic properties of 0-dimensional sepa-
rable semisimple algebras. Several remarks and examples are presented
in order to show the relationship of this codes with the well-known theory
of cyclic codes. In section 3 we will derive some basic bounds such as the
BCH bound.
1. Semisimple codes
From now on we will say Fq-algebra for a finite dimensional commutative
semisimple algebra A over Fq with 1. In particular, since Fq is a perfect
field the algebra is separable, that is the minimal polynomial ma(x) of
each element a ∈ A has no multiple roots in the splitting field of ma(x)
over Fq.
Definition 1. Let A a Fq-algebra. A semisimple code defined in A is a
subalgebra of A.
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Example 1. Indeed the first example is a cyclic code as a subalgebra of
A1 = Fq[x]/ 〈x
n − 1〉
where gcd(n, q) = 1.
We will recall a results on the structure of semisimple finite dimen-
sional algebras, for an exhaustive account see [4, 17].
Let A be a semisimple n-dimensional commutative algebra over a Fq.
Given a basis B = {b1 = 1, . . . , bn} of A, and the multiplication table
given by
bibj =
n∑
k=1
mi,k(bj ,B)bk 1 ≤ i, j, k ≤ n, mi,k(bj ,B) ∈ Fq (1)
Let the set of polynomials in Fq[x1, . . . , xn] given by
F :=
{
xixj −mi,1(bj ,B)−
n∑
k=2
mi,k(bj ,B)xk
}
2≤i≤j≤n
∪ {x1 − 1} . (2)
is called a set of structure polynomials of the algebra A. The fol-
lowing result show us a polynomial representation of the algebra (See [17]
for a proof).
Proposition 1. Let A be a semisimple n-dimensional commutative al-
gebra over a Fq and F a set of structure polynomials of A
A ∼= Fq[x1, . . . , xn]/I (3)
where I is the ideal generated by F . Also F is a Gro¨bner basis with
respect to a total-degree monomial ordering and the ideal is radical and
0-dimensional.
Remark 1. Note that there is no need of computing the Gro¨bner basis of
I, it arises from the multiplication table of the algebra A. Moreover, the
construction depends on the base B but we can rebuild easily the Gro¨bner
basis when there is a change of the base of the algebra by linear algebra
techniques (see [17]), so we can always suppose that the code is taken as
a subalgebra that is generated by some of the elements of the base B.
Example 2. We will use the following “toy example” for understanding
the theory during the paper, consider the finite field F5 and the algebra
given by
A2 = F5[x, y, z]/J (4)
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.102 On semisimple algebra codes
where
J = 〈x+ y + z + 1, y2 + y + z + 1, yz2 + 2z3 + yz + z2 − y,
z4 + z3 − 2yz − y + 1〉
(5)
for our convenience the set of polynomials generating J is a Gro¨bner basis
with respect to the reverse degree lexicographical ordering where x < y < z
(note that J is the ideal generated by {(x−3)(x−1)(x−4), y2−x, z+x+
y + 1}), but this is not the general case, moreover the algebra is usually
presented by a multiplication table or rule on the elements of the vector
space base of the algebra.
A vector space basis (consisting of monomials) of the quotient ring by the
ideal J is given by
B2 =
{
x1 = 1, x2 = z
3, x3 = z
2, x4 = yz, x5 = z, x6 = y
}
(6)
thus a set of structure polynomials of the algebra A2, i.e. the multiplica-
tion table, is
F2 = {x1 − 1, x
2
2 − (2x2 − 2x4 + 2x3 − x6 + x5 − 2),
x2x3 − (2x2 + 2x4 − 2x3 + x6 − x5 + 1),
x2x4 − (2x2 + 2x3 + x6 + 2x5 + 2),
x2x5 − (−x2 + 2x4 + x6 − 1), x2x6 − (−2x2 − 2x4 + x3 + 2x6 + 2),
x23 − (−x2 + 2x4 + x6 − 1), x3x4 − (−2x2 − 2x4 + x3 + 2x6 + 2),
x3x5 − (x2), x3x6 − (−2x2 − x4 − x3 + x6),
x24 − (x2 + x4 − x6), x4x5 − (−2x2 − x4 − x3 + x6),
x4x6 − (−x4 − x3 − x5), x
2
5 − (x3)
x5x6 − (x4), x
2
6 − (−x5 − x6 − 1)}
(7)
Note that in this case the elements between () in the previous equation
correspond to the normal forms of the products of the base in equation
(6) with respect to the Gro¨bner basis in equation (5) due to the concrete
representation we have chosen for the algebra A1.
Let V (I) = (P1, P2, . . . , Pn) the points in the variety defined by I,
i.e. the roots of the system of equations in F in some extension field F of
Fq. We will denote Pi = (pi1, . . . , pin) as row vectors. We can consider
the Mattson-Solomon matrix
M =


p11 . . . p1n
p21 . . . p2n
. . .
pn1 . . . pnn

 (8)
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IndeedM is a non-singular matrix and therefore its rowspace is Fn. More-
over, if a(X) ∈ F[x1, . . . , xn]/I, the map
Θ : F[x1, . . . , xn]/I −→ F[x1, . . . , xn]/I
defined by
[Θ(a)](x) =
n∑
i=1
a(Pi)xi (9)
is the Mattson-Solomon transform. If ◦ is the multiplication of polyno-
mials modulo the ideal I and ⋆ is the component wise product(∑
aixi
)
⋆
(∑
bixi
)
=
(∑
aibixi
)
then Θ : (F[x1, . . . , xn]/I,+, ◦) → (F[x1, . . . , xn]/I,+, ⋆) is an isomor-
phism of rings (see for example [4]).
A matrix H given by selecting (not at random, see Section 1.1 below)
some of the rows of M is the parity check matrix of a subalgebra
code of A (see last item in Remark 3).
Remark 2. Note that the standard monomials for 〈F 〉 with respect to
a total-degree monomial ordering are {x1, x2, . . . , xn}, therefore a repre-
sentative of each element of F[x1, . . . , xn]/I can be written as
∑n
i=1 aixi,
thus the Mattson-Solomon transform is equivalent to the matrix-vector
multiplication M · aT where a = (a1, . . . , an).
Example 3. The previous approach is the same construction as for cyclic
codes and the discrete Fourier transform, see [16] where the matrix M is
given by the Fourier matrix
M1 =
(
ξij
)
1≤i,j≤n
where ξ is a primitive n-th root of unity.
Example 4. In the case of Example 2 the Mattson-Solomon matrix is
given by
M2 =


1 3 4 2 2 1
1 4 1 1 4 4
1 −α 4− 2α 2 + α 1− α α
1 +α 4 + 2α 2− α 1 + α −α
1 2 4 1 3 2
1 3 4 1 2 3


(10)
where α is a root of x2 + 2, i.e. F5(α) ∼= F52 .
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1.1. Allowed rows.
Turning F to an adequate elimination monomial ordering (for example
a pure lexicographic monomial ordering where xi < xj for all i 6= j) we
can easily compute the minimal polynomial m(xi) for each element xi
(see [17]) by eliminating the rest of the variables. Such change of order
can be done by linear algebra techniques, since the ideal is 0-dimensional
and radical (see [7] or [17] for the semisimple case). The roots are the
elements of the column in H corresponding to xi, so the rows we can
choose depends on the multiplicity of the roots in the column and in the
extension field of Fq that we are considering.
More formally, fixed an extension field F of Fq, and a irreducible factor-
ization of the minimal polynomial m(xi) = f1 ·f2 · . . . ·fs in F[xi], if a row
corresponding to the value ν in position i is included in H, then there
must be a j 1 ≤ j ≤ s such that fj(ν) = 0 and all the rows corresponding
to roots of fj must be also included in H.
Example 5. Consider the polynomials in the Gro¨bner basis F2 in Exam-
ple 2. Let G5 be a Gro¨bner basis of the ideal generated by F2 in a pure
lexicographic monomial ordering where x5 < xi, i 6= 2, 1 ≤ i ≤ n, and
〈m5(x5)〉 = F5[x5] ∩ G5
then m5(x5) = (x5+1)(x5+2)(x5+3)(x
2
5+3x5+3) in F5[x2]. Therefore,
if the first row of M2 is included in H also has to be included the last one
(both corresponding to x5 − 2). We have the same situation between the
third and fourth row (corresponding to the roots of x25 + 3x5 + 3). Note
that in F(α) this last two rows can be separated.
Note that if we have a separating element in A, that is, a column
with all it entries different, we can chose any combination of rows (if we
allow the code being defined in an extension field of Fq large enough), for
example, this is the case in cyclic codes.
Example 6. Considering Example 2, x6 is not a separating element in
F5 since mF5(x6) = (x6 + 1)(x6 + 2)(x6 + 3)(x6 + 4)(x
2
6 + 2) but it is
a separating element in F(α) since mF5(α)(x6) = (x6 + 1)(x6 + 2)(x6 +
3)(x6 + 4)(x6 + α)(x6 − α).
1.2. Generator theory.
Up to now we have made use of the Mattson-Solomon matrix for defining
our codes. Our purpose is devise a root-free theory (i.e. there is no
need of computing M or H). That is generalize in a straightforward way
the generator polynomial/ parity check polynomial construction of cyclic
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codes where all the codes are generated by a polynomial dividing xn − 1
and checked with h(x) = xn − 1/g(x).
Fix an extension field F of Fq. Consider the variety V (I
′) where
I ′ = I(F ′), the ideal generated by F ′,
F ′ = F ∪ {g(xi1), . . . , g(xis)} (11)
where F is the Gro¨bner basis in equation (2) associated to A and
g(xij )|mF(xij ) divides the minimal polynomial of the element in A cor-
responding to xij for some 1 ≤ ij ≤ n. Then the variety V (I
′) contains
the allowed rows of H for a subalgebra code of A.
Definition 2. Let C be subalgebra code over the algebra A ∼= Fq[x1, . . . , xn]/I
whose parity check matrix is a submatrix from the Mattson-Solomon ma-
trix we define the generator ideal IC as the ideal generated by
FC = F ∪ {gi(xi)}
n
i=1 (12)
where F is the set of structure equations of the algebra A and gi(xi)|mF(xi),
and V (FC) is the set of rows of its parity check matrix.
Remark 3.
• Note that, as in the classical theory, what we are considering as
codes is the preimage by Θ of the subalgebra given by choosing the
elements with some fixed zero positions in the Mattson-Solomon
codomain.
• Eventually, for some indices ij, gij (xij ) = mF(xij ), then we will
not write them down since mF(xij ) is already in the ideal generated
by F .
• We will call parity check variety to V (FC) since the point in the
variety are the rows of a parity check matrix of the code.
• Note also that strictly speaking the matrix H whose rows are the
points in V (FC) is not a parity check matrix of the code since maybe
that its coefficients are not in Fq, anyway we can construct one using
the subfield code construction (see for example [12]).
Moreover, the above construction can be made by linear algebra al-
gorithms, since a lexicographic Gro¨bner basis G of IC can be derived di-
rectly from F without using Gro¨bner bases computation (see [17]). This
construction of the defining FC generalizes in a straightforward way the
polynomial construction of cyclic codes and plays the same role as g(x)
the generator polynomial of a cyclic code.
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Example 7. Consider the semisimple algebra A2 in Example 2. We have
compute (see [17]) the following minimal polynomials (over F5) for the
elements in the base in equation (6):
m(x2) =(x2 + 1)(x2 + 2)(x2 + 3)(x
2
2 + 2)
m(x3) =(x3 + 1)(x3 + 4)(x
2
3 + 2x3 + 4)
m(x4) =(x4 + 3)(x4 + 4)(x
2
4 + x4 + 1)
m(x5) =(x5 + 1)(x5 + 2)(x5 + 3)(x
2
5 + 3x5 + 3)
m(x6) =(x6 + 1)(x6 + 2)(x6 + 3)(x6 + 4)(x
2
6 + 2)
(13)
For example, consider the code C with generator ideal generated by
FC = F ∪ {(x6 + 1)(x6 + 2)(x6 + 3)(x6 + 4), (x3 + 1)}
A Gro¨bner basis with respect to the degree lexicographical ordering for the
generator ideal can be computed by linear algebra techniques (see [17])
IC = 〈x4 − 2x5 − 2x6 − 1, x3 + 1, x2 − 2x4 − x6 + 2
x1 − 1, x
2
6 + x5 + x6 + 1, x5x6 − x4, x
2
5 + 1
〉 (14)
and the parity check matrix correspond to rows 1,5,6 of matrix M2
in Example 4. Note also that the election of the generators gi(xi) is not
unique, for example F ∪ {(x25 + 1)} defines the same code, but indeed the
generator ideal for the code is unique.
Given a monomial ordering < and an ideal I ∈ Fq[x1, . . . , xn], the
footprint of I w.r.t. < is
∆<(I) = {M monomial in Fq[x1, . . . , xn] |M is not leading monomial in I}
If I is a radical ideal |∆<(I)| gives us the size of the variety V (I) in the
algebraic closure of Fq. Note also that ∆<(I) can be easily derived from
a Gro¨bner basis G of I (see for example [6]). Thus the dimension of the
code C with parity check variety given by FC is k = n− |∆<(〈FC〉)|
Remark 4. Using a lexicographical monomial ordering for F we can
detect the minimal number of generators in the base needed to span the
whole algebra (not as a linear subspace but as a subalgebra) see [17] , thus
the gi in the previous remark can be chosen polynomials in the variables
corresponding to the generating elements.
Remark 5 (Algebraic structure.). This codes could be seen as contrac-
tions of the adequate multidimensional cyclic codes given as subalgebras
of
Fqr [X1, X2, . . . , Xn]/ 〈X
m
1 − 1, X
m
2 − 1, . . . , X
m
n − 1〉
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Table 11.1: Cyclic vs. semisimple codes
CYCLIC CODES SEMISIMPLE CODES
Fq[x]/(x
n − 1) A ∼= Fq[x1, . . . , xn]/I, I = 〈F 〉
g(x)|(xn − 1) FC = F ∪ {gi(xi)}
n
i=1, gi(xi)|mFq(xi)
deg g(x) |∆(〈FC〉)|
for an adequate extension field Fqr of Fq and follow the classical theory
on products of sets of cyclotomic sets on [18], or derived the analogous
structure theorems in [2] for the multidimensional cyclic codes case in
terms of trace codes. But in this case the polynomial approach to the
semisimple codes in this communication seems much more simpler due to
the nice structure of the ideal defining the algebra.
1.3. Encoding and decoding.
The purpose of the paper is to clarify the generator theory and generalize
the construction of cyclic codes. Nevertheless we will give some notes and
clues to some related works that can be used for encoding and decoding.
Systematic encoding.
A systematic encoding function for our setting can be constructed as
follows (see [13] for a similar construction);
Let G a Gro¨bner basis of the ideal IC generated by FC in a total-degree
monomial ordering (<).
1. The information positions are the coefficients of the non-standard
monomials for IC (i.e. ∆<(I) \∆<(IC)).
2. The parity checks are the coefficients of the monomials in ∆<(IC).
3. The following algorithm gives a systematic encoder for the code C
• Inp t: w a linear combination of monomials in∆<(I)\∆<(IC).
• Compute w¯ = rem(w,G), the remainder on division.
• Output: w − w¯.
The output clearly represents a codeword since w − w¯ ∈ IC .
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Example 8. Consider the code given by the ideal IC in (14) in Example
7. ∆<(I) \ ∆<(IC) = {x2, x3, x4}. Thus if we want to encode w =
3x2 + 3x3 + 2x4 we compute
w¯ = rem(3x2 + 3x3 + 2x4,G) = x5 − x6 − 1
and the encoded word is x1+3x2+3x3+2x4−x5+x6. (Note that x1 = 1).
Remark 6. Note that from the algorithm above is easy to derive a gen-
erator matrix of the code just by encoding the elements in the set ∆<(I)\
∆<(IC).
Example 9. Following Example 8, we have
rem(x2,G) = −x5, rem(x3,G) = −1, rem(x4,G) = 2x5 + 2x6 + 1
thus 
 0 1 0 0 1 01 0 1 0 0 0
4 0 0 1 3 3

 (15)
is a a column-permuted systematic generator matrix.
A note on the syndrome variety.
Given a semisimple code C defined by a generator ideal IC . We have that
if r =
∑n
i=1 rixi is a received word then the syndromes of r are
sj =
n∑
i=1
riPji (16)
where j ranges in the allowed rows of the Mattson-Solomon matrix of the
algebra that correspond to the parity check matrix of the code. If all the
syndromes are zero then r belongs to the code.
A brute force approach to the decoding problem would be to find all
the solutions for the possible syndromes. Suppose t errors have occur and
let G be a Gro¨bner basis of IC . Consider the following equations:
fj =
t∑
l=1
ylxl − zj
and σj = z
qm
j − zj , λi = y
q−1
i − 1 for adequate indices depending on the
extension field considered, since the zi’s represent the syndromes and the
yi’s the error values. Consider the set of polynomials
{fj , σj , λi}i,j ∪ G
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The variety generated by those polynomials defines the (classical) Chen-
Reed-Helleseth-Truong syndrome variety of the code (see [5] for
further explanations) used for decoding and finding the minimum dis-
tance (see [15] and [21]). From this it is clear that we can use Gianni-
Kalkbrenner Gro¨bner shape Theorem (see [3]) in order to get the infor-
mation about the ideal generated by that set of equations. Unfortunately,
from the practical point of view, using elimination in order to solve the
system for (xi, yi) is nearly impossible when n and t are big enough.
A more clever approach to the decoding problem making use of the con-
cept of a key equation can be found in [14].
2. A van Lint-Wilson bound. BCH codes.
Definition 3. Let F any extension field of the ground field of the code
and S ⊂ Fn. A sequence I0, I1, I2, . . . of subsets of F
n is an independent
sequence with respect to S provided that:
1. I0 = ∅,
2. If i > 0 either Ii = Ij ∪ {Λ1} for some 0 ≤ j < i such that
Ij ⊆ S and Λ1 ∈ F
n \ S or Ii = Λ2 ⋆ Ij for some 0 ≤ j < i and
Λ2 ∈ (F \ {0})
n, where ⋆ is the component-wise product.
Definition 4. A subset I ⊆ F is independent with respect to S provided
that I is in an independent sequence with respect to S.
Proposition 2 (van Lint-Wilson bound). Let F a finite field. The num-
ber of nonzero coefficients of a linear polynomial f(x) ∈ F[X1, . . . , Xn]
is not less than the cardinality of any independent set with respect the
hyperplane S = {P ∈ Fn | f(P ) = 0}.
Proof. Let f(x) = c1xi1 + c2xi2 + . . . + cwxiw where cj 6= 0 for 1 ≤ j ≤
w and let I be any independent set w.r.t. S. Let I0, I1, I2, . . . be an
independent sequence with respect to S such that Ik = I for some k ≥ 0.
Consider the projection of I given by
Π(I) = {(Pi1 , . . . Piw) ∈ F
w | P ∈ I}
If the vectors in Π(I) are linearly independent in Fw them w ≥ |Π(I)| =
|I|.
We complete the proof by showing that Π(Ik) is linearly independent
by induction on k. Consider I0 = ∅, thus Π(I0) is linearly independent.
Assume now that Π(Ij) is linearly independent for 0 ≤ j < k. Fist
suppose that there exist a j with 0 ≤ j < k such that Ik = Ij ∪ {Λ1}
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where Ij ⊆ S and Λ1 ∈ F
n \ S. By the induction hypothesis Π(Ij)
is linearly independent and also orthogonal to c = (c1, c2, . . . , cn) since
f(P ) = 0 for all P ∈ S. Since Λ1 /∈ S then f(Λ1) 6= 0 and thus its
projection is not orthogonal to c. Thus Π(Ik) = Π(Ij ∪ {Λ1}) is linearly
independent. Now suppose the remaining case, there exist a j with 0 ≤
j < k and Λ2 ∈ (F \ {0})
n such that Ik = Λ2 ⋆ Ij . Then Π(Ik) = DΠ(Ij)
whereD is the non singular diagonal matrix diag(Λ2), therefore the linear
independence of Π(Ik) follows from the linear independence of Π(Ij).
Corollary 1 (BCH bound). Let C a [n, k] semisimple code over F and α
a primitive element of F and IC its generator ideal, suppose that there
is a c ∈ C and c(x) its polynomial representation with c(αb,h0) =
c(αb+1,h1) = · · · = c(α
b+w−1,hw−1) = 0 where the hj vectors have
no zero components and c(αb+w,hw) 6= 0. Then wt(c) ≥ w + 1.
Proof. Let S = V (IC). Clearly (α
b+i,hi) ∈ S for 0 ≤ i ≤ w − 1 and
(αb+w,hw) /∈ S. Consider the following sequence, A0 = ∅, A2i+1 =
A2i∪
{
(αb+w,hw)
}
for 0 ≤ i ≤ w and A2i = (α
−1, ti)⋆A2i−1 for 1 ≤ i ≤ w
and ti are chosen such that ti ⋆ hi = hi−1.
Therefore A2i =
{
(αb+w−1,hw−1), . . . , (α
b+w−i−1,hw−i−1)
}
⊆ S for 0 ≤
i ≤ w and A0, . . . , A2w+1 is an independent sequence with respect to S,
thus by the previous proposition wt(c) ≥ w + 1.
Remark 7. Note that there is no inconvenience of choosing any other
coordinate for the consecutive roots of the primitive element.
Corollary 2 (Generalized BCH bound). Let C a [n, k] semisimple code
over F and IC its generator ideal generated by
FC = F ∪ {gi(xi)}
n
i=1
and gi(xi) divides the minimal polynomial of the element in A corre-
sponding to xi. Suppose the minimal polynomial for each xi has nonzero
independent coefficient. Then:
d(C) ≥ max {d(xi)}
where d(xi) is the maximum of consecutive powers of a primitive element
of F as roots of the minimal polynomial of xi in F[x1, . . . , xn]/IC and d(C)
is the minimal distance of the code.
Proof. Follows directly from the remark and corollary above.
Remark 8. Hartmann-Tzeng-Roos bound can be generalized in the same
way.
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3. Conclusions
In this paper we have shown a generator theory for codes defined as
subalgebras of semisimple algebras. This class of codes contain some well
known codes as cyclic codes or abelian codes. Usual treatment of this
type of codes involves a discrete Fourier transform, whereas our approach
is a “rootless” one, that is we do not use roots of unity. Finally we have
extend some classical bounds to our codes.
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