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Abstract
A measure of the “mixing time” or “time to stationarity” in a finite irreducible discrete time Markov
chain is considered. The statistic ηi =
∑m
j=1 mijπj , where {πj } is the stationary distribution and mij is
the mean first passage time from state i to state j of the Markov chain, is shown to be independent of the
initial state i (so that ηi = η for all i), is minimal in the case of a periodic chain, yet can be arbitrarily large
in a variety of situations. An application considering the effects perturbations of the transition probabilities
have on the stationary distributions of Markov chains leads to a new bound, involving η, for the 1-norm of
the difference between the stationary probability vectors of the original and the perturbed chain. When η
is large the stationary distribution of the Markov chain is very sensitive to perturbations of the transition
probabilities.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
It is well known that every finite irreducible discrete time Markov chain has a unique stationary
distribution that, in the case of a regular (finite, irreducible and aperiodic) chain, is also the limiting
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distribution of the Markov chain [8, p. 72]. In observing or simulating such processes we wish to
have some appreciation as to how many steps are required before the chain can be regarded as
having achieved “stationarity”. This concept is of considerable importance and various measures
of such “mixing times” have been considered in the literature [11]. We consider this problem by
deriving an appropriate statistic, exploring its derivation and examining its key properties. Some
special cases are considered leading to some general results. Finally we explore its relation to the
determination of the affects of perturbing the transition probabilities on the stationary distribution
of the chain.
2. Mixing times
Let P = [pij ] be the transition matrix of a finite irreducible, discrete time Markov chain {Xn},
(n  0), with state space S = {1, 2, . . . , m}.
Let {πj }, (1  j  m), be the stationary distribution of the chain and T = (π1, π2, . . . , πm)
its stationary probability vector. As noted earlier, for all regular Markov chains, for all j ∈ S,
limn→∞ P [Xn = j ] = πj . For all irreducible chains (including periodic chains), if for some
k  0, pj (k) = P [Xk = j ] = πj for all j ∈ S, then P [Xn = j ] = πj for all n  k and all j ∈
S.
Let Tij be the first passage time random variable from state i to state j , i.e. Tij = min{n 
1 such that Xn = j given that X0 = i}. (In some writings this random variable is given a super-
script + to denote that the minimum is taken over n  1 rather than n  0. This distinction is only
of interest when i = j . In this case, we consider Tii to be the “first return to state i” as opposed
to the “first hitting time of state i”). Let M = [mij ] be the matrix of the mean first passage times
from state i to state j , i.e. mij = E[Tij |X0 = i] for all i, j ∈ S.
Observe that the irreducibility of the Markov chain ensures that the Tij are all proper random
variables [7, Theorem 5.3.6]. Further, under the finite state space restriction, all the moments of
Tij are finite [8, Theorem 7.3.1]. (It is possible, in the presence of null states in the case of an
infinite state space, for mii = +∞.)
Once the Markov chain “achieves stationarity”, at say step n, the distribution of Xn can be
assumed to be the stationary distribution, i.e. P [Xn = j ] = πj for each j ∈ S. If that is the case,
then it easy to show that, for all k  n, P [Xk = j ] = πj for each j ∈ S.
Definition 2.1 (T , the “time to mixing” in a Markov chain). Let Y be a random variable whose
probability distribution is the stationary distribution {πj }. We shall say that the Markov chain
{Xn}, “reaches stationarity”, or achieves “mixing”, at time T = k, when Xk = Y for the smallest
such k  1.
Thus, we first sample from the stationary distribution {πj } to determine a value of the random
variable Y , say Y = j . We then observe the Markov chain, starting at a given state i and achieve
“mixing” at time T = n when Xn = j for the first such n  1, i.e., conditional upon Y = j, T =
Tij , the first passage time from state i to state j , (or return to state j when i = j). The finite state
space restriction, under irreducibility conditions, ensures the finiteness of the “mixing time” (a.s),
with a finite expectation.
Theorem 2.1. The expected time to mixing, starting at state i, ηi = ∑mj=1 mijπj .
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Proof
E[T ]=EY (E[T |Y ]) =
m∑
j=1
E[T |Y = j ]P [Y = j ]
=
m∑
j=1
E[Tij |X0 = i]πj =
m∑
j=1
mijπj . 
This statistic has been used in the past as a possible “mixing” variable (see [1,11]).
There are alternative ways that “mixing times” can be introduced. The concept of (discrete)
“entropy” is one such way. For an irreducible Markov chain {Xn}, and pj (n) = P {Xn = j} and
stationary distribution {πj }, define the entropy
E(n) = −
∑
j
pj (n) log
pj (n)
πj
.
It can be shown that for m  1, E(n + m)  E(n), with equality if and only if pj (n) = πj for all
j . Hence the “mixing time” is just the minimal integer such that the equality holds. This justifies
the view that the “mixing time” is really the “time to stationarity”.
One of the key properties is that ηi = ∑mj=1 mijπj is independent of i, the starting state. Before
we prove this result we consider first the derivation of ηi for a given finite irreducible Markov
chain.
It is well known [8–10] that M = [mij ], the matrix of the mean first passage times, satisfies
the matrix equation
(I − P)M = E − PMd, (2.1)
where if eT = (1, 1, . . . , 1), E = eeT = [1], Md = [δijmij ], a diagonal matrix with elements the
diagonal elements of M .
All known general procedures for finding mean first passage times involve the determination
of either matrix inverses or generalised inverses (g-inverses). The following theorem summarises
techniques for determining M . If D ≡ Md then D = (d)−1 where  = eT.
Theorem 2.2. If G is any g-inverse of I − P,H = G(I −) and C = I − H
(i) M = [G− E(G)d + I − G + EGd ]D, (2.2)
(ii) M = [EHd − H + I ]D, (2.3)
(iii) M = [C − ECd + E]D. (2.4)
Proof. Result (2.2) appears in [8,9], (2.3) follows from (2.2), while (2.4) appears in [6]. 
The advantages of the alternative expressions (2.3) and (2.4) is that we can deduce simple
elemental forms of mij direct from these results.
Corollary 2.2.1. If C = [cij ], H = [hij ] and G = [gij ] then
(i) mij = (cij − cjj + 1)/πj , for all i, j, (2.5)
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(ii) mij = (hjj − hij + δij )/πj =
{
1/πj , i = j,
(hjj − hij )/πj , i /= j, (2.6)
(iii) mij = ([gjj − gij + δij ]/πj ) + (gi· − gj ·), for all i, j. (2.7)
Let us define the “mixing matrix” L = [lij ] = [mijπj ] so that
L = M(Md)−1. (2.8)
From (2.1), since E(Md)−1 = ,
(I − P)L = − P. (2.9)
Further, from Theorem 2.2, we have the following matrix expressions for L.
Theorem 2.3. Let G be any g-inverse of I − P,H = G(I −) and C = I − H then
(i) L = G− E(G)d + I − G + EGd, (2.10)
(ii) L = EHd − H + I, (2.11)
(iii) L = C − ECd + E. (2.12)
Using the above results we have the following elemental expressions for lij .
Corollary 2.3.1. If C = [cij ], H = [hij ] and G = [gij ] then, for all i, j,
(i) lij = cij − cjj + 1, (2.13)
(ii) lij = hjj − hij + δij , (2.14)
(iii) lij = gjj − gij + (gi. − gj.)πj + δij . (2.15)
The aforementioned results are all based upon the knowledge of an appropriate g-inverse of
I − P . We refer the reader to [8,9] for a summary of the relevant background material. See also
[6,13,14] for special g-inverses.
Define  = Le. Thus T = (η1, η2, . . . , ηm). From (2.9), since e = eTe = e and P e = e,
(I − P) = 0. (2.16)
Eq. (2.16) and the irreducibility of the finite state Markov chain with transition matrix P implies
[8, Theorems 6.1.5 and 6.1.6] that  is the right eigenvector corresponding to the eigenvalue λ = 1
and thus  = ηe, for some η. Thus ηi = η for all i = 1, 2, . . . , m.
The following theorem gives various expressions for η.
Theorem 2.4. If G = [gij ] is any g-inverse of I − P,H = G(I −), C = I − H and gj. =∑m
k=1 gjk, then
η = 1 +
m∑
j=1
(gjj − gj.πj ). (2.17)
Further,
η = 1 + tr(G) − tr(G) = 1 + tr(H) = m + 1 − tr(C). (2.18)
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In particular,
η = tr(Z) = 1 + tr(A#), (2.19)
where Z is the fundamental matrix and A# is the group inverse of I − P.
Proof. Eq. (2.17) follows upon summing the expressions in (2.15) since, for all i, η = ηi =∑m
j=1 lij and noting that
∑m
j=1 gij = gi· and
∑m
j=1 πj = 1.
The expressions (2.18) follow upon observing tr(H) = ∑mj=1 hjj = tr(G) − tr(G). These
results also follow from Theorem 2.3 by observing that He = 0, Ce = e and tr(C) = eTCde. Eq.
(2.19) follows by noting that Ze = e or Z =  [8, Theorem 7.3.7] with tr() = ∑mj=1 πj =
1. 
This ‘classical’ result has appeared in the literature in various forms. In particular it follows from
Theorem 4.4.10 of [10] and Theorem 7.3.8 of [8]. It has been termed the “random target lemma”
[11] and it appears in Corollary 14 and Lemma 29 of [1, Chapter 2]. Even with these appearances
its full potential has not been exploited. Its use in providing an indication as to whether or not the
stationary distribution of a given Markov chain will be sensitive to perturbations is covered later
in this paper in Section 5.
3. Special cases
Example 3.1 (Two-state Markov chains). Let P =
[
p11 p12
p21 p22
]
=
[
1 − a a
b 1 − b
]
with 0  a  1, 0 
b  1, be the transition matrix of a two-state Markov chain with state space S = {1, 2}. Let
d = 1 − a − b.
If −1  d < 1, the Markov chain is irreducible with a unique stationary distribution given by
π1 = b1 − d , π2 =
a
1 − d .
If −1 < d < 1, the Markov chain is regular and this stationary distribution is in fact the limiting
distribution. If d = 1, there is no unique stationary distribution (with both states absorbing), while
if d = −1 the Markov chain is irreducible periodic, period 2.
For this chain the mean first passage time matrix is given by M =
[ 1−d
b
1
a
1
b
1−d
a
]
[8, p. 135]. Thus
the “mixing” matrix L =
[
1 11−d
1
1−d 1
]
, provided −1  d < 1.
This implies that
η = 1 + 1
1 − d = 1 +
1
a + b . (3.1)
In the case of independent trials, P =
[
1 − a a
1 − a a
]
so that b = 1 − a and d = 0 with η = 2.
Theorem 3.1. For all two-state irreducible Markov chains, η  1.5.
Proof. From Eq. (3.1), for −1  d < 1, 1.5  η < ∞. 
The minimum value of η = 1.5 occurs when d = −1 (periodic, period 2 Markov chain).
Arbitrarily large values of η occur as d → 1, or equivalently when both a → 0 and b → 0, so
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that the chain is approaching the situation when both states are absorbing and the chain is close
to being reducible.
Example 3.2 (Three-state Markov chains). Let
P =

p11 p12 p13p21 p22 p23
p31 p32 p33

 =

1 − a2 − a3 a2 a3b1 1 − b1 − b3 b3
c1 c2 1 − c1 − c2


be the transition matrix of a Markov chain with state space S = {1, 2, 3}.
Let 1 ≡ b3c1 + b1c2 + b1c1, 2 ≡ c1a2 + c2a3 + c2a2, 3 ≡ a2b3 + a3b1 + a3b3,  ≡
1 + 2 + 3.
The Markov chain, with the above transition matrix, is irreducible (and hence a stationary
distribution exists) if and only if 1 > 0, 2 > 0, 3 > 0.
It is easily shown that the stationary probability vector is (π1, π2, π3) = 1 (1,2,3), the
mean first passage time matrix is
M = [mij ] =



1
a3+c1+c2
2
a2+b1+b3
3
b3+c1+c2
1

2
b1+a2+a2
3
c2+b1+b3
1
c1+a2+a3
2

3

 ,
and the matrix of ‘mixing times’ are
L = [mijπj ] = 1


  a3 + c1 + c2 a2 + b1 + b3b3 + c1 + c2  b1 + a2 + a2
c2 + b1 + b3 c1 + a2 + a3 

 .
The common row sums of L lead to the expected “time to mixing” as
η = 1 + ([a2 + a3 + b1 + b3 + c1 + c2]/). (3.2)
Note that in all cases 0 < a2 + a3  1, 0 < b1 + b3  1, 0 < c1 + c2  1 (since, for example,
if a2 + a3 = 0, p11 = 1 and state 1 is absorbing).
Case 1: “Minimal period 3”
Let P =

0 1 00 0 1
1 0 0

 (i.e. a2 = b3 = c1 = 1) implying that the Markov chain is periodic, period 3,
with transitions occurring 1 → 2 → 3 → 1 · · ·
Then 1 = 2 = 3 = 1,  = 3, leading to η = 2.
Case 2: “Period 2”
Let P =

 0 1 0b1 0 b3
0 1 0

 (i.e. a2 = 1, b1 + b3 = 1, c2 = 1) implying once again that the Markov
chain is periodic period 2 (with transitions alternating between the states {1, 3} and {2}).
Then 1 = b1, 2 = 1, 3 = b3,  = 2, leading to η = 2.5.
Case 3: “Constant movement”
Let P =

 0 a2 a3b1 0 b3
c1 c2 0

 (i.e. a2 + a3 = 1, b1 + b3 = 1, c1 + c2 = 1), implying that the Markov
chain is irreducible. Observe that each step the chain does not remain at the state but moves to
one of the other states. The Markov chain is regular if 0 < a2 < 1, 0 < b3 < 1, 0 < c1 < 1.
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Now 1 = 1 − b3(1 − c1), 2 = 1 − c1(1 − a2), 3 = 1 − a2(1 − b3), and  = 3 − b3(1 −
c1) − c1(1 − a2) − a2(1 − b3). Thus
η = 1 + 3
3 − b3(1 − c1) − c1(1 − a2) − a2(1 − b3) . (3.3)
Lemma 3.1. If κ ≡ x(1 − y) − y(1 − z) − z(1 − x) where 0  x  1, 0  y  1, 0  z  1,
then
0  κ  1. (3.4)
Proof. Observe thatκ = x{1 − y + y(1 − z)} + (1 − x){y(1 − z) + z} ≡ xα + (1 − x)β where
α = 1 − yz and β = y(1 − z) + z. Since 0  α  1 and 0  β  1, it follows that 0  κ 
{x + 1 − x}max(α, β) = 1, and (3.4) follows. 
Applying Lemma 3.1 to (3.3) shows that 2  η  2.5.
The minimal value of 2 occurs when a2 = b3 = c1 = 1, and this case reduces to the “period 3”
Case 1 above. Further observe that when a2 = b3 = c1 = 0 this case again reduces to a periodic,
“period 3” chain with transitions 1 → 3 → 2 → 1 · · ·
When a2 = b3 = c1 = 1/2, η = 2 13 .
The maximal value of 2.5 occurs when any pair of (a2, b3, c1) take the values 0 and 1, say
a2 = 1, c1 = 0 when this case reduces to the “period 2” Case 2 above.
For the regular case 2 < η < 2.5.
Case 4: “Independent”
Let P =

1 − a2 − a3 a2 a31 − a2 − a3 a2 a3
1 − a2 − a3 a2 a3

, implying that the Markov chain is equivalent to independent trials
on the state space S = {1, 2, 3}.
Observe that 1 = 1 − a2 − a3, 2 = a2, 3 = a3,  = 1, implying η = 3.
Case 5: “Cyclic drift”
Let P =

1 − a a 00 1 − b b
c 0 1 − c

, with 0 < a < 1, 0 < b < 1, 0 < c < 1, implying that the Markov
chain is regular. Observe that at each transition the chain either remains in the same state i or
moves to state i + 1 (or 1 if i = m).
Now  = bc + ca + ab and thus
η = 1 + a + b + c
bc + ca + ab .
Note that 0 < a + b + c < 3 and 0 < bc + ca + ab < 3.
When a + b + c → 3 then bc + ca + ab → 3 and η → 2 (as in Case 1).
When a + b + c → 0 then bc + ca + ab → 0 but the behaviour of η depends upon the rates
of convergence.
Let a = b = c = ε, then η = 1 + 1
ε
and 2 < η < ∞ where the lower bound is achieved in the
periodic, non-regular case (ε = 1) as in Case 1 and the arbitrary large values of η occur as ε → 0
when the Markov chain is approaching the reducible situation with all states absorbing.
J.J. Hunter / Linear Algebra and its Applications 417 (2006) 108–123 115
What is emerging is that if the Markov chain has states where it resides for a large number of
transitions, i.e. there is little movement, then the mixing time or time to stationarity can become
excessively large.
We conclude with a final case to illustrate that one can achieve a slower rate of mixing (i.e.
a faster speed of divergence of η) than that given above, when the Markov chain has possible
transitions from any state to any other state. Also the lower bound for η is greater than that achieved
by the periodic, period 3, chain.
Case 6: “Constant probability state selection”
Let P =


1 − a a2 a2
b
2 1 − b b2
c
2
c
2 1 − c

 where 0 < a < 1, 0 < b < 1, 0 < c < 1.
This chain is regular with 1 = 3bc/4, 2 = 3ca/4, 3 = 3ab/4,  = 3(bc + ca + ab)/4,
implying
η = 1 + 4(a + b + c)
3(bc + ca + ab) .
With a = b = c = ε, η = 1 + 43ε so that 2 13 < η < ∞. The lower bound is approached as ε → 1(with the Markov chain approaching the special case of a2 = b3 = c1 = 1/2 as in Case 3).
In every three-state example that we have considered η is always 2. We can in fact verify
that this is true in general.
Theorem 3.2. For all three-state irreducible Markov chains, η  2.
Proof. From Eq. (3.2), η  2 ⇔   a2 + a3 + b1 + b3 + c1 + c2 ⇔ 0  a2(1 − c1 − c2) +
c1(1 − b1 − b3) + b3(1 − a2 − a3) + a3(1 − c2) + c2(1 − b1) + b1(1 − a3).
Since for each three-state Markov chain all the individual terms in the above inequality are
non-negative, the conclusion follows. 
Observe that η = 2 is achieved by Case 1, “the minimal period 3” case.
4. General results for the expected times to mixing
Based upon our observations of the behaviour of η for two-state and three-state Markov chains,
it appears that the minimal value of η occurs for finite irreducible m-state Markov chains when
the chain is periodic with period m. While other periodicities are possible between sets of states
of the chain, this type of periodicity does not achieve the minimal value of η (cf. Cases 1 and 2
of the three-state chain).
Theorem 4.1. For an irreducible m-state periodic, period m, Markov chain, the expected time
to mixing is given by
η = m + 1
2
. (4.1)
Proof. With out loss of generality, the states can be ordered such that transitions take place in the
cyclic order 1 → 2 → · · · m − 1 → m → 1 → · · · Thus the transition probabilities are p12 = 1,
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p23 = 1, . . . , pm−1,m = 1, pm,1 = 1. The stationary distribution is given by π1 = π2 = · · · =
πm = 1/m.
The cyclic nature of the transitions allows an easy determination of the mean first passage time
matrix as
M =


m 1 2 . m − 2 m − 1
m − 1 m 1 . m − 3 m − 2
m − 2 m − 1 m . m − 4 m − 3
. . . . . .
2 3 4 . m 1
1 2 3 . m − 1 m


and the “mixing matrix” L = [mijπj ] = (1/m)M .
The expected time to mixing, η = ∑mj=1 mijπj = ( 1m)∑mi=1 i = 1m · m(m+1)2 = m+12 . 
Theorem 4.1 in fact provides the minimal bound for η.
Theorem 4.2. For any irreducible m-state Markov chain with expected time to mixing η,
η  m + 1
2
. (4.2)
Proof. Since the Markov chain is irreducible, the eigenvalues of the transition matrix P , λi
(i = 1, 2, . . . , m) are such that |λi |  1 with λ1 = 1. It is easily established (see [2], or [18]) that
the eigenvalues of Z are given by 1, 1/(1 − λi) for i = 2, . . . , m.
Since the eigenvalues of a matrix A with real elements are found as the roots of the characteristic
equation det(A − λI) = 0, a polynomial with real coefficients, they can be complex numbers lying
within or on the unit circle. The irreducibility implies that there is only a single root λ1 = 1. If
any roots appear on the unit circle |λ| = 1 they must appear as a root of unity and be associated
with a single periodic chain whose periodicity cannot exceed m. Any complex root λ appearing
must be associated with its complex conjugate λ¯. For this pair of roots 11−λ + 11−λ¯  1 since
(1 − λ)(1 − λ¯)  0 and λλ¯ = |λ|2  1. If a root λ is real then −1  λ < 1 and 11−λ  12 . The
only root that can possibly appear at −1 would be associated with a chain with an even period.
Consequently, taking the real roots individually (counting multiplicities if present) and complex
roots in pairs, we have from (2.19) that
η = tr(Z) = 1 +
m∑
i=2
1
1 − λi  1 +
m − 1
2
= m + 1
2
.
This result was deduced in [18] under the assumption that all the eigenvalues of P are
real. 
Theorem 4.2 is a generalisation of Theorem 3.1 (m = 2) and Theorem 3.2 (m = 3).
We found earlier that independent trials give a larger expected time to mixing than for periodic
chains. The following theorem provides a general result.
Theorem 4.3. For an irreducible m-state Markov chain consisting of independent trials, the
expected time to mixing is given by
η = m. (4.3)
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Proof. For independent trials, each row of the transition matrix is the same and equivalent to the
stationary probability vector T, so that P = eT = . We can compute L using any g-inverse
of I − P , so take G = Z = [I − P +]−1 = I . From (2.19), η = tr(Z) and (4.3) follows. 
We generalise the three-state model, Case 6, to obtain an indication of the mixing speeds for
chains close to reducibility.
Example 4.1 (Constant probability state selection). Consider the m-state chain with transition
probabilities pii = 1 − ε, and pij = ε/(m − 1) for j /= i, i = 1, 2, . . . , m. It is easy to see that
P = (1 − ε)I + ε
m − 1 (E − I ) =
(
1 − mε
m − 1
)
I + ε
m − 1E.
By symmetry it is easy to deduce that  = 1
m
E so that I − P + = mε
m−1I +
{
1
m
− ε
m−1
}
E.
By multiplication, it is easy to verify that Z = [I − P +]−1 = m−1
mε
I +
{
1
m
− m−1
m2ε
}
E.
From Theorem 2.4, η = tr(Z) =
{
m−1
mε
}
m +
{
1
m
− m−1
m2ε
}
m = 1 + (m−1)2
mε
.
These results extend the two-state case (with a = b = ε) and the three-state case (Case 6).
Example 4.2 (Cyclic drift). Consider the m-state chain with transition probabilities pii = 1 − εi ,
and pi,i+1 = εi for i = 1, 2, . . . , m (with i + 1 = 1 when i = m). Since η = ηi = ∑mj=1 mijπj
is independent of i, we evaluate η by finding η1 directly.
The stationary equations are π1ε1 = π2ε2 = · · · = πmεm which together with ∑mi=1 πi = 1
lead to
πk = 1
/
εk
(
m∑
i=1
1
εi
)
, k = 1, 2, . . . , m.
Observe that m1j = ∑j−1k=1 mk,k+1, j = 2, 3, . . . , m, since T1j = ∑j−1k=1 Tk,k+1 where Tk,k+1 is
the number of steps to reach state k + 1 starting in state k. T1,2 is a geometric random variable
with mean m12 = 1/ε1, and in general mk,k+1 = 1/εk , k = 1, 2, . . . , m − 1.
Thus m1j = ∑j−1k=1(1/εk), j = 2, 3, . . . , m, with m11 = 1/π1 = ε1∑mi=1(1/εi).
Consequently
η = η1 =
m∑
j=1
m1jπj =1 +


m∑
j=2
j−1∑
k=1
1
εj εk


/(
m∑
i=1
1
εi
)
=1 +


∑
k<j
1
εkεj


/(∑
i
1
εi
)
.
It is easily verified that for m = 2, η = 1 +
(
1
ε1ε2
)/(
1
ε1
+ 1
ε2
)
= 1 + 1
ε1+ε2 , leading to the gen-
eral result for two-state chains given by (3.1) with a = ε1 and b = ε2.
Similarly for m = 3, η = 1 +
(
1
ε1ε2
+ 1
ε1ε2
+ 1
ε2ε3
)/(
1
ε1
+ 1
ε2
+ 1
ε3
)
= 1 + ε1+ε2+ε3
ε1ε2+ε2ε3+ε3ε1 ,
leading to the general result for three-state chains with cyclic drift (Case 5 with a = ε1, b = ε2,
and c = ε3).
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5. General perturbations and mixing times
Consider perturbing P = [pij ], the transition matrix of a finite irreducible, m-state Markov
chain, to P = [p¯ij ] = P + E, which we assume is also an irreducible transition matrix with the
same state space S = {1, 2, . . . , m}. E = [εij ] is the matrix of perturbations with the property that∑m
j=1 εij = 0 for all j = 1, 2, . . . , m. Let T = (π1, π2, . . . , πm) and ¯T = (π¯1, π¯2, . . . , π¯m) be
the stationary probability vectors for the respective Markov chains and let mij be the mean first
passage time (return time when i = j) from state i to state j in the initial chain.
We wish to pursue the relevance of the expected time to mixing, η, to the overall perturbation
bounds for the stationary distribution of a Markov chain.
We use the following notation: The 1-norm ‖v‖1 of a vector v is the absolute entry sum and
the ∞-norm of ‖B‖∞ of a matrix B is its maximum absolute row sum.
Some preliminary results: Let N = [nij ] = [(1 − δij )mijπj ] = L − I . It has been shown [5]
that, for each fixed index j (1  j  m),
|πj − π¯j |  ‖E‖∞2 maxi /=j {nij }. (5.1)
This leads to bounds for the relative and absolute differences between πj and π¯j (also given in
[4])
(i)
∣∣∣∣πj − π¯jπj
∣∣∣∣  ‖E‖∞2 maxi /=j {mij },
(ii) |πj − π¯j |  ‖E‖∞2
maxi /=j {mij }
mjj
,
where ‖E‖∞ = max1km∑ml=1 |εkl |.
Theorem 5.1. For all irreducible m-state Markov chains undergoing a general perturbation
E = [εij ],
‖ − ¯‖1  (η − 1)‖E‖∞. (5.2)
Proof. In [5], it was shown that for each j = 1, 2, . . . , m,
πj − π¯j =
∑
i /=j
αinij where αi =
m∑
k=1
πkεki .
Consequently
‖ − ¯‖1 =
m∑
j=1
|πj − π¯j | 
m∑
j=1
m∑
i=1,i /=j
m∑
k=1
π¯k|εki |nij
=
m∑
i=1
m∑
j=1,j /=i
m∑
k=1
π¯k|εki |nij
=
m∑
k=1
π¯k
{
m∑
i=1
|εki |
}

m∑
j=1,j /=i
nij

 .
Since nii = 0, ∑mj=1,j /=i nij = ∑mj=1,j /=i lij = η − 1.
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Further
∑m
k=1 |εki |  ||E|| = max1im
∑m
k=1 |εki | and (5.2) follows. 
Corollary 5.1.1. Under the conditions of Theorem 5.1,
‖ − ¯‖1  tr(A#)‖E‖∞ = {tr(Z) − 1}‖E‖∞, (5.3)
where Z is the fundamental matrix and A# the group inverse of I − P.
Proof. Follows from Theorem 2.4, since, η − 1 = tr(Z) − 1 = tr(A#). 
These are new results. A summary of the existing 1-norm perturbation bounds is given in [3].
In particular the following bounds are highlighted:
(See [15]): ‖ − ¯‖1  ‖Z‖∞‖E‖∞, (5.4)
(See [12]): ‖ − ¯‖1  ‖A#‖∞‖E‖∞. (5.5)
(Alternative 1-norm bounds have been given in [16,17] in terms of ergodicity coefficients but they
are not considered here).
It is shown in [3] that ‖A#‖∞ − 1  ‖Z‖∞  ‖A#‖∞ + 1.
There does not appear to be any universal inequality between the trace of a matrix and its
∞-norm even when, for example, as in the case of Z the row sums are 1, or in the case of A# the
row sums are 0.
We can however show that (5.3) is an improvement over both (5.4) and (5.5) in special cases.
Example 5.1 (Two-state Markov chains). With the notation introduced in Example 3.1, it can be
shown, (see [8, p. 135]) that the fundamental matrix Z = [I − P +]−1 is given by
Z = 1
1 − d
[
b + a1−d a − a1−d
b − b1−d a + b1−d
]
,
provided −1 < d < 1 where d = 1 − a − b. Since  = 11−d
[
b a
b a
]
, the group inverse A# =
Z − = 1
(1−d)2
[
a −a
−b b
]
.
Now
tr(A#) = a + b
(1 − d)2 =
1
1 − d , ‖A
#‖∞ = max
{
2a
(1 − d)2 ,
2b
(1 − d)2
}
and
‖Z‖∞ = 1
(1 − d)2 max{b(1 − d) + a + a|d|, a(1 − d) + b + b|d|}.
Thus tr(A#) < ‖A#‖∞ ⇔ 12 (1 − d) = 12 (a + b) < max(a, b) which is satisfied if a /= b.
Further tr(A#) < ‖Z‖∞ ⇔ 0 < max{a|d| − bd, b|d| − ad} which is satisfied (by considering
the cases d > 0 and d < 0) provided d /= 0 (in which case equality is achieved).
Example 5.2 (Three-state Markov chains). With the notation introduced in Example 3.2, the
transition matrix of a general three-state
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Markov chain can be expressed as
P =

1 − a2 − a3 a2 a3b1 1 − b1 − b3 b3
c1 c2 1 − c1 − c2

 .
It can be shown that every g-inverse of I − P can be expressed (see [8,9]) as
G(t, u) = [I − P + tuT]−1, where Tt /= 0, uTe /= 0.
For the above three-state Markov chain G(t, u) can be expressed as follows:
Let 1 = b3c1 + b1c2 + b1c1, 2 = c1a2 + c2a3 + c2a2, 3 = a2b3 + a3b1 + a3b3,  =
1 + 2 + 3, and (t, u) = (1t1 + 2t2 + 3t3)(u1 + u2 + u3), then
G(t,u) = 1
(t, u)

1 2 31 2 3
1 2 3

+ t1u1
(t, u)

0 0 00 c1 + c2 b3
0 c2 b1 + b3


+ t1u2
(t, u)

0 −(c1 + c2) −b30 0 0
0 −c1 b1

+ t1u3
(t, u)

0 −c2 −(b1 + b3)0 c1 −b1
0 0 0


+ t2u1
(t, u)

 0 0 0−(c1 + c2) 0 −a3
−c2 0 a2

+ t2u2
(t, u)

c1 + c2 0 a30 0 0
c1 0 a2 + a3


+ t2u3
(t, u)

 c2 0 −a2−c1 0 −(a2 + a3)
0 0 0

+ t3u1
(t, u)

 0 0 0−b3 a3 0
−(b1 + b3) −a2 0


+ t3u2
(t, u)

 b3 −a3 00 0 0
−b1 −(a2 + a3) 0

+ t3u3
(t, u)

b1 + b3 a2 0b1 a2 + a3 0
0 0 0

 .
Now G(e, ) = Z and, since (e, ) = , = 1

1 2 31 2 3
1 2 3

 and
A# = Z − = 1
2

 0 0 0−(c1 + c2 + b3) c1 + c2 + a3 b3 − a3
−(c2 + b1 + b3) c2 − a2 a2 + b1 + b3


+2
2

c1 + c2 + b3 −(c1 + c2 + a3) a3 − b30 0 0
c1 − b1 −(c1 + a2 + a3) a2 + a3 + b1


+3
2

b1 + b3 + c2 a2 − c2 −(a2 + b1 + b3)b1 − c1 a2 + a3 + c1 −(b1 + a2 + a3)
0 0 0

 . (5.6)
If one wishes to check whether the bound given by (5.3) is an improvement over (5.4) and/or
(5.5) then we need to determine conditions under which
η − 1 = tr(A#) < ‖A#‖∞ = max
1im
m∑
j=1
|a#ij |, (5.7)
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Table 1
Range of values for the bounds
η − 1 = tr(A#) ‖A#‖∞ ‖Z‖∞
Case 1 1.000 0.667 1.000
Case 2 1.500 1.250–2.000 1.250–1.500
Case 3 1.000–1.500 0.667–2.000 1.000–1.500
Case 4 2.000 1.333–2.000 1.000
Case 5 1.000–∞ 0.667–∞ 1.000–∞
Case 6 1.333–∞ 0.889–∞ 1.000–∞
Table 2
Range of ratios of the bounds
tr(A#)/‖A#‖∞ tr(A#)/‖Z‖∞ ‖A#‖∞/‖Z‖∞
Case 1 1.500 1.000 0.667
Case 2 0.750–1.200 1.000–1.200 1.000–1.333
Case 3 0.750–1.500 1.000–1.333 0.667–1.333
Case 4 1.000–1.500 2.000 1.333–2.000
Case 5 0.500–1.500 0.500–1.500 0.667–1.143
Case 6 0.500–1.500 0.500–2.000 0.889–1.333
or
η − 1 = tr(Z) − 1 < ‖Z‖∞ = max
1im
m∑
j=1
|zij |. (5.8)
We have explored various numerical computations, based upon (5.6) and the associated expres-
sion for Z, using Cases 1–6 of the three-state Markov chain, Example 3.2 (see Tables 1 and 2 for
a range of values and ratios for the bounds). For most of these cases there are parameter selections
that lead to situations where any of the three bounding functions: the η-bound η − 1, the A-norm
‖A#‖∞, or the Z-norm ‖Z‖∞, may provide a superior bound.
In Case 1 the A-norm is best. In Case 2 the Z-norm is always the best. In Cases 3 and 4 the
η-bound is always the worst. In Case 4 the Z-norm is the best. In these special cases the magnitude
of the differences between the bounds is never more than 1.000. In Case 5 there are situations
when either the η-bound or the A-norm are superior with the Z-norm typically providing an
inferior bound. There are situations however when the η-bound is a significant improvement over
the A-norm and/or the Z-norm. For example in Cases 5 and 6 there are examples where the η-
bound can give a reduction of as much as 50% of the magnitude of the bounds provided by either
the A-norm or the Z-norm. In Case 6, and in situations not covered by the special cases above,
any one of the three bounds can achieve a minimum. It appears that in those instances when the
mixing time is large, and the transition matrix contains at least one state where the chain resides
for a long time, that the η-bound can be substantially smaller than the other two bounds. It is of
course that in these cases where small perturbations can have a major effect. For Cases 1–4 the
η-norm is itself bounded and the perturbation effects are minimal.
General results regarding inequalities between these three bounds in a general setting do not
appear feasible. What is of importance however is that the computation of η does not necessarily
require the determination of either the fundamental matrix or the group inverse and its value has a
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direct interpretation and significance in determining the possible overall effects of perturbations
of the transition probabilities on the stationary probabilities.
If we extrapolate from the detailed analysis of the three-state Markov chain to a general finite
state irreducible Markov chain we can get a feel for the interpretation of the relevance of η
as a “mixing time” in relation to the overall effect on the differences between the stationary
probabilities when the transition probabilities are subjected to perturbations. While the overall
change will also depend on the magnitude of ‖E‖∞ = ‖P − P ‖∞, this is bounded and the mixing
time could play a dominant role. If the probabilities of remaining in any state are small (pii = 0
for all i in Cases 1–3) then η will be small, all the states are quickly visited, and any overall
perturbation effects will be minimal. The case of independent trials (Case 4) gives a fixed value
for η and any perturbation effects will be moderate. On the other hand if all (or some) of the pii
approach 1 (Cases 5 and 6 with ε close to 0) then η is large, with the chain residing in individual
states for lengthy periods before moving to another state, and any perturbation effects could be
significant. The effects on the individual stationary probabilities can be derived from (5.1).
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