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Abstract
Given a piecewise continuous function A : R+ → L(CN) and a projection P1 onto a subspace
X1 of CN , we investigate the injectivity, surjectivity and, more generally, the Fredholm properties
of the ordinary differential operator with boundary condition (u˙ + Au,P1u(0)). This operator acts
from the “natural” space W1,2
A
= {u: u˙ ∈ L2,Au ∈ L2} into L2 ×X1. A main novelty is that it is not
assumed that A is bounded or that u˙ + Au = 0 has any dichotomy, except to discuss the impact of
the results on this special case. We show that all the functional properties of interest, including the
characterization of the Fredholm index, can be related to the existence of a selfadjoint solution H of
the Riccati differential inequality HA+A∗H − H˙  ν(A∗A+H 2). Special attention is given to the
simple case when H = A+A∗ satisfies this inequality. When H is known, all the other hypotheses
and criteria are easily verifiable in most concrete problems.
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Given a locally bounded family A :R+ → L(CN) and a splitting CN = X1 ⊕ X2 with
corresponding projections P1 and P2, we investigate the existence and uniqueness of solu-
tions u in Sobolev and Sobolev-like spaces of the linear boundary value problem{
u˙+Au= f,
P1u(0)= ξ. (1.1)
When P1 = I and hence X1 = CN and X2 = {0}, this is the Cauchy problem much
discussed in the literature. However, even for this classical problem, the existence ques-
tion in spaces constraining the possible behavior of the solutions at infinity—such as
W 1,p(R+,CN)—is far from being resolved in great generality.
On the other hand, numerous concrete problems arise in the form (1.1) with P1 = I. For
instance, second order equations v¨ + Bv˙ + Cv = g with Dirichlet condition v(0) = ξ or
Neumann condition v˙(0) = ξ . When rewritten as first order systems, such equations have
the form (1.1) with N = 2M,CN = CM × CM,u = (v, v˙) and P1 the projection onto the
first (Dirichlet) or second (Neumann) factor. Also, the system{
u˙+Au= f,
Lu(0)= η, (1.2)
where L ∈ L(CN,CM) is surjective (but not necessarily a projection) is easily recast in the
form (1.1): choose X2 := kerL and let X1 denote an arbitrary direct complement of X2.
Given η ∈ CM, there is a unique ξ ∈ X1 such that Lξ = η and then Lu(0) = η if and only
if P1u(0) = ξ , thereby reducing (1.2) to (1.1). Nonlinear variants of (1.1) are discussed
in [20,27,28] under suitable assumptions about the asymptotic behavior of the coefficients
when t → ∞. A treatment of problems similar to (1.2) in the spirit of this paper, but on
bounded intervals, can be found in the recent text by Boichuck and Samoilenko [3].
From now on, we denote by DA the differential operator
DAu := u˙+Au (1.3)
and by ΛA,P1 the differential operator with boundary condition
ΛA,P1u :=
(
DAu,P1u(0)
)= (u˙+Au,P1u(0)), (1.4)
whenever these expressions make sense. With this notation, the system (1.1) may be rewrit-
ten as
ΛA,P1u= (f, ξ),
so that the existence or uniqueness of solutions for (1.1) can be phrased in terms of prop-
erties of the operator ΛA,P1 (surjectivity, injectivity or, more generally, Fredholmness).
For brevity, if p ∈ [1,∞] we set W 1,p :=W 1,p(R+,CN) and Lp := Lp(R+,CN), with
norms ‖ ·‖1,p and ‖ ·‖0,p, respectively. Occasionally, we shall also use the seminorm | · |1,2
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itly reflected in the notation, e.g., Lp(a, b), ‖ · ‖0,p,(a,b), etc. The euclidean inner product
and euclidean norm on CN are denoted by (·,·) and | · |, respectively, and the notation
| · | is also used for the induced operator norm. If H,K ∈ L(CN) are hermitian, H  0
is to be understood in the sense of the corresponding quadratic form and H K means
H −K  0. Likewise, if X is a subspace of CN then H |X  0 refers to the restriction
to X of the quadratic form defined by H . More generally, if B,C ∈ L(CN), B  C means
that the hermitian parts of B and C satisfy this inequality, that is, B + B∗  C + C∗ and
B|X  0 means (B +B∗)|X  0.
Given suitable pairs (U,V ) of function spaces, the existence of a solution u ∈ U of
DAu = f for every f ∈ V is discussed at length in Massera and Schäffer [17], where
the surjectivity of DA is linked to various definitions of dichotomy. (For convenience, the
concept of exponential dichotomy is briefly reviewed at the end of this section.) When A is
bounded, the relationship between exponential dichotomies and the Fredholm properties
of DA was clarified by Palmer [23,24]. Subsequently, Ben-Artzi et al. [1] obtained some
results regarding the invertibility of ΛA,P1; see the comments preceding Lemma 3.1.
To explain our contribution, recall that a well known differential inequality, going back
to the work of Malkin [16] and Maı˘zel’ [15], characterizes exponential dichotomies when
the coefficients are bounded. More precisely, DA has an exponential dichotomy if and only
if there is a bounded and locally Lipschitz continuous hermitian family H(t) such that1
HA+A∗H − H˙  νI, (1.5)
where ν > 0 is a constant (Daleckii and Krein [7], Coppel [5]; see also the more re-
cent accounts in Chicone and Latushkin [4] or Mitropolsky et al. [19]). If so, V (t, x) :=
(H(t)x, x) is a Lyapunov function which is strictly decreasing along the nontrivial solu-
tions of DAu= 0.
The central theme of this paper is that the “Riccati” variant of (1.5),
HA+A∗H − H˙  ν(A∗A+H 2), (1.6)
still with H hermitian and incidentally weaker than (1.5) when A and H are bounded,
is the actual differential inequality controlling the Fredholm and injectivity properties of
ΛA,P1 , irrespective of A or H being bounded or of DA having an exponential (or other) di-
chotomy. Anecdotally, the relationship between scalar Riccati differential inequalities and
a generalized concept of dichotomy has recently been discussed by Lizana and Muldowney
[14], without any apparent connection to the present work.
Of course, functional properties cannot be established without the specification of a
functional setting. As it turns out, classical Sobolev spaces are seldom the right choice:
The relevance of the Riccati inequality (1.6) can only be unearthed if the space W 1,2 is
replaced by the arguably more natural space W 1,2A := {u: u˙ ∈ L2, Au ∈ L2}. The properties
of this space are discussed in Section 2. For technical reasons, it is important not to confine
1 A and H are often called −A and −H in the literature.
576 J.R. Morris, P.J. Rabier / J. Differential Equations 225 (2006) 573–604attention to the case when A is continuous but, for other technical reasons, it is assumed
throughout and mostly for convenience that A is piecewise continuous.
In the first part of this work (Section 3), we establish the Fredholm and injectivity prop-
erties of ΛA,P1 :W
1,2
A → L2 ×X1 (Theorem 3.3) assuming only that (1.6) holds for some
hermitian H . Everything hinges upon an estimate for the solutions of ΛA,P1u = (f, ξ),
obtained by an argument of variational type (Lemma 3.2). If A is bounded and DA has an
exponential dichotomy, then W 1,2A = W 1,2 (Lemma 3.1), which explains why the W 1,2
setting is adequate in this case. Conversely, if A is bounded and W 1,2A ⊂ L2 (so that
W
1,2
A = W 1,2) and if (1.6) holds, then DA has an exponential dichotomy. There is no re-
quirement that H be bounded. Furthermore, results in W 1,p can then be obtained for all
p ∈ [1,∞] (Corollary 3.4). The condition W 1,2A ⊂ L2 is discussed in Theorem 2.3.
The criterion for the injectivity of ΛA,P1 is simply that H(0)|X2  0. Even when A is
bounded and DA has an exponential dichotomy with projection Π, this condition is more
readily verifiable than the (known; see Lemma 3.1) condition X2 ∩ rgeΠ = {0}, of little
practical value since rgeΠ can rarely be identified in nontrivial examples.
There are two ways to approach the existence of H satisfying (1.6) and, possibly,
H(0)|X2  0. First, some hermitian operator derived from A may work. The simplest ex-
ample arises with H =A+A∗, which already covers many otherwise nontrivial examples
(Corollary 3.5). If so, (1.6) becomes
A2 +A∗A− A˙ ν(A∗A+AA∗) (1.7)
and the injectivity condition H(0)|X2  0 amounts to A(0)|X2  0.
Alternatively, one may rely on global existence theorems for the solutions of H˙ −HA−
A∗H + νH 2 = −νA∗A. The right-hand side has the “wrong” sign for classical results
of this sort (Reid [29]), but more recent ones, notably by Knobloch and Pohl [10], are
applicable. However, the condition for existence turns out to be essentially a special case
of (1.7).
The second part (Section 4) brings an important complement to the first one: when
ΛA,P1 :W
1,2
A → L2 × X1 is Fredholm, its index depends upon dimX1 and dim kerDA,
where DA :W 1,2A → L2. In practice, kerDA is often difficult or impossible to identify when
N > 1. Under a mild additional assumption, we show that if H satisfies (1.6), then H(t) is
invertible for t large enough (Lemma 4.2) and that dim kerDA coincides with the number
d+(H) of positive eigenvalues of H(t) for t large enough (Theorem 4.3). Recall that this
number can be found without calculating the eigenvalues of H(t) (Jacobi’s criterion; see,
for instance, Lancaster and Tismenetsky [11, p. 296]).
If A is bounded and DA has an exponential dichotomy with projection Π , the relation
dim kerDA = d+(H) is equivalent to rank Π = d+(H), which gives another characteriza-
tion of rank Π (Corollary 4.4). This generalizes the main inertia theorem in the constant
case (Remark 4.2).
The third part (Section 5) addresses the surjectivity of the operator ΛA,P1 :W 1,2A →
L2 × X1, which is obtained via a regularity result (Lemma 5.3) from the injectivity of
Λ−A∗,P ∗2 :W
1,2
A∗ → L2 ×X⊥1 (Theorem 5.5). This also gives a characterization of the index
of ΛA,P slightly different from the one obtained in Section 4.1
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variants with RN replacing CN everywhere. These variants are not spelled out explicitly.
For completeness, we recall that the problem
DAu := u˙+Au= 0 (1.8)
is said to have an exponential dichotomy (on R+) if there are a projection Π and positive
constants K,L,α and β such that∣∣Φ(t)ΠΦ−1(s)∣∣Ke−α(t−s) for all t  s  0 (1.9)
and ∣∣Φ(t)(I −Π)Φ−1(s)∣∣Ke−β(s−t) for all s  t  0, (1.10)
where Φ(t) denotes the fundamental matrix of the system (1.8) satisfying Φ(0) = I . The
projection Π is said to be associated with the exponential dichotomy. For convenience, this
will be summarized by saying that DA has an exponential dichotomy with projection Π .
It is well known that the range of Π (though not Π itself) is uniquely determined, i.e.,
that if DA also has an exponential dichotomy with projection Π ′, then rgeΠ ′ = rgeΠ.
Conversely, if DA has an exponential dichotomy with projection Π and if Π ′ is a projec-
tion with rgeΠ ′ = rgeΠ , then DA has an exponential dichotomy with projection Π ′. Also,
rgeΠ coincides with the subspace of CN of those initial data x ∈ CN such that the solution
u(t) of DAu = 0, u(0) = x, is bounded. Then, by (1.9), u(t) tends to 0 exponentially as
t → ∞. In contrast, if x /∈ rgeΠ , (1.9) and (1.10) show that |u(t)| tends to ∞ exponen-
tially as t → ∞. For this and other standard properties of exponential dichotomies, see
Coppel [5] or Massera and Schäffer [17]. Relatively few new results about exponential di-
chotomies for ODEs have appeared since the mid 80s, but there is an expanding literature
about exponential dichotomies for infinite-dimensional evolution problems. For a modern
exposition in that spirit, see Chicone and Latushkin [4].
2. The space W 1,2A
Given A : R+ → L(CN) measurable, we define the space
W
1,2
A :=
{
u ∈D′: u˙ ∈ L2, Au ∈ L2},
where D′ is the space of distributions on R+ with values in CN and u˙ denotes the
derivative of u in the sense of distributions. Note that the condition u˙ ∈ L2 shows that
W
1,2
A ⊂ W 1,2loc (R+). In particular, the elements of W 1,2A are continuous functions on R+.
Given a projection Q : CN →⋂t0 kerA(t), we set for u ∈W 1,2A ,
‖u‖1,2,A :=
(∣∣Qu(0)∣∣2 + ‖u˙‖2 + ‖Au‖2 ) 12 . (2.1)0,2 0,2
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t0 kerA(t)= {0}, this reduces to ‖u‖1,2,A := (‖u˙‖20,2 +‖Au‖20,2)1/2, but there is
some value in not confining attention to this special case.
We shall establish a few properties of the space W 1,2A under a mild2 additional assump-
tion about A. Although spaces W 1,pA can be defined in a similar way for p ∈ [1,∞], we
shall make no use of such spaces when p = 2 and they are not discussed here for brevity.
As is customary, we shall say that A :R+ → L(CN) is piecewise continuous if there is
a partition of R+ into countably many consecutive nontrivial intervals In (open, semi-open
or closed) such that A|In is the restriction of a continuous function on I¯n. In particular, a
piecewise continuous A is locally bounded3 on R+. Note also that every point t0 ∈ R+ is
contained in the closure of an open interval J0 such that AJ¯0 is continuous (t0 may be an
endpoint of J0).
Theorem 2.1. Assume that A is piecewise continuous. Then, ‖ · ‖1,2,A is a norm on W 1,2A
and W 1,2A is a Hilbert space. Furthermore, W
1,2
A ↪→ C0(R+) (continuous embedding),
where C0(R+) is equipped with the topology of uniform convergence on the compact
subsets of R+, and different choices of the projection Q onto
⋂
t0 kerA(t) produce equiv-
alent norms.
Proof. That ‖ · ‖1,2,A is a norm is clear, except for the fact that ‖u‖1,2,A = 0 only if
u = 0. But if ‖u‖1,2,A = 0, then u˙ = 0 and Au = 0, so that u = u(0) is constant and
A(t)u(0) = 0 for every t  0 (note that this uses the piecewise continuity of A). Thus,
u(0) ∈⋂t0 kerA(t), so that u(0) = Qu(0). Since ‖u‖1,2,A = 0 also implies Qu(0) = 0,
it follows that u(0) = 0 and hence that u = 0. It is plain that ‖ · ‖1,2,A is induced by the
inner product (Qu(0),Qv(0))+ ∫
R+(u˙, v˙)+
∫
R+(Au,Av).
For the proof of the other items, we need some preliminaries. To begin with, there are
finitely many points t1, . . . , tk in R+ such that
⋂k
j=1 kerA(tj ) =
⋂
t0 kerA(t). This is
obvious if A(t) = 0 for all t  0. Otherwise, let t1  0 be such that A(t1) = 0, so that
dim kerA(t1) < N . If kerA(t1) ⊂ kerA(t) for all t  0, then ⋂t0 kerA(t) = kerA(t1),
which proves the claim with k = 1. Otherwise, there is t2  0 such that kerA(t1) 
kerA(t2), so that dim kerA(t1)∩ kerA(t2) < dim kerA(t1) < N . If kerA(t1)∩ kerA(t2)⊂
kerA(t) for all t  0, then
⋂
t0 kerA(t) = kerA(t1) ∩ kerA(t2), which proves the claim
with k = 2. Evidently, the procedure can be repeated and must stop after k N steps.
Let Zj denote some direct complement of kerA(tj ) and let Rj be any projection onto
rgeA(tj ), so that A(tj ) = RjA(tj ) and hence kerA(tj ) = kerRjA(tj ). Since each point
tj is contained in the closure of a bounded open interval Jj such that A|J¯j is continuous,
it follows that, after shrinking Jj if necessary, RjA(t)|Zj is an isomorphism of Zj onto
rgeA(tj ) for all t ∈ J¯j and that there is a constant cj > 0 such that
|x| cj
∣∣RjA(t)x∣∣, ∀x ∈Zj , ∀t ∈ J¯j . (2.2)
2 In concrete problems.
3 Actually, the local boundedness of A and the continuity of A|In suffices for all the results of this paper.
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projection onto Zj associated with the splitting CN = kerRjA(t)⊕Zj , so that Qj(tj ) is a
projection onto Zj and kerQj(tj )= kerRjA(tj )= kerA(tj ). From the explicit expression
Qj(t) = (RjA(t)|Zj )−1RjA(t), it is readily seen that Qj is continuous on J¯j . Also, by
(2.2) and since RjA(t)=RjA(t)Qj (t),∣∣Qj(t)x∣∣ cj ∣∣RjA(t)x∣∣ Cj ∣∣A(t)x∣∣, ∀x ∈ CN, ∀t ∈ Jj , (2.3)
where Cj := cj |Rj |.
We now introduce the t-independent projections on Zj
Q˜j := 1|Jj |
∫
Jj
Qj (t) dt. (2.4)
This definition is valid since Qj is continuous on J¯j and Jj is bounded, and it is trivial that
Q˜j is a projection onto Zj since the same thing is true of Qj(t) for all t ∈ Jj . Since Qj
is continuous at tj , it follows that |Q˜j −Qj(tj )| can be made arbitrarily small by further
shrinking Jj if necessary. Therefore, since the relation
⋂k
j=1 kerA(tj ) =
⋂
t0 kerA(t)
is just ⋂kj=1 kerQj(tj ) =⋂t0 kerA(t), it follows that kerQ ∩ (⋂kj=1 kerQj(tj )) = {0}
and hence that kerQ∩ (⋂kj=1 ker Q˜j )= {0} if the intervals Jj are chosen small enough. If
so,
[|x|] := |Qx| + k∑
j=1
|Q˜j x| (2.5)
is a norm on CN.
Now, let u ∈ W 1,2A be given. Since u ∈ W 1,2loc (R+), then u is continuous on R+ and
u(tj )= u(t)+
∫ tj
t
u˙(s) ds for every t  0, whence
Qj(t)u(tj )=Qj(t)u(t)+Qj(t)
tj∫
t
u˙(s) ds, ∀t ∈ Jj .
By integrating over Jj and using (2.4), it follows that for t ∈ J¯j ,
|Jj |Q˜ju(tj )=
∫
Jj
Qj (t)u(t) dt +
∫
Jj
Qj (t) dt
tj∫
t
u˙(s) ds,
and hence that
|Jj |
∣∣Q˜ju(tj )∣∣ ∫
J
∣∣Qj(t)u(t)∣∣dt + |Jj | 32 ‖Qj‖0,∞,Jj ‖u˙‖0,2,Jj .
j
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Jj
|Qj(t)u(t)|dt  Cj
∫
Jj
|A(t)u(t)|dt  Cj |Jj |1/2‖Au‖0,2,Jj . From the
above, this yields∣∣Q˜ju(tj )∣∣ Cj |Jj |− 12 ‖Au‖0,2,Jj + |Jj | 12 ‖Qj‖0,∞,Jj ‖u˙‖0,2,Jj . (2.6)
For t  0, write u(t) = u(tj ) +
∫ t
tj
u˙(s) ds. By applying Q˜j to both sides, we find
Q˜ju(t)= Q˜ju(tj )+
∫ t
tj
Q˜j u˙(s) ds. With (2.6), we obtain
∣∣Q˜ju(t)∣∣ Cj |Jj |− 12 ‖Au‖0,2,Jj + (|Jj | 12 ‖Qj‖0,∞,Jj + |t − tj | 12 |Q˜j |)‖u˙‖0,2,Jj .
Therefore, if [0, T ] is any interval containing all the intervals J¯j , 1 j  k, we have∣∣Q˜ju(t)∣∣ Cj |Jj |− 12 ‖Au‖0,2,(0,T ) + T 12 (‖Qj‖0,∞,T + |Q˜j |‖u˙‖0,2,(0,T )),
for all t ∈ [0, T ]. Also, u(t)= u(0)+ ∫ t0 u˙(s) ds, whence∣∣Qu(t)∣∣ ∣∣Qu(0)∣∣+ T 12 |Q|‖u˙‖0,2,(0,T ), ∀t ∈ [0, T ],
so that, by (2.5),[|u(t)|]CT (∣∣Qu(0)∣∣2 + ‖u˙‖20,2,(0,T ) + ‖Au‖20,2,(0,T )) 12 , ∀t ∈ [0, T ], (2.7)
where
CT :=
√
3 max
{
1,
k∑
j=1
Cj |Jj |− 12 , T 12
(
k∑
j=1
‖Qj‖0,∞,(0,T ) + |Q| +
k∑
j=1
|Q˜j |
)}
. (2.8)
From (2.7), maxt∈[0,T ][|u(t)|] CT ‖u‖1,2,A, which shows that the embedding W 1,2A ⊂
C0(R+) is continuous. In particular, the evaluation u ∈ W 1,2A → u(0) ∈ CN is continuous.
In turn, this implies at once that changing the projection Q in the definition of the norm
‖ · ‖1,2,A produces an equivalent norm.
We now pass to the completeness of W 1,2A . If (un) is a Cauchy sequence in W
1,2
A , the
continuity of the embedding W 1,2A ↪→ C0(R+) just proved above shows that (un) is uni-
formly convergent to some function u ∈ C0(R+) on the compact subsets of R+. Since (u˙n)
and (Aun) are Cauchy sequences in L2, there are w ∈ L2 and z ∈ L2 such that u˙n →w in
L2 and Aun → z in L2. Set v(t) := u(0)+
∫ t
0 w(s)ds. Since un(t) := un(0)+
∫ t
0 u˙n(s) ds,
it follows that un tends to v uniformly on the compact subsets of R+. This shows that
v = u. Thus, w = u˙, so that lim‖u˙n − u˙‖0,2 = 0. Next, Au = z (whence Au ∈ L2 and
lim‖A(un − u)‖0,2 = 0), because (Aun) tends to Au in L2(0, T ) since (un) tends to u in
L2(0, T ) for all T > 0 and A is locally bounded on R+.
At this stage, we have u ∈ W 1,2A and lim‖u˙n − u˙‖0,2 = lim‖A(un − u)‖0,2 = 0. Since
also Qun(0)→Qu(0), it follows that lim‖un − u‖1,2,A = 0. 
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⋂
t0 kerA(t) = {0} and hence Q = 0, not
only the evaluation map u ∈ W 1,2A → u(0) ∈ CN is continuous (which follows from
W
1,2
A ↪→ C0(R+)), but its norm is majorized by a constant depending only upon A(t)
for t in any chosen interval [0, T ] containing the intervals J¯1, . . . , J¯k of the proof.
Indeed, since
⋂k
j=1 kerA(tj ) = {0}, the norm of W 1,2A remains given by ‖u‖1,2,A :=
(‖u˙‖20,2 + ‖Au‖20,2)1/2 irrespective of how A(t) is modified for t > T . On the other hand,|u(0)|  c[|u(0)|] where c > 0 depends only upon the restriction of A(t) to the intervals
J¯1, . . . , J¯k (see (2.5) with Q= 0) and, from (2.7),[∣∣u(0)∣∣]CT (‖u˙‖20,2,(0,T ) + ‖Au‖20,2,(0,T )) 12 ,
where CT > 0 depends only upon the restriction of A(t) to the intervals J¯1, . . . , J¯k (see
(2.8) with Q = 0). Therefore, |u(0)|  cCT ‖u‖1,2,A no matter how A(t) is modified for
t > T and so the norm of the evaluation map u ∈ W 1,2A → u(0) ∈ CN remains bounded by
the same constant cCT irrespective of any such modification. This feature will be used in
the proof of Lemma 4.1.
Remark 2.2. Given u ∈W 1,2A , the relation u(t)= u(0)+
∫ t
0 u˙(s) ds yields |u(t)| |u(0)|+√
t‖u˙‖0,2. As a result, |u(t)|/
√
t + 1 is bounded.
Remark 2.3. When T > 0, we may also consider the space W 1,2A ((0, T )) :=
{u ∈ D′((0, T )): u˙ ∈ L2((0, T )),Au ∈ L2((0, T ))}. When A is piecewise continuous, the
same arguments as above show that W 1,2A ((0, T )) is a Hilbert space for the norm
‖u‖1,2,A,(0,T ) :=
(∣∣QT u(0)∣∣2 + ‖u˙‖20,2,(0,T ) + ‖Au‖20,2,(0,T )) 12 ,
where now QT is any projection onto
⋂
t∈[0,T ) kerA(t), and that W
1,2
A ↪→ C0([0, T ]). In
particular, W 1,2A ((0, T ))⊂W 1,2((0, T )), whence W 1,2A ((0, T ))=W 1,2((0, T )) since the con-
tinuous embedding W 1,2((0, T )) ↪→W 1,2A ((0, T )) is obvious. The inverse mapping theorem
thus shows that the norms ‖ · ‖1,2,(0,T ) and ‖ · ‖1,2,A,(0,T ) are equivalent on W 1,2((0, T )).
Theorem 2.2. Assume that A is piecewise continuous. Then,
(i) C∞0 (R+) is dense in W 1,2A ,
(ii) the closure of C∞0 (R+) in W 1,2A is the space
◦
W
1,2
A := {u ∈W 1,2A : u(0)= 0}.
Proof. (i) It suffices to show that the functions of W 1,2A with compact support in R+ are
dense in W 1,2A . Indeed, such a function is in W 1,2((0, T )) for some T > 0 and vanishes at T .
It can then be approximated in W 1,2((0, T )) by functions of C∞0 ([0, T )). The result then
follows from the remark that the W 1,2 norm is stronger than the W 1,2A norm on functions
with support in [0, T ).
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shows that u
t+1 ∈ L2: for T > 0, write
T∫
0
|u|2
(t + 1)2 =
T∫
0
d
dt
(
− 1
t + 1
)
|u|2  ∣∣u(0)∣∣2 + 2( T∫
0
|u|2
(t + 1)2
) 1
2
‖u˙‖0,2.
The integration by parts is justified since u ∈W 1,2((0, T )). This yields
( T∫
0
|u|2
(t + 1)2
) 1
2

∣∣u(0)∣∣+ 2‖u˙‖0,2;
then, let T → ∞.
Let now ϕ ∈ C∞0 (R+,R) be such that 0 ϕ  1, ϕ = 1 on [0,1] and Suppϕ ⊂ [0,2).
Set ϕn(t) := ϕ( tn ). Then, ddt (ϕnu) = ϕ˙nu + ϕnu˙ and it is plain that ϕnu˙ → u˙ in L2. We
claim that ϕ˙nu→ 0 in L2 (so that ddt (ϕnu)→ u˙ in L2). Indeed, ϕ˙nu= 0 in [0, n]∪[2n,∞),
so that
∣∣ϕ˙n(t)u(t)∣∣= 1
n
∣∣∣∣ϕ˙( tn
)
u(t)
∣∣∣∣ 2n+ 1n ‖ϕ˙‖0,∞ |u(t)|t + 1 χ(n,2n)
(use 1
n+1 <
2
t+1 for t ∈ [n,2n]). Since ut+1 ∈ L2, it follows that ϕ˙nu→ 0 in L2, as claimed.
Next, since A(ϕnu) = ϕnAu and Au ∈ L2, we have that A(ϕnu) → Au in L2. Alto-
gether, this shows that ϕnu → u in W 1,2A . This proves the desired result since ϕnu has
compact support.
(ii) If u is in the closure of C∞0 (R+) in W 1,2A , then u(0) = 0 by the continuity of the
evaluation map (Remark 2.1) and so u ∈ ◦W 1,2A . Conversely, let u ∈
◦
W
1,2
A be given. With ϕ
as in the proof of (i) above, write u = ϕu + (1 − ϕ)u. Then, ϕu ∈ W 1,20 ((0,2)) and hence
ϕu can be approximated in W 1,2((0,2)) by a sequence from C∞0 ((0,2)). Since the W 1,2
norm is stronger than the W 1,2A norm on functions with support in [0,2), such a sequence
also approximates ϕu in W 1,2A .
It remains to prove that (1−ϕ)u can be approximated in W 1,2A by functions of C∞0 (R+).
From (i), there is a sequence (vn)⊂ C∞0 (R+) such that lim‖vn − (1 − ϕ)u‖1,2,A = 0. Let
θ ∈ C∞(R+,R) be such that θ = 0 in [0, 12 ] and θ = 1 in [1,∞). Then, θvn ∈ C∞0 (R+) and
θ(1−ϕ)u= (1−ϕ)u, so that ‖θvn− (1−ϕ)u‖1,2,A = ‖θ [vn− (1−ϕ)u]‖1,2,A  Cθ‖vn−
(1 − ϕ)u‖1,2,A where Cθ > 0 is a constant. This shows that lim‖θvn − (1 − ϕ)u‖1,2,A = 0
and the proof is complete. 
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validity of this embedding. In Theorem 2.3 below, we denote by rA the function
rA(t) :=
{0, if A(t) is not invertible,
1
|A−1(t)| , if A(t) is invertible.
(2.9)
Theorem 2.3. Assume that A is piecewise continuous. Assume also that there are con-
stants  > 0 and δ > 0 such that ‖rA‖0,2,J  δ whenever J ⊂ R+ is an interval with
|J | . Then, W 1,2A ⊂ L2 and the embedding is continuous (and then W 1,2A ⊂ W 1,2, with
continuous embedding).
Proof. As a first step, we show that
◦
W
1,2
A ⊂ L2. Let u ∈
◦
W
1,2
A be given. Since |rAu| |Au|,
we have that u˙ ∈ L2 and rAu ∈ L2 (i.e., u ∈ L2(r2A dt)) and, by part (ii) of Theorem 2.2,◦
W
1,2
A is the closure of C
∞
0 (R+) in W
1,2
A . Thus, u is in the closure of C
∞
0 (R+) for the norm4
| · |1,2 +‖ · ‖L2(r2A dt). From Maz’ja [18, Theorem 2, p. 457], u ∈ L
2 and there is a constant
C > 0 independent of u such that ‖u‖0,2 C(|u|1,2 + ‖rAu‖0,2). As a result,
‖u‖0,2  C‖u‖1,2,A, ∀u ∈ ◦W 1,2A , (2.10)
after a suitable modification of C.
Now, let u ∈ W 1,2A be given. With ϕ as in the proof of part (i) of Theorem 2.2, write
u= ϕu+ (1 − ϕ)u, so that ϕu ∈ L2 and (1 − ϕ)u ∈ ◦W 1,2A . Then,
‖ϕu‖0,2  ‖u‖0,2,(0,2) (2.11)
and, from (2.10) with u replaced by (1 − ϕ)u,∥∥(1 − ϕ)u∥∥0,2  C∥∥(1 − ϕ)u∥∥1,2,A  C(∥∥(1 − ϕ)u˙∥∥0,2 + ‖ϕ˙u‖0,2 + ∥∥(1 − ϕ)Au∥∥0,2)
 C
(‖u‖1,2,A + ‖u‖0,2,(0,2)), (2.12)
after changing C in the last inequality if necessary. By (2.11) and (2.12), ‖u‖0,2 
C(‖u‖1,2,A +‖u‖0,2,(0,2)) with another constant C and ‖u‖0,2,(0,2)  2|u(0)| + 2‖u˙‖0,2 
(2eA + 2)‖u‖1,2,A, where eA > 0 is the norm of the evaluation map. This yields
‖u‖0,2  (C + 2eA + 2)‖u‖1,2,A,
which proves the continuity of the embedding W 1,2A ⊂ L2. 
It is readily checked that Theorem 2.3 is applicable if there is some constant γ > 0 such
that |A−1(t)| γ for a.e. t > 0 large enough, or if A is periodic and A(t0) is invertible for
some t0 > 0. There are of course alternatives to periodicity.
4 That this is a norm follows from Theorem 2.1 in the scalar case with A replaced by rA and the remark that
rA = 0 (so that
⋂
t0 ker rA(t)= {0}).
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⋂
t0 kerA(t)= {0} since nonzero constant functions are
not in L2. In particular, ‖u‖1,2,A = (‖u˙‖20,2 + ‖Au‖20,2)1/2.
3. Fredholm and injectivity properties
As in the introduction, A :R+ → L(CN) is a given mapping and CN = X1 ⊕ X2 is a
splitting with corresponding projections P1 and P2. The operators DA and ΛA,P1 are given
by (1.3) and (1.4), respectively.
Part (i) of Lemma 3.1 below, with A continuous and W 1,p and Lp replaced by BC1 and
BC (bounded C1 functions with bounded derivative and bounded continuous functions,
respectively) was first proved by Palmer [23]. See also Sacker [31], Rodrigues and Silveira
[30]. For p ∈ [1,∞), part (ii) and its converse is essentially [1, Theorem 1.1].
Lemma 3.1. Assume that A ∈ L∞ and that DA has an exponential dichotomy with projec-
tion Π . Then, for every p ∈ [1,∞] the following properties hold:
(i) The operator DA :W 1,p → Lp is surjective and dim kerDA = rankΠ.
(ii) The operator ΛA,P1 :W 1,p → Lp × X1 is Fredholm of index rankΠ − dimX1.
Furthermore, ΛA,P1 is one to one if and only if X2 ∩ rgeΠ = {0}. In particular,
ΛA,P1 is an isomorphism of W 1,p onto Lp ×X1 if and only if dimX1 = rankΠ and
X2 ∩ rgeΠ = {0}.
(iii) W 1,2 =W 1,2A .
Conversely, if A ∈ L∞ and there is p ∈ [1,∞] such that ΛA,P1 :W 1,p → Lp ×X1 is semi-
Fredholm, then DA has an exponential dichotomy.
Proof. (i) Given f ∈ Lp , set
u(t)=
t∫
0
Φ(t)ΠΦ−1(s)f (s) ds −
∞∫
t
Φ(t)(I −Π)Φ−1(s)f (s) ds,
where Φ(t) denotes the fundamental matrix of DA satisfying Φ(0) = I . Then, u ∈ Lp by
(1.9), (1.10) and Young’s inequality. By (1.10), c := ∫∞0 (I − Π)Φ−1(s)f (s) ds ∈ CN is
well defined, whence
u(t)=
t∫
0
Φ(t)Φ−1(s)f (s) ds −Φ(t)c.
This shows that u is absolutely continuous and that u˙ + Au = f. Now, Au ∈ Lp since
u ∈ Lp and A ∈ L∞, so that u˙ = f −Au ∈ Lp . Thus, u ∈ W 1,p and DAu = f . Since f is
arbitrary, DA is surjective.
If u ∈ kerDA ⊂W 1,p , then u is continuous and supt0 |u(t)|<∞. Thus, u(0) ∈ rgeΠ
from the comments at the end of Section 1. Conversely, if x ∈ rgeΠ , the unique solution u
of DAu = 0, u(0) = x decays exponentially, whence u˙ = −Au also decays exponentially.
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kerDA → u(0) ∈ rgeΠ is bijective, so that dim kerDA = rankΠ.
(ii) It follows from part (i) that DA is Fredholm of index rankΠ from W 1,p to Lp .
Therefore, DA × 0 is Fredholm of index rank Π − dimX1 from W 1,p to Lp ×X1. Since
ΛA,P1 :W
1,p → Lp × X1 is a compact perturbation of DA × 0 (because X1 is finite-
dimensional), it is Fredholm with the same index.
If u ∈ kerΛA,P1 , then u ∈ kerDA and u(0) ∈ X2. Since u ∈ kerDA is equivalent to
u(0) ∈ rgeΠ (as just noted above), it follows that kerΛA,P1 = {0} if and only if X2 ∩
rgeΠ = {0}.
(iii) Since W 1,2 ⊂ W 1,2A is obvious, it suffices to prove that W 1,2A ⊂ W 1,2. From (i),
DA :W
1,2 → L2 is onto. Thus, given u ∈ W 1,2A , there is v ∈ W 1,2 such that DAv = DAu,
so that u − v ∈ W 1,2A and DA(u − v) = 0. To complete the proof, it suffices to show that
the null-space of DA :W 1,2A → L2 is contained in W 1,2. But if w ∈ W 1,2A and DAw = 0,
then |w(t)| has either exponential decay or exponential growth as t → ∞ since DA has
an exponential dichotomy. In the first case, w ∈ L2 and hence w ∈ W 1,2. By Remark 2.2,
the second case cannot occur since w ∈W 1,2A does not grow faster than
√
t at infinity. This
proves (iii).
Conversely, assume that ΛA,P1 :W 1,p → Lp × X1 is semi-Fredholm. Then, DA:
W 1,p → Lp is also semi-Fredholm. To see this, write DA as the composite of ΛA,P1 and
the projection Lp × X1 → Lp . Since dimX1 < ∞, this projection is Fredholm and the
composite of a Fredholm operator and a semi-Fredholm operator is semi-Fredholm. Thus,
DA :W
1,p → Lp is semi-Fredholm.
Note that if f ∈ Lp has compact support, then f ∈ rgeDA since it is easily
checked that DAu = f has a solution u ∈ W 1,p with compact support, namely, u(t) =∫ t
T
Φ(t)Φ−1(s)f (s) ds where T > 0 is such that Suppf ⊂ [0, T ]. Thus, if p ∈ [1,∞),
rgeDA is dense in Lp . Since rgeDA is closed, it follows that rgeDA = Lp . In particular,
DAu = f has a solution u ∈ Lp for every f ∈ Lp . From Massera and Schäffer [17, 64.B,
p. 189], it follows that DA has an exponential dichotomy.
If p = ∞, we use a variant of the above argument (see also Palmer [24]). If L∞0 denotes
the closure in L∞ of functions with compact support, then L∞0 ⊂ DA(W 1,∞) and hence
DAu = f has a solution in L∞ for every f in L∞0 . Therefore, DA has an exponential
dichotomy by the same result as above. 
Part (iii) of Lemma 3.1 (which seems to be new) gives a quick way to show that DA
has no exponential dichotomy. For instance, if A is bounded and A ∈ L2((t + 1)−1 dt),
then u(t) := (t + 1)−1/2x is in W 1,2A for every x ∈ CN but not in L2 if x = 0, so that
W
1,2
A = W 1,2. This example can easily be refined in many ways. For instance, if A is
bounded and, in matrix form, one column5 of A is in L2((t + 1)−1 dt) then DA does not
have an exponential dichotomy.
The main shortcoming of part (ii) of Lemma 3.1 is that, even when DA is known to have
an exponential dichotomy, the range of the projection Π is not explicitly available, except
5 Or one row, since DA and D−A∗ have exponential dichotomies simultaneously.
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and therefore whether ΛA,P1 is one to one. The results of this section will show, among
other things, that there is an alternate and more readily verifiable criterion for injectivity,
also valid in a much broader setting.
Remark 3.1. Of course, X2 ∩ rgeΠ = {0} if X2 = {0}, i.e., X1 = CN . If so, P1 = I and
ΛA,I accounts for the initial value problem
{
u˙+Au= f,
u(0)= ξ.
From Lemma 3.1, when A ∈ L∞ and DA has an exponential dichotomy, the unique solu-
tion of this problem is in W 1,p whenever (f, ξ) ∈ Lp × CN satisfies N− rank Π linear
compatibility conditions (no condition if Π = I ).
We denote by LH(CN) the space of linear hermitian operators on CN.
Lemma 3.2. Assume that A is piecewise continuous, that X2 ∩ (⋂t0 kerA(t))= {0} and
that there are a constant ν > 0 and a locally Lipschitz continuous function H :R+ →
LH(CN) such that:
(i) HA+A∗H − H˙  ν(A∗A+H 2) a.e. on R+.
(ii) H(0)|X2  0.
In the definition of ‖ · ‖1,2,A (see (2.1)), choose a projection Q onto ⋂t0 kerA(t) such
that X2 ⊂ kerQ. Then, for every u ∈W 1,2A , the estimate
‖u‖1,2,A 
√(
15
ν2
+ 2
)
‖DAu‖0,2 +
(√
|Q|2 + 6|H(0)|
ν
+ 12eA|H(0)||P2|
ν
)∣∣P1u(0)∣∣,
(3.1)
holds, where eA > 0 is the smallest constant such that |v(0)|  eA‖v‖1,2,A for every
v ∈W 1,2A (norm of the evaluation map).
Proof. The condition X2 ∩ (⋂t0 kerA(t)) = {0} ensures that the projection Q onto⋂
t0 kerA(t) can be chosen so that X2 ⊂ kerQ. Also, by Theorem 2.1, ‖ · ‖1,2,A is a
norm on W
1,2
A and the evaluation at 0 is continuous on W
1,2
A (so that eA <∞).
By Theorem 2.2 (denseness of C∞0 (R+) in W 1,2A ) and continuity, it suffices to prove
(3.1) when u ∈ C∞(R+). Set f := u˙ + Au ∈ L2 and ξ := P1u(0) ∈ X1. By multiplying0
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(use 2 Re(u˙,Hu)= d
dt
(u,Hu)− (u, H˙u) and 2 Re(Au,Hu)= (HAu+A∗Hu,u))
a∫
0
(
(HA+A∗H − H˙ )u,u)+ (H(a)u(a),u(a))− (H(0)u(0), u(0))= 2 Re a∫
0
(f,Hu).
If a is chosen so that Suppu ⊂ [0, a), then u(a) = 0 and ‖Hu‖0,2,(0,a) = ‖Hu‖0,2,
‖Au‖0,2,(0,a) = ‖Au‖0,2. By condition (i),
ν‖Hu‖20,2 
(
H(0)u(0), u(0)
)+ 2‖f ‖0,2‖Hu‖0,2 (3.2)
and
ν‖Au‖20,2 
(
H(0)u(0), u(0)
)+ 2‖f ‖0,2‖Hu‖0,2. (3.3)
Now, since P1u(0)= ξ and H(0)|X2  0 (condition (ii)), (H(0)u(0), u(0)) |H(0)||ξ |2 +
2|H(0)||ξ ||P2||u(0)| |H(0)||ξ |2 + 2eA|H(0)||ξ ||P2|‖u‖1,2,A, where eA > 0 is the norm
of the evaluation map on W 1,2A . With this, (3.2) and (3.3) become
ν‖Hu‖20,2 − 2‖f ‖0,2‖Hu‖0,2 −
(∣∣H(0)∣∣|ξ |2 + 2eA∣∣H(0)∣∣|ξ ||P2|‖u‖1,2,A) 0 (3.4)
and
ν‖Au‖20,2  2‖f ‖0,2‖Hu‖0,2 +
∣∣H(0)∣∣|ξ |2 + 2eA∣∣H(0)∣∣|ξ ||P2|‖u‖1,2,A. (3.5)
Since (3.4) is a quadratic inequality for ‖Hu‖0,2, we obtain
‖Hu‖0,2  2‖f ‖0,2
ν
+
√
|H(0)||ξ |2
ν
+ 2eA|H(0)||ξ ||P2|
ν
‖u‖1,2,A (3.6)
and then, by substituting into (3.5),
‖Au‖20,2 
4‖f ‖20,2
ν2
+ 2‖f ‖0,2
ν
√
|H(0)||ξ |2
ν
+ 2eA|H(0)||ξ ||P2|
ν
‖u‖1,2,A
+ |H(0)||ξ |
2
ν
+ 2eA|H(0)||ξ ||P2|
ν
‖u‖1,2,A

5‖f ‖20,2 + 2|H(0)||ξ |
2
+ 4eA|H(0)||ξ ||P2| ‖u‖1,2,A. (3.7)ν2 ν ν
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‖Au‖20,2  3‖Au‖20,2 + 2‖f ‖20,2 and so, by (3.7),
‖u˙‖20,2 + ‖Au‖20,2 
(
15
ν2
+ 2
)
‖f ‖20,2 +
6|H(0)||ξ |2
ν
+ 12eA|H(0)||ξ ||P2|
ν
‖u‖1,2,A.
Since X2 ⊂ kerQ, we have Qx =QP1x for every x ∈ CN , so that |Qu(0)| |Q||P1u(0)| =
|Q||ξ |. Thus, from the above and the definition (2.1) of ‖ · ‖1,2,A,
‖u‖21,2,A 
(
15
ν2
+ 2
)
‖f ‖20,2 +
(
|Q|2 + 6|H(0)|
ν
)
|ξ |2 + 12eA|H(0)||ξ ||P2|
ν
‖u‖1,2,A.
This is a quadratic inequality for ‖u‖1,2,A. It follows that
‖u‖1,2,A 
√(
15
ν2
+ 2
)
‖f ‖0,2 +
(√
|Q|2 + 6|H(0)|
ν
+ 12eA|H(0)||P2|
ν
)
|ξ |,
which is the desired inequality (3.1). 
Theorem 3.3. Assume that A is piecewise continuous and that there are a constant ν > 0
and a locally Lipschitz continuous function H :R+ → LH(CN) such that:
(i) HA+A∗H − H˙  ν(A∗A+H 2) a.e. on R+.
Then,
(a) the operator DA :W 1,2A → L2 is onto and dim kerDA <∞,
(b) the operator ΛA,P1 :W 1,2A → L2 ×X1 is Fredholm with index dim kerDA − dimX1.
If also
(ii) H(0)|X2  0 and
(iii) X2 ∩ (⋂t0 kerA(t))= {0},
then,
(c) the operator ΛA,P1 :W 1,2A → L2 × X1 is one to one (hence an isomorphism when
dim kerDA = dimX1).
Proof. (a) Since X2 ∩ (⋂t0 kerA(t))= {0} and condition (ii) of Lemma 3.2 holds when
X2 = {0}, it follows from (3.1) with P1 = I that the operator ΛA,I :W 1,2A → L2 × CN is
one to one with closed range and thus semi-Fredholm. The surjectivity of DA :W 1,2A → L2
can then be obtained by arguments already used in the proof of Lemma 3.1. That
ΛA,I :W
1,2 → L2 ×CN is semi-Fredholm implies that DA :W 1,2 → L2 is semi-Fredholm,A A
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dim kerDA <∞ is obvious.
(b) From (a), DA :W 1,2A → L2 is Fredholm of index dim kerDA < ∞ and hence
DA × 0 :W 1,2A → L2 × X1 is Fredholm of index dim kerDA − dimX1. Thus, the same
thing is true of ΛA,P1 , which is a compact perturbation of DA × 0 (since dimX1 <∞).
(c) This follows at once from the estimate (3.1) in Lemma 3.2. 
The condition X2 ∩ (⋂t0 kerA(t)) = {0} is clearly necessary for the injectivity of
ΛA,P1 . In Theorem 3.3, the calculation of the index of ΛA,P1 requires knowing dim kerDA
when DA has domain W 1,2A . In dimension N > 1, an explicit identification of kerDA
is often out of reach. Corollary 4.4 will show that, under a mild additional assumption,
dim kerDA equals the number of positive eigenvalues of H(t) for large enough t; see also
Corollary 5.7.
Conditions (ii) and (iii) of Theorem 3.3 are of course vacuous when X2 = {0} (standard
initial value problem). Thus, Theorem 3.3 yields a generalization of Remark 3.1 for this
example under condition (i) alone, without assuming that A is bounded or that DA has an
exponential dichotomy.
Corollary 3.4 below is a variant of Lemma 3.1 in which the assumption that DA has an
exponential dichotomy is replaced by the Riccati differential inequality (1.6).
Corollary 3.4. Assume that A is bounded and piecewise continuous, that W 1,2A ⊂ L2 (so
that W 1,2A = W 1,2) and that there are a constant ν > 0 and a locally Lipschitz continuous
function H :R+ → LH(CN) such that:
(i) HA+A∗H − H˙  ν(A∗A+H 2) a.e. on R+.
Then, DA has an exponential dichotomy6 and, for every p ∈ [1,∞], the operator
DA :W
1,p → Lp is surjective and ΛA,P1 :W 1,p → Lp × X1 is Fredholm of index rank
Π − dimX1, where Π is any projection associated with the dichotomy of DA. If, in addi-
tion,
(ii) H(0)|X2  0,
then, ΛA,P1 :W 1,p → Lp × X1 is one to one (hence an isomorphism when rank Π =
dimX1).
Proof. Since A is bounded and ΛA,P1 : W 1,2A → L2 × X1 is Fredholm by Theorem 3.3,
it follows from Lemma 3.1 and the assumption W 1,2A = W 1,2 that DA has an exponential
dichotomy. Once again by Lemma 3.1, DA :W 1,p → Lp is surjective and ΛA,P1 :W 1,p →
Lp ×X1 is Fredholm of index rank Π − dimX1.
6 By Lemma 3.1(iii), W1,2 =W1,2 is necessary for this property.
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rem 3.3 since the assumption W 1,2A ⊂ L2 ensures that
⋂
t0 kerA(t)= {0}. By Lemma 3.1,
this implies X2 ∩ rgeΠ = {0}, which in turn yields the injectivity of ΛA,P1 :W 1,p →
Lp ×X1. 
If DA is known to have an exponential dichotomy (see [1] for hints about a numerical
algorithm) then W 1,2A = W 1,2 by Lemma 3.1. The existence of H satisfying condition
(i) is not an issue either, but a suitable H must still be found to check condition (ii) of
Corollary 3.4 in practice. Note that H need not be bounded in Corollary 3.4.
If DA is not known to have an exponential dichotomy, recall that conditions en-
suring that W 1,2A ⊂ L2, needed in Corollary 3.4, have been given in Theorem 2.3 and
subsequent comments. The characterization of rank Π can then be obtained through var-
ious available criteria, in addition to Corollary 4.4 already mentioned. For instance, if
limt→∞ A(t) = A∞ and σ(A∞) ∩ iR = ∅, then (DA has an exponential dichotomy and)
rank Π is the number of eigenvalues of A∞ with positive real part. Indeed, since A(t) is
a small perturbation of A∞ for large t , this follows from standard perturbation arguments
[5,17]. (If A(t) coincides with A∞ for large t , just use the fact that the existence of an ex-
ponential dichotomy and the rank of its associated projections are unaffected by modifying
A on any bounded interval.) More generally, if A is not only bounded but also continuous,
rank Π coincides with the number of eigenvalues of A(t) with positive real part for large
enough t , provided that these eigenvalues are bounded away from the imaginary axis and
A is “slowly varying” [5, Proposition 1, p. 50]. This characterization remains true under
different assumptions, such as diagonal dominance [2,5,12,22].
In Theorem 3.3, the case when H =A+A∗ yields an especially simple result:
Corollary 3.5. Assume that A is locally Lipschitz continuous on R+ and that
(i) A2 +A∗A− A˙ ν(A∗A+AA∗) a.e. on R+ for some ν > 0.
Then, the operator DA :W 1,2A → L2 is onto, dim kerDA < ∞ and the operator
ΛA,P1 :W
1,2
A → L2 ×X1 is Fredholm of index dim kerDA − dimX1. If also
(ii) A(0)|X2  0, and
(iii) X2 ∩ (⋂t0 kerA(t))= {0},
then ΛA,P1 :W
1,2
A → L2 × X1 is one to one (hence an isomorphism when dim kerDA =
dimX1).
Proof. Use Theorem 3.3 with H = A+A∗ and the remark that A2 +A∗2 A∗A+AA∗
and A∗AA∗A+AA∗. 
Remark 3.2. Except for the injectivity of ΛA,P1 , Theorem 3.3 and Corollaries 3.4 and 3.5
remain valid when their condition (i) holds only on some interval (t0,∞) instead of R+;
see Remark 4.1 later.
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W 1,p for p ∈ [1,∞] follow from Corollary 3.4 with H =A+A∗.
When A = A∗, condition (i) of Corollary 3.5 is simply that A˙ βA2 for some β < 2.
Many variants of Corollary 3.5 can be obtained by making other choices for H (e.g., AA∗,
A∗A, −(A + A∗), or suitable functions of those). However, these variants implicitly put
various severe restrictions on A and will not be discussed further here.
While it may happen that H satisfying condition (i) of Theorem 3.3 has no obvious
relationship to A (see Example 3.3 below), a systematic procedure to find H has not yet
emerged. In principle, it suffices that H˙ − HA − A∗H + νH 2 = −νA∗A be solvable for
hermitian H and small enough ν > 0 (with H(0)|X2 being specified or not). The applicable
existence theorems are rather scarce. When A is real, it follows from the existence theorem
of Knobloch and Pohl [10, Theorem 3.1] that condition (i) of Corollary 3.5 may be replaced
by 12A
2 + 34A∗A − 14AA∗ − A˙  νA∗A a.e. on R+ for some ν > 0. Since A is real and
1
2A
2 − 14A∗A− 14AA∗, this is a special case of condition (i) whenever AA∗ is majorized
by a multiple of A∗A. Other existence theorems for Riccati equations are given in the
recent survey by Freiling [8], but they seem to be of limited use for the equation of interest
here.
The following examples illustrate various aspects of the results of this section.
Example 3.1. With N = 1 and A(t) = −t , all the hypotheses of Corollary 3.5 hold with
X1 = {0} (hence P1 = 0) and X2 = C as well as with X1 = C (hence P1 = I ) and X2 = {0}.
Here, DAu = 0 if and only if u is a scalar multiple of et2/2, whence kerDA = {0} when
DA has domain W 1,2A . The operator ΛA,0 = DA is an isomorphism in the first case and
ΛA,I has index −1 in the second. Here, DA has an exponential dichotomy, but A is not
bounded.
Example 3.2. With N = 1 and A(t) = t , all the hypotheses of Corollary 3.5, except con-
dition (i), hold with X1 = {0} and X2 = C, so that ΛA,0 =DA. Clearly, ΛA,0 is not one to
one since its null space is generated by e−t2/2 ∈ W 1,2A . Thus, the injectivity breaks down
for this example, even though the missing condition (i) does hold for large enough t . In
fact, by Remark 3.2, DA :W 1,2A → L2 is surjective, hence Fredholm of index 1.
Example 3.3. The example N = 1 and A(t)= sin t4(t+1) , fails to satisfy condition (i) of Corol-
lary 3.5. However, all the hypotheses of Theorem 3.3 hold with X1 = C, X2 = {0} and
H(t)= 1
t+1 . Since
e
− ∫ sin tdt4(t+1) ∈W 1,2A ,
kerDA ⊂ W 1,2A is one-dimensional, so that ΛA,I is an isomorphism. Although A is
bounded, DA does not have an exponential dichotomy (indeed, 1 ∈W 1,2A ; see Lemma 3.1).
Example 3.4. With N = 1 and A(t) = sin t , condition (i) of Corollary 3.5 does not hold.
Note that W 1,2 = W 1,2 since A is periodic (see the comments following Theorem 2.3).A
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by Lemma 3.1. This is not the case since DAu= 0 if and only if u is a multiple of ecos t . As
a result, no locally Lipschitz continuous function H : R+ → R exists such that condition
(i) of Theorem 3.3 holds.
It is not difficult to find examples in higher dimension.
Example 3.5. With arbitrary N and A= 0, the conditions (i) and (ii) of Corollary 3.5 hold
trivially irrespective of X2 and dim kerDA = N since the constant functions are in W 1,2A
while dim kerDA N always. The W 1,2A norm is simply ‖u‖1,2,A = (|u(0)|2 +‖u˙‖20,2)1/2.
Condition (iii) holds only if X2 = {0}. It follows that ΛA,P1 is Fredholm of index
N − dimX1 for every choice of X1 and an isomorphism if X1 = CN (so that P1 = I ).
Of course, all this can be directly verified in this (trivial) example.
Example 3.6. With N = 2 and
A(t)=
(
t 1
1
t+1 −t
)
,
all the hypotheses of Corollary 3.5 hold with X1 = C × {0} and X2 = {0} × C (a Maple
plot shows that ν = 14 works in (i); a much smaller value can also be proved to work).
Thus, ΛA,P1 is one to one. However, the calculation of kerDA ⊂ W 1,2A and hence of the
index of ΛA,P1 is not as trivial as in the previous examples. This issue will be resolved in
Example 4.1.
4. Characterization of the index
In this section, we address the issue of finding a more convenient characterization of
dim kerDA when DA is viewed as an operator from W 1,2A to L2. By Theorem 3.3, this also
gives a characterization of the index of ΛA,P1 :W 1,2A → L2 ×X1.
In what follows, we denote by E+(L),E−(L) the sum of the generalized eigenspaces
of the operator L ∈ L(CN) corresponding to the eigenvalues of L with positive (negative)
real part.
The main step towards the desired characterization is contained in the following:
Lemma 4.1. Assume that A is piecewise continuous, that
⋂
t0 kerA(t) = {0} and that
there are a constant ν > 0 and a locally Lipschitz continuous function H :R+ → LH(CN)
such that:
(i) HA+A∗H − H˙  ν(A∗A+H 2) a.e. on R+.
Assume also that
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has dimension dimE+(H(0)).
Proof. In this proof, we choose X1 := E+(H(0)) and X2 := E−(H(0)), so that
H(0)|X2  0. Since
⋂
t0 kerA(t)= {0}, it follows from Theorem 3.3 that ΛA,P1 :W 1,2A →
L2 ×X1 is one to one and Fredholm of index dim kerDA − dimX1.
We shall prove below that ΛA,P1 is onto L2 ×X1, so that ΛA,P1 is actually invertible.
Since isomorphisms have index 0 and X1 = E+(H(0)), this implies the desired relation
dim kerDA = dimE+(H(0)). The surjectivity will be obtained by a limiting process based
on approximation by isomorphisms. To preserve more important properties, the approxi-
mating problems must have discontinuous coefficients.
Consider the two sequences of truncated operators
Hn(t) :=
{
H(t) if t < n,
H(n) if t  n and An(t) :=
{
A(t) if t < n,
H(n) if t  n. (4.1)
Clearly, An is bounded and piecewise continuous (but not continuous, even if A is) and⋂
t0 kerAn(t) = {0} since H(n) is invertible by condition (ii). The invertibility of H(n)
also yields W 1,2An = W 1,2 since An(t) = H(n) for t  n (hence |A−1n (t)| is bounded for all
t large enough, which is a trivial special case of Theorem 2.3).
Next, Hn is locally Lipschitz continuous and it follows from condition (i) and from (4.1)
that
HnAn +A∗nHn − H˙n min{1, ν}
(
A∗nAn +H 2n
)
, (4.2)
a.e. on R+, which is condition (i) of Corollary 3.4 for An. Also, Hn(0)|X2 =H(0)|X2  0.
From the above and Corollary 3.4, it follows that DAn has an exponential dichotomy
and that the operator ΛAn,P1 :W
1,2
An
= W 1,2 → L2 × X1 is one to one and Fredholm of
index rankΠn − dimX1, where Πn is the projection associated with the dichotomy of
DAn . Furthermore, since An(t) = H(n) for t  n, the rank of Πn is simply the number
of positive eigenvalues of H(n) (see related comments in Section 3), that is, rankΠn =
dimE+(H(n)) = dimE+(H(0)) by (ii). Thus, rank Πn = dimX1. This shows that ΛAn,P1
has index 0 and, since it is one to one, that it is an isomorphism of W 1,2An = W 1,2 onto
L2 ×X1.
As a result, given (f, ξ) ∈ L2 × X1, there is a unique solution un ∈ W 1,2An = W 1,2
of the problem (DAnun,P1un(0)) = (f, ξ). In addition, since Hn(0) = H(0) is neg-
ative definite on X2 = E−(H(0)), the estimate (3.1) is valid with A and u replaced
by An and un, respectively, with ν replaced by min{1, ν} (see (4.2)) and with Q = 0
since
⋂
t0 kerAn(t) = {0} (of course, Q = 0 also in the definition of ‖ · ‖1,2,An , i.e.,
‖u‖1,2,An = (‖u‖20,2 + ‖Anu‖20,2)1/2; see (2.1)). Furthermore, by Remark 2.1 and the as-
sumption
⋂
t0 kerA(t) = {0}, the norm of the evaluation map u ∈ W 1,2An → u(0) ∈ CN
is bounded irrespective of n since An coincides with A on larger and larger intervals as
n increases. This is to say that the constant eAn replacing eA in (3.1) can also be chosen
independent of n.
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a constant independent of n. By definition of the norm ‖ · ‖1,2,An , this shows that (u˙n) and
(Anun) are bounded in L2. After replacing (un) by a subsequence, we may thus assume
that u˙n ⇀w in L2 and that Anun ⇀ z in L2.
Let T > 0 be such that
⋂
t∈[0,T ) kerA(t) = {0}. Recall that any T large enough has
this property (see, e.g., Remark 2.1). If n > T, then An and A coincide on [0, T ] and
so the above relation ‖un‖1,2,An  C‖(f, ξ)‖ yields ‖un‖1,2,A,(0,T )  C‖(f, ξ)‖, where
‖u‖1,2,A,(0,T ) := (‖u‖20,2,(0,T ) + ‖Au‖20,2,(0,T ))1/2 since
⋂
t∈[0,T ) kerA(t) = {0}. Now,
W 1,2((0, T )) = W 1,2A ((0, T )) with equivalent norms (see Remark 2.3) and so the bound-
edness of ‖un‖1,2,A,(0,T ) amounts to the boundedness of ‖un‖1,2,(0,T ). By a standard
diagonal process using an increasing sequence of values of T tending to infinity, we obtain
u ∈ W 1,2loc (R+) and a subsequence, still denoted by (un) for simplicity, such that un ⇀ u
in W 1,2((0, T )) for all T > 0, that is, un ⇀ u in L2((0, T )) and u˙n ⇀ u˙ in L2((0, T )) for
all T > 0. This readily implies u˙ = w ∈ L2 (so that u˙n ⇀ u˙ in L2). Also, Aun ⇀ Au in
L2((0, T )) by the boundedness of A on [0, T ]. Since A=An on [0, T ] when n > T , it fol-
lows that Anun ⇀Au in L2((0, T )) for all T > 0. Thus, Au= z ∈ L2 (so that Anun ⇀Au
in L2).
This shows that u ∈ W 1,2A and that DAnun = u˙n + Anun ⇀ u˙ + Au in L2. Since
DAnun = f for all n, it follows that DAu= f . Lastly, since the evaluation at 0 is (weakly)
continuous on W 1,2((0, T )), the relation un ⇀ u in W 1,2((0, T )) for a single choice of
T > 0 also yields that un(0)→ u(0). In particular, P1un(0)→ P1u(0), whence P1u(0)= ξ
since P1un(0) = ξ for all n. Thus, ΛA,P1u = (f, ξ). This proves the surjectivity of ΛA,P1
and the proof is complete. 
We now proceed to showing that condition (ii) of Lemma 4.1 is essentially redundant.
The general idea in the proof of the following lemma is taken from Coppel [6], with ap-
propriate technical modifications.
Lemma 4.2. Assume that A is piecewise continuous, that
⋂
tT kerA(t) = {0} for all
T  0 and that there are a constant ν > 0 and a locally Lipschitz continuous function
H :R+ → LH(CN) such that
HA+A∗H − H˙  ν(A∗A+H 2) a.e. on R+. (4.3)
Then, H(t) is invertible for all t > 0 large enough. In particular, dimE±(H(t)) is inde-
pendent of t large enough.
Proof. We argue by contradiction, thereby assuming that H(t) is not eventually invertible
as t → ∞. Let τ1  0 be such that kerH(τ1) = {0} and call V1 the space of all the solu-
tions7 u of DAu= 0 such that u(τ1) ∈ kerH(τ1). Also, let V1(τ ) := {u(τ): u ∈ V1} ⊂ CN .
In particular, V1(τ1) = kerH(τ1), so that H(τ1)  0 on V1(τ1). For future use, note also
that dim kerH(τ1)= dimV1 = dimV1(τ ) for all τ  0.
7 Not necessarily in W1,2.
A
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⋂
tτ1 kerA(t) = {0}, it follows, as in the proof of Theorem 2.1, that⋂k
j=1 kerA(tj ) = {0} for some values t1, . . . , tk  τ1 and hence that
⋂
t∈[τ1,τ2] kerA(t)= {0} if τ2 > τ1 is large enough. Since H(t) is not eventually invertible as t → ∞, we
may thus find such a τ2 for which also kerH(τ2) = {0}. Define V2 and V2(τ ) in a sim-
ilar way as above, that is, V2 is the space of all the solutions u of DAu = 0 such that
u(τ2) ∈ kerH(τ2) and V2(τ ) := {u(τ): u ∈ V2} ⊂ CN . Then, V2(τ2) = kerH(τ2) and
0 < dim kerH(τ2)= dimV2 = dimV2(τ ) for all τ  0.
We claim that H(τ2) < 0 on V1(τ2). Indeed, if x ∈ V1(τ2)\{0}, let u ∈ V1 be such that
u(τ2)= x. By (4.3), we have
d
dt
(Hu,u)−ν|Au|2 − ν|Hu|2 −ν|Au|2 a.e. on R+
and hence
(
H(τ2)x, x
)

(
H(τ1)u(τ1), u(τ1)
)− ν τ2∫
τ1
∣∣A(τ)u(τ)∣∣2 dτ −ν τ2∫
τ1
∣∣A(τ)u(τ)∣∣2 dτ
since H(τ1)  0 on V1(τ1). Now,
∫ τ2
τ1
|A(τ)u(τ)|2 dτ > 0, for otherwise Au = 0 a.e. on
(τ1, τ2) and hence u is constant on [τ1, τ2] since DAu= 0. But then, u= x on [τ1, τ2] and
x ∈⋂t∈[τ1,τ2] kerA(t)= {0}, which contradicts x = 0. This proves the claim.
From the above, V1(τ2)∩V2(τ2)= V1(τ2)∩ kerH(τ2)= {0}, so that V1 ∩V2 = {0} and
hence
dim(V1 ⊕ V2)(τ )= dim(V1 ⊕ V2)(τ2)= dimV1(τ2)+ dimV2(τ2)
= dim kerH(τ1)+ dim kerH(τ2)
for all τ  0. Also, H(τ2) 0 on (V1 ⊕ V2)(τ2) = V1(τ2) ⊕ V2(τ2). Indeed, if x = y + z
with y ∈ V1(τ2) and z ∈ V2(τ2)= kerH(τ2), then (H(τ2)x, x)= (H(τ2)y, y) 0.
Choose τ3 > τ2 such that
⋂
t∈[τ2,τ3] kerA(t) = {0} and that kerH(τ3) = {0}. By the
same arguments as above, H(τ3) < 0 on (V1 ⊕ V2)(τ3) (with dimension dim kerH(τ1)+
dim kerH(τ2)) and H(τ3) 0 on (V1 ⊕ V2)(τ3)⊕ kerH(τ3). Proceeding inductively, we
obtain an increasing sequence (τk) such that H(τk+1) < 0 on a subspace of CN with dimen-
sion dim kerH(τ1)+· · ·+dim kerH(τk) tending to ∞ with k. This is obviously impossible
and this contradiction completes the proof. 
The choice N = 1 and H = A where A is a nonincreasing function with compact but
arbitrarily long support shows that the condition
⋂
tT kerA(t) = {0} cannot be dropped
or replaced by
⋂
t0 kerA(t)= {0} in Lemma 4.2. By combining Lemmas 4.1 and 4.2, we
obtain:
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⋂
tT kerA(t) = {0} for all
T  0 and that there are a constant ν > 0 and a locally Lipschitz continuous function
H :R+ → LH(CN) such that:
HA+A∗H − H˙  ν(A∗A+H 2) a.e. on R+. (4.4)
Then,
(a) if t is large enough, d+(H)= dimE+(H(t)) is independent of t ,
(b) the operator DA :W 1,2A → L2 is onto and dim kerDA = d+(H),
(c) the operator ΛA,P1 :W 1,2A → L2 ×X1 is Fredholm of index d+(H)− dimX1.
Proof. Part (a) follows from Lemma 4.2. For τ > 0, set
Aτ (t) :=A(t + τ), Hτ (t) :=H(t + τ).
Condition (4.4) holds with A and H replaced by Aτ and Hτ , respectively, and⋂
t0 kerAτ (t) = {0}. Furthermore, by Lemma 4.2, H(t) is invertible for t  τ if τ is
large enough, so that Hτ (t) is invertible for all t  0. Thus, by Lemma 4.1, dim kerDAτ =
dimE+(Hτ (0))= dimE+(H(τ))= d+(H) when DAτ is viewed with domain W 1,2Aτ .
To prove (b), it suffices to show that dim kerDA = dim kerDAτ . This follows from
the remark that the linear mapping u ∈ W 1,2A → u(· + τ) ∈ W 1,2Aτ induces a bijection
from kerDA onto kerDAτ . First, if u ∈ W 1,2A and DAu = 0, then u(· + τ) ∈ W 1,2Aτ and
DAτ u(· + τ) = 0, which shows that translation by τ does map kerDA into kerDAτ . The
injectivity is clear, since if u(· + τ) = 0, then u(t) = 0 for t  τ and hence u = 0 if also
DAu = 0. For the surjectivity, let v ∈ W 1,2Aτ be such that DAτ v = 0. Let u be defined by
u(t) = v(t − τ) for t  τ . Then, u ∈ W 1,2A (τ,∞),DAu = 0 on (τ,∞) and u has a unique
extension to R+ satisfying DAu = 0 on R+. Since A is bounded on [0, τ ], this extension
is in W 1,2(0, τ ) and hence u ∈W 1,2A . That u(· + τ)= v is obvious.
Part (c) follows from part (b) and Theorem 3.3. 
Remark 4.1. By the argument of replacing A by Aτ as in the above proof, it follows
that Theorem 4.3 remains true if condition (4.4) is only valid on (t0,∞) for some t0 > 0.
A similar remark is true regarding Theorem 3.3, Corollaries 3.4 and 3.5. However, for the
injectivity of ΛA,P1 , the Riccati inequality must hold a.e. on R+; see Example 3.2.
Example 4.1. Returning to Example 3.6, where
A(t)=
(
t 1
1
t+1 −t
)
and condition (4.4) of Theorem 4.3 holds with
H(t)=A(t)+A∗(t)=
(
2t 2+t1+t
2+t
)
,1+t −2t
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Example 3.6 is an isomorphism.
Example 4.2. Let N = 3 and
A(t)=
(1 t 1
t −1 t
1 t 2
)
.
Condition (4.4) of Theorem 4.3 holds with H = A and the principal minors of H(t) are
1,−1 − t2 and −1 − t2. Thus, d+(H)= 2 by Jacobi’s criterion and so dim kerDA = 2.
The following corollary shows that the relation dim kerDA = d+(H) in Theorem 4.3 is
actually a time-dependent generalization of the “main inertia theorem” (Remark 4.2).
Corollary 4.4. Assume that A is piecewise continuous and bounded and that DA has an
exponential dichotomy with projection Π . Then, there is a bounded locally Lipschitz con-
tinuous function H : R+ → LH(CN) such that H(t)A(t)+A∗(t)H(t)− H˙ (t) I for a.e.
t  0 and, for every such H , d+(H) := dimE+(H(t)) is independent of t large enough
and rank Π = d+(H).
Proof. The existence of H is well known (see Section 1). Since both A and H are bounded,
the inequality HA + A∗H − H˙  I a.e. on R+ implies condition (4.4) of Theorem 4.3.
Also,
⋂
tT kerA(t) = {0} for every T  0. Indeed, if x ∈
⋂
tT kerA(t), then the con-
stant function u(t) = x for t  T can be extended as a (bounded) solution of DAu = 0
on R+. Since DA has an exponential dichotomy, this solution tends to 0 at infinity and
hence x = 0. Therefore, by Theorem 4.3, d+(H) := dimE+(H(t)) is independent of t
large enough and dim kerDA = d+(H) when DA is viewed with domain W 1,2A . Now,
W
1,2
A =W 1,2 by Lemma 3.1(iii) and, when DA is viewed with domain W 1,2, dim kerDA =
rank Π by Lemma 3.1(i). 
An attempt at proving Corollary 4.4 by a direct (but lengthy) argument can be found in
Mitropolsky et al. [19, Theorem 1.1, pp. 4–9].
Remark 4.2. Assume that A is constant and has no imaginary eigenvalue. Then, DA has
an exponential dichotomy and it is well known that there is H ∈ LH(CN) such that HA+
A∗H  I. From Corollary 4.4, rank Π = dimE+(H). Since also rank Π = dimE+(A),
this shows that dimE+(A) = dimE+(H) (and hence that dimE−(A) = dimE−(H) by
changing A and H into their negatives). This result, known as the main inertia theorem,
is originally due to Taussky [32] and Ostrowski and Schneider [21]. A proof can also be
found in [5, Proposition 4, p. 65] or [11, p. 445]. The proof given here depends only upon
the functional properties of the operator ΛA,P1 without any recourse to methods from linear
algebra.
If DA has an exponential dichotomy with projection Π but A is not bounded, the re-
lation rank Π = d+(H) remains true as long as the hypotheses of Theorem 4.3 hold,
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It is so if A(t) has subexponential growth, i.e., limt→∞ e−st |A(t)| = 0 for every s > 0.
Indeed, this ensures that exponentially decaying solutions of DAu = 0 are in W 1,2A . Con-
versely, since u ∈ W 1,2A cannot grow faster than
√
t by Remark 2.2, solutions u ∈ W 1,2A of
DAu= 0 must decay exponentially because of the dichotomy.
5. Surjectivity
We now investigate the surjectivity of the operator ΛA,P1 : W 1,2A → L2 × X1 beyond
the invertibility result obtained in Theorem 3.3. When ΛA,P1 is (semi-) Fredholm, this
amounts to the injectivity of Λ∗A,P1 :L2 ×X1 → (W
1,2
A )
∗
. We shall show that, under suit-
able assumptions, this is equivalent to the injectivity of Λ−A∗,P ∗2 :W
1,2
A∗ → L2 × X⊥1 , for
which the criterion given in Theorem 3.3 is available. We continue to assume that A is
piecewise continuous.
We begin by reviewing some background material. Let E and F be reflexive Banach
spaces and let (T (s))s∈R+ ⊂ L(E) and (S(s))s∈R+ ⊂ L(F ) be two C0 semigroups satisfy-
ing the condition
T (s) and S(s) are one-to-one for all s  0. (5.1)
Let L ∈ L(E,F ) be a Fredholm operator such that, for some σ > 0, rgeLT (s) ⊂ rgeS(s)
for all s ∈ [0, σ ]. Then, by (5.1), S(s)−1LT (s) :E → F is well defined and linear. In fact,
from the closed graph theorem, S(s)−1LT (s) ∈ L(E,F ). Accordingly, assume
lim
s→0+
∥∥S(s)−1LT (s)−L∥∥L(E,F ) = 0. (5.2)
Under these assumptions, it is proved in [26] the following:
Lemma 5.1. [26, Theorem 2.1] There is s0 ∈ (0, σ ] such that the following property holds:
If f ∈ F and f = S(s)g for some g ∈ F and some s > 0 and if v ∈ E satisfies Lv = f ,
then there is w ∈E such that v = T (min(s, s0))w.
As in Section 2, we denote by rA the function (2.9), that is
rA(t) :=
{0 if A(t) is not invertible,
1
|A−1(t)| if A(t) is invertible
and set
ρA(t) :=
t∫
rA(τ) dτ.0
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in W 1,2A , then the multiplication by θ is also defined and continuous in (W
1,2
A )
∗ by setting
〈θu∗, v〉 := 〈u∗, θv〉 for all u∗ ∈ (W 1,2A )∗ and all v ∈ W 1,2A . In other words, the multiplica-
tion by θ in (W 1,2A )∗ is defined as the adjoint of the multiplication by θ in W 1,2A .
Lemma 5.2. For every s  0, the operator S(s) of multiplication by e−sρA is a C0 semi-
group on (W 1,2A )
∗ and S(s) is one to one for every s  0.
Proof. First, we prove that the multiplication U(s) by e−sρA is defined and continuous in
W
1,2
A . With no loss of generality, we may assume
⋂
t0 kerA(t)= {0} (otherwise, ρA = 0),
so that ‖v‖1,2,A = (‖v˙‖20,2 + ‖Av‖20,2)1/2.
Given v ∈ W 1,2A , we have ddt (e−sρAv) = e−sρA(−srAv + v˙). Since |rAv|  |Av| and
ρA  0, it follows that ddt (e−sρAv) ∈ L2 and that ‖ ddt (e−sρAv)‖0,2  (1+ s)‖v‖1,2,A. Also,
Ae−sρAv = e−sρAAv ∈ L2 and ‖Ae−sρAv‖0,2  ‖v‖1,2,A. Thus, U(s)v = e−sρAv ∈ W 1,2A
and ‖U(s)v‖1,2,A  ((1 + s)2 + 1)1/2‖v‖1,2,A.
To prove that S(s) is a C0 semigroup on (W 1,2A )
∗
, it suffices to show that U(s) is a C0
semigroup on W 1,2A (since S(s) is the adjoint U∗(s) of U(s) and W 1,2A is a Hilbert space;
see Pazy [25, Corollary 10.6, p. 41]). If v ∈ W 1,2A , then U(s)v − v = (e−sρA − 1)v. Once
again, we may assume that
⋂
t0 kerA(t)= {0}, so that lims→0+ U(s)v− v = 0 in W 1,2A if
and only if lims→0+(e−sρA − 1)v˙ − srAe−sρAv = 0 in L2 and lims→0+(e−sρA − 1)Av = 0
in L2. That lims→0+(e−sρA − 1)v˙ = 0 in L2 and lims→0+(e−sρA − 1)Av = 0 in L2 fol-
lows by dominated convergence, whereas lims→0+ srAe−sρAv = 0 in L2 since ρA  0 and
‖rAv‖0,2  ‖Av‖0,2.
Lastly, we show that S(s) is one to one. If S(s)u∗ = 0, then 〈u∗, e−sρAv〉 = 0 for every
v ∈ W 1,2A . In particular, 〈u∗,w〉 = 0 for every w ∈ W 1,2A with compact support in R+ and
so 〈u∗,w〉 = 0 for every w ∈ C∞0 (R+). Since C∞0 (R+) is dense in W 1,2A (Theorem 2.2),
it follows that u∗ = 0. 
We now prove a regularity result that will enable us to use Theorem 3.3 to find a criterion
for the surjectivity of ΛA,P1.. After identifying L2 with its dual, we define the (classical,
not Hilbert) adjoint D∗A : L2 → (W 1,2A )∗ of DA by〈
D∗Av,u
〉= ∫
R+
(DAu, v¯). (5.3)
Lemma 5.3. Suppose that DA :W 1,2A → L2 is Fredholm and that e−sρAA ∈ L∞ for every
s > 0. If v ∈ L2 and D∗Av = u∗ ∈ (W 1,2A )∗ where u∗ has the form 〈u∗, u〉 = (u(0), k) for
some vector k ∈ CN and every u ∈W 1,2A , then v¯ ∈W 1,2A∗ and D−A∗ v¯ = 0.
Proof. By (5.3), D∗Av = u∗ ∈ (W 1,2A )∗ means that
∫
R+(DAu, v¯) = (u(0), k) for every u ∈
W
1,2
. In particular,
∫
(DA(ϕ ⊗ x), v¯) = 0 for every ϕ ∈ C∞(R+,R) and every x ∈ CN .A R+ 0
600 J.R. Morris, P.J. Rabier / J. Differential Equations 225 (2006) 573–604This yields (x,
∫
R+ v¯ϕ˙ + (A∗v¯)ϕ) = 0 for every x ∈ CN, whence
∫
R+ v¯ϕ˙ + (A∗v¯)ϕ = 0.
Thus,
.
v¯ −A∗v¯ = 0 (5.4)
as distributions.
We now check that the hypotheses of Lemma 5.1 are satisfied with E = L2,F =
(W
1,2
A )
∗,L = D∗A and T (s) and S(s) the multiplication operators by e−sρA in L2 and
(W
1,2
A )
∗
, respectively. In Lemma 5.2, we already checked that S(s) is a C0 semigroup
on (W
1,2
A )
∗ and that S(s) is one to one for every s  0. The similar properties for T (s) are
trivial and D∗A :L2 → (W 1,2A )∗ is Fredholm because DA :W 1,2A → L2 is Fredholm (Kato
[9], Lindenstrauss and Tzafriri [13]).
It remains to show that rgeD∗AT (s)⊂ rgeS(s) and that
lim
s→0+
∥∥S(s)−1D∗AT (s)−D∗A∥∥L(L2,(W 1,2A )∗) = 0.
If v ∈ L2, then D∗AT (s)v =D∗A(e−sρAv) is defined by
〈
D∗A
(
e−sρAv
)
, u
〉= ∫
R+
(
e−sρADAu, v¯
)= ∫
R+
(
DA
(
e−sρAu
)+ se−sρArAu, v¯)
= 〈D∗Av, e−sρAu〉+ s〈rAv, e−sρAu〉 for every u ∈W 1,2A .
In that regard, note that rAv ∈ (W 1,2A )∗ is well defined by the formula 〈rAv,u〉 :=∫
R+(rAu, v¯) since |
∫
R+(rAu, v¯)| ‖Au‖0,2‖v‖0,2  ‖u‖1,2,A‖v‖0,2. Observe that this im-
plies
‖rAv‖(W 1,2A )∗  ‖v‖0,2. (5.5)
It follows that D∗AT (s)v = e−sρA(D∗Av + srAv) = S(s)(D∗Av + srAv). This shows that
rgeD∗AT (s) ⊂ rgeS(s) and that S(s)−1D∗AT (s)v = D∗Av + srAv. Therefore,
‖S(s)−1D∗AT (s)v − D∗Av‖(W 1,2A )∗  s‖rAv‖(W 1,2A )∗  s‖v‖0,2 by (5.5), so that
‖S(s)−1D∗AT (s)−D∗A‖L(L2,(W 1,2A )∗)  s tends to 0 as s → 0.
Note that since ρA(0)= 0, the form 〈u∗, u〉 = (u(0), k) is invariant under multiplication
by e−sρA , i.e., u∗ = e−sρAu∗ for every s > 0. Thus, D∗Av = u∗ also reads D∗Av = S(s)u∗
with s > 0 arbitrary, so that, by Lemma 5.1, there are w ∈ L2 and s0 > 0 such that
v = T (s0)w = e−s0ρAw. Since e−s0ρAA ∈ L∞ by hypothesis and |A∗(t)| = |A(t)|, it
follows that e−s0ρAA∗ ∈ L∞ and hence that A∗v¯ = e−s0ρAA∗w¯ ∈ L2. Then, by (5.4),
.
v¯ =A∗v¯ ∈ L2. Altogether, v¯ ∈W 1,2A∗ and (5.4) just means that D−A∗ v¯ = 0. This completes
the proof. 
Lemma 5.3 is now used to derive our final preliminary result.
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s > 0. Then, (v, η) ∈ {rgeΛA,P1}⊥ ⊂ L2 × X1 if and only if v ∈ L2 ∩ kerΛ−A∗,P ∗2 and
P ∗1 η = v(0) ∈ X⊥2 , where kerΛ−A∗,P ∗2 ⊂ W
1,2
A∗ . In particular, {rgeΛA,P1}⊥ ⊂ L2 × X1
and L2 ∩ kerΛ−A∗,P ∗2 are isomorphic.
Proof. Let (v, η) ∈ {rgeΛA,P1}⊥ ⊂ L2 × X1 so that
∫
R+(DAu,v) + (P1u(0), η) = 0 for
all u ∈ W 1,2A and hence, by (5.3), D∗Av¯ = u∗ with 〈u∗, u〉 = (u(0),−P ∗1 η). By Lemma 5.3
with v replaced by v¯, it follows that v ∈W 1,2A∗ and D−A∗v = 0. Thus, if u ∈ C∞0 (R+,CN),∫
R+(DAu,v) + (P1u(0), η) = 0 means that −(u(0), v(0)) + (P1u(0), η) = 0, whence
v(0) = P ∗1 η since u(0) ∈ CN is arbitrary. Then, P ∗2 v(0) = (P1P2)∗η = 0 since P1P2 = 0.
This shows that v ∈ kerΛ−A∗,P ∗2 ⊂W
1,2
A∗ . Thus, v ∈ L2 ∩ kerΛ−A∗,P ∗2 .
Conversely, by reversing the above steps, if v ∈ L2 ∩ kerΛ−A∗,P ∗2 and η ∈ X1 is such
that v(0) = P ∗1 η, then
∫
R+(DAu,v) + (P1u(0), η) = 0 for all u ∈ C∞0 (R+,CN). Theo-
rem 2.2 ensures that the same relation holds if u ∈W 1,2A , so that (v, η) ∈ {rgeΛA,P1}⊥.
It is readily checked that P ∗1 is a linear bijection of X1 onto X⊥2 (both spaces are direct
complements of X2 and kerP ∗1 =X⊥1 ). Therefore, given v ∈ kerΛ−A∗,P ∗2 , there is a unique
η ∈X1 such that P ∗1 η = v(0) and the linear mapping v ∈ kerΛ−A∗,P ∗2 → (v, η) ∈ L2 ×X1
is well defined and one to one. The above shows that it takes values in {rgeΛA,P1}⊥ and is
surjective. Thus, {rgeΛA,P1}⊥ and L2 ∩ kerΛ−A∗,P ∗2 are isomorphic. 
Theorem 5.5. Assume that A is piecewise continuous, that e−sρAA ∈ L∞ for every
s > 0 and that there are a constant ν > 0 and locally Lipschitz continuous functions
H,K :R+ → LH(CN) such that:
(i) HA+A∗H − H˙  ν(A∗A+H 2) a.e. on R+,
(ii) KA∗ +AK + K˙  ν(AA∗ +K2) a.e. on R+,
(iii) K(0)|X⊥2  0, and
(iv) X⊥2 ∩ (
⋂
t0 kerA∗(t))= {0}.
Then, the operator ΛA,P1 :W
1,2
A → L2 ×X1 is surjective. If also
(v) H(0)|X2  0, and
(vi) X2 ∩ (⋂t0 kerA(t))= {0},
then ΛA,P1 :W
1,2
A → L2 ×X1 is an isomorphism.
Proof. By condition (i) and Theorem 3.3, DA :W 1,2A → L2 is Fredholm and ΛA,P1 :W 1,2A
→ L2 × X1 is Fredholm. Next, by conditions (ii)–(iv) and Theorem 3.3, Λ−A∗,P ∗2 :
W
1,2
∗ → L2 × X⊥ is one-to-one. Thus, {rgeΛA,P }⊥ = {0} by Lemma 5.4, so that ΛA,PA 1 1 1
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is one to one by Theorem 3.3 and therefore an isomorphism. 
Remark 5.1. It is well known that
∣∣A−1(t)∣∣ (2N − 1) |A(t)|N−1|detA(t)|
whenever A(t) is invertible (see, for example, [5, p. 47]), which shows that
rA(t)
1
2N − 1
|detA(t)|
|A(t)|N−1
when A(t) is invertible. This is often useful to check the condition e−sρAA ∈ L∞ without
calculating A−1.
When H =K =A+A∗ in Theorem 5.5, we obtain:
Corollary 5.6. Assume that A is locally Lipschitz continuous, that e−sρAA ∈ L∞ for every
s > 0 and that there is a constant ν > 0 such that:
(i) A2 +A∗A− A˙ ν(A∗A+AA∗) a.e. on R+,
(ii) A2 +AA∗ + A˙ ν(A∗A+AA∗) a.e. on R+,
(iii) A(0)|X⊥2  0, and
(iv) X⊥2 ∩ (
⋂
t0 kerA∗(t))= {0}.
Then, the operator ΛA,P1 :W
1,2
A → L2 ×X1 is surjective. If also
(v) A(0)|X2  0, and
(vi) X2 ∩ (⋂t0 kerA(t))= {0},
then ΛA,P1 :W
1,2
A → L2 ×X1 is an isomorphism.
Remark 5.2. For the surjectivity of ΛA,P1 in either Theorem 5.5 or Corollary 5.6, con-
dition (i) is only used to ensure that ΛA,P1 is Fredholm and hence needs only to hold on
(t0,∞) for some t0 > 0 (Remark 4.1). Condition (ii) cannot be weakened in the same way
and condition (i) must hold as stated for the invertibility of ΛA,P1 .
Example 5.1. With N = 3, let A be as in Example 4.2. If X2 = {0} × C2 and X1 is any
(one-dimensional) direct complement of X2 in C3, conditions (i)–(iv) (and also (vi)) of
Corollary 5.6 hold. Since detA(t) = −t2 − 1 and |A(t)|  C(t + 1) for some constant
C > 0, it follows from Remark 5.1 that rA(t)  c where c > 0 is a constant. As a re-
sult, e−sρA(t)  e−cst , so that e−sρAA ∈ L∞. This shows that ΛA,P1 :W 1,2A → L2 × X1 is
surjective. However, condition (v) fails (A(0) cannot be negative semidefinite on a two-
dimensional subspace of C3 because it is hermitian with two positive eigenvalues). This is
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1,2
A → L2 ×X1
has index 1 and hence cannot be one-to-one.
As a by-product of Corollary 5.6, we obtain a characterization of the index comple-
menting the results of the previous section.
Corollary 5.7. Assume that A is locally Lipschitz continuous, that e−sρAA ∈ L∞ for every
s > 0, that
⋂
t0 kerA(t) =
⋂
t0 kerA∗(t) = {0} and that there is a constant ν > 0 such
that A2 +A∗A− A˙ ν(A∗A+AA∗) and A2 +AA∗ + A˙ ν(A∗A+AA∗) a.e. on R+.
Then:
(i) A(0)+A∗(0) is invertible.
(ii) The operators DA :W 1,2A → L2 and D−A∗ :W 1,2A∗ → L2 are onto and dim kerDA =
d+(A(0)+A∗(0)), dim kerD−A∗ = d−(A(0)+A∗(0)).
(iii) The operators ΛA,P1 :W 1,2A → L2 × X1 and Λ−A∗,P ∗2 :W
1,2
A∗ → L2 × X⊥1 are Fred-
holm with index d+(A(0) + A∗(0)) − dimX1 and d−(A(0) + A∗(0)) − dimX⊥1 ,
respectively.
Proof. The hypotheses (i) to (vi) of Corollary 5.6 are satisfied with the choice X1 =
E+(A(0) + A∗(0)) and X2 = X⊥1 = ker(A(0) + A∗(0)) ⊕ E−(A(0) + A∗(0)). As a re-
sult, ΛA,P1 :W
1,2
A → L2 × X1 is an isomorphism. Since, by Theorem 3.3, ΛA,P1 is
Fredholm of index dim kerDA − dimX1, it follows that dim kerDA = dimX1. On the
other hand, the hypotheses (i)–(vi) of Corollary 5.6 are also satisfied with the choice
X1 = E+(A(0) + A∗(0)) ⊕ ker(A(0) + A∗(0)) and X2 = X⊥1 = E−(A(0) + A∗(0)) and,
once again, dim kerDA = dimX1 by Theorem 3.3 and Corollary 5.6. Obviously, this
is possible only if dimX1 is the same with both choices of X1, which happens if and
only if ker(A(0) + A∗(0)) = {0}. This shows that A(0) + A∗(0) is invertible and that
dim kerDA = d+(A(0) + A∗(0)). That DA is onto and that ΛA,P1 :W 1,2A → L2 × X1 is
Fredholm of index d+(A(0)+A∗(0))− dimX1 follows from Theorem 3.3. The analogous
properties for D−A∗ and Λ−A∗,P ∗2 follow from the remark that the hypotheses of the corol-
lary are unchanged by replacing A by −A∗ and X1 and X2 by X⊥1 and X⊥2 , respectively,
while A+A∗ is changed into its negative. 
Remark 5.3. If
⋂
tT kerA(t) = {0} for all T  0, then changing A into A(· + τ) for
τ  0 does not affect the hypotheses of Corollary 5.7. It follows that A(t) + A∗(t) is
actually invertible not only for t = 0 but for all t  0.
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