Abstract. In this paper, a nonsmooth multiobjective semidefinite and semi-infinite programming is investigated. By using tangential subdifferentials for the tangential convex functions defined on the space of symmetric matrices, we establish the necessary and sufficient optimality conditions for some kind of efficient solutions of the nonsmooth multiobjective semidefinite and semi-infinite programming.
INTRODUCTION
Multiobjective nonlinear semidefinite programming can be viewed as an extension of multiobjective nonlinear programming, where the vector variable is replaced by symmetric semidefinite matrix. Semidefinite programming has an important role in some aspects of mathematics such as in control theory, approximation theory, combinatorial optimization and eigenvalue optimization. Various results about the applications and some algorithms of semidefinite programming can be found in [2, 7, 22, 23] and the references therein. Recently, optimality conditions in several kinds of semidefinite programming and related problems has attracted a lot of attention. Such conditions for convex semidefinite vector optimization problems were considered in [15] . In [4] , first-order optimality conditions for mathematical programs with semidefinite cone complementarity constraints were established. By analyzing the manifold structure of some cones, the simplified optimality conditions in semidefinite programming were given in [17] . Sufficient conditions for global optimality of semidefinite optimization were considered in [19] . Using upper semi-regular convexificators and some generalized constraint qualifications, Fritz John type and Karush-Kuhn-Tucker type of optimality conditions of semidefinite programming were given in [6] . By using Fréchet pseudo-Jacobian and pseudo-Hessian in [8] for the vector-valued maps defined on the space of symmetric matrices, we established the first and second-order optimality conditions for some kind of efficient solutions of the vector nonsmooth semidefinite programming in [11] . The paper [25] obtains some optimality conditions for semidefinite programming via the image space analysis. On the other hand, a simultaneous minimization of a finite number of objective functions over an infinite number of constraints is called a multiobjective semi-infinite programming problem. For some recent results in this direction, see, e.g., [9, 12, 13, 24] and references therein. In [14] , semidefinite and semi-infinite programming problems, which includes semi-infinite linear programs and semi-definite programs as special cases, was investigated. To the best of our knowledge, there is no paper dealing with a multiobjective semidefinite and semi-infinite programming.
Inspired by these observations, we consider in this paper the optimality conditions of the multiobjective semidefinite and semi-infinite programming. The organization of this paper is as follows. In Section 2, we recall notions needed in the sequel and propose the tangential subdifferentials for the functions defined on the space of symmetric matrices. The nonsmooth multiobjective semidefinite and semi-infinite programming is defined in the first part of Section 3. Then, the necessary and sufficient optimality conditions for some some kind of efficient solutions of the nonsmooth multiobjective semidefinite and semi-infinite programming are discussed. Some examples are also provided to illustrate our results.
PRELIMINARIES
The following notations and definitions in this section will be used throughout the paper. Let S n be the space of n × n symmetric matrices and let θ be zero matrix in S n . B S n stands for the closed unit ball in S n . Matrix X ∈ S n is said to be positive (negative) semidefinite if v T Xv ≥ 0 (v T Xv ≤ 0, respectively) for all v ∈ R n . Denote S n + (S n − ) the set of all positive (negative) semidefinite matrices.
The inner product of two symmetric matrices X,Y ∈ S n , with
where tr stands for the trace. Since S n and the inner product • form an Euclidean space, there is a natural isometry [23] identifying S n and R ν , where ν := n(n + 1)/2. The norm associated with the above inner product is called the Frobenius norm
We write X * , X for the value of a linear functional X * at X ∈ S n . If X * , X ≤ 0 for all X * ∈ S * , where S * is a subset of the dual space of S n , we write S * , X ≤ 0. For S ⊆ S n , intS, clS, ∂ S, coS, and coneS denote its interior, closure, boundary, convex hull and the cone generated by S (i.e., {tX| X ∈ S, t ≥ 0}), resp. The convex cone containing the origin generated by S, denoted by posS, is defined as
The negative polar cone and strictly negative polar cone of S are defined resp by
It is easy to check that S s ⊂ S − and if S s = / 0, then clS s = S − . Moreover, the bipolar theorem, see, e.g., [1] , states that S −− = cl coneS. For t > 0 and k ∈ N, o(t k ) designates a point in a considered space depending on t such that o(t k )/t k → 0 as t ↓ 0.
Recall that the contingent (or Bouligand) cone of S ⊆ S n atX ∈ clS is
The cone of weak feasible directions to S atX is
Remark 2.1. The following properties can be checked directly; see [1, 10] for more details.
We say that φ is Hadamard directionally differentiable atX if its Hadamard directional derivative exists in all directions D.
Note that if φ H (X, D) exists, then φ (X, D) also exists and they are equal. Conversely, if φ is Lipschitzian on a neighborhood U ofX, then φ is Hadamard directionally differentiable atX in every direction D in which φ is directionally differentiable.
For a nonempty set S ⊆ S n , the function σ S : S n → R ∪ {+∞}, defined by
is called the support function of S. Note that σ S is sublinear and lower semicontinuous, i.e., lim inf
Moreover, if S is bounded, then σ S is finite everywhere; see [3] for more details.
If σ : S n → R ∪ {+∞} is a lower semicontinuous, sublinear function and everywhere finite, then there exists a nonempty compact convex set S σ such that σ is the support function of S σ , or, equivalently,
In the line of [16, 18] , we present the following notions.
Definition 2.2. A function φ : S n → R is said to be tangentially convex atX ∈ S n if for every D ∈ S n , φ (X, D) exists, is finite and the function φ (x, .) : S n → R is a convex function of D.
Since φ (X, .) is positively homogeneous, if φ is tangentially convex atX, then φ (X, .) is sublinear. Then, by Lemma 2.1, there exists a nonempty compact convex set of S n such that φ (X, .) is the support function of that set. Definition 2.3. Let φ : S n → R be tangentially convex atX ∈ S n . The nonempty compact convex ∂ T φ (X) of S n is said to be the tangential subdifferential of φ atX if φ (X, D) = max
Then, atX = 0 0 0 0 , one has
Then, atX = 0 0 0 0 , we have
Definition 2.4. Let S ⊂ S n be a convex set, φ : S n → R andX ∈ S.
(i) φ is quasiconvex atx if
Remark 2.2. Let S ⊂ S n be a convex set, φ : S n → R andX ∈ S. Suppose that φ is tangentially convex atX.
(i) If φ is Dini-convex atX and X ∈ S, then
(ii) If φ is strictly Dini-convex atX and X ∈ S \ {X}, then
(iii) If φ is Dini-pseudoconvex atX and X ∈ S, φ (X) < φ (X), then
(iv) If φ is strictly Dini-pseudoconvex atX and X ∈ S \ {X}, φ (X) ≤ φ (X), then (i) The cone C I is the union of those cones C J for which the set {A j | j ∈ J} is linearly independent. Furthermore, any such cone C J is closed. (ii) If the matrix X lies in co{A i : i ∈ I}, then there is a subset J ⊂ I of size at most 1 + n(n + 1)/2 such that X ∈ co{A i | i ∈ J}. It follows that if a subset of S n is compact, then so is its convex hull.
Since there is an isometry identifying S n and R n(n+1)/2 , the following lemmas can be checked similarly to the results in [5, 20] . Lemma 2.3. Let {C t |t ∈ Γ} be an arbitrary collection of nonempty convex sets in S n and K = pos t∈Γ C t .
Then, every nonzero vector of K can be expressed as a non-negative linear combination of n(n + 1)/2 or fewer linear independent vectors, each belonging to a different C t .
Lemma 2.4. Suppose that S, P are arbitrary (possibly infinite) index sets, A s maps S onto S n , and so do A p . Suppose that the set co{A s , s ∈ S} + pos{A p , p ∈ P} is closed. Then the following statements are equivalent:
A s , X < 0, s ∈ S, S = / 0 A p , X ≤ 0, p ∈ P has no solution X ∈ S n ;
Lemma 2.5.
[6] If U ∈ S n and U,V ≥ 0 for all V ∈ S n + , then U ∈ S n + .
KKT OPTIMALITY CONDITIONS
In this section, we consider the following multiobjective semidefinite and semi-infinite programming:
X θ , where f i , i ∈ I := {1, ..., m}, g t ,t ∈ T are functions from S n to R. The index set T is an arbitrary nonempty set, not necessary finite. Denote
Denote R
|T |
+ the collection of all the functions λ : T → R taking values λ t 's positive only at finitely many points of T , and equal to zero at the other points. The set of active constraint multipliers atX ∈ Ω is
Notice that λ ∈ Λ(x) if there exists a finite index set K ⊂ T (x) such that λ t > 0 for all t ∈ K and λ t = 0 for all t ∈ T \ K. (i) A matrixX ∈ Ω is called a locally (Pareto) efficient solution of (P), denoted bȳ x ∈ LE(P), if there exists a neighborhood U ofX such that, for every X ∈ U ∩ Ω,
(ii) A matrixX ∈ Ω is called a local weak solution of (P), denoted byx ∈ LWE(P), if there exists a neighborhood U ofX such that, for every X ∈ U ∩ Ω,
If U = S n , the word "locally" is omitted. In this case, the weakly efficient solution sets/the weakly efficient solution sets are denoted by WE(P)/E(P). It is easy to check that LE(P) ⊂ LWE(P). (i) We say that the Assumption (A1) holds atX ∈ Ω if f i , i ∈ I, is Hadamard differentiable atX, the function f H i (X, .) : S n → R is a convex function for all i ∈ I and g t ,t ∈ T , are tangentially convex atX.
(ii) We say that the Assumption (A2) holds atX ∈ Ω if f i , i ∈ I, and g t ,t ∈ T , are tangentially convex atX.
Lemma 3.1. LetX ∈ LWE(P).
Proof. (i) Suppose to the contrary that there exists
D ∈ m i=1 ∂ T f i (X) s ∩ T (Ω,X).
It follows from
Since the function φ :
is continuous on the compact set ∂ T f i (X), there exists a pointX * ∈ ∂ T f i (X) such that
This derives that
there exists, taking subsequence if necessary, an index i 0 ∈ I such that
contradicting to (3.1).
(ii) Reasoning by contraposition, assume the existence of
Hence, one gets that
This shows that
By D ∈ F(Ω,X), there exists τ k ↓ 0 such thatX + τ k D ∈ Ω for all k. Sincex ∈ LWE(P), there exists, taking subsequence if necessary, an index i 0 ∈ I such that
which contradicts (3.2). Now, we establish some KKT necessary optimality conditions for locally weakly efficient solutions of (P) under the following constraint qualifications (CQs):
Proposition 3.1. LetX ∈ LWE(P). Suppose that (A1) holds. If (ACQ) holds atX and the set
Proof. It follows from Lemma 2.
The above equation together with (ACQ) implies that
Now, we prove that
Suppose to the contrary that (3.5) does not hold. Since co
∂ T f i (X) is a nonempty compact convex set and −(pos
is a closed convex cone, by the strong separation theorem, there exists X ∈ S n such that
Since pos
∂ T g t (X) and T (S n + ,X) − are the cones containing θ , we imply the existence of X ∈ S n such that
The above inequalities together with T (S n + ,X) −− = T (S n + ,X) yields that
which contradicts (3.4). Therefore, (3.5) holds. It follows that
It follows from the above inclusion and Lemma 2.4 that there exists α ∈ R m + with ∑
It follows from −Ū ∈ T (S n + ,X) − that Ū , X ≥ 0 for all V ∈ T (S n + ,X) = clcone(S n + −X). Therefore,
By choosing X = 2X ∈ S n + and X = 1 2X ∈ S n + , one yields that Ū ,X = 0, and hence,
Thus, we deduce from Lemma 2.5 thatŪ ∈ S n + .
Proposition 3.2. LetX ∈ LWE(P). Suppose that (A2) holds. If (FCQ) holds atX and the set
Proof. It follows from Lemma 2.2 (ii) that
This leads that
The above equation together with (FCQ) implies that
The proof is continued just as in the proof of Proposition 3.1.
The following example illustrates the necessary optimality condition for weakly efficient solution of (P). (i) If f i , i ∈ I, is Dini-pseudoconvex atX and g t ,t ∈ T , is Dini-quasiconvexX, thenX is a weakly efficient solution of (P). (ii) If f i , i ∈ I, is strictly Dini-pseudoconvex atX and g t ,t ∈ T , is Dini-quasiconvexX, thenX is an efficient solution of (P).
