The aim of this paper is to illustrate how the stability of a stochastic dynamic system is measured using the Lyapunov exponents. Specifically, we use a feedforward neural network to estimate these exponents as well as asymptotic results for this estimator to test for unstable (chaotic) dynamics. The data set used is spot electricity prices from the Nordic power exchange market, Nord Pool, and the dynamic system that generates these prices appears to be chaotic in one case since the null hypothesis of a non-positive largest Lyapunov exponent is rejected at the 1 per cent level. r
Introduction
The aim of this paper is to illustrate how the stability of a stochastic dynamic system is measured using the Lyapunov exponents. Specifically, we use a feedforward neural network to estimate these exponents as well as asymptotic results for this estimator to test for unstable (chaotic) dynamics, where a positive exponent is an operational definition of chaos. The data set used is spot electricity prices from the Nordic power exchange market, Nord Pool.
The estimation of the Lyapunov exponents using a feedforward neural network can be found in earlier studies such as Dechert and Gencay [1] , Gencay and Dechert [2] , McCaffrey et al. [3] and Nychka et al. [4] . The estimation of these exponents has been proved to be quite accurate when applying chaotic series with additive noise in simulations. However, the statistical properties of the Lyapunov exponent estimator were unknown until Shintani and Linton's 2004 paper (see Ref. [5] ), and without the statistical distribution for this estimator, no statistical conclusion can be drawn on the dynamic structure of the empirical data.
This paper applies the statistical distribution derived in Shintani and Linton [5] to test the stability of spot electricity prices from Nord Pool, and the stochastic dynamic system that generates these prices appears to be chaotic in one case since the null hypothesis of a non-positive largest Lyapunov exponent is rejected at the 1% level.
The rest of this short paper is organized as follows: the Lyapunov exponents are in focus in Section 2, the empirical illustration is carried out in Section 3, and Section 4 concludes the paper with a remark.
The Lyapunov exponents
The aim of this section is fourfold: (i) to define the Lyapunov exponents of a stochastic dynamic system; (ii) to motivate why these exponents provide a measure of the stability of a stochastic dynamic system; (iii) to demonstrate how the Lyapunov exponents can be estimated from time series data; and (iv) to demonstrate how hypothesis tests of these exponents can be constructed.
Definition of the Lyapunov exponents
As argued in Bask and de Luna [6, 7] , and to be further explained in Section 2.2, the Lyapunov exponents can be used in the determination of the stability of a stochastic dynamic system. Specifically, assume that the stochastic dynamic system, f : R n ! R n , generating, for example, asset returns is
where S t and e s t are the state of the system and a shock to the system, respectively, both at time t 2 ½1; 2; . . . ; 1. For an n-dimensional system as in (1) , there are n Lyapunov exponents that are ranked from the largest to the smallest exponent:
and it is these exponents that provide information on the stability properties of the dynamic system f in (1). Now, how are the Lyapunov exponents in (2) defined? Temporarily, assume that there are no shocks to the dynamic system f in (1), and consider how the system amplifies a small difference between the initial states S 0 and S 0 0 :
where f j ðS 0 Þ ¼ f ðÁ Á Á f ðf ðS 0 ÞÞ Á Á ÁÞ denotes j successive iterations of the dynamic system starting at state S 0 , and where Df is the Jacobian of the system:
Then, associated with each Lyapunov exponent, l i , i 2 ½1; 2; . . . ; n, there are nested subspaces U i & R n of dimension n þ 1 À i with the property that
for all S 0 2 U i À U iþ1 . Due to Oseledec's multiplicative ergodic theorem, the limits in (5) exist and are independent of S 0 almost surely with respect to the measure induced by the process fS t g 1 t¼1 .
1 Then, allow for shocks to the dynamic system f in (1), meaning that the aforementioned measure is induced by a stochastic process.
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1 See Guckenheimer and Holmes [8] for a careful definition of the Lyapunov exponents and their properties.
Motivation of the Lyapunov exponents
The reason why the Lyapunov exponents provide a measure of the stability of a stochastic dynamic system may be seen by considering two different starting values of the system, where the difference is an exogenous shock at time t ¼ 0. The largest Lyapunov exponent, l 1 , measures the slowest exponential rate of convergence of two trajectories of the dynamic system starting at these two different values at time t ¼ 0, but with identical exogenous shocks at times t40. Indeed, l 1 measures the convergence of a shock in the direction defined by the eigenvector corresponding to this exponent. If the difference between the two starting values lies in another direction of R n , then the convergence is faster. Thus, l 1 measures the ''worst case scenario.'' 2 In particular, when l 1 40, the two trajectories diverge from each other, and for a bounded stochastic dynamic system, a positive exponent is an operational definition of chaotic dynamics.
Estimation of the Lyapunov exponents
Since the actual functional form of the dynamic system f in (1) is not known, it may seem like an impossible task to determine the stability of the system. However, it is possible to reconstruct the dynamics of the system using only a scalar time series, and, then, measure the stability of this reconstructed system. Therefore, associate the dynamic system f in (1) with an observer function, g : R n ! R, that generates observed asset returns:
where s t 2 S t and e m t are the asset return and a measurement error, respectively, both at time t. Thus, (6) means that the asset return series
is observed, which is used to reconstruct the dynamics of the system f in (1), where N is the number of consecutive returns in the time series. Specifically, the observations in a scalar time series, like the asset return series in (7), contain information about unobserved state variables that can be used to define a state in present time. Therefore, let
be the reconstructed trajectory, where T t is the reconstructed state at time t and M is the number of states on the reconstructed trajectory. Each T t is given by
where m is the embedding dimension, and time t 2 ½1; 2; . . . ; N À m þ 1. Thus, T is an M Â m matrix and the constants M, m and N are related as M ¼ N À m þ 1. Takens [9] proved that the map
which maps the n-dimensional state S t onto the m-dimensional state T t , is an embedding if m42n. This means that the map is a smooth map that performs a one-to-one coordinate transformation and has a smooth inverse. A map that is an embedding preserves topological information about the unknown dynamic system, like the Lyapunov exponents, and, in particular, the map induces a function, h : R m ! R m , on the reconstructed trajectory,
which is topologically conjugate to the unknown dynamic system f in (1). That is,
Thus, h in (11) is a reconstructed dynamic system that has the same Lyapunov exponents as the unknown dynamic system f in (1). 3 Now, to estimate the Lyapunov exponents of the dynamic system generating asset returns, one has to estimate h in (11 . . .
the estimation of h reduces to the estimation of v:
Moreover, note that the Jacobian of h at the reconstructed state T t is
We use a feedforward neural network to estimate the above derivatives and to derive the Lyapunov exponents in (5) (see Refs. [1] [2] [3] [4] ). A neural network model with q hidden units, u it , and m inputs, x jt , can be represented as
where e t is a random error, and time t 2 ½1; 2; . . . ; N À m þ 1. The input variable x jt in the estimation of a dynamic system are the lagged dependent variables, s tÀ1 ; s tÀ2 ; . . . ; s tÀm . The parameters to be estimated in the model are b i , g ij and the variance of e t , and we use nonlinear least squares to estimate these parameters. Hornik et al. [13] show that the mapping and its derivatives of any unknown functional form can be approximated by the neural network model in (16) . This universal approximation property enables us to apply the estimates of the derivatives from the neural network for the estimates of the derivatives in (15) , and the estimation of the Lyapunov exponents in (5) can be derived. In choosing the best model, we use the Schwarz information criterion (SIC) as in Nychka et al. [4] to determine the numbers of hidden units and inputs.
Inference of the Lyapunov exponents
Shintani and Linton [5] derive the asymptotic distribution of a neural network estimator of the Lyapunov exponents. Specifically, given some technical conditions (see Ref. [5] for details), they show that
where b l iM is the estimator of the ith Lyapunov exponent, based on the M reconstructed states on the trajectory, V i is the variance of the ith Lyapunov exponent, and i 2 ½1; 2; . . . ; n. The stability of a stochastic dynamic system can be measured by the estimates of these exponents, and if the value of the largest exponent is positive, then the system appears to be chaotic.
To test the stability of a dynamic system, we consider the following null and alternative hypotheses,
and the test statistic is
where b V i is a consistent estimator of V i (see Ref. [14] ), and i 2 ½1; 2; . . . ; n. Thus, the null hypothesis is rejected when
where the significance level is
where Z is the standard normal random variable, and i 2 ½1; 2; . . . ; n.
Illustration: stability of electricity prices
The Nordic power exchange market and the data set used are described in Section 3.1, and the empirical results are found in Section 3.2 that also includes a sensitivity analysis of the results.
Nord Pool and data set used
Nord Pool is a multi-national exchange for trade in power, joining the Nordic countries. Norway was, in 1991, the first of the Nordic countries to deregulate the power market, and Nord Pool ASA was established in 1993, then under the name Statnett Marked AS. Sweden started the deregulation process in 1991, and went step-wise to a deregulated power market. January 1, 1996, was the start-up of the joint Norwegian-Swedish power exchange market, renamed to Nord Pool ASA.
Finland started a power exchange market of its own, EL-EX, in 1996, and joined Nord Pool in 1997. In 1999, Elbas is launched as a separate market for power balance adjustments in Sweden and Finland, giving a fully integrated market between Norway, Sweden and Finland. Denmark Nord Pool Consulting is established in 1998, and western Denmark joins the market in 1999 as a Nordic power exchange price area. When eastern Denmark joins in 2000, the Nordic power exchange market becomes fully integrated.
The data set used is spot electricity prices from Nord Pool. Specifically, it is the daily average of the hourly system price for the period January 1, 1993, to December 31, 2005. The data are analyzed split in parts with the natural breakpoints when a new country is joining the common market. Since the prices are not stationary, we use the returns, which is the logarithm-difference of the prices, in the empirical analysis. See Table 1 for the specific dates in the integration process and for the results of the stationarity tests of the time series.
Empirical results
For each time series, we estimated the Lyapunov exponents making use of 4, 8 and 12 inputs, respectively, to the feedforward neural network. Moreover, the number of hidden units in the neural network in each case runs from 1 unit to 12 units. 4 In Table 2 , the estimates of the Lyapunov exponents that minimizes SIC in each subperiod in the integration process in the power market is reported, including three types of standard errors. The three types of standard errors, ffiffiffiffiffiffiffiffiffiffiffiffiffi b V i =M q in (19), are the heteroskedasticity and autocorrelation consistent estimators based on Newey-West, Parzen and Quadratic Spectral kernels (see Ref. [14] ). 5 Clearly, there is no unstable (chaotic) dynamics in the time series since all estimates of the largest Lyapunov exponent are negative.
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When inspecting the time series, it is clear that there are some extreme values, outliers. To see their impact on the result, we eliminated the outliers from the time series and performed the same analysis as above. 6 See Table 3 for the results. When eliminating the outliers, the dynamic system appears to be chaotic for the period July 1, 1999, to September 30, 2000, since the null hypothesis in (18) is rejected for the largest Lyapunov exponent at the 1% level. For all other time series, there is no chaotic dynamics.

Concluding remark
We should also mention impulse-response functions as another tool to measure the stability of a stochastic dynamic system. Specifically, Koop et al. [16] and Potter [17] extend, in an appealing way, the linear technique of impulse-response functions to the non-linear case, although they show that there is no unique definition of such a function when a non-linear dynamic system is considered. Certainly, impulse-response functions are useful graphical tools in the non-linear case, even if they are less appropriate when inference needs to be performed on a change in the stability. It is, therefore, we recommend the estimation and inference of the Lyapunov exponents to measure the stability of a stochastic dynamic system.
