Given data stream D = {p 1 , p 2 , . . . , p m } of size m of numbers from {1, . . . , n}, the frequency of i is defined as
bound on the space complexity of the problem. Here log (c) (n) is the iterative log function. To simplify the presentation, we make the following assumptions: n and m are polynomially far; approximation error ǫ and parameter k are constants. We observe a natural bijection between streams and special matrices. Our main technical contribution is a non-uniform sampling method on matrices. We call our method a pick-and-drop sampling; it samples a heavy element (i.e., element i with frequency Ω(F k )) with probability Ω(1/n 1−2/k ) and gives approximationf i ≥ (1 − ǫ)f i . In addition, the estimations never exceed the real values, that isf j ≤ f j for all j. As a result, we reduce the space complexity of finding a heavy element to O(n 1−2/k log(n)) bits. We apply our method of recursive sketches and resolve the problem with O(n 1−2/k log(n) log (c) (n)) bits.
Introduction
Given a sequence D = {p 1 , p 2 , . . . , p m } of size m of numbers from {1, . . . , n}, a frequency of i is defined as
The k-th frequency moment of D is defined as
The problem of approximating frequency moments in one pass over D and using sublinear space has been introduced in the award-winning paper of Alon, Matias and Szegedy [1] . In particular, they observed a striking difference between "small" and "large" values of k: it is possible to approximate F k , k ≤ 2 in polylogarithmic space, but polynomial space is required when k > 2. Since 1996, approximating F k has become one of the most inspiring problems in the theory of data streams. The incomplete list of papers on frequency moments include [18, 13, 3, 8, 4, 19, 10, 11, 12, 14, 17, 24, 6, 22, 23, 26, 28, 5, 7, 20, 2, 15, 16, 30, 21] and references therein. We omit the detailed history of the problem and refer a reader to [25, 29] for overviews.
In this paper we consider the case when k ≥ 3. In their breakthrough paper Indyk and Woodruff [19] gave the first solution that is optimal up to a polylogarithmic factor. Numerous improvements were proposed in the later years (see the references above) and the latest bounds are due to Andoni, Krauthgamer and Onak [2] and Ganguly [15] . The latest bound by Ganguly [15] is
where, E(k, n)
for constant ǫ, k. The best known lower bound for insertion-only streams is Ω(n 1−2/k ), due to Chakrabarti, Khot and Sun [8] .
We consider the problem of approximating frequency moments in insertiononly streams for k ≥ 3. For any constant c we show an O(n 1−2/k log(n) log (c) (n))
upper bound on the space complexity of the problem. Here log (c) (n) is the iterative log function. To simplify the presentation, we make the following assumptions: n and m are polynomially far; approximation error ǫ and parameter k are constants. We observe a natural bijection between streams and special matrices. Our main technical contribution is a non-uniform sampling method on matrices. We call our method a pick-and-drop sampling; it samples a heavy element (i.e., element i with frequency Ω(F k )) with probability Ω(1/n 1−2/k ) and gives approximatioñ f i ≥ (1 − ǫ)f i . In addition, the estimations never exceed the real values, that is f j ≤ f j for all j. As a result, we reduce the space complexity of finding a heavy element to O(n 1−2/k log(n)) bits. We apply our method of recursive sketches [6] and resolve the problem with O(n 1−2/k log(n) log (c) (n)) bits. We do not try to optimize the space complexity as a function of ǫ.
Overview of Main Ideas
Pick-and-drop sampling has been inspired by a very natural behavior of children. We observed the following pattern: a child picks a toy, briefly plays with it, then drops the toy and picks a new one. This pattern is repeated until the child picks the favorite toy and keeps it for a long time. Indeed, children develop algorithms for selectivity [27] .
To illustrate the pick-and-drop method by example, assume that m = r * t where r = ⌈n 1/k ⌉ and consider r × t matrix M with entries m i,j = p k(i−1)+j . For m ≤ n we aim to solve the following promise problem with probability 2/3:
• Case 1: all frequencies are either zero or one.
• Case 2: z appears in every row of M exactly once (thus f z = r). All other frequencies are either zero or one.
Consider the following sampling method. Pick r i.i.d. random numbers I 1 , . . . , I r , where I i is uniformly distributed on {1, 2, . . . , t}. For each i = 1 . . . r − 1 we check if there is a duplicate of m i,I i in the row i + 1. If the duplicate is found then we output "Case 2" and stop; otherwise we repeat the test for i + 1. That is, the i-th sample is "dropped," and the (i + 1)-th sample is "picked". We repeat this experiment T times independently and output "Case 1" if no duplicate is found. Note that if the input represents Case 1 then our method will always output "Case 1." Consider Case 2 and observe that if m i,I i = z then our method will output "Case 2". Indeed, since z appears in every row, the duplicate of z will be found. The probability to miss z entirely is
Recall that m ≤ n, m = rt, r = ⌈n 1/k ⌉. If T = O(n 1−2/k ) with sufficiently large constant then the probability of error (3) is smaller than 1/3. We conclude that our promise problem can be resolved with O(n 1−2/k log(n)) space. Note how our solution depends on r. In general, the matrix should be carefully chosen.
Unfortunately the distribution of the frequent element in the stream can be arbitrary. Also our algorithm must recognize "noisy" frequencies that are large but negligible. Clearly, the sampling must be more intricate but, luckily, not by much. In particular, the following method works. We introduce a local counter for each sample that counts the number of times m i,I i appears in the suffix of the i-th row (this counting method is used in [1] for the entire stream). We maintain a global sample (and a global counter) as functions of the local samples and counters. Initially the global sample is the local sample of the first row. Under certain conditions, the global sample can be "dropped." If this is the case then the local sample of the current row is "picked" and becomes the new global sample. The global sample is "dropped" when the local counter exceeds the global one. Also, the global sample is dropped if the global counter does not grow fast enough. We use function λq where λ is a parameter and q is the number of rows that the global counter survived. If the global counter is smaller than λq then the global sample is "dropped."
In our analysis we concentrate on the case when 1 is the heavy element, but it is possible to repeat our arguments for any i. Our main technical contribution is Theorem 2.1 that claims that 1 will be outputted with probability Ω( f 1 t ) for sufficiently large f 1 . Interestingly, Theorem 2.1 holds for arbitrary distributions of frequencies. In Theorem 3.6 we show that there exist r, t, λ such that a bound similar to (3) holds. We combine our new method with [6] and obtain our main result in Theorem 3.8.
Pick-and-Drop Sampling
Let M be a matrix with r rows and t columns and with entries
Note that there is a bijection between r × t matrices M and streams D of size r × t with elements p it+j = m i,j where the definitions (2), (1) and (6), (7) define equivalent frequency vectors for a matrix and the corresponding stream. W.l.o.g, we will consider streams of size r × t for some r, t and will interchange the notions of a stream and its corresponding matrix. Let {I j } r j=1 be i.i.d. random variables with uniform distribution on [t]. Define for i = 1, . . . , r:
Let λ be a parameter. Define the following recurrent random variables:
Also (for i = 2, . . . r) if
then define
otherwise, define
Theorem 2.1. Let M be a r × t matrix. There exist absolute constants α, β such that if
Proof.
where for i > 1:
for i < r:
and A 1,j = B r,j = H r,j = ∅. We have
Consider the case when S i = 1 and q i = 1 and
for all h > i. In this case S h will be defined by (12) and not by (11) ; in particular, S h = S i = 1. Therefore,
Define
:
Thus,
For any i > 1:
For any fixed (i, j) ∈ Q events I i = j and T i,j are independent. Indeed, A i,j is defined by {S i−1 , C i−1 } that, in turn, is defined by {I 1 , . . . , I i−1 }. Similarly, B i,j is defined by {I i+1 , . . . , I r }. Note that H i,j is a deterministic event. By definition, {I 1 , . . . , I i−1 , I i+1 , . . . , I r } are independent of I i ; thus event I i = j and
Here we only use the second part of (13) . The first part is used in the proof of Lemma 2.2.
Lemma 2.2. There exist absolute constants α, β such that (13) implies
It follows from Lemmas 2.9, 2.17, 2.14 and the union bound that there exists at least 0.97f
; the lemma follows.
Events of type A
For (i, j) ∈ Q s.t. i > 1 and for l > 1 define:
Proof. Follows directly from (11), (12) . It is sufficient to prove that, for any i, there exists a set Q i such that C i = |Q i | and simultaneously Q i is a subset of
We prove the above claim by induction on i. For i = 1 the claim is true since we can define Q 1 = {(1, j) : j ≥ I 1 }. For i > 2 the description of the algorithm implies the following. If q i = 1 then we can put
Note that in this case S i = S i−1 . The second part follows from the description of the algorithms:
Fact 2.4.
We use Fact 2.3 for the last equality. Thus, Y l,(i,j) = 0. Definition of d i,j implies |{j : (i, j) ∈ Q, d i,j ≤ f l }| ≤ f l for any fixed i and l. Thus,
Part 2 following by repeating the above arguments and using the second statement of Fact 2.3. 
Proof. First, observe that q r 2 −1 = r 2 − r 1 . Second, q i > 1 implies that S i is defined by (12) and not by (11) for all r 1 < i ≤ r 2 . In particular, C r 1 ≤ f l,r 1 and for r 1 < i ≤ r 2 we have C i = C i−1 + f l,i . Thus,
Third, C r 2 −1 ≥ λq r 2 −1 since (10) must be false for i = r 2 . Therefore,
Observe that the set {i : S i = l} is a collection of disjoint l-epochs. Recall that Y l = r i=2 Y l,i and Y l,i is non-zero only if S i−1 is equal to l. Thus we can rewrite Y l as:
For any epoch such that r 2 > r 1 we have by Lemmas 2.4 and 2.6:
Since all epochs are disjoint we have
Proof. Since I i are independent and 0 ≤ f l,i t ≤ 1 we can apply Fact 2.10:
Lemma 2.9. There exists an absolute constant α such that (13) implies that P (A i,j ) ≤ 0.01 for at least 0.99f 1 pairs (i, j) ∈ Q.
Proof. ¿From Lemmas 2.7, 2.8:
If follows that (i,j)∈Q 1 A i,j = Y . Recall that by (13):
Fact 2.11 implies that there exists an absolute constant α such that the lemma is true.
The following fact is a well known. For completeness we present the proof. 
Thus we can assume that r i=1 α i < 1. We will prove the claim by induction on r. For r = 2 we obtain
For r > 2, we have, by induction,
Fact 2.11. Let X 1 , . . . , X u be a sequence of indicator random variables. Let S = {i :
Events of type B
. We use arguments that are similar to the ones from the previous section. To stress the similarity we abuse the notation and denote by Y l,h,(i,j) the indicator of the event that h > i + 1, s h = l and
Proof. Repeating the arguments from Fact 2.4 we have c h 1 s h =l ≤ f l,h and thus
Proof. The proof is identical to the proof of Lemma 2.8. 
We repeat the arguments from Lemma 2.9. 
Events of type
−j + h s=i (u s − w s ) < 0.
Denote any pair that is not a loosing pair as a a winning pair.
In this section we consider the following pair (U, W ) of sequences. For i = 1, . . . , r let u i = f 1,i and w i = λ. Proof. By Definition 2.15, for every i ≤ h ≤ r:
Since h l=i w i = (h− i+ 1)λ and d i,j ′ = f 1,i − j + 1 we have for every i ≤ h ≤ r:
Substitute h by h − 1 (for h > i):
Thus H i,j ′ does not occur, by (18).
Lemma 2.17.
There exists an absolute constant α such that (13) implies that H i,j does not occur for at least 0.99f 1 pairs (i, j) ∈ W .
Proof. By Lemma 2.20 there exist at least
Thus there exist at least f 1 − λr winning pairs (i, j) w.r.t. the (U, W ). In the statement of Fact 2.16 the mapping from j to j ′ is a bijection; thus there exist at least f 1 − λr pairs (i, j ′ ) s.t. m i,j ′ = 1 and H i,j ′ does not occur. By (13) we have f 1 ≥ αλr and the lemma follows. Definition 2.18. Let U = {u 1 , . . . , u t } and W = {w 1 , . . . , w t } be two sequences of non-negative integers. Let u 1 ) is not a winning pair (by (2) ). Therefore there exist 1 < u ≤ u 1 such that (1, u− 1) is a winning pair and (1, u) is not a winning pair. In particular, there exists 1 ≤ h < t such that
On the other hand (1, u − 1) is a winning pair thus
All numbers are integers and thus we conclude that
Consider the h-tail of U, W . By induction, there exists at least
winning pairs w.r.t. the h-tail of U, W . By Fact 2.19 there exist at least as many winning pairs w.r.t. U, W of the form (i, j) where i > 1. By properties of u there exist additional (u−1) winning pairs of the form (1, j), j ≤ u−1. Summing up we obtain the fact.
The Streaming Algorithm
Fact 3.1. Let v 1 , . . . , v n be a sequence of non-negative numbers and let k > 2. Then
we can apply Jensen's inequality and obtain:
where we use (2) to define F k . We will make the following assumptions:
Then it is possible to define a matrix a r × t matrix M , where r = F 1 /t and with entries m i,j = p ir+j .
Proof. Indeed,
by Hölder inequality and since f 1 ≤ 0.1F 1 by (28) we have ψ ≥ 0.5; thus, ⌈0.5 log 2 (ψ)⌉ ≥ 0 and the lower bound follows. Also, F 1/k k is the L k norm for the frequency vector since since all frequencies are nonnegative. Since L k ≤ L 1 we conclude that ψ ≤ n 1−1/k and the fact follows.
Observe that there exists a frequency vector with δ = O(1): put f j = 1 for all i ∈ [n]. At the same time there exists a vector with δ = Ω(n (k−1)/2k ): put f 1 = n and f j = 1 for j > 2. It is not hard to see that if δ is sufficiently large then a naïve sampling method will find a heavy element. For example, in the latter case, the heavy element occupies half of the stream. 
. We have by Hölder inequality:
Also, by Fact 3.1
Fact 3.5.
Proof. By Hölder inequality,
Thus
Theorem 3.6. Let M be a r × t matrix such that (27) is true. Then there exist absolute constants α, β such that
Proof. By (32) and Facts 3.5, 3.4, 3.3:
Also, (27) implies f 1 /t ≥ δ n 1−(2/k) . Thus, (33) follows from Theorem 2.1. Algorithm 1 describes our implementation of the pick-and-drop sampling. Theorem 3.7. Denote f k i > 100 j =i f k j as a heavy element. There exist a (constructive) algorithm that makes one pass over the stream and uses O(n 1−2/k log(n)) bits. The algorithm outputs a pair (i,f i ) such thatf i ≤ f i with probability 1. If there exists a heavy element f i then also with constant probability the algorithm will output (i,f i ) such that (1 − ǫ)f i ≤f i .
Proof. Define t as in (27) . W.l.o.g., we can assume that F 1 is divisible by t. Note that if t > F 1 or f 1 ≥ 0.1F 1 then it is possible to find a heavy element with O(n 1−2/k ) bits by existing methods such as [9] . Otherwise, a stream D defines a matrix M for which we compute O(n 1−2/k /ǫδ) independent pick-and-drop samples. Since we do not know the value of δ we should repeat the experiment for all possible values of δ. Output the element with the maximum frequency. With constant probability the output of the pick-and-drop sampling will include a (1− ǫ) approximation of the frequency f i . Thus, there will be no other f j that can give a larger approximation and replace a heavy element. The total space will define geometric series that sums to O(n 1−2/k log(n)).
If we know F 1 ahead of time then we can compute the value of t for any possible δ and thus solve the problem in one pass. However, one can show that the well-known doubling technique (when we double our parameter t each time the size of the stream doubles) will work in our case and thus one pass is sufficient even without knowing F 1 .
Recall that in [6] we developed a method of recursive sketches with the following property: given an algorithm that finds a heavy element and uses memory µ(n), it is possible to solve the frequency moment problem in space O(µ(n) log (c) (n)). In [6] we applied recursive sketches with the method of Charikar et.al. [9] . Thus, we can replace the method from [9] with Theorem 3.7 and obtain: Theorem 3.8. Let ǫ and k be constants. There exists a (constructive) algorithm that computes (1 ± ǫ)-approximation of F k , uses O(n 1−2/k log(n) log (c) (n)) memory bits, makes one pass and errs with probability at most 1/3.
