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Abstract
This paper studies the problem of testing whether a function is monotone
from a nonparametric Bayesian perspective. Two new families of tests are
constructed. The first uses constrained smoothing splines, together with a hi-
erarchical stochastic-process prior that explicitly controls the prior probability
of monotonicity. The second uses regression splines, together with two propos-
als for the prior over the regression coefficients. The finite-sample performance
of the tests is shown via simulation to improve upon existing frequentist and
Bayesian methods. The asymptotic properties of the Bayes factor for comparing
monotone versus non-monotone regression functions in a Gaussian model are
also studied. Our results significantly extend those currently available, which
chiefly focus on determining the dimension of a parametric linear model.
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1 Introduction
Many authors have used Bayesian methods for estimating functions that are known
to have certain shape restrictions, including positivity, monotonicity, and convexity.
Examples of work in this area include Holmes and Heard (2003), Neelon and Dunson
(2004), Dunson (2005), Shively et al. (2009), Shively et al. (2011), and Hannah and
Dunson (2013). But an important question unaddressed by this work is whether it is
appropriate to impose a specific shape constraint. If it is, the resulting function esti-
mates are often considerably better than those obtained using unconstrained methods
(Cai and Dunson, 2007). Conversely, the inappropriate imposition of constraints will
result in poor function estimates.
This paper considers the use of nonparametric Bayesian methods to test for mono-
tonicity. The approach has connections with two major areas of the Bayesian litera-
ture. First, we extend work on regression and smoothing splines (Smith and Kohn,
1996; Dimatteo et al., 2001; Panagiotelis and Smith, 2008; Shively et al., 2009), and
dictionary expansions more generally (Clyde and Wolpert, 2007), adapting these tools
in such a way that they become appropriate for hypothesis testing. Second, we extend
work on default Bayesian model selection (Berger and Pericchi, 2001; George and Fos-
ter, 2000; Clyde and George, 2004; Giro´n et al., 2010) to the realm of nonparametric
priors for functional data.
Our main theoretical contribution is to characterize the asymptotic properties of
the Bayes factor for comparing monotone versus non-monotone mean regression func-
tions in a normal model. To date, such asymptotic analysis has focused on comparing
normal linear models of differing dimension; see, for example, Giro´n et al. (2010). We
generalize this work to the problem of comparing non-linear mean functions. We
do so using a technique introduced in Walker and Hjort (2002) that combines the
properties of maximum-likelihood estimators and Bayesian marginal likelihoods that
involve the square roots of likelihood functions.
Our main methodological contribution is to construct two new families of priors
that are appropriate in a Bayesian test for monotonicity. The first approach uses a
monotone version of smoothing splines, together with a hierarchical stochastic-process
prior that allows explicit control over the time at which the underlying function’s
derivative first becomes negative. The second approach constructs a family of tests
using a regression spline model (Smith and Kohn, 1996) with a mixture of constrained
multivariate distributions as the prior for the regression coefficients. We study two
possible choices for this prior: constrained multivariate Gaussian distributions, and
a constrained version of the multivariate non-local method-of-moments distribution
(Johnson and Rossell, 2010). The mixing parameters in both priors can be adjusted
to allow the user to set the prior probability of a monotone function.
These approaches work for a very general class of sampling models, including those
for continuous, binary, and count data. They are most easily understood, however, in
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the case where data Y = {y1, . . . , yn}, observed at ordered points x ∈ {x1, . . . , xn},
are assumed to arise from a normal sampling model, (yi | fi) ∼ N(fi, σ2). Here
fi = f(xi) denotes the value at xi of an unobserved stochastic process f(x), with
x ∈ X and f in a space F of real-valued functions on X . Without loss of generality,
we consider functions defined on X = [0, 1]. To test whether f(x) is non-decreasing,
one must compare the evidence for H1 : f ∈ F1 against H2 : f ∈ F2, where
F1 = {f ∈ F : f(s2) ≥ f(s1) for all pairs s2 ≥ s1} ,
F2 = {f ∈ F : f(s2) < f(s1) for at least one pair s2 ≥ s1} .
Under the Bayesian approach to this problem, two important goals are in conflict.
One is flexibility: we wish to make few assumptions about f(x), so that the testing
procedure may accommodate a wide class of functions. Applying this principle na¨ıvely
would lead us to choose an encompassing function space F with large support, and
vague prior measures Π1 and Π2 over F1 and F2, respectively. On the other hand,
the Bayes factor for comparing H)1 versus H2 is
BF(H1 : H2) =
∫
F1
{∏N
i=1 φ(yi | f(xi), σ2)
}
dΠ1(f)∫
F2
{∏N
i=1 φ(yi | f(xi), σ2)
}
dΠ2(f)
,
which is heavily influenced by the dispersion of Π1 and Π2 (Scott, 2009). This strongly
contra-indicates the use of noninformative priors for model selection. In particular,
improper priors may not be used, as this leaves the Bayes factor defined only up to
an arbitrary multiplicative constant.
To see how these conflicting goals may be balanced, suppose initially that F = C1,
the space of all continuously differentiable functions. Membership in C1 is easily
enforced by supposing that f(x) =
∫ x
0
g(s) ds, where g(s) ∈ C, the space of real-
valued stochastic processes with almost-surely continuous sample paths. The test
may now be phrased in terms of H1 : g(s) ∈ C+ versus H2 : g(s) ∈ C−, where
C+ = {g ∈ C : g(s) > 0 for all s ∈ [0, 1]} , C− = C \ C+ .
The prior for g(s) now determines the behavior of the resulting estimate.
There are two similar proposals to ours in the Bayesian literature on shape-
constrained inference. First, Dunson (2005) used a Bonferroni-like method for con-
trolling the overall probability of monotonicity via a semiparametric model akin to
a variable-selection prior. Second, Salomond (2014) introduces an adaptive Bayes
test for monotonicity based on locally constant functions. There is also a large body
of classical work on specification tests, many of which are appropriate for assessing
monotocity or more general aspects of functional form. We cite four examples here,
which collectively represent a broad range of ideas about how to approach the testing
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problem; for a comprehensive bibliography, see Akakpo et al. (2014). Zheng (1996)
proposed a test of functional form based on the theory of U-statistics. Bowman et al.
(1998) used a two-stage boostrap test for monotonicity based on the idea of a critical
bandwidth parameter from an unconstrained estimate. Baraud et al. (2005) devise a
test based on comparing local means of consecutive blocks of observations. Akakpo
et al. (2014) propose a method based on the empirical distance between the cumula-
tive sum of the data points and the least concave majorant of this running sum. Our
simulation study finds that the new approaches proposed here generally outperform
these existing Bayesian and frequentist methods, in that they generally have better
power to detect departures from monotonicity at a fixed false-positive rate.
2 Constrained smoothing splines
A straightforward nonparametric Bayesian strategy to estimate a continuous function
f(x) is to model the derivative g(x) = f ′(x) as a scaled Wiener process, implying that
the increments g(s2) − g(s1) are normally distributed with mean zero and variance
τ 2(s2 − s1). But this is inappropriate for model selection, since it places unit prior
probability on the hypothesis of non-monotonicity. To see this, recall that for every
c > 0, the sample path of a Wiener process almost surely takes both positive and
negative values on (0, c), implying that f will not be monotone.
However, we can adapt the smoothing-spline approach to the testing problem as
follows. Introduce ξ = infs{s : g(s) = 0} as a latent variable that denotes the first
downward crossing point of g(x). This maps directly onto the hypotheses of interest:
ξ ≥ 1 if and only if the derivative g(s) is strictly positive on the unit interval.
The introduction of ξ turns a hypothesis test for an infinite-dimensional object f
into a one-dimensional estimation problem, via a hierarchical model for f(x):
(yi | f) ∼ N(f(xi), σ2) , f(x) =
∫ x
0
g(s) ds ,
(g | ξ, τ) ∼ Π(g | ξ, τ) , ξ ∼ p(ξ) . (1)
Here Π(g | ξ, τ) denotes the conditional probability distribution of a Wiener process
with scale parameter τ , given ξ = infs{s : g(s) = 0}. This differs from the one-
dimensional Brownian bridge, in that g(x) is restricted to be positive over the interval
(0, ξ).
We refer to the overall approach as a constrained smoothing spline. To test H1
versus H2, we compute the posterior probability of H1 as pˆ1 = pr(ξ > 1 | Y ). Note
that pˆ1/(1 − pˆ2) is identical to the Bayes factor in favor of H1, as long as the prior
distribution for ξ has exactly half its mass on (1,∞). One default choice for p(ξ)
for which this holds is a standard log-normal distribution, although in principle, any
proper prior with a median of 1 could be used. Moreover, even if pr(ξ > 1) 6= 0.5 a
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priori, it is easy to compute the Bayes factor by simply dividing pˆ1/(1 − pˆ1) by the
prior odds ratio in favor of monotonicity.
As the data are observed on a discrete grid, it is necessary to characterize the
increments of the above stochastic-process prior. The following proposition describes
the distribution of these increments, here referred to as the fractional normal distri-
bution. Our proof generalizes the argument of Chigansky and Klebaner (2008) to a
scaled Wiener process.
Proposition 1. Let Π(g | ξ, τ) denote the conditional probability measure of a scaled
Wiener process g(s) with scale parameter τ , given the condition that the first down-
ward crossing of g(x) occurs at x = ξ, where conditioning is meant in the sense of
Doob’s h transform. Let 0 < s1 < ξ, and define g1 ≡ g(s1) and g0 ≡ g(0). The
conditional distribution p(g1 | g0, ξ, τ) arising from Π(g | ξ, τ) is a fractional normal
distribution, denoted FN(g1 | g0, ξ, τ), with density
p(g1 | g0, ξ, τ) =
√
2e−m
2/2
mh2
√
pi
g1 sinh(mg1/h) exp
{
− g
2
1
2h2
}
, (2)
where h = τ{ξu(1− u)}1/2 and m = (g0/τ){(1− u)/(ξu)}1/2.
Proof. Let V be a three-dimensional Brownian bridge with scale τ , with V (0) = v
and V (ξ) = 0, for some point v having Euclidean norm ‖v‖ = g0. That is,
V (s) = v +W (s)− s
ξ
{W (ξ) + v} for s < ξ , (3)
where W (s) is a Wiener process in three dimensions with scale parameter τ . Observe
that the random variable of interest is equal in distribution to the radial part of V ,
observed at s1:
(g1 | ξ, g0) D= ‖V (s1)‖ .
Moreover, since ‖V ‖ is independent of the the starting point v, as long as ‖v‖ = g0,
one may choose v = (g0, 0, 0) to simplify the calculations. From (3), this leads to
‖V (s1)‖ D=
{(
z1τ
√
u(1− u)ξ + g1(1− u)
)2
+ ξu(1− u)τ 2z22 + ξu(1− u)τ 2z23
}1/2
,
(4)
where u = (ξ − s1)/(ξ − s0), and where (z1, z2, z3) are independent, standard-normal
draws. Equivalently,
‖V (s1)‖ D= h
{
(z1 +m)
2 + z22 + z
3
3
}1/2
,
with m and h defined as above. The density z22 +z
2
3 is that of an exponential distribu-
tion with rate 1/2. Meanwhile, the density of the term η = (z1+m)
2 may be evaluated
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directly using the fact that p(η) = d
du
P (η < u) and differentiating under the integral
sign. After a simple change of variables, the density of θ =
{
(z1 +m)
2 + z22 + z
3
3
}1/2
may be computed via convolution as
fc(θ) =
√
2e−m
2/2
m
√
pi
θ sinh(mθ) exp(−θ2/2) .
The result follows from the fact that the density of g1 = hθ is p(g1) = fc(θ/h)/h.
Proposition 1 characterizes the distribution of the increments of g(x) for a given
ξ. This leads to an efficient sequential Monte Carlo algorithm for fitting the implied
state-space model for the unknown function f(x) and crossing time ξ. The details of
the algorithm are in the technical appendix.
3 Constrained regression splines
This section develops a second family of tests for monotonicity using a regression
spline model with non-standard prior distributions, calibrated specifically to the test-
ing problem. In principle, regression splines of any order may be used. In practice,
we use quadratic splines, because they lead to excellent finite-sample performance
and a tractable sampling scheme. Thus our finitely parametrized approximation to
the function f(x) is given by the expansion
fm(x) = α + β1x+ β2x
2 + β3(x− x˜1)2+ + · · ·+ βm+2(x− x˜m)2+ , (5)
where the x˜j are the ordered knot locations, and z+ = max(z, 0). Throughout this
section we assume the model yi = fm(xi) + i for some choice of m. For notational
convenience let x˜0 = 0 and x˜m+1 = 1. Clearly the first derivative f
′
m(x) is linear
between each pair of knots. Therefore, if f ′m(x˜j) ≥ 0 and f ′m(x˜j+1) ≥ 0, then f ′m(x) ≥
0 on [x˜j, x˜j+1]. If this condition holds for all j = 0, . . . ,m, then fm(x) is monotone
on [0, 1].
To develop a test for monotonicity based on regression splines, we generalize Smith
and Kohn (1996) and Shively et al. (2009), using Bayesian variable selection to choose
the location of the knots from a set of m pre-specified values. Using all m knots, (5)
may be re-written in matrix notation as y = α1 +Xβ+ , where y is the n× 1 vector
of observations, 1 is a vector of ones, X is an n × (m + 2) design matrix, and β is
the vector of spline coefficients. Let ι be a vector of indicator variables whose jth
element takes the value 0 if βj = 0, and 1 otherwise. Let βι consist of the elements of
β corresponding to those elements of ι that are equal to one, and let p = |ι| denote
the number of nonzero entries in ι. Shively et al. (2009) derive the constraints on βι
that ensure the monotonicity of fm(x) for a given ι. Specifically, fm(x) is monotone
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whenever the vector γι ≡ Lιβι ≥ 0, where Lι is a known lower-triangular matrix
that depends on ι and the x˜j’s. Checking whether any element of γι is negative,
and controlling the prior probability of such a constraint violation across all possible
values of ι, are the basis of our test for monotonity. The matrix Lι therefore plays an
important role in the prior distribution for βι.
Given ι, the βι space is divided into 2
p disjoint regions denoted R
(1)
ι , . . . , R
(2p)
ι ,
with each region defined by a different combination of signs of f ′m(x) at each of the
included knots. Without loss of generality we may let R
(1)
ι denote the region where the
derivative is non-negative at each of the included knots, in which case f ′m(x) ≥ 0 for
all x ∈ [0, 1]. For a specific ι and prior p(βι), one may compute the prior probability
pr(βι ∈ R(1)ι | ι), which is identical to pr{f ′m(x) ≥ 0 for all x ∈ [0, 1] | ι}.
The key feature of our approach is that we specify priors on ι and βι that allow
explicit control over the prior probability of a monotone function. Given these pri-
ors, we compute pr{f ′m(x) ≥ 0 for all x ∈ [0, 1] | y}, the posterior probability of a
monotone function with ι and βι marginalized out. The function is declared to be
monotone if this probability exceeds a specified threshold.
We now describe the overall approach for constructing p(ι) and p(βι). The ιj are
assumed to be independent with pr(ιj = 0) = pj. Given ι and the error variance σ
2,
the prior for βι is a discrete mixture of 2
p multivariate distributions,
βι ∼
2p∑
d=1
qdΠd ,
where Πd is constrained to have support on R
(d)
ι . Within each component of the
mixture, there is a fixed combination of signs of f ′m(x) at each of the included knots.
As R
(1)
ι corresponds to the region where f ′m(x) ≥ 0 for all x, q1 is the prior probability
of monotonicity, conditional on ι.
Two specific choices for Πd are considered: one based on the multivariate Gaussian
distribution, and the other based on the multivariate method-of-moments distribution
described by Johnson and Rossell (2010). Both priors involve the constraint matrix
Lι in order to ensure that the necessary integrals are analytically feasible. This is
analogous to the use of g-priors in ordinary linear regression. In the technical appendix
these priors are constructed in detail, and a Markov-chain sampling algorithm is
presented for sampling from the joint posterior distribution over all model parameters.
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4 Asymptotic properties of Bayes factors
4.1 Independent and identically distributed models
This section develops the asymptotic properties of the Bayes factor in a test for mono-
tonicity. This analysis requires a new approach that significantly extends previous
methods used to study Bayes factors in the context of parametric linear models. To
introduce the new approach, we first consider the case of independent and identically
distributed observations. This simplified setting allows us to convey the essential idea
of the new argument, ignoring many of the additional technical complications that
arise in a test for monotonicity of a regression function.
Suppose two Bayesian models, M1 and M2, are to be compared via the Bayes
factor:
B12 =
∫
F1
∏n
i=1 f1(xi | θ1) pi1(dθ1)∫
F2
∏n
i=1 f2(xi | θ2) pi2(dθ2)
. (6)
Let dK(f, g) =
∫
f log(f/g) be the Kullback–Leibler divergence between f and g, and
let
dH(f, g) =
{∫ (√
f −√g
)2}1/2
be the Hellinger distance between f and g, which is bounded by 2.
Theorem 2. Suppose that the data x1, . . . xn are assumed to arise from some true
density f0(x), and that models M1 and M2 are to be compared, where Mj = {fj(x |
θj), pij(θj), θj ∈ Fj}. First, suppose that the true f0(x) is in the Kullback–Leibler
support of pi2: for all  > 0,
pi2 [θ2 : dK{f0(·), f2(· | θ2)} < ] > 0 . (7)
Second, suppose that for all sufficiently large n and for any c > 0, the following
bound holds almost surely under {f0(x), σ0}:
sup
θ1∈F1
n∏
i=1
f1(xi | θ1)
f0(xi)
< enc . (8)
Finally, suppose that
inf
θ1∈F1
dH {f1(· | θ1), f0(·)} > 0 . (9)
Then B12 → 0 almost surely under f0.
Proof. To prove the result, consider the denominator of B12 in Equation (6) with a
factor introduced, which is also introduced to the numerator, and so the factor cancels
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out:
In2 =
∫
F2
n∏
i=1
f2(xi | θ2)
f0(xi)
pi2(dθ2).
It is well known that with the first condition of the theorem, In2 > e
−nτ almost surely
for all large n and for any τ > 0. See, for example, Schwartz (1965).
Now consider the numerator with the same factor introduced:
In1 =
∫
F1
n∏
i=1
f1(xi | θ1)
f0(xi)
pi1(dθ1).
We can write this with an upper bound as follows:
In1 ≤
{
sup
θ1∈F1
n∏
i=1
f1(xi | θ1)
f0(xi)
}1/2 ∫
F1
{
n∏
i=1
f1(xi | θ1)
f0(xi)
}1/2
pi1(dθ1).
The second condition will ensure that the first term remains bounded. The second
term, labelled as Jn1, has expectation
E(Jn1) ≤
∫
F1
[
1− 1
2
d2H{f(· | θ1), f0(·)}
]n
pi1(dθ1) .
Hence, with the third condition, for some η > 0, E(Jn1) < e
−nη and thus Jn1 < e−nδ
almost surely for all large n and for some δ > 0.
Putting these together, we have
B12 < exp
{−n(δ − 1
2
c− τ)} almost surely for all large n for any c, τ > 0.
Choose 1
2
c+ τ < δ to obtain the desired result.
Using a similar argument, it is also possible to show that B12 →∞ almost surely
if the following three conditions hold. First, the true f0(x) is in the Kullback–Leibler
support of pi1; that is, for all  > 0,
pi1 [θ1 : dK{f0(·), f1(· | θ1)} < ] > 0.
Second,
sup
θ2∈F2
n∏
i=1
f2(xi | θ2)
f0(xi)
< enc almost surely for all large n for any c > 0.
Finally,
inf
θ2∈F2
dH{f2(· | θ2), f0(·)} > 0.
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Standard results indicate that if B12 → 0 then P (M1 | data)→ 0, whereas if B12 →∞
then P (M1 | data)→ 1.
4.2 Regression models: monotone vs. non-monotone
We will now adapt this result to examine the spline-based models introduced previ-
ously. Suppose that M1 is a normal model with monotone mean function,
M1 = {N(y | f1(x), σ21), pi1(f1, σ21)},
and M2 is a normal model with non–monotone mean function,
M2 = {N(y | f2(x), σ22), pi2(f2, σ22)}.
Assume the xi are sampled from distribution Q with support on (0, 1). Let f be a
regression spline function, which can be monotone or non-monotone, and define the
sieve
Sn =
{
f ∈ F : f has knot points at the xi and
∫
|f ′(x)|2 dx < λn
}
for some λn ↑ +∞, where F is the space of continuous functions on (0, 1) with
piecewise-continuous derivatives. Thus Sn includes the quadratic regression splines
from Section 3.
Finally, define
B12 =
∫ ∏n
i=1N{yi | f1(xi), σ21} pi1(dθ1)∫ ∏n
i=1N{yi | f2(xi), σ22} pi2(dθ2)
,
where θj = (fj, σj).
Our main result is stated below.
Theorem 3. Assume that f0, the true regression function, is bounded and continuous
on (0, 1), and let M1 and M2 be defined as above. Suppose that λn = O(n
1/4−δ) for
some δ > 0; that the L2 support of both pi1(f1) and pi2(f2), which may depend on the
sample size, coincide with Sn; and that the support of the variances coincides with
σ1, σ2 < σ+ <∞. Moreover, suppose that for some ψ > 0,  > 0, and ρ < 1, we have
that, for all sufficiently large n,
pi(n)
{
f : dψ(f,F1) <  | f /∈ F1
}
< ρn , (10)
where
dψ(f,F1) = inf
f1∈F1
{dψ(f, f1)} , where dψ(f, f1) = 1−n−1
n∑
i=1
exp[−ψ{f(xi)−f1(xi)}2] .
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Then, if the true model lies in M1, B12 diverges almost surely, whereas if the true
model lies in M2, then B12 → 0 almost surely.
The full proof is somewhat technical and is provided in the appendix. The essential
new ideas are conveyed by the proof of Theorem 1, while many of the technical details
draw on the method of sieves studied by Geman and Hwang (1982).
We now briefly describe the connection between the theorem and our spline-based
approach, and the way the conditions of the theorem correspond to the three con-
ditions of Theorem 1. The prior for f , say pi(n), will depend on the sampled xi and
have as its actual support the functions in the sieve Sn. In order to ensure the true
model is in the Kullback-Leibler support of the prior for all large n, we assume the
true variance is bounded by σ+, and that for all sufficiently large n, f0 is in the L2
support of the prior pi(n). That is, for all  > 0, and sufficiently large n,
pi(n)
[
f :
∫
{f0(x)− f(x)}2Q(dx) < 
]
> 0 .
In the proof of Theorem 2 we need the condition that for some t > 0,∫
et|y| FY (y) dy <∞ ,
where FY is the true marginal distribution of the yi. This condition on FY and λn
is to ensure that the sieve maximum likelihood estimator of f0 exists and converges
appropriately for our purposes. Here
FY (dy) =
∫
N(dy | f0(x), σ20)Q(dx) ,
and hence the condition on FY will be satisfied if∫
exp
{
f 20 (x)
}
Q(dx) <∞ .
This holds when f0 is bounded, which we assume in Theorem 2.
The key to both models is whether f ∈ Sn or not. That is, we need
pi(n){f ∈ Sn} = 1.
Now both models have f as continuous and f ′ as piecewise continuous, so we only
need
pi(n)
{
f :
∫
|f ′|2 < λn
}
= 1.
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This implies, for the smoothing spline model in Section 2,
pi(n)
{
g :
∫
g2 < λn
}
= 1,
whereas a quadratic regression-spline model of the type described in Section 3 needs
pi(n)
{
(α, β) :
∫ ∣∣∣β1 + 2β2x+ 2∑
j≥3
βj(x− x¯j−3)+
∣∣∣dx < λn} = 1.
Thus to ensure consistency in our proposed approaches, we need the priors for
both models to be restricted so that the integrals of the squares of the gradients
are bounded by an increasing function of the sample size n, which we denote by
λn and which must satisfy λn = O(n
1/4−δ) for some δ > 0. In both cases, this
is straightforward to apply in practice and simply involves removing increasingly
diminishing tail regions by truncating the priors. Hence, achieving consistency does
not require overly strict conditions, merely an arbitrarily small tail truncation, since
for finite samples the leading constant associated with the asymptotic condition on
λn can be arbitrarily large. We comment in detail on condition (13) in the appendix.
5 Experiments
5.1 Description of simulations
This section reports the results of an extensive simulation study benchmarking the
proposed methods against several alternatives that previously appeared in the litera-
ture. There are four non-Bayesian methods in the study. The first two are well-known
in the classical literature: the U test from Zheng (1996), and the bootstrap-based test
from Bowman et al. (1998). The second two are more recent methods due to Baraud
et al. (2005) and Akakpo et al. (2014).
We also included two Bayesian methods as benchmarks. First, there is the method
from Salomond (2014) described earlier. Second, there is the method of Bayesian
Bonferroni correction proposed by Dunson (2005), where each increment of f is as
(yi | fi, σ2) ∼ N(fi, σ2) , fi = fi−1 + δi ,
(δi | w, τ 2) ∼ wN+(δi | 0, τ 2) + (1− w)N(δi | 0, τ 2) ,
where w is the mixing probability and N+ indicates a normal distribution truncated
below at zero. By analogy with Bonferroni correction, one then chooses w as a
function of the sample size such that the event {δi > 0 for all i} has prior probability
1/2. This model can be fit via Gibbs sampling.
Our simulations used the model yi = f(xi) + i, with n = 100 equally spaced x
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values on (0, 1], and the i independent and identically distributed N(0, 0.1
2) random
variables. We generated 100 data sets for each of the 11 test functions below:
f1 = 4(x− 1/2)31x≤1/2 + 0.1(x− 1/2)− 0.25 exp{−250(x− 1/4)2}
f2 = −x/10
f3 = (−1/10) exp{−50(x− 1/2)2}
f4 = (1/10) cos(6pix)
f5 = x/5 + f3(x)
f6 = x/5 + f4(x)
f7 = x+ 1− (1/4) exp{−50(x− 1/2)2}
f8 = x
2/2
f9 = 0
f10 = x+ 1
f11 = x+ 1− (9/20) exp{−50(x− 1/2)2} .
These span a variety of scenarios and include both monotone and non-monotone func-
tions. Functions f1 to f7, f10, and f11 were used by Akakpo et al. (2014). Salomond
(2014) used functions f1 to f7, and added functions f8 and f9. The only difference is
that we modified functions f1 to f6 so that they varied more slowly over the domain
[0, 1]. This was necessary to ensure that the probability of correct classification was
not essentially one. Note that the tests in Akakpo et al. (2014) and Salomond (2014)
are actually for a monotone non-increasing function. Thus for a test of a monotone
non-decreasing function, we applied their tests to the negative of the simulated y
values from the functions above.
For the Gaussian regression spline-based test, we use the prior described in Equa-
tion (4) of the appendix. We used m = 33 equally spaced knots, and set c = 100,
pj = pr(ιj = 0) = 0·8, and q1 = pr(f ′m(x) ≥ 0 | ι) = 0·1. For the method-of-moments
regression spline-based test, we used the prior distribution in Equation (5) of the
appendix. We set c = 10, pj = pr(ιj = 0) = 0·8, and q1 = pr(f ′m(x) ≥ 0 | ι) = 0·1.
Note that c is a variance under the Gaussian model but a scale parameter under the
method-of-moments prior, so the two values are comparable under each model.
For the constrained smoothing-spline approach, we adopt an empirical-Bayes
strategy for hyperparameter specification. We used the plug-in estimate σ2 of the
error variance derived from local linear regression under a Gaussian kernel function,
with the bandwidth chosen by leave-one-out cross validation. This is an asymp-
totically efficient estimator of σ2, regardless of whether the underlying function is
monotone. We then used the mixture prior τ ∼ (1/3)δ0 + (2/3)Ga(3, 3τˆ), where δ0
is a Dirac measure, and where τˆ is the maximum first difference of the local-linear-
regression estimate of f(x). When τ 2 = 0 and g(0) = 0, f(x) is a globally flat
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Table 1: Results of the simulation study. Each entry is the number of times out of
100 that the function was correctly classified as either monotone or non-monotone.
Salomond: method from Salomond (2014). Smoothing: smoothing spline test. Gauss:
regression-spline test with Gaussian priors. MoM: regression-spline test with method-
of-moments priors. U-test: the test from Zheng (1996). Baraud: the test from Baraud
et al. (2005) with ln = 25. Akakpo: the test from Akakpo et al. (2014). Average:
average correct classification rate across all 11 test functions.
Function Salomond Smoothing Gauss MoM U-test Baraud Akakpo
f1 19 99 100 99 59 6 9
f2 83 72 74 63 59 64 33
f3 51 34 35 49 59 53 43
f4 73 80 91 98 0 92 92
f5 56 95 85 90 99 24 25
f6 86 96 99 100 34 77 74
f7 13 92 91 47 16 1 4
f8 98 80 93 93 41 100 100
f9 96 98 95 95 99 97 94
f10 99 99 97 99 28 100 99
f11 100 100 99 99 100 71 82
Average 70·3 85·9 87·2 84·7 54·1 62·3 59·5
function. Finally, we set ξ ∼ N(1, 1). Note that whenever ξ < 0, this implies that
f ′(x) is an unconstrained Wiener process on [0, 1]. Also, observe that when τ 2 = 0,
our model does not depend on ξ. We therefore arbitrarily set ξ =∞ whenever τ 2 = 0,
so that f(x) is classified as a monotone function.
All Markov-chain-based sampling schemes were run for a burn-in period of 20,000
iterations and a sampling period of 100,000 iterations. The particle-filter algorithm
for fitting the smoothing spline used 100,000 particles. In each case, we calculate the
Bayes factor by computing the posterior odds ratio and dividing by the original priors
odds ratio.
5.2 Results
For the frequentist tests, we calculated a p-value under the null hypothesis of mono-
tonicity, and rejected the null whenever p ≤ p?. For the Bayesian tests, we rejected the
null hypothesis of monotonicity whenever the Bayes factor in favor of a non-monotone
function exceeded a critical value b?. To ensure a sensible comparison across these
disparate methods, we calculated a separate critical value for each method as fol-
lows. First, we simulated 1000 test data sets of size 100 each, for which the true
regression function was f(x) = 0. Thus, within each test data set, yi ∼ N(0, 0.12)
for i = 1, . . . , 100. Then, we applied each test to the 1000 simulated data sets, and
calculated the threshold at which the given test would reject the null hypothesis five
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percent of the time. This threshold was used as that test’s critical value for all 11 test
functions. The goal of this calibration process is to ensure that all methods have an
approximate size of α = 0·05 under the most difficult boundary case of a globally flat
function. It also ensures that the assumed prior probability of a monotone function
does not play a role in the performance of the Bayesian tests. This calibration phase
used 1000 simulations, rather than 100, because of the difficulty in estimating the tail
area accurately with only 100 test statistics.
Table 1 shows the number of times, out of 100 simulated data sets, that each
method correctly classified functions f1 to f11 under that method’s calibrated critical
value. In our simulation study, the bootstrap method of Bowman et al. (1998) was
uniformly beaten by the three other non-Bayesian tests. Similarly, the Bayesian
Bonferroni method was uniformly beaten by the three other Bayesian tests. For the
sake of brevity, we have not included the results for these two methods in Table 1.
As Table 1 shows, although no one method is uniformly the best, the Bayesian
methods exhibit the best overall frequentist properties for functions among those
considered. This is especially true of the three spline-based methods proposed here:
they never perform much worse than the other methods, and in some cases perform
much better than the best frequentist approach. We conclude that the spline-based
methods are a robust, powerful choice across a wide variety of underlying functions.
The method of Salomond (2014) performs almost as well, and better on select cases,
but is not as robust overall. For example, neither this method nor the frequentist
methods are easily able to detect the small dip in function f7, which the spline-based
methods can detect much more frequently.
6 Discussion
We conclude by highlighting one final interesting aspect of the Bayesian methods,
beyond their theoretical properties and good finite-sample frequentist performance.
Unlike the classical approaches considered here, the Bayesian approaches can be used
to test both global and local hypotheses about a function, without invoking any
concerns about multiplicity. We illustrate this with an example. In Figure 1 we see
two examples of data sets in our simulation study: one where f(x) = 1 + 8.0(x −
0.75)2, which is non-monotone; and the other where f(x) = 0.5x, which is monotone.
For each of these two data sets, both the Baraud et al. (2005) and Akakpo et al.
(2014) tests reject the null hypothesis of monotonicity at the α = 0·05 level. The
Bayesian test using constrained smoothing splines also favors the hypothesis of non-
monotonicity for each case: posterior probability 0·98 for the function in the top pane,
and 0·74 for the one in bottom pane.
The difference between the Bayesian and frequentist methods comes when we try
to identify the range of values where f exhibits likely non-monotonic behavior. Each
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Figure 1: The left two panels show results for a data set where E(y) = 1 + 8.0(x−
0.75)2. The first panel shows the data as grey dots, the filtered mean and 95% filtered
confidence interval for f as dotted lines, and the smoothed mean as a solid line. The
second panel shows the histogram of draws from the posterior distribution of the first
crossing time ξ. The right two panels show the same two figures for a data set where
E(y) = 0.5x.
frequentist test is an omnibus test, loosely analagous to an F -test in an analysis-of-
variance problem. They therefore lead to a large multiple-comparison problem if one
wishes to test for specific local features of the data set that yielded a rejection from
the omnibus test. In contrast, the posterior probability associated with any such local
question, such as whether the function decreases between x = 0.6 and x = 0.8, arises
naturally from the joint posterior distribution under the Bayesian model. One may
ask an unlimited number of such questions about the posterior distribution, without
posing any multiplicity concerns.
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A Further detail on constrained smoothing splines
Proposition 1 in the main manuscript characterizes the distribution of the increments
of the stochastic process g(s) for a particular value of the crossing time ξ. It naturally
suggests a sequential Monte Carlo algorithm for model-fitting. Let ∆j = tj+1 − tj
denote the jth time increment, and approximate the value of f at time ti as f(ti) ≈∑
j<i g(tj)∆j, assuming that the time bins are sufficiently small such that g(tj)∆j is
a good approximation of
∫ tj+1
tj
g(s)ds.
Subject to this approximation,
(yi | fi, σ2) ∼ N(fi, σ2) (1)
fi = fi−1 + ∆i−1gi−1 (2)
(gi | τ, ξ, gi−1) ∼

FN(gi | gi−1, ξ, τ) if tj < ξ ,
N(gi | 0, τ 2(tj − ξ)) if tj−1 < ξ < tj ,
N(gi | gi−1, τ 2(tj − tj−1)) if tj−1 > ξ ,
(3)
recalling that FN denotes the fractional normal distribution from Proposition 1. The
model is characterized by the unobserved state vector g = (g1, . . . , gN)
T , and the three
unknown parameters ξ, τ , and σ2. To fit it, we use the particle-filtering algorithm from
Liu and West (2001), which is a modification of sequential importance resampling.
The idea is to introduce a particle approximation to the time-t filtered distribution
of the state gt and unknown parameters τ and ξ. The problem of particle decay is
handled by propagating each particle forward with a small jitter added to ξ and τ ,
drawn from Gaussian kernels centered at the current values. This would ordinarily
result in a density estimate that is over-dispersed compared to the truth. But Liu and
West (2001) suggest a shrinkage correction that shifts the propagated values toward
their overall sample mean, resulting in a particle approximation with the correct
degree of dispersion.
With a moderate amount of data, σ2 can be estimated quite precisely. We use
a simple plug-in estimate, derived from an unconstrained local-linear-regression esti-
mate of f , with the kernel bandwidth chosen by leave-one-out cross-validation. This
produces an estimate for σ2 that is asymptotically efficient, regardless of whether the
underlying function is monotone. We also experimented with the particle-learning
approach of Carvalho et al. (2010), by tracking sufficient statistics for σ2 as part
of the state vector. Only very small differences between these two approaches were
observed, seemingly validating the simpler plug-in method. Code implementing the
method is available from the authors.
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B Further details on constrained regression splines
B.1 The model
This section develops two tests of monoticity using a regression spline model with
different prior distributions for the regression coefficients. Equation (5) from the main
manuscript specifies a finitely parametrized approximation to the function f(x), and
introduces our notation for the problem. For the sake of clarity, we re-iterate this
notation here. We represent the unknown function as
fm(x) = α + β1x+ β2x
2 + β3(x− x˜1)2+ + · · ·+ βm+2(x− x˜m)2+ ,
where the x˜j are the ordered knot locations, and z+ indicates the positive part of z.
Using all m knots, this model may be re-written in matrix notation as y = α1+Xβ+,
where y is the n× 1 vector of observations, 1 is a vector of ones, X is an n× (m+ 2)
design matrix, and β is the vector of spline coefficients. Let ι be a vector of indicator
variables whose jth element takes the value 0 if βj = 0, and 1 otherwise. Let βι consist
of the elements of β corresponding to those elements of ι that are equal to one, and
let p = |ι| denote the number of nonzero entries in ι. Shively et al. (2009) derive the
constraints on βι that ensure the monotonicity of fm(x) for a given ι. Specifically,
fm(x) is monotone whenever Lιβι ≡ γι ≥ 0, where Lι is a known lower-triangular
matrix that depends on ι and the x˜j’s.
Given ι, the βι space is divided into 2
p disjoint regions denoted R
(1)
ι , . . . , R
(2p)
ι ,
with each region defined by a different combination of signs of the derivative f ′m(x)
at each of the included knots. In general, if the sign of f ′m(x) at any included knot is
negative, then the function is not monotone. Without loss of generality we may let
R
(1)
ι denote the region where the derivative is non-negative at each of the included
knots, in which case f ′m(x) ≥ 0 for all x ∈ [0, 1]. For a specific ι and prior p(βι), one
may compute the prior probability pr(βι ∈ R(1)ι | ι), which is identical to pr{f ′m(x) ≥
0 for all x ∈ [0, 1] | ι}.
Given ι and σ2, the prior for β is a mixture of 2p distributions, with the dth mixture
component Πd constrained to have support on R
(d)
ι . Two specific choices for Πd are
considered: one based on the multivariate Gaussian distribution, and the other based
on the multivariate method-of-moments distribution described by Johnson and Rossell
(2010). As discussed below and shown in the simulation experiment in Section 5 of
the main manuscript, the two resulting tests have different small sample properties.
We first note that a multivariate Gaussian distribution for the regression co-
efficients is inappropriate for testing purposes, because for any given region R
(d)
ι ,
pr(βι ∈ R(d)ι | ι) will be very small if there are a large number of knots in the model.
Because R
(1)
ι is identified with the region where f(x) is monotone, this means there
is a vanishingly small prior probability on the null hypothesis as the number of knots
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increases.
We therefore take the following approach. For a given ι not identically 0, let Lι
be the lower-triangular matrix that defines the monotonicity constraint on βι. Let c
be a fixed scale factor. The Gaussian-based prior we use is
(βι | ι, σ2) ∼
2p∑
d=1
qd TN
{
βι | 0, cσ2(LiLTi )−1, R(d)ι
}
, (4)
where TN(x | m,V,R) denotes the density function, evaluated at x, of the multivariate
normal distribution with mean vector m, covariance matrix V , and truncation region
R. The integral of the density function over each of the 2p mutually disjoint regions
may be done analytically, due to the choice of covariance matrix. In particular,
pr(βι ∈ R(d)ι | ι) = qd, so conditional on ι, q1 is the prior probability of a monotone
function.
As a second choice of prior, we also consider the multivariate moment-based prior,
(βι | ι, σ2) ∼ Cι
2p∑
d=1
qd β
T
ι Σ
−1
ι βι |Σι|−1/2 exp
{
−1
2
βTι Σ
−1
ι βι
}
, (5)
where Cι is a known normalizing constant not depending on β, and where Σι =
cσ2(LiL
T
i )
−1
as before. The integral of this density function over each of the sub-
regions can be done analytically to give pr(βι ∈ R(d)ι | ι). As in the parametric
linear case considered by Johnson and Rossell (2010), using the moment-based prior
gives a test for monotonicity with different properties than the test obtained using a
Gaussian prior. These differences are illuminated in the simulation results reported
in Section 5 of the main manuscript.
To complete the model for fm(x) we must also specify priors for α, σ
2 and ι.
The intercept α is given a vague mean-zero normal prior with variance 1010, and the
variance is given a flat prior on [0, 103]. Using vague priors on these parameters is
acceptable, as they appear in all models under consideration, and there is no inde-
terminacy in the Bayes factor as a result. The prior for the knot-inclusion indicator
ι was discussed in the main manuscript; each element is given a Bernoulli prior with
fixed probability pj.
The prior probability of monotonicity may then be computed as
pr{f ′m(x) ≥ 0 for all x ∈ [0, 1]} = q1 [1− pr{ι = (0, . . . , 0)}] + pr{ι = (0, . . . , 0)} ,
since q1 = pr{f ′m(x) ≥ 0 for all x ∈ [0, 1] | ι}, and since a flat function with ι =
(0, . . . , 0) is also a monotone function.
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B.2 Sampling scheme for posterior inference
To construct our Markov-chain Monte Carlo sampling scheme, we use an alternative
parametrization of a regression spline model proposed in Shively et al. (2009). For a
given ι, define Wι = XιL
−1
ι and γι = Lιβι, where Lι is the constraint matrix defined
previously, and where Xι consists of the columns of X corresponding to the nonzero
entries in ι. This allows us to rewrite the function as fm(x) = α1 + Wιγι, and to
identify the regions R
(d)
ι as orthants in the transformed γ space. In particular, the
region of monotonocity is the first orthant, where γι ≥ 0. This greatly simplifies the
sampling scheme.
Under this new parametrization, the Gaussian-based prior becomes
(γι | ι, σ2) ∼
2p∑
d=1
qd TN
{
γι | 0, cσ2I, R(d)ι
}
,
while the moment-based prior becomes
(γι | ι, σ2) ∼ Cι
2p∑
d=1
qd γ
T
ι γι exp
{
− 1
2cσ2
γTι γι
}
.
Sampling α and σ2 is straightforward, so the details of these steps are omitted.
We now discuss the details for sampling ι and γι under the multivariate method-of-
moments prior, the details for the Gaussian-based prior being similar.
Let ιj denote the jth element of ι, and ι−j denote the remaining j − 1 elements.
Similarly, let γj denote the jth element of γ, and γ−j the remaining elements. We
sample each (ιj, γj) jointly, given (ι−j, γ−j), the data, and all other model parameters.
To keep notation simple, we let Θ denote the complete set of other model parameters,
including the entries in ι and γ not being sampled.
We generate (ιj, γj | y,Θ) by first generating (ιj | y,Θ) marginalizing over γj, and
then generating (γj | ιj, y,Θ).
Without loss of generality assume that we are updating ι1. To compute p(ι1 = 0 |
y,Θ), observe that if at least one element of ι−1 is nonzero, then
p(ι1 = 0 | y,Θ) = Cp(y | ι1 = 0,Θ) p(γ−1 | ι1 = 0, ι−1) p(ι1 = 0) , (6)
where C is a constant. The second term on the right-hand side is
p(γ−1 | ι1 = 0, ι−1) = q˜2s(cs)−1γT−1γ−1(2pic)−s/2 exp
{
− 1
2c
γT−1γ−1
}
,
where s = |ι−1| is the number of nonzero elements in ι−1; and where q˜ = q1 if all
elements of γ−1 are positive, and (1 − q1)/(2s − 1) otherwise. If all elements of ι−1
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are zero, then the same representation holds with p(γ−1 | ι1 = 0, ι−1) set to one.
To compute p(ι1 = 1 | y,Θ), note that
p(ι1 = 1 | y,Θ) = C
{∫
R
p(y | ι1 = 1, γ1,Θ) p(γ1, γ−1 | ι1 = 1, ι−1) dγ1
}
p(ι1 = 1) ,
(7)
where C is the same constant appearing in Equation (6). Let δ1 = (y−α1−W−1γ−1)−
w1γ1, with w1 representing the first column of W1,ι−1 , and W−1 the remaining columns.
The first term in the integrand in (7) may be written as
p(y | ι1 = 1,Θ) = (2piσ2)−n/2 exp
{
− 1
2σ2
δT1 δ
}
.
Also, p(γ1, γ−1 | ι1 = 1, ι−1) is given by
a(γ1) 2
r(rc)−1(γ21 + γ
T
−1γ−1) (2pic)
−r/2 exp
{
− 1
2c
(γ21 + γ
T
−1γ−1)
}
, (8)
where r = s + 1, a(γ1) = q˜ if γ1 > 0, and (1 − q1)/(2r − 1) if γ1 < 0. Recall that
q˜ = q1 if all elements of γ−1 are positive, and (1− q1)/(2r − 1) otherwise.
Let y˜ = y − α1−W−1γ−1, and let
d = 2r(cr)−1c−1/2(2pic)−s/2(2piσ2)−n/2 exp
(
− 1
2c
γT−1γ−1
)(
wT1 w1
σ2
+ c−1
)−1/2
p(ι1 = 1) .
Then (7) can be written as
p(ι1 = 1 | y,Θ) = Cd exp
[
− 1
2σ2
{
y˜T y˜ − (wTt y˜)2
wT1 w1 + σ
2/c
}]
×
{
1− q1
2r − 1
∫ 0
−∞
h(γ1) dγ1 + q˜
∫ ∞
0
h(γ1) dγ1
}
, (9)
where
h(γ1) = (γ
2
1 + γ
T
−1γ−1)(2piτ
2
γ )
−1/2 exp
{
− 1
2τ 2γ
(γ1 − µγ)2
}
γˆ1 = (w
T
1 w1)
−1wT1 y˜
µγ = (w
T
1 w1 + σ
2/c)−1wTt y˜
τ 2γ = σ
2(wT1 w1 + σ
2/c)−1 .
The two integrals with respect to γ1 may be done analytically.
If ι1 = 0, then γ1 need not be generated. If ι1 = 1, then
p(γ1 | y, ι1 = 1,Θ) ∝ p(y | ι1 = 1, γ1,Θ) p(γ1, γ−1 | ι) ,
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with p(γ1, γ−1 | ι) already given in (8). This is a mixture distribution that can be
sampled by an efficient accept/reject algorithm.
The details for the Gaussian prior for very similar, with the modification that the
term γ21 +γ
T
−1γ−1 does not appear in front of the normal kernel, and that drawing from
the mixture distribution above may be done using constrained Gaussian distributions,
without appealing to an accept/reject algorithm.
C Proof of Theorem 2
C.1 Notation and preliminary lemma
Recall that the two models under comparison are M1, a normal model with monotone
mean function,
M1 = {N(y | f1(x), σ21), pi1(f1, σ21)} ,
and M2, a normal model with non–monotone mean function,
M2 = {N(y | f2(x), σ22), pi2(f2, σ22)} ,
where pi1 and pi2 are the priors over the monotone and non-monotone functions,
respectively. We assume the xi are sampled from distribution Q with support on
(0, 1).
Let f be a regression spline function, which can be monotone or non-monotone.
In the main paper, we defined the sieve Sn as
Sn =
{
f ∈ F : f has knot points at the xi and
∫
|f ′(x)|2 dx < λn
}
for some λn ↑ +∞, where F is the space of continuous functions on (0, 1) with
piecewise-continuous derivatives. In addition, we must also define the sieve
S ′n =
{
f ∈ F ′ : f has knot points at the (xi) and
∫
|f ′(x)|2 dx < λn
}
for some λn ↑ +∞, where F ′ is the space of continuous, piecewise linear functions on
(0, 1). Clearly S ′n ⊂ Sn, and we assume that all functions are defined on Sn. But on
pages 10 and 11 and in Theorem 2 of a Brown University technical report in 1981
by S. Geman on sieves for nonparametric estimation of densities and regressions, it
is shown that f̂(x), the minimizer of
n∑
i=1
{yi − f(xi)}2,
22
subject to f ∈ Sn, is piecewise linear, with knots at the (xi). Therefore, in what
follows, all maximum-likelihood estimates are assumed without loss of generality to
be restricted to S ′n, even though the priors have support over the larger sieve.
Let f0 be the true unknown function. Let f̂1 be the maximum likelihood estimate
of f0 over F1, and f̂2 the maximum-likelihood estimate of f0 over F2, both restricted
to the sieve S ′n. We write f̂ to denote the unrestricted maximum-likelihood estimate
over S ′n. We start with a Lemma which provides a useful result for both f0 ∈ F1 and
f0 ∈ F2.
Lemma 1. Let f̂(x) be the maximum likelihood estimator of the regression spline,
including both monotone and non-monotone parts of S ′n. If
n−1
n∑
i=1
{f̂(xi)− f0(xi)}2 → 0 almost surely, (10)
then
lim inf
n
inf
f1∈F1
n−1
n∑
i=1
(yi − f1(xi))2 ≥ σ20 almost surely ,
and
lim inf
n
inf
f2∈F2
n−1
n∑
i=1
(yi − f2(xi))2 ≥ σ20 almost surely .
Proof. If (10) holds, then from the triangular inequality, each of the following holds
almost surely under f0. First,
n−1
n∑
i=1
(yi − f0(xi))2 ≤ n−1
n∑
i=1
(yi − f̂(xi))2 + n−1
n∑
i=1
(f̂(xi)− f0(xi))2 a.s.
The last term goes to 0, and so in the limit,
n−1
n∑
i=1
(yi − f0(xi))2 ≤ n−1
n∑
i=1
(yi − f̂(xi))2 .
But from the definition of the maximum likelihood estimator,
n−1
n∑
i=1
(yi − f̂(xi))2 ≤ n−1
n∑
i=1
(yi − f0(xi))2 ,
and hence, as
n−1
n∑
i=1
(yi − f0(xi))2 → σ20 ,
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it follows that
n−1
n∑
i=1
(yi − f̂(xi))2 → σ20 .
To elaborate on this, let
an = n
−1
n∑
i=1
(yi−f0(xi))2, bn = n−1
n∑
i=1
(yi−f̂(xi))2 and cn = n−1
n∑
i=1
(f̂(xi)−f0(xi))2.
So
an − cn ≤ bn ≤ an
and cn → 0 and an → σ20; so also bn → σ20.
Then, if f0 is monotone, we have by definition
n−1
n∑
i=1
(yi − f̂(xi))2 ≤ n−1
n∑
i=1
(yi − f̂2(xi))2,
and, if f0 is non-montone, we have also by definition
n−1
n∑
i=1
(yi − f̂(xi))2 ≤ n−1
n∑
i=1
(yi − f̂1(xi))2,
completing the proof.
C.2 Proof of theorem
Conditions under which (10) holds are to be found, for example, in Geman and Hwang
(1982), using sieves. These are easily verified under the assumptions of our theorem.
To see this, note that if ∫
exp(t|y|)FY (dy) <∞
for some t > 0, which we assume to be the case, then the condition λn = O(n
1/4−δ)
for some δ > 0 is sufficient to ensure that∫ 1
0
{
f̂(x)− f0(x)
}2
Q(dx)→ 0 almost surely.
It is then easy to show, assuming f0 is bounded, that∫ 1
0
{
f̂(x)− f0(x)
}2
Qn(dx)→ 0 almost surely,
where Qn is the empirical distribution of the (xi). Hence, (10) follows.
Having established that (10) holds, we now take the two cases in turn: first where
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f0 is non-monotone, and then where f0 is monotone.
f0 is non-monotone. Let us first assume that f0(x), the true mean function on
X, is non–monotone. That is, the true density is g0(y | x, θ0) = N(y | f0(x), σ20). So
consider
B12 =
∫ ∏n
i=1N(yi | f1(xi), σ21) pi1(dθ1)∫ ∏n
i=1N(yi | f2(xi), σ22) pi2(dθ2)
.
The denominator, with the additional factor involving the true model, is given by
In2 =
∫ n∏
i=1
N(yi | f2(xi), σ22)
N(yi | f0(xi), σ20)
pi2(dθ2).
The theorem assumes that the prior for (f2, σ
2
2) has f0 in its Kullback–Leibler support:
pi2
[
(f2, σ2) :
∫
dK{N(·|f2(x), σ22), N(·|f0(x), σ20)}Q(dx) < 
]
> 0
for all  > 0. Under this condition, In2 > e
−nτ almost surely for all large n, for any
τ > 0.
The numerator can be written as
In1 =
∫ n∏
i=1
N(yi | f1(xi), σ21)
N(yi | f0(xi), σ20)
pi1(dθ1)
and f1 belongs to the set of monotone functions. We need to show that In1 < e
−nδ
almost surely for all large n for some δ > 0. This can be shown with the following
two conditions.
1. The follow bound holds almost surely under f0:
lim inf
n
inf
f1∈F1
n−1
n∑
i=1
{yi − f1(xi)}2 ≥ σ20 .
2. If the x are sampled from Q then, for some constant ψ > 0,
sup
f1
∫
exp
{−ψ(f0(x)− f1(x))2} Q(dx) < 1.
Under the assumptions of the theorem, the first condition is ensured by Lemma 1,
and the second condition holds because f0(x) is a fixed non–monotone function, and
it is not possible for a monotone function to get arbitrarily close to it.
We use these conditions to establish the result for f0 non-monotone as follows.
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First,
In1 ≤
{
sup
f1,σ21
n∏
i=1
N(yi|f1(xi), σ21)
N(yi|f0(xi), σ20)
}1/2 ∫ { n∏
i=1
N(yi|f1(xi), σ21)
N(yi|f0(xi), σ20)
}1/2
pi1(dθ2).
Write these two terms as Kn1 and Jn1, respectively.
If we let f̂1(xi) be the minimizer of
n∑
i=1
{yi − f1(xi)}2,
then the appropriate σ̂21 is given by
n−1
n∑
i=1
{yi − f̂1(xi)}2.
Hence,
Kn1 =
(
σ20
n−1
∑n
i=1(yi − f̂1(xi))2
)n/2
exp
{
−1
2
n+ 1
2
nn−1
n∑
i=1
(yi − f0(xi))2/σ20
}
.
Since
n−1
n∑
i=1
(yi − f0(xi))2/σ20 → 1 almost surely,
and using condition 1, it follows that Kn1 < e
nη almost surely for all large n, for any
η > 0.
On the other hand, the expectation of Jn1 is given by
E(Jn1) =
∫ [
1− 1
2
∫
d2H{N(· | f1(x), σ21), N(· | f0(x), σ20)}Q(dx)
]n
pi1(dθ1).
Now
1
2
d2H{N(· | f1(x), σ21), N(· | f0(x), σ20)} = 1−
√
2σ0σ1
σ21+σ
2
0
exp
[
−{f0(x)−f1(x)}2
4(σ20+σ
2
1)
]
≥ 1− exp [−ψ {f0(x)− f1(x)}2]
for some constant ψ > 0, if we impose an upper bound on the prior for σ21.
Therefore, with condition 2, E(Jn1) < e
−nκ, for some κ > 0, and hence Jn1 < e−nφ
almost surely for all large n, for some φ > 0. This result follows from an application
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of the Markov inequality and the Borel-Cantelli Lemma. We have
P (Jn1 > e
−nφ) < enφe−nκ
and so for κ > φ, ∑
n
P (Jn1 > e
−nφ) <∞.
From Borel-Cantelli, this implies that
Jn1 < e
−nφ
almost surely for all sufficiently large n. Hence, In1 < e
nηe−nφ almost surely for all
large n for any η > 0 and for some φ > 0, yielding In1 < e
−nδ almost surely for all
large n for some δ > 0. Putting all this together, we have
B12 ≤ exp{n(−δ + τ)}
almost surely for all large n, for any τ > 0, and for some δ > 0. So choose τ < δ to
get the required result that B12 → 0 almost surely as n→∞.
f0 monotone. Now let us consider the reverse case when f0 is a fixed monotone
function. As before, we reason from two conditions, which are the mirror of conditions
1 and 2 above.
3. The following bound holds almost surely under the true model:
lim inf
n
inf
f2∈F2
n−1
n∑
i=1
{yi − f2(xi)}2 ≥ σ20 .
4. For some constant ψ > 0 and ρ0 < 1,∫ [∫
exp{−ψ(f(x)− f0(x))2}Q(dx)
]n
pi2(df) < ρ
n
0 . (11)
for all sufficiently large n.
Condition 3 follows from Lemma 1. To understand condition 4, let f2 be any
element of F2. It cannot be the case that at all points f2 is arbitrarily close to f0, as
f2 is not monotone. Yet f2 can be arbitrarily close to f0 for most points and differ
only in one interval of the sieve, which is the most difficult case to detect. Condition
4 is necessary to guarantee sufficient average separation of f2 and f0, under the prior
pi2(f2).
We therefore now rely on establishing Condition 4 by showing that a suitably
constructed prior will not put sufficiently large mass on f2 being arbitrarily close to
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any fixed function, such as f0. We will then go on to use Condition 4 to prove the
result. To this end, we can split the outer integral into two parts: one with∫
exp{−ψ(f(x)− f0(x))2}Q(dx) < 1−  ,
and the other with ∫
exp{−ψ(f(x)− f0(x))2}Q(dx) > 1− 
for a sufficiently small . The case for the inner integral being bounded above by 1−
is clear, so we need to show that
pi2
{
f2 :
∫
exp
{−ψ(f0(x)− f2(x))2} Q(dx) > 1− } < ρn, (12)
for some ρ < 1. Now (12) is of the form
pi(n) {d(f,F0) <  | f /∈ F0} < ρn , (13)
where
d(f,F0) = inf
f0∈F0
{d(f, f0)}
and
d(f, f0) = 1−
∫
exp
{−ψ(f0(x)− f2(x))2} Q(dx).
This border region between F1 and F2 is known to be problematic and putting expo-
nentially small mass there is one solution. For example, Salomond solves this problem
by modifying the test to
H0 : d˜(f,F0) <  vs H1 : d˜(f,F0) > 
for some alternative distance d˜.
In a simple example, suppose we have f(x) = βx; then we can ensure (12) by
taking
pi(n)
(
β ∈ (−δ, 0)) < ρn
for some δ > 0.
To investigate (12) a little further, suppose we have Q(dx) which takes n equi–
spaced samples (x1, . . . , xn) and, for each f2, define k as the number of points for
which |f2(xi) − f0(xi)| < δ for some arbitrarily small δ > 0. The condition now
translates to
pi2(k/n > 1− δ∗) < ρn
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for some δ∗ > 0. To see this, and letting zi = ψ(f0(xi)− f2(xi))2, we need to consider
n−1
n∑
i=1
e−zi > 1− .
Putting φi = 1− e−zi , we need to consider
n−1
n∑
i=1
φi <  ,
and zi < δ implies φi < δ. Now putting δ = M, for some M > 1, then we need at
least k of the φi to be less than δ where
n−1(n− k)M < .
Thus, k > n(1− 1/M), i.e. 1/M = δ∗.
Hence, the prior pi2 can not put a function f2 too close to any monotone function,
including f0, for a proportion n(1−1/M) of the n points, with mass larger than ρn for
some ρ < 1. For each i, consider the distribution of f2(xi) given {f2(xi−1), . . . , f2(x1)}.
From the prior construction we can ensure there is a maximum value for
pi2 {(|f2(xi)− f0(xi)| < δ | f2(xi−1), . . . , f2(x1)} ,
i.e. this probablity has an upper bound, say ρ1 < 1. This means that with the same
positive, but arbitrarily small probability, |f2(xi)− f2(xi−1)| is larger than 2δ for all
i.
Hence,
P {k > n(1− δ∗)} ≤ P {ku > n(1− δ∗)}
where ku is binomial with parameters ρ1 and n. This is because there are n + 1
intervals, and the function only needs to be decreasing on one of them to be a non-
monotone function. Here, P {ku > n(1− δ∗)} is simply introduced as an upper bound.
Therefore, using a normal approximation to the binomial,
ku/n ≈ N{ρ1, ρ1(1− ρ1)/n} ,
and hence
P{k > n(1− δ∗)} < P{ku > n(1− δ∗)} ≈ P
(
z > ξ
√
n
)
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for some ξ > 0, and where z is a standard normal random variable. Using the
asymptotic expression for the survival function of the normal, we have
P {ku > n(1− δ∗)} ≈ c1√
n
exp(−c2n)
for positive constants c1 and c2. Hence, (12) holds true, and so (11) holds true.
We could modify the priors described in the paper to adhere to (13). However,
in practice it would make no discernible difference, since ρ, ψ and δ are all arbitrary
constants and can be taken arbitrarily small or large as required.
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