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Abstract
It is well known how to clarify whether there is a polynomial time simplex
algorithm is the most challenging open problem in optimization and discrete
geometry. Under the assumption of regularization, this paper gives a affir-
mative answer to this open question by the use of the parametric analysis
technique. We show that there is a maximum of n steps pivot rule, where n
denotes the number of variables of a linear program.
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1 Introduction
Since Dantzig [4] invented his simplex algorithm, a great deal of simplex pivot rules
have been proposed for linear programming (LP). The survey by Terlaky and Zhang
[30] contributes the various pivot rules of the simplex method and its variants. They
categorized pivot rules into three types: combinatorial pivot rule and parametric
pivot rule for the first and second types, respectively, and rule having close con-
nections to certain interior point methods for the third type. These simplex pivot
rules attempt to solve a given LP problem by iteratively generating solutions which
obtain a solution of the problem.
Up to now, no pivoting rule yields a strongly polynomial time algorithm depend-
ing only on the number of constraints and the number of variables in the field of
LP. In contrast to the excellent practical performance of the simplex method, the
worst-case time complexity of each analyzed simplex algorithm is known to grow
exponentially with the size of input LP. Two important advances have been made
in polynomial time solvability for the ellipsoid method developed by Khachain [13]
and the interior-point method initiated by Karmarkar [12] since the 1970s. However,
the run times complexity of such two methods is only qualified as weak polynomial.
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†School of Information and Mathematics, Yangtze University, Jingzhou, Hubei,
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Actually, constructing a strongly polynomial time pivot rule is the most challenging
open problem in optimization and discrete geometry [27]. The Hirsch conjecture,
closely related to this open question, has received a lot of attention due to Santos’
recent counter-example [24]. On the subject for more information see the papers
[3, 7, 18, 19] and the comments [5, 10, 15, 25, 29].
Our main goal of this paper is to give an existence result of a strongly polynomial
time pivot rule by the use of the parametric analysis technique. We show that there
is a maximum of n steps pivot rule, where n denotes the number of variables of a
LP problem.
The organization of the rest of the paper is as follows. In Section 2, we introduce
some notation and state the existence of a strictly complementary solution in the
theory of LP. In Section 3, we discuss the projected polyhedrons and establish the
relationship between perturbing the objective function and perturbing the right-
hand side in a LP problem without the dual. We then investigate the projected
behavior of the projected polyhedrons in Section 4. Finally, we present the existence
of a strongly polynomial time pivot rule for a LP problem in Section 5.
2 Strict complementarity
Let c ∈ Rn, b ∈ Rm and A ∈ Rm×n with m < n are given. The primal LP problem
in the standard form is given by
min 〈c, x〉
s.t. Ax = b,
x ≥ 0.
(1)
The assiciated dual problem reads
min 〈b, w〉
s.t. ATw + y = c,
y ≥ 0.
(2)
The objectives of (1) and (2) denote the cost and the profit, respectively. The sets
of feasible solutions of (1) and (2) are denoted by ΩP and ΩD, respectively. They
are called the feasible regions. The problem (1) is called feasible if the set ΩP is not
empty, and the problem (2) is called feasible if the set ΩD is not empty.
The feasible region of a LP problem is also called a polyhedron. In particular, a
polyhedron is called a polytope if it is bounded. A nontrivial face F of a polyhedron
ΩP is the intersection of ΩP with a supporting hyperplane. Hence F itself is a
polyhedron of some lower dimension. If the dimension of F is k we call F a k-face
of ΩP . The empty set and ΩP itself are regarded as trivial faces. 0-faces of ΩP are
called vertices and 1-faces are called edges. Two different vertices x1 and x2 are
neighbors if they are the endpoints of an edge of the polyhedron ΩP . Analogous
statements hold for the dual feasible region ΩD. For material on convex polyhedron
and for many references see Ziegler’s book [32].
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The goal of the simplex method is to iteratively improve the current feasible
solutions by moving from one vertex of the polyhedron to an adjoint one according
to some pivot rule, until no more improvement is possible and optimality is proven.
Such vertices are called the primal (or the dual) feasible basics and the corresponding
reduced costs (or the profits) are called the dual basics (or the primal basics, perhaps
they are not feasible). The edges that connect these vertices of the polyhedron form
a pivot path.
A basis is called primal degenerate if at least one of the basic variables is zero; it
is called dual degenerate if the reduced cost of at least one of the non-basic variables
is zero. In general, the basis is degenerate if it is either primal or dual, or primal
and dual degenerate; otherwise, this basis is called nondegenerate. A LP problem
is degenerate, if it has a degenerate basic. A pivot is called degenerate when after
the pivot the objective remains unchange.
We say the support σ(x) to be the index of positive coordinates of x, that is,
σ(x) = {i|xi > 0},
see McLinden [17]. The number of the entries of σ(x) is denoted by |σ(x)|. It is
easy to check that |σ(x)| ≤ m for any primal feasible basis x and |σ(y)| ≤ n−m for
any dual feasible basis (w, y). Clearly, a primal feasible basic x is nondegenerate if
and only if |σ(x)| = m, and a dual feasible basic (w, y) is nondegenerate if and only
if |σ(y)| = n−m.
An alternative way of writing the optimality condition (see Theorem 3.1 below)
is by using the complementary slackness condition
x∗i y
∗
i = 0, i = 1, 2, · · · , n,
where x∗ ∈ ΩP and there is w
∗ ∈ Rn such that (w∗, y∗) ∈ ΩD. This means that
σ(x∗)∩ σ(y∗) = ∅. Furthermore, if σ(x∗)∪ σ(y∗) = {1, 2, · · · , n}, the pair (x∗, y∗) is
called strictly complementary.
The existence of a strictly complementary solution for LP problems plays an
important role in the our analysis. This property is due to Goldman and Tucker [6],
and two proofs can be found in the books by Schrijver [26] and Terlaky [28].
Theorem 2.1. If the primal program (1) and the dual program (2) are feasible, then
there exist an optimal solution x∗ to the primal program and a dual solution (w∗, y∗)
to the dual program such that strict complementarity conditions hold, that is, for
any 1 ≤ i ≤ n,
x∗i > 0 implies y
∗
i = 0 and x
∗
i = 0 implies y
∗
i > 0.
Theorem 2.1 shows that the optimal basics x∗ and (w∗, y∗) are primal and dual
nondegenerate, respectively, that is, σ(x∗) = m and σ(y∗) = n −m. As Gu¨ler and
Ye [9] pointed out, linear programming is unique in this regard.
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3 Parametric linear programming
Describing the search path of the simplex method is a difficult task. The ingredient
in our construction is to investigate the behaviour of a projected polyhedron for a
family of parametric LP problems. Once such a projected polyhedron is available,
it is converted progressively into facets of higher dimensional polyhedrons by the
mechanism known as lifting. For this purpose, let us first consider the following
parametric LP problem
min 〈c+MTu, x〉
s.t. Ax = b,
x ≥ 0,
(3)
where A, c and b are given in the previous section, M ∈ Rr×n denotes r different
perturbing directions. This problem, without perturbation reduces to the primal
problem (1).
Let x∗(u) denote an optimal solution of the problem (3) (if it exists) for a given
parameter u. If Ad = b and v = Mx∗(u)−Md, then x∗(v) = x∗(u) is of course an
optimal solution of another parametric LP problem
max 〈c, d+MT v − x〉
s.t. Ax = b,
Mx =Md + v,
x ≥ 0.
(4)
The perturbation of this problem occurs at the right-hand side. We present a novel
method for performing sensitivity analysis in LP problems by establishing the rela-
tionship between the problems (3) and (4).
Without loss of generality, we assume that R(AT ) ∩ R(MT ) = ∅, where R(AT )
and R(MT ) denote the range spaces of the matrices AT and MT , respectively. For
brevity, we assume that the following matrix
Q = [AT , BT ,MT ] (5)
is orthogonal, i.e., QQT = In, a n × n identity matrix, where B ∈ R
l×n with
l = n−m− r.
Before we move further into new parametric analysis, we reconsider the primal-
dual LP pair (1) and (2) again. Let us now assume that the primal problem is
feasible and has a lower bounded. If d ∈ Rn satisfies Ad = b, then there is a vector
s ∈ N(A) = {x ∈ Rn|Ax = 0} such that d+ s ≥ 0, i.e., x = d+ s is primal feasible.
By the weak duality property, we have
cT (d+ s) ≥ bTw = (Ad)Tw = dT (ATw),
where w ∈ Rn−m satisfies ATw ≤ c. This inequality implies that
dT (c−ATw) ≥ −cT s = −cTx+ cTd, (6)
in which the strong duality property holds if and only if x and (w, c−ATw) are the
optimal solutions of the problems (1) and (2), respectively.
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Under the decomposition (5), if y = c−ATw ≥ 0, thenMy =M(c−ATw) =Mc
and By = B(c−ATw) = Bc; conversely, if y ≥ 0 such thatMy =Mc and By = Bc,
then there is a vector w ∈ Rn−m such that y = c−ATw. Therefore, the dual problem
(2) can be equivalently expressed as follows
max dT (c− y)
s.t. My =Mc,
By = Bc,
y ≥ 0,
(7)
where d satisfies Ad = b. This dual form of LP is convenient for describing the
algorithms, any of which can be adapted to handle alternative forms. In the following
statements, we always give this dual form for a primal parametric LP problem.
We are now ready to state the first useful result of this section. It gives an
equivalent characterization of the strong duality property.
Theorem 3.1. If (d, c) is a pair of feasible solutions of the primal-dual LP pair
(1) and (7), then there exists an optimal solution x∗ to the primal program and an
optimal solution y∗ to the dual program such that
cTx∗ = dT (c− y∗).
Being analogous to the primal-dual LP pair (1) and (7), the dual of (3) can be
defined by
max 〈d, c+MTu− y〉
s.t. By = a,
My =Mc + u,
y ≥ 0
(8)
and the dual of (4) can be described as
min 〈d+MT v, y〉
s.t. By = a,
y ≥ 0
(9)
if b = Ad and a = Bc. Analogously, both the problems (8) and (9) have the same
optimal solution y∗(u) = y∗(v) if u =My∗(v)−Mc.
We recall some useful facts about projected polyhedrons. A standard reference
for the parametric analysis is the paper by Yan et al. [31].
Define two projected polyhedrons of the feasible regions associated with the
problems (8) and (9) as follow
ΩP (d,M) = {v ∈ R
r|Ax = b,Mx =Md + v},
ΩD(c,M) = {u ∈ R
r|By = a,My =Mc + u}.
The following result shows that the sets ΩP (d,M) and ΩD(c,M) are the projections
of the polyhedrons {z ∈ Rn−l|d − BT z ≥ 0} and {w ∈ Rn−m|c − ATw ≥ 0},
respectively.
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Corollary 3.2. Suppose that b = Ad and a = Bc.
(1) There is a vector w1 ∈ Rl such that the primal slack vector
x = d+MT v +BTw1
is feasible for the problem (4) if and only if v ∈ ΩP (d,M);
(2) There is a vector w2 ∈ Rm such that the dual slack vector
y = c+MTu+ ATw2
is feasible for the problem (8) if and only if u ∈ ΩD(c,M).
Proof. These results follow from the decomposition (5). 
In the following statements, we always assume that b = Ad and a = Bc. The fol-
lowing result shows that the projected polyhedron ΩP (d,M) (or ΩD(c,M)) denotes
the set of u (or v) for which the problem (3) (or (9)) has a bounded solution.
Corollary 3.3. (1) The optimal set of the problem (3) is either empty or unbounded
for all u ∈ ΩD(c,M) or nonempty and bounded for any u ∈ ΩD(c,M);
(2) The optimal set of the problem (9) is either empty or unbounded for all
v ∈ ΩP (d,M) or nonempty and bounded for any v ∈ ΩP (d,M).
The feasible regions of problems (3) and (9) do not depend on u and v, respec-
tively. As mentioned earlier, both the problems (3) and (4) have the same optimal
solution x∗(u) = x∗(v) if v = Mx∗(u) −Md; and both the problems (8) and (9)
have the same optimal solution y∗(u) = y∗(v) if u =My∗(v)−Mc. To characterize
these relationships, let us define two set-valued mappings as follow
φ(u) = {M(x∗(u)− d)|x∗(u) is an optimal solution of (3) if it exists}
for any u ∈ ΩD(c,M) and
ψ(v) = {M(y∗(v)− c)|y∗(v) is an optimal solution of (9) if it exists}
for any v ∈ ΩP (d,M). Here the value of the mapping φ(u) (or ψ(v)) could be a set
if the optimal solution is not unique corresponding to the parameter u (or v). We
refer to [2, 22, 23] for a detailed introduction to set-valued-mappings.
Theorem 3.4. Suppose that (c, d) ≥ 0.
(1) For every u ∈ ΩD(c,M), φ(u) is well defined such that φ(u) ⊂ ΩP (d,M);
(2) For every v ∈ ΩP (d,M), ψ(v) is well defined such that ψ(v) ⊂ ΩD(c,M).
Proof. We only prove the first result. By Theorem 3.1, for every u ∈ ΩD(c,M),
the problem (3) is solvable that φ(u) is well defined. On the other hand, if x∗(u) is an
optimal solution of the problem (3) and v =Mx∗(u)−Md, then x∗(v) = x∗(u) is of
course an optimal solution of the problem (9), which implies that φ(u) ⊂ ΩP (d,M).

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Theorem 3.5. Suppose that (c, d) ≥ 0. Then⋃
u∈ΩD(c,M)
φ(u) = ΩP (d,M), (10)
⋃
v∈ΩP (d,M)
ψ(v) = ΩD(c,M). (11)
Proof. By Theorem 3.4, we have⋃
u∈ΩD(c,M)
φ(u) ⊂ ΩP (d,M). (12)
Following we prove that the inverse inclusion relation is true.
Let yi denote any feasible basic of the dual problem (9) and xi(v) denote the
corresponding cost (primal basic), in which the complementary condition holds, i.e.,
〈xi(v), yi〉 = 0, and perhaps xi(v) are primal infeasible for any v ∈ Rr. Defined the
set
Ωi = {v ∈ R
r|xi(v) ≥ 0}.
Clearly, Ωi ⊂ ΩP (d,M) and
⋃
i∈I
Ωi = ΩP (d,M), which I denotes an index set that
the cost xi(v)(i ∈ I) is a primal basic. If the polyhedron Ωi is not empty, then for
every v ∈ Ωi, x
i(v) is feasible, and is also optimal for the problem (4). Therefore,
the set Fi = {x
i(v)|v ∈ Ωi} is a face of the primal feasible region ΩP ; and y
i is also
optimal for the problem (8) corresponding to the parameter ui =Myi−Mc. Hence
we have φ(ui) = Ωi, i.e., the inverse of the inclusion relation (12) holds. 
No let us give the geometric interpretation of the set-valued mapping φ. Theorem
3.5 shows that perturbing the objective function of the primal program is essentially
equivalent to perturbing the right-hand side of the primal program. For a given
parameter u ∈ ΩD(c,M) and for any v ∈ φ(u), the affine set {x ∈ R
n|Mx =Md+v}
cut the primal feasible region ΩP at x
∗(v). If the primal program (3) corresponding
to the parameter u has only one optimal solution x∗(u), then x∗(u) must be a
vertex of ΩP such that the supporting hyperplane H = {x ∈ R
n|〈c +MTu, x〉 =
〈c +MTu, x∗(u)〉} intersects ΩP at the vertex x
∗(u); furthermore, there is an open
set U ⊂ ΩD(c,M) containing u such that for any u
′ ∈ U , v = φ(u′) =M(x∗(u)−d).
On the other hand, if the primal program (3) has an optimal set X∗(u), then φ(u) =
MX∗(u)−Md. Hence for every v ∈ int(φ(u)), x∗(v) is not any vertex of ΩP , where
int(φ(u)) consists of all interior points of φ(u). Similar characterizations apply to
ψ.
Corollary 3.6. Suppose that (c, d) ≥ 0.
(1) For every u ∈ ΩD(c,M), φ(u) is a polyhedron;
(2) For every v ∈ ΩD(d,M), ψ(v) is a polyhedron.
Further, either φ(u) or ψ(v) has an interior point in the space Rr if it is not a
singleton.
Proof. Let τ ∗(u) = 〈c+MTu, x∗(u)〉 for a fixed parameter u ∈ ΩD(c,M). Then
the hyperplane
Hu = {x ∈ R
n|〈c+MTu, x〉 = τ ∗(u)}
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supports the feasible region ΩP of the problem (3) at x
∗(u). Therefore, the inter-
section of the supporting hyperplane Hu and the feasible region ΩP is a face of ΩP
such that the projection φ(u) of the intersection onto the space Rr is a polyhedron.
Now we assume that φ(u) is not a singleton for the parameter u. Then F(u) =
{x∗(v)|v ∈ φ(u)} contains a vertex at least. This vertex is denoted by x∗(u). For
the primal-dual LP pair (9) and (4), |σ(y∗(v))| is less than or equal to l for any
v ∈ φ(u). By Theorem 2.1, there is a vector v0 ∈ φ(u) such that |σ(x∗(v0))| = m+ r
and |σ(y∗(v0))| = l. On the other hand, for the primal-dual LP pair (3) and (8),
|σ(x∗(u))| is less than or equal to m. Therefore, the difference between |σ(x∗(v0))|
and |σ(x∗(u))| must be greater than or equal to r, which yields that v0 is an interior
point of φ(u). 
It should be noted that if for a fixed parameter u ∈ ΩD(c,M), the polyhedron
φ(u) contains an interior point, then the set int(φ(u)) is called a invariancy region of
ΩD(d,M), see Adler and Monteiro [1], and Jansen et al. [11]. In a invariancy region,
the objective optimal value of the problem (3) remains unchange, and the objective
optimal value of the problem (9) is a linear function of the parameter v ∈ φ(u). The
set φ(u1) ∩ φ(u2) is called a transition face of the projection polyhefron ΩP (d,M)
if int(φ(u1)) and int(φ(u2)) are two adjoint invariancy regions. Corollary 3.6 shows
that such a transition face is at most r − 1 dimensions. Furthermore, Theorem 3.5
shows that the projection polyhedron ΩP (d,M) can be decomposed into a union of
the invariant regions and the transition faces of ΩP (d,M). In particular, if r = 1,
then the transition face degenerates a transition point, see Ghaffari et al. [8]. At the
transition point, the objective optimal value of the problem (9) is nonsmooth because
the corresponding slack vector is a vertex of ΩP . The slack vectors associated with all
transition points cover all vertices along a pivot path. Meanwhile, the degeneration
of the invariancy regions into the invariancy intervals yields that the corresponding
slack vectors cover all edges along the pivot path.
4 Projection transformation
Consider the following LP problem
min 〈c+MTSu, x〉
s.t. Ax = b,
x ≥ 0
(13)
and its dual
max 〈d, c+MTSu− y〉
s.t. By = a,
My =Mc + Su,
y ≥ 0,
(14)
where S ∈ Rr×r is a symmetric projection matrix, i.e., ST = S = S2. Such a
parametric primal-dual LP pair denote the projection of the parametric primal-dual
LP pair (3) and (9). In particular, if S is a unitary matrix, the two problems become
the problems (3) and (9), respectively.
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It should be noted that the dual constraint My =Mc+ Su can be equivalently
transformed into two dual constraints SMy = SMc + Su and (Ir − S)My = (Ir −
S)Mc. If for every u ∈ ΩD(c,M) and for any v ∈ φ(u), then v = Mx
∗(u) −Md
such that x∗(v) = x∗(u) is an optimal solution of the following LP problem
max 〈c, d+MTSv − x〉
s.t. Ax = b,
SMx = SMd+ Sv,
x ≥ 0.
(15)
Here the dual of the problem (15) is described as
min 〈d+MTSv, y〉
s.t. By = a,
(Ir − S)My = (Ir − S)Mc,
y ≥ 0.
(16)
From Corollary 3.2, v ∈ ΩP (d,M) if and only if there is a vector w
1 ∈ Rl such that
the primal slack vector satisfies
x(v) = d+MT v +BTw1 ≥ 0.
Then, from Corollary 3.2 again,
x(v) = d+MTSv +MT (Ir − S)v +B
Tw1 ≥ 0
means that v ∈ ΩP (d, SM).
Lemma 4.1. Suppose that (c, d) > 0, and let S ∈ Rr×r be a symmetric projection
matrix.
(1) For every u ∈ ΩD(c,M), φ(Su) = Sφ(u) = {Sv|v ∈ φ(u)};
(2) For every v ∈ ΩP (d,M), ψ(Sv) = Sψ(v) = {Su|u ∈ ψ(v)}.
Proof. Let x∗(Su) and x∗(Sv) denote the optimal solutions of the problem (13)
and (15), respectively, where v ∈ φ(u) for every u ∈ ΩD(c,M).
We first show that φ(Su) ⊃ Sφ(u). From the definition of the set-valued map-
pings φ(Su) and φ(u),
φ(Su) = {SM(x∗(Su)− d)|x∗(Su) is an optimal solution of the problem(13)}
= {SM(x∗(Sv)− d)|x∗(Sv) is an optimal solution of the problem(15)}
⊃ {SM(x∗(v)− d)|x∗(v) is an optimal solution of the problem(9)}
= S{M(x∗(u)− d)|x∗(u) is an optimal solution of the problem(3)}
= Sφ(u).
We now show that φ(Su) = Sφ(u). Without loss of generality we assume that
the rank of the matrix S is equal to 1. The proof only considers the case that φ(u)
is not singleton.
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By Corollary 3.6, the convex polyhedron φ(u) has an interior point in the space
R
r such that φ(Su) ⊃ Sφ(u) is an nontrivial closed interval. From the geometric
meaning of φ, the endpoints of the interval φ(Su) must be the image of the partial
boundary of φ(u) under the linear transformation determined by the matrix S. Then
φ(Su) ⊃ Sφ(u) implies that φ(Su) = Sφ(u). The proof is finished. 
As it was mentioned in the previous section that φ(u1) ∩ φ(u2) is a r − 1 di-
mensional transition face if int(φ(u1)) and int(φ(u2)) are two adjoint invariancy
regions. Lemma 4.1 shows that φ(u1) ∩ φ(u2) is a r − 1 dimensional transition face
if and only if there is a rank one symmetric projection matrix S ∈ Rr×r such that
φ(Su1) ∩ φ(Su2) is a transition point.
5 Polynomial complexity
In this section we present a polynomial pivot rule to solve the LP problem (1). We
will utilize the parametric LP problem (9) with n −m − 1 perturbed directions to
derive our results. Hence there’s only one constraint for the dual of the problem
(9). In practice, we choose a maximal linearly independent set {q1, q2, · · · , qn−m}
of the kernel space N(A) = {x ∈ Rn|Ax = 0} and define two matrices MT =
[q1, q2, · · · , qn−m−1] and BT = qn−m, in which MBT = 0 must be satisfied.
The main result of this paper is as follows.
Theorem 5.1. If (c, d) ≥ 0, then there is a pivot rule such that the simplex method
solves the problem (1) at most in n steps.
Before proving this result, let’s solve a simple problem.
Example 5.2. For the problem (1), take
c = (2, 1, 1, 1, 1)T ,
A =
(
1 0 1 0 1
0 1 1 1 0
)
,
b = (3, 3)T .
This problem has a feasible solution d = (1, 1, 1, 1, 1)T . Choose a maximal linearly
independent set {q1, q2, q3} of vectors in the kernel space N(A) and define two
matrices MT = [q1, q2] and BT = q3 as follows
M =
(
0 0 1 −1 −1
1 1 −2 1 1
)
,
B = (1,−1, 0, 1,−1),
in which MBT must be a null vector of the two dimensional plane. Let us now solve
the parametric LP problem (9) with a = Bc = 1. It is easy to see that there are
two dual feasible basics
y1(v) = (1, 0, 0, 0, 0)T ,
y2(v) = (0, 0, 0, 1, 0)T
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satisfying both the nonnegative constraint and the linear constraint
y1 − y2 + y4 − y5 = 1.
The dual simplex tableau corresponding to y1(v) is as follows
y1 y2 y3 y4 y5 rhs
d 0 2 1 0 2 −1
v1 0 0 1 −1 −1
v2 0 2 −2 0 2
y1 1 −1 0 1 −1 1
Here the third and the fourth rows of the tableau are the two perturbed directions.
We choose to make y4 dual basic in place of y1. This results in the following tableau
corresponding to y2(v)
y1 y2 y3 y4 y5 rhs
d 0 2 1 0 2 −1
v1 1 −1 1 0 −2
v2 0 2 −2 0 2
y4 1 −1 0 1 −1 1
For the two dual basics y1(v) and y2(v), the Lagrangian multipliers of the problem
(9) are as follow
x1(v) = (0, 2 + 2v2, 1 + v1 − 2v2,−v1, 2− v1 + 2v2)
T ,
x2(v) = (v1, 2− v1 + 2v2, 1 + v1 − 2v2, 0, 2− 2v1 + 2v2)
T .
Here the transpose of x1(v) and x2(v) are linear combinations of the first three rows
of two dual simplex tableaus, respectively. Of course, x1(v) and x2(v) are the primal
basics of the problem (4). The primal simplex tableau corresponding to x1(v) is as
follows
x1 x2 x3 x4 x5 rhs
x2 1 1 0 0 0 2 + 2v2
x3 0 0 1 0 0 1 + v1 − 2v2
x4 −1 0 0 1 0 −v1
x5 1 0 0 0 1 2− v1 + 2v2
Now we can make x1 primal basic in place of x4, to yield the following tableau
corresponding to x2(v)
x1 x2 x3 x4 x5 rhs
x2 0 1 0 1 0 2− v1 + 2v2
x3 0 0 1 0 0 1 + v1 − 2v2
x1 1 0 0 −1 0 v1
x5 0 0 0 1 1 2− 2v1 + 2v2
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Since the fourth component of x1(v) and the first component of x2(v) must be
equal to or greater than zeros, we conclude v1 = 0. Then the two primal basics
reduce to a single parameter form
x1(v) = x2(v) = (0, 2 + 2v2, 1− 2v2, 0, 2 + 2v2)
T .
It follows from the nonnegative constraint that −1 ≤ v2 ≤
1
2
. When v2 are the
endpoints of the interval
[
−1, 1
2
]
, two basic feasible solutions of the problem (1) are
given by
x1 = (0, 0, 3, 0, 0)T ,
x2 = (0, 3, 0, 0, 3)T .
Finally, the optimal solution x1 = (0, 0, 3, 0, 0)T of the problem (1) is obtained.
The parametric LP problem (9) is easy to be solved by the use of the dual simplex
method, provided there’s only one dual constraint. Hence the dual entering variable
yj is chosen by the ratio test
j ∈ J =
{
j
∣∣∣∣ ab1j > 0, b1j 6= 0
}
.
Suppose that the number of the entries of the index set J is equal to k, i.e., there
could be the k different pivoting principal entries in the dual simplex tableau. Ob-
viously, we have k ≤ n. Perform k different dual simplex pivoting steps for the
dual of the problem (9) to get the k dual feasible basics yj1, yj2, · · · , yjk and the
corresponding profits xj1(v), xj2(v), · · · , xjk(v) satisfying
〈xji(v), yji〉 = 0, i = 1, 2, · · · , k.
Lemma 5.3. Suppose that (c, d) ≥ 0, and let Ωji = {v ∈ R
n−m−1|xji(v) ≥ 0} be
defined for every ji ∈ J , i = 1, 2, · · · , k. Then for any v ∈ Ωji, x
ji(v) is an optimal
solution of the problem (4) and
ΩP (d,M) =
k⋃
j=1
Ωji. (17)
Proof. It is easy to verify that xji(v) is an affine mapping from Rl to Rn such
that Ωji is a polyhedron. On the other hand, y
ji is dual feasible if and only if ji ∈ J ;
furthermore, yji is an optimal solution of the problem (4) if and only if xji(v) ≥ 0.
Hence the profit xji(v) is of course an optimal solution of the problem (4) if xji(v)
is primal feasible. Finally, the decomposition (17) follows from the definition of
ΩP (d,M). 
Corollary 5.4. Suppose that (c, d) > 0, and let Ωji be defined as in Lemma 5.3.
If S ∈ R(n−m−1)×(n−m−1) is a rank-one symmetric projection matrix, then for every
i = 1, 2, · · · , k, the image of Ωji under the linear transformation determined by the
matrix S is a nontrivial closed interval.
Proof. From Lemma 5.3 and Corollary 3.6, for every i = 1, 2, · · · , k, the convex
polyhedron Ωji has an interior point in the space R
n−m−1. By Lemma 4.1, the image
SΩji is a nontrivial closed interval. 
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Corollary 5.5. Suppose that (c, d) ≥ 0, and let Ωji be defined as in Lemma 5.3,
and let S ∈ R(n−m−1)×(n−m−1) be a symmetric projection matrix. If for every i =
1, 2, · · · , k, uji =Myji −Mc, then φ(Suji) = SΩji.
Proof. If for every i = 1, 2, · · · , k, uji =Myji −Mc, then by repeating the proof
of Theorem 3.5, φ(uji) = Ωji. Therefore, the desired result follows from Lemma 4.1
and Corollary 5.4. 
Theorem 5.6. Suppose that (c, d) ≥ 0. Then there are an index j0 ∈ J and a
vector v0 ∈ Ωij0 such that x
∗ = xj0(v0) is an optimal solution of the problem (1).
Proof. Let x∗ be an optimal solution of the problem (1). It is easy to verify that
x∗ is a slack vector of v0 ∈ ΩP (d,M). By Lemma 5.3, there is an index j0 ∈ J such
that xj0(v0) = x∗. 
Proof of Theorem 5.1. This result is trivial if m = n − 1. Following we assume
that m < n − 1. By Theorem 3.1, if (c, d) ≥ 0, then the problem (1) is solvable.
Then by Theorem 2.1, there is a vector q ∈ N(A) such that the problem (9) with
B = qT and l = 1 has a nondegenerate dual feasible basic.
Let S ∈ Rr is a symmetric projection matrix of the rank 1. By Lemma 4.1,
Corollaries 3.6 and 5.5, there is a primal pivot path solving the problem (1) such
that
x∗(Suj1), x∗(Suj2), · · · , x∗(Sujk)
cover all the vertices along this pivot path, where uji is defined as in Corollary 5.5.
Then by Corollary 5.5 and Theorem 5.6, there is an index j ∈ {j1, j2, · · · , jk} such
that x∗(Suj) is an optimal solution of the problem (1).
Finally, it is obvious that k ≤ n. The proof is completed. 
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