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Teleman’s classification of semisimple cohomological
field theories
Simone Melchiorre Chiarello∗
Abstract
In his paper [13] Teleman proved that a cohomological field theory on the
moduli space Mg,n of stable complex curves is uniquely determined by its re-
striction to the smooth part Mg,n, provided that the underlying Frobenius
algebra is semisimple. This leads to a classification of all semisimple cohomo-
logical field theories. The present paper, the outcome of the author’s master’s
thesis, presents Teleman’s proof following the above-mentioned paper. The au-
thor claims no originality: the main motivation has been to keep the exposition
as complete and self-contained as possible.
1 Introduction
In this work, we will classify the semisimple cohomological field theories (CohFT),
following Teleman’s 2011 article [13]. A cohomological field theory is the datum of
a finite dimensional C-vector space A with a nondegenerate bilinear form η on it,
a nonzero vector 1 ∈ A, and for every g and n with 2g − 2 + n > 0, a C-linear
homomorphism
Ωg,n : A
⊗n → H•(Mg,n)
satisfying certain axioms related to the geometrical structure of Mg,n (the moduli
space of stable complex projective curves with nmarked points), namely the presence
of a natural Sn-action, of sewing maps and of the forgetful map Mg,n → Mg,n−1.
More details will be given in Section 3.
We define a Frobenius algebra structure on A by imposing Ω0,3(v1 ⊗ v2 ⊗ v3) =
η(v1 ·v2, v3), so we get 1 as the neutral element for the multiplication. This algebra is
said to be semisimple if there exists an orthonormal basis Pi for η made of projectors,
that is elements such that Pi ·Pi = θ−1i Pi for some nonzero complex numbers θ−1i and
Pi·Pj = 0 for i 6= j; in this case the CohFT is said to be semisimple. The classification
will be restricted to this type of theories. One property of semisimple Frobenius
algebras, that will be used in a crucial way, is that the element α =
∑
i θ
−1
i Pi, called
the Euler class of the algebra, is invertible.
The classification will be carried out in three steps. First of all, we will consider
the space M˜g,n which is the n-torus bundle overMg,n corresponding to assigning a
tangent direction to the curve at each marked point, and we define
Ω˜g,n : A
⊗n → H•(M˜g,n)
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with the same axioms of a cohomological field theory, properly modified with a de-
formation of the sewing maps so to always have smooth curves. These theories are
called fixed boundary theories and can be easily classified thanks to several funda-
mental results concerning the cohomology of the smooth partMg,n, namely Harer’s
stability theorem forMg, its extension toMg,n by Looijenga, and Madsen-Weiss’s
theorem (former Mumford’s conjecture) about the stable cohomology ofMg. We will
see that the answer for the first step is given by a homomorphism Ω˜+ : A→ C[κj ]j≥1
of the form Ω˜+ = exp(
∑
j>0 φjκj) where the φj ∈ A∗ are freely chosen co-vectors,
and the κj ’s are the κ-classes on the moduli space. For every choice of the φj ’s we
have a theory by setting Ω˜g,n(v1 ⊗ . . .⊗ vn) = Ω˜+(αg · v1 · . . . · vn)|M˜g,n .
The second step deals with CohFTs onMg,n, again with axioms slightly modified
to always have smooth curves. These are called free boundary theories and in this
case we get the classification by pulling back to M˜g,n (this procedure yields indeed
a fixed boundary theory) and using the result of the first step. The classification
in this case is given by a fixed boundary theory and a ψ-valued endomorphism
R(ψ) ∈ End(A)[[ψ]] with R(0) = Id, satisfying the symplectic condition
R(ψ)∗ = R(−ψ)−1
and such that
logΩ˜+(v) = −η(βlog(R(ψ)−11), v).
The quantities involved are defined in Section 6.2.
Under these conditions, the theory is given by
Ωg,n(v1 ⊗ . . .⊗ vn) = Ω˜+(αg ·R(ψ1)−1(v1) · . . . ·R(ψn)−1(vn))|Mg,n
where the ψi are the ψ-classes at the marked points.
The last step is to get the full theories on Mg,n, also called Deligne-Mumford
theories or nodal theories. The fact that for every smooth theory Ωg,n there is a
nodal theory Mg,n that restricts to Ωg,n on the smooth part Mg,n will be an easy
consequence of Givental’s group action. However, the fact that this nodal theory is
unique is not trivial at all. To show it, a new stratification ofMg,n is introduced.
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2 Basic notions
We collect in this section all the basic notions that will be assumed throughout the
paper. This is just an expository section and contains no proofs. A good introduction
can be found, for example, in [3] or in [15]. For the founding principles of moduli
spaces, see Mumford’s book [11].
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2.1 Moduli spaces of stable curves
A a Riemann surface C with n distinct marked points x1, . . . , xn is stable if there is
only a finite number of automorphisms of C that leave all the points xi fixed. It can
be shown that a Riemann surface of genus g with n marked point is stable if and
only if 2g − 2 + n > 0. We will use the notationMg,n to denote the coarse moduli
space of stable Riemann surfaces of genus g and n marked points; roughly speaking,
it is the class of all stable Riemann surfaces of genus g with n marked points, modulo
isomorphism. For example,M0,3 consists of just one point: any Riemann surface of
genus 0 is isomorphic to P1(C), and for any two sets consisting each of three distinct
points, there is an automorphism of P1(C) that sends one set into the other one.
We will denote by (C, x1, . . . , xn) ∈ Mg,n a stable curve, where C is a Riemann
surface of genus g and x1, . . . , xn ∈ C. The spaceMg,n exists only in the case that
2g − 2 + n > 0; in this case, its complex dimension is 3g − 3 + n.
We will writeMg,n for the the Deligne-Mumford compactification ofMg,n. It is
a compact orbifold that has Mg,n as an open dense suborbifold. The elements of
Mg,n are called stable curves of genus g with n marked points. It can be shown that
any stable curve is a connected nodal curve, with only simple nodes.
For (C, x1, . . . , xn) a nodal curve of geometric genus g with only simple nodes
and n marked points distinct from the nodes, let ν : C ′ → C be its normalization.
Then each node yi has two pre-images y′i and y
′′
i on C
′, while each marked point xi
has one pre-image x′i ∈ C ′. If C = C1 ∪ . . . ∪ Ck where the Ci’s are the irreducible
components of C, we have a corresponding decomposition C ′ = C ′1 unionsq . . . unionsq C ′k into
connected smooth components, and for each i we have ν|Ci : C ′i  Ci.
Let (C, x1, . . . , xn) be a connected nodal curve with only simple nodes which
are distinct from the marked points, let N ⊆ C be the set of its nodes, and M =
{x1, . . . xn} be the set of its marked points. Each component C ′i has natural markings,
namely the k′ points of N ′i = ν
−1(N) ∩ C ′i and the n′ points of M ′i = ν−1(M) ∩
C ′i. Then (C, x1, . . . , xn) is stable (that is, it belongs to Mg,n) if and only if every
(Ci, N
′
i unionsqM ′i) is a stable Riemann surface, that is, it belongs toMgi,ni for some gi
and ni such that 2gi − 2 + ni > 0. A point which is either a node or a marked point
is called a special point.
If (C1, x1, . . . , xn1+1) ∈Mg1,n1+1 and (C2, y1, . . . , yn2+1) ∈Mg2,n2+1, let
s(C1, C2) = (C1 unionsq C2)/ ∼
where ∼ is the equivalence relation in which xn1+1 ∼ yn2+1 and all the other points
are identified with nothing but themselves. Then s(C1, C2) is a nodal curve and it
can be easily shown that (s(C1, C2), x1, . . . , xn1 , y1, . . . yn2) is in fact a stable curve of
genus g = g1 +g2 with n = n1 +n2 marked points. Therefore, s induces a continuous
map
s :Mg1,n1+1 ×Mg2,n2+1 →Mg,n
which we will call the separating sewing map, and the operation of taking s will be
also described as “sewing the curves in Mg1,n1+1 with those in Mg2,n2+1 along the
points marked n1 + 1 and n2 + 1 respectively”. Notice that s is an injective map.
Analogously, if (C, x1, . . . , xn+2) ∈Mg−1,n+2, let
q(C) = C/ ∼
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where ∼ is the equivalence relation in which xn+1 ∼ xn+2 and all the other points
are identified with nothing but themselves. Then q(C) is a nodal curve and it can
be easily shown that (q(C), x1, . . . , xn) is in fact a stable curve of genus g with n
marked points. Therefore, q induces a continuous map
q :Mg−1,n+1 →Mg,n
which we will call the non-separating sewing map. Notice that q is a 2-fold covering
map on its image.
Let us suppose that 2g − 2 + n > 0 and let (C, x1, . . . , xn+1) ∈ Mg,n+1. If
the curve (C, x1, . . . , xn) obtained by cancelling the last marked point is stable, we
define it to be p(C, x1, . . . , xn+1). However, (C, x1, . . . , xn) can also be not stable.
This happens if the last marked point lies on an irreducible component that has
genus zero and only three special points. If this is the case, we call the stabilization
of (C, x1, . . . , xn) the curve obtained by contracting the whole non-stable component
to a point. We define this stabilization to be p(C, x1, . . . , xn, xn+1). Therefore, p
induces a continuous map
p :Mg,n+1 →Mg,n
called the forgetful map, and the operation of taking p will be also described as
“forgetting the last marked point”. Notice that p is a proper map and it is surjective.
2.1.1 Cohomology classes on Mg,n
We denote by H•(Mg,n) the cohomology with complex coefficients ofMg,n consid-
ered just as a topological space. We use a similar notation forMg,n.
For each (C, x1, . . . , xn) ∈ Mg,n, let (TxiC)∗ be the cotangent space to C at xi.
Assigning this object to each curve ofMg,n defines a line bundle
Li →Mg,n
which we will call, by abuse of language, the “cotangent bundle at the i-th marked
point”. Its Chern class is denoted by
ψi := c(Li) ∈ H2(Mg,n)
and we will call it the ψ-class at the i-th marked point.
Let us consider the forgetful map p :Mg,n+1 →Mg,n. Since it is a proper map,
the push-forward p∗ : H•(Mg,n+1)→ H•−2(Mg,n) is well-defined. We define
κm = p∗(ψm+1n+1 ) ∈ H2m(Mg,n)
and we will call it the m-th κ-class.
2.1.2 Boundary strata
Let us fix an element C ∈ Mg,n, and let SC ⊆ Mg,n be the set of curves which
are diffeomorphic to C. Then SC is, by definition, the open boundary stratum cor-
responding to the topological type of C. The topological closure SC of an open
boudary stratum is called a closed boundary stratum.
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If C is a smooth curve, we get SC =Mg,n, thereforeMg,n is an open boundary
stratum, and we will call it the smooth stratum of Mg,n. By contrast, the com-
plementary Mg,n \Mg,n = ∂Mg,n is called the boundary of Mg,n. Except for the
smooth stratum, every open or closed boundary stratum is a subset of the boudary
∂Mg,n (this justifies the term “boundary stratum”). Notice that, while a closed
boundary stratum is obviously a closed subset ofMg,n, an open boundary stratum
which is not the smooth stratum is never an open subset ofMg,n. It can be shown
that open boundary strata are smooth suborbifolds ofMg,n, meaning that they have
no self intersections.
Let C ∈ Mg,n and let ν : C ′ → C be its normalization, with C ′ = C ′1 ∪ . . . ∪ C ′k
the connected components, and let C ′i ∈ Mgi,ni . Then it is clear (one can prove it
by induction on k) that ν is simply a sequence of s and q maps that can be taken,
without loss of generality, in order:
ν = q1 ◦ . . . ◦ ql ◦ s1 ◦ . . . ◦ sm. (1)
Since each si is injective and each qj is a covering map, we see that the sequence writ-
ten above induces a covering map from
∏k
i=1Mgi,ni to SC ; let F be the monodromy
group of this covering. Then we have
SC ' (
k∏
i=1
Mgi,ni)/F.
Therefore we also get SC ' (
∏k
i=1Mgi,ni)/F . From this description, it is clear
that the correspondence SC 7→ SC is a bijection between the open and the closed
boundary strata.
Let N be the normal bundle of SC inMg,n, and let (x′i, x′′i ) for i = 1, . . . , l +m
be the pairs of points that are sewed together by the maps in the sequence (1). Then
it can be shown that
N '
l+m⊕
i=1
Tx′i ⊗ Tx′′i
where Tx′i and Tx′′i are, respectively, the tangent bundles at the marked points x
′
i and
x′′i . Therefore, by definition of ψ-classes, its Chern class is
c(N) = −
l+m∑
i=1
(ψ′i + ψ
′′
i ).
2.1.3 The stable range
The stable range of the cohomology of Mg,n is the part of H•(Mg,n) of degree at
most g/3 (unless when the converse is clear, all degrees, as long as dimensions and
codimensions, are intended as complex). The reason for this terminology will be
more clear when we will state Harer’s stability theorem in the next section.
In the stable range we have the following crucial theorems.
Theorem 1 (Looijenga). Let g ≥ 2 andMg =Mg,0. Then if d ≤ g/3 we have
Hd(Mg,n) ∼= (H•(Mg)[ψ1, . . . , ψn])d
where the subscript d at the right-hand side indicates the component of degree d.
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Proof. See, for example, Corollary 2.18 of [13]. For the improvement of the bound
on the degree, see [14].
The next theorem has been known as “Mumford’s conjecture” for a long time.
Theorem 2 (Madsen-Weiss, 2005). Let g ≥ 2 and letMg =Mg,0. Then if d ≤ g/3
we have
Hd(Mg) ∼= (C[κj ]j≥1)d
where the subscript d at the right-hand side indicates the component of degree d.
Proof. See [10].
2.2 The tubular neighbourhood theorem
Let M be a smooth manifold and X ⊆ M a closed submanifold of codimension k.
By tubular neighbourhood of X in M we mean an open neighbourhood T of X in
M , endowed with a smooth map pi : T → X with fibers homeomorphic to Bk, the
open real ball of dimension k. We state the following technical theorem, which will
be crucial in the sequel.
Theorem 3 (Tubular neighbourhood theorem). Let M be a smooth manifold and
X ⊆ M a closed submanifold. Let ν : N → X be the normal bundle of X in M .
Then there exists a tubular neighbourhood T ⊆ M of X and an homeomorphism
φ : N
∼−→ T such that pi ◦ φ = ν. Both T and φ are unique, up to homotopy.
Proof. See Theorem 6.5 in [4].
3 Cohomological field theories
(Our definition and treatment of cohomological field theories will be in Kontsevich-
Manin’s style, as in [9]. We will not use universal classes as in [13], but it can be
seen that the two definitions are equivalent.)
Let
q :Mg−1,n+2 →Mg,n
be the map that sews the points labeled n+ 1 and n+ 2, and let
s :Mg1,n1+1 ×Mg2,n2+1 →Mg,n
be the map that sews together two surfaces at the points marked n1 + 1 and n2 + 1
respectively; here g = g1 + g2 and n = n1 + n2. Finally let
p :Mg,n+1 →Mg,n
be the map that forgets the marked point labeled n + 1 and then stabilizes the
resulting curve.
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3.1 Nodal theories
We start from nodal theories since they have the simplest sewing axioms.
Definition 1. Let A be a finite-dimensional C-vector space, 1 ∈ A a non-zero vector,
and η = ηµνeµ ⊗ eν a nondegenerate symmetric bilinear form on A with inverse bi-
vector ηµνeµ ⊗ eν . A nodal cohomological field theory (nodal CohFT) with base
(A, η,1) is a set of linear maps
Ωg,n : A
⊗n → H•(Mg,n)
for every nonnegative integer numbers n, g such that 2g− 2 +n > 0, that satisfy the
following conditions:
1. Ωg,n is Sn-equivariant for every g, n;
2. Ω0,3(1⊗ u⊗ v) = η(u, v), for every u, v ∈ A;
3. q∗Ωg,n(v1⊗. . .⊗vn) = ηµνΩg−1,n+2(v1⊗. . .⊗vn⊗eµ⊗eν), for any v1, . . . , vn ∈ A;
4. s∗Ωg,n(v1⊗ . . .⊗vn) = ηµνΩg1,n1+1(v1⊗ . . .⊗vn1⊗eµ)×Ωg2,n2+1(vn1+1⊗ . . .⊗
vn ⊗ eν), for any v1, . . . , vn ∈ A;
5. p∗Ωg,n(v1 ⊗ . . .⊗ vn) = Ωg,n+1(v1 ⊗ . . .⊗ vn ⊗ 1), for any v1, . . . , vn ∈ A.
The summation over µ and ν is always assumed.
Remark 1. We explain better the meaning of Sn-equivariance. Let ρ ∈ Sn be a
permutation of the index set {1, . . . , n}. Since we have an action of Sn on Mg,n
by permutation of the marked points, we have an induced cohomology map ρ∗ :
H•(Mg,n)→ H•(Mg,n). The first axiom then means that for every ρ ∈ Sn, we must
have
Ωg,n(vρ(1) ⊗ . . .⊗ vρ(n)) = ρ∗Ωg,n(v1 ⊗ . . .⊗ vn)
3.2 Fixed boundary theories
We now define fixed boundary theories. They are smooth theories, meaning that
they deal with the moduli space of smooth Riemann surfaces.
Notation 1. For every g and n such that 2g− 2 + n > 0, let I ⊆ {1, . . . , n} and let
piI : M˜Ig,n →Mg,n
be the torus bundle defined as follows.
For a complex vector space V , we call S(V ) its spherization, defined by
S(V ) = (V \ {0})/R+.
If C ∈Mg,n with marked points x1, . . . , xn, then the fiber of piI at C is
∏
i∈I S(TxiC)
where each TxiC is the complex tangent line to C at the point xi.
If I = {1, . . . , n} we will simply write M˜g,n for M˜Ig,n and pi for piI .
We also write piI : M˜g,n → M˜Ig,n for the Tn−|I|-bundle whose fiber at each point
of pi−1I (C) is
∏
i/∈I S(TxiC).
We write M˜Ig,n for the restriction of piI toMg,n.
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Remark 2. Each S(TxiC) is a circle bundle endowed with a natural action of S1,
the set of complex numbers with norm 1, defined by
z · [v] = [zv]
for z ∈ S1 and [v] ∈ S(TxiC). Let I = {i1, . . . , i|I|}, let (C, x1, . . . xn) ∈ Mg,n and
[vij ] ∈ S(TxijC). We have an action of T|I| = (S1)|I| on M˜Ig,n defined by
(z1, . . . , z|I|) · (C, [vi1 ], . . . , [vi|I| ]) = (C, [z1vi1 ], . . . , [z|I|vi|I| ]).
Thus piI is a principal T|I|-bundle.
Remark 3. It is clear that this bundle can be thought of as a way of “attaching a
tangent direction to each marked point”, thus M˜g,n is the moduli space of Riemann
surfaces with marked points and tangent directions for each of them.
Definition 2. If I ⊆ {1, . . . , n} and i ∈ I, the point xi is a framed point of M˜Ig,n; if
i /∈ I, the point xi is a free point.
Let I1 = {1, 2, . . . , n1} and I2 = {1, 2, . . . , n2} and let
s˜ : M˜I1g1,n1+1 × M˜I2g2,n2+1 → M˜g,n
be the map that sews the points marked n1 + 1 and n2 + 1 respectively on the first
and second curve. Note that these points are free, so that we do not have to worry
about what it means sewing two framed points yet. Let S˜ be the image of s˜.
Remark 4. This image S˜ ⊆ M˜ is a boundary stratum of codimension 1. In fact, if
s is the usual sewing map, we can draw the following commutative diagram:
M˜I1g1,n1+1 × M˜I2g2,n2+1
s˜−−−−→ M˜g,n
piI1×piI2
y ypi
Mg1,n1+1 ×Mg2,n2+1 −−−−→s Mg,n
thus S˜ is nothing but the pre-image pi−1(S) of the image S of s, which is indeed a
boundary stratum of codimension 1, and taking the pre-image along a fiber bundle
does not change the codimension.
Notation 2. We denote by ν : N˜ → S˜ the normal bundle to S˜ = Im(s˜). By the
tubular neighbourhood theorem, there exists a tubular neighbourhood (unique up
to isotopy) Y of S˜ and a homeomorphism φ : Y → N˜ that commutes with the
respective inclusions. Thus we get a map ν ◦ φ : Y → S˜. As a consequence of the
tubular neighbourhood theorem, the boundary ∂Y is homeomorphic to a subspace
of Y by means of a homeomorphism ψ such that ν ◦ φ ◦ ψ = ν ◦ φ. Therefore under
the identification φ, ∂Y corresponds to a circle subbundle ∂˜N of N˜ . In the sequel,
we suppose to have fixed Y and φ, and we forget about the homeomorphism: we
will write N˜ to denote both the normal bundle to S˜ and the associated tubular
neighbourhood Y . We therefore write ν to denote both the normal bundle map, and
the map that we have previously written ν ◦ φ. With ∂˜N we will mean both the
circle subbundle of N˜ and the circular neighbourhood of S˜ that we have previously
denoted by ∂Y .
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Lemma 1. Let S1 act on M˜g1,n1+1 at the (n1 +1)-th marked point and on M˜g2,n2+1
at the (n2 + 1)-th marked point respectively, as in Remark 2. Let ν : ∂˜N → S˜ be
the circle subbundle of N˜ as in Notation 2, and let M˜g1,n1+1 ×S1 M˜g2,n2+1 be the
quotient of M˜g1,n1+1 × M˜g1,n2+1 by the identification
(C ′([v1], . . . , [vn1 ], [zv
′]), C ′′([vn1+1, . . . , [vn], [v
′′])) ∼
∼ (C ′([v1], . . . [vn1 ], [v′], C ′′([vn1+1, . . . , [vn], [zv′′])).
Then the map
f : M˜g1,n1+1 ×S1 M˜g2,n2+1 → S˜
that forgets the tangent directions and sews the points marked n1 + 1 and n2 + 1
respectively, is a bundle map isomorphic to ν.
Proof. Since by Remark 4, N˜ = pi∗N where N is the normal bundle of S in Mg,n,
we see that if C = s˜(C ′, C ′′) ∈ S˜ then the fiber of N˜ at C is Txn1+1C ′ ⊗C Txn2+1C ′′.
We define a map N˜ → M˜g1,n1+1 ×S1 M˜g2,n2+1 by writing
(s˜(C ′, C ′′), [v1], . . . , [vn], v′⊗v′′) 7→ ((C ′, [v1], . . . , [vn1 ], [v′]), (C ′′, [vn1+1], . . . , [vn], [v′′]))
This maps is surjective and becomes bijective when restricted to ∂˜N . The fact that
this gives an isomorphism between the two bundles is clear by the definition of this
map.
Proposition 1. There exists a sewing-smoothing map
σ : M˜g1,n1+1 × M˜g2,n2+1 → M˜g,n
and a circular neighbourhood ν : ∂˜N → S˜ as in Notation 2, such that
1. Im(σ) ⊆ ∂˜N ,
2. ν ◦ σ = s˜ ◦ (piI1 × piI2).
Proof. The map σ is obtained by composing the quotient map
M˜g1,n1+1 × M˜g2,n2+1 → M˜g1,n1+1 ×S1 M˜g2,n2+1
with the isomorphism of Lemma 1
M˜g1,n1+1 ×S1 M˜g2,n2+1 → ∂˜N
The verification of properties 1 and 2 is immediate.
To define a cohomological field theory, we must be able to deal with self-sewing
maps as well. Thus, let J = {1, . . . , n} and let
q˜ : M˜Jg−1,n+2 → M˜g,n
be the map that sews together the points marked n+ 1 and n+ 2. We stress again
the fact that they are free points. Let T˜ be the image of q˜. Then, as in Remark 4, T˜
is a boundary stratum of M˜g,n of codimension 1, and the proof is exactly the same.
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Notation 3. We call νq : P˜ → T˜ the normal bundle of T˜ and the relative tubu-
lar neighbourhood given by the tubular neighbourhood theorem. We call ∂˜P be
the boundary of P˜ and the circular subbundle of νq. The justification for these
identifications can be found in Notation 2.
Remark 5. Recall that we are talking about orbifolds: let us consider the vector
bundle P˜ ′ = Txn+1 ⊗ Txn+2 on M˜g−1,n+2. We have a Z2-action on P˜ ′ generated by
((C, x1, . . . , xn, xn+1, xn+2), (u⊗ v)) 7→ ((C, x1, . . . , xn, xn+2, xn+1), (v ⊗ u)).
Then the normal bundle P˜ to T˜ is, by definition, the quotient of P˜ ′ by this action.
Its fiber over a curve C ∈ M˜g,n is Txn+1C ′ ⊗ Txn+2C ′ where C ′ ∈ M˜g−1,n+2 is any
of the two normalizations of C. The tubular neighbourhood theorem still holds for
this orbifold version of the normal bundle.
This is perhaps the best place to state, without proof, the following fundamental
theorem.
Theorem 4 (Harer’s stability). Let s0 : M˜g,n → M˜g,n+1 be the map that sews
together the curves ofM˜g,n and M˜0,3 (which is a space consisting of just one point)
along the points marked n and 3 respectively. Let p : M˜g,n+1 → M˜g,n be the forgetful
map. Then, if k ≤ g/3, the induced map in cohomology
s∗0 : H
k(M˜g,n+1)→ Hk(M˜g,n)
is an isomorphism, with inverse p∗.
Proof. See [8].
By this theorem, we call the range of degree less than g/3 the stable range of the
cohomology ofMg,n.
The proofs of the following lemma, corollary and proposition are very similar to
those of Lemma 1 and Proposition 1 respectively, therefore they will be omitted.
Lemma 2. Let (M˜g−1,n+2)S1 be the quotient space of M˜g−1,n+2 obtained by identi-
fying (C, [v1], . . . , [z · vn+1], [vn+2]) with (C, [v1], . . . , [vn+1], [z · vn+2]) for z ∈ S1 that
acts by multiplication on S(Txi). Then the map
g : (M˜g−1,n+2)S1 → T˜
that forgets the tangent directions and then applies q˜ is isomorphic to the circle
subbundle νq : ∂˜P → T˜ .
Proposition 2. There exists a sewing-smoothing map
τ : M˜g−1,n+2 → M˜g,n
and a circular neighbourhood νq : ∂˜P → T˜ as in Notation 3, such that
1. Im(τ) ⊆ ∂˜P ,
2. νq ◦ τ = q˜ ◦ piJ
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We are now ready to define fixed boundary cohomological field theories.
Definition 3. Let A be a C-vector space of finite dimension, 1 ∈ A a non-zero vector,
and η = ηµνeµ ⊗ eν a nondegenerate symmetric bilinear form on A with inverse co-
form ηµνeµ⊗eν . A fixed boundary cohomological field theory (fixed boundary CohFT)
with base (A, η,1) is a set of linear maps
Ω˜g,n : A
⊗n → H•(M˜g,n)
for every nonnegative integer numbers n, g such that 2g− 2 +n > 0, that satisfy the
following conditions:
1. Ω˜g,n is Sn-equivariant for every g, n (compare with Remark 1);
2. Ω˜0,3(1⊗ u⊗ v) = η(u, v) ∈ H0(M˜0,3), for any u, v ∈ A;
3. τ∗Ω˜g,n(v1⊗. . .⊗vn) = ηµνΩ˜g−1,n+2(v1⊗. . .⊗vn⊗eµ⊗eν), for any v1, . . . , vn ∈ A,
where τ is the map of Proposition 2;
4. σ∗Ω˜g,n(v1 ⊗ . . . ⊗ vn) = ηµνΩ˜g1,n1+1(v1 ⊗ . . . ⊗ vn1 ⊗ eµ) × Ω˜g2,n2+1(vn1+1 ⊗
. . .⊗ vn ⊗ eν), for any v1, . . . , vn ∈ A, where σ is the map of Proposition 1;
5. p∗Ω˜g,n(v1⊗ . . .⊗ vn) = Ω˜g,n+1(v1⊗ . . .⊗ vn⊗1), for any v1, . . . , vn ∈ A, where
p : M˜g,n+1 → M˜g,n is the map that forgets the last marked points, together
with the tangent direction attached to it.
The summation over µ and ν is always assumed.
3.3 Free boundary theories
Now we consider free boundary theories. This means that we don’t assign any tangent
vector to the marked points and we look at homomorphisms
Ωg,n : A
⊗n → H•(Mg,n)
Notice that we are still talking about smooth theories, that is, theories in which only
the cohomology ring of the smooth part of the moduli space of curves is involved.
Let
s :Mg1,n1+1 ×Mg2,n2+1 →Mg,n
be the map that sews together the points marked n1 + 1 and n2 + 1 respectively on
the two curves, and let S be the image of s.
Notation 4. We call νs : Ns → S both the normal bundle to S and a fixed tubular
neighbourhood of S given by the tubular neighbourhood theorem. We call νs :
∂Ns → S the boundary of the tubular neighbourhood Ns and the circle subbundle
of νs given by the tubular neighbourhood theorem. Let
q :Mg−1,n+2 →Mg,n
be the self-sewing map, and let T be its image. We call
νq : Nq → T
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both its normal bundle and its respective tubular neighbourhood given by the tubular
neighbourhood theorem. We call νq : ∂Nq → T both the circular neighbourhood
boundary of Nq and the restriction of the normal bundle to the circle subbundle
given by the tubular neighbourhood theorem.
Remark 6. Clearly, S 'Mg1,n1+1 ×Mg2,n2+1. However, the self-sewing map
q :Mg−1,n+2 → T
is a 2-sheeted covering, where two marked curves
(C1, x1, . . . , xn+2), (C2, y1, . . . , yn+2) ∈Mg−1,n+2
belong to the same fiber of q if and only if C1 = C2, xi = yi for 1 ≤ i ≤ n and xn+1 =
yn+2, xn+2 = yn+1. Therefore the automorphism ρ of Mg−1,n+2 that switches the
two last marked points is the only nontrivial automorphism of the covering q. By the
general theory of covering maps, a cohomology class α on Mg−1,n+2 is ρ-invariant
if and only if it is the pull-back of a cohomology class on T . Indeed, under the
hypothesis of ρ-invariance, we have
α = q∗
(
1
2
q∗α
)
where q∗ is the push-forward map in cohomology, which is well-defined since q is
proper.
Let us now define the free boundary cohomological field theories.
Definition 4. Let A be a C-vector space of finite dimension, 1 ∈ A a non-zero vector,
and η = ηµνeµ ⊗ eν a nondegenerate symmetric bilinear form on A with inverse co-
form ηµνeµ⊗ eν . A free boundary cohomological field theory (free boundary CohFT)
with base (A, η,1) is a set of linear maps
Ωg,n : A
⊗n → H•(Mg,n)
for every nonnegative integer numbers n, g such that 2g− 2 +n > 0, that satisfy the
following conditions:
1. Ωg,n is Sn-equivariant for every g, n;
2. Ω0,3(1⊗ u⊗ v) = η(u, v), for every u, v ∈ A;
3. Ωg,n(v1 ⊗ . . .⊗ vn)|∂Nq = ν∗q (12q∗ηµνΩg−1,n+2(v1 ⊗ . . .⊗ vn ⊗ eµ ⊗ eν)), for any
v1, . . . , vn ∈ A (see Remark 6 for the reason of the map 12q∗);
4. Ωg,n(v1⊗ . . .⊗ vn)|∂Ns = ν∗sηµνΩg1,n1+1(v1⊗ . . .⊗ vn1 ⊗ eµ)×Ωg2,n2+1(vn1+1⊗
. . .⊗ vn ⊗ eν), for any v1, . . . vn ∈ A;
5. p∗Ωg,n(v1⊗ . . .⊗ vn) = Ωg,n+1(v1⊗ . . .⊗ vn⊗1), for any v1, . . . , vn ∈ A, where
p is the map that forgets the last marked point.
Remark 7. In axiom 4, we are identifying S withMg1,n1+1 ×Mg2,n2+1 by means
of the map s, which is an homeomorphism with its image.
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The next proposition allows us to lift free boundary CohFTs to fixed boundary
ones along the torus bundle.
Proposition 3. Let (Ωg,n)g,n be a free boundary CohFT , and let pi : M˜g,n →Mg,n
be the map forgetting the tangent directions. Then (pi∗Ωg,n)g,n define a fixed boundary
CohFT .
Proof. We have to show that the classes (pi∗Ωg,n)g,n satisfy the axioms of a cohomo-
logical field theory with fixed boundaries. The bilinear form η and the unity vector 1
stay the same in the two cases and the axiom involving the forgetful map is trivially
satisfied, thus we only have to deal with the sewing axiom. We have to show that
σ∗pi∗Ωg,n = η−1pi∗Ωg1,n1+1 × pi∗Ωg2,n2+1
where σ is as in Proposition 1 and η−1 = ηµνeµ ⊗ eν is inserted at the entries
corresponding to the points to be sewed.
If Ns is the normal bundle to S, then N˜ = pi∗Ns where ν : N˜ → S˜ is the normal
bundle to S˜ (notations as in Lemma 1). Thus we can suppose to have chosen a
circular neighbourhoods such that ∂Ns = pi(∂˜N), therefore Im(pi ◦ σ) ⊆ ∂Ns by
Proposition 1.
Therefore we have, by the property of the Ωg,n’s of satisfying the sewing axiom
σ∗pi∗Ωg,n = σ∗pi∗Ωg,n|∂Ns = σ∗pi∗ν∗s (η−1Ωg1,n1+1 × Ωg2,n2+1)
but νs ◦ pi = pi ◦ ν, and by Proposition 1, ν ◦ σ = s˜ ◦ (piI1 × piI2), and in turn
pi ◦ s˜ = s ◦ (piI1 × piI2), and trivially (piI1 × piI2) ◦ (piI1 × piI2) = pi× pi, thus altogether
we have νs ◦ pi ◦ σ = s ◦ (pi × pi). Because of Remark 7, the map s∗ accounts for the
identification of S with Mg1,n1+1 ×Mg2,n2+1, therefore can omit it in the sewing
axiom and we can rewrite the right-hand side of the equality above as
(pi × pi)∗(η−1Ωg1,n1+1 × Ωg2,n2+1) = η−1(pi∗Ωg1,n1+1 × pi∗Ωg2,n2+1)
that is, the classes (pi∗Ωg,n)g,n satisfy the separating sewing axiom.
Let now q :Mg−1,n+2 → T be the self-sewing map and τ : M˜g−1,n+2 → M˜g,n as
in Proposition 2. We have to show that
τ∗pi∗Ωg,n = η−1pi∗Ωg−1,n+2
with η−1 inserted at the entries corresponding to the points to be sewed. Just like
before, we can suppose to have chosen circular neighbourhoods ∂˜P of T˜ (see Notation
3) and ∂Nq of T such that pi(∂˜P ) ⊆ ∂Nq, therefore Im(pi ◦ τ) ⊆ ∂Nq by Proposition
2. Therefore we have, by the property of the Ωg,n’s of satisfying the sewing axiom,
τ∗pi∗Ωg,n = τ∗pi∗Ωg,n|∂Nq = τ∗pi∗ν∗q
(
1
2
q∗η−1Ωg−1,n+2
)
By the same reasoning as in the separating case, we have νq ◦pi ◦ τ = q ◦pi; moreover,
since by hypothesis Ωg−1,n+2 is Sn+2-invariant, we have by Remark 6 that
q∗
(
1
2
q∗Ωg−1,n+2
)
= Ωg−1,n+2
which finally implies that (pi∗Ωg,n)g,n satisfy the non-separating sewing axiom as
well. This completes the proof.
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The following proposition implies, with the previous one, that these axioms agree
with those of a nodal CohFT.
Proposition 4. Let Ωg,n : A⊗n → H•(Mg,n) for 2g− 2 +n > 0 be homomorphisms
defining a nodal CohFT. Then the restrictions of Ωg,n to Mg,n define a smooth
CohFT with free boundaries.
Proof. Let ι :Mg,n →Mg,n be the inclusion, we have to show that ι∗Ωg,n satisfy the
axioms of a free boundary CohFT. The only nontrivial verification is the one about
the sewing axiom. Let us consider a sewing map s :Mg1,n1+1 ×Mg2,n2+1 →Mg,n
and let S be its image. Then, since ∂Ns ⊆ Mg,n, we have (again identifying the
circular neighbourhood ∂Ns with the respective spherized bundle)
ι∗Ωg,n(v1 ⊗ . . .⊗ vn)|∂Ns = Ωg,n(v1 ⊗ . . .⊗ vn)|∂Ns = ν∗sΩg,n(v1 ⊗ . . .⊗ vn)|S
now we have the isomorphism s :Mg1,n1+1×Mg2,n2+1 ∼= S and of course we can write
s = s ◦ (ι× ι) where s is the sewing map on the Deligne-Mumford compactifications
(this map is involved in the separating sewing axiom of a nodal CohFT). Under the
isomorphism s we have
Ωg,n(v1⊗. . .⊗vn)|S = ηµνι∗Ωg1,n1+1(v1⊗. . .⊗vn1⊗eµ)×ι∗Ωg2,n2+1(vn1+1⊗. . .⊗vn⊗eν)
by the separating sewing axiom that the Ωg,n’s satisfy being a nodal CohFT, and
pulling back by νs we have exactly the separating sewing axiom for smooth fixed
boundary theories.
For the non-separating sewing map q :Mg−1,n+2 →Mg,n, with the notation of
the preceding part, we have
ι∗Ωg,n(v1 ⊗ . . .⊗ vn)|∂Nq = Ωg,n(v1 ⊗ . . .⊗ vn)|∂Nq = ν∗qΩg,n(v1 ⊗ . . .⊗ vn)|T
Obviously we have q = q◦ι where q is the non-separating sewing map on the Deligne-
Mumford compactification (this map is involved in the non-separating sewing axiom
of a nodal CohFT). Since q :Mg−1,n+2 → T is a 2-sheeted covering, and since every
Ωg,n is Sn-invariant, we have by Remark 6
Ωg,n(v1⊗. . .⊗vn)|T = 1
2
q∗(q∗Ωg,n(v1⊗. . .⊗vn)|T ) = 1
2
q∗(ηµνι∗Ωg−1,n+2(v1,⊗ . . .⊗vn⊗eµ⊗eν))
by the non-separating sewing axiom that the Ωg,n’s satisfy being a nodal CohFT.
Pulling back by νs we have exactly the non-separating sewing axiom for smooth fixed
boundary theories, and the proof is complete.
4 Givental’s group action
In this section, we introduce a particular group action on the category of all nodal
CohFTs that allows one to build new CohFTs from old ones. To do so, we must
investigate more deeply the structure of the boundary strata ofMg,n, by introducing
the concept of dual graph.
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4.1 Dual graphs
Let S ⊆ Mg,n be an open boundary stratum. Let C ∈ S be a stable curve and let
ν : C ′ → C be its normalization. We associate the following objects to C:
1. the set V of the components of C ′ and, for each component v ∈ V , its genus
g(v);
2. the set H of the special points of C ′ (recall that they are the points in ν−1(p)
where p ∈ C is either a marked point or a node);
3. a function v : H → V that sends every special point to the component of C ′ it
belongs to;
4. an involution ι : H → H that sends every special point to its conjugate (that
is, ι(h) = h′ if {h, h′} = ν−1(p) where p ∈ C is a node, and ι(h) = h if
{h} = ν−1(p) where p ∈ C is a marked point); let then E = {{h, ι(h)} | h ∈
H and ι(h) 6= h} and L = {h ∈ H | ι(h) = h};
Definition 5. Let C ∈ Mg,n be a stable curve. The dual graph of C is the graph
ΓC with vertex set V , edge set E and leg set L, such that
• two vertices v1 and v2 are linked by an edge e ∈ E if and only if v(e) = {v1, v2};
• a leg l ∈ L belongs to the vertex v if and only if v(l) = v.
An automorphism of ΓC is a permutation of the sets V and H which leaves
invariant g, v and ι. The group of automorphisms of ΓC is denoted by Aut(ΓC).
Remark 8. If C ∈ Mg,n is a stable curve with normalization ν : C ′ → C, then its
graph ΓC is connected because C is connected, that is, we can reach any component
of its from any other one, by passing through its nodes. Dually, this means that we
can reach any vertex in ΓC from any other one, by passing through its edges.
Remark 9. Let C ∈ Mg,n be a stable curve and for each vertex v of ΓC , let
n(v) = |v−1(v)| be its valence. Then the stability condition on C says that, for each
vertex v of ΓC , we must have
2g(v)− 2 + n(v) > 0
Remark 10. All the curves in an open boundary stratum S ⊆Mg,n have the same
dual graph. Indeed, if C ∈ S is any curve in the stratum with dual graph ΓC , let
n(v) be its valence as in remark 9 for each v ∈ V . Then S is the image of a map
ξΓC :
∏
v∈V
Mg(v),n(v) →Mg,n
defined in the following way:
• If there are k edges e1, . . . , ek with ei = {hi, ι(hi)} between two distinct vertices
v1 and v2, then we sew togetherMg(v1),n(v1) andMg(v2),n(v2) along the special
points hi and ι(hi) respectively, for 1 ≤ i ≤ k.
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• If there are k edges e1, . . . , ek with ei = {hi, ι(hi)} that link v to itself (this
means that v(ei) = {v} for every i), then we apply a non-separating sewing map
onMg(v),n(v) by sewing together the special points hi and ι(hi) for 1 ≤ i ≤ k.
It is then evident that all the elements of the image of ξΓC give rise to a graph which
is the same as ΓC . Thus this remark justifies the following definition.
Definition 6. Let S ⊆ Mg,n be an open boundary stratum. Then its dual graph
ΓS is the dual graph ΓC of any curve C ∈ S.
Let T ⊆Mg,n be a closed boundary stratum. Then its dual graph ΓT is the dual
graph ΓS of the open boundary stratum S such that T = S. Since the correspondence
S 7→ S is a bijection, in the sequel we forget the distinction between open and closed
strata, when we talk about the dual graphs associated to them.
Remark 11. If S is a closed boundary stratum, with dual graph ΓS , then we can
define a map
ξΓS :
∏
v∈V
Mg(v),n(v) →Mg,n
with image S, in the same way as in Remark 10.
Remark 12. The genus of a curve C ∈Mg,n is the sum of the genera of its compo-
nents, plus the maximal length k of a sequence of self-sewing maps qi :Mgi−1,ni+2 →
Mgi,ni such that
C = qk ◦ . . . ◦ q1(C ′) (2)
for some C ′ ∈ Mg1,n1 . If C = q1(C ′), then ΓC is the graph obtained by ΓC′ by
attaching a loop to the vertex corresponding to the components sewn by q1. Therefore
h1(ΓC) = h
1(ΓC′)+1, and similarly if C = qk◦. . .◦q1(C ′) then h1(ΓC) = h1(ΓC′)+k.
Moreover there exists C ′ such that q(C ′) = C if and only if ΓC is not simply connected
(it suffices to take as C ′ the normalization of C at a node corresponding of an edge
that borders a loop in ΓC), therefore if k is the maximal length of a sequence like
(2), then h1(ΓC) = k.
Putting all together, we have the formula
g =
∑
v∈V
g(v) + h1(ΓC)
the first term accounts for the sum of the genera of the components of C, and the
second one for the non-separating nodes.
4.2 R-matrix action
This section follows closely [12], where all the missing proofs can be found, along
with a much deeper treatment of the subject.
Let A be a finite-dimensional vector space over C and η a symmetric non-
degenerate bilinear form on A. For a variable z, let
R(z) = Id +R1z +R2z2 + . . . ∈ End(A)[[z]]
be an End(A)[[z]]-valued power series. Let R(z)∗ be the adjoint of R(z) with respect
to η, that is, R(z)∗ = η−1R(z)tη where
R(z)t = Id +Rt1z +R
t
2z
2 + . . . ∈ End(A)[[z]]
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is the transpose of R(z). We say that R(z) satisfies the symplectic condition if
R(z)R(−z)∗ = Id.
If R(z) satisfies the symplectic condition, then the quantity
η−1 −R(z)η−1R(w)t
z + w
is a power series in the variables z and w.
Note that R−1(z) = 1R(z) = R(−z)∗ is still a power series, and it satisfies the
symplectic condition as well. Therefore the quantity
η−1 −R−1(z)η−1R−1(w)t
z + w
is a power series.
If v ∈ A is a vector, we denote by R(z)v the A-valued power series
R(z)v = v +R1(v)z +R2(v)z
2 + . . . ∈ A[[z]].
If φ : A→ B is a homomorphism of vector spaces and v ∈ A, we denote by φ(R(z)v)
the B-valued power series
φ(R(z)v) = φ(v) + φ(R1(v))z + φ(R2(v))z
2 + . . . ∈ B[[z]].
Definition 7. Let (Ωg,n)g,n be a nodal cohomological field theory with base (A,1, η),
and let T (z) = z · [1 − R(z)−11] ∈ z2A[[z]]. Let S ⊆ Mg,n be a closed boundary
stratum and let ΓS be its dual graph, with vertex set V . We define the contribution
of S
ContΓS : A
⊗n → H•(Mg,n)
in the following way:
1. At every vertex v of ΓS , we place∑
m≥0
1
m!
(pm)∗Ωg(v),n(v)+m(· ⊗ T (ψn(v)+1)⊗ . . .⊗ T (ψn(v)+m))
where pm :Mg,n+m →Mg,n is the map that forgets the last m marked points
(in the sum, the term corresponding to m = 0 is simply Ωg(v),n(v)).
2. At every leg l of ΓS , we place R−1(ψl) (recall that a leg corresponds to a marked
point, that has a respective ψ-class);
3. At every edge e of ΓS , we place
η−1 −R−1(ψ′e)η−1R−1(ψ′′e )t
ψ′e + ψ′′e
(recall that an edge corresponds to a node, that has two ψ-classes attached to
the two special points of the normalization at that node).
17
4. In this way we have a map A⊗n → ∏v∈V Mg(v),n(v). We push forward this
map along the map ξΓS of Remark 11, which is proper, to obtain ContΓS .
Definition 8. Let Ωg,n be a nodal CohFT with base (A,1, η). We define (RΩ)g,n :
A⊗n → H•(Mg,n) with the following formula
(RΩ)g,n =
∑
S⊆Mg,n
1
|Aut(ΓS)|ContΓS
where S runs among the closed boundary strata ofMg,n. We say that RΩ is obtained
from Ω by an R-matrix action.
Example 1. Let us consider a graph Γ with a vertex v of genus g, and a leg l
attached to it. It corresponds to the open stratum Mg,1 or to the closed stratum
S =Mg,1. Then, for every a ∈ A, we have
ContΓ(a) =
∑
m≥0
1
m!
(pm)∗Ωg,1+m(R−1(ψl)a⊗ T (ψ2)⊗ . . .⊗ T (ψ1+m)).
Example 2. Let us consider a graph Γ with a vertex v of genus g, no legs, and an
edge e that joins v to itself. The valence of the only vertex of Γ is 2. Then with the
convention A⊗0 = C, we have naturally ContΓ ∈ H•(Mg) and it is precisely
ContΓ =
∑
m≥0
1
m!
(pm)∗ηµνΩg,2+m
(
eµ ⊗ eν −R−1(ψ′e)eµ ⊗R−1(ψ′′e )teν
ψ′e + ψ′′e
⊗ T (ψ3)⊗ . . .⊗ T (ψ2+m)
)
.
Example 3. Let Γ be a graph with two vertices v1 and v2 of genera g1 and g2
respectively, no legs, and an edge e that joins v1 to v2. In this case the valence of
each vertex is 1, and again ContΓ ∈ H•(Mg). If we set
Cont′m(eµ) =
1
m!
(pm)∗Ωg1,1+m((eµ −R−1(ψ′e)eµ)⊗ T (ψ2)⊗ . . .⊗ T (ψ1+m))
and Cont′′m is the same but with g2 and R−1(ψ′′e )t instead of g1 and R−1(ψ′e), we
have
ContΓ =
ηµν
ψ′e + ψ′′e
∑
m≥0
Cont′m(eµ)×
∑
m≥0
Cont′′m(eν).
Example 4. Let us consider the case in which R(z) ≡ Id. Then the power series of
rule 2 of Definition 7 is η−1 − R−1(z)η−1R−1(w)t = 0, and T (z) = 0. Therefore all
the contributions are zero, except the one corresponding to the stratum S ⊆ Mg,n
whose graph ΓS has no edges. By Remark 8 it must have only one vertex, with n legs
attached to it, and it must clearly correspond to the smooth stratum S = Mg,n ⊆
Mg,n, or to the closed stratum S = Mg,n. In this case it is easily seen that the
contribution is simply
ContΓS = Ωg,n.
Therefore we have IdΩ = Ω.
Proposition 5. If Ω is a nodal CohFT, then RΩ is a nodal CohFT. The R-matrix
action on CohFTs is a left group action.
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Remark 13. We could also have defined, in Definition 7, contributions associated to
a free boundary cohomological field theory Ωg,n, and a matrix action RΩ in Definition
8 as well, using the same formulas as in the nodal case. It turns out that Proposition
5 stays valid, therefore RΩ will be a (nodal!) cohomological field theory.
We will now state one lemma that will be needed in the sequel.
Lemma 3. Let A be a C-algebra and let
M(z) = z(1− exp(−a1z − a2z2 − . . .)) ∈ A[[z]].
Fix g, n integers such that 2g − 2 + n > 0, and for each m ≥ 0, let pm :Mg,n+m →
Mg,n be the map that forgets the last m marked points. Then in Mg,n we have the
equality
exp(a1κ1 + a2κ2 + . . .) =
∞∑
m=0
1
m!
(pm)∗(M(ψn+1) · · ·M(ψn+m))
Proof. We need a technical fact about κ-classes. For each permutation σ ∈ Sm, let
σ = ρ1 · · · ρl be its decomposition in cycles, where also 1-cycles have been written.
For each cycle ρi, define kρi =
∑
j∈ρi kj . If κk1,...,km = (pm)∗(ψ
k1+1
n+1 · · ·ψkm+1n+m ), then
κk1,...,km =
∑
σ∈Sm
l∏
i=1
κkρi . (3)
For example, κ1,1 = κ21 + κ2 and κ1,2,3 = κ1κ2κ3 + κ1κ5 + κ2κ4 + κ23 + 2κ6.
LetB(z) = M(z)z ∈ A[[z]]. For each set ofm strictly positive integers {k1, . . . , km},
let
bk1,...,km = ak1 · · · akmκk1,...,kmzk1+...+km .
If σ ∈ Sm is a permutation whose decomposition in cycles is σ = ρ1 · · · ρl, let
bk1,...,km,σ = (ak1 · · · akm
l∏
i=1
κkρi )z
k1+...+km
then by Equation 3 we have bk1,...,km =
∑
σ∈Sm bk1,...,km,σ. Let
Nm =
∑
k1,...,km≥1
bk1,...,km
and let F =
∑
m≥0
Nm
m! . We see that F is the generating function, evaluated at 1, of
some combinatorial objects, namely the sets of m numbers {k1, . . . , km}, with the i-
th number weighted by akiz
ki , along with a weighting
∏l
i=1 κkρi where ρ1 · · · ρl ∈ Sm
is the decomposition in cycles of a permutation in Sm. By the theory of generating
functions, F = eG where G is the generating function, evaluated at 1, of the sets
of n numbers {k1, . . . , kn}, with the i-th number weighted by akizki , along with a
weighting κkρ where ρ is an n-cycle in Sn. Let φ : A[[z]] → A[[z, κi]]i≥1 be the
A-linear map that sends every zi to ziκi. Since kρ = k1 + . . .+ kn does not depend
on ρ, and since there are exactly (n− 1)! n-cycles in Sn, we see that
G = φ
∑
n≥0
(n− 1)!
n!
∑
k1,...,kn≥1
ak1 · · · aknzk1+...+kn
 =
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= φ
∑
n≥0
B(z)n
n
 = −φ(log(1−B(z))) = a1κ1z + a2κ2z2 + . . .
Setting z = 1 in the equality F = eG we get precisely the formula we need to
prove.
5 Frobenius algebras
Definition 9. Let (A, ·,1) be a finite-dimensional associative algebra with unit ele-
ment 1 over the field C (this will be the only case of real interest in our discussion).
This algebra is a Frobenius algebra if it is equipped with a non-degenerete bilinear
form η : A ⊗ A → C such that η(a · b, c) = η(a, b · c) for every a, b, c ∈ A. If η is
symmetric, then A is called a symmetric Frobenius algebra.
Remark 14. We have an isomorphism i : A ∼−→ A∗ between A and the dual space A∗,
given by the nondegenerate form η, namely i(v) = η(v, ·). We can define an algebra
structure on A∗ by imposing i to be an isomorphism of algebras. Also, on the dual
space A∗ we have (ηt)−1 the inverse transpose form, which is still non-degenerate
and defines a structure of Frobenius algebra on the dual space A∗ (the verification
is immediate).
Definition 10. By letting i : A ∼−→ A∗ as in the previous remark, the functional
θ = i(1) is called the Frobenius trace of the algebra. In other words, the Frobenius
trace is defined as θ(a) = η(a,1) for every a ∈ A.
Definition 11. Let (A, ·,1, η) be a Frobenius algebra. The vector
α = ηµνeµ · eν
is called the Euler class of A.
Remark 15. If Aeµ = fµ for some invertible matrix A = (Aσρ )ρ,σ, then fµ = A
ρ
µeρ
and
ηµνeµ · eν = ηµν(A−1fµ) · (A−1fν) = ηµνAρµAσν (A−1eρ) · (A−1eσ) = (AtηA)ρσfρ · fσ
Where At is the transpose matrix of A. Since the matrix η, in the basis (fρ)ρ, turns
into the matrix AtηA, we see that the Euler class does not depend on the choice of
a basis of A, it is therefore determined by the Frobenius algebra structure.
Remark 16. The Euler class α does not lie in the kernel of the Frobenius trace of
A; in particular, it is never zero. Indeed, let θ be the Frobenius trace of A. Then we
have θ(α) = ηµνη(eµ, eν) = ηµνηµν = dimA, which is not zero.
Definition 12. Let (A, ·,1, η) be a Frobenius algebra of complex dimension k. A
is said to be semisimple if there exist an orthonormal (with respect to η) basis
(eµ)1≤µ≤k and non-zero complex numbers θµ, such that for every i and j, we have
eµ · eν = δµνθ−1µ eµ (4)
A basis that satisfies the conditions (4) is called a semisimple basis; the moduli
|θµ| are called the weights of the algebra.
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It is clear that in this case θµ = η(eµ,1) and also θµ = θ(eµ) in the notation of
Definition 10. Therefore we have 1 =
∑
µ θµeµ for a semisimple basis (eµ)µ.
Remark 17. The unordered set of weights is well-defined. Indeed, if fµ is another
semisimple basis, then there exists an η-orthogonal matrix P (i.e. P tηP = η) such
that fµ = Peµ. Let us expand the product for general µ and ν
Peµ · Peν = P ρµP σν eρ · eσ = P ρµP ρµθ−1ρ eρ
For µ 6= ν, we must have P ρµP σν = 0 for every ρ, therefore the matrix P has at most
one (and then exactly one since it must be non-singular) non-zero entry for each row.
Thus, eventually conjugating by a permutation matrix (which is orthogonal), we can
suppose that P is diagonal. Since P is η-orthogonal, the entries in the diagonal must
be 1 or −1, therefore the weights remain unchanged since the θµ can only change
sign. In fact we have shown that the semisimple basis is uniquely determined, up to
permutation and to sign switch of the vectors.
Proposition 6. Let (A, ·,1, η) be a Frobenius algebra. Then A is semisimple if and
only if its Euler class α is invertible.
Proof. We will prove just the easy part: if the Frobenius algebra is semisimple, then
α is invertible. The other part is proved in [2] and will not be needed in the sequel.
Let A be semisimple and let (eµ)µ be a semisimple basis. Then by Definition 11
and Remark 15 we can write α =
∑
µ θ
−1
µ eµ in this basis. It is then easy to show
that α−1 =
∑
µ θ
3
µeµ is an element such that α ·α−1 = 1, that is, α is invertible.
Definition 13. Let (Ωg,n)g,n be a CohFT of any type with base (A, η,1) and let
i : A→ A∗ be the isomorphism of Remark 14. We define a product · on A by writing,
for every v1, v2 ∈ A,
v1 · v2 = i−1Ω0,3(v1 ⊗ v2 ⊗ ·)
or in other words, η(v1 · v2, v3) = Ω0,3(v1 ⊗ v2 ⊗ v3).
Remark 18. We notice that Ω0,3 and Ω0,3 both have values in the cohomology ring
of M0,3 = M0,3, which is just C, and by Proposition 4 they must be the same
homomorphism. The same is true for Ω˜0,3, by Proposition 3; thus we can avoid
specifying the type of the CohFT, because every type leads to the same algebra
structure.
Proposition 7. Let (Ωg,n)g,n be a CohFT of any type with base (A, η,1). Then there
exists a unique Frobenius algebra structure on A such that, for every vi ∈ A, we have
Ω0,3(v1 ⊗ v2 ⊗ v3) = η(v1 · v2, v3)
This Frobenius algebra is symmetric and commutative, and has 1 as neutral element.
We will need the following lemma.
Lemma 4. Let
s :Mg,n ×M0,3 →Mg,n+1
be the map that sews together the points marked n and 3 respectively. Then we have
s∗Ωg,n+1(v1 ⊗ v2 ⊗ . . .⊗ vn+1) = Ωg,n(v1 ⊗ . . .⊗ vn−1 ⊗ (vn · vn+1))
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Proof. By the sewing axiom of Definition 1, we have
s∗Ωg,n+1(v1⊗ v2⊗ . . .⊗ vn+1) = ηµνΩg,n(v1⊗ . . .⊗ vn−1⊗ eν)×Ω0,3(vn⊗ vn+1⊗ eµ)
and by Definition 13, the last quantity is
ηµνη(vn·vn+1, eµ)Ωg,n(v1⊗. . .⊗vn−1⊗eν) = Ωg,n(v1⊗. . .⊗vn−1⊗ηµνη(vn·vn+1, eµ)eν)
since ηµνη(vn · vn+1, eµ)eν = vn · vn+1, we get the required formula.
Remark 19. The same lemma holds for smooth theories as well, provided we use
the right sewing axioms. This means that if σ : M˜g,n × M˜0,3 → M˜g,n+1 is the
sewing-smoothing map of Proposition 1, then we have
σ∗Ω˜g,n+1(v1 ⊗ v2 ⊗ . . .⊗ vn+1) = Ω˜g,n(v1 ⊗ . . .⊗ vn−1 ⊗ (vn · vn+1))
Analogously, if νs : ∂Ns → S are as in Remark 4, then we have
Ωg,n+1(v1 ⊗ v2 ⊗ . . .⊗ vn+1)|∂Ns = ν∗sΩg,n(v1 ⊗ . . .⊗ vn−1 ⊗ (vn · vn+1))
The proof is literally the same as in the previous lemma, since the right-hand side is
the same in the three sewing axioms.
Proof of Proposition 7. First of all, we see that for every v ∈ A, v · 1 = v. Indeed,
we have
v · 1 = i−1Ω0,3(v ⊗ 1⊗ ·) = i−1Ω0,3(1⊗ v ⊗ ·) = i−1η(v, ·) = v
where we have used the S3-equivariance and the second axiom of CohFTs.
Now associativity, which is equivalent to
Ω0,3((v1 · v2)⊗ v3 ⊗ v4) = Ω0,3(v1 ⊗ (v2 · v3)⊗ v4)
for every vi ∈ A. By Lemma 4 and by S3-equivariance, these two quantities are
s∗Ω0,4(v3 ⊗ v4 ⊗ v1 ⊗ v2) and s∗Ω0,4(v1 ⊗ v4 ⊗ v2 ⊗ v3) respectively, where
s :M0,3 ×M0,3 →M0,4
is the sewing map as in Lemma 4. If ρ = (1, 2, 3) ∈ S4 then by S4-equivariance we
have ρ∗Ω0,4(v1⊗v2⊗v3⊗v4) = Ω0,4(v2⊗v3⊗v1⊗v4), but ρ∗ is the identity in degree
0, and s∗ kills every positive-degree cohomology class, sinceM0,3 has dimension 0.
Therefore we have
s∗Ω0,4(v3 ⊗ v4 ⊗ v1 ⊗ v2) = s∗Ω0,4(v1 ⊗ v4 ⊗ v2 ⊗ v3)
and by Lemma 4 we have associativity.
Finally, we have η(v1 ·v2, v3) = η(v1, v2 ·v3) for every vi ∈ A because this equality
means
Ω0,3((v1 · v2)⊗ v3 ⊗ 1) = Ω0,3(v1 ⊗ (v2 · v3)⊗ 1)
which is true thanks to associativity.
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Lemma 5. Let (Ωg,n)g,n be a CohFT of any type with base (A, η,1), let α be its
Euler class, and let q :Mg−1,n+2 →Mg,n be the self-sewing map. Then
q∗Ω1,1(v) = η(v, α)
In particular, the degree zero part of Ω1,1(v) is η(v, α).
Proof. By the self-sewing axiom, we have
q∗Ω1,1(v) = ηµνΩ0,3(v ⊗ eµ ⊗ eν) = ηµνη(v, eµ · eν) = η(v, α)
which is the statement.
Lemma 6. Let (Ωg,n)g,n be a semisimple CohFT (of any type) with Euler class α.
Then the degree-zero part of Ω1,2(v ⊗ w) is
Ω1,2(v ⊗ w)0 = η(v · w,α)
Proof. We do the proof for a fixed boundary theory (Ω˜g,n)g,n, but the proof is the
same for other theories if we take care of using the right sewing axioms. We consider
the sewing-smoothing map
M˜0,3 × M˜1,1 σ−→ M˜1,2
By Remark 19 we get
σ∗Ω˜1,2(v ⊗ w) = Ω˜1,1(v · w)
By the previous lemma, the degree zero part of the last quantity is η(v · w,α) and
the formula is proved.
5.1 Sewing smooth surfaces
The next three propositions show the effect of sewing a fixed smooth g′′-genus surface
Σ to the curves inMg,n. Using fixed boundaries, free boundaries, or nodal theories
changes the way this result is stated, even though the proofs are just the same in
the three cases. For the sake of clarity and completeness, we state three different
propositions for the three types of theories we have discussed.
Proposition 8. Let g = g′ + g′′ and Σ ∈ M˜g′′,2 be a smooth genus g′′ surface with
two framed points, and let
σΣ : M˜g′,n × Σ→ M˜g,n
be the restriction of the sewing-smoothing map σ of Proposition 1 that sews together
the points marked n and 2 respectively. Then for any v1, . . . , vn ∈ A we have
σΣ
∗Ω˜g,n(v1 ⊗ . . .⊗ vn) = Ω˜g′,n(v1 ⊗ . . .⊗ vn−1 ⊗ (αg′′ · vn))
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Proof. Let us first consider the case g′′ = 1, so Σ is a torus with two fixed marked
points. By the sewing axiom, we have
σ∗Ω˜g,n(v1 ⊗ . . .⊗ vn) = ηµνΩ˜g′,n(v1 ⊗ . . .⊗ vn−1 ⊗ eµ)× Ω˜1,2(vn ⊗ eν)
Now we must take the restriction of this class (which is in H•(M˜g′,n×M˜1,1)) to the
closed subset M˜g′,n×Σ, and the result of this operation is just taking the degree-zero
part in each right factor and summing up; thus the class we are looking for is
σΣ
∗Ω˜g,n(v1 ⊗ . . .⊗ vn) = ηµνΩ˜g′,n(v1 ⊗ . . .⊗ vn−1 ⊗ eµ)Ω˜1,2(vn ⊗ eν)0
where the subscript 0 stands for the degree-zero part.
If we put w = eν in Lemma 6, we get Ω˜1,2(vn ⊗ eν)0 = η(vn · eν , α), thus finally
the quantity we are looking for is
Ω˜g′,n(v1 ⊗ . . .⊗ vn−1 ⊗ ηµνη(α · vn, eµ)eν) = Ω˜g′,n(v1 ⊗ . . .⊗ vn−1 ⊗ (α · vn))
The general case comes simply by induction noticing that sewing on a genus
g′′ + 1 surface is the same as sewing in a row a genus g′′ surface and a torus.
Proposition 9. Let g = g′ + g′′ and Σ ∈ Mg′′,2 be a smooth genus g′′ surface with
two free points, and let
s|Σ :Mg′,n × Σ→Mg,n
be the restriction of the sewing map s that sews together the points marked n and 2
respectively, and let SΣ be its image. With notations as in Notation 2, let ∂NΣ =
ν−1s (SΣ) and let
νΣ : ∂NΣ → SΣ
be the restriction of νs. Then for every vi ∈ A, we have
Ωg,n(v1 ⊗ . . .⊗ vn)|∂NΣ = ν∗ΣΩg′,n(v1 ⊗ . . .⊗ vn−1 ⊗ (αg
′′ · vn))
Proof. Since the term on the right of the sewing axiom in Definition 4 is the same as
the respective one in Definition 3 (except for a ν∗s that appears), the same calculation
of the proof of the previous proposition, together with the obvious fact (ν∗s )|H•(SΣ) =
ν∗Σ, leads to the desired result.
Proposition 10. Let g = g′ + g′′ and Σ ∈Mg′′,2 be a smooth genus g′′ surface with
two free points, and let
s|Σ :Mg′,n × Σ→Mg,n
be the restriction of the sewing map s that sews together the points marked n and 2
respectively. Then for every vi ∈ A, we have
s|Σ∗Ωg,n(v1 ⊗ . . .⊗ vn) = Ωg′,n(v1 ⊗ . . .⊗ vn−1 ⊗ (αg
′′ · vn))
Proof. The proof is the same as that of Proposition 9, thanks to the fact that the
term in the right-hand side of the sewing axiom in Definition 1 is the same as in
Definition 3.
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Remark 20. Let us suppose that we want to construct, say, a nodal CohFT (Ωg,n)g,n,
and let us suppose we know the theory onMg′,n ×Mg′′,2. If the base (A, ·,1, η) is
semisimple, then we can recover the theory onMg′,n. In fact, thanks to Proposition
10 and to Proposition 6 that assures that α is invertible in a semisimple theory, we
have
Ωg′,n(v1 ⊗ . . .⊗ vn) = s∗ΣΩg,n(v1 ⊗ . . .⊗ vn−1 ⊗ (α−g
′′ · vn))
It is important to notice that to calculate the right-hand side of this equality we
don’t need to know the whole homomorphism Ωg,n : A⊗n → H•(Mg,n), but just its
restriction toMg′,n ×Mg′′,2, because the image of sΣ is contained in this subspace.
This will play an important role in the classification of nodal cohomological field
theories.
6 Classification
From now on, all the theories are supposed to be semisimple.
6.1 Fixed boundary theories
Let Ω˜ be a fixed boundary CohFT with semisimple base (A,1, η) and with semisimple
basis (eµ)µ. We consider M˜g,1 embedded in M˜g+1,1 by the map
(C, [v]) 7→ σ((C, [v]), (T, [v1], [v2]))
where (T, [v1], [v2]) ∈ M˜1,2 is any fixed smooth genus 1 curve with two marked
points, [v] and [vi] are tangent directions at the marked points, and σ is the sewing-
smoothing map of Proposition 1. We call σg,T : M˜g,1 → M˜g+1,1 this embedding.
Therefore, we have a projective system (H•(M˜g,1))g≥1 with projection maps
σ∗g,T . The limit is naturally isomorphic to C[κj ]j≥1 by Madsen-Weiss theorem:
lim←−H
•(M˜g,1) ∼= C[κj ]j≥1.
Proposition 11. The limit Ω˜+ = lim←− Ω˜g,1(α−g·) is a well-defined element of A∗ ⊗
C[κj ]j≥1.
Proof. Letting Σ = T in Proposition 8 we find that
σ∗g,T Ω˜g+1,1(α
−g−1 · v) = Ω˜g,1(α−g−1 · α · v) = Ω˜g,1(α−g · v).
But σ∗g,T are the projections in the system (H
•(M˜g,1))g≥1, thus the homomorphisms
Ω˜g,1(α
−g·) are compatible with the projective system. Thus, they pass to the limit
to get a well-defined homomorphism Ω˜+ : A→ lim←−H•(M˜g,1) which is an element of
A∗ ⊗ C[κj ]j≥1 by Madsen-Weiss theorem.
Remark 21. Let i : A → A∗ be the isomorphism of remark 14. Since (eµ)µ is an
orthonormal basis for η, we have i(eν) = eν for each ν, where (eµ)µ is the dual basis
to (eµ)µ. By imposing i to be an isomorphism of algebras, we immediately see that
(A∗, η−1, i(1)) is a semisimple Frobenius algebra, with semisimple basis (eµ)µ and
same weights as A:
eµ · eν = δµ,νθ−1µ eµ
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Thus we can write an explicit formula for the effect of applying a vector tρeρ ∈ A to
the product of the covectors v = vµeµ and w = wνeν :
((vµe
µ) · (wνeν))(tρeρ) = vµwµθ−1µ tµ = θ−1µ tµv(eµ)w(eµ)
Remark 22. Since Ω˜g,1 ∈ A∗ ⊗H•(M˜g,1), we can use the Frobenius algebra struc-
ture in A∗ and the cross product in cohomology to define the product of two homo-
morphisms Ω˜g,1 · Ω˜h,1. More precisely, thanks to Remark 21, we have
Ω˜g,1 · Ω˜h,1(vµeµ) = θ−1µ vµΩ˜g,1(eµ)× Ω˜h,1(eµ)
where × is the usual cross product in the cohomology of the product M˜g,1 × M˜h,1.
Proposition 12. Let C˜ ∈ M˜0,3 be any curve with framed points, and let mg,h :
M˜g,1 × M˜h,1 → M˜g+h,1 be the composition
M˜g,1 × M˜h,1 ∼−→ M˜g,1 × {C˜} × M˜h,1 σ1×Id−−−−→ M˜g,2 × M˜h,1 σ2−→ M˜g+h,1
where σ1 and σ2 are the obvious sewing-smoothing maps. Then, in the notation of
Remark 22, we have
m∗g,hΩ˜g+h,1 = Ω˜g,1 · Ω˜h,1
Proof. By applying the sewing axiom for fixed boundary theories we get
σ∗2Ω˜g+h,1(v) =
∑
µ
Ω˜g,2(v ⊗ eµ)× Ω˜h,1(eµ)
and
σ∗1Ω˜g,2(v ⊗ eµ) =
∑
ν
η(v · eµ, eν)Ω˜g,1(eν) = η(v, eµ · eµ)Ω˜g,1(eµ)
This formula is correct since Ω˜0,3, by Definition 3, has values in the degree zero part
of H•(M˜0,3), therefore in this case we have σ∗1 = (σ1|M˜g,1×{C})∗. Using the fact that
eµ · eµ = θ−1µ eµ, we get the result thanks to Remark 21.
Definition 14. We write
ig,n : C[κj ]j≥1 → H•(M˜g,n)
for the C-algebra homomorphism that sends each κj to the respective κ-class in
M˜g,n. Notice that ig,1 is the projection to the g-th factor under the identification
C[κj ]j≥1 ∼= lim←−H•(M˜g,1).
Remark 23. The maps
m∗g,h : H
•(M˜g+h,1)→ H•(M˜g,1)⊗H•(M˜h,1)
induced in cohomology by the maps mg,h of Proposition 12 pass to the projective
limit giving a map
m∗ : lim←−H
•(M˜g,1)→ (lim←−H
•(M˜g,1))⊗ (lim←−H
•(M˜g,1))
that is, by Madsen-Weiss’s theorem, a map
m∗ : C[κj ]j≥1 → (C[κj ]j≥1)⊗ (C[κj ]j≥1)
From now on, by m∗ we will mean this map if not otherwise specified.
Of course we have m∗g,h ◦ ig+h,1 = (ig ⊗ ih) ◦m∗ by Definition 14.
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Definition 15. Let X,Y ∈ A∗ ⊗ C[κj ]j≥1; we define
X · Y (vµeµ) = θ−1µ vµX(eµ)⊗ Y (eµ)
which is an element of A∗ ⊗ (C[κj ]j≥1 ⊗ C[κj ]j≥1).
With this definition, if X = (Xg)g≥1 and Y = (Yh)h≥1 are projective systems of
homomorphisms Xg : A→ H•(M˜g,1), then
(ig ⊗ ih)X · Y = Xg · Yh
where at the right-hand side we have used the product of Remark 22.
With the identification C⊗C[κj ]j≥1 ∼= C[κj ]j≥1, we see by an easy computation
that the neutral element of the product is θ, the Frobenius trace of A as in Definition
10, which is indeed a homomorphism of A into C ⊆ C[κj ]j≥1.
Corollary 1. With the notations of Remark 23 and Definition 15, the limit homo-
morphism Ω˜+ satisfies
m∗Ω˜+ = Ω˜+ · Ω˜+
Proof. By Proposition 12, by Remark 21 and by the identity αk =
∑
µ θ
−2k+1
µ eµ, we
have
m∗Ω˜g+h,1(α−g−h · v) = θ2(g+h)−1µ vµΩ˜g,1(eµ)× Ω˜h,1(eµ) = (Ω˜g,1(α−g·) · Ω˜h,1(α−h·))(v)
Recalling that Ω˜+ = lim←− Ω˜g,1(α−g·) we get the result by Remark 23 and Definition
15.
6.1.1 Properties of C[κj ]j≥1
We want to study more deeply the properties of C[κj ]j≥1, in particular the map m∗
and the product structure of Definition 15. To this purpose, we give a definition and
prove a series of lemmas which will be useful in the sequel.
Lemma 7. With notation as in Remark 23, we have
m∗κj = κj ⊗ 1 + 1⊗ κj
for each j ≥ 1.
Proof. Let g and h be integers and let us consider the following commutative diagram.
M˜g,2 × M˜h,1 unionsq M˜g,1 × M˜h,2
m′g,h−−−−→ M˜g+h,2
p′
y py
M˜g,1 × M˜h,1
mg,h−−−−→ M˜g+h,1
where p′ is the map that forgets the second marked point at each curve, and m′g,h is
the map that sews a fixed element of M˜0,3 to the first marked points of each factor.
Then κj = p∗(ψ
j+1
2 ) and m
∗p∗(ψ
j+1
2 ) = p
′∗m′∗(ψ
j+1
2 ) But m
′∗(ψ2) = ψ2 ⊗ 1 + 1⊗ ψ2
and ψ2 ⊗ ψ2 = 0 ∈ H•(M˜g,2 × M˜h,1 unionsq M˜g,1 × M˜h,2). Therefore m′(ψj+12 ) =
ψj+12 ⊗ 1 + 1⊗ ψj+12 and p′∗m′∗(ψj+12 ) = κj ⊗ 1 + 1⊗ κj . Taking the limit in g and
h we get the statement, thanks to Remark 23.
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Remark 24. The last lemma says that the polynomial ring C[κj ]j≥1 is a Hopf
algebra, the co-product being m∗, and the antipode map being S : κj 7→ −κj for
each j and extended to a C-linear homomorphism C[κj ]j≥1 → C[κj ]j≥1.
If A is a Frobenius algebra, it is in fact a bialgebra (but not necessarily a Hopf
algebra) via the co-product
∆(v) = η(v, eµ · eν)eµ ⊗ eν
which is such that, for every w, t ∈ A,
η ⊗ η(∆(v), eµ ⊗ eν) = η(v, eµ · eµ).
Notice that, in the notation of Definition 15, we have
X · Y = (X ⊗ Y ) ◦∆.
In the semisimple case, the co-product simplifies to ∆(v) = θ−1µ vµeµ ⊗ eµ. Let us
stick to the semisimple case. Taking P (v) = vµθ2µeµ, we see that ∆ has a left inverse
given by · ◦ (Id ⊗ P ), where we have denoted by · : A ⊗ A → A the product of the
Frobenius algebra A. The endomorphism P of A defines a co-product ∆∗ on A∗ that
makes it a bialgebra via the formula
∆∗(φ)(v ⊗ w) = φ(P (v) · P (w)).
Notice that with this definition the isomorphism i : A→ A∗ of Remark 14 is not an
isomorphism of bialgebras.
Thus, A∗ ⊗ C[κj ]j≥1 is a bialgebra: the co-product ∆˜ being the tensor prod-
uct of the two co-products on each factor. By the identification A∗ ⊗ C[κj ]j≥1 ∼=
HomC(A,C[κj ]j≥1), we see that the following diagram commutes.
A
f−−−−→ C[κj ]j≥1
∆
y m∗y
A⊗A −−−−→
∆˜f
C[κj ]j≥1 ⊗ C[κj ]j≥1
Definition 16. Let y ∈ C[κj ]j≥1. Then y is primitive if
m∗y = y ⊗ 1 + 1⊗ y
with the notation of Remark 23.
Lemma 8. A class y ∈ C[κj ]j≥1 is primitive if and only if it is a linear combination
of κ classes.
Proof. Each κj is primitive by Lemma 7. Since the primitive classes clearly form a
C-vector space, we deduce that every linear combination of κ classes is primitive.
Conversely, Milnor-Moore’s theorem says that a Hopf algebra is a free algebra on
its primitive classes. Since C[κj ]j≥1 is a free algebra on the κj ’s, and since they are
primitive, there cannot be any other primitive class. This completes the proof.
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Definition 17. Let X : A → C[κj ]j≥1 be a homomorphism. X is group-like if
X0 = θ, the Frobenius trace of A, and it satisfies the equality
m∗X = X ·X
X is primitive if it satisfies the equality
m∗X = X ⊗ 1 + 1⊗X
Remark 25. Lemma 8 says that a homomorphism x : A→ C[κj ]j≥1 is primitive if
and only if there are covectors φj ∈ A∗ such that x =
∑
j φjκj .
Lemma 9. Let x : A→ C[κj ]j≥1 be a homomorphism, and let exp(x) be the homo-
morphism defined by the infinite series
exp(x) =
∞∑
n=0
x·n
n!
where x·n : A→ C[κj ]j≥1 is the n-th power for the product of Definition 15 composed
with the product of polynomials C[κj ]⊗nj≥1 → C[κj ]j≥1, with the convention x0 = θ the
Frobenius trace of A as in Definition 10. Then we have
m∗exp(x) = exp(m∗x)
Proof. By linearity we have
m∗exp(x) =
∑
n
m∗(x·n)
n!
therefore we have to calculate m∗(x·n). By applying Definition 15 with X = x,
Y = xn−1, we see that
x·n(vµeµ) = θ−n+1µ v
µ(x(eµ))
n
Where now (x(eµ))n is the usual power of polynomials.
Now we have m∗[x(eµ)n] = [m∗(x(eµ))]n, thus
m∗(x·n) = (m∗x)·n
which immediately yields our result.
Lemma 10. Let X : A → C[κj ]j≥1 be a homomorphism. Then X is group-like if
and only if there exists a primitive homomorphism x such that X = exp(x).
Proof. Let x be primitive, and let X = exp(x). Then by Lemma 9 we have m∗X =
exp(m∗x) = exp(x⊗ 1 + 1⊗ x). Moreover, expanding out the powers, we get
exp(x⊗ 1 + 1⊗x) =
∞∑
n=0
∑
k1+k2=n
1
k1!k2!
(x⊗ 1)·k1 · (1⊗x)·k2 = exp(x⊗ 1) · exp(1⊗x)
Now we clearly have (x⊗1)·n = x·n⊗1, therefore the quantity in the above expression
is (X ⊗ 1) · (1⊗X), and this is in turn X ·X since by Remark 15 we have
(X⊗1) · (1⊗X)(v) = θ−1µ vµ(X(eµ)⊗1)(1⊗X(eµ)) = θ−1µ vµX(eµ)X(eµ) = X ·X(v)
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Thus we see that X is group-like.
Conversely, let X be group-like and let us define
x = log(X) :=
∞∑
n=1
(−1)n−1 (X − θ)
·n
n
then x is well-defined since the sum at the right-hand side is finite for each degree,
and formally exp(x) = X. Moreover, the technique used in the proof of Lemma 9
yields m∗x = log(m∗X), therefore using the fact that X is group-like by hypothesis
we get
m∗X = log(X ·X)
Writing X ·X = (X⊗1) ·(1⊗X) and (X−θ)·n⊗1 = ((X−θ)⊗1)·n in the expression
for log(X), we get the expression
log(X ·X) = log(X)⊗ 1 + 1⊗ log(X)
from which we see that x is primitive. This completes the proof.
6.1.2 Classification of smooth theories
We are now ready to classify fixed boundary theories.
Proposition 13. There exist covectors φj ∈ A∗ such that Ω˜+ = exp(
∑
j>0 φjκj).
Proof. By Corollary 1 we know that Ω˜+ is group-like. By Lemma 10, there exists a
primitive homomorphism x : A → C[κj ]j≥1 such that Ω˜+ = exp(x). By Remark 25
this x is an A∗-linear combination of κj classes and this yields our result.
Let us now see how to recover the homomorphisms Ω˜g,n from Ω˜+. For this, we
have the first classification theorem.
Theorem 5. Let Ω˜g,n : A⊗n → H•(M˜g,n) be a fixed boundary CohFT. Then there
exist covectors φj ∈ A∗ for j ≥ 1 such that, setting Ω˜+ = exp(
∑
j≥1 φjκj) : A →
C[κj ]j≥1, we have
Ω˜g,n(v1 ⊗ · · · ⊗ vn) = ig,nΩ˜+(αg · v1 · · · vn) (5)
for g ≥ 1. Conversely, if a semisimple, symmetric, commutative Frobenius algebra
structure is defined on (A, ·,1, η), then for every choice of covectors φj ∈ A∗ for
j ≥ 1, we get a fixed boundary CohFT using the above formulas for g ≥ 1, and
Ω˜0,n(v1 ⊗ . . .⊗ vn) = s∗Ω˜1,n(v1 ⊗ . . .⊗ (α−1 · vn))
where s : M˜0,n × Σ→ M˜1,n for any Σ ∈ M˜1,2.
Proof. From the definition Ω˜+ = lim←−Ω˜g,1(α−g·) we immediately find Ω˜g,1(v) =
ig,1Ω˜
+(αg · v). Let ϕg,n : M˜g,1 → M˜g,n for n ≥ 2 be the sewing-smoothing map
applied to a fixed element of M˜0,n+2, and let sg,n : M˜g,n → M˜g+g′,n be the sewing-
smoothing map applied to a fixed element of M˜g′,2 sewed to M˜g,n. It is easy to see
by induction on n that
ϕ∗g,nΩ˜g,n(v1 ⊗ · · · ⊗ vn) = Ω˜g,1(v1 · · · vn) = ig,1Ω˜+(αg · v1 · · · vn) (6)
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and by Proposition 8 we have
Ω˜g,n(v1 ⊗ · · · ⊗ vn) = s∗g,nΩ˜g+g′,n(v1 ⊗ · · · ⊗ (α−g
′ · vn)) (7)
Harer’s stability theorem says that the map ϕg+g′,n is a homology equivalence in
degree less than (g+g′)/3, thus if this quantity is greater than 3g−3+n, we deduce
by (6) and (7) the following formula
Ω˜g,n(v1 ⊗ · · · ⊗ vn) = s∗g,n(ϕ∗g+g′,n)−1ig+g′,1Ω˜+(αg · v1 · · · vn) (8)
which is well-defined since the degree of the left-hand side is in the range in which
ϕg+g′,n is an isomorphism. Now, in the stable range, we know by Harer’s theorem
that the inverse of ϕg+g′,n is exactly p, the forgetful map. Moreover it is clear that
p ◦ sg,n = sg,1 ◦ p and that s∗g,1ig+g′,1 = ig,1. Substituting in (8) we get the desired
formula. Thus we have shown the first part.
For the second part, we need to verify the axioms. Let then (eµ)µ be a semisimple
basis for the Frobenius algebra (A, ·,1, η).
Since (A, ·) is commutative, Ω˜g,n is Sn-invariant, so the first axiom is verified.
For the second axiom, we have
Ω˜0,3(v1 ⊗ v2 ⊗ 1) = s∗Ω˜1,3(v1 ⊗ v2 ⊗ (α−1 · 1)) = s∗p∗i∗1Ω˜+(v1 · v2)
Now from the definition of Ω˜+ we see that i∗1Ω˜+(v1 · v2) = θ(v1 · v2) + φ1(v1 · v2)κ1,
where θ is the Frobenius trace of A (the classes κj for j ≥ 2 are zero in the ring
H•(M˜1,1) to which i∗1Ω˜+(v1 · v2) belongs); moreover, we have p∗κ1 = κ1 − ψ2 − ψ3,
thus s∗p∗κ1 = 0 and finally
s∗p∗i∗1Ω˜
+(v1 · v2) = θ(v1 · v2) = η(v1, v2)
and the axiom is verified.
For the third one, let τ : M˜g−1,n+2 → M˜g,n be the non-separating sewing-
smoothing map. Then
τ∗Ω˜g,n(v1 ⊗ . . .⊗ vn) = τ∗p∗i∗gΩ˜+(αg · v1 · · · vn)
Now p ◦ τ = τ ◦ p1,n+1,n+2 where p1,n+1,n+2 : M˜g−1,n+2 → M˜g−1,3 is the map
forgetting all the points except the ones marked 1, n + 1 and n + 2, therefore we
must compute τ∗i∗gΩ˜+(αg · v1 · · · vn) where τ : M˜g−1,3 → M˜g,1. Now τ∗ψi = ψi for
every i, therefore τ∗κi = κi for every i and we simply have
τ∗ι∗gΩ˜
+(αg · v1 · · · vn) = p∗2,3i∗g−1Ω˜+(αg · v1 · · · vn)
Putting all this together, we finally have
τ∗Ω˜g,n(v1 ⊗ . . .⊗ vn) = p∗i∗g−1Ω˜+(αg · v1 · · · vn) =
= p∗i∗g−1
∑
µ
Ω˜+(αg−1 · v1 · · · · vn · eµ · eµ) =
∑
µ
Ω˜g,n(v1 ⊗ . . .⊗ vn ⊗ eµ ⊗ eµ)
taking into account that eµ is a semisimple basis, we have verified the third axiom.
The fourth axiom is proved similarly, while the fifth axiom is obvious.
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6.2 Free boundary theories
Now that we have proved the classification theorem for fixed boundary theories, we
proceed to study free boundary theories. Thus, let Ω be a semisimple free boundary
CohFT with semisimple base (A, ·,1, η) with semisimple basis (eµ)µ. We recall that
if pi : M˜g,n →Mg,n is the map that forgets the tangent directions, then Proposition
3 says that Ω˜ = pi∗Ω is a fixed boundary CohFT, with the same base. Therefore, by
Theorem 5, there exists a homomorphism Ω˜+ : A→ C[κj ]j≥1 such that
pi∗Ωg,n(v1 ⊗ . . .⊗ vn) = ig,nΩ˜+(αg · v1 · · · vn)
Let pi{2} : M˜{2}g,2 → M˜g,2 be the bundle map like in Notation 1, let s|{2}Σ =
pi{2}∗s|Σ with notation as in Proposition 8, and let Ω{2}g,2 = pi{2}∗Ωg,2. Then, by
Proposition 8, we have
s|{2}∗Σ Ω{2}g,2 (v1 ⊗ v2) = Ω{2}g′,2(v1 ⊗ (αg
′ · v2))
therefore we have a projective system Ω{2}g,2 (· ⊗ (α−g·)). We denote the limit object
Ω+ = lim←−Ω
{2}
g,2 (· ⊗ (α−g·)) : A⊗A→ C[ψ, κj ]j≥1
where ψ is the ψ-class of the only free point of M˜{2}g,2 . We can see Ω+ as an element
of (A∗ ⊗ A∗)[κ, ψj ]j≥1, therefore composing with the isomorphism i−1 : A∗ → A of
Remark 14 we get an element Z(κ, ψj)j≥1 ∈ (A∗ ⊗ A)[[κ, ψj ]]j≥1. Recalling that
there is a natural isomorphism A∗ ⊗A ' End(A), we define
R(ψ) = Z(0,−ψ)∗ ∈ End(A)[[ψ]]
where the star indicates the adjoint endomorphism with respect to η.
Remark 26. This definition simply means that for every v, w ∈ A, we have
η(Z(κ, ψ)v, w) = Ω+(v ⊗ w)(κ, ψ) (9)
where Ω+(v ⊗ w)(κ, ψj)j≥1 ∈ C[κ, ψj ]j≥1 and η at the left-hand side is applied
coefficient-wise, that is, η((
∑
i fiψ
i)v, w) =
∑
i η(fi(v), w)ψ
i. By Lemma 6, the
degree-zero part Ω{2}1,2 (v ⊗ α−1 · w)0 is η(v · α−1 · w,α) = η(v, w); therefore it is the
same for Ω{2}g,2 (v ⊗ α−g · v)0 for every g ≥ 1, thus we see
η(v,R(−ψ)0w) = Ω+(v ⊗ w)(ψ, 0)0 = η(v, w)
for every v, w ∈ A, and we deduce R(ψ)0 = Id. From now on, we will write
R(ψ) = Id +R1ψ +R2ψ2 + . . .
for Ri ∈ End(A). In particular, R(ψ) is invertible.
Lemma 11. We have
Ω˜+(v1 · v2)(κ) = η(Z(κ, ψ)v1, R(−ψ)−1v2) = Ω+(v1 ⊗R(−ψ)−1v2)
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Proof. Throughout this proof, we refer to the notation used in chapter 3, in particular
to Notation 4. The sewing axiom for free boundary CohFTs says that
Ωg,2(α
−g1 · v1⊗α−g2 · v2)|∂Ns = ν∗g1,g2
∑
µ
Ωg1,2(eµ⊗α−g1 · v1)×Ωg2,2(eµ⊗α−g2 · v2)
where
νg1,g2 : ∂Ns ' M˜{2}g1,2 ×S1 M˜
{2}
g2,2
→Mg1,2 ×Mg2,2
(just for this time, we have sewed the points marked 1 on each curve, the sewing
axiom is therefore slightly modified). If pi : M˜g,n → Mg,n is the bundle map
forgetting the tangent directions, we get
Ω˜g,2(α
−g1 ·v1⊗α−g2 ·v2)|pi−1(∂Ns) = ν∗g1,g2
∑
µ
Ω
{2}
g1,2
(eµ⊗α−g1 ·v1)×Ω{2}g2,2(eµ⊗α−g2 ·v2)
By passing to the limit in g1 and g2 we get
Ω˜+(v1 · v2)(κ) = ν∗
∑
µ
Ω+(eµ ⊗ v1)(κ′, ψ′)Ω+(eµ ⊗ v2)(κ′′, ψ′′)
where the left-hand side is computed with Theorem 5. Here κ′ and ψ′ refer to the
respective classes in M˜{2}g1,2, κ′′ and ψ′′ in M˜
{2}
g2,2
. Then the κ′i’s and the κ
′′
i ’s are
algebraically independent. We set κ = κ′ + κ′′ and ν∗ to be the limit of the maps
ν∗g1,g2 . Since for every g1, g2 we have ν
∗
g1,g2ψ
′ = −ν∗g1,g2ψ′′, and ν∗g1,g2 sends the other
classes to the respective classes onMg,2, we can write
Ω˜+(v1 · v2)(κ) =
∑
µ
Ω+(eµ ⊗ v1)(κ′,−ψ)Ω+(eµ ⊗ v2)(κ′′, ψ) (10)
therefore, setting κ′ = 0, κ′′ = κ in (10) and using Equation (9), we get
Ω˜+(v1 · v2)(κ) =
∑
µ
η(R(ψ)v1, eµ)η(v2, Z(κ, ψ)eµ) = η(R(ψ)v1, Z(κ, ψ)
∗v2). (11)
Lemma 12 below implies that Z(κ, ψ) commutes with its adjoint, therefore the last
term in Equation (11) is η(Z(κ, ψ)v1, R(ψ)∗v2). This is the first equality again by
Lemma 12 below, and the second one is simply Equation (9).
Lemma 12. The endomorphism R(ψ) satisfies the symplectic condition, that is
R(ψ)∗ = R(−ψ)−1
Where R(ψ)∗ is the adjoint of R(ψ) with respect to the bilinear form η.
Proof. Setting κ = 0 in Equation (11) we have
η(R(ψ)v1, R(−ψ)v2) = η(v1, v2)
that is, R(ψ)∗ = R(−ψ)−1 since R(−ψ) is invertible by Remark 26.
Corollary 2. We have
Ω˜+(v1 · v2) = Ω+(R(ψ)v1 ⊗ v2)
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Proof. By Lemma 11 we have
Ω˜+(v1 · v2)(κ) = η(R(ψ)Z(κ, ψ)v1, v2)
we now get the corollary by the fact that Z(κ, ψ) and R(ψ) commute, and by Equa-
tion 9.
Similarly to the previous subsection, we want to recover Ωg,n from the limit object
Ω+.
Theorem 6. Let ig,n : C[κj ]j≥1 → H•(Mg,n) be the C-linear map that sends each
κ-class to the respective class inMg,n. Then we have
Ωg,n(v1 ⊗ . . .⊗ vn) = ig,nΩ˜+(αg ·R(ψ1)−1v1 · . . . ·R(ψn)−1vn)(κ)
Proof. Let us consider a multi-sewing map
s :Mg,n × (M˜{2}g1,2 × · · · × M˜
{2}
gn,2
)→ M˜g+G,n
that sews the k-th marked point ofMg,n to the first marked point ofM{2}gk,2 for each
k. Here G = g1 + . . .+ gn. This map is nothing but the composition, for 1 ≤ i ≤ k,
of the maps si : M˜
{1,...,i−1}
g+g1+...+gi−1,n×Mgi,2 → M˜
{1,...,i}
g+g1+...+gi,2 that sew the i-th marked
point of the first curve to the first point of the second curve. Now let us apply the
sewing axiom for free boundary CohFTs n times, and multiply each i-th entry by
α−gi ; we get
Ωg+G,n((α
−g1 · v1)⊗ . . .⊗ (α−gn · vn))|∂Ns =
= ν∗
∑
µ1,...,µn
Ωg,n(eµ1⊗. . .⊗eµn)×Ω{2}g1,2(eµ1⊗(α−g1 ·v1))×· · ·×Ω
{2}
gn,2
(eµn⊗(α−gn ·vn))
where now ∂Ns is the circular neighbourhood, given by the circular neighbourhood
theorem, of the image S of s, and ν : ∂Ns → S is the respective circle bundle.
Now let g1, . . . , gn go to infinity, and use Lemma 11 to compute the factors at
the right-hand side of the equation. Then we get
Ω˜+(αg·v1 · · · vn) =
∑
µ1,...,µn
Ωg,n(eµ1⊗. . .⊗eµn)η(Z(κ,−ψ1)eµ1 , v1) · · · η(Z(κ,−ψn)eµn , vn)
where the ψi’s are the ψ-classes attached to the marked points of Mg,n (therefore
ν∗ψ′i = −ψi if ψ′i is attached to the free point of M˜{2}g1,2). Let κ(g,n) denote the
κ-classes onMg,n, then we have
Ω˜+(αg · v1 · · · vn)(κ(g,n) + κ) = Ωg,n(Z(κ(1),−ψ1)∗v1 ⊗ . . .⊗ Z(κ(n),−ψn)∗vn)
where κ = κ(1) + . . .+ κ(n). Setting one by one each κ(i) = 0 we get
Ωg,n(v1 ⊗ . . .⊗ vn) = Ω˜+(αg ·R(ψ1)−1v1 · . . . ·R(ψn)−1vn)(κ(g,n)) =
= ig,nΩ˜
+(αg ·R(ψ1)−1v1 · . . . ·R(ψn)−1vn)(κ)
which is the statement of the theorem.
34
This theorem, in turn, allows us to prove a relation that must exist between Ω˜+
and R(ψ).
Proposition 14. Let A be a symmetric and commutative Frobenius algebra. Let
Ω˜+ : A→ C[κj ]j≥1 be group-like, and let R(ψ) ∈ End(A)[[ψ]] be such that R(0) = Id
and R(ψ)∗ = R(−ψ)−1. Then the formulas of Theorem 6 define a free boundary
CohFT if and only if for every v ∈ A,
logΩ˜+(v) = −η(βlog(R(ψ)−11), v)
where the logarithm is defined as in Proposition 10 and β : A[[ψ]]→ A[[κj ]]j≥1 is the
A-linear map that sends each ψj to κj.
Proof. Let us first suppose that Ωg,n is a free boundary CohFT. Since Ωg,n satisfies
the axiom involving the forgetful map, we must have in particular, for every g ≥ 1,
p∗ig,1Ω˜+(v) = ig,2Ω˜+(v ·R(ψ2)−11)
for every v ∈ A. Using the fact that p∗κj = κj − ψj2 for every j, we get
p∗exp(
∑
j
φjκj) = exp(
∑
j
φjκj) · exp(−
∑
j
φjψ
j
2)
thus for every v ∈ A, we must have
(Ω˜+ · exp(−
∑
j
φjψ
j
2))(v) = Ω˜
+(v ·R(ψ2)−11)
which immediately implies R(ψ2)−11 = (exp(−
∑
j φjψ
j
2))
∗ where the star indicates
the dual with respect to η. This is precisely the stated formula.
Let us define, for the rest of the proof,
ωg,n(v1 ⊗ . . .⊗ vn) = θ(αg · v1 · . . . · vn)
for every v1, . . . , vn ∈ A, where θ is the Frobenius trace of A. It is easily proved
that ωg,n is a nodal CohFT. Notice that it is nothing but the degree-zero part of any
cohomological field theory, of any type, with base A.
Let us now suppose that the formula in the statement of the proposition is satis-
fied. This formula simply says the following: if Ω˜+ = exp(φ1κ1+φ2κ2+. . .) (compare
with Proposition 13), then R(ψ)−11 = exp(−a1ψ − a2ψ2 − . . .) where the ai are de-
fined in such a way that, for every w ∈ A and every i, η(ai, w) = θ(ai · w) = φi(w).
Then setting T (z) = z(1 − R(ψ)−11) ∈ z2A[[z]], Lemma 3 says that for every
v1, . . . , vn ∈ A, we have
θ(αg ·R(ψ1)−1v1 · . . . ·R(ψn)−1vn ·
∑
m≥0
1
m!
(pm)∗(T (ψn+1) · · ·T (ψn+m))) =
= ig,nΩ˜
+(αg ·R(ψ1)−1vn · . . . ·R(ψn)−1vn).
The left-hand side of the last equality is the restriction of Rω of Definition 8 to the
smooth partsMg,n of the moduli spaces. Now, Rω is a nodal CohFT by Proposition
5 and its restriction toMg,n is a free boundary CohFT by Proposition 4. Thus, the
formulas of Theorem 6 define a free boundary CohFT.
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Looking carefully at the last proof, we see that we do not need semisimplicity: the
formulas of Theorem 6 will give a free boundary CohFT even if A is not semisimple.
However, it is not true anymore that every free boundary CohFT is given by those
formulas, since the very construction of Ω˜+ requires the invertibility of α, which is
equivalent to semisimplicity by Proposition 6.
7 Classification of nodal theories
7.1 Existence of nodal theories
Up to now, we have classified smooth theories. In particular, fixing a symmetric,
commutative, semisimple Frobenius algebra structure (A, ·,1, η), we have found what
follows.
• A fixed boundaries theory (Ω˜g,n)g,n is uniquely determined by a sequence
(φj)j≥1 of elements of A∗. Setting Ω˜+ = exp(
∑
j≥1 φjκj) : A → C[κj ]j≥1,
we have
Ω˜g,n(v1 ⊗ . . .⊗ vn) = p∗i∗gΩ˜+(αg · v1 · . . . · vn)
with notation as in Theorem 5, for g ≥ 1, while the part g = 0 can be obtained
from the part g = 1.
• A free boundaries theory (Ωg,n)g,n is uniquely determined by a fixed boundaries
theory (Ω˜g,n)g,n, which is its pull-back under the bundle map pi : M˜g,n →
Mg,n, and by and End(A)-valued power series R(z) that satisfies the symplectic
condition and R(0) = Id. In this way we have
Ωg,n(v1 ⊗ . . .⊗ vn) = Ω˜g,n(R(ψ1)−1v1 ⊗ . . .⊗R(ψn)−1vn).
The endomorphism R(z) cannot be freely chosen: it must satisfy the condition
logΩ˜+(v) = −η(βlog(R(ψ)−11), v)
for every v ∈ A, as stated in Proposition 14.
We will now deal with nodal theories. When talking about dual graphs, contri-
butions and so on, we refer to the notations of Section 4.
Proposition 15. Let (Ωg,n)g,n be a free boundaries theory with base (A, ·,1, η). Then
there exists a nodal theory (Ωg,n)g,n whose restriction to the smooth partMg,n of the
moduli spaceMg,n is (Ωg,n)g,n.
Proof. Let R(z) be the End(A)-valued power series determined by the theory Ω. By
Corollary 12 and Remark 26, R(z) satisfies the symplectic condition and R(0) = Id;
it also satisfy the compatibility condition of Proposition 14. Let ωg,n : A⊗n →
H•(Mg,n) be defined as
ωg,n(v1 ⊗ . . .⊗ vn) = θ(αg · v1 · . . . · vn)
where θ is the Frobenius trace of A. Then it is easy to see that ω is a CohFT. Notice
that this is simply the degree zero part of Ω. We define, as in the proof of Proposition
14,
Ω = Rω
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using the R-matrix action of Definition 8. By Proposition 5, Ω is a nodal field theory,
and the fact that its restriction toMg,n is precisely Ω is proven in Proposition 14.
7.2 Uniqueness for nodal theories
Now that we have seen how to construct a nodal theory from a smooth one, we pro-
ceed to show uniqueness. Notice that we did not mention semisimplicity in Proposi-
tion 15; however, in the following theorem, semisimplicity is essential.
Theorem 7. Let Ω be a free boundaries CohFT with semisimple base (A, ·,1, η).
Then there exists a unique nodal CohFT Ω that has Ω as its restriction to the smooth
stratumMg,n.
We first prove a general lemma which explains how an ambiguity can arise when
patching two cohomology classes.
Lemma 13. Let M be a smooth complex manifold and let j : S →M be the immer-
sion of a closed smooth submanifold of complex codimension c. Let νS : N → S be its
normal bundle with N the tubular neighbourhood of S given by the tubular neighbour-
hood theorem. Let [α1], [α2] ∈ Hk(M) such that [α1]|S = [α2]|S and [α1]|Sc = [α2]|Sc .
Then
[α1]− [α2] ∈ j∗AnnHk−2c(S)(c(νS))
where c(νS) is the Chern class of the vector bundle νS.
Proof. The Thom isomorphism theorem says that, for every integer k, j∗ : Hk−2c(S)
∼−→
Hk(N,N \S), and the excision property of cohomology implies that Hk(N,N \S) '
Hk(M,M \S). Notice that excision can be applied as long as S is a closed subman-
ifold. This allows us to write the cohomology long exact seqence of the immersion
M \ S ⊆M as
· · · → Hk−2c(S)→ Hk(M)→ Hk(M \ S)→ Hk−2c+1(S)→ · · ·
Now, [α1]− [α2] = j∗(b) for some b ∈ Hk−2c(S) since [α1] and [α2] go to same class
when pushed to Hk(M \ S). Similarly, ([α1]− [α2])|S = 0. But j∗(b)|S = eul(νS) · b,
therefore we get our result.
Thus to prove the uniqueness of patchings we have to show that we can always
reduce ourselves to the case in which c(νS) is not a zero divisor. To do so, we will
construct a special stratification of the moduli spaceMg,n.
7.2.1 Stratification of Mg,n
Definition 18. Suppose n > 0 and let C be a curve inMg,n. The special component
of C is its irreducible component containing the n-th marked point. The connected
components of the curve obtained from C by cancelling out the special component
are called non-special. Fixing a curve C, the datum of
• the topological type of the special component of C,
• the number of marked points of the special component C,
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• the number of nodes that link the special component of C with the non-special
ones,
is called the special type of C. In other words, two curves in Mg,n are said to be
of the same special type if their special components are homeomorphic, have the
same number of marked points, and the same number of nodes that link them to the
non-special components.
We denote byMg,nτ ⊆Mg,n the set of curves with special type τ .
Remark 27. Let C ∈ Mg,n be a curve and let ΓC be its dual graph. Let vsp ∈ ΓC
be the vertex to which the leg labeled n is attached. Then the special type of C is
determined by the subgraph Γ′C obtained from C by cancelling out all the vertices
except vsp, and all the edges except those that have vsp at one end.
Thus, if C ∈ S where S is an open boundary stratum of Mg,n, and if τ is the
special type determined by Γ′C , then S ⊆ Mg,nτ . Indeed, all the curves of an open
boundary stratum have the same dual graph.
This shows that eachMg,nτ is a union of open boundary strata. Since two different
open boundary strata are disjoint, we see at once that if τ 6= σ, thenMg,nτ ∩Mg,nσ = ∅.
This is just another way to say that the special type of a curve is well defined.
Remark 28. Let Mg,nτ ⊆ Mg,n with τ a special type represented by a smooth
special component Csp of genus γ with ν+k marked points (the nodes linking Csp to
the non-special components are counted as marked points as well, and they account
for the k term in the previous expression). Let C ∈ Mg,nτ and let C ′ be the curve
obtained from C by eliminating the special component. Let C ′ = C ′1unionsq . . .unionsqC ′l be its
decomposition in connected components, with C ′i ∈ Mgi,ni+µi for each i, µi being
the number of nodes that C ′i shares with Csp. Then we have the relations
γ +
l∑
i=1
(gi + µi − 1) = g , ν +
l∑
i=1
ni = n and
l∑
i=1
µi = k (12)
For A a finite set made of triples (g′, n′, µ′) of non-negative integers such that 2g′−2+
n′+µ′ > 0, g′ ≤ g, n′ ≤ n and µ′ ≤ g+1, let us writeMA =
∏
(gi,ni,µi)∈AMgi,ni+µi .
Let X be the family of the A’s whose elements satisfy Relations (12). Then we have
Mg,nτ =
⊔
A∈X
(MA ×Mγ,ν+k)/FA
where FA is the (finite) group of automorphisms of some dual graph that depends
on A and that is not of great interest here. Notice that the setsMA are open strata
which form, taking the union, a bunch of spaces M i, i ∈ I, that are products of
closed moduli spaces. The A’s that contribute to form a certain M i must give the
same automorphism group FA = Fi, since this group is determined by the nodes
that the special component shares with the non-special ones, and it does not depend
on the specific topological type of the non-special components. Thus we can rewrite
the previous decomposition as
Mg,nτ =
⊔
i∈I
(M i ×Mγ,ν+k)/Fi (13)
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Using Relations (12) we see that the codimension inMg,n of each component (M i×
Mγ,ν+k)/FA is k, that depends only on τ . Therefore, in (13) we have decomposed
Mg,nτ in connected components, all with the same dimension.
Let τ be a special type represented by a non-smooth special component Csp ∈
Mγ′,ν′+k, which must therefore have only non-separating nodes. If µ is the number
of non-separating nodes of Csp, if γ = γ′−µ and ν = ν ′+2µ, then the normalization
of the special component lies in Mγ,ν+k. The decomposition (13) is still valid,
with γ′, ν ′ instead of γ, ν in Relations (12) (but not in decomposition (13)!). The
decomposition is still equidimensional, and the codimension ofMg,nτ inMg,n is now
µ+ k.
7.2.2 Order of the strata
In all this section we will fix, once and for all, an ambient spaceMg,n where all the
strata lie. We will omit the indices g and n when it causes no confusion.
Definition 19. We say that two special types are such that τ > τ ′ (the special type
τ is greater then τ ′) if τ 6= τ ′ and at least one point ofMτ ′ lies in the closure ofMτ ,
that is,
Mτ ∩Mτ ′ 6= ∅.
This relation is transitive and therefore determines a partial order on the special
types.
Notation 5. Denote by Uτ the union
⋃
τ ′≥τMτ ′ .
Proposition 16. The set Uτ is open inMg,n.
Proof. This follows from the definition of the order: for any x ∈ Mτ ′ and y close
enough to x, we have y ∈Mτ ′′ for some τ ′′ ≥ τ ′.
Example 5. Here is a graphic representation of the stratification we have defined
in the case of M1,2. The special strata are four, labeled in the following figure by
the letters A, B, C and D. Notice that they are disjoint (see Remark 27).
1
2
1
2
1
2
1
2
A
B
C
D
B   =   
X
C
A   =
C
C   =   
D   =   1 2
X   =   
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The partial order of these strata is shown in the diagram, the smaller strata being
on the left.
D
C
B
A
Note that the order is not compatible with the dimensions of the strata: for instance,
we have B < C even though these cells have the same dimension. This is due to the
fact that B does not lie in the closure of C entirely, but contains one point X that
does.
In the example above we can observe that A, A∪C, A∪C ∪B, A∪C ∪D, and
A ∪B ∪ C ∪D are open. Moreover
• C is closed and smooth in C ∪A with a normal bundle of rank 1;
• B is closed and smooth in B ∪ C ∪A with a normal bundle of rank 1;
• D is closed and smooth in D ∪ C ∪A with a normal bundle of rank 2.
We will now see that these properties hold in general.
Lemma 14. EveryMτ is a smooth closed sub-orbifold of Uτ .
Proof. Suppose thatMτ has self-intersections, let Σ be a point in the self-intersection,
and let σ ∈ Aut(Σ) be an automorphism that switches two intersecting branches of
Mτ . Now, let V ∈ TΣMτ be tangent to one of the intersecting branches (therefore it
is not tangent to the other branch, since all the strata have normal crossings). Then
V represents a deformation of Σ which does not change the special component, and
a deformation of σ(Σ) which changes the special component. Since however any
automorphism of Σ must preserve its special component, we have a contradiction.
Let x ∈ Uτ \Mτ , so that x ∈ Mτ ′ for some τ ′ > τ . If there were no neighbour-
hoods V of x with V ∩Mτ = ∅, then x ∈Mτ , so thatMτ ′ ∩Mτ 6= ∅ and τ > τ ′ by
definition of the order. This contradiction shows thatMτ ⊆ Uτ is closed.
Lemma 15. The normal bundle of Mτ ⊆ Uτ is the direct sum of the line bundles
L′ ⊗L′′ for (L′, L′′) tangent pairs at the nodes that link the special component to the
non-special ones, and at the non-separating nodes of the special component.
Proof. Let us keep the notations of Remark 28. First, let τ be a special type repre-
sented by a smooth special component. From decomposition (13) of Remark 28, it
suffices to show the statement for each (MA ×Mγ,ν+k)/FA. This last object is a
semi-open boundary stratum, which is the image of a sewing map s :MA×Mγ,ν+k →
Mg,n. Thus its normal bundle is the sum of the line bundles L′⊗L′′ for tangent pairs
(L′, L′′) at the points sewed together by s. Since the special component is smooth,
the lemma is proved for this case.
Let now τ be a special type represented by a non-smooth special component
Csp ∈Mγ′,ν′+k whose normalization lies inMγ,ν+k. Then by Remark 28, each com-
ponent of the decomposition (13) is the image of a sewing map s :MA×Mγ,ν+k →
Mg−µ,n+2µ followed by a non-separating sewing map q : Mg−µ,n+2µ →Mg,n. The
normal bundle to the image of q is the sum of the line bundles L′ ⊗ L′′ for tangent
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pairs (L′, L′′) at the points sewed together by q. These account for the non-separating
nodes of the special components, while the other nodes have been dealt with in the
smooth case, and the lemma is proved.
Lemma 16. Let us consider the decomposition (13) of Remark 28:
Mτ =
⊔
A∈X
(MA ×Mγ,ν+k)/FA.
Then, below degree γ/3, the Chern class of the normal bundle ντ of Mτ in Uτ is
not a zero divisor. In other words, every element of AnnH•−2k(Mτ )(c(ντ )) has degree
strictly higher than γ/3.
Proof. Let us write
Mτ =
⊔
A∈X
(MA ×Mγ,ν+k)/FA :=
⊔
A∈X
TA
with notation as in Remark 28. Looijenga’s theorem says that, below degree γ/3
(the so-called “stable range ”),
H•(Mγ,ν+k) ' H•(Mγ)[ψ1, . . . , ψν+k].
In particular the ψ-classes are free generators of the stable range of the cohomology
ofMγ,ν+k. Now, for each A ∈ X, we have H•(TA) ⊆ H•(MA)⊗H•(Mγ,ν+k), and
c(νTA) = −
k∑
i=1
(ψ′i ⊗ 1 + 1⊗ ψν+i) ∈ H•(TA)
where for each i, ψ′i is the ψ-class on MA at the point sewed to the point marked
ν + i on Mγ,ν+k. This implies that each c(νTA) is not a zero-divisor below degree
γ/3. By Lemma 15, we have c(ντ ) =
∑
A∈X c(νTA), and this is in fact a direct sum.
Therefore we conclude that c(ντ ) is not a zero-divisor below degree γ/3, which is
what we had to prove.
We will need one more technical lemma.
Lemma 17. Let τ0 be a special stratum and suppose that the restriction of Ωg,n on
each stratum Mτ ⊆ Mg,n with τ ≥ τ0 is known. Then the restriction of Ωg,n to
each Uτ with τ ≥ τ0 is known below degree γ/3, where γ is the genus of the special
component corresponding to the stratum τ .
Proof. We reason by descending induction using the order of Definition 19 on the
special strata. If τ is the biggest special type, then Uτ = Mτ , where Ωg,n is deter-
mined by hypothesis. Now if we have determined the theory on each Uτ for τ in some
union of intervals I containing the biggest special type, choose a maximal τ ′ /∈ I and
consider Uτ ′ . Then, by induction, the theory is determined on Uτ ′ \Mτ ′ up to degree
γ′/3 (notice that if τ ′ ≤ τ then γ′ ≤ γ). By Lemma 14, Mτ ′ is a smooth closed
sub-orbifold of Uτ ′ . Then we can patch, uniquely below degree γ′/3, the theories on
Mτ ′ and on Uτ ′ \Mτ ′ thanks to Lemmas 13 and 16.
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Now we are ready to prove the “uniqueness” part of the classification of nodal
theories. We keep the notation of the beginning of this section.
Theorem 8. A nodal CohFT Ω is uniquely determined by its restriction Ω to the
smooth partMg,n.
Proof. By definition,
Ω0,3(v1 ⊗ v2 ⊗ v3) = η(v1 · v2, v3) = Ω0,3(v1 ⊗ v2 ⊗ v3)
thus Ω0,3 is uniquely determined by Ω0,3.
Let d ≥ 1, let us suppose we know Ωg′,n′ for every (g′, n′) such that 3g′−3+n′ < d,
and let 3g − 3 + n = d. We have to show that we can determine Ωg,n.
Let G > 9g − 9 + 3n, and let us consider the sewing map
s :Mg,n ×MG,2 →Mg+G,n
that identifies the points labeled n and 2 respectively (notice the lack of the overline
in the second space: we only want to consider sewings of smooth surfaces). Therefore,
the point marked 1 onMG,2 goes to the point marked n onMg+G,n. Let N be the
usual tubular neighbourhood of the boundary stratum S in which the image of this
map lies. Let I be the set of the τ ’s such thatMg+G,nτ ∩ ∂N 6= ∅, and let
U =
⋃
τ∈I
Mg+G,nτ
This accounts for a finite stratification of U in which every stratum has special
component of genus G or higher. Here is a graphic representation of the strata of U
in the case g = 1, n = 2. See also Example 5 for more comments.
1
2
1
2G
1
2G
A
B
C
D
B   =   
X
C
A   =
C
C   =   
D   =   1
GG +1
G
1
2
2
X   =   
Now every special stratumMg+G,nτ with τ ∈ I is a product of a smooth moduli
space and someMg′,n′ ’s with 3g′ − 3 + n′ < d (see Remark 28). Thus our inductive
42
hypothesis together with the sewing axiom implies that the restriction of Ωg+G,n to
eachMg+G,nτ is uniquely determined.
Let ΩU be the restriction of Ωg+G,n to U . Notice that U is contained in Uτ0
where τ0 is the special stratum (inMg+G,n) corresponding to curves whose special
component is a smooth curve of genus G with one marked point and one node
attaching it to the other components. By Lemma 17, ΩU is uniquely determined
below degree G/3. Since ∂N ⊆ U , we see that the restriction of Ωg+G,n to ∂N is
uniquely determined below degree G/3.
Now the sewing axiom yields
Ωg+G,n(v1 ⊗ . . .⊗ vn)|∂N = ν∗ηµνΩg,n(v1 ⊗ . . .⊗ eµ)× ΩG,2(vn, eν)
and the Gysin sequence for the circle bundle ∂N → S implies that ν∗ induces an
isomorphism below degree G/3
H•(∂N) ' H•(Mg,n)⊗H•(MG)[ψ′1]
where ψ′1 is the ψ-class attached to the first marked point inMG,2. We can conclude
that
ηµνΩg,n(v1 ⊗ . . .⊗ eµ)× ΩG,2(vn, eν)
is known below degree G/3. Restricting to any fixed smooth surface Σ ∈MG,2 gives
Ωg,n(v1 ⊗ . . .⊗ (αG · vn)),
(see the proofs of Propositions 8-10) and since in a semisimple theory α is invertible,
we conclude that Ωg,n is uniquely determined below degree G/3 > 3g − 3 + n =
dimMg,n. Thus Ωg,n is totally determined: this completes the inductive step and
the proof.
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