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ABSTRACT A systematic numerical framework based on Integral Equations and Generalized Sheet
Transition Conditions (IE-GSTCs) is presented in 2D to synthesize closed metasurface holograms and
skins for creating electromagnetic illusions of specified objects and as a special case, to camouflaging them
against their backgrounds. The versatile hologram surface is modeled using a zero-thickness sheet model of
a generalized metasurface expressed in terms of its surface susceptibilities, which is further integrated into
the GSTCs and the IE current-field propagation operators. To estimate the effectiveness of the illusions, the
notion of a scene constructed by an observer is developed from first principles and a simple mathematical
model, referred to as a Structured Field Observation (SFO), based on spatial Fourier transform is proposed.
Using numerical examples, it is shown that to recreate the reference desired fields everywhere in space
using a closed metasurface hologram/skin, an internal illumination must be applied inside the hologram, in
addition to the applied external illumination fields. Finally, several numerical examples are presented for
simple, angle-dependent and dynamic illusions. Finally, a dynamic camouflaged region of space, which can
freely move inside a given complex scene without being detected by the observer is demonstrated.
INDEX TERMS Electromagnetic Metasurfaces, Metasurface Holograms, Effective Surface Susceptibil-
ities, Boundary Element Method (BEM), Generalized Sheet Transition Conditions (GSTCs), Method of
Moments (MoM), Field Scattering, Electromagnetic Illusions, Electromagnetic Camouflage.
I. INTRODUCTION
Electromagnetic (EM) invisibility has gathered an immense
interest in the past two decades as a result of a rapid develop-
ment in the general area of electromagnetic metamaterials.
Metamaterials led the way to the realization of cloaking
devices based on transformation optics to enclose an object
which “bends” the light around the object so that there are no
scattered fields that reach the observer, i.e. minimizing the
Radar Cross Section (RCS) of the object. The object appears
invisible to the observer. However, such cloaks are based on
volumetric shells with extremely challenging nonuniform,
anisotropic and active material requirements [1]–[3], which
has led to investigation of alternate routes to make an object
invisible or undetectable.
An alternative to electromagnetic cloaking is an Electro-
magnetic Camouflage which results in an effective electro-
magnetic invisibility making an object hard to detect. The ob-
ject inherits the scattering property of the background it is in,
and “blends" into the background. Consequently, an observer
cannot distinguish the fields scattered off from the object and
the background. While there is an apparent lack of electro-
magnetic cloaks in nature, camouflage appears in nature in
myriad of ways ranging from static conditions to dynamic
camouflage of cephalopods. This suggests that camouflage
is a better practical alternative compared to cloaks in the
evolutionary sense. In spite of sharing the same goal, cloak-
ing and camouflaging have fundamentally different operating
mechanism: where cloaking aims at minimizing the RCS, the
camouflage has a non-zero RCS which is engineered to match
its background.
Electromagnetic camouflage is thus a form of illusion
which is similar to what is produced using Holograms. Holo-
grams are well-known in optics where the spatial (and pos-
sibly temporal) information of an arbitrary object is encoded
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onto the surface (typically photographic plates) [4], [5]. This
is a two step process, where the information about scattering
properties of an object of interest is first recorded using a
given reference beam (i.e. incident fields) and modulated
onto a given surface. Once the information is recorded, the
encoded surface, when illuminated with a reconstructing
beam (i.e. illumination fields)1, projects an illusion of the
object. With increasing sophistication of encoding capability,
more complex illusions can naturally be created. Typically,
holograms are encoded with object information that one
wants to project as an illusion. However if the object itself
is a hologram or is enclosed inside a holographic skin which
is encoded with the scattering information of the entire envi-
ronment including the background, the object is camouflaged
against the background. Camouflaging thus can be seen as a
special case of electromagnetic holograms.
Creating holograms naturally demands a versatile and a
flexible surface that can be engineered to project myriad of
illusions, including camouflage. To realize such holograms,
Electromagnetic Metasurfaces represent a powerful platform
due to their complete control over the scattered fields with
respect to both complex amplitude and polarization. They
are 2D arrays of sub-wavelength resonating particles, where
control of the spatial distribution and EM properties of the
individual particles allows the scattered fields to be engi-
neered with unprecedented control of both reflection and
transmission, and with complete polarization control [6],
[7]. Consequently, these surfaces have been used to create
metasurface holograms, due to their advanced information
encoding capability [8], [9].
To enable a general treatment of the problem, practical
metasurfaces can conveniently be modeled as zero thickness
sheets characterized using frequency dependent electromag-
netic surface susceptibility tensors χ¯(ω) [10]–[13]. The EM
fields around the metasurface then can be described using
Generalized Sheet Transition Conditions (GSTCs) [14]. The
spatial distribution of surface susceptibilities of the meta-
surface χ¯(r) dictates the scattered (and thus total) fields
produced by the metasurface when illuminated by an incident
field. Therefore, the key design objective in creating metasur-
face based illusions (and object camouflage) is to synthesize
the spatially varying surface susceptibilities, χ¯(r).
A systematic description of open metasurface holograms
based on GSTCs and surface susceptibility description was
recently presented in [15] where various classifications and
rigorous procedures were defined to design and synthesize
these metasurfaces for achieving a desired EM illusion. Due
to the open nature of the metasurface, the illusion could only
be created in a half-space. In this work, the surface suscep-
tibility synthesis of metasurface holograms is extended to
closed metasurfaces recreating the desired fields, so that an
1In typical holograms the illumination fields are the same as the incident
fields used in the first stage of information encoding on the plates. However,
a distinction is made here between the two, where the information maybe
encoded in such a way, that the object may still be recreated with a different
illumination field.
observer can move around the metasurface and perceive the
illusion from different directions. Moreover, in defining an
illusion we extend this field recreation and place it in a scene
consisting of an incident field and other objects not part of the
intrinsic illusion, as opposed to a standalone hologram used
in [15]. This also enables camouflaging an object against its
background. Transition from an open to a closed metasurface
also has important implications for the illumination fields.
As will be shown later, an external illumination of the closed
metasurface is not sufficient to fully reconstruct the desired
reference fields everywhere in the region. Consequently, an
internal illumination in addition to the external illumination
is proposed to be a potential solution and it will be shown that
a proper choice of internal illumination enables a complete
reconstruction of the fields everywhere in space.
Many metasurface synthesis and analysis problems using
surface susceptibilities have been reported in the literature,
where for planar surfaces, metasurface susceptibilities can
be analytically computed, for instance [11], [16]. On the
other hand, metasurface analysis typically involves integrat-
ing GSTCs into bulk Maxwell’s equations using a variety
of standard numerical techniques based on Finite-Difference
and Finite Element methods [17]–[19], and Integral-Equation
(IE) techniques [16], [20]–[24]. Given that the field scattering
from a metasurface hologram may need to be evaluated for
electrically large domains, IE-GSTC methods are a computa-
tionally efficient choice and, as will be shown later and in
[15], are well suited for analysis of both closed and open
metasurface holograms.
Given this context, a general methodology of synthesizing
and designing closed metasurface holograms, which may
be located within a complex environment with variety of
objects and backgrounds, is presented in this work using
the IE-GSTC method. The 2D IE-GSTC based numerical
platform is further developed to synthesize metasurface sus-
ceptibilities with an integrated approach, where the desired
fields, specified anywhere in space and not necessarily at the
metasurface, are generated using a system level description
and fed-back into the metasurface design procedure. A novel
proposal of utilizing both external and internal illumination
fields inside closed metasurface holograms is presented to
rigorously reconstruct the desired fields everywhere in space.
Next, a simple but powerful method is proposed to model the
observer and how it measures the total and scattered fields
to construct a given scene of the environment. Finally, using
various numerical examples, several metasurface holograms
are synthesized to project complex angle dependent illusions
and dynamic illusions where the surrounding objects may
be moving with respect to the hologram. An example of
an object camouflage is further presented, where a closed
metasurface is navigating through a complex environment
without being detected by the observer.
The paper is structured as follows. Sec. II presents the
general problem of illusion formation and object camouflage
using metasurfaces, and how an observer constructs the im-
age of the environment. The general goal of the metasurface
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synthesis is formulated and important aspects related to illu-
mination fields are described. Sec. III presents the IE-GSTC
architecture, and presents a systematic way of designing an
illusion including the object camouflage as its special case.
A simple and elegant technique to model the observer and
how it constructs the scene is presented in Sec. IV. Several
numerical demonstrations to illustrate the presented meta-
surface synthesis approach is given in Sec. V, for cases of
complex merged illusions and that in dynamic environments.
Finally, a summary and concluding discussions are provided
in Sec. VI.
II. PROBLEM FORMULATION
A. THE OBSERVER & SCENES
Consider a field scattering problem illustrated in Fig. 1(a),
where a specified incident wave, ψinc.(r, ω) is illuminating
an object of interest. The object may be placed in a certain
environment or a Scene, such as in front of a background
which could be either a textured reflective/opaque surface or
with partial reflection or transmission i.e. semi-transparent
background. The incident field strikes different structures
in the environment and various scattered fields from the
object and the background are generated. Within this scene
an Observer can be placed in a location that views the object
from a point-of-view (POV) over a prescribed field-of-view
(FOV). We will refer to the Observer rendering the scene
– by which we mean the scene is scanned over the FOV
and the intensity of the field determined as a function of the
scanning angle; creating an image of the scene. The observer
thus detects/measures the total fields ψtot.(r1, ω), in general,
which can be decomposed into the incident field and the
scattered fields. An intelligent observer can now identify the
presence and features of the target object in that scene by
processing the information contained in the total fields, in
comparison to that of an isolated background. Let us call this
scene as the Reference Scene.
If the object is illuminated from the left and the Observer is
placed on the left (a front-lit configuration) then the scattered
fields traveling towards the Observer will be detected and the
incident field will not, as it is traveling past and away from
the Observer. On the other hand if the Observer is placed
on the right side of the object the fields detected will be
the total fields as both the incident and scattered fields are
traveling towards the Observer [such as in ψtot.(r2, ω)]. Due
to this distinction the Observer needs to be characterized in
terms of the directionality and structure of the fields in the
region nearby the Observer. For example, in the illustration of
Fig. 1(a), there is an incident field present in the region to the
left of the background. Both the object and the background
surface produce scattered fields which in turn will scatter off
each other. The net result of this is a complicated field pattern
created by the interference of source field and the scattered
field components. An observer placed within the region of
interest will detect the EM waves propagating toward its POV
within a FOV. If the POV is swept over a range of angles
(e.g. by 360◦) defined by the FOV, the scene will be rendered
revealing the scattered object, reflected images, shadows
on the background and complicated multipath effects, for
instance.
B. PRINCIPLE OF ILLUSION & CAMOUFLAGE
We are now interested in artificially engineering the scene
so that the observer either perceives a different object in
the presence of the original object, or the same object in
the absence of the original object. They correspond to the
following two different, but closely related physical effects:
1) Electromagnetic Illusion using a Metasurface Hologram:
Let us remove the object of interest from the scene of
Fig. 1(a), and replace with an artificial closed surface at
r = rm which is completely encompassing the object,
as shown in Fig. 1(b). The objective is to engineer this
surface so that the new scattered (and thus total) fields are
identical to the reference scene at the observer location,
when the object of interest was present. Since the observer
measures the same fields, it falsely perceives the closed
surface as a real object, while in reality, it is a virtual
object, i.e. an electromagnetic illusion. Such a closed
surface, as will be shown later and throughout the paper,
will be realized using an electromagnetic metasurface,
and will now be referred to as a Metasurface Hologram.
2) Electromagnetic Camouflage using a Metasurface Skin:
Now consider an alternate scenario where the object
is first removed from the reference scene as shown in
Fig. 1(c), so that the observer measures the fields cor-
responding to the background only in the presence of
other possible scattering objects. We now introduce the
object into the scene. Naturally, the introduction of this
new object into the blank reference scene will perturb
the fields. However, if the object is enclosed inside a
closed engineered surface at r = rm, as shown in
Fig. 1(d), such that the newly generated fields are identical
to the reference scene of Fig. 1(c), the observer will
still perceive the background. Therefore, the object while
being physically present in the scene is still undetected
by the observer, where it has effectively blended into the
background, i.e. an electromagnetic camouflage. Such a
closed surface, as will be shown later, will be realized
using an electromagnetic metasurface, and will now be
referred to as a Metasurface Skin.
Electromagnetic illusion and Camouflage, thus represent
two practically important phenomena where the wave en-
gineering capabilities of the metasurface becomes crucially
useful. In spite of their apparent physical difference, there is a
fundamental similarity between the two: while in the case of
an electromagnetic illusion, the metasurface hologram mim-
ics an object, the metasurface skin mimics the background
in the case of an electromagnetic camouflage. In both cases,
metasurface projects false information to the observer. Thus,
the objective here now is to synthesize these metasurfaces
enabling these operations. We will discuss the methods and
procedures pertaining to a metasurface hologram only, while
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FIGURE 1: Illustration of using a closed metasurface shield to produce electromagnetic illusion or camouflaging an object.
a) Reference scene to determine the desired scattered fields from an object of interest in the presence of a background. b)
Introducing a metasurface as a hologram to create an illusion of the object (with the object removed). c) Reference scene for
camouflaging where the observer records the scene without the object. d) Introducing a metasurface as a skin to enclose an
object and camouflage it against the background.
remembering that it is closely related to the camouflage
operation.
C. METASURFACE DESCRIPTION
An electromagnetic metasurface as remarked in the intro-
duction, can be rigorously described using a zero thickness
sheet model, using Generalized Sheet Transition Conditions
(GSTCs) with specific electric and magnetic surface suscep-
tibility densities χ¯ee(rm, ω) and χ¯mm(rm, ω). The problem
of creating electromagnetic illusions and camouflage thus
becomes the problem of determining the surface suscepti-
bilities of closed metasurface holograms and skins. This for-
mulation captures the general wave transformation capability
of physical EM metasurfaces by expressing them as math-
ematical space discontinuities of zero thickness [14], [25],
[26]. The GSTCs relate the tangential EM fields around the
metasurface to the tangential and normal surface polarization
response, rigorously modeling the EM interaction with the
metasurface capturing the field transformation capabilities
via 36 variables inside the susceptibility tensors. In this
paper for simplicity we will limit the analysis to tangential
terms and assume scalar susceptibilities and in the frequency
domain we have for the GSTCs: [10], [15]
nˆ×∆ET = −jωµ0(χmmHT,av + χme
√
/µ ET,av)
(1a)
nˆ×∆HT = jω(χeeET,av + χem√µ HT,av), (1b)
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where ∆ψT = ψ(rm+) − ψ(rm−), and ψav = {ψ(rm+) +
ψ(rm−)}/2, are expressed in terms of total fields just before
and after the metasurface (this implies for a closed object
that − indicates the region or field external to the object and
+ internal quantities). These equations can be incorporated
into the IE infrastructure [20] to provide a complete simula-
tion environment for creating metasurface based illusion and
camouflage as will be described in following sections.
D. THE ILLUMINATION FIELDS
In both cases of an electromagnetic illusion and camouflage,
the closed metasurface may be excited with an external (to
the metasurface) illumination field ψill−(r, ω). This external
illumination could either be the same as the incident field
of the reference scene i.e. ψill−(r, ω) = ψinc.(r, ω) or be an
entirely independent field, as is the case in Fig. 1(b). This
figure shows the two possible sources of illumination external
and internal. Initially we will consider the case of external
illumination only as it would appear to a simple and obvious
choice.
This illumination configuration however, presents a seri-
ous problem for the metasurface synthesis in order to recreate
the fields of the reference scene, as the far side of the
metasurface is in shadow and has effectively no field incident
on it. However, for almost all illusions, this region of the
metasurface will need to produce a scattered field (even
if producing an illusory shadow, a scattered field needs to
be produced to “shape” the shadow to match the recreated
object). As we will see the synthesis process presented in
Sec. III, will create the required susceptibilities to produce
these scattered fields from the small incident fields present,
however, these susceptibilities will be active, numerically
difficult to handle and physically difficult to implement.
A possible solution to this issue is to use only an internal il-
lumination (as shown in Fig. 1b), where ψill+(r, ω) is present
inside the closed metasurface region. For this case we can
achieve a uniform illumination of a transparent metasurface
that modulates the internal source to produce the outgoing
scattered fields recreating the illusion. Although this config-
uration allows for the synthesis of surface susceptibilities to
recreate the scattered fields of the object, it can not recreate
with any generality the previously present incident field used
in the reference scene. This is an issue as from many view
points the observer will register the effect of not only the
scattered fields from the object but also the original incident
field.
Therefore, in the general case, both external and internal
illumination will be required and it will be shown that such a
configuration can optimally recreate the reference scene. Al-
though the external illumination could be different from the
incident field (with implications on the effectiveness of the
illusion) the natural choice is to use an external illumination
that is identical to the original incident field. For this case
the entire metasurface is well illuminated (internally), and
only has to recreate the original scattered fields propagating
out from the object. This procedure allows for passive and
well-characterized susceptibilities to be synthesized which
have both reflective and transmissive aspects, as will be
demonstrated later.
III. ILLUSION DESIGN ARCHITECTURE
The primary requirements for the design of an illusion system
are threefold: 1) the field distribution of the reference scene
to be recreated (the object within its environment), 2) the
specification of the illusion illumination, and 3) the synthesis
of the metasurface used to create the illusion. To determine
the fields present in the scene to be recreated a full wave
EM simulator capable of providing detailed and accurate
fields for electrically large complex regions with curvilinear
surfaces is needed. The simulation architecture will be used
to simulate the original scene and the final illusion within
a complex environment. It should also further provide a
means to address the problem of specifying the surface
characteristics of the final illusion object, and compute the
corresponding total fields.
Although numerical EM simulation techniques exist in
many forms including volumetric methods such as finite
difference time and frequency domain approaches [27], it
is integral equation approaches that are the most suitable
for this problem [28]. These approaches are based on a dis-
cretization of the surfaces present in the problem and the de-
termination of surface currents (virtual or real) that produce
the appropriate fields in the simulation domain. Particularly
appropriate to scattering problems with curvilinear surfaces
in homogeneous regions, they are ideally placed to solve the
initial object scattering problem, provide an infrastructure for
the synthesis of the metasurface illusion object and confirm
the effectiveness of the final illusion.
A. DISCRETIZED IE FORMULATION
Consider a complex scene consisting of various type of
objects and surfaces, for which the fields need to be solved, as
shown in Fig. 2(a). To formulate the problem as a solution to
the integral formulation of Maxwell’s equations the solution
domain is broken into homogeneous regions with a constant
index of refraction, separated by surfaces – which can be real
or fictitious. Each surface is characterized by a relationship
between the tangential surface fields on both sides and an
incident (forcing field) can be placed on appropriate surfaces.
A complete solution will involve the incident fields at the
surfaces (Ei/Hi) and the scattered fields (E/H) from each
surface determined by surface currents J and K. Coupling
between the regions is captured by the surface characteriza-
tion.
To make the problem numerically tractable the surfaces
are discretized using elements of length δ`. Defining for a
particular surface (S) we have,
rS =
[
rS,1 . . . rS,m
]
, N¯S =
[
nˆS,1 . . . nˆS,m
]
where rS denotes the center of a set of line segments and N¯S
the element surface normals. On these surface elements we
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x
y
INCIDENT FIELD
ψinc.(r, ω)
REFERENCE
SCATTERED FIELD
ψrefs (r, ω)
PEC OBJECT (O)
TOSO = ∅
DIELECTRIC INCLUSION (D)
D¯DSD = ∅
OPAQUE/TRANSMISSIVE
BACKGROUND MEDIUM (B)
GSTCs
D¯×BSB = G¯BSB
(a)
TOTAL FIELDS
ψinc.(rm−) + ψrefs (rm−) + ψ
ill−(rm−)
EXTERNAL ILLUMINATION
ψill−(r, ω)
INTERNAL
ILLUMINATION
ψill+i (r, ω) PEC OBJECT (O)
TOSO = ∅
DIELECTRIC INCLUSION (D)
D¯DSD = ∅
METASURFACE
HOLOGRAM/SKIN (I)
XI = Q¯−1D¯ISI
GSTCs
D¯×BSB = G¯BSB
GSTCs
D¯×I SI = G¯ISI
(b)
FIGURE 2: An illustration of a complex scene to be simulated consisting of various surfaces [Dielectric Inclusion (D), PEC
Object (O) and Metasurface Background (B)] a) Reference simulation to determine the desired scattered fields. b) A closed
metasurface with internal illumination either replacing (Hologram) the PEC object or enclosing it (camouflaging) to recreate
the reference fields.
can define surface currents,
JS =
[
JS,1 . . . JS,m
]
, KS =
[
KS,1 . . . KS,m
]
These surface current vectors can be grouped for convenience
into the vector C,
CS =
[
JS KS
]>
.
Once this discretization has been defined, the modeling prob-
lem is composed of three related aspects; 1) Field propaga-
tion through the regions, 2) surface characterization and 3)
coupling between the regions through the surfaces, which
now will be treated separately as follows:
1. Field Propagation
The EM fields radiated from each surface due to electric
and magnetic surface currents can be generally expressed
using a propagation matrix PS,p as [28], [29]:[
E(rp)
H(rp)
]
=
[−jωµL(rp, rS)− R(rp, rS)
−jωL(rp, rS) + R(rp, rS)
] [
JS
KS
]
Fp,S = PS,pCS (2)
where rp =
[
rp,1 . . . rp,n
]
is a set of points at which
the fields are desired, and rS are the surfaces where the
source currents are defined. The discretized field propagation
matrices L and R are given by,
L(rp, rS) =

L1,1 L1,2 . . . L1,m
L2,1 L2,2 . . . L2,m
...
...
. . .
...
Ln,1 Ln,2 . . . Ln,m

R(rp, rS) =

R1,1 R1,2 . . . R1,m
R2,1 R2,2 . . . R2,m
...
...
. . .
...
Rn,1 Rn,2 . . . Rn,m

with
Li,j = L(rp,i, rS,j)
=
∫
δ`j
[1 +
1
k2
∇rp∇rp · ][G(rp,i, rS,j)] drS,j
Ri,j = R(rp,i, rS,j) =
∫
δ`j
∇rp × [G(rp,i, rS,j)] drS,j
where G(·) represents the Green’s function. For a 2D case,
the Green’s function is given by the 2nd Hankel function,
G(rS , rp) = H
(2)
0 (rS , rp) = J0(rS , rp)− iY0(rS , rp),
where J0(·) and Y0(·) are the Bessel functions of the 1st and
2nd kind representing outwardly propagating radial waves.
It will be useful to define propagation matrices for when
fields are needed on the surface itself so that rp = rS . In
such a case, we have for the two sides of the surface,
FS+ = PS,S+CS , FS− = PS,S−CS
where {·}+ and {·}− respectively, denote the right and left
sides of an open surface or interior and exterior sides for a
closed surface. Defining a surface field configuration SS =[
FS+ FS−
]T
and a surface propagator PS =
[
PS+ PS−
]
,
the above equation can be written in a compact matrix form
as:
SS = PSCS . (3)
2. Surface characterization
For each surface (open or closed) present in the domain,
it is needed to formulate the surface field relationships that
relate the total tangential fields on the two sides of the
surface. Although a number of surface formulations can be
accommodated within the framework, we will limit ourselves
to dielectric boundaries, perfect electrical conductors (PEC)
6 VOLUME 00, 2016
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and metasurfaces described by the GTSCs. Due to the flexi-
bility of the GSTCs, this set of surfaces can describe a very
wide range of possibilities in practice.
The simplest surface is the PEC where the tangential
electric field on both sides is equal to zero. This can be
described by,
[
N¯T ∅ ∅ ∅
∅ ∅ N¯T ∅
]
ES+
HS+
ES−
HS−
 = [ ∅∅
]
TSSS = ∅ (4)
and the matrix operator N¯T performs the operation of ex-
tracting the two tangential fields at the surface (one in the
xy plane and the other with respect to z) obtaining ET from
E for every surface element.
For a dielectric surface the tangential fields on both sides
are equal and we have,
[
N¯T ∅ −N¯T ∅
∅ N¯T ∅ −N¯T
]
ES+
HS+
ES−
HS−
 = [ ∅∅
]
D¯SSS = ∅ (5)
where D¯S takes the difference of the tangential fields for each
surface element.
Finally, the most general surface description we use is for
the metasurface. Putting (1) into a discrete form we obtain,
[
N¯T× ∅ −N¯T× ∅
∅ N¯T× ∅ −N¯T×
]
ES+
HS+
ES−
HS−
 =
[
γmeN¯T γmmN¯T γmeN¯T γmmN¯T
γeeN¯T γemN¯T γeeN¯T γemN¯T
]
ES+
HS+
ES+
HS+

D¯×S SS = G¯SSS (6)
where the surface susceptibility terms are expressed using
auxiliary variables as,
γee =
jχeeω
2
, γme/em = ∓
jχme/emω
√
µ
2
, γmm = −jχmmωµ
2
.
The operator N¯T× extracts the total tangent field and then
rotates these two fields to implement the nˆ× {·}T operation
on every element and D¯×S takes the difference of the rotated
tangential fields.
3. System Level Simulation (Surface Couplings)
The illustration example of Fig. 2(a) consists of three types
of objects in the incident field region: a dielectric inclusion
(D), a closed PEC object (O) and a background metasurface
(B)2. We therefore have three current vectors CD, CO and CB
which we can group into a single system level current vector,
C =
[
CD CO CB
]T
For each surface we have propagators to other surfaces –
such as PB,D− which would determine the fields on the
exterior side of the dielectric inclusion surface (D−) due
to the background surface (B). Using these propagators,
we can formulate expressions for the fields at a surface as
sums of propagated fields. For the dielectric inclusion, for
instance, the internal fields (D+) are due to currents on the
dielectric surface, while the external fields (D−) are due to
the currents on the dielectric itself, the PEC object (O) and
the background surface (B), so that:[
FD+
FD−
]
=
[
PD,D+CD
PD,D−CD + PO,D−CO + PB,D−CB
]
We can then define a system level propagator for each surface
which relates the surface fields to all the currents on various
objects, such as:
SD =
[
PD,D+ ∅ ∅
PD,D− PO,D− PB,D−
]CDCE
CB
 = PDC.
In a similar manner we can define the system level propa-
gators, PO and PB , for the PEC object and the background,
respectively. For each surface we must also define the surface
relationships for the fields i.e,
TOSO = ∅ (PEC Object)
D¯DSD = ∅ (Dielectric Inclusion)
D¯×BSB = G¯BSB (Metasurface Background)
Finally, to complete the physical specification of the region
equations, we must ensure that the current only flows on the
surface by taking the dot product of the surface normal with
the currents on the surface:
{NDCO = ∅, NDCD = ∅, NDCB = ∅} ⇒ NDC = ∅,
where the operator ND performs a dot product for currents
on every element.
All of these equations can now be assembled into a matrix
equation where the unknowns are the surface currents and the
fields:
PD ∅ I ∅ ∅
∅ ∅ D¯D ∅ ∅
PO ∅ ∅ I ∅
∅ ∅ TO ∅ ∅
PB ∅ ∅ ∅ I
∅ ∅ ∅ D¯×B − G¯×B
ND ∅ ∅ ∅ ∅


C
SD
SO
SB
 =

∅
−D¯DSinc.D
TOSinc.B
−(D¯B − G¯B)Sinc.B

(7)
2Note that the background is modeled using GSTCs describing an arbi-
trarily complex surface, as a way to introduce sophisticated texture effects to
be used in later examples.
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where an applied incident field Sinc. is present on all surfaces.
This system of equations can now be solved and then the
fields anywhere in the region due to newly found currents
are computed using various propagation matrices.
B. ILLUSION DESIGN
Let us consider the objective where we wish to remove
the PEC object of interest by a metasurface hologram as
shown in Fig. 2(b), which is designed in such a way that
the metasurface creates identical reference fields, [incident
ψinc.(r, ω) + scattered ψref.s (r, ω), in general], at the observer
compared to that when the object was present, i.e. object
illusion. The first step in the illusion design is to compute the
desired fields (i.e. reference fields/scene) to be recreated by
the closed metasurface at and beyond its location. The surface
of the closed metasurface hologram (also referred to as the
illusion surface I , here) can be discretized as:
rI =
[
rI,1 . . . rI,m
]
We can create a propagation matrix PI that calculates the
scattered fields FI present in the reference scene (without the
metasurface hologram) at the illusion surface,
FrefI = PIC (8)
where C represents all the currents present in the original
reference scene. Next step is to remove the PEC object and
introduce the metasurface hologram producing the illusion.
To synthesize the illusion surface we need to determine
the total fields present on both sides of the surface. Let
us consider the general case, where both internal (Fill+I )
and external (Fill−I ) illumination fields are present and the
illumination field is different from the incident field Finc.I .
The fields in the external region consists of scattered fields
we wish to recreate along with the original incident field to
which we must add the external illumination, so that
F−I = F
ref
I + Finc.I + F
ill−
I (9)
If the external illumination is chosen to be the same as the
incident fields in the reference simulation, then the total
external fields simply becomes F−I = FrefI + Finc.I .
F−I = F
ref
I + Finc.I (10)
With respect to the scattered fields interior to the surface,
on the other hand, have some design flexibility. While the
exact choice will not impact the reconstruction of the desired
scattered fields, it will have a significant effect on the required
surface susceptibilities of the metasurface hologram. For
simplicity, let us set all the internal scattered fields from the
metasurface to zero, so that the total internal field is simply
given by the internal illumination as
F−I = F
ill+
I
We can then form the surface field vector as
SI =
[
FrefI + Finc.I + F
ill−
I
Fill+I
]
.
The internal illumination may be seen as an extra degree
of control available to the system designer. In the case of cre-
ating an electromagnetic illusion, the metasurface hologram
is hollow, and the internal source may be placed anywhere
inside the structure. It could be as simple as a radially
propagating wave from the center, for instance, which can
be modeled as a Henkel function of the 2nd kind producing
a uniform field amplitude at the interior surface of the meta-
surface shield, i.e.
Ez(rS , r
+
m) = H
(2)
0 (rS , r
+
m), (11)
where rS is the source location of the internal illumination,
typically at the center of the circular metasurface hologram
assumed here, and r+m are the locations at the metasurface
internal to it where the fields are computed. In the case of an
electromagnetic camouflage, the metasurface will enclose the
target object, and the internal source must now be engineered
to produce the same uniform internal illumination at the
interior surface of the metasurface, but in the presence of
the object this time. We will hereafter assume that such an
internal illumination is available, for either of the application
cases of illusion or camouflage to simplify the subsequent
synthesis procedure.
SPECIFY ENVIRONMENT, OBJECT
& INCIDENT FIELDS ψinc.(r)
←−−−−−−−−−
CAMOUFLAGE
or
ILLUSION−−−−−−→
INSERT OBJECT
TO BE ILLUSIONED
REMOVE OBJECT
TO BE CAMOUFLAGED
COMPUTE SCATTERED
FIELDS ψref(r), (8)
SPECIFY INTERNAL, ψill.+(r)
& EXTERNAL ILLUMINATION, ψill.-(r)
ψill.+(r) = ψinc.(r)?
No← or Yes→
METASURFACE FIELDS
ψ−I = ψ
inc.(r) + ψref.(r)
ψ+I = ψ
ill.+(r), (10)
METASURFACE FIELDS
ψ−I = ψ
inc.(r) + ψill.-(r) + ψref.(r)
ψ+I = ψ
ill.+(r), (9)
SYNTHESIZE METASURFACE
χ¯ee(r, ω), χ¯mm(r, ω), (13)
FIGURE 3: Flowchart illustrating the design process of
synthesizing the metasurface as a hologram or a skin for
electromagnetic illusion or camouflage in a given scene.
The metasurface surface susceptibility synthesis next rests
on solving the GSTCs matrix equation of Eq. 6 for the
illusion surface as described by the matrices D¯×I and G¯I
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for the prescribed field SI . To extract the unknown surface
susceptibilities we rearrange G¯I as,
G¯I =
[
χmeAme χmmAmm χmeAme χmmAmm
χeeAee χemAem χeeAee χemAem
]
with
Aee =
jNTω
2
, Aem/me = ±
jNTω
√
µ
2
, Amm = −jNTωµ
2
Considering that the metasurface susceptibilities are dis-
cretized over the surface as χ(rm) and thus become vectors
of localized susceptibilities (X), we can express the right
hand side of Eq. 6, as
G¯ISI =

Xme ◦ (Ame(E1 + E2)) +
Xmm ◦ (Amm(H1 +H2))
Xee ◦ (Aee(E1 + E2)) +
Xem ◦ (Aem(H1 +H2))
 ,
where ◦ is the point-wise Hagamard product. Each of the
terms,
Ame(E1 + E2) =
[
Bme,xy
Bme,z
]
= Bme,
is a column vector of one component of tangent fields (xy
and z). If we wish to create a distributed χ vector we can
form (for example) products such as,
G¯meXme = Xme ◦ Ame(E1 + E2)
where we define a diagonal matrix,
G¯me =

Bme,1 0 . . . 0
0 Bme,2 . . . 0
0 0
. . . 0
0 0 0 Bme,2N

This form allows a very convenient expression of RHS of
Eq. 6(a), where the susceptibility matrix term is explicitly
extracted as
G¯ISI =
[
G¯me G¯mm ∅ ∅
∅ ∅ G¯ee G¯me
]
Xem
Xmm
Xee
Xme

I
= Q¯XI . (12)
Finally using Eq. 6, we now have the explicit relationship for
the spatially varying surface susceptibility matrix as
XI = Q¯−1D¯ISI , (13)
which can be used directly for metasurface synthesis for a
given SI . This finally completes the synthesis of the metasur-
face shield. This entire design flow is illustrated in the flow
chart of Fig. 3.
It should be noted that there is no unique surface suscep-
tibility distribution that can generate the specified illusion.
There are in total 36 complex unknowns in the susceptibility
tensors, and the number of possible solutions generating
the same illusion is virtually unlimited. Certain constraints
may be applied such as reciprocity and lossless-ness, which
may limit the number of combinations and may provide
susceptibility distributions which may be more convenient to
practically implement, i.e.
Reciprocity: χTee = χee, χ
T
mm = χmm, χ
T
me = −χem
Losslessness: χTee = χ
∗
ee, χ
T
mm = χ
∗
mm, χ
T
me = χ
∗
em.
In many practical cases, a fully general bi-anisotropic meta-
surface may not be desired (i.e. χme = χem = 0), which will
reduce the unknowns to 18. If further simplicity is desired,
tensors maybe reduced to scalars (χee = χee and χmm = χee),
with only 2 unknowns, as will be assumed here, which is the
minimum number of unknowns to have unique solution. If
material bounds must be respected, such as synthesizing loss-
less metasurfaces, scalar surface susceptibilities are not be
sufficient, and extra elements of the tensorial susceptibilities
must instead be used, which can easily be incorporated inside
the proposed method.
Given that we can now synthesize an illusion surface, we
turn to a more precise definition of the Observer, before
providing numerical demonstration of the proposed synthesis
method.
IV. MODELING AN OBSERVER
In order to evaluate the accuracy of an illusion or its effec-
tiveness under various circumstances, such as environmental
changes or illumination variation – it is needed to compare
the electromagnetic characteristics of the reference scene and
the illusion scene. Two approaches are used in this paper: 1) a
direct comparison of scattered or total fields at an observation
position or a set of observation positions defined by a line or
arc, and 2) a more sophisticated sampling of the field within
an observation region allowing for the incorporation of a field
of view and the directionality of the scattered and total field
components. The second method can be used to, in essence,
render an image of the scene.
A. DIRECT FIELD COMPARISON
A straight-forward method of evaluating the effectiveness
of an illusion is to compare, at prescribed locations, the
field distributions within the scene to the original baseline
simulation. We will refer to this as Direct Field Observation
(DFO). If wished, the complex vectorial field components
can be compared or simply the magnitude of the various
fields. Although this comparison is easy to accomplish there
are a number of complications in interpretation. As discussed
previously, if the observer is viewing a front-lit object from
the front only the scattered field will be observed as the
illuminating (or incident) field is propagating from behind
the observer. On the other hand if viewing from the far side
of a front lit object the observer will collect contributions
from both the scattered field and the illuminating field. For
an illusion created from a vertical metasurface as discussed
in [15] these distinctions are easily handled by delineating
illusions as front-lit or back-lit and subject to front or back
illumination, however, for closed surface illusions, these
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FIGURE 4: The proposed Structured Field Observation (SFO) method to construct a scene from the perspective of an observer.
a) An example scene to be rendered. b) Sampled fields, ψobs.(r) in the observation region around the observer, using (14).
c) 2D-FFT of the sampled fields using (15). d) Conditioned fields using a Gaussian weighting function of (16) and e) the
corresponding 2D-FFT. f) Rendered image of the scene as described by the observed power as function of angle using (17).
The simulation parameters are: Dielectric inclusions size: 0.05 m × 0.02 m refraction index, n = 2, PEC triangle object:
0.025 m side. Incident field is a Gaussian beam of width 0.02 m and the observer is located at: (−0.057, 0.048) m.
distinctions are not clear. It is not obvious from inspection
if total or scattered fields should be compared at a particular
observation position.
Another significant issue with this method is the lack
of any ability to obtain information about the directional
structure of the field in the region nearby the observation
position. Without this information, the Observer cannot be
characterized by a Point-of-View (POV) and a Field-of-View
(FOV) – the direction in which the observer is looking and
the range of angles over which the observation is obtained.
This limitation is a direct consequence of sampling the field
with a delta function and only obtaining field information at
a point. As a result of this limitation there is no ability to
reconstruct the scene from the view point of the observer.
B. DISTRIBUTED OBSERVER
To obtain a more effective realization of an Observer we sam-
ple the field within a local region using a spatial weighting
function, w(r), and then use a defined angular response of
the observer to weight the incident fields. This method we
will refer to as the Structured Field Observation (SFO). The
weighting function is needed to sample the field in the region
such that the field is attenuated at the edges to essentially
zero but that the field at the center of the region is smoothly
modulated. This weighting operation can be written as
ψobs.(r) = ψtot.(r)w(r), (14)
where ψtot. is the total fields in the vicinity of the observer,
w(r) is the weighting function used to sample the fields, and
ψobs.(r) is the resulting conditioned fields. This sampling of
the field allows for a spatial Fourier transform to be used to
obtain the directional structure of the field in the local region
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FIGURE 5: Application of the proposed SFO method when an actual Horn antenna is used an observer to measure ideal plane-
waves. a) Total fields computed using BEM method (POV θ = 180◦, here) when two plane-waves illuminated the Horn under
in-phase and out-of-phase conditions. b) The SFO method applied to the total fields without the horn, showing the kx − ky
fields, and the conditioned fields around the vicinity of the Horn in the inset. c) Gaussian fit of the FEM-HFSS computed
radiation pattern of a typical horn. d) Comparison of the resulting SFO scene represented by P(θ) (solid curves) with those
obtained using BEM simulation of the Horn (dashed curves). The simulation parameters are: horn waveguide length 0.01 m,
horn waveguide width of 0.001 m, horn flare length 0.03 m and horn aperture width of 0.02 m.
around the Observer. We will use a Gaussian weighting
function here, as it is simple and well suited to the spatial
Fourier transform approach used.
To illustrate this approach, in Fig. 4(a), a complex field
consisting of a Gaussian beam incident field (propagating left
to right along the x−axis) and back scattered components
off a number of objects. An Observer position is specified in
the region and the weighting function is defined as a square
area with an extent of 5λ around this point is defined as
the observation area. In this region a high resolution field
description is obtained using propagation operators and the
currents solved for on the surface of the objects. This field
is presented in Fig. 4(b). To obtain the directional structure
of this field, a 2D Fast Fourier Transform (FFT) can be
performed as
ψ˜obs.(kx, ky) = F{ψtot.(x, y)w(x, y)} (15)
= ψ˜tot.(kx, ky)~ w˜(kx, ky)
which is shown in Fig. 4(c), where the sign of the spatial
frequencies kx and ky provides the directional information
of the EM power flow. Although the directional components
of the field can be seen in this plot, the field in Fig. 4(a)
has effectively been sampled with a 2D pulse function and
the resultant FFT has a Sinc function response convoluted
(~) with the actual field leading to undesirable artificial
diffraction and a smeared response.
This effect can be alleviated by sampling and conditioning
the local field with a Gaussian function instead, with a width
of w0 = 2.5λ, for instance, given by
w(x, y) = exp
(
x2 + y2
w20
)
, (16)
where this width w0 is considered one of the characteristic
of the observer measurement capability. The resulting sam-
pled field is presented in Fig. 4(d) and a 2D-FFT of the
conditioned field is shown in 4(e). The FFT clearly shows
the scattered components of the field (left hand side of the
plane and negative kx) and the single incident wave on right
hand side of the plane (positive kx). Moreover, the spatial
asymmetry of the scene with respect to the x−axis is also
captured in the different strength of ψ˜obs. in the kx−ky plane
about the kx = 0 axis. Note the FFT was performed using
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zero padding to extend the size of the Observation region by
4 times to smooth the response.
The field in Fig. 4(e) can be used to define an Observer
with a POV and FOV and allow for a rendering of the scene
from this position. A POV is first defined in the x − y plane
using an angle θ and the objective is to determine the total
power measured by the observer, P(θ), i.e. the scene, taking
into account its directional measurement capability, p(φ)
(akin to radiation patterns of electromagnetic antennas). The
Fourier-transformed fields of Fig. 4(e) represents the power
traveling through the physical region shown in Fig. 4(d)
decomposed into plane-waves described by the wave-vectors
kx and ky in the form of ejωt+kxx+kyy . The angular receive
function p(φ) of the observer is thus defined naturally in the
kx − ky domain, where it represents the power received by
the observer when excited with a plane-wave incoming at an
angle φ. The receive function is assumed to be maximized at
φ = −θ which represents a plane-wave incoming at normal
incidence to the observer POV.
As the simulation is at a fixed ω, all the waves will be
present on the circle with a radius of k0. In order to determine
the total field incident on the observer from a particular
direction POV, θ, we first extract the fields present on the
k0 circle. The response function p(φ) is next orientated such
that it points in the direction of the POV, i.e. maxima at
φ = −θ. The fields on the circle are then weighted by the
receive function and integrated over the circle. To obtain the
total power P (θ), we then square the absolute magnitude of
the field. This operation can be expressed as:
P(θ) =
∣∣∣∣∣
∫ θ+pi
θ−pi
p(φ)ψ˜obs.(ρ = k0, φ)dφ
∣∣∣∣∣
2
(17)
To finally render a scene over the entire FOV, θ is simply
scanned over the angular extent of interest and P (θ) deter-
mined. Such a response is shown in Fig. 4(f), where P(θ) is
shown for the angular range of θ covering the second half of
the x− y region, for instance.
C. HORN ANTENNA VS SFO
A direct comparison of this distributed method of observation
and an actual observation device can be made to test the
efficacy of the above procedure in modeling the observer. For
a radio frequency signals, an appropriate observing device
is a Horn antenna. A horn antenna is directional with an
angular response defined by the input mode distribution at
its front radiating aperture. Let us consider two obliquely
propagating plane-waves (±15◦) which are being received
by a horn antenna as shown in Fig. 5(a). Since, the two waves
form a standing wave along y, the exact placement of the horn
is important. This can clearly be seen by setting the POV to
θ = 180◦ and using two specific conditions of in-phase and
out-of-phase plane-waves at the aperture of the horn – with a
corresponding high and low reception of the waves as evident
from the field distribution at the end of the waveguide section.
If such a horn antenna is to be used to render a scene,
the horn must be rotated about (0, 0), for instance, and for
every angle θ, the full-wave simulation must be performed to
compute the total power received by the horn to construct
P(θ). This will correspond to a Direct Field Observation
(DFO) with the horn in place. While it provides accurate and
rigorous description of the scattered fields around the horn,
it is computationally expensive, and lacks deeper physical
insight. Let us apply the Structure Field Observation (SFO)
to reconstruct the scene. In this case, the horn is removed
from the scene, and the total fields are computed. In the
region of interest around the horn, the field is conditioned
by the spatial Gaussian function and the 2D-FFT taken, as
shown in Fig. 5(b) for the two cases of in-phase and out-
of-phase conditions. For each case, the two plane-waves are
clearly identified lying on the k0 circle, with correct phase
relationship between the two, evident in the symmetric and
antisymmetric field magnitudes. Using this kx − ky domain
field representation, the scene can now be rendered following
the methodology of Fig. 4.
Before proceeding further, the angular receive function,
p(φ) of the horn must be determined. Fig. 5(c) shows the co-
polarized radiation pattern (power gain) of the horn obtained
using HFSS, showing a 3-dB beamwidth of 18◦ at 60 GHz.
For convenience, this receive function can be approximated
by a Gaussian function, as shown in Fig. 5(c). Clearly,
the Gaussian function approximates the horn pattern well,
particularly the main beam, while failing to capture the side-
lobes. Although, in principle the FEM-HFSS pattern may be
directly used as the p(φ), the Gaussian function represents
a simple and a generic form of the receive function that
may be applicable to wide variety of observers. Next, the
scene is rendered using (17) with the assumed Gaussian
receive function, and the computed power scan is shown in
Fig. 5(d). As a sanity check, the SFO scene of determined
using single plane-waves, one at a time were compared with
those computed using FEM-HFSS (solid vs dashed curves).
A near-perfect match is obtained between the two, thus pro-
viding confidence that the SFO captures the basic behavior
of a directionally sensitive observer. Next, both plane-waves
are present and two computed scenes are compared with
those using full-wave HFSS in Fig. 5(d) for cases of in and
out-of-phase plane-wave conditions, respectively. A good
agreement is obtained between the two, where the two plane-
waves are seen to be resolved with correct magnitudes at
θ = 0◦. While the overall power distribution is correctly
captured by the SFO, the discrepancies with the full-wave
results can be attributed to the actual scattering by the horn
which are naturally not present in the SFO method. This is
particularly attractive, since the use of SFO is very efficient
as it provides the complete angular response with a single
simulation and does not require a set of simulations as does
a direct simulation of a Horn in either HFSS or using the IE
method.
To further confirm the appropriateness of the use of the
SFO, Fig. 6 shows a comparison between direct Horn sim-
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ulations using the IE framework and the SFO for two dif-
ferent scenes with more complexity. These two examples
scenes are: 1) a single highly reflective cylindrical object;
and 2) two interacting reflective cylinders (Fig. 6(a) and 6(b)
respectively). A comparison of rendering the two scenes is
presented in Fig. 6(c). A very good agreement is observed
between the brute force IE method and the SFO, thereby
justifying the usability of the SFO for constructing an Ob-
server scene. Next, several examples will be presented using
the proposed IE-GSTC infrastructure and the SFO model of
the observer, to demonstrate the camouflaging and illusion
forming capabilities of a closed metasurface structure.
V. EXAMPLES: ILLUSION & CAMOUFLAGING
To illustrate the synthesis procedure for metasurface based
illusions and object camouflaging, we will first consider
some basic examples and then progress to more complicated
cases involving merged illusions and dynamic illusions. The
simulation setup follows the illustration of Fig. 2, in the
x − y plane, and the frequency of operation is chosen to
be 60 GHz (λ = 5 mm). The surface meshing is set to
λ/10 based on proper convergence. The region over which
fields were plotted was 40λ in both the x and y directions.
The objects from which the illusions were created are of the
order of 10’s of λ is size, with a variety of shapes chosen
to illustrate the methods ability to capture the full wave
diffraction present. Objects with sharp corners produce large
diffractive effects, but smoother objects can produce lens
like effects. Although these objects were kept moderate in
size to illustrate effects. It should be noted that for the IE-
BEM method the fields are plotted post-simulation and the
region to be plotted is an arbitrary choice. Only the scalar
electric and magnetic surface susceptibilities are used which
were found sufficient to create the illusions. More complex
susceptibility distributions utilizing other tensorial elements
may be used to satisfy possible practical constraints such as
lossless-ness and reciprocity as mentioned in Sec. III. As will
be seen, all the surface susceptibilities are found to be passive
and physical with appropriate choices of the illumination
fields.
A. SIMPLE ILLUSIONS
Let us consider a reference case consisting of 4 circular
cylinders made up of two different materials (PEC and
dielectric), which are excited with a wide Gaussian beam.
The scattered and the total fields produced as a result are
shown in Fig. 7. This collection of objects, produce a large
shadow behind them. An observation circle is defined at r0
for DFO. In addition, two observers are placed in the upper
and lower halves, respectively, to construct the SFO. We now
wish to reconstruct the same fields and scenes by removing
the objects and replacing them with a single metasurface
hologram, as shown in Fig. 8.
Let us consider a natural choice of incident fields as the
illumination fields external to the metasurface. Fig. 8(a)
shows the computed scattered and total fields everywhere in
the region around the surface. Comparison with the reference
fields of Fig. 7 shows a clear and a large discrepancy in
the reconstructed fields, where the metasurface synthesis es-
sentially fails. The method produces susceptibilities that are
large, active and disjointed, where the simulation becomes
very sensitive to illumination intensity. This poor match
may be attributed to a non-uniform one-sided illumination
of surface, where the surface fails to re-create the fields to
“shape” the shadow to match the illusion.
Noting that the previous simulation failed due to non-
uniform illumination a natural modification is to use a uni-
form internal illumination. We thus chose an internal illu-
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FIGURE 7: The scene computed using the SFO approach for
two highly reflective cylindrical object and two interacting
reflective cylinders, respectively, illuminated with a uniform
plane wave. The simulation parameters are: incident plane-
wave at 30◦, four cylinders of r = 0.0075 m located at
(±0.015,±0.015) with reflectivities R1 = R4 = 0.3,
R2 = R3 = 0.9 and transmission T = 0; two observers
located at (0.0375, 0.065) and (0.0,−0.075). The radius of
the circle for Direct Field Observation (DFO) is 0.075 m.
mination that is a radially propagating wave from center of
the metasurface hologram with |Ez| = 2 at the surface. The
resulting total and scattered fields are shown in Fig. 8(b),
where this time the illusions is better formed and reproduces
the reflected scattered fields in the reference scene well. The
corresponding surface susceptibilities are well-behaved and
are passive as also shown in Fig. 8(b). However, the illusion
can not reproduce the total fields throughout the scene as the
fields are restricted to outwardly propagating waves. Only
within the shadow does it reasonably produce the total fields.
This is clearly evident in the DFO and SFO results shown in
Fig. 8(c), compared to the reference case. While the POV#2
lying in the shadow region (with mostly scattered fields) is
reconstructing the scene well to some extent, the POV#1 fails
and measures significantly reduced fields. We thus conclude
that the internal illumination only is also not sufficient to
correctly produce the illusion.
Thus the only way to recreate the total fields throughout
the region is to have the incident field also present in the
illusion scene, so that we have both an internal illumination
(radially propagating internal wave) and an external illu-
mination identical to the original incident fields. Fig. 8(d)
shows the resulting scattered and total fields along with the
synthesized surface susceptibilities for this case. This time
a perfect reconstruction of the reference fields of Fig. 7 is
observed proving that its critical to have both internal and ex-
ternal illumination fields to be present. Internal illumination
creates the fields on the right side of the illusion surface, as
in this region, it only needs to create the outward propagating
scattered fields that form the shadow. On the left side it
can not create the total field on the surface due to the need
to create inwardly propagating waves. Adding an external
illumination assists in recreating this part of the fields and
the match between the reference and reconstructed fields is
prefect. Consequently, the DFO and SFO accurately agree
with the reference scene as shown in Fig. 8(c).
Finally, to show the versatility of the method and the
metasurface hologram, the same reference scene of Fig. 7
can be recreated using a shape different than a circular
surface. Fig. 9 shows one such example, where a rectangular
shaped metasurface hologram is used. As expected, the fields
recreated perfectly similar to that of Fig. 8, except this time,
the surface susceptibilities across the surface are different,
and showing larger spatial variation around the two corner
regions of the square.
B. ANGLE-DEPENDENT METASURFACE ILLUSIONS
In the previous example, an observer moving about the meta-
surface (and thus around the virtual object), will measure
identical fields compared to that of the reference scene, and
thus perceive the same object from all angles of observations.
However, the metasurface hologram maybe engineered to
reproduce almost arbitrary fields around it so that different il-
lusions may be projected and the observer perceives different
objects when viewing the surface from different directions.
Such a design capability is illustrated in Fig. 10, where four
different object configurations are shown in Fig. 10(a), with
variety of objects producing significantly different scattered
fields. We now wish to a synthesize a metasurface hologram
that can recreate the total fields produced by these four
configurations in four quadrants simultaneously. To measure
the effectiveness of this illusion, four observers with their
own POVs are placed across all quadrants.
The first step in this synthesis is to spatially filter each
of the reference configurations and combine them into a
single scene. A 2D Sigmoid function with transition width
w = 0.5λ used here as a spatial filter, for instance, which is
given by
f(x, y) =
(
1
1 + e−x/w
1
1 + e−y/w
)
.
The resulting combined scattered fields are shown in
Fig. 10(b), along with an intended location of the metasurface
hologram. Next, the metasurface is synthesized with both
internal and external illumination along with the desired
scattered fields of Fig. 10(b). The resulting total and scattered
fields are shown in Fig. 10(c). An excellent recreation of the
fields is observed all around the metasurface, whose surface
susceptibilities are shown in Fig. 10(d). The scene measured
by the four observers in each quadrant is shown further in
Fig. 10(e) in comparison with the reference scene, which are
computed using the SFO method. A very good agreement is
observed in all cases. The slight discrepancies are due to the
finite and smooth field transitions introduced by the Sigmoid
function when moving from one quadrant to the other. The
four reconstructed scenes are thus specific to the observer in
their respective quadrants, and an observer moving around
the metasurface hologram will sequential perceive these four
object configurations, and experience an angle dependent
illusion.
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FIGURE 9: Metasurface recreating the reference case of Fig. 7 using a square shaped hologram (of side 7.5 cm), showing the
total and scattered fields, along with synthesized surface susceptibilities using both external and internal illuminations.
C. DYNAMIC ILLUSIONS
So far, all the scenes were considered to be static with no
time-variation. In many practical scenarios, the scene may
be changing with time due to spatial movement of objects
or addition or removal of some scene elements. In such
cases, to maintain the illusion of a specified object, the
metasurface hologram must reconfigure itself in response to
the changes in the scene. There have been several works in
the literature on devising novel reconfigurable metasurfaces
across the electromagnetic spectrum where the basic unit
cell building the metasurface, is either loaded with external
tuning elements like PIN and varactor diodes, common at
microwave frequencies or using exotic and advanced ma-
terials whose electronic properties may be tuned using ex-
ternal controls [30]–[32]. While majority of the works on
reconfigurable metasurfaces features slow time-variation, so
that the modulation frequency is very small compared to
the operation frequency of the surface, i.e. ωp  ω0, there
has been a several research activities in the area of space-
time modulation, where the modulations are comparable to
operation frequencies of the surface [33]. Let us consider the
scenario of a slowly changing environment to illustrate the
case of a dynamic illusion assuming reconfigurable surface
susceptibilities of the metasurface hologram.
Consider the reference scene of Fig. 11(a) to be recreated.
It consists of a square dielectric inclusion (DI) and a PEC
triangular object in front of a perfectly opaque background.
They are excited from the left using a Gaussian beam, and
an observer located in the scene measures the scattered
fields to image the scene. The DI moves through region on
parameterized trajectory to simulate a changing environment,
while the PEC object and the background remain fixed with
respect to the observer. At time instant t0, the scattered fields
are computed and used to synthesize a metasurface with
χee(θ, t0). The PEC object is then removed and replaced by
a circular metasurface hologram, successfully recreating the
fields, as seen from the field and the SFO plots shown in
Fig. 11(a).
Next, the DI is allowed to move along a specified tra-
jectory, which perturbs the originals scattered fields and the
new reference scene is shown in Fig. 11(b). The scattered
fields are recomputed and a new metasurface is synthesized
to recreate the scene at t = t1, resulting in χee(θ, t1).
Consequently, the observer measures the new scene and
deduce only the motion of the DI while falsely perceiving
the presence the PEC object as before. Had the metasurface
susceptibilities been constant, the scene would have changed
as a result of the DI motion, which is clearly observed in the
static SFO plot of Fig. 11(b). This would have enabled the
observer to detect a different and a distorted non-triangular
PEC object, thereby breaking the illusion. This process of
computing the scattered fields and synthesizing the metasur-
face hologram is repeated periodically, as long as the DI is in
motion, as further illustrated for a third time instant t = t2 in
Fig. 11(c)3.
Such a dynamic illusion naturally rests on the reconfig-
urable capability of the metasurface, and the time-scale at
which such changes happen on the device level [34]. An
important step in this case is the sensing and prediction of
the changes in the environment by either the metasurface
itself or the software control unit configuring the surface,
so that the scattered fields may be efficiently computed
to synthesize the surface susceptibilities. The total time to
reconfigure a metasurface hologram thus essentially depends
on this intermediate step, where the actual reconfiguration
of the surface is usually fast, typically in the order of few
microseconds or less [30]–[32].
D. ELECTROMAGNETIC CAMOUFLAGE
As illustrated in Sec. II, while electromagnetic camouflage
is a sub-set of a general holograms, where the holograms
projects its background to the observer to deceive it, it is
an important practical application on its own. Thus let us
consider an example of electromagnetically camouflaging a
3A continuous animation of this process is provided in the supplementary
information as a separate multimedia file.
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FIGURE 10: An angle dependent illusion created by a metasurface hologram by merging four different scenes. a) Reference
scattered fields corresponding to 4 different object configurations. b) Reference scattered fields obtained by merging scattered
fields of each case taken from different quadrants. c) Recreated total and scattered fields using a metasurface hologram. d)
The synthesized metasurface surface susceptibilities and e) resulting scenes created by four observers located in each quadrant.
The simulation parameters are: PEC Square of 2.5 cm side length rotated by 10◦; Two cylinders located at (−0.02, 0) m and
(0.02,−0.01) m with radii of {0.015, 0.00335}m, with reflectance and transmission of {0.9, 0.1} and {0.1, 0.9}, respectively;
Dielectric Cylinder of radius 0.04 m, and refractive index 3 located at the origin (0, 0); Three small PEC circles of radius r =
0.0025 m located at (−0.01, 0.01), (0.0, 0.0), and (0.01,−0.01), respectively; Four observers located at (±0.0525,±0.0525)
and the radius of the metasurface hologram is 0.075 m.
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FIGURE 11: A dynamic hologram with reconfigurable surface susceptibilities projecting an illusion of a specified object (PEC
triangle, here) located within a slowly time-varying complex scene consisting of a PEC background and a moving dielectric
square object along a specified trajectory. The reference scattered fields, and the recreated fields using a metasurface hologram,
the corresponding surface susceptibilities and the SFO scene, at three arbitrary time instants, a) t0, b) t1 and c) t2. Illumination
fields are the same as the incident fields. The simulation parameters are: dielectric inclusion of size 0.02×0.02 m with refractive
index 2, PEC triangle of size 0.025 m located at the origin (0, 0) and the observer is located at (−0.0525, 0.0525) m.
region in a complex scene. Fig. 12(a) shows a reference
scene consisting of triangular PEC object placed in front of
a patterned background. The background is modeled using a
metasurface with alternating reflective and absorbing region
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FIGURE 12: Dynamic camouflaging example using reconfigurable metasurface susceptibilities, where a moving hollow
hologram (hiding an arbitrary object) moves through a complex scene without being detected by the observer, and effectively
camouflaging it. a) Reference scattered fields without the metasurface hologram. b) Computed scattered fields in the presence
of a moving hologram at three times instants, and c) the corresponding time-dependent surface susceptibilities. d) The SFO
scene detected by the observer at all time instants and the reference scene. Illumination fields are the same as the incident fields.
The simulation parameters are: PEC triangle of side 0.025 m located at (−0.005,−02) m, radius of the camouflaged region
0.0075 m and the observer located at (−0.0525, 0.0525).
to generate complex scattering fields. An incident Gaussian
beam from the left is next applied which generate the scat-
tered fields from the PEC object and the pattern background,
in the entire region of interest. The observer simply de-
tects the object and the background. Now, we wish to have
an arbitrary object move and navigate through this region
without being detected by the observer, thereby effectively
camouflaging it at all times.
To achieve this, a metasurface skin could enclose the
object of interest, and with internal illumination to mimic
its composite background consisting of the PEC object and
the patterned wall. Knowing the desired reference fields of
Fig. 12(a), the required surface susceptibilities of the meta-
surface are computed and applied to the region. Fig. 12(a)
shows the scene with the region included, and as expected,
the reference fields are accurately reproduced in the entire
region. Since, the observer measures the same fields, it does
not detect the camouflaged region. As the region moves
inside the scene, the metasurface susceptibilities must be
recomputed at each time similar to that in Fig. 11. Fig. 12(b)
shows three time instants corresponding to three different po-
sitions of the camouflaged region along with slightly different
spatial distributions of the surface susceptibilities shown in
Fig. 12(c). In all cases, the SFO measured by the observer is
the same, as shown in Fig. 12(d), and thus the camouflaged
region remains undetected at all times4.
VI. CONCLUSIONS
A systematic numerical framework based on IE-GSTCs has
been presented in 2D to synthesize closed metasurface holo-
4A continuous animation of this camouflaging process is provided in the
supplementary information as a separate multimedia file.
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grams and skins for creating electromagnetic illusions of
specified objects. The general hologram surface has been
modeled using a zero-thickness sheet model of a generalized
metasurface expressed in terms of its surface susceptibilities,
which has been further integrated into the GSTCs. In combi-
nation with the IE current-field propagation operators, a sim-
ple yet powerful numerical framework of IE-GSTC has been
developed. It has been further shown that the phenomenon of
electromagnetic camouflage can be considered a special case
of a general hologram principle, where instead of projecting
the illusion of a specific object, the object wrapped in a meta-
surface skin may simply mimic its background by projecting
that to the observer as the illusion. To estimate the effective-
ness of the illusions, the notion of a scene constructed by
an observer is developed from first principles and a simple
mathematical model, termed as SFO, based on spatial Fourier
transform has been proposed to construct the angular scene
measured by an observer. The SFO method has been found
to be more insightful and computationally superior to an
other-wise brute-force simulation of the scene with a real
detector. Next, using numerical examples, it has been shown
that to recreate the reference desired fields everywhere in
space using a closed metasurface hologram/skin, an internal
illumination must be applied inside the hologram, in addition
to the applied external illumination fields. Finally, several
numerical examples have been presented of simple, angle-
dependent and dynamic illusions, along with one example
showing a dynamic camouflaged region of space, where it
can freely move inside a given complex scene without being
detected by the observer.
This work represents a continuation of the metasurface
hologram synthesis of [15] focussing on open metasurfaces,
which made it possible to have a clear delineation of the two
half-spaces resulting in a simple classification of Front/back-
lit Posterior/Anterior Illusion with Front/Back-illumination.
The Hologram synthesis has been now extended to closed
metasurfaces where the previous classification doesn’t apply.
Furthermore a requirement of two kinds of illuminations
(external and internal) become a must for field recreation
instead of a single front or back illumination of an open
surface. Although implemented in 2D, the extension of the
method to 3D is a straightforward task. A wide variety of 3D
electromagnetic BEM code has been reported in the literature
with even free software codes [35]–[37], for instance. The
integration of the GSTC interface equations with wide variety
of BEM methods poses no fundamental issues and scaling
the method to large 3D problems is simply a matter of im-
plementation. Finally, the number of possible configurations
and situations for creating EM illusions using both open and
closed metasurface holograms are virtually unlimited, and so
are the number of surface susceptibility solutions. While the
few selected examples chosen here have been to highlight
and illustrate various features of the hologram synthesis, the
proposed framework represents a flexible test-bed to explore
a wider variety of illusion scenarios useful for hologram
designers before attempting practical demonstrations. Natu-
rally, the unprecedented capabilities of EM metasurfaces in
achieving very complex wave transformations is the core of
this procedure, and this presented work in conjunction with
[15], represents a comprehensive set of tools to design and
implement versatile metasurface based holographic surfaces
and camouflaging skins.
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