We study the long time behavior of small (in l 2 ) solutions of discrete nonlinear Schrödinger equations with potential. In particular, we are interested in the case that the corresponding discrete Schrödinger operator has exactly two eigenvalues. We show that under the nondegeneracy condition of Fermi Golden Rule, all small solutions decompose into a nonlinear bound state and dispersive wave. We further show the instability of excited states and generalized equipartition property.
Introduction
In this paper, we consider the following discrete nonlinear Schrödinger equation (DNLS) on Z:
where, H := −∆ + V and ∆ is the discrete Laplacian:
(∆u)(n) := u(n + 1) − 2u(n) + u(n − 1).
Moreover, we set (V u)(n) := V (n)u(n) with n∈Z (1 + |n|)|V (n)| < ∞ (in particular V (n) → 0 as |n| → ∞) and
In the following, we always assume that 0, 4 are not resonances nor eigenvalues.
Remark 1.1. We need to assume β(s) = O(s 3 ) for technical reason related to the slow decay of the linear solution. The sign of the nonlinearity is irrelevant to our discussion because we will consider only small solutions. Remark 1.2. We have σ(−∆) = σ ess (−∆) = [0, 4] , where σ(−∆) (resp. σ ess (−∆)) is the set of spectrum (essential spectrum) of −∆. Therefore, we also have σ ess (H) = [0, 4].
The (continuous) nonlinear Schrödinger equations are universal model which describe wave propagation in weakly nonlinear media with dispersion. Similarly, DNLS type equations appear in various regions in physics such as coupled optical waveguides [20, 36] , photonic lattice [16, 44] , BoseEinstein condensation [4] and nonlinear Su-Schrieffer-Heeger model describing topological insulator [24] . We further refer [18, 19] for the discussion of the role of the linear potential in DNLS.
We are interested in the long time behavior of general small solutions of DNLS (1.1). By small solutions, we mean solutions of (1.1) with initial data u(0, ·) = u 0 ∈ l 2 with u 0 2 l 2 := n∈Z |u 0 (n)| 2 sufficiently small. Notice that by the potential V , the discrete Schrödinger operator H = −∆ + V may have eigenvalues. In this case one can show that there exist nonlinear bound states associated to the eigenvalues of H. Here, a nonlinear bound state is a solution of DNLS (1.1) with the form e −iωt φ ω (n) (see Proposition 1.4. Further, for other types of nonlinear bound states see [1] ). When H has no eigenvalues, it is known that all small (in l 2 ) solutions scatter. By scattering, we mean that there exists η + ∈ l 2 s.t. the solution converges (in l 2 ) to the free solution e it∆ η + as t → ∞. For the case V ≡ 0 this was shown by Stefanov-Kevrekidis [43] . For the case V = 0, it follows from the dispersive estimate of H proved by Pelinovsky-Stefanov [37] (see also [27] and for lower power nonlinearity case, see [31] ). However, we do not know an example s.t. V = 0 and −∆ + V has no eigenvalues (see section 4 and appendix of [27] ).
When H has one eigenvalue, it is known that all small solutions decouple into a nonlinear bound state and dispersive wave. This means that after subtracting suitable nonlinear bound state from the solution, the remainder scatters. Therefore, the solution u(t) can be expressed as u(t) = φ(z(t)) + e it∆ η + + error(t), error(t) l 2 → 0, (1.3) where the nonlinear bound state φ is parametrized by z ∈ C (see Proposition 1.4). This was shown by Cuccagna-Tarulli [14] and Kevrekidis-Pelinovsky-Stefanov [25] independently (see also [35] for lower power nonlinearity case). We remark that similar results also hold for the continuous nonlinear Schrödinger equations (NLS) on R d when the Schrödinger operator has exactly one eigenvalue (see, [23, 32, 34, 39, 41] ). Notice that by the spectral decomposition, the long time behavior given in (1.3) is similar to the long time behavior of the linear discrete Schrödinger equation iu t = Hu. This is quite natural to expect because if the amplitude of the solution is small, then the nonlinear term will be much smaller than the linear term.
We now come to the case that H has two eigenvalues. We set σ d (H) = {e 1 < e 2 } and ω n := e 1 + n(e 2 − e 1 ), (1.4) where σ d (H) is the set of eigenvalues (discrete spectrum) of H. We further set φ j to be the real valued normalized eigenfunctions of H associated to e j . By the author [29] , it was shown that if we assume ω n / ∈ [0, 4] = σ ess (H), ∀n ∈ Z, (1.5)
then there exists a 2-parameter family of quasi-periodic solutions ψ(z 1 , z 2 ) = z 1 φ 1 + z 2 φ 2 + o(|z|) and all small solutions of DNLS (1.1) decouple into a quasi-periodic solution and dispersive wave. Notice that this is also similar to the behavior of linear discrete Schrödinger equation because general solutions can be expressed as u(t) = z 1 e ie1t φ 1 + z 2 e ie2t φ 2 + e −itH P c u(0), (1.6) where z j ∈ C are constants and P c is the projection to the continuous spectrum of H. Further, by linear scattering, there exists η + ∈ l 2 s.t.
e itH P c u(0) = e it∆ η + + error(t), error(t) l 2 → 0 as t → ∞.
In this paper, we assume that ω n = 0, 4 for all n and there exists N 0 ∈ Z s.t.
ω N0 ∈ (0, 4).
(1.7) Remark 1.3. If e 1 < 0 < 4 < e 2 , we have (1.5). Therefore, without loss of generality, we can assume e 1 < e 2 < 0 and ω N0−1 < 0 < ω N0 < 4 for some N 0 ≥ 2. Notice that the case 4 < e 1 < e 2 can be reduced to the previous case by the so-called staggering transform T u(n) := (−1) n u(n). By this transformation, the nonlinear term will change its sign but since we are only considering small solutions, it will make no change in the argument.
We show that under the assumption (1.7) and the Fermi Golden Rule assumption (which we will explain below), all small (in l 2 ) solutions decouple into a nonlinear bound state and dispersive wave (Theorem 1.9). Thus, the solution u(t) can be expressed as u(t) = φ j (z(t)) + e it∆ η + + error(t), error(t) l 2 → 0, (1.8) where φ j (z) = zφ j + o(|z|) is the nonlinear bound state (given in Proposition 1.4) and j will be 1 or 2 depending on the solution. At first glance, one may think the result is similar to the one eigenvalue case because (1.3) and (1.8) looks similar. However, comparing (1.8) with the dynamics of linear discrete Schrödinger equation, there is a large difference because the solution of linear equation satisfies (1.6). Notice that in (1.6), the solution has two bound states but in (1.8), the solution has only one bound state. As a result, we see that there exists no quasi-periodic solution. Therefore, combined with [29] , we see that the long time behavior of small solutions (in particular the existence of quasi-periodic solutions) heavily depends on the position of eigenvalues which generically satisfies (1.5) or (1.7). We now explain the role of two eigenvalues and the meaning of ω n . For simplicity of explanation, we set the nonlinearity to be |u| 2 u. First, notice that by the gauge invariance of the nonlinearity, if we substitute u = e −iej t φ j in |u| 2 u, we get e −iej t φ 3 ω . So, the nonlinearity do not change a single frequency. However, if we substitute u = e −ie1t φ 1 + e −ie2t φ 2 in |u| 2 u, we have
Therefore, we see that new frequencies ω −1 = 2e 1 − e 2 and ω 2 = 2e 2 − e 1 appear (note that ω 0 = e 1 and ω 1 = e 2 , see (1.4)). Similarly, the new frequencies will create more frequencies, and we will have that all frequencies ω n n ∈ Z will be created by the nonlinearity. We now see that the conditions (1.5) and (1.7) are about the resonance between these frequencies with the continuous spectrum of H (recall Remark 1.2). In [29] , we have shown that if there is no resonance (which is the case of (1.5)), then there exists a family of quasi-periodic solutions (or in other words, the solution behaves similar to linear equation), and if there is a resonance, we will show in this paper, there exists no quasi-periodic solution (or the solution behaves differently compared to linear equation). We refer [18, 19] for related discussion.
Recall that the essential spectrum of the continuous Schrödinger operator
Thus, the assumption (1.5) with [0, 4] replaced by [0, ∞) can never be satisfied. Therefore, one can expect that for the continuous NLS, all small solutions decouple into a nonlinear bound state and dispersive wave (and in particular no small quasi-periodic solution exists). Indeed, for NLS on R 3 this was shown by Soffer-Weinstein [42] and Tsai-Yau [45] for the two eigenvalue cases with N 0 = 2 and Cuccagna-Maeda [11] for the general cases. Therefore, our result in this paper is similar to the continuous NLS (for related results for nonlinear Klein-Gordon and Dirac equations, see [13] and [5, 15, 38] ). For experimental realization, see [30] .
When H has more than 3 eigenvalues, the situation becomes complicated. This is because if a pair of eigenvalues {e m1 , e m2 } satisfies (1.5), then one can construct a family of quasi-periodic solutions associated to the eigenfunctions of {e m1 , e m2 }. On the other hand, if {e m1 , e m2 } satisfies (1.7), then from our result, it is natural to think there will be no such quasi-periodic solution. Further, we conjecture there will be no quasi-periodic solution with three modes because {ω n,m } n,m∈Z is generically dense in R, where ω n,m = e 1 + n(e 2 − e 1 ) + m(e 3 − e 1 ). However, this will be a future work.
We introduce some notations to state our result precisely.
• We often write a b by meaning that there exists a constant C s.t. a ≤ Cb. If we have a b and b a, we write a ∼ b.
•
and we define the (real) inner-product of l 2 (Z) by u, v := Re n∈Z u(n)v(n).
• For a ∈ R, we set l a e (Z) := {u = {u(n)} n∈Z | u 2 l a e := n∈Z e 2a|n| |u(n)| 2 < ∞}.
• For a Banach space X equipped with the norm · X , we set B X (δ) := {u ∈ X | u X < δ}.
• For Banach spaces X, Y , we set L(X; Y ) to be the Banach space of all bounded operators from X to Y , and
• We set C ω (B X (δ); Y ) to be all real analytic functions from B X (δ) to Y . By real analytic functions, we mean that f : B X (δ) → Y can be written as f (x) = n≥0 a n x n with n≥0 a n L n (X;Y ) r n < ∞ for all r < δ, where a n ∈ L n (X; Y ) and a n x n := a n (x, x, · · · , x).
• For ω ∈ (0, 4), we define R + (ω) by lim δ↓0 (H − ω − iδ) −1 , where the limit is taken in the space L(l 2,σ (Z), l 2,−σ (Z)) for σ > 1. See, Lemma 3.2 of [14] for the existence of such limit.
• For j = 1, 2, we define φ j,R := φ j and φ j,I := iφ j .
• We set z j,R := Re z j , z j,I := Im z j and D j,A = ∂ zj,A for j = 1, 2 and A = R, I.
• We set P c u := u − j=1,2A=R,I u, φ j,A φ j,A .
It is well known that there exist families of small nonlinear bound states of (1.1) which bifurcate from φ j . For the proof, see [29] . Proposition 1.4. Fix j ∈ {1, 2}. There exist a 0 > 0 and δ 0 > 0 s.t. for all z ∈ B C (δ 0 ), there exists
where E j (|z| 2 ) = e j +ẽ j (|z| 2 ). Further, we have |ẽ j (|z|
Using the nonlinear bound states, we can express arbitrary u ∈ l 2 with u l 2 ≪ 1 such as
where
is some near identity operator (see Lemma 2.3 and Lemma 2.4). Thus, the study of the dynamics of u will reduce to the study of the system of ODE and PDE which governs z 1 , z 2 and η.
By a normal form argument, we can simplify the ODE-PDE system as follows. 11) where b N0 > 0 is a constant. Moreover, the new coordinate (which will just write (z 1 , z 2 , η)) satisfies the following system: → 0 (which we will show in our main theorem), then the original coordinate and the new coordinate corresponds. Therefore, we can work on the new coordinate only to get our result. For our result, we need a nondegeneracy condition related to G which appears in the system (1.12)-(1.13). We will assume the following Fermi Golden Rule assumption
We note that Γ ≥ 0 in general. So, the assumption is that Γ = 0. Our main result is the following. Theorem 1.9. Assume (1.5) and (FGR). Then, there exists δ > 0 s.t. if u(0) l 2 < δ, there exists j ∈ {1, 2}, z ∈ C 1 (R; C), ρ + > 0 and η + ∈ l 2 s.t. 16) and η + l 2 + ρ + u(0) l 2 , where u(t) is the solution of (1.1) with λ = λ 0 .
Remark 1.10. The equation (1.15) in the statement of Theorem 1.9 shows that the solution u(t) can be expressed as u(t) = φ j (z(t)) + e it∆ η + + error(t), where error(t) l 2 → 0 as t → ∞. Moreover, since e it∆ η + vanishes in any compact domain as t → ∞, the solution locally (in space) converges to φ j (z(t)). Remark 1.11. We note that, j(∈ {1, 2}) in Theorem 1.9 depends on the initial data u(0). Therefore, even if one may get the impression that both φ 1 and φ 2 are stable, it is not the case. Indeed, we will show that φ 2 is unstable (Theorem 1.15). Therefore, we expect that for generic initial data (where we do not have the precise definition of "generic"), the solutions converge to φ 1 and only for some exceptional initial data, the solutions converge to φ 2 . Remark 1.12. For given G, Γ can be expressed as 17) where ξ N0 = arccos( 1 2 (2 − ω N0 )) andĜ is the distroted Fourier transform of G associated to H (see [6] ). We will give the proof of this formula in the appendix of this paper. Now, the assumption (FGR) reduces to the conditionĜ (ξ N0 ) = 0 orĜ(−ξ N0 ) = 0. Remark 1.13. For N 0 = 4, which will be the simplest case in our situation, G will given by
Clearly seen by the above expression, Γ is related to the overlap of the two eigenvalues of H. Remark 1.14. Unfortunately, for the cases N 0 = 2, 3, G will be 0 (and so Γ = 0) due to the fact that the nonlinearity has no cubic and quintic term. However, one can still assume a generalized version of Fermi Golden Rule assumption such as [11] and obtain the same result in Theorem 1.9 as well as Theorems 1.15, 1.16 with some modification of the proof. In these case, we will have to take into account the higher order terms and in particular, G appearing in (1.12)-(1.14) will have to be modified as
for the case N 0 = 2 and
for the case N 0 = 3. The assumption will now be
for some constant C > 0.
In this paper we also prove several results which give deeper understanding to the dynamics of small solutions of DNLS (1.1). In particular, we show
• the orbital instability of excited state φ 2 (z) (Theorem 1.15),
• the generalization of equipartition property proved by Gang-Weinstein [22] (Theorem 1.16).
We say that a nonlinear bound state φ is orbitally stable if
If φ is not orbitally stable, we say φ is orbitally unstable. We say that a nonlinear bound state φ is a ground state if E(φ) = inf{E(ψ) | ψ l 2 = φ l 2 , ψ is a nonlinear bound state}, where E is the energy of DNLS (1.1) given in (2.6) (there are many definitions of ground state, we adopt this definition to make the following discussion clear). Nonlinear bound states which are not ground states will be called excited states. In this sense, φ 1 (z) are ground states and φ 2 (z) are excited states for |z| ≪ 1. It is a classical result by Rose-Weinstein [40] that under our assumption all ground states φ 1 (z) with |z| ≪ 1 are orbitally stable (see also [21] ). On the other hand, the orbital stability/instability of excited states are a subtle problem and there are not many rigorous results (see the discussion in [7, 12, 26, 33] ). In fact, one should notice that excited states of linear Schrödinger equation are orbitally stable (See also [28] ). Further, it was shown by the author [29] that if we have (1.5), then the excited states φ 2 (z) with |z| ≪ 1 are orbitally stable. However, if we have (1.7) and assume (FGR), then excited states turn out to be orbitally unstable. This result corresponds to Theorem 1.4 of Cuccagna-Maeda [11] .
Theorem 1.15. Under the assumption of Theorem 1.9, φ 2 (z) is orbitally unstable.
By Theorem 1.9, we see that only one of the nonlinear bound state is selected and the other disappears (and by Theorem 1.15, usually a ground state is selected). Therefore, it is natural to ask that what amount of mass (l 2 norm) of the excited state will be transported to the ground state and what amount will be damped to spatial infinity. The answer is quite surprising. In [22] GangWeinstein proved that, for continuous NLS with two eignevalues with N 0 = 2, the excited state component is divided approximately half and half. That is, half of the mass is damped to the spatial infinity and the other half is absorbed to the ground state. Because of this fact, Gang-Weinstein [22] called this phenomenon "equipartition property".
Here, we generalize Gang-Weinstein's result (although we are considering DNLS, the same proof holds for continuous NLS with two eigenvalues). In particular, we consider the cases for arbitrary N 0 ≥ 2 and also the case which excited states are selected. Theorem 1.16. Under the assumption and conclusion of Theorem 1.9, set ε := u(0) l 2 < δ, where δ is given in Theorem 1.9. Then, if u(t) converges to φ 1 (z), we have
and if u(t) converges to φ 2 (z), we have
where ρ + is given in Theorem 1.9.
Remark 1.17. For the case N 0 = 2, if u(t) converges to the ground state φ 1 (z), we have
, which is the equipartition property of Gang-Weinstein [22] . However, we note that the N 0 = 2 case as well as N 0 = 3 case need generalized version of (FGR) given in remark 1.14.
The proof of Theorems 1.9, 1.15 and 1.16 are based on the argument developed in [11] . Following standard arguments, we first decompose the solution in the form u(t) = φ 1 (z 1 (t)) + φ 2 (z 2 (t)) + η, where η satisfying suitable orthogonal conditions. This will be done in section 2.1. By such decomposition, we reduce DNLS (1.1) into a system of two complex ODE and one DNLS-like PDE. However, this system will be very complicated. To simplify the system and moreover to be able to apply Birkhoff normal form argument, we will perform the first change of coordinate to make the coordinate to be "canonical" (or in other words, diagonalize the symplectic form). This is done by Darboux theorem (Proposition 3.1). We next apply the Birkhoff normal form argument (Proposition 3.3), which is another change of coordinate, developed in [2, 3, 8, 9, 10, 11] . By Birkhoff normal form argument, we can change the coordinate (z 1 , z 2 , η) s.t. DNLS (1.1) will be a Hamiltonian equation with the new Hamiltonian E eff + R, where R is the remainder. Here, the effective Hamiltonian becomes something like
where G is a Schwartz function and (
The energy in the original coordinate (see (2.8)) will have many terms with both resonant and nonresonant frequencies. One can think each z 1 has frequency e −iejt so the frequency of a monomial z
, a first order in η term, which is responsible to the interaction between z and η, in the energy with the form z
2G , η (with some Schwartz functionG) can be regarded as a nonresonant term and if e 1 (µ 1 − ν 1 ) + e 2 (µ 2 − ν 2 ) ∈ (0, 4), then such term is a resonant term. The role of the Birkhoff normal form is to erase the nonresonant terms. The last term in (1.18) is the resonant term of the lowest order, which dominates all the other resonant terms. By such procedure, we will arrive to the system (1.12)-(1.14), which is similar to the "nonlinear toy model" of Weinstein [46] . For the precise form of the Hamiltonian and the system, see (4.1) and
G becomes a solution of the third equation without the nonlinear term P c β(|η| 2 )η. Thus, substituting η = Y + "error" to the equations of z j , we obtain 1 2
Then, by integrating (say) the second equation, provided Γ > 0, we obtain the integrability of |z 1 | 2(N0−1) |z 2 | 2N0 . The assumption Γ > 0 is the assumption (FGR). Theorem 1.9 is a consequence of the above argument combined with the Strichartz and Kato smoothing estimates. Further, Theorem 1.15 will be a easily deduced from Theorem 1.9 combined with simple observation of the energy of the initial data and the final data. Next, notice that the Effective Hamiltonian E eff is invariant under (z 1 , z 2 , η) → (e iN0θ z 1 , e i(N0−1)θ z 2 , η). Therefore, we have an "almost" conservation of
Comparing the initial data and the final data, we will arrive to the generalize equipartition property (Theorem 1.16).
This paper is organized as follows. In section 2, following [23] , we introduce a nonlinear coordinate by a standard modulation argument. In section 3, we introduce Darboux theorem and Birkhoff normal form arguments. In section 4, we introduce some linear estimates and give estimates for the solution of (1.1) in Strichartz and weighted spaces by Bootstrap argument. In section 5, we give the proof of Theorems 1.9, 1.15 and 1.16. In section 6, we gathered the proofs of Darboux theorem (Proposition 3.1), Birkhoff normal form (Proposition 3.3) and a local decay estimate (Lemma 4.7). This section will be technical.
Nonlinear coordinates
In this section, we introduce the nonlinear coordinate by standard modulation argument. Further, we expand the energy with respect to this coordinate.
Coordinates
We first decompose u as a sum of nonlinear bound states and a function in H c [z]. 
Proof. The proof is standard. Set
Then, the conclusion follows from the implicit function theorem and the analyticity of F with respect to u, z, λ. See Lemma 3.1 of [29] .
Since the nonlinear continuous space H c [z] depends on z which depends on u, it varies when u varies. To fix the space where v belongs, we introduce
Proof. The proof is standard. See, for example [29] .
Combining Lemmas 2.2 and 2.3, we have a coordinate in B l 2 (δ) for sufficiently small δ > 0.
Lemma 2.4. Let δ > 0 sufficiently small. Then
is a C ω diffeomorphism to the l 2 neighborhood of the origin. Further, we have
We will define η(u) from (2.2).
Definition 2.6. Let δ > 0 sufficiently small. We set η ∈ C ω (B l 2 (δ); l 2 c ) by
where z j are given by Lemma 2.2.
Expansion of energy
It is well known that (1.1) conserves the l 2 -norm and the energy:
We set E 0 (z, η) := F * E(z, η) := E(F (z, η)). Our interest here is the expansion of E 0 with respect to z and η. However, before that we introduce a notation mainly to represent the remainder terms.
Definition 2.7. We set
where X = R, C, C 2 , l a e and l a e,c . Since (one of) our aim is to show |z 1 z 2 | → 0, we set
and count how many Z is there in each terms of the energy expansion.
Proposition 2.8 (Energy expansion).
There exists a > 0 s.t. for all k ≥ 1, 0 ≤ l ≤ k and
(a 0 , δ) and |ψ| |z| (see (2.4)). Now, by Taylor expansion, we have
Notice that E(η) = E 0 (0, η). We now show that the second term in the r.h.s. of (2.9) is R R (a, δ 0 ) for some a > 0. Expanding the second term of the r.h.s. of (2.9), we have
The first term is obviously in R R (a 0 , δ 0 ) and bounded by |z|. For the second term, first notice that
for n ≥ 0. Thus, for any a > 0, we have
we see that the above term belongs to R R (a 0 /(2n + 1), δ). Therefore, we have
with a = a 0 /(2M +1)(Recall (1.2)). Thus, expanding 1 0 ∇E(η + sψ), ψ ds with respect to z 1 , z 2 , η and rearranging them, we have the expansion (2.8).
Finally, the property C k,j,l = C k,j,k−l comes from the fact that E is real valued and the property C 1,j,l (0) = 0 comes from the fact that the only possible source of such term are Hz j φ j , z 3−j φ 3−j and they are 0.
Normal form argument
In this section, we change of the coordinate given in Lemma 2.4 by Darboux theorem (Proposition 3.1) and Birkhoff normal form argument (Proposition 3.3) . The proof will given in sections 6.1 and 6.2. As explained in the introduction, the role of Darboux theorem is to diagonalize the symplectic form and make it possible to proceed the Birkhoff normal form argument. Next, by the Birkhoff normal form argument we erase the nonresonant terms.
Darboux theorem
Set Ω(X, Y ) := iX, Y . We define a new symplectic form Ω 0 by
where dz j , dη are the Fréchet derivative of z j , η given in Lemma 2.2 and Definition 2.6 respectively,
with X j = dz j (X), Xj = dz j (X) and
Note that Ω is the symplectic form associated to the Hamilton equation (1.1). We want to change Ω to Ω 0 , which has no cross terms. 
The proof is similar to the proof of Darboux theorem in [29] (see also [11] ). However, for convenience of the readers, we give the proof in section 6.1
Let F ∈ C 1 (B l 2 (δ); R). Then the Hamiltonian vector field X F with respect to the symplectic form Ω 0 is defined by the relation
and
we have
3) 
since E is real valued, we have
Proof. First, notice that we can extend
(a, δ) for a > 0 given in Proposition 3.1. Next, by the proof of proposition 2.8, we have E 0 (z, η) − E 0 (0, η) ∈ R R (a, δ). Therefore, we see that
has the expansion similar as (2.8) without the term E 0 (0, η). Further, since
(a, δ), the same argument as in the proof of Proposition 2.8 holds for the expansion of E(0, η +η D ) and as a conclusion we have the same expansion as (2.8). The only nontrivial part is the absence of terms
On the other hand, because of (3.1), (z 1 
Birkhoff normal form
We now go in to the Birkhoff normal form argument, which make us able to erase "nonresonant" terms in the expansion of the energy. We set
Further, since E is real valued, we have C k,j,l M = C M k,j,k−l . Remark 3.4. By the definition of R(k), we have
We will give the proof of Proposition 3.3 in section 6.2.
Dispersion

Linear estimates
We will now introduce linear estimates of e −itH . Lemmas 4.2-4.5 can be found in [14] . See also [37] and [25] . Further, for the recent refinement, see [17] .
In the following we always assume H is generic in the sense of Lemma 5.3 of [14] . We will prove lemma 4.7 in section 6.3. Definition 4.1. For an interval I ⊂ R, we set
, and
Lemma 4.2 (Dispersive estimate).
We have g Stz * (I) .
Lemma 4.4 (Kato Smoothing)
. Let I ⊂ R be an interval. Let σ > 1. Then, we have
Lemma 4.5. Let I ⊂ R be an interval. Let σ > 1. Then, we have
Remark 4.6. In [14] , the estimates of Lemmas 4.4 and 4.5 are expressed in the time averaging norm l 2,±σ n L 2 t . However, since both time and space are L 2 (l 2 ) based norms, we can exchange them by Fubini.
Lemma 4.7. Let I ⊂ R be an interval. Let σ > 7/2. Then, for t ≥ 0, we have
Bootstrapping
We now solve DNLS (1.1). We use the normal form Proposition 3.3 with M = 2N 0 . In this case, E 2N0 can be written as
and 
Therefore, by (3.2) and (3.3), we have
iη t = Hη + P c β(|η| 2 )η +z
where G = G 2N0 N0−1,2,0 (0) and
Notice that we have used
R X (X = 1, 2, η) satisfies
First, notice that by the mass conservation, we have the following.
Proposition 4.9. There exist ε 0 s.t. for 0 < ε < ε 0 , if
Further, by (4.2) and (4.3) and Proposition 4.9, we have
The main estimate is the following. 
In the following, we prove Proposition 4.10 by assuming that the estimates hold in a time interval [0, T ] with the bound C = C 0 for sufficiently large C 0 (but C 0 ε ≪ 1). Then, we show that we can improve the bound to 1 2 C 0 . The key point is that there is an transfer of energy from the ODE part to the PDE part. This can be seen by the integrability of |z
2 , which implies either one of z 1 or z 2 must decay.
Lemma 4.11. Under the above assumption, we have
Proof. By Duhamel formula, we have
By Lemmas 4.3 and 4.4, we have
Next, by Lemmas 4.4 and 4.5, we have
Finally, for the second term, we have
where we have used the fact η L 7 l 14
where we have used the Minkowski inequality in the second line.
Combining the above estimates, we have
Stz∩L 2 l 2,−σ (0,T ) . Therefore, combining with the assumption of proposition, we have the conclusion. Now, set ω * := ω N0 = e 1 + N 0 (e 2 − e 1 ) and Y = −z
Notice that Y is the solution of (4.4) without P c β(|η| 2 ) and R η with the assumption iż j = e j z j . Thus, g can be considered to be a remainder term.
Further, since ω * = N 0 e 2 − (N 0 − 1)e 1 , and 
The third term and fourth term in the r.h.s. of (4.8) are already estimated in (4.6) and (4.7) and we have
Finally, for the last term in the r.h.s. of (4.8), we have
Therefore, we have the conclusion. Now, substituting η = Y + g into the equation, we have
Recall that we have assumed
Remark 4.13. Notice that since G is analytic w.r.t. λ, Γ is also analytic w.r.t. λ.
Now, integrating the second equation on time interval [0, T ], we have
Therefore, we have
which gives us the conclusion of Proposition 4.10. Finally, we show that |z j (t)| have to converge and one of the limit must be 0.
Proposition 4.14. Under the assumption of Proposition 4.10, there exists ρ j ≥ 0 with ρ 1 ρ 2 = 0 such that |z j (t)| → ρ j , as t → ∞.
Proof. First, to show |z j | converge to some ρ j , it suffices to show
However, this follows immediately from Proposition 4.10 and (4.9), (4.10). Next, if ρ 1 ρ 2 = 0, this will contradict with the fact that |z
| is integrable. Therefore, we have the conclusion.
Proof of main theorems
Because of Proposition 4.10, we will get Theorem 1.9 and Theorem 1.16 immediately. Further, Theorem 1.15 will be an direct consequence of Theorem 1.9 with a simple observation.
Proof of Theorem 1.9. First, because η Stz(0,∞) < ∞, there exists η + ∈ l 2 s.t. η(t)−e it∆ η + l 2 → 0 as t → 0. Next, by (4.9) and (4.10), we see that |z j | converges. Further, since |z
2 | is integrable, one of j = 1, 2 has to converge to 0.
Finally, since the original coordinate and the new coordinate which we used above, is connected by the relation (3.6), we can translate the result for the new coordinate to the original coordinate.
Proof of Theorem 1.16. We have
and if we have |z 2 (t)| 2 → ρ 2 + , we have
So, again translating the new coordinate to the old coordinate, we have the conclusion. Note that from Proposition 1.4, Lemma 2.3 and Lemma 2.4, we have |z j (0) − (u 0 , φ j ) | ε 7 so we can replace z j (0) by |(u 0 , φ j )| in the conclusion of the Theorem.
For the proof of Theorem 1.15 is completely the same as the proof of Theorem 1.4 of [11] . Therefore, we omit the proof. See also [12] .
Proof of technical propositions 6.1 Proof of Darboux theorem (Proposition 3.1)
In this section, we prove Darboux theorem, which is a change of coordinate to make the original coordinate to be a "canonical" coordinate. For the discussion of the strategy of the proof, see [29] . We set
Lemma 6.1. Let δ > 0 sufficiently small. Then, there exists F η ∈ R l a e (a, δ) and F j,A ∈ R R (a, δ) (recall Definition 2.7) s.t. for some C ∈ R R (a, δ), we have Proof. First, since
Now, notice that we have
Setting Γ = r.h.s. of (6.2), we see that F η ∈ R l a e (a, δ), F j,A ∈ R R (a, δ) and further (6.1) is satisfied.
We set
Proof. We directly solve
First, for fixed X k,B , we can solve (6.6) by Neumann series. Notice that the solution X η becomes analytic w.r.t. z, η, λ, s and X k,B . Next, since Ω(D j,B φ j (z j ), D j,A φ j (z j )) is invertible, we can solve (6.7) again by Neumann series. Therefore, we obtain X j,A and X η which satisfies (6.3), (6.4) and (6.5).
We now consider the following system 9) with the initial condition (r z , r η ) = (0, 0), where where
e,c )). Then, by implicit function theorem, we can show there exist (x 1 (z, η, λ)(s), x 2 (z, η, λ)(s), η(z, η, λ)(s)) which satisfies Φ = 0.
Proof of Birkhoff normal form (Proposition 3.3)
We prove Proposition 3.3 by induction of M . The proof of Proposition 3.3 is similar to the proof of Theorem 5.9 of [11] . The aim here is to erase the nonresonant terms in the energy expansion.
Before, going in to the induction argument, we introduce some notations.
and z ∈ C 2 , we set
We further set δ i,j is the usual Kronecker delta, |µ| = µ 1 + µ 2 for µ = (µ 1 , µ 2 ) ∈ N 2 0 , e = (e 1 , e 2 ) and e · (µ − ν) = e 1 (µ 1 − ν 1 ) + e 2 (µ 2 − ν 2 ). We redefine the resonant set by
Remark 6.5. If m = (µ, ν) ∈ R(k), we automatically have µ 2 = ν 2 because |µ| = |ν|.
Remark 6.6. If m = (µ, ν) ∈ NR(k), we automatically have e · (µ − ν) = 0. This is because if (µ, ν) ∈ NR(k), then we have
However, this is in some sense special for the two eigenvalue case. When we have three or more eigenvalues, we need to assume an additional nonresonance condition such as (H3) of [11] .
Remark 6.7. If l ∈ R(k) (where the definition of R(k) is given in (3.4)), then there exists a corresponding m ∈ R(k) s.t. Z k−lZ l = Z m and vise versa, where Z is defined in (2.7). Similarly, if l ∈ R(k, j) (where the definition of R(k) is given in (3.5)), then there exists a corresponding m ∈ R(k, j) s.t. z j Z k−lZ l = Z m and the inverse also holds.
To prove Proposition 3.3, it suffices to prove the following proposition.
Proposition 6.8. Let M ≥ 2 and assume that for a, δ > 0, there exist C
where R M−1 ∈ R R (a, δ) and
−a e , (6.11) We will construct Y M in Proposition 6.8 by Hamiltonian vector flow of some auxiliary Hamiltonian. Therefore, the task will be to construct the auxiliary Hamiltonian to erase the terms
Before getting in the details of the proof, we explain the basic strategy of the proof and the role of the nonresonace condition. We first explain how to erase
mj ,j not depending of z j . We set the auxiliary Hamiltonian as
Then, the canonical change of coordinate (z 1 , z 2 , η) → (z 1 + r 1 , z 2 + r 2 , η + r η ) induced by the Hamilton vector field X χ will satisfy
where m j = (µ j , ν j ) = (µ j,1 , µ j,2 , ν j,1 , ν j,2 ). Substituting this into the quadratic part of the energy, we have 1
where h.o.t. are the higher order terms. Thus, if we set
mj ,j , then these terms will cancel with the terms which we wanted to erase. It is now clear that the nonresonance condition enables us to solve the above equations.
We will now go in to the detail of the proof. Although the basic strategy is simple as above, the actual proof will be involved because C M−1 m,j and G M−1 m,j depends on z j and we have to erase them at once. To do so, we will use implicit function theorem. Also, we will have to estimate the error of the time one mapping of the Hamilton vector flow.
As explained above we will consider the auxiliary Hamiltonian in the form
e,c ), we set b m,0 (|z 0 | 2 ) = b m,0 and bm ,j =b m,j . Then, by (3.2) and (3.3), we see that the Hamiltonian vector field X χ is given by
with ρ = (ρ 1 , ρ 2 ) and
Notice that we have
Further, we have
We set (r z (z, η)(s), r η (z, η)(s)) = (r z (s), r η (s)) = (r 1 (s), r 2 (s), r η (s)) to be a solution of
with (r z (0), r η (0)) = (0, 0). Equivalently, we are setting (r z (s), r η (s)) to be the solution of
14)
We set (r z (z, η), r η (z, η)) := (r z (z, η)(1), r η (z, η)(1)).
By standard argument, we have the following lemma.
Lemma 6.11. Let δ > 0 sufficiently small. Then, there exists
is the solution of system (6.14)-(6.15) and
Proof. We only prove (6.16).
Therefore, we have the conclusion.
We set w z and w η to be the solution of the following integral equation.
The existence of such w z , w η are standard. We set w z (z, η, ρ, b, B) := w z (z, η, ρ, b, B)(1) and
The contribution of w z and w η are given by the following, which can be obtained by mere substitution.
Lemma 6.12. For R > 0, there exist δ > 0 s.t. there exists
Lemma 6.13. We have . For the second integral, using Taylor expansion again, the terms with r k − w k or r η − w η can be absorbed in the l.h.s. of (6.19) . The for the term with ρ(z + r z ) − ρ(z) can be bounded using Lemma 6.11. Therefore, we have (6.19) . We skip the proof of (6.20) .
By lemmas 6.12 and 6.13, we see that the only part which affects the terms with m ∈ NR(M ) or m ∈ NR(M − 1, j) in the expansion of E M−1 (z + r z , η + r η ) will be w z and w η .
Lemma 6.14. We have We now prove Proposition 6.8.
Proof of Proposition 6.8. We compute E M−1 (z + r z , η + r η ). Notice that by Lemma 6.13, no effect of r z − W z , r η − W η and |z k + r k | 2 − |z k | 2 − |z + w k | 2 appears in terms which we are in concern. We can write E M−1 (z + r z , η + r η ) as Notice that the terms in the first and second line is not affected by r z , η z . This is because of Lemma 6.11. We want to havẽ 
Proof of the decay estimate Lemma 4.7
In this section, we prove Lemma 4.7. Set φ 1 , φ 2 , φ 3 ∈ C ∞ 0 (R; R) s.t. for t > 1. The estimate for j = 1 and j = 3 is similar so we only show it for j = 1, 2. Before proving the estimate for j = 1, we prepare an elementary lemma. We now prove (6.23) for j = 1. Set g(x) = lim δ↓0 φ 1 (x)(x− ω * − iδ) −1 = φ 1 (x)(x− ω * ) −1 ∈ C 
