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Abstract—Depth images captured by off-the-shelf RGB-D cam-
eras suffer from much stronger noise than color images. In this
paper, we propose a method to denoise the depth images in RGB-
D images by color-guided graph filtering. Our iterative method
contains two components: color-guided similarity graph construc-
tion, and graph filtering on the depth signal. Implemented in
graph vertex domain, filtering is accelerated as computation only
occurs among neighboring vertices. Experimental results show
that our method outperforms state-of-art depth image denoising
methods significantly both on quality and efficiency.
Index Terms—RGB-D, depth denoising, graph signal process-
ing, graph filtering
I. INTRODUCTION
RGB-D cameras have been playing important roles in
computer vision and robotics [1]–[3] with the ability to obtain
3D geometric information and texture information at the same
time, and have even been integrated into high-end cellphones
in recent years for applications such as facial recognition and
augmented reality (AR), etc.. However, due to the limitation
of depth sensors, the quality of the depth images in RGB-
D images is usually unsatisfying, suffering from holes, low
resolution and especially much stronger noise comparing to
that of the color images [4].
As the depth image and color image both come from one
snapshot of the same scene, these two images are spatially
corresponded and can be aligned. In the natural environment,
discontinuities often simultaneously present at the same loca-
tions in the depth image and its corresponding aligned color
image, while regions that are homogeneous in the color image
are likely to have similar depth values. Hence, color images
are significant guidelines for the restoration of depth images.
Exploiting the low-noise color images, color-guided methods
are effective ways to improve the quality of depth images by
fusing depth and color information [5]–[10].
Being capable to model the underlying correlations among
data, graph signal processing (GSP) [11] is an appealing theory
to model signals that live on the irregular structure described
by graphs [12], such as sensor networks and social networks.
A graph can depict the correlations between agents which are
modeled as vertices. The signals of the agents, which are
modeled as the graph signal on vertices of the graph, can
be further processed with the GSP. Recently, GSP theory has
been applied to image analysis and processing such as image
compression, segmentation, and denoising, etc. [13]–[16].
Color-guided methods for depth image denoising in [6]–[8]
formulate the problem as an optimization problem and utilize
the guidelines from the color images by modifying the regular-
ization. However, these methods are likely to be intractable and
time-consuming to implement. Another popular framework
for color-guided methods is the convolutional neural network
(CNN), which denoises the depth images using the trained
network, where the color images and original noisy depth
images are taken as input [9], [10]. Deep learning methods
are very computationally intensive and require hardware with
high computing capability and a large dataset for training.
Even though GSP has been successfully applied in image
denoising [15], [16], the efficiency of graph filtering [17], [18]
has not been exploited in the existing methods. Hence, we
firstly introduce graph filtering method to color-guided depth
image denoising and make further acceleration.
In this paper, we introduce the graph filtering in GSP
theory to color-guided depth denoising for RGB-D images.
The proposed iterative method consists of two components:
similarity graph construction and graph filtering. Combining
color and depth image data, a similarity graph is constructed,
preserving the underlying spatial relationship among pixels.
The depth values of pixels, considered as a graph signal,
are denoised with the graph filter designed in graph spectral
domain and implemented in vertex domain, which leads to a
significant reduction in computational complexity [19]. With
a concise framework, our method outperforms state-of-art
denoising methods no matter on quality or efficiency.
II. PRELIMINARIES
A. Graph and Graph Signal
An undirected graph without self-loops used to be denoted
as G := {V, E ,W}, where V , E and W are the sets of
vertices, edges and adjacency matrix, respectively. To be more
detailed, vi ∈ V , (i, j) ∈ E are considered to be a vertex
and an edge connecting vertex vi and vj , respectively, subject
to 1 ≤ i, j ≤ |V|. The adjacency matrix is defined as
W := [Wi,j ]|V|×|V|, where Wi,j represents the weight of
the edge (i, j), and Wi,j = 0 if edge (i, j) /∈ E . Note that
Wi,j ≡ Wj,i in the undirected graph. Typically, edge weight
Wi,j is non-negative, and a large Wi,j implies that the samples
at vertices vi and vj are similar or strongly correlated.
A graph signal refers to the data that resides on the vertices
of a graph. The values sampled at vertex vi are denoted as
ar
X
iv
:1
91
2.
01
83
0v
2 
 [e
es
s.I
V]
  7
 D
ec
 20
19
fi ∈ R. With the vertices appropriately labeled from 1 to
|V|, a graph signal f on G can be treated as a vector f =
[f1, . . . , fi, . . . , f|V|]T, where f ∈ R|V|.
By modeling appropriately, an image can be interpreted as a
graph signal on a graph that represents the underlying intrinsic
image structure as an image is the set of values on pixels
sampled on a 2-D grid. Generally, an image patch or a pixel
is modeled as a vertex in the graph, and edges are connected
between vertices following a designed rule [20]. The intensity
on the vertices then is correspondingly considered as the graph
signal.
B. Graph Spectrum and Graph Filtering
Given a graph G(V, E ,W), its degree matrix is defined as
D := diag(d1, . . . , di, . . . , d|V|), where di =
∑|V|
j=1Wi,j , and
its Laplacian matrix is defined as L := D −W [12]. As
the Laplacian matrix is a positive semidefinite matrix, the
eigenvalues of L are considered as the spectrum of the graph
[21], [22]. With the eigendecomposition, Laplacian matrix can
be represented as
L = UΛUT, (1)
where the eigenvalues {λi} along the diagonal matrix Λ is
treated as graph frequencies, and U is composed of orthogonal
eigenvectors ui as columns [20]. Moreover, the graph Fourier
transform (GFT) of the graph signal f is defined as
fˆ := UTf , (2)
where fˆ is the signal on the graph spectral domain, repre-
senting the spectral components of the graph signal f [12].
Accordingly, the inverse GFT is given by f = Ufˆ .
With the spectrum of a graph signal f , the graph spectral
filtering can be defined as fˆ ′i := h(λi)fˆi, where fˆi is the i-th
component of fˆ , and h(·) is the spectral response function of
the filter. Thus, fˆ ′i is the coefficient of frequency component
ui filtered by h(λi). With the GFT and inverse GFT, graph
spectral filtering is denoted as
f¯ = U
h(λ1) 0. . .
0 h(λ|V|)
UTf = Uh(Λ)fˆ , (3)
where f¯ is the filtered graph signal in the vertex domain and
h(Λ) is the spectral response of the graph filter.
Furthermore, the graph filter can be transformed and ful-
filled in the vertex domain, which can be further implemented
with an IIR or FIR graph filter [19], [23].
III. PROPOSED METHOD
A graph properly generated from a depth image with
corresponding aligned color image gives a description of
the underlying structure of area segmentation on depth and
color jointly. The depth values on the pixels of the depth
image are considered as the graph signal which lives on the
graph constructed in the previous step. With graph spectral
analysis, noise-free depth images are manifested to be smooth
in graph spectrum. Treated as a graph signal during the
following processing procedure, denoising for depth image is
implemented with layers of graph-based filters.
A. Color-guided Similarity Graph Construction
Consider an M×N aligned RGB-D image P , where data
on each pixel are denoted as pm,n ∈ P , m=1, 2, . . . ,M, n=
1, 2, . . . , N . To eliminate the influence of lightness, the
CIELAB color space is adopted [24]. The data on pixel is
defined as pm,n := (dm,n, am,n, bm,n), where am,n and bm,n
are the values of A and B channel in the CIELAB color
space, and dm,n is the depth value. The topology of similarity
graph Gdepth(V, E ,W) is constructed by taking each pixel as a
vertex and connecting each pixel to its 4-neighbors to generate
the edges, as shown in Fig. 1 for example. Designed in left-
to-right, top-to-bottom order, each vertex constructed from the
pixel is labeled for the modeling of graph signal in the next
step. Depth values of all the pixels are considered as the graph
signal which lives on the vertices, which can be treated as a
vector f ∈ RMN , e.g. f = (d1,1, d1,2, . . . , d4,3)T that lives on
the graph constructed in the case of Fig. 1.
Fig. 1. Structure of undirected graph generated from a 4× 3 RGB-D image.
As mentioned in the previous section, the weight Wi,j of
edge (i, j) implies the correlation between the i-th and j-
th vertices. Usually, weight between two pixels is computed
using a Gaussian kernel function ψ(·) in the same way it
is done in the bilateral filter [25] and graph-based denoising
method [15]. As the difference between depth values |di−dj |
gets larger, the correlation between pixels vi and vj gets
weaker and the corresponding Wi,j gets smaller. To preserve
sharp edges in depth images, e.g. boundaries between the
foreground objects and background, we introduce a cut-off
policy that sets the weight to zero if |di − dj | is larger than
threshold ∆Th, representing the existence of a sharp edge.
The cut-off policy significantly eliminates potential influence
between patches that are ‘segmented’ by weak weight between
vertices from the foreground and background. Furthermore,
as discontinuities and similar textured areas in color images
are likely to associate with edges and smooth regions in
depth images, respectively, the distance between the color
information of the two pixels should also be considered in
the weight generation function. Hence, guided with color
information, weight is designed as:
Wi,j =
{
ψd(∆
d
i,j)ψa(∆
a
i,j)ψb(∆
b
i,j), if ∆
d
i,j < ∆Th
0, otherwise
(4)
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Fig. 2. Graph spectrum. (a) Noisy depth image. (b) Noise-free depth image.
where ψd(x) = exp
(
− x2
2σ2d
)
, ψa(x) = exp
(
− x22σ2a
)
, ψb(x) =
exp
(
− x2
2σ2b
)
are the kernel functions with the pre-designed
parameters σd, σa, σb, and ∆di,j = |dm1,n1− dm2,n2 |, ∆ai,j =
|am1,n1− am2,n2 |, ∆bi,j = |bm1,n1− bm2,n2 | with i ≡ (n1 −
1)M + m1, j ≡ (n2 − 1)M + m2. Note that the parameters
of kernel functions determine the sensitivity to the input, e.g.,
ψd(∆
d
i,j) gets more sensitive to the difference in depth values
∆di,j when σd gets smaller.
B. Graph Filtering
Spectral analysis for the graph signal constructed from the
depth data shows that with the piecewise-smooth characteristic
[26], a noise-free depth image is expected to be dominated by
low-frequency components in the graph spectral domain, while
a noisy depth image is more likely to get excessive components
in the high-frequency region [15]. Fig. 2 shows the spectrum
of depth signals in the graphs constructed from Reindeer in
Middlebury stereo datasets [27] down-sampled into 112×94,
and its noisy version corrupted by additive white Gaussian
noise (AWGN) with standard deviation σ = 30. Therefore,
we attenuate the noise with a low-pass graph filter, of which
the frequency response function is denoted as h(λ) referring
to (3). One can customize the low-pass filter and its cut-off
frequency appropriately for effective denoising.
After a series of testing for the spectrum of different images
in different resolutions and noise levels, it shows that with
parameters of (4) appropriately designed for different noise
levels, the spectrum of different noisy depth images in different
resolution on the corresponding color-guided similarity graphs
is similar in the distribution of power. Thus, the same graph
filter can be deployed for weakening components in the high-
frequency region to implement the denoising.
For a small image, the depth image can be denoised in the
graph spectral domain using (3) with ease. As the image’s
size expands, the computational complexity in the eigende-
composition of the Laplacian matrix grows explosively. To be
detailed, with the resolution of image expanded to x times,
the number of pixels in the image increases to x2 times,
such that the size of vertices and Laplacian matrix for the
corresponding depth graph increase to x2 times as well. While
the computational complexity of eigenvalue decomposition for
n × n matrix is O(n3), it is easy to get explosive growth
on time consumption when denoising a large image in graph
spectral domain, where GFT and inverse GFT for the graph
signal generated from the depth image are necessary, leading
to a result that eigenvalue decomposition for Laplacian matrix
cannot be skipped, referring to (1), (2). Thus, the spectral filter
is further implemented in the graph vertex domain to enhance
efficiency within the method of graph FIR filter [19].
Specially, further acceleration is made by turning the poly-
nomial function of Laplacian matrix in graph FIR filter into a
nested iterative function specified as follow:
f¯ = h(L)f = (c0I + c1L + · · ·+ cKLK)f (5)
= L(· · ·(L (L (cKf)+cK−1f)+cK−2f)· · ·+c1f)+c0f (6)
where C := {ck}, k = 0, 1, . . . ,K is the set of coefficients
of the K-order FIR filter which is accessible by polynomial
fitting for the curve of spectral response h(λ) about frequency
λ ∈ [0, λmax]. Suppose L ∈ RN×N . The native K-order graph
FIR filter (5) requires K(K−1)2 N
3+(K+2)N2 multiplications
with K(K−1)2 N
3 + K(1−K)+42 N
2 − N additions, while (6)
only requires KN2 + (K + 1)N multiplications with KN2
additions. Hence, (3) is turned into (6), in other words,
eigenvalue decomposition is no more needed and is replaced
by an iterative multiplication of a matrix and a vector, which
results in a significant advance in computational efficiency
improvement. Note that distributed computation is available
for (6) in graph vertex domain since computation only occurs
among neighboring vertices [19].
C. Iterative Denoising with Adaptive Graph Construction
The denoising in the previous subsection could be improved
by repeating it a few more times, which is known as the
iterative denoising. Since the topology of the similarity graph
and the graph signal both depend on the depth image, the
graph and graph signal should be updated accordingly after the
image is filtered. As the quality of graph topology and signal
is improved after each iteration, filtering should become more
intensive with different parameters set in the next denoising
procedure. Thus, parameter adaptive tuning for adaptive graph
construction is also considered in our method by adding
reduction factors γTh, γd ∈ (0, 1) to ∆Th and σd. Iterations
of denoising with adaptive graph construction are deployed,
where rough filtering is assigned in shallow layers to improve
the quality of graph topology and signal, while intensive and
specific filtering is assigned in deep layers for polishing.
(a) (b)
Fig. 3. Visualized edges of similarity graph of Teddy corrupted by AWGN
with σ = 40. (a) 1st iteration. (b) 6th iteration.
(a) (b) (c) (d) (e) (f) (g)
Fig. 4. Denoising of Teddy corrupted by AWGN with σ = 40. Regions in red boxes are highlighted for local detail comparison. (a) Color. (b) Noise-free. (c)
Noisy 16.38dB. (d) BM3D 31.57dB (e) NLGBT 29.48dB. (f) OGLR 32.25dB. (g) Ours 34.08dB.
As shown in Fig. 3, the visualized weighted edges, where
the more black indicates the smaller weight, change according
to the update of graph signal and topology of similarity graph
and become more ‘strict’ but ‘clean’ comparing to the former
one in order to eliminate the noise and keep the details for the
depth image. The whole algorithm is described as Algorithm 1.
Algorithm 1 Fast Color-guided Depth Denoising by Graph
Filtering.
Input: Noisy RGB-D image P , coefficients of FIR filter C
Output: Denoised image P¯
1: (Initialization) obtain M , N , set P¯(0) = P , set parameters
∆
(1)
Th, σ
(1)
d , σa and σb, set reduction factors γTh and γd
2: for t = 1 to T do
3: P(t) = P¯(t−1), construct G(t)depth and f (t) by (4)
4: Compute f¯ (t) by (6)
5: Reconstruct denoised image P¯(t) from f¯ (t), update
∆
(t+1)
Th = γTh∆
(t)
Th, σ
(t+1)
d = γdσ
(t)
d
6: end for
7: return Denoised image P¯ = P¯(T )
IV. EXPERIMENT
A. Experimental Setup
We evaluate our method with different sizes of depth images
together with their aligned color images: Teddy, Moebius,
and Dolls in Middlebury stereo datasets [27]. Additive white
Gaussian noise (AWGN) with standard deviation σ ranging
from 10 to 50 is added to the depth images as the input noisy
depth images. A 2-order Butterworth filter is deployed for
the graph filtering with cut-off frequency empirically designed
as λmax/43. In general, 6-10 iterations are deployed for
iterative denoising. Implemented in MATLAB® R2018b on
TABLE I
PERFORMANCE COMPARISON IN AVERAGE PSNR (DB)
Image Method σ=10 σ=20 σ=30 σ=40 σ=50
Teddy
BM3D 41.17 35.94 33.16 31.32 29.73
NLGBT 41.80 36.84 33.85 31.65 30.26
OGLR 42.80 37.73 34.52 32.20 30.70
Ours 43.64 38.80 36.12 34.11 32.96
Moebius
BM3D 42.03 37.15 34.70 33.09 31.75
NLGBT 42.58 37.63 34.89 33.13 31.98
OGLR 43.31 38.36 35.35 33.19 31.94
Ours 43.73 39.55 37.15 35.81 34.53
Dolls
BM3D 40.77 35.91 33.56 32.19 30.87
NLGBT 41.75 37.21 33.96 31.63 30.44
OGLR 42.54 37.87 34.91 32.63 31.43
Ours 43.03 39.26 37.11 35.60 34.34
TABLE II
PERFORMANCE COMPARISON IN AVERAGE TIME CONSUMPTION (SEC)
Method 463×370 695×555 1390×1110
BM3D 2.1 5.5 22.1
NLGBT 47.8 112.1 >300
OGLR 184 >300 >300
Ours 1.8 3.8 14.8
a desktop with an Intel® Core™ i7-4790K CPU, performance
comparisons in average PSNR and average time consumption
with BM3D [28], NLGBT [15] and OGLR [16] are made.
B. Experimental Results
Objective results. The performance comparisons with dif-
ferent methods are shown in Table I and Table II, where
the best one is marked in bold in each comparison. For the
performance of denoising, PSNR is taken as the quantitative
indicator by calculating the difference between the denoised
image and the noise-free image. As shown in Table I, the
proposed method turns out to outperform other methods
more significantly when dealing with noisier depth images.
Additionally, time consumption comparisons show that the
proposed method is much more efficient than other methods.
Subjective results. As illustrated in Fig. 4, the denoising
results from Teddy corrupted by AWGN with σ = 40 are listed.
The proposed method significantly outperforms the competing
methods, especially in the restoration and preservation of the
sharp edge between the foreground and background. With the
guidelines from the low-noise color image, the restoration for
edges corrupted totally by the noise is easily and properly
fulfilled using the proposed method.
V. CONCLUSION
In this paper, we newly introduce the graph filtering to
the color-guided depth denoising for RGB-D images. Experi-
mental results show that the proposed method, the fast color-
guided depth denoising by graph filtering, is effective, efficient
and easy to implement. Noticing that our iterative denoising
methods with parameters preset is similar to the method of
graph convolutional neural network (GCNN), which treat the
graph construction and filter designing in the same way the
deep learning does, we would like to solve the problem with
GCNN and compare with the method proposed here, and look
forward to discover the relations between them in the future.
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