Abstract. An nonlinear elliptic system for generating adaptive quadrilateral meshes in curved domains is presented. The presented technique has been implemented in the C++ language with the help of the standard template library. The software package writes the converged meshes in the GMV and the Matlab formats. Grid generation is the first very important step for numerically solving partial differential equations. Thus, the presented C++ grid generator is extremely important to the computational science community.
1. Introduction. Quadrilateral meshes are used for visualization, interpolation and numerically solving partial differential equations. The accuracy of a numerical solution of partial differential equation strongly depends on the quality of the underlying mesh [22, 2, 3, 4, 7, 5] . Here, quality means orthogonality at the boundaries and quasi-orthogonality within the critical regions, smoothness, bounded aspect ratios and solution adaptive behavior.
Grid adaptation is used for increasing the efficiency of numerical schemes by focusing the computational effort where it is needed [19, 18] . In this work, we present the elliptic grid generation system for generating adaptive quadrilateral meshes. The presented method has been implemented in the C++ language. The presented method generates adaptive meshes without destroying the structured nature of the mesh. It is easier to develop solvers based on a structured mesh than on an unstructured mesh [20] . There are various software packages available for generating adaptive triangular meshes, but we do not know of any software package that can be used for generating adapting quadrilateral meshes. Thus, the presented method and its C++ implementation are very useful for solving partial differential equations.
For meshing a domain into non-simplex elements (quadrilaterals in 2D and hexahedra in 3D), we seek a mapping from a reference square or cube to the physical domain. This mapping can be algebraic in nature such as Transfinite Interpolation, or it can be expressed by a system of nonlinear partial differential equations such as an elliptic system [6, 8 , and references therein]. We are looking for a vector mapping, F k (k) = (x, y) t , from a unit square in the reference space (k = [0, 1] × [0, 1]) to a physical space (k), that is F k :k −→ k. See Figure 1 . Mapping F k gives the position of a point in the physical space corresponding to a point in the computational or reference space. Let the physical space be given by the x and y coordinates, and the computational space be given by the ξ and η coordinates. Here, ξ ∈ [0, 1] and η ∈ [0, 1]. We are using the following elliptic system for defining the mapping F k = (x, y) t g 22 ∂ 2 x ∂ξ 2 − 2 g 12 ∂ 2 x ∂ξ∂η + g 11 ∂ 2 x ∂η 2 + P x ξ + Q x η = 0, (1) g 22 ∂ 2 y ∂ξ 2 − 2 g 12 ∂ 2 y ∂ξ∂η + g 11 ∂ 2 y ∂η 2 + P y ξ + Q y η = 0. (2) Here, terms P and Q are used for grid adaptation and are given as P = g 22 P For generating grids in the physical space, elliptic system (1-2) is solved for coordinates (x, y) on a unit square in the computational space by the method of Finite Differences. The boundary of the physical domain is specified as the Dirichlet boundary condition on the unit square in the computational space. In Figure 1 , g 1 (= r ξ ) and g 2 (= r η ) are the covariant base vectors at point (x i , y j ). Figure 2 shows a finite difference stencil around point (ξ i , η j ) in the computational space. A finite difference approximation of x ξ and x η at point (i, j) (see Figure 2 ) is
Similarly, y ξ and y η can be defined. Here, we are assuming that the grid in the computational space is uniform. However, the grid in the physical space can be compressed or stretched. Terms P k ij in equations (1-2) are determined through another mapping F 1 . Here, i = 1, 2; j = 1, 2; k = 1, 2 and P k 12 = P k 21 . Mapping F 1 is shown in Figure 3 . This mapping maps a unit square in the computational space to a unit square in the parameter space. For defining mapping F 1 :k −→ k 1 , the boundary and internal grid points of the parameter space are mapped to the reference space. The Jacobian matrix T of mapping F 1 and vectors P 11 , P 12 and P 22 are given as follows Terms P 1 ij (i, j = 1, 2) are the first component of vector P ij , and terms P 2 ij are the second component of the vector P ij . It should be noted that vectors P 11 , P 12 and P 22 can be computed a priori for clustering the grid points in the physical space. A second-order finite difference approximation of different operators required for computing vectors P 11 , P 22 , P 12 and the Jacobian T are given in Table 1 . We are using the stencil shown in Figure 2. 2. C++ Implementation. We have implemented the presented technique in the C++ language for generating adaptive grids. The software package can write meshes in the Matlab and GMV [21] 
The coupled elliptic system are linearised by the method of Finite Differences, and the resulting system is solved by the SOR relaxation (see subsection 2.5). The SOR algorithm consists of three loops: the outer loop (see line number 42 in subsection 2.5) and two inner for loops (see line numbers 45 and 46 in subsection 2.5). Each iteration of an inner loop provides a new mesh by the SOR relaxation. The outer loop is controlled by the maximum number of SOR iterations (see line number 28 in subsection 2.5) and a given tolerance (see line number 26 in subsection 2.5).
The overall algorithm proceeds as follows. Generate grids in the computational and parameter spaces. Compute matrix T and vectors P ij for defining mapping F 1 (from computational space to parameter space). An initial grid, r old , in the physical region is generated by Transfinite Interpolation. This information is then passed to the SOR solver (see line number 42 in subsection 2.1).
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3.1. Example 1. In this example, we cluster the grids along the centre lines of a circular physical domain. Figure 4 shows the grid in the parameter space for concentrating grids at the centre lines of the physical space. Grid density in the physical space is determined by grid density in the parameter space. Figure  5 shows the converged grid in the physical space. For generating this grid lines 26 and 27 in Subsection 2.1 are used. Figure 6 for grids in the parameter space and Figure 7 for the converged grids in the physical space. For generating the grids lines 29 and 30 of subsection 2.1 are used. In this example, we are interested in concentrating grids at the boundary of the physical space. Figure 8 shows the grid in the parameter space for concentrating grids at the boundary of the physical domain. The converged grids in the physical space is shown in Figure 9 . For generating the grids, lines 32 and 33 of subsection 2.1 are used. Conclusions. An elliptic system for generating adaptive quadrilateral meshes in curved domains has been presented. A C++ implementation of the presented technique is also given. Three examples are reported for demonstrating the effectiveness of the technique and the implementation. Since the quadrilateral meshes are very extensively used for numerical simulations, and
