



















































Se,  all'interno dello scenario sopra descritto,  si  facesse una riflessione sui costi della 
telefonia mobile diventerebbe facile intuire quanto un metodo di comunicazione di dati 
audio e video a basso costo possa avere successo.
Con  il   termine  “Voice   over   Internet   Protocol”   (VoIP)   si   intende   un   insieme   di 
protocolli e tecnologie finalizzate alla comunicazione vocale su internet. Disponendo 
di una connessione internet e sfruttando il VoIP è quindi possibile creare l'equivalente 
di una telefonata,  ma a costi molto  ridotti.  Grazie all'implementazione del VoIP  su 













































Il  lavoro   di   tesi,   comprendente   il   progetto   realizzato   e   la   stesura   della   presente 
relazione, è stato svolto in collaborazione con Lorenzo Saporetti. Durante la stesura di 
questa particolare relazione si è  posta particolare attenzione agli aspetti  riguardanti 






















La   possibilità   di   avere   più   interfacce   wireless   eterogenee   sul   nodo   mobile   è   un 
vantaggio in quanto permette al dispositivo di rimanere continuamente connesso anche 
nel  caso  in  cui  una delle  connessioni  non  sia  più  disponibile.  Questa  situazione è 
tutt'altro che remota  in quanto l'utente di questi dispositivi, muovendosi, può  uscire 
dall'area di copertura di una di queste connessioni. Grazie alla presenza di molteplici 
interfacce   di   rete   è   possibile   cambiare   access   point   e   tipo   di   connessione   senza 
compromettere   la   continuità   del   collegamento   ad   internet  (handover).   Questo 






il   collegamento   alla   rete   tramite   quella.   Quando   poi   le   prestazioni   dell'interfaccia 
attualmente   attiva   cominciano   a   degradarsi,   si   procede   alla   ricerca   di   una   nuova 
connessione   con   la   quale   mantenere   il   collegamento,   sostituendola   all'attuale.  La 
selezione della migliore interfaccia di rete da utilizzare viene fatta seguendo non solo il 









terminare  sessioni   di   scambio   di   dati   multimediali,   come  possono   essere   delle 
chiamate video e/o  audio,  tra due  o  più  partecipanti. All'interno di questo  protocollo 
ogni utente viene identificato tramite il suo nome utente e il dominio presso il quale è 
registrato, ad  esempio se  il  nome utente è  “luca.trioschi”  e  il  dominio “ekiga.net”, 
l'identificatore  dell'utente  sarà “luca.trioschi@ekiga.net”. In  pratica  il  protocollo  SIP 
usa quasi lo stesso metodo di identificazione che viene usato nel mondo delle e­mail. 




Come   è   stato   detto   i   messaggi   SIP   vengono   utilizzati   solo   per   la   gestione   della 













destinazione passando per i  proxy e un flusso di dati diretto tra i  due client per il  
successivo scambio di dati.


















dei destinatari  dei  messaggi,  essendo essi   identificati  unicamente 
con la coppia nome utente e dominio.
Redirect Server è   un   software   che   reinstrada   le   richieste   SIP   consentendo   al 
chiamante di contattare altri URI
Location Server è un database contente delle informazioni riguardanti gli utenti di 




























con i quali  ha già  effettuato una connessione e tenere sotto controllo la qualità  del 
servizio   (QoS)  dei   canali   in  modo  da  mantenere   la  VCC.  Queste  architetture  non 
trovano una posizione ben definita all'interno del classico stack ISO/OSI in quanto 
























(il   Location   Server)   con   indirizzo   IP   pubblico   e   fisso   e   quindi   raggiungibile   da 
qualsiasi   client.   Con   questo   sistema   è   sufficiente   che   il   CN   sia   a   conoscenza 









entità   è   realizzata   mediante   un   server   dotato   di   indirizzo   IP 
pubblico e fisso.
Vertical mobility entità   realizzata  ai   livelli  Data­link e  Network per  monitorare   lo 
stato   di   ogni   interfaccia   di   rete   a   utilizzabile   dal   dispositivo   e 
selezionare   l'interfaccia   migliore   con   la   quale   mantenere   il 
collegamento.  Alcuni dei parametri utilizzati per valutare le varie 
interfacce   di   rete   sono   stati   elencati   precedentemente   in   questo 
capitolo. Questa  applicazione viene eseguita sul client mobile del 
servizio.

































sfruttano questa  funzionalità   facendo credere  al  programma originale  che  il  canale 






Un ulteriore  beneficio  derivante  dall'utilizzo  di  questo   canale  virtuale,  osservabile 
utilizzando programmi progettati per funzionare solo su macchine con IP pubblico, è la 
possibilità   del   software   di   non   essere   più   legato   all'utilizzo   di   protocolli   per   il 
rilevamento   della   presenza   e   delle   impostazioni   del   NAT,   come   ad   esempio   il 
protocollo  STUN.   Questo   particolare   protocollo   è   stato   creato   per   permettere   alle 
applicazioni in esecuzione su un computer di scoprire la presenza ed il tipo di NAT o 
firewall interposti tra la macchina e la rete pubblica e di conoscere come questi ultimi 













Pjsip è  una piattaforma sopra   la  quale  è  possibile   la   realizzazione di  applicazioni, 
embedded e non, per la comunicazione VoIP. Questa piattaforma fornisce una libreria 
di   funzioni  platform­indipendent  per   la  creazione e   l'invio di  pacchetti  SIP RTP e 











costruiti  sfruttando la sua piattaforma e le librerie che fornisce  troviamo  MicroSIP 
(telefonia mobile per Windows), csipsimple (telefonia mobile per Android), pjsip­jni 
(interfaccia  per  SIP  per  programmi  Java),  Telephone   (telefonia  mobile  per  MAC), 








Nella   figura   4.1   viene   mostrata   la   struttura   del   progetto   pjsip   con   tutti   i   suoi 
componenti.
Il   programma   è   interamente   scritto   in   C,   con   qualche   inserto   in   C++.  Tutte   le 
informazioni riguardanti pjsip si possono trovare sul sito internet www.pjsip.org.
4.2 Siproxd 0.8.0
Siproxd  è  un  proxy server che gestisce la registrazione di client SIP, riscrivendo  il 
corpo dei  pacchetti  SIP  per  creare  connessioni  con un server  centrale.   Il   software 
supporta client SIP e telefoni SIP­compatibili.
All'interno dell'architettura ABPS, questo specifico programma ricopre il ruolo di “SIP 











È   stato deciso di   inserire  questo pacchetto  tra   il   software studiato e modificato  in 
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quanto  è   stato  effettivamente  necessario  apportare  delle  modifiche  ad  alcune  delle 




quindi nemmeno  citarla  in questo capitolo:  sarebbe stata sufficiente averla installata 
sulla macchina adibita alla funzione di Proxy Server.






più  precisamente:  una Debian 6 (Squeeze)  installata  su una macchina a 64bit,  una 
Debian 5 (Lenny) installata su una macchina a 32bit e una Ubuntu 11 installata su una 
macchina  a   32bit.   Come   editor   di   testo   sono   stati   utilizzati   il   famoso  Eclipse  e, 
all'occorrenza, il classico VIM. Per compilare i sorgenti prodotti si è ricorsi a “Gnu C 
Compiler”   (GCC).  Una   volta   portata   a   termine   la   parte   di   sviluppo,   i   test   sul 
funzionamento   sono   stati   eseguiti   anche   su   un   sistema   operativo   proprietario: 
Microsoft Windows 7 installato su un computer a 64bit,  con l'ausilio di una versione 
enterprise di Visual Studio 2010.
Lo sviluppo  e i test  di siproxd invece  sono  stati  fatti  interamente su una macchina a 
32bit   con   una   versione   di   OpenSuse   installata.   Come   editor   è   stato   utilizzato 
unicamente  VIM e come compilatore ancora GCC.  Ovviamente, come da specifiche 
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SIP  tra   il  Proxy server  e   il  CN per  accordarsi   su quali  porte  mandare   i  messaggi 
multimediali. Questo scambio di messaggi volti a scegliere le porte da utilizzare per la 
comunicazione avviene anche tra il Proxy Server e il MN. Una volta che le porte sono 




comunicando sia   raggiungibile  direttamente  a  quell'indirizzo.   È  compito  del  Proxy 
Server   indirizzare   i   messaggi   verso   il   destinatario   finale.   Al   termine   della 
comunicazione i canali RTP e RTCP aperti per essa vengono chiusi e rimangono attivi 
solo i canali SIP.















Per  giungere   all'obiettivo   è   stato   scelto  di   intraprendere  una   strada  meno   invasiva 
possibile per i  programmi preesistenti.  Come prima cosa sono stati creati  altri  due 
programmi, uno per il pjsip e uno per il siproxd,  che hanno il compito di realizzare il  
canale di comunicazione. Questi programmi girano sulla stessa macchina dei software 





creato  un  nuovo  pacchetto   contenente  dati  utili   all'identificazione  del   client  e  alla 
riuscita della comunicazione, oltre ovviamente al contenuto del messaggio originale. 
Questo nuovo pacchetto viene spedito al programma parallelo che si trova sulla stessa 
macchina il  quale  lo riceve e lo manda al  suo corrispondente utilizzando il  canale 
virtuale. L'altro programma da noi creato legge il messaggio mandatogli e lo consegna 









i   vari   mittenti.  Purtroppo   questa   soluzione   è   adottabile   solo   per   i   pacchetti   che 
provengono   da  pjsip,   infatti   solo   il   programma  parallelo   al   client   è   a   conoscenza 
dell'identificatore.  Per   i  messaggi  provenienti  da  siproxd è   stato  utilizzato un  altro 
metodo  per   il   riconoscimento:   ad   ogni   canale   di   comunicazione   di   ogni   client   è 
associato un numero identificativo univoco N, chiamato fake_sender_port, numero che 
viene fatto vedere a siproxd come la porta dalla quale il messaggio è stato spedito. In 
questo modo quando siproxd  tenta  di  mandare  un pacchetto di   risposta  sulla   tessa 




















originale  minimizza   la  probabilità  che  i  cambiamenti  eseguiti   interferiscano con  il 





Le procedure  ST e  RT sono  l'unica  modifica  apportata  ai   sorgenti  dei  programmi 
originali, escludendo il pezzo di codice che crea i processi paralleli CM e SM.
Figura 5.3
Le procedure ST hanno il  compito di  deviare  il   flusso di dati  verso  il  programma 
parallelo  e   aggiungere   al  messaggio   i   dati   necessari   al   corretto   svolgimento   delle 
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operazioni sopra descritte. La figura 5.3 mostra il nuovo pacchetto creato  da queste 




















della   funziona che si  occupa della  spedizione  del  messaggio.  All'interno di  questa 
funzione, oltre al pacchetto, vengono modificati anche la destinazione del messaggio e 
la sua dimensione: la prima modifica serve per far arrivare il messaggio al programma 











i   dati   ricevuti   nei   programmi   originali.   Il   loro   compito   è   quello   di   modificare   il 





variabile   in  più   rispetto  a  quelle  che   lavorano  sui   client:   siccome  il  Proxy Server 
scambia messaggi non solo con i  client registrati  presso di  lui,  ma anche con altri 
client, con il  server centrale del servizio e anche con altri Proxy Server, è necessario 
che queste funzioni   intervengano solo su determinati  pacchetti.  Questa funzionalità 
viene gestita in collaborazione con il SM e verrà analizzata successivamente.


















































identificatore.  Una volta   trovato  o  inserito  l'elemento corretto  ne  aggiorna  i  campi 
come   la   porta   usata   dal   mittente   e   quella   sulla   quale   il   siproxd   deve   ricevere   il 
messaggio per quello specifico tipo di pacchetto. Nel caso sia il primo pacchetto di un 
certo  protocollo  per   quel   client,   SM   gli   assegna   una   numero   univoco:  la 










caso   usa   come   chiave   di   ricerca   la   porta   sulla   quale   il   pacchetto   è   diretto 











SM,   utilizzando   questo   canale   locale,   la   coppia   IP   e   porta   del   destinatario   del 
pacchetto.  Il  multiplexer controlla nella  lista che sta mantenendo in  memoria se  la 




canale virtuale.  Questa distinzione è  necessaria per non andare ad  interferire con i 






La figura 5.5 mostra  lo schema di  percorso dei  pacchetti  fatti  passare attraverso  il 













struttura  contenente   tali  dati   (pj_sockaddr),  il   tipo  di  pacchetto e   la   lunghezza  del 





















inserisce  quindi   l'ID del  client   (che   è  una  costante  nota)  e   la  porta  dalla  quale   il 
messaggio è stato spedito (ricava questa informazione dalla struttura dati contenente i 
dettagli   sul   mittente   del   messaggio   appena   ricevuto).   Ora   che   il   pacchetto   è 
completamente riempito con i dati necessari viene inviato al SM attraverso il canale 
virtuale  che   nella   figura   5.5   è   rappresentato   dalla   linea   blu   che   passa   attraverso 
internet.
Una volta che il pacchetto è stato ricevuto dal SM esso esegue la serie di operazioni 
precedentemente  elencata  che ora verrà  mostrata  più  dettagliatamente.   Inizialmente 
cerca  nella   lista  dei  client  connessi   l'elemento  associato al  mittente  del  messaggio 
appena ricevuto, usando come chiave di ricerca l'ID presente nel pacchetto. Nel caso la 
ricerca non andasse a buon fine viene creato un altro elemento per  la  lista,   la  cui 
struttura è  mostrata nella figura 5.4. In questo nuovo elemento vengono inseriti  gli 
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stata   correttamente   aggiornata,   è   necessario   apportare   una   modifica   al   pacchetto 








struttura   dati   contenente   i   dettagli   del   mittente;   nel   caso   messaggio   provenga   da 
localhost (quindi da SM) la procedura esegue il suo compito, in caso contrario termina 
senza modificare niente siccome il pacchetto non è tra quelli che vengono gestiti dal 


















andare   dal   Proxy   Server   all'applicazione   VoIP.  Anche   in   questo   caso   la   prima 
differenza  rispetto  al  normale  svolgimento della  comunicazione è   l'intervento della 














un   canale   privato   (un   socketpair)   che   nella   figura   5.5   è   rappresentato   dalla   linea 
tratteggiata e dalla lettera P.  Il SM legge il messaggio e controlla se la coppia IP e 
porta   passatagli   da   ST   appartiene   ad   uno   dei   client   presenti   nella   lista   di   quelli 























della  ST.  Nel  caso  il  pacchetto sia  stato deviato,  è  compito del  SM mandarlo alla 







all'applicazione   VoIP:   si   ricorda   infatti   che   nel   pacchetto   ora   c'è   la   porta   fittizia 
utilizzata per identificare il corretto elemento della lista e questo valore va sostituito 
con la porta dalla quale i pacchetti di quel tipo sono stati realmente mandati dal client. 
Ora che il pacchetto contiene tutti i dati  corretti  (tranne l'identificatore del  client che 
ovviamente non è necessario, a meno che non si voglia in futuro inserire nel CM un 
controllo sui pacchetti in arrivo) può essere inviato al destinatario attraverso il canale 
virtuale.   IP   e   porta   ai   quali   il   destinatario   può   essere   raggiunto   sono   entrambi 
memorizzati   nel  relativo  elemento   della   lista   dei   client   connessi   nei   campi 
real_sender_ip   e   real_sender_port.  Dopo   aver  attraversato   il   canale   virtuale,   il 










la  porta  del  siproxd prendendoli  dal  contenuto del  pacchetto  (i  campi  sender_ip  e 
sender_port).  Dopo   questa   modifica   la   funzione   procede   copiando   nel   buffer   di 
ricezione  il  messaggio originale  e  correggendo il  valore  della  quantità  di  dati   letti 
(anche questi presi dal pacchetto ricevuto nei campi buf e buflen). Anche in questo 
caso   le  operazioni  eseguite  dalla  RT sono volte  a    nascondere   tutte   le  operazioni 
eseguite da ST, SM e CM.
Eseguendo queste operazioni tutti i pacchetti che vengono scambiati tra le applicazioni 
VoIP  e   il  Proxy  Server  possono essere   fatte  passare  attraverso   lo   stesso  canale  di 
comunicazione indipendentemente dal protocollo utilizzato e senza apportare pesanti 
modifiche   ai   programmi   preesistenti,   che   peraltro   rimangono   all'oscuro   di   quanto 
succede allo scambio di messaggi che vedono ancora come diretto. Inoltre grazie al 
lavoro  del  SM è  possibile   realizzare   lo  scambio di  pacchetti  anche  in  presenza  di 
firewall (anche simmetrici) o NAT senza dover ricorrere a protocolli come STUN.
5.6 Debug dell'esistente
Nonostante   i   programmi   di  partenza  fossero   in   grado   di   effettuare   una   corretta 
comunicazione, non erano progettati per seguire l'architettura descritta nel capitolo 2. 
È   stato  quindi  necessario   apportare  delle  ulteriori  modifiche  al   sorgente  di  questi 
programmi   affinché   rispecchiassero   il   comportamento   descritto   dalle   specifiche 
ABPS.














Questo  grave   problema   era   che   il   comportamento   di  pjsip   non  era   conforme   alle 
specifiche  ABPS,  ma seguiva   lo   schema noto  come “SIP Trapeziod”:   solamente   i 
messaggi SIP venivano inviati al proxy server, mentre lo scambio di pacchetti per la 
comunicazione  multimediale   avveniva  direttamente   con   il  CN.  Ovviamente  questo 
comportamento   era   da   correggere   in   quanto   tutto   il   progetto   è   stato   studiato   per 
funzionare in una situazione che segue l'ABPS. Fortunatamente questo problema si è 
rivelato   isolato   unicamente   al   pjsip,   anche   se   siproxd   ha   riportato   molti   più 
malfunzionamenti   di   quanti   ci   si   fosse   aspettato.  Per   correggere   questo 
malfunzionamento   è   stato   sufficiente   modificare   il   contenuto   della   struttura   dati 







Le   modifiche   apportare   a   questa   libreria   sono   tutte   volte   alla   correzione   del 
comportamento della funzione “osip_via_param_del_byname(header,name)” utilizzata 






ma   per   altri   è   stato   possibile   solamente   applicare   una   soluzione   provvisoria  che 
permette la realizzazione del canale oggetto di tesi, ma non risolve definitivamente il  
problema.  La   maggior   parte   dei   malfunzionamenti   riguardavano   la   riscrittura   dei 
campi dei pacchetti  SIP ricevuti  da effettuare prima di inoltrare gli stessi  al server 




La funzione che ha il  compito di  inserire i  parametri  “rport=x;received=y.z.w.k” ai 
pacchetti   SIP   ricevuti   contenenti   il   campo   “rport;”,  più   precisamente   la   funzione 
“ip_add_received_param”   che   si   trova   in   “sip_utils.c”,  è   stata   modificata   per 
rimuovere il vecchio parametro “rport” al campo “VIA” in aggiunta ai suoi normali 
compiti.
Anche  nella   funzione  “ip_add_received_param”  che  deve  preparare   ed   inoltrare   al 
server   centrale   del   servizio   le   richieste   ricevute   (tranne   le   “REGISTER”)   è   stato 










parametri   indicano   il   destinatario   della   risposta.   Tale   destinatario   veniva   letto   dal 
campo “VIA” solo per i messaggi SIP trasmessi su TCP, mentre ora viene letto anche 
per   i   pacchetti   trasmessi   su   UDP.   Come   si   può   facilmente   intuire   le   ultime   due 
modifiche descritte lavorano in simbiosi l'una con l'altra.
Un'ulteriore cambiamento che serve alla corretta modifica del corpo di un messaggio 
SIP  è  quella  che   si  occupa  di   riscrivere   il   campo “a=rtcp”  del  pacchetto  SDP da 
mandare all'altro  end­system.  È  stato aggiunto  il  codice che si  occupa del corretto 
inserimento  della  porta  RTCP per   il   nuovo   stream voce  da   creare.  Questo   codice 
interviene quando il Proxy Server riceve una richiesta “INVITE” o la risposta positiva 





e   al  quale,   purtroppo,   non   è   stato   possibile   trovare   una   soluzione   definitiva. 
Attualmente sono state inserite delle correzioni provvisorie che permettono il corretto 
funzionamento del progetto di questa tesi, ma queste  correzioni  non possono essere 
considerate  la   soluzione   finale   ai  problemi  qui  descritti  ed  è   necessario   trovare   e 
applicare una soluzione definitiva al malfunzionamento.
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Il   seguente   cambiamento   è   stato   inserito   nella   funzione   “main”   che   si   trova   in 
“siproxd.c”. Quando da un client arriva una richiesta di “REGISTER” da inoltrare, il 
siproxd   aggiunge   al   pacchetto   un   campo   “VIA”   contenente   i   parametri 
“rport=x;received=y.z.w.k”  in modo che quando arriva la risposta a tale richiesta il 
programma può andarsi a leggere il destinatario della risposta, cioè il mittente della 
richiesta.  Purtroppo il  siproxd, dopo aver aggiunto correttamente il  campo “VIA” e 
inoltrato   il  messaggio,  va  a   leggere  nel  pacchetto  di   risposta   il  client   finale  a  cui 
inoltrarla dal campo “CONTACT” invece che dal “VIA”. La soluzione provvisoria, e 






un   malfunzionamento,   ma   che   è   stata   ritenuta   degna   di   nota   se   non   altro   per 
evidenziare il  fatto in previsione di sviluppi futuri. Questa caratteristica riguarda  la 






















• sender_port (4 Byte)   → intero a 32 bit senza segno
• destination_ip (16 Byte)   array di caratteri da 16 elementi→
• destination_port (4 Byte)   → intero a 32 bit senza segno
• packet_type (4 Byte)   → intero a 32 bit senza segno
• buflen (4 Byte)   → intero a 32 bit senza segno

























• sender_id (4 Byte)   intero → a 32 bit senza segno
• official_sender_ip (16 Byte)   array di caratteri da 16 elementi→
• official_sender_port   (20  Byte)    → array  di  interi  a  32  bit   senza  segno  da 5 
elementi
• fake_sender_port (20 Byte)   → array di interi a 32 bit senza segno da 5 elementi
• server_port (20 Byte)   → array di interi a 32 bit senza segno da 5 elementi
• next (4~8 Byte)   indirizzo di memoria→
Si  noti  che  anche    questa  struttura  dati  è   stata  creata  per  essere  memorizzata  con 




Il   pacchetto   che   viene   invece   mandato   dalla  procedura  ST  presente   sul   siproxd 
attraverso il socketpair ha una dimensione decisamente più ridotta:
• ip (16 Byte)   array di caratteri da 16 elementi→
• port(4 Byte)   intero → a 32 bit senza segno
Nonostante   sia   sufficiente   la  porta  per   scoprire   se  un  client   è  presente  nella   lista 
mantenuta i memoria dal SM, si è  scelto di inviare anche l'IP in previsione di uno 















delle   regole   di   ABPS,   il   programma   in   esecuzione   continui   a 






porta   sulla   quale   inviarle   i   pacchetti   SIP.   A   quest'opzione   va 
aggiunto anche il parametro “;lr” che fa in modo che i pacchetti di 
risposta   del   Proxy   Server   vengano   inviati  all'IP   e   sulla   porta 
specificati   all'interno   dei   pacchetti   SIP   provenienti   dal   client. 




















differenze  dei  dispositivi  utilizzati  per   i   test   si  estendono anche  all'architettura  del 
processore (32 e 64 bit) e al sistema operativo. I sistemi operativi con i quali è stata 
testata la connessione sono quelli elencati nel capitolo 4.4. Le prove di comunicazione 
sono   state   eseguite   anche   tra   software   che   fanno   riferimento   al   Proxy   Server   e 
applicazioni che comunicano direttamente con il server centrale del servizio.
I test effettuati  nelle varie situazioni di connessione, architettura e sistema operativo 
hanno riportato esiti  analoghi.  Riguardo alla qualità  del segnale trasmesso abbiamo 
potuto verificare che la quantità  di pacchetti  che giungono a destinazione si aggira 






















Si   analizzano   infine   i   limiti   del   progetto   in   questione.  Come   primo   punto   viene 
segnalata  la non gestione delle chiamate in conferenza. Alla situazione attuale non è 
















chiamate   contemporaneamente.   Questo   caso   è  parzialmente  gestibile   dal   sistema 
attuale e unicamente se solamente una delle chiamate sia attiva contemporaneamente. 
La comunicazione è gestita parzialmente perché non ci sono problemi per lo stream in 


















di  più  chiamate  contemporanee dello  stesso utente  non sono state   testate  e  che  le 












rete minimizzando così   il  keep­alive,  funziona  in presenza di firewall  o NAT ed  è 
indipendente dal protocollo utilizzato per la trasmissione dei dati attraverso di esso. I 






Sulla  base  del  progetto   realizzato   sono  possibili  molteplici   sviluppi   realizzabili   in 
futuro. Qui di seguito ne vengono proposti alcuni.











client   in   fase   di   registrazione   e   l'IP   dal   quale   SM   vede   arrivare   i   pacchetti 
(official_client_ip  e real_client_ip).






a   cui   il   pacchetto   sta   per   essere   mandato)   potrebbe   essere   possibile   inserire   un 









chiamate   non   faceva   parte   degli   obiettivi   di   questo   progetto   e   non   è   quindi   stata 
implementata.   Nel   capitolo   sette   si   è   tentato   di   prevedere   il   comportamento   del 









i   pacchetti   che   vengono   mandati   attraverso   la   rete   non   sono   in   chiaro,   ma   le 
applicazioni   che   fanno   uso   del   canale  virtuale  non   devono   essere   modificate   per 
supportare   la  crittografia.  Anche  un meccanismo per   l'inserimento  di  una   sorta  di 
firma digitale (in modo da poter identificare il mittente dei pacchetti) potrebbe essere 
realizzato   all'interno   della   comunicazione   tra   i   multiplexer   in   modo  indipendente 
dall'applicazione originale.
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