An interactive graphics system for analysis of business decisions by J. Ravin and M. Schatzoff
Decision tree analysis is a formal methodology by which complex decision problems can be decomposed into sequences of contemplated decisions (or acts) and their uncertain consequences (or events). The analysis is naturally and conveniently depicted in the form of a tree, where the branches emanating from a given node represent alternative acts or events. Anticipated cash flows and probabilities are associated with appropriate branches of the tree, and an optimal strategy may be defined as that path that maximizes expected monetary gain. The concept of risk aversion may be introduced by means of a preference function, which quantitatively represents the decisionmaker's attitudes toward risks. These ideas will be explored in greater depth and clarified by example in ensuing sections.
Much of the original research and development of methodology for dealing analytically with problems of decision making under uncertainty has taken place at the Harvard Business School over the past dozen years under the leadership of Professors Howard Raiffa and Robert S~hlaifer."~ A pair of interesting expository articles by John Magee on the application of decision analysis to business problems appeared in the Harvard Business Review. 6 . Other terminology that has been employed to describe this approach includes: Statistical Decision Theory, Analysis of Decisions under Uncertainty, and Bayesian Decision Theory.
for decision analysis, since the tree diagram can be displayed on the screen of a graphics display device, and the tree structure itself can be easily manipulated by pointing to specific branches and nodes. This mode of operation should be contrasted to a nongraphics approach that would require a user to locate a particular node or branch by searching a list (or lists) of identifiers. An added advantage of the graphics approach is the interactive capability that allows a user to carry out sensitivity analyses easily and rapidly. For example, a user may wish to examine the implications of changes in his basic assumptions concerning prior probabilities of uncertain events, cash flows associated with particular acts or events, or the structure of the decision tree itself. The ability to interact with the computer by merely pointing to displayed objects with a light pen to change data values or structure, and reevaluating instantaneously renders complex sensitivity analyses almost trivial. These capabilities are of particular importance to the basically nontechnical class of users at which such a system is aimed, namely, executives and their staffs and business school students.
The following section provides an elementary discussion of the principal concepts underlying decision tree analysis. The reader who is already familiar with this methodology may wish to proceed directly to the succeeding sections that describe the functional capabilities of the decision tree graphics system and the design and implementation considerations.
Decision analysis
Virtually all important decisions are made under uncertainty, for it is impossible to predict the future with certainty and one can never know exactly what relevant events will occur subsequent to a particular choice or action. The responsible business executive is continually called upon to make decisions under such circumstances, and must choose a definite course of action among those available to him. Even not acting in a given situation represents a decision that may have uncertain consequences associated with it. The desirability of each alternative course of action contemplated by the decision maker may depend upon the chances that various possible events will occur subsequent to the act, the consequences that will result if certain events do occur, and the desirability (or undesirability) of such consequences. The decision maker must consider the above factors, at least implicitly, in arriving at any given decision. The aim of decision analysis is to systematically decompose the decision problem into its constituent parts, quantify the uncertainties and consequences associated with various elements of the problem, and evaluate in a logical and consistent manner the implications of one set of factors at a time. It provides a means for the decision maker to consider explicitly those factors that he must, of necessity, consider at least implicitly in arriving at any decision.
Let us consider a simple example to illustrate the basic ideas discussed above. Suppose that an oil company owns drilling rights to a particular parcel of land and the company must decide whether or not it should invest in undertaking a full-fledged drilling operation on that land. The decision depends upon the size of the required investment and the likely value of any oil that may be produced. A very simple representation of this problem is provided by the decision tree shown in Figure 1 . The tree starts at an act node A with a choice of two acts, "drill" or "do not drill." The cost of drilling is assumed to be $200,000, and since costs represent negative cash flows, the branch labeled drill has assigned to it a cash flow (CF) of -200. (All cash flows are shown herein as multiples of $1000.) It is estimated that the chances of finding oil are about one in four ( P R 0.25), and that if oil is found, it will be worth $1,000,000. This information is displayed on the branches of the fork emanating from the event node E. Such estimates would most likely be provided by a geologist, based upon his knowledge of the geography and physical characteristics of the site. Note that even in the absence of this i.e., the costs, chances of success, and
The notion of numerically assessing the probability of an uncertain event is one with which the decision maker may feel a bit uncomfortable, for the eve; of finding oil at the site is dissimilar in nature to the outcome of flipping a coin. If the coin is perfectly balanced, the frequency interpretation of probability theory asserts that the proportion of heads will approach one half as the number of flips increases. On a single flip, the result is either a head or a tail, and we resort to the frequency interpretation of probability theory to ascribe one half as the probability of a head on a single flip. In the oil drilling example, we do not have an experiment that can be repeated many times, but we assert that an expert's experience, based as it is on the outcome of many similar experiences, can be used to assess a subjective probability for the outcome of the drilling operation. The actual probability of oil existing is, of course, either one or zero, since oil either is or is not to be discovered at the site. However, until such determination can be made, the decision maker must have some rational basis for assessing the risks associated with each of the actions that he might decide to take. The numerical probabilities that he assigns to the uncertain events represent his subjective beliefs about the chances that these events will occur. If he were a betting man, the decision maker of our example would be indifferent between taking a three-to-one bet that there is oil, and giving the same odds on the opposite proposition. To carry the argument one step further, he should be indifferent to the first gamble and one in which he receives three to one odds that a random selection of one ball from a bag known to contain one white and three red balls will produce the white ball.
The formal analysis of our simple example begins by calculating the total cash flow or terminal value (TV) at each terminal node, as shown in Figure 2 . The expected monetary value (EMV) of the decision to drill is $50,000, computed by averaging the terminal values:
Thus, even though there is a high chance (0.75) of losing $200,000, the large gain ($800,000) that can be realized if oil is found -an event of probability 0.25 -is sufficient to induce the decision maker to drill, since his net expected gain is $50,000. This example illustrates the basic algorithm, sometimes called "averaging out and folding back," used to evaluate decision trees. Starting at the terminal nodes of the tree, one works backwards, computing nodal values as follows:
1. The value of an event node is the expected (or average) value of the nodes corresponding to the branches emanating from the event node in question. It is computed by
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Figure 3 Revised oil decision problem
In the above formula, the notation Pr ( A IB) is read as "Probability of the event A , given the event B." It should be noted that it might be more convenient in a practical situation to assess the marginal probability of the second event and the conditional probability of the first event, given the second event. For example, in our oil-drilling problem, it might be natural for the geologist to assess the marginal probability of oil existing and the conditional probabilities of a favorable survey, given that oil did or did not exist at the site. There is then the problem of converting from the stated marginal and conditional probabilities to those needed for the analysis. This is accomplished by means of Bayes' Theorem: hence the use of the terminology "Bayesian The evaluation of the revised oil decision problem shown in Figure 4 is obtained by "averaging out and folding back" as before. The optimal strategy, as before, is to drill without taking a survey. The interested reader can readily check that if the cost of the survey were $40,000 instead of $60,000, the optimal strategy would have been to take a survey and then drill if and only if the result were favorable, since this strategy would have an expected value of $60,000.
The worth of the survey may be seen to be $50,000 for at this price the decision maker would be indifferent to acting directly or taking a survey and then acting-either strategy has an expected value of exactly $50,000. It would be advantageous to take the survey at any cost below $50,000 and disadvantageous to take it at any higher figure.
risks
Our discussion thus far has assumed that the decision maker desires to act in such a manner as to maximize expected monetary value. This criterion may not appeal to many businessmen since it fails to provide protection against possible large losses. In our example, for instance, we see that although the expected monetary value of the decision to drill is $50,000, a high probability (0.75) exists of losing $200,000. A conservative businessman might prefer to sell his drilling rights for a certain amount of money less than $50,000 to avert the risk of losing $200,000. We would say that such an individual is risk averse, and define the difference between the expected monetary value of the drilling rights and the amount for which he would sell it as a risk premium. An obvious analogy (in insurance parlance)
is the insurance premium one would be willing to pay to avert a calamitous loss.
To integrate the decision-maker's attitudes toward risks into the overall analytic framework of decision analysis, he must stipu- late the risk premium he would be willing to pay for every possible gamble. This specification is accomplished by means of a preference (or utility) function, which is defined over the range of all possible monetary values that may be realized in the given problem, and which is normalized to take values between zero and one. If the decision maker is indifferent to receiving the amount V with certainty, and receiving the amounts V , or V , with probabilities q or 1 -q, respectively, ( V , 5 V 5 V,,, 0 5 q 5 1 ), we define q to be his preference for V relative to I/, and V,. The amount V that he would just be willing to accept in place of the above-referenced gamble is defined as his certainty equivalent (CE) for the gamble. The difference between the expected value of the gamble, qV, + ( 1 -q ) V,,, and its certainty equivalent V , is then the risk premium. These concepts are illustrated in Figure 5 .
A particular example of a preference function, which is incorporated in the decision tree graphics system, is that of constant proportional risk aversion. A person is said to have positive decreasing risk aversion if his risk premium is always positive and if it decreases with the addition of the same positive constant to both VI and V,,. A particular example of positive decreasing risk aversion is that of constant proportional risk aversion, where the individual would always pay the same fraction of his assets to If the decision maker regards this as a reasonable means of expressing his preferences for various risks, he can assess the function by specifying the reference values I/, and V,,, the probability (q) of V , , and the certainty equivalent V . Of course, many other kinds of preference functions may be employed. This particular one has been chosen to illustrate the concept of using preference functions in decision analysis.
I
The analysis of decision trees using preferences begins by replacing the calculated end-position values with the decision maker's preferences for those values, as determined from his preference function. From that point, the averaging out and folding back procedure is applied to the preferences, rather than to the monetarjr values. At any node in the tree, the certainty equivalent of the preference value may be computed from the inyerse preference function. The overall effect of employing a T positive risk-averse pr ,efer 'ence function is that it tends to lead the decision maker -away from acts that may result in large losses.
Although a large class of problems can be readily handled by the type of discrete analysis discussed above, many practical decision problems cannot be formulated conveniently without resorting to continuous representations of acts and/or events. For example, suppose that the XYZ Corporation manufactures valves. In a given time period, XYZ may produce up to 1000 valves at a fixed set-up cost of $500, plus a variable cost of $2 per valve. Let us assume that the going market price is $4 per valve, and that x y z ' s production is insufficient to affect the market price. Thus, XYZ can safely assume that if it manufactures Q valves in the face of a demand for D valves, its income for the period will be $4 X Q (if Q is less than D), or $4 X D (if D is less than Q ) . A strictly discrete representation (see Figure 6) of this problem would result in one million terminal nodes (i.e., 1000 values of demand corresponding to each of 1000 levels of production). It is obviously absurd to attempt to analyze this problem in this manner.
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Figure 7 XYZ Corporation's decision problem, continuous version I
Suppose, however, we consider the production (act) and demand (event) forks as essentially continuous objects, which we shall call act and event fans, respectively. Then we may depict the megabranched tree of Figure 6 very simply as in Figure   7 , where the special symbol 4 is a reminder that these substructures are fans representing many-branched forks.
The symbolic nature of a fan precludes the direct entry of cash flows and probabilities for each possible value of production and demand; rather, the symbolic decision diagram requires that cash flow functions, and probability distributions, be defined on the appropriate fans, each of which is represented by a specified variable.
In our example, if Q is the quantity manufactured and D the quantity demanded, then the production cost to the manufacturer is "(500 + 2 X Q ) and the sales revenue is 4 X MIN ( D , Q ) .
In addition, we must specify a probability distribution for the demand D to perform the averaging out and folding back procedure; the initial act we are seeking to choose, of course, is the best possible choice for Q , the quantity to be produced.
These capabilities for incorporating fan structures and their associated cash flow and probability functions allow the user to tackle very large and complicated decision problems with relative ease.
Functional capabilities of the graphics system
From the examples presented in the previous section, it is easily seen that a computer-based decision tree graphics system should allow the user to:
1. Construct arbitrary tree structures. 2. Assign data values and descriptors (cash flows, probabilities,
3.
Modify the tree structure and its associated data.
Evaluate strategies (by EMV or preference).
and labels) to each branch. at the Cambridge Scientific Center into a single meaningful application. The system configuration is shown in Figure 9 .
CMS virtual machine running under cP-67.9 It provides a message-switching capability by light-pen detection of displayed objects such as menu items and tree branches.
The application program for interpreting menu-item detects and sending messages is written in 1 130 Assembler Language, and uses a display system executive package written at the Cambridge Scientific Centerlo to manage the graphic data base for the display terminal. Assembler Language allows access to an experimental subsystem called the Multi-Tasking Line Monitor (MTLM),'~ which provides the multi-tasking capability that the 1130 commter needs to sumort both eranhics and telem-ocessmental program system called BSCCAIHOTLINE,'~ which allows the 1 130 computer to communicate with a CMS virtual machine.
Thus, both the terminal system (through the MTLM) and the remote System/360 Model 67 (via CP-67) are time-shared and compute asynchronously in this application. The larger computer is used to perform the fundamental analysis and data management function for the decision tree graphics system and also to generate the topological structure of the display. Although it would be possible to implement a system like the one we are storage capacity and computational speed would be limiting factors.
lem. It uses the RAM data base management system," an experimental system based on the ideas of Feldman and Rovner,12 to store and retrieve trees. This system was used because of its relational nature; the programmer need not store directly any pointer structure or other detailed low-level information about the data. The RAM system acts as a software associative memory, so that, for example, the programmer may ask for the successors of a given node directly, and RAM automatically returns the identifiers of nodes that fulfill the request. Directly callable from PLII, it relieves the programmer of the detailed problems of data base management.
The current decision tree graphics system data base allows for any number of trees, up to a combined total of about 3900 nodes. The actual driving element in the system, as in all interactive graphics applications, is the light pen of the graphics display terminal; input of data (textual or numeric) is via the keyboard of the display terminal.
Summary
An experimental interactive graphics system for the analysis of decisions under uncertainty, using the "decision tree" technique, has been designed and implemented using an 1 130 -2250 combination as an intelligent graphics terminal communicating with a CMS virtual machine in a CP-67 environment. It provides the user with a highly interactive, easy-to-use facility for constructing, modifying, and evaluating complex decision trees, including capabilities for assessing and storing preference functions and probability distributions, and representation of continuous act and event nodes by fans (specialized branches). The methodology employed throughout is essentially that described by Schlaifer in his latest book.5
1. TREES -This function enables the user to retrieve any stored tree from the data base, create a new tree, or terminate the current session with <END OF SESSION>. The light pen is used to point to the name of an existing tree, or (NEW TREE), in the first two cases. If an existing tree is selected for display, the detect causes the tree identifier (id) to be transmitted to a System/360; the System/360 retrieves the designated tree from the data base and generates the graphics display orders, which are then sent to an IBM 1 130 computer.
The display is governed by these general rules: Up to five levels in the tree are displayed; at each level, up to 12 nodes (branches) are shown. If the tree is deeper than five levels, or has more than 12 branches at a given level, the existence of undisplayed structure is indicated by an asterisk after the appropriate node symbol. For example, the oil decision tree in Figure 3 is five levels deep; the first level has one branch, the second, two, the third, four, the fourth, six, and the fifth, four. Thus, the whole tree may be displayed in the window defined by the screen of the display device.
The display algorithm produces equally spaced branches at a given level, rather than trying to give a fixed or balanced format to the display. This allows the display of a maximum number of nodes with uniform legibility. By convention, when a tree is first called to the display screen, the left-most node displayed is the tree's root node, and LEVEL = 1 is displayed above this node.
Should the user choose to create a new tree, he is directed to enter a name for the tree at the display terminal keyboard (using the JUMP key to terminate the name). The system then creates the root node for him and displays it. The current tree name is always displayed in the upper left corner of the screen.
2. (BUILD) -This function allows the user to add a BRANCH, a FORK, or a FAN at any existing node, or to COPY a substructure from one node to another, by indicating the appropriate item in the submenu. The COPY command is particularly useful in constructing a large tree, since substructures of the tree tend to be repetitive in nature, as seen in Figure 3 . The (BUILD) function is additive; adding a branch to an existing fork of three branches simply changes the fork to one of four branches. The user may thus easily make additions to an already constructed tree.
After the (BUILD) function is completed, an asterisk is displayed after the node symbol to which the structure was added, and the user is asked if he wants the change displayed. This is to avoid redisplaying the tree after each addition, which requires transmission of the entire display screen image from the System/360. If the user is making several additions at once, he may wish to display only the final representation, and thus avoid delays that would be incurred in retransmitting the display screen image after each individual change.
Following are options to the (BUILD) function.
(BACK) -Returns the system to the main menu. BRANCH-AS~S the user to point to the node to which the branch is to be added, and then the type of branch (ACTIEVENTI TERMINAL). F O R K -S~~~ as BRANCH, except the user must first enter the number of branches to be generated by the system. FAN -Same as BRANCH, except the user must also specify the name of the variable to be associated with the fan. Copy-The system asks the user to point to the branch to be copied from, and then to the branch to be copied to.
An important feature here is the "HOOK," an imaginary node displayed in the upper left portion of the screen. It may be used as a temporary node to copy to and from when the two nodes involved in the COPY operation cannot be displayed at the same time. The HOOK is brightened when structure is copied to it. Such structure may then be copied directly to another node, usually after completion of a MOVE command, as described later. This feature is very handy in manipulating a large tree.
SET, or to tell the decision tree graphics system that he is DONE with this facility. At this point, or if he has indicated NO in response to the above inquiry, a list of all preference functions stored in the data base, along with < EXPECTED VALUE > and (NEW FUNCTION) is presented at the display screen. He then indicates the name of the preference function he wishes to use in the evaluation of the tree. (If he chooses (NEW FUNCTION) , he is first asked to assess a new preference function to be used by EVALUATE.) The user is then asked to point to a node to fold back to, whereupon the decision tree graphics system evaluates the tree by Expected Monetary Value (EMV) (or preferences) and redisplays the tree, but with the EMVS (or expected preferences and their Certainty Equivalents (cE)) replacing the cash flows and probabilities. Also, at each act fork, the path corresponding to the best choice (in terms of EMV or CE) is brightened by the system, so that the user may readily see the optimal strategy. He may then MOVE or CLEAR the tree. The former (as described below) lets him follow strategies to the terminal branches of large trees; the latter clears the structure of calculated values and/or preferences, redisplays the tree with the cash flows and probabilities, and returns to the main menu.
6. MOVE-The user may move the viewing window represented by the display screen over the tree by using the MOVE main menu item. The system instructs him to point to the node to be moved and then to the node to which it is to be moved. This move is by LEVEL only; pointing to two nodes at the same LEV-EL results in a null move. If a MOVE has been completed, the left-most branch will have LEVEL = N displayed above it, indicating the level of this node in the tree. 
