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Abstract
The reconstruction approach [C.W. Shu, High-order WENO schemes for convection-dominated
problems, SIAM Rev. 51 (1) (2009) 82–126] for the numerical approximation of f ′(x) is based on the
construction of a dual function h(x) whose sliding averages over the interval [x− 12∆x, x+ 12∆x] are equal
to f (x) (assuming a homogeneous grid of cell-size ∆x). We study the deconvolution problem [A. Harten,
B. Engquist, S. Osher, S.R. Chakravarthy, Uniformly high-order accurate essentially nonoscillatory schemes
III, J. Comput. Phys. 71 (1987) 231–303] which relates the Taylor-polynomials of h(x) and f (x), and obtain
its explicit solution, by introducing rational numbers τn defined by a recurrence relation, or determined by
their generating function, gτ (x), related with the reconstruction pair of ex . We then apply these results to
the specific case of Lagrange-interpolation-based polynomial reconstruction, and determine explicitly the
approximation error of the Lagrange reconstructing polynomial (whose sliding averages are equal to the
Lagrange interpolating polynomial) on an arbitrary stencil defined on a homogeneous grid.
c⃝ 2010 Elsevier Inc. All rights reserved.
Keywords: Reconstruction; (Lagrangian) interpolation and reconstruction; Hyperbolic PDEs; Finite differences;
Finite volumes
1. Introduction
The Godunov approach [35] to hyperbolic conservation laws
∂t u + ∂x F(u) = 0 (1)
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is based on space-time averaging of the PDE (1). Assuming a homogeneous time-independent
grid (∆x = const), space-averaging of (1), over the interval [x − 12∆x, x + 12∆x], leads to the
exact relation [35]
∂
∂t
u¯(x, t)+ 1
∆x
[
F

u

x + 1
2
∆x, t

− F

u
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x − 1
2
∆x, t
]
= 0 (2)
where
u¯(x, t) :=
∫ + 12
− 12
u(x + ξ∆x, t)dξ (3)
are the sliding cell-averages of the solution. Defining the sliding cell-averages F(u), by applying
the operator (3) on F(u), we have immediately by differentiation, provided that ∆x = const,
∂F(u(x, t))
∂x
=
F

u

x + 12∆x, t

− F

u

x − 12∆x, t

∆x
(4)
exactly, so that, combining (2) and (4)
∂t u¯ + ∂x F(u) = 0 (5)
i.e. the equation for the sliding cell-averages, for ∆x = const, has the same form as the original
equation [12]. For this reason, it is assumed that what is computed (and stored at the nodes of the
computational grid [28,29]) are the cell-averages of the solution.
In the discretization of (2) we are led to consider the computation of the derivative of
a function f (x) (corresponding to u¯) sampled on the computational grid, by differences at
x ± 12∆x of the values of an unknown function h(x) (corresponding to u), which has to
be reconstructed [12,20,16,28,29] from the values of its cell-averages sampled on the grid.
In the following, we concentrate on the spatial discretization problem, viz compute f ′(x) via
reconstruction of h(x ± 12∆x) [12,20,16,28,29].
Reconstruction (Definition 2.1) is the basis of ENO [13,12,31,32] and WENO [20,16,28,19,1,
25,14,3,29,7] schemes. Although the term polynomial reconstruction is quite general, including
Hermite-interpolation [26], spectral methods [9], and spectral element techniques [37], we
concentrate in the present work on reconstruction approaches based on Lagrangian interpolation
of the function averages. There exist several algorithms for Lagrangian-interpolation-based
polynomial reconstruction [12,28,29], and these have been successfully used for the construction
of progressively higher-order schemes [16,1,7], using symbolic calculation [14,3]. The
reconstruction via primitive approach [12] is probably the most widely used in order-of-
accuracy proofs [28,29], while the reconstruction via deconvolution approach [12] has been
formulated with respect to the solution of linear systems. Most of these schemes and associated
order-of-accuracy relations [16,1,14,3,7] were developed for particular values of the order-
parameter r (determining the discretization stencil), using symbolic computation. On the other
hand, analytical relations for the order-of-accuracy of the approximation of h(x), for arbitrary
reconstruction-order-parameter r are not available. To obtain such relations it seems necessary to
study in detail the relations between a function h(x) (which is reconstructed) and its cell-averages
f (x). This is the reconstruction via deconvolution approach defined by Harten et al. [12].
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Up until now, these relations were obtained by solving, using symbolic calculation, the associated
linear system [12, (3.13b), p. 244], up to a certain order. Although the solution by symbolic
computation of the linear system [12, (3.13b), p. 244] is not difficult, it is only valid up to
a certain O(∆xq), and the non-availability of an explicit solution hinders the development of
general expressions of the approximation error of the reconstruction.
Along with the numerous successful developments of practical WENO schemes based on the
reconstruction via primitive approach [28,29], the unknown function h(x) which is reconstructed
by its cell-averages f (x) appears explicitly in recent analyses [14,3] of the truncation error.
Analyzing the reconstruction error in terms of the unknown function h(x) and its derivatives
(reconstruction via deconvolution [12]) is a more intuitive approach, especially when considering
the discretization error of the WENO approximation to f ′(x) and potential improvements in
the formulation of the nonlinear weights [14,3]. Analyses based on the reconstruction via
primitive [12] approach are somehow less straightforward as they involve the primitive of the
reconstructed function
 x
x1
h(ζ )dζ .1 The main motivation of the present work is to contribute
to the development of analytical tools, applicable to the study of the truncation error [14,3],
determination of the loss-of-accuracy at smooth extrema [14] and research for the improvement
of WENO schemes [3], maintaining the in-built scalability (with the stencil width) towards higher
order-of-accuracy of WENO schemes [16,1,7]. For these reasons, in the present work we are not
interested in the development of a new algorithm for the solution of the reconstruction problem.
Instead, we focus on reconstruction relations of general validity, i.e. stencil-independent, which
are necessary for the study of the approximate reconstruction order-of-accuracy.
In Section 2 we study the general relations underlying the reconstruction approach for the
numerical approximation of the 1-derivative f ′(x) of a function f (x). Initially we study the
relations between the derivatives of a function f (x) and those of a dual function h(x), whose
sliding averages, over a constant length ∆x , are equal to f (x). We will call the functions, f (x)
and h(x), satisfying this relation a reconstruction pair for the discretization of f ′(x) (Defini-
tion 2.1). We introduce the rational numbers τn ∈ Q, defined either by a recurrence relation
(Lemma 2.5) or through a generating function (Theorem 2.9), which are used to develop ex-
plicit series representations of h(x) (and of its derivatives) with respect to powers of ∆x and
the derivatives of f (x). The principal new result in Section 2 is that we are able to give ex-
plicit solutions to the fundamental relations of the reconstruction via deconvolution approach
[12, (3.13), pp. 244–246], which (Lemma 2.5) are widely used throughout the paper. The gen-
erating function of the rational numbers τn ∈ Q appears in the expression of the reconstruction
pair of ex (Theorem 2.9).
In Section 3 we study the particular case of polynomial reconstruction. We show (Lemma 3.1)
that for every polynomial p f (x) of degree M in x we can define, using the numbers τn
(Lemma 2.5), a polynomial ph(x), also of degree M in x , so that p f and ph are a unique
reconstruction pair (Definition 2.1). Initially (Section 3.2) the numbers τn (Lemma 2.5) were
introduced, using a matrix algebra approach to study the relation between p f (x) and ph(x).
This part of the paper (Section 3.2) gives the explicit inversion of the matrix appearing in the
reconstruction via deconvolution theory [12, (3.13b), p. 244].
In practice f (x) is usually approximated by its Lagrange interpolating polynomial
p f (x; Si,M−,M+ ,∆x) on a given stencil Si,M−,M+ (Definition 4.1), and h(x) is approximated
by the reconstruction pair of p f (x; Si,M−,M+ ,∆x), ph(x; Si,M−,M+ ,∆x), which we will call the
1 The lower bound of the integral being of no particular consequence [28,29,21] we can chose the coordinate of grid-
point x1 instead of the usual (but more abstract) lower bound at −∞ [28,29,21].
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Lagrange reconstructing polynomial [29]. In Section 4 we study the approximation error of the
Lagrange reconstructing polynomial, Eh(x; Si,M−,M+ ,∆x) := ph(x; Si,M−,M+ ,∆x)−h(x), and
obtain an explicit relation for the expansion of this error in powers of ∆x (Proposition 4.7).
This is only possible through the explicit solution of the deconvolution problem (Lemma 2.5).
In Section 5 we briefly summarize the existence and uniqueness results concerning the
reconstructing polynomial. Finally, in Section 6 we briefly describe some applications of the
present results to practical WENO schemes, and discretization methods in general, highlighting
the merits of the reconstruction via deconvolution approach, as developed in the present work.
Standard results referring to the Lagrange interpolating polynomial [15,24] are included
only when they are necessary for the proof of the new results concerning the reconstructing
polynomial. Useful relations for summation indices in multiple sums [18,10], and other identities,
used throughout the paper, are summarized in Appendix.
2. Reconstruction pairs and exact reconstruction relations
Before proceeding to a detailed examination of the reconstruction of polynomials we examine
the general relations underlying the reconstruction approach for the evaluation of the derivative
f ′(x) of a function f (x), via the construction of a function h(x) (reconstruction pair of f (x);
Definition 2.1), whose sliding (with x) averages [28,29] on the interval [x − 12∆x, x + 12∆x] are
equal to f (x), over an appropriate interval x ∈ I ⊂ R. We express in particular the derivatives
of h(x) as series of the derivatives of f (x), with coefficients determined by the derivatives at
∆x = 0 of the function gτ (∆x) appearing in the reconstruction pair of the exponential function
(Theorem 2.9).
2.1. Reconstruction pairs
The basic idea underlying reconstruction procedures to compute the derivative f ′(x) of a
function f (x) follows directly from the Leibniz rule [39, pp. 411–412] giving the derivative of a
definite integral with respect to its (variable) bounds. To this end we need to construct a function
h(x) whose sliding (with x) average over an interval [x − 12∆x, x + 12∆x] of constant width∆x
is equal to f (x).
Definition 2.1 (Reconstruction Pair). Assume that ∆x ∈ R>0 is a constant length, and that the
functions f : I −→ R and h : I −→ R are defined on the interval I = [a− 12∆x, b+ 12∆x] ⊂ R,
satisfying everywhere
f (x) = 1
∆x
∫ x+ 12∆x
x− 12∆x
h(ζ )dζ ∀x ∈ [a, b] (6a)
assuming the existence of the integral in (6a). We will note the functions f (x) and h(x) related
by (6a)
h = R(1;∆x)( f ) (6b)
f = R−1
(1;∆x)(h) (6c)
and will call f and h a reconstruction pair on [a, b], in view of the computation of the
1-derivative. 
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By definition (6a), R−1
(1;∆x) (6c) is defined by
[R−1
(1;∆x)(h)](x) :=
1
∆x
∫ x+ 12∆x
x− 12∆x
h(ζ )dζ
×

∀x ∈ [a, b]
h :
[
a − 1
2
∆x, b + 1
2
∆x
]
−→ R|
∫ x+ 12∆x
x− 12∆x
h(ζ )dζ ∈ R ∀x ∈ [a, b]

(7)
i.e. R−1
(1;∆x) is a mapping applicable to all real functions defined on [a − 12∆x, b + 12∆x] ⊂ R
for which the integral (6a) exists. Then, R(1;∆x) is defined as the inverse mapping of R−1(1;∆x) (7),
assuming that the inverse mapping exists (cf. Remark 2.8).
Lemma 2.2 (Reconstruction). Consider the functions f (x) and h(x) constituting a reconstruc-
tion pair on [a, b] ⊂ R (Definition 2.1). Assume that f (x) and h(x) are of class C N (N ∈ N)
on the interval I = [a − 12∆x, b + 12∆x] ⊂ R. Then
f (n)(x) =
h(n−1)

x + 12∆x

− h(n−1)

x − 12∆x

∆x
∀x ∈ [a, b] ∀n ∈ {1, . . . , N }. (8)
Proof. Direct differentiation of (6a), yields
f ′(x) =
h

x + 12∆x

− h

x − 12∆x

∆x
∀x ∈ [a, b] (9)
by application of the Leibniz rule [39, pp. 411–412], and taking into account that∆x is constant
∀x . Successive differentiation of (9) yields (8). 
All reconstruction-based approaches [13,12,20,16,1,34,14,5,3] for the numerical approxima-
tion of PDEs are based on, or can be shown to be related to, Lemma 2.2. These relations (8) are
exact relations concerning the continuous functions f and h. When f (x) and h(x) are numeri-
cally approximated consistently, i.e. in a way satisfying (6) up to a given order ∆x M+1, then (8)
are satisfied up to some order ≤ M + 1.
Definition 2.3 (Lagrange Reconstructing Polynomial). Let p f be the Lagrange interpolating
polynomial of the function f on the arbitrary stencil {i − M−, . . . , i + M+} of M+1 equidistant
points (M := M− + M+) around point i . Its reconstruction pair (Definition 2.1) will be called
the Lagrange reconstructing polynomial on the stencil {i − M−, . . . , i + M+}. 
Remark 2.4 (Homogeneous Grid). The basic relations underlying reconstruction, which are
given in Lemma 2.2, hold iff ∆x = const, i.e., when used as basis for the numerical approx-
imation of f ′(x), these relations are only applicable on a homogeneous grid. In the case of an
inhomogeneous grid, where the spacing∆x(x) is a function of position (∆x : R −→ R>0) these
relations should be modified to include ∆x ′ and (∂∆x h)∆x ′. The general case of an inhomoge-
neous grid requires specific study. 
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2.2. Deconvolution
Obviously, the relations between f and h (Lemma 2.2) imply that the Taylor-polynomials of
f (x) can be expressed with respect to the derivatives h(n)(x ± 12∆x), which can themselves be
replaced by Taylor-polynomials of h(x). We have
Lemma 2.5 (Deconvolution of h = R(1;∆x)( f )). Let f (x) and h(x) = [R(1;∆x)( f )](x) be a
reconstruction pair (Definition 2.1), satisfying the conditions of Lemma 2.2. Then ∀NTJ ∈ N :
NTJ < N − 1
f (n)(x) =

NTJ
2
−
ℓ=0
∆x2ℓ
22ℓ(2ℓ+ 1)!h
(n+2ℓ)(x)+ O

∆x2

NTJ
2

+2

∀x ∈ [a, b], ∀n ∈ N0 : n < N − 2

NTJ
2

(10a)
Inversely,
h(n)(x) =

NTJ
2
−
ℓ=0
τ2ℓ∆x2ℓ f (n+2ℓ)(x)+ O

∆x2

NTJ
2

+2

∀x ∈ [a, b], ∀n ∈ N0 : n < N − 2

NTJ
2

. (10b)
where the numbers τ2ℓ (Table 1) are defined by the recurrence relations
τ0 = 1; τ2k =
k−1
s=0
−τ2s
22k−2s(2k − 2s + 1)! =
k−
s=1
−τ2k−2s
22s(2s + 1)! k > 0. (10c)
Proof. Approximating h(ζ ) (which was assumed to be of class C N in Lemma 2.2) in (6) by
the corresponding Taylor-polynomial (Taylor-jet) of order NTJ [40, pp. 219–232] around ζ = x
yields, ∀NTJ ∈ N : NTJ < N − 1,
f (x) = 1
∆x
∫ x+ 12∆x
x− 12∆x

NTJ−
ℓ=0
(ζ − x)ℓ
ℓ! h
(ℓ)(x)

+ O

(ζ − x)NTJ+1

dζ
= 1
∆x
∫ x+ 12∆x
x− 12∆x

NTJ−
ℓ=0
(ζ − x)ℓ
ℓ! h
(ℓ)(x)

dζ + O(∆x NTJ+1)
= 1
∆x
NTJ−
ℓ=0
∫ 1
2∆x
− 12∆x
ηℓ
ℓ! dη

h(ℓ)(x)+ O(∆x NTJ+1)
= 1
∆x
NTJ−
ℓ=0

∆xℓ+1
2ℓ (ℓ+ 1)!
1− (−1)ℓ+1
2

h(ℓ)(x)+ O(∆x NTJ+1) ∀x ∈ [a, b] (11)
and since ∀k ∈ N0
ℓ+ 1 = 2k + 1 (k ∈ N0) H⇒ 1− (−1)ℓ+1 = 2 (12a)
ℓ+ 1 = 2k (k ∈ N0) H⇒ 1− (−1)ℓ+1 = 0 (12b)
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Table 1
Numbers τn (19c) satisfying recurrence (10c), for 0 ≤ n ≤ 21.
τ0 = 1
τ1 = 0
τ2 = −124
τ3 = 0
τ4 = 75760
τ5 = 0
τ6 = −31967,680
τ7 = 0
τ8 = 127154,828,800
τ9 = 0
τ10 = −733503,554,560
τ11 = 0
τ12 = 1414,4772678,117,105,664,000
τ13 = 0
τ14 = −8191612,141,052,723,200
τ15 = 0
τ16 = 16,931,17749,950,709,902,213,120,000
τ17 = 0
τ18 = −5749,691,557669,659,197,233,029,971,968,000
τ19 = 0
τ20 = 91,546,277,357420,928,638,260,761,696,665,600,000
τ21 = 0
we obtain
f (x) =

NTJ
2
−
ℓ=0
∆x2ℓ
22ℓ(2ℓ+ 1)!h
(2ℓ)(x)+ O

∆x2

NTJ
2

+2

(13)
which is (10a) for n = 0. Successive differentiation of (13) by x yields (10a).
To invert (10a) we search for numbers τ2s (s ∈ N0) satisfying ∀MTJ ∈ N : MTJ < N − 1 and
∀n ∈ N0 : n < N − 2⌊MTJ2 ⌋
h(n)(x) =
MTJ−
s=0
τ2s∆x2s f (n+2s)(x)+ O(∆x2MTJ+2)
=
MTJ−
s=0

MTJ−
ℓ=0
∆x2ℓ
22ℓ(2ℓ+ 1)!h
(n+2s+2ℓ)(x)+ O(∆x2MTJ+2)

× τ2s∆x2s + O(∆x2MTJ+2)
=
MTJ−
s=0
MTJ−
ℓ=0

τ2s∆x2s+2ℓ
22ℓ(2ℓ+ 1)!h
(n+2s+2ℓ)(x)

+ O(∆x2MTJ+2)
=
2MTJ−
k=0

min(k,MTJ)−
s=max(0,k−MTJ)
τ2s
22k−2s(2k − 2s + 1)!

∆x2kh(n+2k)(x)+ O(∆x2MTJ+2)
=
MTJ−
k=0

k−
s=0
τ2s
22k−2s(2k − 2s + 1)!

∆x2kh(n+2k)(x)+ O(∆x MTJ+2) (14)
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because of (A.3). (14) holds, provided that (δk0 is the Kronecker δ)
k−
s=0
τ2s
22k−2s(2k − 2s + 1)! = δk0 ∀k ∈ N0 (15)
which is satisfied if the numbers τ2k are defined by (10c). Truncating (13) to O(∆x2⌊
NTJ
2 ⌋) yields
(10b). The remainder in (10a) and (10b) is O(∆x2⌊
NTJ
2 ⌋+2), because only even powers of ∆x
appear in these expressions. 
Remark 2.6 (Relation to Previous Work [12,2]). The results in Lemma 2.5 expressing the
derivatives of the sliding cell-averages f (x) with respect to the derivatives of the function
h(x) = [R(1;∆x)( f )](x), are straightforward. In particular (10a) corresponds to [2, (2.15),
p. 299]. The new results of Lemma 2.5 are the inversion relations (10b), which are based on the
introduction of the numbers τn (10c). These results are the general explicit solution of the linear
system written in Harten et al. [12, (3.13b), p. 244], and provide the exact deconvolution relation
between f (x) and [R(1;∆x)( f )](x) (Definition 2.1), in the case of a homogeneous (∆x = const)
grid. The general case of an inhomogeneous grid requires specific study. The inversion relations
(10b) are the main building block of the present work, as far as error analysis of the reconstruction
is concerned. We will show that the numbers τn (10c) can also be defined by a generating function
(Theorem 2.9). 
Corollary 2.7 (Taylor-polynomial of h(x + ξ∆x)). Assume the conditions of Lemma 2.5. Then
h(x + ξ∆x) =
NTJ−
s=0
⌊ s2⌋−
ℓ=0
τ2ℓ ξ
s−2ℓ
(s − 2ℓ)!
∆x s f (s)(x)+ O(∆x NTJ+1). (16)
Proof. Since
2
n
2

+ 2 =

n + 1 ∀n = 2k − 1 k ∈ N
n + 2 ∀n = 2k k ∈ N (17a)
(10b) can be rewritten as
∆xmh(m)(x)
m! =

NTJ−m
2
−
ℓ=0
τ2ℓ(m + 2ℓ)!
m!
∆xm+2ℓ f (m+2ℓ)(x)
(m + 2ℓ)! + O

∆x2

NTJ
2

+2

. (17b)
In that form (17b) we have a relation between the coefficients of the Taylor-polynomials of
f (x + ξ∆x) and of h(x + ξ∆x), expressed in powers of ξ . In particular, using (17b), we have
h(x + ξ∆x) =
NTJ−
m=0
ξm∆xmh(m)(x)
m! + O(∆x
NTJ+1)
=
NTJ−
m=0

NTJ−m
2
−
ℓ=0
τ2ℓ∆xm+2ℓ f (m+2ℓ)(x)
m! ξ
m + O(∆x NTJ+1) (18a)
=
NTJ−
s=0
⌊ s2⌋−
ℓ=0
τ2ℓ∆x s f (s)(x)
(s − 2ℓ)! ξ
s−2ℓ + O(∆x NTJ+1) (18b)
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where we used (A.3) and (A.2), and the fact that NTJ + 1 ≤ 2⌊ NTJ2 ⌋ + 2. This completes the
proof. 
This expression (16) is useful in computing the error of numerical approximations to h(x)
(Proposition 4.6).
Remark 2.8 (Existence and Uniqueness). From Definition 2.1 it follows immediately (proof by
contradiction) that every reconstruction pair h = R(1;∆x)( f ), with h(x) continuous, if it exists,
is unique. For every h(x) analytic in I with radius of convergence rCh (x), the series (10a) with
n = 0 converges, as NTJ −→∞, ∀∆x ∈ (0, 2rCh (x)), so that (because of uniqueness), for every
analytic function h(x) there exists a unique function f = R−1
(1;∆x)(h). Whether the converse
is always true, is an open question. Assuming f (x) analytic in I with radius of convergence
rC f (x), does not automatically imply the convergence of (10b) with n = 0 as NTJ −→ ∞,
because limn→∞(τ2n(2n)!) = ∞. The necessary conditions of existence require further study.
Nonetheless, since limn→∞ τ2n = 0 (Table 1) and τ2nτ2n+2 < 0 ∀n ∈ N0 (Table 1), the class
of functions f (x) for which (10b) with n = 0 is convergent as NTJ −→ ∞ is not empty. It is
easy to verify that most of the basic functions f (x) have reconstruction pairs h = R(1;∆x)( f ),
as do all polynomials of finite degree (Section 3.1). Whenever any of the series (10) converges
as NTJ −→ ∞, the upper limit of the sums can be readily replaced by ∞, to yield complete
converging expansions (power-series). The Godunov approach [35] to hyperbolic conservation
laws ∂t u + ∂x F = 0 (1), is based on space-time averaging of the PDE (1), to obtain the
corresponding PDE, ∂t u¯ + ∂x F¯ = 0 (5), for the cell-averages u¯ (3). Therefore, with respect
to the notation used in Definition 2.1, u¯ corresponds to f and u corresponds to h. In the context
of reconstruction procedures [12,20,16,28,29] for the discretization of hyperbolic conservation
laws, the existence of the solution (integrable function) u (i.e. h) is assumed, so that the existence
of the sliding averages u¯ (i.e. f ) follows (Remark 2.8). Hence, the results obtained in Section 2
(where the existence of h is assumed) are directly applicable to the Godunov approach for the
numerical computation of hyperbolic conservation laws. 
2.3. Generating function of τn and the reconstruction pair of exp(x) := ex
As mentioned above (Remark 2.8) most of the basic functions have reconstruction pairs. The
reconstruction pair of the exponential function plays an important role in the reconstruction
relations (Lemma 2.5), because it defines the generating function of the numbers τn (Table 1).
Theorem 2.9 (R(1;∆x)(exp)). The reconstruction pair of exp(x) := ex is
[R(1;∆x)(exp)](x) =
1
2∆x
sinh 12∆x
ex = gτ (∆x)ex (19a)
where the function
gτ (x) :=
1
2 x
sinh 12 x
(19b)
is the generating function of the numbers τn (Table 1) satisfying (10c)
τn := 1n!g
(n)
τ (0) ∀n ∈ N0. (19c)
276 G.A. Gerolymos / Journal of Approximation Theory 163 (2011) 267–305
Furthermore
τ2n+1 := 1
(2n + 1)!g
(2n+1)
τ (0) = 0 ∀n ∈ N0. (19d)
Proof. From (10b), since ex is of class C∞, we have ∀NTJ ∈ N
[R(1;∆x)(exp)](x) =
NTJ−
n=0
τ2n∆x2n
d2n
dx2n
ex + O(∆x2NTJ+2)
=

NTJ−
n=0
τ2n∆x2n

ex + O(∆x2NTJ+2). (20)
Since limn→∞ τ2n = 0 and τ2nτ2n+2 < 0 ∀n ∈ N0, the alternating (∆x2n > 0∀n ∈ N0) series
in (20) converges as NTJ −→∞, at least ∀∆x ∈ (0, 1). Defining the function gτ (x)
gτ (x) :=
∞−
n=0
τ2n x
2n (21)
suggests that ∃gτ : R −→ R such that
[R(1;∆x)(exp)](x) = gτ (∆x)ex . (22)
Using (22) in (6a)
ex = 1
∆x
∫ x+ 12∆x
x− 12∆x
gτ (∆x)eζdζ = 1∆x gτ (∆x)

ex+
1
2∆x − ex− 12∆x

(23)
gives
gτ (∆x) = ∆x
e
1
2∆x − e− 12∆x
=
1
2∆x
sinh 12∆x
(24)
proving (19a). It is a simple exercise to show that the function gτ (x) (19b) is continuous at x = 0,
and has continuous derivatives of arbitrary order at x = 0, satisfying
gτ (0) = 1 (25a)
g(2n+1)τ (0) = 0 ∀n ∈ N0. (25b)
Comparing the Taylor-series of gτ (x) (19b) with the series definition of gτ (x) (21), and taking
into account (25) proves (19c). (25b) yields (19d). 
3. Reconstruction of polynomials
Reconstruction of polynomials (Definition 2.1) is the basis of ENO [13,12] and WENO
[20,16,1,14,3,7] reconstructions. We investigate in detail the coefficients of polynomial
(Section 3.1) reconstruction pairs (Definition 2.1).
3.1. Polynomial reconstruction pair
In this section we consider the case where either f (x) or h(x) in Definition 2.1 is a
polynomial.
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Lemma 3.1 (Polynomial Reconstruction Pair). Let ph(x; xi ,∆x) be a polynomial of degree M
ph(x; xi ,∆x) :=
M−
m=0
chm

x − xi
∆x
m
. (26a)
Then p f (x; xi ,∆x) defined by (Definition 2.1)
p f (x; xi ,∆x) := 1∆x
∫ x+ 12∆x
x− 12∆x
ph(ζ ; xi ,∆x)dζ (26b)
is a polynomial also of degree M, with coefficients c fm which can be computed from the
coefficients chm of ph(x; xi ,∆x)
p f (x; xi ,∆x) =
M−
m=0
c fm

x − xi
∆x
m
(26c)
c fm =

M−m
2
−
k=0
chm+2k
22k(2k + 1)

m + 2k
2k

∀m ∈ {0, . . . , M} (26d)
m! c fm =

M−m
2
−
k=0
(m + 2k)!
22k(2k + 1)!chm+2k ∀m ∈ {0, . . . , M}. (26e)
Inversely, the coefficients chm of ph(x; xi ,∆x) can be computed from the coefficients c fm of
p f (x; xi ,∆x)
chm =
1
m!

M−m
2
−
k=0
τ2kc fm+2k (m + 2k)! ∀m ∈ {0, . . . , M} (26f)
where the numbers τ2k (Table 1) are defined by (19c) and satisfy the recurrence (10c).
Proof. Computing the integral in (26b) gives
p f (x; xi ,∆x) =
∫ x
∆x + 12
x
∆x − 12

M−
m=0
chm

ζ − xi
∆x
m
dζ
=
M−
m=0
chm
m + 1

x − xi
∆x
+ 1
2
m+1
−
M−
m=0
chm
m + 1

x − xi
∆x
− 1
2
m+1
=
M−
m=0
chm
m + 1

m+1−
n=0

m + 1
n

x − xi
∆x
n 1
2m−n
1− (−1)m+1−n
2

=
M−
m=0
chm
m + 1

m−
n=0

m + 1
n

x − xi
∆x
n 1
2m−n
1− (−1)m+1−n
2

(27)
where in the last line of (27)
∑m+1
n=0 was changed to
∑m
n=0 because n = m + 1 H⇒
1 − (−1)m+1−n = 1 − (−1)0 = 0. This proves that both ph(x; xi ,∆x) and p f (x; xi ,∆x)
are of degree M . Since
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m + 1− n = 2k + 1 k ∈ N0 H⇒ 1− (−1)m+1−n = 2 (28a)
m + 1− n = 2k k ∈ N0 H⇒ 1− (−1)m+1−n = 0 (28b)
0 ≤ n = m − 2k ≤ m k ∈ N0 H⇒ 0 ≤ 2k ≤ m ⇐⇒ 0 ≤ k ≤
m
2

(28c)
upon substituting 2k := m − n, (27) becomes
p f (x; xi ,∆x) =
M−
m=0
chm
m + 1
⌊m2 ⌋−
k=0
1
22k

m + 1
m − 2k

x − xi
∆x
m−2k
=
M−
m=0
⌊m2 ⌋−
k=0
chm
22k (m + 1)

m + 1
m − 2k

x − xi
∆x
m−2k
(29)
and, using (A.3), (29) reads
p f (x; xi ,∆x) =
M−
ℓ=0


M−ℓ
2
−
k=0
chℓ+2k
22k(ℓ+ 2k + 1)

ℓ+ 2k + 1
ℓ
 x − xi
∆x
ℓ
. (30)
Using the identity (A.4) and changing the summation index ℓ to m gives
p f (x; xi ,∆x) =
M−
m=0


M−m
2
−
k=0
chm+2k
22k(2k + 1)

m + 2k
2k
 x − xi
∆x
m
(31)
which proves (26d). In practice, the coefficients c fm are computed by solving a Vandermonde
system [22], and the linear system (26d) must be solved to compute the coefficients chm [12].
The general solution can be obtained using backward-substitution without making reference to
the basic reconstruction relations (Section 2). This alternative, matrix-algebra-oriented, proof of
Lemma 3.1 is given in Section 3.2.
However, the solution can be obtained immediately, by observing (26e) that the relation
between c fm m! and chm+2k (m + 2k)! in (26d) is identical to the relation between f (m)(x) and
∆x2kh(m+2k)(x) in (10a), with the only difference that the upper limit of the sum is finite. The
inverse relation is exactly analogous to (10b), because, using (26e) in the right-hand side of (26f)
1
m!

M−m
2
−
s=0
τ2s c fm+2s (m + 2s)! =
1
m!

M−m
2
−
s=0
τ2s


M−m
2

−s−
ℓ=0
(m + 2s + 2ℓ)! chm+2s+2ℓ
22ℓ (2ℓ+ 1)!

=

M−m
2
−
s=0

M−m
2

−s−
ℓ=0

τ2s
(m + 2s + 2ℓ)! chm+2s+2ℓ
22ℓ (2ℓ+ 1)!m!

=

M−m
2
−
k=0

k−
s=0
τ2s
22k−2s (2k − 2s + 1)!

(m + 2k)! chm+2k
m!
=

M−m
2
−
k=0
δk0
(m + 2k)! chm+2k
m! = chm (32)
where we used (15), and (A.3) and (A.2). This completes the proof. 
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The extension of the above results (Lemma 3.1) to infinite power-series (assuming that they
are convergent) is straightforward.
3.2. Matrix inversion proof of Lemma 3.1
In this section we summarize the matrix inversion relations which can be used for an
alternative, matrix-algebra-oriented, proof (Lemma 3.4) of Lemma 3.1. By (26d) the coefficients
c fn of p f are expressed as linear combinations of the coefficients chn of ph . This system
(26d), whose solution expresses chn as linear combinations of c fn is the deconvolution linear
system [12, (3.13b), p. 244].2 Since the summation relations (26d) involve increments with
step 2, we can split (26d) into two independent linear systems
c fM−2ℓ =
ℓ−
k=0
chM−2ℓ+2k
(2k + 1)22k

M − 2ℓ+ 2k
2k

ℓ = 0, . . . ,

M
2

(33a)
c fM−1−2ℓ =
ℓ−
k=0
chM−1−2ℓ+2k
(2k + 1)22k

M − 1− 2ℓ+ 2k
2k

ℓ = 0, . . . ,

M − 1
2

(33b)
for [ch
M−2⌊ M2 ⌋
, . . . , chM ]T (33a) and for [chM−1−2⌊ M−12 ⌋ , . . . , chM−1 ]
T (33b), respectively. In
matrix-form, we have
1 · · ·
.
.
.
. . .
.
.
.
.
.
.
0 0 1
1
(2+ 1) 22

M − 2
2

1
(4+ 1) 24

M
4

0 0 · · · 1 1
(2+ 1) 22

M
2

0 0 · · · 0 1

  
U M
2

,M


ch
M−2

M
2

.
.
.
chM−4
chM−2
chM
 =

c f
M−2

M
2

.
.
.
c fM−4
c fM−2
c fM
 (34a)

1 · · ·
.
.
.
. . .
.
.
.
.
.
.
0 0 1
.
.
.
1
(4+ 1) 24

M − 1
4

0 0 · · · 1 1
(2+ 1) 22

M − 1
2

0 0 · · · 0 1

  
U M−1
2

,M−1


ch
M−1−2

M−1
2

.
.
.
chM−5
chM−3
chM−1
 =

c f
M−1−2

M−1
2

.
.
.
c fM−5
c fM−3
c fM−1
 (34b)
where the matrices U
(⌊ M2 ⌋,M) (34a) and U(⌊ M−12 ⌋,M−1) (34b) are upper unitriangular [11]. The
corresponding linear systems (34) can be solved using backward-substitution [11]. To obtain the
general solution, we initially remind, without going into the details of a formal proof, a standard
result of matrix calculus [11], concerning the inverse of an upper unitriangular matrix.
2 More precisely, the system in [12, (3.13b), p. 244] relates n!c fn with m!chm .
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Lemma 3.2 (Inverse of an Upper Unitriangular Matrix). Let U ∈ Rn×n be an upper unitrian-
gular matrix
ui,i = 1 1 ≤ i ≤ n (35a)
ui, j = 0 j < i1 < i ≤ n (35b)
U =

1 u1,2 · · · u1,n−1 u1,n
0 1 · · · u2,n−1 u2,n
...
. . .
...
...
0 0 · · · 1 un−1,n
0 0 · · · 0 1
 . (35c)
Its inverse U−1 exists and is also an upper unitriangular matrix
uˇi,i = 1 1 ≤ i ≤ n (36a)
uˇi, j = 0 j < i1 < i ≤ n (36b)
U−1 =

1 uˇ1,2 · · · uˇ1,n−1 uˇ1,n
0 1 · · · uˇ2,n−1 uˇ2,n
...
. . .
...
...
0 0 · · · 1 uˇn−1,n
0 0 · · · 0 1
 (36c)
whose nonzero elements uˇi, j ( j ≥ i) satisfy the recurrence relations
uˇn,n = 1 (36d)
uˇn−k,n−k+s = −
s−
ℓ=1
un−k,n−k+ℓ uˇn−k+ℓ,n−k+s
1 ≤ k < n
1 ≤ s ≤ k. (36e)
Proof. It is straightforward to show, by induction, that det U = 1. The proof by induction of
(36) is a simple exercise of matrix calculus, directly obtained from the backward-substitution
algorithm for solving U x = b [11]. 
This recurrence is applied to compute the inverse of the upper unitriangular matrices (34) of
the linear system (26d) of Lemma 3.1.
Lemma 3.3 (Inverse of the Matrices in Lemma 3.1). Assume N ≤ ⌊M2 ⌋+1. Let U(N ,M) ∈ RN×N
be an upper unitriangular matrix whose elements are given by
(U(N ,M))N−ℓ,N−ℓ−k = 0 0 ≤ k ≤ N − 1− ℓ
(U(N ,M))N−ℓ,N−ℓ = 1
(U(N ,M))N−ℓ,N−ℓ+k = 1
(2k + 1)22k

M − 2ℓ+ 2k
2k

0 ≤ k ≤ ℓ;
0 ≤ ℓ < N − 1; N ≤

M
2

+ 1.
(37a)
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Its inverse U−1(N ,M) is also an upper unitriangular matrix whose elements are given by
(U−1(N ,M))N−ℓ,N−ℓ−k = 0 0 ≤ k ≤ N − 1− ℓ
(U−1(N ,M))N−ℓ,N−ℓ = 1
(U−1(N ,M))N−ℓ,N−ℓ+k = τ2k
(M − 2ℓ+ 2k)!
(M − 2ℓ)! 0 ≤ k ≤ ℓ;
0 ≤ ℓ < N − 1; N ≤

M
2

+ 1
(37b)
where the numbers τ2k (Table 1) are defined by the recurrence (10c).
Proof. To simplify notation let (U(N ,M))i j = ui j and (U−1(N ,M))i j = uˇi j By Lemma 3.2 U−1(N ,M)
is also an upper unitriangular matrix. It is easy to verify, by straightforward computation, using
(36), that (37b) holds for 0 ≤ ℓ ≤ 3. To prove that (37b) is valid for 0 ≤ ℓ ≤ N−1, by induction,
suppose that (37b) is valid for 1 ≤ ℓ ≤ m. Then, from (36e)
uˇN−(m+1),N−(m+1)+k = −
k−
s=1
uN−(m+1),N−(m+1)+s uˇN−(m+1)+s,N−(m+1)+k
= −
k−
s=1
uN−(m+1),N−(m+1)+s uˇN−(m+1−s),N−(m+1−s)+(k−s) (38a)
and since s ≥ 1 H⇒ m + 1 − s ≤ m, we may replace uˇN−(m+1−s),N−(m+1−s)+(k−s) in (38a) by
(37b), so that
uˇN−(m+1),N−(m+1)+k =
k−
s=1
−1
22s (2s + 1)

M − 2(m + 1)+ 2s
2s

τ2k−2s
× (M − 2(m + 1− s)+ 2(k − s))!
(M − 2(m + 1− s))!
=
k−
s=1
−τ2k−2s
22s (2s + 1)!
(M − 2(m + 1)+ 2k)!
(M − 2(m + 1))!
=

k−
s=1
−τ2k−2s
22s (2s + 1)!

(M − 2(m + 1)+ 2k)!
(M − 2(m + 1))!
= τ2k (M − 2(m + 1)+ 2k)!
(M − 2(m + 1))! (38b)
because, setting ℓ := k − s
k−
s=1
−τ2k−2s
22s (2s + 1)! =
k−1
ℓ=0
−τ2ℓ
22k−2ℓ (2k − 2ℓ+ 1)! = τ2k (38c)
by (10c). This completes the proof of (37b) by induction. 
Lemma 3.4 (Solution of the Linear System (26d)). The solution of the linear system (26d) is
given by (26f).
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Proof. The unitriangular matrices U
(⌊ M2 ⌋,M) (34a) and U(⌊ M−12 ⌋,M−1) (34b) are of the type
defined in Lemma 3.3. Using the result (37b) of Lemma 3.3 for the inverse matrices U−1
(⌊ M2 ⌋,M)
and U−1
(⌊ M−12 ⌋,M−1)
, the solution of the linear systems (34) is
chM−2ℓ =
ℓ−
k=0
τ2kc fM−2ℓ+2k
(M − 2ℓ+ 2k)!
(M − 2ℓ)! ℓ = 0, . . . ,

M
2

(39a)
chM−1−2ℓ =
ℓ−
k=0
τ2kc fM−1−2ℓ+2k
(M − 1− 2ℓ+ 2k)!
(M − 1− 2ℓ)! ℓ = 0, . . . ,

M − 1
2

(39b)
where the numbers τ2k (Table 1) are defined by the recurrence (10c). Since
m = M − 2ℓ H⇒ 2ℓ = M − m H⇒ ℓ =

M − m
2

(40a)
m = M − 2ℓ− 1 H⇒ 2ℓ+ 1 = M − m H⇒ ℓ =

M − m
2

(40b)
the two solutions (39) can be grouped into (26f), which completes the proof. 
4. Error of polynomial reconstruction
We consider in this paper reconstruction on a homogeneous grid (recall that (8) hold iff
∆x = const). The reconstruction polynomials are computed by interpolating f (x) sampled on
an appropriately chosen stencil (Definition 4.1). We examine the relations and order-of-accuracy
of polynomial reconstruction (Definition 2.3) on an arbitrary stencil Si,M−,M+ (Definition 4.1)
defined on a homogeneous grid. The WENO [20,16,1,14,3,7] schemes are based on the convex
combination of polynomial reconstructions on a family of substencils. For the development of
the order-of-accuracy relations, it is necessary to develop results on the approximation error
of polynomial reconstruction for the general stencil Si,M−,M+ , around point i (not necessarily
contained in the stencil), with M− neighbours on the left, and M+ neighbours on the right
(Definition 4.1).
4.1. Polynomial reconstruction
The part concerning the approximation of f (x) by a polynomial p f (x; Si,M−,M+ ,∆x)
is found in most textbooks of numerical analysis [15,24]. It is only briefly included here
for use in deriving the results concerning the approximation of h(x) by the polynomial
ph(x; Si,M−,M+ ,∆x) which forms a reconstruction pair with p f (Definition 2.1). To obtain
the relations concerning ph(x; Si,M−,M+ ,∆x) it is not very practical to work with the Newton
divided-difference form of p f [15,24], which are widely used in WENO theory [13,12,20,28,29].
It is, instead, preferable to work with the standard form of p f expanded in powers of (x − xi ),
whose coefficients can be readily expressed (Proposition 4.5) from the coefficients of the inverse
of the Vandermonde matrix [17,27] corresponding to the stencil Si,M−,M+ (Definition 4.1). This
representation of p f allows direct use of the formulas relating the coefficients of ph and p f
(Lemma 3.1).
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Definition 4.1 (Stencil). Consider a 1-D homogeneous computational mesh
xi = x1 + (i − 1)∆x ∆x = const ∈ R>0. (41a)
Assume
M := M− + M+ ≥ 0. (41b)
The set of contiguous points
Si,M−,M+ := {i − M−, . . . , i + M+} (41c)
is defined as the discretization stencil in the neighbourhood of i , with M− neighbours to the left
and M+ neighbours to the right. The stencil Si,M−,M+ (41c) contains M +1 > 0 points and has a
length of M intervals. If M± ≥ 0 then the stencil contains the pivot point i . If M−M+ < 0 then
the stencil does not contain the pivot point i . We will note
[Si,M−,M+ ] := [xi−M− , xi+M+ ] ⊂ R (41d)
the interval defined by the extreme points of the stencil. 
Remark 4.2 (Stencils and Notation). In our notation the stencil is defined by a reference (pivot)
point i , and by the number of neighbours M± on each side of point i (Definition 4.1). The
position of the pivot point i in the stencil is arbitrary. This is necessary for obtaining relations
for all of the WENO stencils with reference to the same point i . In the following developments,
there appear quantities depending both on M± and on i (and eventually on the values of f
sampled at the points of the stencil). We will systematically note these quantities as functions
of the stencil Si,M−,M+ . On the other hand, there appear quantities, which depend on M± but
not on the pivot point i (neither on the values of f sampled at the points of the stencil). We
will systematically note these quantities as functions of M− and M+, and not of Si,M−,M+ . This
difference is important when considering order-of-accuracy relations (e.g. Corollary 4.9). 
Definition 4.3 (Vandermonde Matrix on Si,M−,M+ ). Let M := M− + M+ and assume M ≥ 0.
The matrix M+M−V ∈ R(M+1)×(M+1) with elements (
M+
M−V )i j
M+
M−V :=
(−M−)
0 (−M−)1 · · · (−M−)M
...
(+M+)0 (+M+)1 · · · (+M+)M
 M := M− + M+ ≥ 0 (42)
is the Vandermonde matrix [17,27] defined on the stencil Si,M−,M+ (Definition 4.1). Since
M+
M−V is a Vandermonde matrix, its inverse
M+
M−V
−1
exists [22,6]. The elements of M+M−V
−1 ∈
R(M+1)×(M+1) will be noted (M+M−V
−1)i j . 
Lemma 4.4 (Inverse Vandermonde Matrix on Si,M−,M+ ). Assume the conditions of Defini-
tion 4.3. Then the entries of the inverse of the Vandermonde matrix M+M−V (42) on Si,M−,M+ are
given by
(
M+
M−V
−1
)i j =
M+1−i−
n=0
(M−)n

n + i − 1
n

(M0 V
−1
)i+n, j
∀i, j ∈ {1, . . . , M + 1}
M := M− + M+ (43a)
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where M0 V
−1
is the inverse of the Vandermonde matrix M0 V on Si,0,M = {i, . . . , i + M}
(Definition 4.3), whose entries are given by3
(M0 V
−1
)i j = (−1)i+ j
M+1−
k=1
1
(k − 1)!

k − 1
j − 1
[
k − 1
i − 1
]
∀i, j ∈ {1, . . . , M + 1}. (43b)
Define
νM−,M+,m,k :=
M+−
ℓ=−M−
(
M+
M−V
−1
)m+1,ℓ+M−+1 ℓk . (43c)
Then the following identities hold
νM−,M+,m,k =
M+−
ℓ=−M−
(
M+
M−V
−1
)m+1,ℓ+M−+1 ℓk = δmk 0 ≤ k ≤ M0 ≤ m ≤ M. (43d)
M−
m=0
νM−,M+,m,k ℓ
m = ℓk ∀k ∈ N0∀ℓ ∈ {−M−, . . . , M+}. (43e)
Proof. 4Since M+M−V (42) is an (M + 1)× (M + 1) Vandermonde matrix on M + 1 distinct nodes
its inverse M+M−V
−1
exists [22,6]. Macon and Spitzbart [23,22] have given explicit expressions
for the inverse of the Vandermonde matrix on integer nodes. To prove (43b) we start from
[6, Theorem 1, p. 973], giving the inverse of the Vandermonde matrix on n equidistant nodes
on [0, 1], i.e. on (n − 1)xi = (i − 1)∀ i ∈ {1, . . . , n}, as
i − 1
n − 1
 j−1
, i, j ∈ {1, . . . , n}
−1
i j
= (−1)i+ j (n − 1)i−1
n−
k=1
1
(k − 1)!

k − 1
j − 1
[
k − 1
i − 1
]
(44a)
3  n
k

are the unsigned Stirling numbers of the first kind [18,10,6] satisfying n
0

= δn0[
n + 1
k
]
= n
n
k

+
[
n
k − 1
]
m
[
n
n − m
]
=
m−1−
k=0

n − k
m + 1− k
[
n
n − k
]
n−
k=1
(−1)k (m − 1)k−1
[
n − 1
k − 1
]
= (−1)n (n − 1)!

m − 1
n − 1

.
4 Proof of (43d) is most easily obtained using Proposition 4.5, and proof of (43e) is most easily obtained using
Proposition 4.6, which are proved below. Notice that (43d) is not used in the proof of Proposition 4.5, nor is (43e)
in the proof of Proposition 4.6.
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which directly implies, setting n = M + 1,
i − 1
M
 j−1
, i, j ∈ {1, . . . , M + 1}
−1
i j
= (−1)i+ j M i−1
M+1−
k=1
1
(k − 1)!

k − 1
j − 1
[
k − 1
i − 1
]
. (44b)
Obviously, M i−1 and M j−1 in (44b) are scaling factors (for M + 1 equidistant nodes on [0, 1]
we have M ∆x = 1). This is clearly seen by writing the Vandermonde matrix on Si,0,M (42) as
M
0 V :=

(i − 1) j−1, i, j ∈ {1, . . . , M + 1}

=

i − 1
M
ℓ−1
, i, ℓ ∈ {1, . . . , M + 1}
 
Mℓ−1δℓj , ℓ, j ∈ {1, . . . , M + 1}

(44c)
and since

Mℓ−1 δℓj , ℓ, j ∈ {1, . . . , M + 1}

is a diagonal matrix
M
0 V
−1 =
[
δiℓ
M i−1
, i, ℓ ∈ {1, . . . , M + 1}
]
×

ℓ− 1
M
 j−1
, ℓ, j ∈ {1, . . . , M + 1}
−1
(44d)
which, by (44b), proves (43b).
To obtain the final expression (43a), we observe that, for M := M− + M+, the stencils
Si,M−,M+ (corresponding Vandermonde matrix
M+
M− V ; Definition 4.3) and Si−M−,0,M (corre-
sponding Vandermonde matrix M0 V ; Definition 4.3) correspond by Definition 4.1 to the same
set of points {i − M−, . . . , i + M+}. Therefore, ∀ f ∈ C[xi−M− , xi+M+ ], by the uniqueness of
the Lagrange interpolating polynomial [15], we have (using the notation of Proposition 4.5)
p f (x; Si,M−,M+ ,∆x) = p f (x; Si−M−,0,M ,∆x) ∀ x ∈ R∀ f ∈ C[xi−M− , xi+M+ ] (44e)
the only difference being in the choice of the pivot point (xi for Si,M−,M+ and xi−M− = xi −
M−∆x for Si−M−,0,M ) used for the representation (45b) of the interpolating polynomial of f (x)
on the nodes {i − M−, . . . , i + M+}. By (45b), (44e) reads
M−
m=0
c f,Si,M−,M+ ,m

x − xi
∆x
m
=
M−
s=0
c f,Si−M−,0,M ,s

x − xi−M−
∆x
s
=
M−
s=0
c f,Si−M−,0,M ,s

x − xi
∆x
+ M−
s
=
M−
s=0
s−
n=0
c f,Si−M−,0,M ,s
 s
n

(M−)n

x − xi
∆x
s−n
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m:=s−n=
M−
m=0

M−m−
n=0
c f,Si−M−,0,M ,m+n

m + n
n

(M−)n

x − xi
∆x
m
∀ x ∈ R, ∀ f ∈ C[xi−M− , xi+M+ ] (44f)
implying
c f,Si,M−,M+ ,m =
M−m−
n=0
c f,Si−M−,0,M ,m+n

m + n
n

(M−)n ∀m ∈ {0, . . . , M} (44g)
which by (49a) gives, ∀ f ∈ C[xi−M− , xi+M+ ]
M+−
ℓ=−M−
(
M+
M−V
−1
)m+1,ℓ+M−+1 fi+ℓ
=
M−m−
n=0

M−
s=0
(M0 V
−1
)m+n+1,s+1 fi−M−+s
 
m + n
n

(M−)n
=
M−
s=0
M−m−
n=0
(M0 V
−1
)m+n+1,s+1 fi−M−+s

m + n
n

(M−)n
ℓ:=s−M−=
M+−
ℓ=−M−

M−m−
n=0

m + n
n

(M−)n (M0 V
−1
)m+n+1,ℓ+M−+1

fi+ℓ (44h)
and since fi+ℓ (ℓ ∈ {−M−, . . . , M+}) are linearly independent we have
(
M+
M−V
−1
)m+1,ℓ+M−+1 =
M−m−
n=0

m + n
n

(M−)n (M0 V
−1
)m+n+1,ℓ+M−+1
∀m ∈ {0, . . . , M}, ∀ ℓ ∈ {−M−, . . . , M+} (44i)
which proves (43a).
To prove the identities containing νM−,M+,m,k (43c), notice that the elements of
M+
M−V (42) read
(
M+
M−V )i j = (i − 1− M−) j−1
1 ≤ i ≤ M + 1
1 ≤ j ≤ M + 1. (44j)
Explicit expression of the elements of the product (M+M−V
−1
) · (M+M−V ) = IM+1 (where IM+1 ∈
R(M+1)×(M+1) is the identity matrix) yields
δm+1,k+1 =

(
M+
M−V
−1
) · (M+M−V )

m+1,k+1
= νM−,M+,m,k 0 ≤ k ≤ M0 ≤ m ≤ M (44k)
and as a consequence (43d). To prove (43e), consider the error (51b) of the polynomial interpo-
lation p f (xi + ξ∆x; Si,M−,M+ ,∆x) on the stencil Si,M−,M+ (Proposition 4.6). By construction,
we have
p f (xi + ℓ∆x; Si,M−,M+ ,∆x) = fi+ℓ (51b)H⇒ E f (xi + ℓ∆x; Si,M−,M+ ,∆x) = 0
∀ℓ ∈ {−M−, . . . , M+} (44l)
which, using (51e) and (51g) in (51b), proves (43e). 
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Proposition 4.5 (Lagrange Polynomial Reconstruction on Si,M−,M+ ). Let
ph(x; Si,M−,M+ ,∆x) :=
M−
m=0
ch,Si,M−,M+ ,m

x − xi
∆x
m
(45a)
p f (x; Si,M−,M+ ,∆x) :=
M−
m=0
c f,Si,M−,M+ ,m

x − xi
∆x
m
(45b)
be two polynomials of degree
M := M− + M+ (45c)
constituting a polynomial (Lemma 3.1) reconstruction pair (Definition 2.1) ph = R(1;∆x)(p f ).
Assume that the polynomial p f (x; Si,M−,M+ ,∆x) is obtained by interpolation of the values of
f (x) on the points of the stencil Si,M−,M+ (Definition 4.1). Then
ph(xi + ξ∆x; Si,M−,M+ ,∆x) =
M+−
ℓ=−M−
αh,M−,M+,ℓ(ξ) fi+ℓ (45d)
p f (xi + ξ∆x; Si,M−,M+ ,∆x) =
M+−
ℓ=−M−
α f,M−,M+,ℓ(ξ) fi+ℓ (45e)
where αh,M−,M+,ℓ(ξ) and α f,M−,M+,ℓ(ξ) are polynomials of degree M in
ξ := x − xi
∆x
(45f)
with coefficients depending only on the 3 indices (M−, M+, ℓ)
αh,M−,M+,ℓ(ξ) :=
M−
m=0


M−m
2
−
k=0
τ2k(m + 2k)!
m! (
M+
M−V
−1
)m+2k+1,ℓ+M−+1
 ξm (45g)
α f,M−,M+,ℓ(ξ) :=
M−
m=0
(
M+
M−V
−1
)m+1,ℓ+M−+1 ξm (45h)
where (M+M−V
−1
)i j are the elements of the inverse Vandermonde matrix on Si,M−,M+ (Lemma 4.4),
and the numbers τ2k (Table 1) are defined by (19c) and satisfy the recurrence (10c).
Proof. Define
xi+ℓ := xi + ℓ∆x − M− ≤ ℓ ≤ M+ (46a)
fi+ℓ := f (xi+ℓ) − M− ≤ ℓ ≤ M+. (46b)
The M+1 coefficients c f,(Si,M−,M+ ),m (m = 0, . . . , M) are computed by equating the polynomial
p f (xi+ℓ; Si,M−,M+ ,∆x) (45b) to known values fi+ℓ
fi−M− = p f (xi−M−; Si,M−,M+ ,∆x)
...
fi+M+ = p f (xi−M+; Si,M−,M+ ,∆x).
(47)
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Expanding (47) results in an (M + 1)× (M + 1) Vandermonde (Definition 4.3) linear system(−M−)
0 (−M−)1 · · · (−M−)M
...
(+M+)0 (+M+)1 · · · (+M+)M

  
M+
M−V
 c f,Si,M−,M+ ,0...
c f,Si,M−,M+ ,M
 =
 fi−M−...
fi+M+
 . (48)
Hence (Definition 4.3)
c f,Si,M−,M+ ,m =
M+−
ℓ=−M−
(
M+
M−V
−1
)m+1,ℓ+M−+1 fi+ℓ ∀m ∈ {0, . . . , M} (49a)
ch,Si,M−,M+ ,m =
1
m!

M−m
2
−
k=0
τ2k c f,Si,M−,M+ ,m+2k (m + 2k)! ∀m ∈ {0, . . . , M} (49b)
where we used the deconvolution formula (26f) for computing ch,Si,M−,M+ ,m . Injecting (49a) into
(45b) we have
p f (xi + ξ∆x; Si,M−,M+ ,∆x) =
M−
m=0

M+−
ℓ=−M−
(
M+
M−V
−1
)m+1,ℓ+M−+1 fi+ℓ

ξm
=
M+−
ℓ=−M−

M−
m=0
(
M+
M−V
−1
)m+1,ℓ+M−+1 ξm

fi+ℓ (50a)
proving (45e) and (45h). Injecting (49b) into (45a) we have
ph(xi + ξ∆x; Si,M−,M+ ,∆x) =
M−
m=0


M−m
2
−
k=0
τ2k(m + 2k)!
m! c f,Si,M−,M+ ,m+2k
 ξm
=
M−
m=0


M−m
2
−
k=0
τ2k(m + 2k)!
m!

M+−
ℓ=−M−
(
M+
M−V
−1
)m+2k+1,ℓ+M−+1 fi+ℓ
 ξm
=
M+−
ℓ=−M−
 M−
m=0
⌊ M−m2 ⌋−
k=0
τ2k(m + 2k)!
m! (
M+
M−V
−1
)m+2k+1,ℓ+M−+1
 ξm
 fi+ℓ (50b)
proving (45d) and (45g). 
4.2. Approximation error of Lagrange polynomial reconstruction
Of course the accuracy relations for the approximation of f (x) are well-known [15], but
this section (Section 4.2) is concerned with the accuracy of the approximation of h(x), using
Lagrange polynomial reconstruction based on the knowledge of the values of f (x) on an arbitrary
stencil defined on a homogeneous grid (Section 4.1).
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Proposition 4.6 (Error of Lagrange Polynomial Reconstruction on Si,M−,M+ ). Let p f (x;
Si,M−,M+ ,∆x) and ph(x; Si,M−,M+ ,∆x) be a polynomial (Lemma 3.1) reconstruction
pair (Definition 2.1) ph = R(1;∆x)(p f ), satisfying the conditions of Proposition 4.5.
Then, p f (x; Si,M−,M+ ,∆x) approximates f (x) to O(∆x M+1), and ph(x; Si,M−,M+ ,∆x)
approximates h(x) to O(∆x M+1)
ph(x; Si,M−,M+ ,∆x) = h(x)+ Eh(x; Si,M−,M+ ,∆x) = h(x)+ O(∆x M+1) (51a)
p f (x; Si,M−,M+ ,∆x) = f (x)+ E f (x; Si,M−,M+ ,∆x) = f (x)+ O(∆x M+1) (51b)
where the approximation errors constitute a reconstruction pair Eh = R(1;∆x)(E f )
(Definition 2.1) and, ∀NTJ ≥ M + 1, are given by (assuming f and h are of class C NTJ+1)
Eh(xi + ξ∆x; Si,M−,M+ ,∆x) =
NTJ−
s=M+1
µh,M−,M+,s(ξ)∆x
s f (s)i + O(∆x NTJ+1) (51c)
=
NTJ−
s=M+1


s−M−1
2
−
ℓ=0
µh,M−,M+,s−2ℓ(ξ)
22ℓ (2ℓ+ 1)!
∆x sh(s)i + O(∆x NTJ+1) (51d)
E f (xi + ξ∆x; Si,M−,M+ ,∆x) =
NTJ−
s=M+1
µ f,M−,M+,s(ξ)∆x
s f (s)i + O(∆x NTJ+1) (51e)
where µh,M−,M+,s(ξ) and µ f,M−,M+,s(ξ) are polynomials of degree s in ξ (45f)
µh,M−,M+,s(ξ) :=
⌊ s2⌋−
k=0
−τ2k
(s − 2k)!ξ
s−2k
+
M−
m=0


M−m
2
−
k=0
τ2kνM−,M+,m+2k,s
(m + 2k)!
s!m!
 ξm (51f)
µ f,M−,M+,s(ξ) :=
1
s!

−ξ s +
M−
m=0
νM−,M+,m,sξ
m

(51g)
where νM−,M+,m,s are defined by (43c), and the numbers τ2k (Table 1) are defined by (19c) and
satisfy the recurrence (10c).
Proof. To prove (51b) we start by Taylor-expanding fi+ℓ in (49a), and using (43d)
c f,Si,M−,M+ ,m =
M+−
ℓ=−M−
(
M+
M−V
−1
)m+1,ℓ+M−+1

NTJ−
s=0
ℓs∆x s f (s)i
s! + O(∆x
NTJ+1)

=
NTJ−
s=0

M+−
ℓ=−M−

(
M+
M−V
−1
)m+1,ℓ+M−+1 ℓs

∆x s f (s)i
s! + O(∆x
NTJ+1)
=
NTJ−
s=0
νM−,M+,m,s
∆x s f (s)i
s! + O(∆x
NTJ+1)
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=
M−
s=0
δms
∆x s f (s)i
s! +
NTJ−
s=M+1
νM−,M+,m,s
∆x s f (s)i
s! + O(∆x
NTJ+1)
= ∆x
m f (m)i
m! +
NTJ−
s=M+1
νM−,M+,m,s
∆x s f (s)i
s! + O(∆x
NTJ+1). (52)
Injecting (52) into (45b), and replacing f (xi + ξ∆x) by its Taylor-polynomial, we have
E f (xi + ξ∆x; Si,M−,M+ ,∆x) = p f (xi + ξ∆x; Si,M−,M+ ,∆x)− f (xi + ξ∆x)
=
M−
m=0

∆xm f (m)i
m! +
NTJ−
s=M+1
νM−,M+,m,s
∆x s f (s)i
s! + O(∆x
NTJ+1)

ξm − f (xi + ξ∆x)
=

M−
m=0
∆xm f (m)i
m! ξ
m − f (xi + ξ∆x)

+
M−
m=0
NTJ−
s=M+1
νM−,M+,m,s
∆x s f (s)i
s! ξ
m + O(∆x NTJ+1)
=
NTJ−
m=M+1
−∆xm f (m)i
m! ξ
m +
M−
m=0
NTJ−
s=M+1
νM−,M+,m,s
∆x s f (s)i
s! ξ
m + O(∆x NTJ+1)
=
NTJ−
s=M+1
−∆x s f (s)i
s! ξ
s +
NTJ−
s=M+1

M−
m=0
νM−,M+,m,s ξ
m

∆x s f (s)i
s! + O(∆x
NTJ+1) (53)
proving (51b), (51e) and (51g).
To prove (51a) we use the expression (52) for c f,Si,M−,M+ ,m in (49b) to obtain
ch,Si,M−,M+ ,m =
1
m!

M−m
2
−
k=0
τ2k (m + 2k)!
×

∆xm+2k f (m+2k)i
(m + 2k)! +
NTJ−
s=M+1
νM−,M+,m+2k,s
∆x s f (s)i
s!

+ O(∆x NTJ+1)
=

M−m
2
−
k=0
τ2k
∆xm+2k f (m+2k)i
m! +

M−m
2
−
k=0
τ2k(m + 2k)!
m!
×

NTJ−
s=M+1
νM−,M+,m+2k,s
∆x s f (s)i
s!

+ O(∆x NTJ+1). (54)
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Injecting (54) into (45a), and replacing h(xi + ξ∆x) by its Taylor-polynomial (16), we have5
Eh(xi + ξ∆x; Si,M−,M+ ,∆x) = ph(xi + ξ∆x; Si,M−,M+ ,∆x)− h(xi + ξ∆x)
=
M−
m=0

M−m
2
−
k=0
τ2k
∆xm+2k f (m+2k)i
m! ξ
m +
M−
m=0

M−m
2
−
k=0
NTJ−
s=M+1
× τ2k(m + 2k)!
m! νM−,M+,m+2k,s
∆x s f (s)i
s! ξ
m
−
NTJ−
m=0

NTJ−m
2
−
k=0
τ2k ∆xm+2k f (m+2k)i
m! ξ
m + O(∆x NTJ+1) (55a)
which simplifies to
Eh(xi + ξ∆x; Si,M−,M+ ,∆x)
=
M−
m=0

M−m
2
−
k=0
NTJ−
s=M+1
τ2k(m + 2k)!
m! νM−,M+,m+2k,s
∆x s f (s)i
s! ξ
m
+
M−
m=0

NTJ−m
2
−
k=

M−m
2

+1
−τ2k
m! ∆x
m+2k f (m+2k)i ξ
m
+
NTJ−
m=M+1

NTJ−m
2
−
k=0
−τ2k
m! ∆x
m+2k f (m+2k)i ξ
m + O(∆x NTJ+1). (55b)
Using (A.3) and (A.2), (55b) reads (the summation indices on line 1 remaining unchanged)
Eh(xi + ξ∆x; Si,M−,M+ ,∆x)
=
NTJ−
s=M+1
 M−
m=0


M−m
2
−
k=0
τ2k(m + 2k)!
s!m! νM−,M+,m+2k,s
 ξm
∆x s f (s)i
5
h(x + ξ∆x) 16=
NTJ−
s=0


s
2
−
ℓ=0
τ2ℓ ξ
s−2ℓ
(s − 2ℓ)!
∆xs f (s)(x)+ O(∆x NTJ+1)
m:=s−2ℓ=
NTJ−
m=0

NTJ−m
2
−
ℓ=0
τ2ℓ∆x
m+2ℓ f (m+2ℓ)(x)
m! ξ
m + O(∆x NTJ+1).
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+
NTJ−
s=M+1
 ⌊
s
2⌋−
k=

s−M
2
 −τ2k(s − 2k)!ξ s−2k
∆x s f (s)i
+
NTJ−
s=M+1


s−M
2

−1−
k=0
−τ2k
(s − 2k)!ξ
s−2k
∆x s f (s)i + O(∆x NTJ+1) (55c)
and defining µh,M−,M+,s(ξ) by (51f) we obtain (51a) and (51c).
Finally, using (10a) in (51c)
Eh(xi + ξ∆x; Si,M−,M+ ,∆x)
=
NTJ−
s=M+1
µh,M−,M+,s(ξ)

NTJ−s
2
−
ℓ=0
∆x s+2ℓh(s+2ℓ)i
22ℓ (2ℓ+ 1)! + O(∆x
NTJ+1)
=
NTJ−
s=M+1

NTJ−s
2
−
ℓ=0
µh,M−,M+,s(ξ)
22ℓ (2ℓ+ 1)! ∆x
s+2ℓh(s+2ℓ)i + O(∆x NTJ+1) (55d)
which, by (A.3) and (A.2), proves (51d). 
Proposition 4.7 (Approximation Error of Lagrange Polynomial Reconstruction on Si,M−,M+ ).
Assume the conditions and definitions of Proposition 4.6. Then
Eh(xi + ξ∆x; Si,M−,M+ ,∆x)
=
NTJ−
n=M+1
λh,M−,M+,n(ξ)∆x
n h(n)(xi + ξ∆x)+ O(∆x NTJ+1) (56a)
E f (xi + ξ∆x; Si,M−,M+ ,∆x)
=
NTJ−
n=M+1
λ f,M−,M+,n(ξ)∆x
n f (n)(xi + ξ∆x)+ O(∆x NTJ+1) (56b)
where λh,M−,M+,n(ξ) and λ f,M−,M+,n(ξ) are polynomials of degree n in ξ (45f)
λh,M−,M+,n(ξ)
:=
n−M−1
ℓ=0
µh,M−,M+,n−ℓ(ξ)
(−1)ℓ+1
(ℓ+ 1)!

ξ − 1
2
ℓ+1
−

ξ + 1
2
ℓ+1
(56c)
λ f,M−,M+,n(ξ) :=
n−M−1
ℓ=0
(−ξ)ℓ
ℓ! µ f,M−,M+,n−ℓ(ξ) (56d)
where µh,M−,M+,n(ξ) is defined by (51f) and µ f,M−,M+,n(ξ) is defined by (51g).
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Proof. Taylor-expanding fi in (51e), around the point xi + ξ∆x ,6 we have
E f (xi + ξ∆x; Si,M−,M+ ,∆x)
=
NTJ−
s=M+1
µ f,M−,M+,s(ξ)∆x
s

NTJ−s−
ℓ=0
(−ξ)ℓ
ℓ! ∆x
ℓ f (s+ℓ)(xi + ξ∆x)

+ O(∆x NTJ+1)
=
NTJ−
s=M+1
NTJ−s−
ℓ=0
µ f,M−,M+,s(ξ)
(−ξ)ℓ
ℓ! ∆x
s+ℓ f (s+ℓ)(xi + ξ∆x)+ O(∆x NTJ+1)
=
NTJ−
n=M+1
n−M−1
ℓ=0
µ f,M−,M+,n−ℓ(ξ)
(−ξ)ℓ
ℓ! ∆x
n f (n)(xi + ξ∆x)+ O(∆x NTJ+1) (57a)
which proves (56b).
Replacing f (s)i in (51c) by its expansion
7 in terms of the derivatives ∆xℓ h(s+ℓ)(xi + ξ∆x)
we have
Eh(xi + ξ∆x; Si,M−,M+ ,∆x)
=
NTJ−
s=M+1
µh,M−,M+,s(ξ)∆x
s

NTJ−s−
ℓ=0
(−1)ℓ+1
(ℓ+ 1)!

ξ − 1
2
ℓ+1
−

ξ + 1
2
ℓ+1
∆xℓ h(s+ℓ)(xi + ξ∆x)
+ O(∆x NTJ+1)
=
NTJ−
s=M+1
NTJ−s−
ℓ=0
µh,M−,M+,s(ξ)
(−1)ℓ+1
(ℓ+ 1)!

ξ − 1
2
ℓ+1
−

ξ + 1
2
ℓ+1
×∆x s+ℓ h(s+ℓ)(xi + ξ∆x)+ O(∆x NTJ+1)
6 f (n)(x) =∑NTJ
ℓ=0
(−ξ)ℓ
ℓ! ∆xℓ f (n+ℓ)(x + ξ∆x)+ O(∆x NTJ+1).
7 Approximating h(ζ ) (which was assumed to be of class C N in Lemma 2.2) in (6a) by the corresponding Taylor-
polynomial (Taylor-jet) of order NTJ [40, pp. 219–232] around ζ = x + ξ∆x yields, ∀NTJ ∈ N : NTJ < N ,
f (x) = 1
∆x
∫ x+ 12∆x
x− 12∆x

NTJ−
ℓ=0
(ζ − x − ξ∆x)ℓ
ℓ! h
(ℓ)(x + ξ∆x)

+ O

(ζ − x − ξ∆x)NTJ+1

dζ
= 1
∆x
∫ x+ 12∆x
x− 12∆x

NTJ−
ℓ=0
(ζ − x − ξ∆x)ℓ
ℓ! h
(ℓ)(x + ξ∆x)

dζ + O(∆x NTJ+1)
= 1
∆x
NTJ−
ℓ=0
∫ + 12−ξ∆x
− 12−ξ

∆x
ηℓ
ℓ! dη
 h(ℓ)(x + ξ∆x)+ O(∆x NTJ+1)
=
NTJ−
ℓ=0

(−1)ℓ+1
(ℓ+ 1)!

ξ − 1
2
ℓ+1
−

ξ + 1
2
ℓ+1
∆xℓ h(ℓ)(x + ξ∆x)

+ O(∆x NTJ+1).
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=
NTJ−
n=M+1
n−M−1
ℓ=0
µh,M−,M+,s(ξ)
(−1)ℓ+1
(ℓ+ 1)!

ξ − 1
2
ℓ+1
−

ξ + 1
2
ℓ+1
×∆xn h(n)(xi + ξ∆x)+ O(∆x NTJ+1) (57b)
which proves (56a). Obviously, by (56d), deg(λ f,M−,M+,n(ξ)) = n. It is easy8 to verify that, by
(56c), deg(λh,M−,M+,n(ξ)) = n, which completes the proof. 
4.3. Approximation error of hi± 12 and of f
′
i
One of the principal uses of the reconstructing polynomial being the numerical approximation
of f ′i := f ′(xi ) via (9), we give in this section the relations concerning the approximation error
of hi± 12 := h(xi ±
1
2∆x) (Corollary 4.8) and of f
′
i (Corollary 4.9), which are readily obtained
by application of Proposition 4.7.
Corollary 4.8 (Accuracy at i + 12 of Lagrange Polynomial Reconstruction on Si,M−,M+ ). Let p f
(x; Si,M−,M+ ,∆x) and ph(x; Si,M−,M+ ,∆x) be a polynomial (Lemma 3.1) reconstruction
pair (Definition 2.1) ph = R(1;∆x)(p f ), satisfying the conditions of Proposition 4.5. Then,
the reconstructed value at xi+ 12 := xi +
1
2∆x, which will be noted hˆSi,M−,M+ ,i+ 12 , approximates
hi+ 12 := h(xi+ 12 ) to O(∆x
M+1) with M := M− + M+ ≥ 0. The error of the approximation can
be expanded in powers of ∆x with coefficients involving the derivatives h(m)
i+ 12
:= h(m)(xi+ 12 )
hˆ
Si,M−,M+ ,i+ 12 := ph(xi+ 12 ; Si,M−,M+ ,∆x) (58a)
=
M+−
ℓ=−M−
aM−,M+,ℓ fi+ℓ (58b)
= hi+ 12 +
NTJ−
s=M+1
ΛM−,M+,s∆x
sh(s)
i+ 12
+ O(∆x NTJ+1)  
O(∆x M+1)
(58c)
where the constants ΛM−,M+,s are given by
ΛM−,M+,s := λh,M−,M+,s

1
2

=
s−M−1
ℓ=0
(−1)ℓ
(ℓ+ 1)!µh,M−,M+,s−ℓ

1
2

(58d)
8 
ξ − 1
2
ℓ+1
−

ξ + 1
2
ℓ+1
=
ℓ+1−
k=0

ℓ+ 1
k

ξℓ+1−k

−1
2
k
−
ℓ+1−
k=0

ℓ+ 1
k

ξℓ+1−k

+1
2
k
= ξℓ+1

−1
2
0
−

+1
2
0
+
ℓ+1−
k=1

ℓ+ 1
k

ξℓ+1−k

−1
2
k
−

+ 1
2
k
.
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with λh,M−,M+,s(ξ) being the degree s in ξ polynomial defined by (56c), µh,M−,M+,s(ξ) being
the degree s in ξ polynomial defined by (51f), and9
aM−,M+,ℓ := αh,M−,M+,ℓ

1
2

(58e)
with αh,M−,M+,ℓ(ξ) being the degree M in ξ polynomial defined by (45g).
Proof. Using (45d) and (56a), in the definition of hˆ
Si,M−,M+ ,i+ 12 (58a), we have immediately
hˆ
Si,M−,M+ ,i+ 12 := ph(xi+ 12 ; Si,M−,M+ ,∆x) =
M+−
ℓ=−M−
αh,M−,M+,ℓ

1
2

fi+ℓ
= hi+ 12 +
NTJ−
s=M+1
λh,M−,M+,s

1
2

∆x s h(s)
i+ 12
+ O(∆x NTJ+1)  
Eh

xi+ 12∆x;Si,M−,M+ ,∆x

(59)
and using the definition (56c) to compute λh,M−,M+,s(
1
2 ) completes the proof. 
Corollary 4.9 (Order-of-accuracy of Lagrange Polynomial Reconstruction). Assume the
conditions of Proposition 4.5. Then
hˆ
Si,M−,M+ ,i+ 12 − hˆSi−1,M−,M+ ,i− 12
∆x
= f ′i +
NTJ−
n=M+1
ΛM−,M+,n∆x
n f (n+1)i + O(∆x NTJ+1)
= f ′i + O(∆x M+1) (60)
where hˆ
Si−1,M−,M+ ,i− 12 = hˆSi−1,M−,M+ ,i−1+ 12 (58a), and the constants ΛM−,M+,n are defined
by (58d).
Proof. The constants ΛM−,M+,n (58d) depend only on the 3 indices (M−, M+, n), and not on the
point index i (Remark 4.2), because the polynomials µh,M−,M+,s−ℓ(ξ) (51f) are also independent
of the point index i . Hence, we have, by (58c),
hˆ
Si−1,M−,M+ ,i− 12 = hˆSi−1,M−,M+ ,i−1+ 12
= hi− 12 +
NTJ−
s=M+1
ΛM−,M+,s∆x
sh(s)
i− 12
+ O(∆x NTJ+1). (61)
9 Notice that Shu [28], following a different route, has shown that
aM−,M+,ℓ =
M+1−
m=ℓ+M−+1
M+1∑
p = 0
p ≠ m
M+1∏
q = 0
q ≠ m
q ≠ p
(M− − q + 1)
M+1∏
p = 0
p ≠ m
(m − p)
is an equivalent expression for the coefficients aM−,M+,ℓ (58e).
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Subtracting (61) from (58c) yields
hˆ
Si,M−,M+ ,i+ 12 − hˆSi−1,M−,M+ ,i− 12
∆x
=
hi+ 12 − hi− 12
∆x
+
NTJ−
s=M+1
ΛM−,M+,s∆x
s
h(s)
i+ 12
− h(s)
i− 12
∆x
+ O(∆x NTJ+1) (62)
and using the exact relations (8) we obtain (60). 
Remark 4.10 (Order-of-accuracy). The previous result (Corollary 4.9) illustrates that the
O(∆x M+1) accuracy in approximating f ′ is achieved, using O(∆x M+1) interpolates for f ,
because of the exact reconstruction relations (Lemma 2.2). Liu et al. [20] note this as an O(∆x M )
accuracy increased to O(∆x M+1) at one chosen point, viz xi . 
5. Interpolating and reconstructing polynomial
We briefly summarize how the existence and uniqueness properties of the interpolating
polynomial carry on to the reconstructing polynomial. Consider first the general case of
a polynomial reconstruction pair (Section 3.1). Combining the existence (Lemma 3.1) and
uniqueness (Remark 2.8) of polynomial reconstruction pairs, we can formulate
Theorem 5.1 (Vector Spaces of Polynomial Reconstruction Pairs). Consider the (M + 1)-
dimensional vector space of polynomials with real coefficients of degree ≤M in x, RM [x]. Then
the reconstruction mapping R(1;∆x) (Definition 2.1) is a bijection of RM [x] onto itself.
Proof. By construction (Lemma 3.1) ∀ p(x) ∈ RM [x] ∃ q(x) = [R(1;∆x)(p)](x) ∈ RM [x],
and inversely ∀ q(x) ∈ RM [x] ∃ p(x) = [R−1(1;∆x)(q)](x) ∈ RM [x]. Furthermore, since the
elements of RM [x] are continuous functions, the reconstruction pair q(x) = [R(1;∆x)(p)](x) is
unique (Remark 2.8), which completes the proof. 
In his recent review of WENO schemes, Shu [29] has stressed the difference between WENO
interpolation and WENO reconstruction. In this sense, p f (x; Si,M−,M+ ,∆x) in Proposition 4.5 is
the interpolating polynomial of f (x) on Si,M−,M+ , and ph(x; Si,M−,M+ ,∆x) is the reconstructing
polynomial (Definition 2.3). Then we have the following proposition.
Proposition 5.2 (Lagrange Reconstructing Polynomial). Assume the conditions of Proposi-
tion 4.6. The Lagrange reconstructing polynomial ph(x; Si,M−,M+ ,∆x) approximates h(x) to
O(∆x M+1) but, unless f (x) is a polynomial of degree ≤M, it does not interpolate h(x) on
Si,M−,M+ , i.e., if f (x) is not a polynomial of degree ≤M, we have in general
ph(xi + ℓ∆x; Si,M−,M+ ,∆x) ≠ h(xi + ℓ∆x) ∀ℓ ∈ {−M−, . . . , M+}. (63)
Proof. Proof is obtained by contradiction. It suffices to give an example where the inequalities
(63) hold. Consider the reconstruction pair (Theorem 2.9)
f (x) := ex−xi ; h(x) = [R(1;∆x)( f )](x) = gτ (∆x)ex−xi (64a)
with gτ defined by (19b). Consider the polynomial reconstruction of f (x) (Proposition 4.5) on
Si,1,1. By (45d) and (45g)
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ph(xi + ξ∆x; Si,1,1,∆x) = fi−1

1
2
ξ2 − 1
2
ξ − 1
24

+ fi

13
12
− ξ2

+ fi−1

1
2
ξ2 + 1
2
ξ − 1
24

. (64b)
We have fi = 1 and fi±1 = e±∆x , and evaluating ph(xi + ℓ∆x; Si,1,1,∆x) − h(xi + ℓ∆x),
using (64b) and (64a), for ℓ = −1, 0, 1, and for different values of ∆x (e.g. ∆x = 1100 ), we
verify (63). 
Most of the results of existence and uniqueness properties of the interpolating polynomial
hold, with appropriate adjustments, for the reconstructing polynomial, because of Theorem 5.1.
We briefly summarize in the following those necessary to prove WENO reconstruction
relations [28,29].
Theorem 5.3 (Existence and Uniqueness of the Lagrange Reconstructing Polynomial). Assume
the conditions of Proposition 4.6. There exists a unique Lagrange reconstructing polynomial
ph(x; Si,M−,M+ ,∆x) of the form (45d) which approximates h(x) to O(∆x M+1).
Proof. Existence, with αh,M−,M+,ℓ(ξ) given by (45g), is proved in Proposition 4.5 by
construction. We know from approximation theory [15,24] that there is a unique Lagrange
interpolating polynomial p f (x; Si,M−,M+ ,∆x) on Si,M−,M+ , and that the reconstruction pair
ph(x; Si,M−,M+ ,∆x) = [R(1;∆x)(p f )](x; Si,M−,M+ ,∆x) is unique (Remark 2.8), which
completes the proof. 
6. Examples of applications
The analytical relations developed in the present work can prove quite useful in the analysis
of practical WENO schemes, and more generally in the development of discretization schemes.
Providing detailed analysis of such applications is beyond the scope of the present paper. We
sketch, nonetheless, in the following, three applications (the complete proofs will be given
elsewhere), to illustrate the usefulness of the reconstruction pair concept, of the associated
application of the deconvolution Lemma 2.5, and of the explicit expressions for the Lagrange
reconstructing polynomial.
6.1. Representation of the Lagrange reconstructing polynomial by combination of substencils
All WENO [28,29] schemes for reconstruction on the general homogeneous stencil Si,M−,M+
(Definition 4.1) are based on the weighted combination of the reconstructions on Ks+1 ≤ M :=
M− + M+ substencils10
Si,M−−ks,M+−Ks+ks = {i − M− + ks, . . . , M+ − Ks + ks}
M± ∈ Z : M = M− + M+ ≥ 2, 1 ≤ Ks ≤ M − 1, ks ∈ {0, . . . , Ks} (65)
with appropriate weights, which are nonlinear in the cell-averages f (x), to ensure
monotonicity at discontinuities [36], and such that the weighted combination of the Lagrange
10 Notice that the family of subdivisions (65) includes (when varying Ks) all possible subdivisions to substencils of
equal length (M − Ks intervals) whose union is the entire stencil Si,M−,M+ .
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reconstructing polynomials on the substencils, at regions where h(x) is smooth, approximates
to O(∆x M+1) [16] or higher [14] the Lagrange reconstructing polynomial on the big stencil
Si,M−,M+ , which (Proposition 4.6) is O(∆x
M+1)-accurate. The starting point for scheme
design is the determination of the underlying linear scheme, i.e. the determination of weight-
functions σh,M−,M+,Ks,ks(ξ) (ks ∈ {0, . . . , Ks}), independent of f (x), which combine the
Lagrange reconstructing polynomials on the substencils exactly into the Lagrange reconstructing
polynomial on the big stencil Si,M−,M+
ph(xi + ξ∆x; Si,M−,M+ ,∆x)
=
Ks−
ks=0
σh,M−,M+,Ks,ks(ξ) ph(xi + ξ∆x; Si,M−−ks,M+−Ks+ks ,∆x). (66a)
Obviously, using (56a) in (66a), the weight-functions σh,M−,M+,Ks,ks(ξ) must satisfy the
consistency condition
Ks−
ks=0
σh,M−,M+,Ks,ks(ξ) = 1. (66b)
Shu [28] indicated examples of instances where it was impossible to find such weights, as well
as instances where convexity of the combination was lost (presence of negative weights). The
corresponding problem for the Lagrange interpolating polynomial
p f (xi + ξ∆x; Si,M−,M+ ,∆x)
=
Ks−
ks=0
σ f,M−,M+,Ks,ks(ξ) p f (xi + ξ∆x; Si,M−−ks,M+−Ks+ks ,∆x) (67a)
Ks−
ks=0
σ f,M−,M+,Ks,ks(ξ) = 1 (67b)
is directly related to the Neville–Aitken algorithm [24, pp. 11–13], which constructs the
interpolating polynomial on {i − M−, . . . , i + M+} by recursive combination of the
interpolating polynomials on substencils, with weight-functions which are also polynomials of
x [24, pp. 11–13]. Carlini et al. [4] have given the explicit representation of the polynomial
weights for the construction of the Lagrange interpolating polynomial on Si,M−,M+ , by
combination of the Lagrange interpolating polynomials on the Ks + 1 substencils, for a certain
family of stencils/subdivisions. Liu et al. [21] have extended the family of stencils/subdivisions
studied. Since for the Lagrange interpolating polynomial case the weight-functions are
polynomials, (67) are valid ∀ξ ∈ R.
The corresponding problem for the Lagrange reconstructing polynomial (66) was studied,
only very recently, by Liu et al. [21]. It turns out that, for the reconstruction case, the weight-
functions which satisfy (66) are rational functions of ξ , implying that (66) is valid ∀ξ ∈
R \ Sσh,M−,M+,Ks , i.e. everywhere except at the union Sσh,M−,M+,Ks of the poles of the Ks + 1
rational functions σh,M−,M+,Ks,ks(ξ) (ks ∈ {0, . . . , Ks}). Liu et al. [21] studied the family of
stencils Si,⌊ M2 ⌋,M−⌊ M2 ⌋, for the Ks = ⌈
M
2 ⌉-level subdivision, in the range M ∈ {2, . . . , 11}, and
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used symbolic computation to give explicit expressions of the weight-functions, and to study
their poles and regions of convexity.
We highlight in the following how the identification of reconstruction pairs (Definition 2.1),
and the analytical expressions for the Lagrange reconstructing polynomial (Proposition 4.5) and
its approximation error (Proposition 4.7), can be used to develop general analytical expressions
(valid ∀M± ∈ Z : M := M− + M+ ≥ 2 and ∀Ks ∈ {1, . . . , M − 1}) for the weight-
functions, prove that there can be no poles at cell-interfaces (n + 12 ∀n ∈ Z), and extend the
important results obtained in Liu et al. [21]. It is quite straightforward, using the definition of
the Lagrange reconstructing polynomial (Definition 2.3), to show by (6a) that the polynomial
αh,M−,M+,ℓ(ξ) (45g) appearing in the representation (45d) of the Lagrange reconstructing
polynomial on the stencil Si,M−,M+ is the reconstruction pair, on a unit-spacing grid, of the
corresponding polynomial α f,M−,M+,ℓ(ξ) (45h) appearing in the representation (45e) of the
Lagrange interpolating polynomial on the same stencil
αh,M−,M+,ℓ(ξ) = [R(1;1)(α f,M−,M+,ℓ)](ξ) ⇐⇒ α f,M−,M+,ℓ(ξ)
=
∫ ξ+ 12
ξ− 12
αh,M−,M+,ℓ(η) dη
∀ ℓ ∈ {−M−, . . . , M+}
∀ξ ∈ R. (68)
It is easy to prove by (68), using the mean value theorem for the definite integral [40, pp.
350–359], and the knowledge of the M roots of α f,M−,M+,ℓ(ξ) (α f,M−,M+,ℓ(n) = 0∀n ∈
{M−, . . . , M+} \ {ℓ} [15,24]) that
αh,M−,M+,ℓ

n + 1
2

≠ 0
∀ ℓ ∈ {−M−, . . . , M+}
∀n ∈ Z (69)
and that all of the M roots of αh,M−,M+,ℓ(ξ) are real. It can be shown that both
{αh,M−,M+,ℓ(ξ), ℓ ∈ {−M−, . . . , M+}} and {α f,M−,M+,ℓ(ξ), ℓ ∈ {−M−, . . . , M+}} form a
basis of the (M + 1)-dimensional vector space of polynomials of degree ≤M in ξ , RM [ξ ],
and therefore, none of these polynomials is identically 0. We can work out several identities
for the polynomials αh,M−,M+,ℓ(ξ), with corresponding identities for α f,M−,M+,ℓ(ξ) because of
(68), and show that an analytical expression for the rational weight-functions σh,M−,M+,Ks,ks(ξ)
is given by the recurrence11
σh,M−,M+,Ks,ks(ξ)
=

αh,M−,M+,−M−+ks M (ξ)
αh,M−−ks,M+−1+ks,−M−+ks M (ξ)
Ks = 1
min(Ks−1,ks)−
ℓs=max(0,ks−1)
σh,M−,M+,Ks−1,ℓs(ξ) σh,M−−ℓs,M+−(Ks−1)+ℓs,1,ks−ℓs(ξ) Ks ≥ 2
∀ks = 0, . . . , Ks ≤ M − 1. (70)
This analytical formulation, which only requires (45g) as input, is easily programmed in any
symbolic computation package, and can generate the rational weight-functions ∀M± ∈ Z :
M = M− + M+ ≥ 2. Since all of the M roots of any of the polynomials αh,M−,M+,ℓ(ξ) are
11 The recurrence relation (70) for Ks ≥ 2 holds also for σ f,M−,M+,Ks,ks (ξ).
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real, by (70), we can show by induction that all of the poles of the rational weight-functions
σh,M−,M+,Ks,ks(ξ) are real. These analytical results can then be used to extend the results of Liu
et al. [21] ∀M ∈ N≥2, and for arbitrarily biased stencils in a homogeneous grid, providing at the
same time simple symbolic computation routines for roots and poles.
Going into further details and results is beyond the scope of the present work. We
include however the following result. For the Ks = ⌈M2 ⌉-level subdivision of the usual
WENO stencils [21] Si,⌊ M2 ⌋,M−⌊ M2 ⌋, we know from direct computation [21] that the weight-
functions σh,⌊ M2 ⌋,M−⌊ M2 ⌋,⌈ M2 ⌉,ks(
1
2 ) ≥ 0. Using the analytical expression (70) we have obtained
computationally the following result.
Result 6.1 (Positivity of Linear Weights at i + 12 ). Assume that |M±| ≤ 9, satisfying (65). Then
if for the subdivision level Ks of Si,M−,M+ (65) all substencils contain either point i or point
i + 1
Si,M−−ks,M+−Ks+ks ∩ {i, i + 1} ≠ ∅ ∀ks ∈ {0, . . . , Ks}
⇐⇒
−M− ≤ 0 < M+
Ks ≤ min(M− + 1, M+) > 0 (71a)
then the rational weight-functions (70) satisfy
σh,M−,M+,Ks,ks

1
2

> 0 ∀ks ∈ {0, . . . , Ks}.  (71b)
6.2. Truncation error of WENO approximations to f ′(x)
Nonlinearity, ensuring monotonicity [36], in WENO schemes is introduced by nonlinear
weighting-out of stencils for which the reconstructing polynomial is nonsmooth. Smoothness
is almost invariably [16,28,19,1,25,26,14,3,29,7] measured using the Jiang–Shu smoothness
indicators [16]. Let u : R −→ R, M ∈ N≥1 and ∆x ∈ R>0, and define
βM (x;∆x; u) :=
M−
k=1
∫ x+ 12
x− 12∆x
∆x2k−1

dk
dxk
u(ζ )
2
dζ (72a)
=
M−
k=1
∫ 1
2
− 12

dk
dξ k
u(x + ξ∆x)
2
dξ. (72b)
By (72b) it is seen that, upon normalization by ∆x , βM (x;∆x; u) is [33] the usual norm
of (dξu) in the Sobolev space H M−1((− 12 ,+ 12 )) := W M−1,2((− 12 ,+ 12 )). The Jiang–Shu
smoothness indicator, when considering reconstruction at xi+ 12 on Si,M−,M+ (Corollary 4.8), is
defined12 [16,28,1,29] by
βph ,Si,M−,M+ ,i+ 12 := βM (xi ;∆x; ph(·; Si,M−,M+ ,∆x)) (72c)
12 The interval of integration was defined by Jiang and Shu [16] as the cell [x
i− 12
, x
i+ 12
], with the pivot point xi as
the center where we wish to approximate the derivative f ′i := f ′(xi ). This introduces some sort of upwinding, since
the interval [xi , xi+1] could have been used (this would correspond to using βM (xi+ 12 ;∆x; ph(·; Si,M−,M+ ,∆x))
instead in (72c)). This is the choice made in the context of central WENO interpolation by Carlini et al. [4]. The choice of
[xi , xi+1] as the integration interval for upwind-biased WENO schemes has not been studied. Nonetheless, in the context
of cell-centered finite-volume schemes [30] the choice of the cell as the volume of integration seems natural.
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with, as usual, M := M− + M+. The realization of the optimal order-of-accuracy by the WENO
schemes hinges upon the fact [16,14,3,29] that βph ,Si,M−,M+ ,i+ 12 for different stencils of equal
length M := M−+M+ but different biasing around the pivot point xi only differ to O(∆x M+2),
the lower-order part being common to all stencils of equal length M . Expansions in powers of
∆x s f ni f
s−n
i (n ≤ ⌊ s2⌋) have been given in the literature, up to the WENO17 (composed by
9 substencils of length M = 8 cells [7]), using symbolic calculation [16,14,3,7]. Using the
analytical expressions for the error of the reconstructing polynomial with respect to the unknown
function h(x) which is reconstructed, e.g. (56c), (51c) or (51d), it is quite straightforward to
explain the existence of the common part. Using (56a) in (72c) yields, by (72b)
βph ,Si,M−,M+ ,i+ 12
=
M−
k=1
∫ 1
2
− 12

dk
dξ k
(h(xi + ξ∆x)+ Eh(xi + ξ∆x; Si,M−,M+ ,∆x))
2
dξ
=
M−
k=1
∫ 1
2
− 12

dk
dξ k
(h(xi + ξ∆x))
2
dξ
+
M−
k=1
∫ 1
2
− 12

2

dk
dξ k
h(xi + ξ∆x)

dk
dξ k
Eh(xi + ξ∆x; Si,M−,M+ ,∆x)

+

dk
dξ k
Eh(xi + ξ∆x; Si,M−,M+ ,∆x)
2
dξ (73)
i.e. the common (stencil-independent) part is indeed the Sobolev norm of dξh(xi + ξ∆x) and the
non-common part involves the approximation error of the Lagrange reconstructing polynomial
(Proposition 4.7), and is therefore stencil-dependent. The deconvolution Lemma 2.5 is necessary
to compute analytically the expansion of the common part in terms of powers ∆x s f ni f
s−n
i
(n ≤ ⌊ s2⌋), and (51c) combined with the deconvolution Lemma 2.5 is used to evaluate
analytically the expansion of the stencil-dependent part of (73), whose knowledge is essential
for the evaluation and improvement [16,14,3] of the design of nonlinear weights, especially
when interested in developing weights maintaining one of the great advantages of the Jiang–Shu
weights, viz the straightforward extension to arbitrarily high-order accuracy [1,7]. Furthermore
these expressions were used to compute analytically the leading two terms of the asymptotic
expansions of the Jiang–Shu nonlinear weights [16] and from these the leading term of the
truncation error of WENO and WENOM [14] schemes. These developments are quite lengthy,
and will be reported elsewhere.
6.3. Extension to higher derivatives by multiple reconstruction
The reconstruction approach can also be used to approximate f ′′(x) (and in general f (n)(x)),
and in particular to compute interface fluxes, for high-order conservative discretization of
diffusive terms in finite-volume methods, e.g. in the direct numerical simulation (DNS) of
turbulence [8].
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Assume the conditions of Definition 2.1, for f (x) and h(x), but defined on I = [a−∆x, b+
∆x] ⊂ R, and assume that ∃ h : I −→ R which satisfies
h = R(1;∆x)(h) (6a)H⇒ h(x) = 1∆x
∫ x+ 12∆x
x− 12∆x
h(ζ )dζ ∀x ∈
[
a − 1
2
∆x, b + 1
2
∆x
]
(74a)
(8)H⇒ h(n)(x) =
h(n−1)

x + 12∆x

− h(n−1)

x − 12∆x

∆x
∀x ∈
[
a − 1
2
∆x, b + 1
2
∆x
]
, ∀n ∈ {1, . . . , N } (74b)
assuming f, h, h ∈ C N [a−∆x, b+∆x], with N ∈ N≥2. Recall (Remark 2.8) that reconstruction
pairs of continuous functions, if they exist, are unique. Combining (6a) with (74a), we have
f (x) = [R−1
(1;∆x)(h)](x)
(74a)= [R−1
(1;∆x) ◦ R−1(1;∆x)  
R−1
(2;∆x)
(h)](x)
= 1
∆x2
∫ x+ 12∆x
x− 12∆x
∫ η+ 12∆x
η− 12∆x
h(ζ )dζ

dη (75)
and we may write h = R(2;∆x)( f ) the reconstruction pair of f (x) for the computation of the
2-derivative. Differentiating (75) twice with respect to x , we readily obtain the exact relation
f ′′(x) = h(x +∆x)− 2h(x)+ h(x −∆x)
∆x2
(76a)
= 1
∆x

h(x +∆x)− h(x)
∆x  
74b= h′

x+ 12∆x

− h(x)− h(x −∆x)
∆x  
74b= h′

x− 12∆x

 . (76b)
By successive application of the deconvolution Lemma 2.5, assuming the conditions of
Lemma 2.5, we can obtain the deconvolution relations for h(x)
f (n)(x) =

NTJ
2
−
ℓ=0

ℓ−
s=0

2ℓ+ 2
2s + 1

∆x2ℓ
22ℓ (2ℓ+ 2)!h
(n+2ℓ)(x)+ O

∆x2

NTJ
2

+2

∀x ∈ [a, b], ∀n ∈ N0 : n < N − 2

NTJ
2

(77a)
h(n)(x) =

NTJ
2
−
ℓ=0

ℓ−
s=0
τ2sτ2ℓ−2s

∆x2ℓ f (n+2ℓ)(x)+ O

∆x2

NTJ
2

+2

∀x ∈ [a, b], ∀n ∈ N0 : n < N − 2

NTJ
2

(77b)
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and redevelop all the results concerning R(1;∆x) for R(2;∆x), and in general for reconstruction
procedures determining the interface fluxes for the computation of f ′′(x). In an analogous
manner we can tackle the important practical problem of very-high-order conservative
discretizations of ( fA(x) f ′B(x))′ [38].
7. Conclusions
The results in this paper concern both the general relations between two functions constituting
a reconstruction pair (Definition 2.1), and the analysis of the approximation error of the
reconstructing polynomial (Definition 2.3).
We call a function h(x)whose sliding averages over a constant length∆x are equal to f (x) the
reconstruction pair of f (x), h = R(1;∆x)( f ) (Definition 2.1). The exact relations ∆x f (n)(x) =
h(n−1)(x + 12∆x)− h(n−1)(x − 12∆x) (8) are the basis of the numerical approximation of f ′(x)
by reconstruction [13,12,31,32].
The reconstruction pair of the exponential function is [R(1;∆x)(exp)](x) = gτ (∆x)ex
(Theorem 2.9). The function gτ (x) (19b) is the generating function of the numbers τn (Table 1)
satisfying recurrence (10c). The numbers τn (19c) define the coefficients of the analytical solution
(Lemma 2.5) of the deconvolution problem for the Taylor-polynomials [12, (3.13), pp. 244–246].
This analytical solution (Lemma 2.5) is one of the main results of this work. It was also obtained
by an alternative matrix-algebra-oriented approach (Section 3.2).
The reconstruction pair of a polynomial of degree M ∈ N is also a polynomial of degree
M (Lemma 3.1), whose coefficients can be explicitly determined by (26f) using the numbers τn
(Table 1), R(1;∆x) being a bijection of the vector space of polynomials of degree ≤M ∈ N onto
itself (Theorem 5.1).
The Lagrange reconstructing polynomial (Definition 2.3) on an arbitrary stencil Si,M−,M+ :={i − M−, . . . , i + M+}, on a homogeneous grid, in the neighbourhood of point i (Definition 4.1),
is the reconstruction pair of the Lagrange interpolating polynomial on Si,M−,M+ := {i−M−, . . . ,
i + M+}. The Lagrange reconstructing polynomial on Si,M−,M+ is of degree M := M− +
M+ (Proposition 4.5) and approximates h(x) to O(∆x M+1) (Proposition 4.7). The complete
expansion (56a) of the approximation error of the Lagrange reconstructing polynomial in terms
of powers of ∆x can be expressed using the polynomials λh,M−,M+,n(ξ) defined by (56c). Most
of the standard results of existence and uniqueness of the interpolating polynomial apply to the
reconstructing polynomial (Theorem 5.3).
Typical applications include the analytical expression and results on the roots and poles of the
rational weight-functions combining the Lagrange reconstructing polynomials on substencils of
Si,M−,M+ := {i − M−, . . . , i + M+} into the Lagrange reconstructing polynomial on the entire
stencil, the analytical expression of the Taylor expansions of the Jiang–Shu [16] smoothness
indicators and of the truncation error of WENO schemes, and the analysis of the discretization
of f (n)(x) by n-reconstruction. It is hoped that the theoretical relations on reconstruction pairs
and the analytical expressions of the approximation error of the reconstructing polynomial will
be useful in the analysis and improvement of practical discretization schemes.
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Appendix. Useful relations for summation indices
We summarize here several relations [18,10] used in the text to manipulate the limits of
summation indices, and some other useful formulas.
α ≤ n ⇐⇒ ⌈α⌉ ≤ n
α < n ⇐⇒ ⌊α⌋ < n
n < β ⇐⇒ n < ⌈β⌉
n ≤ β ⇐⇒ n ≤ ⌊β⌋
∀α, β ∈ R
∀n ∈ Z (A.1)
s ≤ 2k ⇐⇒
 s
2

≤ k
s < 2k ⇐⇒
 s
2

< k
2k < s ⇐⇒ k <
 s
2

2k ≤ s ⇐⇒ k ≤
 s
2

∀s, k ∈ Z (A.2)
Nmax−
n=Nmin
Mmax−
m=Mmin
anm =
Nmax+Mmax−
s=Nmin+Mmin
min(Nmax,s−Mmin)−
n=max(Nmin,s−Mmax)
an,s−n
=
Nmax+Mmax−
s=Nmin+Mmin
min(Mmax,s−Nmin)−
m=max(Mmin,s−Nmax)
as−m,m (A.3)
1
ℓ+ 2k + 1

ℓ+ 2k + 1
ℓ

= 1
2k + 1

ℓ+ 2k
2k

. (A.4)
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