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Abst rac t - -A  two-species ratio-dependent predator-prey diffusion model with time delay is inves- 
tigated. It is shown that the system is permanent under some appropriate conditions, and sufficient 
conditions are obtained for the local and global stability of the positive equilibrium of the system. 
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1. INTRODUCTION 
One of the most basic and important problems in mathematical ecology concerns the survival 
of species in ecological systems. Recently, there is growing explicit biological and physiological 
evidence [1-4] that in many situations, especially when predators have to search for food (and 
therefore, have to share or compete for food), a more suitable general predator-prey theory should 
be based on the so-called ratio-dependent theory, which can be roughly stated as that the per 
capita predator growth rate should be a function of the ratio of prey to predator abundance, and 
so should be the so-called predator functional response. This is strongly supported by numerous 
field and laboratory experiment and observations [2,3,5,6]. 
Specifically, the standard Lotka-Volterra type models, on which nearly all existing theory is 
built, assumes that the per capita rate of predation depends on the prey numbers only. An alter- 
native assumption is that, as the numbers of predators change slowly (relative to prey change), 
there is often competetion among the predators, and the per capita rate of predation depends 
on the numbers of both prey and predator, most likely and simply on their ratio. Generally, a 
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ratio-dependent predator-prey model takes the form 
(1.1) 
Here p(x) is the so-called predator functional response, p(x), q(x) satisfy the usual properties 
such as being nonnegative and increasing, and equal to zero at zero. 
Particularly, for the ratio-dependent type predator-prey model with Michaelis-Menten type 
functional, the response is as follows: 
5=ax( l _K  ) cxy 
my+x'  
Ix 
~] = Y ( -d  + my-~ x ) • 
(1.2) 
From a formal point of view, this model ooks very similar to the much more known and applied 
Michaelis-Menten-Holling predator-prey model 
b+x'  
/1.3/ 
Indeed, the only difference between model (1.2) and (1.3) is that the parameter b in (1.3) is 
replaced by my in (1.2). Such a term (my or b) is proportional to the so-called searching time of 
the predator, namely, the time spent by eacil predator to find one prey. Thus, in the Michaelis- 
Menten-Holling model the searching time is assumed to be independent of predator density, 
while in the ratio-dependent Michaelis-Menten type model, the searching time is proportional to 
predator density (i.e., predators trongly interfere). 
On the other hand, since the pioneering theoretical work by Skellam [7], many papers have 
focused on the effect of spatial factors which plays a crucial role in permanence and stability 
of population [8,9]. In fact, dispersal between patches often occurs in ecological environments, 
and more realistic models should include the dispersal process. Many authors have studied the 
permanence and stability of Lotka-Volterra diffusion models [10-12]. In addition, it is generally 
recognized that some kind of time delays are inevitable in population interactions and tend to 
be destabilizing in the sense that longer delays may destroy the stability of positive equilibrium 
(see [13,14] and the references cited therein). Time delay due to gestation is among them, because 
generally a duration of T time units elapses when an individual prey is killed and the moment 
when the corresponding increase in the predator population is realised. The effect of this kind of 
delay on the asymptotic behavior of populations has been studied by a number of papers (see, 
for example, [15-17]). 
In this paper, we incorporate time delay due to gestation into the ratio-dependent predator- 
prey diffusion system. For the two-species ratio-dependent predator-prey model with diffusion 
and Michaelis-Menten type functional response, this results in the following delayed system: 
(al  -- a11xl(t) -- al3x3(t) ~ + Dl(X2(t) - xl(t)), 21 xl(t) mx3(t) 4- xl (t) /I 
X2 = x2(t)(a2 -- a22x2(t) ) + D2(Xl (t) - x2(t)), (1.4) 
( a31xl(t--T) ) 
53 = x3( t )  + - ' 
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where x~(t) represents the prey population in the ith patch, i = 1, 2, and x3(t) represents the 
predator population. T > 0 is a constant delay due to gestation. Di is a positive constant and 
denotes the dispersal rate, i = 1, 2. ai, a~j (i, j = 1, 2, 3), and m are positive constants. 
We adopt the following notations and concepts throughout this paper. 
Let x = (xl, x2,x3)  • R 3 -~ {X • R 3 : xi >_ 0, i = 1,2, 3}. The notation x > 0 denotes x • 
In tR  3. For ecological reasons, we consider system (1.4), only in IntR 3+. Let C + =- C([--T, 0]; R~_) 
denote the Banach space of all nonnegative continuous functions with 
II¢[I = sup IO(s)t, for • • C +. 
seI-r,0] 
Then, if we choose the initial function space of system (1.4) to be C +, it is easy to see that, for 
any • = (¢1, ¢2, ¢3) • C + and (I)(0) > 0, there exists a > 0 and a unique solution x(t, ~) of 
system (1.4) on [ - r ,a ) ,  which remains positive for all t • [0,a), such solutions of system (1.4) 
are called positive solutions. Hence, in the rest of this paper, we always assume that 
(I) • C +, (I)(0) > 0. (1.5) 
DEFINITION 1.1. System (1.4) is said to be uniformly persistent if there exists a compact region 
D C IntR3+ such that every solution x(t) = (xl(t),x2(t),x3(t)) of system (1.4) with initial 
conditions (1.5) eventually enters and remains in the region D. 
In the following, we say an equilibrium of the system is globally asymptotically stable if it 
attracts all positive solutions of the system. 
The organization of this paper is as follows. In the next section, we present permanence r sults 
for system (1.4). In the third section, we derive the local stability and the conditions depending 
on T. Section 4 provides ufficient conditions for the positive equilibrium of system (1.4) to be 
globally asymptotically stable. Finally, a suitable xample is given to illustrate that the conditions 
of our theorems are feasible. 
2. UNIFORM PERSISTENCE 
System (1.4) has a unique positive equilibrium if and only if the following conditions are true: 
(H1) a31 > a3, 
(H2) mala31 > a13(a31 - a3). 
In the following, we always assume that such a positive equilibrium exists and denote it 
by E*(x~, x~, x~). 
LEMMA 2.1. Let x(t) = (xl(t), x2(t), x3(t)) denote any positive solution of system (1.4) with the 
initial conditions (1.5). ffa3 < a31, then there ex/sts a T > 0 such that 
x~(t) <_ Mi, (i = 1, 2, 3), for t > T, (2.1) 
where 
PROOF. 
M1 = M2 > M;,  M3 > M~, 
al a~222 1 -- a3 
a31  M;=max - - ,  , M~= 
all  ma3 
We define 
V(t) = max{xl(t), x2(t)}, 
Mle(asl-as) r. (2.2) 
calculating the upper-right derivative of V along the positive solution of system (1.4), we have 
the following. 
(P1) If xl(t) > x2(t) or xl(t) : X2(t) and ~l(t) >_ &2(t), 
[ a13x3(t) .] +Dl (x2( t ) -x l ( t ) )  D+V(t) = &l(t) = xl(t) al -. allxl(t) - rnx3(t) + xl(t) 
< xl(t)[al - allxl(t)]. 
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(P2) If xl(t) < x2(t) or xl(t) = x2(t) and :~l(t) _~ x2(t), 
D+V(t) = 22(t) = x2(t)[a2 - a22x2(t)] + D2(xl(t) - x2(t)) _< x2(t)[a2 - a22x2(t)]. 
From (P1) and (P2), we have \ 
D+V(t) < xi(t)[ai - aiix~(t)], (i = 1 or 2). (2.3) 
From (2.3), we can obtain the following. 
(A) If max{xl(0), x2(0)} _< M1, then 
max{xl(t),x2(t)} <_M1, t >_ O. 
(B) If max{xl (0), x2(0)} > M1, and let -c~ = max1<i<2{Ml(ai- aiiM1)}(c~ > 0), we consider 
the following three possibilities: 
(a) V(0) : Zl(0) > Ml(Xl(0) > x2(0)); 
(b) V(0) = x2(0) > Ml(Xl(0 ) < x2(0)); 
(c) V(0) = xl(0) = x2(0) > M1. 
If (a) holds, then there exists ¢ > 0, such that if t E [0, ~), then V(t) = x~(t) > M1, and we have 
D+Y(xl(t),x2(t)) = J:l(t) < -a  < O. 
If (b) holds, then there exists ~ > 0, such that if t E [0, ~), V(t) = x2(t) > M1, and also we have 
D+V(Xl(t), x2(t)) = :~2(t) < -a  < 0. 
If (c) holds, then there exists s > 0, such that if t E [0, s), V(t) = xl (t) > MI or Y(t) = x2 (t) > M1. 
Similar to (a) and (b), we have 
D+Y(xl(t),x2(t)) = 2i(t) < -a  < 0, (i = 1 or 2). 
From what has been discussed above, we can conclude that if V(0) > M1, then V(t) is strictly 
monotone decreasing with speed at least a, therefore, there exists T1 > 0, if t _> T1, we have 
V(t) = max{xl(t),x2(t)} <_M1. 
In addition, from the third equation of system (1.4), we obtain 
:~3(t) ~ (a31 --a3)x3(t), 
for t > T, we have 
which is equivalent to t > 7, 
x3(t ) ~ x3( t_  T)e(a31-a3)'r, 
x3(t -- T) > x3(t)e (a3-aal)T. 
Therefore, for t > T1 + T, we have 
~3(t) < x3(t) I-a3 
< x3(t) [-aa 
a31M1 ] 
+ M1 + mx3( t -  T) 
a31M1 ] 
+ M1 + me(a~-~--------31)rx3(t)J 
= X3(t) [ (a31 -- a3)M1 - ma3e(a3-a~l)rx3(t) ] 
A standard comparison argument shows that 
The proof is completed. 
limsup x3(t) _ M~.  
t ---*-~-oo 
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THEOREM 2.1. Suppose that system (1.4) satisfies (H1) and the following: 
(H3) al  > a13/m + Di; 
(H4) a2 > D2. 
Then system (1.4) is uniformly persistent. 
PROOF. Suppose x(t) = (xl(t) ,x2(t) ,x3(t)) is  a solution of system (1.4) which satisfies (1.5). 
According to the first equation of system (1.4), if (H3) holds, then 
[ a,3 D1-  aux l ( t ) ] ,  (2.4) :rl(t) > xl(t) al m 
which implies that liminft--++~ xl(t) >_ (al - a l3/m - D1) ~all -- ml.  Hence, for large t, xl(t) > 
ml /2 ,  and 
[ a31m1/2 ] 
23(t) _> x3(t) --a3 + mx3(t--  T) 7ml /2  " 
Using the fact that, for large t, 
x3(t -- 7) < x3(t)e a~, 
we have 
which yields 
Ira, (a31 - a3)/2 -- ma3ea3~x3(t) ] 
x3(t) >_ x3(t) [ meaarx3(t) -{-ml/2 J ' (2.5) 
where 
An Dlx~ . 
- -  _ _  _ a11x  I + 
A13 = --a13 
A22 D2x*I x* 
- -  a22  2 ,  
a3(a31 - a3) 
B33 --~ 
a31 
a13a3(a31 -- a3) 
ma~l 
A12 ---- D1, 
A21 = D2, 
(a31 -- a3) 2 
B31 - 
?Tta31 
liminf x3(t) >_ ml(a31 - a3)e-a3~(2ma3) -1 --- m3. 
t-*Too 
Therefore, for large t, we have x3(t) > m3/2. 
In addition, from the second equation of system (1.4), we obtain 
~2(t) > z~(t)[a2 - o5  - a2~x2(t)], 
which implies that 
liminf x2(t) >_ __a2  - D2 = ms. 
t--++oo a22 
Thus, for large t, we have x2(t) > m2/2. 
Now, we let 
D= (xl,x2,x3) -~- _<zi_<Mr, i=1 ,2 ,3  . (2.6) 
Then D is a bounded compact region in R~_ which has positive distance from coordinate planes. 
From what has been discussed above, we obtain that there exists a T* > 0, if t > T*, then every 
positive solution of system (1.4) with the initial conditions (1.5) eventually enters and remains 
in the region D. The proof is completed. 
3. LOCAL ASYMPTOTICAL  STABIL ITY  
Linearizing system (1.4) at E*(x~, x~, x~), we obtain 
/~rl(t) ---- AI1NI(t) + A12N2(t) -{- A13N3(t), 
/V2(t) = A21Nl(t) + A22N2(t), (3.1) 
N3(t) = B31NI(t - T) + B33N3(t - 7), 
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x* x *~ of system (1.4) It is noticed that the local asymptotical stability of the equilibrium E*(x'{, 2, 3J 
is determined by the asymptotic stability of the zero solution of system (3.1). 
THEOREM 3.1. Suppose that system (1.4) satistles (H1),(H2) and the following: 
(H5) -(2Al l  + A12 + A21)/A13 + 2T(B31 -- B33) < 0, 
(H6) 2A22 + A12 + A21 < 0, 
(H7) T(B31 --B33) < 1. 
Then the positive equilibrium E* of (1.4) is locally asymptotically stable. 
PROOF. The third equation of (3.1) can be rewritten as 
Define 
'[ L /,: ] d-t N3(t) + B31 NI(S) ds + B33 N3(s) ds = B31N](t) + B33N3(t ). T 
W31(g)(t) = N3(t)+B31 gl(S)ds + B33 N3(s)ds . 
7" 7" 
Then, along the solution of (3.1), we have 
d'~ W31(N)(t) = 2[B31NI(t) q- B33N3(t)] N3(t) + B31 r Nl(s) ds + B33 r N3(s) ds 
= 2BalNI(t)N3(t) + 2B33N~(t) + 2B~INI(t ) Nl(s) ds 
T 
fl fl + 2BalBa3Na(t) N(s )  ds + 2BalBa3Nl(t) N3(s) ds 
T T 
//_ + 2B323N3(t) N3(s) ds. 
T 
Using the Cauchy-Schwarz inequality and the inequality a2 + b 2 > 2ab, we get 
d 
dS W31(N)(t) < 2B31Nl(t)N3(t) +2B33N~(t) + T(Bzl -- Bz3) (B31N2(t) - B33N~(t)) 
I f  L ] +(B31 - Ba3) B31 Y~(s) as - B33 g~(s)  as . - -T  T 
Now let W3(N)(t) be defined by 
W3(t) = W3(N)(t) = W31(N)(t) + W32(N)(t), 
in which 
[Si1' Ji1' ] W32(N)(t) = (B31 - B33) B31 N2(s) dsdv - B33 N2(s) dsdv . 
T T 
Then we derive from (3.4)-(3.6) that 
(3.2) 
(3.3) 
(3.6) 
d W3(N)(t) < 2B31Nl(t)N3(t) + 2B33N~(t) + 2r (B31 - B33) (B31N21(t) - B33N2(t)) 
dt - 
B31 
W(t) = W(N)(t) - A13 [N2(t) + N2(t)] + W3(t), 
Let 
(3.5) 
(3.4) 
Persistence and Stability 583 
then, along the solution of (3.1), we have 
d W(t) < -2 t331 Nl(t)(AnNl(t) + A12N2(t) + A13N3(t)) 
dt - Ax3 
B31 
- 2 ~ N2(t)(A21Nl(t) + A22N2(t)) + 2B31NI(t)N3(t) 
+ 2B33N2(t) + 2T(B31 - B33) (B31N2(t) - B33N2(t)) 
2 B31 = - ~ [AliNe(t) + A22N~(t) + (A12 + A21)Nl(t)N2(t)] 
+ 2B33N2(t) + 2T(B31 -- B33) (B31N2(t) - B33N~(t)). 
(3.7) 
Using the inequality a2 -t- b 2 _ 2ab, we have 
d W(t) < -(:~lN12(t) -- a2N22(t) - a3N32(t), 
dt 
(3.8) 
in which 
B31(2All + A12 + A21) _ 27"B31(B31 - B33)], 
O~1 ---- A13 
Ba l (2A22 + A12 + A21) 
~2 = A13 ' 
a3 = -2B33 + 2TB33(B31 - B33). 
Clearly, Assumptions (H5)-(H7) imply that al  > 0, a2 > 0, a3 > 0. Denote a=min{a l ,  a2, a3}. 
Then (3.8) leads to 
W(t) + a [N12(s) + N2(s) + N~(s)] ds <_ W(T), for t > T, (3.9) 
and which implies N2(t) + N~(t) + N2(t) E LI(T, oo). It is easy to see from (3.1) and the 
3 boundedness of N(t) that ~=1 N2(t) is uniformly continuous and then, using Barbalat's Lemma 
3 (see [18]), we can conclude that limt-.oo Ei=I N~(t) -- 0. Therefore, the zero solution of (3.1) is 
asymptotically stable and this completes the proof. 
We remark that, from the proof of Theorem 3.1, it is easy to know that, under the Assump- 
tions (H1) and (H2), if 2All + A12 + A21 < 0 and 2A22 + Ax2 + A21 < 0, then the positive 
equilibrium of the "instantaneous" (when T = 0) model (1.4) is locally asymptotically stable. If 
2A22 +A12 +A2x < 0, then the local stability of E* of (1.4) is preserved for small T satisfying (H5). 
and (H7). 
4. GLOBAL ASYMPTOTIC  STABIL ITY  
In order to proceed to the study of global attractivity of positive equilibrium of system (1.4), 
we need the following theorem. 
Consider an autonomous system of delay differential equation 
5:(t) -= F(xt), (4.1) 
such that F(0) -- 0 and F :  C([-T, OI,R n) --* R ~, T > 0, is Lipschitzian, where C = C([--T, 0], R '~) 
is the set of continuous functions defined on [-% 0] with the norm I1¢11 -- max-~<e<0 I¢(0)1, and 
where I '1 is any norm in R n. The following theorem can be found in [14]. 
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THEOREM A. Let Wl(*) a//d w2(,) be nonnegative continuous calar functions uch that wi(0) = 
0, i = 1,2; w2(r) > 0 for r > 0, limr-,+oo wl(r) = q-oo, and V : C --* R is a continuously 
differentiable scalar functional for a special set S of solutions of (4.1), and the following are 
satisfied: 
(1) V(¢) > wx((~(0)), 
(2) ~r(¢)](4.1 ) _~ --W2([(~(0)I .
Then x = 0 is asymptotically stable with respect to the set S. That is, solutions that stay in S 
converge to x = O. 
Our strategy in the proof of the global asymptotic stability of the positive equilibrium of (1.~1) 
is to construct a suitable Lyapunov functional. Let P(u) be defined by 
U 
P(u) - - - ,  
m+u 
then system (1.4) can be rewritten as 
"i = Xl { -alI (xl - xl) j-a13 [x: P (x~ 'X ' -- x-~X3 p (xl ) ] 
D: D1 . 
x; x2 (Xl - x7) + : i-  xl  (x2 - x2), 
D2 . 
D2 Xl(X 2 - x : )  -[- - -x2(x l  - Xl), 
~3=a31x3[p(Xl(t-T)~ p(Xi~] 
kx~(t ----7: - \x:lJ 
(4.2) 
Define 
then system (4.2) becomes 
Xl U* Xl 
X3 X~ ' 
, ...(.. r',., ]} ---- (Xl - x;) + a13 [ u* P~u) 
D1 D: 
- x-~ x2 (xl - x~) + x~ Xl (x2 - x : ) ,  
D2 . 
52 = x2[-a22(x2 - x:)] - 02  xl(x2 - x~) + - -  x2(xl  - Xl), 
x: x: 
F(_u*) 
D: Dlx2 } 
-a31[P(u(t - T)) -- P(u*)]  + x-)- (x2 - x : )  - x : i  (Zl - x l )  • 
(4.3) 
Define v(t) = (vl(t), v2(t), v3(t)) by 
Vl(t) ~- Xl(t) -- Xl, V2(t) = X2(t) -- X:, V3(t) = U(t) -- U*, 
mY3 
F(v3) = P(u) - P(u*) = (m + u*)(m + u)" 
(4.4) 
Observing that 
vaF(va) > O, va # O; 
mu 
F'(v3)u - (m + u) 2 < 1, 
(4.5) 
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it is easy to prove that 
P(u*) P(u) 1 
- -  -- F(v3). 
U* U ?Tt 
Therefore, from (4.3) and (4.4), we finally obtain 
[ ] D1 D, 
?)1 = (Vl -4- X~) --al lY1 -t- a1_~3 F(v3) - - -  X2Vl + - -  m x~ x ;  X lV2 '  
?)2 ---- --a22"v2(v2 q- x~) -- D2 D2 X--~2 X lV2  "4- X'--ff X2V l '  (4.6) 
[ D1 Dlx~ ] 
= . . . .  Vl  • ?)3 (v3 + u*) -allvl + a13 F(v3) - a31F(v3(t - T)) + x~ ~2 zlx~ 
Now we fomulate the result on the global stability of the equilibrium E* of (1.4) as follows. 
THEOREM 4.1. Suppose that system (1.4) satisfies (H1)-(H4) and the following. 
(H8) A~>0,  i= l ,2 ,3 ,  
where 
_ ma211 D1M2 1 ( 2D1M2~ 
A1 al3 mlz~ 2 ra31 ,a l l  A- ~ ] , 
A2 = mDlalla22x~ Dx rDla31 
D2a13x~ 2x~ 2x~ ' 
al3 D1 DIM2 1 ( 2a13 D1 2D1M2 "~ 
A3 = a31 m 2x~ mlx~ 2 ra31 all q- m q- 2a31 -4- --X~ "4- ~ // . 
Then the positive equilibrium E*(x~, x~, x~) of (1.4) is globally asymptotically stable. 
PROOF. To prove that the global asymptotic stability of the positive equilibrium E* of (1.4) is 
equivalent to that of the trival solution of (4.6), let 
2 
Vl(t) = Ee i  (v~-x* ln  v~ +x* ~ + f f f  P(v) -_P(u*) dv, 
i=1 xi / * * V 
(4,7) 
where 
mat1 mDlallx~ 
C1 - -  , C2  - -  
a13 D2a13x~ 
Along the solution of (4.6), we have 
2 
Vi F(v3) 
dv l ( t )  = E c i - - ? ) i ( t )+  ?)3(t) 
i=1 v~ + z* u 
=-c,anvZ1(t ) clD, ( x~2 , / f~  ~2 
- -----7- --v2 - vl _ c2a22v2(t) + a1__~3 F2(v3(t)  
Xl  V 371 ,] m 
D1 v2(t)F(va(t)) Dlx2 -- - -  - ---7---vl(t)F(v3(t)) 
- a31F(v3(t))F(v3(t 7-)) q- X*I XlXl 
= -clallv~(t) - c2a22v22(t) - - -  
+ (a~ _ a~,) F~I~Itll 
\m 
DlX2 
+ v2F(vs(t)) X.lX 1 
= -C la l lV~( t )  - e2a22v~(t )  - - -  
xC ,F 
. - - 'V2  -- V 1 
xl V xl / 
j(t t - -  v l t (v3( t ) )  A- a31F(v3( t ) )  g t (v3(s ) )v t3 (8)  ds  
-T  
ClO1 ( 
. - -  V2  - -  Y l  
xl V Xl / 
(4.8) 
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_• Dl X2 + \m(a13 _ a31) F2(v3(t)) + v2F(v3(t)) - xlx----- ~ vlF(v3(t)) 
/i [ + a31F(v3(t)) F'(v3(~))~(~) - alive(s) + a~--2a F(va(s ) )  r m 
D1 Dlx2 Yl(8)] ds. -a31F(v3(s - T)) + X- T V2(S) -- X;X---~  
(4.8)(cont.) 
Using the inequality a2 + b 2 _> 2ab and the Cauchy-Schwarz inequality, from (2.6) and (4.5), we 
derive for t > T* that 
ClO,lV ( ) , F  - -  - -  - - - - '7 -  V2  - -  Vl dt - xl V 3:1 ] 
D1 + ~m(al'3 a31) F2(v3(t))+ 2x---~l (v2(t) + F2(v3(t))) 
D, M2 / :  [ 
+ 2x,lml/------ 2 (v2(t) + F2(v3(t))) + a311F(v3(t))l ~ F'(v3)u(s) aulvl(s)l 
D1 D1M2 ] 
+al3m IF(v3(s))l + a311F(v3(s - T))I + x---~l Iv2(s)l + x~ml/----~ Ivl(s)l ds 
D1M2~v~(t)+ (-c2a22+~xl~)v2(t) _< (--Clall + mlx~ ] 
cini ( x~2 t / -~V l~ 2 [ n l  DiM21 . - -v2 - -  + --a31+ a13 +__  + F2(v3(t) 
Zl V xl / m 2x~ mlx~ J 
f:[ + a31[F(v3(t)) I anlvl(s) I + al__~a iF(v3(s))l + a311F(v3(s _ T))I (4.9) v m 
DI 2D1M2 ] 
+-x-~-]v2(s)l + mlz~ Ivl(s)l ds 
DiM2~v2(t) T(-c2a22-t-2~-~)v22(t ) _< (- -Clal l  + mlz~ ] 
-1- 1 X~ V2 -- Vl "4- --a31 + a1_33 ..{_ __  _4_ m 2x I m---'~l j F2(v3(t)) 
1 ( a13 D1 2D1M2~ 
+ ~ a31T al l  + m + a31 -4- --X~ + mlx~ ] F2(v3(t)) 
lf:[ 
+ 5 a31 anv2(s ) + a13 F2(v3(s) + a31F2(v3(s _ T)) 
m 
01 291M2 v2(s)] ds. 
+3 vi(s) + mlXi 
Now define a Lyapunov functional V(t) as 
1 / i / / [  V(t) ---- Vl(t) -~- ~ a31 allV2(8) + a1__~3 F2(v3(8) -4- a31F2(v3(8 - T) ) 
r m 
(4.10) 
D1 v2(s ~ 2D1M2 v2(s ) dsdv + 1 Ta21 F2(v3(s))ds, 
-{- ~12 ~ J -{- m l x ~ -2 -r 
Then we have from (4.7), (4.9), and (4.10) that for t > T*, 
d v(t) ClD1 _< -A lVa( t )  - A2v~(t) - A3F2(v3(t)) x~ 
<_ -A!v2(t) - A2v~(t) - A3F2(v3(t)). 
_ _ _  _ _  V 2 - -  
V xl / (4.11) 
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Define 
w,(Iv(t)l ) = Vl(t), 
where wl(*) is a continuous positive definite function of s,s  > O, such that wl(0) = 0 and 
wl(s)  --* +oo as s --* +oo. Then, Hypothesis (1) of Theorem A holds for any (x l ,x2,  u) E R 3. 
Furthermore, (431) shows that V'(t)I(4.6 ) is negative definite for any (Xl,X2,U) E R 3 provided 
that Ai > 0 (i = 1, 2, 3). Therefore, 
V'(t)[(4.6 ) _<-w2(lv(t)l), (4.12) 
where w2(.) is a positive definite function of s, s >_ 0 such that l ims~+~ w2(s) = +c~. Hence, 
Hypothesis (2) of Theorem A holds, which implies the global asymptotic stability of the equilib- 
rium E* of (1.4) with respect o positive solutions. The proof is completed. 
It is interesting to compare our global stability results with local stability results. We assume 
that the positive equilibrium E* = (x~, x~, x~) exists for system (1.4). 
The characteristic equation for (3.1) takes the form 
P(A) + Q(A)e -~ = O, 
in which 
P(A) = A [A 2 - (All + A22)A + AuA22 - A,2A21], 
Q(A) = -B33A 2 + [B33(An + A22) - A13B31]A + A22A13B31 - B33(AuA22 - A12A21), 
where A22A13B31 - B33(A11A22 - A]2A21) > 0. By applying Theorem 4.1 [14, p. 83], we see 
that if the positive equilibrium E* of (1.4) is stable for T = 0, as T increases, a finite number 
of stability switches may occur, and there is a positive constant TO (which can be evaluated 
explicitly), such that for T > To, E* becomes unstable. Therefore, the global stability of E* will 
impose restrictions on the length of time delay T. In other words, time delay destabilizes E* for 
system (1.4). 
Finally, we give a suitable xample to illustrate the feasibility of the conditions of Theorems 2.1, 
3.1, and 4.1. 
EXAMPLE. We consider the following system: 
(7  x3(t) ) l (x2(t) _ x l (t)) ,  ;~1 • Xl(t) -- 4xl(t) x3(t) + xl(t)  + 
1 
d:2 = x2(t)(1 - 4x2(t)) + ~ (xl(t) - x2(t)), (4.13) 
( 20Xl(t--T) ) 
2C3 : x3(t) --5 + x3(t ~---~) q- Xl(t -- T) " 
System (4.i3) has a unique positive equilibrium E*(1/4, 1/4,3/4). It is easy to verify that 
system (4.13) satisfies all the assumptions in (H1)-(H4). Using Theorem 2.1, we know that 
system (4.13) is uniformly persistent. From Theorem 3.1, we see that the positive equilibrium 
E*(1/4, 1/4, 3/4) is locally asymptotically stable provided that T < 1/15. Using Theorem 4.1, we 
know that the positive equilibrium E*(1/4, 1/4, 3/4) is globally asymptotically stable provided 
that T < 1/190. By applying Theorem 4.1 [14, p. 83], we see that there is a positive constant TO, 
such that for T > TO, E* becomes unstable. Thus time delay destabilizes E* for system (4.13), 
where 
1 v/~[270r + (55 - -  32r)(2 - -  r)l _ 0.1277028193906, 
TO = ~ arcsin 1080r + 120(2 -- r) 2 
2455 // 4 ,1/2 [1 ( q ( 3)--3/2)] 
r -  768  + cos  arccos  - 
19270225 76304628775 
P -  196608 ' q = 226492416 
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To conclude this paper, we would like to state that  the systematic study of the instantaneous 
(when T = 0) model (1.4) is important  and interesting. In addition, it is difficult to show the 
relation between (H5)-(HT) and (H8), which shows that  our results in Sections 3 and 4 have 
room for improvement. However, significant improvements appear to be difficult. We leave these 
for future work. 
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