We report the deployment of spiral acquisition for high-resolution structural imaging at 7T. Long spiral readouts are rendered manageable by an expanded signal model including static off-resonance and B 0 dynamics along with k-space trajectories and coil sensitivity maps. Image reconstruction is accomplished by inversion of the signal model using an extension of the iterative non-Cartesian SENSE algorithm. Spiral readouts up to 25 ms are shown to permit whole-brain 2D imaging at 0.5 mm in-plane resolution in less than a minute. A range of options is explored, including proton-density and T 2 * contrast, acceleration by parallel imaging, different readout orientations, and the extraction of phase images. Results are shown to exhibit competitive image quality along with high geometric consistency.
The utility of MRI depends critically on how fast it can be performed. Patient comfort and compliance, patient throughput, and robustness against motion all relate directly to the duration of MR exams. The time needed for a given scan generally depends on the amount of data required and the efficiency of data collection. The former mostly reflects basic parameters like the number of slices, the field of view, and the targeted resolution. The scanning efficiency, on the other hand, is governed by the speed of k-space traversal, potential undersampling as in parallel imaging, and the acquisition duty cycle, i.e., the fraction of total sequence duration actually spent collecting data. The duty cycle is lessened by the sequence overhead, i.e., by all time spent on purposes other than acquisition such as RF excitation, preparation pulses, or gradient spoiling. Standard spin-warp sequences (commercially known as FFE, GE, GRE, among others) tend to exhibit low acquisition duty cycles since they sample only one k-space line per excitation. Their relative inefficiency is exacerbated by contrast preparation, e.g., by long echo times for T 2 or T 2 * weighting or by diffusion weighting with large gradient moments.
The acquisition duty cycle can generally be improved by expanding acquisition windows. A prominent example of this approach is echo-planar imaging (EPI, Mansfield, 1977) , which samples multiple k-space lines per repetition. Single-shot EPI is frequently employed for diffusion imaging, BOLD fMRI and spinlabeling studies. Multi-shot EPI has recently been used for highresolution anatomical imaging with T 2 * and phase contrast (Langkammer et al., 2015; Poser et al., 2015; Setsompop et al., 2016; Zwanenburg et al., 2011) .
The most efficient extended readouts, however, are accomplished with spiral trajectories (Ahn et al., 1986; Likes, 1981) , which feature substantially higher average k-space speed than EPI. Spiral trajectories offer minimal echo times and mitigation of motion and flow effects by intrinsic compensation of gradient moments . Spiral imaging also achieves nearoptimal SNR efficiency by spreading acquisition time approximately evenly across k-space (Kasper et al., 2014) and has been successfully accelerated by array detection (Heberlein and Hu, 2006; Heidemann et al., 2006; Pruessmann et al., 2001; Yeh et al., 2005) . Recently, extensions of spiral imaging to 3D and simultaneous multi-slice excitation have been demonstrated (Deng et al., 2016; Zahneisen et al., 2014) , enabling further acceleration.
Despite these attractive features, spiral imaging is not commonly used in applied settings due to a number of challenges as summarized, e.g., in Refs. (Block and Frahm, 2005; Börnert et al., 1999 those, the most prominent issues relate to imperfections of the static magnetic field and dynamic gradient fields. Static field non-uniformity, when uncorrected, causes blurring in spiral scans as opposed to EPI where it induces mere distortions. One means of controlling off-resonance effects is to limit the readout duration in a trade-off between image quality and acquisition efficiency (Qian et al., 2010) . At the image reconstruction stage, the off-resonance problem is traditionally addressed by variants of conjugate-phase reconstruction, a direct approach that works within certain limits on the spatial derivatives of the static field (Maeda et al., 1988; Man et al., 1997; Noll et al., 1992 Noll et al., , 1991 . More general cases have been tackled with iterative algorithms for full-Fourier encoding (Barmet et al., 2004; Harshbarger and Twieg, 1999; Sutton et al., 2003) and parallel imaging with undersampling and array detection (Barmet et al., 2005; Wilm et al., 2011) .
The second main issue, imperfections of gradient dynamics, arises from eddy currents, delays, mechanical vibrations, and heating effects, among others. In EPI, many system imperfections can be addressed with calibration echo trains, exploiting the repetitive structure of the readout gradient waveform. For spiral readouts, lacking such structure, a generic approach is to measure the entire k-space trajectory using MR signal from a phantom or the subject (Duyn et al., 1998) or specific probes Börnert et al., 1999; De Zanche et al., 2008; Mason et al., 1997) . To also capture transient field behavior related to, e.g., thermal drift, system instability, or subject motion, it has recently been proposed to perform trajectory and eddy current measurements concurrently with each actual imaging readout (Barmet et al., 2009; Vannesjo et al., 2015) .
Joint correction for off-resonance and trajectory errors has recently been shown to facilitate single-shot spiral imaging at 3T (Wilm et al., 2017) . In this work, simultaneous accounting for static and dynamic field perturbations was based on an expanded signal model that additionally encompassed array detection (Fig. 1) . Image reconstruction was achieved by model inversion using an extension of the iterative non-Cartesian SENSE algorithm (Pruessmann et al., 2001; Wilm et al., 2015 Wilm et al., , 2011 . Based on these results, the goal of the present work is to explore the feasibility of spiral scanning at even higher field. Moving to 7T offers additional intrinsic SNR for scan acceleration but also exacerbates the offresonance challenge. We demonstrate that spiral scanning enables rapid structural imaging in these conditions. Using array acquisition and up to threefold undersampling, whole-brain imaging with 0.5 mm in-plane resolution is accomplished in less than one minute and with high geometric fidelity.
Methods

Setup and subjects
All experiments were performed on a 7T Philips Achieva system (Philips, Best, The Netherlands) using a 32-channel head receive array (Nova Medical, Wilmington, USA). Data was collected from 4 healthy volunteers (1 male, mean age ± 24 2 y) after written informed consent and according to the applicable ethics approval.
Field data was acquired using a concurrent magnetic field monitoring setup similar to previous 3T implementations (Barmet et al., 2009; Wilm et al., 2011 (Barmet et al., 2010) , accounting for the conditioning of the probe-position-dependent calibration matrix . The space of feasible probe positions was created from numerical 3D models of the transmit coil and the receive array. The probes were connected to a stand-alone console and acquisition system (Dietrich et al., 2016a) . To synchronize imaging . Raw image data is complemented by concurrently measured field dynamics as well as maps of receiver sensitivity and static B 0 . Algebraic image reconstruction inverts the signal model using a conjugate gradient algorithm. and field measurements, the clock of the monitoring spectrometer was locked to that of the imaging system and the delay difference between the two systems was corrected for. One-time delay calibration was based on the phase of spin-warp images and ghosting levels in single-shot EPI images.
Processing of field probe data was performed on a PC. The acquired signal phase evolutions of 1 MHz bandwidth were projected onto a spherical harmonic basis set Vannesjo et al., 2013; Wilm et al., 2011) , yielding coefficient time courses for global phase
x y z ), as well as second-and third-order spatial components (
Correction for concomitant gradient fields was incorporated by modeling them from the monitored first-order phase terms and subtracting their effects from the probe phase data before re-estimating the phase coefficients ( (Bernstein et al., 1998; Vannesjo et al., 2016b) .
Spiral trajectories and sequence timing
For spiral scanning two protocols were used in this study, with 0.5 mm and 0.7 mm nominal in-plane resolutions, respectively, and a common FOV of 230 mm (see Table 1 for an overview of sequence parameters). The spiral readout modules were embedded in 2D multi-slice gradient-echo sequences targeting whole-brain coverage (36 oblique-transverse slices of 2-3 mm thickness, 0.5-1 mm gap) with a volume TR of 3 s.
All spiral readout trajectories were Archimedean (radially equidistant turns), directed either center-out ("spiral-out") or towards the k-space center after an initial prephaser ("spiral-in", Börnert et al., 2000) .
Segmented k-space sampling was performed with spiral interleaves of up to 25 ms readout duration. The respective gradient waveforms were designed to make full use of the gradient system's slew-rate and strength limits of 200 mT/m/ms and 31 mT/m, respectively (Lustig et al., 2008) . For the given FOV, full k-space coverage required 30 interleaves for the 0.5 mm protocol and 12 interleaves for the 0.7 mm protocol, resulting in total scan durations of 90 s and 36 s, respectively.
For contrast variation, the spiral readout module was shifted relative to slice excitation, with nominal echo time (TE) indicating the sampling time of the k-space center (Fig. 2) , i.e., marking the start of the readout for spiral-out, but the end of the readout for spiral-in trajectories. For T 2 * weighting TEs of 20-29 ms were employed for spiral-out and -in trajectories. In addition, a variant of the spiral-out scan with short TE (5 ms) served to explore more proton-density-weighted (PD) contrast. SPIR fat suppression (Kaldoudi et al., 1993) preceded each imaging module.
Field-probe excitation and acquisition were triggered by the MR console 3 ms before onset of the respective spiral waveforms (Fig. 2, bottom) . After excitation with a block pulse, monitoring signals were collected over the whole spiral readout at a bandwidth of 1 MHz. To allow for probe T1 recovery, monitoring was performed only for a subset of readouts spaced at 200-300 ms and thus still critically sampling breathing-induced field changes Van de Moortele et al., 2002; Vannesjo et al., 2015) . Depending on sequence timing, this amounted to concurrent monitoring of every second to sixth slice.
Reference maps: sensitivity and static off-resonance
For mapping of coil sensitivity and static off-resonance, a spinwarp multi-gradient-echo sequence (TE 1 ¼ 4 ms, ΔTE ¼ 1 ms, 6 echoes, TR ¼ 800 ms, 1 mm resolution) was employed with the same slice geometry as the anatomical scans. For geometric consistency the reference scan was likewise concurrently monitored and reconstructed based on the expanded signal model described in the following section, albeit without reference map data and individually for each receive channel.
Coil sensitivity maps were created from the first-echo data, dividing each single-channel image by the root of the sum of the squared magnitude over all channels. Sensitivity-weighted complex channel combination yielded complex images for each of the six echoes (Roemer et al., 1990) . Static off-resonance maps were generated from these multi-echo images by pixel-wise temporal unwrapping and linear fitting of the image phase along the echo dimension.
Noise and voids in both types of maps were removed with a variational approach similar to that described in Ref. (Bammer et al., 2002) . It consists in minimizing an objective function that penalizes a map's deviation from raw values along with its second spatial derivatives. Minimization was performed with a conjugate gradient algorithm (Shewchuk, 1994) . A third trajectory (not shown) with short TE (PD-weighting) was employed by shifting the onset of the spiral-out module to the displayed start of the spiral-in trajectory. 
Expanded signal model and image reconstruction
The expanded signal model ( Fig. 1 ) was detailed previously (Barmet et al., 2005; Wilm et al., 2011) . In brief, the raw image signal acquired with coil γ at time t is described as a function of available magnetization ( ) r m , r denoting position within the imaging volume V, the phase model φ( ) r t , obtained by monitoring, coil sensitivity ( ) γ r c , and static off-resonance Δω( ) r :
Discretizing time and space yields the matrix-vector formulation (Pruessmann, 2006; Pruessmann et al., 1999) 
with the encoding matrix In this formulation, image reconstruction amounts to solving the matrix equation. This is achieved with the iterative conjugategradient SENSE algorithm (Pruessmann et al., 2001) , extended as in Ref. (Kasper et al., 2014 t is incorporated by multi-frequency interpolation (Barmet et al., 2005; Man et al., 1997; Sutton et al., 2003) . Normalization for net sensitivity of the coil array and estimated k-space density are used for pre-conditioning (Pruessmann et al., 2001 ). Higher-order phase, φ ( )
ho , is measured in the present work but neglected at the reconstruction stage due to small magnitude and reconstruction speed. When significant, higherorder fields can be incorporated in the CG approach (Wilm et al., 2017 (Wilm et al., , 2012 ), yet at the expense of additional computation time, as gridding and FFT speed-up are no longer possible. Image reconstruction was implemented in Matlab (The MathWorks, Natick, MA), using its distributed computing engine on a CPU cluster with dedicated server nodes (Dual Deca-Core Intel Xeon E5-2690 v2 3 GHz CPUs, 20 cores per node). Up to 32 cores were employed for reconstructions. SENSE reconstruction of the fully sampled data took about 40 s per iteration for an individual slice (matrix size 380 Â 460), amounting to a total reconstruction time of just under 7 min (10 iterations). Alternatively, without undersampling, magnitude-only images could be computed from root sum of square combinations of individual coil reconstructions, taking 12 s per iteration on a single core, thus allowing total reconstruction times of 2 min by parallelization over coils.
To explore further acceleration of spiral acquisition by parallel imaging, image reconstructions were repeated using only 10 of the acquired 30 interleaves of the 0.5 mm resolution spiral sequences (SENSE factor 3, total scan time 30 s), and every 4th interleaf of the 0.7 mm resolution sequences (SENSE factor 4, total scan time 9 s).
After reconstruction all images were corrected for intensity modulations of low spatial order due to the coil profiles, estimated as bias field with the unified segmentation approach (Ashburner and Friston, 2005) in SPM12 (www.fil.ion.ucl.ac.uk/spm/software/spm12/).
Results
Field dynamics during spiral readouts
Field evolutions during spiral encoding with k-space range corresponding to 0.5 mm resolution were successfully monitored as illustrated by the example in Fig. 3 , a T 2 *-weighted spiral-out trajectory (TE 25 ms). The first-order phase components (Fig. 3B) reflect the intended, slightly angulated spiral trajectory. Deviations from the nominal trajectory (dashed) include slightly reduced maxima and apparent negative delays, which relate to frequency-dependent system response. B 0 eddy currents are manifest in k 0 , which varies in the order of 1 rad (Fig. 3A) . Higher-order dynamics were generally smaller ( Fig. 3CD ) with the exception of 2 nd -order concomitant fields (Fig. 3C) , in particular in z 2 (Bernstein et al., 1998) . Different interleaves exhibit similar field dynamics yet with phase-shifted oscillating components due to different rotation relative to the gradient system (right column, only every third interleaf is shown for clearer visualization). Breathingrelated field dynamics between interleaves can be discerned when comparing slope changes in phase coefficients before the onset of spiral encoding, in all orders (see supplementary material, Fig. S1 ). Less systematic differences among interleaves are most apparent in high spatial order and towards the end of the readout.
High-resolution spiral images
Fig. 4 shows reconstructed T 2 *-weighted spiral-out images (inplane resolution 0.5 mm, scan time 90 s, see online version of this article for interactive view), which exhibit competitive structural image quality without conspicuous spiral artifacts. Consistent contrast and level of detail were obtained in all 36 slices (Fig. 4AB) , including typical T 2 * emphasis of venous vasculature (Fig. 4D,H ) and gray/white matter delineation (e.g., Fig. 4C,G) . Notably, image quality is high also in inferior slices (4E,F), showing subcortical white matter (e.g., optic radiation, Fig. 4D ,H) and deep gray matter structures (e.g., putamen, globus pallidus, Fig. 4C,G) . Local through-plane dephasing and consequent signal loss in these slices (Fig. 4F ) relate to T 2 * weighting rather than the choice of trajectory (see short-TE images in Fig. 5A for comparison) .
Similar image quality was obtained with the other trajectory and timing variants (Fig. 5) . The spiral-out trajectory with shorter TE (5 ms) yielded higher SNR and more pronounced proton-density weighting, resulting in superior cortical gray/white matter contrast (Fig. 5A) . Deep gray matter and CSF contrast, on the other hand, are reduced (compare Fig. 5A-C or 4) . Slight ringing in these images may arise from residual fat signal after incomplete suppression, that was not observed at longer TE due to fast T 2 * decay.
The spiral-in trajectory shared gradient timing with the short-TE spiral-out, but, due to the reversed trajectory direction, had a resulting TE of 25 ms, leading to predominantly T 2 * weighted images (Fig. 5B) . Overall, image contrast and quality were comparable to the spiral-out trajectory with the same TE (cf. Fig. 4 ) in the corresponding slices (Fig. 5C ). Subtle differences were found in the manifestation of through-plane dephasing in inferior slices (Fig. 5B left) and in the appearance of very local structures, particularly of small vessels (Fig. 5B, column 3) .
Parallel imaging acceleration (R ¼ 3) preserved the contrast and anatomical detail pronounced by T 2 * weighting. Apart from expected noise enhancement the undersampled data is comparable with the fully sampled acquisition (compare Fig. 5D-C) .
For all data presented in Fig. 5 , a close-up of a different slice is provided in Fig. 6 to facilitate comparison and detection of the aforementioned image features. Additional NIfTI images of the presented and all other volunteers are provided in the supplementary material (see, e.g., interactive view for subject 2 in online version of this article). In general, the image quality between subjects was comparable, with individual differences close to the sinuses due to through-plane dephasing, and at cortex edges close to the skull, because of steep in-plane static B 0 gradients.
Geometric fidelity and impact of signal model components
We compared the geometric consistency of the spiral results to the first echo images of the large-bandwidth spin-warp reference scan with minimal distortion (Fig. 7A) . Visual inspection suggested good correspondence of anatomical structures in the short-and long-TE spiral-out scan to the spin-warp image at the level of 1 mm resolution (Fig. 7A, top row) . The overlaid tissue boundaries (intensity edges) of the spin-warp image verify the geometric consistency for both spirals in the transverse slices, as well as the sagittal through-plane geometry (Fig. 7A, bottom row) .
To study the influence of off-resonance correction we repeated image reconstruction without incorporation of the offresonance map (Fig. 7B) . Compared to the static-B 0 -informed reconstruction, images without B 0 correction exhibited tissue edge duplication and extended signal voids in areas of spatially varying B 0 (Fig. 7B, bottom row, zoomed panels) . We observed differences in image intensity of up to 20%, mostly at tissue boundaries. 
Further acceleration
For the faster 0.7 mm spiral acquisitions, overall contrast and geometric fidelity with both spiral-in and -out scanning were similar to the 0.5 mm results with TE 25 ms (Fig. 8AB) . However, some anatomical detail was lost, e.g., in delineating vessels, due to lower nominal resolution as well as somewhat longer readouts, which induced stronger T 2 * blurring. Furthermore, image quality was affected by stronger through-plane dephasing because of the longer TE.
With parallel imaging acceleration (SENSE factor 4, 9 s total scan time for 3 interleaves) the contrast-to-noise ratio dropped considerably, but the noise patterns did not exhibit spatial structure impairing identification of anatomical structures (Fig. 8C and D) .
Intrinsic phase contrast
Since the reconstruction strategy employed here yields complex-valued images, it includes phase information in addition to magnitude images. Inspection of the phase of spiralout images reveals good gray/white matter contrast, deep gray matter and detailed vessel depiction, as well as few phase wraps (Fig. 9) . Notably, no background field removal (e.g., high-pass filtering) or other phase preprocessing, as is common in susceptibility-weighted imaging, was performed on these images. Instead, the inclusion of static off-resonance effects into the expanded signal model intrinsically demodulated the image phase at the level of resolution supported by the B 0 maps. 
Discussion
In this work, spiral acquisition has been found to be a competitive candidate for anatomical MR imaging. The quality and geometric fidelity of the presented spiral images are comparable to conventional spin-warp images, acquired at a fraction of the scan time (acceleration factors of 5-10, due to the extended readout windows). Structural T 2 * images with 0.5 mm in-plane resolution were obtained in 1.5 min, achieving whole-brain coverage for a slice thickness of about 2-3 mm. This protocol might be interesting for clinical applications, such as the study of microbleeds, where 2D acquisition schemes still dominate (Greenberg et al., 2009 ), due to their relative insensitivity to flow and movement artifacts, and the more flexible selection of target regions compared to 3D, where fold over in the third dimension typically also requires slab oversampling, reducing acquisition efficiency. Parallel-imaging acceleration was readily available with the SENSE-based reconstruction approach. At an undersampling factor of 3, contrast and anatomical detail of T 2 *-weighted images were essentially preserved, reducing the overall acquisition time to 30 s for whole-brain coverage. Spiral-in and long-TE spiral-out trajectories provided similar T 2 *-weighted contrast at a high resolution of 0.5 mm. For highest overall imaging speed, spiral-in trajectories are preferable as they finish sooner, at TE. Corresponding phase images, due to background field removal intrinsic to the reconstruction approach, permit direct application in susceptibilityweighted imaging and quantitative susceptibility mapping (QSM). The short-TE spiral-out sequence offered an alternative contrast with clear gray/white matter differentiation, at higher SNR and less through-plane dephasing than the long-TE spirals. However, it exhibited slight residual ringing close to the skull, which may arise from incomplete fat suppression.
Robust spiral imaging was enabled by use of an expanded signal model encompassing actual gradient and B 0 dynamics as well as maps of static off-resonance and coil sensitivities, in combination with algebraic reconstruction.
Limitations
At the field strength of 7T, limitations were encountered at long TE and with very long spiral readouts of 25 ms and above, leading to the onset of blurring and shading artifacts as well as patches of amplified noise. The chief underlying issue is signal dephasing, which poses two challenges to the signal model and its inversion. Firstly, dephasing is intrinsically hard to include in a signal model for image reconstruction as it involves intravoxel processes at a spatial scale that the respective scan is incapable of resolving. Secondly, even when properly reflected by a signal model, dephasing tends to give rise to adverse conditioning of the associated inverse problem, boosting detection noise as well as systematic model errors. Furthermore, excessively long readouts might be unfavorable for other reasons as well, such as the broadening of the point-spread function due to T 2 * decay (but see supplementary material, Fig. S2 and Video S3, for an illustration of resolution gains for 20 ms spiral readouts compared to earlier cropping). The robust cases of readout durations up to 20 ms or shorter TE still indicate a large feasible regime of spiral sequence parameters in which signal formation can be properly described and inverted.
Prospective applications
The present work is limited to spiral readouts in gradient echo imaging. However, spiral readout modules can be equally used to improve the acquisition speed and duty cycle of other sequences. They are particularly effective in techniques with significant overhead such as inversion-recovery, multi-spin-echo, or diffusion-weighted scans. Besides structural imaging, spiral acquisition with single-shot readouts at slightly lower resolution is attractive for functional MRI, primarily for BOLD (Glover, 2012) and ASL (Detre et al., 2012) contrast, but also for functional QSM (Balla et al., 2014) .
At lower field strengths, such as 3 T, the favorable regime of sequence parameters for the expanded signal model is expected to be even larger as susceptibility-induced dephasing is reduced at all length scales. Substantially longer spiral readout durations are conceivable and thus even higher acquisition duty cycles.
The approach used here is not restricted to Archimedean spiral trajectories, since the corrections introduced by the expanded signal model work regardless of specific assumptions on gradient waveforms. The method can thus be applied to the realm of trajectory optimization, for example, for enabling variable-density spirals for SNR-optimal or artifact-suppressing acquisition Tsai and Nishimura, 2000) .
Similarly, the method can be readily extended to simultaneous multi-slice or 3D acquisitions, such as stack of spirals (Deng et al., 2016; Engel et al., 2017; Zahneisen et al., 2014) or arbitrary 3D trajectories (Pipe et al., 2011; Zahneisen et al., 2012) . 3D offers the advantages of insensitivity to slice profile inaccuracies and isotropic voxel size without gaps, and the combined SNR benefits of 3D averaging and high field render it particularly attractive for ultra-high resolution applications. The signal model employed here makes no intrinsic 2D assumption, and the good performance of the approach suggests it should work as well in 3D. Reconstruction time and memory requirements, however, increase considerably compared to a single slice, because the data objects handled by the iterations become bigger. Compared to the reconstruction time of all 2D slices taken together, gridding and FFT operations are of the same complexity in 3D (apart from a constant scaling factor for gridding kernel width and grid oversampling factor in the third dimension, respectively, see (Beatty et al., 2005, pp. 800-801) , and MFI will need considerably more time, because it interpolates the frequency range of the whole 3D volume of the B 0 map, as opposed to the typically smaller range within a 2D slice.
Alternative data for expanded signal model
The expanded signal model is critical for reconstructing highquality images, but its components can be determined in various ways. Static off-resonance and coil sensitivity maps were derived from a separate multi-echo spin-warp reference scan here. Scan times can be reduced to below one minute by reducing spatial resolution from one to several millimeters. For coil sensitivity estimation, this is well justified by their overall spatial smoothness. For static off-resonance maps, the variational algorithm used in their post-processing filtered high-resolution detail by enforcing spatial smoothness over several voxels.
Auto-calibration data can replace reference scans, e.g. the densely sampled k-space center in variable density spirals. This data may serve as input to an initial low-resolution image reconstruction to estimate coil sensitivities, or lend itself to more sophisticated non-linear reconstruction methods, for example, joint estimation of image and reference maps in a single reconstruction (Hernando et al., 2008; Sutton et al., 2004; Uecker et al., 2008) . Using multi-echo spiral acquisition, this approach may extend to static off-resonance map estimation, at the cost of additional scan time, and additional water/fat separation (Hernando et al., 2008; Wang et al., 2016) , as an alternative to fat suppression.
The encoding field dynamics, as a second critical component of the expanded signal model, can be readily measured by concurrent field monitoring, which is perhaps the most principled but also a technically demanding approach. For reproducible deviations from prescribed encoding (for example, induced by eddy currents), nonconcurrent techniques are suitable alternatives. These include measuring the field dynamics in a separate experiment (pre-calibration, Duyn et al., 1998; Mason et al., 1997; Tan and Meyer, 2009 ), or characterizing the gradient response to any input demand waveform, e.g. as a linear time-invariant system (gradient impulse response function, GIRF, Addy et al., 2012; CampbellWashburn et al., 2016; Vannesjo et al., 2013 Vannesjo et al., , 2014 Vannesjo et al., , 2016b . Irreproducible field modulations, for example, due to breathing or gradient heating, typically exhibit a much lower bandwidth (o1 Hz, see also supplementary material, Fig. S1 ). Here, navigatorbased techniques can be used, at the cost of reducing the acquisition duty cycle. Recently, model-based approaches based on peripheral measures and training data have been proposed as well, for example GIRF updates based on external temperature sensor readouts (Dietrich et al., 2016b) , or field estimates from breathing belt time courses .
Complementary improvements
To further the feasible application regime of the expanded signal model, one has to target the limitations set by signal dephasing, either by reducing the static field inhomogeneity as its source, or improving the accuracy of the signal model describing it.
For reducing static field inhomogeneity, advanced active shimming techniques may provide a better conditioning of the reconstruction problem, e.g. slice-wise shimming for 2D imaging as employed here (Fillmer et al., 2016; Morrell and Spielman, 1997; Sengupta et al., 2011; Vannesjo et al., 2017) .
The accuracy of the signal model can be improved both for static and dynamic encoding fields to capture dephasing. Higherorder field dynamics, though measured by concurrent field monitoring, were not considered for image reconstruction here, as their overall contribution to the phase evolution was small (see supplementary material, Fig. S4 and Video S5, for higher-order reconstruction of a single slice for comparison). Inversion including higher order field components, however, can be done with minimal changes to the image reconstruction algorithm , forfeiting reconstruction acceleration by multi-frequency interpolation and gridding, and has been successfully applied to spiral diffusion imaging as well (Wilm et al., 2017) . The higher computational costs (due to the direct matrix-vector multiplications) can be covered by GPU-based reconstruction (Bieri et al., 2011) , or MFI-like approximations to the encoding phase term (Wilm et al., 2012) .
With respect to static off-resonance, inaccuracies of the signal model mainly stem from geometric mis-registration between reference maps and spiral acquisition, as induced by subject motion. Map co-registration or updates to the reference maps via low-resolution spiral navigators could provide a partial solution here. Prospective motion correction constitutes a more comprehensive Fig. 9 . Intrinsic phase contrast of spiral-out images (resolution 0.5 mm, TE 25 ms, corresponding magnitude images in Fig. 5C ). Deep gray matter structures (e.g., red nucleus, thalamus), cortical gray/white matter boundaries and vessel architecture are well discernible. Note that the phase is presented without any pre-processing since B 0 -corrected reconstruction accounts for off-resonance to the degree represented in the B 0 maps. approach (Maclaren et al., 2013) , and can be combined with field monitoring, e.g., using head-mounted NMR field probes (Aranovitch et al., 2016; Haeberlin et al., 2015) .
Conclusion
The results of this work indicate that spiral readouts are a competitive option for structural MRI and form an effective means of converting enhanced sensitivity at high field into imaging speed. The chief challenges to spiral imaging, static off-resonance and dynamic field imperfections, have been addressed by inclusion in the signal model used for image reconstruction. With this approach, readout lengths of multiple tens of ms have been found to be manageable at 7T, permitting rapid structural imaging with high geometric consistency.
