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Abstract 
 
Direct imaging is a technique commonly used in the study of particle, bubble, and droplet 
size distribution in a dynamic system. Objects such as particles, bubbles, and droplets can be 
present at various distances from the imaging device when images are captured. Hence, the 
location of the object will need to be known in order to determine the actual size of an 
individual object. However, the location of the object cannot be determined from a single 
image. A single calibration scale defined at the focusing plane is normally used for the 
determination of all the object sizes from images. When the focus is close to the imaging 
device, the change in magnification with location is large. The size distribution obtained from 
the use of a single calibration scale would thus give a considerable deviation from the actual 
size distribution. In this study, a statistical method is proposed to reconstruct the actual object 
size distribution from the experimental object size distribution obtained from images using a 
single calibration scale defined at the focusing plane. Experiments are performed to validate 
the accuracy of the proposed method on the particle size distribution determination in a 
settling system. The stability of the proposed method is also analyzed theoretically for 
imaging devices with different depth-of-field (DOF), focusing location, and change in 
magnification with distance. 
 
Introduction 
 
The size distribution of the discrete phases in multiphase systems such as the size distribution 
of particles in gas-solid or liquid-solid systems, bubbles in gas-liquid or gas-liquid-solid 
systems, and droplets in liquid-liquid systems is important for the operation of the specific 
applications. The knowledge of size distribution can enhance the understanding of mixing, 
heat and mass transfer properties for design and scale-up of the operations. It can also be used 
for validation or as a parameter in process simulations using computational fluid dynamics 
(CFD). However, the measurement of size distribution with reasonable accuracy has always 
been a challenge. Numerous techniques including Doppler anemometry techniques, 
tomographic techniques, invasive probe techniques, and direct imaging have been developed 
to measure the size distribution of the discrete phases.1-3 Doppler anemometry techniques such 
as phase Doppler anemometry (PDA) can give a measurement of size but limited to the 
spherical objects at low volumetric fractions of the discrete phases. Tomographic 
measurements reconstruct the images of the distinct phases from the data obtained by the 
sensors using a reconstruction algorithm. However, tomographic techniques normally have 
limited spatial resolution and there is a lack of reliable image reconstruction algorithm. A 
tomographic system employing wire-mesh sensors can give a measurement of size without 
the use of any image reconstruction.4 The problem is that the system becomes highly invasive 
and it is limited to a certain type of continuous phases.2,4 Moreover, complications arise at the 
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conditions of high volumetric fractions of the discrete phases. Invasive probe techniques such 
as focused beam reflectance measurement (FBRM), optical fiber probe, conductivity probe, 
etc give only the cord-length distribution. The cord-length distribution needs to be converted 
into the size distribution which is another challenging area. Direct imaging is preferred over 
other techniques to give a direct measurement of the size and shape of the discrete phases.  
  
One limitation with the use of direct imaging for size determination is that the size of the 
object image varies according to the horizontal distance of the object from the imaging 
device. As illustrated in Figure 1, the larger the distance between the object and the imaging 
device, the smaller the size of the object image and hence, the smaller the magnification (the 
ratio of the object size obtained from image to the actual size of the object). However, it is 
difficult to determine the distance between the object and the imaging device from the image 
itself and a single calibration scale is normally used for the object images. Hence, the size 
measurement from direct imaging is prone to errors as a result of the uncertainty in the 
calibration scales to be used. This problem is especially important for imaging devices that 
yield large difference in magnifications with the distance between the object and the imaging 
device, such as borescope and macroscopic image measurements. One common approach is 
to reduce the depth-of-field (DOF) (viewable distance) and consider only ‘in-focus’ objects. 
The change in magnification within the reduced DOF is then considered negligible.5-10 
However, a reduction in DOF may not always be possible and the sampling time will be 
substantially increased with a reduced DOF. In this study, it is proposed to take the difference 
in magnification within the DOF into consideration and use a statistical method to determine 
the actual object size distribution from direct imaging. 
 
Methodology 
 
  Magnification Model. The magnification of an object at different horizontal distance within 
the DOF is an important parameter for the reconstruction of the actual size distribution. The 
magnification in this study is defined as the ratio of the object size obtained from image to 
the actual size of the object. An object located at the focusing plane will have a magnification 
of 1 and the object size obtained from image will be the same as the actual object size.  
 
As illustrated in Figure 2, consider an object of actual size R located at a distance z1 away 
from a lens of focal length f. The well focused image of this object is created at a distance v1 
away on the other side of the lens. The relationship between the focal distance, f, image 
distance v1 and the object distance z1 can be described by the following lens equation: 11 
 fvz
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If the same object is moved to another position which is z2 distance away from the lens, the 
well focused image will be created at a distance v2. The relationship between f, z2 and v2 
would be the same as eq 1. It is assumed that yw.1 and yw.2 are the size of the well focused 
images created at v1 and v2 respectively. yw.1 and yw.2 can then be related to each other by the 
following equation: 
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where k1 is a function of the focal length only. However, most of the imaging device consists 
of multiple lenses. In a multiple lens system, the relationship between the image sizes yw.1 and 
3 
 
yw.2 would still follow eq 2 while k1 becomes a function of the focal length of each lens, the 
number of lens as well as the lens separation distance etc. For a direct image capturing 
system, the position of the sensor/film is usually fixed. Therefore, the sensor plane can 
coincide with the well focused image plane only when the object is located at the focusing 
plane. If the object is not on the focusing plane, the image formed at the sensor plane will 
appear blurry. The larger the distance the object from the focusing plane, the blurrier the 
image would be. Moreover, because of the blurred image, the size obtained from image no 
longer follows eq 2. A modification was proposed by Lee et al.11 to include the blurring 
effect: 
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Consider a calibration scale being defined at the focusing plane zF, the magnification of the 
image can be considered as:  
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where y is the object size obtained from the image of the object located z distance away from 
imaging device, R is the actual size of the object, and k1 and k2 are two parameters which can 
be determined experimentally. Since only objects within the DOF are considered visible, the 
magnification is only defined when rn zzz ≤≤ , where zn is the near-end limit of the DOF 
and zr is the rear-end limit of the DOF. 
 
  Reconstruction of Actual Object Size Distribution. The object size obtained from image, 
y depends on the distance between the object and the imaging device, z as well as the actual 
object size, R. The relationship among y, z and R can be described by the magnification 
model in eq 4. Theoretically, the probability density function (pdf) of the object size 
distribution obtained from images, p(y) can be described by the equation:  
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where p(y|R) is the conditional pdf of obtaining an object size y from the image of the object 
with an actual size R. Typically, the size of particles or bubbles follows a log-normal 
distribution p(R) with two parameters µ  and   .12-15 These two parameters can be optimized 
using least squares method such that the solution of eq 5 gives a p(y) that closely matches the 
experimental object size distribution obtained from images, pe(y). However, a general 
analytical solution to eq 5 does not exist, although for some special case this is possible.16-18 
A numerical procedure is then adopted to approximate the integral in eq 5. This 
approximation would require the size range of the actual object size distribution p(R). Since 
p(R) is unknown, a size range wide enough to cover the entire p(R) will need to be assumed. 
One approach is to assume that the size range of p(R) is the same as that of pe(y). If the 
sample size is large, due to the magnifications involved at different object locations, pe(y) 
will indeed cover a wider size range than the p(R). M number of bins with bin size  R
 
and 
mid-point sizes Rj=1,…,M can be generated within the assumed size range of p(R). The object 
size distribution obtained from images can then be approximated by: 
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p(y|Rj) can be expanded for various horizontal distance z. It is reasonable to assume that 
objects have equal probability to appear along the viewable distance. Formally this is 
equivalent to 
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To simplify the calculation, the viewable horizontal distance is divided into N equally spaced 
sections where the mid-point of each section is termed as z1, z2,…, zN. Therefore, the location 
probability for each section can be given by the equation: 
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Hence, p(y|Rj) can be approximated as 
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Substituting eq 10 into eq 6, p(y) can be estimated as:  
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p(y|Rj,zi) is found to be constant experimentally for each Rj. Finally, the reconstructed object 
size distribution, pr(R) can be obtained using least square method by optimizing the 
parameters of p(R) such that the approximated p(y) closely resembles pe(y). 
 
It is noted that the choice of N and M would affect the solution accuracy and overall 
computational time. N depends on the degree of change of magnification within the DOF. For 
a large degree of change in magnification within the DOF, a large N is needed to obtain a 
smooth solution for the approximated p(y). For the application of borescope used in this 
study, it can be considered to have a large degree of change in magnification. It is found that 
a minimum N of 50 is needed to obtain a reasonable solution using eq 11. The choice of M 
will be discussed in the latter section. 
 
Technically, p(R) does not need to follow a particular distribution function. However, 
optimization problem arises especially when the number of bins, M in p(R) is large. 
Nonetheless, the type of probability distribution function used can still be specified 
depending on the system and the specific application.  
 
Experimental Section 
 
The methodology proposed in this study is verified with the size measurement of spherical 
poly vinyl chloride (PVC) particles in a dynamic system. The actual size distribution of the 
PVC particles used is determined by direct imaging under static condition. All the PVC 
particles are placed evenly on a flat horizontal surface accompanied by a known scale. A 
video camera (Olympus I-speed) equipped with a 28-75 mm lens is placed perpendicular to 
the horizontal surface. Enough static images are taken for different batch of particles to make 
sure that the sample size is larger than 600. The actual sizes of the particles are then 
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determined using an in-house developed MATLAB image analysis algorithm capable of 
treating both well-focused and blurred images. In this algorithm, objects (the PVC particles) 
are identified using region segmentation based on local thresholding.19-21 As the particles are 
not completely spherical, the maximum dimension of the contour of a particle image is taken 
as the particle size. 
 
A system of particles settling through a pool of water is chosen as the model dynamic system. 
The schematic of the experimental setup is shown in Figure 3. Two acrylic columns having 
internal diameters of 25 and 140 mm are used. A rigid borescope22-31 (Olympus) with a 60o
 
field of view and 0o direction of view is used to obtain particle images in a dynamic system. 
The borescope has a diameter of 6 mm and length of 250 mm. The borescope is coupled with 
the video camera (Olympus I-speed) capable of recording images at 1,000 Hz and a 
resolution of 800 × 600. The borescope is inserted from the side of the column and the 
column is filled with water. The water level is kept at 20 mm above the borescope location to 
minimize particles dispersion in the borescope viewable distance during particle settling. At 
the start of the experiment, particles are dropped evenly with the use of a vibrating mesh. The 
vibrating frequency is adjusted to maintain a slow particle dropping rate so as to maintain a 
low particle concentration in the column during the course of settling .This is to ensure that 
the borescope can capture all the particles settling in the viewable distance of the borescope. 
The focus of the borescope is set at 5 mm in front of the borescope tip. A 1000 W external 
halogen light is used as the illumination source. Images of the settling of particles are 
recorded at a resolution of 800 × 600 with a shutter speed of 1/500 second to minimize 
motion blur. For particle settling in the 25 mm ID column, the viewable distance of the 
borescope is limited by the column wall. For particle settling in the 140 mm ID column, a 20 
× 40 mm mesh with 3.35 mm square orifice is used during the particle dropping process to 
confine the viewable distance. The radial positions of the borescope in the two columns are 
shown in Figure 4. 
 
There is a certain degree of barrel distortion in the borescope image due to the wide angle 
design of the borescope lens. The barrel distortion is corrected by the method proposed by 
Haneishi et al.32 The magnification at various distances from the borescope is calibrated in 
water. The borescope focus is fixed at 5 mm from the borescope tip. The object size obtained 
from the image of the object located at the focusing plane is considered to be the same as the 
actual object size. The same calibration scale is used to determine the size of all the objects in 
the images regardless of the actual object locations. The magnification at a distance z from 
the borescope tip is then defined as the ratio of the object size obtained from the image of the 
object located at z to the actual size of the object. In this case, the magnification at the 
focusing plane would be 1. This magnification also considers the blurriness of the object 
image when it is not located at the focusing plane. The relationship between magnification 
and distance from the borescope is shown in Figure 5. Eq 4 is fitted with the experimental 
data, and k1 and k2 are found to be 4.54 and 100.34 respectively. It can be seen in Figure 5 
that the change in magnification is high when the object is near the borescope and the change 
in magnification is progressively lowered when the object is moved away from the 
borescope.  
 
Results and Discussion 
 
  Experimental Verification. The DOF of the measurement is a crucial parameter in the 
determination of the actual size distribution. DOF depends on the blurriness of the object and 
it is an analog parameter. In order to demonstrate the applicability of the proposed method, 
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two different setups are used to limit the DOF. As mentioned in the experimental section, the 
viewable distance of the borescope in the 25 mm ID column is limited by the column wall. 
With the borescope being placed 8 mm from the column wall, the DOF would be 16 mm. A 
comparison of the experimental particle size distribution obtained from borescope images 
using a calibration scale at the focusing plane, pe(y), the reconstructed particle size 
distribution based on the proposed method, pr(R) and the actual particle size distribution, p(R) 
of this experimental setup is shown in Figure 6. It can be seen that pe(y) has a larger variance 
and smaller average than p(R). In this experimental setup, the focus of the borescope is set at 
5 mm from the borescope tip. As shown in Figure 5, the magnification at z < 5 mm is greater 
than 1. Object appearing in this region will appear to be larger than its actual size. On the 
other hand, at z > 5 mm, the magnification is smaller than 1. Object appearing in this region 
will appear to be smaller than its actual size. Therefore, the size range of pe(y) would spread 
across a larger range than the actual size range. It is known that the front DOF (zF-zn) is 
normally shorter than the rear DOF (zr-zF).33-35 In the total viewable distance of 1-17 mm, the 
viewable distance in front of the focusing plane (1-5 mm) is commonly known as front DOF 
whereas the viewable distance beyond the focusing plane (5-17 mm) is known as rear DOF. 
As the front DOF is shorter than the rear DOF, the number of particles having lower 
magnification is larger than that of having higher magnification. Hence, pe(y) would be 
distributed toward the lower size range. Nonetheless, pe(y) is unable to give a good indication 
of the p(R). However, once pe(y) is treated with the proposed method, it can be seen that pr(R) 
is in good agreement with the actual size distribution. It can be seen from Table 1 that the 
cumulative square error of the size distribution is improved from 5.320 with pe(y) to 0.183 
with pr(R).  
 
For particle settling in a 25 mm ID column, wall effect may be substantial. Therefore, particle 
settling in a 140 mm ID column is also performed. The viewable distance of the borescope in 
the 140 mm ID column is limited by a mesh of size 20 × 40 mm. The DOF of this setup is 
then limited to 1 and 21 mm from the borescope tip. A comparison of pe(y), pr(R) and p(R) 
for this experimental setup is shown in Figure 7. Similar to the previous setup, pe(y) has a 
larger variance and smaller average than p(R). pr(R) is also found to be in good agreement 
with p(R). The cumulative square error of the size distribution is improved from 5.800 with 
pe(y) to 0.089 with pr(R). The cumulative square error of pr(R) for this experimental setup is 
smaller than that for the previous setup. The presence of wall effect and the curvature of the 
inner column wall reduce the amount of particles settling near the column wall. Therefore, 
the actual DOF of the borescope in the 25 mm ID column is not exactly the same as the DOF 
used in the reconstruction algorithm. Hence, pr(R) has a larger cumulative square error in the 
25 mm ID column than that in the 140 mm ID column. Nonetheless, the proposed method 
still gives a significant improvement to pe(y), especially when the magnification change 
within the DOF is large. 
 
The viewable distance of the borescope used in this study is limited by the experimental 
setup. For normal application of the proposed technique where DOF is an optical property, 
the DOF of the imaging device will need to be determined separately. Through digital 
imaging, the object images can be treated with certain criteria to identify the edge of the 
objects from the images. Calibration can then be performed with object images at known 
distances from the imaging device. When the blurriness of the edge is beyond the 
identification of the digital treatment, the object can be considered outside the DOF and the 
limits of the DOF can be determined. A number of research works on the identification of the 
DOF are available in the literature that are based on similar principles.33-42  
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  Theoretical Analysis. Borescope is used in two different setups to demonstrate the 
applicability of the proposed method under different conditions. However, the effects of other 
factors such as change in DOF with aperture size, the degree of change in magnification with 
distance from lens, etc have not been experimentally tested. Theoretical analysis is then 
performed to examine the effect of various factors on the accuracy of the proposed method. 
An evaluation of the appropriate number of bins and choice of distribution function for the 
reconstruction is also proposed. 
 
In the theoretical analysis, a known log-normal size distribution (µ  = 0.9 and    = 0.2) is used 
as p(R) and the size range is considered to be from 1-5 mm. It is assumed that objects with 
size distribution of p(R) are uniformly distributed within the DOF and the object 
concentration is sufficiently low that the probability of having front objects blocking the rear 
objects is negligible. The relationship between magnification and the distance between object 
and lens is also assumed to be following eq 4. The overall size range of p(R) is divided into M 
number (typically 40) of equally spaced bins. The viewable horizontal distance is also 
discretized into N equally spaced sections (typically 8 sections per 1 mm). Therefore, the 
object size distribution obtained from images can be simulated using eq 11. A comparison of 
the object size distribution obtained from simulation, ps(y) and pe(y) is made for the PVC 
particles used in both of the setup described in the experimental section. It can be seen from 
Figure 8 that ps(y) can closely resemble pe(y) for both cases. In Figure 8, pe(y) deviates from 
ps(y) mostly at the larger sizes. The larger sizes in these distributions correspond to the larger 
particles of p(R) appearing close to the near-end limit of the DOF in the viewable distance. 
As the viewable area is relatively low at the lower horizontal distance, the borescope may fail 
to capture some of the larger particles of the p(R) which settled at the lower horizontal 
distance. Hence, the pdf of the larger sizes in pe(y) is lower than that in ps(y). Nonetheless, 
ps(y) can be considered to be equivalent to pe(y). Therefore, pr(R) reconstructed from the 
respective ps(y) can be used to examine the validity of the proposed method at different 
conditions. 
 
  Effect of Depth-of-Field (DOF) distance. Generally, it is possible to change the DOF of an 
imaging device by changing the aperture size and/or the focusing plane location. Through an 
adjustment of both aperture size and focusing plane, the near-end limit and rear-end limit of 
the DOF can be controlled. In this section, the effect of DOF on the stability of the proposed 
method is examined. In this analysis, the focusing plane location is kept constant and the 
DOF is assumed to be changed by changing the aperture size. The relationship between 
magnification and distance from the borescope obtained in the calibration experiment is used 
for this analysis.  
 
Three DOFs are used in this analysis, namely, 20, 12 and 6 mm. The focusing plane location 
is fixed at 5 mm from the imaging device. Since the rear DOF is normally larger than the 
front DOF, and the ratio of rear DOF to the front DOF increases with an increase in DOF, 33-35 
a rear DOF to front DOF ratio of 4, 3, and 2 are used for a DOF of 20, 12 and 6 mm 
respectively. Therefore, the viewable distance is limited within the distance of 1-21, 2-14, 
and 3-9 mm for the DOF of 20, 12 and 6 mm respectively.  
 
ps(y) for the three different DOFs are represented by bins in Figure 9. With an increase in 
DOF, the average of ps(y) decreases. This is because if DOF is increased by keeping the 
focusing plane location constant, the ratio of rear DOF to front DOF also increases. As 
objects in the rear DOF have lower magnification, ps(y) is shifted towards the lower size 
range with the increase in DOF and hence, has lower average size. As both of the front and 
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rear DOF increase with the increase in DOF, objects are subjected to a larger range of 
magnifications. Therefore, the variance of ps(y) also increases with the increase in DOF. The 
cumulative square error of the ps(y) also increases with the increases in DOF as shown in the 
Table 2. However, for a very shallow DOF, since the overall difference in magnification in 
the viewable distance is relatively small, the cumulative square error would be within a 
tolerable limit. Hence, the pe(y) would still be a reasonable representation of the p(R). 
Nonetheless, it is possible to obtain p(R) for all the DOFs after reconstruction with the 
proposed method. It is also found that in this theoretical analysis the cumulative square error 
of the pr(R) is low compared to that of experimental. This is due to the fact that the theoretical 
analysis follows all the assumptions made in this proposed method whereas experiment may 
have slight deviation from the assumed conditions. However, the cumulative square error of 
pr(R) under experimental condition is still low enough for a good estimation of p(R). 
   
  Effect of DOF Accuracy. DOF is an important parameter needed in the determination of 
pr(R).  As DOF is an analog parameter, the determination of the actual DOF may not be 
possible. Therefore, the effect of DOF accuracy on pr(R) is analyzed theoretically. In this 
analysis, a DOF of 20 mm is used for the generation of ps(y). However, the reconstruction of 
pr(R) is performed using three different DOFs. One DOF overestimates, one DOF 
underestimates and one uses the actual DOF.  
 
pr(R) reconstructed with DOFs of 16.25, 20, and 23.75 mm and the corresponding ps(y) and 
p(R) are shown in Figure 11. It can be seen that the variance of pr(R) does not seem to be a 
strong function of DOFs used in the in the reconstruction. However, an underestimation of 
the DOF (16.25 mm) would yield a pr(R) that has a smaller average than p(R) while an 
overestimation of the DOF (23.75 mm) would yield a pr(R) that has a larger average than 
p(R). This is because the average size is dominating by the magnification at the rear DOF 
where the number of objects present in the region is larger. Nonetheless, pr(R) is able to give 
a better representation of p(R) compared to ps(y). As shown in Table 3, a substantial reduction 
in the cumulative error can still be obtained. However, the analysis result indicates that an 
accurate determination of the DOF limits is particularly important. 
 
  Effect of Degree of Change in Magnification. For a particular focusing plane location, the 
degree of change in magnification with distance in the viewable distance can vary depending 
on the design and number of lens in the imaging device, lens focal length as well as the 
refractive index of lens material and the surrounding fluid medium etc. Hence, the effect of 
the degree of change in magnification on the stability of the proposed method is examined. 
However, the location of the focusing plane can also vary depending on the application. 
Normally in in-situ visualization (borescope, particle video microscopy etc), objects are close 
to the lens and hence, the focusing plane location is near the imaging device. On the other 
hand, in images captured by normal lens, the objects and hence, the focusing plane is 
normally far away from the lens. Therefore, the stability of the proposed method with 
different focus adjustments is also examined. 
 
Five different magnification curves are shown in Figure 11. Line-1 shows no change in 
magnification with distance which corresponds to the special case of telecentric lens. 
Measurements taken with telecentric lens would give the actual size distribution directly. 
However telecentric lenses tend to be large and more expensive than the normal lenses. 
Hence, the application of telecentric lens is still limited mainly due to those physical 
constraints. Two additional lines are generated by taking different values of k1 and k2 in eq 4 
to evaluate the effect of the degree of change in magnification on the accuracy of the 
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proposed method. Line-2 has relatively lower degree of change in magnification whereas 
line-3 has relatively higher degree of change in magnification. The focusing plane location is 
at 5 mm for both conditions. The DOF for both conditions are also assumed to be the same at 
1-21 mm. ps(y) and pr(R) for the different degrees of change in magnification are compared in 
Figure 12. As shown in Figure 11, a high degree of change in magnification would cause the 
magnification at the front DOF to increase while the magnification at the rear DOF will 
decrease. This would generate object images with wider size range and thus increases the 
variance of ps(y). Since larger amount of objects will be affected by the reduction in 
magnification at the rear DOF, the average of ps(y) also decreases when the degree of change 
in magnification is increased. Therefore, the cumulative square error increases with the 
increases in the degree of change in magnification as shown in Table 4. As a result, pe(y) 
becomes more unreliable when the degree of change in magnification is high. It can also be 
seen from Table 4 that the cumulative square error is zero for pr(R) of these two degrees of 
change in magnification. Therefore, the proposed method is valid at any degree of change in 
magnification with distance. 
 
Though the focusing plane is usually close to the imaging device in in-situ visualization, 
other imaging device may make use of a focusing plane far from the imaging device. 
Therefore, the stability of the proposed method is also investigated with a different focusing 
plane location. In addition to the focusing plane located at 5 mm, a focusing plane located at 
15 mm is also used with the same (k1 and k2) for line-2 and line-3. It is to note that line-4 has 
the same k1 and k2 as line-2 while line-5 has the same k1 and k2 as line-3. In this analysis, the 
viewable distance is kept limited at 1-11 mm when the focusing plane is at 5 mm. The 
viewable distance is from 11-21 mm when the focusing plane is located at 15 mm. The DOF 
and the rear-DOF to front-DOF ratio (a value of 1.5 in this case) are kept constant for all the 
conditions. As shown in Figure 11, as the distance between the imaging device and the 
focusing plane increases, the degree of change in magnification decreases.  
 
ps(y) is compared with the respective pr(R) and p(R) for both conditions of different degree of 
change in magnification in Figure 13 and 14. Since a change in focusing plane location from 
5 mm to 15 mm essentially reduces the degree of change in magnification, the result is 
practically the same as decreases the degree of change in magnification by using a lens with 
different magnification factor. As shown in the Table 5, the cumulative square error for 15 
mm is significantly lower than the cumulative square error for 5 mm for both conditions of 
magnification. Hence, it is possible to increase the reliability of pe(y), to some extent, by 
using a farther focusing plane location. However, if the object concentration is high, 
visualization may not be possible in the targeted region. For both focus adjustment, pr(R) has 
zero cumulative square error and completely resemble to p(R). Therefore, focus adjustments 
or the degree of change in magnification has no effect on the accuracy of the proposed 
method. 
 
  Effect of Number of Bins. The proposed method takes into account that there are M evenly 
spaced bins with midpoint sizes, Rj=1,…,M in p(R). It is also corresponding to M number of bins 
for the reconstructed distribution. It is important to ensure that the number of bins is 
sufficient to describe p(R). Hence, the effect of the number of bins on the accuracy of pr(R) is 
also examined. 
 
The effect of the number of bins is evaluated through the reconstruction of actual object size 
distribution from a given ps(y) using different numbers of bins. The same size range as ps(y) 
of 0-7 mm is used for the reconstruction of p(R). The reconstruction is performed for three 
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different bin numbers, namely, 7 (1 bin per mm), 14 (2 bins per mm), and 56 (8 bins per 
mm). pr(R) for these three bin numbers are compared in Figure 15. It can be seen from Table 
6 that pr(R) with 56 bins has the highest accuracy though the accuracy is also acceptable for 
the 7 and 14 bins. For a normal distribution, Sturges proposed the following equation: 43 
 ( )xM ln1+=  (12) 
where M is the number of bins and x is the number of object sizes obtained from images. 
Since the lowest number of bins used in this study is 7 and the reconstructed object size 
distribution pr(R) can match the actual object size distribution p(R) with reasonable accuracy, 
it is recommended that the minimum number of bins needed in the reconstruction would be 
the maximum value between 7 and M determined by eq 12. More robust methods to 
determine the number of bins may also be used if better representation of the distribution is 
needed. 
 
  Selection of Distribution Function. In this proposed method, a continuous distribution 
function needs to be assumed for p(R). Selection of an appropriate distribution function 
depends on the system and specific applications. Prior knowledge of a system would help to 
identify a suitable distribution function. For example, a log-normal distribution function is 
commonly used to fit the bubble size distribution in a bubble column reactor. However, the 
selected distribution function may not be the best distribution function to represent p(R) in a 
system. Hence, the accuracy of the proposed method is also tested theoretically when the 
selected distribution function is not the same as the actual distribution function. 
 
In this analysis, p(R) is assumed to follow a two-parameter gamma distribution function: 
 )(),|(
1
st
eRtsRp
s
t
R
s
Γ
=
−
−
  (13) 
where s is the shape parameter and t is the scale parameter. As shown in Figure 16, 
depending on the values of the parameters, gamma distribution function can exhibit three 
different characteristics, namely symmetric, asymmetric and monotonic. Therefore, all the 
three characteristics gamma distribution functions are assessed in this section. ps(y) is 
simulated for these three gamma distributions in the same way described before. A log-
normal distribution function is used to reconstruct each of the known p(R) from the 
corresponding ps(y).  
 
For symmetrical gamma distribution, ps(y), pr(R), and p(R) are compared in Figure 17. It can 
be seen that pr(R) reconstructed using the log-normal distribution function can closely 
resemble p(R) which is a symmetrical gamma distribution. As indicated in Table 7, a 
substantial reduction in cumulative square error is achieved in the reconstruction process.  
 
Asymmetrical distribution is more common than the symmetrical distribution in practice. 
Hence, a highly skewed asymmetrical gamma distribution is tested. As can be seen from 
Figure 18 that though pr(R) reconstructed using log-normal distribution function deviates 
from the actual gamma distribution to some extent, it is still within a reasonable limit.  
 
Another type of gamma distribution where the probability density function decreases 
monotonically with size is also analyzed. As shown in Figure 19, the assumption of log-
normal distribution function for p(R) does not provide a good agreement between pr(R) and 
p(R). Table 7 also shows that the log-normal assumption of a monotonic gamma distribution 
function would yield a cumulative square error two orders of magnitude higher than that of 
asymmetric or symmetric gamma distribution. Therefore, the assumption of a correct 
11 
 
distribution function is important to the accuracy of pr(R). In fact, pe(y) would be able to give 
a reasonable approximation on the type of distribution for p(R). For the case of monotonic 
gamma distribution, it can be seen in Figure 19 that ps(y) is heavily skewed. A distribution 
that has this character should then be adopted in the reconstruction.  
 
Concluding Remarks 
 
Most size measurements from image analysis make use of a single calibration scale. 
However, if the objects are not all on the same plane, the use of a single calibration scale 
would post an error in the size measurement. A statistical method is employed to convert the 
size distribution obtained from image analysis to the actual object size distribution. The 
method has successful been tested on the particle size distribution determined in a settling 
system. Theoretical analysis has also been performed. The proposed method is found stable 
for imaging devices with different DOF, focusing location, and change in magnification with 
distance. However, the determination of the DOF is particularly important for an accurate 
reconstruction result with the proposed method. 
 
Acknowledgement 
 
Support by AcRF Tier1 grant RG41/06 and A*STAR SERC grant 062 101 0035 is gratefully 
acknowledged. 
 
Notation 
 
f =   lens focal length 
k   =  constant in location probability density function 
k1   =  magnification model parameter 
k2   =  magnification model parameter 
M =   number of bins 
M’   =  magnification 
N  =   number of equally spaced sections in the viewable distance  
O  =   center of lens  
p(R) =  actual object size distribution 
pr(R) =   reconstructed object size distribution  
p(y) =     theoretical object size distribution obtained from images 
pe(y) =  experimental object size distribution obtained from images 
ps(y) =   object size distribution obtained from simulation 
p (z)=     location probability density function 
R
   
=   actual size of an object 
s
   
=   shape parameter of gamma distribution function 
t
   
=   scale parameter of gamma distribution function 
v    =  image distance in the single lens system 
x     =     sample size of measurement  
y     =     object size obtained from image 
yw  =     size of well focused image in the single lens system 
z     =   horizontal distance of an object from the imaging device. 
zF  =   focus plane location 
zn   =   near-end limit of the DOF 
zr   =   rear-end limit of the DOF 
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Greek Letters  
µ  =     parameter of the log-normal distribution function 
σ  =     parameter of the log-normal distribution function 
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Table 1.  Comparison of cumulative square error for different columns 
Cumulative square error Setup 
pe(y) pr(R) 
25 mm ID column 5.320 0.183 
140 mm ID column 5.800 0.089 
 
 
Table 2.  Comparison of cumulative square error for different DOF distances 
Cumulative square error DOF (mm) 
ps(y) pr(R) 
20 2.449 0.000 
12 1.519 0.000 
6 0.410 0.000 
 
 
Table 3.  Comparison of cumulative square error for reconstructions using different 
DOFs  
Cumulative square error DOF (mm) 
ps(y)  
(DOF = 20 mm) 
pr(R) 
 
16.25 2.449 0.435 
20 2.449 0.000 
23.75 2.449 0.547 
 
 
Table 4.  Comparison of cumulative square errors for different degree of change in 
magnification with distance 
Cumulative square error Magnification 
ps(y) pr(R) 
Higher degree 2.811 0.000 
Lower degree 1.086 0.000 
 
 
Table 5.  Comparison of cumulative square error for different focus adjustments 
Cumulative square error Magnification Focusing 
plane location 
(mm from 
borescope tip) 
ps(y) pr(R) 
High degree 5 1.399 0.000 
16 
 
15 1.033 0.000 
5 0.089 0.000 Low degree 
15 0.054 0.000 
 
 
Table 6.  Comparison of cumulative square error for different number of bins 
Cumulative square error Number of bins 
ps(y) pr(R) 
56 2.449 0.000 
14 2.449 0.008 
7 2.449 0.015 
 
 
Table 7.  Comparison of cumulative square error for different gamma distributions 
Cumulative square error Type of gamma 
Distribution ps(y) 
 
pr(R) 
(Using log-normal) 
Symmetrical 1.931 0.003 
Asymmetrical 0.349 0.003 
Monotonic 0.914 0.178 
17 
 
 
 
 
Figure 1.  Effect of distance on object size obtained from image and magnification. 
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Figure 2.  Image formation in a single lens system. 
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Figure 3.  Schematic diagram of the experimental setup. 
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Figure 4.  Positions of borescope and mesh in the two columns. 
19 
 
 
 
Figure 5.  Magnification of borescope image at various distances from borescope tip. 
 
 
Figure 6.  Comparison of the experimental particle size distribution obtained from images, 
the reconstructed object size distribution and actual object size distribution in a 25 mm ID 
column. 
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Figure 7.  Comparison of the experimental particle size distribution obtained from images, 
the reconstructed object size distribution and actual object size distribution in a 140 mm ID 
column. 
 
 
Figure 8.  Comparison of the experimental object size distributions obtained from images 
and obtained from simulation. 
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(c) 
Figure 9.  Evaluation of the effect of DOF distance on the stability of the proposed 
method, (a) DOF = 20 mm, (b) DOF = 12 mm, (c) DOF = 6 mm. 
 
 
 
 
Figure 10.  Evaluation of the effect of DOF used in the reconstruction. 
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Figure 11.  Different degree of change in magnification with distance. 
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(a) 
 
(b) 
Figure 12.  Evaluation of the degree of change in magnification on the stability of the 
proposed method, (a) high degree of change in magnification, (b) low degree of 
change in magnification. 
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(a) 
 
(b) 
Figure 13.  Evaluation of the effect of different focus adjustment on the stability of the 
proposed method when the degree of change in magnification is high, (a) focusing distance = 
5 mm from borescope, (b) focusing distance = 15 mm. 
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(a) 
 
(b) 
Figure 14.  Evaluation of the effect of different focus adjustment on the stability of the 
proposed method when the degree of change in magnification is low, (a) focusing distance = 
5 mm from borescope, (b) focusing distance = 15 mm. 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0.20-0.451.20-1.452.20-2.453.20-3.454.20-4.455.20-5.456.20-6.457.20-7.45
PD
F 
Fu
n
ct
io
n
 
(m
m
-
1 )
Size (mm)
Simulated (15 mm)
Reconstructed (15 mm)
Actual
ps(y) (15 mm) 
pr(R) (15 mm) 
p(R) 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0.20-0.451.20-1.452.20-2.453.20-3.454.20-4.455.20-5.456.20-6.457.20-7.45
PD
F 
Fu
n
ct
io
n
 
(m
m
-
1 )
Size (mm)
Simulated (5 mm)
Reconstructed (5 mm)
Actual
ps(y) (5 mm) 
pr(R) (5 mm) 
p(R) 
27 
 
 
Figure 15.  Effect of the number of bins on the stability of the proposed method. 
 
Figure 16.  Gamma distribution functions with different shapes. 
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Figure 17.  Error analysis for a symmetrical gamma distribution function. 
 
Figure 18.  Error analysis for an asymmetrical gamma distribution function. 
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Figure 19.  Error analysis for a monotonic gamma distribution function. 
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