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CONTINUOUS DEPENDENCE ESTIMATE FOR A DEGENERATE
PARABOLIC-HYPERBOLIC EQUATION WITH LE´VY NOISE
UJJWAL KOLEY, ANANTA K. MAJEE, AND GUY VALLET
Abstract. In this article, we are concerned with a multidimensional degenerate parabolic-hyperbolic
equation driven by Le´vy processes. Using bounded variation (BV) estimates for vanishing viscosity
approximations, we derive an explicit continuous dependence estimate on the nonlinearities of the entropy
solutions under the assumption that Le´vy noise depends only on the solution. This result is used to show
the error estimate for the stochastic vanishing viscosity method. In addition, we establish fractional BV
estimate for vanishing viscosity approximations in case the noise coefficients depend on both the solution
and spatial variable.
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1. Introduction
The last couple of decades have witnessed remarkable advances on the larger area of stochastic partial
differential equations that are driven by Le´vy noise. An worthy reference on this subject is [27]. However,
very little is available on the specific problem of degenerate parabolic-hyperbolic equation with Le´vy noise,
and there are still a number of issues waiting to be explored. In this paper, we aim at deriving continuous
dependence estimates based on nonlinearities for stochastic degenerate parabolic-hyperbolic equation
driven by multiplicative Le´vy noise. A formal description of our problem requires a filtered probability
space
(
Ω,P,F , {Ft}t≥0
)
, and we are interested in an L2-valued predictable process u(t, ·) which satisfies
the following Cauchy problem{
du(t, x)− divf(u(t, x)) dt−∆A(u(t, x)) dt = σ(u(t, x)) dW (t) + ∫|z|>0 η(u(t, x); z)N˜ (dz, dt), x ∈ ΠT ,
u(0, x) = u0(x), x ∈ Rd,
(1.1)
where ΠT = R
d× (0, T ) with T > 0 fixed, u0 : Rd 7→ R is the given initial function, f : R 7→ Rd is a given
(sufficiently smooth) scalar valued flux function (see Section 2 for the complete list of assumptions),
and A : R 7→ R is a given nonlinear diffusion. Regarding this, the basic assumption is that A(·) is
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nondecreasing with A(0) = 0. Moreover, (1.1) is allowed to be strongly degenerate in the sense that A′(·)
is allowed to be zero on an interval, see [13]. Furthermore, W (t) is a real valued Brownian noise and
N˜(dz, dt) = N(dz, dt) −m(dz) dt, where N is a Poisson random measure on R × (0,∞) with intensity
measure m(dz), a Radon measure on R \ {0} with a possible singularity at z = 0 satisfying ∫|z|>0(1 ∧
|z|2)m(dz) < +∞.1 Finally, u 7→ σ(u) and (u, z) 7→ η(u, z) are given real valued functions signifying the
multiplicative nature of the noise.
The equation (1.1) could be viewed as a stochastic perturbation of parabolic-hyperbolic equation.
Equations of this type model the phenomenon of convection-diffusion of ideal fluids and therefore arise
in a wide variety of important applications, including for instance two or three phase flows in porous
media [19] or sedimentation-consolidation processes [12]. In the case σ = η = A = 0, the equation (1.1)
becomes a standard conservation laws in Rd. For the conservation laws, the question of existence and
uniqueness of solutions was first settled in the pioneer papers of Kruzˇkov [25] and Vol’pert [31]. In the case
σ = η = 0, the equation (1.1) becomes a degenerate parabolic-hyperbolic equation in Rd. For degenerate
parabolic-hyperbolic equations entropy solution were first considered by Vol’pert and Hudajev [32], while
uniqueness of entropy solutions was first proved by Carrillo [13]. A number of authors have contributed
since then, and we mention the works of Andreianov & Maliki [1], Cockburn et al. [16], Bendahmane &
Karlsen [5, 6], Evje et al. [20] and Vallet [28].
1.1. Stochastic Balance Laws. The study of stochastic balance laws has so far been limited mostly to
equations of the type (1.1) with A = 0. In fact, Kim [24] extended the Kruzˇkov well-posedness theory to
one dimensional balance laws that are driven by additive Brownian noise, and Vallet & Wittbold [30] to
the multidimensional Dirichlet problem. However, when the noise is of multiplicative nature, one could
not apply a straightforward Kruzˇkov’s doubling method to get uniqueness. This issue was settled by
Feng & Nualart [22], who established uniqueness of entropy solution by recovering additional information
from the vanishing viscosity method. The existence was proven using stochastic version of compensated
compactness method and it was valid for one spatial dimension. To overcome this problem, Debussche &
Vovelle [17] introduced kinetic formulation of such problems and as a result they were able to establish
the well-posedness of multidimensional stochastic balance law via kinetic approach. A number of authors
have contributed since then, and we mention the works of Bauzet et al. [4, 3], Biswas et al. [7, 8]. We
also mention works by Chen et al. [14], and Biswas et al. [9], where well-posedness of entropy solution is
established in Lp ∩BV , via BV framework. Moreover, they were able to develop continuous dependence
theory for multidimensional balance laws and as a by product they derived an explicit convergence rate
of the approximate solutions to the underlying problem.
1.2. Degenerate Stochastic Balance Laws. Stochastic degenerate parabolic-hyperbolic equations are
one of the most important classes of nonlinear stochastic PDEs. Nonlinearity and degeneracy are two main
features of these equations and yields several striking phenomena. In fact, due to strong degeneracy, one
cannot expect smooth solutions even if the initial data is smooth. Existence and uniqueness of solutions
of (1.1) was first settled by Bauzet et al. [2] (in the case of η = 0), and by Biswas et al. [10] (in the case
of η 6= 0). In fact, they have extended their previous works ([4] and [8], respectively) to the context of
degenerate parabolic-hyperbolic problem in the spirit of Carrillo’s work [13]. The existence of solution
is proved by using a vanishing viscosity method, based on the compactness proposed by the theory of
Young measures. The uniqueness of the solution is obtained via Kruzkov’s doubling variable method.
We also mention the work of Debussche et al. [18], where the authors have established the well-posedness
theory for solutions of the Cauchy problem (1.1) in any space dimension. They have adapted the notion
of kinetic formulation and kinetic solution which has already been studied in the case of hyperbolic scalar
conservation laws in both deterministic [26] and stochastic setting [17].
Independently of the smoothness of the initial data u0, due to the presence of nonlinear flux term,
degenerate diffusion term, and a nonlocal term in equation (1.1), solutions to (1.1) are not necessarily
smooth and weak solutions must be sought. Before introducing the concept of weak solutions, we first
recall the notion of predictable σ-field. By a predictable σ-field on [0, T ]×Ω, denoted by PT , we mean that
the σ-field generated by the sets of the form: {0}×A and (s, t]×B for any A ∈ F0;B ∈ Fs, 0 < s, t ≤ T .
The notion of stochastic weak solution is defined as follows:
1Here we denote x ∧ y := min {x, y}
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Definition 1.1 (Stochastic weak solution). A square integrable L2(Rd)-valued {Ft : t ≥ 0}-predictable
stochastic process u(t) = u(t, x) is said to be a weak solution to our problem (1.1) provided
(i) u ∈ L2(Ω×ΠT ) and A(u) ∈ L2((0, T )× Ω;H1(Rd)).
(ii) ∂∂t
[
u − ∫ t
0
σ(u(s, ·)) dW (s) − ∫ t
0
∫
|z|>0
η(u(s, ·); z) N˜(dz, ds)
]
∈ L2((0, T ) × Ω;H−1(Rd)) in the
sense of distribution.
(iii) For almost every t ∈ [0, T ] and P− a.s, the following variational formulation holds:〈 ∂
∂t
[
u−
∫ t
0
σ(u(s, ·)) dW (s) −
∫ t
0
∫
|z|>0
η(u(s, ·); z) N˜(dz, ds)
]
, v
〉(
H−1(Rd),H1(Rd)
)
+
∫
Rd
{
∇A(u(t, x)) + f(u(t, x))
}
.∇v dx = 0, (1.2)
for any v ∈ H1(Rd).
However, it is well-known that weak solutions may be discontinuous and they are not uniquely deter-
mined by their initial data. Consequently, an admissible condition so called entropy solution must be
imposed to single out the physically correct solution. Since the notion of entropy solution is built around
the so called entropy flux triple, we begin with the definition of entropy flux triple.
Definition 1.2 (Entropy flux triple). A triplet (β, ζ, ν) is called an entropy flux triple if β ∈ C2(R) and
β ≥ 0, ζ = (ζ1, ζ2, ....ζd) : R 7→ Rd is a vector valued function, and ν : R 7→ R is a scalar valued function
such that
ζ′(r) = β′(r)f ′(r) and ν′(r) = β′(r)A′(r).
An entropy flux triple (β, ζ, ν) is called convex if β′′(s) ≥ 0.
To define entropy solution, we first define associated Kirchoff’s function of A, denoted by G(x) as
G(x) =
∫ x
0
√
A′(r) dr. With the help of a convex entropy flux triple (β, ζ, ν), the notion of stochastic
entropy solution is defined as follows:
Definition 1.3 (Stochastic entropy solution). A square integrable L2(Rd)-valued {Ft : t ≥ 0}-predictable
stochastic process u(t) = u(t, x) is called a stochastic entropy solution of (1.1) if
(i) For each T > 0,
G(u) ∈ L2((0, T )× Ω;H1(Rd)), and sup
0≤t≤T
E
[||u(t, ·)||22] < +∞.
(ii) Given a non-negative test function ψ ∈ C1,2c ([0,∞)×Rd) and a convex entropy flux triple (β, ζ, ν),
the following inequality holds:∫
ΠT
{
β(u(t, x))∂tψ(t, x) + ν(u(t, x))∆ψ(t, x) −∇ψ(t, x) · ζ(u(t, x))
}
dx dt
+
∫
ΠT
σ(u(t, x))β′(u(t, x))ψ(t, x) dW (t) dx +
1
2
∫
ΠT
σ2(u(t, x))β′′(u(t, x))ψ(t, x) dx dt
+
∫
ΠT
∫
|z|>0
∫ 1
0
η(u(t, x); z)β′
(
u(t, x) + λ η(u(t, x); z)
)
ψ(t, x) dλ N˜ (dz, dt) dx
+
∫
ΠT
∫
|z|>0
∫ 1
0
(1− λ)η2(u(t, x); z)β′′(u(t, x) + λ η(u(t, x); z))ψ(t, x) dλm(dz) dx dt
≥
∫
ΠT
β′′(u(t, x))|∇G(u(t, x))|2ψ(t, x) dx dt −
∫
Rd
β(u0(x))ψ(0, x) dx, P− a.s. (1.3)
Due to nonlocal nature of the Itoˆ-Le´vy formula and the noise-noise interaction, the Definition 1.3
alone does not give the L1-contraction principle in the sense of average and hence the uniqueness. In
fact, classical “doubling of variable” technique in time variable does not work when one tries to compare
directly two entropy solutions defined in the sense of Definition 1.3. To overcome this problem, the
authors in [2, 10] used a more direct approach by comparing solutions of two regularized problems and
subsequently sending the regularized parameter to zero, relying on “weak compactness” of the regularized
approximations.
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In order to successfully implement the direct approach, one needs to weaken the notion of stochastic
entropy solution, and subsequently install the notion of so called generalized entropy solution.
Definition 1.4 (Generalized Entropy Solution). A square integrable L2
(
R× (0, 1))-valued {Ft : t ≥ 0}-
predictable stochastic process u(t) = u(t, x, α) is called a generalized stochastic entropy solution of (1.1)
if
(i) For each T > 0,
G(u) ∈ L2((0, T )× Ω× (0, 1);H1(Rd)), and sup
0≤t≤T
E
[||u(t, ·, ·)||22] <∞.
(ii) Given a non-negative test function ψ ∈ C1,2c ([0,∞)×Rd) and a convex entropy flux triple (β, ζ, ν),
the following inequality holds:∫
ΠT
∫ 1
0
{
β(u(t, x, α))∂tψ(t, x) + ν(u(t, x, α))∆ψ(t, x) −∇ψ(t, x) · ζ(u(t, x, α))
}
dα dx dt
+
∫
ΠT
∫ 1
0
σ(u(t, x, α))β′(u(t, x, α))ψ(t, x) dα dW (t) dx
+
1
2
∫
ΠT
∫ 1
0
σ2(u(t, x, α))β′′(u(t, x, α))ψ(t, x) dα dx dt
+
∫
ΠT
∫ 1
0
∫
|z|>0
∫ 1
0
η(u(t, x, α); z)β′
(
u(t, x, α) + λ η(u(t, x, α); z)
)
ψ(t, x) dα dλ N˜(dz, dt) dx
+
∫
ΠT
∫ 1
0
∫
|z|>0
∫ 1
0
(1 − λ)η2(u(t, x, α); z)β′′(u(t, x, α) + λ η(u(t, x, α); z))ψ(t, x) dα dλm(dz) dx dt
≥
∫
ΠT
∫ 1
0
β′′(u(t, x, α))|∇G(u(t, x, α))|2ψ(t, x) dα dx dt−
∫
Rd
β(u0(x))ψ(0, x) dx, P− a.s. (1.4)
As we mentioned earlier, in [2, 10], the authors have revisited [1, 13, 15] and established the well
posedness of the entropy solution in the sense of Definition 1.3 via Young’s measure theory.
1.3. Scope and Outline of the Paper. The above discussions clearly highlight the lack of stability
estimates for the entropy solutions of degenerate parabolic-hyperbolic stochastic balance laws driven
by Le´vy noise. In this paper, drawing preliminary motivation from [9, 14, 20], we intend to develop a
continuous dependence theory for stochastic entropy solution which in turn can be used to derive an
error estimate for the vanishing viscosity method. However, it seems difficult to develop such a theory
without securing a BV estimate for stochastic entropy solution. As a result, we first address the question
of existence, uniqueness of stochastic BV entropy solution in L2(Rd) ∩ BV (Rd) of the problem (1.1).
Making use of the crucial BV estimate, we provide a continuous dependence estimate and error estimate
for the vanishing viscosity method provided initial data lies in u0 ∈ L2(Rd) ∩BV (Rd). Finally, we turn
our discussions to more general degenerate stochastic balance laws driven by Le´vy processes, namely when
the functions σ, η appear in the Le´vy noise has explicit dependency on the spatial position x as well. In
view of the discussions in [9, 14], in this case we cant expect BV estimates, but instead a fractional BV
estimate is expected. However, that does not prevent us to provide an existence proof for more general
class of equations in L2(Rd).
The rest of the paper is organized as follows: we describe technical framework and state the main
results in Section 2. In Section 3, we derive uniform spatial BV bound for viscous solutions. Using this
bound, we establish well posedness of BV entropy solution of the Cauchy problem (1.1). Section 4 is
devoted on deriving the continuous dependence estimate on nonlinearities, while Section 5 deals with the
error estimates. Finally, in Section 6, we establish a fractional BV estimate for a larger class of degenerate
stochastic balance laws.
2. Technical Framework and Statement of the Main Results
Throughout this paper, we use the letter C to denote various generic constants. There are situations
where constant may change from line to line, but the notation is kept unchanged so long as it does
not impact central idea. Moreover, for any separable Hilbert space H , we denote by N2w(0, T,H), the
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Hilbert space of all the predictable H-valued processes u such that E
[ ∫ T
0
‖u‖2H
]
< +∞. Furthermore,
we denote BV (Rd) as the set of integrable functions with bounded variation on Rd endowed with the
norm |u|BV (Rd) = ‖u‖L1(Rd) + TVx(u), where TVx is the total variation of u defined on Rd. The primary
aim of this paper is to derive continuous dependence estimates for the entropy solutions of the Cauchy
problem (1.1), and we do so under the following assumptions:
A.1 The initial function u0 is a F0 measurable random variable satisfying
E
[
‖u0‖22 + |u0|BV (Rd)
]
< +∞.
A.2 A : R → R is a non-decreasing Lipschitz continuous function with A(0) = 0. Furthermore, we
assume that A′′ is bounded.
A.3 f = (f1, f2, · · · , fd) : R→ Rd is a Lipschitz continuous function with fk(0) = 0, for all 1 ≤ k ≤ d.
A.4 We assume that σ(0) = 0. Moreover, there exists positive constant K > 0 such that∣∣σ(u)− σ(v)∣∣ ≤ K|u− v|, for all u, v ∈ R.
A.5 There exist positive constants λ∗ ∈ (0, 1), and C > 0 such that for all u, v ∈ R; z ∈ R∣∣η(u; z)− η(v; z)∣∣ ≤ λ∗|u− v|(|z| ∧ 1), and |η(u, z)| ≤ C |u|(|z| ∧ 1).
Moreover, we assume that η(0, z) = 0, for all z ∈ R.
A.6 The Le´vy measure m(dz) is a Radon measure on R\{0} with a possible singularity at z = 0,
which satisfies ∫
|z|>0
(1 ∧ |z|2)m(dz) < +∞.
Remark 2.1. We remark that, one can accommodate polynomially growing flux function as a result
of the requirement that the entropy solutions satisfy Lp bounds for all p ≥ 2. This in turn forces to
choose initial data that are in Lp, for all p. However, we have chosen to work with the assumptions A.1
and A.3. The assumption A.5 is natural in the context of Le´vy noise with the exception of λ∗ ∈ (0, 1),
which is necessary for the uniqueness. Finally, the assumptions A.1-A.6 collectively ensures existence
and uniqueness of stochastic entropy solution, and the continuous dependence estimate as well.
Like its deterministic counterpart, existence of entropy solution largely related to the study of associ-
ated viscous problem. To this end, for ε > 0, we consider viscous approximation of (1.1) as
duε(t, x)−∆Aε(uε(t, x)) dt − divxf(uε(t, x)) dt = σ(uε(t, x)) dW (t) +
∫
|z|>0
η(uε(t, x); z)N˜(dz, dt),
(2.1)
uε(0, x) = u0(x),
where Aε(x) = A(x) + εx. One can follow the argument presented in [2, 10, 29] to ensure existence of
weak solutions for the problem (2.1). More precisely, we have the following proposition from [2, 10, 29].
Proposition 2.1. Let the assumptions A.1,A.3,A.4,A.5 and A.6 hold and A : R 7→ R is non-
decreasing Lipschitz continuous function. Then, for any ε > 0, there exists a unique weak solution
uε ∈ N2w(0, T,H1(Rd)) with ∂t
(
uε −
∫ t
0
σ(uε(s, ·)) dW (s) −
∫ t
0
∫
|z|>0
η(uε(s, ·); z)N˜(dz, ds)
) ∈ L2(Ω ×
(0, T ), H−1(Rd)), to the problem (2.1). Moreover, uε ∈ L∞(0, T ;L2(Ω×Rd)) and there exists a constant
C > 0, independent of ε, such that
sup
0≤t≤T
E
[∥∥uε(t)∥∥22]+ ε ∫ T
0
E
[∥∥∇uε(s)∥∥22] ds+ ∫ T
0
E
[∥∥∇G(uε(s))∥∥22] ds ≤ C, (2.2)
where G is the associated Kirchoff’s function of A.
We are now in a position to state the main results of this paper.
Main Theorem (Continuous dependence estimate). Let the assumptions A.1-A.6 hold for two sets of
given data (u0, f, A, σ, η) and (v0, g, B, σ˜, η˜). Let u(t, x) be any BV entropy solution of (1.1) with initial
data u0(x) and v(s, y) be another BV entropy solution with initial data v0(x) and satisfies
dv(s, y)−∆B(v(s, y)) ds− divg(v(s, y)) ds = σ˜(v(s, y)) dW (s) +
∫
|z|>0
η˜(v(s, y); z) N˜(dz, ds). (2.3)
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Moreover, define
E(σ, σ˜) := sup
ξ 6=0
|σ(ξ)− σ˜(ξ)|
|ξ| ,
D(η, η˜) :=sup
u6=0
∫
|z|>0
∣∣η(u; z)− η˜(u; z)∣∣2
|u|2 m(dz),
and, in addition, assume that f ′′ ∈ L∞. Then, there exists a constant CT , depending on T , |u0|BV (Rd),
|v0|BV (Rd), ‖f ′′‖∞, ‖f ′‖∞, ‖Φ‖1 and ‖B′‖∞ such that for a.e. 0 < t < T < +∞,
E
[ ∫
Rd
∣∣u(t, x)− v(t, x)∣∣Φ(x) dx]
≤ CT eCt
{
E
[ ∫
Rd
∣∣u0(x)− v0(x)∣∣ dx]+max{E(σ, σ˜),√D(η, η˜)}√t+ ||f ′ − g′||∞t
+max
{√
‖A′ − B′‖∞,
√
E(σ, σ˜), 4
√
D(η, η˜)
}√
t
}
,
where Φ ∈ L1(Rd) such that 0 ≤ Φ(x) ≤ 1, for all x ∈ Rd.
As a by product of the above theorem, we have the following corollary:
Main Corollary (Rate of convergence). Let the assumptions A.1-A.6 hold and f ′′ ∈ L∞. Let u(t, x) be
any BV entropy solution of (1.1) with E
[
|u(t, ·)|BV (Rd)
]
≤ E
[
|u0(·)|BV (Rd)
]
and uε(s, y) be a weak solution
to the problem (2.1). Then there exists a constant C depending only on |u0|BV (Rd), ‖f ′′‖∞, ‖f ′‖∞, and
‖A′‖∞ such that for a.e. t > 0,
E
[
‖uε(t, ·)− u(t, ·)‖L1(Rd)
]
≤ CeCt ε 12 .
Before concluding this section, we introduce a special class of entropy functions, called convex approx-
imation of absolute value function. To do so, let β : R→ R be a C∞ function satisfying
β(0) = 0, β(−r) = β(r), β′(−r) = −β′(r), β′′ ≥ 0,
and
β′(r) =

−1 when r ≤ −1,
∈ [−1, 1] when |r| < 1,
+1 when r ≥ 1.
For any ξ > 0, define βξ : R→ R by βξ(r) = ξβ( rξ ). Then
|r| −M1ξ ≤ βξ(r) ≤ |r| and |β′′ξ (r)| ≤
M2
ξ
1|r|≤ξ, (2.4)
where M1 := sup|r|≤1
∣∣|r| − β(r)∣∣ and M2 := sup|r|≤1 |β′′(r)|.
Remark 2.2. Note that if βξ is an even, non-negative, convex function and if β
′′
ξ is non-increasing on
the positive reals, then, for any positive r,
Cξr
2 ≥ 2βξ(r) = 2
∫ r
0
∫ s
0
β′′ξ (σ)dσds ≥ r2β′′ξ (r) (2.5)
and ∀α ≥ 1,
βξ(αr) = α
2
∫ r
0
∫ s
0
β′′ξ (ασ)dσds ≤ α2βξ(r). (2.6)
Moreover, for β = βξ, we define
fβk (a, b) =
∫ a
b β
′
ξ(r − b)f ′k(r) dr,
fβ(a, b) =
(
fβ1 (a, b), f
β
2 (a, b), · · · , fβd (a, b)
)
,
Aβ(a, b) =
∫ a
b β
′
ξ(r − b)A′(r) dr.
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3. A Priori Estimates
In this section, we derive uniform spatial BV bound for the solutions of degenerate parabolic-hyperbolic
stochastic balance laws driven by Le´vy noise (1.1) under the assumptions A.1-A.6. Like its deterministic
counter part, we first secure uniform spatial BV bound for the viscous solutions, i.e., solutions of (2.1).
Regarding this, we have the following theorem.
Theorem 3.1. Let the assumptions A.1-A.6 hold. For ε > 0, let uε(t, x) be a solution to the Cauchy
problem (2.1). Then there exists a constant C > 0, independent of ε, such that for any time t > 0,
sup
ε>0
E
[
‖uε(t)‖L1(Rd)
]
≤ CE
[
‖u0‖L1(Rd)
]
, sup
ε>0
E
[
TVx(uε(t))
]
≤ E
[
TVx(u0)
]
.
Remark 3.1. In view of the lower semi-continuity property and the positivity of the total variation
TVx, we point out that u 7→ E[TVx(u)] makes sense for any u ∈ L1(Ω×Rd) as a real-extended lsc convex
function.
Proof. For a proof of the first part of the above theorem, consult Appendix 7. For the second part, we
proceed as follows: Set ε > 0 and let uε be the weak solution to the problem (2.1) and vε be a weak
solution to the stochastic equation
dvε(t, x)−∆Aε(vε(t, x)) dt − divxf(vε(t, x)) dt = σ(vε(t, x)) dW (t) +
∫
|z|>0
η(vε(t, x); z)N˜(dz, dt),
vε(0, x) = v0(x), (3.1)
Then, it is evident that uε − vε is a stochastic weak solution to the problem
d(uε(t, x)− vε(t, x)) −∆
(
Aε(uε(t, x)) −Aε(vε(t, x)) dt− divx
(
f(uε(t, x)) − f(vε(t, x))
)
dt
=
(
σ(uε(t, x)) − σ(vε(t, x))
)
dW (t) +
∫
|z|>0
(
η(uε(t, x); z)− η(vε(t, x); z)
)
N˜(dz, dt),
uε − vε
∣∣
(t=0,x)
= u0(x)− v0(x).
Note that uǫ−vǫ is a weak solution and not a strong one. Thus, we apply a slight modification of Itoˆ-Le´vy
formula (as proposed in Fellah [21] and Biswas et al. [10]) to
∫
Rd
βξ(uε − vε)dx, where βξ is defined in
Section 2 and then take expectation. The result is
E
[ ∫
Rd
βξ
(
uε(t, x)− vε(t, x)
)
dx
]
= E
[ ∫
Rd
βξ
(
u0(x) − v0(x)
)
dx
]
− E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x)− vε(s, x)
)∇(Aε(uε(s, x)) −Aε(vε(s, x))) · ∇(uε(s, x)− vε(s, x)) ds dx]
− E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x)− vε(s, x)
)(
f(uε(s, x))− f(vε(s, x))
) · ∇(uε(s, x) − vε(s, x)) ds dx]
+
1
2
E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x) − vε(s, x)
)(
σ(uε(s, x)) − σ(vε(s, x))
)2
ds dx
]
+ E
[ ∫
Rd
∫ t
0
∫
|z|>0
∫ 1
0
(1− λ)β′′ξ
(
uε(s, x)− vε(s, x) + λ
(
η(uε(s, x); z)− η(vε(s, x); z)
))
× (η(uε(s, x); z)− η(vε(s, x); z))2 dλm(dz) ds dx]
:= A+ B + C +D + G. (3.2)
Our aim is to estimate each of the above terms separately. Let us first consider the term B. Note that,
since −A′ε(x) ≤ −ε, we have
B = −E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x)− vε(s, x)
)
A′ε(uε(s, x))
∣∣∣∇(uε(s, x)− vε(s, x))∣∣∣2 ds dx]
− E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x)− vε(s, x)
)(
A′ε(uε(s, x)) −A′ε(vε(s, x))
)∇vε(s, y) · ∇(uε(s, x)− vε(s, x)) ds dx]
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≤ −εE
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x)− vε(s, x)
)∣∣∣∇(uε(s, x)− vε(s, x))∣∣∣2 ds dx]
− E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x)− vε(s, x)
)(
A′ε(uε(s, x)) −A′ε(vε(s, x))
)∇vε(s, y) · ∇(uε(s, x)− vε(s, x)) ds dx]
:= B1 + B2. (3.3)
Now consider the term B2. Thanks to the Young’s inequality, we obtain∣∣B2∣∣ ≤ε
4
E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x)− vε(s, x)
)∣∣∣∇(uε(s, x)− vε(s, x))∣∣∣2 ds dx]
+ C(ε)E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x) − vε(s, x)
)(
A′ε(uε(s, x)) −A′ε(vε(s, x))
)2∣∣∇vε(s, x)∣∣2 ds dx]. (3.4)
Thus, combining (3.4) and (3.3), we get
B ≤− 3ε
4
E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x)− vε(s, x)
)∣∣∣∇(uε(s, x)− vε(s, x))∣∣∣2 ds dx]
+ C(ε)E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x) − vε(s, x)
)(
A′(uε(s, x)) −A′(vε(s, x))
)2∣∣∇vε(s, x)∣∣2 ds dx]
:= B3 + B4. (3.5)
Let us focus on the term B4. Note that, in view of last part of the assumption A.2, A′′ is bounded. Using
that along with the estimate (2.2) and the fact that r2β′′ξ (r) ≤ Cξ for any r ∈ R, we estimate B4 as
B4 ≤ C(ε)ξE
[ ∫ t
0
∫
Rd
∣∣∇vε(s, x)∣∣2 dx ds]
≤ ξC(ε)
∫ T
0
E
[
‖∇vε(s)‖22
]
ds ≤ C(ε) ξ 7→ 0, as ξ 7→ 0 (keeping ε > 0 fixed).
Next we move on to estimate the flux term C. In view of the Young’s inequality, one has
C ≤ε
4
E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x)− vε(s, x)
)∣∣∣∇(uε(s, x)− vε(s, x))∣∣∣2 ds dx]
+ C(ε)E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x) − vε(s, x)
)∣∣f(uε(s, x))− f(vε(s, x))∣∣2 ds dx]
:= C1 + C2.
In view of the Lipschitz continuity of f and (2.4), we see that
β′′ξ
(
uε(s, x)− vε(s, x)
)∣∣f(uε(s, x)) − f(vε(s, x))∣∣2 ≤ C∣∣uε(s, x) − vε(s, x)∣∣1{
0<
∣∣uε(s,x)−vε(s,x)∣∣<ξ}
≤ C
∣∣uε(s, x) − vε(s, x)∣∣ ∈ L1(Ω× (0, T )× Rd).
On the other hand,
∣∣uε(s, x)− vε(s, x)∣∣1{
0<
∣∣uε(s,x)−vε(s,x)∣∣<ξ} −→ 0 as ξ → 0 for almost every (t, x) and
almost surely. Thus by dominated convergence theorem, we conclude that C2 ≤ ε(ξ) where ε(ξ) → 0 as
ξ → 0. A similar calculation reveals that D ≤ ε(ξ) where ε(ξ)→ 0 as ξ → 0.
Now we move on to estimate G. Let a = uε(s, x)− vε(s, x) and b = η(uε(s, x); z)− η(vε(s, x); z). Then
we have, in view of assumption A.5,
G =E
[ ∫
Rd
∫ t
0
∫
|z|>0
∫ 1
0
(1− λ)b2β′′ξ
(
a+ λ b
)
dλm(dz) ds dx
]
≤ E
[ ∫
Rd
∫ t
0
∫
|z|>0
∫ 1
0
(1− λ)a2β′′ξ
(
a+ λ b
)
(1 ∧ |z|2) dλm(dz) ds dx
]
. (3.6)
Note that β′′ is nonnegative and symmetric around zero. Thus, we can assume without loss of generality
that a ≥ 0. Then, by assumption A.5,
uε(s, x)− vε(s, x) + λ b ≥ (1− λ∗)
(
uε(s, x)− vε(s, x)
)
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for λ ∈ [0, 1]. In other words
0 ≤ a ≤ (1− λ∗)−1(a+ λb). (3.7)
We combine (3.6) and (3.7) to obtain
G ≤ C(λ∗)E
[ ∫
Rd
∫ t
0
∫
|z|>0
∫ 1
0
(1− λ)(a + λb)2β′′ξ
(
a+ λ b
)
(1 ∧ |z|2) dλm(dz) ds dx
]
.
In view of (2.4), and the assumption on η that η(0, z) = 0 for all z ∈ R, we see that, for each λ ∈ [0, 1]
(a+ λb)2β′′ξ
(
a+ λ b
) ≤ |a+ λb|1{0<|a+λb|<ξ}
≤ |a+ λb| ∈ L1(Ω× (0, T )× Rd),
for m(dz)-almost every z ∈ R. Again, |a + λb|1{0<|a+λb|<ξ} −→ 0 as ξ → 0 for almost every (t, x) and
almost surely. Since
∫
|z|>0(1 ∧ |z|2)m(dz) < ∞, by dominated convergence theorem, we conclude that
G → 0 as ξ → 0.
Combining all the above estimates, we arrive at
E
[ ∫
Rd
βξ
(
uε(t, x)− vε(t, x)
)
dx
]
≤ −ε
2
E
[ ∫
Rd
∫ t
0
β′′ξ
(
uε(s, x) − vε(s, x)
)∣∣∣∇(uε(s, x)− vε(s, x))∣∣∣2 ds dx]
+ ε(ξ) + E
[ ∫
Rd
βξ
(
u0(x) − v0(x)
)
dx
]
≤ ε(ξ) + E
[ ∫
Rd
βξ
(
u0(x) − v0(x)
)
dx
]
. (3.8)
Keeping ε > 0 fixed, we pass to the limit ξ → 0 in (3.8) and the resulting expressions reads as
E
[ ∫
Rd
∣∣uε(t, x)− vε(t, x)∣∣ dx] ≤ E[ ∫
Rd
∣∣u0(x)− v0(x)∣∣ dx].
Assume that v0(x) = u0(x + c) for fixed c ∈ Rd. Then, since σ and η do not depend on x explicitly, by
uniqueness of the weak solution, one can conclude that vε(t, x) = uε(t, x+ c) and hence
E
[ ∫
Rd
∣∣uε(t, x)− vε(t, x)∣∣
|c| dx
]
≤ E
[ ∫
Rd
∣∣u0(x) − u0(x+ c)∣∣
|c| dx
]
≤ C,
independent of c, if u0 ∈ BV (Rd). This implies that, for any t > 0, since vε(t, x) = uε(t, x+ c)
sup
ε>0
E
[
TVx(uε(t))] ≤ E
[
TVx(u0)
]
. (3.9)
This completes the proof. 
In view of the well-posedness results from [2, 10], one can conclude that, under the assumptions A.1-
A.6, the family {uε(t, x)}ε>0 converges to the Young measure valued narrow limit process u(t, x, ς), called
generalized entropy solution which is indeed the unique entropy solution u(t, x) of the underlying problem
(1.1). Now, our aim is to show that u(t, x) is actually a spatial BV solution of (1.1) provided the initial
function u0 lies in L
2 ∩BV (Rd). Since uε converges to u weakly in L2(Ω× (0, T )× Rd), for any R > 0,
by convexity arguments,
E
[ ∫
ΠT
|u|1B
Rd
(0,R) dx dt
]
≤ lim inf
ε
E
[ ∫
ΠT
|uε|1B
Rd
(0,R) dx dt
]
≤M,
thanks to (7.6) and u ∈ L1(Ω × (0, T )× Rd). In view of the lower semi-continuity property of TVx and
Fatou’s lemma, we have, for a.e. t > 0,
E
[
TVx(u(t))
]
≤ lim inf
ε→0
E
[
TVx(uε(t))
]
≤ E
[
TVx(u0)
]
,
where the last inequality follows from Theorem (3.1). Thus, u(t, x) is a function of bounded variation in
spatial variable. In other words, we have existence of BV entropy solution for the problem (1.1) given by
the following theorem.
10 UJJWAL KOLEY, ANANTA K. MAJEE, AND GUY VALLET
Theorem 3.2 (BV entropy solution). Suppose that the assumptions A.1-A.6 hold. Then there exists a
constant C > 0, and an unique entropy solution of (1.1) such that for a.e. t > 0
E
[
|u(t, ·)|BV (Rd)
]
≤ CE
[
|u0|BV (Rd)
]
.
Remark 3.2. Note that ∇A(uε) converges to ∇A(u) weakly in L2(Ω× (0, T )× Rd). Moreover,
E
[ ∫
ΠT
|∇A(uε)|
]
= E
[ ∫
ΠT
A′(uε)|∇uε|
]
≤ ‖A′‖∞E
[ ∫
ΠT
|∇uε|
]
≤ C
thanks to the estimate of the total variation of uε. Then, an argument similar to the above one concerning
the sequence uε yields ∇A(u) ∈ L1(Ω× (0, T )× Rd).
4. Proof of the Main Theorem
It is worth mentioning that, the average L1-contraction principle (cf. [2, 10]) gives the continuous
dependence on the initial data in stochastic balance laws of the type (1.1). However, we intend to establish
continuous dependence also on the nonlinearities, i.e., on the flux functions and the noise coefficients. To
achieve that, we proceed as follows: For ε > 0, let vε be a weak solution to the problem
dvε(s, y)−∆B(vε(s, y)) ds− divyg(vε(s, y)) ds = σ˜(vε(s, y))dW (s) +
∫
|z|>0
η˜(vε(s, y); z) N˜(dz, ds)
+ ε∆yyvε(s, y), (4.1)
vε(0, y) = v0(y)
and uθ(t, x) be a weak solution to the viscous problem (2.1) with small positive parameter θ which is
different from ε. In view of the Theorem 3.2, we see that vε(s, y) converges to the unique BV entropy
solution v(s, y) of (2.3) with initial data v0(y) and uθ(t, x) converges to u(t, x) which is the unique BV
entropy solution to the problem (1.1). Our aim is to derive expected value of the L1-norm of u− v and
the proof is done by adapting the method of “doubling of variables” to the stochastic case. In [9, 14], the
authors directly compare one entropy solution u(t, x) to the viscous solutions vε(s, y) and then pass to the
limit in a Kato’s inequality. Due to lack of regularity of the solution (see e.g. estimation of the term A1),
here we compare one weak solution uθ(t, x) to another weak solution vε(s, y) and then pass to the limits
as viscous parameters tend to zero. This approach is somewhat different from the deterministic approach,
where one can directly compare two entropy solutions. For deterministic continuous dependence theory
consult [11, 16, 15, 23] and references therein.
Note that, one can show that vε ∈ H1(Rd). However, to prove such Kato inequality (see [2, 8]), one
typically requires higher regularity of vε. Therefore, we need to regularize vε by convolution. Let {τκ}
be a sequence of mollifier in Rd. Since vε is a viscous solution to the problem (4.1), one gets that vε ∗ τκ
is a solution to the problem
d(vε ∗ τκ)−∆(B(vε) ∗ τκ) ds =divy(g(vε) ∗ τκ) ds+ (σ˜(vε) ∗ τκ) dW (s) +
∫
|z|>0
(η˜(vε; z) ∗ τκ)N˜(dz, ds)
+ ε∆(vε ∗ τκ(s, y)) ds, s > 0, y ∈ Rd. (4.2)
Note that, ∆(vε ∗ τκ) ∈ L2(Ω×ΠT ), for fixed ε > 0.
To proceed further, let ρ and ̺ be the standard mollifiers on R and Rd respectively such that supp (ρ) ⊂
[−1, 0) and supp (̺) = B1(0). For δ > 0 and δ0 > 0, let ρδ0(r) = 1δ0 ρ( rδ0 ) and ̺δ(x) = 1δd ̺(xδ ). Let
ψ ∈ C1,2c ([0,∞) × Rd) be any nonnegative test function. For two positive constants δ, δ0, we define the
test function
ϕδ,δ0(t, x, s, y) = ρδ0(t− s)̺δ(x− y)ψ(s, y). (4.3)
Furthermore, let ς be the standard symmetric nonnegative mollifier on R with support in [−1, 1] and
ςl(r) =
1
l ς(
r
l ) for l > 0. We write down the Itoˆ-Le´vy formula for weak solution uθ(t, x) against the convex
entropy flux triple (βξ(· − k), fβξ(·, k), Aβξ(·, k)), multiply by ςl(vε ∗ τκ(s, y) − k) for k ∈ R, and then
integrate with respect to s, y and k. The result is, keeping in mind that β = βξ
θ E
[ ∫
Π2
T
∫
R
β′′(uθ(t, x) − k)|∇uθ(t, x))|2ϕδ,δ0(t, x, s, y)ςl(vε ∗ τκ(s, y)− k) dk dx dt dy ds
]
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+ E
[ ∫
Π2
T
∫
R
β′′
(
uθ(t, x) − k
)|∇G(uθ(t, x))|2ϕδ,δ0(t, x, s, y)ςl(vε ∗ τκ(s, y)− k) dk dx dt dy ds]
≤ E
[ ∫
ΠT
∫
Rd
∫
R
β(u0(x)− k)ϕδ,δ0(0, x, s, y)ςl(vε ∗ τκ(s, y)− k) dk dx dy ds
]
+ E
[ ∫
Π2
T
∫
R
β(uθ(t, x)− k)∂tϕδ,δ0(t, x, s, y)ςl(vε ∗ τκ(s, y)− k) dk dx dt dy ds
]
+ E
[ ∫
Π2
T
∫
R
σ(uθ(t, x))β
′(uθ(t, x) − k)ϕδ,δ0(t, x, s, y)ςl(vε ∗ τκ(s, y)− k) dk dx dW (t) dy ds
]
+
1
2
E
[ ∫
Π2
T
∫
R
σ2(uθ(t, x))β
′′(uθ(t, x) − k)ϕδ,δ0(t, x, s, y)ςl(vε ∗ τκ(s, y)− k)dk dx dt dy ds
]
− E
[ ∫
Π2
T
∫
R
fβ(uθ(t, x), k)∇xϕδ,δ0(t, x, s, y)ςl(vε ∗ τκ(s, y)− k) dk dx dt dy ds
]
+ E
[ ∫
Π2T
∫
R
Aβ(uθ(t, x), k)∆xϕδ,δ0(t, x, s, y)ςl(vε ∗ τκ(s, y)− k) dk dx dt dy ds
]
− θE
[ ∫
Π2
T
∫
R
β′(uθ(t, x)− k)∇xuθ(t, x) · ∇xϕδ,δ0(t, x, s, y)ςl(vε ∗ τκ(s, y)− k) dk dx dt dy ds
]
+ E
[ ∫
Π2T
∫
|z|>0
∫
R
∫ 1
0
η(uθ(t, x); z)β
′
(
uθ(t, x) + λη(uθ(t, x); z)− k
)
ϕδ,δ0(t, x, s, y)
× ςl(vε ∗ τκ(s, y)− k) dλ dk N˜(dz, dt) dx dy ds
]
+ E
[ ∫
Π2T
∫
R
∫
|z|>0
∫ 1
0
(1 − λ)η2(uθ(t, x); z)β′′
(
uθ(t, x) + λη(uθ(t, x); z)− k
)
ϕδ,δ0(t, x, s, y)
× ςl(vε ∗ τκ(s, y)− k) dλm(dz) dx dt dy ds
]
i.e., I0,1 + I0,2 ≤ I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8 + I9. (4.4)
Again we apply Itoˆ formula to (4.2) and multiply with the test function ϕδ,δ0 and ςl(uθ(t, x)−k). Taking
expectation and integrating with respect to k, t and x, the resulting inequality reads, for β = βξ
εE
[ ∫
Π2T
∫
R
β′′(vε ∗ τκ(s, y)− k)|∇(vε ∗ τκ)|2ϕδ,δ0ςl(uθ(t, x)− k) dk dx dt dy ds
]
+E
[ ∫
Π2
T
∫
R
β′′(vε ∗ τκ(s, y)− k)∇(B(vε) ∗ τκ) · ∇(vε ∗ τκ)ϕδ,δ0(t, x, s, y)ςl(uθ(t, x)− k) dk dx dt dy ds
]
≤E
[ ∫
ΠT
∫
Rd
∫
R
β(vε ∗ τκ(0, y)− k)ϕδ,δ0(t, x, 0, y)ςl(uθ(t, x) − k) dk dx dy dt
]
+ E
[ ∫
Π2T
∫
R
β(vε ∗ τκ(s, y)− k)∂sϕδ,δ0ςl(uθ(t, x)− k) dk dy ds dx dt
]
+ E
[ ∫
Π2
T
∫
R
(σ˜(vε) ∗ τκ(s, y))β′(vε ∗ τκ(s, y)− k)ϕδ,δ0(t, x, s, y)ςl(uθ(t, x) − k) dy dk dW (s) dx dt
]
+
1
2
E
[ ∫
Π2T
∫
R
(σ˜(vε) ∗ τκ(s, y))2β′′(vε ∗ τκ(s, y)− k)ϕδ,δ0(t, x, s, y)ςl(uθ(t, x) − k) dy dk ds dx dt
]
− E
[ ∫
Π2
T
∫
R
β′(vε ∗ τκ(s, y)− k)∇(B(vε) ∗ τκ)∇yϕδ,δ0(t, x, s, y)ςl(uθ(t, x) − k) dk dx dt dy ds
]
− E
[ ∫
Π2T
∫
R
β′(vε ∗ τκ(s, y)− k)(g(vε) ∗ τκ(s, y))∇yϕδ,δ0(t, x, s, y)ςl(uθ(t, x) − k) dk dx dt dy ds
]
− E
[ ∫
Π2
T
∫
R
β′′(vε ∗ τκ(s, y)− k)(g(vε) ∗ τκ)∇y(vε ∗ τκ)ϕδ,δ0(t, x, s, y)ςl(uθ(t, x)− k) dk dx dt dy ds
]
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− εE
[ ∫
Π2
T
∫
R
β′(vε ∗ τκ(s, y)− k)∇y(vε ∗ τκ) · ∇yϕδ,δ0(t, x, s, y)ςl(uθ(t, x)− k) dk dy ds dx dt
]
+ E
[ ∫
Π2T
∫
|z|>0
∫
R
∫ 1
0
(η˜(vε; z) ∗ τκ(s, y))β′ξ
(
vε ∗ τκ(s, y) + λ(η˜(vε; z) ∗ τκ(s, y))− k
)
× ϕδ,δ0(t, x, s, y)ςl(uθ(t, x)− k) dλ dk N˜(dz, ds) dy dx dt
]
+ E
[ ∫
Π2T
∫
R
∫
|z|>0
∫ 1
0
(1− λ)(η˜(vε; z) ∗ τκ(s, y))2β′′ξ
(
vε ∗ τκ(s, y) + λ(η˜(vε; z) ∗ τκ(s, y))− k
)
× ϕδ,δ0(t, x, s, y)ςl(uθ(t, x)− k) dλm(dz) dk dy ds dx dt
]
i.e., J0,1 + J0,2 ≤ J1 + J2 + J3 + J4 + J5 + J6 + J7 + J8 + J9 + J10. (4.5)
Our aim is to add inequalities (4.4) and (4.5), and pass to the limits with respect to the various parameters
involved. We do this by claiming a series of lemmas and proofs of these lemmas follow from [2, 8] modulo
cosmetic changes.
Lemma 4.1. Let G˜(x) =
∫ x
0
√
B′(r) dr. Then the following holds
lim
l→0
lim
κ→0
lim
δ0→0
(
I0,2 + J0,2
)
= E
[ ∫
ΠT
∫
Rd
β′′ξ
(
uθ(t, x)− vε(t, y)
)(|∇G(uθ(t, x))|2 + |∇G˜(vε(t, y))|2)
× ψ(t, y)̺δ(x − y) dx dy dt
]
.
Lemma 4.2. It holds that J1 = 0 and
lim
l→0
lim
κ→0
lim
δ0→0
(
I1 + J1
)
= E
[ ∫
Rd×Rd
βξ(u0(x)− v0(y))ψ(0, y)̺δ(x− y) dx dy
]
.
lim
l→0
lim
κ→0
lim
δ0→0
(
I2 + J2
)
= E
[ ∫
ΠT
∫
Rd
βξ
(
vε(s, y)− uθ(s, x)
)
∂sψ(s, y) ̺δ(x− y) dy dx ds
]
.
Lemma 4.3. We have J3 = 0 = J9 and the following hold:
lim
l→0
lim
κ→0
lim
δ0→0
((
I3 + J3
)
+
(
J4 + I4
))
=
1
2
E
[ ∫
ΠT
∫
Rd
β′′ξ
(
uθ(t, x)− vε(t, y)
)(
σ(uθ(t, x)) − σ˜(vε(t, y))
)2
× ψ(t, y)̺δ(x− y) dx dy dt
]
,
and
lim
l→0
lim
κ→0
lim
δ0→0
(
I8 + I9 + J9 + J10
)
= E
[ ∫
ΠT
∫
Rd
∫
|z|>0
∫ 1
0
(1− λ)β′′ξ
(
uθ(t, x) − vε(t, y) + λ
(
η(uθ(t, x); z)− η˜(vε(t, y); z)
))
× (η(uθ(t, x); z)− η˜(vε(t, y); z))2ψ(t, y)̺δ(x− y) dλm(dz) dx dy dt].
Lemma 4.4. The following hold
lim
l→0
lim
κ→0
lim
δ0→0
(
J6 + J7
)
= −E
[ ∫
ΠT
∫
Rd
gβξ
(
vε(t, y), uθ(t, x)
) · ∇y[ψ(t, y)̺δ(x− y)] dx dy dt]
lim
l→0
lim
κ→0
lim
δ0→0
I5 = −E
[ ∫
ΠT
∫
Rd
fβξ
(
uθ(t, x), vε(t, y)
) · ∇x[ψ(t, y)̺δ(x− y)] dx dy dt]
lim
l→0
lim
κ→0
lim
δ0→0
(
I7 + J8
) ≤ C
δ
{
εE
[
|v0|BV (Rd)
]
+ θE
[
|u0|BV (Rd)
]}
.
Lemma 4.5. Let β = βξ as prescribed in Section 2. Let B
β(a, b) =
∫ a
b β
′(r − b)B′(r) dr. Then, we have
the following:
lim
l→0
lim
κ→0
lim
δ0→0
I6 = E
[ ∫
ΠT
∫
Rd
Aβ
(
uθ(t, x), vε(t, y)
)
∆x[ψ(t, y)̺δ(x − y)] dx dy dt
]
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lim
l→0
lim
κ→0
lim
δ0→0
J5 = E
[ ∫
ΠT
∫
Rd
Bβ
(
vε(t, y), uθ(t, x)
)
∆y[ψ(t, y)̺δ(x − y)] dx dy dt
]
.
Finally, note that I0,1, J0,1 are non-negative quantities. Now we are in a position to add the inequalities
(4.4) and (4.5), and pass to the limits liml→0 limκ→0 limδ0→0. Thanks to the Lemmas 4.1-4.4 and Lemma
4.5, we arrive at
0 ≤− E
[ ∫
ΠT
∫
Rd
β′′ξ
(
uθ(t, x)− vε(t, y)
)(|∇G(uθ(t, x))|2 + |∇G˜(vε(t, y))|2)ψ(t, y)̺δ(x− y) dx dy dt]
+ E
[ ∫
ΠT
∫
Rd
Aβξ
(
uθ(t, x), vε(t, y)
)
∆x[ψ(t, y)̺δ(x− y)] dx dy dt
]
+ E
[ ∫
ΠT
∫
Rd
Bβξ
(
vε(t, y), uθ(t, x)
)
∆y[ψ(t, y)̺δ(x− y)] dx dy dt
]
+ E
[ ∫
ΠT
∫
Rd
∇y ·
{
gβξ
(
vε(t, y), uθ(t, x)
) − fβξ(uθ(t, x), vε(t, y))}ψ(t, y)̺δ(x − y) dx dy dt]
− E
[ ∫
ΠT
∫
Rd
fβξ
(
uθ(t, x), vε(t, y)
) · ∇yψ(t, y)̺δ(x − y) dx dy dt]
+
1
2
E
[ ∫
ΠT
∫
Rd
β′′ξ
(
uθ(t, x) − vε(t, y)
)(
σ(uθ(t, x)) − σ˜(vε(t, y))
)2
ψ(t, y)̺δ(x− y) dx dy dt
]
+ E
[ ∫
ΠT
∫
Rd
βξ(vε(s, y)− uθ(s, x))∂sψ(s, y)̺δ(x− y) dy dx ds
]
+ E
[ ∫
Rd×Rd
βξ(u0(x)− v0(y))ψ(0, y)̺δ(x− y) dx dy
]
+ E
[ ∫
ΠT
∫
Rd
∫
|z|>0
∫ 1
0
(1− λ)β′′ξ
(
uθ(t, x) − vε(t, y) + λ
(
η(uθ(t, x); z)− η˜(vε(t, y); z)
))
× (η(uθ(t, x); z)− η˜(vε(t, y); z))2ψ(t, y)̺δ(x− y) dλm(dz) dx dy dt]
+
C
δ
{
εE
[
|v0|BV (Rd)
]
+ θE
[
|u0|BV (Rd)
]}
:= A1 +A2 +A3 +A4 +A5 +A6 +A7 +A8 +A9 + C
δ
{
εE
[
|v0|BV (Rd)
]
+ θE
[
|u0|BV (Rd)
]}
.
(4.6)
Let us first consider A1. Note that for any a, b ∈ R,−(a2 + b2) ≤ −2ab. Thus, in view of Lipschitz
property of G and G˜ and the fact that uθ(t, ·), vε(t, ·) ∈ H1(Rd), we see that
A1 = − E
[ ∫
ΠT
∫
Rd
β′′ξ
(
uθ(t, x)− vε(t, y)
)(|∇G(uθ(t, x))|2 + |∇G˜(vε(t, y))|2)ψ(t, y)̺δ(x− y) dx dy dt]
= − E
[ ∫
ΠT
∫
Rd
β′′ξ
(
uθ(t, x)− vε(t, y)
)(
A′(uθ(t, x))|∇uθ(t, x)|2 +B′(vε(t, y))|∇vε(t, y)|2
)
× ψ(t, y)̺δ(x − y) dx dy dt
]
≤ − 2E
[ ∫
ΠT
∫
Rd
β′′ξ
(
uθ(t, x)− vε(t, y)
)(√
A′(uθ(t, x))
√
B′(vε(t, y))∇xuθ(t, x)∇yvε(t, y)
)
× ψ(t, y)̺δ(x− y) dx dy dt
]
.
Regarding the term A2, we have
A2 =E
[ ∫
ΠT
∫
Rd
Aβξ
(
uθ(t, x), vε(t, y)
)
∆x[ψ(t, y)̺δ(x− y)] dx dy dt
]
=− E
[ ∫
ΠT
∫
Rd
β′ξ(uθ(t, x)− vε(t, y))A′(uθ(t, x))∇xuθ(t, x)∇x[ψ(t, y)̺δ(x− y)] dx dy dt
]
=E
[ ∫
ΠT
∫
Rd
β′ξ(uθ(t, x) − vε(t, y))A′(uθ(t, x))∇xuθ(t, x)∇y [ψ(t, y)̺δ(x− y)] dx dy dt
]
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− E
[ ∫
ΠT
∫
Rd
β′ξ(uθ(t, x)− vε(t, y))A′(uθ(t, x))∇xuθ(t, x)̺δ(x− y)∇yψ(t, y) dx dy dt
]
=E
[ ∫
ΠT
∫
Rd
β′′ξ (uθ(t, x)− vε(t, y))A′(uθ(t, x))∇xuθ(t, x)∇yvε(t, y)[ψ(t, y)̺δ(x− y)] dx dy dt
]
− E
[ ∫
ΠT
∫
Rd
β′ξ(uθ(t, x)− vε(t, y))A′(uθ(t, x))∇xuθ(t, x)̺δ(x− y)∇yψ(t, y) dx dy dt
]
:=A2,1 +A2,2.
Similarly, for the term A3, we have
A3 =E
[ ∫
ΠT
∫
Rd
Bβξ
(
vε(t, y), uθ(t, x)
)
∆y[ψ(t, y)̺δ(x− y)] dx dy dt
]
=− E
[ ∫
ΠT
∫
Rd
β′ξ(vε(t, y)− uθ(t, x))B′(vε(t, y))∇yvε(t, y)∇y[ψ(t, y)̺δ(x− y)] dx dy dt
]
=E
[ ∫
ΠT
∫
Rd
β′ξ(vε(t, y)− uθ(t, x))B′(vε(t, y))∇yvε(t, y)∇x[ψ(t, y)̺δ(x− y)] dx dy dt
]
− E
[ ∫
ΠT
∫
Rd
β′ξ(vε(t, y)− uθ(t, x))B′(vε(t, y))∇yvε(t, y)∇yψ(t, y)̺δ(x− y) dx dy dt
]
=E
[ ∫
ΠT
∫
Rd
β′′ξ (vε(t, y)− uθ(t, x))B′(vε(t, y))∇yvε(t, y)∇xuθ(t, x)[ψ(t, y)̺δ(x− y)] dx dy dt
]
− E
[ ∫
ΠT
∫
Rd
β′ξ(vε(t, y)− uθ(t, x))B′(vε(t, y))∇yvε(t, y)∇yψ(t, y)̺δ(x− y) dx dy dt
]
:=A3,1 +A3,2.
Thus,
A1 +A2,1 +A3,1
≤− 2E
[ ∫
ΠT
∫
Rd
β′′ξ
(
uθ(t, x) − vε(t, y)
)(√
A′(uθ(t, x))
√
B′(vε(t, y))∇xuθ(t, x)∇yvε(t, y)
)
× ψ(t, y)̺δ(x− y) dx dy dt
]
+ E
[ ∫
ΠT
∫
Rd
β′′ξ (uθ(t, x)− vε(t, y))A′(uθ(t, x))∇xuθ(t, x)∇yvε(t, y)[ψ(t, y)̺δ(x− y)] dx dy dt
]
+ E
[ ∫
ΠT
∫
Rd
β′′ξ (vε(t, y)− uθ(t, x))B′(vε(t, y))∇yvε(t, y)∇xuθ(t, x)[ψ(t, y)̺δ(x− y)] dx dy dt
]
=E
[ ∫
ΠT
∫
Rd
β′′ξ
(
uθ(t, x) − vε(t, y)
)[√
A′(uθ(t, x)) −
√
B′(vε(t, y))
]2∇xuθ(t, x)∇yvε(t, y)
× ψ(t, y)̺δ(x− y) dx dy dt
]
,
if βξ is chosen even. This implies that
A1 +A2,1 +A3,1
≤E
[ ∫
ΠT
∫
Rd
∇x
{∫ uθ(t,x)
vε(t,y)
β′′ξ
(
τ − vε(t, y)
)[√
A′(τ) −
√
B′(vε(t, y))
]2
dτ
}
×∇yvε(t, y)ψ(t, y)̺δ(x− y) dx dy dt
]
=− E
[ ∫
ΠT
∫
Rd
{∫ uθ(t,x)
vε(t,y)
β′′ξ
(
τ − vε(t, y)
)[√
A′(τ) −
√
B′(vε(t, y))
]2
dτ
}
×∇yvε(t, y)∇x̺δ(x− y)ψ(t, y) dx dy dt
]
≤
∣∣∣∣∣2E[
∫
ΠT
∫
Rd
{∫ uθ(t,x)
vε(t,y)
β′′ξ
(
τ − vε(t, y)
)[√
A′(τ)−
√
B′(τ)
]2
dτ
}
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×∇yvε(t, y)∇x̺δ(x− y)ψ(t, y) dx dy dt
]
+2E
[ ∫
ΠT
∫
Rd
{∫ uθ(t,x)
vε(t,y)
β′′ξ
(
τ − vε(t, y)
)[√
B′(τ)−
√
B′(vε(t, y))
]2
dτ
}
×∇yvε(t, y)∇x̺δ(x− y)ψ(t, y) dx dy dt
]∣∣∣∣∣
≤C(‖A′ −B′‖∞ + ξ)E
[ ∫
ΠT
∫
Rd
|β′ξ
(
uθ(t, x) − vε(t, y)||∇yvε(t, y)||∇x̺δ(x− y)|ψ(t, y) dx dy dt
]
,
where we have used that |√x−√y| ≤
√
2|x− y| and the Lipschitz continuity of B′. Thus,
A1 +A2,1 +A3,1 ≤C(‖A′ −B′‖∞ + ξ)E
[ ∫
ΠT
‖ψ(t, ·)‖∞ |∇yvε(t, y)|
∫
Rd
|∇x̺δ(x− y)| dx dy dt
]
≤C (‖A
′ −B′‖∞ + ξ)
δ
∫ T
0
||ψ(t, ·)||L∞(Rd) dt,
thanks to the uniform BV estimate of vε.
Now, since
A2,2 +A3,2 =− E
[ ∫
ΠT
∫
Rd
β′ξ(uθ(t, x)− vε(t, y))A′(uθ(t, x))∇xuθ(t, x)̺δ(x− y)∇yψ(t, y) dx dy dt
]
− E
[ ∫
ΠT
∫
Rd
β′ξ(vε(t, y)− uθ(t, x))B′(vε(t, y))∇yvε(t, y)∇yψ(t, y)̺δ(x− y) dx dy dt
]
,
we have proved the following lemma.
Lemma 4.6.
A1 +A2 +A3 ≤ C (‖A
′ −B′‖∞ + ξ)
δ
∫ T
0
‖ψ(t, ·)‖L∞(Rd) dt
− E
[ ∫
ΠT
∫
Rd
β′ξ(uθ(t, x) − vε(t, y))[∇xA(uθ(t, x)) −∇yB(vε(t, y))]̺δ(x− y)∇yψ(t, y) dx dy dt
]
. (4.7)
Let us consider the term A4. We first rewrite A4 as
A4 =E
[ ∫
ΠT
∫
Rd
∇y ·
{
gβξ
(
vε(t, y), uθ(t, x)
)− fβξ(uθ(t, x), vε(t, y))}ψ(t, y)̺δ(x− y) dx dy dt]
=− E
[ ∫
ΠT
∫
Rdy
∇yvε(s, y) · ∂v
(
fβ(u, v)− gβ(v, u))∣∣∣
(u,v)=(uθ(s,x),vε(s,y))
ψ(s, y)̺δ(x− y) dy dx ds
]
.
Therefore, to estimate A4, it is required to estimate ∂v
(
fβ(u, v) − gβ(v, u))∣∣∣
(u,v)=(uθ(s,x),vε(s,y))
. Note
that, by our choice of β = βξ, one has∣∣∣ ∂
∂v
(
fβξ(u, v)− fβξ(v, u)
)∣∣∣ = ∣∣∣− f ′(v)β′ξ(v − u)− f ′(v)β′ξ(0) + ∫ v
s=u
β′′ξ (s− v)f ′(s) ds
∣∣∣
=
∣∣∣(f ′(v)− f ′(u))β′ξ(u− v)− ∫ v
s=u
β′ξ(s− v)f ′′(s) ds
∣∣∣
=
∣∣∣ ∫ v
u
(
β′ξ(u− v)− β′ξ(s− v)
)
f ′′(s) ds
∣∣∣ ≤M2 ξ ||f ′′||∞. (4.8)
Again, it is evident that, for any u ∈ R∣∣∣ ∂
∂v
(
fβ(v, u)− gβ(v, u)
)∣∣∣ = ∣∣∣β′ξ(v − u)(f ′(v) − g′(v))∣∣∣ ≤ |f ′(v)− g′(v)|. (4.9)
Therefore, by (4.8) and (4.9), we obtain∣∣∣ ∂
∂v
(
fβ(u, v)− gβ(v, u)
)∣∣∣ ≤M2 ξ ||f ′′||∞ + |f ′(v)− g′(v)| (4.10)
Using uniform spatial BV bound and the estimate (4.10), we obtain
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Lemma 4.7.
A4 ≤ E
[
|v0|BV (Rd)
](
M2 ξ ||f ′′||∞ + ||f ′ − g′||∞
) ∫ T
s=0
||ψ(s, ·)||L∞(Rd) ds. (4.11)
Next, regarding the term A5, we have
Lemma 4.8.
A5 = −E
[ ∫
ΠT
∫
Rd
fβξ
(
uθ(t, x), vε(t, y)
) · ∇yψ(t, y)̺δ(x− y) dx dy dt]. (4.12)
Regarding A6, in view of the definition of the
E(σ, σ˜) := sup
ξ 6=0
|σ(ξ) − σ˜(ξ)|
|ξ| ,
assumption A.4, and Remark 2.2, we see that
A6 =1
2
E
[ ∫
ΠT
∫
Rd
β′′ξ
(
uθ(t, x)− vε(t, y)
)(
σ(uθ(t, x))− σ˜(vε(t, y))
)2
ψ(t, y)̺δ(x− y) dx dy dt
]
≤E
[ ∫
ΠT
∫
Rd
(
σ(uθ(t, x))− σ˜(uθ(t, x))
)2
β′′ξ
(
uθ(t, x)− vε(t, y)
)
ψ(t, y)̺δ(x− y) dx dy dt
]
+ E
[ ∫
ΠT
∫
Rd
(
σ˜(uθ(t, x)) − σ˜(vε(t, y))
)2
β′′ξ
(
uθ(t, x) − vε(t, y)
)
ψ(t, y)̺δ(x− y) dx dy dt
]
≤(E(σ, σ˜))2 E[ ∫
ΠT
∫
Rd
|uθ(t, x)|2β′′ξ
(
uθ(t, x)− vε(t, y)
)
ψ(t, y)̺δ(x − y) dx dy dt
]
+ 2E
[ ∫
ΠT
∫
Rd
βξ
(
uθ(t, x)− vε(t, y)
)
ψ(t, y)̺δ(x− y) dx dy dt
]
,
and, in view of the above inequality and β′′ξ (r) ≤ Cξ , we obtain
Lemma 4.9.
A6 ≤ C
(E(σ, σ˜))2
ξ
∫ T
s=0
||ψ(s, ·)||L∞(Rd) ds+ 2E
[ ∫
ΠT
∫
Rd
βξ
(
uθ(t, x)− vε(t, y)
)
ψ(t, y)̺δ(x− y) dx dy dt
]
.
(4.13)
Next we consider the term A8. Since βξ(r) ≤ |r|, we obtain
A8 = E
[ ∫
Rd×Rd
βξ(u0(x)− v0(y))ψ(0, y)̺δ(x− y) dx dy
]
≤ E
[ ∫
Rd×Rd
∣∣u0(x) − v0(y)∣∣ψ(0, y)̺δ(x− y) dx dy]. (4.14)
Let us focus on the term A9. For this, let us define
a := uθ(t, x) − vε(t, y), and b := η(uθ(t, x); z)− η˜(vε(t, y); z).
We can now rewrite A9 in the following simplified form
A9 = E
[ ∫
ΠT
∫
Rd
∫
|z|>0
∫ 1
0
(1− λ)b2β′′ξ
(
a+ λb
)
ψ(t, y)̺δ(x− y) dλm(dz) dx dy dt
]
≤ CE
[ ∫
ΠT
∫
Rd
∫
|z|>0
∫ 1
0
(1 − λ)∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣2β′′ξ (a+ λb)ψ(t, y)
× ̺δ(x − y) dλm(dz) dx dy dt
]
+ CE
[ ∫
ΠT
∫
Rd
∫
|z|>0
∫ 1
0
(1− λ)∣∣η˜(uθ(t, x); z)− η˜(vε(t, y); z)∣∣2β′′ξ (a+ λb)ψ(t, y)
× ̺δ(x− y) dλm(dz) dx dy dt
]
:= A9,1 +A9,2. (4.15)
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Note that β′′ξ (r) ≤ Cξ , for any r ∈ R. Thus, in view of the definition of
D(η, η˜) = sup
u6=0
∫
|z|>0
∣∣η(u, z)− η˜(u, z)∣∣2
|u|2 m(dz),
and the uniform moment estimate (2.2), we see that
A9,1 ≤ C
ξ
D(η, η˜)E
[ ∫
ΠT
∫
Rd
|uθ(t, x)|2ψ(t, y)̺δ(x− y) dx dy dt
]
≤ C
ξ
D(η, η˜)
∫ T
0
||ψ(s, ·)||L∞(Rd) ds. (4.16)
Next we move on to estimate the term A9,2. Notice that, thanks to the assumption A.5,∣∣η˜(uθ(t, x); z)− η˜(vε(t, y); z)∣∣2β′′ξ (a+ λb) ≤ ∣∣uθ(t, x)− vε(t, y)∣∣2β′′ξ (a+ λb)(1 ∧ |z|2)
≤ a2β′′ξ
(
a+ λb
)(
1 ∧ |z|2). (4.17)
Therefore, we need to find a suitable upper bound on a2β′′ξ
(
a+λb
)
. Here we follow the similar argument
as we have done in Section 3 (estimation of the term G). Since β′′ is nonnegative and symmetric around
zero, we can assume without loss of generality that a ≥ 0. Thus, by assumption A.5, we have
|b| ≤
∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣+ ∣∣η˜(uθ(t, x); z)− η˜(vε(t, y); z)∣∣
≤ ∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣+ λ∗∣∣uθ(t, x)− vε(t, y)∣∣
=
∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣+ λ∗a,
and hence
−λ∗a−
∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣ ≤ −|b|.
Thus, for λ ∈ [0, 1], we see that (1 − λ∗)a− ∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣ ≤ a+ λb, which gives
0 ≤ a ≤ (1− λ∗)−1
{
(a+ λb) +
∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣}. (4.18)
Making use of (4.18) in (4.17) along with Remark 2.2 and the fact that β′′ξ (r) ≤ Cξ , we get
a2β′′ξ
(
a+ λb
)(
1 ∧ |z|2) ≤2(1 ∧ |z|2)
(1− λ∗)2
{
(a+ λb)2 +
∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣2}β′′ξ (a+ λb)
≤2
(
1 ∧ |z|2)
(1− λ∗)2
{
2βξ
(
a+ λb
)
+
C
ξ
∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣2}.
Let us remark now that
βξ
(
a+ λb
)
=βξ
(|a+ λb|) ≤ βξ(2|a|+ |η(uθ(t, x); z)− η˜(uθ(t, x); z)|)
≤2βξ
(
a
)
+ |η(uθ(t, x); z)− η˜(uθ(t, x); z)|,
to get:
A9,2 ≤CE
[ ∫
ΠT
∫
Rd
∫
|z|>0
{
βξ
(
uθ(t, x)− vε(t, y)
)
+
∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣
+
∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣2
ξ
}
× (1 ∧ |z|2)ψ(t, y)̺δ(x− y)m(dz) dx dy dt]
≤CE
[ ∫
ΠT
∫
Rd
βξ
(
uθ(t, x) − vε(t, y)
)
ψ(t, y)̺δ(x − y) dx dy dt
]
+ CE
[ ∫
ΠT
∫
Rd
{∫
|z|>0
∣∣η(uθ(t, x); z)− η˜(uθ(t, x); z)∣∣
|uθ(t, x)|
(
1 ∧ |z|)m(dz)}
× |uθ(t, x)|ψ(t, y)̺δ(x − y) dx dy dt
]
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+
C
ξ
E
[ ∫
ΠT
∫
Rd
D(η, η˜)|uθ(t, x)|2ψ(t, y)̺δ(x− y) dx dy dt
]
≤CE
[ ∫
ΠT
∫
Rd
βξ
(
uθ(t, x) − vε(t, y)
)
ψ(t, y)̺δ(x − y) dx dy dt
]
+ C
√
D(η, η˜)E
[ ∫
ΠT
∫
Rd
|uθ(t, x)|ψ(t, y)̺δ(x− y) dx dy dt
]
+
C
ξ
D(η, η˜)
∫ T
0
‖ψ(t, ·)‖L∞(Rd) dt.
Thus,
A9,2 ≤CE
[ ∫
ΠT
∫
Rd
βξ
(
uθ(t, x)− vε(t, y)
)
ψ(t, y)̺δ(x− y) dx dy dt
]
+ C
(√
D(η, η˜) + D(η, η˜)
ξ
) ∫ T
0
‖ψ(t, ·)‖L∞(Rd) dt. (4.19)
Thus, combining (4.16) and (4.19) in (4.15), we obtain the following bound:
A9 ≤CE
[ ∫
ΠT
∫
Rd
βξ
(
uθ(t, x)− vε(t, y)
)
ψ(t, y)̺δ(x− y) dx dy dt
]
+ C
(√
D(η, η˜) + D(η, η˜)
ξ
)∫ T
0
‖ψ(t, ·)‖L∞(Rd) dt. (4.20)
Finally, invoking the estimates (4.7), (4.11), (4.12), (4.13), (4.14) and (4.20) in (4.6) we have
0 ≤E
[ ∫
Rd
∫
Rd
∣∣u0(x) − v0(y)∣∣ψ(0, y)̺δ(x− y) dx dy] (4.21)
+ E
[ ∫
ΠT
∫
Rd
βξ
(
uθ(t, x)− vε(t, y)
)
∂tψ(t, y)̺δ(x− y) dy dx dt
]
+ CE
[ ∫
ΠT
∫
Rd
βξ
(
uθ(t, x)− vε(t, y)
)
ψ(t, y)̺δ(x− y) dy dx dt
]
+ C
(
E(σ, σ˜)2
ξ
+ ξ + ||f ′ − g′||∞ +
√
D(η, η˜) + D(η, η˜)
ξ
)∫ T
0
||ψ(t, ·)||L∞(Rd) dt
+ C
(‖A′ −B′‖∞ + ξ)
δ
∫ T
0
||ψ(t, ·)||L∞(Rd) dt+
C
δ
(
ε+ θ
)
− E
[ ∫
ΠT
∫
Rd
fβξ
(
uθ(t, x), vε(t, y)
) · ∇yψ(t, y)̺δ(x− y) dx dy dt]
− E
[ ∫
ΠT
∫
Rd
β′ξ(uθ(t, x)− vε(t, y))[∇xA(uθ(t, x)) −∇yB(vε(t, y))]̺δ(x− y)∇yψ(t, y) dx dy dt
]
.
Note that {uθ}θ>0 converges in Lploc(Rd, Lp((0, T ) × Ω)) for any p ∈ [1, 2) to the unique BV entropy
solution u, {vε}ε>0 converges in the same way to the unique BV entropy solution v of (2.3) with initial
data v0 and A(uθ) and B(vε) converge weakly in L
2(Ω× (0, T ), H1(Rd)). Thus, by passing to the limit
as ε, θ → 0 in (4.21), we obtain
0 ≤ E
[ ∫
Rd
∫
Rd
∣∣u0(x)− v0(y)∣∣ψ(0, y)̺δ(x− y) dx dy] (4.22)
+ E
[ ∫
ΠT
∫
Rd
βξ
(
u(t, x)− v(t, y))∂tψ(t, y)̺δ(x− y) dy dx dt]
+ CE
[ ∫
ΠT
∫
Rd
βξ
(
u(t, x)− v(t, y))ψ(t, y)̺δ(x− y) dy dx dt]
+ C
(
E(σ, σ˜)2
ξ
+ ξ + ||f ′ − g′||∞ +
√
D(η, η˜) + D(η, η˜)
ξ
+
(‖A′ −B′‖∞ + ξ)
δ
)∫ T
0
||ψ(t, ·)||L∞(Rd) dt
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− E
[ ∫
ΠT
∫
Rd
fβξ
(
u(t, x), v(t, y)
) · ∇yψ(t, y)̺δ(x− y) dx dy dt]
− E
[ ∫
ΠT
∫
Rd
β′ξ(u(t, x)− v(t, y))[∇xA(u(t, x))−∇yB(v(t, y))]̺δ(x− y)∇yψ(t, y) dx dy dt
]
.
To proceed further, we make a special choice for the function ψ(t, x). To this end, for each h > 0 and
fixed t ≥ 0, we define
ψth(s) =

1, if s ≤ t,
1− s−th , if t ≤ s ≤ t+ h,
0, if s ≥ t+ h.
Furthermore, let ζ ∈ C2c (Rd) be any nonnegative test function. Clearly, (4.22) holds with ψ(s, x) =
ψth(s)ζ(x). Let T be the set all points t in [0,∞) such that t is a right Lebesgue point of
B(t) = E
[ ∫
Rd
∫
Rd
βξ
(
u(t, x)− v(t, y))ζ(y)̺δ(x− y) dx dy].
Clearly, T∁ has zero Lebesgue measure. Fix t ∈ T. Thus, we have, from (4.22)
1
h
∫ t+h
t
E
[ ∫
R2d
βξ
(
u(s, x)− v(s, y))ζ(y)̺δ(x − y) dx dy] ds
≤ E
[ ∫
R2d
∣∣u0(x)− v0(y)∣∣ζ(y)̺δ(x − y) dx dy]
+ CE
[ ∫ t+h
0
∫
R2d
βξ
(
u(s, x)− v(s, y))ζ(y)ψth(s)̺δ(x− y) dx dy ds]
+ C
(
E(σ, σ˜)2
ξ
+ ξ + ||f ′ − g′||∞ +
√
D(η, η˜) + D(η, η˜)
ξ
+
(‖A′ −B′‖∞ + ξ)
δ
)
||ζ(·)||L∞
∫ t+h
s=0
ψth(s) ds
− E
[ ∫ t+h
0
∫
R2d
fβξ
(
u(s, x), v(s, y)
) · ∇ζ(y)ψth(s)̺δ(x− y) dx dy ds]
− E
[ ∫ t+h
0
∫
R2d
β′ξ(u(s, x)− v(s, y))[∇xA(u(s, x))−∇yB(v(s, y))]̺δ(x− y)∇ζ(y)ψth(s) dx dy ds
]
.
Passing to the limit as h→ 0, we obtain
E
[ ∫
R2d
βξ
(
u(t, x)− v(t, y))ζ(y)̺δ(x− y) dx dy]
≤E
[ ∫
R2d
∣∣u0(x)− v0(y)∣∣ζ(y)̺δ(x− y) dx dy]
+ CE
[ ∫ t
0
∫
R2d
βξ
(
u(t, x)− v(t, y))ζ(y)̺δ(x− y) dx dy ds]
+ C
(
E(σ, σ˜)2
ξ
+ ξ + ||f ′ − g′||∞ +
√
D(η, η˜) + D(η, η˜)
ξ
+
(‖A′ −B′‖∞ + ξ)
δ
)
||ζ(·)||L∞(Rd)t
− E
[ ∫ t
0
∫
R2d
fβξ
(
u(s, x), v(s, y)
) · ∇ζ(y)̺δ(x− y) dx dy ds]
− E
[ ∫ t
0
∫
R2d
β′ξ(u(s, x)− v(s, y))[∇xA(u(s, x)) −∇yB(v(s, y))]̺δ(x− y)∇ζ(y) dx dy ds
]
.
By then sending ζ to 1Rd (thanks to Remark 3.2 for the last term), we have
E
[ ∫
R2d
βξ
(
u(t, x)− v(t, y))̺δ(x − y) dx dy]
≤E
[ ∫
R2d
∣∣u0(x) − v0(y)∣∣̺δ(x− y) dx dy]
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+ C
(
E(σ, σ˜)2
ξ
+ ξ + ||f ′ − g′||∞ +
√
D(η, η˜) + D(η, η˜)
ξ
+
‖A′ −B′‖∞ + ξ
δ
)
t
+ CE
[ ∫ t
0
∫
R2d
βξ
(
u(t, x)− v(t, y))̺δ(x− y) dx dy ds],
and
E
[ ∫
R2d
βξ
(
u(t, x)− v(t, y))̺δ(x− y) dx dy]
≤eCtE
[ ∫
R2d
∣∣u0(x) − v0(y)∣∣̺δ(x− y) dx dy]
+ CeCt
(
E(σ, σ˜)2
ξ
+ ξ + ||f ′ − g′||∞ +
√
D(η, η˜) + D(η, η˜)
ξ
+
‖A′ −B′‖∞ + ξ
δ
)
t
by Gronwall argument. Let us consider now a bounded by 1 weight-function Φ ∈ L1(Rd), non negative
(for example negative exponentials of |x|). Then, by using |r| ≤M1ξ + βξ(r), we have
E
[ ∫
Rd
∫
Rd
∣∣u(t, x)− v(t, y)∣∣̺δ(x− y)Φ(x) dx dy] − Cξ‖Φ‖L1(Rd (4.23)
≤eCtE
[ ∫
Rd
∫
Rd
∣∣u0(x)− v0(y)∣∣̺δ(x− y) dx dy]+ CeCt (‖A′ −B′‖∞ + ξ)
δ
t
+ CeCt
(
E(σ, σ˜)2
ξ
+ ξ + ||f ′ − g′||∞ +
√
D(η, η˜) + D(η, η˜)
ξ
)
t.
Again, in view of BV bound of the entropy solutions u(t, x) and v(t, y), we have
E
[ ∫
Rd
∣∣v(t, y)− u(t, y)∣∣ dy]
≤E
[ ∫
Rd
∫
Rd
∣∣v(t, y)− u(t, x)∣∣̺δ(x− y) dx dy]+ E[ ∫
Rd
∫
Rd
∣∣u(t, x)− u(t, y)∣∣̺δ(x− y) dx dy]
≤E
[ ∫
Rd
∫
Rd
∣∣v(t, y)− u(t, x)∣∣̺δ(x− y) dx dy]+ δ E[|u0|BV (Rd)], (4.24)
and
E
[ ∫
Rd
∫
Rd
∣∣u0(x) − v0(y)∣∣̺δ(x − y) dx dy] ≤ E[ ∫
Rd
∣∣u0(x) − v0(x)∣∣ dx]+ δ E[|v0|BV (Rd)]. (4.25)
Thus, thanks to (4.24) and (4.25), we obtain from (4.23)
E
[ ∫
Rd
∣∣u(t, x)− v(t, x)∣∣Φ(x) dx] ≤ eCtE[ ∫
Rd
∣∣u0(x)− v0(x)∣∣ dx] + C(ξ + δ)+ CeCt (‖A′ −B′‖∞ + ξ)
δ
t
+ CeCt
(
E(σ, σ˜)2
ξ
+ ξ + ||f ′ − g′||∞ +
√
D(η, η˜) + D(η, η˜)
ξ
)
t.
(4.26)
By choosing ξ = max
{
E(σ, σ˜),
√
D(η, η˜)
}√
t in (4.26), we arrive at
E
[ ∫
Rd
∣∣u(t, x)− v(t, x)∣∣Φ(x) dx]
≤ eCt E
[ ∫
Rd
∣∣u0(x) − v0(x)∣∣ dx]+ CeCt
(
max
{
E(σ, σ˜),
√
D(η, η˜)
}√
t(1 + t) + δ + ||f ′ − g′||∞t
)
+
CeCt
δ
(
‖A′ −B′‖∞t+max
{
E(σ, σ˜),
√
D(η, η˜)
}
t
√
t
)
(4.27)
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≤ eCt E
[ ∫
Rd
∣∣u0(x) − v0(x)∣∣ dx]+ CT eCt
(
max
{
E(σ, σ˜),
√
D(η, η˜)
}√
t+ δ + ||f ′ − g′||∞t
)
+
CT e
Ct
δ
(
‖A′ −B′‖∞t+max
{
E(σ, σ˜),
√
D(η, η˜)
}
t
)
. (4.28)
Now we simply choose δ2 = max
{
‖A′ − B′‖∞, E(σ, σ˜),
√
D(η, η˜)
}
t in (4.28) and conclude that for a.e.
t > 0,
E
[ ∫
Rd
∣∣u(t, x)− v(t, x)∣∣Φ(x) dx]
≤ CT eCt
{
E
[ ∫
Rd
∣∣u0(x)− v0(x)∣∣ dx] +max{E(σ, σ˜),√D(η, η˜)}√t+ ||f ′ − g′||∞t
+max
{√
‖A′ −B′‖∞,
√
E(σ, σ˜), 4
√
D(η, η˜)
}√
t
}
,
for some constant CT depending on T , |u0|BV (Rd), |v0|BV (Rd), ‖f ′′‖∞, ‖f ′‖∞, ‖Φ‖L1 and ‖B′‖∞. This
completes the proof.
5. Proof of the Main Corollary
It is already known (cf. [2, 10]) that the vanishing viscosity solutions uε(t, x) of the problem (2.1)
converge (in an appropriate sense) to the unique entropy solution u(t, x) of the stochastic conservation
law (1.1). However, the nature of such convergence described by a rate of convergence is not available.
As a by product of the Main Theorem, we explicitly obtain the rate of convergence of vanishing viscosity
solutions to the unique BV entropy solution of the underlying problem (1.1).
For ε > 0, let uε be a weak solution to the problem (4.1) with data (A, f, σ, η, u0) and uθ be a weak
solution to the viscous problem (2.1) with small positive parameter θ which is different from ε. A similar
arguments as in the proof of the Main Theorem yields, thanks to (4.21),
0 ≤E
[ ∫
Rd
∫
Rd
∣∣u0(x) − u0(y)∣∣ψ(0, y)̺δ(x− y) dx dy] (5.1)
+ E
[ ∫
ΠT
∫
Rd
βξ
(
uθ(t, x)− uε(t, y)
)
[∂tψ(t, y) + Cψ(t, y)]̺δ(x− y) dy dx dt
]
+ Cξ
∫ T
t=0
||ψ(t, ·)||L∞(Rd) dt+ C
ξ
δ
∫ T
t=0
‖ψ(t, ·)‖L∞(Rd) dt+
C
δ
(
ε+ θ
)
− E
[ ∫
ΠT
∫
Rd
fβξ
(
uθ(t, x), uε(t, y)
) · ∇yψ(t, y)̺δ(x− y) dx dy dt]
− E
[ ∫
ΠT
∫
Rd
β′ξ(uθ(t, x) − uε(t, y))[∇xA(uθ(t, x))−∇yA(uε(t, y))]̺δ(x− y)∇yψ(t, y) dx dy dt
]
.
Let the family {uθ(s, x)}θ>0 converges to the unique entropy solution u(s, x) as θ → 0. Thus, passing to
the limit as θ → 0 in (5.1), we have
0 ≤E
[ ∫
Rd
∫
Rd
∣∣u0(x) − u0(y)∣∣ψ(0, y)̺δ(x− y) dx dy] (5.2)
+ E
[ ∫
ΠT
∫
Rd
βξ
(
u(t, x)− uε(t, y)
)
[∂tψ(t, y) + Cψ(t, y)]̺δ(x− y) dy dx dt
]
+ Cξ
∫ T
t=0
||ψ(t, ·)||L∞(Rd) dt+ C
ξ
δ
∫ T
t=0
‖ψ(t, ·)‖L∞(Rd) dt+
Cε
δ
− E
[ ∫
ΠT
∫
Rd
fβξ
(
u(t, x), uε(t, y)
) · ∇yψ(t, y)̺δ(x− y) dx dy dt]
− E
[ ∫
ΠT
∫
Rd
β′ξ(uθ(t, x)− uε(t, y))[∇xA(u(t, x)) −∇yA(uε(t, y))]̺δ(x− y)∇yψ(t, y) dx dy dt
]
.
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As before, we use ψ(s, x) = ψth(s)ζ(x) where ψ
t
h(s) and ζ(x) are described previously and then pass to
the limit as h→ 0. Again, sending ζ → 1Rd , the resulting expression reads as
E
[ ∫
R2d
βξ
(
u(t, x)− uε(t, y)
)
̺δ(x− y) dy dx
]
≤
∫ t
0
E
[ ∫
R2d
βξ
(
u(s, x)− uε(s, y)
)
̺δ(x− y) dy dx
]
ds
+ E
[ ∫
Rd
∫
Rd
∣∣u0(x) − u0(y)∣∣̺δ(x− y) dx dy]+ Cξt+ C ξ
δ
+
Cε
δ
.
and
E
[ ∫
R2d
βξ
(
u(t, x)− uε(t, y)
)
̺δ(x− y) dy dx
]
(5.3)
≤eCt
(
E
[ ∫
Rd
∫
Rd
∣∣u0(x) − u0(y)∣∣̺δ(x− y) dx dy]+ Cξt+ C ξ
δ
+
Cε
δ
)
.
And finally, passing to the limit with respect to ξ yields
E
[ ∫
R2d
∣∣u(t, x)− uε(t, y)∣∣̺δ(x− y) dy dx] ≤ eCt(E[ ∫
Rd
∫
Rd
∣∣u0(x) − u0(y)∣∣̺δ(x− y) dx dy]+ Cε
δ
)
.
(5.4)
Again, since uε(t, y) and u(t, x) satisfy spatial BV bound, bounded by the BV norm of u0(·), we obtain
E
[ ∫
Rd
∣∣uε(t, x) − u(t, x)∣∣ dx] ≤ CeCt(δ + ε
δ
). (5.5)
Finally, choosing the optimal value of δ in (5.5) yields: for a.e. t > 0,
E
[
‖uε(t, ·)− u(t, ·)‖L1(Rd)
]
≤ CeCtε 12 ,
where C > 0 is a constant depending only on |u0|BV (Rd), ‖f ′′‖∞, ‖f ′‖∞, and ‖A′‖∞. This completes the
proof.
6. Fractional BV Estimates
In this section, we consider a more general class of stochastic balance laws driven by Le´vy noise of the
type
du(t, x)− divxf(u(t, x)) dt−∆xA(u(t, x)) dt
= σ(x, u(t, x)) dW (t) +
∫
|z|>0
η(x, u(t, x); z) N˜ (dz, dt), x ∈ ΠT ,
u(0, x) = u0(x), x ∈ Rd,
(6.1)
Observe that, noise coefficients σ(x, u) and η(x, u; z) depend explicitly on the spatial position x. Moreover,
we assume that σ(x, u), and η(x, u; z) satisfy the following assumptions:
(B.1) There exists a positive constant K1 > 0 such that∣∣σ(x, u) − σ(y, v)∣∣ ≤ K1(|x− y|+ |u− v|), for all u, v ∈ R; x, y ∈ Rd.
Moreover, we assume that σ(x, 0) = 0, for all x ∈ Rd. As a consequence, |σ(x, u)| ≤ K1|u|.
(B.2) There exist positive constants K2 > 0 and λ
∗ ∈ (0, 1) such that
|η(x, u; z)− η(y, v; z)| ≤ (λ∗|u− v|+K2|x− y|)(|z| ∧ 1), for all u, v ∈ R; z ∈ R; x, y ∈ Rd.
Moreover, we assume that η(x, 0; z) = 0, for all x ∈ Rd, and z ∈ R. In particular, this implies
that
|η(x, u; z)| ≤ λ∗|u|(|z| ∧ 1), and |u| ≤ 1
1− αλ∗ |u+ αη(x, u; z)|, ∀α ∈ [0, 1].
(B.3) There exists a non-negative function g(x) ∈ L∞(Rd) ∩ L2(Rd) such that
|η(x, u; z)| ≤ g(x)(1 + |u|)(|z| ∧ 1), for all (x, u, z) ∈ Rd × R× R.
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(B.4) A : R → R is a non-decreasing Lipschitz continuous function with A(0) = 0. Moreover, t 7−→√
A′(t) has a modulus of continuity ωA such that
ωA(r)
r
2
3
−→ 0 as r → 0.
Clearly, our continuous dependence estimate is not applicable for problems of type (6.1) due to the non-
availability of BV estimate for the solution of (6.1). We refer to [14, Section 2] for a discussion on this
point in case of diffusion driven balance laws. However, it is possible to obtain a fractional BV estimate.
To that context, drawing primary motivation from the discussions in [14], we intend to show that a
uniform fractional BV estimate can be obtained for the solution of the regularized stochastic parabolic
problem given by
duε(t, x)− divxf(uε(t, x)) dt −∆xA(uε(t, x)) dt (6.2)
= σ(x, uε(t, x)) dW (t) +
∫
|z|>0
η(x, uε(t, x); z)N˜(dz, dt) + ε∆xxuε(t, x) dt
Regarding equation (6.2), we mention that existence and regularity of the solution to the problem (6.2)
has been studied in [2, 10]. We start with a deterministic lemma, related to the estimation of the modulus
of continuity of a given integrable function, and also an useful link between Sobolev and Besov spaces.
In fact, we have the following lemma, a proof of which can be found in [14, Lemma 2].
Lemma 6.1. Let h : Rd → R be a given integrable function, 0 ≤ ζ ∈ C∞c (Rd) and {Jδ}δ>0 be a sequence
of symmetric mollifiers, i.e., Jδ(x) =
1
δd J(
|x|
δ ), 0 ≤ J ∈ C∞c (R), supp(J) ⊂ [−1, 1], J(−·) = J(·) and∫
J = 1. Then
(a) For r, s ∈ (0, 1) with r < s, there exists a finite constant C1 = C1(J, d, r, s) such that∫
Rd
∫
Rd
|h(x+ z)− h(x− z)|Jδ(z)ζ(x) dx dz
≤C1 δr sup
|z|≤δ
|z|−s
∫
Rd
|h(x+ z)− h(x− z)|ζ(x) dx. (6.3)
(b) For r, s ∈ (0, 1) with r < s, there exists a finite constant C2 = C2(J, d, r, s) such that
sup
|z|≤δ
∫
Rd
|h(x+ z)− h(x)|ζ(x) dx
≤ C2δr sup
0<δ≤1
δ−s
∫
Rd
∫
Rd
|h(x+ z)− h(x− z)|Jδ(z)ζ(x) dx dz + C2δr||h||L1(Rd). (6.4)
Now we are in a position to state and prove a theorem regarding fractional BV estimation of solutions
of (6.2).
Theorem 6.2 (Fractional BV estimate). Let the assumptions A.1, A.3, (B.1), (B.2), (B.3) and (B.4)
hold. Let uε be a solution of (6.2) with the initial data u0(x) belongs to the Besov space B
µ
1,∞(R
d) for
some µ ∈ (27 , 1). Moreover, we assume that f ′′ ∈ L∞. Then, for fixed T > 0 and R > 0, there exits a
constant C(T,R), independent of ε, such that for any 0 < t < T ,
sup
|y|≤δ
E
[ ∫
KR
∣∣uε(t, x+ y)− uε(t, x)∣∣ dx] ≤ C(T,R) δr,
for some r ∈ (0, 27 ) and KR := {x : |x| ≤ R}.
Proof. Let ζ ∈ K := {ζ ∈ C2(Rd) ∩ L1(Rd) ∩ L∞(Rd) : |∇ζ| ≤ Cζ, |∆ζ| ≤ Cζ} be any function. Then
by Lemma 7.1, there exists a sequence of functions {ζR} ⊂ C∞c (Rd) such that, in particular, ζR 7→ ζ
pointwise. Let Jδ be a sequence of mollifier in R
d as mentioned in Lemma 6.1. Consider the test function
ψRδ (x, y) := Jδ
(
x− y
2
)
ζR
(
x+ y
2
)
.
In the sequel, with a slight abuse of notations, we denote ψδ = ψ
R
δ and ζ = ζR. Subtracting two solutions
uε(t, x), uε(t, y) of (6.2), and applying Itoˆ-Le´vy formula to that resulting equations, we obtain (cf. [14])
E
[ ∫
Rd
∫
Rd
βξ
(
uε(t, x) − uε(t, y)
)
ψδ(x, y) dx dy
]
− E
[ ∫
Rd
∫
Rd
βξ
(
uε(0, x)− uε(0, y)
)
ψδ(x, y) dx dy
]
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≤ E
[ ∫ t
0
∫
Rd
∫
Rd
fβ
(
uε(s, x), uε(s, y)
) · ∇ζ(x + y
2
)Jδ(
x− y
2
) dx dy ds
]
+ E
[ ∫ t
0
∫
Rd
∫
Rd
(
fβ
(
uε(s, y), uε(s, x)
)− fβ(uε(s, x), uε(s, y))) · ∇yψδ(x, y) dx dy ds]
− E
[ ∫ t
0
∫
Rd
∫
Rd
β′′ξ
(
uε(s, x) − uε(s, y)
)(|∇yG(uε(s, y))|2 + |∇xG(uε(s, x))|2)ψδ(x, y) dx dy ds]
+ E
[ ∫ t
0
∫
Rd
∫
Rd
(
Aβ(uε(s, y), uε(s, x))∆yψδ(x, y) +A
β(uε(s, x), uε(s, y))∆xψδ(x, y)
)
dx dy ds
]
+ E
[ ∫ t
0
∫
Rd
∫
Rd
ε βξ
(
uε(r, x) − uε(r, y)
)
Jδ(
x− y
2
)∆ζ(
x + y
2
) dx dy dr
]
+
1
2
E
[ ∫ t
0
∫
Rd
∫
Rd
β′′ξ
(
uε(r, x)− uε(r, y)
)(
σ(x, uε(r, x) − σ(y, uε(r, y)
)2
ψδ(x, y) dx dy dr
]
+ E
[ ∫ t
0
∫
|z|>0
∫
Rd
∫
Rd
∫ 1
ρ=0
β′′ξ
(
uε(r, x) − uε(r, y) + ρ
(
η(x, uε(r, x); z)− η(y, uε(r, y); z)
))
×
∣∣η(x, uε(r, x); z)− η(y, uε(r, y); z)∣∣2ψδ(x, y) dρ dx dy m(dz) dr]. (6.5)
To this end, we see that
∇xψδ(x, y) +∇yψδ(x, y) = 2∇ζ
(
x+ y
2
)
Jδ
(
x− y
2
)
,∣∣∣Aβ(u, v)−Aβ(v, u)∣∣∣ ≤ C||A′′||∞ ξ|u− v|.
Moreover, a similar analysis as in Lemma 4.6-(4.7) reveals that∫ t
0
∫
Rd
∫
Rd
(
Aβ(uε(s, y), uε(s, x))∆yψδ(x, y) +A
β(uε(s, x), uε(s, y))∆xψδ(x, y)
)
dx dy ds
−
∫ t
0
∫
Rd
∫
Rd
β′′ξ
(
uε(s, x)− uε(s, y)
)(|∇yG(uε(s, y))|2 + |∇xG(uε(s, x))|2)ψδ(x, y) dx dy ds
≤ C ξ
4/3
δ2
‖ζ‖L∞(Rd)t+ C
ξ4/3
δ
‖∇ζ‖L∞(Rd)t
−
∫ t
0
∫
R2d
β′ξ(uε(s, x)− uε(s, y))[∇xA(uε(s, x))−∇yA(uε(s, y))]Jδ(
x− y
2
)∇ζ(x + y
2
) dx dy ds
≤ C ξ
4/3
δ2
‖ζ‖L∞(Rd)t+ C
ξ4/3
δ
‖∇ζ‖L∞(Rd)t
+
∫ t
0
∫
Rd
∫
Rd
Aβ
(
uε(s, x), uε(s, y)
) ·∆ζ(x + y
2
)Jδ(
x − y
2
) dx dy ds
+
∫ t
0
∫
Rd
∫
Rd
(
Aβ
(
uε(s, y), uε(s, x)
)−Aβ(uε(s, x), uε(s, y))) · ∇y(∇ζ(x + y
2
)Jδ(
x− y
2
)
)
dx dy ds,
where, in view of (B.4), we have used the fact that (cf. Lemma 4.6)
A1 +A2,1 +A3,1
≤
∣∣∣∣∣E[
∫
Πt
∫
Rd
{∫ uθ(t,x)
vε(t,y)
β′′ξ
(
τ − vε(t, y)
)[√
A′(τ)−
√
A′(vε(t, y))
]2
dτ
}
×∇yvε(t, y)∇xJδ(x − y
2
)ζ(
x + y
2
) dx dy dt
]∣∣∣∣∣
=
∣∣∣∣∣E[
∫
Πt
∫
Rd
{
∇y
∫ vε(t,y)
uθ(t,x)
∫ uθ(t,x)
σ
β′′ξ
(
τ − σ)[√A′(τ) −√A′(σ)]2 dτ dσ}
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×∇xJδ(x− y
2
)ζ(
x + y
2
) dx dy dt
]∣∣∣∣∣
=
∣∣∣∣∣E[
∫
Πt
∫
Rd
{∫ vε(t,y)
uθ(t,x)
∫ uθ(t,x)
σ
β′′ξ
(
τ − σ)[√A′(τ) −√A′(σ)]2 dτ dσ}
divy
[
∇xJδ(x− y
2
)ζ(
x + y
2
)
]
dx dy dt
]∣∣∣∣∣
≤Cξ4/3E
[ ∫
Πt
∫
Rd
|vε(t, y)− uθ(t, x)||divy
[
∇xJδ(x − y
2
)ζ(
x + y
2
)
]
| dx dy dt
]
≤C ξ
4/3
δ2
‖ζ‖L∞(Rd)t+ C
ξ4/3
δ
‖∇ζ‖L∞(Rd)t
At this point we let R 7→ ∞ in the test function ζ = ζR. Moreover, keeping in mind that for any function
ζ ∈ K satisfies |∇ζ(x)| ≤ Cζ(x), and |∆ζ(x)| ≤ Cζ(x), we have from (6.5)
E
[ ∫
Rd
∫
Rd
βξ
(
uε(t, x)− uε(t, y)
)
ψδ(x, y) dx dy
]
− E
[ ∫
Rd
∫
Rd
βξ
(
uε(0, x)− uε(0, y)
)
ψδ(x, y) dx dy
]
≤ C ξ
4/3
δ2
‖ζ‖L∞(Rd)t+ C
ξ4/3
δ
‖ζ‖L∞(Rd)t
+ C(||f ′||∞ + ||A′||∞)
∫ t
0
E
[ ∫
Rd
∫
Rd
∣∣uε(s, x)− uε(s, y)∣∣ζ(x+ y
2
)Jδ(
x− y
2
) dx dy
]
ds
+ C||f ′′||∞ξ E
[ ∫ t
0
∫
Rd
∫
Rd
∣∣uε(s, x)− uε(s, y)∣∣ζ(x + y
2
)Jδ(
x− y
2
) dx dy ds
]
+ C||f ′′||∞ξ E
[ ∫ t
0
∫
Rd
∫
Rd
∣∣uε(s, x)− uε(s, y)∣∣ζ(x + y
2
)|∇yJδ(x− y
2
)| dx dy ds
]
+ C||A′′||∞ξ E
[ ∫ t
0
∫
Rd
∫
Rd
∣∣uε(s, x)− uε(s, y)∣∣ζ(x+ y
2
)Jδ(
x− y
2
) dx dy ds
]
+ C||A′′||∞ξ E
[ ∫ t
0
∫
Rd
∫
Rd
∣∣uε(s, x)− uε(s, y)∣∣ζ(x+ y
2
)|∇yJδ(x− y
2
)| dx dy ds
]
+ C ε
∫ t
0
E
[ ∫
Rd
∫
Rd
∣∣uε(r, x)− uε(r, y)∣∣Jδ(x− y
2
)ζ(
x + y
2
) dx dy
]
dr
+
1
2
E
[ ∫ t
0
∫
Rd
∫
Rd
β′′ξ
(
uε(r, x)− uε(r, y)
)(
σ(x, uε(r, x) − σ(y, uε(r, y)
)2
ψδ(x, y) dx dy dr
]
+ E
[ ∫ t
0
∫
|z|>0
∫
Rd
∫
Rd
∫ 1
ρ=0
β′′ξ
(
uε(r, x)− uε(r, y) + ρ
(
η(x, uε(r, x); z)− η(y, uε(r, y); z)
))
× ∣∣η(x, uε(r, x); z)− η(y, uε(r, y); z)∣∣2ψδ(x, y) dρ dx dy m(dz) dr]. (6.6)
As before, with the help of the uniform L1 estimate (7.6), we can conclude
C||f ′′||∞ξ E
[ ∫ t
0
∫
Rd
∫
Rd
∣∣uε(s, x)− uε(s, y)∣∣ζ(x+ y
2
)Jδ(
x− y
2
) dx dy ds
]
+ C||f ′′||∞ξ E
[ ∫ t
0
∫
Rd
∫
Rd
∣∣uε(s, x)− uε(s, y)∣∣ζ(x + y
2
)|∇yJδ(x − y
2
)| dx dy ds
]
+ C||A′′||∞ξ E
[ ∫ t
0
∫
Rd
∫
Rd
∣∣uε(s, x)− uε(s, y)∣∣ζ(x + y
2
)Jδ(
x− y
2
) dx dy ds
]
+ C||A′′||∞ξ E
[ ∫ t
0
∫
Rd
∫
Rd
∣∣uε(s, x)− uε(s, y)∣∣ζ(x + y
2
)|∇yJδ(x− y
2
)| dx dy ds
]
≤ C(||f ′′||∞ + ||A′′||∞)
(
ξ +
ξ
δ
)||ζ||L∞(Rd)t. (6.7)
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Next, for the last two terms of (6.6), we follow the estimates given in [2, 10], to conclude
1
2
E
[ ∫ t
0
∫
Rd
∫
Rd
β′′ξ
(
uε(r, x)− uε(r, y)
)(
σ(x, uε(r, x) − σ(y, uε(r, y)
)2
ψδ(x, y) dx dy dr
]
≤E
[ ∫ t
0
∫
Rd
∫
Rd
β′′ξ
(
uε(r, x) − uε(r, y)
)(
σ(x, uε(r, x)− σ(x, uε(r, y)
)2
ψδ(x, y) dx dy dr
]
+ E
[ ∫ t
0
∫
Rd
∫
Rd
β′′ξ
(
uε(r, x)− uε(r, y)
)(
σ(x, uε(r, y)− σ(y, uε(r, y)
)2
ψδ(x, y) dx dy dr
]
≤CE
[ ∫ t
0
∫
Rd
∫
Rd
β′′ξ
(
uε(r, x)− uε(r, y)
)|uε(r, x)− uε(r, y)|2ψδ(x, y) dx dy dr]
+ CE
[ ∫ t
0
∫
Rd
∫
Rd
β′′ξ
(
uε(r, x) − uε(r, y)
)|y − x|2ψδ(x, y) dx dy dr]
≤CE
[ ∫ t
0
∫
Rd
∫
Rd
βξ
(
uε(r, x) − uε(r, y)
)
ψδ(x, y) dx dy dr
]
+ C
δ2
ξ
E
[ ∫ t
0
∫
Rd
∫
Rd
ψδ(x, y) dx dy dr
]
≤CE
[ ∫ t
0
∫
Rd
∫
Rd
βξ
(
uε(r, x) − uε(r, y)
)
ψδ(x, y) dx dy dr
]
+ C
δ2
ξ
t‖ζ‖L1(Rd) (6.8)
and a similar estimate reveals that
E
[ ∫ t
0
∫
|z|>0
∫
Rd
∫
Rd
∫ 1
ρ=0
β′′ξ
(
uε(r, x)− uε(r, y) + ρ
(
η(x, uε(r, x); z)− η(y, uε(r, y); z)
))
×
∣∣η(x, uε(r, x); z)− η(y, uε(r, y); z)∣∣2ψδ(x, y) dρ dx dy m(dz) dr]
≤CE
[ ∫ t
0
∫
Rd
∫
Rd
βξ
(
uε(r, x)− uε(r, y)
)
ψδ(x, y) dx dy dr
]
+ C
δ2
ξ
t‖ζ‖L1(Rd). (6.9)
Now we make use of (2.4), (6.7), and (6.9) to (6.6) and conclude
E
[ ∫
Rd
∫
Rd
∣∣uε(t, x) − uε(t, y)∣∣Jδ(x− y
2
)ζ(
x + y
2
) dx dy
]
≤ E
[∫
Rd
∫
Rd
∣∣uε(0, x)− uε(0, y)∣∣Jδ(x− y
2
)ζ(
x+ y
2
) dx dy
]
+ C
ξ4/3
δ2
‖ζ‖L∞(Rd)t
+ C
(
1 + ||f ′||∞ + ||A′||∞
) ∫ t
0
E
[ ∫
Rd
∫
Rd
∣∣uε(s, x)− uε(s, y)∣∣ζ(x + y
2
)Jδ(
x− y
2
) dx dy
]
ds
+ C(||f ′′||∞ + ||A′′||∞)
(
ξ +
ξ
δ
)||ζ||L∞(Rd)t+ C(ξ + δ2ξ t) ||ζ||L1(Rd). (6.10)
A simple application of Gronwall’s inequality reveals that
E
[ ∫
Rd
∫
Rd
∣∣uε(t, x)− uε(t, y)∣∣Jδ(x− y
2
)ζ(
x + y
2
) dx dy
]
≤ expt C
(
1+||f ′||∞+||A
′||∞
)
E
[ ∫
Rd
∫
Rd
∣∣uε(0, x)− uε(0, y)∣∣Jδ(x− y
2
)ζ(
x + y
2
) dx dy
]
+ C expt C
(
1+||f ′||∞+||A
′||∞
) (ξ4/3
δ2
‖ζ‖L∞(Rd)t+ (||f ′′||∞ + ||A′′||∞)
(
ξ +
ξ
δ
)||ζ||L∞(Rd)t
+ (ξ +
δ2
ξ
t) ||ζ||L1(Rd)
)
. (6.11)
Choosing ξ = Cδ
12
7 in (6.11), we obtain
E
[ ∫
Rd
∫
Rd
∣∣uε(t, x)− uε(t, y)∣∣Jδ(x− y
2
)ζ(
x + y
2
) dx dy
]
≤ C(T )E
[ ∫
Rd
∫
Rd
∣∣uε(0, x)− uε(0, y)∣∣Jδ(x− y
2
)ζ(
x + y
2
) dx dy
]
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+ C(T )
((
δ
2
7 + δ5/7
)||ζ||L∞(Rd) + δ 27 ||ζ||L1(Rd)),
for some constant C(T ) > 0, independent of ε.
Now we make use of the following change of variables
x¯ =
x− y
2
, and y¯ =
x+ y
2
,
to rewrite the above inequality (dropping the bar). The result is
E
[ ∫
Rd
∫
Rd
∣∣uε(t, x+ y)− uε(t, x− y)∣∣Jδ(y)ζ(x) dx dy]
≤ C(T )E
[ ∫
Rd
∫
Rd
∣∣uε(0, x+ y)− uε(0, x− y)∣∣Jδ(y)ζ(x) dx dy]
+ C(T )
((
δ
2
7 + δ5/7
)||ζ||L∞(Rd) + δ 27 ||ζ||L1(Rd)) (6.12)
In view of (6.4) of the Lemma 6.1, we obtain for 0 < r < s < 1
sup
|y|≤δ
E
[ ∫
Rd
∣∣uε(t, x+ y)− uε(t, x)∣∣ζ(x) dx]
≤ C2 δr sup
0<δ≤1
δ−sE
[ ∫
Rd
∫
Rd
∣∣uε(t, x+ y)− uε(t, x− y)∣∣Jδ(y)ζ(x) dx dy]
+ C2δ
r
E
[
||uε(t, ·)||L1(Rd)
]
. (6.13)
Again, by (6.3) of the Lemma 6.1 and by (6.12), we see that for 0 < r′ < s′ < 1
sup
0<δ≤1
δ−sE
[ ∫
Rd
∫
Rd
∣∣uε(t, x+ y)− uε(t, x − y)∣∣Jδ(y)ζ(x) dx dy]
≤ C(T ) sup
0<δ≤1
δ−sE
[ ∫
Rd
∫
Rd
∣∣uε(0, x+ y)− uε(0, x− y)∣∣Jδ(y)ζ(x) dx dy]
+ C(T )δ
2
7
−s
(
||ζ||L∞(Rd) + ||ζ||L1(Rd)
)
≤ C(T )C1 δ−s+r
′
sup
|y|≤δ
(
|y|−s′ E
[ ∫
Rd
∣∣uε(0, x+ y)− uε(0, x)∣∣ζ(x) dx]
)
+ C(T )δ
2
7
−s
(
||ζ||L∞(Rd) + ||ζ||L1(Rd)
)
≤ C(T ) δ−s+r′E
[
||u0||Bs′
1,∞(R
d)
]
||ζ||L∞(Rd) + C(T )δ
2
7
−s
(
||ζ||L∞(Rd) + ||ζ||L1(Rd)
)
.
(6.14)
Now we combine (6.13) and (6.14) to obtain
sup
|y|≤δ
E
[ ∫
Rd
∣∣uε(t, x+ y)− uε(t, x)∣∣ζ(x) dx]
≤ C(T )
[
δr−s+r
′
E
[
||u0||Bs′
1,∞(R
d)
]
+ δr+
2
7
−s
(||ζ||L∞(Rd) + ||ζ||L1(Rd))
]
+ C2 δ
r
E
[
||uε(t, ·)||L1(Rd)
]
.
Setting r′ = s = 27 , one gets, for any r <
2
7 and s
′ > 27 ,
sup
|y|≤δ
E
[ ∫
Rd
∣∣uε(t, x+ y)− uε(t, x)∣∣ζ(x) dx]
≤ C(T )δr
[
E
[
||u0||Bs′
1,∞(R
d)
]
+ ||ζ||L∞(Rd) + ||ζ||L1(Rd)
]
+ C2 δ
r
E
[
||uε(t, ·)||L1(Rd)
]
.
Let KR = {x : |x| ≤ R}. Choose ζ ∈ K such that ζ(x) = 1 on KR. Then, for r < 27 , we have
sup
|y|≤δ
E
[∫
KR
∣∣uε(t, x+ y)− uε(t, x)∣∣ dx
]
≤ C(T,R) δr,
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which completes the proof. 
In view of the well-posedness results from [2, 10], we can finally claim the existence of entropy solutions
for (6.1) that satisfies the fractional BV estimate in Theorem 6.2. In other words, we have the following
theorem.
Theorem 6.3. Suppose that the assumptions A.2, A.3, A.4, (B.2), and (B.3) hold and the initial data
u0 belong to the Besov space B
µ
1,∞(R
d) for some µ ∈ (27 , 1) and E
[
‖u0‖2L2(Rd)+‖u0‖L1(Rd)
]
< +∞. Then
given such initial data u0, there exists an entropy solution of (6.1) such that for any t ≥ 0,
E
[
‖u(t, ·)‖2L2(Rd)
]
< +∞.
Moreover, there exists a constant CRT such that, for any 0 < t < T ,
sup
|y|≤δ
E
[ ∫
KR
∣∣u(t, x+ y)− u(t, x)∣∣ dx] ≤ CRT δr,
for some r ∈ (0, 27 ) and KR := {x : |x| ≤ R}.
7. Appendix
For the convenience of the reader, we include the proof of the first part of the Theorem 3.1, that are
frequently used in this paper. In what follows, we give a proof of such estimate for a slightly general
equation (6.1), where noise coefficients depend explicitly on the spatial position x.
As we have seen from [2, 10] that under natural assumptions on initial data, flux functions, noise
coefficients, and the fact that A : R → R is a nondecreasing Lipschitz continuous function, viscous
equation (6.1) has a weak solution uε and moreover (2.2) holds. To that context, under additional
assumption on the initial data, u0 ∈ L1(Ω × Rd), we show that for fixed ε > 0, uε ∈ L1(Ω × ΠT ).
To do this, we proceed as follows: let us consider a convex, even, approximation of the absolute-value
function βξ defined as in Section 2: Remark 2.2, (2.5) and (2.6). Then, by applying Itoˆ-Le´vy formula to∫
Rd
βξ(uε(t, x)) dx, we conclude
E
[ ∫
Rd
βξ(uε(t, x)) dx
]
+ E
[ ∫ t
0
∫
Rd
β′′ξ (uε(s, x))
(|∇G(uε(s, x))|2 + ε|∇uε(s, x)|2) dx]
≤ E
[ ∫
Rd
βξ(u0(x)) dx
]
− E
[ ∫ t
0
∫
Rd
β′′ξ (uε(s, x))f(uε(s, x)) · ∇uε(s, x) dx ds
]
+ E
[ ∫ t
0
∫
Rd
∫
|z|>0
∫ 1
0
(1− λ)η2(x, uε(s, x); z)β′′ξ
(
uε(s, x) + λη(x, uε(s, x); z)
)
dλm(dz) dx ds
]
+
1
2
E
[ ∫ t
0
∫
Rd
σ2(x, uε(s, x))β
′′
ξ (uε(s, x)) dx ds
]
. (7.1)
Since βξ is a convex function, we have from (7.1)
E
[ ∫
Rd
βξ(uε(t, x)) dx
]
− E
[ ∫
Rd
βξ(u0(x)) dx
]
≤ −E
[ ∫ t
0
∫
Rd
β′′ξ (uε(s, x))f(uε(s, x)) · ∇uε(s, x) dx ds
]
+ E
[ ∫ t
0
∫
Rd
∫
|z|>0
∫ 1
0
(1− λ)η2(x, uε(s, x); z)β′′ξ
(
uε(s, x) + λη(x, uε(s, x); z)
)
dλm(dz) dx ds
]
+
1
2
E
[ ∫ t
0
∫
Rd
σ2(x, uε(s, x))β
′′
ξ (uε(s, x)) dx ds
]
:= A1(ε, ξ) +A2(ε, ξ) +A3(ε, ξ). (7.2)
Next, we estimate each of the above terms separately. Let us first remark that a simple application of
chain-rule implies that A1(ε, ξ) = 0. We now move on to the term A2(ε, ξ). In view of assumptions
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(B.2), and (B.3) along with (2.4), similar to the estimation G in Section 3 yields
0 ≤η2(x, uε(s, x); z)β′′ξ
(
uε(s, x) + λη(x, uε(s, x); z)
)
≤(λ∗)2(1 ∧ |z|2)|uε(s, x)|2β′′ξ
(
uε(s, x) + λη(x, uε(s, x); z)
)
≤ (λ
∗)2(1 ∧ |z|2)
(1− λλ∗)2 |uε(s, x) + λη(x, uε(s, x); z)|
2β′′ξ
(
uε(s, x) + λη(x, uε(s, x); z)
)
≤4(λ
∗)2(1 ∧ |z|2)
(1− λλ∗)2 βξ
(
uε(s, x) + λη(x, uε(s, x); z)
) ≤ 4(λ∗)2(1 ∧ |z|2)
(1− λλ∗)2 βξ
(|uε(s, x)|+ |η(x, uε(s, x); z)|)
≤4(λ
∗)2(1 ∧ |z|2)
(1− λλ∗)2 βξ
(
(1 + λ∗)|uε(s, x)|
) ≤ 4(1 ∧ |z|2) (λ∗)2(1 + λ∗)2
(1 − λλ∗)2 βξ
(
uε(s, x)
)
,
and this implies that
∣∣A2(ε, ξ)∣∣ ≤CE[ ∫ t
0
∫
Rd
∫
|z|>0
(1 ∧ |z|2)m(dz)βξ
(
uε(s, x)
)
dx ds
]
≤ CE
[ ∫ t
0
∫
Rd
βξ
(
uε(s, x)
)
dx ds
]
.
(7.3)
Again, we use assumption (B.1) to conclude
∣∣A3(ε, ξ)∣∣ ≤ CE[ ∫ t
0
∫
Rd
βξ
(
uε(s, x)
)
dx ds
]
. (7.4)
Thus, combining all the above estimates (7.3)-(7.4) in (7.2), we arrive at
E
[ ∫
Rd
βξ(uε(t, x)) dx
]
≤ C
∫ t
0
E
[ ∫
Rd
βξ
(
uε(s, x)
)
dx
]
ds+ E
[ ∫
Rd
βξ(u0(x)) dx
]
,
and this implies
E
[ ∫
Rd
βξ
(
uε(t, x)
)
dx
]
≤ CE
[ ∫
Rd
βξ(u0(x)) dx
]
. (7.5)
Passing to the limit with respect to ξ yields
E
[ ∫
Rd
∣∣uε(t, x)∣∣ dx] ≤ CE[ ∫
Rd
∣∣u0(x)∣∣ dx]. (7.6)
This implies that, uε ∈ L1(Ω×ΠT ), for every fixed ε > 0.
Finally, we finish this section by introducing a special class of functions, which plays a pivotal role in
our analysis. To that context, let us define the set K consisting of non-zero ζ ∈ C2(Rd)∩L1(Rd)∩L∞(Rd)
for which there is a constant C such that |∇ζ(x)| ≤ Cζ(x), and |∆ζ(x)| ≤ Cζ(x). Then we have the
following Lemma:
Lemma 7.1. Let ζ ∈ K be any element. Then there exists {ζR}R>1 ⊂ C∞c (Rd) such that
ζR 7→ ζ,∇ζR 7→ ∇ζ, and ∆ζR 7→ ∆ζ pointwise in Rd, as R 7→ ∞
Proof. Note that, modulo a mollification step, we can assume that ζ ∈ C∞(Rd). Let η ∈ C∞c (Rd) be such
that 0 ≤ η ≤ 1, and η(0) = 1. Let us define ζR(x) = ζ(x)η(x/R). Then a straightforward computation
yields
∇ζR(x) = ∇ζ(x)η(x/R) + 1
R
ζ(x)∇η(x/R),
∆ζR(x) = ∆ζ(x)η(x/R) +
1
R2
ζ(x)∆η(x/R) +
2
R
∇ζ(x)∇η(x/R).
Taking limit as R 7→ ∞ concludes the proof. 
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