Abstract. Darmon's conjecture on a relation between cyclotomic units over real quadratic fields and certain algebraic regulators was recently solved by Mazur and Rubin by using their theory of Kolyvagin systems. In this paper, we formulate a "non-explicit" version of Darmon's conjecture for Euler systems defined for general p-adic representations, and prove it. In the process of the proof, we introduce a notion of "algebraic Kolyvagin systems", and develop their properties.
Introduction
One of the main themes in number theory is to study mysterious relations between values of zeta functions and arithmetical objects. Cyclotomic units are known as the elements which are closely related to the values of zeta functions. Their important properties are axiomatized in the theory of Euler systems, initiated by Kolyvagin ([6] ). The method of Euler systems is a powerful tool for bounding the size of Selmer groups. The collection of cyclotomic units is a typical example of an Euler system.
In [3] , inspired by the work of Gross ([5] ), Darmon conjectured a "refined class number formula", which relates cyclotomic units over real quadratic fields with certain algebraic regulators. This conjecture is regarded as a refinement of classical class number formula of Dirichlet. Recently, Mazur and Rubin solved the "except 2-part" of Darmon's conjecture using their theory of Kolyvagin systems ( [8] ).
In this paper, as an attempt to generalize Darmon's conjecture, we formulate its analogue for Euler systems defined for general p-adic representations. Under the standard hypotheses of Kolyvagin systems (including that the core rank is equal to 1), we prove that our generalized Darmon's conjecture is true (see Theorem 3.8). Our formulation is, however, not exactly a generalization of Darmon's conjecture. Let us explain the difference between our fomulation and the original conjecture of Darmon. Darmon's formulation is as follows. Let F be a real quadratic field, and ℓ 1 , . . . , ℓ ν be distinct prime numbers. Suppose that all ℓ i split completely in F , for simplicity. Put n = ℓ 1 · · · ℓ ν (n = 1 when ν = 0), and let ζ n be a primitive n-th root of unity. Darmon defined the "theta-element" θ ′ n by θ
where α n ∈ F (ζ n ) × is a certain cyclotomic unit, and conjectured that the following equality holds in (F (ζ n ) × /{±1}) ⊗ Z Z[Gal(F (ζ n )/F )]/I ν+1 n (I n is the augmentation ideal of Z[Gal(F (ζ n )/F )]):
The author is supported by Grant-in-Aid for JSPS Fellows.
where h n is the n-class number of F (that is, the order of the Picard group of Spec (O F [1/n])), and R n ∈ F × ⊗ Z I ν n /I ν+1 n is an "algebraic regulator". This algebraic regulator R n is defined by using a basis of (1 − τ )O F [1/n] × (τ is the non-trivial element of Gal(F/Q)) and the local reciprocity maps at places in F lying above ℓ i 's. For more details, see [3] and [8] .
Our formulation replaces the cyclotomic unit by an Euler system for a p-adic representation, the class number by the order of the Selmer group, the algebraic regulator by a module of algebraic regulators. Let p be an odd prime, and T be a p-adic representation of the absolute Galois group of Q. Fix M , a power of p, and put A = T /M T . Let ℓ 1 , . . . , ℓ ν be distinct prime numbers satisfying certain conditions. As before, put n = ℓ 1 · · · ℓ ν . Let Q(n) be the maximal p-subextension of Q inside Q(ζ n ). Suppose that there exists an Euler system c = {c n } n ∈ n H 1 (Q(n), T ) for T . Following Darmon, define the theta element θ n (c) by
We construct a submodule R n ⊂ H 1 (Q, A)⊗ Z I ν n /I ν+1 n as an analogue of Darmon's algebraic regulator, where I n is the augmentation ideal of Z[Gal(Q(n)/Q)]. Our formulation of the generalization of Darmon's conjecture is as follows: we have the following in H 1 (Q(n), A) ⊗ Z Z[Gal(Q(n)/Q)]/I ν+1 n : θ n (c) ∈ |Sel np (Q, A * )|R n , (2) where A * is the Kummer dual of A, Sel np (Q, A * ) is the Selmer group of A * of the elements which restrict to zero at the places dividing np, and | · | denotes the order.
Thus, our formulation (2) is "non-explicit" in the sense that the algebraic regulator in the right hand side is not determined explicitly. In this sense, our formulation is weaker than the original conjecture of Darmon (1) when the Euler system is the system of cyclotomic units. But our formulation has a simple application. Taking n = 1, we obtain the following:
where Ind(c) = sup{m | c 1 ∈ p m H 1 (Q, A)}. This is a quite famous result which is known as a typical application of the theory of Euler systems (see [12, Theorem 2.2.2] and [7, Corollary 4.4.5] ). Our method gives another proof of this famous result. A key observation of this paper lies in defining a notion of "algebraic Kolyvagin systems", which generalizes the notion of original Kolyvagin systems (see §4). We define four different modules of algebraic Kolyvagin systems, called θ-Kolyvagin systems, derived-Kolyvagin systems, pre-Kolyvagin systems, and (simply) Kolyvagin systems. The θ-Kolyvagin system is the system whose axioms are satisfied by the collection {θ n (c)} n of the theta elements. The derived-Kolyvagin system is the system whose axioms are satisfied by the collection {κ ′ n } n of the Kolyvagin's derivative classes of c. The pre-Kolyvagin system is an analogue of the θ-Kolyvagin system. The system which we call simply Kolyvagin system is a direct generalization of the original Kolyvagin system. At a glance, these four modules of algebraic Kolyvagin systems may have different structures, but we prove that they are all isomorphic (see Theorem 4.17 ). This observation is useful in some aspects; firstly, we can prove that {θ n (c)} n is a θ-Kolyvagin system by reducing to show that the Kolyvagin's derivative classes {κ ′ n } n of c satisfy the axioms of the derived-Kolyvagin systems (see Proposition 6.6); secondly, we can apply Mazur-Rubin's theory of Kolyvagin systems to other Kolyvagin systems.
In [8, Appendix B] , Howard constructed "regulator-type" Kolyvagin systems. We extend this construction to other Kolyvagin systems. We introduce a new system, which we call "unit system", to treat Howard's construction more systematically (see Definition 5.3). We interpret Howard's construction as a "regulator map" from the module of unit systems to that of Kolyvagin systems (see Definition 5.5). We give analogues of this regulator map for other Kolyvagin systems, and prove the natural compatibility with the isomorphisms between different Kolyvagin systems (see Theorem 5.7). We apply Mazur-Rubin's theory to know that the regulator map is surjective (see Theorem 6.2). From this, we know that the system of the theta elements, which forms a θ-Kolyvagin system, is in the image of the regulator map. This says in fact that θ n (c) ∈ |Sel np (Q, A * )|R n holds. Thus, we prove our main theorem.
After the author wrote the first version of this paper, he found another generalization of Darmon's conjecture using Rubin-Stark elements (see [13, Conjecture 3] ). He proved that, under some assumptions, most of this conjecture is deduced from the "equivariant Tamagawa number conjecture (ETNC)" ([1, Conjecture 4 (iv)]) for Tate motives (see [13, Theorem 3.22] [8] (see [13, §4] for the detail). The author hopes that there are some connections between the ETNC for general motives and the main result of this paper. We remark that, the paper [10] of Mazur and Rubin, in which essentially the same conjecture as [13, Conjecture 3] is formulated, appeared in arXiv after the author wrote the first version of the paper [13] (see [10, Conjecture 5.2] ).
The paper [9] of Mazur and Rubin concerning higher rank Kolyvagin systems also appeared in arXiv after the author wrote this paper. In Definition 4.3, the author proposed a definition of Kolyvagin systems of rank r, but when r > 1 this definition is slightly different from the definition by Mazur and Rubin in [9, Definition 10.4] . The essentially same system as the "unit system" introduced in this paper (see Definition 5.3) is also defined by Mazur and Rubin in a rather neater way in [9, Definition 7.1], and they call it "Stark system". One of the main results of their paper ([9, Theorem 12.4]), which states that, under some assumptions, there is an isomorphism between "Stark systems" and "stub Kolyvagin systems", can be regarded as a generalization of our Theorem 6.2.
The organization of this paper is as follows. §2 is a short preparation from algebra. In §3, after the setting of some notations and the review of some facts from Galois cohomology, we state our main theorem (Theorem 3.8). In § §4 and 5, we develop the theory of algebraic Kolyvagin systems. Finally in §6 we prove Theorem 3.8.
Notation. We fix an algebraic closure Q of Q, and any algebraic extension of Q is considered to be in Q. For each place v of Q, we choose a place w of Q above v, and fix it. By the decomposition (resp. inertia) group of v in G Q = Gal(Q/Q) we mean the decomposition (resp. inertia) group of w. The absolute Galois group of Q v is identified with the decomposition group of v in G Q .
For m ∈ Z ≥1 , µ m denotes the group of all the m-th roots of unity in Q. For a field F , and a continuous Gal(F /F )-module M (where F is a fixed separable closure of F ), we denote
, where H i cont is the continuous cochain cohomology ( [14] ). If G is a profinite group, and M is a continuous G-module, we denote for τ ∈ G M τ =1 = {a ∈ M | τ a = a}.
Exterior powers
Let A be a ring, B be an A-algebra, and M be an A-module. If f ∈ Hom A (M, B), then there is an A-homomorphism
for all r ∈ Z ≥1 . This map is also denoted by f . Moreover, the induced B-homomorphism
is also denoted by f . Then the following B-homomorphism is well-defined for r, s ∈ Z ≥1 with r ≥ s :
.
Note that our construction of the map
Remark 2.1. Using the above notations, we have
The first equality is shown by induction on r as follows. When r = 1, the left hand side is equal to f 1 (m 1 ) by definition, and this is equal to the right hand side. When r > 1, note first that by the inductive hypothesis we see that (
is equal to the determinant of the matrix obtained by removing the first row and the i-th column from the matrix of the right hand side. We have
, where the second equality is obtained by the cofactor expansion along the first row. This completes the proof.
The statement of the main theorem
The aim of this section is to state our main theorem (Theorem 3.8). First, we set some notations. Let p be an odd prime, and fix a power of p, which is denoted by M . Let T be a p-adic representation of the absolute Galois group of Q with coefficients in Z p , that is, T is a free Z p -module of finite rank with a continuous Z p -linear action of G Q = Gal(Q/Q). As usual, we assume that T is unramified at almost all places of Q, that is, for all but finitely many places v of Q, the inertia group of v in G Q acts trivially on T . We write A = T /M T . Fix Σ, a set of places of Q, such that Σ ⊂ {ℓ | ℓ is a prime satisfying ( * )}, where ( * ) is as follows:
where Fr ℓ is the arithmetic Frobenius at ℓ.
Next, put N = N (Σ) = { square-free products of primes in Σ }. We suppose 1 ∈ N , for convention. Note that N is naturally identified with the family of all the finite subsets of Σ (with this identification, 1 ∈ N corresponds to the empty set ∅ ⊂ Σ). This observation will be used later, in §4.
For every ℓ ∈ Σ, put
, where the right hand side means the characteristic polynomial with respect to the action of Fr ℓ on
This is the unique polynomial such that
Next, for every n ∈ N , put G n = Gal(Q(n)/Q), where Q(n) is the maximal p-subextension of Q inside Q(µ n ). Note that we have a natural isomorphism G n ≃ ℓ|n G ℓ . For every ℓ ∈ Σ, we define a generator σ ℓ of G ℓ as follows. Fix a generator ξ of Z p -module lim ← − µ p m . Since we fixed the embedding Q ֒→ Q ℓ , lim ← − µ p m is also regarded as a subgroup of lim ← − Q × ℓ . By Kummer theory, we have a canonical isomorphism
ℓ is the maximal unramified extension of Q ℓ . We also have a natural surjection Gal(Q ur
We define σ ℓ ∈ G ℓ to be the image of ξ ∈ lim ← − µ p m by this surjection.
For n ∈ N , we denote I n the augmentation ideal of Z[G n ]. Note that if ℓ |n, then we have
since P ℓ (1) ≡ 0 (mod M ) as we mentioned above, where Fr ℓ is naturally regarded as an element of G n (note that since ℓ is prime to n, ℓ is unramified in Q(n)). Therefore, we consider the image of P ℓ (Fr ℓ ) ⊗ 1 in I n /I 2 n ⊗ Z/M Z, and denote it also by P ℓ (Fr ℓ ) ⊗ 1. We next define important maps v ℓ , u ℓ , and ϕ ℓ for ℓ ∈ Σ. As a preliminary, we review some facts on Galois cohomology.
For ℓ ∈ Σ, the unramified cohomology group at ℓ is defined by
There is a canonical isomorphism: There is a canonical decomposition:
) is called the transverse cohomology group at ℓ, and naturally identified with Hom(G ℓ , A Fr ℓ =1 ) (see [7, Lemma 1.2.1 (ii) and Lemma 1.2.4]). We remark that to get this decomposition, the assumption M |ℓ − 1 is needed. Now we start to define v ℓ , u ℓ , and ϕ ℓ . First, the definition of v ℓ is as follows:
where the first arrow is the localization map at ℓ, the second is the natural projection, the third isomorphism is obtained by evaluating σ ℓ ∈ G ℓ (recall that σ ℓ is a fixed generator of G ℓ ), and the last (non-canonical) isomorphism follows by noting that A/(Fr ℓ − 1)A ≃ Z/M Z (see [7, Lemma 1.2.3] ). We fix the last isomorphism. Next, we define the map u ℓ as follows:
where the first arrow is the localization at ℓ, and the second is the natural projection. The third arrow is defined by
ℓ )a (the well-definedness is easily verified by using the Cayley-Hamilton theorem). This is in fact an isomorphism, see [12, Corollary A.2.7] for the proof. Note that we use −Q ℓ (Fr
ℓ ) (this turns out to be meaningful when we see Example 3.1 below). The last identification A Fr ℓ =1 = Z/M Z in the definition of u ℓ above is obtained by the fixed isomorphism when we defined v ℓ .
Finally, we define ϕ ℓ as follows:
where the inverse limit in the right hand side is taken with respect to the natural restriction map of Galois groups, namely, if n, m ∈ N and n|m, the morphism from
Since we have the canonical isomorphism
where i ∈ Z/M Z and e ∈ µ M (note that i and e are uniquely determined for the image of a in Q
If we identify Z/M Z = µ M by fixing a primitive M -th root of unity, then we see that v ℓ (a) = i and u ℓ (a) = e (note that since
. We see that ϕ ℓ agrees with the following map:
, where rec ℓ is the map induced by the local reciprocity map at ℓ, and the last isomorphism is given by σ → σ − 1.
We put
for n ∈ N , where I 0 n is understood to be Z[G n ] (so we have I 0 n /I 1 n = Z). G(n) has a structure of graded Z/M Z-algebra, and we can regard ϕ ℓ as a homomorphism from
We define ϕ n ℓ to be the composition of the projection to G(n) followed by ϕ ℓ , that is, ϕ
We denote throughout this paper F the canonical Selmer structure on T in the sense of [7, Definition 3.2.1]. For n ∈ N , we recall that the n-modified Selmer group
for any ℓ |n}, where a ℓ is the image of a by the localization at ℓ. We also recall that the n-strict dual Selmer group
where Definition 3.2. For n ∈ N , we define a (module of) regulator R n by
where n = ℓ 1 · · · ℓ ν(n) and ν(n) is the number of prime divisors of n (for the definition of the map
, see §2). Note that R n does not depend on the choice of the order of ℓ 1 , . . . , ℓ ν(n) .
We recall the definition of Euler systems ([12, Definition 2.
. Note that the definition of Euler systems in [12] and that in [7] are slightly different (see [7, Remark 3.2.3] ). Our definition is due to the latter.
is an Euler system for (T, Σ, K), where K is an abelian extension of Q, if, whenever
ℓ ) c F , where the product runs over primes ℓ ∈ Σ which ramify in F ′ but not in F .
We define an analogue of Darmon's "theta-element" ([3, §4]) for a general Euler system.
finite extension} is an Euler system for (T, Σ, K) such that Q(n) ⊂ K for any n ∈ N . We define the theta element θ n (c) for
where c n = c Q(n) (which we regard as an element of
Lemma 3.5. Suppose d, n ∈ N and d|n. Then we have
where π d is the map induced by the natural projection
Proof. We may assume d = n/ℓ, where ℓ is a prime divisor of n. We compute
where
). This proves the lemma.
The following proposition is an analogue of [3, Theorem 4.5 (2)].
Proposition 3.6. Let the notations be as in Definition 3.4. We have
, then there is a canonical inverse image of θ n (c) under the restriction map
Proof. We prove this proposition by induction on ν(n). When ν(n) = 0 (i.e. n = 1), we have I 0 1 = Z and θ 1 (c) = c 1 ∈ H 1 (Q, A), so there is nothing to prove (since x 1 = c 1 ). Suppose ν(n) > 0. We write every γ ∈ G n uniquely as
where the first equality follows by direct computation, and the second by Lemma 3.5. This shows
, since by the inductive hypothesis we have
(recall that σ ℓ is a fixed generator of G ℓ ). It is well known that ℓ|n D ℓ c n has a canonical inverse image in H 1 (Q, A), which is usually called Kolyvagin's derivative class (see [12, Definition 4.4.10] ). We denote it by κ ′ n (in [12, §4.4] , it is denoted by κ [Q,n,M ] ). Hence we have
By the inductive hypothesis, we see that
Remark 3.7. By the proof of Proposition 3.6, the element
Since κ ′ n is a canonical element, we can say that x n is also canonical. So we can naturally regard
We summarize here the standard hypotheses (H.0)-(H.6) of Kolyvagin systems for the triple
is the fixed field in Q of the kernel of the map G Q → Aut (A), and
, where for k ∈ Z >0 Σ k is the set of all the primes ℓ satisfying ( * ) for M replaced by p k . (H.6) For every ℓ ∈ {ℓ | T is ramified at ℓ} ∪ {p, ∞}, the local condition F at ℓ is cartesian (see [7, 
Fr 
11]), ((ii)-(iv) are the assumptions of the first statement of [7, Theorem 3.2.4], and (iii) is satisfied since we assumed
where ord p (h 1 ) is defined by h 1 = p ord p(h1) , and
Proof. Take n = 1 in Theorem 3.8, then we have
Hence we have the desired inequality ord p (h 1 ) ≤ ind (c).
Algebraic Kolyvagin systems
In this section, we introduce a notion of "algebraic Kolyvagin systems". The aim of this section is to prove Theorem 4.17. Our Kolyvagin systems are defined for a 7-tuple (O, Σ, H, t, v, u, P ) satisfying the following:
• O: a commutative ring (with unity),
• Σ: a countable set,
where for any subset Σ ′ ⊂ Σ,
and where
for any n ∈ N (Σ ′ ), where the first isomorphism is induced by the inverse of
and also a quotient of it. We put
From now on we fix a 7-tuple (O, Σ, H, t, v, u, P ) satisfying above, and give some more notations for it. We denote simply N = N (Σ). If Σ ′ ⊂ Σ, there is a natural projection map from G(Σ) to G(Σ ′ ), which we denote by (·)| Σ ′ . In particular, for n ∈ N , which is by definition a subset of Σ, we denote the projection map to G(n) by π n (namely,
If m, n ∈ N , and m ⊂ n, we denote n/m instead of the set theoretic notation n \ m. If n ∈ N and q ∈ Σ such that q / ∈ n, we denote nq instead of n ∪ q. We also denote 1 instead of ∅ ∈ N . For each q ∈ Σ, fix a generator x q of G(q) 1 (≃ O/(t q )) (as an O-module).
Definition 4.1. For any q ∈ Σ, we define an O-homomorphism
The setting in §3 fits into this general setting. Use the notations as in §3, take (O, Σ, H, t, v, u, P ) as follows:
If we set x ℓ = (σ ℓ − 1) ⊗ 1, then ϕ ℓ in the above definition is the same one in §3. Now, for r ∈ Z ≥1 , we define algebraic Kolyvagin systems of "rank r". Recall that for n ∈ N , ν(n) = |n|, and
In what follows, for any O-module G, we denote (
is a Kolyvagin system of rank r if the following axioms (K1)-(K4) are satisfied:
We denote the O-module consisting of all Kolyvagin systems of rank r by KS r . This is an
We will see that our Kolyvagin systems generalize the notion of original Kolyvagin systems in [7] (see Proposition 6.1).
We will define other three algebraic Kolyvagin systems, in Definitions 4.5, 4.6, and 4.7, which we call θ-Kolyvagin systems, pre-Kolyvagin systems, and derived-Kolyvagin systems respectively. The O-module consisting of all θ-Kolyvagin systems (resp. pre-Kolyvagin systems, resp. derivedKolyvagin systems) of rank r is denoted by TKS r (resp. PKS r , resp. DKS r ).
The following definition is due to [8, Definition 6.1].
Definition 4.4. Let n ∈ N and d ⊂ n. When d = 1, define
where {q 1 , . . . ,
Note that D n,d does not depend on the choice of the order q 1 , . . . , q ν of the elements of d.
Clearly, D d does not depend on n.
is a θ-Kolyvagin system of rank r if the following axioms (TK1)-(TK4) are satisfied:
is a pre-Kolyvagin system of rank r if the following axioms (PK1)-(PK5) are satisfied:
is a derived-Kolyvagin system of rank r if the following axioms (DK1)-(DK4) are satisfied:
The notion of "pre-Kolyvagin systems" first appeared in [8, Definition 6.2] . Note that the notion which generalizes pre-Kolyvagin systems in [8] is what we call θ-Kolyvagin systems in this paper. We use the terminology "pre-Kolyvagin system" for a different system. Next we define morphisms between these Kolyvagin systems. In the following definition, the meaning of the subscript of F P T is "from pre-Kolyvagin systems to θ-Kolyvagin systems", and that of F P K , F T K , etc. are similar (see Theorem 4.17).
Definition 4.9. We define homomorphisms F P T and
We define endomorphisms F T K , F T D , and
Proof. We only show for F T K . One can show the injectivity for the others by the same method.
for all n ∈ N . We show by induction on ν(n) that a n = 0. When ν(n) = 0, i.e. n = 1, we have d⊂n a d D n,n/d = a 1 and this is 0 by the assumption. When ν(n) > 0, by the inductive hypothesis we have d⊂n a d D n,n/d = a n D n,1 = a n .
Since the left hand side is 0 by the assumption that F T K ({a n } n ) = 0, we get a n = 0.
We define the following useful operator s m,n . Definition 4.11. For n, m ∈ N such that n ⊂ m, we define an operator s m,n on G(m) by
This is an O-endomorphism of G(m). When m = n, put s n = s n,n .
Lemma 4.12. Let M be an O-module, and n, m ∈ N such that n ⊂ m. We regard s m,n as an operator on M ⊗ O G(m). Then we have the following: 
Hence we have
(ii) Suppose d = {q 1 , . . . , q µ }, and
. Write g and h as follows:
where m α ∈ M and a β,γ ∈ O (|α| means α 1 + · · · + α µ , and |β + γ| is similar). As in the proof of (i), we have
Corollary 4.13. Let n, m ∈ N such that n ⊂ m, and g ∈ M ⊗ O G(m) ν(n) . If π m/q (g) = 0 for every q ∈ n, then we have
where < q∈n x q > O is the O-submodule of G(m) generated by q∈n x q . In particular, we have g ∈ M ⊗ O G(n).
Proof. Suppose n = {q 1 , . . . , q ν } (ν = ν(n)). Write g as
where m j ∈ M, and g j,α ∈ G(m/n). As in the proof of Lemma 4.12, we have
Since π m/q (g) = 0 for every q ∈ n by the assumption, we have s m,n (g) = g (by the definition of s m,n ).
Since g ∈ M ⊗ O G(m) ν (g is "homogeneous of degree ν"), each α i must be equal to 1, and hence the right hand side must be in
, then we have the following: if n ⊂ m, then for every q ∈ n, we have
Proof.
where the third equality follows from (PK4). 
Proposition 4.15. (i) (PK5) is equivalent to the following:
Proof. (i) One sees immediately that (PK5) ′ implies (PK5) (take m = n in (PK5) ′ , this is (PK5)). Suppose (PK5) and we show (PK5) ′ by induction on ν(n). When ν(n) = 0, i.e. n = 1, we have
for any m since κ 1 ∈ r H ⊗ O G(Σ) 0 = r H, and we have
so (PK5) ′ is satisfied in this case. When ν(n) > 0, we prove (PK5) ′ by induction on ν(m/n). When ν(m/n) = 0, i.e. m = n, there is nothing to prove because it is (PK5). When ν(m/n) > 0, take any q ∈ m/n. We have for any d ⊂ n
To see this, if d = n we get this equality by the inductive hypothesis on ν(n) (replace n, m in (PK5) ′ by d, m/q respectively then apply π m ). If d = n we get the equality by the inductive hypothesis on ν(m/n) (replace m in (PK5) ′ by m/q then apply π m ).
where the first equality is obtained by (4) , and the second is by the direct computation (note that P q ′ | Σ\(m/q) = P q ′ | Σ\m + π q (P q ′ )), and the last is by the inductive hypothesis on ν(m/n) (replace m in (PK5) ′ by m/q). This completes the proof of (i).
(ii) From Lemma 4.14 and Corollary 4.13, we have
so the left hand side does not change when we apply π n . Hence we have 
Proof. (i) Suppose
(ii) Suppose d = {q 1 , . . . , q ν }. By the definition of D n,d , we have
(iii) As in the proof of Lemma 4.12 (i), s n,d eliminates all the terms other than " q∈d x q -terms". When we expand the determinant D n,d , the sum of its " q∈d x q -terms" is equal to Proof. The strategy of the proof is as follows. The proof is divided into 5 steps. In Steps 1, 2, and 3, we show that F P K , F T D , and F T K are isomorphisms respectively. In Steps 4 and 5, we show that
Theorem 4.17. The following diagram is commutative and all the morphisms are isomorphisms:
By Steps 1, 3, and 5 and Proposition 4.10, we see that F P T is an isomorphism. By Steps 2, 3 and 4, we see that F DK is an isomorphism. Hence by all the steps, we complete the proof.
Step 1. We show that F P K is an isomorphism.
Step 1 is divided into 3 steps.
In Step 1.1, we show F P K (PKS r ) ⊂ KS r . In Step 1.2, we construct the inverse G P K of F P K and show
, and this completes Step 1. Step 1.1.
Suppose κ = { κ n } n ∈ PKS r . Put
We show that κ = {κ n } n = F P K ( κ) ∈ KS r . We see that κ satisfies the axioms (K1)-(K4). (K1) Suppose q ′ ∈ Σ \ n. We have
by (PK1). This shows (K1).
From now on we suppose q ′ ∈ n. (K2) By (PK2), we have
This shows (K2). (K3) We have
where the second equality follows from (PK1), that is, v q ′ ( κ d ) = 0 unless q ′ ∈ d, and the third from 
Hence we have κ ∈ KS r . Step 1.2.
We construct the inverse G P K of F P K . Suppose κ = {κ n } n ∈ KS r is given. Put
by (K1) and the inductive hypothesis. This shows (PK1). (PK2) Applying π n to the both sides of (5), we obtain
Hence by (K2) we have
for any q ′ ∈ n. This shows (PK2). (6), we have
Next we show (PK5), (PK4), and finally (PK3). (PK5) By
Substituting this to (5), we obtain
This is (PK5). (PK4)
We show by induction on ν(n) that κ n | Σ\q ′ = κ n/q ′ | Σ\q ′ · P ′ q for any q ′ ∈ n. When ν(n) = 1, say n = q ′ , we have by (5)
so (PK4) holds in this case.
When ν(n) > 1, take q ′ ∈ n. By (5) and the fact that κ n | Σ\q ′ = 0 (this follows from (K4)), we have
where the third equality follows by the inductive hypothesis, and the fifth by (PK5).
(PK3) We show by induction on ν(n) that v q ′ ( κ n ) = ϕ q ′ ( κ n/q ′ ) for any q ′ ∈ n. When ν(n) = 1, say n = q ′ , we have
where the first equality follows by (5), the second by (PK1), the third by (K3), and the last by the definition of κ 1 . When ν(n) > 1, take q ′ ∈ n. Then we have
where the first equality follows by (5) , and the second by (K3) and the inductive hypothesis (note that v q ′ ( κ d ) = 0 unless q ′ ∈ d, by (PK1)). By (7) and Proposition 4.15 (ii) (note that we have already proved (PK4)), we have
Substituting this to the above, we have
where the second equality follows by (PK5) and Proposition 4.15 (i), and the last by (PK1).
Hence κ satisfies the axioms (PK1)-(PK5), and we have completed Step 1.2. Step 1.3.
In this step, we show
When ν(n) > 0, we have
where the first equality follows by the definition of G P K (see (5)), the second by the definition of F P K (see Definition 4.9) and the inductive hypothesis, and the last by (PK5). Next we show F P K • G P K = Id. Take any κ = {κ n } n ∈ KS r . By (7), we have
but the right hand side is by definition equal to F P K (G P K (κ)) n . We have completed Step 1.3.
Step 2.
We show that F T D induces an isomorphism TKS r ≃ DKS r .
Step 2 is divided into 3 steps, as in Step 1.
In Step 2.1, we show F T D (TKS r ) ⊂ DKS r . In Step 2.2, we construct the inverse G T D of F T D , and show G T D (DKS r ) ⊂ TKS r .
In Step 2.3, we show
Step 2.1.
Take θ = {θ n } n ∈ TKS r . We show that F T D (θ) ∈ DKS r . Put
Note that by (TK4) we have
so we have
.11 for the definition of s n ). We see that {κ ′ n } n satisfies the axioms (DK1)-(DK4). (DK1) For any q ∈ Σ \ n, we have by (TK1)
This is (DK1). (DK2)
It is sufficient to show that
(From this, (DK2) follows from (TK2)). Take q ∈ n. We have
where the second equality follows by Proposition 4.16 (i), (ii) and (TK4). So we have by the definition of s n
On the other hand, by Lemma 4.12 (ii), Proposition 4.16 (iii), and (8), we have
DK4) follows from Lemma 4.12 (i). Hence we have completed Step 2.1.
Step 2.2.
and we define θ n inductively by (10) θ
(TK1) follows from (DK1) by induction on ν(n).
(TK4) We show by induction on ν(n). When ν(n) = 1, say n = q ′ , we have
. When ν(n) > 1, for any q ′ ∈ n we have by (10)
where the second equality follows from (DK4) and the inductive hypothesis. This shows (TK4).
(TK2) By (10) and (TK4), we have
Hence,
κ ′ n = s n (θ n ). Using (11) and (TK4), we repeat the argument in the proof of (DK2) in Step 2.1 to
Hence (TK2) follows from (DK2). (TK3) By (11), (TK3) follows from (DK3).
We have completed Step 2.2. Step 2.3.
To show that F T D induces isomorphism from TKS r to DKS r , since we already know by Proposition 4.10 that F T D is injective, it suffices to show
By (8) we have
which completes Step 2.3.
Step 3.
Since the bijectivity of F T K is shown similarly as in Step 2 (or in the proof of [8, Proposition 6.5]), we omit the proof.
Step 4.
But this is (9), which has been already shown. Hence
Step 5.
Our final task is to prove F T K • F P T = F P K . Take κ = { κ n } n ∈ PKS r . We have to prove
By (PK5), we have for d ⊂ n
Using this relation repeatedly, we arrange the right hand side of (12), and sum up the "coefficients"
Hence it is sufficient to show
This is reduced to the following Lemma 4.19. Suppose A = (a ij ) is a ν × ν-matrix with entries in a commutative ring, then we have
Proof. Fix a map τ : {1, . . . , ν} → {1, . . . , ν}. We see that the coefficient of ν i=1 a i,τ (i) of the left (resp. right) hand side of the equality in the lemma is
where δ τ (i),σ(i) denotes Kronecker's delta, and
So it is sufficient to show that
For every map µ : {1, . . . , ν} → {1, . . . , ν} we set
We compute
Note that
Hence, it is sufficient to show for each set C with Fix(τ ) ⊂ C ⊂ {1, . . . , ν} that σ∈Sν ,C⊂Fix(σ)
Note that the right hand side is equal to 1 or 0. Suppose first that the right hand side is equal to 1. Then we see that i / ∈Fix(σ) (−δ τ (i),σ(i) ) = 0 unless σ = Id. Indeed, suppose σ = Id and let (C 1 , . . . , C k ) be the unique element of {(C 1 , . . . , C k ) ∈ ∆(τ ) | C k = C}. Note that in this case we must have k ≥ 2, since C ⊂ Fix(σ). We see that there exists an integer j with 1 ≤ j ≤ k − 1 such that C j ⊂ Fix(σ) and C j+1 ⊂ Fix(σ). This shows that there exists i ∈ C j such that i / ∈ Fix(σ) and τ (i) = σ(i) (since σ is injective). Hence we have shown that i / ∈Fix(σ) (−δ τ (i),σ(i) ) = 0 unless σ = Id. Therefore we have
In this case we must have C = {1, . . . , ν}, and we see that there exist j ∈ {1, . . . , ν} \ C and a positive integer m such that τ m+1 (j) = j, that j, τ (j), . . . , τ m (j) are different each other and not contained in C. We set µ = (j τ (j) · · · τ m (j)) ∈ S ν . If we put
then we have
It is easy to see that
and therefore we have
So we have
sgn(σ)(−1)
This completes the proof.
Hence we have completed all the steps, therefore the proof of Theorem 4.17.
Regulator Kolyvagin systems
In this section, we construct Kolyvagin systems by "regulators". We construct an O-module US r , which we call "unit systems" (see Definition 5.3 below), and maps from unit systems to Kolyvagin systems (see Theorem 5.7). The idea of our method in this section is due to [7, Appendix B] . We keep the notations in §4.
Definition 5.1. For n ∈ N , we define "n-modified Selmer group" by S n = {a ∈ H | v q (a) = 0 for every q ∈ Σ \ n}.
Remark 5.2. In the setting of Example 4.2, we have 
n i = Σ, and n i = {q 1 , . . . , q ν(n i ) } for any i ≥ 1, and we define the order on I by
We define the module of unit systems of rank r US r by
where the morphisms of the inverse limit are defined by
and that of the direct limit by the natural projection maps.
Remark 5.4. The assumption that Σ is countable is used here.
Definition 5.5. Suppose (s, U ) ∈ I , say s = (q 1 , q 2 , . . .), U is as ( * ) above, and ε = {ε n } n ∈ lim ← −n∈U ν(n)+r S n . For n ∈ N , take n i ∈ U so that n ⊂ n i (this is possible since U consists of an increasing sequence of elements in N which covers Σ). Define regulators R P (ε) n , R T (ε) n , and
, where
(for the definition of ϕ q , see Definition 4.1). One sees by definition that R P (ε) n , R T (ε) n , and R K (ε) n do not depend on the choice of n i . Indeed, if we take another n i ′ ∈ U , say n ⊂ n i ⊂ n i ′ , then we have
T,j , and ψ
Remark 5.6. The idea of defining the unit systems and the regulators above is due to [7, Appendix B] .
Theorem 5.7. We have the following commutative diagram:
Proof. We first show the commutativity of the diagram, and then prove the image of the map R P is in PKS r . This completes the proof of the theorem, since by Theorem 4.17 we know that F P T (PKS r ) = TKS r and F P K (PKS r ) = KS r . Take ε = {ε n } n ∈ lim ← −n∈U ν(n)+r S n . To prove the commutativity of the diagram, we have to show R T (ε) n = F P T (R P (ε)) n and R K (ε) n = F P K (R P (ε)) n for any n ∈ N (note that F T K • F P T = F P K was already proved in Theorem 4.17). Note that by definition F P T (R P (ε)) n = π n (R P (ε) n ) (see Definition 4.9), and that ϕ n q = π n • ϕ q , so we have R T (ε) n = F P T (R P (ε)) n by the definitions of R T and R P . Next, to see R K (ε) n = F P K (R P (ε)) n , note that by definition
and that ϕ
to the definition of R K , and expand it, then we obtain d⊂n (−1)
We prove R P (ε) ∈ PKS r . Take n i ∈ U so that n ⊂ n i . We show that R P (ε) n satisfies axioms (PK1)-(PK5).
since any element a ∈ S n i satisfies v q (a) = 0 by definition (see Definition 5.1). If q ∈ n i \ n, say q = q j , 1 ≤ j ≤ ν(n i ) (recall n i = {q 1 , . . . , q ν(n i ) }, see ( * ) in Definition 5.3), we have
Hence we have v q (R P (ε) n ) = 0 for any q ∈ Σ \ n. (PK2) Take any q ∈ n. We prove u q (R K (ε) n ) = 0 (note that we have already proved F P K (R P (ε)) n = R K (ε) n , so (PK2), that is, u q (F P K (R P (ε)) n ) = 0 is equivalent to that). We have
where the second equality holds since ϕ= −u q · x q by definition (see Definition 4.1). (PK3) For any q ∈ n, we have
where the second equality is obtained by reversing v q and ϕ q (note that then the sign is changed), and the last by the definition of R P (ε) n/q . (PK4) For any q ∈ n, we have
where the second equality follows by noting (
for any q ∈ n. Substitute this into the definition of R P (ε) n , and expand it, then we have
This is (PK5).
The proof of the main theorem
In this section, we prove Theorem 3.8 by using the general theory developed in § §4 and 5. Recall that the setting of the main theorem is the one as in Example 4.2, so we assume in this section that 7-tuple (O, Σ, H, t, v, u, P ) to be as in Example 4.2. Suppose κ = {κ n } n ∈ KS 1 . By (K4) and Corollary 4.13, we have κ n ∈ H⊗ < ℓ|n x ℓ > Z/M Z , so from the above fact we can naturally regard
Since each G ℓ ⊗ Z/M Z is isomorphic to Z/M Z, we see that H ⊗ ℓ|n G ℓ is isomorphic to H. By this observation, we see that axioms (K1) and (K2) says
One sees by definition that (K3) is equivalent to the relation in [7, (5) in Definition 3.1.3]. Hence we naturally get a Kolyvagin system of [7] from our Kolyvagin system. Conversely, the Kolyvagin systems of [7] satisfies the axioms of our Kolyvagin systems (K1)-(K4), with the identification < ℓ|n x ℓ > Z/M Z = ℓ|n G ℓ ⊗ Z/M Z. Proof. First note that by Proposition 6.1 we can identify KS 1 and KS(A, F, Σ). By the proof of [7, Theorem B.7] , there is a (s, U ) ∈ I for each m ∈ N so that the composed map lim ← − Hence we have ImR K = KS 1 .
Remark 6.3. The proof of [7, Theorem B.7] actually shows that we can take (s, U ) satisfying above so that every n ∈ U is core. We will use this fact later.
Proposition 6.4. Suppose (s, U ) ∈ I , ε ∈ lim ← −n∈U ν(n)+1 S n (see Definition 5.3), and every n ∈ U is core. Then we have for any n ∈ N R T (ε) n ∈ h n R n .
This proposition is reduced to the following lemma (note that if m is core, then h m = 1):
Lemma 6.5. Suppose n = ℓ 1 · · · ℓ ν(n) , m = nℓ ν(n)+1 · · · ℓ ν(m) ∈ N . If ε ∈ ν(m)+1 H 1 F m (Q, A), then we have 
where the first equality follows from that v ℓ (ε) = ±v ℓ (δ)ε ′ (by definition), and the next from the inductive hypothesis. Hence we have completed the proof. Hence we have the following upper bound of h n :
F n (Q, A)}. This generalizes Corollary 3.9, since κ ′ 1 = c Q . Now we prove the main theorem.
Proof of Theorem 3.8. By Proposition 6.6, Theorem 4.17, Theorem 5.7 and Theorem 6.2, there exists ε ∈ lim ← −n∈U ν(n)+1 S n such that R T (ε) n = θ n (c).
Here note that by Remark 6.3 every n ∈ U is taken to be core. Hence by Proposition 6.4 we have R T (ε) n ∈ h n R n .
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