Abstract Predictions for ductile tearing of a geometrically complex Ti-6Al-4V plate were generated using a Unified Creep Plasticity Damage model in fully coupled thermal stress simulations. Uniaxial tension and butterfly shear tests performed at displacement rates of 0.0254 and 25.4 mm/s were also simulated. Results from these simulations revealed that the material temperature increase due to plastic work can have a dramatic effect on material ductility predictions in materials that exhibit little strain hardening. This occurs because the temperature increase causes the apparent hardening of the material to decrease which leads to the initiation of deformation localization and subsequent ductile tearing earlier in the loading process.
25.4 mm/s and analysts were asked to generate cracking predictions for both loading rates. Ductile tearing predictions were generated using a Unified Creep Plasticity Damage (UCPD) Model with parameters for the model based on simulations of uniaxial tension experiments. This paper includes a description of the UCPD model along with a comparison of the blind predictions for the Sandia Fracture Challenge geometry with experiments. A comparison of butterfly shear test results with simulations is also included.
Unified Creep Plasticity Damage model
Predictions for the SFC2 challenge were generated using a quasi-static finite element code in SIERRA solid mechanics developed at Sandia National Laboratories (Sierra Solid Mechanics Team 2011) . A Unified Creep Plasticity Damage (UCPD) model was used to capture both temperature and strain rate effects on mechanical response. This model is based on the Unified Creep Plasticity model originally developed by Neilsen et al. (1996) for braze alloys with failure based on work by Wilkins et al. (1980) . For objectivity, the UCPD model is implemented using the un-rotated Cauchy stress, σ , and un-rotated deformation rate,ε (Johnson and Bammann 1984; Flanagan and Taylor 1987) . For small elastic strains, the total strain rate, ε, can be additively decomposed into elastic,ε in , and inelastic (creep + plastic),ε e , parts as follows 
The elastic response is linear and isotropic such that the stress rate is given bẏ
E is the isotropic 4th order elasticity tensor. The inelastic (creep + plastic) strain rate is given bẏ
γ is the equivalent plastic strain rate, n is the associated flow direction,
s is the stress deviator, and σ m the mean stress
τ is the vonMises effective stress,
D is a user-prescribed function of equivalent plastic strain to define isotropic strain hardening, f, m, and α, where
s i are the eigenvalues of the stress deviator, p is pressure (positive in compression),α,β, andp are material parameters. Damage evolution depends on pressure (first invariant of total stress), third invariant of deviatoric stress, and the inelastic strain rate. With a Unified Creep Plasticity model, it is not possible to differentiate creep and plastic strains; thus, with this model it is not possible to separate the effects of creep strain and plastic strain on damage rate. Note that the stress dependence can be removed in Eq. 7 by setting the material parametersα andβ equal to zero, then damage is simply accumulated equivalent plastic strain. The third invariant of the deviatoric stress, J 3 , can be written in terms of the eigenvalues of s as
also the sum of the eigenvalues for the stress deviator must equal zero; thus, invariant A in Eqs. 7 and 8 and the third invariant will only obtain a value of zero when s 2 is equal to zero and s 3 equals −s 1 which represents the case of pure shear. For this stress state, the damage Fig. 4 Uniaxial tension test-finite element mesh and sample drawing (Boyce et al. 2016) Wellman (2012) which was used in the initial Sandia Fracture Challenge (Boyce 2014; Neilsen et al. 2014 )
where σ 1 is the maximum principal stress, and σ m the mean stress. Thus, when the maximum principal stress is positive, Wellman's damage evolution equation can be rewritten as
When the maximum principal stress is positive, Wellman's equation is similar to Wilkins et al.'s damage evolution Eq. 7 except that the third invariant dependence is missing. When damage has reached a critical level, an element is not instantaneously removed nor is the stress instantaneously reduced to zero; instead the constitutive response is changed in five solutions steps to be that of a very flexible elastic material with moduli equal to 0.0001 times the original elastic moduli. This approach is used to facilitate the acquisition of post failure equilibrium solutions.
The effects of heating due to plastic work were captured with fully coupled thermal stress simulations in which the volumetric heating rate,Q, was given bẏ
where η, the Taylor-Quinney coefficient prescribes the fraction of plastic work that is converted to heat, W is the plastic work rate, σ is the Cauchy stress, andε the inelastic strain rate. A survey of literature yielded a wide range of values, 0.1-0.9, for the fraction of plastic work converted to heat. An average value of 0.5 was selected for η in these simulations because temperature distributions generated during the material characterization experiments were not provided and we found no other experimental evidence to guide the selection process.
Material parameters
Material parameters for the UCPD model for Ti-6Al-4V were obtained from simulations of uniaxial tension tests at different rates (Tables 1, 2 ; Figs. 2, 3). Values for α in Fig. 2 which define the effects of temperature on the isotropic strength (see Eq. 3) were based on data from Rice (2003) . The Sinh exponent, m, was chosen to provide the correct increase in yield strength with strain rate. The strain hardening curve shown in Fig. 3 was based on a fit to the slow uniaxial tension experimental data with damage parameters taken from Wilkins et al. (1980) and the Damage Effect, c, set at a reasonable value of 0.25 and the Damage Exponent, d, set to 1.0 to make strength have a linear dependence on damage. During the fitting process, we found that the hardening curve and the damage parameters c and d are highly correlated; so an equally good fit to the uniaxial tension data could be obtained by using a higher value for the Damage Effect parameter c and a hardening curve that exhibited more hardening. The 17-4 PH pins used in the challenge experiment were modeled as being simply isotropic, linear elastic (Table 2) . To understand effects of Wilkins et al.'s damage on failure predictions two sets of simulations were performed. In the first set, damage parametersα andβ from Wilkins et al. (1980) were used and in the second set of simulationsα andβ were set equal to zero. Withα andβ equal to zero, damage is simply equivalent plastic strain. Note in Table 1 whenα andβ were reduced to zero, the Damage Effect parameter c was increased to 0.35 and the critical damage at failure was reduced to generate the best fit to the slow rate experimental stress-strain curves without changing the hardening curve.
Fig. 7
Butterfly shear test-finite element mesh and sample drawing (Boyce et al. 2016 ) with dimensions in mm. Average thickness of butterfly shear specimens was 3.100 mm, 12 elements through thickness
Simulation of uniaxial tension tests
In the first series of simulations, the SFC2 uniaxial tension experiments (Boyce et al. 2016) were simulated. A drawing of the uniaxial tension sample (dimension in mm) and the corresponding finite element mesh are shown in Fig. 4 . All simulations were performed using a simple eight-node, uniform gradient hex element with hourglass control (Sierra Solid Mechanics Team 2011) and a typical element edge length of 0.25 mm in refined areas. In these simulations, displacements of all nodes gripped by the fixture were prescribed. Both the slow and fast rate experiments were simulated and the engineering stress-strain curves generated by these simulations were compared with the experimental data in Fig. 5 . In one set of simulations, equivalent plastic strain is used as the measure of damage (i.e.α and β equal to zero) and in the second set of simulations Results from these simulations show that good fits to the uniaxial tension data can be obtained with either set of damage parameters. The solid lines in Fig. 5 represent predictions that are generated without considering the effects of heating due to plastic work and the sample is at 25 • C for the entire simulation. For coupled thermal stress simulations, the sample is initially at 25 • C but is heated due to 50 % of the plastic work generating heat. The temperature distribution is then solved for using thermal conductivity, volumetric heating from plastic work, and insulated boundary conditions. Temperature distributions are then passed back to the stress analysis code and the simulation proceeds. Results from these coupled thermal-stress simulations, dashed lines in Fig. 5 , clearly show that heating due to plastic work will decrease the effective hardening rate a small amount which will lead to the initiation of bifur- cations (necking) earlier in the loading process which ultimately leads to a significant reduction in the apparent ductility of the material. It is interesting to note that this material exhibits little strain hardening and also a rather large range for experimentally measured ductility which is likely caused by the small amount of strain hardening. Also note that the same hardening curve, Fig. 3 , was used for both the isothermal and coupled thermal-stress simulations so the effect of heating due to plastic work could be clearly demonstrated. Cracks in uniaxial tension experiments loaded at slow rate appeared generally oriented in a direction normal to the loading axis but cracks in uniaxial tension samples loaded at high rate appeared generally at an angle to the normal indicating that they may have followed from the earlier formation of a Luder line (Fig. 6) . However, all simulations predicted the formation of a crack that is generally in a plane perpendicular to the applied loading. Cracks predicted by the coupled thermal stress simulations were very similar to the cracks predicted by the isothermal simulations shown in Fig. 6 .
Simulation of butterfly shear experiment
Butterfly shear experiments which measure material response to shear dominated loading were simulated next. In these simulations, y-displacements were applied directly to all surface nodes on the specimen where the loading blocks contacted the specimen (Fig. 7) . These simulations predicted loaddisplacement curves that had a much higher initial slope and peak value than experiments (Fig. 8) . Also use of Wilkins et al.'s damage parameters reduced the predicted displacement to failure. Cracks predicted by these simulations were similar to the cracks observed in the experiments (Fig. 9) .
To try and understand the discrepancy in the loaddisplacement predictions versus experiments, loading blocks were added to the butterfly shear simulation (Fig. 10) . The loading blocks were preloaded by preventing normal displacement of the back surface of the back blocks and clamping the sample by displacing nodes on the front surface of the front blocks to generate a total clamping force of 170.8 kN which is equal to the expected clamping force of the eight bolts each torqued to 67.8 N-m. A coefficient of friction of 0.36 was used between the fixture blocks and the sample. The predicted load versus displacement curve generated by the butterfly shear model with the 4 fixture blocks is compared with the experimental and prior simulation results in Fig. 11 . This figure shows that by including the fixture blocks the model predicts nearly the same initial slope and maximum load as the experiment.
The model with loading blocks also predicts significant sample rotation. It is likely that the sample actually rotates until the resistance provided by the handtightened horizontal grip inserts (Fig. 12) is enough to prevent further rotation. It would be interesting to repeat these simulations with a model of the entire shear test fixture included. Since the sample is rotating relative to the fixture blocks in these simulations little damage was generated in the shear test sample even at a displacement of 3 mm (Fig. 13) . Due to this shear test discrepancy, we decided to go ahead and generate SFC2 challenge geometry predictions with parameters obtained from the uniaxial tension tests and EQPS damage parameters. (Boyce et al. 2016 ) with dimensions in mm. Average thickness of challenge specimens was 3.124 mm, 12 elements through thickness 6 Blind predictions for SFC2 challenge geometry
The SFC2 challenge geometry (Fig. 14) was then simulated using a model with 451,536 elements and a typical element edge length of 0.25 mm. Since prior simulations showed that heating due to plastic work could be important, challenge geometry predictions were generated using fully coupled thermal stress simulations. Also, since the prior shear test simulations indicated that EQPS damage parameters would provide closer agreement with the experimentally measured displacement to shear failure, these damage parameters were used for the blind challenge predictions.
We recognized that contact and slip of the challenge sample about the loading pin could affect the sample failure. Unfortunately, preliminary challenge geometry simulations with the entire loading pin and sliding contact between the pin and sample included were computational expensive and problematic for the slow rate loading; thus, contact between the loading pins and sample was not included and instead half of each loading pin was modeled. The nodes at the centerline of the bottom pin were given zero displacement in all three directions while the nodes at the centerline of the top pin were given vertical displacement at the prescribed rate. Sliding was not allowed between the pin and sample but the center of each pin could freely rotate about its axis for free rotation simulations. Pin rotation was not allowed in no pin rotation simulations by applying the same prescribed displacement to all nodes on the pin mid-plane.
Free rotation and no rotation simulations were performed to bound expected behavior. Free rotation simulations predicted a crack path of A-C-F and no pin rotation simulations a crack path of B-D-E-A (Fig. 15) .
Seven of the eight samples tested at 0.0254 mm/s and all seven of the samples tested at 25.4 mm/s in the Structural Mechanics Laboratory at Sandia National Laboratories failed along the B-D-E-A path, while one sample tested at 0.0254 mm/s failed along the A-C-F path (Boyce et al. 2016 ). The models bound the experimental displacements to failure but predict too high of a failure load (Fig. 16) . 
Conclusions
In this study, isothermal and fully coupled thermalstress analyses often generated significantly different predictions; thus, performance of fully-coupled thermal stress analyses may be needed to generate accurate failure predictions. For slow rate loading, heating of the material due to plastic work had a significant effect on the load vs. displacement predictions for the uniaxial tension test (Fig. 5) but a very small effect on the load displacement predictions for the butterfly shear test (Fig. 8) . This likely occurs because only a very small volume of material is being plastically deformed in the butterfly shear test and there is time to conduct this heat away in the slow test but not in the fast test. On the other hand, in the uniaxial tension test, a significant volume of material is being plastically deformed so there are important temperature changes due to plastic work at both slow and fast rates. For high rate loading, heating of the material due to plastic work had significant effects on both the uniaxial tension and butterfly shear predictions. In future failure experiments, it would be helpful if surface temperatures were measured. This information could then be used to help validate model predictions for amount of plastic work being converted to heat.
Failure predictions were also found to be sensitive to boundary conditions, so accurate modeling of boundary conditions may be as important as accurate material modeling to get failure predictions correct. Predictions for the butterfly shear test were affected by slipping of the sample in the fixture and we believe that there was significant rotation of the sample in the fixture until the sample was constrained by the horizontal grip inserts. Challenge model predictions were sensitive to rotational friction between the loading pins and the sample and, unfortunately, accurate modeling of friction on a curved surface is often problematic and computationally expensive so we bounded the problem with predictions for both free rotation of pin (i.e. no friction) and fixed pin (i.e. enough friction to prevent any rotation of sample or pin).
The experimentally measured peak loads for the challenge geometry were 86-91 % of the predicted peak loads. This discrepancy indicates that the material is likely weaker in shear than this model predicted with J2 plasticity. Simulations of the shear test with loading blocks indicated that the sample may be rotating more than expected which would contribute to the displacement discrepancy in the experiment. However, even with this discrepancy the model should have still predicted close to the correct butterfly shear test loads even if the displacements were incorrect. The discrepancy in load at yield and peak load in the butterfly shear test is similar in magnitude to load discrepancy with the challenge geometry again indicating that this material is likely weaker in shear than our model predicted. The most significant weakness in these simulations was that they did not account for this reduced strength for shear-dominated loading. A logical next step would be to modify the model to have reduced strength in shear using perhaps a Hosford model (Hosford 1972) .
