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Despite recent advancements in biomedicine, cancer is still the second leading cause of death in
the United States. Early detection of cancer is critical to improving patient care, but there are risks of
over screening caused by the need for surgical biopsies in many cancers for final diagnostics. Recent
advancements in computer aided diagnostics for breast cancer screening has reduced the need for
biopsies and resulted in earlier diagnoses which has lowered the mortality rate from breast cancer
within the past two decades. Developing new computer aided diagnostic tools that can be applied to a
vast majority of cancers would serve to improve quality of life worldwide. These tools could also help
researchers target and understand biological markers that lead to more malignant cancers improving
both our treatment and understanding of cancer progression. The novel combination of the label-free,
collagen-specific microscopy technique known as second harmonic generation (SHG) and the 2D
Wavelet Transform Modulus Maxima (2D WTMM) Anisotropy Method is a prime candidate to serve this
role. The 2D WTMM Anisotropy Method, originally developed for galactic astronomy and then used in
multiple biological studies, was further adapted for SHG imaging of cancer in this work by improving
both the binning and normalization techniques. This improved method was then applied to forty slides
from pancreatic ductal adenocarcinoma (PDAC) patients and eight images were captured per each tissue
category on each slide. Cancer and fibrosis had greater anisotropy factors (Fa) at small wavelet scales

than normal and normal adjacent tissue. At scales larger than 21 μm this relationship changed with
normal tissue having a higher Fa than all other tissue groups. This demonstrated that our developed
method is sensitive to changes induced by PDAC. Our method was also compared to other open source
SHG image analysis tools currently used by researchers in the field by generating 100 simulated fiber
images at four different angle distributions of 0-180°, 30-150°, 60-120°, and 85-95°. The 2D WTMM
Anisotropy method could differentiate the 0-180° and 30-150° groups at multiple scales whereas offthe-shelf tools could not. Four different levels of white noise were also added to the 60-120° angle
distributions images to test each methods sensitivity to noise by comparing each noise convolved fiber
image to pure white noise. The 2D WTMM Anisotropy Method was the only method capable of
differentiating all added noise levels from white noise demonstrating its superior resistance to noise.
This method will soon be applied to a larger breast cancer study and a breast cancer spheroid study. In
both cases further developments to the method are planned, such as developing a version capable of
analyzing 3D images and coupling the method with a machine learning technique.
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CHAPTER 1
INTRODUCTION

Motivation
Current strategies for cancer diagnostics still rely heavily on surgical biopsies aided by tissue
specific imaging modalities, if any [1-3]. In contrast to most cancers, the clinical pipeline for breast
cancer diagnosis has recently introduced computer aided diagnostics (CAD) of mammography images
which has coincided with a steady decline in mortality from the disease through the 90s and 2000s [4-6].
While CAD mammography does not directly cure breast cancer, it improves patient survival as early
diagnosis results in early treatment which improves treatment success rates and minimizes the chance
for metastasis [7-8]. In all cancers, this repeated screening has to be balanced with the invasiveness the
screening requires. This invasive screening is the core problem in solid organ cancers, such as pancreatic
or prostate cancer, which are extremely deadly with minimal symptoms before malignant growth [1, 3].
The current clinically used imaging modalities in solid organ cancers cannot differentiate cancerous
growths from benign and can completely miss smaller growths resulting in the only effective screening
method being a surgical biopsy [1, 3]. Surgical biopsy of benign growths is unnecessary and can harm
patients both physically and monetarily [8-10]. Every excess or unnecessary surgical procedure should
be avoided to minimize possibility of patient harm and in the end, patients are screened less for solid
organ cancers than breast or colon cancer [11].
Despite the previously mentioned improvements in breast cancer screening and diagnostics it is
still the second leading causes of cancer death in the United States [12]. This is due to some patients
displaying a more aggressive cancer that exhibits both chemo and immunotherapy resistance [13]. This
resistance is an active area of research and has been traced to genetic variations in what are known as
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cancer associated fibroblasts (CAFs) [13-15]. These fibroblast cells are activated by and interact with the
cancer cells causing overproduction of ECM biomolecules and more specifically, collagen [13-14]. A
patient’s resistance to therapy can be predicted using these variations and more fibrotic cancer can be
traced to these variations [13-14]. More fibrotic cancers’ directly correlate with worse patient prognosis
preventing T-cell penetration and promoting tumor expansion [14-16]. This relationship between the
patients’ fibroblasts, the fibrosis, and the cancer cells is still largely unknown, but it can be hypothesized
that the tumor microenvironment’s collagen structure is becoming protumorigenic through interactions
with the cancer cells and CAFs. Interestingly, in pancreatic ductal adenocarcinoma (PDAC) mouse models
with collagen production by these CAFs limited, the cancer was deadlier and faster [15]. This signifies
that the relationship is more complicated than fibrosis simply being a bad sign in the tumor
microenvironment which leads to two overarching questions. The questions are if we can diagnose
malignant growths earlier through changes in the microenvironment, and can we control these changes
to be a non-protumorigenic microenvironment? Answering these questions first requires the
development of a new tool that focuses on quantitatively understanding the tumor microenvironment
which would assist research in both improving our understanding and diagnostic capabilities. This thesis
proposes the novel combination of two-photon Second Harmonic Generation (SHG) microscopy and the
2D Wavelet Transform Modulus Maxima (2D WTMM) Anisotropy Method further described in this
chapter as a tool to begin developing solutions to these problems.
Second Harmonic Generation
A microscopy tool already exists that is capable of label-free, collagen specific imaging allowing
one to capture the information about the tumor microenvironment without manipulating or staining
tissue [17-20]. This tool is a two-photon microscopy technique known as SHG that uses infrared pulsed
lasers to elicit a non-linear response in the tissue allowing for a plethora of advantages compared to
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other imaging techniques, such as the aforementioned labelfree collagen imaging [17-20]. The typical excitation
wavelength used for collagen is in the IR range and capable
of penetrating tissue upwards of 500 μm [21]. This process
works through excitation of a non-centrosymmetric structure
at double the typical excitation wavelength by having two
photons interact at the same moment, hence the name
second harmonic (Figure 1). This is an improbable event and
so excitation only occurs within areas of high photon counts
allowing for axial sectioning by scanning the laser and
stacking images [22]. The collagen selectivity results from
the vector addition of the structure-based photon emission
as any centrosymmetric structures result in a vector sum

Figure 1: Jablonski diagram of two
photon absorption with second
harmonic generation

cancellation (Figure 2). Other noncentrosymmetric biological structures
can also be imaged, such as myosin,
microtubules, and cellulose [23-24].
In the case of the tumor
microenvironment, the different
types of collagen present are the only
relevant non-centrosymmetric
biological structures. This technique

Figure 2: Example of non-centrosymmetric SHG active (left)
and centrosymmetric SHG inactive (right) structures.

has been used in multitudes of
studies for understanding ECM changes caused by cancer. The images of collagen generated by this tool
3

when combined with a powerful analytical technique could be the key for improved diagnostics and
biological understanding of cancer.
2D WTMM Anisotropy Method
To understand the changing collagen structures, in the context of the tumor microenvironment,
a tool capable of quantitative morphological analysis on SHG images is needed. A possible candidate for
this tool is a wavelet-based anisotropy tool that was originally developed by Dr. Andre Khalil (Professor
of Biomedical Engineering and Founding Director of the CompuMAINE Lab at UMaine) and applied in the
context of Galactic astronomy [25] and then muscle morphogenesis [26-30] and artificial bone implants
[31]. A version of this method was already specifically adapted for SHG microscopy images through a
collaborative research effort between the University of Maine and Maine Health Institute for Research
(MHIR) [32]. The method is called the 2D WTMM Anisotropy method and allows for a quantitative
comparison of collagen alignment structure and directional preference between two images regardless
of the number or density of collagen fibers. On each image, this analysis occurs across multiple scales by
increasing the width of the Gaussian wavelet. The collaborative study involved the use of normal mouse
skin, melanoma stimulated mouse skin, and a genetic knockout mouse skin that affects collagen fiber
structure. These skin samples were imaged in a SHG microscope, and the aforementioned multiscale
wavelet tool was applied. The statistically significant difference between the 3 skin types and overall
trends changed with wavelet scale. At smaller scales melanoma was similar to normal tissue and the
genetic knockout was different. This trend flipped at larger wavelet scales with melanoma now having
the statistically significant difference and the genetic knockout did not. A probable interpretation, not
possible without a multiscale technique, is that at smaller wavelet scales the genetic deformities in the
collagen alignment are dominating whereas the melanoma is still normal at the fiber level. At larger
scales the haphazard overproduction of the collagen in melanoma is dominating whereas the genetic
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knockout collagen is still being produced and organized by cells whose deficiency is in collagen fibril
assembly, not fiber bundle assembly. [32]. This study demonstrates the need for multiscale techniques
to be available to researchers, and so the 2D WTMM Anisotropy Method will be formulated, updates to
the method explored (Ch. 2), the updated method applied to PDAC (Ch. 3), and the method will be
compared to those already used by researchers in the field (Ch. 5).
The method involves convolving an image with wavelets over a continuous range of scales
allowing for multiscale analysis. The wavelets used for the analysis are the partial derivatives of a 2D
Gaussian (isotropic) smoothing function, 𝜙(𝑥, 𝑦):

𝜓1 (𝑥, 𝑦) =

𝜕𝜙(𝑥,𝑦)
𝜕𝑥

and 𝜓2 (𝑥, 𝑦) =

𝜕𝜙(𝑥,𝑦)
𝜕𝑦

(1)

The 2D wavelet-transform applied to the image, f, is calculated as follows:

𝐓𝜓 [𝑓](𝐛, 𝑎) = (

𝑇𝜓1 [𝑓] = 𝑎−2 ∫ 𝑑 2 𝐱𝜓1 (𝑎 −1 (𝐱 – 𝐛))𝑓(𝐱)
𝑇𝜓2 [𝑓] = 𝑎−2 ∫ 𝑑 2 𝐱𝜓2 (𝑎 −1 (𝐱 – 𝐛))𝑓(𝐱)

)

(2)

= 𝐓𝜓 [𝑓](𝐛, a) = 𝛁{𝐓𝜙 [𝑓](𝐛, 𝑎)}
from which the modulus and argument (angle) can be obtained:
2

2 1/2

𝑀𝜓 [𝑓](𝐛, 𝑎) = [(𝑇𝜓1 [𝑓](𝐛, 𝑎)) + (𝑇𝜓2 [𝑓](𝐛, 𝑎)) ]

(3)

𝐴𝜓 [𝑓](𝐛, 𝑎) = Arg(𝑇𝜓1 [𝑓](𝐛, 𝑎) + 𝒾𝑇𝜓2 [𝑓](𝐛, 𝑎))
At a given scale 𝑎 > 0, the wavelet transform modulus maxima are the specific locations 𝐛 within the
image where the modulus 𝑀𝜓 [𝑓](𝐛, 𝑎) is locally maximum in the direction of the argument
𝐴𝜓 [𝑓](𝐛, 𝑎). At each size scale a, these WTMM are automatically organized as “edge detection maxima
chains” [33]. A visual diagram of these mathematical operations is shown in Figure 3.
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Figure 3: (A) Gaussian wavelet convolved SHG image at 3 representative wavelet size scales. (B)
Maxima chains at 3 representative wavelet scales shown in green. (C) Zoomed inserts from white
outlined area in panel B at 3 representative wavelet size scales to identify WTMM vectors (white
arrows) showing magnitude and direction of local gradients of the maximum image density
fluctuations. (D) Probability density functions (PDF), shown in red, of 3 representative wavelet scales
generated from angles of local gradient vectors with the theoretical isotropic,
The anisotropy factor, Fa (Eq. 4), is shown for each PDF.
6

1

, line shown in black.

2𝜋

The angles from the WTMM chains are used to find the direction of changes in the image intensity. This
allows for a definition of anisotropy based off the directional changes of image intensity across all size
scales a. The angle distribution from the WTMM chains at each size scale are used to calculate
probability density functions (PDFs), Pa(A), of the angles. A flat PDF indicates a perfectly isotropic image
with random direction of intensity variations. Therefore, deviations from a flat PDF are indicative of
intensity variations at preferential angles (anisotropy). Numerically, binning of the PDF is fixed to a
single number of histogram bins (i.e., 64) at each size scale regardless of the total number of maxima
chains. To generate a quantitative measurement from the wavelet-transformed image at each size scale
we used the anisotropy factor, Fa where at each size scale a, the area between the curve of the image
1

pdfs and a flat, 2𝜋, pdf is calculated:
𝜋

1

1

N𝑏𝑖𝑛𝑠
𝐹𝑎 = ∫−𝜋 |𝑃𝑎 (𝐴) − |𝑑𝐴 ≈ ∑𝑖=0
|𝑃𝑎 (𝐴𝑖 ) − 2𝜋| ∆𝐴
2𝜋

𝑤ℎ𝑒𝑟𝑒 ∆𝐴 =

2𝜋
, 𝐴0 = −𝜋 , 𝐴𝑖 = 𝐴0 + ∆𝐴 ∙ 𝑖
N𝑏𝑖𝑛𝑠

A value of Fa = 0 represents pure isotropy and greater values represent more anisotropy where the
theoretical upper limit is 2 (See Appendix). This process is also shown in Figure 3. This results in a
quantitative representation of image anisotropy which in turn provides information on collagen
morphology.
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(4)

CHAPTER 2
ANISOTROPY METHOD DEVELOPMENT
This chapter describes the changes to the previously published 2D WTMM Anisotropy Method
(Chapter 1) that improve sensitivity, statistics, and introduces a new metric. This chapter also describes
areas of improvement that still exist waiting to be explored.
Variable Binning
The initial version of the 2D WTMM Anisotropy Method has a “fixed” number of bins per a
wavelet scale, a. Each argument distribution histogram and its respective generated probability
distribution function has 64 bins at each and every scale. Initially, this was done to minimize binning
effects not from the 2D WTMM Anisotropy Method itself but, it obfuscates some of the available data.
The number of maxima chains, n, is known to scale approximately as a-2 [34] and an example of this
scaling effect is shown by averaging the number of maxima chains at each wavelet scale for all PDAC
SHG images (Figure 4). This also means the number of data points to bin is changing at each wavelet

Figure 4: Average number of maxima points at each wavelet scale calculated from averaging every
PDAC SHG image.
8

scale, with smaller scales having multiple orders of magnitude more points than the 64 bins, and larger
scales having a few hundred data points. This results in oversampling at larger scales and under
sampling at smaller scales. To remedy this, multiple histogram binning algorithms were explored such as
Freedman-Draconis and Sturge’s Rule, [35,36] but these are not designed to give equiprobable bins
across multiple datasets or to vary bin widths within one dataset.
There is precedent for using variable bin widths within one histogram to maintain equiprobable
frequency, so each bin is related by its samples per a bin or n/k, where n is number of samples and k is
number of bins. This precedent could be applied across the wavelet scales, instead of within one
histogram, to maintain a roughly equal number of samples per a bin across the scales. There is a general
rule for variable binning based on the Pearson chi-squared test of 2𝑛2/5 [37]. The number of bins

Figure 5: Suggested number of bins calculated from a Pearson chi-squared test derived number of
groups algorithm (2𝑛2/5 ) per each wavelet scale.
suggested for each scale using this equation ranged from 172 to 42 (Figure 5). Following the suggested
number of bins results in a fairly equiprobable samples per a bin graph ranging from 397 to 49 samples a
bin (Figure 6). Ideally, there should be some sort of weight to the more statistically significant smaller
wavelet scales, and less weight to the larger wavelet scales.
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To try this, all the data was binned by n/100, which is the number of bins suggested from the equation
for a middle wavelet scale. This causes our number of bins to range from 680 at the smallest scale to 20
at the largest scale and there are always 100 samples for each bin (Figure 7).

Figure 6: Number of samples per a bin when using the suggested number of bins shown in Figure 5

Figure 7: Number of samples per a bin when using the n/100 binning strategy.
10

Figure 8: Example fixed binning (left) probability distribution function and variable binning (right)
probability density function with 1⁄2𝜋 line shown in black.
To compare fixed vs variable binning, 100 white noise images of size 512x512 pixels were
generated and processed using both binning strategies. An example probability density function from a
white noise image at wavelet scale 10 of fixed and variable binning is shown in Figure 8. At each scale
the mean anisotropy factor and standard deviation was recorded. A Wilcoxon ranked sum test was
always used to compare fixed vs variable binning, but there was not a statistically significant difference.
This is not a surprising result as the two methods were tested on the exact same dataset. Another
metric to compare the methods called the coefficient of variation (CV) was used and is formulated as
the following:
𝐶𝑉 =

𝜎
𝜇

(5)

where 𝜎 represents the standard deviation and 𝜇 represents the mean. This compares changes in
variability and the effects of the aforementioned under sampling can clearly be seen by this test (Figure
9). The fixed binning method has a CV of 0.4 at the smallest wavelet scales where the method should
statistically be the strongest. The variable binning method demonstrates these improved statistics at
small size scales and eventually both methods have similar CVs at the larger size scales, but only variable
binning can differentiate between the three white noise image sizes used. The updated 2D WTMM
anisotropy method now consists of this binning strategy of n/100, but other variable binning strategies
could still be explored in the future.
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Figure 9: Using white noise calibration images of dimensions 512x512 (blue), 1024x1024 (black), and
2048x2048 (red) pixels for coefficient of variation calculation. The anisotropy factor across the 50
wavelet size scales was calculated for each white noise image and then all 136 image anistropy
factors were used to calculate mean and standard deviation at each size scale. Coefficent of
variaiton was calculated as standard deviation divided by mean (Eq. (1)) using both fixed binning
anistropy factors (top) and variable binning anistropy factors (bottom).
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Normalization Strategies
The originally formulated 2D WTMM Anisotropy Method uses Brownian surface motion images
for normalization. This normalization was conducted by dividing the experimental data’s median
anisotropy factor by the median Brownian surface motion anisotropy factor at each wavelet scale. The
goal for this specific normalization is to remove effects from discrete binning, image size, and the
wavelet convolution itself, therefore a scale invariant isotropic image candidate such as a Brownian
surface motion image is needed. Early on it was noticed that Brownian surface motion images
generated by xmsurf have a large-scale sinusoidal pattern originating from where the low and high pixel
intensity areas are located. This manifests in the anisotropy factor with Brownian surface motion images
having similar anisotropy factors to some SHG image categories as can be seen in an early version of the
SHG PDAC 2D WTMM Anisotropy analysis described later in chapter 3 (Figure 10). A scale invariant
isotropic image candidate should not trend with images of biological collagen fibers and so other image
types were explored. A quick test of generating Brownian sheets instead of surfaces was conducted in
xsmurf and resulted in the same large scale anisotropy effects noticed in Brownian surface motion
images. A promising candidate was soon found in white noise images, whose purely random pixel
intensities should result in isotropy (Figure 11). An experimental comparison of white noise and
Brownian surface motion images was conducted with 100 images of 512x512, 1024x1024, and
2048x2048 pixel dimensions which were generated in xsmurf and processed using the variable binning
2D WTMM Anisotropy Method (Figure 12).
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Figure 10: Median anisotropy factor across all images for fibrosis (orange), cancer (red), adjacent
(blue), normal (green) tissue and Brownian surface motion (brown) plotted vs wavelet scale

Figure 11: Example 512x512 images of white noise (blue) and Brownian surface motion (red)
generated using xsmurf.
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Figure 12: Using Brownian and white noise calibration images of dimensions 512x512 (blue),
1024x1024 (black), and 2048x2048 (red) pixels to study size effects. The median anisotropy factor
across the 50 wavelet size scales was calculated from the full image for white noise (top) and
Brownian (bottom).
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Figure 13: Using Brownian and white noise calibration images of dimensions 512x512 (blue),
1024x1024 (black), and 2048x2048 (red) pixels to study edge effects. The median anisotropy factor
across the 50 wavelet size scales was calculated using only the 512x512 pixel center cutout of the
wavelet convolved images from the 3 dimensions for white noise (top) and Brownian (bottom).
16

At any scale beyond the first few, white noise has a lower anisotropy factor, and the anisotropy factor
remains scale invariant longer for every image size. To compare edge effects between the two image
types, a center 512x512 square was cut-out of the post wavelet transform extrema image and only the
cut-out maxima points were used in anisotropy analysis (Figure 13). This resulted in no differences in
anisotropy factor between 512x512 images or cut outs for white noise, whereas Brownian motion
surface images did experience differences in anisotropy factor. In both these experiments, white noise
outperformed Brownian surface motion images and is now used as the isotropic normalization image for
the updated 2D WTMM Anisotropy Method.
The other aspect of data normalization changed is how the information from the isotropic
images are applied to actual experimental image data. Historically, it is the median anisotropy factor
from the data divided by the median anisotropy factor from the isotropic data. The core issue with this
approach is that an isotropic image should approach an anisotropy factor of zero, which would result in
enlarging the anisotropy factor values, thereby exaggerating minor differences in anisotropy factors.
Other approaches to normalization are being explored, with the current approach involving a simple
subtraction of the white noise median anisotropy factor at each size scale. This automatically adapts by
image size and wavelet scale removing discrete effects that appear from the method. In an ideal, perfect
application of the method to an isotropic image the anisotropy factor would be zero, and so subtracting
by the median anisotropy factor of zero would result in no normalization of the data and this is the main
rationale for the new normalization approach.
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Oscillation Factor
Other quantitative metrics from this approach would allow for improved multivariate analysis of
experimental results and is a constant cogwheel turning in the back of the CompuMAINE team’s minds.
One quantitative metric known as the oscillation factor was first conceived of by looking at an isotropic
probability density function hovering
around the 1⁄2𝜋 line (Figure 14). If two
images have an anisotropy factor of
one, that describes only the area
between the image’s argument
generated probability density function
and the 1⁄2𝜋 line, not the shape of the

Figure 14: Example probability distribution function from
a white noise image with 1⁄2𝜋 line shown in black.

function that generated the anisotropy
factor. A probability density function could have four sharp peaks, such as a fiber image, to have an
anisotropy factor of one, where another image could cross a dozen times, but also have an anisotropy
factor of one. One way to compare these two probability density functions would be to count the
number of times their function crosses the 1⁄2𝜋 line. This count is known as the aforementioned
oscillation factor.
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The oscillation factor is less sensitive to minute changes in image structure when compared to
the anisotropy factor but is sensitive to the macro structural origin of the anisotropy factor value itself.
For example, the oscillation factor medians were calculated for 136 white noise and Brownian surface
motion images, as well as 160 PDAC SHG images (see chap. 3) of normal and cancerous tissue (Figure
15). The white noise and Brownian surface motion images trend with each other, while the two SHG

Figure 15: Median oscillation factor across the 50 wavelet scales for Brownian surface motion
(brown), white noise (black), Cancer (red), and normal (green) image categories.
images of collagen fibers trend with each other. This is despite the statistically significant differences in
anisotropy factor between the cancer and normal groups discussed later in chapter 3. The large-scale
sinusoidal structure from the Brownian motion surface images can also be seen in this plot, where at
larger scales the oscillation factor trends with the SHG fiber images. Since the oscillation factor is not a
very sensitive metric to minute structural changes, it is not applied to the SHG study in chapter 3 but
should be applied as a quantitative metric to determine if non-statistically significant anisotropy factors
are caused by probability density functions with a similar number of peaks.
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An exploration of the fundamental algorithmic principles of the oscillation factor was also
conducted by comparing different random processes to the isotropic white noise and Brownian surface
motion images. The first attempt at replicating an isotropic image’s isotropy was by generating a

Figure 16: Median oscillation factor with standard deviation across the 50 wavelet scales for
Brownian surface motion (brown), white noise (black) image categories. The coin flipping simulated
oscillation factor’s median and standard deviation are also plotted vs wavelet scale (green).
probability density function through a coin flip determining if its above or below the 1⁄2𝜋 line (Figure
16). This generated an oscillation factor far greater than the isotropic images’ oscillation factor. The
second attempt involved using a random walk to simulate an isotropic image’s probability density
function. The function was generated linearly for 64 bins starting on the 1⁄2𝜋 line, at each subsequent
point a random number from 1-100 was generated and this number was used to determine if it takes
one step towards the 1⁄2𝜋 line or away from the line.
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Figure 17: Median oscillation factor with standard deviation across the 50 wavelet scales for
Brownian surface motion (brown), white noise (black) image categories. The oscillation factor’s
median and standard deviation from the 70/30 random walk (left) and 80/20 random walk (right)
are also plotted vs wavelet scale (green).
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If on the 1⁄2𝜋 line, the probability of moving up one step or down one step was 50/50. The probabilities
of moving towards the line or away from the line were varied and oscillation factors calculated to
determine if it replicated isotropic image oscillation factors. This is shown for a 70/30 probability of
moving towards the 1⁄2𝜋 line versus away from the line, as well as an 80/20 probability of moving
towards or away (Figure 17). These seem to replicate the oscillation factor, but not the multiscale
effects. The 70/30 random walk follows the trend at the smallest and largest wavelet scales, where the
80/20 random walk trends with the middle group of wavelet scales’ oscillation factor. Future work could
be done to combine these two probabilities to replicate the oscillation factor almost perfectly in
isotropic images and work is currently underway using variable binning probability density functions to
calculate the oscillation factor.
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CHAPTER 3
APPLICATION TO PANCREATIC DUCTAL ADENOCARCINOMA AND PREDICTIVE POWER
The importance of developing tools capable of distinguishing between benign and cancerous
tissue microenvironments cannot be overstated when it comes to improving quality of patient care and
positively impacting patient outcomes. To explore the efficacy of the updated 2D WTMM Anisotropy
method as a quantitative analytical and diagnostic tool it was tested on SHG images of the deadliest
solid organ cancer, pancreatic ductal adenocarcinoma (PDAC), known for its fibrosis and difficulty of
diagnosis.
Experimental Setup
We partnered with the Maine Health
Institute for Research (MHIR) and obtained 40 H&Estained pathology slides of stage III PDAC that were
biopsied from forty unique patients. These slides
were scanned with an Aperio2 slide scanner (Leica
Biosystems, Wetzlar, Germany) and then annotated
by a pathologist who highlighted areas of cancer,
fibrosis, and normal tissue. Twenty slides were
annotated as only normal tissue and the other
twenty slides had areas annotated as cancer. Of the
twenty cancer slides, 15 also had areas annotated as
fibrosis and 13 had areas annotated as normal
tissue. Normal tissue on the same slide as cancer
tissue was categorized as normal adjacent tissue.
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Figure 18: (A) Pathologist labeled H&E slide
scan from a pancreatic tumor biopsy with an
example of one SHG microscopy imaged area
outlined in black. (B) Zoomed view of outlined
area from H&E scan. (C) SHG microscopy
image of outlined area.

This results in four tissue categories from the annotated slides: cancer, normal, fibrosis, and normal
adjacent (see Table ch3t1). Eight distinct ductal structures within each normal, normal adjacent, fibrosis,
and cancer were identified on the H&E slide and then imaged using SHG microscopy (Figure 18).
SHG images were acquired on a custom-built 2-photon microscope consisting of an upright
microscope stand (Olympus BX50WI, Olympus, Center Valley, Pennsylvania), laser scanning unit
(Fluoview300, Olympus), titanium sapphire femtosecond laser (Chameleon Ultra II, Coherent, Santa
Barbara, California), and an electro optic modulator (ConOptics, Danbury, Connecticut) for laser power
modulation. Circular polarization was used for SHG imaging; it was verified at the focal plane by rotating
a polarizer and experiencing no change in laser power. Forward directed SHG images were acquired at
890-nm excitation, using a LUMPlanFLN 40 × 0.8 NA (Olympus, Center Valley, Pennsylvania) water
immersion objective. Forward directed SHG was collected in a 0.9 NA condenser lens and filtered using a
448/20 bandpass filter and the forward directed SHG signal was collected using a 448/20-nm (Semrock
Rochester, New York) prior to detection via a H7421 GaAsP PMT (Hamamastsu, Hamamstsu City, Japan).
Each region of interest was imaged using 2x optical zoom (180 μm field of view) with a digital resolution
of 512 × 512 pixels and using a laser scanning speed of 2.71 s/frame with the final image resulting from
Kalman filtering using 4 state updates. The full list of images and tissue categories used in this study are
shown in Table 1. The updated 2D WTMM anisotropy method was applied to all images listed, still
organized by the same categories.
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Table 1: Full Image Database Used in Study
Tissue Category
Cancer
Normal
Fibrosis
Normal Adjacent

Number of Slides
20
20
15
13

Number of Images
160
160
120
104

PDAC SHG 2D WTMM Results and Discussion
The new variable binned, white noise controlled, multi-scale anisotropy factor results of normal,
normal adjacent, fibrosis, and cancer are plotted in Figure 19. There are significant differences in
anisotropy factor values as can be seen between the cancer/fibrosis and normal/adjacent categories.
Interestingly, at a wavelet scale of 21 µm all tissue types converge with only normal tissue diverging at
larger scales. An off-the-shelf analysis tool a researcher might select to analyze this data would use a

Figure 19: Median anisotropy factor across all images for fibrosis (orange), cancer (red), adjacent
(blue), and normal (green) tissue normalized by white noise anisotropy factor from ~2.5 μm to 73.5
μm.
fixed scale and if that fixed analysis scale was 21 µm the researcher would conclude no difference in this
data. This is a severe limitation of single scale analysis tools, and this limitation is further explored in
chapter 4.
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Four relevant pairwise comparisons are shown in Figure 20 with corresponding Wilcoxon ranked
sum test p-values. Cancer vs normal, shown in Fig. 20A, are statistically significantly different at all size
scales other than the convergence wavelet range. At smaller size scales, before the cross over scale,
cancer is more anisotropic and at larger size scales, after the cross over scale, the normal tissue is more
anisotropic. In Fig. 20B, the comparison between adjacent and cancer tissue can be seen where they are
statistically significantly different at small wavelet size scales but are not at the larger wavelet size
scales. The fibrosis and cancer are not statistically significantly different except at the first four wavelet
size scales shown in Fig. 20C. In Fig. 20D, the normal tissue is more anisotropic than normal adjacent
tissue at larger size scales but is not statistically significantly different at other size scales.

Figure 20: Pairwise comparisons of the median anisotropy factor across all images normalized by
white noise anisotropy factor from ~2.5 μm to 73.5 μm (left y-axis) for cancer tissue vs. normal tissue
(A), cancer tissue vs. adjacent tissue (B), cancer tissue vs. fibrotic tissue (C), and adjacent tissue vs.
normal tissue (D). The p-values (right y-axis), shown in brown, from a Wilcoxon rank sum test ran at
each scale between the tissue pair’s anisotropy factors. Values below the horizontal brown line at
0.05 show statistical significance.
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Overall, the results demonstrate that the updated 2D WTMM Anisotropy Method is sensitive to
changes in collagen, furthermore the differences found here between the tissue types can elucidate
information about ECM modification in both close and distant proximity from the tumor. The higher
anisotropy of cancer at smaller scales could be caused through stellate cell over production of collagen
and cancer cell mediated remodeling [38]. At larger scales, after an interesting ~21 μm wavelet size
crossover point, the larger anisotropy in healthy tissue suggests that the cancer has disrupted the
overall normal large-scale organization of collagen fiber bundles. This observation is further supported
by the adjacent normal tissue results. The cancer and adjacent normal tissue are different at smaller
scales, but this statistical significance starts dissipating at a wavelet scale of ~12 μm. At larger size scales
the adjacent tissue cannot be differentiated from cancer suggesting again a large-scale collagen
disruption due to the cancer even in areas distant from those annotated as cancer by a pathologist. An
important note when comparing normal and adjacent normal tissue is the lack of 3D spatial organization
as this study was prospective and careful 3D mapping of pancreatic tissue processing was not
performed. Therefore, it is plausible that a slide containing only normal tissue is near-adjacent to
cancerous tissues in a manner similar to normal adjacent tissue on a slide annotated with both
cancerous and normal tissue. Despite this possibility, there was statistical significance between normal
adjacent and normal tissues at larger scales suggesting that collagen organization is disrupted near
cancerous tissue. Finally, the comparison of fibrosis vs cancer only found slight statistical significance
over the first four wavelet scales which range from ~2.4 μm to ~3.0 μm. This difference could be due to
the straightness of the fibers in the fibrotic tissue. Otherwise, the overall trend of anisotropy factor vs
scale matched between the two tissue types. This suggests that there are minor differences in collagen
structure between fibrosis and the cancer collagen. The pathologist labeled these tissue types using the
gold standard, H&E histology, but it is highly subjective, and moreover, not highly sensitive to the
collagen fibrillar aspects which seem to contain some valuable information regarding normal vs
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cancerous vs fibrotic tissue. Overall, this method demonstrates the ability to differentiate changes in
collagen structure induced by PDAC using a continuous multiscale suite of information allowing for
deeper analysis than other methods.
Preliminary Predictive Power
The other goal of this study was to determine the diagnostic capabilities of the 2D WTMM
Anisotropy Method combined with SHG on biopsied tissue. To accomplish this goal a slide level metric
from the fifty wavelet scales needs to be developed. Statistically significant differences were noticed at
both small and large scales before and after the 21 μm cross over point. These small- and large-scale
differences could be used as a two-variable metric for slide level 2D clustering analysis. The same five
small wavelet scale anisotropy factors and five large wavelet scale anisotropy factors for each tissue
category were averaged to calculate an average small scale anisotropy factor and average large scale
anisotropy factor per an image (Figure 21). These image anisotropy factors were then averaged at a slide
level calculating an average small-scale anisotropy factor and large-scale anisotropy factor per a patient.

Figure 21: Median anisotropy factor across all images for fibrosis (orange), cancer (red), adjacent
(blue), and normal (green) tissue normalized by white noise anisotropy factor from ~2.5 μm to 73.5
μm with small and large wavelet scale ranges highlighted.
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Figure 22: Plot of each cancer (red) and normal (green) slide by small- and large-scale anisotropy
factor.
These were then plotted on a 2D plot of small vs large scale anisotropy value. The only categories with
clear clustering were cancer and normal as all other category types were only statistically significantly
different at one of the two wavelet ranges and therefore not shown (Figure 22). From this plot, healthy
tissue tends to have less small-scale anisotropy and more large-scale anisotropy than cancer. Since
clustering was noticed in the 2D plot it could be possible for a clustering algorithm to automatically
categorize the slides into cancer and normal types based on the trends in anisotropy factor. For
preliminary checking of this predictive power K-means clustering analysis was selected and conducted
using the cluster and clusterR libraries in RStudio [39-41]. This clusters by placing two points randomly,
known as K-means, on the plot and using an iterative minimization function that calculates the direction
to move the K-mean based off minimizing distance from the other points. This is done until both Kmeans find local minimum and no longer move and then points are categorized based on the closest Kmean. Due to random initial K-mean placement, this is run 100 times to find the lowest minimum out of
all local minima. The results of this analysis are shown in Figure 23 where a majority of slides are
incorrectly categorized.
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Figure 23: Plot of slides by small- and large-scale anisotropy factor categorized by nearest K-mean

Figure 24: Plot of each cancer (red) and normal (green) slide by small- and large-scale anisotropy
factor with a line (blue) at the mean small scale healthy anisotropy value. One standard deviation
(black) away from the mean normal small scale anisotropy value and the cancer anisotropy factor
cutoff value (red) are also shown with lines.
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This seems to be caused by the group of high small scale anisotropy factors from the cancer slides. Since
no healthy slides approach these values, the highest small-scale healthy anisotropy factor value was
used as the cutoff point (Figure 24). This cut off point is statistically safe to use since the point’s smallscale anisotropy factor is over 2.5 standard deviations away from the rest of the normal data and would
be classified as an outlier using an outlier test. All slides with an anisotropy factor above the cutoff are
categorized as cancer beforehand and removed from the K-means analysis. The analysis was re-run and
the categorization capabilities greatly improved (Figure 25). Including the slides already categorized as

Figure 25: Plot of slides by small- and large-scale anisotropy factor categorized by nearest K-mean
after removing cancer slides that passed the small-scale anisotropy cutoff.
cancer from the anisotropy factor cutoff, this method has 90% sensitivity and 75% specificity to
diagnosing a slide as cancer. This is a promising result for use in the clinical environment as the metric is
demonstrating good diagnostic sensitivity with decent specificity using metrics obtained from a small
forty tissue sample dataset. Other clustering techniques should be explored and future work into what
diagnostically relevant metrics to use will be explored in the future with a larger breast cancer dataset.
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CHAPTER 4
COMPARISON TO OTHER SECOND HARMONIC GENERATION FIBER ANALYSIS METHODS
This chapter describes and applies two other computational second harmonic generation fiber
analysis techniques to simulated images of fibers generated in MATLAB [32]. The calculation of the
anisotropy factor on these simulated fibers using angle distribution outputs from these other analytical
tools is compared to the 2D WTMM Anisotropy Method’s anisotropy factor across different angle ranges
and noise levels.
Technique Comparison Across Different Angle Ranges
For tissue SHG analysis the tools commonly used by researchers are CT-FIRE [42] and
OrientationJ [43]. CT-FIRE is a curvelet transform technique that also creates a fiber map. Its outputs
include fiber diameter, number of fibers, fiber length, and fiber angle. The amount of information on
collagen fibers specifically is superior to the current 2D WTMM Anisotropy Method, but it is not
applicable to non-fiber images like 2D WTMM. OrientationJ uses a structure tensor sliding window
approach to calculate the orientation, coherency, and energy of each pixel. For the comparison, only the
fiber angle and pixel orientation information will be used to calculate an anisotropy factor in the same
way as the WTMM anisotropy method. These comparisons will show if the WTMM anisotropy method is
superior, comparable, or inferior to currently used SHG image analysis methods on simulated images.
For comparison of the ability of CT-FIRE, OrientationJ, and WTMM anisotropy method to
differentiate fiber angle distributions from isotropic to anisotropic, 100 simulated fiber images (512x512
pixels) were generated at each of the following angle distributions 0-180°, 30-150°, 60-120°, and 85-95°
(Figure 26) with a fiber diameter of two pixels. Other fiber diameters were generated and tested but
results were similar to the two-pixel diameter results and not shown.
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Figure 26: Examples of the simulated fiber images generated using an algorithm presented in
reference 32, are shown here angle distributions ranging from 0-180°, 30-150°, 60-120°, and 85-95°
The 2D WTMM anisotropy method was applied using the variable binning technique without
normalization and for all single scale comparisons, scale 25 was selected as for this data it had the
greatest statistical significance. CT-FIRE was operated using its MATLAB UI by selecting images and then
selecting the option to output fiber orientations into a csv file using default settings based on the fiber
sizes present, which were then converted to probability density functions and used to calculate the
anisotropy factor following the same methodology as the 2D WTMM Anisotropy Method. OrientationJ is
a collection of FIJI plugins, and its distribution plugin was selected, and the cubic spline gradient was
used. This outputs a pixel orientation histogram which was then converted to a probability density
function and the anisotropy factor calculated. OrientationJ analysis was conducted at multiple structure
tensor sizes with two pixels used as the first scale and increasing by powers of two until a size of 64
pixels was reached. The default tensor size OrientationJ suggests of four pixels was used for single scale
comparisons. The image processing flowchart for both methods is shown in Figure 27.
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Figure 27: The CT-FIRE image processing pipeline (first row) with curvelet transform and fiber tracing
is shown as well as the OrientationJ (second row) image processing pipeline with structure tensor
calculated orientation map and orientation histogram.

The resulting 100 anisotropy factors for each angle distribution were box plotted by angle
distribution and method (Figure 28). CT-FIRE and OrientationJ struggled to differentiate the two
isotropic groups. CT-FIRE did not have a statistically significant difference using a Wilcoxon ranked sum
test between the 0-180° and 30-150° angle distributions where OrientationJ did have a statistically
significant result, but both have overlapping inter quartile ranges between the two isotropic fiber
distributions. WTMM has statistically significant differences, and no overlapping inter quartile ranges
across all four angle distributions. This result suggests that the 2D WTMM Anisotropy Method is more
sensitive to subtle changes in image anisotropy of more isotropic fiber angle distributions.
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Figure 28: The anisotropy factor results from CT-FIRE (top left), OrientationJ (top right), and the 2D
WTMM Anisotropy Method (bottom) are plotted by the angle distributions categories of 0-180°, 30150°, 60-120°, and 85-95° with statistical significance shown.
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Figure 29: The multiscale anisotropy factor results from OrientationJ plotted by tensor size for the 0180° (top left) and 85-95° (top right) angle distributions and the multiscale scale anisotropy factor
results plotted by wavelet scale for the 0-180° (bottom left) and 85-95° (bottom right) angle
distributions.
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One key advantage of the 2D WTMM Anisotropy Method is its multiscale suite of information,
and this multiscale information was compared to different tensor sizes in OrientationJ (Figure 29). Using
the multiscale information from the WTMM anisotropy method, the 0-180° and 85-95° angle
distributions are different at practically every wavelet size scale and also have different trends of
anisotropy factor versus scale. OrientationJ’s tensor size variation information also demonstrates
differing trends between the 0-180° and 85-95° angle distributions, but the dynamic range is limited,
approaching the maximum anisotropy factor value of two rapidly. This shows the superiority of the
multiscale information that the 2D WTMM Anisotropy Method produces, allowing for a continuous
range of comparisons to quantitatively determine structural differences between images.
Technique Comparison Across Different Noise Levels
This second experiment involves
comparing the resistance to noise
between the three different analysis
methodologies. The 60-120° fiber
images were added with four different
levels of white noise generating five
image categories consisting of the
original image, noise level 1, noise level
2, noise level 3, and noise level 4 (Figure
30). The noise levels were simulated by

Figure 30: Example of 60-180° simulated fiber image with
four added noise levels and an example white noise
image.

first calculating the mean pixel value from the original simulated fiber image [32]. This mean value was
then used to generate a white noise image with the same mean value, and this was added to the original
image. Higher noise levels involve multiplying the white noise image by an integer before adding to the
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original simulated fiber image. The multiples for noise levels one through four are 1, 5, 10, and 20.
These were analyzed following the same image processing pipeline and anisotropy factor calculation as
performed in the different angle distribution experiment described in the last section. A set of 100 pure
white noise images (512x512 pixels) were also generated and anisotropy factors calculated following the
same processing as the five image categories. These were used as a comparator to determine if the
method could differentiate the white noise from the fiber images with noise added. To compare to
white noise and to normalize anisotropy factor across methods, each image’s anisotropy factor was
divided by the median white noise anisotropy factor from its respective analysis technique. The closer
the value is to one, the more similar it is to the white noise anisotropy factor. A Wilcoxon ranked sum
test was also conducted for each image category’s non-modified anisotropy factor distribution to the
respective white noise anisotropy factor distribution. The white noise modified anisotropy factors were
then plotted by noise level and color coded by analysis method with a line at an anisotropy factor of one
to highlight similarity to white noise (Figure 31). Each boxplot with an asterisk above is statistically
significantly different from its respective white noise distribution from a Wilcoxon ranked sum test.
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Figure 31: The anisotropy factor results from 2D WTMM anisotropy method (green), OrientationJ
(blue), and CT-FIRE (orange), normalized by the respective methods white noise anisotropy factor
results, applied on 100 60-120° simulated fiber images and the 100 images for each of the four
added noise levels. The red dashed line is at an anisotropy factor of one and statistical significance
from the methods respective white noise results are shown with an asterix.
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Observing the 2D WTMM Anisotropy Method results it is clear that the method is extremely
resistance to noise. The first two noise levels still have IQRs that overlap with the original images’
anisotropy factor IQR. None of the noise levels have any data points that overlap with the white noise
comparator. CT-FIRE barely survives the first noise level, but its anisotropy factor values are no longer
similar to the non-noisy image. Past the first noise level it fails a Wilcoxon ranked sum test with its
respective white noise anisotropy factor distribution and can no longer differentiate the noisy data from
pure noise. OrientationJ has some interesting results, where similarly to CT-FIRE it survives the first
noise level but is no longer similar to the original non-noisy image, but it maintains a statistically
significant difference from white noise at all noise levels. This seems to be due to an artefact in the
OrientationJ results. The collapsed boxplots, with no whiskers, from the higher-level noise plots is
because all of the 100 images result in the same exact anisotropy factor value. This is not true for the
pure white noise images who still maintain a distribution of values, and this is the source of the
statistical significance. Why this occurs with OrientationJ is still unknown but is an interesting problem
to be explored. Overall, these results show that the 2D WTMM Anisotropy Method is far more resilient
to noise than current methods used in the field.
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CHAPTER 5
FUTURE OUTLOOKS AND CONCLUSION
This chapter covers future areas of research for the 2D WTMM Anisotropy Method that are
either currently underway or will soon be under way for usage of the method as a cancer diagnostics
and research tool. These include an ongoing breast cancer study, a multivariate combination with other
2D WTMM techniques for diagnostics, and the expansion of the method to 2.5/3D for future research
applications.
Breast Cancer Study
A further application of the updated 2D WTMM Anisotropy Method is currently underway, still
through a collaboration with MHRI. There are 67 breast cancer and benign slides from the MHRI. The
proposed study is as follows: each slide will have eight forward SHG images acquired using a custombuilt 2-photon microscope. The microscope uses a Ti:Sapphire femtosecond pulsed laser tuned to
890nm, with a 40x 0.8 NA water immersion objective and a 0.9 NA condenser. The SHG emission will be
filtered through a bandpass filter (445/20nm) and detected using a 7421 Hamamatsu PMT. Images will
be line scanned to generate a 512 by 512-pixel image with 0.35 μm a pixel. These SHG images will then
be process through the updated 2D WTMM anisotropy method to calculate the multiscale anisotropy
factors. Each slide will also be slide-scanned using a Cytation 5’s brightfield slide scanning mode. A
portion of these slide scans will be used as a training dataset for the machine learning algorithm. The
rest will have areas on the slide labeled as cancer or benign from the algorithm, allowing for a ratio to be
produced for each slide. Lastly, each slide has a matched set of mammograms that will be run through
the 2D WTMM sliding-window method. This method will output which areas are dense, fatty, and
disrupted tissue. From earlier CompuMAINE studies the ratio of disrupted over fatty tissue can be used
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as a metric for breast cancer diagnosis [43]. These datasets will be combined to create a multiparametric
diagnostics tool that will be stronger than the sum of its parts.
Currently, a majority of the slides (61) have been imaged by the two-photon microscope and all
slides have been slide scanned, but none have been annotated by a pathologist. Pathology reports for
each deidentified patient number have been received and used for preliminary analysis from the already
gathered data. There have been two preliminary analyses conducted on SHG images using the 2D
WTMM Anisotropy Method. The first study used the BIRADs assessment score from the patient’s
mammogram results. One patient selected had a BIRADs score of one, which means no cancer from the
clinical mammogram results. Two of the patients selected had a score of 4 which is indicative of a 20 to
35% chance of cancer. The last two patients had a score of 5 which is a 95% chance of cancer. The eight
SHG images from each patient were analyzed using the 2D WTMM Anisotropy Method and the
anisotropy factor at each scale was averaged across all images in that category (BIRADS 1, 4, or 5). There

Figure 32: Median anisotropy factor across all images for BIRADs 2 (green), BIRADS 4 (orange), and
BIRADS 5(red) normalized by white noise anisotropy factor from ~2.5 μm to 73.5 μm.
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are clear trends apparent from this preliminary five slide dataset (Figure 32). At smaller wavelet
scales both BI-RADS 2 and BI-RADS 4 are statistically significantly different from BI-RADS 5, but not each
other. At larger wavelet scales this relationship swaps with BI-RADS 5 and BI-RADS 2 becoming
statistically significantly different from BI-RADS 4, but not each other. It is a promising to see the 2D
WTMM Anisotropy method trend with mammogram clinical data and a larger study will be conducted
when all images are processed.
The second preliminary study involved comparing six patients who received a benign diagnosis
versus six patients who received a cancer diagnosis. This was conducted using the same method as the
previous preliminary study by using the 2D WTMM Anisotropy Method on the eight collected SHG
images per a patient. The first plot generated was by averaging all patient’s SHG image anisotropy
factors in a category by scale (Figure 33). There was statistically significant difference using a Wilcoxon

Figure 33: Median anisotropy factor across all images for benign (green) and cancer (red) normalized
by white noise anisotropy factor from ~2.5 μm to 73.5 μm. The p-values (right y-axis), shown in
brown, from a Wilcoxon rank sum test ran at each scale between the tissue pair’s anisotropy factors.
Values below the horizontal brown line at 0.05 show statistical significance.
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ranked sum test at the first 14 wavelet scales. In this dataset, the benign has a higher anisotropy factor
than cancer at smaller scales. This trend is opposite to the trend observed in the
BIRADs data where a score of five had a higher anisotropy factor than the score two patient. Too delve
deeper into this discrepancy, each patient was graphed separately and colored by their category (Figure
34). Interestingly, there seems to be two cancer trends particularly at the middle to larger scales where
they group above or below the benign data. The smaller BIRADs study may be affected by this sampling
of two different cancer groups as it has under half the patients than the 12-patient study. A deeper
exploration of these trends by patient will be explored when all 67 patients’ images are processed.

Figure 34: Median anisotropy factor across all patients for benign (green) and cancer (red)
normalized by white noise anisotropy factor from ~2.5 μm to 73.5 μm. The p-values (right y-axis),
shown in brown, from a Wilcoxon rank sum test ran at each scale between the tissue pair’s
anisotropy factors. Values below the horizontal brown line at 0.05 show statistical significance.
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Future Projects
Jeremy Juybari, a PhD student in the CompuMAINE lab at the University of Maine, is leading the
machine learning application to the bright field images of the H&E-stained slides. This is already
underway for the PDAC slides where the annotations are used to generate a ground truth dataset. The
model accepts multiple image inputs to generate a final overlay of cancer versus normal tissue.
Currently these multiple inputs are different resolutions of the H&E-stained slides to mimic a multiscale
approach. After a brainstorming session between Jeremy and I, we thought of using an SHG imaged that
is matched to the same x-y location as the brightfield image as another input into the model to create
the overlay. There could even be wavelet convolved SHG images to mimic the scaling effect of the bright
field resolution. This machine learning approach when combined with the anisotropy analysis could
create a powerful two variable analysis tool for cancer diagnostics. A preliminary literature review found
only one paper similar to this idea published in nature [44]. They had SR-stained slides of rat liver
fibrosis that they captured both traditional bright field and SHG x-y images of the same exact area. The
brightfield were annotated by a pathologist and these annotations were used to generate ground truths
in the SHG images. The machine learning was only conducted with SHG images as inputs where here we
are suggesting using the brightfield as inputs as well. The two-photon microscopy system used in this
study and under purview of Dr. Karissa Tilbury at the University of Maine is currently receiving upgrades
to perform x-y scanning. Once this is complete this study can move forth using the same 67 slides for the
breast cancer study mentioned above.
Another avenue of exploration is to adapt the 2D WTMM Anisotropy Method for analysis of
breast cancer spheroids that Dr. Karissa Tilbury will soon be generating. This will remove the limitation
of our current datasets consisting of 2D tissue slices. This allows for the capability of adapting the
method into more dimensions. Currently, methods for 3D WTMM anisotropy analysis and tests for the
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methods are being brainstormed by me, Dr. Andre Khalil, and Dr. Karissa Tilbury. The current idea is that
a 2.5D anisotropy factor generation could calculate in two ways. First an SHG z-stack of the 3D structure
of interest is captured. Each slice could be used to calculate an anisotropy factor and anisotropy factors
across the z-stack can be compared. In the end, a summation of the entire stack could be used to
generate a spheroid’s total anisotropy factor. Another approach that will be compared to the prior is
first taking a max projection of the z-stack and running the 2D WTMM Anisotropy Method on the max
projection saving computational time. A third approach is by developing a 3D WTMM Anisotropy
Method. The key issue will be from the point spread function (PSF) of the microscope as the axial versus
lateral resolution will not be the same. This will generate a 3D image without dimensionally symmetric
voxels. Multiple ideas have been proposed to tackle this issue. Simulated 3D fiber SHG images can be
generated and then convolved with a model point spread function. Analysis can then be conducted
between the two and the effect of the PSF on the 3D anisotropy factor can be understood. If the effect
is too great, there are a couple suggested methods to attempt to fix this. One involves simply using
wavelets at a scale where the axial versus lateral resolution difference is completely convolved out.
Another could be to use a wavelet that is also skewed in the lateral direction and determine if that
corrects for the effect of the PSF. Lastly, fully describing the PSF of the microscope we are using and
algorithmically removing the PSF thereby generating the 3D SHG images. A comparison of the three
methods (2D, 2.5D, 3D) is shown and work is underway to obtain funding for this project (Figure 35).
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Figure 35: First row is current 2D WTMM anisotropy process, second row is proposed 2.5 process,
and bottom row is 3D process. Green outlines in rows 1 and 2 represent local maximum gradients
and can be used for image segmentation. White arrows indicate the direction in which the gradients
are maximum and are used to calculate the anisotropy factor. In the 3rd row, surfaces are local
maximum detecting edges, black lines correspond to local maxima.
Conclusion
As can be seen, there is still a lot of work to be done involving the combination of the 2D
WTMM Anisotropy method and SHG two-photon microscopy. The method has been shown to be
sensitive to collagen changes induced by cancer and now larger studies are underway to use this tool for
morphological quantification in answering questions pertaining to breast cancer. This tool is also not
limited to cancer, but any study involving collagen organization. The 2D WTMM Anisotropy Method
itself can also be applied to any image where the quantification of directional organization is needed.
The updates performed on this method during this thesis work will hopefully help many researchers
within the scientific community.
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APPENDIX: Mathematical Proof of Anisotropy Factor Upper Limit

For any scale > 0, 𝑃𝑎 (𝐴) (where 𝐴 ∈ [−𝜋, 𝜋] is an angle in radians) is a normalized
probability distribution function, i. e.
𝜋

∫−𝜋 𝑃𝑎 (𝐴)𝑑𝐴 = 1

(6)

The anisotropy factor, 𝐹𝑎 , is defined as
𝜋

1

𝐹𝑎 = ∫−𝜋 |𝑃𝑎 (𝐴) − 2𝜋 |𝑑𝐴

(7)

and the theoretical upper bound of 𝐹𝑎 can be determined using this conservative inequality
|𝑥 − 𝑦| ≤ |𝑥| + |𝑦|.

(8)

When the inequality is applied to 𝐹𝑎 , it follows as shown,
𝜋

𝜋

1

1

𝐹𝑎 = ∫−𝜋 |𝑃𝑎 (𝐴) − 2𝜋 |𝑑𝐴 ≤ ∫−𝜋 (|𝑃𝑎 | + |2𝜋|) 𝑑𝐴
𝜋

𝜋

1

≤ ∫−𝜋 𝑃𝑎 (𝐴)𝑑𝐴 + ∫−𝜋 |2𝜋| 𝑑𝐴
= 1 + 1 = 2.
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