I. INTRODUCTION
C LASSIFICATION approaches based on neural networks have been applied successfully in remote sensing during the last decade. The principal use of neural networks in remote sensing has been in the classification of satellite imagery and particularly,
• land cover, land use classification (e.g., [1] , [6] - [10] , [12] - [14] , [17] , and [24] ) although studies involving
• sea ice classification (e.g., [11] , [20] , and [29] ) and • cloud classification (e.g., [19] , [22] , and [33] ) have also been reported. The advantage of neural network classifiers over supervised statistical approaches is that the neural networks need no prior statistical information about the input data. This is especially important for multisource data, since the whole multiple source data set is usually very difficult to model by statistical methods. However, when a sufficiently accurate multivariate statistical model can be determined, statistical methods should outperform neural networks in terms of classification accuracies. Based on this, it is of interest to use statistical and neural network modeling together in the classification of remote sensing data and investigate if higher classification accuracies can be achieved by using their combination.
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Decision fusion can be defined as the process of fusing information from individual data sources after each data source has undergone a preliminary classification. In this paper, a combination of several neural/statistical decision fusion schemes will be tested in classification of multisource and hyperdimensional data sets. Most of the considered decision fusion approaches are based on consensus theory [5] , and the different data types are classified by either neural network or statistical classification schemes using several data sources. In the multisource case, the data sources can, for instance, be Landsat Thematic Mapper (TM) data from two different dates (multitemporal data) or optical and microwave data. For the hyperspectral case, the data (usually of a single data source) are split into several smaller "data sources." A problem with using conventional multivariate statistical approaches such as the Gaussian maximum likelihood method (ML) [25] for the classification of hyperdimensional data is that such methods rely on having nonsingular class-specific covariance matrices for all classes. However, estimates of the class-specific covariance matrices may be singular in hyperdimensional cases when limited training samples are available. To overcome this problem, multisource classification methods can be applied to hyperspectral data. For the hyperspectral data, the "data sources" can, for example, be data from a specific spectral range. Then each "data source" is of lower dimensionality than the original data, and, therefore, the singularity problems with the multivariate classification approaches may be overcome. Here we also investigate the use of decision boundary feature extraction to lower the dimensionality of the data sources even further for the multisource classifiers.
The paper is organized as follows. First, neural/statistical classifiers in multisource classification are reviewed in Section II. Then, consensus theory and its weight selection schemes are discussed in Section III. Decision boundary feature extraction is briefly reviewed in Section IV, and experimental results for multisource and hyperspectral data are given in Section V. Finally, conclusions are drawn.
II. NEURAL/STATISTICAL CLASSIFICATION SCHEMES FOR THE ANALYSIS OF MULTISOURCE REMOTE SENSING DATA
The need to optimize the classification accuracy of remotely sensed imagery has led to an increasing use of earth observation data with different characteristics collected from different sources or from a variety of sensors from different parts of the electromagnetic spectrum. Combining multisource data is believed to offer enhanced capabilities for the classification of target surfaces [7] , [16] , [26] , [27] .
0196-2892/99$10.00 © 1999 IEEE Several researchers have used neural networks in the classification of multisource data sets. Benediktsson et al. [6] , [7] used neural networks for the classification of multisource data, comprising Landsat MSS and ancillary topographic data such as elevation, slope and aspect, into ten ground-cover classes. They compared their results to statistical techniques and showed that if the neural networks are trained with representative training samples they can show improvement over statistical methods in terms of overall accuracies. However if the distribution functions of the information classes are known, statistical classification algorithms work very well. On the other hand if data are combined from completely different sources, they are not expected to fit well the statistical model and therefore neural networks can be more appropriate.
Kanellopoulos et al. [18] combined optical data from the Landsat TM sensor and microwave data from the synthetic aperture radar (SAR) on the ERS-1 satellite. To better assess the usefulness of the radar data, various textural features were computed from the SAR imagery. Different combinations of textural features were used alongside the TM data and the resulting data sets were classified using backpropagation trained neural networks. The overall accuracy was not increased greatly with the addition of the textural features. However, significant differences were observed in the accuracies of individual land cover classes when textural features were added, with increases up to 30%. Combined TM and ERS-1 SAR imagery was also used by Wilkinson et al. [32] for mapping different forest types. The classification of the multisensor data set was carried out using multilayer neural networks. They first classified the imagery into nine classes of land cover including one of forest and then eight different forest classes were extracted from the generic forest land cover area. Again the addition of the SAR data did not improve the overall accuracy significantly. However, the addition of the SAR channel resulted in a 13% improvement in the discrimination of a mixed conifer/broad-leaf class, thus giving better separation from a pure conifer class. Overall, in the experiments performed in [18] and [32] it was demonstrated that significant improvements can be made in using multisource/multisensor approaches to general land cover and more specifically to forest mapping.
Solberg et al. [27] also developed a statistical multisource classifier which showed significant improvements in classification accuracies when compared to single source classification error rates. In particular they used optical data from Landsat TM and multitemporal SAR data from ERS-1 and achieved the best performances when fusing data from different sources obtained at different dates. The algorithm applied to the fusion of the radar and optical imagery was based on the model described in Benediktsson and Swain [5] . In [27] extensions to this model are described, which include also the temporal aspect of the imagery. A different fusion model based on Markov random fields (MRF) was developed by the same authors in [28] . The MRF based method provides a framework for integrating different types of spatial data, including geographical information data and when it was compared to the simpler fusion model [27] resulted in better classification accuracies.
Neural networks were also employed by Serpico and Roli [26] for the classification of a 15-feature multisensor dataset consisting of a) six Daedalus Airborne Thematic Mapper (ATM) scanner channels and b) all but the three VH polarization channels of a PLC-band, fully polarimetric NASA/JPL SAR data. For the classification they proposed the structured neural networks architecture comprising a cascade of single networks called "tree-like networks" (TLN), with each TLN trained to identify only one land cover class. The outputs are then fed to a decision process for the final classification assignment. The authors note that their architecture does not perform as well as a single neural network classifier for example, but it offers a better interpretation of the classifier operation.
Multisensor imagery from the Spaceborne Imaging Radar-C (SIR-C) SAR and Landsat TM instruments were used in lithological classifications by Mather et al. [23] . Comparative tests were performed between a maximum likelihood classifier, a multilayer perceptron (MLP) and a self organizing map (SOM) neural networks. Texture measures were also extracted from the SIR-C SAR data to assess their effectiveness in improving the discrimination of the different lithological classes. In both cases the MLP produced the most accurate results while the performance is improved considerably by the addition of SARbased texture measures.
A hybrid statistical/neural network classification approach was considered by Benediktsson [4] for the classification of multisource remotely sensed and geographic data sets. Their approach is based on the consensus theory where single probability distributions are combined to summaries estimates from various data sources. This approach is reviewed in Section III.
III. CONSENSUS THEORY
Consensus theory [4] , [5] involves general procedures with the goal of combining single probability distributions to summarize estimates from multiple experts with the assumption that the experts make decisions based on Bayesian decision theory. The combination formula obtained is called a consensus rule. The consensus rules are used in classification by applying a maximum rule, i.e., the summarised estimate is obtained for all the information classes and the pattern is assigned to the class with the highest summarised estimate.
Several consensus rules have been proposed. Probably the most commonly used consensus rule is the linear opinion pool (LOP) which has the following (group probability) form for the user specified information (land cover) class if data sources are used: (1) where is an input data vector, is a source-specific posterior probability, and 's are source-specific weights which control the relative influence of the data sources. The weights are associated with the sources in the global membership function to express quantitatively the goodness of each source [5] .
The LOP, though simple, has several weaknesses [5] . Another consensus rule, the logarithmic opinion pool (LOGP), has been proposed to overcome some of the problems with the LOP. The LOGP can be described by (2) or (3) where are weights which should reflect the goodness of the data sources.
The LOGP differs from the LOP in that it is unimodal and less dispersed. Also, the LOGP treats the data sources independently. Zeros in it are vetoes; i.e., if any expert assigns , then . This dramatic behavior is a drawback if the density functions are not carefully estimated.
A. Weight Selection Schemes for Consensus Theory
The weight selection schemes in consensus theory should reflect the goodness of the separate input data sources, i.e., relatively high weights should be given to data sources that contribute to high accuracy. There are at least two potential weight selection schemes [4] . The first scheme is to select the weights such that they weight the individual data sources but not the classes within the sources. Here, reliability measures which rank the data sources according to their goodness can be used as a bases for heuristic weight selection. These reliability measures might be, for example, source-specific overall classification accuracy of training data, overall separability, or equivocation [5] .
The second scheme is to choose the weights such that they not only weight the individual stages but also the classes within the stages. This scheme consists of defining a function where contains source-specific posteriori discriminative information and corresponds to the source-specific weights in (1) and (3).
In the case when is nonlinear, a neural network can be used to obtain a mean square estimate of the function and the consensus theoretic classifiers with equal weights can be considered to preprocess the data for the neural networks. Then, a neural network learns the mapping from the sourcespecific posteriori probabilities to the information classes. Thus, the neural network is used to optimize the classification capability of the consensus theoretic classifiers [4] .
B. Consensus-Based Voting and Rejection Schemes
Here, the use of new types of combination schemes for consensus theory are investigated. Inspired by the work of Wilkinson et al. [31] , the parallel use of neural and statistical classifiers followed by a second neural network for handling ambiguous samples is tested.
The combination schemes can in all cases be considered to be two-stage processes; with statistical and/or neural classifiers in stage one, and a single neural network in stage two. The different combination schemes are as follows.
1) Majority Voting: When the majority of the individual source-specific classifiers (classifiers which are trained on the individual data sources) agree on the classification of a sample, the sample is classified to that class. Otherwise the sample is rejected. After all the samples have been tested by the majority voting, a separate neural network is trained on the collection of rejected samples. 2) Complete Agreement: When all the individual sourcespecific classifiers agree on the classification of a sample, the sample is classified to that class. Otherwise the sample is rejected. After all the samples have been tested for the complete agreement of the source-specific classifiers, the rejected samples are collected and a separate neural network is trained on the rejected samples.
3) CONSNN-NN:
A neural network and a statistical consensus theoretic classifier are trained on the same data set. When the two distinct classifiers agree, the sample is classified to their agreed class. If they do not agree, the sample is rejected. All the rejected samples are collected and a separate neural network is trained on the collection of rejected samples. The CONSNN-NN is similar to the approach proposed in Wilkinson et al. [31] for the integration of a neural and a statistical classifier as illustrated in Fig. 1 . In this procedure a back-propagation trained multilayer perceptron neural network and a ML statistical classifier were at first used to classify the data independently and the resulting classifications were compared. Subsequently, the classification of any sample was accepted if both classifiers agreed on the class assignment. When, however, the two classifiers disagreed, a third multilayer perceptron neural network was used to classify the rejected samples (see Fig. 1 ). A separate neural network was used for the rejected samples because they are not likely to obey any good unimodal statistical model and can possibly be outliers. To perform the training of the two classifiers, three data sets were needed: a training set and a test set to train and verify the performances of both the initial neural network and the ML classifiers, and a second test set for the accuracy assessment of the combined classification scheme. The training and testing of the second network was performed using the rejected samples of the initial training and test sets.
The results from a land cover classification experiment [31] demonstrated that considerable gains in classification performances could be obtained using the integrated method. The reported overall classification accuracy increase was about 12%. Furthermore the combined approach was at least equal to either of the single classifiers when the producer's accuracies [25] for all individual land cover classes were examined.
The CONSNN-NN, presented in this paper, is more general than the approach in [31] since it uses a multisource classifier based on consensus theory instead of the ML classifier in [31] . Also, all the procedures above are dependent on having "enough" training data available. If relatively few samples are rejected, the neural networks in the second stage will not be trained on enough representative samples, and, therefore, they will not generalize well.
IV. DECISION BOUNDARY FEATURE EXTRACTION
When hybrid classifiers are applied, feature extraction can be very important, especially for hyperdimensional data. Feature extraction can be viewed as finding a set of vectors that represent an observation while reducing the dimensionality. In pattern recognition, it is desirable to extract features that are focused on discriminating between classes. Here, we will specifically look at decision boundary feature extraction (DBFE) which is based on extracting the features from the decision boundaries [21] . This approach uses the training samples directly to determine the location of the decision boundary or the effective decision boundary, which is the boundary where the classes overlap.
The DBFE focuses directly on classification accuracies rather than a surrogate to it, e.g., a statistical distance. It functions on both mean separation and covariance differences, but some other feature extraction methods fail if there is no mean separation. The DBFE is also able to directly treat the problems of outliers [21] . However, since it works on training samples directly, it can take a lot of computer time if the training set is large. For the same reason, it will also suffer from the Hughes phenomenon as the dimensionality increases. The DBFE directly shows how many features are needed to achieve full accuracy. By looking at the eigenfunction generated, it provides some evidence as to which original features were the most important.
The DBFE procedure can be written in the following manner for two Gaussian classes in order to determine the transformation needed to find the desired feature set [21] .
1) Let and be the estimated mean and covariance of class . Classify the training samples using full dimensionality. Apply a chi-square threshold test to the correctly classified training samples of each class and delete outliers, i.e., for class , retain only if
In the following steps, only correctly classified training samples which pass the chi-square threshold test are used. Let be such training samples of class and be such training samples of class .
2) Apply a chi-square threshold test of class to the samples of class , and retain only if
If the number of samples of class which pass the chisquare threshold test is less than , retain the samples of class which give the smallest values. 3) For of class , find the nearest samples of class retained in step 2). 4) Find the point where the straight line connecting the pair of samples found in step 3) meets the decision boundary. 5) Find the normal unit vector to the decision boundary at the point found in step 4) 6) By repeating steps 3)-5) for , unit normal vectors will be calculated. From the normal vectors, calculate an estimate of the effective decision boundary feature matrix from class as follows:
Repeat steps 2)-6) for class . 7) Calculate an estimate of the final effective decision boundary feature matrix as follows:
This procedure can be easily extended for multiclass cases [21] .
V. EXPERIMENTAL RESULTS
Two experiments were conducted. Experiment 1 is based on using multisource remote sensing data from Lisbon, Portugal. In experiment 2, hyperspectral data from Iceland are used. The results of the experiments are discussed below.
A. Experiment 1: Lisbon Data Set
The study area chosen for this experiment lies on the western side of Portugal in the vicinity of the city of Lisbon and covers an area of approximately 80 km 80 km. There is a considerable variety of ground cover in the area and includes, besides the urban area, extensive zones of arable agriculture, forestry, grasslands, vine, fruit, and rice plantations. A detailed field survey was carried out within the test site to provide ground truth data for training and testing of the classifiers. For the purposes of this study, additional reference data from urban areas were identified using stereo aerial photographs. All the reference data were labeled according to "CLUSTERS," a hierarchical land use statistical nomenclature from the European Statistical Office (EUROSTAT).
The following data were used in the experiment: • Two Landsat TM images detected in January and June, 1991. These images were provided by Eurimage, Italy. The images were systematically corrected by the supplier, i.e., distortions due to platform altitude and earth curvature were corrected. Moreover, geometrical correction had been carried out to transfer the images to Universal Transverse Mercator (UTM) projection. No noise filtering or radiometric correction was done because of the resultant loss of spatial resolution and high-frequency components regarded as important for urban area studies. Band 6 of the Landsat TM (the thermal band) was excluded from the analysis.
• ERS-1 ellipsoid geocoded SAR image supplied by DLR, Germany. This image was detected in March, 1992. Like the Landsat TM images, this image was systematically corrected by the supplier and geometrically corrected to UTM projection at the Joint Research Centre, Ispra, Italy. Before the SAR data could be used in the classification process, it was necessary to remove the speckle noise inherent in the image by an appropriate filtering procedure. The chosen filtering method was based on the multichannel least squares modeling technique [31] . In this method, multidimensional regression is performed between a reference image with better noise characteristics and the image to be corrected. Here, the TM image was used as the reference for the procedure. Other filtering techniques were also applied to the SAR data, but the regression filter resulted in sharper edges and better retained local spatial variations. The TM and SAR images had different spatial resolutions and different dynamic ranges of pixel values. The TM imagery had 30-m resolution and 8-bit pixel values, whereas the SAR imagery was provided as 16-bit backscatter intensity values sampled with 12.5-m ground resolution. In order to use the two types of imagery together for classification, it was necessary to co-register them. Initially, the SAR data was resampled to 25-m resolution using an averaging algorithm. The TM imagery was then resampled to this resolution using a cubic convolution resampling technique and geometrically co-registered to the SAR image. The SAR data were also linearly rescaled to 8-bit intensity values to match the dynamic range of the TM data.
The "CLUSTERS" nomenclature is divided into four hierarchical levels. In the first level there are the following six land cover/land use classes: 1) man-made areas; 2) utilized agricultural areas; 3) forests; 4) bush or herbaceous areas; 5) surfaces with little or no vegetation; 6) wet surfaces. In the second level, these six broad categories are subdivided into 16 classes, at the third level become 35, and 64 in the fourth level. However, many of the classes in levels 3 and 4 are mainly land use classes and therefore cannot possibly be identified from the remote sensing images alone. In the experiments reported here, the classes were selected from level Table I . The individual data sources were modeled to be Gaussian and classified by the Gaussian ML classifier. The overall accuracies of the source-specific classifications are shown in Table II . From the table it is seen that source #2 is the most useful, both in terms of training and test accuracies. On the other hand, source #3 gives very poor accuracies, which was expected since it only consists of a single channel of radar data.
A conjugate gradient back-propagation (CGBP) neural network [7] with one hidden layer containing 20 hidden neurons was used along with the ML classifier, the voting/rejection schemes (majority voting, complete agreement, CONSNN-NN), and the LOGP to classify the multisource data consisting of all three data sources. The ML classifier was used to classify a vector stack containing all three sources (13 channels) and a stack containing the two TM sources (12 channels). The 12-channel classification was done in order to see the effect of adding the ERS-1 data source.
For the LOGP and the first stage of the voting/rejection schemes, 12 classes (corresponding to the land cover classes in Table I ) were defined in each data source. The classes in all the data sources were modeled to be Gaussian and the source-specific classifications were performed using an ML classification scheme. Several different weighting schemes were tried for the LOGP. These weighting schemes were 1) equal weights, 2) heuristic weighting based on the individual source-specific training accuracies, and 3) nonlinear weights based on an optimization by a neural network with 36 inputs, 24 hidden neurons, and 12 outputs (tthe inputs are 36 because each data source is modeled to have 12 classes, i.e., each of the data sources provides 12 inputs). For all the voting/rejection approaches, the neural network used to classify the rejected samples had 13 inputs, 20 hidden neurons, and 12 outputs. The overall classification accuracies are shown in Table III .
From Table III , it can be seen that the LOGP optimized with a neural network gave the highest overall test accuracies (86.2%). This result was nearly matched by the CONSNN-NN approach. On the other hand, the CONSNN-NN approach was computationally less demanding than the LOGP optimized by the CGBP; it not only uses fewer training samples in the second stage (because of the rejection), but also uses smaller neural networks. As expected, the complete agreement scheme rejected most of the samples and received the highest overall training accuracy in stage one as can be seen in Tables IV and  V . However, neither the complete agreement scheme nor the majority voting scheme gave nearly as high overall classification accuracies as the LOGP (optimized with CGBP), the CONSNN-NN, or the CGBP. These voting/rejection schemes are simple but do not improve on the accuracies of the CGBP by eliminating the most separable samples from the training set in the first stage. It is also evident from Tables IV and V that with more training samples, the neural networks achieved higher overall test accuracies in stage 2.
The single conjugate back-propagation neural network (CGBP) with 20 hidden neurons achieved the highest overall training accuracy and also performed very well in terms of overall test accuracies. The CGBP outperformed the ML approach but that was expected since the whole multisource data is not truly multivariate Gaussian. From Table III it can be seen that the ERS-1 source contributed to improved overall accuracies, since the ML approach using 13 data channels gave higher overall accuracy than the ML approach with 12 data channels.
Tables VI and VII show the class-specific, average (over the classes), and overall training and test accuracies for the most accurate classification methods in experiment 1. From Table VII , is seen that the LOGP and CGBP, respectively, achieved 7.1% and 6.5% higher test accuracies than the CONSNN-NN for class 1 (residential areas). On the other hand, CONSNN-NN gave 2.2% and 7.3% improvement in test accuracies over the other two methods for class 7 (bushes).
B. Experiment 2: AVIRIS Data Set
The area used in experiment 2 is the region surrounding the volcano Hekla in Iceland. Hekla is one of the most active volcanos in Iceland. It sits on the western margin of the Eastern volcanic zone in South Iceland. Hekla is a ridge, built by repeated eruptions on a volcanic fissure and reaches about 1500 m in elevation and about 1000 m above the surroundings [2] . AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) data from the area were collected on June 17, 1991, which was a cloud-free day. The AVIRIS sensor operates in the visible to mid infrared wavelength range, i.e., from 0.4 m to 2.4 m. It has 224 data channels and utilizes four spectrometers. During the data collection, spectrometer 4 was not working properly. This particular spectrometer operates in the nearinfrared wavelength range, from 1.84 m to 2.4 m (64 data channels). These 64 data channels were deleted from the data set along with the first channels for all the other spectrometers, but those channels were blank. When the noisy and blank data channels had been removed, 157 data channels were left. Four full AVIRIS frames were used in the data analysis. Each frame consisted of 614 columns and 512 lines.
Fifteen land cover classes were defined in the area, and 34 179 samples were selected from the classes. Several of the TABLE VI  TRAINING ACCURACIES IN PERCENTAGE FOR THE CLASSIFICATION METHODS APPLIED TO THE LISBON DATA SET   TABLE VII  TEST ACCURACIES IN PERCENTAGE FOR THE CLASSIFICATION METHODS APPLIED TO THE LISBON land cover classes had subclasses. Therefore, a total of 24 classes were used in the classification. Approximately 50% of the reference samples were used for training, and the rest were used to test the classification algorithms (see Table VIII ). Most of the land cover are lava types. The older lavas have some vegetation cover which can be used for discrimination. However, no vegetation cover is on the most recent lavas (classes 1, 2, and 3). These lavas are difficult to discriminate and no difference can be seen between them with the human eye.
The data were assumed to be Gaussian distributed. In order to use the LOGP and the voting/rejection algorithms, the data had to be subdivided into two or more independent "data sources." The correlations between the spectral channels can be visualized as shown in Fig. 2 where the brightness indicates correlation [3] , [15] . The lighter the tone, the more correlated the spectral bands are (the black regions from channels number 106 to 110 are water absorption bands). By analyzing Fig. 2 , it was determined that three data sources (or feature sets), which were not highly correlated with each other, should be used in the multisource classification: 1) data channels number 1 to 53, (in the visible region of the spectrum), 2) data channels number 54 to 105 (in the near infrared region), and 3) data channels number 111 to 150 (mid infrared region). Therefore, data source number one consisted of 53 data channels, data source number two of 52 data channels, and data source number three of 40 data channels. The individual data sources were DBFE transformed and the transformed data channels that accounted for about 85%, 90%, 95%, and 99% accumulated variance (eigenvalues) were used as the data sources in the multisource classification. After the DBFE transformations, the dimensionality of the individual data sources was reduced significantly as can be seen in Table IX. The land cover classes were modeled by the Gaussian distribution for all the data sources. The overall classification accuracies for the data sources using the ML approach are listed in Tables X and XI. There it can be seen that the DBFE transformation strongly affected the classification accuracies for all the individual sources. As expected, the overall training accuracies for all sources went down as the number of features was reduced (see Table X ). In contrast, the overall test accuracies increased somewhat for all the sources after the feature extraction (Table XI) . This behavior can be accounted for by the Hughes phenomenon, i.e., when the number of features was reduced, more samples per feature were available for the estimation of the mean vectors and the covariance matrices in each data source. Therefore, the generalization ability of the source-specific classifiers was improved by the feature extraction.
The overall training accuracies were used to select heuristic weighting for the LOGP and the LOGP-DBFE. From Table X it is clear that the ranking of the sources in terms of overall training accuracies is: 1) source #1, 2) source #2, and 3) source #3. Based on this, the heuristic weights were selected as 0.45 for source #1, 0.4 for source #2, and 0.35 for source #3.
The LOGP methods showed excellent improvement in terms of overall test accuracies when compared to the single source Tables IX and X . The results using the DBFE features that accounted for 85% to 99% variance were comparable or improved in terms of overall accuracies to the results obtained by using untransformed data when the equally weighted and heuristically weighted LOGP were applied (see Tables XII and XIII) . In fact, when the features that accounted for 90% variance were used, the highest test accuracies were achieved by using heuristic weights. These results demonstrate that it can be desirable to use feature extraction in conjunction with the LOGP in hyperspectral classification. On the other hand, the LOGP optimized by the neural networks was not as accurate as either the equally or the heuristically weighted LOGP, regardless of the feature set used. For the optimization, the size of the neural networks needed to be very large (at least 72 inputs and 24 outputs plus a hidden layer). Therefore, approximately 1750 to 3000 parameters needed to be estimated based on the training data. In order to estimate so many parameters and achieve good generalization abilities, a lot of training samples are needed; indeed, a lot more than were available here. To reduce the size of the LOGP neural network optimizers and improve their generalization, when the number of classes is large, is a topic of future research. Several different classification methods were applied to the original 157 dimensional data and compared to the results obtained by the LOGP, LOGP-DBFE, and the voting/rejection schemes. These methods were also compared to the Gaussian ML method and the conjugate gradient back-propagation algorithm (CGBP) with 40 hidden neurons. The summarized training and test classification results are listed in Table XIV. There it can be seen that the ML approach outperformed all other methods in terms of classification accuracies of training data. On the other hand, the CGBP neural network and the LOGP approaches were more successful in terms of test accuracies.
The voting/rejection schemes did not achieve as high overall test accuracies as either the equally or the heuristically (Table XIV) . The complete agreement, CONSNN-NN, and majority voting were very accurate in classification of the samples they did not reject (see Tables XV and XVI) . However, for these schemes, the neural networks of the second stages did not achieve high test accuracies in classification of the rejected samples, although their training accuracies were high in all cases. These results are in some ways similar to the results of experiment 1. There the neural networks of the second stages did not generalize well if they did not receive enough training samples. Here, however, more samples were needed for the second stage neural networks because of the much higher dimensionality of the input data. In order to be successful, the voting/rejection schemes need to have a large number of representative samples forwarded to the second stage. That was not achieved in this experiment. However, all these methods performed better in terms of overall test accuracies than the methods trained on the original 157 data as can be seen in Table XIV . The majority voting and the CONSNN-NN schemes also improved in terms of overall accuracies on the methods trained on the individual data sources (Tables X and XI) .
VI. CONCLUSION
The results presented here demonstrate that decision fusion methods based on consensus theory can be considered desirable alternatives to conventional classification methods when multisource and hyperdimensional remote sensing data are classified. The LOGP consensus theoretic classifier was in both experiments the best classifier applied in terms of test accuracies. Three simple voting/rejection schemes based on consensus theory were also proposed. One of those, the CONSNN-NN, performed well in both experiments, especially in classification of the multisource data in experiment 1. The voting/rejection schemes need a large number of training samples in order to be successful, and that was especially evident from experiment 2. However, these schemes are potentially very useful since they combine different mathematical models and consequently integrate diverse interpretations of the feature space.
Consensus theoretic classifiers have the potential of being more accurate than conventional multivariate methods in classification of multisource data since a convenient multivariate model is not generally available for such data. Also, for hyperspectral data, consensus theory overcomes two of the problems with the conventional ML method. First, using a subset of the data for individual data sources lightens the computational burden of a multivariate statistical classifier. Second, a smaller feature set helps in providing better statistics for the individual data sources, when a limited number of training samples is available. Here, the individual data sources were reduced further by the use of DBFE feature extraction. The overall test accuracies using the DBFE features that accounted for 85% to 99% variance were either similar or higher than the ones obtained by using untransformed data when heuristic or equal weighting was used. However, in the hyperspectral case, the LOGP optimized by a neural network did not achieve as high overall test accuracies as either the equally weighted or the heuristically weighted LOGP. The major reason for this behavior was that a large neural network was needed for the optimization. Each of the individual source-specific classifiers was trained on 24 classes. For the three data sources, this resulted in 72 inputs to the neural network. Also, a lot of redundancy was involved in the neural network optimization of the LOGP for the hyperspectral case. As can be computed from Table XV, the source-specific classifiers fully agreed on the classification of about 76% of the training data and about 55% of the test data. Consequently, for many samples, similar information was provided at the input of the neural network optimizers from all the neural networks. A topic of current research is to apply pruning and regularization in the neural network training in order to improve the generalization abilities of neural network optimizers. It may also be necessary to apply some type of feature reduction at the input of the neural network optimizers when either the number of classes or the number of sources in the LOGP classification is large. That was not the case for the multisource data in experiment 1. There, only 12 land cover classes were defined for the three data sources. Consequently, excellent test classification accuracies were achieved by the use of the LOGP optimized by a neural network.
