Abstract. Pattern Recognition is a very urgent research area in intelligent information processing and computer intelligent perception, such as computer vision, content-based retrieval, imageprocessing, etc. In general, the research on pattern recognition is carried out partial separately as feature extraction, classification, etc. in which samples of feature extraction could not be reliable and the global optimum could not been achieved. In this paper the unified entropy theory on Pattern Recognition is presented firstly, in which the information procedures in learning and recognition and the determine role of Mutual Information have been discovered. Secondly build SOFM neural network and apply Mutual Information entropy to compute reliability of training samples, through which selecting excellent data samples is presented to get optimum recognition performance, which is crucial for difficult pattern recognition problems. Experiments on device state recognition prove their effective and efficient.
Introduction
Pattern recognition is important and growing fast in intelligent information processing, and efficiently and effectively affect today's progresses on computer vision, biometrics, video surveillance, etc. because Pattern Recognition is the fundamental of intelligent activities.
There are two important problems in pattern recognition: one is classifier design, and the other is feature extraction/selection. More papers have been published for classifier design and for feature extraction independently [1] , but few for the relation between them, i.e., few from whole reliability of learning recognition and corresponding samples. More papers published for the research on this area partial separately, such as machine learning, classifier design, and feature selection, etc., but few papers to studied feature extraction/samples selection globally together with classifier design, or with samples learning and recognition. In fact, pattern recognition is close relative with both feature extraction/samples selection and classifier design, and with both reliability of learning recognition procedure and samples. The research on pattern recognition on the global and relative way rather is a very urgent problem.
Designing a good performance recognition system is still an urgent issue in pattern recognition research. The researchers know that the classifier design and the feature extraction are the most important, but they need to know how classifier is reliable. In this chapter, first, we extend the Information Theory into Pattern Recognition area. An unified entropy theory of Pattern Recognition is represented, in which pattern recognition can be described by an information entropy procedure. Also the mutual information generated from learning procedure and selecting excellent data samples is crucial affecting and determining the recognition performance. Second, recognition procedure is crucial for getting optimum recognition performance and is an urgent step for solving difficult pattern recognition problems, here build SOFM neural network, based on experiments on device state recognition, we select excellent data samples through the reliability of mutual information entropy of SOFM corresponding recognition samples, which prove the effective and efficient to achieve the excellent pattern recognition. Even now more statistical learning theory and algorithms have been studied and made more progresses [2, 3] , which are more direct based on the samples learning for pattern classification, such as SVM, Adaboosting, etc. The statistical learning theory studies the learning methods for classifier design, avoiding the most difficult probability distribution estimation problems in general pattern recognition model. Even though, there still could not regardless the existence of various probability distributions of random variables. Therefore, the unified information entropy theory is useful to the reliability of algorithm classification recognition , Despite of various learning methods, the entropy analysis and unified Entropy frame is useful for deeper analysis and comprehensive understanding of pattern recognition. Because mutual information is the discriminate entropy for recognition, which will reduce the indiscriminate components and noise to achieve the good recognition performance for difficult pattern recognition problems [4, 5, 6, 7] Unified Entropy Theory [8] Recognition is a procedure to determine the category of an unknown testing sample based on some known category samples, which can be described by an information entropy procedure. The information entropy system of pattern recognition is composed by feature entropy H (F ), system ntropy H (E), conditional entropy H (F/E),a posterior entropy H (E/F) , and mutual information I (F, E), which described in the Appendix.
The unified entropy procedure including:
in which a whole information procedure happens in pattern recognition Pattern recognition is to identify the category or index of an unknown sample from a category probability space Ω = (ω1, . . . , ωn; P (ωi) , . . . , P (ωn)), which has preliminary category uncertainty described by the system entropy
（4）
For example, for Chinese character recognition, H(E)=12-16 bits.When the feature X is extracted from sample in the feature probability space,F = (X; P (X)) .
Therefore, for the total sample set, the sample feature matrix could be represented as X = [X1, X2, · · · , XL].
The probability distribution of sample feature X could be estimated from more samples, but it is a very difficult problem forever. The mean feature vector and the feature covariance matrix can be estimated by the training samples.The mean feature vector is estimated as.
Then the feature covariance matrix can be estimated as
Provided that the feature probability density p (X) is a Gaussian distribution, then p (X) could be estimated by the mean feature vector and the feature covariance matrix only:
Based on the feature probability density p (X), the feature differential entropy h (F) could be calculated as max
( ) And the feature entropy will be
Learning information procedure
In the training procedure, the features probability distribution and feature conditional probability distribution could be estimated from training samples,then both feature entropy H (F) and category conditional entropy H (F |E ) are obtained. The leaning entropy reduction H (F)-H (F |E ), and the same as the mutual information I(F, E) = H(F) -F(F |E) will be obtained too.
Based on the training samples, the ith category training sample set is represented as a sample matrix Then the ith category mean vector and its covariance matrix can be estimated as
（11） （12）
Provided that the ith class-conditional probability density p (X |ωi ) (i = 1,2, · · · , n) is a Gaussian distribution, it will be represented as
The class-conditional feature entropy H (F |E ) will be calculated as
Therefore, the learning entropy reduction or the mutual information in feature space of Gaussian feature will be
The learning entropy reduction in feature space obtained from machine learning represents the acquired information from training samples, and it presents the relation between feature and category regardless the learning methods, even it is a statistical parameter estimation of probability distributions, or any statistical learning methods. The smaller the Class Feature Entropy H (F |E ) is, the bigger the learning entropy reduction I(F, E) will be. The class feature entropy H (F |E ) represents the feature variation about the category, or the feature instability of the pattern, which is injuring information for recognition, and will weaken the feature recognition ability.
It should be noted that the mutual information is transferred from mutual information in feature space into mutual information in class space when the cognition procedure happens.
Cluster with Self-Organizing Feature Maps Neural Network
Self-organizing feature maps (SOFM) [9] learn to classify input vectors according to how they are grouped in the input space. They differ from competitive layers in that neighboring neurons in the self-organizing map learn to recognize neighboring sections of the input space. Thus, selforganizing maps learn both the distribution (as do competitive layers) and topology of the input vectors they are trained on.
The neurons in the layer of an SOFM are arranged originally in physical positions according to a topology function, which can arrange the neurons in a grid, hexagonal, or random topology. Distances between neurons are calculated from their positions with a distance function. There are four distance functions, dist, boxdist, linkdist, and mandist. Link distance is the most common. These topology and distance functions are described in Topologies (gridtop, hextop, randtop) and Distance Functions (dist, linkdist, mandist, boxdist).
Here a self-organizing feature map network identifies a winning neuron i* using the same procedure as employed by a competitive layer. However, instead of updating only the winning neuron, all neurons within a certain neighborhood Ni* (d) of the winning neuron are updated, using the Kohonen rule. Specifically, all such neurons i ∊ Ni* (d) are adjusted as follows: iw(q)=iw(q−1)+α(p(q)−iw(q−1)).
(1) or iw(q)=(1−α)iw(q−1)+αp(q).
(2) Here the neighborhood Ni* (d) contains the indices for all of the neurons that lie within a radius d of the winning neuron i*.
Ni(d)= {j, dij≤d } (3) Thus, when a vector p is presented, the weights of the winning neuron and its close neighbors move toward p. Consequently, after many presentations, neighboring neurons have learned vectors similar to each other.
Another version of SOFM training, called the batch algorithm, presents the whole data set to the network before any weights are updated. The algorithm then determines a winning neuron for each input vector. Each weight vector then moves to the average position of all of the input vectors for which it is a winner, or for which it is in the neighborhood of a winner.
To illustrate the concept of neighborhoods, consider the figure 1, the batch algorithm of SOFM . The left diagram shows a two-dimensional neighborhood of radius d = 1 around neuron 13. The right diagram shows a neighborhood of radius d = 2.
These neighborhoods could be written as N13(1) = {8, 12, 13, 14, 18} and N13(2) = {3, 7, 8, 9, 11, 12, 13, 14, 15, 17, 18, 19, 23}.
The neurons in an SOFM do not have to be arranged in a two-dimensional pattern. You can use a one-dimensional arrangement, or three or more dimensions. For a one-dimensional SOFM, a neuron has only two neighbors within a radius of 1 (or a single neighbor if the neuron is at the end of the line). You can also define distance in different ways, for instance, by using rectangular and hexagonal arrangements of neurons and neighborhoods. The performance of the network is not sensitive to the exact shape of the neighborhoods. Figure.2 
Fgure.1.Batch Algorithm of SOFM
The graph below shows a home neuron in a two-dimensional (gridtop) layer of neurons. The home neuron has neighborhoods of increasing diameter surrounding it. A neighborhood of diameter 1 includes the home neuron and its immediate neighbors. The neighborhood of diameter 2 includes the diameter 1 neurons and their immediate neighbors.
As for the dist function, all the neighborhoods for an S-neuron layer map are represented by an S-by-S matrix of distances. The particular distances shown above (1 in the immediate neighborhood, 2 in neighborhood 2, etc.), are generated by the function boxdist,The Manhattan distance between two vectors x and y is calculated as D = sum(abs(x-y)). Now, however, as described above, neurons close to the winning neuron are updated along with the winning neuron. You can choose from various topologies of neurons. Similarly, you can choose from various distance expressions to calculate neurons that are close to the winning neuron.
Unified Entropy Theory in SOFM Neural Network
Algorithm Procedure of Unified Entropy Theory in SOFM Neural Network. SOFM is a kind of nearest neighbor classifier which can get optimum reference input vectors through unsupervised and competitive learning. provided that there are parameter vectors which has differnt states, there are k training input vectors : W is the center of the ith class, algorithm procedure of unified entropy theory in SOFM is showed as follows:
(1)The winning neuro C j . represents similarity between C j and corresponding input sample.
Provided that there is p classes, which has p corresponding weights .
(2)Self-organizing of weight. Equation (18) is the nearest field function which modifies the weight between neurons of the nearest field and input neurons， N iC (t) is the distance between someone neuron i of output layer and the winning neuron C , the distance is larger, modified weight is smaller.
Equation (19) is a function of modifying the weight of every neuron.
is the learning rate. | r i -r C | is the distance between the i th and the winning C , T is the total learning times, s (t) is the nearest neighbor radius.
（23） (3)Computing the mutual information I(F, E)of every winning neuron
Apply the function Equation (15) to compute the mutual information I(F, E)of every winning neuron w i , w i is the classification neuron , X are some samples, n numbers is the sum of samples which belong to the classification w i of output layer. here P(w i ) is the probability of corresponding winning neuron classification w i and P(w i ) is normal distribution function. So equation (15) is the value of mutual information ,that is entropy value of all samples belong to the same class w i , the bigger I(F,E)is, the better recognition will be achieved, and it is more reliable.
I(F, E) = H(F) -H(F
The Application Analysis of Algorithm Procedure. Build 2 dimensions SOFM neural network and there are 9 neurons in output layer.
(1)Training the SOFM network There are some1200 samples we know their classification, these samples can be classified into 2 classifications, which are normal and abnormal state. We applied these samples to train this SOFM neural network, initial learning rate h(0) = 0.01, the training maximum times T = 500 ,table1. shows the winning times of the winning neurons and the mutual information value I(F,E)of every neuron which is corresponding classification. the mutual information value I(F,E) is approximately equal to 1, which shows 9 neurons of output layer are reliably approaching to input samples. Neuron 3 and Neuron 4 represent abnormal state, other neurons represent normal state. If the mutual information value I(F,E) is lower than 0.5. we can delete corresponding data samples. 
Conclusion
SOFM is a classical clustering algorithm in neural network, which approaches internal character of samples through the minimum distance and apply samples information into the whole neural network, neurons weight of output laye represent information. The unified entropy theory in pattern recognition SOFM neural network improve the reliability of SOFM algorithm,the mutual information is the finally determination for the recognition performance, which has been shown is the best merit for selecting excellent data samples.
