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Résumé  Cet article traite de l'approximation de la fonctionnelle de vraisemblance moyennée dans le contexte gaussien. Cette
fonction, utilisée dans le cas de la classication ou de l'estimation à hypothèses composées, est obtenue en prenant la moyenne de
la vraisemblance par rapport aux paramètres aléatoires dont on connait la densité de probabilité. Nous montrons qu'il est possible
d'exprimer cette fonction par un développement faisant intervenir explicitement des statistiques d'ordre supérieur. L'expression
obtenue s'interprète comme la somme pondérée d'une intercorrélation entre des moments intégrés du signal de référence et
des moments estimés de l'observation. Elle permet d'obtenir simplement des tests pratiques à mettre en ÷uvre et nous montrons
ici à titre d'exemple comment obtenir les équations du détecteur multicycle à l'ordre quatre.
Abstract  This paper deals with the approximation of the Average Likelihood Function in the gaussian context. This function
used in the case of classication or estimation with composite hypotheses is obtained by averaging the Likelihood Function over
the random parameters for which the Probability Density Function is assumed to be known. We show that it is possible to express
this function by a development using the Higher-Order Statistics. The obtained expression turns to be a weighted sum of the
cross-correlation between some integrated moments of the reference signal and estimated moments of the observation. This
expression allows to easily obtain practical tests and as an example we derive here the equations of the fourth-order multicycle
detector.
1 Introduction
Soit s(t; ;  ) un signal aléatoire complexe où  est un
ensemble de variables aléatoires de densité de probabilité
connue p

() et  un ensemble de variables déterministes
(connues ou inconnues). Les problèmes de classication ou
d'estimation relatifs à ce type de signal sont qualiés de
problèmes à hypothèses composées [1]. La solution Baye-
sienne à ce type de problème conduit à calculer la Vrai-
semblance Moyennée (VM) (Average Likelihood Function
en anglais, [2]) obtenue comme la moyenne de la vraisem-
blance par rapport à la loi des paramètres aléatoires :
V
M
(r) = E

[V

(r)]
où V

(r) = p
Rj
(r; ) est la vraisemblance de l'observation
r à  xé.
Nous supposons disposer, sur un horizon ni de duré T ,
de l'observation r(t) de s(t; ;  ) (que nous appelerons la
référence) noyée dans du bruit blanc gaussien centré de
densité spectrale de puissance monolatérale N
0
. Sa vrai-
semblance est alors donnée classiquement (à un facteur
près) par :
V
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où s est le conjugué de s. Par la suite, pour simplier l'é-
criture, on remplacera la notation de l'intégrale
R
T
dt par
R
dt et s(t; ;  ) par s(t). Ainsi, par exemple, l'estimation
d'un paramètre inconnu déterministe de s(t) sera obtenu
en résolvant :
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ou la détection de s(t) dans du bruit blanc gaussien par :
E
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>
<
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Parmi les nombreux problèmes de classication ou d'es-
timation qui peuvent être résolus en utilisant la VM on
peut citer ceux relatifs aux signaux rencontrés dans les
télécommunications numériques. En eet, en supposant
que les symboles du signal reçu sont inconnus, on peut
alors identier l'ensemble  aux symboles transmis pen-
dant la durée d'observation. L'approche Bayesienne est
alors ici justiée puisqu'à chaque modulation numérique
correspond de manière bi-univoque une distribution de
probabilité des symboles. Cette approche constitue ainsi
une alternative intéressante à une approche de type maxi-
mum de vraisemblance généralisé dont la complexité croît
de manière exponentielle avec la longueur de l'observation.
Malheureusement dans la plupart des cas il n'existe pas
d'expression exacte de la vraisemblance moyennée et plu-
sieurs auteurs ont proposé des approximations an d'obte-
nir des tests calculables. Toutes les solutions étudiées (es-
sentiellement appliquées à la classication de modulation
[3]) correspondent à des cas particuliers pour une distri-
bution particulière. La solution consistant alors à calcu-
ler l'espérance de (1) (ce qui est simple compte tenu du
caractère discret de la densité) puis à eectuer des déve-
loppements en série du résultat obtenu.
Nous avons récemment proposé une autre approche [4]
consistant à réaliser le développement en série de l'expo-
nentielle dans (1) puis de prendre l'espérance. Les pre-
miers résultats ont montré que cette technique (qui fait
apparaître des statistiques d'ordre supérieur) permettait
de retrouver simplement les équations des classieurs et a
permi de généraliser ceux de [3]. L'expression de la VM
obtenue dans [4] négligeait le terme d'énergie dû à la réfé-
rence s(t) comme cela est fait classiquement (e.g. [3]).
Mais, mis à part le fait que cela simplie beaucoup les
calculs il n'y a pas de raisons pour négliger ce terme qui
dépend des paramètres aléatoires .
Nous généralisons ici les résultats précédents suivant
deux directions :
1) nous donnons l'expression exacte du développement
de la vraisemblance moyennée (en incluant les termes d'é-
nergie) en fonction des statistiques d'ordre supérieur et
donnons les expressions analytiques dans le cas où s(t) est
stationnaire et cyclostationnaire ;
2) nous donnons une interprétation plus ne des dié-
rents termes qui peuvent s'interpréter comme une inter-
corrélation entre des moments intégrés (terme dont on
verra la signication au paragraphe suivant) de la réfé-
rence et des moments estimés de l'observation.
La section 2 est dédiée à l'établissement de l'expression
générale de la vraisemblance moyennée en fonction des
statistiques d'ordre supérieur. Les sections 3 et 4 donnent
les expressions particulières que prend ce développement
dans le cas où la référence est respectivement stationnaire
et cyclostationnaire. La section 5 donne à titre d'exemple
les expressions des détecteurs multicycles à l'ordre deux
et à l'ordre quatre obtenus à partir de l'expression de la
VM tronquée respectivement à l'ordre deux et quatre.
2 Expression générale de la VM en
fonction des statistiques d'ordre
supérieur
Posons E
s
=  
R
js(t)j
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dt; Z =
R
r(t)  s(t)dt. En prenant
l'espérance du développement en série de l'exponentielle
de (1) la vraisemblance moyennée s'écrit :
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sont des fonctions des moments d'ordre supérieur de la
référence qui possèdent la propriété de symétrie suivante :
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En utilisant la notation suivante pour dénir un mo-
ment d'ordre n d'un signal complexe :
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et de la même manière le produit
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nous pouvons réexprimer les coecients 
k;`;m
par l'ex-
pression :
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Cette équation peut se mettre encore sous la forme :
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que l'on appellera moment intégré de puisque c'est l'inté-
gration deM
k+`+2m;k+m
(t
`
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) suivant les variables
v
i
.
3 Le cas stationnaire
3.1 Expression générale
Si s(t) est stationnaire, le moment d'ordre supérieur
M
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devient la fonction d'autocorrelation
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L'expression (8) devient alors (sauf les cas particuliers
mentionnés au paragraphe 3.2) :
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comme pour (9).
3.2 Cas particuliers
Pour quelques valeurs du triplet (k; `;m) la formule (10)
ne s'applique pas et prend des valeur particulières. On
peut considérer trois cas :
- Cas k 6= 0; ` = 0; 8m.
Dans ce cas l'expression (10) ne s'applique plus, les coef-
cients  s'obtiennent en appliquant la propriété (4):
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k 6= 0:
- Cas k = 0; ` = 0;m 6= 0.
Dans ce cas le terme G
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qui est une constante qui ne dépend pas de l'observation.
- Cas 8k; ` 6= 0;m = 0.
L'expression (10) est bonne mais peut être simpliée car
le moment integré est alors égal au moment de telle
sorte que (10) se réduit à :
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4 Le cas cyclostationnaire
4.1 Expression générale
Quand s(t) est cyclostationnaire le moment d'ordre supé-
rieur
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peut se développer en série de Fourier
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fonction d'autocorrélation cyclique d'ordre supérieur et A
l'ensemble des fréquences cycliques. L'expression (8) de-
vient alors (sauf les cas particuliers mentionnés au para-
graphe 4.2) :
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4.2 Cas particuliers
Comme pour le cas stationnaire l'expression générale (11)
ne s'applique pas pour tous les triplets (k; `;m). Nous pou-
vons considérer de même trois cas particuliers :
- Cas k 6= 0; ` = 0; 8m.
Dans ce cas l'expression (11) n'est plus valide mais les co-
ecients  peuvent être calculés en utilisant la symétrie
(4):
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- Cas k = 0; ` = 0;m 6= 0.
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qui est une constante qui ne dépend pas de l'observation.
- Cas 8k; ` 6= 0;m = 0.
L'expression (11) est toujours valide mais peut être simpli-
ée car le moment intégré est alors est égal au moment
de telle sorte que (11) se ramène à :
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5 Interprétation
Dans les deux précédentes sections nous avons donné les
expressions particulières des termes 
k;`;m
suivant que s(t)
est stationnaire ou cyclostationnaire. D'après les expres-
sions obtenues on constate que ces termes peuvent s'inter-
préter comme une intercorrélation (de retard zéro) entre
l'autocorrélation intégrée C
k+`;k;m
(

t
`
; u
k
) (resp. l'au-
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l'autocorrélation cyclique intégrée de l'observation r(t).
Finalement, au regard de l'expression (2), que le signal
s(t) soit stationnaire ou cyclostationnaire, la fonctionnelle
de vraisemblance moyennée s'interprète comme la somme
pondérée d'intercorrélations entre des moments intégrés
de la référence et des moments estimés de l'observation à
tous les ordres.
Elle peut encore s'interpréter comme la somme des sor-
ties d'un banc de ltres adaptés dont les réponses impul-
sionnelles sont constituées des moments d'ordres supérieur
de la référence.
6 Détecteurs multicycles
Parmi les nombreuses applications du développement de
la vraisemblance moyennée nous regardons ici son appli-
cation à l'obtention de détecteurs multicycles. L'objet de
ces détecteurs est la détection des signaux cyclostation-
naires dont les signaux de modulations numériques consti-
tuent l'exemple le plus classique. Des nombreux travaux
on traité les détecteurs à l'ordre deux [5]. Nous montrons
ici l'application de notre développement pour trouver le
détecteur optimal. Nous montrons que nous retrouvons
très simplement les résultats de Gardner [5] généralisés au
cas complexe puis nous donnons les expressions du détec-
teur à l'ordre quatre en utilisant l'expression (2) tronquée
respectivement à l'ordre deux et à l'ordre quatre. Le pro-
blème à résoudre est le test d'hypothèse suivant :
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H
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: r(t) = b(t)
H
1
: r(t) = s(t) + b(t)
où s(t) est le signal cyclostationnaire et b(t) le bruit blanc
gaussien. Si  sont les paramètres aléatoires (les symboles
dans le cas des modulations numériques), le problème est
alors résolu par :
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Nous nous restreignons dans la suite a des processus
aléatoires dont les moments d'ordre impairs sont identi-
quement nuls ce qui est généralement le cas pour les si-
gnaux modulés numériquement.
6.1 Détecteur multicycle à l'ordre deux
L'application de (11) à (2) tronquée à l'ordre deux amène
l'expression suivante :
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est une constante qui ne
dépend pas de l'observation. Les expressions des diérents
termes de (12) sont donnés par :

1;1;0
=
X
2A
Z
t
C

2;1
(t) 
Z
u
r(u)r(u  t)e
2iu
dudt

0;2;0
= 
2;0;0
=
X
2A
Z
t
C

2;0
(t) 
Z
u
r(u)r(u  t)e
2iu
dudt

0;0;1
=  
X
2A
C

2;1
(0)

0;0;2
=
X
2A
Z
t
C

4;2
(t; 0; t)dt
Nous trouvons ici des résultats similaires à ceux de Gard-
ner [5] pour le détecteur à l'ordre deux mais avec une géné-
ralisation aux signaux complexes. Dans ce cas le détecteur
fait intervenir les deux moments à l'ordre deux, l'un sans
conjugués, l'autre avec un conjugué. Nous pouvons consta-
ter que l'expression utilise des statistiques d'ordre quatre
par le biais de la constante 
0;0;2
provenant du terme d'é-
nergie de s(t).
6.2 Détecteur multicycle à l'ordre quatre
De la même manière qu'au paragraphe précédent nous
obtenons l'expression du détecteur multicycle à l'ordre
quatre en tronquant le développement (2) à l'ordre quatre :
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qui ne dépendent pas de l'observation. Les diérents termes
sont donnés par :
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On peut remarquer que les termes 
2;0;1

0;2;1

1;1;1
pro-
viennent du degré trois du développement de (2). Ceci est
dû au terme d'énergie de s(t) qui fait intervenir des sta-
tistiques d'ordre quatre ; ils sont nuls lorsque ce terme est
négligé.
7 Conclusion
Nous avons présenté dans cet article une nouvelle expres-
sion de la vraisemblance moyennée en utilisant les statis-
tiques d'ordre supérieur. Ce développement exact (on ne
néglige pas le terme d'énergie de s(t)) s'interprète comme
la somme pondérée de l'intercorrélation entre des mo-
ments intégrés de la référence et des moments de l'obser-
vation, à tous les ordres. La troncation de cette expression
nous permet d'obtenir simplement des tests calculables
(à condition de pouvoir calculer les moments théoriques).
Nous avons traité à titre d'exemple le cas des détecteurs
multicycles à l'ordre deux et à l'ordre quatre.
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