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In the present paper, we present a natural extension of the modulation spaces Msp,q
with 0 < p < ∞, 0 < q ∞ and s ∈ R. The weight we take up here belongs to the
class Aloc∞ , which is even wider and contains weights of exponential growth. After deﬁning
the function spaces, we investigate their atomic and molecular decomposition as well as
some elementary properties.
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1. Introduction
The aim of the present paper is to develop a theory of the modulation spaces Msp,q(w) coming with an A
loc∞ -weight w
for 0 < p < ∞, 0 < q ∞ and s ∈ R. The theory of the Besov spaces and the Triebel–Lizorkin spaces with such weights
dates back to [16]. In [13] Lemarié investigated the class Aloc1 and in [16] Rychkov dealt with the class A
loc
p for 1 < p ∞.
We remark that Alocp is even larger than Ap in that e
|·| ∈ Alocp \ Ap for 1 p ∞. Let us present the deﬁnition of Aloc∞ . We
use the following notation to denote cubes: We set
Q () := {y = (y1, y2 . . . , yn) ∈ Rn: max(|y1|, |y2|, . . . , |yn|) }
for  > 0. Let 1 < p < ∞. Alocp is a class of weights w for which
Alocp (w) := sup
x∈Rn
0<1
( ∫
Q ()
w(x+ y) dy|Q ()|
)
·
( ∫
Q ()
w(x+ y)− 1p−1 dy|Q ()|
) 1
p−1
is ﬁnite. Meanwhile Aloc1 is a class of weights for which
Aloc1 (w) := ess supx∈Rn
M locw(x)
w(x)
is ﬁnite, where M locw(x) = supQ : cube, x∈Q ,0<(Q )1 1|Q |
∫
Q w(y)dy. In analogy with A∞ , we set A
loc∞ :=
⋃
1<p<∞ Alocp . As
the example e|·| ∈ Aloc1 \ A∞ shows, this class of weights covers the one with very rapid growth such as exponential growth.
What Ap is to the Hardy–Littlewood maximal operator, Alocp is to the local Hardy Littlewood maximal operator M
loc.
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[3–6,23,24]). However, in the weighted setting, we need to get out of S ′ to a wider space. To describe the underlying space,
we begin with deﬁning Se . Let N ∈ N0. Then deﬁne
qN ( f ) := sup
x∈Rn
sup
α∈N0n
eN|x|
∣∣∂α f (x)∣∣
for f ∈ C∞ . Se is the set of all C∞-functions for which the semi-norm qN( f ) is ﬁnite for all N ∈ N. Topologize Se with
{qN}N∈N . From the very deﬁnition of the topology, we can say that the topology of Se is the weakest topology such that
f ∈ Se → qN ( f ) ∈ R
is continuous for all N ∈ N0. We deﬁne S ′e as the topological dual of Se . For S ′e and the Gelfand–Shilov spaces, we refer to
[1,8,14].
We consider the modulation space and its variant in the present paper. In [9,19,27] the modulation space Msp,q was de-
ﬁned for 0 < p,q∞ and s ∈ R using the Littlewood–Paley decomposition. The origin of the modulation spaces dates back
to Feichtinger and Gröchenig [3–6]. [3] is now available in the book [12]. Nowadays the function spaces are investigated
from various point of view (see [21,22], for example). In [19] the function space Gsp,q was deﬁned. The relation between
Msp,q and G
s
p,q is similar to the one between the Besov space B
s
p,q and the Triebel–Lizorkin space F
s
p,q . The attempt to
deﬁne weighted modulation spaces goes back to the works [2,7,10,15]. For example, in [10] M. Kobayashi deals with a class
of weights such that w(x) = log(1 + |x|), while Y.V. Galperin and S. Samarah are dealing with weights of polynomial order
in [7]. They deal elaborately with weighted estimates of convolutions. Here we shall take full advantage of the maximal op-
erator, which is a crucial difference from the approach taken in [7,10]. S. Pilipovic´ and N. Teofanov considered the weighted
modulation spaces Msp,q(w) with 1  p,q < ∞, s ∈ R and w(x) = exp(k|x|γ ), k > 0, γ ∈ (0,1). E. Cordero, S. Pilipovic´,
L. Rodino and N. Teofanov considered the modulation spaces Msp,q(w) with p = q = 1, s = 0, w(x) = exp(k|x|), k > 0, and
with p = q = ∞, s = 0, w(x) = exp(−k|x|), k > 0 [2].
Now let us present our deﬁnition of the function spaces Msp,q(w) and G
s
p,q(w). Let us deﬁne Mk f (x) := eik·x f (x) for
k ∈ Zn . Also, we deﬁne 〈a〉 :=√1+ |a|2 for a ∈ Rn .
Deﬁnition 1. Let 0 < p < ∞, 0 < q∞, s ∈ R and w ∈ Aloc∞ . Pick γ ∈D so that γ (0) = 1 and that supp(γ ) ⊂ Q (1).
(1) Msp,q(w) is a set of all elements f ∈ S ′e for which
∥∥ f : Msp,q(w)∥∥ :=
(∑
k∈Zn
( ∫
Rn
∣∣〈k〉sMkγ ∗ f (x)∣∣pw(x)dx
) q
p
) 1
q
is ﬁnite.
(2) Gsp,q(w) is a set of all elements f ∈ S ′e for which
∥∥ f : Gsp,q(w)∥∥ :=
( ∫
Rn
(∑
k∈Zn
∣∣〈k〉sMkγ ∗ f (x)∣∣q
) p
q
w(x)dx
) 1
p
is ﬁnite.
Now we describe the organization of the present paper. We assume w ∈ Aloc∞ throughout. Section 2 is intended as a
quick review of elementary facts. In Section 3 we obtain a maximal estimate associated with the modulation spaces. We
present our deﬁnition of the modulation spaces in Section 4. Here we shall investigate completeness and some elementary
embeddings. Having deﬁned the function spaces, we give the atomic decomposition in Section 5, where we verify that our
deﬁnition agrees with the one in [9,19]. Finally we investigate the lifting property in Section 6.
2. Preliminaries
In this section we collect some preliminary results needed in the sequel. We invoke, in particular, the results due to
Rychkov. The reproducing formula we take up is the modulation version of the one due to Rychkov as well.
2.1. Young inequality for sequences
First, we take up a lemma on non-negative sequences which is useful in the present paper. We generalize the Young
inequality for sequences. By this inequality we mean
(∑
n
(∑
n
a j−kbk
)q) 1q

(∑
n
a j
q
) 1
q
(∑
n
bk
)
, 1 < q∞,j∈Z k∈Z j∈Z k∈Z
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trivial inequality (a + b)q  aq + bq , a,b > 0 is that
(∑
j∈Zn
(∑
k∈Zn
a j−kbk
)q) 1q

(∑
j∈Zn
a j
q
) 1
q
(∑
k∈Zn
bk
min(1,q)
) 1
min(1,q)
(1)
for 0 < q∞. In the present paper we generalize this inequality to the form presented below.
Lemma 2. Let 0 < p ∞, 0 < q∞ and (X,B,μ) be a measure space. Suppose that we are given a non-negative sequence {a j} j∈Zn
and a sequence of non-negative μ-measurable functions { f j} j∈Zn . Then we have
(∑
j∈Zn
∥∥∥∥
∑
k∈Zn
a j−k fk : Lp(μ)
∥∥∥∥
q) 1q

(∑
j∈Zn
a j
min(1,p,q)
) 1
min(1,p,q)
(∑
k∈Zn
∥∥ fk : Lp(μ)∥∥q
) 1
q
.
Here a natural modiﬁcation is made if q = ∞.
Proof. It is easy to see that
∥∥∥∥
∑
k∈Zn
a j−k fk : Lp(μ)
∥∥∥∥
min(1,p)

∑
k∈Zn
a j−kmin(1,p)
∥∥ fk : Lp(μ)∥∥min(1,p),
which reduces the matter to the special case of (1). We omit the details. 
In the present paper we call (1) as well as Lemma 2 the Young inequality.
2.2. Local maximal operator
Here we consider M locr , r  1, and KB given by
M locr f (x) := sup
0<r
1
|Q ()|
∫
Q ()
∣∣ f (x− y)∣∣dy,
KB f (x) :=
∫
Rn
e−B|y|
∣∣ f (x− y)∣∣dy
for r  1, B > 0 and a measurable function f . Note that M loc1 = M loc.
To simplify our notation, we set
∥∥ fk : lq(Lp(w))∥∥ :=
(∑
k∈Zn
( ∫
Rn
∣∣ fk(x)∣∣pw(x)dx
) q
p
) 1
q
,
∥∥ fk : Lp(lq,w)∥∥ :=
( ∫
Rn
(∑
k∈Zn
∣∣ fk(x)∣∣q
) p
q
w(x)dx
) 1
p
for a sequence of measurable functions { fk}k∈Zn .
The following estimates were obtained by Rychkov (see [16]).
Proposition 3. Let 1 < p < ∞, 1 < q∞, r  1 and w ∈ Alocp .
(1) There exists c, depending on r and Alocp (w), such that
∥∥M locr f j : Lp(lq,w)∥∥ c∥∥ f j : Lp(lq,w)∥∥ (2)
for every sequence of measurable functions { fk}k∈Zn .
(2) There exists B0 > 0 such that, if B >
B0
p , then we have∥∥KB fk : Lp(lq,w)∥∥ c∥∥ fk : Lp(lq,w)∥∥
for all sequences of measurable functions { fk}k∈Zn .
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We deﬁne the following Fourier transform and its inverse by
F f (ξ) := 1
(2π)
n
2
∫
Rn
f (x)e−ix·ξ dx, F−1 f (ξ) := 1
(2π)
n
2
∫
Rn
f (ξ)eix·ξ dξ
for f ∈ L1(Rn). The key formula we use is the following.
Lemma 4. Suppose that γ ∈ S is supported on Q (π). Then we have∑
m∈Zn
Fγ (x+m) ≡ (2π) n2 γ (0).
Proof. Consider the Zn-periodic C∞-function Θ(x) :=∑m∈Zn Fγ (x+m), which we expand into the Fourier series:
Θ(x) =
∑
l∈Zn
al · e2π il·x.
Inserting the deﬁnition of Θ , we see that the coeﬃcient equals
al =
∫
[0,1]n
Θ(y)e−2π il·y dy =
∫
Rn
Fγ (y)e−2π il·y dy.
By our deﬁnition of the Fourier transform, we obtain
al = (2π) n2F−1[Fγ ](−2π l) = (2π) n2 δl0γ (0),
where, for l,m ∈ Z, δlm = 1 if l =m and δlm = 0 otherwise. For the last equality we have used the fact that γ is supported
on Q (π). As a consequence we see that Θ(x) = (2π) n2 γ (0). 
3. Maximal inequality adapted to the weighted modulation spaces
Having set down premiliminary facts, let us obtain a maximal estimate adapted to the weighted modulation spaces.
Below we ﬁx γ ∈ S so that γ (0) = 1 and that supp(γ ) ⊂ Q (1).
Lemma 5. Let k ∈ Zn, N, B > 0 and 0 < η 1. Then we have
∣∣Mkγ ∗ f (x)∣∣η  c∑
l∈Zn
〈k − l〉−Nη
∫
Rn
e−Bη|y|
∣∣Mlγ ∗ f (x− y)∣∣η dy (3)
for all f ∈ S ′e .
Proof. First let us consider the case when η = 1. Note that∑
l∈Zn
Fγ (x+ l)2 = (2π)− n2
∑
l∈Zn
F [γ ∗ γ ](x+ l) ≡ 1
by virtue of Lemma 4. Consequently we obtain
Mkγ ∗ f =
∑
l∈Zn
Mkγ ∗ Mlγ ∗ Mlγ ∗ f .
Now we shall estimate each summand. First of all, a repeated integration by parts yields∣∣Mkγ ∗ Mlγ (y)∣∣ c〈k − l〉−NχQ (2)(y).
Here we have used the fact γ is supported on Q (1). As a consequence we obtain
∣∣Mkγ ∗ Mlγ ∗ Mlγ ∗ f (x)∣∣ c〈k − l〉−N
∫
Q (2)
∣∣Mlγ ∗ f (x− y)∣∣dy  c〈k − l〉−N
∫
Q (2)
e−B|y|
∣∣Mlγ ∗ f (x− y)∣∣dy.
Inserting this estimate, we obtain the result when η = 1. Namely we have proved
∣∣Mkγ ∗ f (x)∣∣ c∑
l∈Zn
〈k − l〉−N
∫
n
e−B|y|
∣∣Mlγ ∗ f (x− y)∣∣dy (4)R
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deﬁne
MN,B,k f (x) := sup
y∈Rn
l∈Zn
|Mlγ ∗ f (x− y)|
〈k − l〉NeB|y| .
Then from (4) we deduce
MN,B,k f (x) = sup
y∈Rn
l∈Zn
|Mlγ ∗ f (x− y)|
〈k − l〉NeB|y|
 c sup
y∈Rn
l∈Zn
(
1
〈k − l〉NeB|y|
∑
m∈Zn
∫
Rn
|Mmγ ∗ f (x− y − z)|
〈m− l〉NeB|z| dy
)
 c sup
y∈Rn
( ∑
m∈Zn
∫
Rn
|Mmγ ∗ f (x− y − z)|
〈m − k〉NeB|y+z| dz
)
 cMN,B,k f (x)1−η
∑
m∈Zn
∫
Rn
|Mmγ ∗ f (x− y)|η
〈m − k〉NηeBη|y| dy.
Here we have used the Peetre inequality 〈a + b〉√2〈a〉 · 〈b〉.
If MN,B,k f (x) were ﬁnite, then we would obtain
∣∣Mkγ ∗ f (x)∣∣η MN,B,k f (x)η  c ∑
m∈Zn
∫
Rn
|Mmγ ∗ f (x− y)|η
〈m − k〉NηeBη|y| dy. (5)
However, this does not always work because MN,B,k f (x) can be inﬁnite. We shall show that (5) still holds for all f ∈ S ′e
even when MN,B,k f (x) = ∞. For this purpose let us assume the most right-hand side (5) is ﬁnite. Otherwise (5) does hold.
Assuming that the most right-hand side (5) is ﬁnite, we shall establish MN,B,k f (x) < ∞. Since f ∈ S ′e , there exist B f > 0
and N f > 0 such that MN,B,k f (x) < ∞ for all N  N f and B  B f . As a consequence (5) holds for such N and B . From this
we deduce
∣∣Mkγ ∗ f (x)∣∣η  c ∑
m∈Zn
∫
Rn
|Mmγ ∗ f (x− y)|η
〈m− k〉N f ηeB f η|y| dy. (6)
The constant in (5) being dependent implicitly on N and B , c in (5) must be dependent on f . To emphasize this dependence,
let us write this constant as c f . Then we have
∣∣Mkγ ∗ f (x)∣∣η  c f ∑
m∈Zn
∫
Rn
|Mmγ ∗ f (x− y)|η
〈m− k〉N f ηeB f η|y| dy  c f
∑
m∈Zn
1
〈m− k〉Nη
∫
Rn
|Mmγ ∗ f (x− y)|η
eBη|y|
dy
for all N and B with N  N f or B  B f . As a consequence for all N > 0 and B > 0, there exists c f such that
∣∣Mkγ ∗ f (x)∣∣η  c f ∑
m∈Zn
∫
Rn
|Mmγ ∗ f (x− y)|η
〈m− k〉NηeBη|y| dy.
From the deﬁnition of the maximal operator MN,B,k f (x), we have
MN,B,k f (x) c f sup
y∈Rn
( ∑
m∈Zn
∫
Rn
|Mmγ ∗ f (x− y − z)|η
〈k − l〉Nη〈m− l〉NηeBη(|y|+|z|) dz
)
 c f
∑
m∈Zn
∫
Rn
|Mmγ ∗ f (x− z)|η
〈k −m〉NηeBη|z| dz < ∞.
As a consequence (5) holds for all f ∈ S ′e . 
Corollary 6. Let k ∈ Zn, N, B > 0 and 0 < η 1. Then we have
MB,k f (x)η  c
∑
l∈Zn
〈k − l〉−Nη
∫
Rn
e−Bη|y|
∣∣Mlγ ∗ f (x− y)∣∣η dy (7)
for all f ∈ S ′e , where
MB,k f (x) := sup
y∈Rn
e−B|y|
∣∣Mkγ ∗ f (x− y)∣∣.
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Theorem 7. Suppose that 0 < p < ∞, 0 < q∞ and s ∈ R. Assume in addition that w ∈ Aloc∞ . Then we have:
(1) There exists c > 0 such that
∥∥〈k〉sMB,k f : lq(Lp(w))∥∥ c∥∥〈k〉sMkγ ∗ f : lq(Lp(w))∥∥ (8)
for all f ∈ S ′e .
(2) There exists c > 0 such that
∥∥〈k〉sMB,k f : Lp(lq,w)∥∥ c∥∥〈k〉sMkγ ∗ f : Lp(lq,w)∥∥ (9)
for all f ∈ S ′e .
Proof. Suppose that w ∈ Alocu . We concentrate on the case when q < ∞, for a minor and natural modiﬁcation suﬃces, if
q = ∞.
Recall that we have
MB,k f (x) c
(∑
l∈Zn
〈k − l〉−Nη
∫
Rn
e−Bη|y|
∣∣Mlγ ∗ f (x− y)∣∣η dy
) 1
η
by (7). The value of η ∈ (0,1] will be made precise later. Here we content ourselves with saying that 0 < η  12 . By the
Hölder inequality, we obtain
MB,k f (x) c
∑
l∈Zn
〈k − l〉− N2
( ∫
Rn
e−Bη|y|
∣∣Mlγ ∗ f (x− y)∣∣η dy
) 1
η
,
if N > 2nη .
Since 〈k〉s  2 |s|2 〈l〉s · 〈k − l〉|s| by the Peetre inequality, we see that
〈k〉sMB,k f (x) c
∑
l∈Zn
〈k − l〉|s|− N2 〈l〉s
( ∫
Rn
e−Bη|y|
∣∣Mlγ ∗ f (x− y)∣∣η dy
) 1
η
= c
∑
l∈Zn
〈k − l〉|s|− N2 KBη
[∣∣〈l〉sMlγ ∗ f ∣∣η](x) 1η .
Hence it follows that
〈k〉sMB,k f (x) c
∑
l∈Zn
〈k − l〉−Ns KBη
[∣∣〈l〉sMlγ ∗ f ∣∣η](x) 1η , (10)
where Ns = ( N2 − |s|). Note that Ns can be made as large as we wish if we take N large. Below we choose B > 2B0pη , where
B0 is a constant from Proposition 3.
With (10) in mind, let us prove (1) and (2).
To prove (1) we take η and N so that
η = min(1, pu
−1)
2
, N =
[
2|s| + 2n
min(1, p,q)
]
+ 1,
where [α] denotes the integer part of α ∈ R. Then we are in the position of applying Lemma 2, the Young inequality, and
Proposition 3 to obtain (11). The proof of (1) is therefore complete.
Let us establish (2). Let η = (1,q,pu−1)2 . We invoke (1), another Young inequality, to have
(∑
k∈Zn
〈k〉sMB,k f (x)q
) 1
q
 c
(∑
l∈Zn
KBη
[∣∣〈l〉sMlγ ∗ f ∣∣η](x) qη
) 1
q
.
Therefore, taking the Lp(w)-norm of both sides, we obtain
∥∥〈k〉sMB,k f : Lp(lq,w)∥∥ c∥∥KBη[∣∣〈k〉sMkγ ∗ f ∣∣η] : L p
η
(
l q
η
,w
)∥∥ 1η .
It remains to use Proposition 3 to conclude (9). The proof of (2) is therefore complete. 
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Let 0 < p < ∞, 0 < q∞, s ∈ R and w ∈ Aloc∞ . Msp,q(w) and Gsp,q(w) are sets of all elements f ∈ S ′e for which∥∥ f : Msp,q(w)∥∥ := ∥∥〈k〉sMkγ ∗ f : lq(Lp(w))∥∥
or ∥∥ f : Gsp,q(w)∥∥ := ∥∥〈k〉sMkγ ∗ f : Lp(lq,w)∥∥
is ﬁnite, respectively. In order to unify the statement in what follows, we use Z sp,q(w) to denote either M
s
p,q(w) or G
s
p,q(w).
Theorem 8. The function space Z sp,q(w) is not dependent on the admissible choices of γ . Different choices of admissible γ will yield
equivalent norms.
Proof. Let γ˜ be another admissible function: γ˜ ∈D and γ˜ (0) = 1, γ˜ is supported on Q (1). Then we have
Mkγ˜ ∗ f (x) =
∑
l∈Zn
Mkγ˜ ∗ Mlγ ∗ Mlγ ∗ f (x).
By the same reasoning, using the integration by parts as before, we obtain∣∣Mkγ˜ ∗ Mlγ (y)∣∣ c〈k − l〉−NχQ (2)(y)
for all N ∈ N with the constant c dependent only on N . As a consequence
∣∣Mkγ˜ ∗ f (x)∣∣ c∑
l∈Zn
〈k − l〉−N
∫
Q (2)
∣∣Mlγ ∗ f (x− y)∣∣dy  c∑
l∈Zn
〈k − l〉−NMB,l f (x).
With this pointwise estimate and Theorem 7, we see that∥∥〈k〉sMkγ˜ ∗ f : Lp(lq,w)∥∥ c∥∥〈k〉sMkγ ∗ f : Lp(lq,w)∥∥.
This inequality shows, by symmetry, that different choices of admissible γ will yield equivalent norms on Gsp,q . A similar
argument works for Msp,q . 
The following is trivial from the deﬁnition of the structure of the underlying function spaces.
Proposition 9. Let 0 < p < ∞, 0 < q∞, s ∈ R and w ∈ Aloc∞ . Then
Msp,min(p,q) ⊂ Gsp,q(w) ⊂ Msp,max(p,q)(w)
in the sense of continuous embedding.
Let us relate Se , S ′e and Z sp,q(w).
Theorem 10. Z sp,q(w) ⊂ S ′e in the sense of continuous embedding.
Proof. Choose a test function τ ∈ Se . Then we have
τ ∗ f (x) =
∑
k∈Zn
τ ∗ Mkγ ∗ Mkγ ∗ f (x).
Let M  1 be a ﬁxed large integer. By using integration by parts, we obtain∣∣τ ∗ Mkγ (y)∣∣ ce−M|y|〈k〉−MqM(τ ).
As a consequence, if 0 < B < M , then we have
∣∣τ ∗ f (x)∣∣ cqM(τ ) ∑
k∈Zn
〈k〉−M
∫
Rn
e−M|y|
∣∣Mkγ ∗ f (x− y)∣∣dy  cqM(τ ) ∑
k∈Zn
〈k〉−M sup
y∈Rn
e−B|y|
∣∣Mkγ ∗ f (x− y)∣∣.
Let x ∈ Q (1). Then we deduce from the above inequality
∣∣τ ∗ f (0)∣∣ cqM(τ ) ∑
k∈Zn
〈k〉−M sup
y∈Rn
e−B|y|
∣∣Mkγ ∗ f (0− y)∣∣ cqM(τ ) ∑
k∈Zn
〈k〉−M sup
y∈Rn
e−B|y|
∣∣Mkγ ∗ f (x− y)∣∣
= cqM(τ )
∑
n
〈k〉−MMB,k f (x).
k∈Z
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∣∣τ ∗ f (0)∣∣ cqM(τ ) ∑
k∈Zn
〈k〉−MMB,k f (x).
Let 1 p < ∞. Then we have
w
(
Q (1)
) 1
p
∣∣τ ∗ f (0)∣∣ cqM(τ ) ∑
k∈Zn
〈k〉−M
( ∫
Q (1)
MB,k f (x)pw(x)dx
) 1
p
 cqM(τ )
∑
k∈Zn
〈k〉−M∥∥MB,k f : Lp(w)∥∥
by the Hölder inequality.
Let 0 < p < 1.
∣∣τ ∗ f (0)∣∣p  cqM(τ )p ∑
k∈Zn
〈k〉−MpMB,k f (x)p .
If we integrate this inequality over Q (1), we obtain
w
(
Q (1)
)∣∣τ ∗ f (0)∣∣p  cqM(τ )p ∑
k∈Zn
〈k〉−Mp
∫
Q (1)
MB,k f (x)pw(x)dx cqM(τ )p
∑
k∈Zn
〈k〉−Mp∥∥MB,k f : Lp(w)∥∥p .
Another application of the Hölder inequality yields, for example,
w
(
Q (1)
)∣∣τ ∗ f (0)∣∣p  cqM(τ )p ∑
k∈Zn
〈k〉− Mp2 · 〈k〉− Mp2
∫
Q (1)
MB,k f (x)pw(x)dx
 cqM(τ )p
(∑
k∈Zn
〈k〉− M2 ∥∥MB,k f : Lp(w)∥∥
)p
,
provided M > 2n(1−p)p . As a consequence, we obtain
w
(
Q (1)
)∣∣τ ∗ f (0)∣∣ cqM(τ ) ∑
k∈Zn
〈k〉− M2 qM(τ )
∥∥MB,k f : Lp(w)∥∥, (11)
whenever M > 2n(1−p)p . Note that M is still at our disposal. Therefore, if we take M > max(2(s + n), 2n(1−p)p ), then (11) is
summable and we conclude
w
(
Q (1)
)∣∣τ ∗ f (0)∣∣ cqM(τ ) · ∥∥ f : Msp,q(w)∥∥.
This inequality shows that Msp,q(w) is embedded into S ′e . A similar argument works for Gsp,q(w). The proof that Gsp,q(w) is
embedded into S ′e can be obtained by using the fact that Msp,q(w) is embedded into S ′e and Proposition 9. 
Corollary 11. Z sp,q(w) is complete.
Proof. Theorem 10 shows that any Cauchy sequence in Z sp,q(w) converges in the topology of S ′e . By the Fatou lemma, this
takes place in the topology of Z sp,q(w) as well. As a result any Cauchy sequence in Z
s
p,q(w) converges in Z
s
p,q(w). 
By mimicking the proof of Theorem 10, we can show that the following holds.
Proposition 12. Se ⊂ Z sp,q(w) for 0 < p,q∞.
In the next section we will indicate how to prove this proposition via the molecular decomposition of the spaces Z sp,q(w).
5. Atomic and molecular decomposition
5.1. Atomic decomposition
Let us present the deﬁnition of atoms. We use χE to denote the indicator function of a subset E ⊂ Rn . Let us deﬁne
l + A := {l + a: a ∈ A} for l ∈ Zn and A ⊂ Rn .
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{aml}m,l∈Zn ⊂ C K is said to be a family of atoms (for Z sp,q), if there exists c > 0 such that
∣∣∂α[e−im·xτml(x)]∣∣ c〈m〉−sχ[−D,D]n (x− l), x ∈ Rn, (12)
for all m, l ∈ Zn and for all multi-indices α with |α| K . In this case one says that each τml is an (s;m, l)-atom. Denote by
Atoms the set of all families of atoms (for Z sp,q). Atom
s
0 is a set of all families in Atom
s such that (12) is fulﬁlled with c = 1.
Note that the deﬁnition does not depend explicitly on w , although the precise value of K is dependent on w .
When w ≡ 1, we had shown in [17] that K will do, provided
K  10
[
n
min(1, p,q)
+ |s| + 2
]
,
where [a] denotes the integer part of a ∈ R.
Deﬁnition 14 (Sequence space zp,q(w)). Let 0 < p < ∞, 0 < q∞. Given λ = {λml}m,l∈Zn , deﬁne
∥∥λ :mp,q(w)∥∥=
∥∥∥∥
∑
l∈Zn
λmlχl+[0,1]n : lq
(
Lp(w)
)∥∥∥∥,
∥∥λ : gp,q(w)∥∥=
∥∥∥∥
∑
l∈Zn
λmlχl+[0,1]n : Lp(lq,w)
∥∥∥∥.
zp,q(w) denotes either mp,q(w) or gp,q(w). zp,q(w) is a set of all doubly indexed sequences λ = {λml}m,l∈Zn for which the
quasi-norm ‖λ : zp,q(w)‖ is ﬁnite.
With these deﬁnitions in mind, let us prove the following atomic decomposition theorem.
Theorem 15. Let 0 < p < ∞, 0 < q∞ and s ∈ R.
(1) If λ = {λml}m,l∈Zn ∈ zp,q(w) and {τml}m,l∈Zn ∈ Atoms0 , then the series f :=
∑
m,l∈Zn λmlτml converges in S ′ and it satisﬁes∥∥ f : Z sp,q(w)∥∥ c∥∥λ : zp,q(w)∥∥,
where c is independent of λ.
(2) Any f ∈ Z sp,q admits the following decomposition:
f =
∑
m,l∈Zn
λmlaml,
∥∥λ : zp,q(w)∥∥ c∥∥ f : Z sp,q(w)∥∥
with the convergence taking place in Z sp,q(w), where {aml}m,l∈Zn ∈ Atoms0 and the coeﬃcients satisfy λ = {λml}m,l∈Zn ∈ zp,q(w).
Proof. Let us begin with the proof that the sum deﬁning f converges in S ′e . Pick a test function τ ∈ Se . Let N ∈ N be ﬁxed
suﬃciently large. Then a repeated integration by parts gives us a constant c depending on N such that∣∣∣∣
∫
Rn
τ · aml
∣∣∣∣ c〈m〉−s−Ne−N|l|
for all l ∈ Zn . Denote by (M loc)N the N-fold composition of M loc. Since a pointwise estimate
χl+[0,1]n (y) 2|l1|+···+|ln |
(
M loc
)2|l1|+···+2|ln |χ[0,1]n (y)
holds and w ∈ Aloc∞ , for every l = (l1, l2, . . . , ln) ∈ Zn , we have
|λml| w
(
l + [0,1]n)− 1p  ceα|l|w([0,1]n)− 1p , (13)
for some α > 0 depending only on w . Hence we conclude that the series
∑
m,l∈Zn λml
∫
Rn
τ · aml converges absolutely.
Next, let us make a more precise estimate of f . Let k ∈ N. Then we have
Mkγ ∗ f (x) =
∑
m,l∈Zn
λml
∫
n
Mkγ (x− y)aml(y)dy.
R
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∣∣∣∣
∫
Rn
Mkγ (x− y)aml(y)dy
∣∣∣∣ c〈m〉−s〈k −m〉−N . (14)
Taking into account of the support condition, we see that (14) can be written as∣∣∣∣
∫
Rn
Mkγ (x− y)aml(y)dy
∣∣∣∣ c〈m〉−s〈k −m〉−Nχl+[−D,D]n (x)
for some D > 0 independent of m and l. Using the maximal operator, we have
〈k〉s∣∣Mkγ ∗ f (x)∣∣ c ∑
m∈Zn
〈k −m〉−N+|s|M loc2D
[∑
l∈Zn
λmlχl+[0,1]n
]
(x).
From Proposition 3 it follows that ‖ f : Z sp,q(w)‖ c‖λ : zp,q(w)‖.
Finally let us show that any element f ∈ Z sp,q(w) admits the atomic decomposition described in the theorem.
Note that f =∑m∈N Mmγ ∗ Mmγ ∗ f . Let us set
Aml(x) :=
∫
l+[0,1]n
Mmγ (x− y) ∗ Mmγ ∗ f (y)dy
Then Aml is supported on l + [−D, D] for some large D  1 and∣∣∂α[e−im·x Aml(x)]∣∣ cα inf
x¯∈l+[D,D]
MB,m f (x¯).
Therefore, letting
λml := 〈m〉s sup
|α|K
sup
x∈Rn
∣∣∂α[e−im·x Aml(x)]∣∣,
aml :=
{
λml
−1Aml if λml = 0,
0 otherwise,
we have
{aml}m,l∈Zn ∈ Atom,
∥∥{λml}m,l∈Zn : zp,q(w)∥∥ c∥∥ f : Z sp,q(w)∥∥
by virtue of the maximal inequality. Therefore, we obtain the desired decomposition. 
Corollary 16.D is dense in Msp,q(w), provided 0 < p,q < ∞ and s ∈ R.
5.2. Molecular decomposition
Deﬁnition 17 (Molecule). Let s ∈ R be a ﬁxed constant. Suppose that K ∈ N is large enough and ﬁxed as above. {Ψml}m,l∈Zn ⊂
C K is said to be a family of molecules (for Z sp,q), if there exist c > 0 and C  1 such that
∣∣∂α[e−im·xΨml(x)]∣∣ c〈m〉−s exp(−C |x− l|), x ∈ Rn, (15)
for all m, l ∈ Zn and for all multi-indices α with |α| K . In this case one says that each Ψml is an (s;m, l)-molecule. Denote
by Mols the set of all families of molecules (for Z sp,q). Mol
s
0 is a set of all families in Mol
s such that (15) is fulﬁlled with
c = 1.
Again the deﬁnition does not depend on w except that the precise value of K will be determined by w .
In [11] we took up molecules with polynomial decay. Here we consider the ones with exponential decay. This is because
that the admissible class of weights contains the weight of exponential growth et .
Before we formulate the molecular decomposition, let us exhibit an example. In [4], Feichtinger considered the modula-
tion spaces by way of the Gaussian function g0(x) = exp(−|x|2). Let us consider π(βk,αl)g0 = MβkTαl g0 for α,β > 0. From
the deﬁnition we can say{〈k〉s · π(k, l)g0}k,l∈Zn ∈Mols.
The molecular decomposition theorem we present here is as follows:
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(1) If λ = {λml}m,l∈Zn ∈ zp,q(w) and {Ψml}m,l∈Zn ∈Mols0 , then the series f :=
∑
m,l∈Zn λmlΨml converges in S ′ and it satisﬁes∥∥ f : Z sp,q(w)∥∥ c∥∥λ : zp,q(w)∥∥,
where c is independent of λ.
(2) Any f ∈ Z sp,q admits the following decomposition:
f =
∑
m,l∈Zn
λmlaml,
∥∥λ : zp,q(w)∥∥ c∥∥ f : Z sp,q(w)∥∥
with the convergence taking place in Z sp,q(w), where {Ψml}m,l∈Zn ∈Mols0 and the coeﬃcients satisfy λ = {λml}m,l∈Zn ∈ zp,q(w).
Proof. Similar to the atomic decomposition using KB instead of M loc. We omit the details. 
Corollary 19. Let 0 < p < ∞, 0 < q∞ and s ∈ R. Then Se ⊂ Z sp,q(w) in the sense of continuous embedding.
5.3. Comparison with unweighted case
Using this decomposition, let us conclude that our deﬁnition agrees with the one in [9,19] if w = 1. From the atomic
decomposition obtained in [11,17] we conclude the following.
Theorem 20. Let w ≡ 1. Then we have the following norm equivalence:
∥∥ f : Msp,q(1)∥∥ ∥∥〈m〉sF−1[φ(· −m)F f ] : lq(Lp)∥∥,∥∥ f : Gsp,q(1)∥∥ ∥∥〈m〉sF−1[φ(· −m)F f ] : Lp(lq)∥∥.
It is well known that if s = 0, then Msp,q(1) and Gsp,q(1) are equivalent.
6. Lift operators
Now let us consider (1 − t2Δ)− a2 . If a > 0, then this operator agrees with the convolution operator Kt ∗ f , where Kt is
given by
Kt(x) = t
−n
(4π)
a
2 ( a2 )
∞∫
0
exp
(
−π |t
−1x|2
δ
− δ
4π
)
δ
−n+a
2
dδ
δ
. (16)
For details we refer to [20]. In this section we shall prove
Theorem 21. Let w ∈ Aloc∞ and a < 0. Then there exists t0 , depending only on w, such that (1− t2Δ)
a
2 , which is deﬁned a priori on S ,
can be extended to an isomorphism from Zsp,q(w) to Z
s−a
p,q (w), whenever 0 < t < t0p, 0 < p < ∞ and 0 < q∞.
For the proof we use the following facts. Recall that Bsp,q denotes the Besov spaces. The deﬁnition of these spaces
resembles the one for the modulation spaces Msp,q , with the modulation replaced by dilation.
Lemma 22. Let 0 < a < n. Then there exists c > 0 such that
sup
x∈Rn
∣∣〈x〉−aF f (x)∣∣ c∥∥ f : Ba1,∞(Rn)∥∥
for all f ∈ Ba1,∞(Rn).
This result is somehow stronger than the usual Riemann–Lebesgue theorem because L1(Rn) is a proper subset
of B01,∞(Rn). For the proof, we refer to [18], for example.
The next result is a direct consequence of the atomic decomposition that can be found in [25,26].
Lemma 23. Let κ ∈D and 0 < a < n. If we set f (x) = |x|a−nκ(x), then we have f ∈ Ba1,∞ .
If we combine these two facts, then we obtain
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sup
x∈Rn
∣∣〈x〉−aF f (x)∣∣ c < ∞,
where f is given by f (x) = |x|a−nκ(x).
Let us return back to the proof of the theorem.
Proof. The case when Z sp,q(w) denotes G
s
p,q(w) being the same, let us assume that Z
s
p,q(w) = Msp,q(w). Since (1 −
t2Δ)
a
2 (1 − t2Δ) b2 = (1 − t2Δ) a+b2 , and it is easy to see that 1 − t2Δ is continuous from Z s+2p,q (w) to Z sp,q(w), we have
only to prove that (1− t2Δ)− a2 is continuous from Z sp,q(w) to Z s+ap,q (w) for all 0< a < 1.
Recall that γ ∈D was chosen so that
χQ ( 12 )
 γ  χQ (1).
Deﬁne
K (1)t (x) := γ · Kt , K (2)t (x) := Kt − K (1)t .
Then we obtain, from the expression of Kt (see (16)), that
K (1)t ∈ Ba1,∞,
∣∣∂αK (2)t (x)∣∣ cα exp
(
−|x|
2t
)
.
If we consider the Fourier transform of K (1)t ∗ Mkγ , then we see that∣∣K (1)t ∗ Mkγ (x)∣∣ c〈k〉−a
with c depending on t not on k. Since K (1)t and γ are supported on Q (1), the support of K
(1)
t ∗ Mkγ is contained in Q (2).
Therefore, by the maximal estimate we see that∣∣K (1)t ∗ Mkγ ∗ Mkγ ∗ f (x)∣∣ c〈k〉−aMB,k f (x).
As a consequence, it follows that
∥∥〈k〉s+aK (1)t ∗ Mkγ ∗ Mkγ ∗ f : lq(Lp(w))∥∥ c∥∥〈k〉sMB,k f : lq(Lp(w))∥∥ c∥∥ f : Msp,q(w)∥∥.
Therefore, the estimate for the ﬁrst term is now valid. As for the second term, a repeated application of the integration by
parts yields
∣∣K (2)t ∗ Mkγ (x)∣∣ c〈k〉−L exp
(
−|x|
2t
)
for L  1. From this, we see that∣∣K (2)t ∗ Mkγ ∗ Mkγ ∗ f (x)∣∣ c〈k〉−aMB,k f (x)
with B = 12t . As a consequence, it follows that∥∥〈k〉s+aK (2)t ∗ Mkγ ∗ Mkγ ∗ f : lq(Lp(w))∥∥ c∥∥〈k〉sMB,k f : lq(Lp(w))∥∥ c∥∥ f : Msp,q(w)∥∥,
provided B > B0p , where B0 depends only on w . If we let t0 = B02 , we obtain the desired result. 
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