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Abstract: We examine the behavior of the retarded Green’s function in theories with Lif-
shitz scaling symmetry, both through dual gravitational models and a direct field theory
approach. In contrast with the case of a relativistic CFT, where the Green’s function is fixed
(up to normalization) by symmetry, the generic Lifshitz Green’s function can a priori depend
on an arbitrary function G(ωˆ), where ωˆ = ω/|~k|z is the scale-invariant ratio of frequency to
wavenumber, with dynamical exponent z. Nevertheless, we demonstrate that the imaginary
part of the retarded Green’s function (i.e. the spectral function) of scalar operators is ex-
ponentially suppressed in a window of frequencies near zero. This behavior is universal in
all Lifshitz theories without additional constraining symmetries. On the gravity side, this
result is robust against higher derivative corrections, while on the field theory side we present
two z = 2 examples where the exponential suppression arises from summing the perturbative
expansion to infinite order.
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1 Introduction
The AdS/CFT correspondence provides us with a remarkable strong-weak coupling duality
between a bulk gravitational theory and a boundary field theory in one fewer dimension, and
as such it has found numerous applications in calculating interesting observables of strongly
coupled field theories using weakly coupled holographic methods. In recent years, the number
of proposed gravity duals to interesting strongly coupled QFTs has increased significantly. In
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addition to the relativistic case of asymptotically AdS backgrounds, there exist interesting
gravitational duals exhibiting non-relativistic (or Lifshitz-) scaling symmetry [1], as well as
Schro¨dinger symmetry [2–4]. These non-relativistic backgrounds are particularly relevant
for studying condensed matter systems at strong coupling, where exact analytic results are
difficult to obtain using traditional methods.
In many standard cases, the mapping between bulk and boundary is easily obtained.
This is especially true when there is a brane interpretation, such as the familiar picture of
IIB theory on AdS5 × S5. In this case, the AdS5 supergroup SU(2, 2|4) is identical to the
superconformal symmetry group of the four-dimensional N = 4 super-Yang Mills theory. As
a result, all observables are constrained by the superconformal symmetry, and in particular
the two-point functions are fully determined up to normalization. For example, the retarded
scalar Green’s function in momentum space must have the form
GR(q
2) = A(−q2)∆−2, q2 = ω2 − |~k |2, (1.1)
where A is an overall constant and ∆ is the conformal dimension of the scalar operator O∆.
The mapping between condensed matter systems and backgrounds with non-relativistic
scaling symmetry is often less obvious. In this case, we must often fall back to the general
strategy of constructing a holographic dual to a given field theory by matching symmetries and
conserved quantities [1–4]. Moreover, non-relativistic scale invariance is no longer sufficient
to fully constrain the form of the two-point functions. Consider, for example, the case of
Lifshitz scaling with dynamical exponent z, where energy and momentum scale as ω → λzω
and ~k → λ~k, respectively. This scaling symmetry only constrains the form of the Green’s
function up to an arbitrary function of the scale-invariant quantity ωˆ = ω/|~k |z:
GR(ω,~k ) = |~k |2νzG(ωˆ). (1.2)
Here ν is the energy scaling dimension, and the momentum-dependent prefactor is chosen to
give GR the proper scaling dimension.
The form of the Green’s function (1.2) holds for any (isotropic) scale-invariant theory,
whether computed directly from the field theory or via the holographic dual. However, in
general, G(ωˆ) cannot be fixed by matching symmetries alone. (If additional symmetries are
imposed, such as z = 2 Schro¨dinger symmetry, then the Green’s function may become fully
determined.) This suggests that symmetries are not sufficient for connecting non-relativistic
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theories to their holographic duals, and in particular that the duality map must include
additional dynamical information.
At the same time, the bulk theory yields a preferred choice of the Green’s function
obtained from the classical two-derivative bulk action. For z = 2 Lifshitz, the holographic
scalar Green’s function was obtained analytically in [1], while a WKB calculation for arbitrary
z > 1 demonstrated a characteristic exponential suppression of the spectral weight (i.e. the
imaginary part of the Green’s function) in the limit ωˆ → 0 [5]. This has been interpreted
as an “insensitivity” of the boundary theory to small changes of the geometry near the
horizon. The same exponential behavior is responsible for making the smearing function of
both Schwarzschild-AdS and Lifshitz spacetime a distribution rather than a true function
[6, 7], and has been interpreted as a loss of bulk locality for such non-relativistic geometries
[8].
It is natural to expect that different field theoretic models with the same dynamical ex-
ponent z will yield different Green’s functions. This raises the issue as to how the holographic
dual can distinguish among these models. For unbroken scaling symmetry, the bulk geometry
is essentially fixed to be pure Lifshitz (if we work within the context of general relativity; see
e.g. [9–11] for other approaches). Thus the background alone cannot distinguish between dif-
ferent models, and we are mainly left with the dynamics of the bulk fields as the distinguishing
characteristic. In particular, the addition of higher derivative terms to the bulk equations of
motion will directly affect the form of the holographic Green’s function. This is in contrast
with the relativistic case, where higher derivative corrections may affect the constant A in
(1.1), but will not otherwise modify the functional form of the retarded Green’s function.
Once we allow for a higher derivative expansion in the bulk, it may seem that some
predictive power is lost, since the holographic Green’s function would in principle be sensitive
to all of the infinitely many higher derivative terms. However, we demonstrate that there are
universal features that remain. In particular, the characteristic exponential suppression of
the spectral function in the low frequency regime found in [5] is robust with respect to higher
derivatives in the bulk, as long as the frequencies stay above a (momentum-dependent) cutoff.
We furthermore show that this exponential suppression arises in field theory models with
z = 2 scaling. In particular, for both the quadratic band crossing model of [12] and the
quantum Lifshitz model [13], a simple kinematical argument demonstrates that the exponen-
tial suppression arises because one has to go to higher and higher orders in the perturbative
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expansion to see non-zero spectral weight in the limit ωˆ → 0.
This paper is organized as follows. In section 2, we briefly review the form of the scalar
Green’s function in a theory with Lifshitz scaling. Then in section 3, we set up the compu-
tation of the Green’s function in a holographic Lifshitz model with bulk higher derivatives.
Following that, we perform a WKB analysis of the spectral function in section 4 and show
that it has a universal exponential suppression at small ωˆ. In section 5, we demonstrate that
this exponential suppression can be seen directly from a field theory perspective. We focus
on the quadratic band crossing model, but also consider the quantum Lifshitz model. Finally,
we conclude in section 6 with a conjecture that this suppression is universal for all Lifshitz
theories in the absence of further constraining symmetries.
2 The Green’s function in a scale invariant theory
In a translationally invariant theory, the retarded Green’s function is naturally written in
momentum space as GR(ω,~k). Furthermore, unitarity and causality demand that GR is
analytic in the upper half of the complex ω-plane. For a scale-invariant theory, the conditions
on the Green’s function are much stronger. In particular, for Lifshitz scaling symmetry with
dynamical exponent z
~x→ Λ~x, t→ Λzt, (2.1)
scale and rotational invariance demand that GR cannot depend on ω and ~k separately, but
must have the form
GR(ω,~k) = |~k|2νzG(ωˆ) where ωˆ ≡ ω|~k|z
. (2.2)
Here ν is the energy scaling dimension and G(ωˆ) is analytic in the upper half ωˆ plane.
Non-relativistic scale invariance by itself does not further constrain the form of G(ωˆ).
However, additional symmetries can fix it completely. For example, relativistic conformal
invariance (for the case z = 1) constrains GR ∼ (−q2)ν where q2 = −kµkµ = ω2 − |~k|2. This
is equivalent to taking the function
GCFT = A(1− ωˆ2)ν , (2.3)
where A is a constant. Similarly, full Schro¨dinger symmetry (for z = 2) [2–4] requires
GSch = A(1− 2mωˆ)2ν , (2.4)
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where A is again a constant, and m is the eigenvalue of the mass-operator of the Schro¨dinger
algebra.
While the relativistic and Schro¨dinger cases are the most extensively studied, we are
mainly interested in exploring the features of the function G(ωˆ) for Lifshitz models without
additional symmetries using holographic methods. In general, G will depend on the details of
the model. However, some universal properties can be deduced in both the small and large ωˆ
limits. For ωˆ → 0, the only dimensionful quantity that remains is |~k|. Hence GR must behave
as |~k|2νz, or equivalently
G(ωˆ → 0) ∼ const. (2.5)
On the other hand, when ωˆ →∞, the dependence on |~k| drops out, and we must have
G(ωˆ →∞) ∼ ωˆ2ν . (2.6)
As can be seen from (2.3) and (2.4), the z = 1 and Schro¨dinger z = 2 cases both satisfy these
properties.
The retarded Green’s function is in general complex, and this ought to be kept in mind
when considering the limiting behaviors given above. Of particular interest is the general
behavior of the spectral function χ(ω,~k) = 2 ImGR(ω,~k). For large ω, the spectral function
scales as χ ∼ ω2ν , consistent with (2.6), as well as the relativistic and Schro¨dinger cases.
The small ω limit, on the other hand, is more subtle. While scaling symmetry demands
χ ∼ 2|~k|2νz ImG(ωˆ), with ImG(ωˆ) approaching a constant as ωˆ → 0, this constant is in fact
zero for the z = 1 and z = 2 Schro¨dinger cases. Moreover, for these cases χ is identically
vanishing for a range of ωˆ near zero. However, this no longer needs to be the case in theories
with Lifshitz scaling, but without additional symmetries. Nevertheless, as we have shown
in [5], in the latter case the spectral function is at most exponentially small in the limit
ωˆ → 0, at least in the two-derivative holographic theory. What we will show below is that
this exponential suppression of χ remains robust, even when higher derivative corrections are
included, as long as the perturbative expansion is kept under control.
3 Holographic Lifshitz models
The Lifshitz symmetry (2.1) can be realized in a gravitational background given by the metric
ds2d+2 =
−dt2 + dρ2
ρ2
+
d~x2
ρ2/z
. (3.1)
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The boundary of the bulk spacetime is located at ρ = 0, while the horizon is at ρ =∞. For
simplicity, we examine the scalar Green’s function, which can be holographically computed
from the action of a bulk scalar φ(t, ~x, ρ).
At the two-derivative level, the minimally coupled equation of motion for φ is simply
(−m2)φ = 0. This system has been extensively studied, and the holographic computation
of the retarded Green’s function is by now standard [14]. Working in momentum space and
taking
φ(t, ~x, ρ) = ei(
~k·~x−ωt)ρd/2zψ(ρ), (3.2)
we find that ψ(ρ) satisfies the Schro¨dinger-like equation −ψ′′ + U0ψ = 0 where
U0 =
ν2 − 1/4
ρ2
+
|~k|2
ρ2−2/z
− ω2. (3.3)
and
ν =
√
m2 +
(
d+ z
2z
)2
. (3.4)
We can highlight the scaling properties of the solution by defining the dimensionless coordinate
ρˆ = ρ|~k|z. (3.5)
The Schro¨dinger-like equation now takes the form
− ψ′′(ρˆ) + Uˆ0(ρˆ)ψ(ρˆ) = 0, Uˆ0(ρˆ) = ν
2 − 1/4
ρˆ2
+
1
ρˆ2−2/z
− ωˆ2. (3.6)
In order to apply the AdS/CFT prescription for calculating the retarded Green’s function,
we need to examine the solution near the boundary at ρˆ = 0 and as it approaches the horizon
at ρˆ = ∞. In the limit ρˆ → 0, the Schro¨dinger potential is dominated by the (ν2 − 1/4)/ρˆ2
term, and we find the boundary behavior
ψ(ρˆ→ 0) ∼ Aρˆ 12−ν +Bρˆ 12+ν . (3.7)
Here we have used the convention that B is the coefficient of the normalizable mode, while A
is the coefficient of the non-normalizable mode. For z > 1, Uˆ0 approaches −ωˆ2 at the horizon,
so the solution is oscillatory:
ψ(ρˆ→∞) ∼ aeiωˆρˆ + be−iωˆρˆ. (3.8)
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For the retarded Green’s function, we take infalling boundary conditions, which correspond
to setting b = 0. In this case, we find
G(ωˆ) = B
A
∣∣∣∣
b=0
, (3.9)
where the relation between {A,B} at the boundary and {a, b} at the horizon is obtained by
solving the Schro¨dinger problem (3.6).
3.1 Bulk higher derivatives
At the two-derivative level, the solution for G(ωˆ) has been extensively studied, and analytic
results may be obtained for z = 1 and z = 2 [1, 14]. However, as we emphasized in section
2, scaling symmetry by itself does not fully constrain the form of the Green’s function. This
raises the question of where the freedom of arbitrarily choosing the function G arises in the
holographic dual. If we work within general relativity, there are two natural possibilities: the
first is the choice of background metric, and the second is the form of the scalar equation.
However, the metric (3.1) is essentially unique (up to coordinate transformations) once we
have imposed Lifshitz scaling. This leaves us with modification of the equation of motion.
From a bulk effective field theory point of view, it is possible to include higher derivative
terms in the scalar equation. In momentum space, non-radial derivatives in the effective
action show up as powers of ω and ~k, while additional ρ derivatives lead to a higher order
differential equation for ψ(ρ). If there are no additional ρ derivatives, then the momentum
space equation remains second order and can be brought into Schro¨dinger form just as above.
This time, however, the effective Schro¨dinger potential in (3.6) generalizes to
Uˆ(ρˆ) =
ν2 − 1/4
ρˆ2
+
1
ρˆ2−2/z
− ωˆ2 + 1
ρˆ2
f(ωˆρˆ, ρˆ1/z). (3.10)
where the function f encodes the presence of the higher derivative terms.
In principle, the procedure for extracting the holographic Green’s function is unchanged
from the prescription of (3.9). However, the higher derivative terms affect the shape of the
potential, and hence may change the boundary and horizon asymptotics and possibly also in-
troduce additional classical turning points in the bulk. In order to get a better understanding
of the asymptotics, we write out the expansion
1
ρˆ2
f(ωˆρˆ, ρˆ1/z) =
∑
i,j
i+j>2
λi,jωˆ
iρˆi+j/z−2, (3.11)
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where i and j count the number of temporal and spatial derivatives, respectively. The re-
striction i + j > 2 ensures that f only comprises the higher derivative contributions. Note
that the coefficients λi,j are dimensionless, although (after restoring units) we typically ex-
pect λi,j ∼ (`/L)i+j−2, where ` is some microscopic scale and L is the curvature scale of the
Lifshitz bulk, such that ` L.
Focusing first on the boundary at ρˆ = 0, we see that the behavior of the potential (3.10)
remains dominated by the 1/ρˆ2 term, since i + j > 2 in the derivative expansion. Thus
the boundary scaling behavior remains unchanged from (3.7), and the relation of the scaling
dimension to ν is unaffected by the higher order terms.
The horizon behavior, on the other hand, is considerably different. Since the horizon
is located at ρˆ → ∞, and the expansion (3.11) in general contains positive powers of ρˆ,
the successive higher derivative terms will become more and more dominant at the horizon.
Furthermore, the potential will generically go to ±∞ at the horizon, depending on the sign
of λi,j of the dominant term. As a result, strictly speaking, the perturbative expansion of
the scalar equation breaks down near the horizon. Nevertheless, we now argue that the
holographic Green’s function can be extracted from the solution of the higher derivative
equation in a controlled manner.
3.2 Consistency of the higher derivative expansion
At the two-derivative level, the Schro¨dinger potential (3.6) is monotonically decreasing as we
move into the interior of the bulk, and there is a single classical turning point located at ρˆ0
where Uˆ0(ρ0) = 0. For ρˆ < ρˆ0, the solution connects to the power-law behavior (3.7) at the
boundary, while for ρˆ > ρˆ0, the solution is oscillatory, and infalling boundary conditions are
chosen at the horizon.
Ignoring the shift of ν2 in (3.6), there are two competing power laws in Uˆ , namely ν2/ρˆ2
and 1/ρˆ2−2/z, and the behavior of the solution depends on which of the power laws dominates
at the classical turning point. We define the crossover point as ρˆ∗ = νz, which is the location
where the two terms become comparable. There are two distinct cases to consider:
1. For ωˆ  ν1−z, the classical turning point is located at ρˆ0 ≈ ν/ωˆ  ρˆ∗. This point
is close to the boundary, and the 1/ρˆ2 potential ensures a power law behavior without
exponential suppression. The holographic Green’s function is “featureless”, and behaves
as G ∼ ωˆ2ν .
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2. For ωˆ  ν1−z, the classical turning point is instead located at ρˆ0 ≈ ω−z/(z−1)  ρˆ∗.
The Green’s function now probes deep into the bulk, and can have non-trivial features.
Note that the wavefunction has exponential behavior in the region ρˆ∗ < ρˆ < ρˆ0, leading
to an effective decoupling of the boundary from the horizon [5].
We now consider the effect of the higher derivative terms, encoded in the function f in
(3.11). Although this function dominates at the horizon, we nevertheless consider a formal
perturbative expansion of the Schro¨dinger problem in the couplings λi,j . Of course, the higher
order terms will dominate the wavefunction near the horizon. However, it is important to
realize that the holographic Green’s function is not determined by the wavefunction at the
horizon, but by its asymptotic behavior at the boundary. Infalling boundary conditions are
needed at the horizon, but this can be imposed consistently at each order in the perturbative
expansion. These infalling conditions will be seen in the boundary Green’s function, but will
not dominate over lower orders in the expansion.
Although a formal perturbative expansion can be used to solve the bulk scalar equation,
the expansion of G in the couplings λi,j will only be sensible if the corrections can be kept small.
Obviously this cannot be true globally, as the higher derivative terms typically dominate near
the horizon. However, as one can see for example by using the WKB approximation (see
section 4 and [5]), the holographic Green’s function only gives us information about physics
between the boundary and the classical turning point ρˆ0, where the wavefunction changes
from exponential to oscillating behavior. Hence all that is necessary is to ensure that f
remains small compared to the leading order potential Uˆ0 only for ρˆ ≤ ρˆ0. The specifics of
this condition depend on whether we are in the high or low frequency regime. We consider
these two cases separately:
1. In the high frequency regime (ωˆ  ν1−z), the dominant term in Uˆ0 is ν2/ρˆ2. Since this
term is decaying, while at the same time f becomes more important as we move away
from the boundary, we only need to demand that f is small compared to ν2/ρˆ2 at the
classical turning point. This gives rise to the condition f(ωˆρˆ0, ρˆ
1/z
0 )  ν2, which may
be satisfied by taking (`/L)ν  1, where we have assumed the expansion (3.11) along
with the behavior of the couplings λi,j ∼ (`/L)i+j−2. As we may see from (3.4), the
scale of ν is set by mL. Therefore, the condition for a valid expansion is equivalent to
demanding m`  1. We conclude that in this case, higher derivative corrections are
under perturbative control provided the bulk couplings satisfy m`  1. This behavior
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is very much like the relativistic z = 1 case, since in both situations the ν2/ρˆ2 potential
dominates up to the classical turning point.
2. In the low frequency regime (ωˆ  ν1−z), we need to compare f with the 1/ρˆ2−2/z term
in Uˆ0. Once again, we only need to consider the magnitude of f at the classical turning
point. The condition is now f(ωˆρˆ0, ρˆ
1/z
0 ) ρˆ2/z0 , which gives rise to the requirement
ωˆ 
(
`
L
)z−1
. (3.12)
As ωˆ is taken smaller and smaller, we need to take higher and higher order corrections
into account. As a result, the perturbative expansion breaks down at small ωˆ, and
results computed in this regime will not be robust against higher derivative corrections.
Physically, what happens is that as ωˆ → 0, we probe closer and closer to the horizon,
and it is precisely there where the higher derivative corrections dominate.
Hence, as long as the scale of the bulk higher derivative corrections satisfies m`  1, the
perturbative expansion of the boundary Green’s function makes sense for dimensionless fre-
quencies ωˆ  (`/L)z−1. For lower frequencies, the higher derivative terms start dominating.
This feature of higher derivative terms becoming more pronounced at the horizon is not
restricted to the Lifshitz background, but is in fact fairly general and shows up in, e.g.,
the pure AdS and Schwarzschild-AdS cases. While the pure AdS case tends to be robust
against higher derivatives because of conformal invariance, more care may be needed in the
case of holography at non-zero temperature [14–21]. Transport coefficients, such as the shear
viscosity, may be extracted using the Kubo formula, which is evaluated at |~k| = 0 before
sending ω → 0. Since this is consistent with (3.12), the perturbative expansion for transport
coefficients is valid. At the same time, however, more care may be needed when analyzing
general hydrodynamic modes, which are defined for both ω and ~k small, but nonzero (see e.g.
[22]).
4 WKB analysis of the spectral function
In this section, we study the holographic spectral function of a probe scalar in Lifshitz space-
time, in the presence of higher derivative corrections. To determine the effect of higher
derivatives on the retarded Green’s function, we consider a probe scalar with an effective
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potential of the form
Uˆ =
ν2 − 1/4
ρˆ2
+
1
ρˆ2−2/z
− ωˆ2 +
∑
i+j>2
λi,jωˆ
iρˆi+j/z−2. (4.1)
The last term encodes an infinite set of higher derivative corrections to the equation of motion,
where the (i, j) term corresponds to i temporal and j spatial derivatives. The size of the
coefficients is expected to be set by a microscopic length scale `, so that (after restoring units of
L) λi,j ∼ (`/L)i+j−2. Since it is in general not possible to solve the corresponding Schro¨dinger
equation for the potential (4.1) analytically, we will make use of the WKB approximation to
obtain an approximate solution. This method can be used to calculate the imaginary part of
the retarded Green’s function, which is proportional to the spectral function. After switching
to the ρˆ coordinates defined in (3.5), the spectral function can be approximated by1 [5]
K−1ImGR(ω,~k) ≈ |~k|2νz lim
→0
−2νe−2S . (4.2)
Here K is a normalization constant and
S =
∫ ρˆ0

dρˆ
√
Uˆ(ρˆ) +
1
4ρˆ2
. (4.3)
The additional 1/ρˆ2 term is equivalent to an effective shift ν2 → ν2 + 14 , which is necessary
for consistency of the WKB approximation for 1/x2 potentials [7]. The integral is taken from
a UV cutoff  to the classical turning point ρˆ0. The WKB approximation for the imaginary
part of the rescaled Green’s function defined in (2.2) is given by
K−1ImG(ωˆ) ≈ lim
→0
−2νe−2S . (4.4)
This expression is valid for a potential with only one classical turning point, such that the
wavefunction is oscillating near the horizon and tunnels towards the boundary. Close to the
boundary, the 1/ρˆ2 part of the potential leads to a power-law scaling of the wavefunction,
which is stripped off by the factor of −2ν in (4.4). We can use (4.4) to determine the imprint
of higher derivative corrections on the spectral function, provided that λi,j < 0. In this case,
the potential goes to −∞ at the horizon, but the wavefunction still remains oscillating and
we can consistently impose infalling boundary conditions. Later we will argue that (4.4) can
in fact be used to provide a formal expansion for corrections with arbitrary sign.
1The additional prefactor of |~k|2νz arises from letting → |~k|−z, which is the proper UV cutoff needed to
cancel the log-divergence of the integral.
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In order to perform a perturbative expansion of the WKB integral (4.3) in terms of λi,j ,
we need the higher derivative corrections to be subdominant compared to the other terms in
Uˆ , at least in the domain of integration. We therefore demand
λi,jωˆ
iρˆi+j/z  ν2, λi,jωˆiρˆi+j/z  ρˆ2/z (4.5)
for all 0 < ρˆ ≤ ρˆ0 (see also the discussion in section 3.2). We can already see that this imposes
an ωˆ-dependent condition on the coefficients λi,j , which we will make more explicit in what
follows.
We can now determine the leading order correction to ImG(ωˆ) by formally expanding the
WKB integral in terms of the λi,j . At leading order, the higher derivative contributions are
linear, so for our purposes it will be enough to drop the sum in (4.1) and only consider the
effect of a single correction term with fixed (i, j). In a realistic model with a tower of higher
derivative corrections, one may obtain a perturbative expansion for ImG(ωˆ) by summing up
the individual contributions, keeping in mind that if there are corrections at different order
(e.g. α′ and (α′)2), one may have to go beyond linear order to study the effect of all correction
terms.
A consistent expansion in λi,j requires expanding both the integrand and the upper
bound ρˆ0, since the location of the turning point depends on the details of the correction
terms. Writing S = S(0) + δS, where S(0) is the two-derivative integral with λi,j = 0, we find
(see appendix A for a rigorous derivation):
S(0) =
∫ ρˆ(0)0

dρˆ
√
ν2
ρˆ2
+
1
ρˆ2−2/z
− ωˆ2, (4.6)
δS ≈
∫ ρˆ(0)0

dρˆ
λi,jωˆ
iρˆi+j/z−2
2
√
ν2
ρˆ2
+ 1
ρˆ2−2/z − ωˆ2
, (4.7)
where ρˆ
(0)
0 is the turning point for the case λi,j = 0, i.e. the solution of
ν2
ρˆ20
+
1
ρˆ
2−2/z
0
− ωˆ2 = 0, (4.8)
and we expanded up to linear order in λi,j . The large and small ωˆ-behavior of the unperturbed
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integral S(0) was computed in [7]:
S(0)(ωˆ  ν1−z) ≈ −ν − ν log
( 
2ν
)
, (4.9)
S(0)(ωˆ  ν1−z) ≈ −zν + zν log (2ν) + ν(z − 1) log z +
√
piΓ
(
1
2(z−1)
)
zΓ
(
z
2(z−1)
) ωˆ− 1z−1 . (4.10)
Let us now calculate the leading correction (4.7) in the same limits. For ωˆ  ν1−z, the
unperturbed turning point lies at ρˆ
(0)
0 ≈ ν/ωˆ, which is well within the region where the 1/ρˆ2
term dominates over 1/ρˆ2−2/z. Hence we can approximate the integral as
δS ≈
∫ ν/ωˆ

dρˆ
λi,jωˆ
iρˆi+j/z−2
2
√
ν2
ρˆ2
− ωˆ2
. (4.11)
Letting x ≡ ωˆρˆ/ν, we find
δS ≈ νλi,jνi+j−2
(
ν1−z
ωˆ
) j
z
∫ 1
ωˆ
ν
dx
xi+
j
z
−2
2
√
1
x2
− 1
. (4.12)
For ωˆ  ν1−z, correction terms with j 6= 0 are highly suppressed. After taking the UV cutoff
 to zero, we therefore have
δS ≈ δj,0ciλi,0νi−1 +O
(
ν1/z−1
ωˆ1/z
)
, (4.13)
where
ci =
∫ 1
0
dx
xi−1
2
√
1− x2 =
√
piΓ
(
i
2
)
4Γ
(
i+1
2
) . (4.14)
Using (4.13) and the unperturbed result (4.9), we arrive at the final answer
K−1ImG(ωˆ  ν1−z) ≈ Cωˆ2ν , C = (2ν)−2ν exp [2ν (1− δj,0ciλi,0νi−2 + · · · )] , (4.15)
where the ellipsis indicates terms that are higher order in λ. The scaling of G with ωˆ2ν
reflects the fact that at large frequencies, the Green’s function GR(ω,~k) = |~k|2νzG(ωˆ) becomes
independent of ~k (see the discussion in section 2). The higher derivatives simply renormalize
the numerical prefactor in a controlled way. The size of the higher derivative corrections at
large ωˆ is controlled by
λi,0ν
i−2 ∼
(
`
L
ν
)i−2
∼ (m`)i−2 , (4.16)
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where i > 2 is the number of temporal derivatives. Note that λi,0ν
i−2  1 is precisely what
is required for the higher derivative corrections to be small up to the classical turning point
ρˆ0, in the limit of large ωˆ, as one can see by evaluating (4.5) at ρˆ0 in this limit, and noting
that the unperturbed potential is monotonically decreasing.
We now turn to calculating the higher derivative corrections in the case of small frequen-
cies (ωˆ  ν1−z). In this case, the unperturbed classical turning point lies at ρˆ(0)0 ≈ ωˆ−z/(z−1).
We can split up the integral (4.7) in the following way [7]: Let ρˆ∗ = νz be the crossover
scale, defined in the beginning of section 3.2, at which the two different terms in the potential
(3.10), ν2/ρˆ2 and 1/ρˆ2−2/z, become comparable. Since ωˆ  ν1−z, we can then introduce a
regulator scale ρˆr such that ρˆ∗  ρˆr  ρˆ(0)0 , and split up the WKB integral in (4.7) as∫ ρˆ(0)0

=
∫ ρˆr

+
∫ ρˆ(0)0
ρˆr
. (4.17)
The first of the integrals above is taken over  ≤ ρˆ ≤ ρˆr  ρˆ(0)0 , so we can approximate the
potential in this region as
Uˆ ≈ ν
2
ρˆ2
+
1
ρˆ2−2/z
+ λi,jωˆ
iρˆi+j/z−2. (4.18)
On the other hand, the second integral is taken over ρˆr ≤ ρˆ ≤ ρˆ(0)0 , so in this region we can
write
Uˆ ≈ 1
ρˆ2−2/z
− ωˆ2 + λi,jωˆiρˆi+j/z−2. (4.19)
Using these approximations, we find
δS = δS1 + δS2,
≈
∫ ρˆr

dρˆ
λi,jωˆ
iρˆi+j/z−2
2
√
ν2
ρˆ2
+ 1
ρˆ2−2/z
+
∫ ρˆ(0)0
ρˆr
dρˆ
λi,jωˆ
iρˆi+j/z−2
2
√
1
ρˆ2−2/z − ωˆ2
. (4.20)
Letting u = 1
ν2
ρˆ2/z, the first integral can be written as
δS1 =
zν
4
λi,jν
i+j−2
(
ωˆ
ν1−z
)i ∫ ur
u
du
u
z
2
i+ j
2
−1
√
1 + u
, (4.21)
where the integration bounds are u = 
2/z/ν2 → 0 and ur = (ρˆr/ρˆ∗)2/z  1. In the small
frequency limit ωˆ  ν1−z, the correction term is highly suppressed unless i = 0. Hence we
have
δS1 ≈ δi,0 zν
4
λ0,jν
j−2
∫ ur
u
du
u
j
2
−1
√
1 + u
+O
(
ωˆ
ν1−z
)
. (4.22)
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The remaining integral is divergent as ur →∞. However, one can show that the contribution
of the upper bound cancels with that from the lower bound of δS2, since ur is after all a
fictitious regulator scale. Hence the only contribution of (4.22) to δS is due to evaluating the
integral at the lower bound u → 0:
δS1 → −δi,0 zν
4
djλ0,jν
j−2 +O
(
ωˆ
ν1−z
)
, (4.23)
where
dj =
∫ u=0
du
u
j
2
−1
√
1 + u
. (4.24)
This contribution is finite; in particular there are no log  terms, which would affect the
boundary scaling. Similar to the large ωˆ case, higher derivative corrections are controlled
by terms of order ∼ λνn−2, where n counts the number of derivatives. This becomes quali-
tatively different when considering δS2, which captures the contribution of higher derivative
corrections deep in the bulk. Letting x = ωˆz/(z−1)ρˆ, we obtain
δS2 =
1
2
ωˆ−
1
z−1 ei,jλi,jωˆ
− 1
z−1 (i+j−2), (4.25)
where
ei,j =
∫ 1
ρˆr/ρˆ
(0)
0
dx
xi−1+
j−1
z√
1− x2− 2z
. (4.26)
When expanding the lower bound in powers of ρˆr/ρˆ
(0)
0 , each term is designed to cancel with
the corresponding contribution from δS1. Instead of carrying out this cancellation explicitly,
we can therefore let
ei,j →
∫ 1
0
dx
xi−1+
j−1
z√
1− x2− 2z
=
√
piΓ
(
iz+j−1
2(z−1)
)
(2− 2z )Γ
(
(i+1)z+j−2
2(z−1)
) , (4.27)
together with the prescription (4.23). Using (4.23), (4.25) and the zeroth order result (4.10),
we arrive at the final answer
K−1ImG(ωˆ  ν1−z) ≈ D exp
[
−ωˆ− 1z−1E(ωˆ)
]
, (4.28)
where
D = (2ν)−2zνz2ν(1−z) exp
[
2zν
(
1 + δi,0djλ0,jν
j−2 + · · · )],
E(ωˆ) =
√
piΓ
(
1
2(z−1)
)
zΓ
(
z
2(z−1)
) + ei,jλi,jωˆ− 1z−1 (i+j−2) + · · · . (4.29)
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Here the ellipses indicate terms that are higher order in λ. We see that the higher derivative
terms have two distinct effects: First, corrections with i = 0, which correspond to purely
spatial derivatives, affect the overall normalization D of the spectral function. Second, and
more importantly, higher derivative corrections with any i and j change the behavior of the
spectral function as ωˆ → 0, encoded in E(ωˆ). The ωˆ-dependent correction terms become more
and more important at small frequencies, and eventually the perturbative expansion breaks
down. This was to be expected, since at small ωˆ, the spectral function probes deep into the
bulk, where higher derivatives dominate. However, recall that the coupling constants λi,j are
generically given by a ratio of a microscopic versus macroscopic length scale, λi,j ∼ (`/L)i+j−2.
It is thus possible to keep the corrections in (4.28) small by demanding
ν1−z  ωˆ 
(
`
L
)z−1
. (4.30)
This is precisely the bound we argued for in section 3.2. Since the condition (4.5), eval-
uated at large ωˆ, also guarantees that `ν/L  1 (see the discussion around (4.16) and
section 3.2), there is a wide range of frequencies that satisfy the inequality (4.30). For fre-
quencies within this range, (4.28) is a universal result: The spectral function behaves as
∼ exp (−const. · ωˆ−1/(z−1)), and there are both constant and ωˆ-dependent corrections that
can be computed order by order in perturbation theory. The naive limit ωˆ → 0 is non-
universal, since higher derivative corrections cannot be kept under control.
The procedure for calculating higher derivative corrections to the spectral function out-
lined in this section can in principle be applied to arbitrary corrections of the form (4.1).
Note, however, that since we generally expect an infinite number of such corrections, going
beyond leading order in `/L may require expanding (4.3) to the appropriate order.
Finally, let us comment on the sign of λi,j . In the analysis above, we assumed that
λi,j < 0, so that the wavefunction is always oscillating at the horizon, and no additional
turning points are introduced. If λi,j is positive, the wavefunction is tunneling in the deep
IR, leading to another tunneling contribution SIR to the spectral function (4.2). At large
enough ρˆ, the higher derivative corrections will always dominate the potential, so SIR does
not have a perturbative expansion in λi,j . This is simply a consequence of the fact that the
potential in the IR is always sensitive to all of the (in principle infinitely many) coefficients
that appear in the series of higher derivative corrections, and we cannot solve the equation of
motion perturbatively in the IR. It therefore seems that one cannot trust our analysis in the
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case of generic corrections with arbitrary sign. However, one can circumvent this problem in
the following way: For any given ωˆ, we can define a regulator surface at ρˆ = ρˆh(ωˆ)  ρˆ0,
such that higher derivative corrections are still small at ρˆh, i.e.
λi,jωˆ
iρˆ
i+j/z
h  ν2, λi,jωˆiρˆi+j/zh  ρˆ2/zh . (4.31)
This guarantees that the wavefunction is still oscillating at ρˆh, even though eventually higher
derivatives may cause the potential to bend upwards again. Ignoring the (unknown) behavior
of the wavefunction in the deep IR, we only impose infalling boundary conditions at ρˆh, instead
of ρˆ→∞. The surface at ρˆh thus becomes an “effective horizon”, where the wavefunction is
infalling:
ψ(ρˆ→ ρˆh) ≈ aeiΦ(ρˆ). (4.32)
Here Φ is an increasing function of ρˆ. The retarded Green’s function can then be computed
using the usual formula (3.9), and the spectral function can be calculated approximately
using the WKB-formula (4.2). On a practical level, this regularization prescription amounts
to simply taking (4.2) for granted, and formally expanding the WKB integral S in λi,j , without
worrying about the dynamics close to the horizon.
5 Field theory models with z = 2
As we have demonstrated, a holographic computation of the spectral function yields the
universal low-frequency behavior χ ∼ exp(−const. · ωˆ−1/(z−1)), provided ωˆ is in the range
(4.30), where the higher derivative corrections are controlled. From a field theory point of
view, such an exponential behavior is not expected to arise at any finite perturbative order,
but can show up non-perturbatively. This, of course, fits the framework of non-relativistic
holography, where the field theory dual is expected to involve strong correlations.
In this section, we explore two field theoretic models exhibiting z = 2 Lifshitz scaling.
The first model is the quadratic band crossing model of [12], and the second is the quantum
Lifshitz model [13]. Our strategy will be to identify phase-space regions with nonzero decay
rates for bosonic quasi-particles, which, according to the optical theorem, will contribute to
the imaginary part of the corresponding bosonic Green’s functions, and hence the spectral
function. In both models, we confirm the presence of exponential suppression in the spectral
function at small ωˆ, in agreement with the holographic computation.
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5.1 The quadratic band crossing model
To set up the quadratic band crossing model, let us start with a massless Dirac theory in
2 + 1 dimensions, with action2
S =
∫
d~xdt
[
Ψ¯ (iγ0∂0 − iγ1∂x − iγ2∂y) Ψ− gψ†1ψ†2ψ2ψ1
]
. (5.1)
Here Ψ = (ψ1, ψ2)
T is a two-component spinor and Ψ¯ = Ψ†γ0. The 2 + 1 dimensional Dirac
matrices are given by
γ0 =
0 −i
i 0
 , γ1 =
0 i
i 0
 , γ2 =
−i 0
0 i
 . (5.2)
The interaction term in (5.1) is the only four-fermi term allowed for a two-component spinor.
In the IR, this ψ4 term is also the most relevant interaction term in the RG sense. At the
Gaussian fixed point, this theory is conformally invariant with dynamical critical exponent
z = 1. By setting the speed of light to unity, the theory contains only one control parameter,
which is the interaction strength g.
The quadratic band crossing model generalizes the above to form a scaling invariant
model with z = 2 [12]. It does so by replacing the derivatives in the Dirac theory (5.1) by
the following operators:
i∂0 → i∂0 + t0∇2,
i∂x → −t1(∂2x − ∂2y),
i∂y → −2t2∂x∂y, (5.3)
where ∇2 = ∂2x + ∂2y and t0, t1 and t2 are real parameters. After this substitution, we obtain
a model with z = 2:
S =
∫
d~xdt
{
Ψ¯
[
γ0
(
i∂0 + t0∇2
)
+ γ1t1
(
∂2x − ∂2y
)
+ 2γ2t2∂x∂y
]
Ψ− gψ†1ψ†2ψ2ψ1
}
. (5.4)
This action bears some resemblance with the original Dirac theory. However, in direct contrast
to the Dirac theory, whose action only contains first-order derivatives, this model has a first
order time derivative and second order spatial derivatives. As a result, space and time have
different scaling dimensions, and it is straightforward to show that dimensionally [t] = 2[~x],
2Note that we use signature (+,−,−) for the field theory.
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corresponding to z = 2 at the Gaussian fixed point. In condensed matter systems, this
model describes band touching points with quadratic dispersions, which have been observed in
bilayer graphene (see for example the review articles [23–25]); a realization has been proposed
in optical lattice systems, using high angular momentum orbitals [26].
Generically, the action (5.4) contains four control parameters: t0, t1, t2, and the interac-
tion strength g. However, we can set one of the three ti’s to unity (say t2 = 1) by rescaling.
As shown in [12] and detailed in Appendix B, if we require SO(2) spatial rotational symmetry,
then t1 and t2 must coincide. Furthermore, if a fermion particle-hole symmetry (i.e. charge
conjugation) is enforced, then t0 must vanish. Here we will focus on the case with t0 = 0 and
t1 = t2 = 1, which preserves both the spatial rotational and charge-conjugation symmetries.
In this case, the action reduces to
S =
∫
d~xdt
{
Ψ¯
[
γ0i∂0 + γ1
(
∂2x − ∂2y
)
+ 2γ2∂x∂y
]
Ψ− gψ†1ψ†2ψ2ψ1
}
, (5.5)
and as shown in Appendix B, the free dispersion relation for the two bands is given simply
by
±(~k) = ±k2. (5.6)
It is worth emphasizing that most of our conclusions remain valid as long as |t0| < |t1| and
|t0| < |t2|. As discussed in Appendix B, these inequalities ensure that the model has both
particles and holes in the weak coupling limit (small g).
5.1.1 Renormalization group analysis
At tree level, the ψ4 term in the quadratic band crossing model is irrelevant (relevant) in the
IR for systems above (below) 2+1 dimensions. In 2+1 dimensions, g is marginal at the tree
level. A one-loop RG analysis indicates that a repulsive interaction (g > 0) is marginally
relevant at IR, while an attractive interaction g < 0 is marginally irrelevant in the IR [12].
In the Dirac theory (5.1) on the other hand, the ψ4 term is irrelevant (relevant) in the IR
for systems above (below) 1+1 dimensions. In 1+1 dimensions, due to the special properties
of the 1+1 conformal group, the ψ4 term remains exactly marginal, before the system hits a
Kosterlitz-Thouless transition.
5.1.2 Boson correlation functions
Although the model discussed above describes fermionic fields, bosonic modes can be con-
structed from these fermionic degrees of freedom in the form of fermion bilinears. In the
– 19 –
(a) A one-loop contribution to the spectral func-
tion, corresponding to the decay of a boson into
one particle-hole pair.
(b) A five-loop contribution to the spectral func-
tion, corresponding to the decay into three parti-
cles and three holes.
Figure 1. Self-energy corrections for the boson modes. Here, solid lines represent fermionic propaga-
tors and wiggly lines are boson propagators.
particle-hole channel, we can build four different fermion bilinears (boson modes)
bi = Ψ¯γiΨ, (5.7)
with i = 0, 1, 2, and 3, and the fourth gamma matrix is given by γ3 = iγ0γ1γ2. Here b0
is the fermion density operator and the other three bosonic operators can be used as order
parameters for various symmetry breaking phases (nematic or quantum anomalous Hall) [12].
At the Gaussian fixed point, these bosonic modes have z = 2, which is inherited from the
fermions.
Additional bosonic modes can also be created in the particle-particle channel (e.g. ψ†1ψ
†
2),
which are the order parameters for various superconducting states. In this section, we will
only consider fermion bilinears in the particle-hole channel. These bosons can decay into
particle-hole pairs and are thus expected to have a finite lifetime. Via the optical theorem,
the existence of such decay channels is equivalent to a non-zero imaginary part of the two-
point function (and thus the spectral function), generated by self-energy diagrams such as
those shown in Fig. 1.
Although it is challenging to analytically compute these diagrams, it is straightforward
to prove that for a boson with momentum ~k, the imaginary part of each self-energy diagram
can only arise when the energy ω of the boson is larger than a certain threshold. For each
diagram, this threshold can be determined using energy-momentum conservation.
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For example, the one loop diagram shown in Fig. 1(a) (the leading order correction)
computes the scattering rate for a boson mode with energy ω and momentum ~k to decay into
one particle with energy ωp and momentum ~kp and one hole with energy ωh and momentum ~kh.
Such a decay process can only take place when both the energy and momentum conservation
laws are satisfied:
~k = ~kp − ~kh,
ω = ωp − ωh = k2p + k2h ≥
k2
2
. (5.8)
Here we used the quadratic dispersion relation (5.6). For fixed ~k, the momentum conservation
law enforces a relation between the momentum of the particle ~kp and that of the hole ~kh,
i.e. ~kp = ~k + ~kh. With this constraint, the energy of the particle-hole excitation k
2
p + k
2
h
has a lower bound of k2/2 (which is reached when ~kp = −~kh = ~k/2). In other words, the
energy conservation law can only be satisfied when ω ≥ k2/2. As a result, for ω ≥ k2/2, the
boson can decay into a particle-hole pair, and thus have a finite lifetime, while for ω < k2/2,
decay is kinematically forbidden. Thus, at the one-loop level, O(g0), the imaginary part of
the bosonic correlation function only arises for ω ≥ k2/2. This energy range is known as the
particle-hole continuum.
When the ψ4-interaction term is taken into consideration, the bosonic modes can decay
through higher order processes (one example is shown in Fig. 1(b)). For these higher order
diagrams, the same analysis can be utilized. At order O(g2n), the energy and momentum
conservation laws imply that
~k =
n+1∑
i=1
~kpi −
n+1∑
i=1
~khi ,
ω =
n+1∑
i=1
ωpi −
n+1∑
i=1
ωhi =
n+1∑
i=1
(k2pi + k
2
hi
) ≥ k
2
2(n+ 1)
. (5.9)
Here we consider the decay of a bosonic mode into n+1 particles and n+1 holes (see Fig. 1(b)
for an example with n = 2). For fixed ~k, momentum conservation enforces a constraint on the
momenta of the particles and holes. Given this constraint, the energy is minimized when the
momenta are collinear, and the boson momentum ~k is equally distributed among the particles
and holes. This results in a lower bound on the energy of k2/2(n + 1). Thus the decay is
kinematically forbidden unless ω ≥ k2/2(n+ 1).
– 21 –
This analysis demonstrates that, up to order of O(g2n), the imaginary part of the boson
correlation function only arises when the energy of the boson is above a threshold, ω ≥
k2/2(n + 1). Furthermore, this threshold goes down to zero for higher order diagrams as
∼ 1/(n + 1). Thus, if we sum the diagrammatic expansion to infinite order (n → ∞), we
expect that the boson correlation function can pick up a nonzero imaginary part for any
ω > 0.
Finally, we are ready to extract the asymptotic form of the imaginary part of the self-
energy correction at small ω. For ω  k2, the imaginary part can only arise via high order
process O(g2n), where n ∼ k2/2ω. Therefore, we expect the imaginary part at energy ω and
momentum ~k to scale as ∼ g2n ∼ gk2/ω. For sufficiently small g, this relation implies that
the imaginary part of the self-energy correction decays to zero with the singular behavior
∼ e−const./ωˆ, where ωˆ = ω/k2 is the dimensionless energy. This matches the z = 2 low
frequency behavior (4.28) obtained holographically.
5.1.3 Dirac theory revisited and systems with higher z
We can repeat the kinematical analysis used above for similar models with arbitrary z ≥ 1.
In this case, for O(g2n), the energy-momentum conservation law becomes
~k =
n+1∑
i=1
~kpi −
n+1∑
i=1
~khi ,
ω =
n+1∑
i=1
ωpi −
n+1∑
i=1
ωhi =
n+1∑
i=1
(kzpi + k
z
hi
) ≥ k
z
(2n+ 2)z−1
. (5.10)
For any z > 1, the lower bound for having a nonzero imaginary part depends on n, and goes
to zero as n → ∞ (i.e. when considering higher and higher order diagrams). Similar to the
discussion above, after summing over all the diagrams to infinite order, we find that at small
ω, the imaginary part of the self-energy scales as
Im Π ∼ g(kz/ω)1/(z−1) . (5.11)
For small g, this indicates that Im Π decays to zero as e−const.·ωˆ−1/(z−1) , where now ωˆ =
ω/kz, in agreement with the holographic result (4.28). This suggests that the exponential
suppression of the spectral function is a generic property of Lifshitz models at ω  kz.
Note that for z = 1, the Dirac theory is recovered, and the fate of the system is funda-
mentally different. As can be seen by substituting z = 1 into (5.10), the energy threshold
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becomes independent of n. For any diagram, regardless of its order, the imaginary part arises
only for ω ≥ k. After summing over all diagrams (to infinite order), the same lower bound
of energy remains (ω ≥ k). As a result, for z = 1 the imaginary part of the correlation
function vanishes identically in a finite region ω ≤ k, which is in sharp contrast to the z > 1
case. This conclusion is consistent with a symmetry analysis, which tells us that at z = 1, the
Lorentz and conformal symmetries require the bosonic correlation function to be proportional
to (−ω + |~k|)α, where α is some scaling exponent. For non-integer α, (−ω + |~k|)α is real for
ω < |~k|, while the imaginary part arises for ω > |~k|. For z > 1, however, the absence of the
Lorentz and conformal symmetries allows for very different types of behavior.
In summary, we find that models with z > 1 and z = 1 belong to fundamentally different
universality classes. The case with z = 1 (i.e. Dirac) has been well understood with the
help of conformal symmetry, which almost fully fixes the functional form of the correlation
functions. However, for z > 1, the absence of conformal symmetry allows for richer structure
in the correlation function. For arbitrary z > 1, we have presented an argument suggesting a
characteristic exponential behavior e−const./ωˆ1/(z−1) for the imaginary part of the self-energy
correction at low energy.
5.1.4 Limitations of the analysis
An exponential fall-off ∼ e−const./ωˆ1/(z−1) of the spectral function all the way down to ω → 0
would correspond to an essential singularity of the two-point function at the origin. However,
it is worth noting that there are two limitations of the analysis presented above. First,
because we only considered the decay of bosonic modes into n+ 1 particle-hole pairs without
taking into account the renormalization of the vertex function (i.e. the renormalization of
the coupling constant g), the above analysis is not expected to give quantitatively accurate
results in the extremely low (or high) energy limit. This is because, as discussed above, in
2+1 dimensions, the coupling constant g is marginally relevant or irrelevant (depending on
the sign of g). For the IR or UV limit, the flow of g cannot be ignored. However, because g is
only marginally relevant or irrelevant, the flow of g is expected to be slow (i.e. logarithmic).
Hence there may exist a range for ω (i.e. ω is small, but not too small) in which the RG flow
of g may be weak enough to be ignored, so that the analysis above can produce a reasonable
estimate for the scaling behavior of Im Π.
Second, in the context of QFT, the perturbation series in terms of Feynman diagrams
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is typically expected to be an asymptotic series. This means that our kinematical argument
using loop diagrams only captures the behavior of the imaginary part of the self-energy
correctly up to some finite order O(g2N ), where N is large but finite. In particular, this
implies that the scaling Im Π ∼ g2n ∼ g1/ωˆ1/(z−1) is only valid for n ≤ N and thus for ωˆ above
some cutoff ωˆ?(N).
Both of these points suggest that while the exponential suppression of the spectral func-
tion is a generic feature in a finite region where ωˆ is small, the behavior in the strict limit
ωˆ → 0 is model-dependent. This is consistent with the observation in the gravity theory,
where the would-be singular behavior of the two-point function may receive significant cor-
rections at very small ωˆ from model-dependent higher derivative terms.
5.2 The quantum Lifshitz model
We now turn to the quantum Lifshitz model [13], which is a z = 2 generalization of the
Klein-Gordon theory. We start with the action
S =
∫
d~xdt
[
(∂0Φ)
2 − (∇2Φ)2 −mΦ2 − gΦ4] . (5.12)
Similar to the Φ4-model, positive (negative) m corresponds to the disordered (ordered) phase
respectively. The quantum Lifshitz model focusses on the quantum critical point between
these two phases (at m = 0), at which the system is scaling invariant. At tree level, the
dimensions of the various quantities are
[ω] = 2, [k] = 1, [Φ] =
d− 2
2
, [g] = 6− d, (5.13)
where d is the number of spatial dimensions. The fact that [ω] = 2[k] implies z = 2.
In the non-interacting regime (g = 0), the bosonic field Φ correspond to free bosons with
quadratic dispersion relation
ω = ±k2, (5.14)
and the (free) two-point correlation function is
〈Φ(k, ω)Φ(−k,−ω)〉 = 1
ω2 − k4 . (5.15)
Similar to the previous model, we consider the decay of a bosonic mode with energy ω
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(a) The two-loop sun-set diagram contribution to
the spectral function, corresponding to the decay
of one boson into three bosons.
(b) A six-loop contribution to the spectral func-
tion, corresponding to the decay into seven bosons.
Figure 2. Self-energy corrections in the quantum Lifshitz model. Here, solid lines represent bosonic
propagators.
and momentum ~k into 2n + 1 bosonic modes (with energy ωi and momentum ~ki where i =
1, . . . , 2n+ 1) in the 2n-th order diagram O(g2n). Energy and momentum conservation imply
~k =
2n+1∑
i=1
~ki,
ω =
2n+1∑
i=1
ωi =
2n+1∑
i=1
k2i ≥
k2
2n+ 1
. (5.16)
Once again, we find that the decay can only take place for ω above a threshold, which
approaches zero as n goes to infinity.
Using the same analysis, we see that the imaginary part of the correlation function is
nonzero for any finite ω, and at small ω the imaginary part is ∼ g2n with n ∼ k2/2ω. As
a result, the imaginary part scales as ∼ gk2/ω, and we again recover the non-analytic z = 2
behavior ∼ e−const./ωˆ as ωˆ → 0.
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6 Discussion
In our previous work, we found that the spectral function for a minimally coupled scalar in a
Lifshitz background was nonzero, but exponentially small, in the low-frequency regime ω  kz
[5]. The analysis presented here shows that this behavior is a robust holographic prediction for
field theories with Lifshitz symmetry, in the absence of further constraining symmetries. For
the classes of higher derivative theories we study holographically, we generically find that the
spectral function is suppressed in the low frequency region as χ ∼ exp(−const. · ωˆ−1/(z−1)),
so long as ωˆ  (`/L)z−1, where ` is the length scale at which higher derivatives become
important.
On the field theory side, the Lifshitz scaling symmetry is a priori not expected to lead
to a universal 2-point function, and perturbative calculations do not reveal any similarities
either between different field theories with Lifshitz symmetry, or with the holographic theory.
However, we were able to show that in both of the field theory models considered here, a simple
kinematical argument involving energy-momentum conservation and a resummation of loop
diagrams reveals a similar exponential suppression as predicted by holography. Furthermore,
this exponential suppression is expected for any field theory containing the following three key
features: The existence of particles and holes, an interaction that allows for decay channels,
and a dispersion relation with z > 1 scaling symmetry. Therefore, we expect our conclusion
to be generic and applicable to a wide range of systems (with z > 1) regardless of microscopic
details, in agreement with the holographic prediction.
Although in both the holographic and the field theory calculation, the exponential sup-
pression is a robust feature of the spectral function for small ωˆ, the strict limit ωˆ → 0 is
non-universal in both cases. In the holographic calculation, the model-dependence enters
through higher derivative terms, which introduce corrections whose size can be quantified
precisely (see equation (4.30)). However, the precise regime of validity of the field theory
calculations is less clear. In both of the models considered here, the flow of the coupling
constant g can no longer be neglected when taking the exact limit ωˆ → 0. Instead of just
being a simple exponential, the exact (nonperturbative) spectral function will therefore have
a more complicated dependence on ωˆ. Naively, one may expect a dependence of the form
ImG ∼ g(ωˆ)ωˆ−1/(z−1) . (6.1)
In 2+1 dimensions, the coupling g is marginal, and we expect g to depend only weakly on ωˆ,
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so that the spectral function still shows an approximately exponential behavior. It would be
interesting to further study the renormalization group flow of g to make a precise statement
about the range of ωˆ for which this is the case. Along the same lines, in order to put a
precise lower bound on ωˆ, it would be important to account for the fact that the perturbative
expansion is in fact only an asymptotic series (see the discussion in section 5.1.4).
In our field theory calculation, we found that ImG ∼ g1/ωˆ1/(z−1) , so that exponential
suppression in fact only arises for g  1. It is important to note that this is not in con-
tradiction to AdS/CFT being a weak-strong coupling duality. The strong coupling nature
of the field theory does not necessarily mean that the parameter g has to be chosen large,
but rather that strong correlations (for example seen as long-range interactions) may emerge
dynamically. This feature is familiar from the standard case of relativistic AdS/CFT, where
it is not gYM itself that is taken large, but rather the ’t Hooft coupling g
2
YMN  1. In order
to better understand the relation between strong/weak coupling on the field theory/gravity
side in non-relativistic AdS/CFT, it would be desirable to develop a more precise version of
the holographic dictionary for this case.
Although we have chosen not to consider higher derivatives in the radial direction ρ be-
yond second order, this is in fact not a true limitation of the perturbative analysis. Assuming
we are only interested in solutions to the higher derivative equation that are perturbatively
connected to the lowest order (i.e. the two-derivative) equation, we may always eliminate
higher derivatives by substituting in the lower order equations. Consider, for example, the
addition of a fourth order term to the Schro¨dinger-like equation (3.6)
− ψ′′(ρˆ) + Uˆ(ρˆ)ψ(ρˆ) = λψ(4)(ρˆ). (6.2)
We now rewrite this as ψ′′ = Uψ − λψ(4) and take two derivatives to obtain ψ(4) = (Uψ)′′ −
λψ(6). Substituting this in the right-hand side of (6.2) and working only to linear order in λ
then reduces the equation to second order
− ψ′′(ρˆ) + Uˆ(ρˆ)ψ(ρˆ)− λ(Uˆ(ρˆ)ψ(ρˆ))′′ = O(λ2). (6.3)
While this equation is no longer in manifest Schro¨dinger form, it can be so transformed if
desired. Thus our analysis is in fact applicable to this more general case as well.
As we discussed at the end of section 4, the perturbative expansion of the spectral func-
tion in terms of higher derivative coefficients λi,j strictly speaking only makes sense if these
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coefficients are chosen such that no additional turning points are introduced deep in the bulk.
However, we argued that our formal perturbation series can still be used even in the case
of higher derivatives with “wrong” sign, i.e. for the case where the effective potential bends
upwards at large ρ. It would be interesting to determine if in a realistic theory, there are
constraints on the signs of the coefficients λi,j , for example due to bulk causality or unitarity.
It would also be interesting to study string theory embeddings of Lifshitz spacetimes, where
the coefficients of higher derivative corrections can be determined exactly, and calculate the
corrections to holographic correlation functions.
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A Perturbative expansion of the WKB integral
We would like to obtain an approximate expression for the WKB integral (4.3) for a potential
of the form
Uˆ(ρˆ) = Uˆ0(ρˆ) + δUˆ(ρˆ), (A.1)
where
Uˆ0 =
ν2
ρˆ2
+
1
ρˆ2−2/z
− ωˆ2, (A.2)
and δUˆ represents a small correction to the potential. To be precise, we assume that δUˆ is
subdominant compared to the other terms in the potential for all ρˆ between the boundary
and the classical turning point. To guarantee this, it is sufficient to demand that
δUˆ(ρˆ) ωˆ2 for 0 ≤ ρˆ ≤ ρˆ0. (A.3)
We can then expand the turning point as follows:
ρˆ0(t) = ρˆ
(0)
0 (1 + t+ · · · ) , (A.4)
where
t ∼ δUˆ(ρˆ
(0)
0 )
ωˆ2
 1, (A.5)
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and ρˆ
(0)
0 is the turning point of the unperturbed potential, i.e. Uˆ0(ρˆ
(0)
0 ) = 0. The relative size
of δUˆ at the unperturbed turning point is what controls the higher derivative expansion. The
WKB integral (4.3) can be written as S = S(0) + δS, where
δS = S − S(0) =
∫ ρˆ0(t)

dρˆ
√
Uˆ0(ρˆ) + δUˆ(ρˆ)−
∫ ρˆ(0)0

dρˆ
√
Uˆ0(ρˆ). (A.6)
One could attempt to simply expand the above expression formally in t and δUˆ , and it turns
out that this does indeed give the correct result (4.7). However, this approach is problematic,
since Uˆ0 goes to zero at ρˆ
(0)
0 , and thus the formal expansion parameter δUˆ/Uˆ0 blows up at
this location. The solution is to split up the integrals in (A.6) in a way that the integrand
always has a well-defined expansion in terms of δUˆ . To do this, we shift the first integral by
rescaling x ≡ ρˆρˆ(0)0 /ρˆ0(t), so that the upper bounds of both integrals are identical. We can
then combine both terms to obtain
δS ≈
∫ 

1+t
dx
√
ν2
x2
+
1 + 2z t
x2−2/z
− (1 + 2t) + δUˆ (x) +
∫ ρˆ(0)0

dx
√
Uˆ0(x)
[√
1 + V (x)− 1
]
, (A.7)
where
V (x) =
δUˆ(x) + 2
zρˆ2−2/z t− 2t
Uˆ0(x)
, (A.8)
and we expanded to linear order in t. The first term in (A.7) is due to the shift of the lower
bound of the first integral in (A.6). Assuming that limx→0 x2δUˆ(x) = 0, this term evaluates
to νt after we send → 0. To compute the second integral, notice that although Uˆ0(x) itself
blows up at the upper bound, the ratio V (x) remains finite everywhere. Moreover, it is small
by assumption, so we can expand (A.7) in terms of V (x):
δS ≈ νt+
∫ ρˆ(0)0

dx
δUˆ(x) + 2
zρˆ2−2/z t− 2t
2
√
Uˆ0
. (A.9)
The integral over the terms linear in t exactly cancels the νt term, and we arrive at the final
result:
δS ≈
∫ ρˆ(0)0

dx
δUˆ(x)
2
√
Uˆ0
. (A.10)
This is the first order correction to the WKB integral in the presence of a perturbation δUˆ .
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B The free quadratic band crossing theory
In the absence of interactions (g = 0), the action for the quadratic band crossing model,
shown in (5.4), describes two species of free fermions with dispersion relations
±(~k) =
(
t0 ±
√
(t21 + t
2
2) + (t
2
1 − t22) cos 4θk
2
)
k2, (B.1)
where +(~k) and −(~k) are the energies for the two species of fermions at momentum ~k
respectively. The angle θk is the azimuthal angle of ~k.
In contrast with the 2+1 dimensional Dirac theory, where the SO(2) spatial rotational
symmetry arises automatically (even if the speed of light is different along x and y, the
rotational symmetry can be obtained by rescaling), the z = 2 model here in general only
preserves a four-fold rotational symmetry (see the cosine term in the dispersion relation).
Continuous rotational symmetry is only recovered at t1 = t2 [12].
For |t0| < |t1| and |t0| < |t2|, it is easy to realize that + > 0 and − < 0. Therefore,
fermions with energy + and − are particles and holes respectively (or say particles and
anti-particles). These particles and holes in general do not preserve the symmetry of charge
conjugation, because + 6= −−, except when t0 = 0. Thus charge conjugation only becomes
a symmetry at t0 = 0.
If |t0| is larger than both |t1| and |t2|, then + and − will have the same sign, so that
they are both particles (or both holes). If |t1| 6= |t2| and |t0| takes a value between |t1| and
|t2|, the system is anisotropic and along certain directions we have a particle branch and a
hole branch, but along certain other directions, we have two hole branches (or two particle
branches). There is one special case with |t0| = |t1| = |t2|. Here, one of the fermions has zero
energy for any momentum, and this is known as a flat band. For a flat band, higher order
spatial derivatives become important and will in general lift the energy degeneracy. Because
a flat band is typically associated with an infinite density of states, it is usually unstable
(towards a certain symmetry breaking ground state) when interactions are introduced.
In the main text, we focus on the case with t0 = 0 and t1 = t2 = 1, but most conclusions
remains valid as long as |t0| < |t1| and |t0| < |t2|. For this special case, the dispersion relation
reduces to ±(~k) = ±k2, as given in (5.6).
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