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Abstract
We consider a class of systems over finite alphabets with linear internal dynamics, finite-valued control
inputs and finitely quantized outputs. We motivate the need for a new notion of observability and propose
three new notions of output observability, thereby shifting our attention to the problem of state estimation
for output prediction. We derive necessary and sufficient conditions for a system to be output observable,
algorithmic procedures to verify these conditions, and a construction of finite memory output observers
when certain conditions are met. We conclude with simple illustrative examples.
Index Terms—Output observability, systems over finite alphabets, quantized outputs, finite memory
observers.
1 Introduction
We study observability for a class of systems over finite alphabets [1], namely systems with linear internal
dynamics and finitely quantized outputs. The plant thus consists of a discrete-time linear time-invariant
(LTI) system with a finite control input set and a saturating output quantizer that restricts the values of the
sensor output signals to fixed, finite sets. In our past research on systems over finite alphabets, we introduced
a notion of finite state ‘ρ/µ approximation’ [2]. The idea there is to construct a sequence of deterministic
finite state machines that satisfy a set of properties, thereby constituting approximate models that can be
used as the basis for certified-by-design control synthesis [3]: Specifically, a full state feedback control law
is first designed for the approximate model to achieve a suitably defined auxiliary performance objective.
This control law is then used, together with a copy of the approximate model serving as a finite memory
observer of the plant, to certifiably close the loop around the system. This sequence of developments brings
to the forefront the problem of state estimation for systems over finite alphabets. The results reported in this
manuscript constitute a step towards addressing that problem for the specific class of systems considered,
namely those with LTI internal dynamics.
Recall that observability generally refers to the ability to determine the initial state of a system from
a single observation of its input and output over some finite time interval. In particular, an LTI system is
observable if and only if different initial states produce different outputs under zero input [4]. Similarly, a
nonlinear system is locally observable at xo if there exists some neighborhood of xo in which different initial
states produce different outputs from that of xo under every admissible input [5].
The problem of observability of hybrid systems, including switched linear systems [6–8] and quantized-
output systems [9–11], has been studied in recent years. The results in [12] and [13] are also closely related
to the problem of state estimation based on quantized sensor output information. However at this time,
we are not aware of work on observability of discrete-time systems that involve both switching and output
quantization, apart from our work in [14] in which we presented a subset of the results in the present
manuscript.
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The problem of observer design, particularly in a discrete-state setting, has also been studied recently.
For instance, [15] proposed discrete state estimators to estimate the discrete variables in hybrid systems
where the continuous variables are available for measurement, while [16] and [17] proposed finite-state and
locally affine estimators, respectively, for systems whose control specifications are expressed in temporal
logic.
As we shall see in what follows, the traditional concept of observability does not generalize well to the
class of systems of interest. Therefore, inspired by our work on ρ/µ approximations [1] [18], we propose to
shift our attention from state estimation to state estimation for output prediction, emphasizing in particular
deterministic finite state machine (DFM) observers. The main contributions of this manuscript are as follows:
1. We motivate the need for a new notion of observability for systems over finite alphabets.
2. Shifting our emphasis from state estimation to state estimation for the purpose of output prediction, we
propose three new associated notions: Finite memory output observability, weak output observability
and asymptotic output observability.
3. We characterize necessary and sufficient conditions for output observability in terms of the parameters
of the system for a class of systems over finite alphabets with linear internal dynamics.
4. We propose an algorithm for verifying some of the the sufficient conditions.
5. We propose a constructive procedure for generating finite memory output observers when certain
sufficient conditions are met.
Organization: We introduce the class of systems of interest in Section 2. We motivate the need for
a new notion of observability and propose three new notions of output observability in Section 3. We
investigate these three notions, derive a set of necessary and sufficient conditions, an algorithmic procedure
for verifying some of these conditions, and a finite memory observer construction in Sections 4 and 5. We
present illustrative examples in Section 6 and conclude with directions for future work in Section 7.
Notation: We use N to denote the non-negative integers, Z+ to denote the positive integers, R≥0 to
denote the non-negative reals, and R+ to denote the positive reals. We use AN to denote the collection of
infinite sequences over set A, that is AN = {f : N→ A}. For a ∈ AN, we use at to denote its tth component.
We use {at}t∈I to denote the subsequence over index set I ⊂ N. Given a function f : X → Y, we use f−1(y)
to denote the inverse image of y ∈ Y under f . For two positive integers a and b, we use a mod b to denote
the remainder of the division of a by b.
For v ∈ Rn, we use ‖v‖ to denote the Euclidean norm, ‖v‖1 to denote the 1-norm, and ‖v‖∞ to denote
the infinity norm. We say v is bounded if there exists a b ∈ R≥0 such that ‖v‖ ≤ b. For a square matrix A, we
use ‖A‖ to denote the induced 2-norm, ‖A‖1 to denote the induced 1-norm, and ‖A‖∞ to denote the induced
infinity norm. We use ρ(A) to denote the spectral radius of A, and we say that A is Schur-stable if ρ(A) < 1.
We say v is a generalized eigenvector of matrix A with corresponding eigenvalue λ if (A − λI)lv = 0 but
(A− λI)l−1v 6= 0 for some integer l ≥ 1. We use 0 to represent the zero matrix of appropriate dimensions.
For w ∈ Cp, we use [w]i to denote its ith component and Re(w) to denote the (vector) real part of w.
We use Br(v) and Br(v) to denote the open and closed balls, respectively, centered at v with radius r.
For sets A, B in Rn, we use |A| denote the cardinality of A and d(A,B) = inf{‖α − β‖ : α ∈ A, β ∈ B} to
denote the distance between sets A and B. Given a finite ordered set S = {s1, s2, . . . , sl} where l ∈ Z+, we
use {sj}lj=1 to denote S.
2 Systems of Interest
A system over finite alphabets is understood to be a set of pairs of signals,
P ⊂ UN × YN, (1)
with |U| <∞ and |Y| <∞. Essentially, P is a discrete-time system whose input sequences and corresponding
feasible output sequences are defined over finite input and output sets, U and Y, respectively. While this
definition is quite broad, and we indeed studied these systems in a general setting in [1], in this manuscript we
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are interested in instances where P has underlying dynamics evolving in a continuous state-space described
by
xt+1 = fP (xt, ut), (2a)
yt = gP (xt, ut), (2b)
where t ∈ N is the time index, xt ∈ Rn is the state, ut ∈ U ⊂ Rm is the input (|U| <∞), yt ∈ Y ⊂ Rp is the
output (|Y| < ∞), fP : Rn × U → Rn is the state transition function and gP : Rn × U → Y is the output
function.
Figure 1: System over finite alphabets with linear internal dynamics
Following a motivating discussion and a set of proposed new definitions for system (2), we focus our
study in the remainder of this manuscript on special cases where the continuous internal dynamics have the
linear structure shown in Figure 1 and described by
xt+1 = Axt +But, (3a)
y˜t = Cxt +Dut, (3b)
yt = Q(y˜t). (3c)
As before, t ∈ N is the time index, xt ∈ Rn is the state, ut ∈ U ⊂ Rm, |U| <∞, is the input and yt ∈ Y ⊂ Rp,
|Y| < ∞, is the quantized output. y˜t ∈ Rp is the output of the underlying physical system and matrices
A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m are given. The saturating quantizer Q : Rp → Y is a piecewise-
constant function: That is, for any y˜ ∈ Rp, if Q is continuous at y˜, then there is δ > 0 such that Q(z) = Q(y˜)
for all ‖z − y˜‖ < δ, z ∈ Rp [19].
In particular, when p = 1 and Q is additionally assumed to be right-continuous, it can be described by:
Q((−∞, β1)) = y1, Q([βi, βi+1)) = yi+1 for i ∈ {1, . . . , |Y| − 1}, (4)
where {βi}|Y|−1i=1 are the discontinuous points of Q, β|Y| =∞ and Y = {y1, . . . , y|Y|}.
3 Output Observability
3.1 Motivation for a New Notion of Observability
A natural starting point in our study is to attempt to apply the definition of LTI system observability to
systems described by (3). Unsurprisingly, we quickly discover that no system in the class under consideration,
or even in the more general class of systems described by (2), is observable in the sense of being amenable
to reconstructing its state from an observation of its input and output over some finite time horizon.
Lemma 1. Consider a system P as in (2). The initial state of P cannot be uniquely determined by knowledge
of ({ut}t∈I , {yt}t∈I) over any finite time interval I ⊂ N.
Proof. Let X0 be the set of all possible initial states of system (2). We have X0 = Rn, and hence X0 is
uncountable. Now assume that we can uniquely determine any initial condition from the input ut and
output yt over some time interval I = {0, . . . , T} for some T ∈ Z+. Let O be the set of all such possible
sequences, we have O ⊆ UT × YT . Since |U| < ∞ and |Y| < ∞, UT × YT is countable and so is O. Now
by assumption, any initial condition in X0 can be uniquely determined by an element in O. Equivalently,
there exists a map φ : O → X0 that is onto. This indicates that X0 is countable (pp. 20, [19]), leading to a
contradiction. 
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Remark. Clearly, Lemma 1 holds for system (3) which is a special case of system (2). Moreover, it still holds
when the initial state of the system is bounded. Specifically, if X0 = {x ∈ Rn : ‖x‖ ≤ b} for some b ∈ R+,
then X0 is still uncountable and the proof follows unchanged.
Lemma 1 motivates the need to think of observability differently for the classes of systems under con-
sideration. We propose to shift our focus from the question of “Can we estimate the state of the system?”
(whose answer is clearly no!) to the question of “How well can we estimate the output of the system based
on our best estimate of the state?”. Towards that end, we propose in what follows three new notions of
output observability.
3.2 Proposed New Notions of Output Observability
Figure 2: Interconnection of plant and candidate observer.
Consider a system over finite alphabet P as defined in (2) and a discrete-time system Sˆ as shown in Figure
2 and described by:
qt+1 = f(qt, ut, yt), (5a)
yˆt = g(qt, ut), (5b)
where t ∈ N, qt ∈ Q for some state set Q, ut ∈ U , yt ∈ Y and yˆt ∈ Y. Functions f : Q × U × Y → Q and
g : Q×U → Y are given. We say that Sˆ is a candidate observer for P . Indeed, the setup shown in Figure 2
is reminiscent of the classical observer setup. The current state qt of Sˆ represents an estimate
1 of the state
of P based on observations of its past input and output signals over a (finite) time horizon. The output yˆt
is an estimate of the output of P , generated by Sˆ based on its current state estimate and knowledge of the
input: Note in this case that, as is typical in an observer setup, no direct feedthrough from yt is allowed in
(5b). The error term et thus measures the difference between the real output yt and its estimate yˆt.
We are now ready to introduce a quantity γ that characterizes the quality of a candidate observer Sˆ as
judged by the quality of its estimates of the output, and to propose three associated new notions of output
observability of systems over finite alphabets.
Definition 1. Consider a system P as in (2) and a candidate observer Sˆ as in (5), interconnected as shown
in Figure 2. We say γ ∈ R≥0 is an observation gain bound of the pair (P, Sˆ) if for any (u,y) ∈ P ,
sup
T≥0
T∑
t=0
‖yt − yˆt‖ − γ‖ut‖ <∞. (6)
Note that γ defined in (6) is in accordance with the concept of finite-gain L2 stability [20] of the inter-
connected system with input ut and output et shown in Figure 2.
Definition 2. Consider a system P as in (2). The O-gain, γ∗, of P is defined as:
γ∗ = inf
Sˆ as in (5)
{
γ is an observation gain bound of (P, Sˆ)
}
. (7)
1Note that this estimate does not need to live in the state-space of P : That is, Q 6= Rn in general. For instance, one could
be interested in a set-valued estimate of the state as is the case in some of our complementary work [3, 18].
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Definition 3. Consider a system P as in (2):
(a) P is finite memory output observable if there exists a candidate observer Sˆ as in (5) and a T ∈ Z+
such that for any (u,y) ∈ P , et = 0 for all t ≥ T when P and Sˆ are interconnected as shown in Figure
2.
(b) P is weakly output observable if there exists a candidate observer Sˆ as in (5) such that γ = 0 is an
observation gain bound of (P, Sˆ).
(c) P is asymptotically output observable if the O-gain of P is γ∗ = 0.
The three proposed notions satisfy a hierarchy:
Lemma 2. Consider a system P as in (2). We have : P is finite memory output observable ⇒ P is weakly
output observable ⇒ P is asymptotically output observable.
Proof. If P is finite memory output observable, there is a candidate observer Sˆ such that yt − yˆt = 0 for
all t ≥ T , and therefore supT≥0
∑T
t=0 ‖yt − yˆt‖ < ∞. Thus γ = 0 is an observation gain bound of (P, Sˆ)
and P is weakly output observable. If P is weakly output observable, then γ∗ is the infimum of a set of
non-negative numbers containing 0, and hence γ∗ = 0. 
Remark. The converse statements in Lemma 2 are not necessarily true. Indeed, when Y is finite, we have
γ = 0 if and only if for any (u,y) ∈ P , yˆt 6= yt at most finitely many times. In this case, for every choice of
(u,y) ∈ P , yˆt = yt for all t ≥ T(u,y) for some T(u,y) ∈ Z+, but there may not be a uniform bound on T(u,y).
Hence P may be weakly output observable but not finite memory output observable. Likewise, we may be
able to find candidate observers Sˆ such that (P, Sˆ) has observation gain bounds arbitrarily close to 0 without
being equal to it. Hence P may be asymptotically output observable but not weakly output observable.
4 Finite Memory Output Observability
In this section, we propose (Section 4.1) and derive (Section 4.2) a set of conditions characterizing finite
memory output observability, and we propose an algorithmic procedure (Section 4.3) for verifying some of
these conditions.
We begin with some relevant definitions and notation. Given a system over finite alphabets as in (3),
we will use F (u, t) to denote the forced response of the underlying LTI system at time t under input u,
A to denote the set of all the possible values of this forced response, and B to denote the set of all the
discontinuous points of the quantizer. That is:
F (u, t) =
t−1∑
τ=0
CAt−1−τBuτ +Dut,
A = {α ∈ Rp : α = F (u, t),u ∈ UN, t ∈ N}, (8)
B = {β ∈ Rp : Q(y˜) is discontinuous at y˜ = β}. (9)
4.1 Main Results
We are now ready to propose both necessary conditions and sufficient conditions for finite memory output
observability of system (3). We begin with sufficient conditions.
Theorem 1. Consider a system P as in (3). If CAl = 0 for some l ∈ Z+, then P is finite memory output
observable.
Theorem 2. Consider a system P as in (3), assume that the initial state x0 is bounded. Let E be the
collection of generalized eigenvectors of A whose corresponding eigenvalues have magnitudes greater than or
equal to 1. If d(A,B) 6= 0, and E is in the kernel of C, then P is finite memory output observable.
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Intuitively, if the hypothesis in Theorem 1 is satisfied, then the initial state has no impact on the quantized
output for large enough time. We can therefore determine the output based on past input information, and
the system is finite memory output observable. Theorem 2 states that if any forced response is at some
distance away from the discontinuous points of the quantizer, then the influence of the initial state in the
quantized output will eventually disappear, and the knowledge of the past input suffices to predict the
output. The assumption that E is in the kernel of C simply means that the (possible) unstable modes of the
underlying LTI system do not influence the quantized output.
Remark. If the sufficient conditions in Theorem 1 or Theorem 2 are satisfied, then a finite state (or equiv-
alently, finite memory) observer can be constructed to achieve error-free output prediction for large enough
time large. We present such a construction (Finite Input Observer Construction) in Section 4.2 .
We next propose necessary conditions for finite memory output observability. We begin with the case of
stable internal dynamics.
Theorem 3. Consider a system P as in (3), assume that ρ(A) < 1, 0 ∈ U , and 0 /∈ B. If rank(CAl) = p for
all l ∈ Z+, and A ∩ B 6= ∅, then P is not finite memory output observable.
Theorem 4. Consider a system P as in (3), assume that ρ(A) ≥ 1, 0 ∈ U , and 0 /∈ B. Define V = {v ∈
Cn \ 0 : Av = λv, for some |λ| > 1}. If V is not in the kernel of C, and Q−1(Q(0)) is bounded, then system
(3) is not finite memory output observable.
Intuitively, for Theorem 3, if some forced response is exactly at a discontinuous point of the quantizer,
then a small perturbation of the initial state can cause a change in the quantized output at certain time
instances, but not at others, and thus the system is not finite memory output observable. Similarly, if the
hypotheses in Theorem 4 hold, then under zero input a small perturbation of the initial state around the
origin can result in a difference in the quantized output at an arbitrarily large time instance, while this
perturbation is not reflected in all previous time instances, therefore the system is not finite memory output
observable.
4.2 Derivation of Main Results
We first derive the sufficient conditions. We begin by proposing a construction for a candidate finite memory
observer that will be used in several of the constructive proofs.
Definition 4. (Finite Input Observer Construction) Given a system (3) and a design parameter T ∈ N.
Consider a candidate observer associated with design parameter T , SˆT , described by
qt+1 = φ(qt, ut),
yˆt = θ(qt, ut),
q0 = qo,
(10)
where qt ∈ qo ∪ (
⋃T
i=1 U i) is the state of Sˆ, ut ∈ U is the input of (3). We enforce that Sˆ (10) initialize at a
fixed state: q0 = qo. Function φ : (qo∪ (
⋃T
i=1 U i))×U →
⋃T
i=1 U i is described by: For any q ∈ qo∪ (
⋃T
i=1 U i),
any u ∈ U ,
B If q = qo, then φ(q, u) = u,
B If q ∈ ⋃T−1i=1 U i, write q = (u1, u2 . . . ui), then φ(q, u) = (u, u1, u2 . . . ui),
B If q ∈ UT , write q = (u1, u2 . . . uT ), then φ(q, u) = (u, u1, u2 . . . uT−1).
The function θ : (qo ∪ (
⋃T
i=1 U i))× U → Y is defined as: For any q ∈ qo ∪ (
⋃T
i=1 U i), any u ∈ U ,
B If q ∈ UT , write q = (u¯1, u¯2, . . . , u¯T ), then
θ(q, u) = Q(
T∑
τ=1
CAτ−1Bu¯τ +Du), (11)
B If q /∈ UT , then let θ(q, u) = y˜∅ for some y˜∅ ∈ Y. 
We are now ready to prove our first result:
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Proof. (Theorem 1) Given system (3), recall the form of y˜t in terms of linear dynamics and note CA
l = 0,
we see that for all t ≥ l: y˜t =
∑t−1
τ=t−l CA
t−1−τBuτ + Dut. Consider an observer Sˆ constructed according
to Definition 4 with parameter T = l. Then yˆt = Q(
∑t−1
τ=t−l CA
t−1−τBuτ +Dut) = Q(y˜t) = yt, ∀ t ≥ l. We
conclude that system (3) is finite memory output observable. 
We next establish several observations that will be instrumental in deriving the remaining results.
Lemma 3. Consider system P as in (3), assume that ρ(A) < 1 and that the initial state x0 is bounded.
There exists a b0 ∈ R+ such that ‖xt‖ ≤ b0 for all t ∈ N.
Proof. The solution associated with initial condition x0 is given by xt = A
tx0 +
∑t−1
τ=0A
t−1−τBuτ . For any
t ∈ N, we have ‖xt‖ = ‖Atx0 +
∑t−1
τ=0A
t−1−τBuτ‖ ≤ max{‖x0‖, ‖But‖}
∑t
τ=0 ‖Aτ‖.
Since
∑∞
τ=0 ‖Aτ‖ converges (pp. 299, [21]), we can find an upper bound b1 ∈ R+ such that
∑∞
τ=0 ‖Aτ‖ ≤
b1. Since ut ∈ U and U is finite, ‖But‖ is also bounded. Let b2 = max{‖x0‖,max{‖Bu‖ : u ∈ U}}, and then
let b0 = b1b2, we have ‖xt‖ ≤ b0 for all t ∈ N. 
Lemma 4. Consider system P as in (3), assume that ρ(A) < 1, C 6= 0 and that the initial state x0 is
bounded. If d(A,B) 6= 0, then there exists a T ∈ Z+ such that for all t ≥ T :
y˜t ∈ B d(A,B)
2
(α), (12)
where α =
∑t−1
τ=t−T CA
t−1−τBuτ +Dut and α ∈ A.
Proof. By Lemma 3, ‖xt‖ ≤ b0 for all t ∈ N for some b0 ∈ R+. Since limτ→∞Aτ = 0 (pp. 298, [21]), recall
the assumption that C 6= 0, we can choose T ∈ Z+ such that
‖AT ‖ < d(A,B)
2b0‖C‖ . (13)
Then ‖CATxt‖ ≤ ‖C‖‖AT ‖‖xt‖ < d(A,B)/2 for all t ∈ N. Recall that y˜t = CATxt−T+
∑t−1
τ=t−T CA
t−1−τBuτ+
Dut, we see (12) holds. 
Next, we observe that the quantized output yt can be determined by the knowledge of the forced response.
Lemma 5. Consider system P as in (3), and sets A and B as in (8) and (9) respectively. If d(A,B) 6= 0, then
for any α ∈ A,
y ∈ cl(B d(A,B)
2
(α)) ⇒ Q(y) = Q(α). (14)
Proof. First observe that Q is continuous at any point y ∈ cl(B d(A,B)
2
(α)), otherwise d(A,B) ≤ d(A,B)/2,
which contradicts with d(A,B) > 0. Next, assume there is a y ∈ cl(B d(A,B)
2
(α)) such that Q(y) 6= Q(α).
Define two sequences {wn}∞n=1, {vn}∞n=1 as follows: Let w1 = α, v1 = y. For any n ≥ 2, let z = (wn−1 +
vn−1)/2, if Q(z) 6= Q(wn−1), let wn = wn−1, vn = z; otherwise, let wn = z, vn = vn−1. By this definition,
we see that Q(wn) 6= Q(vn) implies Q(wn+1) 6= Q(vn+1). Since Q(w1) 6= Q(v1), by induction, we have:
Q(wn) 6= Q(vn) for all n ∈ Z+. At the same time, it is clear that ‖wn − vn‖ = (1/2)n‖w1 − v1‖. Note
that {wn}∞n=1, {vn}∞n=1 ⊂ cl(B d(A,B)
2
(α)) and cl(B d(A,B)
2
(α)) is a compact set in Rp, by renaming, there are
subsequences {w′n} ⊂ {wn} and {v′n} ⊂ {vn} such that Q(w′n) 6= Q(v′n), ‖w′n − v′n‖ ≤ (1/2)n‖w1 − v1‖,
for all n ∈ Z+, and limn→∞ w′n = w, limn→∞ v′n = v for some w, v in cl(B d(A,B)
2
(α)). Since ‖w − v‖ ≤
‖w − w′n‖ + ‖w′n − v′n‖ + ‖v′n − v‖, we see that for any  > 0, ‖w − v‖ < , and consequently w = v.
Since w ∈ cl(B d(A,B)
2
(α)), Q is continuous at w. Recall Q is piecewise-constant, there is δ > 0 such that
Q(z) = Q(w) for all ‖z − w‖ < δ, z ∈ Rp. Since limn→∞ w′n = w, there is N1 such that Q(w′n) = Q(w), for
all n ≥ N1. Similarly, there is N2 such that Q(v′n) = Q(v) = Q(w) for all n ≥ N2. Let n = max{N1, N2},
then Q(w′n) = Q(w) = Q(v
′
n), which contradicts with Q(w
′
n) 6= Q(v′n) for all n ∈ Z+. Therefore, assumption
is false, and we conclude that for any α ∈ A and any y ∈ cl(B d(A,B)
2
(α)), Q(y) = Q(α). 
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Given a system (3), we first decompose the state xt into stable modes and unstable modes, and we make
an observation on the stable modes. In particular, consider the Jordan canonical form of the matrix A,
A = MJM−1, (15)
where matrix J is in partitioned diagonal form, and matrix M is a generalized modal matrix for A (pp.
205, [22]). Write M = [v1 v2 · · · vn], where vi ∈ Cn for 1 ≤ i ≤ n, then each vi is a generalized eigenvector
of A, and {vi}ni=1 form a basis of Rn. For each vi, use λi to denote the eigenvalue of A corresponding to
vi. Next, we decompose the state vector xt using {vi}ni=1. For all t ∈ N, write xt as a linear combination of
{vi}ni=1,
xt =
n∑
i=1
[αt]ivi, (16)
where αt ∈ Cn is the coordinates of xt corresponding to the basis {vi}ni=1. Here [αt]i, 1 ≤ i ≤ n are the
coordinates of xt with respect to the basis {vi}ni=1, and [αt]i with vi /∈ E are the coordinates corresponding
with the stable generalized eigenvectors. We make an observation on these stable modes in the following.
Lemma 6. Consider system (3), write xt as in (16), then
∑
i:vi /∈E |[αt]i| < b1,∀ t ∈ N for some b1 ∈ R+.
Proof. Let M be given as in (15), and note that M = [v1 v2 · · · vn], recall (16), we have M−1xt = αt.
Define αUt ∈ Cn as: If vi ∈ E , then [αUt ]i = [αt]i; otherwise [αUt ]i = 0. Similarly, define αSt ∈ Cn as: If vi /∈ E ,
then [αSt ]i = [αt]i; otherwise [α
S
t ]i = 0. We see that αt = α
U
t +α
S
t . Essentially, α
U
t (α
S
t ) are the coordinates
corresponding with the unstable (stable) generalized eigenvectors.
Similarly, we decompose the But term in system (3). For all t ∈ N, write But as a linear combination
of {vi}ni=1, But =
∑n
i=1[βt]ivi, where βt ∈ Cn is the coordinates of But corresponding to the basis {vi}ni=1.
Then M−1But = βt. Define βUt ∈ Cn as: If vi ∈ E , then [βUt ]i = [βt]i; otherwise [βUt ]i = 0, and define
βSt ∈ Cn as: If vi /∈ E , then [βSt ]i = [βt]i; otherwise [βSt ]i = 0. We also have βt = βUt + βSt .
Recall (3) and A = MJM−1, we have MM−1xt+1 = MJM−1xt +MM−1But. Recall M−1xt = αt, and
M−1But = βt, we have αt+1 = Jαt + βt. Consequently
αUt+1 + α
S
t+1 = (Jα
U
t + β
U
t ) + (Jα
S
t + β
S
t ). (17)
Consider the term JαUt , and write J = [w1 · · ·wn] where w1, . . . , wn ∈ Cn, then JαUt =
∑n
i=1[α
U
t ]iwi. Since
[αUt ]i = 0 for all i such that vi /∈ E , we have
JαUt =
∑
i:vi∈E
[αUt ]iwi. (18)
Recall the definition of λi for i = 1, . . . , n, and the form of J , we see that if λj 6= λi, then [wi]j = 0, for
all 1 ≤ i, j ≤ n. For any i such that vi ∈ E , and any j such that vj /∈ E , we have |λj | < 1 and |λi| ≥ 1,
therefore λj 6= λi, and consequently [wi]j = 0. We see that for all j such that vj /∈ E , [JαUt ]j = 0. Similarly,
for all j such that vj ∈ E , [JαSt ]j = 0. Recall (17), we see that αSt+1 = (JαSt + βSt ). Consider the term JαSt ,
we have JαSt =
∑
i:vi /∈E [α
S
t ]iwi. Define a square matrix J
S to be JS = [wS1 w
S
2 · · · wSn ], where
wSi =
{
wi, if vi /∈ E ,
0, otherwise.
Note that JS is Schur-stable. Then we have JαSt =
∑
i:vi /∈E [α
S
t ]iwi =
∑n
i=1[α
S
t ]iw
S
i = J
SαSt . And conse-
quently, we have
αSt+1 = J
SαSt + β
S
t , (19)
where JS is Schur-stable. Since ‖αS0 ‖1 ≤ ‖M−1‖1‖x0‖1, and x0 is bounded, we see that ‖αS0 ‖1 is bounded.
Similarly, note that U is a finite set in Rm, we see that ‖βSt ‖1 is uniformly bounded. Given system (19),
since JS is Schur-stable, ‖αS0 ‖1 is bounded, and ‖βSt ‖1 is uniformly bounded, by the derivation of Lemma
3, ‖αSt ‖1 < b1 for some b1 ∈ R+ for all t ∈ N. Note that
∑
i:vi /∈E |[αt]i| = ‖αSt ‖1, we have
∑
i:vi /∈E |[αt]i| <
b1, b1 ∈ R+, for all t ∈ N. 
Next, we make an observation about the forced response of the underlying linear dynamics.
8
Lemma 7. Consider a system P as in (3), assume the hypotheses in Theorem 2 are satisfied. Then there
exists a T ∈ Z+ such that for all t ≥ T :
y˜t ∈ B d(A,B)
2
(α), (20)
where α =
∑t−1
τ=t−T CA
t−1−τBuτ +Dut and α ∈ A.
Proof. Use {ei}ni=1 to denote the standard basis of Rn, and recall the computation of powers of a Jordan
block (pp. 57, [4]), then for all t ≥ n, Atvi = MJ tei =
∑
j:λj=λi
λti p(j,i)(t) vj , where p(j,i)(t) is some
polynomial in t that depends on the pair (j, i). Recall the particular form of J ti , the upper triangular
elements of J ti has the form
t!
k!(t−k)! · λt−ki , where 0 ≤ k ≤ ni − 1, and ni corresponds to the size of Ji.
Note that t!k!(t−k)! ≤ tn, and that |λi|t−k ≤ κ|λi|t for some κ ∈ R+: If |λi| ≥ 1 or |λi| = 0, let κ1 = 1; if
1 > |λi| > 0, let κ2 = (max{1/|λj | : 0 < |λj | < 1, 1 ≤ j ≤ n})n; take κ = max{κ1, κ2}. Combine these
observations, we conclude that for any i ∈ {1, . . . , n}, and any t ≥ n,
Atvi =
∑
j:λj=λi
λti p(j,i)(t) vj , (21)
where
|λti p(j,i)(t)| ≤ κ · tn|λi|t, (22)
for some κ ∈ R+.
For any T ≥ n, and any t ∈ N, recall (16), (21), we have
CATxt =
∑
i:vi∈E
[αt]i
∑
j:λj=λi
λTi p(j,i)(T )Cvj
+
∑
i:vi /∈E
[αt]i
∑
j:λj=λi
λTi p(j,i)(T )Cvj .
(23)
If vi ∈ E and λj = λi, then vj ∈ E . Since E is in the kernel of C, for any i such that vi ∈ E , Cvj = 0 for
all j such that λj = λi. Therefore
∑
i:vi∈E [αt]i
∑
j:λj=λi
λTi p(j,i)(T )Cvj = 0. Continued from (23), we have
CATxt =
∑
i:vi /∈E [αt]i
∑
j:λj=λi
λTi p(j,i)(T )Cvj . Recall (22), we have
‖CATxt‖ ≤
∑
i:vi /∈E
κnη · |[αt]i| Tn |λi|T , (24)
where η = max{‖Cvj‖ : 1 ≤ j ≤ n}. For any i such that vi /∈ E , |λi| < 1. Let ρ = max{|λi| : vi /∈ E}, then
0 ≤ ρ < 1. Consequently, ‖CATxt‖ ≤
∑
i:vi /∈E κnη · |[αt]i|TnρT ≤ κnη · TnρT
∑
i:vi /∈E |[αt]i|. By Lemma 6,
there is b1 > 0 such that
∑
i:vi /∈E |[αt]i| < b1. We have
‖CATxt‖ ≤ b1κnη · TnρT , (25)
for any T ≥ n, and any t ∈ N. Note that 0 ≤ ρ < 1, therefore limT→∞ TnρT = 0. Choose T ∈ Z+
such that TnρT < d(A,B)2b1κnη , we have ‖CATxt‖ < d(A,B)/2, for all t ∈ N. Then for all t ≥ T , y˜t =
CATxt−T +
∑t−1
τ=t−T CA
t−1−τBuτ +Dut ∈ B d(A,B)
2
(α), and consequently (20) holds.

We are now ready to show Theorem 2.
Proof. (Theorem 2)
Case 1: A Hurwitz. First note that if C is the zero matrix, then yt = Q(Dut). Since yt can be determined
by the knowledge of ut, system (3) is (C1). Therefore in the following derivation, we only consider the case
C 6= 0. Recall Lemma 4, let T be determined by (13) such that (12) holds. Let Sˆ be constructed according
to Definition 4 with this parameter T . Since q0 = qo, we have
qt = (ut−1, ut−2, . . . , ut−T ), ∀ t ≥ T. (26)
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where {ut} is the input of system (3).
For any t ≥ T , recall (10), (11), (26), we have yˆt = Q(
∑T
τ=1 CA
τ−1But−τ+Dut) = Q(
∑t−1
τ=t−T CA
t−τ−1Buτ+
Dut) = Q(α), where α =
∑t−1
τ=t−T CA
t−1−τBuτ + Dut. Recall Lemma 4, we have y˜t ∈ B d(A,B)
2
(α) ⊂
cl(B d(A,B)
2
(α)). By Lemma 5, we have Q(y˜t) = Q(α). We conclude that yˆt = Q(α) = Q(y˜t) = yt for all
t ≥ T , and consequently system (3) is finite memory output observable.
Case 2: A is not Hurwitz. By Lemma 7, there exists a T ∈ Z+ such that for all t ≥ T : y˜t ∈ B d(A,B)
2
(α),
where α =
∑t−1
τ=t−T CA
t−1−τBuτ +Dut and α ∈ A. The rest of this derivation follows the exact same lines
of the derivation for the case where A is Hurwitz. 
We now shift our focus to deriving the necessary conditions.
Proof. (Theorem 3) The proof is by contradiction. Since A ∩ B 6= ∅, there exist t1 ∈ N and u1 such that
t1 = min{t : F (u, t) ∈ A ∩ B} and F (u1, t1) ∈ B. The existence of the minimum is guaranteed by the
well-ordering principle of nonnegative integers (pp. 28, [23]). t1 being a minimum indicates that F (u
1, t) is
not in B for any t < t1. So we can define the following distance:
d1 =
{
d({0},B), if t1 = 0
d({0} ∪ {F (u1, t) : 0 ≤ t ≤ t1 − 1},B), if t1 ≥ 1 (27)
The definition of t1 and 0 /∈ B imply d1 > 0.
Assume that system (3) is finite memory output observable, than there exists an observer Sˆ (5) and T
such that for any x0 ∈ Rn, any u ∈ UN, yˆt = yt for all t ≥ T . Without loss of generality, we assume that
T ≥ t1 (if T < t1, just let T = t1, then yˆt = yt for all t ≥ T still holds).
Construct an input sequence u of system (3). Given u1, use the truncated sequence of u1: {u1t : 0 ≤ t ≤
t1}, the input sequence u is described as follows:
ut =

0, 0 ≤ t ≤ T − t1 − 1
u1t−(T−t1), T − t1 ≤ t ≤ T
0, t > T
(28)
Basically we insert the truncated sequence of {u1t : 0 ≤ t ≤ t1} into a zero input. If distinct initial states x10
and x20 satisfy:
‖CAtxi0‖ < d1/2, i = 1, 2 (29)
for t = 0, 1 · · ·T − 1, then under input u (28), the corresponding outputs of the underlying LTI system, y˜1t
and y˜2t , satisfy: y˜
i
t ∈ Bd1/2(α), i = 1, 2, for some α ∈ {0} ∪ {F (u1, t) : 0 ≤ t ≤ t1 − 1}, for t = 0, 1 · · ·T − 1.
Recall the definition of d1 and Lemma 5, we have Q(y˜
1
t ) = Q(α) = Q(y˜
2
t ). Consequently, we have y
1
t =
y2t , t = 0, 1 · · ·T −1, where yit is the output of system (3) when the initial state is xi0 and the input is u (28).
In addition, since Q is not continuous at F (u, t) = F (u1, t1), for any δ > 0, there is z ∈ Rp such that
Q(z+F (u, t)) 6= Q(F (u, t)), and ‖z‖ < δ. Since rank(CAT ) = p by assumption, write CAT = [v1 v2 · · · vn],
where v1, . . . , vn ∈ Rp, then there is {i1, i2, . . . , ip} ⊂ {1, 2, . . . , n} such that [vi1 vi2 · · · vip ] is invertible.
Let V = [vi1 vi2 · · · vip ], and let KA = sup{‖At‖ : t = 0, 1, 2, · · · }. choose δ = d12‖V −1‖‖C‖KA > 0,
then there is z ∈ Rp such that Q(z + F (u, t)) 6= Q(F (u, t)), and ‖z‖ < δ. Let w = V −1z, and write
w = [w1 w2 · · · wp]T ∈ Rp, define x∗ = [x∗1 x∗2 · · · x∗n]T ∈ Rn as: For all 1 ≤ j ≤ p, x∗ij = wj ; for all
1 ≤ l ≤ n and l /∈ {i1, i2, . . . , ip}, x∗l = 0. Then we have CATx∗ = V w, and ‖x∗‖ = ‖w‖.
Consider two distinct initial conditions: x10 = 0, x
2
0 = x
∗. Then for all t = 0, 1 · · ·T − 1, ‖CAtx20‖ ≤
‖C‖KA‖w‖ < ‖C‖KA‖V −1‖ · d12‖V −1‖‖C‖KA = d1/2. Therefore (29) holds, and consequently y1t = y2t , t =
0, 1 · · ·T − 1. At t = T , y1T = Q(F (u, t)), and y2T = Q(CATx∗ + F (u, t)) = Q(z + F (u, t)) 6= Q(F (u, t)),
therefore y1T 6= y2T .
Since system (3) is assumed to be finite memory output observable, let yˆ1t and yˆ
2
t be the output of the cor-
responding Sˆ when the input is u (28) and initial conditions are x10, x
2
0 respectively. Then at t = T , recall (5),
we have yˆ1T = g(f(. . . f(f(q0, u0, y
1
0), u1, y
1
1) . . . , uT−1, y
1
T−1), uT ), and yˆ
2
T = g(f(. . . f(f(q0, u0, y
2
0), u1, y
2
1) . . . , uT−1, y
2
T−1), uT ).
Recall that y1t = y
2
t , t = 0, 1 · · ·T −1, we have yˆ1T = yˆ2T . Since y1T 6= y2T , there is i ∈ {1, 2} such that yˆiT 6= yiT .
This is a contradiction with system (3) being finite memory output observable. 
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Proof. (Theorem 4) Since V is not in the kernel of C, there is v ∈ V such that Cv 6= 0. Without loss of
generality, let ‖Cv‖1 = 1. Since v ∈ V, we have Av = λv for some |λ| > 1, λ ∈ C. Next, we define a set O as
O = {α ∈ R+|Re(γCv) ∈ Q−1(Q(0)), ∀ |γ| ≤ α, γ ∈ C}. (30)
Next, we show that O is non-empty and bounded. Write Cv = [v1 v2 . . . vn]T , where v1, . . . , vp ∈ C and
|v1|+ · · ·+ |vp| = 1. For any γ ∈ C, we have |Re(γvi)| ≤ |γ‖vi|, therefore ‖Re(γCv)‖1 =
∑p
i=1 |Re(γvi)| ≤
|γ|∑pi=1 |vi| = |γ|. Since Q is a piecewise constant function, and 0 /∈ B, there is r > 0 such that Br(0) ⊂
Q−1(Q(0)), where Br(0) = {x ∈ Rp : ‖x‖1 < r}. Therefore, for all γ with |γ| ≤ r/2, Re(γCv) ∈ Br(0).
Consequently r/2 ∈ O, and O is nonempty.
Next, we show that O is bounded. Since Q−1(Q(0)) is bounded by assumption, let Q−1(Q(0)) ⊂ Bσ(0)
for some σ > 0. Since Cv = [v1 v2 . . . vn]
T 6= 0, let |vk| > 0 for some 1 ≤ k ≤ n. Write vk as
vk = |vk|eiφ for some φ ∈ [0, 2pi). Assume O is unbounded, then there exist α ∈ O with α > 2σ/|vk|. Let
γ = (2σ/|vk|)ei(−φ), then |γ| < α. By the definition of O (30), we have Re(γCv) ∈ Q−1(Q(0)). Observe
that ‖Re(γCv)‖1 ≥ |Re(γvk)| = |Re( 2σ|vk|ei(−φ)|vk|eiφ)| = |Re(2σ)| = 2σ. Therefore Re(γCv) /∈ Bσ(0), and
consequently Re(γCv) /∈ Q−1(Q(0)), which draws a contradiction. Therefore O is bounded.
Next, we define β = supO. Since O is non-empty and bounded, we have 0 < β <∞. Then for any  > 0,
there is κ ∈ C such that
Re(κCv) /∈ Q−1(Q(0)), and β ≤ |κ| < β + . (31)
and we will apply this observation to prove Theorem 4 by contradiction.
Assume system (3) is finite memory output observable, than there exists an observer Sˆ (5) and T ∈ Z+
such that yt = yˆt for all t ≥ T . Consider the input ut ≡ 0, for two initial states x10, x20 ∈ Rn, we use y1t , y2t to
denote the outputs of system (3) respectively. Choose x10 = 0, then y
1
t = Q(0) for all t ∈ N. In (31), let  =
β(|λ|−1), and choose x20 = Re( κλT v). Then for all 0 ≤ t ≤ T −1, CAtx20 = Re( κλT CAtv) = Re(κλ
t
λT
Cv). Since
|κλt/λT | < β, by (30), we see that CAtx20 ∈ Q−1(Q(0)), and consequently y2t = Q(0) for all 0 ≤ t ≤ T − 1.
At t = T , CATx20 = Re(κCv) /∈ Q−1(Q(0)), therefore y2T 6= Q(0). Now we see that y1t = y2t for 0 ≤ t ≤ T −1,
and y1T 6= y2T . Similar to the proof of Theorem 3, we can show that yˆ1T = yˆ2T , and therefore either yˆ1T 6= y˜1T
or yˆ2T 6= y2T or both, and we conclude that system (3) is not finite memory output observable. 
4.3 Algorithmic Verification of the Conditions
A natural question one might ask is how to determine d(A,B) for sets A and B defined in (8) and (9),
respectively. In this section, we propose an algorithm to compute the distance between sets A and B and
to determine whether their intersection is empty, for the case where matrix A of system (3) is Schur-stable
(ρ(A) < 1).
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Algorithm 1 Computes d(A,B), determines if A ∩ B = ∅
Input: Matrix A, B, C,D, set U , quantizer Q
1: Compute: h = max{‖Bu‖ : u ∈ U}
2: Compute: s = supT≥0
∑T
t=0 ‖At‖
3: k ← 1.
4: loop
5: if k = 1 then
6: Compute: C1 = {Du1 : u1 ∈ U}
7: else
8: Compute: Ck = {Du1 + CBu2 + CABu3 + · · ·+ CAk−2Buk : u1, . . . , uk ∈ U}
9: end if
10: Compute: dk = min{d(y,B) : y ∈ Ck}
11: if dk > hs‖C‖‖Ak−1‖ then
12: Return: d = dk − hs‖C‖‖Ak−1‖
13: Exit the loop
14: else if Ck ∩ B 6= ∅ then
15: Return: y∗ ∈ Ck ∩ B
16: Exit the loop
17: end if
18: k ← k + 1.
19: end loop
Lemma 8. Given system (3), assume ρ(A) < 1 and 0 ∈ U . Consider sets A and B defined in (8) and (9)
respectively, the following holds:
i. d(A,B) > 0 if and only if Algorithm 1 terminates and returns d, which satisfies d ≤ d(A,B).
ii. A ∩ B 6= ∅ if and only if Algorithm 1 terminates and returns y∗, which satisfies y∗ ∈ A ∩ B.
Proof. First we show item i). Assume d(A,B) > 0. Since ρ(A) < 1, limk→∞ ‖Ak‖ = 0. Therefore there is
N ∈ Z+ such that hs‖C‖‖Ak−1‖ < d(A,B) for all k ≥ N . Recall (8), we see that Ck ⊂ A for all k ∈ Z+.
Consequently, d(Ck,B) ≥ d(A,B). Since Ck is a finite set, we see that d(Ck,B) = min{d(y,B) : y ∈ Ck} = dk.
Therefore, hs‖C‖‖Ak−1‖ < dk for all k ≥ N , and the set {k ∈ Z+ : dk > hs‖C‖‖Ak−1‖} is nonempty.
Let k∗ = min{k ∈ Z+ : dk > hs‖C‖‖Ak−1‖}, we see that Algorithm 1 terminates at k = k∗, and returns
d = dk∗ − hs‖C‖‖Ak∗−1‖.
Next, we show the other direction of item i). Assume Algorithm 1 terminates at some k = k∗, and returns
d. For any α ∈ A, recall (8), α = ∑t−1τ=0 CAt−1−τBuτ + Dut, for some t ∈ N, and some u0, u1, . . . , ut ∈
U . Since 0 ∈ U , there are t′ ≥ k∗, and u′0, u′1, . . . , u′t′ ∈ U such that α =
∑t′−1
τ=0 CA
t′−1−τBu′τ +
Du′t′ =
∑t−1
τ=0 CA
t−1−τBuτ + Dut, where u′0, u
′
1, . . . , u
′
t′ is either identical to u0, u1, . . . , ut, or consists of
u0, u1, . . . , ut and a sequence of zero input of appropriate length at the beginning. Since t
′ ≥ k∗, we have
α =
∑t′−k∗
τ=0 CA
t′−1−τBu′τ+
∑t′−1
τ=t′−k∗+1 CA
t′−1−τBu′τ+Du
′
t′ . We can show that ‖
∑t′−k∗
τ=0 CA
t′−1−τBu′τ‖ ≤
hs‖C‖‖Ak∗−1‖. Let c = ∑t′−1τ=t′−k∗+1 CAt′−1−τBu′τ + Du′t′ , we note that c = ∑t′−1τ=t′−k∗+1 CAt′−1−τBu′τ +
Du′t′ ∈ Ck∗ . Then for any β ∈ B, recall dk∗ = d(Ck∗ ,B) ‖α− β‖ ≥ ‖c− β‖− ‖α− c‖ ≥ dk∗ − hs‖C‖‖Ak
∗−1‖.
Since the choices of α ∈ A and β ∈ B are arbitrary, we see that d(A,B) ≥ dk∗ −hs‖C‖‖Ak∗−1‖. Since Algo-
rithm 1 terminates at k = k∗, we see that d = dk∗ − hs‖C‖‖Ak∗−1‖ > 0, and consequently d(A,B) ≥ d > 0.
This completes the proof for item i).
For the second item, assume A ∩ B 6= ∅, and let α1 ∈ A ∩ B. Recall (8), we see that α1 ∈ Ck for some
k ∈ Z+. Therefore, the set {k ∈ Z+ : Ck ∩ B 6= ∅} is nonempty. Let k∗ = min{k ∈ Z+ : Ck ∩ B 6= ∅}, we see
that Algorithm 1 terminates at k = k∗, and returns y∗. For the backward implication, assume Algorithm
1 terminates at some k ∈ Z+, and returns y∗. Recall (8), we see that Ck ⊂ A. Since y∗ ∈ Ck ∩ B, we have
y∗ ∈ A ∩ B, and consequently A ∩ B 6= ∅. This completes the proof of the second item. 
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5 Weak and Asymptotic Output Observability
5.1 Main Results
Recall that the sufficient conditions for finite memory output observability stated in the previous section are
automatically sufficient conditions for weak output observability (Lemma 2). We thus focus on necessary
conditions in this section.
We begin by introducing the concept of unobservable input-output segments, which will be instrumental
in formulating a necessary condition for weak output observability. For any (u,y) ∈ UN × YN and any
T ∈ Z+, we use ({ut}Tt=0, {yt}Tt=0) to denote the segment of (u,y) from time 0 to time T .
Definition 5. Given a system P (2) with |U| < ∞, 1 < |Y| < ∞, consider a family Ψ of input and output
segments,
Ψ = {{({u(k,j)t }T(k,j)t=0 , {y(k,j)t }
T(k,j)
t=0 )}2
k
j=1}∞k=1. (32)
Ψ is said to be unobservable if it satisfies the following items:
i. For any k ≥ 1, and any j ∈ {1, 2, . . . , 2k−1},
T(k,2j−1) = T(k,2j), (33a){
u
(k,2j−1)
t = u
(k,2j)
t ,
y
(k,2j−1)
t = y
(k,2j)
t ,
0 ≤ t ≤ T(k,2j−1) − 1, (33b){
u
(k,2j−1)
t = u
(k,2j)
t ,
y
(k,2j−1)
t 6= y(k,2j)t ,
t = T(k,2j−1). (33c)
ii. For any k ≥ 2, and any j ∈ {1, 2, . . . , 2k−1},
T(k,2j) > T(k−1,j), (34a){
u
(k,2j)
t = u
(k−1,j)
t ,
y
(k,2j)
t = y
(k−1,j)
t ,
0 ≤ t ≤ T(k−1,j). (34b)
iii. For any sequence {j(k)}∞k=1 that satisfies j(k) ∈ {1, . . . , 2k} and j(k + 1) ∈ {2j(k) − 1, 2j(k)}, define
(u,y) ∈ UN × YN as {
ut = u
(1,j(1))
t ,
yt = y
(1,j(1))
t ,
0 ≤ t ≤ T(1,j(1)),{
ut = u
(k,j(k))
t ,
yt = y
(k,j(k))
t ,
T(k−1,j(k−1)) < t ≤ T(k,j(k)), k ≥ 2,
(35)
then (u,y) satisfies
(u,y) ∈ P. (36)

Figure 3: Illustration of Ψ.
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We use Figure 3 to provide some intuition on Ψ. The tree structure represents the family Ψ of input and
output segments of P . Each branch represents two pairs of input and output segments: When the branch
bifurcates, it means that the two corresponding outputs are different at this time instant. This exact process
is formulated in (33). Given an observer Sˆ1 of P , the output of Sˆ1 will be different from (at least) one of the
branches at t = T(1,1), as shown in the figure. Following this branch, the estimation error occurs at one step.
Similarly, the output of Sˆ1 will be different from one of the sub-branches at t = T(2,1), and the estimation
error occurs at two steps. Repeating this argument, we see that the estimation error occurs infinitely often
for Sˆ1. For another observer Sˆ2, the branches associated with the estimation errors may be different from
the ones of Sˆ1, as shown in Figure 3. Therefore, we propose this tree structure to guarantee that estimation
error occurs infinitely often for any observer, and consequently the plant P is not weakly output observable.
We formalize this result as follows.
Theorem 5. Given a system P (2) with |U| < ∞, 1 < |Y| < ∞, if there is an unobservable family Ψ (32)
that satisfies items i) through iii), then system P is not weakly output observable. 
Essentially, item i) requires that two output differs at one step but are identical at all previous steps,
item ii) connects the adjacent stages of Ψ, and item iii) requires that the branches of Ψ are feasible input
and output signals of P .
While the hypotheses in Theorem 5 seem abstract, one might be interesting in explicitly identifying
instances of systems that satisfy these hypotheses. Thus for the specific class of systems (3), we will now
present concrete instances of Theorem 5. For the purpose of exposition, we consider system (3) with p = 1
and assume the quantizer Q to be right-continuous.
Theorem 6. Consider system (3) with p = 1, 0 ∈ U , and Q in the form of (4). Assume B ∩ R+ 6= ∅ and let
β = argminB ∩ R+. If there exist an eigenvalue-eigenvector pair (λ, v) of A, a x∗ ∈ span{v}, and a u∗ ∈ U
such that λ > 1, Cx∗ = β, and A2x∗ +Bu∗ = 0, then system (3) is not weakly output observable.
Remark. Recall Theorem 4, systems that satisfy the hypotheses in Theorem 6 are not finite memory output
observable. Compared to the hypotheses in Theorem 4, the requirement of the existence of x∗ and u∗ in
Theorem 6 is new.
Interestingly, stronger results can be said about the systems that satisfy the hypotheses in Theorem 6:
In fact, such systems are not even asymptotically observable.
Corollary 1. Consider a system (3) that satisfies the hypotheses in Theorem 6, then system (3) is not
asymptotically output observable.
5.2 Derivation of Main Results
First, we make an observation regarding a system P (2) not being weakly output observable.
Lemma 9. Given a system P (2) and recall the setup as in Figure 2, P is not weakly output observable if
and only if for any observer Sˆ (5), there is (u,y) ∈ P such that yt 6= yˆt for infinitely many t ∈ N.
Proof. By Definition 3, P is not weakly output observable if and only if for any observer Sˆ (5) γ = 0 is not
an observation gain bound of (P, Sˆ). Equivalently, by Definition 6, for any observer Sˆ there is (u,y) ∈ P
such that
sup
T≥0
T∑
t=0
‖yt − yˆt‖ =∞. (37)
Equation (37) implies yt 6= yˆt for infinitely many t ∈ N. Let δ = min{‖y1 − y2‖ : y1 6= y2, y1, y2 ∈ Y}, since
|Y| <∞, the minimum is well-defined and δ > 0. If yt 6= yˆt for infinitely many t ∈ N, then ‖yt − yˆt‖ > δ for
infinitely many t ∈ N, which implies (37). This completes the proof. 
Next, given an arbitrary observer Sˆ as in (5), we make an observation regarding its output yˆt when the
segments of Ψ are applied to its input.
Lemma 10. Given a system P (2) and Ψ (32), assume the hypotheses in Theorem 5 are satisfied. For any
observer Sˆ (5), define a family Θˆ of its output segments as:
Θˆ = {{{yˆ(k,j)t }T(k,j)t=0 }2
k
j=1}∞k=1, (38)
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where for all k ∈ Z+, 1 ≤ j ≤ 2k, {yˆ(k,j)t }T(k,j)t=0 is the output of Sˆ when ut and yt in equation (5) satisfy
ut = u
(k,j)
t , for t = 0, 1, . . . , T(k,j),
yt = y
(k,j)
t , for t = 0, 1, . . . , T(k,j) − 1,
(39)
where u
(k,j)
t , y
(k,j)
t are given by Ψ. Then there is a sequence {j(k)}∞k=1 such that for all k ∈ Z+, the following
are satisfied:
j(k) ∈ {1, . . . , 2k}, (40a)
yˆ
(k,j(k))
t 6= y(k,j(k))t , for all t ∈ {T(i,j(i))}ki=1, (40b)
u
(k,j(k))
t = u
(k−1,j(k−1))
t , 0 ≤ t ≤ T(k−1,j(k−1)), (40c)
j(k) ∈ {2j(k − 1)− 1, 2j(k − 1)}, (40d)
where (40c), (40d) are only required for k ≥ 2. 
Proof. We use induction to show this Lemma. For k = 1, first make an observation of the output yˆt of the
observer. By the dynamics of Sˆ (5), for any t ∈ Z+,
yˆt = g(f(. . . f(f(q0, u0, y0), u1, y1) . . . , ut−1, yt−1), ut). (41)
Recall (33), we have u
(1,1)
t = u
(1,2)
t , for t = 0, 1, . . . , T(1,1), and y
(1,1)
t = y
(1,2)
t , for t = 0, 1, . . . , T(1,1) − 1. Let
t = T(1,1) in (41), and recall (39), we have yˆ
(1,1)
T(1,1)
= yˆ
(1,2)
T(1,1)
. Recall (33c), y
(1,1)
T(1,1)
6= y(1,2)T(1,1) . Consequently, there
is j∗ ∈ {1, 2} such that yˆ(1,j∗)T(1,1) 6= y
(1,j∗)
T(1,1)
. Let j(1) = j∗, then yˆ(1,j(1))t 6= y(1,j(1))t , for t = T(1,j(1)), therefore
(40) holds at k = 1.
For k = 2, recall (34a), T(2,2) > T(1,1), and T(2,4) > T(1,2). Recall (33a), T(2,j) > T(1,1) for all j ∈
{1, 2, 3, 4}. Recall (34b), u(2,2)t = u(1,1)t , u(2,4)t = u(1,2)t , t = 0, 1, . . . , T(1,1). Recall (33b), (33c), u(2,1)t =
u
(2,2)
t = u
(1,1)
t , u
(2,3)
t = u
(2,4)
t = u
(1,2)
t , t = 0, 1, . . . , T(1,1). Similarly, by (34b), (33b), (33c), y
(2,1)
t = y
(2,2)
t =
y
(1,1)
t , y
(2,3)
t = y
(2,4)
t = y
(1,2)
t , t = 0, 1, . . . , T(1,1). Recall (41),
yˆ
(2,1)
t = yˆ
(2,2)
t = yˆ
(1,1)
t , yˆ
(2,3)
t = yˆ
(2,4)
t = yˆ
(1,2)
t , t = T(1,1). (42)
Since (40) holds at k = 1, yˆ
(1,j(1))
t 6= y(1,j(1))t , for t = T(1,j(1)) = T(1,1). Recall j(1) ∈ {1, 2}, by (42),
yˆ
(2,2j(1)−1)
t = yˆ
(2,2j(1))
t = yˆ
(1,j(1))
t , t = T(1,1). Recall (34b), y
(2,2j(1)−1)
t = y
(2,2j(1))
t = y
(1,j(1))
t , t = T(1,1).
Therefore,
yˆ
(2,2j(1)−1)
t 6= y(2,2j(1)−1)t , yˆ(2,2j(1))t 6= y(2,2j(1))t , t = T(1,1). (43)
Next, recall (33), (41), we have yˆ
(2,2j(1)−1)
t = yˆ
(2,2j(1))
t , t = T(2,2j(1)). Recall (33c), y
(2,2j(1)−1)
t 6= y(2,2j(1))t , t =
T(2,2j(1)−1) = T(2,2j(1)). Consequently, there is j∗ ∈ {2j(1)−1, 2j(1)} ⊂ {1, 2, 3, 4} such that yˆ(2,j
∗)
t 6= y(2,j
∗)
t ,
t = T(2,j∗). Let j(2) = j
∗, then (40a), (40d) hold. By (43), and yˆ(2,j
∗)
t 6= y(2,j
∗)
t , t = T(2,j∗), (40b) holds. By
(33), (34b), we see (40c) holds. Therefore (40) holds at k = 2.
Assume that (40) holds for some k ≥ 2. Recall (33b), (33c), (34b), u(k+1,2j(k)−1)t = u(k+1,2j(k))t =
u
(k,j(k))
t , and y
(k+1,2j(k)−1)
t = y
(k+1,2j(k))
t = y
(k,j(k))
t , t = 0, 1, . . . , T(k,j(k)). Recall (39), (41), we see that
yˆ
(k+1,2j(k)−1)
t = yˆ
(k+1,2j(k))
t = yˆ
(k,j(k))
t , t = 0, 1, . . . , T(k,j(k)). Since (40b) holds for k, we see that{
yˆ
(k+1,2j(k)−1)
t 6= y(k+1,2j(k)−1)t ,
yˆ
(k+1,2j(k))
t 6= y(k+1,2j(k))t ,
∀ t ∈ {T(i,j(i))}ki=1. (44)
At t = T(k+1,2j(k)), by (33), (41), yˆ
(k+1,2j(k)−1)
t = yˆ
(k+1,2j(k))
t , t = T(k+1,2j(k)). By (33a), (33c), y
(k+1,2j(k)−1)
t 6=
y
(k+1,2j(k))
t , t = T(k+1,2j(k)). Therefore there is j
∗ ∈ {2j(k) − 1, 2j(k)} such that yˆ(k+1,j∗)t 6= y(k+1,j
∗)
t at
t = T(k+1,2j(k)) = T(k+1,j∗). Let j(k + 1) = j
∗, and recall (44), we see that (40b) holds for k + 1. Since
j(k + 1) = j∗ ∈ {2j(k)− 1, 2j(k)}, and (40a) holds for k, we see that (40a), (40d) holds for k + 1. By (33),
(34b), we see (40c) holds for k + 1. We see that (40) holds for k + 1. This completes the derivation of the
existence of {j(k)}∞k=1 such that (40) holds for all k ∈ Z+. 
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Based on the observation made in Lemma 10, given Sˆ we construct an input-output pair of P such that
the estimation error occurs infinitely many often.
Lemma 11. Given a system P (2) and Ψ (32), assume the hypotheses in Theorem 5 are satisfied. Given an
observer Sˆ (5), let {j(k)}∞k=1 be such that (40) holds, define an input-output pair (u,y) ∈ UN × YN as{
ut = u
(1,j(1))
t ,
yt = y
(1,j(1))
t ,
0 ≤ t ≤ T(1,j(1)),{
ut = u
(k,j(k))
t ,
yt = y
(k,j(k))
t ,
T(k−1,j(k−1)) < t ≤ T(k,j(k)), k ≥ 2,
(45)
then (u,y) is well-defined and (u,y) ∈ P . 
Proof. First we show that (u,y) (45) is well-defined. Let L(k) = {T(k−1,j(k−1)) + 1, . . . , T(k,j(k))} ⊂ Z+ for
all k ≥ 2. We observe that
{0, 1, . . . , T(1,j(1))} ∪ (
∞⋃
k=2
L(k)) = N, (46a)
L(k1) ∩ L(k2) = ∅, if k1 6= k2. (46b)
To see this, by (40d), (33a), (34a),
T(k,j(k)) > T(k−1,j(k−1)), (47)
or equivalently T(k,j(k)) ≥ T(k−1,j(k−1)) + 1, for all k ≥ 2. Consequently, T(k,j(k)) ≥ T(1,j(1)) + (k − 1), for all
k ≥ 2, and supk∈Z+ T(k,j(k)) = ∞. For any t ∈ N, if t > T(1,1), let k(t) = min{k ∈ Z+ : T(k,j(k)) ≥ t}. Since{k ∈ Z+ : T(k,j(k)) ≥ t} is none-empty, k(t) is well-defined (pp. 28, [23]), and t ∈ L(k(t)). Therefore (46a)
holds. For any k1, k2 ≥ 2, and k1 6= k2, without loss of generality, let k1 < k2. Assume t∗ ∈ L(k1) ∩ L(k2),
then t∗ > T(k2−1,j(k2−1)), and t
∗ ≤ T(k1,j(k1)). Since k2 − 1 ≥ k1, by (47), T(k2−1,j(k2−1)) ≥ T(k1,j(k1)), but
T(k2−1,j(k2−1)) < t
∗ ≤ T(k1,j(k1)), which draws a contradiction. Therefore (46b) holds. Consequently, (u,y)
(45) is well-defined.
By (40a), (40d), and item iii) of Ψ (see (36)), (u,y) (45) satisfies (u,y) ∈ P . 
Lastly, we apply the previous observations to show Theorem 5.
Proof. (Theorem 5) For any observer Sˆ as in (5), consider (u,y) ∈ P defined as in (45). In the setup in
Figure 2, let {yˆt}∞t=0 be the output of Sˆ corresponding with (u,y). Recall (45), we see that ut = u(1,j(1))t ,
0 ≤ t ≤ T(1,j(1)). Recall (40), we see that for any k ∈ Z+, we have ut = u(k,j(k))t , 0 ≤ t ≤ T(1,j(1)).
Similarly, we can show that for any k ≥ 2, ut = u(k,j(k))t , T(1,j(1)) + 1 ≤ t ≤ T(2,j(2)). Repeat this argument,
then for any k ∈ Z+, we have ut = u(k,j(k))t , 0 ≤ t ≤ T(k,j(k)). Similarly, we can show that for any
k ∈ Z+, yt = y(k,j(k))t , 0 ≤ t ≤ T(k,j(k)) − 1. Recall the definition of Θˆ (see (39)), and (41), we have
yˆt = yˆ
(k,j(k))
t , t = T(k,j(k)), for all k ∈ Z+. Recall (45), yt = y(k,j(k))t , t = T(k,j(k)), for all k ∈ Z+. Recall
(40b), yˆ
(k,j(k))
t 6= y(k,j(k))t , t = T(k,j(k)), for all k ∈ Z+. Therefore,
yˆt 6= yt, t = T(k,j(k)),∀ k ∈ Z+. (48)
Recall (47), we see that yˆt 6= yt for infinitely many t ∈ N. By Lemma 9, P is not weakly output observable. 
We first construct a family Ψ of input-output segments of system (3), and then show that the constructed
Ψ satisfies the hypotheses in Theorem 5. Within the scope of this derivation, we use “s” to denote the initial
state x0 of system (3).
Consider a system (3) that satisfies the hypotheses in Theorem 6 and let T ∈ Z+ and T ≥ 2, we define a
quantity so as
so =
x∗
λT
. (49)
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Next, define a family S of initial states of system (3) as
S = {{s(k,j)}2
k
j=1}∞k=1, (50)
where
s(1,1) = 0, s(1,2) = so, (51)
and for all k ≥ 2, all j = 1, 2, . . . , 2k−1,
s(k,2j−1) = s(k−1,j), s(k,2j) = s(k−1,j) + (
1
λT
)k−1so. (52)
Then s(k,j) is defined for all k ∈ Z+ and j ∈ {1, . . . , 2k}.
At the same time, define a family I of input segments of system (3) as
I = {{{u(k,j)t }T(k,j)t=0 }2
k
j=1}∞k=1, (53)
where for all k ∈ Z+, all j = 1, 2, . . . , 2k,
T(k,j) = k · T, (54)
and
u
(1,1)
t = u
(1,2)
t = 0, t = 0, 1, . . . , T, (55)
and for all k ≥ 2, all j = 1, 2, . . . , 2k−2,{
u
(k,4j)
t = u
(k,4j−1)
t = u
(k−1,2j)
t ,
u
(k,4j−2)
t = u
(k,4j−3)
t = u
(k−1,2j−1)
t ,
0 ≤ t ≤ (k − 1)T,{
u
(k,4j)
t = u
(k,4j−1)
t = u
∗,
u
(k,4j−2)
t = u
(k,4j−3)
t = 0,
t = (k − 1)T + 1,
u
(k,4j−i)
t = 0, 0 ≤ i ≤ 3, (k − 1)T + 2 ≤ t ≤ kT,
(56)
then u
(k,j)
t is defined for all k ∈ Z+, j ∈ {1, . . . , 2k}, and t ∈ {0, . . . , kT}.
Given S and I defined in the preceding, define a family Θ of output segments of system (3) as:
Θ = {{{y(k,j)t }T(k,j)t=0 }2
k
j=1}∞k=1, (57)
where for all k ∈ Z+, 1 ≤ j ≤ 2k, {y(k,j)t }T(k,j)t=0 is the quantized output yt (3c) of system (3), when ut and xt
in equation (3) satisfy
ut = u
(k,j)
t , for t = 0, 1, . . . , T(k,j),
xt = s(k,j), for t = 0.
(58)
Essentially, y
(k,j)
t is the quantized output of system (3) when u
(k,j)
t is applied to its input, and its initial
state is s(k,j). In the following, we also use x
(k,j)
t to denote the state xt of system (3) corresponding with
(58).
Given I and Θ, define Ψ as
Ψ = {{({u(k,j)t }T(k,j)t=0 , {y(k,j)t }
T(k,j)
t=0 )}2
k
j=1}∞k=1, (59)
where u
(k,j)
t , y
(k,j)
t are given by I (53) and Θ (57) respectively.
In the following, we will show that the Ψ defined as in (59) satisfies items i) to iii) in Theorem 5 and
therefore the system is not weakly output observable. Toward this end, we start with making an observation
about S.
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Lemma 12. Given a system (3) that satisfies the hypotheses in Theorem 6 and an integer T ≥ 2, let q = λ−T .
Then S defined in (50) is such that for any k ∈ Z+ and j ∈ {1, . . . , 2k},
s(k,j) = (α
(k,j)
1 + α
(k,j)
2 · q + · · ·+ α(k,j)k · qk−1) · so, (60)
where α
(k,j)
l , l ∈ {1, . . . , k}, is defined as
α
(k,j)
l =
{
0, if 0 ≤ (j − 1) mod (2k−l+1) < 2k−l+12 ,
1, if 2
k−l+1
2 ≤ (j − 1) mod (2k−l+1) < 2k−l+1.
(61)
Proof. We use induction to show this result. For k = 1, by (61), α
(1,1)
1 = 0, α
(1,2)
1 = 1. Recall (51), we see
that (60) hold for k = 1.
Next, assume (60) hold for some k ≥ 1, about α(k,j)l (61), observe that for any l ∈ {1, . . . , k}
α
(k,j)
l = α
(k+1,2j−1)
l = α
(k+1,2j)
l . (62)
To see this, let (j−1) mod 2k−l+1 = b, for some 0 ≤ b < 2k−l+1. Then j−1 = 2k−l+1 ·a+b, for some unique
a ∈ N (pp. 32, [23]). Therefore ((2j − 1) − 1) mod 2(k+1)−l+1 = 2b, and (2j − 1) mod 2(k+1)−l+1 = 2b + 1.
If α
(k,j)
l = 0, recall (61), α
(k+1,2j−1)
l = α
(k+1,2j)
l = 0. Similarly, we can show that if α
(k,j)
l = 1, then
α
(k+1,2j−1)
l = α
(k+1,2j)
l = 1. Therefore (62) holds. By (52), (62), observe that for all j = 1, 2, . . . , 2
k,
α
(k+1,2j−1)
k+1 = 0, and α
(k+1,2j)
k+1 = 1, we see that for any 1 ≤ j ≤ 2k s(k+1,2j−1) = (α(k,j)1 + α(k,j)2 · q + · · · +
α
(k,j)
k · qk−1 + α(k+1,2j−1)k+1 qk) · so, s(k+1,2j) = (α(k,j)1 + α(k,j)2 · q + · · · + α(k,j)k · qk−1 + α(k+1,2j−1)k+1 · qk) · so.
Therefore (60) hold for k + 1. By induction, (60) hold for all k ∈ Z+. 
We also make an observation about I (53) in the following.
Lemma 13. Given a system (3) that satisfies the hypotheses in Theorem 6 and an integer T ≥ 2, I defined
in (53) is such that for any k ≥ 2, j ∈ {1, 2, . . . , 2k},
u
(k,j)
t = 0, t = 0, 1, . . . , T, (63a)
u
(k,j)
t = α
(k,j)
1 u
∗, t = T + 1, (63b)
u
(k,j)
t = u
(k−1,h(k,j))
t−T , t = T + 2, T + 3, . . . , kT. (63c)
where function h(k, j) is defined as
h(k, j) = (j − 1) mod 2k−1 + 1,∀ k ∈ Z+, j ∈ Z+. (64)
Proof. We use induction to show (63) holds. For k = 2, recall u
(2,1)
t = u
(2,2)
t = 0 for 0 ≤ t ≤ 2T , u(2,3)t =
u
(2,4)
t = 0 for 0 ≤ t ≤ 2T and t 6= T+1, u(2,3)t = u(2,4)t = u∗ for t = T+1, and u(1,1)t = u(1,2)t = 0, for 0 ≤ t ≤ T .
By (61), α
(2,1)
1 = α
(2,2)
1 = 0, α
(2,3)
1 = α
(2,4)
1 = 1. By (64), h(2, 1) = 1, h(2, 2) = 2, h(2, 3) = 1, h(2, 4) = 2. We
see that (63) holds for k = 2.
Assume (63) holds for some k ≥ 2. Recall (56), for all j ∈ {1, . . . , 2k}
u
(k+1,2j−1)
t = u
(k+1,2j)
t = u
(k,j)
t , t = 0, 1, . . . , kT. (65)
By assumption, u
(k+1,2j−1)
t = u
(k+1,2j)
t = u
(k,j)
t = 0, 0 ≤ t ≤ T , 1 ≤ j ≤ 2k, and (63a) holds for k + 1. At
t = T + 1, by (65) and (63b), u
(k+1,2j−1)
t = u
(k+1,2j)
t = u
(k,j)
t = α
(k,j)
1 u
∗. Recall (62), α(k,j)1 = α
(k+1,2j−1)
1 =
α
(k+1,2j)
1 . Therefore u
(k+1,2j−1)
t = α
(k+1,2j−1)
1 u
∗, and u(k+1,2j)t = α
(k+1,2j)
1 u
∗ for t = T + 1. Consequently,
(63b) holds for k + 1.
Next, we show (63c) holds for k + 1. Recall (64), we can show that for all k ≥ 2, j ∈ {1, 2, . . . , 2k−1},
h(k, 2j − 1) = 2h(k − 1, j)− 1, h(k, 2j) = 2h(k − 1, j). (66)
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Since (63c) holds for k by assumption, recall (65), we have u
(k+1,2j−1)
t = u
(k+1,2j)
t = u
(k,j)
t = u
(k−1,h(k,j))
t−T , T+
2 ≤ t ≤ kT, 1 ≤ j ≤ 2k. Recall (65), we have u(k−1,h(k,j))t−T = u(k,2h(k,j))t−T , T + 2 ≤ t ≤ kT . Combine the
preceding and recall (66), we see that for j ∈ {1, . . . , 2k+1},
u
(k+1,j)
t = u
(k,h(k+1,j))
t−T , T + 2 ≤ t ≤ kT. (67)
Recall (56), we see that for j ∈ {1, . . . , 2k+1},
u
(k+1,j)
t = 0 = u
(k,h(k+1,j))
t−T , kT + 2 ≤ t ≤ (k + 1)T. (68)
Recall (56), we observe that at t = (k − 1)T + 1, u(k,j)t is determined by j mod 4. Also observe that for
k ≥ 2, 1 ≤ j ≤ 2k+1, j mod 4 = h(k + 1, j) mod 4. Therefore, u(k+1,j)kT+1 = u(k,h(k+1,j))(k−1)T+1 . Consequently,
u
(k+1,j)
t = u
(k,h(k+1,j))
t−T , t = kT + 1. (69)
By (67), (68), (69), we see that (63c) holds for k + 1, and (63) holds for all k ≥ 2. 
Now we proceed to make observations about Ψ.
Lemma 14. Given a system (3) that satisfies the hypotheses in Theorem 6, there is a T ∈ Z+ such that Ψ
defined in (59) satisfies items i) and ii) in Theorem 5.
Proof. We use induction to show this result. First let T ≥ 2. For k = 1, recall (54), T(1,1) = T(1,2) = T .
Recall (55), u
(1,1)
t = u
(1,2)
t = 0, 0 ≤ t ≤ T . By the definition of Θ (58) and s(1,1) = 0, y(1,1)t = Q(0)
for 0 ≤ t ≤ T . Recall s(1,2) = so ∈ span{v}, λ > 1, β = argmin{|b| : b ∈ B, b > 0}, y(1,2)t = Q(0) for
0 ≤ t ≤ T − 1. At t = T , y(1,2)t = Q(β) 6= Q(0). Therefore, y(1,1)t = y(1,2)t , 0 ≤ t ≤ T − 1, and y(1,1)t 6= y(1,2)t ,
t = T , and item i) is satisfied for k = 1.
For k = 2, recall (54), for any 1 ≤ j ≤ 4, T(2,j) = 2T . Recall (51), (52), s(2,1) = 0, s(2,2) = λ−T so, s(2,3) =
so, s(2,4) = so + λ
−T so. By (55), (56), u
(2,1)
t = u
(2,2)
t = 0 for 0 ≤ t ≤ 2T , and u(2,3)t = u(2,4)t = 0 for
0 ≤ t ≤ 2T and t 6= T + 1, u(2,3)t = u(2,4)t = u∗ for t = T + 1. Therefore y(2,1)t = Q(0) for 0 ≤ t ≤ 2T , and
y
(2,2)
t = Q(CA
t(λ−T so)) = Q(0) for 0 ≤ t ≤ 2T − 1. At t = 2T , y(2,2)t = Q(β) 6= Q(0). Consequently, items
i) and ii) are satisfied when k = 2, j = 1.
For the case k = 2, j = 2, by the definition of Θ (58), we can show that
y
(2,3)
t =

Q(0), t = 0, 1, . . . , T − 1,
Q(β), t = T,
Q(λβ +Du∗), t = T + 1,
Q(0), t = T + 2, . . . , 2T.
(70)
For y
(2,4)
t , at t = T − 1, y(2,4)t = Q(λ−1(1 + λ−T )β). Choose T ∈ Z+ such that
λT >
λ
λ− 1 . (71)
Since λ > 1, such a choice of T always exist, for example let T > logλ(
λ
λ−1 ). Then we have y
(2,4)
t = Q(0),
t = T − 1. For any 0 ≤ t ≤ T − 2, we see that 0 < CAt(so + λ−T so) < λ−1β(1 + λ−T ), and consequently
y
(2,4)
t = Q(0). At t = T , y
(2,4)
t = Q((1 + λ
−T )β). Recall Q (4), there is δ1 > 0 such that Q(y) = Q(β),∀ y ∈
[β, β + δ1). Choose T ∈ Z+ such that
1
1− λ−T β < β + δ1. (72)
Since λ > 1, (72) is satisfied for all T sufficiently large. Then y
(2,4)
t = Q(β), t = T . At t = T + 1,
y
(2,4)
t = Q((1 + λ
−T )λβ +Du∗). Similarly, recall (4), there is δ2 > 0 such that Q(y) = Q(λβ +Du∗),∀ y ∈
[λβ +Du∗, λβ +Du∗ + δ2). Choose T ∈ Z+ such that
1
1− λ−T λβ < λβ + δ2. (73)
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Then y
(2,4)
t = Q(λβ + Du
∗), t = T + 1. At t = T + 2, the system state x(2,4)t = A
2x∗ + Bu∗ + λ2so. By
assumption A2x∗ + Bu∗ = 0, we have x(2,4)T+2 = λ
2so = A
2so. Recall u
(2,4)
t = 0 for T + 2 ≤ t ≤ 2T , we can
show that
y
(2,4)
t =

Q(0), t = 0, 1, . . . , T − 1,
Q(β), t = T,
Q(λβ +Du∗), t = T + 1,
Q(0), t = T + 2, . . . , 2T − 1,
Q(β), t = 2T.
Recall (70), and the explicit form of y
(1,2)
t , we see that items i) and ii) are satisfied when k = 2, j = 2. We
conclude that Ψ (59) satisfies items i) and ii) in Theorem 5 when k = 2.
Next, assume items i) and ii) are satisfied for some k ≥ 2, we will show that they are satisfied for k + 1.
Recall (56), we see that
u
(k+1,2j−1)
t = u
(k+1,2j)
t , 0 ≤ t ≤ (k + 1)T, (74)
for all 1 ≤ j ≤ 2k. Note that (1 + q + · · · + qk) < 11−q , and recall (60), (61), (63a), for all 0 ≤ t ≤ T − 1,
Cx
(k+1,2j−1)
t < λ
−1 1
1−λ−T β. Recall (71), λ
−1 1
1−λ−T < 1, and y
(k+1,2j−1)
t = Q(0), 0 ≤ t ≤ T − 1. Similarly,
y
(k+1,2j)
t = Q(0), 0 ≤ t ≤ T − 1. Therefore,
y
(k+1,2j−1)
t = y
(k+1,2j)
t , t = 0, 1, . . . , T − 1. (75)
At t = T , y
(k+1,2j−1)
T = Q(CA
T s(k+1,2j−1)), and y
(k+1,2j)
T = Q(CA
T s(k+1,2j)). Recall (60), if α
(k+1,2j−1)
1 =
α
(k+1,2j)
1 = 0, then CA
T s(k+1,2j−1) < 1λT−1β. Choose T ∈ Z+ such that
λT − 1 > 1. (76)
Then y
(k+1,2j−1)
T = Q(0). Similarly, we can show that y
(k+1,2j)
T = Q(0). If α
(k+1,2j−1)
1 = α
(k+1,2j)
1 = 1,
then β ≤ CAT s(k+1,2j−1) < β 11−λ−T . Recall (72), we see that CAT s(k+1,2j−1) ∈ [β, β + δ1), and therefore
y
(k+1,2j−1)
T = Q(β). Similarly, y
(k+1,2j)
T = Q(β). We summarize the preceding as
y
(k+1,2j−1)
t = y
(k+1,2j)
t , t = T. (77)
At t = T + 1, recall (63b), u
(k+1,2j−1)
T+1 = α
(k+1,2j−1)
1 u
∗, u(k+1,2j)T+1 = α
(k+1,2j)
1 u
∗. Recall (62), α(k+1,2j−1)1 =
α
(k+1,2j)
1 = α
(k,j)
1 . If α
(k,j)
1 = 0, recall (60), then CA
T+1s(k+1,2j−1) < λλT−1β. Choose T ∈ Z+ such that
λT − 1 > λ. (78)
Then y
(k+1,2j−1)
T+1 = y
(k+1,2j)
T+1 = Q(0). If α
(k,j)
1 = 1, and therefore u
(k+1,2j−1)
T+1 = u
∗, then λβ + Du∗ ≤
CAT+1s(k+1,2j−1)+Du∗ < λβ 11−λ−T +Du
∗. Recall (73), we see that y(k+1,2j−1)T+1 = y
(k+1,2j)
T+1 = Q(λβ+Du
∗).
We conclude that
y
(k+1,2j−1)
t = y
(k+1,2j)
t , t = T + 1. (79)
At t = T + 2, for any 1 ≤ j ≤ 2k, recall (60), (63b), we see that x(k+1,2j−1)T+2 = A2(α(k+1,2j−1)2 + · · · +
α
(k+1,2j−1)
k+1 q
k−1)so + α
(k+1,2j−1)
1 (λ
T+2so +Bu
∗). Note that λT+2so +Bu∗ = A2x∗ +Bu∗ = 0, therefore
x
(k+1,2j−1)
T+2 = A
2(α
(k+1,2j−1)
2 + · · ·+ α(k+1,2j−1)k+1 qk−1)so. (80)
Consider x
(k,h(k+1,2j−1))
2 , recall (60), (63a),
x
(k,h(k+1,2j−1))
2 =
A2(α
(k,h(k+1,2j−1))
1 + · · ·+ α(k,h(k+1,2j−1))k qk−1)so.
(81)
In the following, we show that x
(k+1,2j−1)
T+2 = x
(k,h(k+1,2j−1))
2 .
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Recall (61), (64), note that (j − 1) mod (2k−l+1) = h(k − l + 2, j)− 1, we see that
α
(k,j)
l =
{
0, if 0 ≤ h(k − l + 2, j)− 1 < 2k−l+12 ,
1, if 2
k−l+1
2 ≤ h(k − l + 2, j)− 1 < 2k−l+1,
(82)
for any k ∈ Z+, j ∈ {1, . . . , 2k}, and l ∈ {1, . . . , k}.
Compare (80) and (81), and recall (64), (66), we observe that for any 2 ≤ l ≤ k + 1,
h((k + 1)− l + 2, (2j − 1)) = 2h(k − l + 2, j)− 1,
h(k − l + 3, h(k + 1, 2j − 1)) = 2h(k − l + 2, h(k, j))− 1,
h(k − l + 2, j) = h(k − l + 2, h(k, j)).
(83)
Based on the above, we can show that for any 2 ≤ l ≤ k + 1, α(k+1,2j−1)l = α(k,h(k+1,2j−1))l−1 . Recall (80),
(81), for any 1 ≤ j ≤ 2k, x(k+1,2j−1)T+2 = x(k,h(k+1,2j−1))2 . Similarly, we can show that x(k+1,2j)T+2 = x(k,h(k+1,2j))2 .
Therefore, for any 1 ≤ j ≤ 2k+1,
x
(k+1,j)
T+2 = x
(k,h(k+1,j))
2 . (84)
Recall (63c), u
(k+1,j)
t = u
(k,h(k+1,j))
t−T , T + 2 ≤ t ≤ (k + 1)T , or equivalently,
u
(k+1,j)
T+t = u
(k,h(k+1,j))
t , 2 ≤ t ≤ kT. (85)
By (84), (85), and the time-invariance of system (3), we see that for any 1 ≤ j ≤ 2k+1, y(k+1,j)t+T =
y
(k,h(k+1,j))
t , 2 ≤ t ≤ kT. Recall (66), for any 1 ≤ j ≤ 2k,{
y
(k+1,2j−1)
t+T = y
(k,2h(k,j)−1)
t ,
y
(k+1,2j)
t+T = y
(k,2h(k,j))
t ,
2 ≤ t ≤ kT. (86)
By assumption, item i) is satisfied for k. Recal (33), note that 1 ≤ h(k, j) ≤ 2k−1, we see that
y
(k,2h(k,j)−1)
t = y
(k,2h(k,j))
t , 2 ≤ t ≤ kT − 1; y(k,2h(k,j)−1)t 6= y(k,2h(k,j))t , t = kT. Recall (86), we see that
for any 1 ≤ j ≤ 2k,
y
(k+1,2j−1)
t = y
(k+1,2j)
t , T + 2 ≤ t ≤ (k + 1)T − 1,
y
(k+1,2j−1)
t 6= y(k+1,2j)t , t = (k + 1)T.
(87)
Recall (54), (74), (75), (77), (79), (87), we see that item i) is satisfied for k + 1.
For item ii), recall (56), we see that u
(k+1,2j−1)
t = u
(k,j)
t , 0 ≤ t ≤ kT , for any 1 ≤ j ≤ 2k. Recall (52),
s(k+1,2j−1) = s(k,j). Therefore y
(k+1,2j−1)
t = y
(k,j)
t , 0 ≤ t ≤ kT , for any 1 ≤ j ≤ 2k. Since item i) is satisfied
for k + 1, y
(k+1,2j−1)
t = y
(k+1,2j)
t , 0 ≤ t ≤ kT , and therefore item ii) is satisfied for k + 1.
Choose T ≥ 2 such that (71), (72), (73), (76), and (78) are satisfied, by induction, we conclude that Ψ
(59) satisfies items i) and ii) in Theorem 5.
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Next, we show that Ψ (59) satisfies item iii) in Theorem 5.
Lemma 15. Given a system (3) that satisfies the hypotheses in Theorem 6, let T ≥ 2 be such that (71), (72),
(73), (76), and (78) are satisfied. Then Ψ defined in (59) satisfies item iii) in Theorem 5.
Proof. Given a sequence {j(k)}∞k=1 that satisfies j(k) ∈ {1, . . . , 2k} and j(k+1) ∈ {2j(k)−1, 2j(k)},∀ k ∈ Z+,
we observe that limk→∞ s(k,j(k)) exists. To see this, recall (60), (62), for any k ∈ Z+, we can show that
s(k+1,j(k+1)) − s(k,j(k)) = α(k+1,j(k+1))k+1 qkso. Consequently, {s(k,j(k))}∞k=1 is a Cauchy sequence in Rn. Since
Rn is complete, {s(k,j(k))}∞k=1 converges.
Given {j(k)}∞k=1, define an initial state s of system (3) as
s = lim
k→∞
s(k,j(k)). (88)
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Recall (60) and so ∈ span{v}, we can show that
s ∈ span{v}. (89)
Define an input sequence u as
ut = u
(1,j(1))
t , 0 ≤ t ≤ T,
ut = u
(k,j(k))
t , (k − 1)T < t ≤ kT, ∀ k ≥ 2.
(90)
In the following, let y = {yt}∞t=0 be the output , {xt}∞t=0 be the state of system (3) when its initial state
is x0 = s (88) and its input is u (90). For this y, we observe that for any k ∈ Z+,
yt = y
(k,j(k))
t , 0 ≤ t ≤ kT. (91)
We use induction to show this observation.
For k = 1, by the derivation of Lemma 15, we have y
(1,1)
t = Q(0), 0 ≤ t ≤ T , and y(1,2)t = Q(0),
0 ≤ t ≤ T − 1, y(1,2)T = Q(β). If j(1) = 1, recall (60), (88), we see that Cs ≤ βλT q1−q . Recall (76) (89), (90),
we see that yt = Q(0) = y
(1,j(1))
t for 0 ≤ t ≤ T . Similarly, if j(1) = 2, then Cs ≤ βλT 11−q . Recall (71), we see
that yt = Q(0) = y
(1,j(1))
t for 0 ≤ t ≤ T − 1. At t = T , recall (60), we see that β ≤ CxT ≤ β 11−λ−T . Recall
(72), yT = Q(β) = y
(1,j(1))
T , and therefore (91) holds for k = 1.
Assume (91) holds for some k ≥ 1, since Ψ (59) satisfies items i) and ii) in Theorem 5, recall (33), (34b),
we see that yt = y
(k,j(k))
t = y
(k+1,j(k+1))
t , 0 ≤ t ≤ kT. Consequently, to show (91) holds for k + 1, we only
need to consider kT + 1 ≤ t ≤ (k + 1)T .
We first make some observations about the quantities x
(k+1,j(k+1))
kT and xkT . Recall (56), (63), (83), we
see that for all k ≥ 2, 1 ≤ j ≤ 2k, I (53) satisfies:
u
(k,j)
t =
{
α
(k−(l−1),h(k−(l−2),j))
1 u
∗, t ∈ {lT + 1}k−1l=1 ,
0, otherwise.
(92)
Next, we consider x
(k+1,j(k+1))
kT . Recall (64) (82), we see that
α
(k+1,j(k+1))
l = α
(k−l+2,h(k−l+3,j(k+1)))
1 . (93)
Recall (60), (61), (92), we can show that x
(k+1,j(k+1))
kT =
∑k−1
l=1 A
(k−1−l)Tα(k+1,j(k+1))l (A
2T so +A
T−2Bu∗) +
ATα
(k+1,j(k+1))
k so + α
(k+1,j(k+1))
k+1 so. Note that A
2T so +A
T−2Bu∗ = 0, we have
x
(k+1,j(k+1))
kT = A
Tα
(k+1,j(k+1))
k so + α
(k+1,j(k+1))
k+1 so. (94)
Next, consider xkT , which is the system state corresponding with x0 = s (88) and u (90) at t = kT .
Recall (33b), (34b), (90), we see that ut = u
(z,j(z))
t , 0 ≤ t ≤ zT , for any z ∈ Z+. Consequently, we see that
xkT = A
kT (s− s(k+1,j(k+1))) + x(k+1,j(k+1))kT . (95)
Recall (60), (88), we see that
0 ≤ CAxkT − CAx(k+1,j(k+1))kT ≤ λ−T+1β
q
1− q . (96)
We are now ready to show (91) holds for k + 1 when kT + 1 ≤ t ≤ (k + 1)T .
At t = kT + 1, recall (92), (93), ukT+1 = u
(k+1,j(k+1))
kT+1 = α
(k+1,j(k+1))
k u
∗. Recall (94), Cx(k+1,j(k+1))kT+1 +
Du
(k+1,j(k+1))
kT+1 = α
(k+1,j(k+1))
k (CA
T+1so+Du
∗)+CAα(k+1,j(k+1))k+1 so. If α
(k+1,j(k+1))
k = 0, we have y
(k+1,j(k+1))
kT+1 =
Q(0). Recall (94), (96), CxkT+1 + DukT+1 ≤ λ 1λT−1β. Recall (78), ykT+1 = Q(0) = y
(k+1,j(k+1))
kT+1 . If
α
(k+1,j(k+1))
k = 1, Cx
(k+1,j(k+1))
kT+1 +Du
(k+1,j(k+1))
kT+1 ∈ [λβ+Du∗, λβ+Du∗+λβ 1λT−1 ), and CxkT+1+DukT+1 ∈
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[λβ + Du∗, λβ + Du∗ + λβ 1
λT−1 ]. Recall (73), λβ
1
λT−1 < δ2, and therefore ykT+1 = y
(k+1,j(k+1))
kT+1 =
Q(λβ +Du∗). We conclude that yt = y
(k+1,j(k+1))
t , t = kT + 1.
By (92), (93), (94), we have x
(k+1,j(k+1))
kT+2 = A
2α
(k+1,j(k+1))
k+1 so. Recall (92), we can show that y
(k+1,j(k+1))
t =
Q(0), kT + 2 ≤ t ≤ (k + 1)T − 1. Recall (90), (95), we can show that Cxt + Dut ≤ λ−1β 11−q . Recall (71),
λ−1β 11−q < β, therefore yt = Q(0) = y
(k+1,j(k+1))
t , kT + 2 ≤ t ≤ (k + 1)T − 1.
At t = (k + 1)T , recall (92), we see that x
(k+1,j(k+1))
kT+T = A
Tα
(k+1,j(k+1))
k+1 so. Recall (95), we have
CATα
(k+1,j(k+1))
k+1 so ≤ Cx(k+1)T ≤ CATα(k+1,j(k+1))k+1 so + q1−qβ. If α(k+1,j(k+1))k+1 = 0, recall (76), we have
y(k+1)T = y
(k+1,j(k+1))
(k+1)T = Q(0). If α
(k+1,j(k+1))
k+1 = 1, recall (72), we have y(k+1)T = y
(k+1,j(k+1))
(k+1)T = Q(β).
We conclude that yt = y
(k+1,j(k+1))
t , t = (k + 1)T .
So far, we have shown that (91) holds for k+1. By induction, we conclude that (91) holds for all k ∈ Z+.
Finally, we show that the pair (u,y), which corresponds with the initial state s (88) and the input (90),
satisfies (35). Recall (54), T(k,j(k)) = k · T, for all k ∈ Z+. For k = 1, by (90), ut = u(1,j(1))t , 0 ≤ t ≤ T .
And by (91), yt = y
(1,j(1))
t , 0 ≤ t ≤ T . For any k ≥ 2, by (90), ut = u(k,j(k))t , (k − 1)T < t ≤ kT . By (91),
yt = y
(k,j(k))
t , 0 ≤ t ≤ kT , and consequently yt = y(k,j(k))t , (k − 1)T < t ≤ kT . Therefore (u,y) satisfies (35).
Note that (u,y) ∈ P (3), we conclude that Ψ (59) satisfies item iii) in Theorem 5.

We are now ready to show Theorem 6.
Proof. (Theorem 6)
Let T ≥ 2 be such that (71), (72), (73), (76), and (78) are satisfied, by Lemma 14 and Lemma 15,
Ψ defined in (59) satisfies the hypotheses in Theorem 5, consequently system (3) is not weakly output
observable.
Next, we show that system (3) is not asymptotically output observable. For any observer Sˆ, there is (u,y),
which corresponds with the initial state s (88) and the input u (90), such that for all k ∈ Z+, yˆt 6= yt, t = kT.
Let δ = min{‖y1 − y2‖ : y1 6= y2, y1, y2 ∈ Y}, and define γ = δ2‖u∗‖ > 0. For any N ∈ Z+ and N ≥ 2,∑NT
t=T+1 ‖yt− yˆt‖− γ‖ut‖ =
∑N
k=2(
∑kT
t=(k−1)T+1(‖yt− yˆt‖− γ‖ut‖)). Recall (90), (92),
∑kT
t=(k−1)T+1 ‖ut‖ =
‖u∗‖. Since yˆt 6= yt, t = kT , (
∑kT
t=(k−1)T+1 ‖yt− yˆt‖) ≥ ‖ykT − yˆkT ‖ ≥ δ. Therefore
∑kT
t=(k−1)T+1(‖yt− yˆt‖−
γ‖ut‖) ≥ δ − δ2‖u∗‖‖u∗‖ = δ2 . Consequently,
∑NT
t=T+1 ‖yt − yˆt‖ − γ‖ut‖ ≥ (N − 1) δ2 , ∀ N ≥ 2. Therefore,
supN≥2
∑NT
t=T+1 ‖yt − yˆt‖ − γ‖ut‖ = ∞. Since U ,Y are finite sets,
∑T
t=0 ‖yt − yˆt‖ − γ‖ut‖ is finite, and
consequently supT≥0
∑T
t=0 ‖yt − yˆt‖ − γ‖ut‖ = ∞. By definition, γ = δ2‖u∗‖ > 0 is not an observation gain
bound of system (3). Recall Definition 1, we see that for any γ′ ∈ R≥0, if γ′ < γ, then γ′ is not an observation
gain bound. Recall (7), we see that the O-gain γ∗ of system (3) satisfies γ∗ ≥ γ > 0. Recall Definition 3,
system (3) is not asymptotically output observable. 
6 Illustrative Examples
We begin with an example that highlights a subtle distinction between the concept of finite memory output
observability and observability of LTI systems in the traditional sense. In particular, in the traditional LTI
setting, the effects of the initial state of a stable LTI system will die down eventually, and the question of
observability is only interesting for unstable systems. This is not the case for our class of systems of interest,
as a system with stable internal dynamics may retain a recollection of its initial state “forever” in the output.
Example 1. Consider system (3) with parameters: A = 0.5, B = 1, C = 1, D = 1, U = {0,±1}. The
quantizer Q with p = 1 is described:
Q(y) =
 i, y ∈ [i− 0.5, i+ 0.5) for i ∈ Z and |i| ≤ RbRc, y ≥ bRc+ 0.5−bRc, y < −bRc − 0.5 (97)
where R ∈ R+ is a parameter. Let R = 1, and (consequently) Y = {0,±1}.
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Given ut and yt for all 0 ≤ t ≤ T for some T ∈ Z+, and an arbitrary uT+1 ∈ U , we claim that yT+1
cannot be uniquely determined.
To see this claim, assume the contrary and let ut = 0 for 0 ≤ t ≤ T − 2, uT−1 = 1 and uT = uT+1 = 0.
For two distinct initial states x10 = 0.1 and x
2
0 = −0.1, we use y1t and y2t to denote the quantized outputs
respectively. Then y1t = y
2
t = 0 for 0 ≤ t ≤ T − 2, and y1t = y2t = 1 for T − 1 ≤ t ≤ T . By assumption we
can uniquely determine yT+1, which contradicts with y
1
T+1 = 1 and y
2
T+1 = 0. 
As shown in Example 1, the initial state of system (3) impacts the quantized output at arbitrarily large
times, even though the underlying LTI system is stable. Consequently, the question of finite memory output
observability remains relevant even when the internal dynamics are stable.
The next two examples are instances of system (3) that are finite memory output observable. Nonetheless,
the two underlying linear dynamics are (LTI) observable in one example, but not the other. This highlights
the fact that there is not direct link between finite memory output observability and observability of the
underlying LTI dynamics.
Example 2. Consider a system (3) whose LTI parameters are: A =
[
0.25 −0.05
0 0.2
]
, B =
[
2
1
]
, C =[
0.5 0
]
, D = 1. Note that this is a minimal representation. U = {0, 1,−1} and the quantizer Q(·) is
defined in (97) with R = 5. Next we show this system satisfies the hypotheses in Theorem 2.
We assume that the initial state x(0) of the LTI system is bounded, particularly: ‖x0‖∞ < b for some
b ∈ R+.
First we find the distance d(A,B) between the two sets A and B defined in (8) and (9). Since A is
diagonalizable, we have An =
[
(1/4)n (1/5)n − (1/4)n
0 (1/5)n
]
, and CAnB = 1/2((1/5)n + (1/4)n),∀n ∈ N.
Consequently wee can show that d(A,B) = 5/24. This means that the forced response of the underlying LTI
system is at least 5/24 away from any discontinuous point of the quantizer.
Based on the derivation of Theorem 2, we construct an observer for this system. Note that ‖xt‖∞ ≤
10
7 max{b, 2}, choose T = dlog4 727 max{b, 2}e + 1, and construct an observer Sˆ according to Definition 4 in
Section 4.2. By the derivation of Theorem 2, we can show that the output yˆt of Sˆ satisfies yˆt = yt,∀ t ≥ T .

Example 3. We present another second order system (3) that is also observable. The parameters of the LTI
system in (3) are: A =
[
2 2
0 0
]
B =
[
1
1
]
C =
[
0 1
]
D = 1, U = {0, 1,−1}. The quantizer Q(·) is
defined in (97), and R = 5.
Clearly CA = 0, so this system satisfies the condition in Theorem 1. Notice that the solution of y˜t is:
y˜t = ut−1 +ut, ∀ t ≥ 2. It is thus straightforward to construct an observer that achieves γ = 0, described
as follows:
qt+1 = ut
yˆt = Q(qt + ut)
where t ∈ N, qt ∈ Q and Q = U . q0 can be arbitrary, say 0. 
As discussed in Section 3, the definition of finite memory output observability is stronger than that
of weak output observability, and we provide a concrete example to show this point. In particular, our
next example is an instance of system (3) that is weakly output observable but not finite memory output
observable.
Example 4. Given system (3) with parameters A = 0.5, B = C = 1, D = 0, the input set is U = {0, 1,−1},
and the initial state x0 satisfies |x0| < 2. The quantizer Q is described by: Q((−∞, 0.5)) = 0, and
Q([0.5,∞)) = 1.
By Theorem 3, the system in Example 4 is not finite memory output observable. However, we can design
an observer Sˆ that achieves the observation gain bound γ = 0. This particular design keeps track of the last
two steps of input as well as last three steps of nonzero input of system (3). Therefore this system is weakly
output observable. 
Lastly, we present a one-dimensional system (3) that is not asymptotically output observable.
24
Example 5. Consider a system (3) with parameters: A = 2, B = 1, C = 1, D = 0. The quantizer Q is
described by: Q((−∞, 0.5)) = 0, Q([0.5,∞)) = 1. The input set is U = {0, 2,−2}.
Let x∗ = 0.5, u∗ = −2, and note that the discontinuous point of Q is β = 0.5, then Cx∗ = 1 · 0.5 = β,
A2x∗ +Bu∗ = −2 + 22 · 0.5 = 0, therefore the hypotheses in Theorem 6 are satisfied, and consequently this
system is not asymptotically output observable. 
7 Conclusions and Future work
In this manuscript, we formulate the notion of observability of systems over finite alphabets in the sense
of how well the output of the system could be estimated based on past input and output information. We
characterize this proposed notion by deriving both necessary and sufficient conditions of observability in
terms of system parameters. For system (3), such conditions involve both the dynamics of the underlying
LTI system and the discontinuous points of the quantizer. Regarding future directions, we are interested
in investigating the case when d(A,B) = 0 and A ∩ B = ∅. We also want to pursue a sufficient condition
of weak output observability that is weaker than the proposed sufficient conditions of finite memory output
observability.
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