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KACZMARZ ALGORITHM IN HILBERT SPACE AND
TIGHT FRAMES
RYSZARD SZWARC
Abstract. We prove that any tight frame in Hilbert space can
be obtained by the Kaczmarz algorithm. An explicit way of con-
structing this correspondence is given. The uniqueness of the cor-
respondence is determined.
1. Introduction
Let {en}∞n=0 be a linearly dense sequence of unit vectors in a Hilbert
space H. Define
x0 = 〈x, e0〉e0,
xn = xn−1 + 〈x− xn−1, en〉en.
The formula is called the Kaczmarz algorithm ([2]).
It can be shown that if vectors the gn are given by the recurrence
relation
(1) g0 = e0, gn = en −
n−1∑
i=0
〈en, ei〉gi
then g0 is orthogonal to gn, for any n ≥ 1 and
(2) xn =
n∑
i=0
〈x, gi〉ei.
By (1) the vectors {gn}∞n=0 are linearly dense in H. Also by definition
of the algorithm the vectors x−xn and en are orthogonal to each other.
Hence
‖x‖2 = ‖x− x0‖2 + |〈x, g0〉|2,
‖x− xn−1‖2 = ‖x− xn‖2 + |〈x, gn〉|2, n ≥ 1.(3)
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For n ≥ 1 let Sn denote the finite dimensional operator defined by
the rule
(4) Sny =
n∑
j=0
〈y, ej〉gj, y ∈ H.
Observe that the formulas (1) and (2) can be restated as
(I − Sn−1)en = gn(5)
(I − S∗n)x = x− xn.(6)
Moreover by (3) it follows that
(7) ‖x− xn‖2 = ‖(I − S∗n)x‖2 = ‖x‖2 −
n∑
j=0
|〈x, gj〉|2.
In particular
(8)
∞∑
n=0
|〈x, gn〉|2 ≤ ‖x‖2, x ∈ H.
The sequence {en}∞n=0 is called effective if xn → x for any x ∈ H.
By virtue of (7) this is equivalent to ‖x‖2 = ∑∞n=0 ||〈x, gn〉|2 for any
x ∈ H, which means {gn}∞n=0 is a normalized tight frame. We refer to
[3] and [4] for more information on Kaczmarz algorithm.
Acknowledgement. I thank Wojtek Czaja and Pascu Gavruta for
pointing my attention to Lemma 3.5.1 of [1].
2. Bessel sequences
Definition 1. A sequence of vectors {gn}∞n=0 in a Hilbert space H will
be called a Bessel sequence if (8) holds. The sequence {gn}∞n=0 will be
called a normalized Bessel sequence if in addition ‖g0‖ = 1.
Let Pn denote the orthogonal projection onto e
⊥
n the orthogonal com-
plement to the vector en. By [4, (1)] we have
I − S∗n = PnPn−1 . . . P0,(9)
I − Sn = P0 . . . Pn−1Pn.(10)
Theorem 1. For any normalized Bessel sequence {gn}∞n=0 in a Hilbert
space H there exists a sequence {en}∞n=0 of unit vectors such that (1)
holds. In other words any normalized Bessel sequence can be obtained
through Kaczmarz algorithm.
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Proof. We will construct the sequence {en}∞n=0 recursively. Set e0 = g0.
Assume the unit vectors e1, . . . , eN−1 have been constructed such that
the formula (1) holds for n = 0, . . . , N − 1. We want to solve in y the
equations
(11) (I − SN−1)y = gN , ‖y‖ = 1.
By (10) we have (I−SN−1)eN−1 = 0, i.e. the operator I−SN−1 admits
nontrivial kernel. Hence the solvability of (11) is equivalent to that of
(12) (I − SN−1)y = gN , ‖y‖ ≤ 1.
By the Fredholm alternative the equation (I−SN−1)y = gN is solvable
if and only if gN is orthogonal to ker(I−S∗N−1).We will check that this
condition holds. Let x ∈ ker(I − S∗N−1). Then by (7) and (8) we have
0 = ‖(I − S∗N−1)x‖2 = ‖x‖2 −
N−1∑
j=0
|〈x, gj〉|2 ≥
∞∑
j=N
〈x, gj〉|2.
In particular 〈x, gN〉 = 0, i.e. gN ⊥ ker(I − S∗N−1).
Let y denote the unique solution to
(I − SN−1)y = gN , y ⊥ ker(I − SN−1).
The proof will be complete if we show that ‖y‖ ≤ 1. Again by the
Fredholm alternative we have y ∈ Im (I − S∗N−1). Let y = (I − S∗N−1)x
for some x ∈ H. We may assume that x ⊥ ker(I −S∗N−1). In particular
〈x, g0〉 = 0, as (9) yields g0 ∈ ker(I − S∗N−1). By (7) we have
‖y‖2 = ‖(I − S∗N−1)x‖2 = ‖x‖2 −
N−1∑
j=1
|〈x, gj〉|2.
One the other hand
‖y‖2 = 〈x, (I − SN−1)y〉 = 〈x, gN〉.
Therefore
‖y‖2 − ‖y‖4 = ‖x‖2 −
N∑
j=1
|〈x, gj〉|2 ≥ 0,
which implies ‖y‖ ≤ 1. 
Corollary 1. For any normalized tight frame {gn}∞n=0 in a Hilbert
space H there exists an effective sequence {en}∞n=0 of unit vectors such
that (1) holds, i.e. any normalized tight frame can be obtained through
Kaczmarz algorithm.
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For a sequence {en}∞n=0 of unit vectors the normalized Bessel se-
quence {gn}∞n=0 is determined uniquely. However a given normalized
Bessel sequence may correspond to many sequences of unit vectors due
to two reasons. First of all for certain N the dimension of the space
ker(I − SN−1) may exceed 1. Secondly, if we fix a unit vector u in
ker(I − SN−1) the vector eN can be defined as eN = y + λu for any
complex number such that |λ|2 + ‖y‖2 = 1. In what follows we will in-
dicate properties which guarantee one to one correspondence between
{en}∞n=0 and {gn}∞n=0.
Definition 2. A sequence of unit vectors {en}∞n=0 will be called stable if
the vectors {en}∞n=N are linearly dense for any N. A normalized Bessel
sequence {gn}∞n=0 will be called stable if the vectors {g0} ∪ {gn}∞n=N are
linearly dense for any N.
Proposition 1. Let sequences {en}∞n=0 and {gn}∞n=0 satisfy (1). The
sequence {gn}∞n=0 is stable if and only if {en}∞n=0 is stable and 〈en, en+1〉 6=
0 for any n ≥ 0.
Proof. Assume {gn}∞n=0 is stable. First we will show that the kernel
of I − SN−1 is one dimensional and thus consists of the multiples of
the vector eN−1 (see (10). Assume for a contradiction that dim ker(I−
SN−1) ≥ 2. By the Fredholm alternative we get dim ker(I−S∗N−1) ≥ 2.
Hence there exists a nonzero vector x such that x ⊥ g0 and (I −
S∗N−1)x = 0. By (3) we obtain
‖x‖2 =
N−1∑
n=1
|〈x, gn〉|2.
This and the condition (8) imply that x is orthogonal to all the vectors
g0 and {gn}∞n=N , which contradicts the stability assumption.
Assume 〈eN−1, eN〉 = 0 for some N ≥ 1. Then by (10) we have
eN−1, eN ∈ ker(I − SN−1) which is a contradiction as the kernel is one
dimensional.
Concerning stability of {en}∞n=0 assume a vector y is orthogonal to all
the vectors {en}∞n=N . In particular y is orthogonal to eN . Since ker(I −
SN) = CeN by the Fredholm alternative y belongs to Im (I − S∗N).
Let y = (I − S∗N)x for some x ∈ H. We may assume that x ⊥ g0 as
g0 ∈ ker(I −S∗N). By (9), since y is orthogonal to en for n ≥ N, we get
y = (I − S∗n)x = (I − S∗N)x for n ≥ N. On the other hand by (2) and
(6) we obtain that 〈x, gn〉 = 0 for n > N + 1. Since x ⊥ g0 by stability
assumptions we obtain x = 0 and thus y = 0.
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For the converse implication assume {en}∞n=0 is stable and 〈en, en+1〉 6=
0. By the inequality (see [3])
‖x− xn‖ ≥ |〈en−1, en〉|‖x− xn−1‖
we get that x − xn 6= 0 for any x ⊥ e0. Since x − xn = (I − S∗n)x the
kernel of I − S∗n consists only of the multiples of e0 = g0.
Let x be orthogonal to {g0} ∪ {gn}n≥N+1 for some N ≥ 1. By (2)
we obtain that xn = xN for n ≥ N. By the definition of the Kaczmarz
algorithm we get x− xN ⊥ en for n ≥ N + 1. Now stability of {en}∞n=0
implies x − xN = 0. By (6) we obtain (I − S∗N)x = 0. This implies
x = 0 since the kernel is one dimensional and consists of the multiples
of g0. 
For sequences {en}∞n=0 and {σnen}∞n=0, where σn are complex numbers
of absolute value 1, the Kaczmarz algorithm coincide. Therefore we will
restrict our attention to admissible sequences of unit vectors {en}∞n=0
such that 〈en, en+1〉 ≥ 0.
Theorem 2. Let {gn}∞n=0 be a stable normalized Bessel sequence. Then
there exists a unique admissible sequence {en}∞n=0 of unit vectors such
that (1) holds. Moreover the sequence {en}∞n=0 is stable.
Proof. The proof will go by induction. The vector e0 is determined by
e0 = g0. Assume the vectors e0, . . . , eN−1 were determined uniquely.
We have to show that the problem
(I − SN−1)y = gN , ‖y‖ = 1, 〈y, eN−1〉 ≥ 0
has the unique solution y.
By the proof of Proposition 2 the kernel of I−SN−1 is one dimensional
and thus consists of the multiples of the vector eN−1. By the proof of
Theorem 1 there exists the unique solution yN to the problem
(I − SN−1)y = gN , y ⊥ ker(I − SN−1)
and ‖yN‖ ≤ 1. Moreover by this proof ‖yN‖ = 1 if and only if
‖x‖2 −
N∑
j=1
|〈x, gj〉|2 = 0,
where yN = (I − S∗N−1)x and x ⊥ ker(I − S∗N−1). This leads to a
contradiction because by inequality (8) we get that x is orthogonal to
all the vectors g0 and {gn}∞n=N . Hence ‖yN‖ < 1.
At this stage we know that any solution to the equation
(I − SN−1)y = 0
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is of the form
y = yN + λeN−1, λ ∈ C
because ker(I − SN−1) = CeN−1. Since ‖yN‖ < 1 and yN ⊥ eN−1 there
exists a unique solution y satisfying ‖y‖ = 1 and 〈y, eN−1〉 ≥ 0 namely
the one corresponding to λ =
√
1− ‖yN‖2. 
Corollary 2. Let {gn}∞n=0 be a stable normalized tight frame. Then
there exists a unique admissible effective sequence {en}∞n=0 of unit vec-
tors such that (1) holds. Moreover the sequence {en}∞n=0 is stable.
3. Algorithm
The proof of Theorem 1 can also be given by using Gram matrix of
the sequence {g}∞n=0. This argument can be used for constructing an
underlying sequence of unit vectors {en}∞n=0. This will be done below.
The following lemma follows from Lemma 1 it follows from [1, Lemma
3.5.1].
Lemma 1. The collection {gn}∞n=0 is a Bessel sequence if and only
if the Gram matrix G = {〈gi, gj〉}∞i,j=0 corresponds to a contraction
operator on ℓ2(N). The sequence {gn}∞n=0 is a tight frame if and only if
it is linearly dense and G corresponds to a projection on ℓ2(N).
Let {en}∞n=0 be a sequence of unit vectors in a Hilbert space H and
let {gn}∞n=0 be the corresponding normalized Bessel sequence. Let M
be the strictly lower triangular part of the Gram matrix of the sequence
{en}∞n=0 and U strictly lower triangular matrix defined by
(I + U)(I +M) = I.
By [4] the matrix U is a contraction on the Hilbert space ℓ2(N).
Lemma 2. For any i, j we have
〈gi, gj〉 = 〈(I − UU∗)δj , δi〉ℓ2(N)
Proof. Let
M =

0 0 0 0 0 . . .
m10 0 0 0 0 . . .
m20 m21 0 0 0 . . .
m30 m31 m32 0 0 . . .
...
...
...
...
. . .
. . .
 , U =

0 0 0 0 0 . . .
c10 0 0 0 0 . . .
c20 c21 0 0 0 . . .
c30 c31 c32 0 0 . . .
...
...
...
...
. . .
. . .
 .
By [4, (6)] we have
(13) gi = ei +
i−1∑
k=0
cikek.
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Set cnn = mnn = 1 and let 1 ≤ k ≤ n. By taking inner product with gj
in (13) we get
〈gi, gj〉 =
i∑
k=0
cik
j∑
l=0
cjl〈ek, el〉
= 〈(I + U)(I +M +M∗)(I + U∗)δj , δi〉ℓ2(N).
Taking into account relations between the matrices M and U gives
(14) (I + U)(I +M +M∗)(I + U∗) = I − UU∗.
The product of these matrices is well defined since U∗ leaves the space
F (N) = span {δn | n ≥ 0}) invariant. Therefore
〈gi, gj〉 = 〈(I − UU∗)δj, δi〉ℓ2(N).

Remark. Lemma 2 can be used to give a shorter and simpler proof
of Theorem 1 in [4]. Indeed, by Lemma 1, a linearly dense sequence
{gn}∞n=0 constitutes a normalized tight frame if and only if the matrix
G = {〈gi, gj〉}∞i,j=0 is a projection. In view of Lemma 2 the latter is
equivalent to U being a partial isometry. Moreover in this case we have
dimH =
∞∑
n=0
‖gn‖2 = Tr (I − UU∗).
We are ready now to give an alternative proof of Theorem 1. Let
{gi}∞i=0 be a normalized Bessel sequence. By Lemma 1 the matrix
A := I −G is positive definite. Moreover A(0, i) = A(i, 0) = 0 because
‖g0‖ = 1 and g0 ⊥ gi for i ≥ 1. Let A˜ denote the truncated matrix
obtained from A by removing the first row and the first column. Clearly
A˜ corresponds to a positive definite contraction on ℓ2(N+). The next
lemma is probably known and provides infinite dimensional version of
the so called Cholesky decomposition of positive definite matrices.
Lemma 3. For any positive definite matrix B = {b(i, j)}∞i,j=1 there
exists a lower triangular matrix V = {v(i, j)}∞i,j=1 such that B = V V ∗.
Proof. By the well known fact there exists a Hilbert space M and a
linearly dense sequence of vectors {hi}∞i=1 in M such that
b(i, j) = 〈hi, hj〉.
By applying the Gram-Schmid procedure to this sequence we obtain
an orthonormal sequence {ηi}Ni=1, where N = dimM, such that hi ∈
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span {η1, η2, . . . , ηi} for i < N + 1. In particular there are coefficients
vik for i ≥ k and N + 1 > k for which we have
hi =
i∑
k=1
vikηk.
Set vik = 0 for i > k and for k > N. Then
b(i, j) = 〈hi, hj〉 =
min(i,j)∑
k,l=1
vikvjk = (V V
∗)(i, j).

By Lemma 3 there is a lower triangular matrix V = {vij}∞i,j=1 such
that A˜ = V V ∗. Let U = {cij}∞i,j=0 be the strictly lower triangular
matrix obtained from V by adding a zero row and a zero column, i.e.
cij =
{
vi−1,j−1 ij > 0,
0 ij = 0.
In this way we obtain
(15) I −G = A = UU∗.
Since G corresponds to a contraction on ℓ2(N) so does U. Let M =
{mij}∞i,j=0 be the strictly lower triangular matrix determined by (I +
M)(I + U) = I. Set mii = 1 and define (cf. (1))
ei =
i∑
k=0
mikgk.
We claim that ei are unit vectors and moreover 〈ei, ej〉 = mi,j for i ≥ j.
This will give (1) and thus conclude another proof of Theorem 1. By
(15) we have
〈ei, ej〉 =
i∑
k=0
j∑
l=0
mikmjl〈gk, gl〉 =
i∑
k=0
j∑
l=0
mikmjl(I − UU∗)(k, l)
= (I +M)(I − UU∗)(I +M∗)(i, j)
On the other hand (14) yields
(I +M)(I − UU∗)(I +M∗) = I +M +M∗.
In particular for i ≥ j we obtain
〈ei, ej〉 =
{
mi,j i > j,
1 i = j.
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This way of proving Theorem 1 provides an algorithm for construct-
ing a sequence of unit vectors {en}∞n=0 for a given normalized Bessel
sequence {gn}∞n=0. Indeed, it suffices to determine an algorithm for
proving Lemma 3. When B is strictly positive definite then the solu-
tion can be given by the so called Cholesky algorithm. When B is not
necessarily strictly positive definite this algorithm fails and w ehave to
find a different way of constructing the decomposition.
We will construct a sequence of indices {nk}Nk=1 in the following way.
Let n1 be the smallest number i such that bii > 0. If such number does
not exist then B = 0. Assume n1, n2, . . . , nk have been constructed in
such a way that the determinant
∆k = det(bninj )
k
i,j=1 > 0.
Then let nk+1 be the smallest number such that
det(bninj)
k+1
i,j=1 > 0.
If such number does not exist the procedure terminates and N = nk.
The matrix B gives rise to a positive definite hermitian form on the
space F (N+) = span {δn |n ≥ 1} by the rule
〈x, y〉 =
∞∑
i,j=1
b(i, j)xiyj.
Lemma 4. For any n there exist i with ni ≤ n < ni+1 and numbers
λnk for 1 ≤ k ≤ i, such that
(16)
〈
δn −
i∑
k=1
λnkδnk , δm
〉
= 0, m ≥ 1.
Proof. If n = ni for some i, then statement follows as δn = δni.
Otherwise we have ni < n < ni+1 for some i. By plugging in m =
n1, n2, . . . , ni to (16) we obtain a system of linear equations
i∑
k=1
λnkbnknl = bnnl , l = 1, 2, . . . , i.
The main determinant of this system is ∆i. Therefore the system has
the unique solution λn,1, . . . , λn,i. By definition of ni+1 we have∣∣∣∣∣∣∣∣∣∣
bn1n1 bn1n2 · · · bn1ni bn1n
bn2n1 bn2n2 · · · bn2ni bn2n
...
... · · · ... ...
bnin1 bnin2 · · · bnini bnin
bnn1 bnn2 · · · bnni bnn
∣∣∣∣∣∣∣∣∣∣
= 0.
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As ∆i > 0 the first i rows of this matrix are linearly independent.
Therefore the last row of this matrix is a linear combination of the
first i. The coefficients must coincide with λn1, . . . , λni. In particular
considering the last entry of the rows gives
i∑
k=1
λnkbnkn = bnn.
This is equivalent to (16) with m = n.
Since (16) is valid for m = n, n1, . . . , ni then〈
δn −
i∑
k=1
λnkδnk , δn −
i∑
k=1
λnkδnk
〉
= 0.
By Schwarz inequality this implies (16) for any m. 
Define the sequence of vectors {ηi}Ni=1 by the formula
η1 =
1√
∆1
δn1 , ηi =
1√
∆i−1∆i
∣∣∣∣∣∣∣∣∣∣
bn1n1 bn1n2 · · · bn1ni
bn2n1 bn2n2 · · · bn2ni
...
... · · · ...
bni−1n1 bni−1n2 · · · bni−1ni
δn1 δn2 · · · δni
∣∣∣∣∣∣∣∣∣∣
It can be checked easily that
(17) 〈ηi, ηj〉 = δji .
Obviously from the definition we have
ηi =
√
∆i√
∆i−1
δni +
i−1∑
k=1
αikδnk
for some explicitly given coefficients αik. Therefore
(18) δni =
i∑
k=1
βikηk,
for some coefficients βik. By (16) and (18) we get that for any n there
exist i with ni ≤ n < ni+1 and numbers vnk for 1 ≤ k ≤ i, such that〈
δn −
i∑
k=1
vnkηk, δm
〉
= 0, m ≥ 1.
Setting vnk = 0 for i < k ≤ n gives
(19)
〈
δn −
n∑
k=1
vnkηk, δm
〉
= 0, m ≥ 1.
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Therefore by (16) and (19) we have
0 =
〈
n∑
k=1
vn,kηk , δm −
n∑
k=1
vmkηk
〉
= 〈δn, δm〉 −
min(n,m)∑
k=0
vnkvmk
= bnm −
min(n,m)∑
k=0
vnkvmk.
Therefore B = V V ∗ where
V =

v11 0 0 0 0 . . .
v21 v22 0 0 0 . . .
v31 v32 v33 0 0 . . .
v41 v42 v43 v44 0 . . .
...
...
...
...
. . .
. . .
 .
By analyzing the entire construction we may conclude the coefficients
vnk can be computed in an algorithmic way.
4. Equivalent sequences
Any sequence of unit vectors {en}∞n=0 leads by Kaczmarz algorithm
to a normalized Bessel sequence {gn}∞n=0.
Definition 3. Two normalized Bessel sequences {gn}∞n=0 and {g′n}∞n=0
will be called equivalent if there is a unitary operator V such that g′n =
V gn for n ≥ 0. Similarly two sequences {en}∞n=0 and {e′n}∞n=0 of unit
vectors will be called equivalent if there is a unitary operator V such
that e′n = V en for n ≥ 0.
It is easy to see that if the sequences {en}∞n=0 and {e′n}∞n=0 are equiva-
lent so are the corresponding sequences of normalized Bessel sequences
{gn}∞n=0 and {g′n}∞n=0, with the same unitary operator V. The converse
is not true, as the normalized Bessel sequences do not correspond to se-
quences of unit vectors in one-to-one fashion. Nevertheless by Lemma
1, the equivalence relation between normalized Bessel sequences can be
described in terms of Gram matrices of the corresponding sequences of
unit vectors.
Assume sequences of unit vectors {en}∞n=0 and {e′n}∞n=0 are associated
with normalized Bessel sequences {gn}∞n=0 and {e′g}∞n=0, respectively.
Let M and M ′ be the strictly lower triangular part of the Gram ma-
trices of sequences {en}∞n=0 and {e′n}∞n=0, respectively. Let U and U ′ be
strictly lower triangular matrices defined by
(I + U)(I +M) = (I + U ′)(I +M ′) = I.
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By [4] the matrices U and U ′ are contractions on the Hilbert space
ℓ2(N)
Corollary 3. The sequences {gn}∞n=0 and {g′n}∞n=0 are equivalent if and
only if UU∗ = U ′U ′∗.
Proof. By Lemma 1 we get that UU∗ = U ′U ′∗ if and only if 〈gi, gj〉 =
〈g′i, g′j〉 for any i, j ≥ 0. Obviously the latter, along with the linear
density of vectors {gn}∞n=0 and {g′n}∞n=0, is equivalent to the existence
a unitary operator U such that g′i = Ugi. 
Remark. It would be of interest to determine when two sequences
of unit vectors {en}∞n=0 and {e′n}∞n=0 lead to the same normalized Bessel
sequence {gn}∞n=0.
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