On some root multiplicities for Nichols algebras of diagonal type over
  arbitrary fields by Zheng, Ying
ar
X
iv
:1
80
8.
09
32
8v
1 
 [m
ath
.Q
A]
  2
8 A
ug
 20
18
ON SOME ROOT MULTIPLICITIES FOR NICHOLS
ALGEBRAS OF DIAGONAL TYPE OVER ARBITRARY
FIELDS
YING ZHENG
Abstract. In this paper, our main aim is to determine the multi-
plicities of a class of roots for Nichols algebra of diagonal type over
fields of arbitrary characteristic, which is a generalization of the re-
sults on the multiplicities of these roots over fields of characteristic
zero obtained by I. Heckenberber and the author.
Keywords : Nichols algebras, multiplicity, root vector
1. Introduction
Motivated by Hopf algebra theory, W. Nichols first introduced the
structure of Nichols algebra in 1978 [8]. The theory of Nichols algebras
has interesting applications in various research areas of mathematics.
In particular, the Nichols algebras appeared naturally in the theory of
pointed Hopf algebra (see for example [1]).
Since the root systems and Weyl groupoids of Nichols algebras of
diagonal type were introduced [2], which are based on existence of
Poincare-Birkhoff-Witt basis [5], the Nichols algebras of diagonal type
received a remarkable development. One of the biggest open problems
in the theory of Nichols algebras of diagonal type is to determine the
root systems and multiplicity of a given root. It is well known that for
finite-dimensional Nichols algebras of diagonal type their root system
is finite and the multiplicity of any root is one [3]. Roots of the form
mα1 + α2 (where α1, α2 is the standard basis of Z
2.) with m ≥ 0
were determined by M. Rosso in [7]. Over fields of characteristic zero,
I. Heckenberber and the author have determined roots of the form
mα1 + 2α2 with m ≥ 0 and their multiplicities in [4]. It is natural and
desirable to address the roots of the form mα1 +2α2 with m ∈ N0 and
to determine their multiplicities for arbitrary fields.
The present paper is devote to generalizing the results in [4] to ar-
bitrary fields. For any m ≥ 0, the multiplicity of root mα1 + 2α2 over
arbitrary fields is determined in this paper. Let k be a field and the
The author was supported by China Scholarship Council.
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characteristic of k is p, where p is a prime number or zero. Let (V, c)
be a two-dimensional braided vector space of diagonal type over k and
let (qij)1≤i,j≤2 be the braiding matrix of V . Let T (V ) and B(V ) denote
the tensor algebra and Nichols algebra of V , respectively. We define
some particular elements Ln with some n ∈ N0, which are some ho-
mogenous elements in T (V ) (for details see Lemma 3.16). These Ln
with n ∈ N0 do not appear in [4], in fact they can just appear over
fields of positive characteristic. Let (Pk)k∈N0 be the homogenous ele-
ments in T (V ) defined in [4], which will be recalled in this paper see
Definition 2.5. We relate the relations in B(V ) of degree mα1 + 2α2
to these elements Pk, Ln for some n, k ∈ N0 in Theorem 3.19. Let
q = q11, r = q12q21, s = q22 and let pi : T (V ) → B(V ) be the canonical
map. We define a subset J = Jpq,r,s of N0 to measure the multiplicities
of all roots of the form mα1 +2α2. Let J1, J2 be subsets of J such that
J = J1⊔ J2, which are defined in Definition 3.8. For any k ∈ N0, define
bk =
∏k−1
i=0 (1 − q
ir). Let Un with n ∈ N0 be the subspace of T (V ) of
degree nα + 2α in (1). Our main results is following.
Theorem 1.1. (See Theorem 3.19) Let m ∈ N0 such that (m)
!
qbm 6= 0.
Then the elements
(ad x1)
m−j(Pj), (ad x1)
m−n(Ln), for j ∈ J1 and n ∈ J2,
form a basis of ker(pi) ∩ Um.
The paper is organized as follows. In Section 2, we recall some basic
notions and notations from [4], which will be useful later. Some results
from [4] are also recalled in this section. In Section 3, we illustrate and
prove our main theorem mentioned above.
The paper was written during the visit of the author to Marburg
University supported by China Scholarship Council. The author is very
grateful to professor Istva´n Heckenberger for suggesting this question
and for valuable comments on the draft of this paper. The author also
thank Eric Heymann-Heidelberger for useful discussions on the topic.
2. Preliminaries
In this section we recall some notations and notions from [4] and also
some results, which will be used later.
Let k be a field and k× = k\{0}. As usual we write N for the set of
positive integers and write Z for the set of integers. Let N0 = N∪ {0}.
We start collecting some information about root vector from [4].
Let (V, c) be a braided vector space of rank n. Let I = {1, 2, . . . , n},
and x1, x2, . . . , xn be a basis of V , let (qij)i,j∈I ∈ (k
×)n×n such that
c(xi ⊗ xj) = qijxj ⊗ xi, for any i, j ∈ I.
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Let α1, α2, . . . , αn be the standard basis of Z
n and let χ : Zn×Zn →
k× denote the bicharacter of Zn given by χ(αi, αj) = qij, for any i, j ∈ I.
Let T (V ) be the tensor algebra of V and let B(V ) be the Nichols algebra
of V . We write pi : T (V )→ B(V ) for the canonical map.
Let X = {x1, x2, . . . , xn}. Let us fix the total ordering < on X such
that xi < xj if and only if 1 ≤ i < j ≤ n. Let X and X
× denote
the set of words and non-empty words with letters in X , respectively.
We write <lex for the lexicographic ordering which is induced by the
total ordering < on X (for detail see [4, Section 3]). For any word
w = xi1xi2 · · ·xis ∈ X, we write |w| = s for the length of w.
Both T (V ) and B(V ) have a unique Zn-graded braided bialgebra
structure such that deg(xi) = αi, for any i ∈ I. Specially, for any word
w = xj1xj2 · · ·xjt ∈ X, deg(w) =
∑t
i=1 αji. We write deg(x) for the
degree of any homogeneous element x of T (V ) or B(V ).
For basic information of Lyndon words we refer to [4] (or see [6]).
For a Lyndon word w ∈ X×, we define super-letter [w] ∈ T (V )
inductively given by:
(1) [w] = w, if w ∈ X , and
(2) [w] = [u][v]− χ(deg(u), deg(v))[v][u] if |w| ≥ 2, and w = uv is
the Shirshow decomposition of w.
For any Lyndon word w and any integer k ≥ 2 we write [wk] = [w]k.
We also write <lex for the total ordering on the set of super-letters,
which is induced by the total ordering <lex on X.
For any α ∈ Zn, let oα ∈ N ∪ {∞} be the multiplicative order of
χ(α, α) ∈ k×. Moreover, let
Oα =
{
{1, oα,∞} if oα =∞ or char(k) = 0,
{1, oαp
k,∞ | k ∈ N0} if oα <∞, p = char(k) > 0.
Let w ∈ X×. We say that [w] is a root vector candidate if w = vk
for some Lyndon word v and k ∈ Odeg v \ {∞}.
A root vector candidate [w], where w ∈ X×, is termed a root vector
(of B(V )) if [w] ∈ B(V ) is not a linear combination of elements of the
form [vk]
mk · · · [v1]
m1 , where k ∈ N0 and [v1], . . . , [vk] are root vector
candidates with w <lex v1 <lex · · · <lex vk.
Let L ⊆ X× such that w ∈ L whenever [w] is a root vector.
Let
∆+ = {deg(u) | u ∈ L}
be the set of positive roots of B(V ) and the root system ∆ =
∆+ ∪ −∆+ of B(V ). For any α ∈ ∆+, the number of elements u ∈ L
such that deg(u) = α is called the multiplicity of α.
Next we recall our fundamental tools in this paper.
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For any i ∈ I, let di be the skew-derivation of the tensor algebra
T (V ) given by
di(xj) = δij , di(xy) = di(x)y + χ(deg(x), αi)xdi(y),
for any j ∈ I and x, y ∈ T (V ).
Remark 2.1. For any homogeneous element y ∈ B(V ) of positive
degree is zero if and only if di(y) = 0 in B(V ) for any i ∈ I.
Let ad denote the adjoint action of T (V ) on itself. Then
ad x1(y) = x1y − χ(α1, deg(y))yx1, for any y ∈ T (V ).
In the remaining part of this paper we concentrate on the case n = 2.
For the convenience of expressing, let q = q11, r = q12q21, s = q22.
For any k ∈ N0, we define uk ∈ T (V ) inductively as follows:
u0 = x2, uk = x1uk−1 − q
k−1q12uk−1x1, for k ≥ 1.
Note that uk = [x
k
1x2].
For any k ∈ N0, let
bk =
k−1∏
j=0
(1− qjr),
and we normalize uk as follows:
uˆk =
{
1
(k)!qbk
uk if (k)
!
qbk 6= 0,
0 otherwise.
We end this part by recalling some results and some important poly-
nomials in T (V ) from [4].
Lemma 2.2. [4, Lemma 3.9] Let m ∈ N0. Then
d1
(
(ad x1)
m(y)
)
= qm(adx1)
m(d1(y))
+ (m)q(1− q
m−1χ(α1, α)χ(α, α1))(ad x1)
m−1(y)
for any homogeneous element y ∈ T (V ) of degree α ∈ Nn0 .
Lemma 2.3. [4, Lemma 3.11] Let k ∈ N0 such that (k)
!
qbk 6= 0 and
let λ0, . . . , λk ∈ k. Let Z =
∑k
i=0 λi(−q21)
iuˆiuˆk−i in T (V ). Then
d1(Z) =− q21
k−1∑
i=0
(λi+1 − q
iλi)(−q21)
iuˆiuˆk−1−i,
d2(Z) =(λ0 + (−r)
ksλk)uˆk.
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For any n ∈ N0 let
Un =
n⊕
i=0
kuiun−i ⊆ T (V ), U
′
n =
n−1⊕
i=0
kuiun−i ⊆ T (V ).(1)
Lemma 2.4. [4, Lemma 4.4] The map adx1 : Um → Um+1 is injective
for any m ∈ N0.
Definition 2.5. [4, Definition 4.6] For all k ∈ N0 with (k)
!
qbk 6= 0, let
Pk =
k∑
i=0
(−q21)
iqi(i−1)/2uˆiuˆk−i ∈ T (V ).
Lemma 2.6. [4, Lemma 4.7] Let k ∈ N0 with (k)
!
qbk 6= 0. Then
Pk = 0 in B(V ) if and only if q
k(k−1)/2(−r)ks = −1.
Definition 2.7. [4, Definition 4.8] For all k, t ∈ N0 with 0 ≤ t ≤ k
and (k)!qbk 6= 0 let
S(k, t) =
k∑
i=t
(−q21)
iq(i−t)(i−t−1)/2
(
i
t
)
q
uˆiuˆk−i ∈ T (V ).
In particular, S(k, 0) = Pk.
Lemma 2.8. [4, Lemma 4.10] Let m, k ∈ N0. Let us assume that
(k +m)!qbk+m 6= 0. Then
q−m12 (ad x1)
m(Pk) =
m∑
i=0
(m)!q
(m− i)!q
λ(m−i,k)β(i,m,k)S(k +m, i)
where for any i, n,m′ ∈ N0,
λ(n,k) =
n∏
j=1
(1− qk−1+jr)(k + j)q, β(i,m′,k) =
i∏
j=1
(qm
′+2k−jr − r−1).
Lemma 2.9. [4, Lemma 4.11] Let k,m ∈ N0. Let us suppose that
(k+m+1)!qbk+m+1 6= 0 and that there exists v ∈ U
′
k+m+1 ∩ ker(pi) such
that d1(v) = (adx1)
m(Pk) in T (V ). Then Q
k,m
2 = 0.
3. Root multiplicities over arbitrary fields
In this section we address the multiplicities for root mα1 + 2α with
m ∈ N0 over a field of arbitrary characteristic.
Let p be the characteristic of k, where p is a prime number or zero.
Now let us introduce the set J which plays an crucial role in this section.
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Definition 3.1. Let J = Jpq,r,s ⊆ N0 be such that j ∈ J if and only if
qj(j−1)/2(−r)js = −1,
and for any n ∈ J with n < j such that{(
j−n
2
)
qn+j−1r2
= 0, if j − n is even,
(j − n)−q(n+j−1)/2r = 0, if j − n is odd.
(2)
Remark 3.2. Note that if p = 0 then Definition 3.1 is equivalent
to [4, Definition 4.12].
Example 3.3. Here we give an example where the J defined in Defi-
nition 3.1 is not the J defined in [4, Definition 4.12].
Assume that char(k) = 3. Let s = −1, r = −q−1. Note that then
0 ∈ J. Since −r 6= 0, qr2 6= 0, we get that both j = 1, n = 0 and
j = 2, n = 0 don’t satisfy (2), then 1, 2 /∈ J. As qr = −1, s = −1
we get q3(−r)3s = −1. Moreover we get (3)−qr = 0, since qr = −1
and p = 3. Hence (2) holds for j = 3, n = 0, it follows 3 ∈ J. Hence
J ∩ [0, 3] = {0, 3}.
Note that in [4, Definition 4.12], J ∩ [0, 3] = {0}.
Lemma 3.4. For any j ∈ J, the integers j + 1 and j + 2 are not in J.
In particular, for any m ∈ N0,∣∣J ∩ [0, m]| ≤ m
3
+ 1.
Proof. Let j ∈ N0 and t ∈ N. Suppose that j, j + t ∈ J. Hence(
t
2
)
q2j+t−1r2
= 0, if t is even, or (t)−q(2j+t−1)/2r = 0, if t is odd.
This gives a contradiction for t = 1 and t = 2. 
Example 3.5. By the definition of J and by Lemma 3.4 the following
hold.
(1) 0 ∈ J if and only if s = −1.
(2) 1 ∈ J if and only if rs = 1 and s 6= −1.
(3) 2 ∈ J if and only if qr2s = −1, rs 6= 1 and s 6= −1.
Lemma 3.6. Let j ∈ N0. Then j ∈ J if and only if one of the following
conditions holds:
(1) qj(j−1)/2(−r)js = −1 and qn+j−1r2 6= 1, for any n ∈ J, n < j;
(2) there exists some n ∈ J with n < j, such that{
qn+j−1r2 = 1 and 2p|(j − n), if j − n is even,
q(n+j−1)/2r = −1 and p|(j − n), if j − n is odd.
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Proof. We first prove that for any j ∈ N0 satisfying condition (1) or
(2), we get
qj(j−1)/2(−r)js = −1.(3)
It is clear if j satisfies condition (1).
If j satisfies condition (2), then there exists n ∈ J with n < j such
that qn+j−1r2 = 1 and qn(n−1)/2(−r)ns = −1. If n− j is even, then
qj(j−1)/2(−r)js = −q(j−n)(n+j−1)/2(−r)j−n = −(qn+j−1r2)(j−n)/2 = −1.
If n− j is odd, then q(n+j−1)/2r = −1,
qj(j−1)/2(−r)js = −q(j−n)(n+j−1)/2(−r)j−n = −(−q(n+j−1)/2r)j−n = −1.
Therefore Equation (3) holds.
Suppose now j ∈ N0 satisfies Equation (3). For any n ∈ J with
n < j, we have
qn(n−1)/2(−r)ns = −1.(4)
From Equations (3) and (4) we get, q(j−n)(n+j−1)/2(−r)j−n − 1 = 0.
If j − n is even. Then
0 = 1− q(j−n)(n+j−1)/2(−r)j−n = (1− qn+j−1r2)
(
j − n
2
)
qn+j−1r2
Thus j ∈ J, that is, (
j − n
2
)
qn+j−1r2
= 0,
if and only if either condition (1) or condition (2) holds.
If j − n is odd,
1− q(j−n)(n+j−1)/2(−r)j−n = (1 + q(n+j−1)/2r) (j − n)−q(n+j−1)/2r .
Therefore, j ∈ J, that is,
(n− j)−q(n+j−1)/2r = 0
if and only if either condition (1) or condition (2) holds.
Thus we prove this lemma. 
Remark 3.7. Let j,m ∈ N0 with j ≤ m. Suppose that bm 6= 0, then
the condition (2) in Lemma 3.6 is equivalent to the following condition
qn+j−1r2 = 1, for some n ∈ J with n < j, and
p|(j − n) if p is odd, or 4|(j − n) if p = 2.
8 YING ZHENG
Definition 3.8. Let J1 ⊆ J be the set of elements satisfying the con-
dition (1) in Lemma 3.6.
Let J2 ⊆ J be the set of elements satisfying the condition (2) in
Lemma 3.6.
Remark 3.9. Note that J = J1 ∪ J2. In particular, if p = 0, then
J = J1.
Example 3.10. In Example 3.3, we obtain that J1 ∩ [0, 3] = {0} and
J2 ∩ [0, 3] = {3}.
Lemma 3.11. Suppose that n,m ∈ N0 such that (m)
!
qbm 6= 0. Then
the following hold.
(1) If p = 2, then there exists at most one element j ∈ N0 with
j ≤ m such that qn+j−1r2 = 1.
(2) Assume that p 6= 2 and that there exist j1, j2 ∈ N0 with j1 <
j2 ≤ m such that q
n+jt−1r2 = 1, for t = 1, 2, then q = 1 and
r = −1. Further, we get J ∩ [0, m] = {0} or J ∩ [0, m] = ∅. In
particular, J2 ∩ [0, m] = ∅.
Proof. (1) If m = 0, the claim is trivial. Suppose that m ≥ 1. If
there exist j1, j2 ∈ N0 such that j1 < j2 ≤ m and that q
n+ji−1r2 − 1 =
0, for i = 1, 2. Then qj2−j1 = 1. As (m)!q 6= 0 and j2 − j1 ≤ m, we get
q = 1. Therefore r2 = 1, since qn+j1−1r2 − 1 = 0. Thus r = 1, since
p = 2, this gives a contradiction to bm 6= 0. This proves (1).
(2) From the discussions in (1), it follows that q = 1, r = −1.
If J 6= ∅, then there exists j ∈ J, such that qj(j−1)/2(−r)js = −1, the
above argument implies s = −1. Hence 0 ∈ J1. Moreover, we obtain
that qir2 = 1, for any i ∈ N0, thus J1 = {0}.
If p = 0, then it is clear that J = J1 = {0}, applying Remark 3.9.
Assume now p is positive. Let us prove J2 ∩ [0, m] = ∅. Suppose that
J2 ∩ [0, m] 6= ∅, and let n ∈ N be the minimal element in J2 ∩ [0, m].
From Lemma 3.6 and J1 = {0} we get that p|n. Thus p ≤ n ≤ m
and (p)q = 0 as q = 1, this is contradictory to (m)
!
q 6= 0. Thus
J2 ∩ [0, m] = ∅. Hence J = {0}. 
Lemma 3.12. Suppose that m ∈ N0 and that (m)
!
qbm 6= 0. Then
(1) j ∈ J1 ∩ [0, m] if and only if
qj(j−1)/2(−r)js = −1, and qn+j−1r2 6= 1 for any n ∈ J1 n < j.
(2) j ∈ J2 ∩ [0, m] if and only if there exists n ∈ J1 with n < j such
that
qn+j−1r2 = 1 and p|(j − n) if p is odd, or 4|(j − n) if p = 2.
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Proof. It is enough to prove that for any j ∈ [0, m], we have
qn+j−1r2 6= 1, for all n ∈ J2 with n < j.
If J2 ∩ [0, m] = ∅ there is nothing to prove. Let us suppose now
J2 ∩ [0, m] 6= ∅. Assume oppositely that j ∈ [0, m] and that there
exists n ∈ J2 with n < j such that q
n+j−1r2 = 1. As n ∈ J2, let
k ∈ J with k < n such that qn+k−1r2 = 1. As k < j ≤ m, we get an
contradiction when p = 2 because of Lemma 3.11(1). When p 6= 2,
again as k < j ≤ m, it follows that J2 ∩ [0, m] = ∅ because of Lemma
3.11(2), this is also an contradiction. Hence the lemma follows. 
Lemma 3.13. Suppose that m ∈ N0, and that (m)
!
qbm 6= 0, then for
any n ∈ J2 ∩ [0, m], there exists a unique jn ∈ J with jn < n such that
qn+jn−1r2 − 1 = 0. Moreover, jn ∈ J1.
Proof. Assume that n ∈ J2. From the Lemma 3.6 and Definition 3.8, we
know that there exists jn ∈ J with jn < n such that q
n+jn−1r2− 1 = 0.
If there exists j′n ∈ J, with n > jn > j
′
n, satisfies q
n+j′n−1r2 − 1 = 0.
Again using Lemma 3.11 we obtain that J2 ∩ [0, m] = ∅, this is a
contradiction.
Clearly, jn ∈ J1 by applying Lemma 3.12(2). 
Lemma 3.14. Let k ∈ N. Suppose that
w =
k−1∑
i=0
µi(−q21)
iuˆiuˆk−1−i, and
k−1∑
i=0
q−i(i+1)/2µi = 0.
Then there exist a unique element v =
∑k−1
i=1 λi(−q21)
iuˆiuˆk−i ∈ U
′
k such
that −q−121 d1(v) = w.
Proof. Assume that v =
∑k
i=0 λi(−q21)
iuˆiuˆk−i ∈ U
′
k, λ0 = 0, λk = 0,
then
−q−121 d1(v) =
k−1∑
i=0
(λi+1 − q
iλi)(−q21)
iuˆiuˆk−1−i,
because of Lemma 2.3. Thus −q−121 d1(v) = w if and only if
µi = λi+1 − q
iλi, for 0 ≤ i ≤ k − 1.
Hence
λi =
i−1∑
j=0
q(i+j)(i−j−1)/2µj, for all 0 ≤ i ≤ k.
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We still need to prove that λk = 0. While
∑k−1
i=0 q
−i(i+1)/2µi = 0
implies that
λk =
k−1∑
j=0
q(k+j)(k−j−1)/2µi = q
k(k−1)
k−1∑
j=0
q−j(j+1)/2µi = 0.
The uniqueness is clear. Thus we prove this lemma. 
We recall the definition of Qk,m2 ∈ Z[q, r] from [4, Lemma 2.3],
Qk,m2 =
q(2k+m)(m+1)/2(−r)m+1 − 1
q2k+mr2 − 1
m∏
i=0
(1− qk+ir).
In this paper we view Qk,m2 as element in k = k ⊗Z[q,r] Z[q, r] by iden-
tifying q and r in Z[q, r] with q and r in k, respectively.
Lemma 3.15. Assume that p is a prime number. Let jn, n ∈ N0 with
jn < n such that bn 6= 0. Suppose that jn ∈ J1 and q
n+jn−1r2 = 1, then
n ∈ J2 if and only if Q
jn,n−jn−1
2 = 0.
Proof. Assume that qn+jn−1r2 = 1.
If n− jn is even, then
Qjn,n−jn−12 =
(n−jn−2)/2∑
i=0
(qn+jn−1r2)i
n−jn−1∏
i=0
(1− qjn+ir)
=
n− jn
2
n−jn−1∏
i=0
(1− qjn+ir).
Since bn 6= 0, we get Q
jn,n−jn−1
2 = 0 if and only if 2p|(n− jn), that is,
n ∈ J2 applying Lemma 3.6.
If n− jn is odd. Since bn 6= 0 we get q
(n+jn−1)/2r = −1. Let us write
k = (n− jn − 1)/2, then q
jn+kr = −1. Hence
Qjn,n−jn−12 =
n−jn−1∑
i=0
(−qjn+kr)i
k−1∏
i=0
(1− qjn+ir)
2k∏
i=k+1
(1− qjn+ir)
= (n− jn)
k−1∏
i=0
(1− qjn+ir)
2k∏
i=k+1
(1− qjn+ir)
Again since bn 6= 0, we conclude that Q
jn,n−jn−1
2 = 0 if and only if
p|(n− jn), again we get n ∈ J2.
Thus we prove this lemma. 
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Lemma 3.16. Assume that p is a prime number. Let n ∈ N0 such that
that (n)!qbn 6= 0. Suppose that n ∈ J2, and that jn ∈ J1 with jn < n such
that qn+jn−1r2 = 1. Then there exits a unique element Ln ∈ U
′
n∩ker(pi)
such that
−q−121 d1(Ln) = (ad x1)
n−jn−1(Pjn).
Proof. Assume that there exists an element Ln ∈ U
′
n such that
−q−121 d1(Ln) = (ad x1)
n−jn−1(Pjn),
it follows from d2(Ln) = 0 and (adx1)
n−jn−1(Pjn) = 0 in B(V ) that
Ln ∈ ker(pi).
Let now (adx1)
n−jn−1(Pjn) =
∑n−1
i=0 µi(−q21)
iuˆiuˆn−1−i. It is enough
to prove
∑n−1
i=0 q
−i(i+1)/2µi = 0 by Lemma 3.14. Let us write m =
n− jn − 1 and H =
∑n−1
i=0 q
−i(i+1)/2µi. Then
H = qm12
m∑
i=0
(m)!q
(m− i)!q
λ(m−i,jn)β(i,m,jn)
n−1∑
j=i
q(j−i)(j−i−1)/2q−j(j+1)/2
(
j
i
)
q
By applying the similar discussions in the proof of [4, Lemma 4.11]
for m = n− jn − 1, k = jn, we conclude that
H = qm12q
−(n−jn)(n+jn−1)/2
(
n
jn
)
q
(−r)−mQjn,n−jn−12
Thus H = 0 by Lemma 3.15. 
Proposition 3.17. Assume that m ∈ N0 and that (m)
!
qbm 6= 0. The
elements
(adx1)
m−j(Pj) for j ∈ J1
are linearly independent in ker(pi) ∩ Um.
Proof. It was proved in [4, Theorem 4.16]. 
Proposition 3.18. Suppose that m ∈ N0 and that (m)
!
qbm 6= 0. The
elements
(adx1)
m−j(Pj), (adx1)
m−n(Ln), for j ∈ J1∩ [0, m] and n ∈ J2∩ [0, m],
are linearly independent in ker(pi) ∩ Um.
Proof. If p = 0, then J2 = ∅, the claim follows from Proposition 3.17.
Assume now p is a prime number. We proceed this claim by induction
on m.
This is clear for m = 0. Assume now that m ≥ 1 and for any
j ∈ J ∩ [0, m] there is λj ∈ k such that∑
n∈J2∩[0,m]
λn(ad x1)
m−n(Ln) +
∑
j∈J1∩[0,m]
λj(adx1)
m−j(Pj) = 0.
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If m /∈ J1 ∪ J2, then∑
n∈J2∩[0,m−1]
λn(ad x1)
m−1−n(Ln) +
∑
j∈J1∩[0,m−1]
λj(ad x1)
m−1−j(Pj) = 0,
as ad x1|Um−1 is injective by Lemma 2.4. By induction hypothesis, we
obtain that λj = 0 for any j ∈ J ∩ [0, m].
Assume now m ∈ J1, then m /∈ J2 and d1(Pm) = 0. And then∑
n∈J2∩[0,m−1]
λnd1((adx1)
m−n(Ln))+
∑
j∈J1∩[0,m−1]
λjd1((ad x1)
m−j(Pj)) = 0.
From Lemma 2.2 we have that,∑
n∈J2∩[0,m−1]
λn(−q21)q
m−n(adx1)
m−1−jn(Pjn)
+
∑
n∈J2∩[0,m−1]
λn(m− n)q(1− q
m+n−1r2)(ad x1)
m−1−n(Ln)
+
∑
j∈J1∩[0,m−1]
λj(m− j)q(1− q
m+j−1r2)(ad x1)
m−1−j(Pj) = 0.
Lemma 3.6 and m ∈ J1 imply that (m−n)q(1− q
m+n−1r2) 6= 0 for any
n ∈ J2 ∩ [0, m − 1], by induction hypothesis we obtain that λn = 0,
for any n ∈ J2 ∩ [0, m − 1]. Then λj = 0 for any j ∈ J1 because of
Proposition 3.17.
Ifm ∈ J2, then m /∈ J1 and then there exists a unique jm ∈ J1∩[0, m]
such that qm+jm−1r2 − 1 = 0, then
∑
n∈J2∩[0,m]
λn(−q21)q
m−n(adx1)
m−1−jn(Pjn)(5)
+
∑
n∈J2∩[0,m−1]
λn(m− n)q(1− q
m+n−1r2)(adx1)
m−1−n(Ln)(6)
+
∑
j∈J1∩[0,m−1],j 6=jm
λj(m− j)q(1− q
m+j−1r2)(ad x1)
m−1−j(Pj) = 0(7)
Due to Lemma 3.13, we get that (m−n)q(1− q
m+n−1r2) 6= 0 for any
n ∈ J2∩ [0, m−1]. Then λn = 0, for any n ∈ J2∩ [0, m−1] by induction
hypothesis. This forces formula (5) to be −q21λm(ad x1)
m−1−jm(Pjm)
and formula (6) to be zero. Further more, Lemma 3.13 and (m)!q 6= 0
imply that (m−j)q(1−q
m+j−1r2) 6= 0 for any j ∈ J1∩[0, m] and j 6= jm.
It follows from Proposition 3.17 that λj = 0 for any j ∈ J1∩ [0, m] with
j 6= jm and λm = 0. Therefore λj = 0 for any j ∈ J ∩ [0, m].
This finishes the proof of this proposition. 
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Theorem 3.19. Suppose that m ∈ N0 and that (m)
!
qbm 6= 0. The
elements
(ad x1)
m−j(Pj), (ad x1)
m−n(Ln), for j ∈ J1 and n ∈ J2,
form a basis of ker(pi) ∩ Um.
Proof. Assume first that p = 0, then J2 = ∅ and the claim was proved
in [4, Theorem 4.16].
Assume now p is a prime number. It follows from Proposition 3.18
that it is enough to prove
dim(ker(pi) ∩ Um) = |J ∩ [0, m]|.(8)
Again we proceed by induction on m. It is clear that J2 = ∅, J = J1
for m = 0. Since P0 = u
2
0 = 0 in B(V ) if and only if 1 + s = 0, that is,
0 ∈ J. Thus the claim holds for m = 0.
Suppose nowm > 0. Applying induction hypothesis and Proposition
3.18, we obtain that the elements (adx1)
m−1−j(Pj), (ad x1)
m−n−1(Ln),
for j ∈ J1∩[0, m−1] and n ∈ J2∩[0, m−1] form a basis of ker(pi)∩Um−1.
Since ad x1(ker(pi)) ⊆ ker(pi), and ad x1 is injective by Lemma 2.4 it
follows that
dim(ker(pi) ∩ Um) ≥ dim(ker(pi) ∩ Um−1).
Suppose first that dim(ker(pi)∩Um) = dim(ker(pi)∩Um−1). Then the
elements (adx1)
m−j(Pj), (adx1)
m−n(Ln), for j ∈ J1 ∩ [0, m − 1] and
n ∈ J2∩ [0, m−1] form a basis of ker(pi)∩ [0, m]. And Proposition 3.18
implies that m /∈ J. Thus (8) follows.
Assume now dim(ker(pi) ∩ Um) > dim(ker(pi) ∩ Um−1). Since
d1(ker(pi) ∩ Um) ⊆ ker(pi) ∩ Um−1,
we obtain that ker(pi) ∩ Um ∩ ker(d1) 6= 0. As (m)
!
qbm 6= 0, it follows
that ker(d1|Um) = kPm. Hence
dim(ker(pi) ∩ Um) = 1 + dim(ker(pi) ∩ Um−1),
qm(m−1)/2(−r)ms = −1.
Therefore d1| ker(pi)∩Um is surjective. Thus for any j ∈ J1∩ [0, m−1],
there exists vj ∈ ker(pi) ∩ Um such that
d1(vj) = (ad x1)
m−1−j(Pj).
Further, we may assume that vj ∈ ker(pi)∩U
′
m for any j ∈ J1∩[0, m−1].
Then Qj,m−j−12 = 0 for any j ∈ J1 ∩ [0, m − 1] by Lemma 2.9. If
qm+j−1r2 6= 1 for any j ∈ J1 ∩ [0, m − 1], then m ∈ J1 follows from
Lemma 3.12(1). If qm+j−1r2 = 1 for some j ∈ J1 ∩ [0, m − 1]. Since
bm 6= 0, Lemma 3.15 implies thatm ∈ J2. Thus Equation (8) holds. 
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Remark 3.20. If the p = 0, then Theorem 3.19 is exactly Theorem
4.16 in [4]. It can happen that J2 = ∅, even if p is prime number.
Remark 3.21. Theorem 3.19 generalizes Theorem 4.16 in [4] to the
field of arbitrary characteristic. As a consequence, we generalize Corol-
laries 4.17, 4.18 4.22 and Proposition 4.20 in [4] to arbitrary fields
Corollary 3.22. Let k, l ∈ N0 with k ≥ l. Suppose that (k+l)
!
qbk+l 6= 0,
and that qk
2
rks = −1 if k = l. Then the following are equivalent:
(1) [xk1x2x
l
1x2] is a root vector,
(2)
∣∣J ∩ [0, k + l]∣∣ ≤ l.
Proof. This claim can be obtained by applying the similar approach in
the proof of [4, Corollary 4.17]. 
Corollary 3.23. Let m ∈ N0 such that (m)
!
qbm 6= 0. Then the multi-
plicity of mα1 + 2α2 is
m′ −
∣∣J ∩ [0, m]∣∣,
where
m′ =


(m+ 1)/2 if m is odd,
m/2 if m is even and qm
2/4rm/2s 6= −1,
m/2 + 1 if m is even and qm
2/4rm/2s = −1.
Proof. One can prove the claim by using the similar discussions in the
proof of [4, Corollary 4.18]. 
mα1 + 2α2 non-root conditions
α1 + 2α2 (1 + s)(1− rs) = 0
2α1 + 2α2 (1 + s)(1− rs)(1 + qr
2s) = 0
3α1 + 2α2 s = −1, (3)−qr = 0
4α1 + 2α2
s = −1, (3)−qr = 0 or
s = −1, q3r2 = −1 or
rs = 1, (3)−q2r = 0
6α1 + 2α2 q = 1, s = −1, (3)−r = 0
Table 1. Table for Corollary 3.25
Proposition 3.24. Assume that k,m ∈ N0 with m ≥ k such that
(k)!qbk 6= 0, and (k+1)q(1−q
kr) = 0. Then the multiplicity of mα1+2α2
is the same as the multiplicity of (2k −m)α1 + 2α2 of B(R1(V )).
Corollary 3.25. Let m ∈ N0.
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(1) Assume that m ∈ {1, 2, 3, 4, 6} and that (m)!qbm 6= 0. Then
mα1+2α2 is not a root if and only if q, r, s satisfy the conditions
given in Table 1.
(2) Assume that m = 2k + 1 ≥ 5 is odd and that (k + 3)!qbk+3 6= 0.
Then mα1 + 2α2 is a root of B(V ).
(3) Assume that m = 2k ≥ 8 and that (k + 4)!qbk+4 6= 0. Then
mα1 + 2α2 is a root of B(V ).
Proof. Due to Lemma 3.4 and Corollary 3.23, statements (1), (2), (3)
can be obtained similarly to the proofs of statements (1), (2), (3) in [4,
Corollary 4.22], respectively. 
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