INTRODUCTION
\ve consider the following problem. Three independent random samples (Xl(k) 'XZ(k) , .
•. ,X(k»" a. a. po. o.=l,Z, ... ,n k ; k=0,1,2
(1.1) from three unknown p-variate populations with continuous cumulative distribution functions (cdf's) F(O)(~), F(l)(~), and F(Z)(~) are given. It is known that F(l)(~) and F(Z)(~) are distinct and F(O)(~) is a mixture of F(l)(~) and F(2)(~),
i.e.,
The 'mixture rate' 8 is unknown. To estimate 8.
0<8<1
(1.2)
For this problem we consider procedures which utilize only the observational ranks, and hence, can be used when ranks only are available.
For the i-th variate, let us rank all the N=nO+nl+n Z observations from the three samples together, and let the rank of X~k) so obtained be R~k). Here a~~) represents the random rank score corresponding to the observation X~~) • Let (k) a .
-a
-(k) , (a l ,a Z , ... ,a ) , a a pa The relation (l.Z) means that we can regard the nO observations from F(O)
to have been taken in the following two steps. First, nO Bernoulli trials with success probability e are performed. Then, for each trial, an observation from F(l) or F(Z) is taken according as the trial shows a success or a failure. With this interpretation, it immediately follows that if the number r of successes were observable, we could disregard the rest of the data, and take t = r/nO as our estimate of e. Since r is not observable, we use the data to find some sort of 'estimate' of t.
If r, as well as the serial numbers Cl.1,aZ,.·.,a r .J. \VOU ave t e same lstrl utlon as , a= , ,'" ,n l an , aral,Cl.Z""'CI. , -a~CI. r the same distribution as X(Z) a=I,Z, ... ,n Z ' -a '
the random score vectors a , a=al,aZ, ... ,a would be interchangeable with -a r e~l), a=l,Z, .
•. ,n l and e~O), a!al,aZ, ... ,a r would be interchangeable 'nth e~2), provided the denominator is non-zero and the ratio lies in [0,1]. As F(l) and F(Z) are distinct, for a suitable score matrix~, and a suitably chosen~, these conditions are expected to be realised with high probability at least in large samples. We call e(~) as 'the fixed-~linear rank-score estimate' of e. In the sequel, we shall allow~itself to be determined by the data so as to achieve maximum asymptotic efficiency. The corresponding estimate would be called 'optimised linear rank-score estimate'.
In the remainder of this section we consider some general results on random sequences that will be used repeatedly later. {here J is a bounded closed interval and~is a sequence of random p-vectors such
Proof. Clearly we can find a closed bounded interval J', such that JC:J'C= I such that for sufficiently large N,~EJ' and~EJ' with probability arbitrarily close to 1. As g(~) is uniformly continuous in J' the lemma follows.
Given a sequence of random p-vector~~and a sequence of positive definite matrices~, we say K_ is asymptotically N(O'~N) if for every non-null p-vector~,
For a symmetric matrix A we use the notations meA) and M(A) to denote the minimum and maximum characteristic roots respectively. ¢(z) denotes the standard normal cdf. Proof. Let us write row of tl~score matrix (1.4) by either of the following two relations:
are the order statistics of a sample of size N from the uniform distribution over (0,1».
As in [1] we assume that the following condition is satisfied by the~. 'so
These depend on N through H(;S)' However, grability of the~.IS, implies that U~k), 1 l 9 (2.5) together with the square inte-
a.. are all uniformly bounded. Writing
P from (1.2) we get
Finally, we assume that the following conditions hold as N~. \Vith the above notations and assumptions. we now state and prove some results to be used i.n the subsequent sec tions.
THEOREM 2.1 Under Assumptions I and II 
The last inequality follows directly 
a. -11.
1. 1.
Hence 00 00
Now~. being a polynomial has bounded second derivative in (0,1), and hence, 1.
by a result of Hajek (see (4.27) aiCi. is as in (1.5). 
The proof will be similar to that of Theorem 3.1 of Puri and Sen [3] .
(2.32)
We only sketch the outline. First using the decomposition (2.24) we can show that the L.R.S. of (2.32) can be written as
where by application of Schwartz inequality and use of (2.2), (2.5) and (2.28),
it can be shown that IRI < C'E for sufficiently large N (c is a generic constant).
Hence to prove (2.32). it will be sufficient to show that the difference between the first two terms in (2.33) converges in probability to zero.
polynomial. it is known that
Since 1jJ. is a 1 (see (2.9) and (2.10». Hence it will be sufficient to take a Ni 
Using the notation (2.7),
and hence, given x~k) can be considered as the sum of N Bernoulli variables.
J.a '
Using this fact and Schwartz inequality, it may be sho\vu that in (2.36) R* is the sum of terms each of which converges in mean square, and hence, in probability to zero. As, in (2.36), the difference between the first two terms converges in probability to zero (by the Khinchin Law of Large Numbers), the required result follows. Q.E.D.
The following lemma will be required in proving the next theorem. 
FIXED-& LINEAR Rk~SCORE ESTI~~TE
Given a nonnu11 vector~(p X 1) in (1.9) we have proposed By the second relation of (2.16), (3.6) can be written as
(1-e) 1L n:(2) H.
It is to be noted that the first term in (3.7) represents the asymptotic 
OPTIMISED LINEAR RANK SCORE ESTIMATE
In the previous section we have seen that the second term in the expression .
(3.7) for the asymptotic variance of v'N (e(~)-e) depends on~. In this section we investigate what will be its minimum value and whether it is possible, by any means, to attain this minimum. The problem is involved because the matrix in the second term of (3.7) involves the unknown e but is still tractable provided we are prepared to solve higher degree polynomial equations. We first state the following well-kno\vu algebraic lemma.
LEM£'lA 4.1 For a positive definite matrix G(pxp) and non-null vector~(pXl),
and the minimum is attained for G& number.
g"£ where g is an arbitrary non-zero By our Assumptions III(a) and (b), for sufficiently large N, g (2)_~ (1) If 8 were known, to attain this minimum in 8(~) we could take~so that
Of course, the solution of (4.3), which we denote by~N would depend on N. But as noted at the end of section 3, the results of that section would still remain true (Q(8) and~being bounded, so are the elements of~N).
These considerations suggest that to estimate 8 in an optimal manner we may proceed as follows.
= (a~~)) where a~~) is given by (2.30).
J~J
For any s (O<s<l), we set up
Consider the set of (p+l) simultaneous equations (2) - (0)- (2) (1) Hence, the equations (4.5) and (4.6) are suggested naturally from (3.1) and (4.3).
(We~rrite s instead of e, to avoid confusion with the true value).
&=~N is a real solution of (4.5) and (4.6), such that O~e~l, we propose eN as an estimate of e. The following two theorems describe its properties. By (4.7), (4.8), (4.14) and Lemma 1.1, in view of (4.10) and the uniform (4.14)
boundedness of 2, the polynomial in (4.13) has a stochastically vanishing difference~vi th
By Assumption III(a), 0 is non-null for all sufficiently large N. Hence the values of (4.15), and therefore, with probability approaching 1, those of the left hand member of (4.13), at s = 8±E are of opposite signs. Thus with probability approaching 1 as N~, (4.13) would have a root between 8±E, whatever E.
This proves the first part of the theorem.
Again, if eN'~N is any solution of (4.5)-(4.6), we can writẽ
(a (2) - (1) , ( - (2) - (0) - (2) - (1) P By (4.7) and (4.14), e -e -8(e -e )~o. By (4.7) and (4.11) the elements of~N are bounded in probability. These facts together with (4.18), In {(1_8)~(2) + e~(l) -~(O)} are stochastically bounded. Therefore, the second relation in (4.9), and (4.19) imply that the second term on the right of (4.22) converges in probability to zero.
Again, by our assumptions, the roots of (4.23) are bounded away from both o and 00. Hence, as noted at the end of section 3, by Lemma 1.2, The equality holds if and only if~2 = g2lgll~1. Hence, so long as this special condition is not met and the matrix g(8) remains positive definite, consideration of a larger number of variables would increase the accuracy of eN.
The choice of the score functions~l(u), .
•. ,~p(u) is, of course, of great importance. In choosing these, we should use any knowledge that we may possess about the way F(l) and F(2) differ from each other. Again, the general principle would be to choose the scores so that~'{g(e)}-l~is as large as possible. We propose to deal with these aspects of the problem in a later communication.
Incidentally, we remark that the application of the procedures developed in this paper require, only knowledge of the observational ranks. However, when the observational values (1.1) are themselves available, we may use these in the same way as rank scores, to get an estimate of e based on the sample means provided (i) all second order moments exist for F(l), F(2) and (ii) F(l), F(Z) differ in location (i.e., in mean vector). Under appropriate conditions, the asymptotic variance of this estimate would have the same form as (5.1), with (k),~(k) now standing for the mean vector and dispersion matrix of F(k), k=l,Z.
The procedures considered in this paper encompass a wider variety of problems, since the score functions are free to be chosen to take account of any kind of divergence between F(l) and F(Z) • Another point of practical importance is the effect of the relative values of nO' n l , and n Z on the accuracy of the estimate. While specific recommendations here must depend on the choice of score functions, some general observations can be made. Generally, it would be profitable to have a large nO not only because that reduces the first term in the asymptotic variance (5.1) but also because in (4.1) (at least for e near around~) the dominant terms being made small, that reduces the second term in (5.1) as well. Similarly, it would be preferable to have n l large relative to n 2 , or vice versa, according as e is expected to be close to 1 or O.
Finally, we remark that, although we have followed the 'best linear combination' approach to obtain the estimate of section 4, we could have obtained an estimate by an alternative approach. Thus starting from the vector --~-------Optimisation with respect to the choice of A then leads us practically to the same solution as before.
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