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Abstract
Let A be a 3-by-3 weighted shift matrix with weights {s1, s2}. The q-numerical radius of A is found as an implicit function in
q, s1, s2.
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1. q-numerical radius formula
Let A be an n × n complex matrix. For 0 ≤ q ≤ 1, the q-numerical range of A is defined and denoted by
Wq(A) = {η∗Aξ : ξ, η ∈ Cn, ξ∗ξ = η∗η = 1, η∗ξ = q}.
The q-numerical radius wq(A) of A is the maximal modulus of Wq(A). It is known that Wq(A) is convex (cf. [10]).
If q = 1, W1(A) reduces to the classical numerical range of A which is usually denoted by W (A). Many interesting
results have been obtained on the subject of q-numerical range and radius (cf. [4–7,9]). Consider an n × n weighted
shift matrix with weights {s1, s2, . . . , sn−1}:
A = A(s1, s2, . . . , sn−1) =

0 0 0 . . . 0 0
s1 0 0 . . . 0 0







0 0 0 . . . sn−1 0
 .
It is well known that Wq(A) is a circular disc centered at the origin (cf. [4, Theorem 3], [6, Theorem 1]), but its radius












2, 0 ≤ q ≤ 1
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and
wq




(27+ 18q − 13q2 + (9+ 7q)((1− q)(9+ 7q))1/2)1/2,
for 1/2 ≤ q ≤ 1, and = 1 for 0 ≤ q ≤ 1/2 (cf. [6]). The purpose of this work is to give a formula for the q-numerical
radius of a general 3 × 3 weighted shift matrix. Suppose that A = A(s1, s2) is a 3 × 3 weighted shift matrix with
weights {s1, s2} given by
A =
 0 0 0s1 0 0
0 s2 0
 ,
where we assume that s1 ≥ 0, s2 ≥ 0 and s1 + s2 > 0. We will give its radius wq(A) as an implicit function in
q, s1, s2. Indeed, we obtain a polynomial F(q, w : s1, s2) so that
F(q, wq(A(s1, s2)) : s1, s2) = 0.
Theorem. Let A = A(s1, s2) be a 3× 3 weighted shift matrix with weights {s1, s2}. Then, for 0 ≤ q ≤ 1, there exists
a polynomial F of degree 12 such that F(q, wq(A) : s1, s2) = 0, where
F(q, w : s1, s2) = 16(s21 + s22)6w12 + 8(s21 + s22)3((−2+ q2)(s81 + s82)+ (−8+ 10q2)
× (s61s22 + s21s62)− (39+ 9q2)s41s42)w10 + (q4(s161 + s162 )
+ 4(9q4 − 17q2 + 4)(s141 s22 + s21s142 )+ 2(65q4 − 147q2 + 156)
× (s121 s42 + s41s122 )− 16(7q4 + 15q2 − 69)(s101 s62 + s61s102 )
+ (315q4 − 1486q2 + 2345)s81s82)w8 + s21s22(s21 + s22)(q4(4q2 − 1)
× (s121 + s122 )+ 11q2(4q4 − 11q2 + 4)(s101 s22 + s21s102 )
+ (−72q6 + 230q4 − 85q2 − 216)(s81s42 + s41s82)+ (100q6 − 677q4
+ 1524q2 − 1161)s61s62)w6 + s41s42(3q6(2q2 − 1)(s121 + s122 )
+ 2q4(8q4 − 28q2 + 25)(s101 s22 + s21s102 )− q2(56q6 − 298q4
+ 580q2 − 351)(s81s42 + s41s82)+ 3(28q8 − 234q6 + 543q4 − 576q2
+ 243)s61s62)w4 + q4s61s62(s21 + s22)(q4(4q2 − 3)(s81 + s82)− q2(12q4
− 29q2 + 13)(s61s22 + s21s62)+ 2(8q6 − 34q4 + 47q2 − 18)s41s42)w2
+ q6(q2 − 1)s81s82(q2(s41 + s42)+ 2(−q2 + 2)s21s22)2.
In the next section, an algorithm for computing the formula for this theorem is presented.
2. The algorithm
The most fundamental role in computing the q-numerical radius is taken by Tsing’s circular union formula







h(x)− x2 : 0 ≤ x ≤ w(A)
}
for 0 ≤ q < 1, where w(A) is the classical numerical radius of A, and h is a positive-valued continuous concave
function on [−w(A), w(A)] defined by
h(x) = max{y ∈ R : x + iy ∈ W (R(A)+ iA∗A)}.
By the positive homogeneity, wq(A(cs1, cs2)) = cwq(A(s1, s2)) for c > 0, we may assume that s2 = 1.
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Step 1. The graph of the function h is obtained as an upper part of the boundary of the numerical range W (R(A) +
iA∗A), which is also a part of the Kippenhahn curve (the boundary generating curve) of W (R(A) + iA∗A) or its
bitangent. Thus the graph of y = h(x) lies on an algebraic curve of degree 6. By changing variables y = x2 + z2, we
obtain an implicit function expression for the function z = φ(x) = √h(x)− x2. Then we easily obtain a polynomial
G(x, z : s1, s2) in x, z of degree 12 (cf. [4]) satisfying
G(x, φ(x) : s1, s2) = 0.








1− q2φ′(x) = 0.
In fact, we perform this elimination using the implicit function expression for φ(x). If we are able to compute the
discriminant of a general polynomial p(x) of degree 12, then we could get the formula forwq(A(s1, s2)) rather easily.
The discriminant Dp of the polynomial p(x) provides a necessary and sufficient condition for p(x) and its derivative
p′(x) to have a common root in C by Dp = 0 (cf. [8,11]). The useful tool for computing a general discriminant is
Cayley’s recurrence formula (cf. [1–3]). However, we can compute the discriminant of a general polynomial only for
degree less than or equal to 11 by using a standard personal computer, on the basis of Cayley’s method. This is because
of the capacity and the computation speed of a personal computer. Alternatively, we provide a method for performing
the computation of the q-numerical radius wq(A(s1, s2)). The crucial work is the computation to obtain the equation
H(X, Z) = 0 of the dual curve of the algebraic curve G(x, z) = 0 with degree 12. The curve H(X, Z) = 0 is those
points (X0, Z0) such that the line X0x + Z0z + 1 = 0 is a tangent of the curve CG . If Z0 6= 0, then the tangent line
is expressed as z = −1/Z0 − x X0/Z0. It follows that the equation G(x,−1/Z − x X/Z) = 0 in x has a repeated
solution. Hence the polynomial H(X, Z) is obtained as a non-repeated factor of the discriminant of the polynomial
p(x) = p12(x : X, Z) = Z12G(x,−1/Z − x X/Z)
with respect to x . Repeated factors of the discriminant correspond to the singularities of the complex algebraic curve
G(x, z) = 0. Notice that p(x) is a polynomial in x of degree 12.
Step 3. The highest terms of the polynomial H(X, Z : s1) with respect to Z and X satisfy
H(X, Z : s1) = −36s101 Z8 + c6(X : s1)Z6 + · · · ,
H(X, Z : s1) = (α(s1)Z2 + β(s1))X10 + b8(Z : s1)X8 + · · · ,
where α(s1) = s81(s21 + 1)4, β(s2) = −(s21 + 1)5s61 . The total degree of H(X, Z : s1) in X, Z is 12. The polynomial
H(X, Z : s1) is of the form
H(X, Z , s1) =
∑
j≤8









Using these properties, we substitute some values of s1 and Z and compute the resultant or Sylvester’s determinant
(cf. [8,11], page 24) of the polynomial p(x : X) and its derivative p′(x) = ∂p(x : X)/∂x with respect to x , and take
its simple factor. Then we reconstruct H(X, Z : s1) by using Lagrange’s interpolation.
Step 4. The polynomial F(q, w : s1) is obtained using
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3. Examples and bounds
If q = 1, then the polynomial F(q, w : s1, s2) in the theorem of Section 1 becomes
F(1, w : s1, s2) = (s21 + s22)3w2 (4w2 − s21 − s22)2F0(w : s1, s2),
where
F0(w : s1, s2) = (s21 + s22)3w6 + 3s21s22(s41 − 7s21s22 + s42)w4 + 3s41s42(s21 + s22)w2 + s61s62 .
This leads to the known result that
w1(A(s1, s2)) = (s21 + s22)1/2/2.
Secondly, if s1 = s2 = 1 then
F(q, w : 1, 1) = (w2 − 1)2(32w4 + (13q2 − 18q − 27)w2 + 4q4 + 4q3),
and this corresponds to the known result in [6] that
wq(A(1, 1)) = 18 (27+ 18q − 13q
2 + (9+ 7q)((1− q)(9+ 7q))1/2)1/2
for 1/2 ≤ q ≤ 1.
In [9], Tam gave the following lower bound for wq(A):
wq(A(s1, s2)) ≥ 1
1+ q2 + q4 max{s1 + q
2s2, s2 + q2s1},
(cf. [4,6]). Many questions occur on the bounds of the radius wq(A(s1, s2)). We assume that 0 < s1 < s2 = 1. Then
we have the Taylor series




q2 − (1− s
2








q2 − (1− s
2
1)(8− 12s21 + 9s41 − s61)
8(2− s21)4
q4
a lower bound of wq(A(s1, s2))? Unfortunately, we have a counter-example, by taking q = 19/20 and s1 = 1/2. In
this case, w˜ is 252 149/300 125 ∼= 0.840147. On the other hand, an approximated value of wq is 0.70034. Hence w˜ is
not a lower bound of wq(A). We may ask one more question. Is the function





an upper bound of wq(A)?
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