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Запропоновано метод визначення пара-
метрів узагальнених гребенчатих масштаб-
них функцій для підкреслення границь області 
структурної текстури на зображенні з одно-
рідним фоном. Цей метод дозволив підвищити 
ступінь автоматизації вирішення задачі виз-
начення границь області структурної тексту-
ри на зображенні, необхідних для досягнення 
мети геометричних розмірів
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Предложен метод определения параметров 
обобщенных гребенчатых масштабных функ-
ций для подчеркивания границ области струк-
турной текстуры на изображении с однород-
ным фоном. Этот метод позволил повысить 
степень автоматизации решения задачи опре-
деления границ области структурной тексту-
ры на изображении, необходимых для дости-
жения цели геометрических размеров
Ключевые слова: гребенчатый фильтр, 
структурная текстура, обобщенная функция, 
масштабная функция
© М. В. Полякова, А. В. Ищенко, 2013
УДК 681.3.01:519.67
1. Введение
На современном этапе в таких задачах как обработка 
медицинских и радиолокационных изображений, кон-
текстный поиск в базах данных, мониторинг развития 
транспортных потоков и роста сельскохозяйственных 
угодий по аэрофотоснимкам и спутниковым изображе-
ниям применяются методы сегментации структурных 
текстур. Структурная текстура представляет совокуп-
ность регулярно или почти регулярно расположенных в 
пространстве непроизводных элементов, под которыми 
понимаются связные множества пикселей, характери-
зуемые некоторой совокупностью признаков [1]. В ре-
зультате сегментации структурных текстур проводится 
разбиение изображений на однородные области, разли-
чающиеся типом или пространственной организацией 
непроизводных элементов текстуры. Кроме того, для 
ряда прикладных задач требуется определить на изо-
бражении границы объектов, заполненных структурной 
текстурой.
2. Литературный обзор
Периодическая или квазипериодическая простран-
ственная организация непроизводных элементов для 
структурной текстуры приводит к возникновению ли-
ний на спектре соответствующего изображения. Для 
выделения этих линий и анализа спектрального соста-
ва изображений структурной текстуры применяются 
методы последовательного параллельного анализа. К 
методам последовательного анализа спектрального со-
става изображений структурной текстуры относятся 
оконное преобразование Фурье [2] и вейвлет-преобра-
зование (ВП), в частности, преобразование Габора [3, 4]. 
Эти методы отличаются большими вычислительными 
затратами, т. к. требуют многократного выполнения 
свертки изображения с импульсными характеристика-
ми фильтров преобразования.
Для того, чтобы снизить объем вычислительных 
затрат при сегментации изображений структурных тек-
стур применяются методы параллельного анализа спек-
трального состава изображений структурной текстуры, 
например, гребенчатые фильтры [5].
Определение 1. Гребенчатый фильтр — это селек-
тивная система, передаточная функция (ПФ) которой 
является в идеальном случае периодической функцией 
частоты при узких полосах пропускания или задержи-
вания («зубьях») [6]. Под ПФ в данной работе пони-
мается результат преобразования Фурье импульсной 
характеристики системы.
Идеальные гребенчатые фильтры приближенно или 
точно сохраняют периодичность ПФ в ограниченном 
диапазоне частот. Согласно определению 1 полоса про-
пускания гребенчатого фильтра фактически представ-
ляет объединение полос пропускания набора полосовых 
фильтров. В результате такой фильтрации выполняется 
обработка изображения на единственном масштабе. По-
этому вычислительные затраты у этого преобразования 
низкие. Однако гребенчатый фильтр настраивается на 
конкретный размер области структурной текстуры, что 
является недостатком при сегментации изображений.
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3. Постановка проблемы
Для совмещения достоинств последовательного и 
параллельного подходов для подчеркивания границ 
области структурной текстуры в работе [7] предлага-
ется использовать параллельный анализ спектрально-
го состава изображений структурной текстуры чтобы 
сократить вычислительные затраты и при этом приме-
нять вейвлет-анализ для выделения объектов задан-
ного размера. В результате было разработано преобра-
зование с обобщенными гребенчатыми масштабными 
функциями, в качестве анализирующих функций 
которого используются импульсные характеристики 
гребенчатых фильтров с разной пространственно-ча-
стотной локализацией. Поэтому разработанное преоб-
разование отличается высоким качеством выделения 
границ области структурной текстуры на изображе-
нии с однородным фоном и относительно низкими 
вычислительными затратами. Однако для преобразо-
вания с обобщенными гребенчатыми масштабными 
функциями не решена задача определения параметров 
анализирующих функций для настройки их на кон-
кретный вид структурной текстуры.
4. Метод определения параметров масштабных 
функций
Целью работы является разработка метода опре-
деления параметров обобщенных гребенчатых мас-
штабных функций для подчеркивания границ области 
структурной текстуры на изображении с однородным 
фоном.
При создании преобразований изображения об-
ласти структурной текстуры предполагалось, что оно 
содержит детали на двух масштабах: на одном масшта-
бе - непосредственно текстурную область, на другом - 
непроизводные элементы, составляющие эту область. 
Если в качестве непроизводного элемента текстуры 
для строки или столбца изображения выступает пря-
моугольный импульс, то области структурной тексту-
ры в строке или столбце изображения соответствует 
периодическая последовательность прямоугольных 
импульсов. Поэтому построение анализирующих 
функций преобразования для выделения области 
структурной текстуры на изображении с однородным 
фоном осуществлялось на основе решений двумас-
штабного разностного уравнения на решетке [8]
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где n k Z k, ,∈ ≥ 2 , x R c Cn∈ ∈, , n k cn, ,  - параметры этого 
уравнения, N — количество слагаемых в уравнении (1), 
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 автором 
введено следующее определение.
Определение 2. Обобщенной гребенчатой мас-
штабной функцией назовем решение уравнения (1), 
для которого ∆ = 1 .
В определение введено слово «обобщенная», т. к. 
известно, что уравнение (1) с ∆ = 1  всегда имеет ре-
шение в классе обобщенных функций с компактным 
носителем, которое в отдельных случаях может пред-
ставлять собой и интегрируемую функцию.
Присутствие в определении 2 слова «гребенчатая» 
связано с отличительной особенностью решения урав-
нения (1) при ∆ = 1 : в частотной области приближения 
этого решения обладают периодической ПФ, характер-
ной для гребенчатого фильтра. Функция из определе-
ния 2 названа масштабной, т. к. решения уравнения 
(1) c ∆ = 1 , представляющие интегрируемые функции, 
используются в литературе для определения масштаб-
ных функций вейвлет-анализа.
Вычисление значений функции ϕ( )x , представля-
ющей решение двумасштабного разностного уравне-
ния (1), выполнялось итерационно с помощью мето-
да последовательных приближений. Согласно этому 
методу решение уравнения (1) представляет собой 
фиксированную точку ϕ ϕ( ) ( )x G x=  ϕ ϕ( ) ( )x G x= ли-
нейного оператора G x c kx nn
n
N
ϕ ϕ( ) ( )= −
=
∑
0
.
Ее получают в результате применения итеративной 
схемы ϕ ϕj jx G x j( ) ( ), , ,...= =−1 1 2 ; к начальному прибли-
жению ϕ0( )x .
В результате исследования поведения обобщен-
ных гребенчатых масштабных функций в частотной 
области показано, что ПФ приближений этих функ-
ций ϕ j x j( ), , ,...,= 1 2 представляют собой тригономе-
трические полиномы, и, следовательно, являются 
ПФ гребенчатых фильтров. Последнее соответствует 
требованию к анализирующим функциям преобразо-
вания для задачи сегментации изображений струк-
турных текстур.
С учетом поведения обобщенных гребенчатых 
масштабных функций в частотной области разра-
ботано преобразование с этими функциями, пред-
назначенные для подчеркивания границ области 
структурной текстуры на изображении с однородным 
фоном. В качестве анализирующих функций этого 
преобразования предложено использовать функции 
ϕ j x j( ), , ,...,= 1 2  являющиеся последовательными при-
ближениями обобщенной гребенчатой масштабной 
функции. Однако параметром этих преобразований 
выбран не масштаб вейвлета, а индекс j функций ϕ j x( ) , 
т. к. в частотной области при возрастании j увеличива-
ется и число основных гармоник у ПФ этих функций, 
а ширина боковых лепестков на графике модуля этой 
характеристики убывает.
Тогда изменение j позволяет настроить преобразо-
вания на конкретный тип текстуры, идентифицируе-
мый определенными значениями протяженности им-
пульса, соответствующего непроизводному элементу 
структурной текстуры, и периода следования импуль-
сов, характеризующего расстояние между непроизво-
дными элементами текстуры.
Тогда для функции f x L R( ) ( )∈ 2 результат преобра-
зования с обобщенными гребенчатыми масштабными 
функциями определялся формулой
T j b f x x b dxjϕ ϕ( , ) ( ) ( )= −
−∞
∞
∫ ,
где b - параметр преобразования, определяющий сдвиг 
аргумента анализирующей функции. Это преобразо-
вание является дискретным по параметру j и непре-
рывным по параметру b.
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Построение обобщенной гребенчатой масштабной 
функции основано на решении двумасштабного раз-
ностного уравнения (1), вид которого определяется его 
коэффициентами.
Поэтому решение уравнения (1) также зависит от 
коэффициентов этого уравнения и, кроме того, от ко-
личества итераций приближения. Следовательно, для 
подчеркивания границ области структурной текстуры 
на изображении с однородным фоном целесообразной 
является разработка метода определения параметров 
обобщенных гребенчатых масштабных функций для 
настройки их на конкретный вид структурной тексту-
ры.
4.1. Этапы определения параметров масштабной 
функции
Предлагаемый метод определения параметров 
обобщенной гребенчатой масштабной функции для 
подчеркивания границ области структурной тексту-
ры на изображении с однородным фоном включает 2 
этапа.
На 1-м этапе строится базовая функция, т. е. функ-
ция, график которой определяет вид обобщенной гре-
бенчатой масштабной функции, предназначенной для 
подчеркивания границ области структурной текстуры 
с известными параметрами этой текстуры.
На 2-м этапе метода на основе значений базовой 
функции выполняется определение параметров обоб-
щенной гребенчатой масштабной функции. Эта задача 
сводится к вычислению коэффициентов уравнения (1), 
при условии, что известно его решение, и представляет 
собой задачу, обратную непосредственно решению 
уравнения (1).
Рассмотрим оба этапа разрабатываемого метода 
подробнее.
При построении базовой функции заметим, что для 
обнаружения границ области структурной текстуры 
на изображении с однородным фоном в ряде работ 
используется совместная оценка параметров и обна-
ружение пачки импульсов с помощью согласованной 
фильтрации.
Преимущество этого подхода заключается в вы-
сокой помехоустойчивости подчеркивания границ 
области структурной текстуры. Недостатком явля-
ется низкое быстродействие и высокая погрешность 
определения координат для точек границ области 
такой текстуры, обусловленная шириной пика корре-
ляционной функции от импульсной характеристики 
согласованного фильтра (СФ) и фрагмента изобра-
жения.
Для преодоления подобных недостатков, во-пер-
вых, предлагается строить СФ в пространстве преоб-
разования Гильберта, что позволяет уменьшить протя-
женность импульсов пачки и, следовательно, снизить 
ширину пика корреляционной функции. Во-вторых, 
для снижения погрешности определения координат 
для точек границ области структурной текстуры пред-
лагается выполнять свертку исходного изображения 
с последовательностью импульсов, для которой зна-
чения интенсивности убывают на границах области 
определения. Тогда 1-й этап метода оценивания па-
раметров для обобщенной гребенчатой масштабной 
функции содержит следующие подэтапы.
1. Определение размера и периода следования не-
производных элементов структурной текстуры. Для 
этого с помощью одного из известных из литературы 
методов [9] для строк и столбцов изображения вычис-
лялись период следования Tn
0  и протяженность τu0  им-
пульсов, соответствующих непроизводным элементам 
структурной текстуры.
2. Генерация последовательности прямоугольных 
импульсов, для которой период следования импульсов 
равен Tn
0 , а протяженность каждого импульса - τu0 .
3. Вычисление преобразования Гильберта полу-
ченной последовательности импульсов. При выпол-
нении этого преобразования протяженность носителя 
импульсной характеристики фильтра преобразования 
не должна превышать τu0  (протяженность импульса 
последовательности). Тогда на границах каждого из 
прямоугольных импульсов исходной последователь-
ности получаем импульсы формы близкой к треуголь-
ной форме, но с амплитудами разных знаков.
4. Умножение результата преобразования Гильбер-
та, полученного на предыдущем этапе метода, на функ-
цию q x
x x
x
( )
/ , ,
, .
= ≠
=




1 0
0 0
α
 Результирующую функцию 
обозначим ϕb x( ) , ϕb x p x q x( ) ( ) ( )= .
Покажем, что построенная таким образом базо-
вая функция ϕb x( )  обнаруживает границы области 
структурной текстуры на изображении с однородным 
фоном. Рассмотрим результат свертки базовой функ-
ции ϕb x( )  с последовательностью прямоугольных им-
пульсов e x( ) , характеризующейся протяженностью 
импульсов τu0  и периодом следования импульсов Tn0 . 
Если ϕb x( )  попадает на границу последовательно-
сти импульсов, то получаем всплеск значений функ-
ции на этой границе. Однако за счет сомножителя 
q x
x x
x
( )
/ , ,
, .
= ≠
=




1 0
0 0
α
 базовой функции этот всплеск бо-
лее узкий, чем при согласованной фильтрации. Если 
базовая функция при свертке с последовательностью 
прямоугольных импульсов попадает на середину пач-
ки импульсов, то импульсы ϕb x( ) , умноженные на 
импульсы e x( ) , взаимно погашают друг друга, так как 
функция ϕb x( )  - четная. В результате обнаруживаем 
на изображении с однородным фоном границы обла-
сти структурной текстуры.
На 2-м этапе метода оценивания параметров обоб-
щенных гребенчатых масштабных функций в данном 
пункте использовалось известное из литературы век-
торное представление уравнения (1) [10]. Сформули-
руем это представление.
Предположим, что коэффициенты уравнения 
(1) - это действительные или комплексные постоянные 
cn n
N{ } =0  такие, что c cn0 0≠  и N ≥ 1 .
Для x = 0  и x N=  уравнение (1) принимает вид:
ϕ ϕ( ) ( )0 00= c и ϕ ϕ( ) ( )N c NN= 2 .
Пусть c0 1≠  и cN ≠ 1 . Тогда функция ϕ( )x  удовлет-
воряет равенству ϕ ϕ( ) ( )0 0= =N .
Для решения уравнения (1) - функции ϕ( )x  - 
определим вектор φ ϕ ϕ ϕ( ) ( ( ), ( ),..., ( ))x x x x N T= + + −1 1 . 
Так как supp ϕ( ) [ , ]x N⊆ 0 , то далее учитываются 
значени я компонент вектора φ( )x  только при 
0 1≤ ≤x .
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По аналогии с работами [10], введем также матрицы 
Α0 2 1 0
1
= − + =
−
c j k j k
N
,
 и Α1 2 1 0
1
= − + =
−
c j k j k
N
,
 , где cj = 0  при j < 0  и j N>
соответственно. Тогда
Α0
0
2 1 0
1 2 3
0 0 0
0
0
0 0
=
− − −
c
c c c
c c c
c
N N N
...
...
... ... ... ... ...
...
... N Nc −














1
,
Α1
1 0
3 2 1
1 2
0 0
0
0
0 0 0
=
− −
c c
c c c
c c c
c
N N N
...
...
... ... ... ... ...
...
... N














. (2)
Например, в случае N = 7  матрицы Α0 , Α1  имеют 
вид
 Α0
0
2 1 0
4 3 2 1 0
6 5 4 3 2 1 0
7 6 5 4 3
0 0 0 0 0 0
0 0 0 0
0 0
0
=
c
c c c
c c c c c
c c c c c c c
c c c c c c
c c c c
c c
2
7 6 5 4
7 6
0 0 0
0 0 0 0 0






















,
Α1
1 0
3 2 1 0
5 4 3 2 1 0
7 6 5 4 3 2 1
7 6 5
0 0 0 0 0
0 0 0
0
0 0
=
c c
c c c c
c c c c c c
c c c c c c c
c c c c c
c c c
c
4 3
7 6 5
7
0 0 0 0
0 0 0 0 0 0






















.
Обе матрицы, Α0 и Α1 , содержат подматрицу 
Μ = − + =
−
c j k j k
N
2 1 0
2
,
.
 С учетом формулы (2), уравнение (1) представля-
ется в векторной форме:
φ φ φ φ( ) ( ) , ( )x x x x= +

 =Α Α0 12
1
2
2 , (3)
для 0
1
2
≤ ≤x  [25, 26]. Из (3) следует, что
φ φ φ φ( ) ( ) , ( ) ( )0 0 1 10 1= =Α Α . (4)
Если ввести обозначение
φ ϕ ϕ ϕ( ) ( ( ), ( ),..., ( ))x x x x N T= + + −1 2 , 
то уравнения (4) записываются в виде единственного 
уравнения  φ φ( ) ( )1 1= Μ .
Предположим, что φ( )1 0≠ , то есть φ( )1  - ненулевой 
вектор. Тогда φ( )1  представляет собой собственный 
вектор матрицы Μ , соответствующий собственному 
значению 1 [10]. Единица также является собственным 
значением матриц Α0  и Α1  [10].
Для того чтобы по значениям решения двумас-
штабного разностного уравнения (1) -функции ϕ( )x  - 
определить значения коэффициентов cn n
N{ } =0  этого 
уравнения, заметим, что из формулы (3) имеем систе-
мы линейных уравнений, позволяющих вычислить 
значения ϕ( )x  в диадических рациональных точках:
Μ Α Α φ φ φ φ φ φ( ) ( ), ( ) , ,1 1 1 1
2
1
2
1
40 0
= = 





 =




Α Α1 1
1
1
1
2
3
4
2 1
2
2φ φ φ φ

 =




−



=
−
−,...,
max
max
maxk
k
k −



1
2kmax
.  (5)
В этих формулах матрицы Α0  и Α1  содержат cn n
N{ } =0  
как известные коэффициенты для получения неиз-
вестных φ φ φ φ( ), , ,...,
max
max
1
1
2
1
4
2 1
2








−



k
k .
При решении обратной задачи воспользуемся теми 
же системами уравнений, однако неизвестные пере-
менные теперь - cn n
N{ } =0 , а значения функции ϕ( )x  фор-
мируют новые матрицы систем уравнений (5). Напри-
мер, в (5) 1-я система уравнений Μ φ φ( ) ( )1 1=  имеет 
вид:
c c
c c c
c N cN
1 0
2 1 0
1 2 1
1 2 3 2
2
ϕ ϕ ϕ
ϕ ϕ ϕ ϕ
ϕ
( ) ( ) ( ),
( ) ( ) ( ) ( ),
...
( )
+ =
+ + =
− + N N N− − = −






1 1 1ϕ ϕ( ) ( ).
Выполнив перестановку слагаемых в этих уравне-
ниях, а именно, упорядочив их по возрастанию индек-
са у неизвестных переменных cn n
N{ } =0 , получаем систе-
му уравнений:
c c
c c c
c NN
0 1
0 1 2
1
2 1 1
3 2 1 2
1
ϕ ϕ ϕ
ϕ ϕ ϕ ϕ
ϕ
( ) ( ) ( ),
( ) ( ) ( ) ( ),
...
( )
+ =
+ + =
−− + − = −





 c N NNϕ ϕ( ) ( ).2 1
 (6)
Сформируем матрицу Μ0 1
1 1
2 1= − + =
− +ϕ( )
,
,
j k
j k
N N
 и век-
тор c c cN= ( ,..., )0 , с учетом которых система (6) при-
нимает вид Μ0 1c = φ( ) . Аналогично преобразуются 
остальные системы уравнений в формуле (5).
Так, для системы уравнений Α0 1
1
2
φ φ( ) = 

  вводит-
ся матрица Α01 1
1
2= − =
+ϕ( )
,
,
j k
j k
N N
, для системы уравнений 
Α0
1
2
1
4
φ φ

 =



  — матрица Α0
1 2
1
1
2
1
2
/
,
,
( )= − −
=
+
ϕ j k
j k
N N
 и т. д. 
Тогда системы уравнений (5) преобразуются к 
виду:
Μ Α Α
Α
0 0
1
0
1 2
1
1 2
1
1
2
1
4
1
4
c c c
c
= = 

 =




= 


φ φ φ
φ
( ), , ,/
/ , ..., .( )/
max max
max
max
Α12 1 2
1
1 1 2
2
k k
c
k
k
− −−
−
= 



φ
 (7)
В результате для определения коэффициентов 
cn n
N{ } =0  получаем 2 1k Nmax × −  линейных неоднородных 
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уравнений с ( )N +1  неизвестными. Так как количество 
уравнений превышает количество неизвестных, то для 
решения системы (7) был выбран метод наименьших 
квадратов, который реализовывался с помощью ней-
ронной сети.
Тогда 2-й этап метода определения параметров для 
обобщенной гребенчатой масштабной функции вклю-
чает следующие подэтапы.
4.2. Формирование последовательности дискрет-
ных значений базовой функции
На этом подэтапе задается kmax  - положитель-
ное целое число, определяющее шаг дискретизации 
2−kmax  базовой функции ϕb x( )  по оси x . Также задает-
ся N  - количество коэффициентов cn n
N{ } =0 . Выделяется 
носитель функции ϕb x( )  и далее учитываются только 
значения ϕb x( ) , определенные на носителе этой функ-
ции.
Не ограничивая общности, предположим, что 
sup ϕb x N( ) [ , ]⊆ 0 . В противном случае выполнение 
этого включения достигается с помощью аффинно-
го преобразования supp ϕb x( ) . Проводится выборка 
2 1k Nmax × −  значений ϕb x( ) , определенных на supp
ϕb x( ) , с шагом 2−kmax .
4.3. Формирование системы линейных неоднород-
ных уравнений вида (7).
Создается матрица размера N k× 2 max . Первому эле-
менту первой строки этой матрицы присваивается 
значение 0, т. к. ϕ( )0 0= . Далее полученные на пред-
ыдущем подэтапе метода дискретные значения ба-
зовой функции ϕb x( )  записываются в эту матрицу 
построчно.
Тогда столбцы матрицы размера N k× 2 max  представ-
ляют вектора φ φ φ φb b k b k b
k
k( ), , , ...,max max
max
max
1
1
2
2
2
2 1
2








−



.
Полученные вектора используются в качестве пра-
вых частей системы уравнений (7). Далее из векто-
ров φ φ φ φb b k b k b
k
k( ), , , ...,max max
max
max
1
1
2
2
2
2 1
2








−



 создаются 
матрицы Μ Α Α Α Α0 01 01 2 11 2 12 1 2
1 1
, , , , ...,/ / ( )/
max maxk k− −− . В качестве 
элементов этих матриц вместо значений функции 
ϕ( )x  используются соответствующие значения базо-
вой функции ϕb x( ) . Полученные матрицы используем 
в левой части системы уравнений (7). С учетом резуль-
татов формирования правой и левой частей системы 
уравнений (7) строится сама эта система уравнений.
4.4. Выбор структуры нейронной сети
Решение системы линейных неоднородных уравне-
ний (7) проводилось с использованием однослойного 
персептрона. На вход нейронной сети подавались из-
вестные коэффициенты при неизвестных cn n
N{ } =0  каж-
дого из уравнений (7). Поэтому число входов сети 
выбиралось равным N+1. Выходные значения сети 
соответствовали значению правой части каждого из 
уравнений (7). Соответственно количество нейронов 
выходного слоя равнялось 1. В качестве функции 
активации единственного нейрона использовалась 
функция линейного скачка, не достигающая порога 
насыщения — линейный сумматор [11]. Искомые ко-
эффициенты cn n
N{ } =0  представляли весовые коэффи-
циенты сети.
4.5. Формирование обучающей выборки
Для передачи на вход нейронной сети в обучающую 
выборку включались строки матриц систем уравнений 
(7): Μ Α Α Α Α0 01 01 2 11 2 12 1 2
1 1
, , , , ...,/ / ( )/
max maxk k− −− . В качестве целе-
вых значений при обучении сети использовались ком-
поненты векторов φ φ φ φ( ), , ,...,
max
max
1
1
2
1
4
2 1
2








−



k
k .
4.6. Обучение нейронной сети
Обучение нейронной сети выполнялось путем ми-
нимизации суммарной квадратической ошибки на вы-
ходе сети.
Количество проходов по обучающей выборке вы-
биралось равным 200. Время обучения, например, при 
N k= =7 3, max составило 0,1с на компьютере Intel (R) 
Celeron (TM) CRU 1000MHz 128 Мб OЗУ.
5. Апробация результатов исследований
В ходе экспериментальных исследований предло-
женного метода определения параметров обобщенной 
гребенчатой масштабной функции на вход нейронной 
сети подавались значения этой функции, вычислен-
ные путем интерполяции ее значений в целых точках. 
На значения обобщенной гребенчатой масштабной 
функции на входе нейронной сети накладывался гаус-
совский белый шум так, чтобы ОСШ составляло 1, 2, 5, 
10, 20, 50, 100, 1000 по мощности. Для значений параме-
тров обобщенной гребенчатой масштабной функции — 
коэффициентов cn n
N{ } =0  вычислялась относительная 
погрешность по формуле
δ =
−
=
=
∑
∑
( )c c
c
n n
n
N
n
n
N

2
0
2
0
,
где cn
n
N
{ } =0  - оценки коэффициентов cn nN{ } =0 . Последние 
использовались при интерполяции значений обоб-
щенной гребенчатой масштабной функции, результат 
которой передавался на вход нейронной сети. Также 
вычислялась относительная погрешность
δ
ϕ ϕ
ϕ
1
2
1
2
1
=
−
=
=
∑
∑
( ( ) ( ))
( )
j i j i
i
n
j i
i
n
x x
x

,
где ϕ j ix( )  и ϕ j ix( )  - значения приближений обобщен-
ной гребенчатой масштабной функции, которые рас-
считывались в точках x x i ni= =, ,1  с использованием 
коэффициентов cn n
N{ } =0  и cn n
N
{ } =0  соответственно. Стро-
ились графики зависимости δ δ, 1 , а также коэффици-
ента корреляции rϕ  между ϕ j i i
n
x( ){ } =1  , ϕ j i inx( ){ } =1  и ко-
эффициента корреляции rA между cn n
N{ } =0  и cn n
N
{ } =0  от 
ОСШ q  по мощности (рис. 1). При получении этих за-
висимостей k cn nmax , , , , , , , ,= { } = − − − −


=
3
1
8
1
4
1
2
1 1
1
2
1
4
1
80
7
.
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Анализируя полученные результаты заметим, что 
при ОСШ 10 и более по мощности значения коэффи-
циентов корреляции rϕ  и rA , а также относительных 
погрешностей δ  и δ1  практически не изменяются. С 
увеличением индекса j приближения ϕ j x( )  обобщен-
ной гребенчатой масштабной функции характеристи-
ки ухудшаются: rA  уменьшается на 4 - 7%, δ  увеличи-
вается на 18 — 43%. При увеличении 
уровня помех на входе нейронной 
сети rϕ  снижается на 22%, rA  - на 4 - 
7%. Относительные погрешности 
δ  и δ1  увеличиваются на 40% и 
60% соответственно. Таким образом, 
предложенный метод определения 
параметров обобщенной гребенча-
той масштабной функции целесоо-
бразно применять при уровне помех 
на исходном изображении не более 
10 по мощности.
6. Выводы
Преобразования с обобщенными 
гребенчатыми масштабными функ-
циями отличаются от используемых 
методов вейвлет-преобразования 
анализирующими функциями, кото-
рые представляют импульсные ха-
рактеристики гребенчатых фильтров 
с разной пространственно-частотной 
локализацией, что обуславливает 
низкие вычислительные затраты при 
определении на изображении границ 
области структурной текстуры тре-
буемых для достижения цели геоме-
трических размеров. Для повышения степени автома-
тизации решения этой задачи выполнено определение 
параметров обобщенных гребенчатых масштабных и 
вейвлет-функций, относительная погрешность кото-
рого при ОСШ 10 и выше по мощности составила 0,23 
- 0,34; а коэффициент корреляции с истинными значе-
ниями параметров составил 0,95 - 0,98.
а                                                                    б
в                                                                    г
Рис. 1. Результаты экспериментальных исследований: а – зависимость rϕ  от 
ОСШ q по мощности; б – зависимость δ1  от ОСШ q по мощности;
в - зависимость rA  от ОСШ q по мощности; г - зависимость δ  от ОСШ q по 
мощности; 1 - для j=3; 2 - для j=4; 3 - для j=5
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