Abstract-A novel architecture for integrating neural networks with industrial controllers is proposed, for use in predictive control of complex process systems. In the proposed method, a conventional controller, e.g., a proportional-integral (PI) controller, is used to control the process. In addition, a recurrent neural network is used in the form of a multistep-ahead predictor (MSP) to model the process dynamics. The parameters of the PI controller are tuned by a backpropagation-through-time (BTT)-like approach using "parallel learning" to achieve acceptable regulation and stabilization of the controlled process. The advantage of such a formulation is the effective on-line adaptation of the controller parameters while the process is in operation, and the tracking of the different process operating regimes and variations. The proposed method is used in the stabilization and transient control of u-tube steam generator (UTSG) water level. Currently, available constant-gain PI controllers are unable to stabilize the UTSG at low operating powers, necessitating manual operator control. The proposed predictive controller stabilizes the process and improves its transient performance over the entire operating range. The adaptive PI controller can handle severe operational transients in the presence of significant actuator noise and process parameter drifts that could result from aging and other wear-and-tear effects.
I. INTRODUCTION
T HE majority of industrial controllers employ fixed parameter, linear controller structures for controlling complex nonlinear systems [15] . More specifically, an overwhelmingly large fraction of these industrial controllers utilize standard classical structures, such as proportional-integral (PI) control. However, the set of control gains required for desired system performance at different operating conditions might be different. The use of constant-gain controllers is not always desirable because many process parameters drift throughout the system life-time as a result of wear-and-tear. Such behavior suggests the need for on-line adaptation, or self-tuning, of controller parameters to achieve desired process response. Over the past a couple of S. Parthasarathy is with the Honeywell Technology Center, Minneapolis, MN 55418 USA (e-mail: sanjay@htc.honeywell.com).
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decades, many methods have been developed for self-tuning of controller parameters, and currently many control vendors offer such solutions [3] . Model predictive control (MPC) refers to the direct use of an explicit and separately identifiable model for controlling a process [5] , [14] . The core of all MPC algorithms is the moving horizon approach, also known as the open-loop optimal feedback approach, proposed by Propoi in 1963. The MPC designs yield control systems capable of operating without expert intervention for extended periods of time. An identified process model predicts the future response and then, the control action is determined so as to obtain the desired performance over a finite time horizon. The control problem that must be solved is an on-line optimization of the manipulated variables to satisfy multiple, changing performance criteria in the face of changing process characteristics, including constraints [7] . The MPC technique is a dynamic optimization approach to control problems. The flexible constraint-handling capabilities of MPC make it most suitable for process control problems.
Neural networks can be used to determine controller parameters, because of their well-known ability to solve complex problems by learning relationships directly from data. In this decade, certain neural networks have generated a lot of interest for use in nonlinear system identification and control [16] , [17] , [33] . They have been found to approximate arbitrary nonlinear mappings and they have been effectively used for the control of complex dynamic systems. Neural networks provide a framework for deriving analytic expressions for the modeling error gradients with respect to modeling parameters. The majority of neural network control applications have centered around the use of a neural network as a controller, which is often combined with a neural network identifier. In many industrial control applications, however, the controllers in place continue to be conventional linear controllers, such as PI or proportionalintegral-derivative (PID) controllers. Large investments would be required to install new controller structures, such as neuralnetwork controllers, in place of the simpler, conventional controllers. A less costly alternative is to develop approaches that would adapt conventional controller gains using neural-network algorithms, so as to successfully track the different process operating regions, and hence enhance control performance.
For a systematic classification of neural networks-based control systems, the reader is referred to a recent survey by Agarwal [1] . Neurocontrol has been proposed for various areas such as process control, control of robots, vehicles and structures, manufacturing applications and teleoperations [11] , [12] , [26] , [27] . Bersini and Gorrini have recently developed an optimal neurocontrol algorithm based on a simplification of the backpropagation-through-time method [4] . Neurocontrol has tremendous potential in the process industries. Process plants are usually custom-built, and first-principle models developed for one process plant cannot be necessarily applied to other processes. The lack of portability of such models results in more time being spent on modeling and identification, and thus increases the operational costs of process plants. Neural networks offer a generic framework for modeling complex systems, and are cost-effective and easy to use.
Recently, parameterized neurocontrollers for process systems have been investigated by Samad and Su with encouraging results [29] . Wang et al. have investigated the use of neural networks for the adaptive generalized predictive control of nonlinear systems [31] . Omatu and Yoshioka applied genetic algorithms and self-tuning for neuro-PID control [18] . Prasad et al.applied a neural-network model for the long-range control of a thermal power plant [24] . More specific to the process studied in this paper, Kothare et al.proposed a level controller for the steam generator of nuclear power plants using extensions of linear MPC methods [10] .
The main contribution of this paper is the development of a control method using the multistep-ahead predictive (MSP) capabilities of neural networks and the minimization of the prediction horizon error, to tune the available industrial controller parameters. The focus of this paper is on the development and demonstration of a control architecture for real-world process systems using minimal underlying assumptions. As such, theoretical stability and algorithmic convergence issues, typically addressed in linear control studies, are difficult to ascertain and are not dealt with here. The proposed control method uses a recurrent neural network to model the open-loop process dynamics. In this approach the average prediction error calculated throughout the prediction horizon is minimized. Using the neural-network model, analytical expressions can be derived for the error gradients of the controller parameters, and hence an adaptation rule for these gains can be derived. Toward this end we use MPC concepts that, in general, have proven successful when used in combination with a neural-network component [13] , [25] , [28] , [34] .
The proposed method is demonstrated by stabilizing and controlling the transient response of a U-tube steam generator (UTSG), a critical component in many nuclear power plants. The UTSG is an open-loop unstable process, and conventional PID controllers with constant parameters are unable to stabilize it at low operating powers. Furthermore, at low operating power regimes the process exhibits nonminimum phase and highly nonlinear behavior. The obtained results demonstrate the stabilization of the process throughout its operating envelope and its superior transient performance when compared with the currently utilized constant-gain PID controllers. The benefits of our proposed approach are demonstrated through extensive simulations on a plant-validated UTSG simulator.
The remainder of this paper is organized as follows: in Section II, the controller architecture proposed in this study is described in some detail. Section III presents the UTSG water level control problem and the controller development. In Section IV, the developed water level controller performance evaluation is summarized by presenting a number of simulation experiments.
The paper concludes in Section V with a discussion and the conclusions drawn from this research.
II. PROPOSED CONTROLLER CONFIGURATION
In this section the proposed controller and its components are described, without the specifics of the water level control problem analyzed later in the paper.
A. Overall Description
The proposed control method integrates concepts from MPC and from developments in neural networks for adaptive, on-line tuning of linear controller parameters. The proposed control system configuration is shown in Fig. 1 . The figure depicts an existing controller with tunable gains in a closed-loop configuration and the proposed controller, shown in Fig. 1 as "proposed augmentation." An integral component of the proposed controller is a recurrent neural-network operating in parallel with the process to be controlled. The neural network and the associated weight adaptation law comprise the predictor module. The gain adaptation module comprises of a simulated version of the existing controller, and the gain adaptation law. In the proposed system configuration, there are two feedback loops, the controller feedback loop, process and controller, and the prediction loop, the predictor and the gain adaptation law with the simulated controller. The two components of the prediction loop are briefly described below.
1) Predictor Module:
A neural-network predictor is used to simulate the MSP response of the process. The predictor can be trained off-line to accurately estimate the process response to manipulated variables (or the control inputs) and future assumed values of the disturbances. With the recent development of faster and more accurate recurrent network learning algorithms some parts of this task can also be performed on-line [2] , [21] . A recurrent network architecture has been found to "learn" the process dynamics to considerable accuracy and it is chosen as the empirical model structure for the identification [19] . The case-study presented in this research uses a dynamic learning algorithm for off-line and on-line supervised training of the network [19] . The persistent excitation necessary for the closed-loop identification is provided via the disturbances to the process. Off-line training using the closed-loop process response is performed until the network learns the process dynamics to sufficient accuracy. The trained network is then incorporated in the prediction loop. Further on-line tuning of the neural network is performed as necessary, to account for the drifts in process parameters and thereby enhance the identification accuracy.
2) Gain Adaptation Module: The gain adaptation module comprises of the simulated controller, and the associated gain adaptation law. In this study, we use a traditional PI controller for illustration purposes. The proposed method allows use of any controller structure instead. Without gain adaptation, at every time instant the simulated controller has the same gains as the actual controller in the feedback loop. When gain adaptation is implemented, the two controllers are tuned in tandem. The gain adaptation law uses the predicted tracking error over the prediction horizon to compute changes in the controller gains. The simulated controller gains are then updated accordingly.
As seen from Fig. 1 , there are three relevant error signals that must be defined. The tracking error, , is defined as the difference between the controller set-point and the measured process output that must be controlled. 1 This error signal is used in the actual feedback loop of the existing controller. The predicted tracking error, , is defined as the difference between the same controller set-point, as before, and the process output predicted by the neuro-predictor. This is used in forming the error signal throughout the prediction horizon. Finally, the prediction error, , is defined as the difference between the measured and predicted process outputs. The prediction error is used for controller gain adaptation and for improving the neuro-predictor via weight adaptation.
B. Predictor Module
Feedforward multilayer perceptron neural networks have been the prevalent architecture used in the majority of neural-network applications [9] . These networks are good at approximating mainly static nonlinearities. In order to approximate dynamic systems with significant temporal variations, recurrent networks are preferred. Recurrent neural networks have links which feed the output of each node back to itself, either directly, or through other nodes (crosstalk). In this study the recurrent neural network described by Parlos et al. [19] is used to predict the MSP process dynamics in the prediction loop of the controller. The predictor has been trained with a dynamic learning algorithm, which has been found very effective in identifying nonlinear dynamical systems. More details regarding this learning algorithm can be found in [19] . 1 In this paper, t and k are used to denote continuous and discrete time, respectively.
The equations describing the th node in the th layer of the recurrent network used in this study are given as follows: (1) where and state and output variables of the th node in the th layer, respectively; bias to the node; weight associated with the link between the th node of the th layer to the th node of the th layer, with (the number of nodes per layer) and (number of layers). The nonlinear discriminatory function, , of the th node in the th layer is a squashing function. For the input and output layers, and , the discriminatory function is assumed linear.
C. Gain Adaptation Module
Now the controller gain adaptation law is briefly described. Let the objective function to be minimized be given by (2) where is the predicted tracking error at time step , using input and output observations at time step , where represents the trailing edge of the prediction horizon. This is the error between the predictor output and the controller set-point. The predicted tracking error minimization is performed over a finite horizon .
The predicted tracking error can be parameterized in terms of the controller gains and the neural-network weights and biases. The effect of controller gain tuning on the tracking error can be quantified by the gradient of the predicted tracking error with respect to the controller gains. An analytical expression for this gradient can be used to compute the desired change in the controller parameters. Such an analytical expression can be obtained by observing that the neural network predictor and the controller are connected in series, and that the chain rule can be applied to determine the desired gradients. This is the basis of the backpropagation algorithm for training a multilayer perceptron network, and we are extending this gradient-based optimization technique to the controller gains. The predicted tracking error gradients are backpropagated through the predictor to determine the change in the gains that minimize . As usual, the minimization can only be guaranteed to achieve a local minimum because of the nonlinearities in the neural-network model structure.
Without loss of generality consider a general constant-gain dynamic controller for a single-input single-output (SISO) system. 2 The control input can be expressed in terms of the tracking error as follows: (3) where control input at time instant ; tracking error at time instant ; gain value associated with corresponding error ; gain value associated with corresponding control input ; and number of zeros and poles of the controller, respectively. Equation (3) depicts the controller model in discrete-time input-output form.
Let us specialize to the most commonly used industrial controller structure, that is a PI controller. A PI controller in the discrete-time domain can be expressed as (4) Let A denote the gain vector and e the PI controller error vector, as follows: (5) Then, (4) can be rewritten as (6) During the optimization process, the tracking error in (6) is replaced with the predicted tracking error , while during controller operation (6) is used as presented.
As shown in Fig. 2 , the gains of the controller can be viewed as the adjustable parameters which "weigh" the error signal. Therefore, the PI controller equations can be implemented in the prediction loop using a neural network consisting of a linear node. The linear node receives as its inputs the weighted error signals and the control input at the previous time instant. The tuning of the gains can then be interpreted as the on-line adjustment of the weights associated with the error signals which are input to the linear node.
The gain adaptation algorithm used in this study is based on the backpropagation-through-time (BTT) approach [23] , [32] . The BTT algorithm is an extension of the conventional backpropagation algorithm to training recurrent networks. In this method the time-iterations of the recurrent network are unfolded into layers. This means that for every new time-iteration, effectively one layer is added. The gradients are then backpropagated on this equivalent network as in the conventional backpropagation algorithm. Thus, we are effectively backpropagating the gradients from the final time (corresponding to the last layer of the equivalent network) backward in time till time (corresponding to layer 1 of the equivalent network).
In our specific problem, let be the gradient vector of the error with respect to the network state vector at step . The distinction from the BTT algorithm is that the s are propagated through the considered prediction horizon only, starting from time , and going back to step , where is the current time step. This means that first , that is the associated with the last period of the time horizon, is evaluated. Then backward propagation is performed, successively evaluating in terms of , until is obtained. The quantity represents the value associated with the control input node in the first layer of the neural network during the first period of the prediction horizon. Note that whenever the control input (4) is encountered, it is considered as a "linear node" in the neural network.
Also note that this backpropagation procedure essentially follows from the successive application of the chain rule. Once has been obtained, the gradient of the predicted tracking error, , with respect to the controller gain vector is evaluated as (7) where is given by (5), except that whenever appears for it is replaced by the predicted error rather than the actual error.
The neural network is thus critical to the overall gain adaptation algorithm, since it allows us to compute the sensitivities of the controller gains. The gradients are backpropagated through the neural network. It should be pointed out that in this study the "parallel learning architecture" is used instead of the commonly used "series-parallel learning architecture." It is widely known in the literature that for dynamic backpropagation learning, the latter is preferred because of stability and convergence issues. In this study, however, the need to perform MSP necessitates the use of the "parallel learning" approach. No stability or other convergence problems have been encountered in this application.
For a given prediction time instant, the extent of the gain adaptation is computed using steepest descent, as follows: (8) where is the adaptation rate for updating the controller gains.
D. Controller Implementation Issues
The control action is arrived at by minimizing the predicted sum-squared tracking error over a finite time horizon. The prediction over the finite horizon and the gain updates are performed faster-than-real-time by passing the control input computed by the simulated PI controller and the assumed disturbance sequence through the MSP neural network, i.e., by running the prediction loop.
As shown in Fig. 3 , the future response of the neural network and the predicted tracking error are obtained at each time instant of the prediction horizon. This is accomplished by running the prediction loop faster-than-real-time, and by assuming a certain disturbance profile in the prediction horizon. The gradient term of (7) is summed-up over all future samples in the prediction horizon. All these computations are performed prior to the arrival of the next observation. Once a new observation arrives, it is used to compute the single-step prediction error using (7), and it is augmented with the MSP tracking error gradient sum obtained previously over the entire prediction horizon. Then, the updated controller parameters are calculated using a steepest descent rule using (8) , and the results are implemented in the actual feedback controller, as well as in the simulated controller. This completes one algorithmic cycle.
At any given time, the new observations are used for two purposes. First, the single-step prediction error, , is used to update the weights of the neural network and thereby enhance its predictive capability, if and when necessary. Second, is also used to fine-tune the controller parameters using the generalized -rule, (7) . Therefore, the change in the controller parameters is a function of the predicted mean-squared tracking error over the prediction horizon, and the instantaneous tracking error between the observed and predicted responses. This minimizes the effects of model mismatch on the controller adaptation, and it also ensures that gain adaptation will continue even if the length of the prediction horizon is zero. Some inherent robustness is thus added to the control system and it is not necessary to continuously adapt the predictor for improved performance. The predictor weight adaptation can be performed intermittently, only when the predicted and actual responses diverge significantly.
E. Advantages of the Proposed Controller
The proposed algorithm encompasses some advantages of MPC, and some advantages of recurrent neural networks as they relate to nonlinear system identification and derivation of the gain adaptation algorithm. The proposed method is characterized by the fact that tuning of the controller gains is carried out on-line using the identified process model, and without any expert supervision. The process need not be interrupted for tuning or resetting of the controller parameters. The controller parameters are adapted based on the predictive time-optimization of the system behavior, hence desirable process performance can be achieved over the entire operating envelope of the process and for long process operating periods. The proposed control architecture is suitable for processes with complex dynamics, necessitating identification prior to control. This is made possible by the neural MSP module, an excellent nonlinear mapping tool. The developed approach can be generalized to any linear or nonlinear controller structure, so long as the controller gradients can be computed. As opposed to other model-based control techniques, there is no need to explicitly invert the process model for computation of the desired control input. This is a distinct advantage since very often, a model may not be available in analytic form or it may not be well-behaved. Inherent robustness to drifts in process parameters and to modeling uncertainties is added to the conventional feedback loop by continuous on-line adaptation of the predictor, if necessary. Finally, the proposed retrofit, rather than the replacement of existing controllers, is a key advantage and it can be fully implemented in software.
III. STEAM GENERATOR WATER LEVEL CONTROL
In this section, the physical control problem used to demonstrate the effectiveness of the proposed controller is described. The control problem chosen is that of a UTSG water level regulation in the presence of load variations and process drifts resulting from process tear-and-wear. This is a complex process control problem and proper water level control is critical during power plant operations. Current industrial practice is summarized, along with the process modeling approach used in this study. The section ends with a description of the water level controller development effort.
A. Control Problem Definition
A UTSG, a critical power plant component, is chosen as a representative process system for testing and evaluating the proposed neuro-predictive control algorithm. The UTSG is a highly complex process system, exhibiting severe nonlinearities and unstable, nonminimum phase open-loop response. In nuclear power plants, down-time can result in significant loss of revenue. It has been observed that a large number of nuclear power plant outages occur during plant start-up or at the low power range of operation, with about 60% originating from the feed-water, condensate and auxiliary feed-water systems. In addition, more than about half of these trips have directly resulted from the manual control of the UTSG water level [6] . As a result, serious efforts have been made to improve the closed-loop operational performance of the UTSG controller, in the low-power and start-up region. A schematic diagram of a UTSG with some of its characteristic physical dimensions is shown in Fig. 4 .
The function of the UTSGwaterlevel control system is to maintain the water level in the section of the annulus surrounding the bottom of the separators at its programmed value, despite load changes. The downcomer water level is indicative of the water inventory inthesecondarysideoftheUTSG,andthisdeterminesthe amount of energy transferred from the primary to the secondary side of the UTSG. The water level cannot be allowed to rise too high since this would lead to excessive moisture carryover which could damage the turbine. The water level can neither be allowed to fall too much since this would uncover the feed-water ring and there could be the risk of a water hammer and associated hydrodynamic instabilities in the feed-water pipes. The UTSG water level control problem is complicated due to the reverse thermal dynamic effects of "shrink" and "swell", which are more prominent at start-up and low power range of operation [6] . The water level, measured in the downcomer of the UTSG, temporarily reacts in a reverse manner in response to water inventory changes. This phenomenon is due to the two-phase mixture of steam and water present in the tube bundles. The only correct indication of the water inventory in the downcomer is the flow mismatch between the feed-water flow and the steam flow signals. However, at low operating powers ( 20% of full power) and during start-up, the feed-water flow signal is highly corrupted by noise and it cannot be used in any automatic water level control system. Currently, during low power operations manual control is relied upon and the ensuing control action is prone to errors regardless of the operator's skills and experience [6] . More recently, some power plants have added instrumentation, such as steam-dome pressure sensors, that are more indicative of the water inventory within the UTSG. Nevertheless, during manual control mode the operator very often over-estimates the effects of the shrink and swell, and the resulting control action is flawed. Other factors which make the control of the UTSG water level difficult are the constraints on the amount of feed-water flow dictated by the pump rating, that is actuator saturation, and the process parameter uncertainties and modeling inaccuracies which need to be considered at the controller design stage itself. Hence, an automatic control system is desired which could predict the nonminimum phase behavior and ensure satisfactory and desired process performance over the whole operating range of the UTSG, all this without any human interference.
B. Current Practice
The typical controller used in UTSG water level regulation is a PI controller, a subclass of the generic PID controllers. PID controllers are easy to implement and are adequate for controlling most process systems. Hence, they are widely used in a number of process industries. The integral control action reduces the steady-state error. The derivative control serves as an anticipatory action by taking remedial measures based on the gradient of the error signal. The derivative action is not desired in high noise environments, since it could cause the control action to be exaggerated by sensor noise. PID controllers can handle most control problems except in systems with significant dead-time, systems with significant oscillatory dynamics and systems with significant stochastic disturbances [8] . Some tuning of PID controller gains is carried out by experienced operators using practical rules and sometimes involves "trial-and-error" procedures [3] . Self-tuning PID controllers are also widely made available by numerous industrial control vendors, and they have found wide use in the process industries.
The so-called "three-element" controller, the PI controller used for UTSG water level regulation, determines the feed-water flow control signal, based on the three inputs it receives: the downcomer water level signal and the mismatch in the steam and feed-water flow signals. The feed-water flow is adjusted by varying the valve flow area in response to the control signal received from the controller. The steam flow rate is indicative of the operating power level. The analog equation for the control action of the "three-element" controller is During low-power operation the flow mismatch signal is not available because of the high noise content of the feed-water flow rate. Water level regulation is then reverted to manual control, where most operator errors and process shut-downs are encountered. 
C. Process Modeling
In this study two models of the UTSG are utilized to demonstrate the controller performance. First, an accurate simulator is used to generate data characteristic of UTSG input and output measurements. The simulator is briefly described in this section. Second, a UTSG neural-network predictor is used as an integral part of the proposed controller; the predictor is briefly described in the next section.
Choi [6] modified an existing UTSG simulator developed by Strohmayer [30] to improve its low power simulation capabilities. The simulator was validated against actual process data and it was found to accurately simulate many of the severe operational transients encountered in the entire UTSG operating regime. The simulator was adopted for testing the proposed controller.
The UTSG simulator has three outputs: water level , secondary pressure , and the cold-leg temperature . The feed-water flow rate , is the only control input to the UTSG. The five disturbances affecting the UTSG are the hot-leg temperature , the primary flow rate (always a constant to within small random variations), the steam flow rate , the feed-water temperature , and the primary pressure (almost always a constant). Changes in the power demand are translated to changes in the UTSG steam flow rate and this signal provides the persistent excitation needed for effective system identification. The hot-leg temperature and the feed-water temperature are usually expressed as functions of the operating power, and given the current operating power level they can all be calculated in a straightforward manner. Fig. 5 shows a block diagram of the UTSG simulator with the inputs, disturbances, and outputs shown.
The system of equations for the UTSG can be expressed using the following nonlinear state-space representation [20] : (10) where, is a twelve dimensional state vector, the controlled input is feed-water flow rate , and the disturbance vector consists of the five disturbances shown in Fig. 5 and an additional process noise term, . The nonlinear matrix function , and the nonlinear vector function contain very complex semiempirical expressions derived from the physics of the UTSG problem and other empirical correlations. The system of these nonlinear ordinary differential equations is solved to advance the transient simulation. The measured UTSG outputs are expressed as (11) with, (12) where is a nonlinear vector function.
D. Water Level Controller Development
The proposed controller consists of two major components: an existing PI controller and the adaptation part that consists of a predictor and a gain adaptation law, as shown in Fig. 1 . In this study, the PI controller structure currently utilized in UTSG water level controllers is assumed. Any other controller structure could be incorporated with appropriate modifications to the gain adaptation algorithm.
As mentioned earlier, because of the high noise content of the feed-water flow sensor readings at low operating powers, the shown in (9) cannot be utilized for effective water level control. Therefore, only the downcomer water level sensor reading is available for regulating the water level in the UTSG. The threeelement controller can therefore be written in the discrete-time form as follows: (13) where sampling period; proportional controller gain; integral time constant. Now, let us define the vector in terms of the PI controller parameters as and,
Then the change in the control action can be represented as a linear combination of the errors "weighted" by the gains and , as shown in Fig. 2 . The key component of the adaptation part of the proposed controller is the neuro-predictor module. It contains an empirical model, or a MSP predictor, which can be identified off-line or on-line using only the measurements available to the controller. In this study, an empirical UTSG neuro-predictor developed by Parlos et al. [19] is utilized. This predictor uses a recurrent neural network in the form of a nonlinear finite impulse response (FIR) filter, and it was trained using a dynamic learning algorithm for tuning the weights and biases of the network. As reported by Parlos et al. [19] , the developed neuro-predictor captured the UTSG model dynamics to sufficient accuracy over its entire operating envelope, i.e., from hot standby to full power operation. As an indication of the predictor accuracy, MSP simulations were performed and compared with the simulator response. Fig. 6 depicts a block diagram of the developed UTSG empirical model. In this figure time is expressed in the discrete-time domain because of the discrete-time nature of the predictor, and the predictor outputs are estimates of the UTSG outputs at times . The three elements of the proposed controller architecture, including the assumed controller structure, the identified predictor and the recursive weight update law, and the gain adaptation law have all been described and are now used in testing the controller effectiveness on the UTSG simulator. Initial values for the PI gain, the integral time constant and sampling period must be selected to allow UTSG operation prior to adaptation. The selection of the initial values is described in the next section.
IV. WATER LEVEL CONTROLLER PERFORMANCE EVALUATION
The proposed water level control system was tested using a process validated UTSG simulator previously discussed. The neuro-predictor as identified by Parlos et al. [19] was integrated with the gain adaptation module and the PI control loop as shown in Fig. 1 . A baseline PI controller was developed for testing purposes. The selected PI gains were found to result in good performance for a number of simulation scenarios at high operating powers. At low operating powers, the constant gain PI controller was unable to provide good performance or even to stabilize the process, despite considerable amount of tuning over a wide range of gains. In this research we seek acceptable system transient performance over all the operating regime of the UTSG, via on-line gain adaptation of the standard PI controller parameters.
As previously defined, let be the controller sampling interval and be the controller gain adaptation rate. Further, let H denote the neuro-predictor horizon (consisting of a number of 10-s neural-network sampling intervals), and let be the learning rate for the predictor weight update rule. Since the sampling interval used in the training phase of the predictor was 10 s, given the network states at time and the network inputs at time , the predictor provides an estimate of the process output at time . The sampling interval of 10 s was arrived at by striking a balance between the computational burden for training the network, and the accuracy desired in capturing the UTSG dynamics. From a water level control point of view, a sampling interval of 10 s results in satisfactory controller performance at high operating powers. However, at low operating powers a smaller is required to stabilize the UTSG water level and to ensure good transient performance. For sampling intervals less than 10 s, the neuro-predictor states and the resulting outputs are computed using linear interpolation of the states and outputs computed at 10-s intervals. It should be noted that the predictor is a recurrent network and therefore has both dynamic states and outputs.
It has been our experience that the water level sensor exhibits minimal noise which can be removed via filtering. Therefore, during controller performance evaluation, it is assumed that the water level sensor noise does not significantly impact the control effort. Hence, water level sensor noise is not considered in the simulations presented. Also, unless otherwise specified, on-line adaptation of the neuro-predictor is not used. Therefore, the predictor is not updated during the transients simulated. In order to filter out the mild oscillations captured by the water level sensor, which are thought to be caused by the fluctuations in the feed-water flow rate, a low-pass filter of the form (15) was incorporated at the UTSG input, as shown in Fig. 7 .
Extensive simulation studies have been performed with and without actuator noise. Since the former cases are more severe and more representative of the operating environment of the UTSG, only these results are described below. In the summary table presented in later parts of this paper, results without actuator noise are also included for comparison purposes. A more extensive set of simulations for the proposed controller can be found in [22] . As expected, the developed adaptive PI water level controller consistently yields better system performance than the constant-gain PI controller currently used in UTSG's. A constant-gain PI controller was quite adequate for controlling the water level for most scenarios at high operating powers (that is operating power 20% of full power). However, as it will be discussed during the presentation of the performance summary table, there are some high operating power transients for which the constant-gain PI controller is unable to stabilize the water level. At high operating power, the difference between simulations with and without actuator and process noise is quite insignificant. This is because the signal-to-noise ratio (SNR) at high operating powers is significant, i.e., the noise content in the signal is a very small fraction of the signal strength. As expected, at low operating powers the presence of actuator signal noise adds to the instability of the UTSG. At low operating powers, the constant gain PI controller was able to stabilize the UTSG for increases in power demand. However, the constant-gain controller transient performance was not considered satisfactory. For decreases in power demands in this operating range, the constant-gain PI controller was not able to stabilize the process at all. As discussed in the following paragraphs, the adaptive PI controller was able to stabilize the UTSG with quite acceptable transient performance throughout the low, as well as the high power operating regime [22] . The simulation results of the constant-gain controller quite often consist of unstable transients and the resulting plots are outside the desired scale.
The figures presented in this study exclude significant portions of these instabilities for ease in comparing transient responses. Whenever appropriate, water level oscillations have been included to demonstrate the desired argument. However, as stated in the following paragraphs, in some transients the wild variations in water level response have been eliminated. Fig. 8 shows the UTSG response to a step decrease in power demand from 20% to 10% of full power with the PI controller parameters set at and . These parameters were chosen as the best parameters that lead to the stabilization of the largest region in the high power range. The feed-water flow is unable to recover from its initial saturation, occurring at about 270 s, for a significant amount of time and this causes the UTSG water level to behave erratically. It has been determined that it is critical for the feed-water flow to recover soon after the initial saturation to zero, else the controller fails in stabilizing the process. In this scenario the water level becomes unstable causing "trip" of the UTSG resulting in plant shut-down. In Fig. 8 , the water level response beyond 350 s increases rapidly outside the plotting scale and it has been eliminated.
Starting with the same initial controller parameters as in Fig. 8 , and following suitable adaptation of the controller gains using the proposed adaptation method, the water level response is vastly improved for the same simulation experiment. The horizon length is set at 100 s, and the control action is com- Fig. 9 . Adaptive-gain controller response to step decrease in power demand from 20% to 10% of full power. puted every 0.1 s. The process settles down in 436 se and the peak-to-peak values of the water level excursions are well within the "trip" set-points. The response of the closed-loop system for this case study is show in Fig. 9 .
Next, a ramp-down in power from 95% to 5% of full power was simulated. The ramp-down rate is 6% per minute from 95% to 20% of full power, and 1% per minute down to 5% of full power. The change in the ramp-down rate was implemented to reflect the limitations imposed by plant operational safety considerations. It was determined that the constant-gain PI controller could not stabilize the process for this frequently encountered operational scenario. The water level response and the flow rate profiles using the constant-gain PI controller are depicted in Fig. 10 . As seen in this figure, even following termination of the power demand change, which occurs at approximately 2000 s, the water level oscillations are very significant. In fact, following 4000 s the water level response becomes completely unstable. Using suitable gain adaptation for the above transient, it was determined that the adaptive PI controller stabilized the UTSG, and the process settled down in approximately 2577 s. The water level response and the flow rate profiles using the adaptive PI controller are shown in Fig. 11 . The observed mild oscillations in the water level response of the adaptive PI controller are within the range of the steady-state oscillations of the actual plant data at low power operation and they do not usually result in planned shut-down.
A final simulation experiment is mentioned that intends to explore the robustness of the developed controller to model parameter uncertainties. However, detailed transient simulation responses are not presented. To test the robustness of the developed controller to process parameter drifts, a modeling uncertainty was introduced into the UTSG simulator in the form of a perturbation in the value of the tube fouling factor. This variable characterizes the ability of the UTSG tubes to efficiently transfer thermal energy. As the UTSG ages, the fouling factor drifts. The simulation experiment consisted of a ramp-up in power from 10% to 25%. The ramp-up rate is 1% per minute, and the value of the tube fouling factor is perturbed by about 4%, a perturbations well within expected changes in the lifetime of the UTSG. The constant-gain PI controller failed in stabilizing the UTSG. With on-line predictor identification enabled, the adaptive PI controller was able to stabilize the UTSG in 1408 s. The controller was deemed to yield robust performance in view of process parameter drifts.
A summary of the adaptive PI controller performance is presented in Table I . Some of the transients included in the table were previously described in detail, whereas others were not. For the first transient tabulated, the performance of the adaptive controller has been compared with that of the constant-gain PI controller at high operating power. The constant PI gains were obtained via coarse tuning of the controller parameters but the controller was unable to stabilize the process. Both simulations included actuator noise. The next two transients are for the low operating power range. Transients without actuator noise are presented, followed by transient scenarios with colored actuator noise. The last transient tabulated is a ramp decrease from 95% to 5% of full power with actuator noise. The results indicate that the adaptive PI controller, as expected, consistently outperforms the constant-gain PI controller. In fact, in all of the simulations presented in Table I , the constant-gain PI controller resulted in unstable closed-loop response. The gain adaptation can ensure stable response and good process performance over the entire operating range of the process. We should point out to the reader that comparing a constant-gain PI controller with an adaptive PI controller containing a complex adaptation scheme may not seem very reasonable. However, in this study we are attempting to solve a real industrial control problem, and we are comparing our proposed solution with current industrial practice. Other, more sophisticated control methods have been applied to this problem. Such solutions might not be easily embraced by industrial practitioners [20] .
V. DISCUSSION AND CONCLUSION
In this research, an algorithm has been presented for process control via the continuous on-line adaptation of linear controller parameters based on the concept of neuro-prediction. Recurrent neural networks are used to develop an MSP for the system to be controlled. Furthermore, a steepest descent controller gain adaptation law is derived using the "parallel learning" architecture, necessitated by need to perform MSP. The algorithm is tested on a complex process system simulator, namely a UTSG, and the performance of the adaptive PI controller is extensively studied. Through the use of simulations, it is determined that the adaptive PI controller can successfully control the system via gain adaptation. At every sampling instant, the gains of the PI controller are tuned in the negative direction of the prediction error gradients, akin to the training of neural networks. In most high power transients, a marginal decrease in the peak-to-peak excursions of the water level is observed, though in some instances the adaptive PI controller stabilized otherwise unstable transients even in the high operating regime. However, the main benefit of the gain adaptation algorithm has been its ability to consistently stabilize the process at low operating powers, and to ensure satisfactory transient system performance over the entire operating envelope of the process.
The effectiveness of the adaptive PI controller to stabilize and improve the performance of the UTSG at low operating powers deserves some further insight. There are two main reasons for the instabilities caused at low operating powers by the three-element controllers currently utilized in UTSGs. First, as the low power region is approached the feed-water flow rate signal becomes excessively noisy resulting in a noisy flow mismatch signal. The flow mismatch signal is the instantaneous difference between the feed-water and steam flow rates, and it is the only signal available to the three-element controller indicative of the true water mass inventory in the UTSG. The second reason for the instabilities is the nonminimum phase behavior of the measured water level signal which is exceedingly pronounced in the low power operating region.
The standard three-element controller cannot make use of the flow mismatch signal during low power operation because of its Fig. 11 . Adaptive-gain controller response to ramp decrease in power demand from 95% to 5% of full power, at 6% per minute. noise content. As a result, the severe nonminimum phase response of the water level measurement prevents the three-element controller from stabilizing the system. The controller, with only proportional and integral water level measurement terms, lacks the predictive capability to anticipate the reverse dynamics of the water level, resulting in instabilities. The proposed gain adaptation of the three-element controller utilizes a process model for predicting the presence and severity of the nonminimum phase water level response through accurate MSP. As a result of this anticipatory component of the controller, the gains are appropriately adjusted to minimize the predicted water level regulation error, compensating for its nonminimum phase behavior. The nonminimum phase water level response cannot be eliminated, but the water level oscillations it causes are damped, preventing instabilities. One final observation is related to the presence of severe nonlinearities in the UTSG dynamics, as obtained from a linearization error analysis. The presence of such nonlinearities compounds the complexity of the UTSG water level control at low powers. The availability of an on-line process model capable of accurate MSP becomes a necessity for effective water level control at low powers.
The algorithm presented in this research allows for on-line predictor tuning, improving the MSP capabilities of the developed neuro-predictor. The accuracy of the predictor can be improved as new observations become available, thereby lending robustness to the controller architecture. Thus, drifts in process parameters due to aging, corrosion, material defects, etc. can be easily handled by fine-tuning the predictor, if and when required. One of the important outcomes of this study has been the successful use of controller sampling intervals that are less than the predictor sampling interval. The neuro-predictor sampling interval is arrived at by considering the size of the training set, the CPU time required to train the network, and the minimum number of data required to identify the process dynamics to within a desired accuracy. If the control sampling interval is smaller than the neuro-predictor sampling interval, then a linear interpolation of the states of the network, between the network sampling intervals, is used for prediction and for gain adaptation. Because of the slow process dynamics of the UTSG involved, this interpolation resulted in quite acceptable results.
The proposed control system architecture comprises of an auxiliary sub-system which can be easily augmented to existing process controller feedback loops. The sub-system could be implemented on microprocessors, microcontrollers or even on dedicated DSP cards. Considering the slow dynamics of the UTSG, the gain adaptation algorithm comprises of simple algebraic calculations which are not computationally very intensive. A study on the time requirements showed that the algorithm can easily be incorporated within a real-time environment with reasonable prediction horizon lengths, even for very small control sampling intervals. As with any other on-line optimization control algorithm, the major limitation of the presented control approach is that the process dynamics must vary slow enough, so as to allow for faster-than-real-time prediction of a horizon with reasonable length. At the same time, the increasing speed of industrial computing platforms will enable the application of the proposed algorithm to processes with faster dynamics.
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