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Unconditional quantum cloning of coherent states with linear optics
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A scheme for optimal Gaussian cloning of optical coherent states is proposed and experimentally
demonstrated. Its optical realization is based entirely on simple linear optical elements and homo-
dyne detection. The optimality of the presented scheme is only limited by detection inefficiencies.
Experimentally we achieved a cloning fidelity of about 65%, which almost touches the optimal value
of 2/3.
PACS numbers: 03.67.Hk, 03.65.Ta, 42.50.Lc
According to the basic laws of quantum mechanics, an
unknown nonorthogonal quantum state cannot be copied
exactly [1, 2]. In other words, it would be an impossible
task to devise a process that produces perfect clones of
an arbitrary quantum state. However, a physical real-
ization of a quantum cloning machine with less restric-
tive requirements to the quality of the clones is possi-
ble. Such a quantum cloning machine was first consid-
ered in a seminal paper by Buzek and Hillery [3] where
they went beyond the no-cloning theorem by consider-
ing the possibility of producing approximate clones for
qubits. These considerations were later extended to the
finite-dimensional regime [4] and finally to the continuous
variable (CV) regime [5]. This extension is stimulated by
the relative ease in preparing and manipulating quantum
states in the CV regime as well as the unconditionalness:
Every prepared state is used in the protocols. Governed
by these motivations many quantum protocols have been
experimentally realized in this regime [6].
Studies on quantum cloning were initially motivated
by the apparent implications on quantum information
processing but also because they opened an avenue for
a clearer understanding of the fundamental concepts of
quantum mechanics and measurement theory. Recently,
however it has been shown that quantum cloning might
improve the performance of some quantum computa-
tional task [7] and it is believed to be the optimal eaveas-
dropping attack for a certain class of quantum key distri-
bution protocols employing coherent states and CV de-
tection [8]. Furthermore, quantum cloning also provides
a means of partial covariant distribution of quantum in-
formation between two (or more) parties in a quantum
network [9].
To date, convincing experimental realizations of quan-
tum cloning have been restricted to the two-dimensional
qubit regime where the polarization state of single pho-
tons has been conditionally cloned [10, 11]. In parallel
there have been some theoretical proposals for the experi-
mental implementations of quantum cloning of CV Gaus-
sian states of light [12, 13, 14]. These protocols have been
shown to be optimal for the Gaussian N→M cloner where
M identical copies are produced from N originals [15] - a
special case being the Gaussian 1→2 cloner [16]. How-
ever all these proposals are based on at least one para-
metric amplifier rendering the practical realization quite
difficult. In this Letter we propose a new simple scheme
of an optimal Gaussian cloning machine, which does not
rely on any non linear interaction but is only based on
simple unitary beam splitter transformations and homo-
dyne detection. Furthermore we implemented this idea
experimentally for the 1→2 cloner.
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FIG. 1: Schematic drawing showing the principle of the con-
tinuous variable cloning scheme using only linear optics and
homodyne detection. v1, v2 and v3 are vacuum inputs, D is a
displacement governed by the measurement α scaled with the
gain λ.
In this Letter we will consider coherent states of light,
for which two canonical conjugate quadratures charac-
terizing the state - e.g. the amplitude, xˆ, and phase,
pˆ - have Gaussian statistics. The unknown coherent
state to be cloned is then uniquely described by |αin〉 =
| 1
2
(xin+ ipin)〉 where xin and pin are the expectation val-
ues of xˆin and pˆin. The outputs of the cloning machine
are Gaussian mixed states with the expectation values
xclone and pclone and characterized by the density op-
erator ρclone. The efficiency of the cloning machine is
typically quantified by the fidelity, which gauges the sim-
ilarity between an input state and an output state. It is
defined by F = 〈αin|ρclone|αin〉 [17] and for the particular
case of unity cloning gains (corresponding to xclone = xin
and pclone = pin) it reads
F =
2
√
(1 + ∆2xclone)(1 + ∆2pclone)
(1)
where ∆2xclone and ∆
2pclone denote the variances.
2A straight forward way to produce approximate clones
uses a measure-and-prepare strategy [18, 19]. In such a
”classical” scenario, the best approach to cloning an ar-
bitrary coherent state is to measure simultaneously both
quadratures xˆin and pˆin [20, 21] and subsequently, based
on the outcomes of this measurement, clones of the input
state are constructed. However, using this procedure two
additional units of quantum noise are added to the clones
partly due to the attempt to measure two non-commuting
variables simultaneously and partly due to the construc-
tion of the clones. Although this method enables the pro-
duction of an infinite number of clones (1→ ∞ cloner),
the optimal fidelity is limited to 1/2 [17, 18, 19, 21].
In contrast our quantum approach to cloning uses in-
trinsic correlations, and runs as follows (see Fig. 1). At
the input side of the cloning machine the unknown quan-
tum state is divided by a 50/50 beam splitter. At one
output we perform an optimal estimation of the coher-
ent state: the state is split at another 50/50 beam split-
ter and the amplitude and the phase quadratures are
measured simultaneously using ideal homodyne detec-
tion [20, 21]. According to the measurement outcomes
the other half of the input state is displaced with a scal-
ing factor, λ [22]. Using the Heisenberg representation,
the displaced field can be expressed as
aˆdisp = (
1√
2
+
λ
2
)aˆin + (
1√
2
− λ
2
)vˆ1 − λ√
2
vˆ†2 (2)
where vˆ1 and vˆ2 refer to the annihilation operators asso-
ciated with the uncorrelated vacuum modes entering the
two beam splitters (see Fig. 1), and aˆin and aˆdisp are the
annihilation operators for the input and displaced states.
In a final step the displaced state is separated in two
clones by a 50/50 beamsplitter:
aˆclone1 = aˆin +
1√
2
(vˆ3 − vˆ†2)
aˆclone2 = aˆin − 1√
2
(vˆ3 + vˆ
†
2) (3)
where vˆ3 is uncorrelated vaccum noise entering the last
beam splitter and λ has been taken to be
√
2 to assure
unity gain. The transformations in Eq. (3) are known to
describe an optimal Gaussian cloning machine [13, 14].
In particular we see that it is invariant with respect to
rotation and displacement in phase space as required by a
phase independent or covariant cloner. Normalizing the
variance of the vacuum state to unity, the variances of
the clones for the amplitude and phase quadratures are
∆2xclone = ∆
2xin +1 and ∆
2pclone = ∆
2pin +1, respec-
tively. Note that using the quantum approach only one
unit of quantum noise is added in contrast to the clas-
sical approach where two units are added. Using Eq.(1)
the fidelity is found to be 2/3 which corresponds to the
optimal fidelity for a Gaussian cloning machine [15].
We now proceed by discussing the experimental
demonstration of the proposed scheme. First we present
+/-
LO2
A
M
P
M PM
A
M
LO 1
AUX 2
AUX 1
+/-
+/-
lx
lp
99/1
BS2
BS1
BS
BS3
BS
Clone 1
Clone 2
Preparation Cloning Verification
FIG. 2: Schematic of the CV cloning setup divided into three
boxes defining the preparation stage (where an arbitrary in-
put coherent state can be generated), the cloning stage (where
two clones are produced) and the verification stage (where the
quality of the cloning process is quantified). BS: Beam split-
ter, λ: Electronic gain, LO: Local oscillator, AM: Amplitude
modulator, PM: Phase modulator and AUX: Auxiliary beam.
the experimental setup shown in Fig. 2. The laser source
for our experiment was a monolithic Nd:YAG(yttrium
aluminum garnat) nonplanar ring laser at 1064nm de-
livering 500mW of power in a single transverse mode. A
small part of the power was used to create an input signal
to the cloning machine whereas the rest served as local
oscillator beams and auxiliary beams. The setup com-
prises three parts; a preparation stage, a cloning stage
and finally a verification stage.
Preparation: In our experiment, we define the quan-
tum state to be frequency sidebands at ±14.3 MHz (with
a bandwidth of 100kHz) of a bright electro-magnetic field
(similar to previous realisations of CV quantum proto-
cols [17]). At this frequency the laser was found to be
shot noise limited, ensuring a pure coherent input state.
An arbitrary input state is then easily generated by inde-
pendently controlling the modulations of the amplitude
quadrature (xin) and the phase quadrature (pin), using
two electro-optical modulators.
Cloning: The prepared state is then directed to the
cloning machine where it is divided into two halves by
the first beam splitter (BS1). One of the halves was
combined with an auxiliary beam (AUX1) at the sec-
ond beam splitter (BS2) with a pi/2 relative phase shift
and balanced intensities. The two beam splitter outputs
are detecteted by high quantum efficiency photodiodes so
that the sum (difference) of the photo currents provide
a measure of the amplitude (phase) quadrature of the
two beam splitter outputs. This corresponds to an opti-
mal coherent state measurement and therefore a simpler
alternative to the one shown in Fig.1 [23]. The added
and subtracted photocurrents are scaled appropriately
with electronic gains λx and λp to ensure unity cloning
gains, and used to modulate the amplitude and phase of
an auxiliary beam (AUX2) via two independent modula-
tors. This beam is then combined at a 99/1 beam splitter
with the other half of the signal beam, hereby displacing
this part according to measurement outcomes [17]. In a
final step, the clones are generated at the output of the
3third beam splitter (BS3).
Verification: To characterize the performance of the
cloning machine, the spectral noise properties of the two
clones are measured by two homodyne detectors with
strong local oscillator beams (LO1 and LO2). Since the
statistics of the involved light fields are Gaussian we need
only measure two conjugate quadratures to fully charac-
terise the states. Therefore the homodyne detectors were
set to measure stably - employing electronic servo feed-
back loops - either the amplitude or the phase quadra-
ture. We note that the input state is also measured by the
same homodyne detectors, to ensure a consistent compar-
ison between the input state and the clones.
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FIG. 3: Spectral densities for the input state (traces (ii))
and the output clones (traces (iii)), 1 and 2, of the Gaus-
sian cloning machine, measured by the two homodyne detec-
tion systems in a 2 MHz span mode and a center frequency of
14.3MHz corresponding to the location of the sidebands. The
traces are normalised to the quantum noise limit (i). Reso-
lution bandwidth is 100 kHz and video band width is 30 Hz.
(a) and (b) show the spectra for the amplitude and the phase
quadratures of clone 1 and similarily (c) and (d) the spectra
for clone 2. Since the input signal was measured with the
same homodyne detectors as the output clones, the measure-
ment of the input signal is degraded by the two 50/50 beam
splitters BS1 and BS3 and unity cloning gain is ensured by a
6 dB difference between the input signal and the clones.
An example of a cloning run is reported in Fig. 3. The
spectral densities of the amplitude and phase quadra-
tures are here shown over a 1 MHz frequency span for
the input state (ii) and the two clones (iii). From these
traces the coherent amplitude of the various fields, xin,out
and pin,out, are measured by the heights of the peaks at
14.3 MHz relative to the quantum noise level (i). Us-
ing these signal powers we estimate an average photon
number of 62 per unit bandwidth per unit time [25]. As
evident from the figure, the electronic gains of the feed
forward loops are adjusted such that the cloning gains
are close to unity (which corresponds to a 6 dB differ-
ence between the measured input signal and the output
signals due to the degradation of the input signal by BS1
and BS3). In order to simplify the following analysis of
the measurement data we will assume unity gains and
will later consider the consequences of small deviations
from unity which is the case for real cloning machines.
From Fig. 3 it is also evident that additional noise has
been added to the clones relative to the input state which
is a result of the cloning action. In order to quantify
accurately the performance of the cloning machine, we
estimated precisely this amount of added noise at 14.3
MHz (in a 100kHz bandwidth). To do so, we switched
off the modulations of the input beam, and recorded the
noise in a zero span measurement over 2 seconds. These
results are displayed in Fig. 4 where the added noise in
amplitude and phase are reported for both clones. To
avoid an erroneously underestimation of the noise power,
the traces are corrected to account for the detection effi-
ciencies of the two homodyne stations (which amount to
78.5% and 77.5%). From these data, the fidelities of the
two copies can be easily determined using Eq. 1 and are
found to be 64.3±1% (clone 1) and 65.2±1% (clone 2), as-
suming unity cloning gains. These values clearly demon-
strate successfull operation of our cloning machine since
they significantly surpass the maximum classical fidelity
of 50% and approach the optimal value of 2/3≈66.7%.
The performance of our system is limited solely by
imperfections of the in-line feedforward loop, which in-
clude non-unity quantum efficiency of the diodes, elec-
tronic noise of the detector circuit and non-perfect in-
terference contrast at the beam splitter BS2 in Fig. 2.
The electronic noise was completely overcome by using
newly designed ultra low noise detectors (with electronic
noise 25dB below the shot noise level) [24], and the detec-
tion efficiencies were maximized by optimizing the mode
matching at the beam splitter (99%) and by using high
quantum efficiency photo diodes (95%). Based on these
efficiencies we calculate an expected fidelity of 65% which
is in nice agreement with our experimental results. Note
that despite of the imperfect detection system, the fi-
delity is still close to the optimum of 2/3, proving the
robustness of the cloning scheme.
In the discussion above we assumed unity gains. How-
ever, experimental imperfections lead to a small deviation
from unity, and the gains were accurately determined to
be gx1 = 0.96±0.01 and gp1 = 1.00±0.01 for clone 1 and
gx2 = 1.03 ± 0.01 and gp2 = 1.03 ± 0.01 for clone 2 for
the amplitude and phase quadratures, respectively. As a
result of the deviations from unity gain, the fidelity de-
pends on the photon number of the input coherent state
and the figure of merit for cloning is an average of the
”single-shot” fidelities [26]. E.g. considering a Gaussian
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FIG. 4: Spectral noise densities of the clones relative to
the quantum noise level (black trace) recorded by the ho-
modyne detectors both for the amplitude quadrature (red
trace) and for the phase quadrature (blue trace). The added
noise contributions are 3.28±0.13 dB (3.16±0.13 dB) and
3.20±0.11 dB (3.15±0.13 dB) in the amplitude quadrature
and phase quadrature of clone 1(2). The optimal cloning limit
as well as the classical limit are shown by solid lines. The
measurement frequency is 14.3 MHz, the sweep time 2 sec-
onds, the resolution bandwidth 100 kHz and the video band-
width 300 Hz. On the right hand side we plot the associ-
ated noise contours of the Wigner functions corresponding to
the input state (green contour), the experimentally achieved
clones (light blue contour) and the classical clones (dashed
line).
distributed set of input coherent states with a spread in
photon number of 50 (which is a huge number in quantum
information science) the average fidelities equal 62.7%
and 63.3%, which still significantly exceed the classical
cloning boundary of 50.2% for the same span of input
states. Despite the fact that the gains are not exactly
unity, the obtained fidelities are far above the classical
limits and approach the optimal limits for a large set of
input states, demonstrating the suitability of this cloning
machine for realistic experimental quantum information
tasks.
In conclusion, we have proposed a simple Gaussian
cloning protocol based on linear optics and homodyne de-
tection which is optimal for coherent state inputs, and we
have experimentally demonstrated the idea and obtained
near optimal unconditional quantum cloning of coherent
states. Finally, let us stress that it is straightforward
to extend the presented scheme for 1→2 cloning (using
linear optics) to a large variety of different copying func-
tions such as optimal N→M Gaussian cloning function
which takes N originals and produces M clones [13, 14, 15]
and an asymmetric cloning function which produces out-
put clones of different quality [14], a procedure which is
crucial in controlled partial information transfer between
different parties in a network
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