The relationship between verbal mental representations and action, perception and emotion is discussed. It is argued 
to react directly to situations in a way that summarizes their experience with that situation. This is also true for young children (Nelson, 1996 , calls this general event memory). As biological evolution continues, representational systems based on intentional imitation emerge. Speech appears at this stage, but its purpose is social communication, not representation. Individuals at this level are characterized by representation-through-action; cultures are characterized by crafts, arts, and ritual. At this point biological evolution is replaced by cultural evolution: at the sensorimotor level humans are simply primates, but the use of language distinguishes them more and more from their animal ancestors. Donald makes an important distinction between narrative language and theoretic language use.
1 Narrative language is based on mental models that are fundamentally linguistic. Flexible computations can be performed with models of this kind, giving humans a degree of control over the world that is impossible without language. Words and thoughts are inseparable at this level. Most human cultures and human individuals are capable of working at the level of narrative culture. However, few cultures, and by no means every individual in these cultures, achieve the level of formal representation, that Donald terms theoretic culture. The engrams of memory are aided by the exograms procured by our technology at this level. Most of what we do in schools is trying to bring students up to that level of cognitive functioning. This is not the place to fill in the details of this conceptual framework (see Donald, 1991, and Nelson, 1996) . However, a few comments are in order. First, it must be pointed out that when an individual or a society moves from one level of representation to the next, the earlier level does not disappear, but becomes embedded in the new forms as a new kind of representation is added to the behavioral repertoire and integrated with the earlier ones. Educated individuals in our society who function at the level of formal reasoning at the same time are also capable of direct action, participate in art and ritual, and share the narrative traditions of our culture. No wonder psychologists have a hard time analyzing human behavior. Thus, although event memory is not basically linguistic, it may become linguistically encapsulated: what we remember is sometimes not the event itself but our (explicit or implicit) linguistic description of the event. Furthermore, when the brain develops new forms of mental representation, it not only does not discard the older ones, but in fact uses the old structures for the new purposes. Thus, cognition is indeed embodied.
How the different levels of representation interact in detail is not known at present, but much research, including the present workshop is directed at this goal. The question that I want to address here is how to model these overlapping, intertwined mental representations, particularly linguistic representations.
If we take seriously the levels of representation analysis that was sketched above, there seem to be two kinds of approaches to the question of mental representations. On the one hand, one could try to model a system of mental representation that combines elements from all of these levels. Thus we would have images, concepts, somatic markers, S-R links, features, schemata, abstractions, words, etc., etc., all linked and somehow organized in one grand system, at least in principle, for I have no idea how one would go about constructing such a model. Alternatively, one could model each level of representation separately. This has the advantage that at least for linguistic representations, we do have an idea how to begin to construct such a model: I'll describe Latent Semantic Analysis and its variants shortly. But first I must address an obvious problem created by the divide-and-conquer strategy. If we model separately the level of linguistic presentation, how can it be coordinated with other levels of representation? In behavior and the brain these levels function all together and are not easily separated.
One can think of the different levels of mental representations as a set of coordinated maps. Consider the relationship between the level of linguistic representation (as captured by LSA, for example) and other levels of representation, which we can lump together here as the "real world". The relationship between the symbolic representation and the real world could be a fist-order isomorphism, where the symbol in some way (as by a picture, feature system, or dictionary definition) captures meaning directly. The meaning of a word would be its referent in the real world, as in the perceptual symbol system of Barsalou (1999) and similar proposals. This is what I believe people are saying when they claim that language must be "grounded" (Harnard, 1990 I shall first sketch a proposal for modeling verbal meaning. This proposal has two components. First, we must describe how people induce verbal meaning -the representation of meaning in memory. That is the goal of LSA and related systems.
Second, we must model how stored meaning is used to construct contextually appropriate meanings of words, sentences, and texts in general. It is of course possible that all we need for language is already stored in memory and that meanings simply have to be retrieved from the semantic store ready-made. The alternative presented here is that the semantic store only provides the raw material for the construction of meaning, and that meaning emerges when words, sentences, and text are used in context.
After this sketch of symbolic verbal meaning, I shall discuss the proposition that, although language is not grounded in the sense of a first-order isomorphism, language mirrors perceptual features of the world with a high degree of fidelity.
Memory for verbal meaning: LSA and its Extensions.
Our goal is to construct a representation of the meaning of words and texts that can serve as a model for the kind of representation the human mind builds. People generate such representations while interacting with the world and other people, listening, speaking and reading, mostly without explicit instruction. A computer simulating this process is restricted to reading texts, but must be able to generate a semantic representation without guidance, as people do.
The kind of representation generated depends in part on the precise mathematical algorithm used to generate it, but more significantly, upon the language input used. We start with a large set of texts (e.g., 50K documents, containing 100K different words and over 10M words total) that is analyzed into a document-by-word matrix, whose cell entries are the frequencies with which each word appears in every document. Note that this is by no means all the information in the corpus -all we look at is word cooccurrences, neglecting word order, syntax, as well as discourse structure. Our input matrix is huge, 50,000-by-1000, 000, and sparse, that is, most entries are 0. We then reduce the dimensionality of this matrix, down to about 300 dimensions. That is, we express the meaning of a word by a vector in a space with far fewer dimensions. This has two effects. First, it is a process of abstraction. We are not interested in the particular documents used to construct the semantic space, the particular topics the authors wrote about, their particular word choices; instead we are interested in the general semantic properties of words. Reducing the dimensionality of our corpus has the effect of discarding a great deal of idiosyncratic information about word use in this particular corpus, while retaining the essential semantic information about word meanings.
Secondly, dimension reduction is a process of generalization. While the original input matrix was sparse, the reduced matrix is filled in, so that we have a measure of the semantic distance for every word pair, even though most pairs by far have never cooccurred together in any of our documents. Thus, doctor and physician have a high cosine of .61, even though they have rarely been used together in a single document.
There are various ways to perform this dimension reduction. LSA (Landauer & Dumais, 1997; Landauer, McNamara, Dennis, & Kintsch, 2007) starts with a term x document matrix M of size n x m that is decomposed via singular value decomposition.
Typical values of n and m are 100,000 and 50,000, respectively. All eigenvectors but the ones corresponding to the d (300 or so) largest eigenvalues are discarded. A word or document is thus represented by a vector of 300 real numbers. This vector is not by itself interpretable but its cosine (or other measure) with other vectors defines its position in the semantic space: hence meaning is defined by its relationship with other vectors.
Independent Component Analysis (e.g., Stone, 2004 ; for an application of ICA to language analysis see Mangalath, 2007) assumes that each observation (word, document)
is a mixture of independent semantic elements (components, topics). Several constraints are used to unmix the observations: components are chosen so that they are statistically independent (not merely uncorrelated). This is achieved by searching for components that are maximally non-gaussian, and/or the least complex ones, that is, the most compact or predictable ones.
The ICA model is conceptually related to the Topics Model (Steyvers & Griffith, 2007) where meaning is represented as a mixture of topics. The distribution of topics over words and documents is based upon a Bayesian learning algorithm. An appealing feature of both models is that components or topics are individually interpretable. Thus, the linguistic corpus we are working with most of the time can be analyzed into a set of topics, such as drugs, colors, or doctor visits, or, alternatively into a mixture of independent components.
A quite different approach has been taken by Jones and Mewhort (2007) . Word meaning can be represented as a composite distributed representation by coding word cooccurrences across millions of sentences in a corpus into a single holographic vector per
word. This representation is a pattern of elements that stores the word's history of cooccurrence and usage in sentences.
Which one of these methods -LSA, ICA, Topics, or Holograph -yields the best semantic representation, or the right one? Experience from working with these models suggests that they produce very similar results. Each has certain advantages for certain purposes, but basically they paint the same picture: what is related in one way in one model is similarly related in the other. There have been no formal comparisons among these approaches, however, so one must be careful with this conclusion, but that is the impression I have at this point. I take this as a positive indication that whatever semantic space we generate is not an artifact of the method used, but truly reflects the semantic information in the corpus.
What does make a striking difference, in contrast, is to enrich the input to the analysis, so that it contains not only word co-occurrence information, but also word order information. This is done in the Holograph model by adding to the item vector all convolutions of the word with the other words in the sentence. This allows the system to use order information and to infer grammatical categories. It also provides a much better account of human priming data (Jones, Kintsch, & Mewhort, 2006) . If only context information is used in the holographic model (as well as in all other such models, like LSA) associative priming (bee-honey) is reasonably well predicted, but not semantic priming (deer-pony). On the other hand, if only order information is used in the holograph model (or in n-gram models, or in HAL; Lund & Burgess, 1996 ) the models handle semantic priming but not associative priming. But if order and context information is combined in the holograph model, a wide range of experimental data involving both associative and semantic priming can be accounted for.
Including order information in a latent semantic structure allows us to model a far greater range of phenomena than before. But the basic unit of analysis in such an expanded model still remains the word, and it has often been argued that the unit of language and cognition is the proposition, not the word (among others, by Kintsch, 1974 Kintsch, , 1998 . Recent advances in machine learning have made it possible to construct LSA like systems that represent propositional information in the form of dependency trees.
Linguists analyze the syntactic structure of a sentence as a phrase structure tree. A dependency tree (Yamada & Matsumoto, 2003 ) is a weak form of a phrase structure tree, lacking the phrasal nodes, and thus does not represent all the relevant linguistic distinctions, but the dependency model does retain information about dependencies among words, i.e., about propositional units. I illustrate this relationship with a simple example. Figure 1 shows the dependency tree for the sentence "Rolls-Royce said it expects its US sales to remain steady at about 1,200 cars," after Yamada and Matsumoto (2003) 2 . In Figure 2 , I show the proposition list corresponding to that sentence according to Kintsch (1998) , and in Figure 3 I superimpose the propositional structure on the dependency tree. The dependency tree shows which words in the sentence belong together as a propositional unit. To obtain a dependency tree, a dependency parser is trained on a large corpus of sentences with support vector machines (Yamada & Matsumoto, 2003; Nivre, Hall, & Nilsson, 2006) . This approach is a departure from the purist path of unguided learning, but that is the only way we can do this analysis at present. Mangalath, in our lab, has begun to explore how the information provided by this dependency parse can be incorporated into the systems discussed above to generate a semantic structure that represents word information as well as propositional information.
Basically, we analyze, in addition to the word-by-document matrix, a word-bydependency matrix. Normally, a sentence like "The ferocious lion killed an antelope" would make both lion and antelope a little bit more ferocious; however, since ferocious is dependent on lion, only the lion should become a more ferocious, not the antelope. Instead of listing word meanings and senses, as in a conventional dictionary or in a mental lexicon, meanings can be generated in context. While the semantic representation of a word is a single vector that combines all meanings and senses, a context appropriate meaning is generated every time the word is used in a different context. I have described such a model for a generative lexicon in Kintsch (2001;  in press). Briefly, it allows the context to modify word vectors in such a way that their context appropriate aspects are strengthened and irrelevant ones suppressed. In the Construction-Integration model of Kintsch (1998) Figure 4 illustrates a different example, where the meaning generated is metaphorical rather than literal (Kintsch and Bowles, 2001; In a cloze test students are given a sentence with a word missing and are asked to fill in the missing word from a given set of alternatives. For example, the sentence might be If you try, you can _____ any problem.
with the alternatives solve, quack, flour, and seem. One way to model this task is to compute the cosine between the sentence fragment and the four response alternatives in
LSA. As Table 1 shows, this leads to the incorrect choice of seem. However, we get a different prediction if we use the dependency analysis of the sentence to focus our comparison on the relevant proposition rather than on the whole sentence. Figure 5 shows the dependency tree for this sentence, indicating the proposition containing the target word. This analysis suggests computing cosines between the four response alternatives and problem, the relevant content word in the proposition containing the target word. We neglect function words in this comparison because they would only add noise. Note, however, that function words were crucial in the construction phase: they determine what kind of dependency tree is constructed and hence, which content words enter into the integration phase. Table 1 shows that the correct alternative has the highest cosine with the relevant proposition fragment.
3 Table 1 ; Figure 5 A second example involves the implications sentences may have. Suppose we have in our corpus the sentence "Oracle fought to keep the forms from being released".
Our task it to determine whether the inferences "Oracle released a confidential document" and "Oracle fought to keep the forms released" are true or false. Both inference sentences have a high cosine with the original sentence, cos = .24 and .93, respectively, and hence appear to be implied. However, the dependency trees for these sentences shown in Figure 6 and 7 suggest otherwise. The inference sentence "Oracle 
Figures 6 & 7
The point I am making with these examples is this. We have fairly good models of how people store verbal symbolic information in memory, and of how this information is used in constructing the meaning of words, sentences, and texts. The question is, do we have to throw away these models, because "No matter how LSA, HAL and other ungrounded symbol theories are extended and modified, ungrounded arbitrary symbols cannot be an adequate basis for human meaning" (Glenberg & Robertson, 2000, p. 397 ).
My answer is "not at all" -this claim and similar claims by others, is ungrounded and based on a misconception about the relationship between symbolic and non-symbolic representations.
Language as the mirror of the mind When people remember a list of words, when they read a sentence, when they listen to a story they do not function solely at the symbolic level. They use imagery to make words more memorable (Paivio, 1969) , they construct situation models that are multimedia creations (Bransford & Franks, 1971 All levels of representation humans are capable of appear to be functioning in a well coordinated chorus. How can a purely symbolic model, such as the one outlined above, do justice to these multilevel processes? The brief answer is that it does not and can not.
The more interesting answer is that language has evolved in the service of perception and action, and that it is capable of mirroring aspects of perception and action. Yes, words can distort and bias meaning, but language would not be the great human success story it is if it were incapable of expressing what we experience faithfully.
There have been a large number of claims, such as that of Glenberg and Robertson (2000) , that purely verbal, in other words, symbolic representations of meaning are insufficient to model meaning. One the one hand, this is a truism because human meaning representations are multilevel and not purely symbolic; no one can doubt that we live and act in a non-symbolic world. On the other hand, the demonstrations of showed that perceptual similarity mattered in this case, not merely conceptual similarity, because no priming differences were observed when there was no perceptual discrepancy.
In the case of our example, butterfly body and wasp body primed bee body equally wellpresumably, because the bodies of a wasp, bee and butterfly look more or less alike, unlike their wings.
LSA cannot see wings, but it has indirectly encoded some of the perceptual information needed to know that wasp wing and butterfly wing are really quite different, whereas wasp body and butterfly body are not. If we compute a vector for wasp wing, butterfly wing, and bee wing, using the predication procedure described above, we can compute how close to each other these vectors are in the LSA space. The cosine between wasp wing and bee wing is .66, whereas the cosine between butterfly wing and bee wing is only .48. Hence, wasp wing could be expected to be a better prime for bee wing than Robertson present an LSA analysis that fails to account for the difference between these and related sentences: if one computes the cosine between the bold-faced target words and the rest of the sentences in the examples above, they do not differentiate between sensible and nonsense alternatives (Table 2) . However, when these sentences are analyzed in terms of their propositional constituents, the difference in affordances emerges quite clearly. Figure 8 ; Table 2 Figure 8 For She gave him a ------to play with, people accept the target items red beanbag and plastic spoon as sensible, but not large refrigerator. The dependency analysis suggests that the target item is to be compared with (to) play (with). This analysis correctly yields a high cosine for red beanbag, and a low cosine for large refrigerator, but the cosine for plastic spoon is not as high as it should be according to the sensibility rating people provided.
For Adam pulled out of his golf bag a _______ and used that to chisel an inch of ice off his windshield, the target items are seven iron, ham sandwich, and screwdriver.
The dependency analysis shows that and dominates both pull-the-target-item and used that to chisel an inch of ice off his windshield. This comparison correctly selects screwdriver as the most sensible completion, and seven iron as also possible, but rejects the ham sandwich, much like people do. Overall, ICA correctly selects the completion that is both related and afforded in all of the experimental examples and rejects the unrelated, unafforded alternative. The cosines for the afforded but unrelated alternative are more variable, as we have seen in the examples above. Perceptual representations obviously add something to symbolic representations, but purely symbolic representations do a remarkably good job of discriminating between perceptually afforded and unafforded alternatives.
Let me briefly comment on some other criticisms of symbolic representations that I think are misguided. The objection is not only to ungrounded symbols, but also to arbitrary symbols. Apparently, icons are regarded as somehow better, easier, more natural than symbols. To comprehend meaning entails understanding the difference between a symbol or icon and the real thing, that is, dual representation. That in fact may be easier when the symbol is arbitrary (as words are) than when it is not (as pictures are). Children as old as 2.5 years are apt to mistake photographed objects for the object itself and treat small toys as if they were much larger (DeLoache, 2004). They do not confuse an arbitrary sound with the object it represents, but do attempt to sit down on a miniature toy chair. Babies confuse pictures with the objects they depict -American babies who are familiar with pictures as well as Ivory Coast babies who are not. It is not at all trivial to learn that concrete, non-arbitrary icons represent something that they are not. Teaching math with manipulatives can be counterproductive because the children learn to manipulate objects without ever inferring abstract mathematical principles. The consequences of the confusion between objects and their representation can be serious, as when dolls are used in courtrooms to represent a child's body -but the child is unable to think of the doll as both a doll and a representation of herself (Ceci & Bruck, 1995) .
Icons and analog presentations are not necessarily easier than digital representations or arbitrary symbols.
The fact that symbolic processes involve the same brain areas as action and perception (e.g. Pulvermüller, this volume) does not imply that symbolic processes and sensory-motor processes are the same. In the course of evolution nature discards very little, the new is generally built upon the old, fins turn into legs, and sensory brain areas become involved with symbol processing. But symbol processing is still at a different level than sensory-motor processes. Other primates and humans are very similar in their sensory-motor processes, but differ radically in their symbolic processing. Humans operate at multiple levels of representations, from the most primitive ones shared by all animals to the symbolic level. But that does not justify reducing symbolic systems to sensory-motor processes.
Rejecting a reductionism that denies the autonomy of symbolic processes does not imply that we should not make every effort to gain a better understanding of how symbolic and non-symbolic representations interact. To learn more about how perceptual representations and symbolic representations are coordinated and how they interact, is a very important goal, and considerable progress has been made as the papers presented in this workshop attest, both at the level of brain processes, as in the work of Pulvermüller already cited, as well as the behavioral level (e.g., Zwaan, this volume) . This problem has also been addressed at the level of computational modeling. Goldstone, Feng & Rogosky (2005) explicitly address the problem of connecting words to each other as well as to the world. Howell, Jankowicz, and Becker (2005) have described a neural network model that simulates the acquisition of language based on prelinguistic concepts. A group of linguists (Talmy, Lakoff) and computer scientists (Feldman, Narayanan) at Berkeley have developed what they call a "simulation semantics" to reflect their belief that much of language understanding involves embodied enactment (e.g. Feldman & Narayanan, 2004;  for more information see http://www.icsi.berkeley.edu/NTL). In simulation semantics the mind simulates the world while functioning in it. Concrete action schemata, for instance, become symbolically extended. Understanding at the symbolic level may involve this kind of simulation, but it can also remain at the purely symbolic level -the world that LSA describes. Research like this serves as an existence proof that it is possible to model the interface between symbolic and non-symbolic representations.
The sensitivity of language to perceptual information (as well as emotion and action) should surprise no one. Most of the words we know we have learned from reading, which precludes a direct perceptual association. And for the words that we know both at the verbal level and the perceptual and action level, the crucial anchor words that link these different levels of representation, language has encoded in its own way the information it needs to mirror the world. I conclude with two quotes that Chomsky used in his discussion of language (Chomsky, 1966) and that I have also cited in Kintsch I think that what we talked about yesterday was, and most people are agreed that, cognition has symbolic aspects and has embodied aspects, and that's worthwhile to study, and it's not an either/or kind of thing. This is clearly what I wanted to show.
Pulvermüller: Thanks very much for an excellent and very interesting talk. it is a very good thing to have these measures of relatedness of semantic distance between words and concepts, or family resemblance. However, the information that would not be included in this relationship, distance measures, would be for example, that bark is in one case an action and in the other case an object. And one wouldn't have directions from this very abstract representation about in which brain areas one would have to look. Of course one could take a very abstract strategy and just say, I take this description and make a correlation with brain activation. But on the other hand it might be a good thing to connect these descriptions, these semantic descriptions with some information that links the representation to a particular cognitive domain, domains and brain systems as well. A priori. Obviously, an embodied description might have this advantage, to provide that.
These measures we are discussing, these covariance measures, they would also incorporate important information which a purely embodied theory might lack, so there might be mutual, well, both sides might learn from each other.
KINTSCH: Well, I think that suggestion is a very interesting one, and that's something KINTSCH: I know, I was thinking yesterday when Andreas was speaking about all the work on sequencing, whether that couldn't be put together. A very interesting thought.
Pulvermüller: Yes, thanks. Figure 1 (after Kintsch, 1998 
