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Abstract
In this paper, we consider the second-order nonlinear delay dynamic equation
(
r(t)x(t)
) + p(t)f (x(τ (t)))= 0,
on a time scale T. By employing the generalized Riccati technique we will establish some new sufficient
conditions which ensure that every solution oscillates or converges to zero. The obtained results improve
the well-known oscillation results for dynamic equations and include as special cases the oscillation results
for differential equations. Some applications and examples are considered to illustrate the main results.
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1. Introduction
In recent years, there has been an increasing interest in studying the oscillation and nonoscilla-
tion of solutions of dynamic equations on time scales which attempts to harmonize the oscillation
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506 L. Erbe et al. / J. Math. Anal. Appl. 333 (2007) 505–522theory for the continuous and the discrete, to include them in one comprehensive theory, and to
eliminate obscurity from both. We refer the reader to the papers [2–6,8–15,18–24] and the refer-
ences cited therein. For oscillation of nonlinear delay dynamic equations, Zhang and Shanliang
[24] considered the equation
x(t) + p(t)f (x(t − τ))= 0, t ∈ T, (1.1)
where τ ∈ R and t − τ ∈ T, f :R → R is continuous and nondecreasing (f ′(u) > k > 0), and
uf (u) > 0 for u = 0. By using comparison theorems they proved that the oscillation of (1.1) is
equivalent to the oscillation of the nonlinear dynamic equation
x(t) + p(t)f (x(σ(t)))= 0, t ∈ T (1.2)
and established some sufficient conditions for oscillation by applying the results established in
[13] for (1.2). However, the results established in [24] are valid only when the graininess function
μ(t) is bounded which is a restrictive condition (for example the results cannot be applied on
T = qN0 := {qk: k ∈ N0}, q > 1, where μ(t) = (q − 1)t is unbounded). Also the restriction
f ′(x) k > 0 is required. This condition does not hold and cannot be applied in the case when
f (x) = x
(
1
9
+ 1
1 + x2
)
,
since
f ′(x) = (x
2 − 2)(x2 − 5)
9(1 + x2)2 ,
changes sign four times. Sahiner [23] considered the nonlinear delay dynamic equation
x(t) + p(t)f (x(τ(t)))= 0, for t ∈ T, (1.3)
where f :R → R is continuous, uf (u) > 0 for u = 0 and |f (u)|L|u|, τ :T → T, τ(t) t and
limt→∞ τ(t) = ∞ and proved that if there exists a -differentiable function δ(t) such that
lim sup
t→∞
t∫
t0
[
p(s)δσ (s)
τ (s)
σ (s)
− σ(s)
4Lk2τ(s)
(δ(s))
δσ (s)
2]
s = ∞, (1.4)
then every solution of (1.3) oscillates. We observe that the condition (1.4) depends on an ad-
ditional constant k ∈ (0,1) which implies that the results are not sharp. As a special case he
deduced that if
lim sup
t→∞
t∫
t0
[
p(s)τ (s) − 1
4Lk2τ(s)
]
s = ∞, (1.5)
then every solution of (1.3) oscillates. In Example 2 we will show that the dynamic equation
x(t) + β
tτ(t)
x
(
τ(t)
)= 0,
is oscillatory if β > 14 , but (1.5) does not give this result.
Since we are interested in the oscillatory and asymptotic behavior of solutions near infinity,
we assume throughout this paper that our time scale is unbounded above. We assume t0 ∈ T
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[t0,∞) ∩ T. Our main interest is to consider the general nonlinear delay dynamic equation(
r(t)x(t)
) + p(t)f (x(τ(t)))= 0, t ∈ [t0,∞)T, (1.6)
where r and p are real rd-continuous positive functions defined on T, the so-called delay function
τ satisfies τ : [t0,∞)T → T is rd-continuous, τ(t)  t for t ∈ [t0,∞)T and limt→∞ τ(t) = ∞,
and f :R → R is a continuous function satisfying uf (u) > 0 for all u = 0 and |f (u)|  K|u|,
and established some new oscillation criteria which improve the results established by Zhang and
Shanliang [24] and Sahiner [23].
Our attention is restricted to those solutions x(t) of (1.6) which exist on some half-line
[tx,∞)T and satisfy sup{|x(t)|: t > t0} > 0 for any t0  tx . A solution x(t) of (1.6) is said to be
oscillatory if it is neither eventually positive nor eventually negative, otherwise it is nonoscilla-
tory. The equation itself is called oscillatory if all its solutions are oscillatory.
The theory of time scales, which has recently received a lot of attention, was introduced
by Stefan Hilger in his PhD thesis in 1988 in order to unify continuous and discrete analysis
(see [16]). Not only can this theory of the so-called “dynamic equations” unify the theories of
differential equations and difference equations, but also extends these classical cases to cases
“in between,” e.g., to the so-called q-difference equations and can be applied on other different
types of time scales. Since Stefan Hilger formed the definition of derivatives and integrals on
time scales, several authors have expounded on various aspects of the new theory, see the paper
by Agarwal et al. [1] and the references cited therein. A book on the subject of time scales by
Bohner and Peterson [7] summarizes and organizes much of time scale calculus.
We note that (1.6) in its general form involves different types of differential and difference
equations depending on the choice of the time scale T. For example, when T = R, we have
σ(t) = t , μ(t) = 0, f(t) = f ′(t), ∫ b
a
f (t)t = ∫ b
a
f (t) dt , and (1.6) becomes the linear delay
differential equation(
r(t)x′(t)
)′ + p(t)f (x(τ(t)))= 0. (1.7)
When T = Z, we have σ(t) = t + 1, μ(t) = 1, f(t) = f (t), ∫ b
a
f (t)t =∑b−1t=a f (t), and
(1.6) becomes the linear delay difference equation

(
r(t)x(t)
)+ p(t)f (x(τ(t)))= 0. (1.8)
When T = hZ, h > 0, we have σ(t) = t + h, μ(t) = h, x(t) = hx(t) = (x(t + h) − x(t))/h,∫ b
a
f (t)t =∑ b−a−hhk=0 f (a+kh)h, and (1.6) becomes the second-order delay difference equation
with constant step size
h
(
r(t)hx(t)
)+ p(t)f (x(τ(t)))= 0. (1.9)
When T = {t : t = qk, k ∈ N0, q > 1}, we have σ(t) = qt , μ(t) = (q − 1)t , x(t) = qx(t) =
(x(qt) − x(t))/(q − 1)t , ∫∞
t0
f (t)t =∑∞k=0 f (qk)μ(qk), and (1.6) becomes the second-order
q-difference equation with variable step size
q
(
r(t)qx(t)
)+ p(t)f (x(τ(t)))= 0. (1.10)
Of course many more examples may be given. A well-known integration formula (see [7]) on an
isolated time scale is given by
b∫
f (t)t =
∑
t∈[a,b)
f (t)μ(t).a T
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reduce the higher order equations to the first order Riccati equation (or inequality). One of them
is the Riccati transformation technique which has been recently extended to dynamic equations.
The other one is called the generalized Riccati technique. This technique can introduce some
new sufficient conditions for oscillation and can be applied to different equations which cannot
be covered by the results established by the Riccati technique. Li [17] considered the equation(
r(t)x′
)′ + p(t)x = 0, (1.11)
and used the generalized Riccati substitution and established some new sufficient conditions for
oscillation. Li utilized the class of functions as follows: Suppose there exist continuous functions
H,h :D ≡ {(t, s): t  s  t0} → R such that H(t, t) = 0, t  t0, H(t, s) > 0, t > s  t0, and
H has a continuous and nonpositive partial derivative on D with respect to the second variable.
Moreover, let h :D → R be a continuous function with
−∂H(t, s)
∂s
= h(t, s)√H(t, s), t, s ∈ D.
He then proved that if there exists a positive function g ∈ C1[t0,∞),R+) such that
lim sup
t→∞
1
H(t, t0)
t∫
t0
a(s)r(s)h(t, s) ds < ∞, t ∈ [t0,∞)T, (1.12)
and
lim sup
t→∞
1
H(t, t0)
t∫
t0
a(s)
[
H(t, s)ψ(s) − 1
4
r(s)h2(t, s)
]
s = ∞, (1.13)
where a(s) = exp{− ∫ s0 g(u)du} and ψ(s) = {p(s) + r(s)g2(s) − (r(s)g(s)f (s))′} then every
solution of (1.43) oscillates. Li [17] applied the condition (1.13) to the equation(
1
t
x′
)′
+ 1
t3
x = 0, (1.14)
and proved that this equation is oscillatory and showed that the results that had been established
by the Riccati technique cannot be applied.
So the following question arises. Can we obtain oscillation criteria on time scales which im-
prove the results established in [23,24] and from which we are able to deduce the corresponding
results for differential and difference equations and as a special case, cover criteria of the type
established by Li and others?
The aim of this paper is to give a positive answer to this question by extending the generalized
Riccati transformation techniques in the time scales setting to obtain some new oscillation criteria
of Li-type for Eq. (1.6) when ∫∞
t0
t
r(t)
= ∞. Also we consider the case when ∫∞
t0
t
r(t)
< ∞ and
establish some conditions that ensure that all solutions are either oscillatory or converge to zero.
Our results in this paper improve the results established by Zhang and Shanliang [24] and Sahiner
[23] and can be applied to arbitrary time scales. Some applications and examples are considered
to illustrate the main results.
2. Main results
In this section, we will employ the generalized Riccati substitution on time scales and establish
new oscillation criteria for (1.6). We define the function space 
 as follows: H ∈ 
 provided H
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s  t0, and for each fixed t , Hs (t, s) is delta integrable with respect to s. Important examples
of H when T = R are H(t, s) = (t − s)m for m  1. When T = Z, H(t, s) = (t − s)k , k ∈ N,
where tk = t (t − 1) · · · (t − k + 1).
Before we state and prove our main oscillation results we prove the following lemma which
is important in the proof of the main results.
Lemma 1. Assume that
∞∫
t0
t
r(t)
= ∞, (2.1)
and
∞∫
t0
τ(t)p(t)t = ∞, (2.2)
and assume that (1.6) has a positive solution x on [t0,∞)T. Then there exists a T ∈ [t0,∞)T,
sufficiently large, so that
(1) x(t) > 0, x(t) > tx(t) for t ∈ [T , ∞)T;
(2) x is strictly increasing and x(t)/t is strictly decreasing on [T ,∞)T.
Proof. Assume x is a positive solution of (1.6) on [t0,∞)T. Pick t1 ∈ [t0,∞)T so that t1 > 0
and so that x(τ(t)) > 0 on [t1,∞)T. Then from (1.6), we have(
r(t)x(t)
) = −p(t)f (x(τ(t)))< 0, t ∈ [t1,∞)T. (2.3)
This implies that r(t)x(t) is strictly decreasing on [t1,∞)T. We claim that r(t)x(t) > 0 on
[t1,∞)T. Assume not, then there is a t2 ∈ [t1,∞)T such that r(t2)x(t2) =: c < 0. Then
r(t)x(t) r(t2)x(t2) = c, t ∈ [t2,∞)T,
and therefore
x(t) c
r(t)
, t ∈ [t2,∞)T.
Integrating, we get by (2.2)
x(t) = x(t2) +
t∫
t2
x(s)s  x(t2) + c
t∫
t2
s
r(s)
→ −∞ as t → ∞, (2.4)
which implies x(t) is eventually negative. This is a contradiction. Hence r(t)x(t) > 0 on
[t1,∞)T and so x(t) > 0 on [t1,∞)T. Let
X(t) := x(t) − tx(t). (2.5)
We claim that there is a t2 ∈ [t1,∞)T such that X(t) > 0 on [t2,∞)T. Assume not. Then X(t) < 0
on [t2,∞)T. Therefore,(
x(t)
)
= tx
(t) − x(t) = − X(t) > 0, t ∈ [t2,∞)T,t tσ (t) tσ (t)
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τ(t3), for t  t3. Then
x
(
τ(t)
)
/τ(t) x
(
τ(t3)
)
/τ(t3) =: d > 0,
so that x(τ(t)) dτ(t) for t  t3. Now by integrating both sides of (1.4) from t3 to t , we have
r(t)x(t) − r(t3)x(t3) + K
t∫
t3
p(s)x
(
τ(s)
)
s  0,
which implies that
r(t3)x
(t3) r(t)x(t) + K
t∫
t3
p(s)x
(
τ(s)
)
s
K
t∫
t3
p(s)x
(
τ(s)
)
s > dK
t∫
t3
p(s)τ (s)s,
which contradicts (2.2). Hence there is a t2 ∈ [t1,∞)T such that X(t) > 0 on [t2,∞)T. Conse-
quently,(
x(t)
t
)
= tx
(t) − x(t)
tσ (t)
= − X(t)
tσ (t)
< 0, t ∈ [t2,∞)T
and we have that x(t)
t
is strictly decreasing on [t2,∞)T. 
Theorem 1. Assume that (2.1) and (2.2) hold, H ∈ 
, and there is a function a(t) and a positive,
differentiable function δ(t), such that for sufficiently large t1
lim sup
t→∞
1
H(σ(t), t1)
t∫
t1
H¯ (t, s)δσ (s)
[
ψ(s) − φ(t, s)]s = ∞, (2.6)
where H¯ (t, s) := H(σ(t), σ (s)), φ(t, s) := 14 ( δ(s)δσ (s) )2 r(s)A
2(t,s)
C(s)
, C(t) := t
σ (t)
ψ(s) := Kp(s)τ (s)
σ (s)
− (a(s)r(s)) + sr(s)a2(s)
σ (s)
and
A(t, s) := δ
σ (s)C1(s)
δ(s)
+ H
s (σ (t), s)
H¯ (t, s)
, C1(s) := δ
(s)
δσ (s)
+ 2 sa(s)
σ (s)
.
Then every solution of (1.6) is oscillatory on [t0,∞)T.
Proof. Suppose to the contrary that x(t) is a nonoscillatory solution of (1.6). Then there is a t1 ∈
[t0,∞)T such that x(τ(t)) = 0 on [t1,∞)T. We will only consider the case where x(τ(t)) > 0
for all t ∈ [t0,∞)T as the proof in the other case is similar. In view of Lemma 1, there is some
t2  t1 such that
x(t) > 0,
(
r(t)x(t)
)
< 0, for t  t2. (2.7)
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w(t) := δ(t)
[
r(t)x(t)
x(t)
+ r(t)a(t)
]
, for t  t2. (2.8)
Hence
w = δ
[
rx
x
+ ra
]
+ δσ
[
rx
x
+ ra
]
= δ

δ
w + δσ (ra) + δσ
[
rx
x
]
= δ

δ
w + δσ (ra) + δσ
[
x(rx) − r(x)2
xxσ
]
= δ

δ
w + δσ (ra) + δσ (rx
)
xσ
− δσ r(x
)2
xxσ
. (2.9)
Then from (1.6), (2.8) and (2.9), we have
w = −δσ pf ◦ x ◦ τ
xσ
+ δ

δ
w + δσ (ra) − δσ r (x
)2
xxσ
−δσ Kpx ◦ τ
xσ
+ δ

δ
w + δσ (ra) − δσ r x
xσ
(
x
x
)2
. (2.10)
From the definition of w(t), we see that(
x
x
)2
=
[
w
rδ
− a
]2
=
[
w
rδ
]2
+ a2 − 2wa
rδ
. (2.11)
Also from Lemma 1, since x(t)/t is strictly decreasing, we have
x
(
τ(t)
)
/xσ (t) τ(t)/σ (t) and x(t)/xσ (t) C(t), (2.12)
where C(t) := t/σ (t). Substituting from (2.11) and (2.12) into (2.10), we obtain
w −δσ Kpτ
σ
+ δ

δ
w + δσ (ra) − δσ rC
[[
w
rδ
]2
+ a2 − 2aw
rδ
]
= −δσ Kpτ
σ
+ δ

δ
w + δσ (ra) − Cδ
σw2
rδ2
− δσ rCa2 + 2δ
σCa
δ
w
= −δσψ + δ
σ
δ
[
δ
δσ
+ 2aC
]
w − Cδ
σ
rδ2
w2,
where ψ = Kpτ
σ
− (ar) + ra2C. Then, we have
w −δσψ + δ
σC1
δ
w − δ
σC
rδ2
w2. (2.13)
Evaluating both sides of (2.13) at s, multiplying by H(σ(t), σ (s)) and integrating we get
t∫
H
(
σ(t), σ (s)
)
δσ (s)ψ(s)st2
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t∫
t2
H
(
σ(t), σ (s)
)
w(s)s +
t∫
t2
δσ (s)H(σ(t), σ (s))C1(s)
δ(s)
w(s)s
−
t∫
t2
C(s)H(σ(t), σ (s))δσ (s)
r(s)δ2(s)
w2(s)s. (2.14)
Integrating by parts and using the fact that H(σ(t), t) = 0, we get
t∫
t2
H
(
σ(t), σ (s)
)
w(s)s = −H (σ(t), t2)w(t2) −
t∫
t2
Hs
(
σ(t), s
)
w(s)s.
Substituting this into (2.14), we have
t∫
t2
H
(
σ(t), σ (s)
)
δσ (s)ψ(s)s
H
(
σ(t), t2
)
w(t2) −
t∫
t2
H
(
σ(t), σ (s)
)C(s)δσ (s)
r(s)δ2(s)
w2(s)s
+
t∫
t2
H
(
σ(t), σ (s)
)
A(t, s)w(s)s. (2.15)
This implies, after completing the square, that
t∫
t2
H¯ (t, s)δσ (s)ψ(s)s
H
(
σ(t), t2
)
w(t2) +
t∫
t2
H¯ (t, s)
r(s)δ2(s)A2(t, s)
4C(s)δσ (s)
s.
But, then
1
H(σ(t), t2)
t∫
t2
H¯ (t, s)δσ (s)
[
ψ(s) − 1
4
(
δ(s)
δσ (s)
)2
r(s)A2(t, s)
4C(s)
]
s w(t2),
which contradicts (2.6). 
From Theorem 1 by choosing the function H(t, s), appropriately, we can obtain different
sufficient conditions for oscillation of (1.6). For instance, if we define a function h(t, s) by
Hs
(
σ(t), s
)= −h(t, s)
√
H
(
σ(t), σ (s)
)
, (2.16)
we have the following oscillation result. Note that when T = R, we have H(t, σ (s)) = H(t, s)
and when T = N, we have H(t, σ (s)) = H(t, s + 1).
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, and there is a differentiable function δ(t)
such that for sufficiently large t1
lim sup
t→∞
1
H(σ(t), t1)
t∫
t1
H¯ (t, s)δσ (s)
[
ψ(s) − φ(t, s)]s = ∞, (2.17)
where H¯ (t, s), ψ(s), C(s) and φ(t, s) are as in Theorem 1, and A(t, s) simplifies to
A(t, s) = δ
σ (s)C1(s)
δ(s)
− h(t, s)√
H¯ (t, s)
,
then every solution of (1.6) is oscillatory on [t0,∞)T.
From Theorem 1 and Corollary 1, we can establish different sufficient conditions for the os-
cillation of (1.6) by using different choices of δ(t) and a(t). For instance, if we consider δ(t) = t ,
a(t) = 1
t
and define H(t, s) for t0  s  σ(t) by H(σ(t), t) = 0 and H(t, s) = 1 otherwise, then
we get the following oscillation result.
Corollary 2. Assume that (2.1) and (2.2) hold, and for sufficiently large t1
lim sup
t→∞
t∫
t1
[
Kp(s)τ (s) − σ(s)
(
r(s)
s
)
− 5r(s)
4s
]
s = ∞, (2.18)
then every solution of (1.6) is oscillatory on [t0,∞)T.
If in Theorem 4 we choose a(t) and δ(t) such that
a(t) = −σ(t)δ
(t)
2tδσ (t)
, (2.19)
we have C1(t) = 0 and from Corollary 1 we have the following oscillation result for (1.6).
Corollary 3. Assume that (2.1) and (2.2) hold, H ∈ 
, and h is defined by (2.16), and there is a
positive differentiable function δ(t) such that for t1 sufficiently large
lim sup
t→∞
1
H(σ(t), t1)
t∫
t1
[
H¯ (t, s)δσ (s)ψ(s) − σ(s)δ
2(s)r(s)h2(t, s)
4sδσ (s)
]
s = ∞, (2.20)
then every solution of (1.6) is oscillatory on [t0,∞)T.
If we define H(t, s) for t0  s  σ(t) by H(σ(t), t) = 0 and H(t, s) = 1 otherwise,
H(t, s) = 1; and a(t) and δ(t) such that (2.19) holds, we have C1(t) = 0, h(t, s) = 0 and from
Corollary 3 we have the following oscillation result for (1.6).
Corollary 4. Assume that (2.1), (2.2), and (2.19) hold. Furthermore assume that for sufficiently
large t1
lim sup
t→∞
t∫
δσ (s)ψ(s)s = ∞,t1
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ψ(s) = Kp(s)τ (s)
σ (s)
− (r(s)a(s)) + sr(s)a2(s)
σ (s)
,
then every solution of (1.6) is oscillatory on [t0,∞)T.
From Corollary 4, we can also establish different sufficient conditions for the oscillation of
(1.6) by using different choices of δ(t). For instance, if δ(t) = t then a(t) = − 12t and if δ(t) = t2,
then a(t) = − t+σ(t)2tσ (t) , and from Corollary 4 we have the following oscillation results respectively.
Corollary 5. Assume that (2.1) and (2.2) hold. If for sufficiently large t1
lim sup
t→∞
t∫
t1
σ(s)ψ(s)s = ∞, (2.21)
where in this case,
ψ(s) = Kp(s)τ (s)
σ (s)
+ 1
2
(
r(s)
s
)
+ r(s)
4σ(s)s
,
then every solution of (1.6) is oscillatory on [t0,∞)T.
Corollary 6. Assume that (2.1) and (2.2) hold. If for sufficiently large t1
lim sup
t→∞
t∫
t1
(
σ(s)
)2
ψ(s)s = ∞, (2.22)
where, in this case,
ψ(s) := Kp(s)τ (s)
σ (s)
+
(
(s + σ(s))r(s)
2sσ (s)
)
+ r(s)(s + σ(s))
2
4s(σ (s))3
,
then every solution of (1.6) is oscillatory on [t0,∞)T.
In the following we consider (1.6), when r does not satisfy (2.1), i.e., when
∞∫
t0
1
r(t)
t < ∞. (2.23)
We start with the following auxiliary result, whose proof is similar to that which can be found in
[13], and so is omitted.
Lemma 2. Assume (2.23) holds, and
∞∫
t0
1
r(t)
t∫
t0
p(s)st = ∞. (2.24)
Suppose that x is a nonoscillatory solution of (1.6) such that there exists t1 ∈ T with
x(t)x(t) < 0 for all t  t1.
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lim
t→∞x(t) = 0.
Using Lemma 2, we can derive the following criterion.
Theorem 2. Let the assumptions (2.23) and (2.24) hold, and assume H ∈ 
. If there exists a
function a(t) and a positive differentiable function δ(t) such that (2.6) holds, then every solution
of (1.6) is oscillatory or converges to zero as t → ∞.
Following Corollaries 1–6 we can obtain more examples similar to those above. The details
are left to the reader.
3. Applications
In this section we apply the oscillation results to different types of time scales and establish
some oscillation criteria for Eqs. (1.7)–(1.10). We start with the case when T = R, then we have
from Theorem 1 the following oscillation result for the differential equation (1.7).
Theorem 3. Assume that
∞∫
t0
dt
r(t)
= ∞, (3.1)
and
∞∫
t0
τ(s)p(s) ds = ∞. (3.2)
Furthermore, assume that there exist a differentiable function a(t) and a positive differentiable
function δ(t) such that for sufficiently large t1
lim sup
t→∞
1
H(t, t1)
t∫
t1
H(t, s)δ(s)
[
ψ(s) − 1
4
r(s)A2(t, s)
]
ds = ∞, (3.3)
where
A(t, s) = C1(s) +
∂H(t,s)
∂s
H(t, s)
, C1(s) = δ
′(s)
δ(s)
+ 2a(s), (3.4)
and
ψ(s) = Kp(s)τ (s)
s
− (ar)′(s) + r(s)a2(s).
Then every solution of the differential equation (1.7) is oscillatory.
From Theorem 3 by choosing h(t, s) so that ∂
∂s
H(t, s) = −h(t, s)√H(t, s), and taking a(t) =
− δ′(t) we get the following result.2δ(t)
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 and define h(t, s) by ∂
∂s
H(t, s) =
−h(t, s)√H(t, s). Assume there is a differentiable function δ(t) such that for sufficiently large t1
lim sup
t→∞
1
H(t, t1)
t∫
t1
[
H(t, s)δ(s)ψ(s) − 1
4
δ(s)r(s)h2(t, s)
]
ds = ∞, (3.5)
where
ψ(s) = Kp(s)τ (s)
s
+ 1
2
(
r(s)δ′(s)
δ(s)
)′
+ r(s)
(
δ′(s)
2δ(s)
)2
,
then every solution of the delay differential equation (1.7) oscillates.
If we let τ(t) = t in Corollary 7 we get a result by Li [17].
Letting H(t, s) = 1 for t0  s < t and H(t, t) = 0 in Corollary 7 we get the following result.
Corollary 8. Assume that (2.1) and (2.2) hold and there exists a differentiable function δ(t) such
that for sufficiently large t1
lim sup
t→∞
t∫
t1
δ(s)
[
Kp(s)τ (s)
s
+ 1
2
(
r(s)δ′(s)
δ(s)
)′
+ r(s)
(
δ′(s)
2δ(s)
)2]
ds = ∞,
then every solution of the delay differential equation (1.7) is oscillatory on [t0,∞).
Letting δ(t) = t in Corollary 8 we get the following result.
Corollary 9. Assume that (2.1) and (2.2) hold. If for sufficiently large t1
lim sup
t→∞
t∫
t1
[
Kp(s)τ (s) + s
2
(
r(s)
s
)′
+ r(s)
4s
]
ds = ∞, (3.6)
then every solution of the delay differential equation (1.7) is oscillatory on [t0,∞).
Letting δ(t) = t2 in Corollary 8 we get the following result.
Corollary 10. Assume that (2.1) and (2.2) hold. If for sufficiently large t1
lim sup
t→∞
t∫
t1
[
Ksp(s)τ (s) + s2
(
r(s)
s
)′
+ r(s)
]
ds = ∞, (3.7)
then every solution of the delay differential equation (1.7) is oscillatory on [t0,∞).
Now we apply our results in Section 2 to the time scale T = N and establish some oscillation
criteria for the delay difference equation (1.8). From Theorem 1 we get the following result.
Theorem 4. Assume that
∞∑ 1
r(t)
= ∞, (3.8)t=t0
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∞∑
t=t0
τ(t)p(t) = ∞. (3.9)
Furthermore, assume that there exists a sequence a(t) and a positive sequence δ(t) such that for
sufficiently large integers t1
lim sup
t→∞
1
H(t + 1, t1)
t−1∑
s=t1
H(t + 1, s + 1)δ(s + 1)[ψ(s) − φ(t, s)]= ∞, (3.10)
where
ψ(s) = Kp(s)τ (s)
s + 1 − 
(
a(s)r(s)
)+ sr(s)a2(s)
s + 1 ,
φ(t, s) = (s + 1)r(s)δ
2(s)A2(t, s)
4sδ2(s + 1) ,
and
A(t, s) = δ(s + 1)C1(s)
δ(s)
+ H(t + 1, s + 1) − H(t + 1, s)
H(t + 1, s + 1) ,
where
C1(s) := δ(s)
δ(s + 1) + 2
sa(s)
s + 1 .
Then every solution of the delay difference equation (1.8) is oscillatory on N.
From Theorem 4 by choosing h(t, s) so that
sH(t + 1, s) = −h(t, s)
√
H(t + 1, s + 1), (3.11)
we have the following result.
Corollary 11. Assume that (3.8), (3.9) hold and let H ∈ 
 such that (3.11) holds. If there exist
a sequence a(t) and a positive sequence δ(t) such that for sufficiently large integers t1, (3.10)
holds where ψ , φ, and C1 are as in Theorem 4, where
A(t, s) := δ(s + 1)C1(s)
δ(s)
− h(t, s)√
H(t + 1, s + 1) ,
then every solution of the delay difference equation (1.8) is oscillatory on N.
From Theorem 4 and Corollary 11, we can establish different sufficient conditions for the
oscillation of (1.7) by using different choices of H(t, s), δ(t) and a(t). For instance, if we let
δ(t) = t , a(t) = 1
t
and H(t, s) = 1 for t > s  t0, and H(t + 1, t) = 0 in Theorem 4, we get the
following oscillation result.
Corollary 12. Assume that (3.8) and (3.9) hold. Furthermore, assume that for sufficiently large
integers t1
lim sup
t→∞
t−1∑
s=t1
[
Kp(s)τ (s) − (s + 1)
(
r(s)
s
)
− 5
4
r(s)
s
]
s = ∞, (3.12)
then every solution of the delay difference equation (1.8) is oscillatory on N.
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a(t) = − (t + 1)δ(t)
2tδ(t + 1) , (3.13)
we have C1(t) = 0 and we obtain the following result from Corollary 11.
Corollary 13. Assume that (3.8) and (3.9) hold and let H ∈ 
 such that (3.11) and (3.13) hold.
If for t1 sufficiently large
lim sup
t→∞
1
H(t + 1, t1)
t−1∑
s=t1
H(t + 1, s + 1)δ(s + 1)[ψ(s) − φ(t, s)]= ∞, (3.14)
where
φ(t, s) = 1
4
(
δ(s)
δ(s + 1)
)2
(s + 1)r(s)h2(t, s)
sH(t + 1, s + 1) ,
then every solution of the delay difference equation (1.8) is oscillatory on N.
From Corollary 13 we have, taking H(t, s) = 1 for t0  s  t and H(t +1, t) = 0, the follow-
ing oscillation result for the delay difference equation (1.8).
Corollary 14. Assume that (3.8) and (3.9) hold and there is a sequence a(t) and a positive
sequence δ(t) such that (3.13) holds. If for sufficiently large integers t1
lim
t→∞ sup
t−1∑
s=t0
δ(s + 1)
[
Kp(s)τ (s)
s + 1 − 
(
r(s)a(s)
)+ sr(s)a2(s)
s + 1
]
= ∞,
then every solution of the delay difference equation (1.8) is oscillatory on N.
Letting δ(t) = t and a(t) = − 12t in Corollary 14 we get the following result.
Corollary 15. Assume that (3.8) and (3.9) hold. Furthermore assume that for sufficiently large
integers t1
lim sup
t→∞
t−1∑
s=t1
[
Kp(s)τ (s) + s + 1
2

(
r(s)
s
)
+ r(s)
4s
]
= ∞, (3.15)
then every solution of the delay difference equation (1.8) is oscillatory on N.
Letting δ(t) = t2 and a(t) = − 2t+12t (t+1) in Corollary 14 we get the following result.
Corollary 16. Assume that (3.8) and (3.9) hold. Furthermore assume that for sufficiently large
integers t1
lim sup
t→∞
t−1∑
s=t1
(s + 1)2
[
Kp(s)τ (s)
s + 1 + 
(
(2s + 1)r(s)
2s(s + 1)
)
+ r(s)(2s + 1)
2
4s(s + 1)3
]
= ∞, (3.16)
then every solution of the delay difference equation (1.8) is oscillatory on N.
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lows easily by applying Theorem 1 for the time scale T = [qn0,∞)qN0 , q > 1.
Theorem 5. Assume that
∞∑
k=n0
μ
(
qk
) 1
r(qk)
= ∞, (3.17)
and
∞∑
k=k0
μ
(
qk
)
τ
(
qk
)
p
(
qk
)= ∞. (3.18)
Furthermore, assume that there exists a positive sequence δ(t) such that for sufficiently large
integers n1
lim sup
n→∞
1
H(qn+1, qn1)
n−1∑
k=n1
qnH
(
qn+1, qk+1
)
δ
(
qk+1
)[
ψ
(
qk
)− φ(qn, qk)]= ∞, (3.19)
where
φ(t, s) = qr(s)δ
2(s)A2(t, s)
4δ2(qs)
,
A(t, s) = δ(qs)C1(s)
δ(s)
+ H
s (qt, s)
H(t, qs)
, C1(s) := δ
s (s)
δ(qs)
+ 2a(s)
q
,
and
ψ(s) := Kp(s)τ (s)
qs
− (r(s)a(s))s + r(s)
q
a2(s).
Then every solution of the delay q-difference equation (1.10) is oscillatory on [t0,∞)T.
As we did above one can deduce several new oscillation criteria for the delay q-difference
equation (1.10) from Theorem 5, which we leave to the interested reader.
4. Examples
In this section, we give some examples to illustrate the main results.
Example 1. If
β  k lim sup
t→∞
σ(t)
τ (t)
, where k >
1
4
,
then the Euler–Cauchy delay dynamic equation
x(t) + β
tσ (t)
x
(
τ(t)
)= 0, (4.1)
is oscillatory on [t0,∞)T. To verify this result we will apply Corollary 5. Here r(t) = 1, p(t) =
β
tσ (t)
. It is clear that (2.1) and (2.2) hold and f (u) = u, so that K = 1. It remains to prove that
the condition (2.21) holds. In this case (2.21) reads
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t→∞
t∫
t1
σ(s)
[
β
sσ(s)
τ (s)
σ (s)
+ 1
2
(
1
s
)
+ 1
4σ(s)s
]
s
= lim sup
t→∞
t∫
t1
σ(s)
[
β
sσ(s)
τ (s)
σ (s)
− 1
4
1
σ(s)s
]
s
= lim sup
t→∞
t∫
t1
[
β
τ(s)
σ (s)
− 14
s
]
s = ∞,
provided that β  k lim supt→∞ σ(t)τ (t) , where k >
1
4 , and hence Eq. (4.1) is oscillatory on [t0,∞)T.
In particular, if T = R, t0 > 0, and the delay is the constant delay τ(t) = t − δ, where δ > 0, then
if β > 14 , Eq. (4.1) is oscillatory; if T = Z, t0 = 1, and the delay is the constant delay τ(t) = t −n,
n a positive integer, then if β > 14 , Eq. (4.1) is oscillatory; and finally if T = qZ ∪ {0}, t0 = 1,
and the delay function is τ(t) = ρn(t) = t
qn
, where n is a positive integer, then if β > 14q
n+1
,
Eq. (4.1) is oscillatory.
Example 2. Consider the dynamic delay equation
x(t) + β
tτ(t)
x
(
τ(t)
)= 0, (4.2)
for t ∈ [1,∞)T. Here r(t) = 1, p(t) = βτ(t)t . We will apply Corollary 5. It is clear that (2.1) and
(2.2) hold and f (u) = u, so that K = 1. It remains to prove that the condition (2.21) holds. In
this case (2.21) reads
lim sup
t→∞
t∫
t1
σ(s)
[
β
τ(s)s
τ (s)
σ (s)
+ 1
2
(
1
s
)
+ 1
4σ(s)s
]
s
= lim sup
t→∞
t∫
t1
σ(s)
[
β
τ(s)s
τ (s)
σ (s)
− 1
4
1
σ(s)s
]
s
= lim sup
t→∞
t∫
t1
[
β − 14
s
]
s = ∞,
provided that β > 14 .
Example 3. Consider the delay differential equation
(
tαx′(t)
)′ + β
tητ (t)
x
(
τ(t)
)= 0, (4.3)
for t ∈ [1,∞)R, β > 0. If 0 < α  1, 0 η  1, and if either α + η < 1 or α + η  1 and 12 <
α  1, then by Corollary 9, every solution of the delay differential equation (4.3) is oscillatory
on [1,∞). Using Corollary 5 it is easy to see that the corresponding delay dynamic equation
(
tαx(t)
) + β
tητ (t)
x
(
τ(t)
)= 0
is oscillatory on [t0,∞)T, if 0 < α < 1, 0 η < 1, and α + η < 1.
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(
tαx′(t)
)′ + β
tγ+η
x
(
tη
)= 0, (4.4)
for t ∈ [1,∞)R, where β > 0 and 0 < η  1. Using Theorem 2 it is easy to show that if γ < 0,
α+γ < 1, 0 < γ +η < 1, α > 1, and α+γ +η < 2, then every solution of the delay differential
equation (4.4) is oscillatory on [1,∞) or converges to zero. In particular if β > 0, γ = − 12 ,
η = 34 and 1 < α < 74 , then every solution of the delay differential equation (4.4) is oscillatory on[1,∞) or converges to zero.
References
[1] R.P. Agarwal, M. Bohner, D. O’Regan, A. Peterson, Dynamic equations on time scales: A survey, in: R.P. Agarwal,
M. Bohner, D. O’Regan (Eds.), J. Comput. Appl. Math. 141 (1–2) (2002) 1–26 (special issue on dynamic equations
on time scales) (Preprint in Ulmer Seminare 5).
[2] R.P. Agarwal, M. Bohner, S.H. Saker, Oscillation of second order delay dynamic equations, Can. Appl. Math. Q. 13
(2005) 1–18.
[3] R.P. Agarwal, D. O’Regan, S.H. Saker, Oscillation criteria for second-order nonlinear neutral delay dynamic equa-
tions, J. Math. Anal. Appl. 300 (2004) 203–217.
[4] R.P. Agarwal, D. O’Regan, S.H. Saker, Oscillation criteria for nonlinear perturbed dynamic equations of second-
order on time scales, J. Appl. Math. Comput. 20 (2006) 133–147.
[5] R.P. Agarwal, D. O’Regan, S.H. Saker, Properties of bounded solutions of nonlinear dynamic equations on time
scales, Can. Appl. Math. Q., in press.
[6] E. Akin Bohner, M. Bohner, S.H. Saker, Oscillation criteria for a certain class of second order Emden–Fowler
dynamic equations, Electron. Trans. Numer. Anal., in press.
[7] M. Bohner, A. Peterson, Dynamic Equations on Time Scales: An Introduction with Applications, Birkhäuser,
Boston, 2001.
[8] M. Bohner, S.H. Saker, Oscillation of second order nonlinear dynamic equations on time scales, Rocky Mountain
J. Math. 34 (2004) 1239–1254.
[9] M. Bohner, S.H. Saker, Oscillation criteria for perturbed nonlinear dynamic equations, Math. Comp. Modelling 40
(2004) 249–260.
[10] L. Erbe, Oscillation criteria for second order linear equations on a time scale, Can. Appl. Math. Q. 9 (2001) 1–31.
[11] L. Erbe, A. Peterson, Riccati equations on a measure chain, in: G.S. Ladde, N.G. Medhin, M. Sambandham (Eds.),
Proc. Dyn. Syst. Appl., vol. 3, Atlanta, 2001, Dynamic Publishers, 2001, pp. 193–199.
[12] L. Erbe, A. Peterson, Boundedness and oscillation for nonlinear dynamic equations on a time scale, Proc. Amer.
Math. Soc. 132 (2004) 735–744.
[13] L. Erbe, A. Peterson, S.H. Saker, Oscillation criteria for second-order nonlinear dynamic equations on time scales,
J. London Math. Soc. 67 (2003) 701–714.
[14] L. Erbe, A. Peterson, S.H. Saker, Asymptotic behavior of solutions of a third-order nonlinear dynamic equation on
time scales, J. Comput. Appl. Math. 181 (2005) 92–102.
[15] L. Erbe, A. Peterson, S.H. Saker, Kamenev-type oscillation criteria for second-order linear delay dynamic equations,
Dynam. Systems Appl. 15 (2006) 65–78.
[16] S. Hilger, Analysis on measure chains—a unified approach to continuous and discrete calculus, Results Math. 18
(1990) 18–56.
[17] H.J. Li, Oscillation criteria for second order linear differential equations, J. Math. Anal. Appl. 194 (1995) 312–321.
[18] S.H. Saker, New oscillation criteria for second-order nonlinear dynamic equations on time scales, Nonlinear Funct.
Anal. Appl. 11 (2006) 351–370.
[19] S.H. Saker, Oscillation of nonlinear dynamic equations on time scales, Appl. Math. Comput. 148 (2004) 81–91.
[20] S.H. Saker, Oscillation criteria of second-order half-linear dynamic equations on time scales, J. Comput. Appl.
Math. 177 (2005) 375–387.
[21] S.H. Saker, Boundedness of solutions of second-order forced nonlinear dynamic equations, Rocky Mountain J.
Math., in press.
522 L. Erbe et al. / J. Math. Anal. Appl. 333 (2007) 505–522[22] S.H. Saker, Oscillation of second-order forced nonlinear dynamic equations on time scales, Electron. J. Qual. The-
ory Differ. Equ. 23 (2005) 1–17.
[23] Y. Sahiner, Oscillation of second-order delay differential equations on time scales, Nonlinear Anal. 63 (2005) 1073–
1080.
[24] B.G. Zhang, Z. Shanliang, Oscillation of second-order nonlinear delay dynamic equations on time scales, Comput.
Math. Appl. 49 (2005) 599–609.
