In the past decades the Gn,p model of random graphs, introduced by Erdős and Rényi in the 60's, has led to numerous beautiful and deep theorems. A key feature that is used in basically all proofs is that edges in Gn,p appear independently. The independence of the edges allows, for example, to obtain extremely tight bounds on the number of edges of Gn,p and its degree sequence by straightforward applications of Chernoff bounds. This situation changes dramatically if one considers graph classes with structural side constraints. For example, in a random planar graph Rn (a graph drawn uniformly at random from the class of all labeled planar graphs on n vertices) the edges are obviously far from being independent. Consequently, so far basically all results about properties of random graphs with structural side constraints rely on completely different methods, mostly from analytic combinatorics.
Introduction & Results
Dissections and triangulations of a convex n-gon are well-studied objects. A dissection is a partition of the polygon into polygonal regions by means of noncrossing diagonals. Triangulations are a special case of dissections, where all regions are triangles. It is a simple and standard exercise in any combinatorics course to obtain that the number of triangulations t n is equal to the (n − 2)nd Catalan number, i.e. t n+2 = 1 n+1 2n n . The number of dissections d n , however, is a much harder object. While an explicit formula involving a sum over products of binomial coefficients belongs to the classical repertoire of advanced combinatorics, see e.g. [2] , an asymptotic formula was obtained only a few years ago by Flajolet and Noy [4] , who showed that d n ∼ cn = 0.1716. If we advance to the question of properties of a random dissection or triangulation (which is meant to denote a dissection/triangulation drawn uniformly at random from the class of all dissections respectively triangulations of a given convex n-gon), practically nothing seems to be known for dissections. For a random triangulation Gao and Wormald used deep methods from analytic combinatorics to determine in [7] the limiting distribution of the maximum vertex degree, and obtain quite precise bounds on the number of vertices of degree k in [8] . (Those papers and in addition [9] also study these and related questions for more general types of triangulations.)
The main reason why these questions are so difficult is that contrary to the standard Erdős and Rényi model of random graphs G n,p , in random dissection and triangulations (and other graph classes with structural side constraints) the edges are not independent. Therefore most tools from classical random graph theory are not applicable in this context.
In this paper we show that recent progress in the construction of so-called Boltzmann samplers by Duchon, Flajolet, Louchard, and Schaeffer [3] and Fusy [6] can be used to reduce the study of degree sequences and subgraph counts to properties of sequences of independent and identically distributed random variables -to which we can apply standard Chernoff bounds to obtain extremely tight results.
Our results. Let LD n denote the class of dissections of labeled convex n-gons, and let LD n be a graph drawn uniformly at random from LD n . For a labeled dissection LD we shall denote by deg (ℓ; LD) the number of vertices in LD with degree ℓ. Note that then deg (ℓ; LD n ) is a random variable. In our first theorem we determine its asymptotic value and provide very tight bounds for the tail probabilities. For brevity we write "(1 ± ε)X" to denote the interval ((1 − ε)X, (1 + ε)X). Theorem 1.1. Let d k := (k − 1)p 2 (1 − p) k−2 , where p := 2 − √ 2, and let k 0 = k 0 (n) be the largest integer such that d k0 n > (log n) 3 . There is a constant C > 0 such that for every ε > 0 the following holds for 132 sufficiently large n. For every k ≤ k 0
Furthermore, if k ∈ [k 0 + 1, 10 log n], then P deg (k; LD n ) < (log n) 4 ≥ 1 − kn − log n .
For all remaining k we have P [deg (k; LD n ) = 0] → 1.
From Theorem 1.1 it is easy to derive information about the maximum vertex degree ∆(LD n ) of a random element from LD n .
Corollary 1.2. Let p := 2 − √ 2, and set b :
With our method it is not directly possible to improve this result, but we believe that the maximum degree for a random element of LD n is given by the lower bound. 
Next we turn to subgraph counts. For an unlabeled dissection H we denote by copy (H; LD) the number of induced copies of H in LD. Theorem 1.4. Let H be an unlabeled dissection on n H vertices, such that n H = o(log n). Denote by r H the number of different ways to root on an edge the external face of H. Let c H := 2 . There is a constant 0 < C < 1 such that for every 0 < ε < 1 and n sufficiently large we have
For triangulations we obtain similar results, except that some constants change. Let LT n denote the class of triangulations of labeled convex n-gons and let LT n be a graph drawn uniformly at random from LT n . Theorem 1.5. For a random triangulation LT n Theorem 1.1 holds with LD n replaced by LT n , if we let p := 1/2 instead of p := 2 − √ 2. Similarly, if H denotes an unlabeled triangulation on n H vertices, then Theorem 1.4 holds for LT n if we let p := 1/2, and q := 1/2.
Note that for p = 1/2 we have d k = (k − 1)2 −k . For triangulations these values for the expected number of vertices of degree k were already determined by Gao and Wormald in [8] . However, for small k our bounds on the deviation probabilities are much tighter. In particular, note that for constant k our tail bounds are of the form e −Θ(n) , which is comparable to what we are used to from classical random graph theory.
Techniques & Outline. Let D be the class of edge-rooted, unlabeled dissections of convex polygons. The root is an oriented edge, such that the face containing all vertices is on its right side. It is easy to see that every edge-rooted, unlabeled dissection with n ≥ 3 vertices gives raise to precisely (n−1)! 2 distinct labeled dissections. Hence the degree sequence of a random labeled dissection equals the degree sequence of a random edge-rooted, unlabeled dissection; the same holds obviously for the subgraph count. Formally, we have the following statement. Theorem 1.6. For a random edge-rooted unlabeled dissection D n Theorem 1.1 and Theorem 1.4 hold if we replace LD n with D n .
The above discussion can easily be adapted for the case of triangulations, where T is the class of edgerooted unlabeled triangulations -we omit the obvious details.
The greatest benefit of "switching" from LD to D (and similarly from LT to T ) is that the classes D and T allow a so-called decomposition, which is a unique description in terms of general-purpose combinatorial constructions (see Section 3). These constructions appear frequently in modern systematic approaches for asymptotic enumeration and random sampling of several combinatorial structures. It is beyond the scope of this paper to survey these results, and we refer the reader to [5] and references therein for a detailed exposition.
One advantage of the knowledge of the decomposition is that it allows us to develop mechanically algorithms that sample objects from the graph class in question by using the framework of Boltzmann samplers. This framework was introduced by Duchon et al. in [3] , and was extended by Fusy [6] to obtain an (expected) linear time sampler for planar graphs. Our main contribution here is to exploit such samplers to reduce in a very general way the problems of determining the degree sequence and counting small subgraphs to properties of independent random variables, see Section 3.
We shall now give a short review of the concept of Boltzmann samplers, tailored to our intended application. Let G be a class of unlabeled graphs, and let G n the subset of graphs in G with n vertices. We will write g n := |G n |. Let G(x) = n≥0 g n x n be the ordinary generating function of G. In the Boltzmann model of parameter x, we assign to any object γ ∈ G the probability
if the expression above is well-defined. A Boltzmann sampler ΓG(x) for G is an algorithm that generates graphs from G according to (1.1). In [3] several general procedures, which translate common combinatorial construction rules like union, set, etc. into Boltzmann samplers are given. Notice that the probability above only depends on the choice of x and on the size of γ, such that every object of the same size has the same probability of being generated. This means that if we condition on the output being of a certain size n, then the Boltzmann sampler is a uniform sampler of the class G n . The parameter x "tunes" the expected size of the output, and the larger we make it, the larger the expected size of a random object from G becomes. The remainder of the paper is structured as follows. The next section presents a few facts about Boltzmann samplers that we are going to exploit later. In Section 3 we first introduce the concept of predegree and postdegree, which are central to our work, and then construct and analyze a specific Boltzmann sampler for dissections. This will then allow us to prove Theorem 1.1. In Sections 3.3 and 4 we sketch how to modify this proof in order to obtain Theorems 1.4 and 1.5. Due to space limitations, many proofs are omitted or only briefly sketched. We refer to [1] for a long version of this paper.
Boltzmann Samplers
Let us state two simple facts which we are going to apply several times. The first fact says that as long as the probability (1.1) is not too small for large |γ|, we can construct by rejection an efficient sampler that always outputs an object of the desired size with high probability. In fact, suppose that for a class of graphs G the corresponding ordinary generating function G(x) becomes singular at ρ G , and that the value G(ρ G ) is finite. Moreover, suppose that there exist constants c, α > 0 such that
Finally, let ΓG(ρ G ) be a sampler that generates graphs according to distribution (1.1) with x = ρ G . With this notation, consider the following simple algorithm.
Proposition 2.1. Let G be a class of graphs and c, α > 0 constants such that
Proof. Since the calls to ΓG(ρ G ) are independent we may estimate with much room to spare
The second statement follows immediately from the fact that
In other words, ΓG(n) will succeed with high probability, and is in fact a uniform sampler for graphs from G n . The second proposition states that if we can prove that the probability that a random object generated by ΓG(n) has a property with probability at least p, then a graph drawn uniformly at random from G n has that property with a slightly smaller probability. The proof is a straightforward application of the proposition above.
Proposition 2.2. Let G be a class of graphs and ΓG be its corresponding sampler as above. Furthermore, let P ⊂ G and suppose that there is a p > 0 such that
Dissections of Convex Polygons
In the remainder of the paper we shall denote with slight abuse of notation by a "dissection" an edge-rooted, unlabeled dissection. Recall that the root of a dissection is an oriented edge, such that the face containing all vertices is on its right side. A dissection is then either a single edge, or an (ordered) sequence of i ≥ 2 dissections along the face containing the root edge, where i−1 pairs of vertices are glued together, see Figure 1 . This yields that the ordinary generating function D(x) enumerating dissections satisfies (see also [4] for a more general treatment)
It is easy to see that D becomes singular at
= 0.1716, and sophisticated tools from analytic combinatorics (see [4] ) yield that there is a constant c > 0 such that
Before we proceed we shall make a few important definitions. For an edge-rooted dissection D we will denote by the root vertex of D the tail of the root edge of D, and by end vertex the head of the root edge. Furthermore, we shall denote by rdeg (D) the degree of the root vertex of D.
Let us now consider for a dissection D its internal dual graph T D (see Figure 2 for an illustration), in which we add a vertex for every face of D except for the outer one, and connect two vertices if the corresponding faces share an edge in D. The dual graph is a rooted tree, where the root is the vertex corresponding to the face containing the root edge of D. For a vertex v of D, let f v ∈ V (T D ) be that vertex in the dual graph that corresponds to a face that contains v, and among all such vertices is that vertex which is closest to the root of T D . We call f v the characteristic vertex of v in T D . Let e 1 (v) and e 2 (v) be the two edges on the outer face of D that are incident to v, where e 1 (v) is the first that is encountered when transversing the outer face of D in the direction of its root edge. Observe that the face corresponding to f v partitions the edges incident to v in two parts, one containing e 1 (v), the other containing e 2 (v). We define the predegree pred (v; D) of v as the number of edges in the part containing e 1 (v), while the postdegree postd (v; D) of v is defined as the number of edges in the part containing e 2 (v). We will simply write pred (v) and postd (v) if it is clear of which dissection we are talking about. Finally, let pred (ℓ; D) be the number of vertices with predegree ℓ in D, and define postd (ℓ; D) similarly.
Notice that the sum of predegree and postdegree of a vertex is exactly equal to the degree of the vertex. As we will see in the following subsections, these two parameters are much easier to handle than counting directly vertices with a fixed degree in random dissections.
Before we present the details of our analysis we shall collect some properties of the predegree and postdegree of vertex in a dissection. Recall that a dissection D is either a single oriented edge, or it consists of a cycle
which is rooted at the edge (v 1 , v ℓ ), and the edge {v i , v i+1 } is replaced by an edge-rooted dissection D i -see Figure 3 . Having this, we can easily prove the 
Proof. The statement is clearly true if D is a single edge. If D has at least 3 vertices, then the characteristic face of a vertex v in D i such that v ∈ {v i , v i+1 } is a face of D i . Similarly, the edges e 1 (v) and e 2 (v) needed for the definition of predegree and postdegree are edges of the border of D i . Hence, the predegree and postdegree of v depend only on D i , which proves the first statement. For the second one, observe that the characteristic vertex f v of v corresponds to the cycle C D . Its predegree is therefore precisely the degree of the root vertex of D i .
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Next we define an operation on the class D. Given a dissection D, this operation first reflects D at an axis perpendicular to the root edge (such that we obtain the same dissection, but the root edge will now have the outer face on its left side, i.e., the resulting graph is not an element of D), and then invert the direction of the root edge (so we obtain a graph in D). We will call this operation reflection-rotation, and denote it by rr (D). The following lemma is an immediate consequence of the definition of rr -we state it without proof. 
Furthermore, rr (·) is a 1-to-1 mapping from D n to D n , and rr (rr (D)) = D.
The remainder of this section is structured as follows. In Section 3.1 we will design a sampler for dissections of convex polygons, and prove some fundamental properties of it. Section 3.2 deals with the analysis of an execution of this sampler, which eventually yields the degree sequence of random dissections. Finally, in Section 3.3 we demonstrate how we can obtain tight estimates for the number of (small) subgraphs.
A Sampler for Dissections
According to the decomposition of the class of dissections (Figure 1 ) and the translation rules in [3] , a Boltzmann sampler for D starts with a cycle of a certain length (given by an appropriate probability distribution), and then substitutes every edge distinct from the root edge with another randomly generated dissection. More formally, define the cycle distribution Cyc (x) with parameter x by (3.2)
Then the sampler ΓD(x) for D is given by the following algorithm.
The next lemma follows directly from the compilation rules in [3] .
With the above result we obtain straightforwardly an asymptotic estimate for the probability that ΓD(x) outputs an object of a given size.
Proof. By applying Lemma 3.3 and using the estimate
Observe that if we choose x = ρ D , then the lemma above states that the probability that ΓD(x) outputs an object of size n is proportional to n −3/2 . Thus, Proposition 2.1 guarantees the existence of an exact-size sampler ΓD(n), which performs n 3 independent calls to ΓD(ρ D ), and has probability of success at least 1 − e −n , i.e., it returns an empty graph ⊥ with probability at most e −n . The next lemma summarizes some key properties of ΓD(x) that we shall exploit later. 
v) For every k ≥ 1 the number of vertices different from the two endpoints of the root edge in D that have predegree k is equal to the quantity
and α i+j = 2 for 1 ≤ j < k .
Proof. Before we prove the statements, let us make an important observation. Suppose that when ΓD(x) finishes its execution, we draw the resulting dissection on the plane such that its root (i.e., the edge (v 1 , v ℓ ) generated in the very first call of ΓD(x)) is as demonstrated in Figure 1 , thus it is oriented from left to right. Then ΓD(x) has the property that it first generated the cycle that contains the root edge (v 1 , v ℓ ), and then generated the other parts of the dissection in clockwise order:
starting from the one which was attached to the edge (v 1 , v 2 ), then the one which was attached to (v 2 , v 3 ), and so on, always proceeding in a clockwise manner -cf. 
list). This proves i).
For the remainder of the proof we fix the following notation. We will assume that ΓD(x) outputs D j if and only if it used the sequence of random values A j = (α j,1 , . . . , α j,Nj ), and we will write (α 1 , · · · , α N ) ≡ (ℓ, A 1 , · · · , A ℓ−1 ), where ℓ ≥ 3.
To see ii), note that the statement is trivial if D is just an edge. Moreover, if D is composed, then by applying the induction hypothesis we may assume that |E(D j )| = N j for j = 1, . . . , ℓ − 1. But then we can derive
which is precisely ii).
The third statement of the lemma is easily seen to be true for dissections with two vertices. If D is composed, then by the induction hypothesis we have for all 1 ≤ j ≤ ℓ − 1 that
But then we may deduce that
where the first equality holds since the vertices v 2 , · · · , v ℓ−1 are counted in the sum twice.
In order to see iv), let us assume first that D is an oriented edge. Then it is easy to see that ΓD(x) will output D if and only if the first random value evaluates to 2 (and no other calls to ΓD(x) will be initiated). But the last quantity equals min 1≤i≤N {i | α i = 2}, as we have α 1 = ℓ ≥ 3 and by i) it follows that there is at least one element in the sequence A 1 that equals 2. This proves iv).
Finally, to prove v), we denote a vertex different from the endpoints of the root edge of a dissection as an inner vertex. Observe that v) is true for dissections which consist only of a single edge, as we then do not have any inner vertex. In every other case, due to the induction hypothesis we have that for all 1 ≤ j ≤ ℓ − 1, the number of inner vertices of D j that have predegree k is
and α j,i+x = 2 for 1 ≤ x < k .
In order to count the number of inner vertices with predegree k in γ we apply Lemma 3. 
To complete the proof, note that we know from i) that for all j we have α j,Nj = 2. As α 1 = ℓ > 2, the above quantity is thus equal to
Lemma 3.5 allows us to identify every dissection D with a sequence (α 1 , . . . , α N ) that generates it. Moreover, the probability that ΓD(x) outputs D is exactly equal to the probability that an (infinite) sequence (α 1 , α 2 , . . .), in which the α i 's are drawn independently according to (3.2) , starts with (α 1 , . . . , α N ). In order to study properties of a random dissection we will thus proceed in two steps: -establish a correspondence between properties of a dissection and properties of such sequences, -bound the probability that a random dissection has a specific property in terms of the probability that a sequence drawn according to (3.2) will have the corresponding property.
Note that the statements ii)-v) from Lemma 3.5 already contribute to the first part. We shall close this section with an additional lemma that will help us to further establish a correspondence between properties of dissections and properties of sequences of values. In order to formulate it we need some notation. From Lemma 3.5 we know that the α i 's that are equal to 2 play a special rôle: they determine the number of vertices in the dissection. In order to emphasize this we subdivide every sequence (α 1 , . . . , α N ) into blocks as follows. A block of size ℓ is a subsequence (α i+1 , . . . , α i+ℓ ) such that α i = α i+ℓ = 2 and α i+k > 2 for all k = 1, . . . , ℓ − 1. (For notational convenience we assume that α 0 ≡ 2 so that the sequence starts with a block; the value α 0 is never used by the sampler.)
In our final lemma of this section we establish how predegree and postdegree of a given vertex in D change during the execution of the sampler. To formulate the lemma we fix some more notation. Observe that ΓD(x) uses the values in the sequence A = (α 1 , α 2 , . . .) sequentially in order to generate a dissection. We denote by D i the dissection generated by ΓD(x) after having read the first i − 1 blocks of A. In particular, D 1 is just a single edge. Furthermore, denote by u 1 , . . . , u |V (D)| the vertices of D, where u 1 is the root vertex, and u i is the neighbor of u i−1 in clockwise direction around the border of D. Finally, let e i = {w i , w ′ i } be the edge on the border of D i which is going to be identified with the root edge of the dissection that will be generated in the current (recursive) call to ΓD(x), and let e 1 ≡ D 1 . Figure 3) . Observe that there exists indices
Recall that the sampler will start constructing the dissection D j after having completed the generation of D j−1 , as it serves the recursive calls in clockwise order around the root edge. In particular, therefore we have that D ij is the dissection consisting of D 1 , . . . , D j−1 , and the cycle surrounding the root face.
With this in mind, we see that the claims of the lemma follow for vertices not contained in the root face by applying the induction hypothesis and Lemma 3. 
The Degree Sequence of Random Dissections
In this section we shall prove Theorem 1.1. We start by quoting a simple version of the standard Chernoff bounds.
There is a constant C > 0 such that for every 0 < ε < 1
First we shall prove a lemma that is similar in spirit to Theorem 1.1, but considers just the predegrees instead of the full degrees of the vertices. Observe that statement v) of Lemma 3.5 provides a close connection between the number of vertices of predegree k and the number of blocks of length k in the input sequence (α 1 , α 2 , . . .) of the sampler ΓD(x). Observe also that the fact that the α i 's are sampled independently according to the distribution given in (3.2) implies that the length of a block is geometrically distributed. Now, by applying Proposition 2.1 we obtain that there is an algorithm that returns a dissection of size exactly n (or nothing), which exploits ΓD(x). By keeping track of the probabilities, both observations together will allow us to make precise statements regarding the number of vertices with a given predegree in random dissections of size n. (3.2) , and let ℓ 0 = ℓ 0 (n) be the largest integer such that p ℓ0 n > 1 9 (log n)
2 . There is a constant C > 0 such that for every 0 < ε < 1 the following holds for sufficiently large n.
be an (infinite) sequence of random variables which were drawn independently according to the distribution ( , where the probability is taken over the random choices in L.
With this in mind, by applying Lemma 3.4 and Proposition 2.1 we obtain that there is a sampling algorithm ΓD(n) which performs n 3 independent calls to ΓD(L) such that for each of these n 3 calls it uses a new list L i as defined in (3.4) .
In the sequel we define two events A and B such that their intersection implies the event "pred(ℓ; ΓD(n)) ∈ (1 ± ε)p ℓ n" if ℓ ≤ ℓ 0 . (We discuss at the end of the proof how we have to modify the event B in order to obtain the statements for ℓ > ℓ 0 .)
(B) For j ≥ 1, let N i,j be the position of the jth occurrence of the value "2" in the list L i , and for j ≥ 2 let ∆ i,j = N i,j −N i,j−1 . Furthermore, let X i,j be the indicator variable for the event "∆ i,j = ℓ".
Now assume that A and B occur simultaneously. Clearly, due to A there is an index i 0 such that ΓD(L i0 ) outputs a dissection with precisely n vertices. But then, due to Lemma 3.5 (statements iii) and v)), the number of vertices in the output of ΓD(L i0 ) that are different from the endpoints of its root edge and that have predegree ℓ is equal to
But this quantity equals precisely the variable X i0 defined in the event B. Hence, B implies that the number of vertices with predegree ℓ in the output of ΓD(n) is in the interval
whenever n is large enough.
In the sequel we will show that P[A] ≥ 1 − e −n and
Then the first part of the lemma follows:
for an appropriately chosen constant C > 0. The fact that P[A] ≥ 1 − e −n follows immediately from Proposition 2.1. To obtain the lower bound for the probability of B we first consider an arbitrary but fixed index 1 ≤ i ≤ n 3 . Observe that the fact that the α i 's are independent implies that the values ∆ i,2 , . . . , ∆ i,n−1 are independent. Furthermore note that P[∆ i,j = ℓ] = p ℓ , as this is the probability that there are ℓ − 1 consecutive values in L i that are greater than 2, followed by a 2. So X i is distributed as Bin (n − 2, p ℓ ), and with Lemma 3.7 we obtain that there is a constant C ′′ > 0 such that
Let B denote the complement of event B. Then
This concludes the proof for ℓ ≤ ℓ 0 . Now let ℓ ∈ [ℓ 0 + 1, 5 log n], and define the event B ′ to denote the event B with the only difference that we require X i < (log n) 2 − 1. As above, it is easy to argue that A and B ′ imply the event "pred(ℓ; ΓD(n)) < (log n) 2 ". (Here we used that the predegree of the endvertex of a dissection is always one. The minus one term in the definition of event B
′ thus suffices to take care of both root vertices.) To complete the proof for such ℓ, recall that X i is distributed like Bin (n − 2, p ℓ ) and we may estimate with
whenever n is sufficiently large. If ℓ > 5 log n we observe that c 2 (ρ D ) . = 0.58579 and hence p ℓ n = o(n −3 ). We define the event B
′′ as above, with the difference that we require X i = 0 and rdeg (ΓD(L i )) = ℓ+1. We easily see that A and B ′′ imply the event "pred(ℓ; ΓD(n)) = 0", since "rdeg (ΓD(L i )) = ℓ+1" implies that the predegree of the root vertex of ΓD(L i ) is different from ℓ. Finally, to bound P[B ′′ ] we observe that due to iv) of Lemma 3.5
Recall that in Section 3 we introduced a reflectionrotation operation rr that is a bijective mapping from D n to D n , and maps a dissection D to a dissection D ′ = rr (D) such that pred (ℓ; D) = postd (ℓ; D ′ ), cf. Lemma 3.2. As rr (rr (D)) = D this implies in addition that the number of dissections in D n with a specified number of vertices with postdegree ℓ is equal to the number of dissections with the same number of vertices with predegree ℓ.
Lemma 3.9. For all ℓ and k we have
With the above facts at hand it is now possible to prove Theorem 1.1. Due to space limitations we elaborate here very briefly the relevant idea -the full proof can be found in [1] . By combining Lemma 3.8 and Lemma 3.9 we obtain straightforwardly an estimate for the number of vertices with a given postdegree in D n . Moreover, by applying Lemma 3.6 we can see with a little more work that the degree of the ith vertex on the border of the output of ΓD(x) did not change after the ith block was read by the sampler, and that the predegree of that vertex is precisely the size of the ith block. Hence, the number of vertices with predegree ℓ and postdegree ℓ ′ equals the number of blocks of size ℓ, among those "corresponding" to vertices with postdegree ℓ ′ . It then turns out that this number can be estimated in a similar fashion as in the proof of Lemma 3.8.
Number of Edges and of Small Subgraphs
In this section we shall sketch briefly our proof strategy for Theorem 1.4. We will again restrict our considerations to edge-rooted unlabelled dissections, as every edge-rooted dissection gives raise to precisely
First we shall introduce some new notation. For an edge e in an edge-rooted dissection D we denote by the characteristic face of e the face of D which is adjacent to e, and which is nearest to the internal face of D that contains the root edge (i.e., if we "walk" along the faces of D, the characteristic face is determined by the shortest path to the root face). Furthermore, let H be the set of edge-rooted dissections that can be obtained from H by rooting an edge that is adjacent to its external face, and note that r H = |H|. Now let H ∈ H. We shall say that an induced subgraph S of D is a rooted copy of H, if and only if the characteristic face in D of the edge in S that corresponds to the root edge of H is nearer to the root face than the characteristic face of every other edge in S. Here we assume that we "map" H into S in such a way that this distance is minimized. It is easy to see that every copy of H in D corresponds to a rooted copy of some graph in H in D.
Our aim is to show that with probability at least 1 − exp{−C n H ε 2 n} the number of rooted copies rcopy( H, D n ) of H in D n is (1 ± ε) 1 2 q n H −3 n. We proceed by induction on the number of faces f H in H. If f H = 0, then we want to count how many edges there are in the output of ΓD(n). The statement easily follows from Lemma 3.5, ii) and iii), and by applying the Chernoff inequalities (Lemma 3.7).
Let us now discuss the induction step. We assume that the statement is true for all subgraphs of H that are dissections obtained by removing exactly one nonroot face from H. Let T H be the internal dual tree corresponding to H as defined in Section 3, and observe that T H is an embedded tree, i.e., if we change the order of the children of the vertex, we will obtain a different tree. We define a dissection H ′ as follows. Let T H ′ be the tree obtained from T H by removing the rightmost vertex (which corresponds to deleting the "rightmost" face of H). H ′ is then the dissection corresponding to T H ′ . Now consider the execution of ΓD(x). The sampler is continuously generating cycles, which are attached to existing edges on the border of the current (partial) dissection. At this point, we modify the sampler as follows: it checks if attaching a cycle to an edge would create a rooted copy of H. More precisely, it checks whether this edge corresponds to the "rightmost" edge of a H ′ , and if by attaching a specific cycle to it this might create a H. If this is the case, the sampler picks the next random value from a special list, and otherwise from an ordinary list. Due to the hypothesis we know how often it will access the special list, and the claim follows thus again by applying Lemma 3.7.
Triangulations
A simplification of dissections leads us to triangulations of convex polygons, where each face (except for the outer face) is bounded by a triangle. The decomposition and the sampler for triangulations are therefore very similar to their corresponding counterparts for general dissections, and hence we are going to sketch very briefly the straightforward modifications in our proofs. The generating function for the class T of edge-rooted, To construct a random triangulation, one proceeds in a similar fashion as in the case of dissections: we begin with the root edge, and then "expand" it into a triangle with probability T (x)
x , and do the same for every newly created edge. Thus the sampler ΓT (x) is essentially the same as ΓD(x), with the only difference that the distribution in (3.2) has to be adapted as follows:
x , if ℓ = 3 0, otherwise.
With this in mind, everything in the proof for the degree sequence of dissections can be transferred to the simpler case of triangulations, as we have to deal only with triangles instead of cycles of arbitrary length. By observing that the expression , we obtain Theorem 1.5.
