The identification of new rare signals in data, the detection of a sudden change in a trend, and the selection of competing models, are among the most challenging problems in statistical practice. These challenges can be tackled using a test of hypothesis where a nuisance parameter is present only under the alternative, and a computationally efficient solution can be obtained by the "Testing One Hypothesis Multiple times" (TOHM) method. In the one-dimensional setting, a fine discretization of the space of the non-identifiable parameter is specified, and a global p-value is obtained by approximating the distribution of the supremum of the resulting stochastic process.
Introduction
In a parametric framework, signals in data such as an unexpected mode, a variation in a trend, or a sudden change in the association among variables can be characterized by a structural change in the underlying model. The main difficulty of tackling this class of problems with classical inferential procedures is that standard asymptotic results (e.g., Wilks, 1938; Chernoff, 1954) do not apply. Solutions based on simulation and resampling methods (e.g., Efron and Tibshirani, 1993 ) may become computationally prohibitive in a multidimensional framework, or when dealing with stringent significance requirements, as is typically the case in (astro)physics discoveries (Lyons, 2013) . Further, corrections for multiple hypothesis testing may be of limited use because they are overly conservative (e.g., Bonferroni, 1935 Bonferroni, , 1936 , require independence among the tests being conducted (e.g., Hochberg, 1988) , or do not account for the enormous cost associated with a type I error (e.g., Benjamini and Hochberg, 1995) . Algeri and van Dyk (2017) discuss how these problems can be tackled by converting them into one of Testing One
Hypothesis Multiple times (TOHM).
TOHM at a glance. In general terms, the structural change in the underlying model can be specified via a nuisance parameter, denoted by θ, which characterizes the alternative model but becomes meaningless under the null hypothesis. Letting θ be the location of a signal for example, θ has no meaning if there is no signal. Thus, the problem is reduced to a test of hypothesis in presence of non-identifiability. Typically, the null hypothesis is tested versus a sequence of sub-alternative hypotheses, H 1 (θ), one for each possible value of θ over a fine grid.
The observed sub-test statistics are then combined into a global test statistic from which the global p-value is obtained. Hence, the name: Testing One Hypothesis Multiple times. Formally, this leads to a stochastic process indexed by θ, and a global p-value is obtained by approximating the tail probability of the supremum of this process (e.g., Davies, 1977 Davies, , 1987 . In Algeri and van Dyk (2017) , the global p-value is efficiently computed by defining a simple expansion for the expectation of the number of upcrossings of the underlying process to bound the tail probability of its supremum. The advantage of this expansion is that its leading term can be computed using a Monte Carlo simulation that is much smaller than the one required by a full simulation of the null distribution of the global test statistic (see Section 2). In addition to its computational advantages, Algeri and van Dyk (2017) generalizes the approximation/bound of Davies (1977 Davies ( , 1987 and Gross and Vitells (2010) for the Likelihood Ration Test (LRT), to the supremum of a wider class of stochastic processes. Like Davies (1977 Davies ( , 1987 , however, Algeri and van Dyk (2017) is limited to the case of θ being one-dimensional.
TOHM and multiple hypothesis testing. In principle, the problem of detecting a structural change in data can be formulated as a multiple hypothesis testing problem, where an ensemble of local p-values, one for each possible value of θ over a fine grid, is produced. The main goal is to identify an adequate correction for the smallest of these p-values in order to guarantee the desired family-wise probability of type I error or rate of false discoveries. In TOHM, on the other hand, an overall correction for the probability of type I error is generated intrinsically by exploring the topology of the stochastic process of interest to obtain the global p-value.
TOHM in multiple dimensions: framework and challenges. Our solution to perform TOHM in multiple dimensions strongly relies on fundamental results pertaining to the distribution of the suprema of random fields (Worsley, 1994; Taylor and Adler, 2003; Adler and Taylor, 2007; Taylor and Worsley, 2008) . Specifically, we consider a random field indexed by the non-identifiable multidimensional parameter, θ, and we use the mean Euler characteristic (EC) of the excursion set of the random field (to be introduced Section 3) to bound/approximate the global p-value. Unfortunately, closed-form expressions for the expected EC typically depend on complicated functionals, such as the so-called Lipschitz-Killing curvatures (see Section 3), whose analytical form is often hard to derive explicitly. Further, numerical methods may be computationally challenging in multiple dimensions or when the threshold at which the excursion occurs is particularly high. Hence there is a need for novel computational tools to adequately estimate these quantities.
Main contributions of this paper. In order to overcome these difficulties, we develop a novel algorithm, based on graph theory, to efficiently compute the EC in multiple dimensions.
The resulting outputs can then be used in a system of linear equations whose solution provides an estimate of the Lipschitz-Killing curvatures. The resulting method can efficiently perform bump-hunting in two or more dimensions and tackle other problems where structural changes can be characterized by a multidimensional parameter (see Examples 1, 2 and 3 in Section 3).
Additionally, from a theoretical perspective the ability to test when a multidimensional parameter is present only under the alternative further generalizes classical inferential procedures, such as the Likelihood Ratio Test, beyond the standard regularity conditions including non-nested models comparisons (Algeri et al., 2016; Algeri and van Dyk, 2017) as shown in our Example 2 (see Section 3).
The remainder of the paper is organized as follows. In Section 2 we review the main results of Algeri and van Dyk (2017) and in Section 3 we introduce their multidimensional extension.
In Section 4 we present both a suite of simulation studies that validates the results of Section 3, and three applications of TOHM to real data in the context of signal detection, non-nested models comparison and break-point regression. A general discussion appears in Section 5.
Review of the one-dimensional case
For illustrative purposes, we outline the theory of TOHM in the one-dimensional setting in the context of a search over the region [L; U ] ⊂ R for a signal above background.
Let Y be a random variable and let y = (y 1 , . . . , y n ) be a random sample, each component of which is distributed as Y . Assume that, if no signal is present, all the y i are distributed according to the density function which characterizes the background, i.e., f (y, γ), with γ being a potentially unknown nuisance parameter. Conversely, if a signal is present, each y i in y has probability η of being distributed according to the density function g(y, θ), where θ ∈ Θ, the signal location, is unknown and the region on which the search is conducted is Θ ≡ [L; U ]. Thus, we can write the density of Y as
A natural test of hypothesis to assess the presence of the signal is
As anticipated in Section 1, standard asymptotics do not apply in this setting because of the non-identifiability of θ under H 0 . However, if for all θ ∈ Θ, it is possible to specify a sub-test statistic, W n (θ), whose asymptotic or exact distribution under H 0 is known to be the same as some statistics W (θ), with known distribution, we can consider the stochastic process {W (θ)} = {W (θ), θ ∈ Θ}, and define the global test statistics to be sup θ∈Θ {W (θ)}. The associated global p-value is
where c ∈ R is the observed value of sup θ∈Θ {W (θ)}.
The event that the supremum of {W (θ)} is greater than c is equivalent to the event that {W (θ)} assumes a value greater than c at least once. This occurs if either {W (θ)} is above c at its starting point θ = L or if crosses c for at least one θ. Hence, a convenient way to compute (3) is to consider the number of upcrossings of c by {W (θ)}, namely N c . Specifically, we say that {W (θ)} upcrosses c at θ 0 ∈ Θ if, for some > 0, W (θ) ≤ c in the interval (θ 0 − , θ 0 ) and (Adler, 2000) . Thus, we can bound (3) as In order for (4) to be useful, {W (θ)} must be sufficiently smooth so that E[N c ] < ∞ (see Algeri and van Dyk, 2017 Result 2.1. Let c ∈ R be an arbitrary threshold, a(c) be a function which depends on c but not on θ, and b(Θ) be a function to be calculated over the search region 
Additionally, if the covariance function of {W (θ)}, namely ρ(θ, θ † ), is such that ρ(θ, θ † ) → 0 as |θ − θ † | → ∞, the bound in (7) becomes sharp as c → ∞.
The advantage offered by the expansion in (6) 3 The multidimensional case
Motivating Examples
Here we extend the results of Section 2 to the case where the structural change in data distribution can be characterized by a multidimensional parameter, θ, that is not identifiable under H 0 . We begin with three examples.
Example 1: Feature detection in images. Consider a dark matter search where the goal is to distinguish events associated with a cosmic uniform background from those coming from a Gaussian dark matter source. We specify the model of interest as
where η ∈ [0, 1] is the intensity of the dark matter emission, θ = (θ 1 , θ 2 ) is the location of the emission over the search region Θ with area λ(Θ), and k θ1θ2 is a normalizing constant. As with
(1), we assess the presence of the signal by testing (2).
Example 2: Non-nested model comparison. As discussed in Algeri et al. (2016) and Algeri and van Dyk (2017) , in order to choose between two non-nested models we consider the formulation in (1), but test both (2), and
Specifically, suppose we aim to distinguish between a gamma and a log-normal distribution.
Thus, (1) becomes
where η ∈ [0, 1], γ > 0, τ > 0, k τ γ and k µσ are normalizing constants. In this case the parameter which is present only under the alternative is θ = (µ, σ) when testing (2) and θ = (γ, τ ) when testing (9). The informative scenarios arising from (2) and (9) are the following: (2) is rejected and H 0 in (9) is not, the log-normal model is selected,
• if H 0 in (9) is rejected and H 0 in (2) is not, the gamma model is selected.
In all other cases (2) and (9) are insufficient or inappropriate to select between the models being compared.
Example 3: Break-point regression with a change of trend. We consider a logisticregression model where the presence of a break-point θ may introduce a polynomial relationship between the logit of the probability of success and the explanatory variable x, i.e.,
where π i = P (Y i = 1), x ∈ R, 1 {·} is the indicator function, and θ = (θ, α), with α ∈ {0, 1, 2}.
In this case, the test of hypothesis is
For the first two examples the tests in (2) and/or (9) are performed considering the classical LRT. Since both tests are conducted on the boundary of the parameter space of η, the asymptotic distribution of the LRT under H 0 , for each fixed value of θ, is aχ 2 01 distribution (Chernoff, 1954; Lin and Lindsay, 1997; Takemura and Kuriki, 1997) , i.e., a 50:50 mixture of χ 2 1 and zero. Hence, we consider the random field {K(θ)} with components K(θ) ∼χ 2 01 . In Example 3, we consider the signed-root-LRT which, for (12), is Q n (θ) = sign(ξ) T n (θ), where T n (θ) is the LRT statistic for a fixed θ. For each θ and under H 0 , Q n (θ) is asymptotically normally distributed with mean-zero and unit variance. Further, by exploiting the asymptotic equivalence of Q n (θ) and the normalized Score function (Davies, 1977; Moran, 1970) , it can be shown (Pilla et al., 2005) that the supremum of the random field {Q n (θ)} converges in distrubution to the supremum of a mean zero and unit variance Gaussian random field.
Theoretical framework
To formalize the general setting, let θ ∈ Θ ⊂ R D , with D ≥ 1, and let {W (θ)} = {W (θ), θ ∈ Θ} be a D-dimensional random field indexed by θ. To perform tests of hypothesis such as those in (2), (9) or (12) we consider the global p-value
In the one-dimensional setting, (3) is modelled via the probability of having at least one upcrossing of c. The definition of upcrossings in Section 2, however, is unhelpful in the multidimensional setting. Therefore, our first aim is to identify a generalization of the number of upcrossings in the context of random fields.
Following Hasofer (1978) , one possibility is to consider the number of local maxima 2 of {W (θ)} that exceed c, namely M c , hence excursion set of {W (θ)} above c. A clear description of the EC requires a few concepts from geometry that we now summarize (see Adler, 2000) .
Definition 3.1. The excursion set of {W (θ)} above c is the set of points
integer-valued functional of A uniquely determined by the following properties:
and
Intuitively, in two dimensions the EC of A c is its number of connected components less its number of "holes", see Figure 1 . As noted by Hasofer (1978) , the maxima of {W (θ)} above large values of c can be approximated by elliptic paraboloids, which correspond to connected components of A c . Hence, for large c, the EC approximately equals the number of connected components, and thus also approximately equals the number of local maxima above c. It follows from (14) that, as c → ∞,
(17) {ECpval} {ECpval} Worsley (1994 Worsley ( , 1995 and Adler (2000) among others, give analytical expressions for E[φ(A c )], but they are often limited by regularity conditions on {W (θ)}, A c and Θ, or by the dimension of Θ. A more generalizable approach is given by the seminal work of Taylor and Adler (2003) , Adler and Taylor (2007) and Taylor and Worsley (2008) . They provide a convenient expansion of E[φ(A c )] for smooth Gaussian-related random fields on smooth manifolds with piecewise smooth boundaries (see Taylor and Adler (2003, p. 547) , for a formalization of these conditions in geometric terms), and which specifies Gaussian-related random fields (Taylor and Adler, 2003; Adler and Taylor, 2007; Taylor and Worsley, 2008) . The functionals L d (Θ) are known as the Lipschitz-Killing curvatures of Θ. Intuitively, they measure the intrinsic volume of Θ, i.e., they account for its volume, surface area, and boundaries. Their analytical forms typically rely on the covariance structure and partial derivatives of {W (θ)}.
Unfortunately, obtaining closed-form expressions for L d (Θ) is challenging for non-isotropic fields (Adler and Taylor, 2007) . Even in the isotropic case this may require tedious calculations and knowledge of the distribution of the derivatives of {W (θ)}. In the next two sections we introduce a novel approach to estimate the L d (Θ) in (18), and consequently, to compute the approximation for the global p-value in (17). The respective error rate is exponentially small in the Gaussian case (Taylor et al., 2005) ; however, no quantification of errors are available for non-Gaussian fields (Taylor and Worsley, 2008) .
Methodological setup
In this section we extend the results of Section 2 with the goal of efficiently computing the right hand side of (18). This can be done following the approach implemented by Vitells and Gross (2011) in two dimensions, which we formalize and extend to an arbitrary large dimension in Result 3.3 and Result 3.4.
Result 3.3. Let c ∈ R, and define a sequence of constants
where L * d (Θ) are the solutions of the system of D linear equations (18) and (19) together imply 
LRT and global p-values when testing on the boundary.
In Examples 1 and 2, the tests in (2) and (9) are performed on the boundary of the parameter space of η. Thus, we consider the random field {K(θ)} introduced in Section 3.1.
From Taylor and Worsley (2007) it follows that the EC densities, ρ k (c), of {K(θ)} are given by the sum of the EC densities of a χ 2 0 random field and those of a χ 2 1 random field, each multiplied by the respective mixture weight, i.e., 0.5. Consequently, when Θ ⊂ R 2 as in Examples 1 and 2, (17) specifies as In Section 4, we investigate via simulation the precision of (22) to approximate the global p-value P (sup θ∈Θ {K(θ)} > c) for Examples 1 and 2.
Computing the mean Euler characteristic via graphs
We implement the approximation of the global p-value in Result 3.4 by estimating
for c 1 , . . . , c D via a Monte Carlo simulation; this requires the evaluation of φ(A c k ) for a sequence of realizations of {W (θ)}. In this section we propose a convenient algorithm to achieve this goal.
To simplify notation, we assume that Θ is the cross product of the parameter spaces of 
In order to compute φ(A c k ) numerically, we consider a quadrilateral mesh 3 of A c k (Taylor and Worsley, 2008) , i.e., the set of vertices composed of the points inÃ c k and the edges that connect them to form a partition of A c k into D-dimensional hyperrectangles, and denoted by M k . Specifically, we consider the set of edges, E 1 k , such that two vertices θ r and θ s inÃ c k are joined by an edge if and only if We assume that Θ × is sufficiently dense, to guarantee that A c k is well approximated by M k .
The EC is then calculated by alternatively adding and subtracting the number of d-dimensional Adler, 2000) . In two dimensions for instance, the EC is obtained by counting the number of vertices, subtracting the number of edges and adding the number of rectangles (Worsley, 1995; Taylor and Worsley, 2008) , e.g., Figure 1 .
In order to ease computations in higher dimensions, one possible way to count the number of hyperrectangles of arbitraly large dimension d is summarized in Algorithm 1 and described below. The goal of Algorithm 1 is to construct graphs where the number of d-dimensional complete subgraphs (or cliques, to be defined soon) is equal to the number of d-dimensional
Algorithm 1 Computing φ(A c k ) via graphs
Input 1: Constant c k .
Step 1: For all pairs (θ r , θ s ) inÃ c k calculate the distance d ϕ (θ r , θ s ) in (23);
Step 2: construct the undirected graph
are allocated according to (24), with d = D;
Step 3: set j = 1;
Step 4: while j < D:
Step 5: calculate φ(A c k ) via (25).
Output: Value of φ(A c k ).
hyperrectangles in M k . This can be done as follows. Therefore, in general terms, we can compute φ(A c k ) as
where | · | is the cardinality of the set considered. Equation (26) follows from (25) since by
k is the unweighted graph with the same vertices and edges of M k and 4 Notice that the main difference between the mesh M k (or M k ) and the graph G D k is that the former depends on the position of its vertices in Θ and their distance; whereas the latter only accounts for their connectivity.
The advantage of converting the hyperrectangles enumeration problem into a clique-finding problem is that several efficient algorithms exists to address this challenge in near-optimal time (e.g., Bron and Kerbosch, 1973; Johnston, 1976; Eppstein et al., 2010) . In our implementations in Section 4, we use the algorithm proposed by Eppstein et al. (2010) , and implemented in the R function cliques in the igraph package (Csardi and Nepusz, 2006) . Specifically, Eppstein et al. (2010) propose a variation of the Bron-Kebosch algorithm (Bron and Kerbosch, 1973) can approximate the right hand sides of (21) with
where L * d (Θ) are the solution of the system of equation in (20) 
Numerical results

Case studies: description
In this section we apply TOHM to the three case studies introduced in Section 3, i.e., feature detection in images, non-nested model comparison and a logistic regression with a break point and change of trend.
In Example 1, we consider a realistic simulation of the Fermi Large Area Telescope (LAT) obtained with the gtobssim package 5 . Our goals are (i) to assess the presence of a photons emission due to a dark matter source in addition to background photons, and (ii) to identify the location at which maximum evidence in favor of the suspected source is achieved. The astrophysical background is uniformly distributed over a disc in the sky of 30 • radius and centered at (195 RA,28 DEC), which corresponds to our search region Θ, and thus in (8) [165; 195] ,
In our simulation the dark matter source is located at (θ 1 , θ 2 ) = (174.952, 37.986) and realistic representations of the systematic errors, as well as the calibration of the detector, were included. This set up led to 51, 098 background events and 39 dark matter events; these data are available in the Supplementary Materials.
In Example 2, we apply TOHM to the Compressive strength and strain of maize seeds dataset available in the R package goft (Gonzalez-Estrada and Villasenor-Alva, 2016). The dataset records the compression strength in Newtons of 90 seeds and the goal is to choose between a gamma and a log-normal distribution for the data. In order to ease computation, we let y ∈ (0, 1000] in (10).
Finally, in Example 3 we consider the Down Syndrome dataset available in the R package segmented (Muggeo, 2008) . The dataset records whether babies born to 354,880 women are affected by Down Syndrome. Our goal is to use TOHM to assess the presence of a break point when regressing the logit of the probability π i that a woman of age x i delivers a baby with down syndrome, where x i ∈ [17; 47], and we let θ ∈ [20; 44] . In contrast to the analysis in Algeri and van Dyk (2017) we allow a change of trend after the break point. Specifically, we allow for a quadratic trend, a change of the linear trend or a break due to a change of the intercept, i.e., α ∈ {0, 1, 2}. The data for Examples 1-3 are plotted in Figure 3 . 
Goodness of the approximations
Our first task is to assess the validity of the approximation of P (sup θ∈Θ {W (θ)} > c) in (27), as c → ∞.
In the plots in Figure 4 we show as red dashed lines the Monte Carlo estimates of P (sup θ∈Θ {W (θ)} > c) obtained using 10, 000 data sets simulated under the null model. In order to guarantee that the asymptotic distribution of the test statistics considered is achieved, we simulate, at each replicate 100, 000 events; their Monte Carlo errors are given by the pink areas. These are compared with the approximation in (27) plotted as blue dashed lines as c increases (x-axis). We use a set of 100 Monte Carlo replicates, again each of size 100, 000, to Figure 4 ), we considered a grid of size R = 2821 over the 30 degree radius circular search region centered at (195 RA, 28 DEC) . Since in this case Θ is given by a disc, its EC is one and thus L 0 (Θ) = 1. In order to estimate L 1 (Θ) and L 2 (Θ) we consider c 1 = 1 and c 2 = 8, which lead to L * 1 (Θ) = −244.053 and L * 2 (Θ) = 644.244 and an accurate approximation of P (sup θ∈Θ {W (θ)} > c).
For Example 2 in the central panel of Figure 4 , we define a grid of size R = 2500 over the Finally, the right panel of Figure 4 shows the goodness of the approximation provided by 
Data analysis
We calculated the TOHM p-value in (27) for the case studies introduced in Section 4.1. The results are summarized in Table 1 . In addition to the p-values, we report the respective σ-significance, a quantity typically used in physics to quantify the statistical evidence in support of new discoveries, i.e.,
where Φ is the standard normal cumulative function.
In Example 1, we performed R = 2821 tests over our circular search region centered at (195 RA,28 DEC). In our realistic simulation, the true dark matter emission was located at (174.952 RA, 37.986 DEC) and the LRT-process used in TOHM achieves its maximum at θ =(175 RA, 38 DEC) with about 9σ significance. Notice that our original dataset includes 51,098 background events and only 39 dark matter events; hence the procedure appears to be particularly powerful even in presence of a low signal-to-noise ratio. The identified location is plotted as a white circle in the upper panel of Figure 3 .
In Example 2, we set R = 2500 when testing (2) and the gamma model is rejected at a 0.05 significance level by the THOM p-value. Whereas, when testing (9), the log-normal model cannot be rejected; the resulting p-value is greater than one. Thus, the log-normal model is selected for the maize seeds strength data, and the LRT-process achieves its maximum at µ = 5.004 and σ = 0.633. The log-normal fitted model is plotted in the bottom left panel of Figure 3 as a red solid line.
Finally in Example 3, testing (12) R = 150 times, (27) provides strong evidence (∼ 11σ) in favor of a linear trend (α = 1) with a break point at θ = 31.265. Hence we expect the risk of giving birth to a child with down syndrome to increase when the mother is 31 years old or older.
The model selected is displayed as a red solid line in the bottom right panel of Figure 3 , with the break-point indicated by a red triangle. For the sake of comparison, we also plot the fitted model when allowing a quadratic trend (α = 2) with a break point choosen atθ = 20.
Discussion
In this paper we propose a novel computational method to perform TOHM in the multidimen- Despite its simplicity and efficiency in computation, the main limitation of TOHM is that it requires the specification of a parametric form for the alternative model. In the context of signal identification for instance, this implies that the researcher can specify the density function of the events associated to the signal (e.g, a Gaussian bump). In situations where this cannot be done, one possibility is to refer to nonparametric inferential methods (e.g., Chen et al., 2016; Mukhopadhyay, 2017) .
It is important to note that, in the context of multiple hypothesis testing and large-scale inference, TOHM allows us to reduce the dimensionality of the tests being conducted from R to one by exploring the topology of the random field associated with the test statistics of interest.
From this perspective, TOHM may offer a path forward to solve the long-standing problem of identifying an unknown number of signals, in one or multiple dimensions, to be discussed in Algeri (2018) .
