Reinforcement learning (RL) is a goal-oriented learning solution that has proven to be successful for Neural Architecture Search (NAS) on the CIFAR and ImageNet datasets. However, a limitation of this approach is its high computational cost, making it unfeasible to replay it on other datasets. Through meta-learning, we could bring this cost down by adapting previously learned policies instead of learning them from scratch. In this work, we propose a deep meta-RL algorithm that learns an adaptive policy over a set of environments, making it possible to transfer it to previously unseen tasks. The algorithm was applied to various proof-of-concept environments in the past, but we adapt it to the NAS problem. We empirically investigate the agent's behavior during training when challenged to design chain-structured neural architectures for three datasets with increasing levels of hardness, to later fix the policy and evaluate it on two unseen datasets of different difficulty. Our results show that, under resource constraints, the agent effectively adapts its strategy during training to design better architectures than the ones designed by a standard RL algorithm, and can design good architectures during the evaluation on previously unseen environments. We also provide guidelines on the applicability of our framework in a more complex NAS setting by studying the progress of the agent when challenged to design multi-branch architectures.
Introduction
Neural networks have achieved remarkable results in many fields, such as that of Image Classification. Crucial aspects of this success are the choice of the neural architecture and the chosen hyperparameters for the particular dataset of interest; however, this is not always straightforward. Although state-of-the-art neural networks can inspire the design of other architectures, this process heavily relies on the designer's level of expertise, making it a challenging and cumbersome task that is prone to deliver underperforming networks.
In an attempt to overcome these flaws, researchers have explored various techniques under the name of Neural Architecture Search (NAS) (Elsken et al., 2018) . In NAS, the ultimate goal is to come up with an algorithm that takes any arbitrary dataset as input and outputs a well-performing neural network for some learning task of interest, so that we can accelerate the design process and remove the dependency on human intervention. Nevertheless, coming up with a solution of this kind is a complicated endeavor where researchers have to deal with several aspects such as the type of the networks that they consider, the scope of the automation process, or the search strategy applied. A particular search strategy for NAS is reinforcement learning (RL), where a so-called agent learns how to design neural networks by sampling architectures and using their numeric performance on a specific dataset as the reward signals that guide the search. Popular standard RL algorithms such as Q-learning or Reinforce have been used to design state-of-the-art Convolutional Neural Networks (CNNs) for classification tasks on the CIFAR and ImageNet datasets (Pham et al., 2018; Cai et al., 2018; Zhong et al., 2018; Zoph and Le, 2016; Baker et al., 2016) , but little attention is paid to deliver architectures for other datasets. In an attempt to fill that gap, a suitable alternative is deep meta-RL (Wang et al., 2016; Duan et al., 2016) , where the agent acts on various environments to learn an adaptive policy that can be transferred to new environments.
In this work, we apply deep meta-RL to NAS, which, to the best of our knowledge, is a novel contribution. The environments that we consider are associated with standard image classification tasks on datasets with different levels of hardness sampled from a metadataset (Triantafillou et al., 2019) . Our main experiments focus on the design of chainstructured networks and show that, under resource constraints, the resulting policy can adapt to new environments, outperform standard RL, and design better architectures than the ones inspired by state-of-the-art networks. We also experiment with extending our approach to the design of multi-branch architectures so that we can give directions for future work.
The remainder of this report is structured as follows. First, in Section 2, we introduce the preliminary concepts required to understand our work. Next, in Section 3, we discuss the related work for both reinforcement learning and NAS. In Section 4, we formally introduce our methodology, and in Section 5, the framework developed to implement it. In Section 6, we define the experiments, and in Section 7, we show the results. Finally, in Section 8, the conclusions are set out.
Preliminaries

Reinforcement learning
Reinforcement learning (RL) is an approach to automate goal-directed learning (Sutton and Barto, 2012) . It relies on two entities that interact with each other: an environment that delivers information of its state, and an agent that using such information learns how to achieve a goal in the environment. The interaction is a bilateral communication where the agent performs actions to modify the state of the environment, which responds with a numeric reward measuring how good the action was to achieve the goal. Typically, the sole interest of the agent is to improve its decision-making strategy, known as the policy, to maximize the total reward received over the whole interaction trial since this will lead it to the desired goal. More strictly, RL is formalized using finite Markov Decision Processes (MDPs) as in Definition 1 borrowed from Duan et al. (2016) , resulting in the agent-environment interaction illustrated in Figure 1 .
Definition 1 (Reinforcement Learning) We define a discrete-time finite-horizon discounted MDP M = (X , A, P, r, ρ 0 , γ, T ), in which X is a state set, A an action set, P : X × A × X → R + a transition probability distribution, r : X × A → [−R max , R max ] a bounded reward function, ρ 0 : X → R + an initial state distribution, γ ∈ [0, 1] a discount factor, and T the horizon. Reinforcement learning typically aims to optimize a stochastic policy π θ : X × A → R + by maximizing the expected reward, modeled as η(π θ ) = E τ [ T t=0 γ t r(x t , a t )], where τ = (s 0 , α 0 , ...) denotes the whole trajectory, x t ∈ X , x 0 ∼ ρ 0 (x 0 ), a t ∈ A, a t ∼ π θ (a t |x t ), and x t+1 ∼ P(x t+1 |x t , a t ).
Agent
Environment rt = r(xt, at) xt at Figure 1 : Graphic representation of the reinforcement learning interaction. Every time the agent performs an action a t , the environment modifies its state x t−1 to x t , computes the reward r t and sends both values to the agent, who uses them to optimize its policy.
Neural Architecture Search
Neural Architecture Search (NAS) is the process of automating the design of neural networks. In order to formalize this definition, it is convenient to refer to the survey of Elsken et al. (2018) , which characterize a NAS work with three variables: the search space, the search strategy, and the performance estimation strategy. Figure 2 illustrates the interaction between these variables.
Search space X
Search strategy
Performance estimation strategy r A ∈ X performance estimate of A Figure 2 : An illustration of the three NAS variables interacting (Elsken et al., 2018) . At any moment during the search, the search strategy samples an architecture A from the search space and sends it to the performance estimation strategy, which returns the performance estimate. By design, the search space and the performance estimation strategy are named after the variables in Definition 1 since they are typically equivalent in NAS within the reinforcement learning setting.
The search space is the set of architectures considered in the search process. It is possible to define different spaces by constraining attributes of the networks, such as the maximum depth allowed, the type of layers to use, or the connections permitted between layers. A common abstraction inspired in popular networks is to separate the search spaces in chain structures and multi-branch structures that can be either complete neural networks or cells that can be used to build more complex networks, as illustrated in Figure 3 . network. On the center, a multi-branch network. On the right, the same multi-branch structure used as a cell repeated multiple times to build a more complex network.
On the other hand, the search strategy is simply the algorithm used to perform the search. The choices range from naive approaches such as random search to more sophisticated ones like reinforcement learning (Baker et al., 2016; Zoph and Le, 2016) , evolutionary algorithms (Real et al., 2018) , or gradient descent search .
Lastly, the performance estimation strategy is the function used to measure the goodness of the sampled architectures. Formally, it is a function R D : X → R evaluating an architecture on a dataset D. The vanilla estimation strategy is the test accuracy after training of a network, but different alternatives are proposed to try delivering an accurate estimate in a short time since expensive training creates a bottleneck in the search process.
Related work
Reinforcement learning
The key to reinforcement learning is the algorithm used to optimize the policy π θ (see Definition 1). Through the years, researchers have proposed different algorithms, such as Reinforce (Williams, 1992) , Q-learning (Watkins and Dayan, 1992), Actor-Critic (Konda, 2002) , Deep-Q-Network (DQN) (Mnih et al., 2013) , Trust Region Policy Optimization (TRPO) (Schulman et al., 2015) , and Proximal Policy Optimization (PPO) . These algorithms have successfully solved problems in a variety of fields, from robotics (Kober et al., 2013) and video games (Bouzy and Chaslot, 2006; Mnih et al., 2013) to traffic-control (Arel et al., 2010) or computational resources management (Mao et al., 2016) , showing the power and utility of the reinforcement learning framework. Despite its success, a theoretical flaw of RL is that the policy learned only captures the one-to-one state-action relation of the environment in question, making it necessary to perform in-dividual runs for every new environment of interest. The latter is a costly trait of this standard form of RL since it typically requires thousands of steps to converge to an optimal policy.
A research area that addresses this problem is meta-RL, in which agents are trained to learn transferable policies that do not require training from scratch on new problems. We identify two types of meta-RL algorithms: the ones that learn a good initialization for the neural networks representing the policy 1 , and the ones that learn policies that can adapt their decision-making strategy to new environments, ideally without further training. First, Model Agnostic Meta-Learning (MAML) learns an initialization that allows few-shot learning in RL for a set of similar environments. Second, two algorithms have been proposed to learn policies that, once deployed, can adapt their decision-making strategy to new environments, ideally without further training: Learning to reinforcement learn (Wang et al., 2016) and RL 2 (Duan et al., 2016) . These methods aim to learn a more sophisticated policy modeled by a Recurrent Neural Network (RNN) that captures the relation between states, actions, and meta-data of past actions. What emerges is a policy that can adapt its strategy to different environments. The main difference between the two works is the set of environments considered: for Wang et al. (2016) they come from a parameterized distribution, whereas for Duan et al. (2016) they are relatively unrelated. We believe that the latter makes these algorithms more suitable for scenarios where a distribution of environments cannot be guaranteed, although the general universality of the gradient-based learner suggests that MAML could address this scenario too. Third, Simple Neural AttentIve Learner (SNAIL) extends the idea behind Learning to reinforcement learn and RL 2 by using a more powerful temporal-focused model than the simple RNN. We note that none of these approaches have been applied to NAS.
Neural Architecture Search
As introduced earlier in Section 2.2, it is possible to address Neural Architecture Search (NAS) in different ways. Remarkable results have been achieved by applying optimization techniques such as Bayesian optimization, evolutionary algorithms, gradient-based search, and reinforcement learning. We are interested in reinforcement learning for NAS, due to the variety of works that have achieved state-of-the-art results. For other work in NAS, we refer to the survey of Elsken et al. (2018) .
Although the ultimate goal of NAS is to come up with a straightforward fully-automated solution that can deliver a neural architecture for a machine learning task on any dataset of interest, there exist several factors that impede that ambition. Perhaps the most important of these factors is the high computational cost of NAS with reinforcement learning, which imposes constraints on different elements that impact the scope of the solutions. The first bottleneck is the computation of the reward, which typically is the test accuracy of the sampled architectures after training. Because of the expensiveness of such computation, researchers have proposed various performance estimation strategies to avoid expensive training procedures, and they have also imposed some constraints over the search space considered so that a lower number of architectures get sampled and evaluated. For the first aspect, we observe several relaxations: reducing the number of training epochs (Baker et al., 2016; Zhong et al., 2018) , sharing of weights between similar networks (Cai et al., 2018; Pham et al., 2018) , or entirely skipping the train-evaluation procedure by predicting the performance of the architectures (Zhong et al., 2018) . Although these alternatives have successfully reduced the computation time, they pay little attention to the effect of their potentially unfair estimations on the decision-making of the agent, and therefore, one should treat them carefully. On the other hand, for the search space, crucial choices are the cardinality of the space and the complexity of the architectures. Some researchers opt for ample spaces with various types of layers and no restrictions in their connections (Zoph and Le, 2016; Zoph et al., 2017; Zhong et al., 2018) , whereas others prefer them smaller, such as a chain-structured space (Baker et al., 2016) , or a multi-branch space modeled as a fully-connected graph with low cardinality (Pham et al., 2018) .
It is important to note that an approach can dramatically reduce its computation time with relaxations on the search space alone. For instance, the same methodology can decrease its computational cost by a factor of 7 (28 days to 4 days, with hundreds of GPUs in both cases) if the space is restricted in the types of layers and the number of elements allowed in the architectures (Zoph and Le, 2016; Zoph et al., 2017) . Furthermore, a constrained search space used jointly with some performance estimation strategy can reduce the cost to only 1 day with 1 GPU such as in BlockQNN-V2 (Zhong et al., 2018) and ENAS (Pham et al., 2018) ; however, this drastic reduction of the computational time should be treated with caution. In the case of BlockQNN-V2, the estimation of the performance of the networks (i.e., accuracy at a given epoch) depends on a surrogate prediction model that is not studied in detail by the authors, thus leaving room for potentially wrong predictions. On the other hand, a recent investigation (Singh et al., 2019) shows that the quality of the networks delivered by ENAS is not a consequence of reinforcement learning, but of the search space, which contains a majority of well-performing architectures that can be explored with a less expensive procedure such as random search, therefore losing its character of artificially smart search.
Another factor impacting a NAS with reinforcement learning work is the input dataset used. Although they usually transfer the best CIFAR-based architecture designed by the agent to the ImageNet dataset (Baker et al., 2016; Zoph and Le, 2016; Zoph et al., 2017; Cai et al., 2018; Pham et al., 2018) , none of them make the agent design networks for other datasets. Furthermore, none of the works give insight on how using a different dataset could affect the complexity of the search. We believe that the lack of study for other datasets is ascribed to the costly task-oriented design of the reinforcement learning algorithms used, Q-learning and Reinforce, that requires to train the agent from scratch for every environment (i.e., a dataset) of interest. The authors do not justify the choice of these algorithms; hence, it would be desirable to study other reinforcement learning algorithms in the same NAS scenarios.
Methodology
We aim to improve the performance of Neural Architecture Search (NAS) with reinforcement learning (RL) by using meta-learning. We, therefore, build a meta-RL system that can learn across environments and adapt to them. We split the system into two components: the NAS variables and the reinforcement learning framework. For the reinforcement learning framework, we make use of a deep meta-RL algorithm that follows the same line of Learning to reinforcement learn (Wang et al., 2016) and RL 2 (Duan et al., 2016) , with some minor adaptations in the meta-data employed and the design of the episodes. The environments that we consider are neural architecture design tasks for different datasets sampled from the meta-dataset collection (Triantafillou et al., 2019) . On the other hand, for the NAS elements, we work with a slightly modified version of the search space of BlockQNN (Zhong et al., 2018) and similarly, we use the test accuracy after early-stop training as the reward associated with the sampled architectures. In the remainder of the section, we discuss these elements further.
The Neural Architecture Search elements
As described in Section 2.2, three NAS variables characterize a research work in this area: the search strategy, the search space, and the performance estimation strategy. In our case, we constrain the search strategy to a deep meta-reinforcement learning algorithm that we explain in detail in Section 4.2, and thus, here we only elaborate on the remaining two.
The search space
The set of architectures considered in our work is inspired by BlockQNN (Zhong et al., 2018) , which defines the search space as all architectures that can be generated by sequentially stacking d ∈ N vectors from a so-called Network Structure Code (NSC) space containing encodings of the most relevant layers for CNNs. An NSC vector has information of the type of a layer, the value of its most important hyperparameter, its position on the network, and the allowed incoming connections (i.e., the inputs) so that it becomes possible to represent any architecture as a list of NSCs. The NSC definition is flexible in that it can easily be modified or extended and, moreover, it allows us to define an equivalent discrete action space for the reinforcement learning agent as described in Section 4.2.2.
In Table 1 , we present the NSC space for our implementation. Given a list of NSC vectors representing an architecture, the network is built following the next rules: firstly, based on BlockQNN's results, if a convolution layer is found then a Pre-activation Convolutional Cell 2 (PCC) (He et al., 2016) with 32 units 3 is used; secondly, the concatenation and addition operations create padded versions of their inputs if they have different shapes; thirdly, if at the end of the building process the network has two or more leaves then they get merged with a concatenation operation 4 . Figure 4 illustrates these rules.
The performance estimation strategy
Our estimation of the long-term performance of the designed networks closely follows the early-stop approach of BlockQNN-V1 (Zhong et al., 2018) , but we ignore the penalization 2. The PCC stacks a ReLU, a convolution, and a batch normalization unit. 3. The selection of the number of units is made to reduce the cost of the training of the networks. 4. The last two rules do not apply for chain-structured architectures since no merge operations are needed. 5. The kernel size is an attribute for the convolutions, whereas for the pooling elements it refers to the layer's pool size.
[0, 0, 0, 0, 0]
[0, 0, 0, 0, 0] Figure 4 : Example of an architecture sampled from the search space of our approach. On the left, a list of Neural Structure Codes (NSCs); on the right, the corresponding network after the application of the rules. For the sake of simplicity, in this example, the convolutions are assumed to have one filter only.
Name
Index Type Kernel size 5 Predecessor 1 Predecessor 2 of the network's FLOPs and density since we have empirically ascertained that it is too strict when the classification task is difficult (i.e., when low accuracy values are expected). The choice of an early-stop strategy is made to help reduce the computational cost of our approach. In short, for every sampled architecture N a prediction module is appended, and the network is then trained for a small number of epochs to obtain its accuracy on a test set, which is the final estimation of its long-term performance. The datasets considered are balanced, and their train and test splits are designed beforehand (see Section 4.2.3).
As in BlockQNN, for the prediction module we stack a fully-connected dense layer with 1024 units and ReLU activation function, a dropout layer with rate of 0.4, a dense layer with the number of units equals to the desired number of classes to predict and linear activation function, and a softmax that outputs the probabilities per class. The training is performed to minimize the cross-entropy loss using the Adam Optimizer (Kingma and Ba, 2015) with the parameters used in BlockQNN: β 1 = 0.9, β 2 = 0.999, adam = 10e −8 , and α adam = 0.001 that is reduced by a factor of 0.2 every five epochs. After training, the network is evaluated on a test set by fixing the network's weights and selecting the class with the highest probability to be the final prediction per observation in the set so that the standard accuracy ACC N can be returned.
The reinforcement learning framework
The deep-meta-RL framework that we propose is different from standard RL in two main aspects. First, the agent is challenged to face more than one environment during training, and second, the distribution over the reward domain learned by the agent is now dependant on the whole history of states, actions, and rewards, instead of the simple state-action pairs. In the remainder of the section, we describe each of the RL elements.
The states
A state x i ∈ X is a multidimensional array of size d × 5, storing d NSC vectors sorted by layer index. While this representation is programmatically easy to control, it is not ideal in a machine learning setting. In particular, we note that every element of an NSC vector is a categorical variable. Therefore, when required, every NSC vector in x t is transformed as follows: the layer's type 6 is encoded into a one-hot vector of size 8, the predecessors into a one-hot vector of size (d + 1), and the kernel size into a one-hot vector of size (k + 1) with k = max(kernel size). The transformation ignores the layer index because the state implicitly incorporates the information of the position of each layer due to sorting. This encoding results in a multidimensional array 7 of size d × (2d + k + 11). Figure 5 illustrates this transformation.
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Figure 5: The different representations of a state. In this example, a state x t contains d = 4 NSC vectors. On the left, a network as a list of NSC vectors; on the right, the same network in its encoded representation. In our work, k = 5 as observed in Table 1 .
The action space
We formulate the action space A as a discrete space of 14 actions listed in Table 2 . Each action a i ∈ A can either append a new element from the NSC space to a state x j ∈ X or control two pointers, p 1 and p 2 , for the indices of the predecessors to use for the next NSC vector. We note that for the chained-structured networks no pointers are required since the predecessor is always the previous layer, and neither do the merging operations addition and concatenation, making it possible to reduce the action space to 8 actions only.
Action ID Description
A0
Add convolution with kernel size = 1, using predecessor p 1 A1
Add convolution with kernel size = 3, using predecessor p 1 A2
Add convolution with kernel size = 5, using predecessor p 1 A3
Add max-pooling with pool size = 2, using predecessor p 1 A4
Add max-pooling with pool size = 3, using predecessor p 1 A5
Add avg-pooling with pool size = 2, using predecessor p 1 A6
Add avg-pooling with pool size = 3, using predecessor p 1 A7
Add terminal state. A8
Add addition with predecessors p 1 and p 2 A9
Add concatenation with predecessors p 1 and p 2 A10
Shift p 1 one position up (i.e., p 1 = p 1 + 1) A11
Shift p 1 one position down (i.e., p 1 = p 1 − 1) A12
Shift p 2 one position up (i.e., p 2 = p 2 + 1) A13
Shift p 2 one position down (i.e., p 2 = p 2 − 1) 
The environments
In our work, an environment is a neural architecture design task for image classification on a specific dataset of interest. The goal for an agent on this environment is to come up with the best architecture possible after interacting for a certain number of time-steps. At any time-step t, the environment's state is x t ∈ X , which is the NSC representation of a neural network N t . The reward r t ∈ [0, 1] associated with x t is a function of the network's accuracy ACC Nt ∈ [0, 1] (Section 4.1.2). The initial state x 0 of the environment is an empty architecture.
An agent can interact with the environment through a set of episodes by performing actions a t ∈ A. In our terminology, an episode is the trajectory from a reset of the environment's state until a termination signal. The environment triggers the termination signal in the following cases: a) the predecessors p 1 and p 2 are out of bounds after the execution of a t , b) a t is a terminal action, c) x t contains d NSC elements (the maximum depth) after performing a t , d) the total number of actions executed in the current episode is higher than a given number τ , or e) the action led to an invalid architecture. The agent-environment interaction process is formalized in Algorithm 1.
Algorithm 1 Agent-environment interaction
Environment.reset to initial state() 5:
while t < t max do 6: a t ← Agent.get next action() 7:
x t ← Environment.update state(a t ) 8:
if a t is shifting then 11:
14:
done ← Environment.is termination()
15:
Agent.learn(x t , a t , r t , done)
16:
if done then 17:
Environment.reset to initial state() 18:
done ← False
As mentioned in the beginning of Section 4, we work with more than one environment. Specifically, we define five environments, each one associated with a different dataset sampled from the meta-dataset collection (Triantafillou et al., 2019) . The datasets are listed in Table 3 and they were selected as explained in Appendix A. All datasets have balanced classes. In order to evaluate the accuracy of a network N t , for any dataset we perform a deterministic 1/3 train-test split and follow the pre-processing that has been initially proposed by the meta-dataset authors so that the images are resized to a shape of 84 × 84 × 3 using bilinear interpolation. .
Deep meta-reinforcement learning
Our deep meta-RL approach, illustrated in Figure 6 , is based on the work of Wang et al. (2016) and Duan et al. (2016) . They propose to learn a policy that, in addition to the state-action pairs of standard RL, uses the current time-step in the agent-environment interaction (the temporal information) as well as the previous action and reward. In this way, the agent can learn the relation between its past decisions and the current action. However, we introduce a modification in the temporal information, by considering the relative step within an episode instead of the global time-step so that the agent can capture the relation between changes in a neural architecture.
Formally, let D be a set of Markov Decision Processes (MDPs). Consider an agent embedding a Recurrent Neural Network (RNN) -with internal state h -modeling a policy π. At the start of a trial, a new task m i ∈ D is sampled, and the internal state h is set to zeros (empty network). The agent then executes its action-selection strategy for a certain number t max of discrete time-steps, performing n episodes of maximum length l depending on the environment's rules. At each step t (with 0 ≤ t ≤ t max ) an action a t ∈ A is executed as a function of the observed history H t = {x 0 , a 0 , r 0 , c 0 , ..., x t−1 , a t−1 , r t−1 , c t−1 , x t } (set of states {x s } 0≤s≤t , actions {a s } 0≤s<t , rewards {r s } 0≤s<t , episode-related steps {c s } 0≤s≤l ) and a reward r t is obtained. At the very beginning of the trial, the action a 0 is sampled at random from a uniform distribution of all actions available, and the state x 0 is given by the environment's rules. The RNN's weights are trained to maximize the total discounted reward accumulated during each trial. The evaluation consists of resetting h and fixing π to run an interaction with a new MDP m e ∈ D. a 1 a 2 a 3 a 4 a 5 a 6
Episode 1 Episode 2 Figure 6 : A graphic representation, inspired by the RL 2 illustration (Duan et al., 2016) , of our deep meta-reinforcement learning framework. In this example, the trial consists of t max = 6 time-steps, and the agent is able to complete two episodes of different length. c s is a counter of the current step in the episode and it gets reset at the start of any new episode.
The states x 0 and x 4 are shown to be different, although in practice the initial state of an episode could always be the same.
The policy optimization algorithm
Similarly to Wang et al. (2016) , we make use of the synchronous Advantage Actor-Critic (A2C) (Mnih et al., 2016) with one worker. As it can be observed in Figure 7 , the only change in the A2C network is in the input of the recurrent unit, so that the updates of the network's parameters remain unchanged. Formally, let t be the current time step, s t = x t · a t−1 · r t−1 · c t a concatenation of inputs, π(a t |s t ; θ) the policy, V (s t ; θ v ) the value function, H the entropy, j ∈ N the horizon, γ ∈ (0, 1] the discount factor, η the regularization coefficient, and R t = j−1 i=0 γ i r t+i the total accumulated return from time step t. The gradient of the objective function is:
Entropy regularization
(1)
As it is usually the case for A2C, the parameters θ and θ v are shared except for the ones in output layers. For a detailed description of the algorithm, we refer to the original paper (Mnih et al., 2016) .
Evaluation framework
The current Neural Architecture Search (NAS) solutions lack a crucial element: an opensource framework for reproducibility and further research. Specifically for NAS with reinforcement learning, it would be desirable to build on a programming interface that allows researchers to explore the effect of different algorithms on the same NAS environment. In an attempt to fill this gap, we have developed the nasgym 8 , a python OpenAI Gym (Brockman et al., 2016) environment that can jointly be used with all the reinforcement learning algorithms exposed in the OpenAI baselines .
We make use of the object-oriented paradigm to abstract the most essential elements of NAS as a reinforcement learning problem, resulting in a system that can be extended to perform new experiments, as displayed in Figure 8 . Although the defaults in the nasgym are 8. Source code available at: github.com/gomerudo/nas-env the elements in our methodology, the system allows us to easily modify the key components, such as the performance estimation strategy, the action space, or the Neural Structure Code space. We also provide an interface to use a database of experiments that can help to store previously computed rewards, thus reducing the computation time of future trials. All the deep learning components are built with TensorFlow v1.12 (Abadi et al., 2015) . Additionally to the nasgym, we implement the meta version of the A2C algorithm on top of the OpenAI baselines 9 . We believe that this software engineering effort will help to compare, reproduce, and develop future research in NAS.
Experiments
To evaluate our framework, we conduct three experiments. The first two aim to study the behavior of the agent when challenged to design chain-structured networks, and the third one is intended to observe its behavior in the multi-branch setting. We empirically assess the quality of the networks designed by the agent through episodes, the ability of the agent to adapt to each environment, and the runtimes of the training trials.
Chain-structured networks
Experiment 1: evolution during training. The agent learns from the three train environments listed in Table 3 , using deep meta-RL. It starts in the omniglot environment, continues in vgg flower, and finishes in dtd so that it faces increasingly harder classification 9. Source code available at: github.com/gomerudo/openai-baselines tasks (see Appendix A), and the policy learned in one environment is reused in the next one. The agent interacts with each environment for t max = 8000, t max = 7000, and t max = 7000, respectively so that the agent spends more time in the first environment to develop its initial knowledge. We compare against two baselines: random search and DeepQN with experience replay, where the agent learns a new policy on each environment (i.e., it does not re-use the policy between trials) for t max = 6500, 5500, and 7000, respectively. Due to resources and time constraints, all t max values were empirically selected according to the behaviour of the rewards (see Section 7). The most relevant hyper-paremeters are set as follows:
-Environment -d = 10. The maximum depth of a neural architecture.
-τ = 10. The maximum length of an episode.
-A2C hyper-parameters -j = 5. The number of steps to perform before updating the A2C parameters (see Equation 4.2.5). We set the value to half the maximum depth of the networks to allow the agent to learn before the termination of an episode. -γ = 0.9. The discount factor for the past actions.
-η = 0.01. The default in the OpenAI baselines .
-α = 0.001. The A2C learning rate set as in Learning to reinforcement learn (Wang et al., 2016) . .
-Training of the sampled networks -batch size = 128.
-epochs = 12. The value used in BlockQNN (Zhong et al., 2018) .
Experiment 2: evaluation of the policy. We fix the policy obtained in Experiment 1. The agent interacts with the evaluation environments, aircraft and cu birds, and deploys its decision-making strategy to design a neural architecture for each dataset. The interaction runs for t max = 2000 to study the performance of the policy in short evaluation trials. At the end of the interaction, we select the best two architectures per environment (i.e., the ones with the highest reward) and train them on the same datasets but applying a more intensive procedure as follows. First, we augment the capacity of the architectures by changing the number of filters in the convolution layers according to the layer's depth; i.e., number of units = 2 4+i with i being the current count of convolutions while building the network (e.g., number of units = 32 → 64 → 128). Second, we stack the prediction module as described in Section 4.1.2, but we increase the number of units in the first dense layer to 4096, we use a learning rate with exponential decay, and we train the network for 100 epochs. Since the datasets that we use are resized to a shape of 84x84x3, it is not fair to compare our resulting accuracy values with those of state-of-the-art architectures that assume a higher order of shape (Cui et al., 2018; Guo and Farrell, 2018; Hu and Qi, 2019) , and neither is to train our networks (which are designed for a given input size) with bigger images. Hence, based on the baselines of Hu and Qi (2019) , we use a VGG-19 network (Liu and Deng, 2015) with only two blocks as our baseline on both datasets.
Multi-branch networks
Experiment 3: training on a more complex environment. In this experiment, we extend the search space to multi-branch architectures. We consider the omniglot environment only. The goal here is to observe the ability of the agent to design multi-branch networks through time; i.e., the number of multi-branch structures generated through training. The interaction runs for t max = 20000 time-steps because more exploration is required due to the larger action space. The hyper-parameters are the same as in Experiment 1, except that τ = 20 and j = 10 because the trajectories are longer due to the shifting of the pointers controlling the predecessors, and batch size = 64 because the concatenation operation can generate networks that require more space in memory. We train the agent from scratch two times varying the parameter σ ∈ [0.0, 0.1] (see Section 4.2.3) to study its effect encouraging the generation of multi-branch structures.
Results
Experiment 1: evolution during training Figure 9 shows the evolution of the best reward and the accumulated reward per episode (representing the quality of the neural architectures), as well as the episode length (in a chain-structured network this represents the number of layers). We observe that, in the first environment (omniglot), our deep meta-RL agent performs worse than DeepQN. Nevertheless, in the second and third environments (vgg flower, dtd ), the agent performs better than the baselines from the very first steps, and more consistently through all episodes (showing less variance). DeepQN only catches up after many more episodes, although it exhibits a faster learning curve, which we ascribe to the linear exploration that makes it to end exploration sooner. Figure 10 shows the entropy of the policy during training over the different environments, which in the A2C algorithm is related to the level of exploration by the agent (more exploration leads to high entropy). In the first environment, our agent explores the environment for a significant number of time-steps, which translates to the slow increase observed in Figure 9a . In the second environment, the exploration drops down quickly, except for a short period with increased exploration (time-steps 9005 to 12005). In the last and hardest environment, the agent re-explores the environment to adapt its strategy, leading to a reduction of the episode length (depth of the networks) and, consequently, the accumulated reward does not appear to increase due to the shorter episodes. We believe that exploration causes the drops in episode length in vgg flower and dtd (Figures 9e and 9h) .
In Figure 11 , the proportion of the actions performed by the agent during training is shown. We see that it deployed different strategies per environment. Specifically, we note the changes in proportion for actions A0 (convolution with a kernel of size 1), A3 (max-pooling with pool size of 2), and A7 (the terminal state) when the environment switched from vgg flower to dtd, suggesting that the agent preferred different layers and depth according to the dataset.
Finally, Table 4 shows the running times per environment for each RL algorithm. Here, we do not observe significant differences considering that once transferred, the policy of the deep meta-RL agent designs deeper and more costly networks, as observed in Figures 9e  and 9h . 
Experiment 2: evaluation of the policy
The results of replaying the learned policy on completely new datasets are displayed in Figure 12 , and the corresponding runtimes are listed in Table 5 . They show that the agent immediately finds a good solution (with a deep network), and rewards remain consistent; however, it does not improve over time, which warrants further study (see Section 8). Moreover, the strategy deployed by the agent is not different on each dataset, as it is observed in Figure 13 . We confirm that the strategies are not significantly different by performing a Wilcoxon signed-rank test with the null hypothesis that the two related paired samples come from the same distribution. The output is a p-value = 0.48 with 95% confidence.
Dataset Runtime aircraft 2 days 6h cu birds 2 days 22h Total 5 days 4h As we mentioned in Section 6, another result of interest is the performance of the best networks designed by the agent when they follow more intensive training. Table 6 shows the accuracy values obtained. We note that the networks achieve low accuracy, in the majority of the cases worse than random guessing. An important observation is that these low values Table 2. can be a consequence of the relaxation made in the shape of the images. Whereas state-ofthe-art architectures on both aircraft and cu birds work with shapes greater than 200 × 200, we use a smaller version of 84 × 84 that might lead to loss of information. Moreover, stateof-the-art results for these datasets are usually obtained after data augmentation and use deeper and more complex networks with multi-branch structures (Cui et al., 2018; Guo and Farrell, 2018; Hu and Qi, 2019) . However, in this experiment, we do not consider any of the latter aspects since we work under resource constraints that force us to make relaxations, and thus a lower accuracy can be expected. Despite the low values, the architectures for the two datasets designed by the deep meta-RL agent outperformed by a significant amount the shortened version of VGG19. This shows that by using the learned policy it is possible to find better architectures than one inspired by state-of-the-art networks. A final observation is that the best architecture found by the agent during training did not become the best final network, thus exhibiting that early-stop can underestimate the long-term performance of the networks, which also warrants future work. Table 6 : Accuracy values of the best architectures after a more intense training. Every reported accuracy value is the mean ± 2 standard deviations of five independent trainings. For the sake of completeness, we show the designed networks in Appendix B Experiment 3: training on a more complex environment Figure 14 shows the evolution of the best reward, episode length, and accumulated reward during the multi-branch experiment on omniglot. We do not observe differences in the behavior of the agent when using different σ values, but we note that it took longer to output meaningful rewards (around episode 3000) when compared to Experiment 1, causing extended runtimes as shown in Table 7 . However, we stated in Section 6.2 that our main interest in this experiment is to study whether or not the agent can explore multi-branch structures. Figure 15a shows the en-tropy of the policy through time-steps, and Figure 15b the count of multi-branch structures through episodes. We note that during exploration the appearance of multi-branch structures is more likely, and after episode 3000 (represented by the vertical line in Figure 15a ), when exploration drops down, the multi-branch structures become less frequent. Furthermore, we found that the proportion of multi-branch vs. chain-structured networks is only 1:10, meaning that the agent did not explore multi-branch structures aggressively, and settled for chain-structured networks instead. The latter is supported by the proportion of actions displayed in Figure 16 , where the actions A8-13 (related to multi-branch structures) are the least frequent. Table 2 .
We believe that a multi-branch space requires us to handle differently how the predecessors of the NSC vectors are selected (see Section 4.2.2). Some alternatives are: defining heuristics to chose the predecessors instead of using the shifting operations, assigning other rewards to the actions related to the predecessors, and modifying the hyper-parameters of the A2C network to encourage more exploration of the agent in the beginning of the deep meta-RL training.
Conclusions and future work
In this work, we presented the first application of deep meta-RL in the NAS setting. Firstly, we investigated the advantages of deep meta-RL against standard RL on the relatively simple scenario of chain-structured architectures. Despite resource limitations (1 GPU only), we observed that a policy learned using deep meta-RL can be transferred to other environments and quickly designs architectures with higher and more consistent accuracy than standard RL. Nevertheless, standard RL outperforms meta-RL when both learn a policy from scratch. We also note that the meta-RL agent exhibited adaptive behavior during the training, changing its strategy according to the dataset in question. Secondly, we analyzed the adaptability of the agent during evaluation (i.e., when the policy's weights are fixed) and the quality of the networks that it designs for previously unseen datasets. In our experiment, the agent was not able to adapt its strategy to different environments, but the performance of the networks delivered was better than the performance of a human-designed network, showing that the knowledge developed by our agent in the training environments is meaningful in others. Thirdly, we extended our approach to a more complex NAS scenario with a multi-branch search space. In this setting, the meta-RL agent was not able to deeply explore the multi-branch structures and settled for chain-structured networks instead.
We conclude that deep meta-RL does provide an advantage over standard RL when transferring is enabled, and it can effectively adapt its strategy to different environments during training. Moreover, the policy learned can be used to deliver meaningful and wellperforming architectures on previously unseen environments without further training. We believe that it is possible to strengthen our deep-meta RL framework in future work. Specifically, we propose to investigate the following aspects under more powerful computational resources:
-Hyper-parameter tunning of the A2C components. In Experiment 1, we observed that the learning progress of the meta-RL agent is slow. We also noticed a long exploration window in the first environment. In order to improve these aspects, we propose to tune the hyper-parameters according to the next intuitions:
-j: the parameter controlling the number of steps before a learning update. We suggest reducing this value to speed up learning. -η: the entropy regularization. Experiments varying the range of this hyperparameter are required to observe its impact on the learning curve. Also, different values could be used depending on the hardness of the environments. -α: the learning rate. We suggest exploring decay functions for the learning rate to encourage faster learning after exploration.
-Duration of the agent-environment interaction. In Experiment 2, the policy did not exhibit adaptive behavior. A possible explanation is that the training trials were relatively short when compared to other reinforcement learning applications. Training the agent for longer trials could help improve the adaptation of the policy during evaluation. -The action space in the multi-branch setting. In Experiment 3, we observed that the agent was not able to explore the multi-branch space sufficiently and settled for chain-structured networks instead. Although hyper-parameter tuning could also help encourage exploration of the multi-branching actions, we believe that redefining the actions is a more suitable area of improvement. In that line, we recommend exploring heuristics based on the number of connections to select the predecessors. -The datasets and the performance estimation strategy. In all experiments, we observed a low accuracy of the networks in the datasets. Since we worked with constrained resources, we applied relaxations to the datasets and the performance estimation strategy to reduce the computational cost, which could have affected the accuracy of the networks. Future work can focus on designing a different set of environments with images with a smaller size, optimizing the performance estimation strategy per dataset, and investigating alternatives to reduce the cost of computing the rewards associated to the networks. -Transforming other standard RL algorithms to a meta-RL version. The transformation of the A2C algorithm to a meta-RL implementation required to change the input passed to the policy and to rely on a recurrent unit to learn the temporal dependencies between actions. This transformation is possible on other standard RL algorithms, which would help study different meta-RL approaches to NAS. -Benchmarking of other RL on the same NAS environments. In Section 5, we introduced the system developed to conduct our experiments, which allows to easily play other RL algorithms from the OpenAI baselines on the same NAS environments. We believe that this system will help to encourage research in these directions so that the benefits of different RL algorithms on NAS can be studied in detail. Time  aircraft  9h49m  cu birds  16h20m  dtd  5h38m  omniglot 3h38m traffic sign 4h33m vgg flower 4h56m Table 9 : Running times of a deep meta-RL trial with t max = 200, used to study the hardness and cost of each dataset. Figure 19 and 20 show the best two architectures during evaluation for aircraft and cu birds respectively. Figure 21 shows the best architectures for the multi-branch experiment. For each architecture we report the early-stop accuracy obtained.
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