Abstract. Image inpainting is the process of filling in missing parts of damaged images based on information gleaned from surrounding areas. We consider a model for inpainting binary images using a modified Cahn-Hilliard equation. We prove for the steady state problem that the isophote directions are matched at the boundary of inpainting regions. Our model has two scales, the diffuse interface scale, ε, on which it can accomplish topological transitions, and the feature scale of the image. We show via simulations that a dynamic two-step method involving the diffuse interface scale allows us to connect regions across larger inpainting domains. For the model problem of stripe inpainting, we show that this issue is related to a bifurcation structure with respect to the scale ε.
previous work [8] of Chan, Kang, and Shen, penalizes the square of the curvature along an edge contour. Following previous work by March (see [22] ), they then used a conjecture of De Giorgi [18] (which has since been given a proof in [30] ) to approximate the resulting variational problem by elliptic ones. The same approximation is also used in [13] to compute piecewise constant segmentations with depth via the model of Nitzberg, Mumford, and Shiota. Resulting gradient descent equations are fourth order, nonlinear parabolic PDEs with a small parameter in them and have a striking resemblance to the Cahn-Hilliard equation.
A recent paper by the authors [6] presents a new model directly based on CahnHilliard evolution, rather than a more complex gradient flow to minimize a curvature functional. This simpler model was shown, in numerical examples, to have many of the desirable properties of the model introduced in [14] . In particular, both image intensity and the direction of edges are continued smoothly across the inpainting region. However, the Cahn-Hilliard method was shown to be 2-5 times faster, computationally, than that of [14] and an order of magnitude or more faster than other competing PDE-based inpainting methods. In this paper, we present rigorous theory for the existence of solutions of the evolution equation. We also prove, for the steady state problem, that in the limit of large fidelity, isophote directions of the restored image will match those of the given background image, provided that it has sufficient regularity. Section 2 provides a review of previous phase field models for image processing, in which a small scale ε is introduced over which boundaries of objects are diffused. Section 3 reviews the proposed model. Section 4 presents rigorous existence theory for the time evolving problem. Section 5 proves continuity of isophotes for the case ε = 1 and a background image function that is at least C 2 . Section 6 considers binary data f and shows that for sufficiently small ε, the direction of edges of the restored image u again matches the direction of edges of the binary data f in the limit of large fidelity. As in section 5, this is accomplished by looking at the large fidelity limit. Section 7 considers a model problem of stripe inpainting. This problem is particularly useful for understanding the existence of multiple stable solutions of the inpainting problem and how they are related to each other through a bifurcation analysis. Section 8 presents some real-world computational examples with binary data. Section 9 presents a discussion with suggestions for future work.
Phase field models for inpainting.
We recall very briefly the two models introduced in [14] and their approximations by elliptic functionals. The first one is a very simple modification of the Mumford-Shah segmentation model and has the following form: For a given image f (x), solve the minimization problem (2.1) inf
Here the unknown set K is supposed to be a union of curves and approximate the edges of the given image f (x). The function u(x), which is also an unknown of the problem, is required to be smooth away from the edge set K by the Dirichlet energy that appears in the energy. D ⊂ Ω is the user-supplied inpainting region. The last integral in (2.1) represents the fidelity term and forces the piecewise smooth function u(x) to remain close in the L 2 sense to the given image f (x). The only difference of (2.1) from the original Mumford-Shah functional is that the fidelity term is integrated over Ω \ D instead of the entire domain Ω.
Energies of the form (2.1) are difficult to handle because part of the minimization is to be carried out over collections of curves in the plane. Ambrosio and Tortorelli introduced elliptic energies that approximate the Mumford-Shah functional in the sense of Gamma convergence (details can be found in [10] ), whose numerical treatments are consequently much easier. Their approximation, when written for (2.1), takes the form
Here the function z is introduced to keep track of the edge set. As the small parameter ε → 0, these energies have been rigorously proved to converge to (2.1) in the sense of Gamma convergence. The implication is that any accumulation point of minimizers of (2.2) has to be a minimizer of (2.1). These approximations are often called "diffuse interface" approximations because for a fixed value of ε, the minimizer approximates the sharp interface problem by one in which there is an interface of thickness of order ε. Diffuse interface methods are particularly useful for problems in which topology transitions of the interface are of interest. Esedoglu and Shen [14] introduce a variant of energy (2.1) that incorporates curvature of edge contours into the functional. It has the form
where κ is the curvature of K. Based on a conjecture of De Giorgi [18] , and following previous work by March in [22] , they consider the following diffuse interface approximation of (2.3):
where W (z) is the double-welled function W (z) = z 2 (z − 1) 2 . Gradient descent for (2.4) with respect to the L 2 inner product gives a system of coupled diffusion equations. The addition of curvature terms introduced in (2.3) allows for control of edge directions as well as location of edges. This naturally leads to a higher order energy in the diffuse interface approximation (2.4). The result is an L 2 gradient flow that is fourth order in space and includes terms that scale as 1/ 3 . In the next section we show that a much simpler model based on the original length functional of (2.1) can control both edge locations and directions, provided that we consider a superposition of an H −1 gradient flow and L 2 flow, rather than a pure L 2 descent.
3. Proposed model. In this paper, we consider a binary image (i.e., shape) inpainting model that is a much simplified version of the Esedoglu-Shen model from the previous section. The key observation leading to the model is that the fourth order gradient flow in the Esedoglu-Shen model has features in common with the CahnHilliard equation, which is a much simpler model for which fast solution techniques are available [6, 37] . It is therefore natural to ask if a simpler model can be used directly for inpainting.
Let f (x) be a given binary image, and suppose that D ⊂ Ω is the inpainting domain. We propose solving the following equation to steady state in order to construct an inpainted version u(x) of f (x):
2 . Equation (3.1) is identical with the standard Cahn-Hilliard equation [3, 27] , except for the second term on the right-hand side. This term is there to keep the solution constructed close to the given image f (x) in the complement of the inpainting domain, where there is image information available. We mention here that such phase field models have been used for other applications such as shape recovery in computer vision [11] . Equation (3.1) is not a gradient flow for an energy; however, it can be thought of as a superposition of gradient descents for two different energies. Indeed, the CahnHilliard equation is the gradient flow with respect to the H −1 inner product [35] of the following energy, which appeared already as a part of some of the variational models introduced in the previous sections:
This is the energy of Modica and Mortola [25] , which has been rigorously shown to approximate the perimeter of sets in the sense of Gamma convergence:
When λ(x) ≡ 0, (3.1) thus decreases (3.2); it can also be easily seen that in this case the solution preserves total image intensity (i.e., Ω u(x, t) dx is constant in t). The dynamics of (3.1) in this case has been studied extensively. For instance, it is well known that under (3.1) with λ(x) ≡ 0, arbitrary initial data form interfaces of thickness approximately ε at a fast time scale; these interfaces separate regions where the solution is approximately either 0 or 1 (location of wells for the potential W ). The fact that energy (3.2) is decreased suggests that the subsequent evolution involves some sort of coarsening of this configuration of regions. Indeed, as ε → 0, at a slower time scale the interfaces approximate the solution of the Mullins-Sekerka problem [1, 28] . When λ(x) ≡ 0, (3.1) is no longer gradient descent for (3.2); the second term in the right-hand side of (3.1) is gradient descent with respect to the L 2 inner product for the pointwise energy: An important distinction of model (3.1) from those of Bertalmio et al. is that no explicit boundary conditions are imposed at the boundary ∂D of the inpainting region D. However, we will show in section 5 that in the limit that λ 0 → ∞, stationary solutions of (3.1) converge to the solution of the following equation:
u(x) = f (x) on x ∈ ∂D, and ∇u = ∇f on x ∈ ∂D.
This is proved under the condition that the given function f (x) ∈ C 2 (Ω). The fact that (3.1) is fourth order naturally leads to the two boundary conditions (3.4) in the limit of large λ. We note that this feature is not special to the particular nonlinear equation considered here but is due to the highest order term on the right-hand side of (3.1). The rigorous results of sections 5 and 6 require only the highest order term to complete the analysis. The rest of the work in those sections is to show that the lower order terms, which are responsible for the phase separation, do not adversely affect the results. We therefore expect that solving (3.1) with a very large choice of the constant λ 0 will approximate a solution of (3.4) .
After addressing the case λ → ∞ for f ∈ C 2 , where we take first to be one, we then consider f a smooth approximation of a binary function, where the smoothing is on a scale , the diffuse interface scale. We show that the same estimates hold as in the completely smooth case, except that now λ depends on . In practice, we do not find any significant numerical hardship regarding the large value of λ when is small.
From the inpainting application point of view, the ability to impose boundary conditions for both the solution u(x) and its derivative ∇u is one of the great advantages of fourth order models such as (3.4) . Indeed, this allows image information generated by the model in the inpainting region D to match the original image data defined on Ω \ D not only in intensity but also in isophote directions. That means our model (3.1) continues edges into the inpainting domain without introducing kinks at the boundary ∂D.
4. Global existence of weak solutions of the modified Cahn-Hilliard equation. Before discussing the steady state problem, we show that well-posedness of the dynamic problem follows from classical methods for the case λ 0 = 0.
Consider the time dependent problem on a compact region Ω ⊂ R 2 with an inpainting region D ⊂ Ω:
Following Chapter III, Section 4.2 in [36] for the case λ 0 = 0, we define
We define a weak solution of the evolution equation (4.1) as one that satisfies
where ., . specifies the L 2 inner product.
We establish the following global existence and uniqueness theorem.
, and every T > 0, the initial-boundary value problem (4.2) has a unique solution u which belongs to
The proof of existence follows a similar argument as in [36] for λ = 0. We require an L 2 estimate that includes the additional fidelity term. In fact we show that this gives a global in time bound for u in L 2 when λ is sufficiently large.
Lemma 4.2. Given a weak solution as described above, there exist constants
This lemma establishes an a priori bound for the L 2 norm of the solution u; this bound is uniform in time for λ sufficiently large. We expect that it would therefore play an important role in, for example, establishing existence of steady states for the modified Cahn-Hilliard equation considered in this paper.
Proof. We first reference a standard interpolation inequality:
By the L 1 version of Poincaré's inequality, together with the observation that the domain of integration in the second integral of (4.4) can be taken to be something smaller than Ω (at the expense of larger constants but no matter),
where C depends on the size of D compared to Ω. By Hölder's inequality we also have that (for some α small enough)
Putting the last three inequalities together,
Now computing the rate of change of the L 2 norm of the solution, we get that
where we integrated by parts on the second term in the right-hand side.
Using the fact that W (ξ) ≥ γξ 2 − C for all ξ, for some constants γ and C, in (4.8),
We now put everything together as follows: First, writing the last term above as
we use inequality (4.5) in order to bound the last term of the inequality above as follows:
Now use inequality (4.6) with α = δ 1 to estimate the next to last term in the inequality above:
Now use inequality (4.7) with α = δ 1 and δ = δ 2 to estimate the |∇u| 2 dx term in the inequality above as follows:
We now try to satisfy the following conditions with our choice of the constants δ 1 , δ 2 , and λ:
To satisfy the first condition, take δ 2 = 1 8C ε 2 . Then, to satisfy the third, we can
With these choices, we end up with the following inequality:
where θ > 0. For any λ, Grönwall's lemma implies an a priori bound on the L 2 norm of u on any finite time interval [0, T ). Moreover, for sufficiently large λ, we obtain a uniform in time bound on the L 2 norm of u(·, t):
Remark. In the above analysis, the λ needed to obtain a negative θ depends on and the size of the inpainting region compared to Ω.
Following the remaining arguments in [36] one can establish global existence and uniqueness of a weak solution to the modified Cahn-Hilliard equation. We are not aware of any Lyapunov function for this problem, as in the original Cahn-Hilliard model. However, we observe in our numerical simulations that the solution quickly approaches a steady state as t increases; as we mentioned before, the existence of such a solution is strongly suggested by the estimate given above. Moreover, the steady state solution appears to inherit the regularity of the original parabolic problem. In the next section we show that existence of an H 2 solution of the steady state problem guarantees that the intended boundary conditions for the inpainting problem are satisfied as λ → ∞. In the analysis, λ depends on ; however, this dependence is not something that, in practice, causes us hardship in the computation. We prove this result while noting that convergence of the time dependent solution to the steady state problem remains unaddressed.
5.
Fidelity and boundary conditions. The fidelity parameter λ in (3.1) enforces the original image outside of the inpainting region. One might expect that as λ gets large, the existing region enforces some kind of effective boundary conditions on the inpainting region. In this section we prove this rigorously for the steady state problem. As we mentioned earlier, these solutions turn out to approximate a solution of (3. .1)). In this section we consider the case ε = 1 and consider smooth (greyscale) f . In the next section we show how to extend these results to binary f and small ε.
Key estimates.
We require the following version of the Poincaré inequality. 
Proof. Suppose not. Then there exists a sequence
, and v j = 0. By normalizing, we make sure that
Then the functions v j are bounded uniformly in L 2 (Ω) and
By Rellich's theorem, by passing to a subsequence if necessary, we may assume that v j converge to some v ∞ in the L 2 (Ω) sense and pointwise a.e.
Once again by Rellich's theorem we may assume that the sequence w j converges to some w ∞ in L 2 (Ω). By lower semicontinuity,
That means w ∞ is a constant. The very same argument applied tow j (x) := min 2 {0, u j (x)} shows that up to passing to subsequences, we may assume thatw j →w ∞ in L 2 (Ω) and pointwise a.e., wherew ∞ is a constant.
Thus, for a.e. x ∈ Ω, we have that
Moreover, since the sequence {av 
Proof. Define the function v to be
The standard Poincaré inequality implies
On the other hand, Lemma 5.1 implies
Combining inequalities (5.1) and (5.2) we get
Writing the last inequality in terms of u yields the conclusion of the present lemma after a few elementary manipulations. Proposition 5.3. Let u be an H 2 weak solution of the PDE
that is,
where
Then there exist constants C 1 and C 2 independent of λ 0 , depending only on f , so that
Proof. First, we consider a test function v ≡ 1 to obtain (5.5)
where we used the fact λ = 0 in D. Then, taking a test function v = (u − f ), we get By first applying integration by parts we have
where we used the fact that there exist positive constants γ and C such that W (ξ) ≥ γξ 2 − C for all ξ ∈ R. By (5.5), Lemma 5.2 applied to u gives
Hence,
By Hölder's inequality,
Combining (5.7) and (5.8) and absorbing γ into the constant C, we get
We now use the standard interpolation inequality
(where δ > 0 but arbitrarily small) along with (5.9) to obtain the following estimate:
We turn to estimating (II). Since f ∈ C 2 (Ω), and since |W (ξ)| ≤ Cξ 3 + C, we get
Putting together our estimates (5.10) for (I) and (5.11) for (II) together with (5.6), we get
Choosing δ > 0 small enough, one gets (5.12)
Let ξ := Ω u 2 dx. Then the right-hand side of (5.12) is −Cξ 2 + C(δ)ξ + C for some positive constants C depending on δ. This is a parabola opening downwards and hence is bounded from above by a constant. That proves the proposition.
Matching isophotes as λ 0 becomes large.
Of interest is what happens to the solution u(x) for the modified Cahn-Hilliard equation when λ 0 is prescribed very large values. Will u(x) correctly match f (x) (the existing image) on the boundary of the inpainting domain? In particular, will the isophote directions be matched? In this section we consider a smooth function f and show that in regions where f changes significantly, the direction of isophotes of the solution will match the direction of isophotes of the prescribed image function; see Figure 5 .1. In the next section we extend this result to a binary image with sharp edges. We first establish the following lemma showing that an H 2 steady state solution is actually in C 2,α . This result is necessary to establish a pointwise bound for the isophotes on the boundary. [15] . Since u(x, t) is bounded in H 2 (Ω) by assumption, it has an a priori pointwise bound, which then implies a pointwise bound on W (u). Sobolev embedding implies that u ∈ C α (Ω) and thus W (u) ∈ C α (Ω) for all 0 ≤ α < 1. This implies that Δu ∈ C α (Ω), and thus by elliptic regularity [17] , u ∈ C 2,α (Ω). Remark. The assumptions on smoothness of the boundary are necessary to invoke the theory of elliptic regularity. In practice for many imaging applications, Ω is a square with periodic or reflective boundary conditions. In either of those cases, the domain can be viewed as a manifold without boundary, and thus the lemma is applicable. The details of the boundary would be important only for problems where the inpainting region includes some of the boundary of the image domain.
As part of the proof, we first prove the continuity of ∇u and then show that this leads to matching of the isophote directions in regions where ∇f is large enough. This is sufficient to show continuity of the direction of edges, since they necessarily imply that ∇f is large. We now show that in regions where the image intensity changes, the isophote direction of f matches that of u on ∂D. This is the main theorem for this section. Proof. Define g(x) = (u−f )(x). First, we would like to show that ∇g(x) becomes small pointwise on ∂(Ω \ D) as λ 0 becomes large. From (5.12) we have that
The bounds from (5.13) combined with Sobolev interpolation imply that the H 1−μ (Ω\ D) norm of ∇g is small as λ 0 → ∞ for 0 < μ < 1 2 . The restriction map to ∂D (see [16, page 225]) implies that ∇g is small in
we have that the L 2 norm of ∇g is small on ∂D. Continuity of ∇g implies a pointwise bound on ∇g on the boundary; in particular we have a constant η(λ) → 0 as λ → ∞ such that |∇g|| ∂D ≤ η. Now we show that this pointwise bound for ∇g implies a bound for the direction of the isophotes.
Let
this is the isophote vector). We want to show that | τ u − τ f | becomes small on ∂(Ω \ D) as λ 0 takes increasingly large values. Recall that we are interested only in those portions of ∂(D) where ∇
⊥ f > δ 0 , with δ 0 small. Some straightforward algebra shows that (5.14)
Since ∇g is small for large λ 0 , we have the desired result. The case where ∇ ⊥ f ≤ δ 0 is not interesting, for in these regions the image is nearly constant and thus does not produce any significant edges. This completes the proof of Theorem 5.5.
Matching of isophotes for binary images: Continuity of the edge direction.
The previous analysis considered the modified Cahn-Hilliard equation (3.1) with ε = 1. In real applications involving binary images, we take ε small as it defines a diffuse interface thickness. Our previous estimates are for smooth functions f , and in order to apply these ideas, we regularize a binary f at the same scale as the diffuse interface thickness ε. We state this problem as follows: consider a binary image function f taking values 0 and 1. Assume a smooth boundary between regions where f = 0 and f = 1. Using a mollifier, construct f ε = J ε f (x). A simple way to do this is to solve the heat equation on Ω, with Neumann boundary conditions and initial condition f , until time t = ε 2 . This gives a smooth approximation of f in which the edges of the images are smoothed over a scale of length ε.
We now solve the inpainting problem by evolving the time dependent equation
Global existence of a weak solution of the above problem follows from the arguments in section 4. We now consider the steady state problem
and follow the arguments of the preceding section to show that for sufficiently large λ 0 , the steady state solution above has edges matching those of the original image f . To do this, we show that for a fixed ε, λ can be chosen large enough so that the isophote directions are nearly parallel on the boundary of D.
We consider the analogous estimates to (5.4) for the case ε = 1. Take the inner produce of the steady state equation with (u − f ). We obtain (6.3)
This in turn leads to the estimate
Now letting δ become very small, as ε is fixed, we have that (6.5)
Once again, the right-hand side of the inequality is a parabola that opens downward. Thus
from which we obtain the bounds
This shows the full relationship between λ 0 and ε. It is important to notice that the constants C( 1 ε 2 ) and C(ε + 1 ε ) become very large as ε becomes small. Thus, for small ε, λ 0 must be chosen very large to guarantee continuity of edges using these estimates.
Using the results of section 5.2, we have that ∇(u−f ε )(x) → 0 on ∂D as λ 0 → ∞. Consider now the part of ∂D where |∇f ε | > δ 0 . Since the original f is binary, this region corresponds to a narrow band around the edges of the original f . Following the ideas in section 5.2, we see that the isophote vectors | τ u − τ Jεf | → 0 in this narrow band which defines the diffuse interface between regions where f = 0 and f = 1. Putting this all together, we consider an original f taking values 0 and 1 with smooth boundary between the two phases. Assume that ε is small enough so that τ fε is almost parallel to the edge direction of the original binary f in the region where |∇f ε | > δ 0 . The solution u of the steady state diffuse interface problem will have edges that line up with those of f ε and thus with the original binary f , provided that λ 0 is large enough (depending on our choice of ε).
In the above discussion, we implicitly assume a "separation of scales" in the solution u. If we assume f is a binary image with order one features and curvature of edges, then the regularized f is guaranteed to have a separation of scales, meaning that it consists of regions separated by diffuse interfaces where there is steep variation (on a spatial scale of order ) normal to the diffuse interface and very mild variation tangent to the interface direction. If the solution u has the same separation of scales as the regularized data f , then the result will be a matching of edges between the data and the solution for large λ. Note that the estimates derived above require λ to possibly be very large, depending badly on . In our analysis here we do not prove that a separation of scales occurs for the solution u in the inpainting region; however, the computational results of the following sections illustrate this to be the case. Such a result is beyond the scope of this paper but would be interesting to examine in its own right. The original asymptotic analysis for separation of scales for the plain Cahn-Hilliard equation was carried out by Pego [28] . The analysis is local and thus should hold in the interior of the inpainting region where the fidelity term is zero. Our simulations are observed to follow the same scaling as the original Cahn-Hilliard equation in the inpainting region. In section 8, we present numerical results that illustrate that separation of scales for u, and thus continuation of edge direction, does occur for this model. See, in particular, Figures 8.2-8.4 .
In addition to having two spatial scales, the original Cahn-Hilliard asymptotics shows separation of time scales. There is a short time scale on which phase separation occurs and a longer time scale (related to ) on which the diffuse interface boundary moves. These same time scales are present in our modified equation. In the analysis above we consider the steady state problem. In the numerical examples, λ is chosen large enough so that the "fidelity time scale" is short compared to the other time scales in the problem associated with the regular Cahn-Hilliard dynamics. The time scale associated with the motion of the interface must be addressed when designing fast algorithms for binary inpainting. In section 8 we make use of this separation of time scales to design a two-step algorithm in which reconnection of shapes is first performed with a large , thereby decreasing the time scale of reconnection. Then we suddenly decrease to sharpen the interface, which also happens on a short time scale, as this dynamics is associated with phase separation rather than interface motion. The need for a two-step method is further explained by the stripe reconnection examples in the following section. There we compute bifurcation diagrams for steady states associated with a single stripe reconnection. For a large gap width, the connected stripe solution is a separate branch from the branch of solutions that contains the stable solution for large . We explain this in more detail in the following section.
Bifurcations of the modified Cahn-Hilliard equation.
A natural question to ask is whether the steady state solution is unique. Here we show by numerical examples that multiple solutions exist and can be understood through a bifurcation analysis. We conducted tests of the modified Cahn-Hilliard equation
on a simple stripe geometry. The numerical scheme used is based on convexity splitting and is discussed in detail in [6, 37] . We note that while the theory presented in this manuscript assumes Neumann boundary conditions, the computations here are done with periodic boundary conditions. However, one can think of Neumann boundary conditions as a restriction to the periodic problem with symmetry, simply by reflecting across domain edges in a square domain. Figure 7 .1 shows an example where the inpainting domain D is the grey region in frame (a). Different initial conditions for the dynamic problem (7.1) yield different steady state solutions as shown in frames (b) and (c). In both examples we take the same initial condition
However, in the case of (b) we start with a large ε = 0.8, run the solution to steady state, and use this as a new initial condition for a smaller value of ε. In the case (c) we perform a single simulation with fixed ε small (0.01), starting from u 0 given above. We cannot take much smaller without having to increase the resolution of the grid. In practice, the Cahn-Hilliard dynamics is reasonably well captured with a few grid points resolving the diffuse interface scale [19, 37] . A much coarser grid can result in numerical pinning of the interface. The bifurcation diagrams in Figure 7 .2 show how the steady states, for the modified Cahn-Hilliard equation, change in response to changes in the value of ε (see (7.1) . We consider the stripe problem as above for different gap widths of 30, 45, and 80. We choose an amplitude for the bifurcation diagrams of the value of the steady state solution at the center of the inpainting domain D. This is a useful measure in that a completed stripe will have an amplitude close to one, whereas a broken stripe will have an amplitude close to zero. Intermediate values are observed for steady states in which the diffuse interface scale ε is comparable to the feature size in the problem.
Note that in all figures, only stable steady states are shown, as we use the time dependent PDE to obtain the steady states. These figures suggest the presence of an incomplete pitchfork bifurcation. A diagram for this type of bifurcation (see [34] for a more complete discussion) is shown in Figure 7 .3 in which stable branches appear as solid lines and unstable branches appear as dotted lines. Frame (b) shows the classical complete pitchfork bifurcation. Changes in parameters, including, but not limited to, symmetry breaking, can cause a section of the pitchfork to break off into a stable/unstable pair of solutions, as shown in frames (a) and (c). It is interesting to compare the diagram in Figure 7 .3 with the numerically obtained diagrams in Figure 7 .2. In frame (a) there is an unbroken stable branch connecting the single large ε solution to the connected stripe solution for small ε. In contrast, in frames (b) and (c), the unbroken stable branch connects the single large ε solution to the broken stripe solution for small ε. In these cases the connected stripe solution appears as an isolated branch. We conjecture that the isolated branch flips over to an unstable branch of steady state solutions in all three cases. In frame (a) it is the broken stripe solution that forms an isolated branch. The bifurcation diagrams above suggest that different approaches will be necessary to obtain the completed stripe solution, depending on the gap width. For the small gap case, one can simply compute the steady state at large ε and continuously shrink ε, following the stable branch, to the desired small ε. However, this approach will clearly not work for the larger gap widths. Instead, we find that a two-scale approach empirically works well to obtain the continued stripe solution. We choose, at the outset, a value of ε on the order of the maximum gap size. For example, choosing ε = .8 as a starting value, we find a unique steady state solution for a very diffuse scale. Instead of continuously lowering ε, we abruptly change to the desired small scale value and find empirically that the continued stripe solution emerges from the dynamics. In summary, our algorithm for finding the completed stripe solutions is as follows:
1. Choose an initial value of ε nearly equal to the numerical maximum gap spacing (above ε = .8 was used). Set Δt = 1, with Δx = Δy = .01. The image size is taken to be 128 × 128 grid points, each of size Δx. 
Numerical examples.
In a previous paper (see [6] ) introducing this method, we showed some numerical examples that illustrate the performance of a convexity splitting scheme for this problem, as compared to other recent PDE-based inpainting methods. Here we provide some examples illustrating the role of ε and λ 0 . The modified Cahn-Hilliard equation was tested against a variety of elementary inpainting geometries as well as several more complex cases. Below and on the next pages, we repeat some examples from the previous paper and present a new example showing binary inpainting of text.
(a) (b) (c) Figure 8 .1, we see the two-step process at work to inpaint two stripes. The grey region in Figure 8 .1(a) denotes the inpainting region. We begin running the modified Cahn-Hilliard equation with a large value of ε (= .8), and at t = 50 we come close to a steady state, shown in Figure 8.1(b) . We then switch to a small value of ε (= .01), using the result from Figure 8 .1(b) as initial data. The final result at t = 700 is shown in Figure 8 .1(c). In this test, Δt = 1, λ = 50,000, C 1 = 300, and C 2 = 150,000. Figure 8 .2(a), the grey region denotes the "gap" or region to be inpainted. As with the stripes, the modified Cahn-Hilliard equation is run to steady state for a large value of ε (= .8), resulting in Figure 8 .2(b) at t = 300. This data is then used as initial data for the modified Cahn-Hilliard equation with ε (= .01) set to a small value. The final result is a completed cross at t = 1000. The parameters are Δt = 1, λ = 100,000, C 1 = 300, and C 2 = 3λ. Figure 8.3 shows how the modified CahnHilliard equation may be applied to the inpainting of simple road-like structures. In Figure 8.3(a) , an incomplete sine wave is shown. In Figure 8.3(b) , the sine wave is artificially "fattened" by expanding each white point's area radially by a factor of 3. This is done in order to give the modified Cahn-Hilliard equation sufficient boundary conditions to do effective inpainting.
Inpainting of a cross. In

Inpainting of a sine wave.
In Figure 8 .3(c), the grey area represents the inpainting region. The remaining white and black portions of the image are thus outside the inpainting region and essentially held fixed in place by the fidelity term of the modified Cahn-Hilliard equation (7.1). The two-step method was then used to inpaint the sine wave. The initial value of ε was taken to be .8, and then at t = 200 this was switched to a value of ε = .01. The final inpainting result was taken at t = 4000 (which corresponds to a time of 24 seconds real processing time). The parameters were set as Δt = 1, C 1 = 300, λ = 100,000, and C 2 = 3λ. Figure 8 .4 shows how the modified CahnHilliard equation can be used to recover obscured text. Figure 8.4(a) shows the text obscured by lines. This is a common problem for optical character recognition algorithms, with regard to text written on lined paper. Figure 8 .4(b) shows the result after processing by the modified Cahn-Hilliard equation.
Inpainting of obscured text.
The parameters were set as Δt = 1, λ = 100,000,000, C 1 = 10,000, C 2 = 3λ, ε = .008, and they were kept constant during this particular test. The test was completed at time t = 800, which corresponds to 2 minutes of processing time.
9.
Conclusions. This paper considers the method for binary inpainting recently introduced by the authors in [6] . This work introduces a relatively simple fourth order PDE for this task, rather than a more complex gradient flow to minimize a curvature functional. This simpler model, based on the Cahn-Hilliard model, has many of the desirable properties of earlier models, in particular the ability to match color and direction of edges, without requiring the computational complexity of those methods. In this manuscript we prove that for the proposed Cahn-Hilliard model, steady state solutions do indeed inherit the observed boundary conditions in the large fidelity limit.
Empirically, we find that one can perform inpainting across larger regions by considering a two-step method. The inpainting is done first with a larger ε, which results in topological reconnection of shapes with edges smeared by diffusion. The second step then uses the results of the first step and continues with a much smaller value of ε in order to sharpen the edge after reconnection.
In practice such a two-stage process can result in inpainting of a stripe across a region that is over ten times the width of the stripe, without any a priori knowledge of the location of the stripe. This two-step method is an empirically observed phenomenon which we understand more fully by considering the problem of bifurcations due to the presence of multiple stable steady state solutions to the same inpainting problem. Through a numerical search, we present evidence that the dynamical problem undergoes an incomplete pitchfork bifurcation, from a single stable steady state solution at large ε to two coexisting stable steady states at small ε, taking the form of a broken stripe with rounded ends, and a completed stripe. One of these two solutions is connected to the large ε by a continuous branch in the bifurcation diagram. For large gap widths, it is the broken stripe, thereby requiring a somewhat more complex process to find the basin of attraction of the completed stripe. Fortunately this is not so difficult using the two-step process described above.
We complete the paper by showing some computational examples. This scheme was shown in [6] to outperform in speed other variationally derived inpainting methods by a significant amount (typically an order of magnitude or more). Thus it would be interesting to consider methods related to this one for more complex inpainting problems such as greyscale, color, and nonlocal filling in.
Finally, we mention that while this manuscript focuses on PDE-based methods for filling in, there are many other approaches in the literature. Perhaps the closest to what is considered here are those based on spline continuation of the edges [32, 33] .
