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Quantum computers can efficiently simulate the dynamics of quantum systems. In this paper, we
study the cost of digitally simulating the dynamics of several physically relevant systems using the
first-order product formula algorithm. We show that the errors from different Trotterization steps in
the algorithm can interfere destructively, yielding a much smaller error than previously estimated.
In particular, we prove that the total error in simulating a nearest-neighbor interacting system of
n sites for time t using the first-order product formula with r time slices is O
(
nt/r + nt3/r2
)
when
nt2/r is less than a small constant. Given an error tolerance ε, the error bound yields an estimate
of max{O(n2t/ε), O(n2t3/2/ε1/2)} for the total gate count of the simulation. The estimate is tighter
than previous bounds and matches the empirical performance observed in Childs et al. [PNAS 115,
9456-9461 (2018)]. We also provide numerical evidence for potential improvements and conjecture
an even tighter estimate for the gate count.
Simulating the dynamics of quantum systems is one of
the primary applications of quantum computers. While
analog quantum simulations rely on engineering phys-
ical systems to mimic other systems, digital quantum
simulations use algorithms to decompose the evolution
unitary into a sequence of elementary quantum gates.
The first quantum simulation algorithm proposed by
Lloyd [1] uses the Lie-Trotter product formula, also
known as the first-order product formula (PF1) [2, 3].
Since then, more advanced quantum simulation algo-
rithms have been developed, including algorithms based
on the higher-order product formulae [4–7], linear combi-
nations of unitaries [8, 9], quantum signal processing [10],
and Lieb-Robinson bounds [11, 12], which all asymptot-
ically reduce the cost of digital quantum simulation in
terms of the number of gates used in the limit of large
time or large system size.
Despite these developments, PF1 remains one of the
most popular algorithms for near-term implementations
of digital quantum simulation due to its simplicity. In
practice, the small prefactor in the scaling of the gate
count of PF1 compared to more advanced quantum sim-
ulation algorithms makes it attractive for simulations
where the evolution time and the system size are not
too large [7].
Despite its simplicity and wide applicability, a tight er-
ror bound for PF1 in simulating many physically relevant
systems remains elusive. Recent works [2–4] estimated
that O
(
n2t2
)
elementary gates suffice to simulate the
dynamics of a nearest-neighbor interacting system con-
sisting of n sites for time t using PF1 [13]. However, the
numerical evidence in Ref. [7] suggests that PF1 per-
forms much better than this in practice. In particular,
the gate count for simulating the dynamics of a nearest-
neighbor Heisenberg spin chain of length n for time t = n
scales only as O
(
n2.964
)
. In addition, Heyl et al. [14] also
found that the error of simulating the time evolution of
a local observable using PF1 can be much smaller than
theoretically estimated.
In this paper, we provide an approach to tighten
the error bound of PF1 for simulating several phys-
ically relevant systems, including those with nearest-
neighbor interactions. The key finding of the paper is
that the errors from different steps of the algorithm
can combine destructively, resulting in a smaller to-
tal error than previous analysis estimates. In partic-
ular, the tighter error bound suggests that simulating
the dynamics of a nearest-neighbor interacting system
of n sites for time t up to an error tolerance ε requires
only max
{
O
(
n2t/ε
)
, O
(
n2t3/2/ε1/2
)}
quantum gates,
which is asymptotically smaller than the state-of-the-art
bound O
(
n2t2/ε
)
in Refs. [2–4]. At t = n and at a fixed
ε, our estimate O
(
n3
)
also closely matches the empirical
gate count O
(
n2.964
)
computed in Ref. [7].
Setup.— We assume that the system evolves under
a Hamiltonian H =
∑
X hX , which is a sum of time-
independent terms hX , each acting nontrivially on a sub-
set X of constant size. Our approach applies if there
exists a partition H = H1 +H2 such that the terms hX
in H1 mutually commute and the terms hX in H2 also
mutually commute. Examples of Hamiltonians that sat-
isfy this assumption include all one-dimensional, finite-
range [15] interacting systems, such as the Heisenberg
model and the transverse field Ising model in one di-
mension with either open or periodic boundary condi-
tions, and with or without disorder. Additionally, this
assumption also covers some physically relevant systems
in higher dimensions, such as the transverse field Ising
model with either finite-range or long-range interactions.
To simulate the time-evolution of the system for time
t using elementary quantum gates, we use the first-order
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2product formula [1]:
Ut ≈
[
U
(1)
t/rU
(2)
t/r
]r
, (1)
where Ut := exp(−iHt), U (p)t/r := exp(−iHpt/r) for
p = 1, 2, and r is the number of time segments to
be chosen later so that the norm of the total error
∆ := Ut − [U (1)t/rU (2)t/r ]r is at most a constant ε. By our
assumption that the terms within Hp (p = 1, 2) mutu-
ally commute, we can further decompose the evolution
U
(p)
t/r into a product of elementary quantum gates with
no additional error.
For simplicity, we demonstrate our approach to es-
timating the gate count of PF1 on a one-dimensional
lattice of n sites, evolving under a time-independent,
nearest-neighbor Hamiltonian H =
∑n−1
i=1 hi, where hi
is supported only on sites i, i + 1, ‖hi‖ ≤ J for all i,
J is a constant, and ‖·‖ denotes the operator norm.
Without loss of generality, we also assume J = 1, which
sets the time scale for the dynamics of the system. We
then apply PF1 to the partition H = H1 + H2, where
H1 =
∑
odd j hj and H2 =
∑
even j hj . Note that the
terms within H1 (H2) mutually commute and therefore
satisfy the aforementioned assumption.
Leading contributions.— To estimate the gate count,
we first need a bound on the total error ∆. The previous
best bound from Ref. [4] gives ‖∆‖ ≤ O (nt2/r), so that
r = Θ
(
nt2/ε
)
suffices to ensure the total error at most ε,
giving gate count nr = O
(
t2n2/ε
)
. Before we prove our
tighter bound, we will first argue simply based on the
lowest order error that ‖∆‖ ≈ O (nt/r), which would
result in a gate count O
(
tn2/ε
)
, matching the empirical
estimate of about O
(
n3
)
for t = n in Ref. [7].
Let δ = Ut/r − U (1)t/rU (2)t/r be the error of the approx-
imation in each time segment. In the limit r  t, the
leading contribution to δ is given by the commutator
between H1 and H2 [1]:
‖δ‖ ≈ 1
2
t2
r2
‖[H1, H2]‖ = O
(
nt2
r2
)
. (2)
Replacing U
(1)
t/rU
(2)
t/r by Ut/r + δ on the right-hand side
of Eq. (1) and expanding to first order in δ, we have an
approximation for the total error:
∆ ≈
r−1∑
j=0
U jt/r δ U
r−1−j
t/r =
r−1∑
j=0
U jt/r δ U
−j
t/r
Ur−1t/r ,
(3)
where U jt/r := (Ut/r)
j . If we bound ‖∆‖ using the trian-
gle inequality, i.e.,
‖∆‖ ≈
∥∥∥∥∥∥
r−1∑
j=0
U jt/r δ U
r−1−j
t/r
∥∥∥∥∥∥ ≤ r ‖δ‖ ≈ O
(
nt2
r
)
, (4)
we get the same error bound (and hence the same gate
count) as Ref. [4].
To understand the key idea for improving the bound,
imagine the unitary evolution U jt/rδU
−j
t/r as a rotation of δ
by a small angle proportional to jt/r. Equation (3) sums
over the rotations of δ by evenly spaced angles. There-
fore, the sum involves significant cancellation, making it
much smaller than the upper bound derived using the
triangle inequality [Eq. (4)].
To realize this intuition, we make a change of vari-
ables to x = tj/r and approximate the sum in ∆ by an
integral:
‖∆‖ ≈
∥∥∥∥∥∥
r−1∑
j=0
U jt/r δ U
−j
t/r
∥∥∥∥∥∥ ≈ rt
∥∥∥∥∫ t
0
dxUx δ U−x
∥∥∥∥ . (5)
With the assumption that H = H1 +H2 is a sum of two
terms, we rewrite δ (to leading order in t/r) as
δ ≈ 1
2
[H1, H2]
t2
r2
=
1
2
[H,H2]
t2
r2
, (6)
and use the identity
Ut A U−t −A = −i
∫ t
0
dxUx [H,A]U−x, (7)
with A = t
2
2r2H2, to evaluate the integral in Eq. (5) and
arrive at an estimate for the norm of ∆:
‖∆‖ ≈ r
t
∥∥∥∥∫ t
0
dxUx
[
H,
t2
2r2
H2
]
U−x
∥∥∥∥
≤ t
2r
2 ‖H2‖ = O
(
nt
r
)
, (8)
which is a factor of t tighter than Eq. (4). To ensure that
the total error ‖∆‖ is at most ε, we choose r = Θ (nt/ε),
leading to the total gate count O (nr) = O
(
n2t/ε
)
,
which has optimal scaling in t [16]. At t = n and
fixed ε, the gate count becomes O
(
n3
)
, which closely
matches the empirical performance O
(
n2.964
)
observed
in Ref. [7].
Additionally, if the time step t/r = τ is a constant,
the total error of the simulation ‖∆‖ = O (nτ) appears
to be independent of the total number of time segments.
This feature agrees well with Ref. [14], where the au-
thors argue that for a fixed, small value of τ , the error
in simulating the evolution of a local observable using
PF1 would not increase with the total simulation time t.
However, our bound is more general; it applies to the
error in simulating the evolution unitary of the system,
and hence any observable.
Higher-order contributions.— We made three approx-
imations in deriving Eq. (8). First, in Eq. (6), we con-
sidered δ to only the leading order in t/r and discarded
terms of higher order in t/r. We then expanded ∆ in
Eq. (3) to only the first order in δ while ignoring the
higher-order terms in δk. Additionally, we evaluated the
3sum in Eq. (5) by approximating it with an integral. We
now make the estimation rigorous by considering the er-
rors incurred upon making the three approximations.
First, we show that higher-order terms in t/r in the
expansion of δ are indeed dominated by the second order.
For that, we write δ as a series in t/r:
δ := Ut/r − U (1)t/rU (2)t/r =
∞∑
k=2
(−it)k
k!rk
δk, (9)
where δk are operators independent of t, r. If we only
need a bound on the norm of δ, it is sufficient to bound
the norms of δk. However, in addition to the norm, we
are also interested in the structure of δk, described in
Lemma 1, which is crucial for evaluating the total error
[See Eq. (6)].
Lemma 1. For all k ≥ 2, there exist Sk, Vk such that
δk = [H,Sk] + Vk and
‖Vk‖ = O
(
ek−2nk−2
)
, (10)
‖Sk‖ = O
(
k2nk−1
)
, (11)
‖[H,Sk]‖ = O
(
k3nk−1
)
, (12)
where the big-O constants do not depend on k.
Lemma 1 holds for k = 2, with S2 = H2 and V2 = 0
[See Eq. (6)]. For k > 2, we construct Sk, Vk induc-
tively using the definition of δk in Eq. (9). The factor
nk−2 in the norm of Vk comes from the (k−2)-th nested
commutators in the expansion of δk. We provide a de-
tailed proof of the lemma in the Supplemental Material
(SM) [17].
A corollary of Lemma 1 is ‖δk‖ = O
(
eknk−1
)
, and
therefore, we can immediately bound the norm of δ:
‖δ‖ ≤
∞∑
k=2
tk
k!rk
‖δk‖ = O
(
nt2
r2
∞∑
k=0
(ent)k
k!rk
)
= O
(
nt2
r2
exp
ent
r
)
= O
(
nt2
r2
)
, (13)
where we assume r > ent. We later fulfill this condition
by choosing an appropriate value for r.
Another corollary of Lemma 1 is that δ = [H,S] + V ,
where S =
∑∞
k=2
(−it)k
k!rk
Sk and V =
∑∞
k=3
(−it)k
k!rk
Vk. It is
straightforward to verify the bounds on the norms of S
and V :
‖S‖ = O
(
nt2
r2
)
, ‖V ‖ = O
(
nt3
r3
)
, (14)
where we again assume r > ent.
Next, we rectify the approximation in Eq. (5) by rig-
orously bounding the norm of the sum.
Lemma 2. For any positive integer a ≥ 1,∥∥∥∥∥∥
a−1∑
j=0
U jt/rδ U
−j
t/r
∥∥∥∥∥∥ = O
(
nt
r
)
+O
(
a
nt3
r3
)
. (15)
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FIG. 1. The total error ‖∆‖ (blue dots) of PF1 in simulating
the Heisenberg chain in Eq. (18) is numerically evaluated at
n = 8, r = 10000, and variable time t between 0 and 1000.
The purple dots represent the error estimate r ‖δ‖ one would
get using the triangle inequalities [Eq. (4)]. We also plot
functions proportional to t (orange lines), t2 (purple lines),
and t3 (green lines) for reference.
When a = r, the left-hand side of Eq. (15) is exactly
the sum in Eq. (5). We bound the sum by approximating
it with an integral, which yields O (nt/r) after evalua-
tion. Carefully bounding the error of the approximation
results in the second term O
(
ant3/r3
)
. We present the
detailed proof of the lemma in the SM [17].
Given Lemma 1 and Lemma 2, we now bound the
total error ‖∆‖. We expand ∆ as a series in δ and write
∆ =
∑r
k=1 ∆k, where ∆k involves only the k-th order
in δ. For example, ∆1 =
∑r−1
j=0 U
j
t/rδ U
−j
t/r, the norm of
which we can already bound using Lemma 2. We can use
the same technique to estimate ‖∆k‖ for all k ≥ 1 [17]:
‖∆k‖ ≤ rk−1 ‖δ‖k−1O
(
nt
r
+
nt3
r2
)
. (16)
Finally, we bound ‖∆‖ using the triangle inequality:
‖∆‖ ≤
r∑
k=1
‖∆k‖ = O
(
nt
r
+
nt3
r2
)
, (17)
where we assume r ‖δ‖ < 1/2 so that ∑rk=1(r ‖δ‖)k−1 =
O (1). With our choice of r, this assumption later re-
duces to εt ≤ 1, where ε is the error tolerance of the
simulation.
Empirical error scaling.— We now benchmark the
bound in Eq. (17) against the empirical error in sim-
ulating the dynamics of a nearest-neighbor Heisenberg
chain:
H =
n−1∑
i=1
~σi · ~σi+1, (18)
where ~σi = (σ
x
i , σ
y
i , σ
z
i ) denotes the Pauli matrices on
qubit i. Using fixed values for n and r, we compute the
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FIG. 2. The total error of simulating the Heisenberg chain
with n = 8 spins in Eq. (18) using PF1 (blue dots), PF2
(orange dots) and PF4 (green dots) is numerically computed
at r = 10000, and variable time t between 10 and 3000. We
also plot functions proportional to t (blue lines), t3 (orange
lines), and t5 (green lines) for reference.
total error of PF1 at different times t and plot the result
in Fig. 1. We also plot in Fig. 2 the empirical errors
of simulating the same system using the second-order
(PF2) and the fourth-order (PF4) product formulae [6].
From Fig. 1, the total error of PF1 appears to agree
well with our bound in Eq. (17). The change in the error
scaling from O(t) at small time to O(t3) at large time
can be explained by the destructive error interference
between the time slices as follows. While the leading
error terms in each time slice scale as O(t2), they in-
terfere destructively between time slices, resulting in a
total contribution that increases with time at a slower
rate O(t) [recall Eq. (8)]. Meanwhile, some higher-order
error terms do not interfere destructively. They scale
as O(t3) and eventually take over as the primary con-
tribution to the total error. This intuition also explains
the similarity between the error scalings of PF1 (at late
time) and PF2 [Fig. 2]. On the other hand, if there were
no destructive error interference between the time slices,
the contribution from the leading error terms to the total
error of PF1 would have scaled as O(t2) [Fig. 1, purple
dots] and saturated at 2 before the higher-order terms
could take over.
We also note that the error of PF2 [PF4] scales as t3
[t5] initially before saturating at a later time, in agree-
ment with the existing bounds using triangle inequali-
ties for the higher-order product formulae [4, 7]. There-
fore, the destructive interference of the errors between
the time segments appears to be a unique feature of the
first-order product formula.
Gate count.— Given the error bound in Eq. (17), we
now count the number of gates for PF1. Equation (17)
suggests we should choose
r ∝ max
{
nt
ε
,
√
nt3
ε
, 1
}
, (19)
so that the total error ‖∆‖ is at most ε. First, we as-
sume nt ≥ ε and consider two cases, corresponding to
εt ≤ 1 (small time) and εt > 1 (large time). The former
condition implies that the first term in Eq. (19) domi-
nates and therefore we should choose r = Θ (nt/ε) . This
choice of r together with εt ≤ 1 also fulfills the condition
r ‖δ‖ < 1/2 required earlier, as long as we choose a large
enough prefactor in Θ (nt/ε). Thus, when εt ≤ 1, the
gate count of PF1 is
O (rn) = O
(
n2t
ε
)
. (20)
On the other hand, when εt > 1, we divide the sim-
ulation into m stages. In each stage, we simulate the
evolution for time t/m with an error at most ε/m by
further dividing the stage into r time segments. In or-
der to apply the above analysis in each stage, we require
m to be large enough so that εt/m2 ≤ 1. Since the
resulting gate count O
(
mn2t/ε
)
increases with m, it is
optimal to choose m as small as possible, i.e. m = d√εte.
Therefore, the total gate count in this case is
O
(√
εt
n2t
ε
)
= O
(
n2t3/2
ε1/2
)
. (21)
Finally, when nt < ε, we simply choose r = Θ(1), giving
gate count O (1). Combining the above arguments, we
have an upper bound on the total gate count of
max
{
O
(
n2t
ε
)
, O
(
n2t3/2
ε1/2
)
, O (1)
}
, (22)
which is valid for all times t and is tighter than the pre-
vious best estimate in Ref. [4].
Discussion & Outlook.— As mentioned earlier, we as-
sume that the terms of the Hamiltonian can be sepa-
rated into two parts such that the terms within each
part mutually commute. Therefore, our results apply
to translationally invariant spin chains in one dimen-
sion with finite-range interactions and with either open
or periodic boundary conditions, as well as disordered
spin chains, such as those featuring many-body localiza-
tion [18]. Additionally, our analysis also holds for some
systems in higher dimensions, such as the transverse field
Ising model with either finite-range or long-range inter-
actions, where the two mutually commuting parts of the
Hamiltonian are the spin-spin interactions and the field
terms. However, for long-range interactions, the number
of interaction terms can scale as O
(
n2
)
[instead of O (n)
for the finite-range interactions], so the scalings of the er-
ror bound and of the gate count as functions of n must
be adjusted accordingly. Furthermore, our technique can
also be used to bound the error in simulating materials
where the electronic structure Hamiltonian in the plane
wave dual basis [19] is a sum of mutually commuting
kinetic energy terms and Coulomb interactions.
However, it is unclear whether our approach gener-
alizes to Hamiltonians that can only be separated into
5three or more mutually commuting parts, such as those
that typically occur in higher dimensions and systems
with general long-range interactions, where the simple
relation between δ and H in Eq. (6) no longer holds in
general. In addition, although our main focus in this pa-
per is on real-time simulation, it would be interesting to
consider the implications of our bound for the error of
the product formula in simulating imaginary time evolu-
tion, which is relevant for path integral Quantum Monte
Carlo algorithms [20].
We also note that while our analysis requires r ‖δ‖ <
1/2, our numerical calculation [see Fig. 1] shows that
our error bound agrees well with the empirical scaling
even at large values of t, where r ‖δ‖  1/2. Therefore,
we conjecture that the error bound in Eq. (17) is valid
regardless of whether εt is less than one. If the conjecture
holds, Eq. (19) implies that we should choose r ∝ nt/ε
and r ∝ √nt3/ε for εt ≤ n and εt > n, respectively (in
the limit of large n and t). The former choice yields the
same gate count O
(
n2t/ε
)
as in Eq. (20), but the latter
choice leads to a gate count of O (nr) = O
(√
n3t3/ε
)
,
which is tighter than the estimate in Eq. (21). Thus,
the conjecture would imply that PF1 performs as well
as PF2—whose gate count is also O
(√
n3t3/ε
)
[4]—in
the large-time limit. We consider proving the conjecture
a very interesting future direction.
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The Supplemental Material provides more mathematical details for the derivations of the error bound in the paper.
Specifically, Sec. S1 explains how we write the k-th order error δk into a commutator. Section S2 provides an upper
bound for a sum of different evolutions of δ. Finally, in Sec. S3, we show how we bound the norm of ∆k in Eq. (16).
S1. STRUCTURE OF δk
In this section, we present the proof of Lemma 1, which says that we can write δk into a sum of a commutator and
an operator of higher order. First, we need the following recursive relation between the δk operators.
Lemma S1. For k ≥ 2, we have the following recursive relation:
δk+1 = H1δk + δkH2 − [Hk, H2]. (S1)
Proof. We prove the lemma by expanding both Ut/r and U
(1)
t/rU
(2)
t/r in orders of t/r:
U
(1)
t/rU
(2)
t/r = e
−iH1t/re−iH2t/r =
∞∑
k=0
1
k!
Ak
(−it
r
)k
, (S2)
Ut/r = e
−iHt/r =
∞∑
k=0
1
k!
Bk
(−it
r
)k
, (S3)
where
Ak :=
k∑
j=0
(
k
j
)
Hj1H
k−j
2 , Bk := H
k = (H1 +H2)
k. (S4)
With these notations, we have the relation δk = Bk − Ak. It is also straightforward to verify the recursive relations
for Ak and Bk:
Ak+1 = H1Ak +AkH2, (S5)
Bk+1 = H
k+1 = HBk = (H1 +H2)(Ak + δk)
= H1Ak +H1δk +BkH2 − [Bk, H2]
= H1Ak +H1δk + (Ak + δk)H2 − [Bk, H2]
= (H1Ak +AkH2) +H1δk + δkH2 −
[
Hk, H2
]
= Ak+1 +H1δk + δkH2 −
[
Hk, H2
]
. (S6)
By definition, we have
δk+1 = Bk+1 −Ak+1 = H1δk + δkH2 −
[
Hk, H2
]
. (S7)
Therefore, the lemma follows.
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2We now construct the operators Sk, Vk in Lemma 1 inductively on k. For k = 2, we have δ2 = [H,H2]. Thus
Lemma 1 is true for k = 2 with S2 = H2 and V2 = 0. Assume that Lemma 1 is true up to k, i.e. there exist Sk, Vk
such that δk = [H,Sk] + Vk, we shall prove that it is also true for k + 1. Using Lemma S1, we have
δk+1 = H1δk + δkH2 − [Hk, H2]
= [H1, δk] + δkH − [Hk, H2]
= [H1, [H,Sk] + Vk] + VkH + [H,Sk]H − [Hk, H2]. (S8)
We use the following commutator identities:
[H,Sk]H = [H,SkH], (S9)
[Hk, H2] = [H,
k−1∑
j=0
Hk−1−jH2Hj ]. (S10)
With some trivial manipulations, we can write δk+1 = [H,Sk+1] + Vk+1, where
Sk+1 = SkH −
k−1∑
j=0
Hk−1−jH2Hj , (S11)
Vk+1 = [H1, [H,Sk]] +H1Vk + VkH2. (S12)
Finally, we show that the operators Sk, Vk constructed using the above recursive relations satisfy the norm bounds
in Eqs. (10) to (12). We need the following lemma about the structure of Sk, Vk.
Lemma S2. For integer k ≥ 2, the operators Sk, Vk constructed from Eqs. (S11) and (S12) can be written as
Vk =
nk∑
i=1
vk,i, nk ≤ ξek−2nk−2, (S13)
Sk =
mk∑
i=1
sk,i, mk ≤ k(k − 1)
2
nk−1, (S14)
where ξ is a constant, vk,i, sk,i are operators supported on at most 2(k − 1) sites and
‖sk,i‖ ≤ 1, ‖vk,i‖ ≤ 1, (S15)
for all i.
Proof. Denote by supp (X) the support size of an operator X, i.e. the number of sites X acts nontrivially on. We
say that the number of terms in Vk is x if there exists a decomposition Vk =
∑x
j=1 vj such that ‖vj‖ ≤ 1 for all j.
For k = 2, the lemma is true by definition. Assume that the lemma is true up to some k ≥ 2, we shall prove that it
holds for k + 1.
First, we argue for the bounds on the number of terms mk+1, nk+1 in Sk+1, Vk+1 respectively. Since there are mk
terms in Sk, using Eq. (S11), it is straightforward to bound mk+1—the number of terms in Sk+1:
mk+1 ≤ mkn+ knk ≤ k(k − 1)
2
nk + knk =
k(k + 1)
2
nk. (S16)
To bound nk+1, the number of terms in Vk+1, we use Eq. (S12) and note that sk,i can non-commute with at most
2supp (sk,i) = 4(k − 1) terms from H. Therefore, the number of terms in [H,Sk] is at most 4(k − 1)mk. Each of
these terms has its support size increased by at most one (to 2k − 1) compared to the terms of Sk. Repeating the
argument for [H1, [H,Sk]], the number of terms in Vk+1 can be bounded as follow:
nk+1 ≤ 2(2k − 1)4(k − 1)mk + nnk (S17)
≤ 8k4nk−1 + ξek−2nk−1 (S18)
< 2ξek−2nk−1 < ξek−1nk−1, (S19)
where ξ = 2048e2(e−1) and we have used the fact that 8k
4 + ξek−2 < ξek−1 for all k ≥ 2. Therefore, the number of terms
nk+1,mk+1 are bounded according to Eqs. (S13) and (S14).
It is also apparent from this construction that each iteration in Eqs. (S11) and (S12) increases the support size of
the constituent terms in Sk, Vk by at most 2. Therefore, Lemma S2 follows.
3With Lemma S2, it is straightforward to show that the norms of Vk, Sk, [H,Sk] are upper bounded by the their
number of terms:
‖Vk‖ ≤ nk = O
(
ek−2nk−2
)
(S20)
‖Sk‖ ≤ mk = O
(
k2nk−1
)
, (S21)
‖[H,Sk]‖ ≤ 4(k − 1)mk = O
(
k3nk−1
)
. (S22)
These bounds complete the proof of Lemma 1.
S2. SUM OF EVOLUTIONS OF δ
In this section, we present the proof of Lemma 2, which provides an upper bound for the sum of evolution of an
operator with different times.
Proof. We denote by τ := t/r and
Σa(X) :=
a−1∑
j=0
Ujτ [H,X]U
†
jττ, (S23)
where X is an arbitrary time-independent operator, a is a positive integer, and Ut = exp(−iHt) as before.
First, we need to turn the sum Σa(X) into a sum of several integrals using the following lemma.
Lemma S3. Define
F [X] := −1
τ
∫ τ
0
ds
∫ s
0
dvUv [H,X]U
†
v , (S24)
It(X) :=
∫ t
0
Us [H,X]U
†
sds. (S25)
For all τ such that nτ < 1, where n is the number of sites in the system, we have
Σa(X) =
∞∑
k=0
Iaτ (F
◦k[X])), (S26)
where F ◦k the k-th iterate of a function F , i.e. the composition F ◦k[X] = F [F [. . . F [X] . . . ]], with F ◦0 being the
identity function.
Proof. To prove the claim, we note that
Iaτ (X) =
∫ aτ
0
Us [H,X]U
†
sds =
a−1∑
j=0
∫ (j+1)τ
jτ
Us [H,X]U
†
sds =
a−1∑
j=0
Ujτ
(∫ τ
0
Us [H,X]U
†
sds
)
U†jτ . (S27)
Therefore, we have
Σa(X)− Iaτ (X) =
a−1∑
j=0
Ujτ
(
[H,X] τ −
∫ τ
0
Us [H,X]U
†
sds
)
U†jτ
=
a−1∑
j=0
Ujτ
∫ τ
0
ds
(
[H,X]− Us [H,X]U†s
)
U†jτ
=
a−1∑
j=0
Ujτ
∫ τ
0
ds
∫ 0
s
dvUv [H, [H,X]]U
†
vU
†
jτ
=
a−1∑
j=0
Ujτ
[
H,
1
τ
∫ τ
0
ds
∫ 0
s
dvUv [H,X]U
†
v
]
U†jττ
= Σa(F [X])). (S28)
To get the second last line, we use the fact that H and Ut commute in order to move the integral inside the
commutator. Repeated applications of this recursive relation yields Eq. (S26). The condition nτ < 1 ensures that
the sum in Eq. (S26) converges (See Lemma S4).
4Lemma S4 below is a consequence of Lemma S3.
Lemma S4. If X is time-independent and µ := ntr < 1, ‖Σa(X)‖ ≤ 21−µ ‖X‖.
Proof. To prove Lemma S4, we note that
‖F [X]‖ ≤ τ ‖H‖ ‖X‖ ≤ µ ‖X‖ . (S29)
Therefore,
∥∥F ◦k[X]∥∥ ≤ µk ‖X‖. Note also that for the time-independent X,
Iaτ (X) =
∫ aτ
0
Us [H,X]U
†
sds = UaτXU
†
aτ −X, (S30)
and therefore ‖Iaτ (X)‖ ≤ 2 ‖X‖. Using Lemma S3, we have
‖Σa(X)‖ ≤
∞∑
k=0
∥∥Iaτ (F ◦k[X])∥∥ ≤ 2 ∞∑
k=0
∥∥F ◦k[X]∥∥
≤ 2 ‖X‖
∞∑
k=0
µk =
2
1− µ ‖X‖
= O (‖X‖) , (S31)
where we have assumed µ = ntr < 1 so that the sum converges. Therefore, the lemma follows.
To prove the Lemma 2, we write δ = [H,S] + V with S, V bounded by Eq. (14). We then use Lemma S4 with
X = S and the triangle inequality to get∥∥∥∥∥∥
a−1∑
j=0
Ujτδ U
†
jτ
∥∥∥∥∥∥ ≤
∥∥∥∥1τ Σa(S)
∥∥∥∥+
∥∥∥∥∥∥
a−1∑
j=0
UjτV U
†
jτ
∥∥∥∥∥∥ (S32)
= O
(
1
τ
‖S‖
)
+O (a ‖V ‖) (S33)
= O
(
nt
r
)
+O
(
a
nt3
r3
)
. (S34)
Thus, the lemma follows.
S3. UPPER BOUND ON ∆k
In this section, we show how we bound the norms of ∆k in Eq. (16). For that, we use Lemma 2 together with the
bound on ‖δ‖ [Eq. (13)]:
‖∆k‖ =
∥∥∥∥∥∥∥
r−k∑
i1=0
r−k−i1∑
i2=0
r−k−i1−i2∑
i3=0
· · ·
r−k−i1−i2−···−ik∑
ik=0
U i1t/rδU
i2
t/rδU
i3
t/rδ · · ·︸ ︷︷ ︸
δ appears k times
Ur−k−i1−i2−···−ikt/r
∥∥∥∥∥∥∥
≤
r−k∑
i1=0
r−k−i1∑
i2=0
r−k−i1−i2∑
i3=0
· · · ‖δ‖k−1
∥∥∥∥∥
r−k−i1−i2−···−ik∑
ik=0
U ikt/rδU
−ik
t/r
∥∥∥∥∥
≤ rk−1 ‖δ‖k−1O
(
nt
r
+
nt3
r2
)
. (S35)
Thus, Eq. (16) follows.
