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Abstract
Fisher proved in 1940 that any 2-(v, k, λ) design with v > k has at least v blocks. In
1975 Ray-Chaudhuri and Wilson generalised this result by showing that every t-(v, k, λ)
design with v > k+ ⌊t/2⌋ has at least ( v⌊t/2⌋) blocks. By combining methods used by Bose
and Wilson in proofs of these results, we obtain new lower bounds on the size of t-(v, k, λ)
coverings. Our results generalise lower bounds on the size of 2-(v, k, λ) coverings recently
obtained by the first author.
1 Introduction
For our purposes, an incidence structure is a pair (V,B) where V is a set of points and B is
a multiset of subsets of V called blocks. For positive integers t, v, k and λ with t 6 k 6 v, a
t-(v, k, λ) covering is an incidence structure (V,B) such that |V | = v, |B| = k for all B ∈ B,
and each t-subset of V is contained in at least λ blocks in B. If each t-subset of V is contained
in exactly λ blocks in B, then (V,B) is a t-(v, k, λ) design. For an incidence structure (V,B)
and a subset X ⊆ V , define b(X) to be the number of blocks in B that contain X . Coverings
were introduced for t = 2 by Erdo˝s and Re´nyi [8] in 1956 and then generalised to arbitrary t
by Erdo˝s and Hanani [7] in 1963.
Usually we are interested in finding coverings with as few blocks as possible. The covering
number Cλ(v, k, t) is the minimum number of blocks in any t-(v, k, λ) covering. When λ = 1
we omit the subscript. It is convenient to set Cλ(v, k, 0) = λ for all v, k and λ. In [22] Ro¨dl
introduced the famous nibble method to show that C(v, k, t) ∼ (v
t
)
/
(
k
t
)
as v →∞.
Observe that if (V,B) is a t-(v, k, λ) covering and X is a subset of V with |X| 6 t, then
(V \X,B′), where B′ = {B \X : B ∈ B, X ⊆ B}, is a (t − |X|)-(v − |X|, k − |X|, λ) covering
and hence
b(X) > Cλ(v − |X|, k − |X|, t− |X|). (1)
Using this fact with |X| = 1 and some simple counting gives
Cλ(v, k, t) >
⌈
v
k
Cλ(v − 1, k − 1, t− 1)
⌉
. (2)
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Iterating this inequality yields the Scho¨nheim bound [23] which states that Cλ(v, k, t) >
Lλ(v, k, t) where
Lλ(v, k, t) =
⌈
v
k
⌈
v − 1
k − 1 · · ·
⌈
v − t+ 2
k − t+ 2
⌈
λ(v − t+ 1)
k − t+ 1
⌉⌉
· · ·
⌉⌉
.
Furthermore, Mills and Mullin [20] have shown that if vCλ(v − 1, k − 1, t− 1) 6≡ 0 (mod k)
and Cλ(v − 1, k − 1, t− 1) = (
(
v−1
r−1
)
/
(
k−1
r−1
)
)Cλ(v − r, k − r, t− r) for some r ∈ {2, . . . , t}, then
Cλ(v, k, t) >
⌈
v
k
(Cλ(v − 1, k − 1, t− 1) + r)
⌉
. (3)
This result is easiest to apply in the case r = t = 2, when it states that if λ(v − 1) ≡
0 (mod k − 1) and λv(v − 1) ≡ 1 (mod k), then Cλ(v, k, t) > Lλ(v, k, t) + 1. A result of
Keevash [18, Theorem 6.5] implies that, for a fixed t, k and λ and for all sufficiently large v,
Cλ(v, k, t) = hλ(v, k, t)/
(
k
t
)
where hλ(v, k, t) is the size of a smallest t-(v, t, λ) covering (V,B)
with the property that
(
k−|X|
t−|X|
)
divides b(X) for each subset X of V with |X| 6 t. In the case
t = 2, this establishes that the Scho¨nheim bound with the Mills and Mullin improvement is
tight for all sufficiently large v. Glock et al. [11] have recently extended Keevash’s main result.
Our interest here is principally in establishing lower bounds for covering numbers Cλ(v, k, t)
when k is a significant fraction of v. Exact values for Cλ(v, k, t) have been determined when
(k, t) ∈ {(3, 2), (4, 2)}, when (t, λ) = (2, 1) and v 6 13
4
k, and for most cases when (t, λ) = (3, 1)
and v 6 8
5
k (see [14]). In the case t = 2, a number of results have been proved which improve on
the Scho¨nheim bound in various cases where k is a significant fraction of v [1, 3, 4, 10, 24, 26].
A number of other lower bounds for specific parameter sets, which have been mostly obtained
by computer searches, are available in literature (see [12, 14]). For surveys on coverings see
[14, 20]. Gordon maintains a repository for small coverings [12].
Fisher’s inequality [9] famously states that every 2-(v, k, λ) design with v > k has at least
v blocks. Ray-Chaudhuri and Wilson [21] generalised this result to higher t by showing that
every t-(v, k, λ) design with v > k + s has at least
(
v
s
)
blocks for any positive integer s 6 ⌊ t
2
⌋.
Subsequently Wilson [28] gave an alternate proof of this generalised result using so-called higher
incidence matrices. In this paper we demonstrate how an approach based on these matrices
can be used to obtain improved lower bounds on covering numbers Cλ(v, k, t). Our results
generalise both the Ray-Chaudhuri and Wilson result of [21] and the more recent results of [17]
which established lower bounds for Cλ(v, k, 2).
To avoid triviality, we often consider only t-(v, k, λ) coverings with 2 < k < v. The bounds
we prove in this paper apply to covering numbers Cλ(v, k, t) for arbitrary λ. However in our
discussions, as in most of the literature concerning coverings with t > 3, we will concentrate
on the case λ = 1. The methods in this paper should also be applicable to packings, but we do
not pursue this here.
In the next section we discuss our proof strategy and prove some preliminary results. In
Sections 3, 5 and 6 we then prove and discuss bounds that generalise Theorems 1, 11 and 14
of [17] respectively. The results in Sections 5 and 6 make use of a result of Caro and Tuza [5]
which guarantees an m-independent set of a certain size in a multigraph with a specified degree
sequence. In Section 4 we exhibit infinite families of parameter sets t-(v, k, λ) for which our
results improve on the best bounds previously known.
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2 Strategy and preliminary results
To prove our results we will combine ideas from [17] with those from a proof by Wilson [28] of
the generalisation of Fisher’s inequality to higher t. The methods in [17] were, in turn, inspired
by a proof by Bose [2] of Fisher’s inequality. Following [28], we make use of higher incidence
matrices. For a nonnegative integer s, the s-incidence matrix of an incidence structure (V,B)
is the matrix whose rows are indexed by the s-subsets of V , whose columns are indexed by the
blocks in B, and where the entry in row X and column B is 1 if X ⊆ B and 0 otherwise. For
a set V and a nonnegative integer i, let
(
V
i
)
denote the set of all i-subsets of V .
We will make use of standard facts about positive definite matrices (see [16, §9.4]). If A
is a square matrix whose rows and columns are indexed by the elements of a set Z, then a
principal submatrix of A is a square submatrix whose rows and columns are both indexed by
the same subset Z ′ of Z. We say a real matrix is diagonally dominant if, in each of its rows,
the magnitude of the diagonal entry is strictly greater than the sum of the magnitudes of the
other entries in that row. It follows easily from the well-known Gershgorin circle theorem (see
[16, p16-6]) that real diagonally dominant matrices are positive definite. Our bounds rest on
the following simple observations.
Lemma 1. Let (V,B) be an incidence structure and let A be the s-incidence matrix of (V,B)
for some positive integer s. Then
(i) AAT is the symmetric matrix whose row and columns are indexed by
(
V
s
)
and where the
entry in row X and column Y is b(X ∪ Y ); and
(ii) |B| > rank(AAT ).
Proof. Part (i) follows from the definition of matrix multiplication. Because A has only |B|
columns, rank(A) 6 |B|. Thus |B| > rank(A) > rank(AAT ), proving part (ii).
By Lemma 1 we can bound the number of blocks in a covering by bounding rank(AAT ).
Our strategy to bound this rank is as follows. We first write AAT = P + M where P is
positive semidefinite. We then find a diagonally dominant, and hence positive definite, principal
submatrix M ′ of M . Because every principal submatrix of P is positive semidefinite, the
submatrix of AAT with row and column indices corresponding to those ofM ′ is positive definite
and hence full rank. Thus the rank of AAT is at least the order of M ′.
We choose P so that the entry in row X and column Y for X 6= Y is b|X∪Y |, where
bs+1, . . . , b2s are positive integers chosen so that each i-subset of V is in at least bi blocks in B
for i ∈ {s+1, . . . , 2s}. The entries on the lead diagonal of P are chosen to be small as possible,
given that P must be positive semidefinite. We establish that P is indeed positive semidefinite
using an approach from [28] in which P is written as a nonnegative linear combination of Gram
matrices.
We will require the following simple identity for binomial coefficients.
Lemma 2. Let i and ℓ be nonegative integers with i 6 ℓ. Then
ℓ∑
j=i
(−1)i+j(ℓ
j
)(
j
i
)
=
{
0, if i < ℓ;
1, if i = ℓ.
3
Proof. The multinomial theorem implies that the coefficient of xi in the expansion of (x−1+1)ℓ
is
ℓ−i∑
j′=0
(
ℓ
i+j′
)(
i+j′
i
)
(−1)j′ =
ℓ∑
j=i
(−1)i+j(ℓ
j
)(
j
i
)
,
where the equality is obtained by substituting j = i + j′. So because (x − 1 + 1)ℓ = xℓ, the
result now follows by equating the coefficients of xi.
The next lemma establishes that if A is the higher incidence matrix of a t-(v, k, λ) covering,
then AAT has a specific form that we can exploit. Subsequent results in this paper will often
explicitly assume the hypotheses of Lemma 3 and use its notation.
Lemma 3. Let t, v, k, λ and s be positive integers such that t < k < v and s 6 ⌊ t
2
⌋. Let
b2s, b2s−1, . . . , bs be positive integers such that
(i) Lλ(v − 2s, k − 2s, t− 2s) 6 b2s 6 Cλ(v − 2s, k − 2s, t− 2s);
(ii) ⌈ v−i
k−i
bi+1⌉ 6 bi 6 Cλ(v − i, k − i, t− i) for i = 2s− 1, 2s− 2, . . . , s; and
(iii) aj > 0 for j ∈ {0, . . . , s}, where aj =
∑j
i=0(−1)i+j
(
j
i
)
b2s−i.
If (V,B) is a t-(v, k, λ) covering and A is the s-incidence matrix of (V,B), then b(Z) > b|Z| for
any Z ⊆ V with |Z| ∈ {s, . . . , 2s} and AAT = P +M for matrices P = (pXY ) and M = (mXY )
such that
pXY =
{
b|X∪Y | if X 6= Y
bs − as if X = Y
mXY =
{
b(X ∪ Y )− b|X∪Y | if X 6= Y
as + b(X)− bs if X = Y
.
Furthermore, the following hold.
(a) P =
∑s−1
j=0 ajQ
T
j Qj, where Qj is the j-incidence matrix of the incidence structure (V,
(
V
s
)
).
Hence P is positive semidefinite.
(b) For any X ∈ (V
s
)
,
∑
Y ∈(V
s
)\{X}
mXY =
∑
Y ∈(V
s
)\{X}
(
b(X ∪ Y )− b|X∪Y |
)
= (b(X)− bs)
((
k
s
)− 1)+ d
where d = bs(
(
k
s
)− 1)−∑s−1i=0 (si)(v−ss−i)b2s−i is a nonnegative integer.
Proof. Let Z ⊆ V with |Z| ∈ {s, . . . , 2s}. That b(Z) > b|Z| follows because b|Z| 6 Cλ(v −
|Z|, k − |Z|, t − |Z|) by (i) and (ii) and Cλ(v − |Z|, k − |Z|, t − |Z|) 6 b(Z) by (1). That
AAT = P +M follows immediately from Lemma 1 (i) and the definitions of P and M . Let
V = (V
s
)
and V0 = {X ∈ V : b(X) = bs}.
We prove (a). Observe that for j ∈ {0, . . . , s}, QTj Qj is the matrix whose rows and columns
are indexed by
(
V
s
)
and whose (X, Y ) entry is
(
|X∩Y |
j
)
for all X, Y ∈ (V
s
)
. In particular,
QTs Qs = I. Let
Q′ =
s∑
j=0
ajQ
T
j Qj = asI +
s−1∑
j=0
ajQ
T
j Qj .
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It suffices to show that Q′ = asI + P .
Let X, Y ∈ (V
s
)
, let ℓ = |X ∩ Y |, and note that ℓ 6 s. For j ∈ {0, . . . , s}, the (X, Y ) entry
of QTj Qj is
(
ℓ
j
)
. Thus the (X, Y ) entry of Q′ is
s∑
j=0
aj
(
ℓ
j
)
=
s∑
j=0
j∑
i=0
(−1)i+j(ℓ
j
)(
j
i
)
b2s−i =
s∑
i=0
s∑
j=i
(−1)i+j(ℓ
j
)(
j
i
)
b2s−i.
So it follows from Lemma 2 that the (X, Y ) entry of Q′ is b2s−ℓ = b|X∪Y |. Thus Q
′ = asI + P .
Now we prove (b). For each X ∈ V,
∑
Y ∈V\{X}
b(X ∪ Y ) = b(X) ((k
s
)− 1)
because each block that contains X contributes
(
k
s
)− 1 to this sum. Also for each X ∈ V,
∑
Y ∈V\{X}
b|X∪Y | =
s−1∑
i=0
(
s
i
)(
v−s
s−i
)
b2s−i
because, for each i ∈ {0, . . . , s−1}, |{Y : |X ∩Y | = i}| = (s
i
)(
v−s
s−i
)
. Together, these facts imply
that (b) holds provided d is nonnegative. By (ii), bi+1 6
k−i
v−i
bi for i = 2s− 1, 2s− 2, . . . , s and
so it can be seen that b2s−i 6 (
(
k−s
s−i
)
/
(
v−s
s−i
)
)bs for i = s− 1, s− 2, . . . , 0. Thus,
s−1∑
i=0
(
s
i
)(
v−s
s−i
)
b2s−i 6 bs
s−1∑
i=0
(
s
i
)(
k−s
s−i
)
= bs(
(
k
s
)− 1),
and it follows that d > 0.
Remark 4. In many cases condition (ii) of Lemma 3 implies condition (iii). Specifically, we
claim that if condition (ii) is satisfied then aj > 0 for j ∈ {0, . . . ,min(⌊ vk⌋, s)}. This means
that we can ignore condition (iii) whenever v > sk. Certainly, a0 = b2s > 1. To see that the
rest of our claim is true, fix j ∈ {1, . . . ,min(⌊ v
k
⌋, s)}, and let δ = 2 if j is even and δ = 1 if j is
odd. Then, pairing consecutive terms in the definition of aj, we see that
aj >
∑
i∈{δ,δ+2,...,j}
((
j
i
)
b2s−i −
(
j
i−1
)
b2s−i+1
)
.
For i ∈ {δ, δ + 2, . . . , j}, using condition (ii),(
j
i
)
= j−i+1
i
(
j
i−1
)
>
1
j
(
j
i−1
)
and b2s−i >
⌈
v−2s+i
k−2s+i
b2s−i+1
⌉
>
v
k
b2s−i+1 > jb2s−i+1,
and hence
(
j
i
)
b2s−i >
(
j
i−1
)
b2s−i+1. Thus aj > 0.
It follows from Lemma 3(a) that the diagonal entries bs − as of P are at least a0 = b2s > 0.
Hence bs > as. This fact will be used several times in later sections. We are now ready to prove
Lemma 5, which forms the basis of all the lower bounds that we establish in this paper.
Lemma 5. Suppose the hypotheses of Lemma 3 hold. If there is a subset S of (V
s
)
such that,
for each X ∈ S, ∑
Y ∈S\{X}
(
b(X ∪ Y )− b|X∪Y |
)
< as + b(X)− bs,
then |B| > |S|.
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Proof. By Lemma 1 (ii), it suffices to show that the principal submatrix of AAT whose rows
and columns are indexed by S is positive definite and hence full rank.
By Lemma 3, AAT can be written as the sum of a positive semidefinite matrix P and a
matrix M whose (X, Y ) entry is the nonnegative integer b(X ∪ Y ) − b|X∪Y | for all distinct
X, Y ∈ (V
s
)
and whose (X,X) entry is the nonnegative integer as + b(X)− bs for all X ∈
(
V
s
)
.
Because every principal submatrix of P is positive semidefinite, it in fact suffices to show that
the principal submatrix M ′ ofM whose rows and columns are indexed by S is positive definite.
Given the hypothesis of the lemma that
∑
Y ∈S\{X}
(
b(X ∪ Y )− b|X∪Y |
)
< as + b(X)− bs,
M ′ is diagonally dominant and hence it is positive definite by the Gershgorin circle theorem
(see [16, p.16-6]).
3 Basic bound
Here we use Lemma 5 to prove the simplest and most easily stated of our results, and then
discuss when it can be usefully applied.
Theorem 6. Suppose the hypotheses of Lemma 3 hold and that d < as. Then
Cλ(v, k, t) >
⌈(
v
s
)
(bs + 1)(
k
s
)
+ 1
⌉
.
Proof. Let (V,B) be a t-(v, k, λ) covering. Let V = (V
s
)
and V0 = {X ∈ V : b(X) = bs}.
Because d < as, it follows from Lemma 3(b) that we can apply Lemma 5 with S = V0 and
hence conclude that |B| > |V0|.
Since each block in B covers (k
s
)
sets in V, we have that ∑X∈V b(X) = |B|(ks). Thus
|{X ∈ V : b(X) > bs}| 6 |B|
(
k
s
)− (v
s
)
bs
because b(X) > bs for each X ∈ V. It follows that |B| > |V0| >
(
v
s
)− (|B|(k
s
)− (v
s
)
bs). A simple
calculation now establishes that
|B| >
(
v
s
)
(bs + 1)(
k
s
)
+ 1
.
It is useless to apply Theorem 6 with bs chosen to be less than the best known lower bound
for Cλ(v − s, k − s, t − s), because the bound of Theorem 6 is always inferior to the bound
given by s iterated applications of (2) to bs + 1 (note this latter bound is at least ⌈bs
(
v
s
)
/
(
k
s
)⌉).
Furthermore, from the definitions of d and as we have that
as − d =
(
s−1∑
i=0
(
s
i
)
(
(
v−s
s−i
)
+ (−1)s−i)b2s−i
)
− ((k
s
)− 2) bs, (4)
which is increasing in b2s−i for each i ∈ {0, . . . , s− 1}. Thus, in the absence of condition (iii)
of Lemma 3, it can be seen that when attempting to apply Theorem 6 we only need consider
choosing bi to be the best known lower bound on Cλ(v − i, k − i, t − i) for i ∈ {s, . . . , 2s}.
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Throughout the rest of the paper, we shall refer to this as the natural choice for the bi. Condition
(iii) complicates the picture somewhat, but in view of Remark 4 this is only of concern when
v 6 (s − 1)k (note that as > d > 0 by our hypotheses and Lemma 3). In many cases the
best known lower bounds are all given by the Scho¨nheim bound and in these cases the natural
choice of the bi amounts to taking bi = Lλ(v − i, k − i, t− i) for i ∈ {s, . . . , 2s}.
For each of the subsequent lower bounds we establish in this paper (see Theorems 15 and
18), we will also show that we only need consider the natural choice for bs. With this choice
fixed, the natural choice for the remaining bi will minimise d and maximise as − d, by the
definition of d and (4). Considering this and Remark 4, we believe that taking the natural
choice for the bi in our theorems will almost always produce the best results.
For the Theorem 6 bound to exceed the bound obtained by s iterated applications of (2)
to bs, it must be the case that bs <
(
k
s
)
(again note the latter bound is at least ⌈bs
(
v
s
)
/
(
k
s
)⌉).
Furthermore, the other lower bounds we establish in this paper will explicitly require bs <
(
k
s
)
.
We have bs <
(
k
s
)
only when v < ( k
t
s!λ
)1/(t−s) because
(
k
s
)
6
ks
s!
and bs > Lλ(v − s, k − s, t −
s) > λ
(
v−s
t−s
)
/
(
k−s
t−s
)
> λ( v
k
)t−s. So none of the lower bounds of this paper are of use when
v > ( k
t
s!λ
)1/(t−s).
Theorem 6 implies Ray-Chaudhuri and Wilson’s [21] generalisation of Fisher’s inequality.
If there exists a t-(v, k, λ) design (V,B) with v > k + s for some positive integer s 6 ⌊ t
2
⌋,
then applying Theorem 6 with bi = Lλ(v − i, k − i, t − i) = λ
(
v−i
t−i
)
/
(
k−i
t−i
)
for i ∈ {s, . . . , 2s}
we have Cλ(v, k, t) >
(
v
s
)
(bs + 1)/(
(
k
s
)
+ 1) (the hypotheses are satisfied because d = 0 and
aj = λ
(
v−2s
k−2s+j
)
/
(
v−t
k−t
)
for j ∈ {0, . . . , s}). But, because (V,B) is a design, it has exactly(
v
s
)
bs/
(
k
s
)
blocks. So we can conclude that
(
v
s
)
bs/
(
k
s
)
>
(
v
s
)
(bs + 1)/(
(
k
s
)
+ 1) which implies
bs >
(
k
s
)
and hence that (V,B) has at least (v
s
)
blocks.
4 Infinite families of improvements
In this section we first give, in Lemma 7, an infinite family of parameter sets for which applying
Theorem 6 with s = 2 yields an improvement over the Scho¨nheim bound. Then we exhibit,
in Theorem 10, an infinite family of parameter sets for which applying Theorem 6 with s = 1
establishes exact covering numbers. In this section we will often use the simple observation
that, for given t, k and λ, Cλ(v, k, t) 6 Cλ(v
′, k, t) when v 6 v′.
Lemma 7. Let m > 6 be an integer, and let v = m2(m − 2) + 4 and k = m(m − 1) + 2. An
application of Theorem 6 with s = 2 establishes that C(v, k, 5) > L(v, k, 5) +m(m− 4)− 10.
Proof. Let ℓi = L(v − i, k − i, t− i) for i = 4, 3, 2. We can successively calculate
ℓ4 = ⌈ v−4k−4⌉ = ⌈m− 1 + m−2m(m−1)−2⌉ = m
ℓ3 = ⌈ v−3k−3ℓ4⌉ = m(m− 1)
ℓ2 = ⌈ v−2k−2ℓ3⌉ = m2(m− 2) + 2.
We will apply Theorem 6 with s = 2 and bi = ℓi for i = 4, 3, 2. Routine calculations show
that, in the terminology of Lemma 3, a0 = m, a1 = m(m − 2), a2 = m3 − 4m2 + 3m + 2, and
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d = 0. Using this, and recalling that m > 6, it can be seen that the hypotheses of Theorem 6
are satisfied and hence
C(v, k, 5) >
⌈
v(v−1)
k(k−1)+2
(ℓ2 + 1)
⌉
.
This implies that C(v, k, 5) > m5 − 4m4 + 21m2 − 14m− 55.
On the other hand,
L(v, k, 5) = ⌈ v
k
⌈ v−1
k−1
ℓ2⌉⌉
and for m > 14 we can calculate that this is equal to m5−4m4+20m2−10m−45. Thus it can
be seen that the lemma holds for m > 14, and it is routine to check it holds for 6 6 m 6 13.
Further routine calculations establish that, for v and k as in Lemma 7, neither the result
of Mills and Mullin [20] nor the results of this paper (including those in Sections 5 and 6) give
improvements over the Scho¨nheim bound for the parameter sets C(v−1, k−1, 4), C(v−2, k−2, 3)
or C(v − 3, k − 3, 2). We believe that, in general, no bound better than the Scho¨nheim bound
was previously known for this family of parameter sets. Since d = 0 in our application of
Theorem 6, we could make a slight further improvement to this result by instead applying
Theorem 18(a) below.
We now move on to show that Theorem 6 with s = 1 can be applied to establish that certain
coverings constructed from affine planes are optimal, and thus obtain a family of exact covering
numbers.
Let q be a prime power. It is well known (see [13], for example) that if we take V to be
the qt points of the affine geometry AG(t, q) and B to be the set of its (t− 1)-flats, then (V,B)
is a t-(qt, qt−1, 1) covering with q( q
t−1
q−1
) blocks. Further, it is straightforward to calculate that
L(qt, qt−1, t) = q( q
t−1
q−1
) and hence C(qt, qt−1, t) = q( q
t−1
q−1
). The following lemma is based on a
well-known “blow up” construction for coverings.
Lemma 8. Let m, t and q be positive integers such that q is a prime power. Then
C(v,mqt−1, t) 6 q( q
t−1
q−1
) for each v 6 mqt.
Proof. Let (U,A) be the t-(qt, qt−1, 1) covering with q( qt−1
q−1
) blocks obtained from the (t− 1)-
flats of AG(t, q). Let M be a set of m elements, let V = U ×M and let B = {A×M : A ∈ A}.
Then (V,B) is an (mqt, mqt−1, 1)-covering with q( qt−1
q−1
) blocks. The result now follows because
C(v − 1, k, t) 6 C(v, k, t) for any parameter set (v, k, t).
Next we determine the value of the Scho¨nheim bound in the cases we are concerned with.
Lemma 9. Let v, m, q and t be positive integers such that q is a prime power, m > 2q + 2,
2 6 t < mqt−1, and mqt − 2q + 3 6 v 6 mqt. Let ℓt = 1 and let ℓi = L(v − i,mqt−1 − i, t− i)
for i = t− 1, t− 2, . . . , 0. Then
(i) ℓi =
qt−i+1−1
q−1
for i = t− 1, t− 2, . . . , 0;
(ii) ℓ1 =
{
qt−1
q−1
if mqt − q + 2 6 v 6 mqt
q( q
t−1−1
q−1
) if mqt − 2q + 3 6 v 6 mqt − q + 1;
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(iii) ℓ0 =
{
q( q
t−1
q−1
) if mqt − q + 2 6 v 6 mqt
q2( q
t−1−1
q−1
) if mqt − 2q + 3 6 v 6 mqt − q + 1.
Proof. Let c be the integer such that v = mqt−q+1+c. By definition, for i = t−1, t−2, . . . , 0,
ℓi =
⌈
(mqt − q + 1 + c− i)ℓi+1
mqt−1 − i
⌉
= qℓi+1 +
⌈
((i − 1)(q − 1) + c)ℓi+1
mqt−1 − i
⌉
. (5)
Since c ∈ {−q+2, . . . , q− 1}, (5) implies that ℓi = qℓi+1+1 for i > 2, provided ℓi+1 6 mqt−1−ii(q−1) .
Using this fact, it is easy to prove (i) by induction on i. In particular, we have ℓ2 =
qt−1−1
q−1
,
and applying (5) once more establishes (ii). Applying (5) one final time using (ii) and the
hypothesis m > 2q + 2 establishes (iii).
Together, Lemmas 8 and 9 establish the known result that, under the hypotheses of
Lemma 9, C(v,mqt−1, t) = q( q
t−1
q−1
) for v ∈ {mqt − q + 2, . . . , mqt}. By applying Theorem 6
with s = 1 we can strengthen this result to cover some cases where v 6 mqt − q + 1.
Theorem 10. Let m, q and t be positive integers such that q is a prime power, m > 2q + 2
and 2 6 t < mqt−1. Then C(v,mqt−1, t) = q( q
t−1
q−1
) for each integer v such that
mqt − q + 1− z 6 v 6 mqt where z = min
(
q − 2,
⌊
m(q − 1)qt−1
qt − 1
⌋
− 2q + 1
)
.
Proof. Note that z > 0 because m > 2q+2. Let v′ = mqt− q+1− z. It suffices to show that
C(v′, mqt−1, t) > q( q
t−1
q−1
), because then, for each integer v such that v′ 6 v 6 mqt, we have
q
(
qt − 1
q − 1
)
6 C(v′, mqt−1, t) 6 C(v,mqt−1, t) 6 C(mqt, mqt−1, t) 6 q
(
qt − 1
q − 1
)
,
where the final inequality follows from Lemma 8.
For i ∈ {0, 1, 2}, let ℓi = L(v′ − i,mqt−1 − i, t − i). By Lemma 9, ℓ1 = q( qt−1−1q−1 ) and
ℓ2 =
qt−1−1
q−1
. To bound C(v′, mqt−1, t) below, we will apply Theorem 6 with s = 1, b1 = ℓ1
and b2 = ℓ2. Obviously this choice satisfies hypotheses (i) and (ii) of Lemma 3. Because
v′ > mqt − 2q + 3, a simple calculation establishes that ℓ1(mqt−1 − 2) < ℓ2(v′ − 2) and thus
d < a1 (because d > 0, this also implies that a1 > 0 and that hypothesis (iii) of Lemma 3
holds). So, by Theorem 6, we have
C(v, k, t) >
⌈
v′(ℓ1 + 1)
mqt−1 + 1
⌉
= q(ℓ1 + 1)−
⌊
(2q + z − 1)(ℓ1 + 1)
mqt−1 + 1
⌋
.
A routine calculation shows that the second upper bound on z in our hypotheses is equivalent to
(2q+z−1)(ℓ1+1) 6 mqt−1 and hence C(v, k, t) > q(ℓ1+1). Observing that q(ℓ1+1) = q( qt−1q−1 )
completes the proof.
Corollary 11. Let m, q and t be positive integers such that q is a prime power, m > 3q and
2 6 t < mqt−1. Then C(v,mqt−1, t) = q( q
t−1
q−1
) for each integer v such that mqt − 2q + 3 6 v 6
mqt.
Proof. This follows by observing that, in Theorem 10, z = q − 2 if m > 3q.
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5 Bounds for the case d > as
Using the terminology of Lemma 3, Theorem 6 applies only when d < as. In this section we will
establish a bound that can be applied when d > as. For a multigraph G and a subset S of V (G),
let G[S] denote the sub-multigraph of G induced by S. In this section and the next, we will
make use of the notion of an n-independent set in a multigraph G, which is defined as a subset
S of V (G) such that G[S] has maximum degree strictly less than n. Setting n = 1 recovers the
usual notion of an independent set. Let µG(xy) denote the number of edges between vertices x
and y in a multigraph G.
If M is the matrix defined in Lemma 3 and G is the multigraph whose adjacency matrix
agrees with M in its off-diagonal entries, then an n-independent set in G corresponds to a
principal submatrix of M in which the off-diagonal entries in each row sum to less than n.
This allows us to use results that guarantee an n-independent set in a multigraph to find the
diagonally dominant principal submatrix of M that we require. In particular we will use the
following result of Caro and Tuza [5].
Theorem 12 ([5]). Let n be a positive integer and let G be a multigraph. There is an n-
independent set in G of size at least ⌈∑u∈V (G) fn(degG(u))⌉ where
fn(x) =
{
1− x
2n
, if x 6 n;
n+1
2(x+1)
, if x > n.
We next prove a technical lemma that enables us to deduce bounds of a specific form that
we denote by CB(v,k,λ;s)(α, β). We will state the bounds in this section and the next in terms
of this notation. Observe that the bound of Theorem 6 is CB(v,k,λ;s)(1, 0).
Lemma 13. Let s and bs be positive integers and let α and β be nonnegative real numbers such
that α > 2β. Suppose that any t-(v, k, λ) covering (V,B) has b(X) > bs for each X ∈
(
V
s
)
, and
|B| > α|V0|+ β|V1| where Vi = {X ∈
(
V
s
)
: b(X) = bs + i} for i ∈ {0, 1}. Then
Cλ(v, k, t) >
⌈
CB(v,k,λ;s)(α, β)
⌉
where CB(v,k,λ;s)(α, β) =
bs(α− β)
(
v
s
)
+ α
(
v
s
)
(α− β)(k
s
)
+ 1
.
Proof. Let (V,B) be a t-(v, k, λ) covering. Let V = (V
s
)
, x = |B|(k
s
) − bs(vs) and vi = |Vi| for
i ∈ {0, 1}. Note that v1 + 2
((
v
s
)− v0 − v1) 6 x because b(X) = bs + i for each X ∈ Vi for
i ∈ {0, 1}, b(X) > bs + 2 for each X ∈ V \ (V0 ∪ V1), and
∑
X∈V b(X) = |B|
(
k
s
)
. It follows that
v0 >
1
2
(2
(
v
s
)− v1 − x) and so from our hypotheses we have
|B| > 1
2
α
(
2
(
v
s
)− v1 − x) + βv1 = α(vs)− 12αx− 12(α− 2β)v1.
Thus, because α > 2β, it follows from v1 6 |V \ V0| 6 x that
|B| > α(v
s
)− 1
2
αx− 1
2
(α− 2β)x = α(v
s
)− (α− β)x.
Since x = |B|(k
s
)− bs(vs), we can deduce |B| > CB(v,k,λ;s)(α, β).
Remark 14. A routine calculation shows that if bs + 1 > β
(
k
s
)
, then the bound
⌈CB(v,k,λ;s)(α, β)⌉ is inferior to the bound given by s iterated applications of (2) to bs + 1.
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Theorem 15. Suppose the hypotheses of Lemma 3 hold, that bs <
(
k
s
)
, and that d > as > 1.
Then
Cλ(v, k, t) >
⌈
CB(v,k,λ;s)
(
as + 1
2(d+ 1)
,
as + 1
2
(
d+
(
k
s
))
)⌉
.
Proof. Let (V,B) be a t-(v, k, λ) covering. Let Vi = {X ∈
(
V
s
)
: b(X) = bs + i} for i ∈ {0, 1}.
Let G be the multigraph with vertex set
(
V
s
)
such that µG(XY ) = b(X ∪ Y )− b|X∪Y | for each
pair of distinct vertices X and Y .
By the definition of G, for a positive integer n, an n-independent set S in the multigraph
G is a subset of
(
V
s
)
with the property that, for all X ∈ S,
∑
Y ∈S\{X}
(
b(X ∪ Y )− b|X∪Y |
)
< n.
Consequently, if n 6 as, then S satisfies the hypotheses of Lemma 5 and |B| > |S|. So, by
Lemma 13, it suffices to show that G has an as-independent set of size at least
as + 1
2d+ 2
|V0|+ as + 1
2
(
d+
(
k
s
)) |V1|.
By Lemma 3(b), degG(X) = d for all X ∈ V0 and degG(X) = d+
(
k
s
)− 1 for all X ∈ V1. Thus,
because d > as, G has an as-independent set of the required size by Theorem 12.
We only need consider the natural choice of bs in Theorem 15. This follows by Remark 14
because
(as + 1)
(
k
s
)
2
(
d+
(
k
s
)) < as + 1
2
< as + 1 < bs + 1.
6 Improved bounds for the case d < as
In this section we will show that, by using techniques similar to those of the last section in the
case d < as, we can sometimes improve on Theorem 6. We require a slight variant of Lemma 5.
Lemma 16. Suppose the hypotheses of Lemma 3 hold and there exists a subset S of (V
s
)
and
positive real numbers (cX)X∈S such that, for each X ∈ S,
∑
Y ∈S\{X}
cY
(
b(X ∪ Y )− b|X∪Y |
)
< cX (as + b(X)− bs) ,
then |B| > |S|.
Proof. The proof of Lemma 5 applies, except that our hypotheses here imply via the Gersh-
gorin circle theorem (see [16, p.16-6]) that the matrix M ′′ rather than M ′ is positive definite,
where M ′′ is obtained from M ′ by multiplying the entries in column X by cX for each X ∈ S.
However, it is easy to see (using Sylvester’s criterion [16, p.9-7], for example) thatM ′ is positive
definite if and only if M ′′ is.
In Section 5 we employed multigraphs, but in this section we will work in a more general
setting of edge-weighted graphs. An edge-weighted graph G is a complete (simple) graph
in which each edge has been assigned a nonnegative real weight. We denote the weight of
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an edge uw in such a graph G by wtG(uw) and we define the weight of a vertex u of G as
wtG(u) =
∑
w∈V (G)\{u} wtG(uw). For S ⊆ V (G), let G[S] denote the edge-weighted subgraph
of G induced by S. We generalise our notion of an n-independent set by saying, for a positive
integer n, that a subset S of the vertices of an edge-weighted graph G is n-independent in G if
wtG[S](u) < n for each u ∈ S.
We will require a technical result which guarantees the existence of an n-independent set of
a certain size in an edge-weighted graph of a specific form. This result was effectively proved
in [17].
Lemma 17. Let n, d and d′ be nonnegative integers such that d < n < d′ − d, and let G be a
multigraph on some vertex set V0 ∪ V1 such that degG(X) = d for X ∈ V0 and degG(X) = d′
for X ∈ V1. Let c be a real number such that c > dn and let G∗ be the edge-weighted graph on
vertex set V0 ∪ V1 such that, for all distinct X, Y ∈ V0 ∪ V1,
wtG∗(XY ) =


0, if X, Y ∈ V0;
µG(XY ), if X, Y ∈ V1;
cµG(XY ), otherwise.
Let α and β be real numbers such that one of the following holds.
(a) (α, β) =
(
1− d2
2n(n+1)
, n+2
2(d′+1)
)
.
(b) (α, β) =
(
1, 1− dd′
n(n+1)
)
, d > n
2
and dd′ < n(n + 1).
(c) (α, β) =
(
1,
√
d(n+2)
(n+1)(n−d)
− d(d′+1)
2(n+1)(n−d)
)
, d < n
2
, and d(d′ + 1)2 < 4(n+ 1)(n+ 2)(n− d).
Then α > 2β > 0 and, if c is sufficiently close to d
n
, G∗ has an (n+ 1)-independent set S such
that V0 ⊆ S and |S| > α|V0|+ β|V1|.
Proof. When (a) holds we obviously have β > 0 and
α− 2β = (d
′ − n− d− 1)(2n(n+ 1)− d2) + (n− d)(2d(n+ 1) + d2)
2n(n+ 1)(d′ + 1)
is nonnegative because d′ > n + d and n > d. When (b) holds we have β > 0 because
dd′ < n(n + 1) and
α− 2β = 2dd
′ − n(n+ 1)
n(n+ 1)
is nonnegative because d′ > n + d and d > n
2
. When (c) holds we have β > 0 because
d(d′ + 1)2 < 4(n + 1)(n + 2)(n − d) and d(d′+1)
(n+1)(n−d)
>
d(n+2)
(n+1)(n−d)
because d′ > n. Thus, since
2
√
x− x 6 1 for each nonnegative real number x, we have α > 2β.
In the course of the proof of [17, Theorem 14], the remainder of this result is proved for the
case d′ = d+ k − 1. It is a routine exercise to show that the proof given there applies here for
any d′ > n+ d.
We can now establish our improvements on Theorem 6.
Theorem 18. Suppose the hypotheses of Lemma 3 hold, that bs <
(
k
s
)
, and that d < as. Let
d′ = d+
(
k
s
)− 1. Then Cλ(v, k, t) > ⌈CB(v,k,λ;s) (α, β)⌉ when one of the following holds.
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(a) (α, β) =
(
1− d2
2as(as+1)
, as+2
2(d′+1)
)
.
(b) (α, β) =
(
1, 1− dd′
as(as+1)
)
, d > as
2
and dd′ < as(as + 1).
(c) (α, β) =
(
1,
√
d(as+2)
(as+1)(as−d)
− d(d′+1)
2(as+1)(as−d)
)
, d < as
2
and d(d′+1)2 < 4(as+1)(as+2)(as−d).
Proof. Let (V,B) be a t-(v, k, λ) covering. Let Vi = {X ∈
(
V
s
)
: b(X) = bs + i} for i ∈ {0, 1}.
Let G be the multigraph with vertex set
(
V
s
)
such that µG(XY ) = b(X ∪ Y )− b|X∪Y | for each
pair of distinct vertices X and Y . Note that, by Lemma 3, degG(X) = d for each X ∈ V0
and degG(X) = d
′ for each X ∈ V1. Also, d < as < d′ − d because d′ − d =
(
k
s
) − 1 and
as < bs <
(
k
s
)
. Thus, by Lemma 17, there is a real number c > d
as
such that the edge-weighted
graph G∗ obtained from G[V0 ∪ V1] as in Lemma 17 has an (as + 1)-independent set S such
that V0 ⊆ S and |S| > α|V0| + β|V1|. We show that we can apply Lemma 16 to S choosing
cX = c for X ∈ S ∩ V0 and cX = 1 for X ∈ S ∩ V1. By Lemma 13 this will suffice to complete
the proof.
If X ∈ S ∩ V0, then cX = c, b(X) = bs, and∑
Y ∈S\{X}
cY
(
b(X ∪ Y )− b|X∪Y |
)
6 d < cas = cX (as + b(X)− bs)
where the first inequality follows from Lemma 3(b). If X ∈ S ∩V1, then cX = 1, b(X) = bs+1,
and ∑
Y ∈S\{X}
cY
(
b(X ∪ Y )− b|X∪Y |
)
= wtG∗[S](X) < as + 1 = cX (as + b(X)− bs)
where the first equality follows from the definition of G∗ and our choice of cY for Y ∈ S and
the inequality follows from the fact that S is an (as + 1)-independent set in G∗.
Again, we only need consider the natural choice of bs in Theorem 18. To establish this it
suffices, by Remark 14 and the fact that bs > as, to show that as + 2− β
(
k
s
)
is positive. When
(a) holds this is the case because
(as + 2)
(
k
s
)
2(d′ + 1)
6
as + 2
2
< as + 2.
When (b) or (c) holds, as + 2− β
(
k
s
)
is a quadratic in
(
k
s
)
(note that d′ = d+
(
k
s
)− 1) and we
can compute its global minimum in terms of as and d. When (b) holds this minimum is equal
to
1
4das(as + 1)
(
(2d− as)(a3s + 2a2s + ad+ as) + d(2a3s − d3 + 7a2s + 4as) + d2(2a2s + 2d− 1)
)
which is positive since as
2
6 d < a. When (c) holds this minimum is equal to
1
8(as + 1)(as − d)
(
4d
√
d(as + 1)(as + 2)(as − d) + (as − 2d)(2a2s + 6as + 12)
+ (2a3s − d3 + 16d) + 2as(3as − 2)
)
which is positive since 0 6 d < as
2
.
There are situations in which each of the Theorem 18 bounds is superior to both of the
others. In the special case when d = 0, Theorem 18(a) is the best of our bounds.
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7 Improvements for small parameter sets
We conclude with some tables which detail small parameter sets for which the results in this
paper produce an improvement over the previously best known lower bound on C(v, k, t). For
t = 2 similar tables appear in [17], so we concentrate here on the case t > 3. Our methodology
in producing these tables is as follows.
To determine whether we see an improvement for C(v′, k′, t′) we successively evaluate a
“best known” bound b(v,k,t) for C(v, k, t) for (v, k, t) = (v
′− t′+1, k′− t′+1, 1), (v′− t′+2, k′−
t′ + 2, 2), . . . , (v′, k′, t′). This “best known” bound incorporates the following.
• C(v, k, 1) = ⌈ v
k
⌉.
• C(v, k, t) > ⌈ v
k
b(v−1,k−1,t−1)⌉ by (2).
• The Mills and Mullin result stated in (3).
• Results for a fixed number of blocks from [19, 15, 25, 27]. These include results for t = 2,
for t = 3, and for general t. (The t ∈ {2, 3} results are summarised in [14].)
• Theorems 2.1, 3.1 and 4.4 of [26].
• The lower bound of de Caen [6].
• The lower bounds listed for t 6 8, v 6 99, k 6 25 at the La Jolla Covering Repository
[12].
• Theorems 6, 15 and 18 of this paper, applied with s ∈ {1, . . . , ⌊ t
2
⌋} and with bi chosen
as b(v−i,k−i,t−i) for i ∈ {s, . . . , 2s} (note that these theorems with s = 1 specialise to the
results in [17]).
If the bound provided for C(v′, k′, t′) by one of the theorems of this paper (using a particular
choice of s) strictly exceeds the bound provided by any of the other results, then we include v′
in the appropriate location in the tables. If, moreover, the bound provided for C(v′, k′, t′) by
Theorem 15 or Theorem 18 strictly exceeds the bound provided by Theorem 6, then the table
entry is set in italic or bold font, respectively. All improvements for k 6 40 when t = 3, when
t ∈ {4, 5} and when t ∈ {6, 7, 8} are given in Tables 1, 2, and 3 respectively (recall from the
discussion after Theorem 6 that we obtain no improvements for sufficiently large v). Of course
the listed improvements will, via (2), imply many further improvements for higher values of t,
but we do not include these subsequent improvements in our tables.
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Table 1: v’s with an improved lower bound on C(v, k, t) when t = 3
k s = 1
9 19
10 21,22
12 26
13 29
15 33,42,45
16 35,36,45,46,48,49
17 33,48,49,51,52,53
18 35,40,51,59
19 37,42,43,54,55,58,62
20 39,44,57,61,62,66
21 41,47,60,61,64,65,66,69
22 43,49,50,63,64,73,88,89
23 45,51,66,71,76,87,88,89,92,93,95,96,97
24 47,53,54,69,74,75,80,91,92,93,96,97,99,101
25 49,56,57,72,73,77,78,79,83,95,96,97,100,101
26 51,58,75,87,100,101,104,105,106
27 53,60,61,78,84,90,103,104,105,108,109,110,114,115
28 55,62,63,64,81,82,87,88,94,107,108,109,112,113,114,117,118,119
29 57,64,65,84,85,90,91,92,97,111,112,113,116,117,118,121,122,123,124
30 59,67,68,87,101,115,116,117,120,121,122,126,127,128
31 61,69,70,71,90,91,97,104,119,120,121,124,125,126,127,130,131,132,133
32 63,71,72,93,100,101,107,108,123,124,125,129,130,131,135,136,137,160,161
33 65,73,74,75,96,97,103,104,105,111,127,128,129,133,134,135,139,140,141,
158,159,160,161,165,166,168,169,170,171
34 67,76,77,78,99,100,106,114,115,131,132,133,137,138,139,143,144,145,146,
163,164,165,166,170,171,173,174,175,176,177
35 69,78,79,102,109,110,117,118,135,136,137,141,142,143,148,149,150,168,169,
170,171,175,176,179,180,181,182
36 71,80,81,82,105,113,114,122,139,140,141,145,146,147,148,152,153,154,155,
174,175,176,180,181,184,186,187
37 73,82,83,84,85,108,109,116,117,118,124,125,143,144,145,150,151,152,157,
158,159,178,179,180,181,183,185,186,187,189,192,193,195,196
38 75,85,86,111,119,128,129,147,148,149,154,155,156,161,162,163,183,184,185,
186,189,190,191,192,197,198,201
39 77,87,88,89,114,122,123,132,151,152,153,158,159,160,165,166,167,168,188,
189,190,191,194,195,196,197,201,202,203,206
40 79,89,90,91,92,117,118,125,126,127,134,135,136,155,156,157,162,163,164,
170,171,172,193,194,195,196,199,200,201,202,205,206,207,208,209,212
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Table 2: v’s with an improved lower bound on C(v, k, t) when t = 4, 5
t = 4 t = 5
k s = 1 s = 1 s = 2
9 17
11 29
14 47
15 42
16 33 55
17 30,35 59
18 32,37 66
19 34,39 70
20 39,41
21 37,41,43 75,93
22 39,43,45,46 36 79,98
23 41,45,48,52 87,123
24 43,47,50
25 37,45,49,52,59 41 113,135,141
26 51,54 118
27 47,48,53 44 127,147
28 50,55,64,66,68,70 46,52 132,153
29 43,52,57,61,69 54
30 54,59,63,73,75,76 49,54,56 138,147,161,192
31 54,56,61,65,71,73,74,80 51,56 143,171,199,206
32 56,57,63,67,74,78,81 65 148,177,206,213
33 49,59,65,69,76,78,79,80,81,85,88 54,67 158
34 61,67,71,81,86 56,61,69 216
35 61,63,69,73,81,83,84,85,86,90,93 63,66,71 227,231,235,259
36 63,65,71,75,76,83,86,91,92,93,96,97 59,65,68,73 201
37 55,65,66,67,73,78,88,89,90,91 61,67,70,75 207,275
38 68,75,80,88,91,93,96,97,101,105 77 218,248,283
39 68,70,77,82,90,93,95,96,99,104 64,70,79 224,255,264,287,299
40 70,72,79,84,95,96,98,101,102,103,106,107,113,114 66,72,81 230,299,307
16
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