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Density Estimation by Monte Carlo and
Quasi-Monte Carlo
Pierre L’Ecuyer and Florian Puchhammer
Abstract Estimating the density of a continuous random variable X has been
studied extensively in statistics, in the setting where n independent observations
of X are given a priori and one wishes to estimate the density from that. Popular
methods include histograms and kernel density estimators. In this review paper,
we are interested instead in the situation where the observations are generated by
Monte Carlo simulation from a model. Then, one can take advantage of variance
reduction methods such as stratification, conditional Monte Carlo, and randomized
quasi-Monte Carlo (RQMC), and obtain a more accurate density estimator than with
standard Monte Carlo for a given computing budget. We discuss several ways of
doing this, proposed in recent papers, with a focus on methods that exploit RQMC.
A first idea is to directly combine RQMC with a standard kernel density estimator.
Another one is to adapt a simulation-based derivative estimation method such as
smoothed perturbation analysis or the likelihood ratio method to obtain a continuous
estimator of the cumulative density function (CDF), whose derivative is an unbiased
estimator of the density. This can then be combined with RQMC. We summarize
recent theoretical results with these approaches and give numerical illustrations of
how they improve the convergence of the mean square integrated error.
1 Introduction
In September 2015, the first author (PL) had an interesting lunchtime discussion
with Art Owen and Fred Hickernell at a workshop on High-Dimensional Numerical
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Problems, at the Banff International Research Center, in the Canadian Rocky Moun-
tains. It went as follows. In the MCQMC community, we focus largely on studying
QMC and RQMC methods to estimate integrals that represent the mathematical
expectations of certain random variables. In applications, the output random vari-
able X of interest often represents a random cost or performance measure. But why
estimate only the mean (the expectation) E[X ]? Data from simulation experiments
can provide much more useful information than just an estimator and a confidence
interval for E[X ]. When the number n of realizations of X is large enough, it permits
one to estimate the entire distribution of X . And when X is a continuous random
variable, this distribution is best visualized by showing its density. On the other hand,
density estimation from a sample of n independent realizations of X is known to
be a difficult problem in statistics. The leading density estimation methods, e.g.,
kernel density estimators (KDEs), only achieve a convergence rate of O(n−4/5) for
the mean square error (MSE) on the density at a given point, compared to a O(n−1)
rate for the expectation with MC. The main question raised in our 2015 discussion
was: We know that RQMC can improve the O(n−1) rate for the mean, but can it also
improve the O(n−4/5) rate for the density, by how much, and how?
Of course, this question makes sense only when the samples of X are obtained by
simulation from a model, and not in the situation where n independent observations of
X are given a priori. When the observations are generated from a model, there is room
to change the way we generate them and construct the estimator, and in particular we
may use RQMC points in place of independent uniform random numbers to generate
the observations of X . Following this discussion, PL started exploring empirically
what happens when we do this with an ordinary KDE. That is, what happens with the
variance and MSE of the KDE estimator when the n observations of X are generated
by simulation using a set of n RQMC points in place of n independent points, just like
we do when estimating the mean. After much experiments and theoretical work with
co-authors, this led to [3]. In that paper, we were able to prove an upper bound for the
MSE with KDE+RQMC, but this bound converges at a faster rate than O(n−4/5) only
when the dimension s is very small. For moderate and large s, the bound converges
at a slower rate than for crude Monte Carlo (MC), although the observed MSE was
never larger than for MC in our experiments. The reason for the slow rate for the
bound is that when increasing n, we need to reduce the bandwidth of the KDE to
reduce the square bias and the MSE, but reducing the bandwidth increases rapidly
the variation of the estimator as a function of the uniform random numbers, and this
hurts the RQMC estimator.
We understood that for RQMC to be effective, we need smoother density estima-
tors. In January 2017, while PL was visiting A. Owen at Stanford University to work
on [3] he attended a talk by S. Asmussen who (by pure coincidence) was presenting
[1], in which he shows how to obtain an unbiased density estimator for a sum of
independent random variables by conditional Monte Carlo. The conditioning is done
by hiding the last variable in the sum and taking the density of the last variable
right-shifted by the sum of other variables as a density estimator. We extended this
idea to more general simulation models and this gave us what we needed to obtain
smooth unbiased and RQMC-friendly density estimators. This led to the conditional
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density estimator (CDE) studied in [17], also presented in 2018 at a SAMSI work-
shop on QMC methods in North Carolina and at a RICAM workshop in Austria. The
idea of this CDE method is to define a continuous estimator of the CDF F(x) by
conditioning, and take its sample derivative with respect to x as a density estimator.
Under appropriate conditions, this provides an unbiased density estimator, and when
further favorable conditions hold, this estimator can be smooth and RQMC-friendly.
In March 2021, while we were finalizing this paper, Mike Fu pointed out that [6]
already contains an example in which he uses conditional Monte Carlo to estimate
the density of the length of the longest path in a six-link network in which the last
link is shared by all paths. His unbiased density estimator is essentially the same as
in [1]: it is the density of the length of the last link, right-shifted by the length of the
longest path up to that link.
At the Eleventh International Conference on Monte Carlo Methods and Appli-
cations (MCM), in July 2017, the authors of [10] presented a different approach
that can provide an unbiased density estimator for a sum of random variables as in
[1], except that the variables can be dependent. This approach can be generalized
to obtain a continuous CDF estimator and then an unbiased density estimator, via
the likelihood ratio (LR) simulation-based derivative estimation method [7, 11] and
a clever change of variable, and by taking again the sample derivative of this CDF
estimator. This likelihood ratio density estimator (LRDE) is discussed in Section 6
and also in [16]. We also explain how it can be combined with RQMC.
A generalized version of the LR gradient estimator method, named GLR, was
proposed in [23] to handle situations in which neither the usual LR estimator nor the
direct sample derivative apply, because of discontinuities. In [18], the authors sketch
out how this GLR method could be used to obtain an unbiased density estimator. Their
general formulas are not easy to understand and implement, but more convenient
formulas for these GLR density estimators are given in Theorem 1 of [22]. A modified
version of the GLR named GLR-U was developed recently in [24] to handle large
classes of situations that could not be handled easily by the original GLR from [23].
The model of [24] is expressed explicitly in terms of independent uniform random
variables over (0,1). Density estimators can also be obtained by this method.
All these LR and GLR methods use a multivariate change of variable of some sort.
They provide unbiased density estimators that are often not smooth with respect to
the underlying uniforms, so their direct combination with RQMC does not always
bring much gain. However, it is often possible to smooth out the LR, GLR, or GLR-U
density estimator by conditioning just before applying RQMC.
The aim of this paper is to provide an overview of these recent developments
on density estimation for simulation models, by MC and RQMC. We summarize
the main theoretical results and give numerical illustrations on how the estimators
behave, using simple examples.
The remainder is organized as follows. In Sections 2 and 3, we recall basic
facts about one-dimensional density estimation and RQMC sampling. In Section 4,
we summarize what happens when we directly combine a KDE with RQMC. In
Section 5, we discuss the CDE and its combination with RQMC. In Section 6, we
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examine the LR and GLR density estimators. Section 8 gives numerical illustrations.
We wrap up with a conclusion in Section 9.
2 Basic density estimation
Let X be a continuous real-valued random variable with CDF F and density f . The
goal is to estimate the density f over a finite interval [a,b], from a sample X1, . . . ,Xn
of n realizations of X (not necessarily independent). This problem has been studied
at length in statistics for the case where X1, . . . ,Xn are independent [26]. To measure
the quality of an arbitrary density estimator f̂n based on this sample, we will use
the mean integrated square error (MISE), which is the integral of the MSE over the
interval [a,b]:
MISE = MISE( f̂n) =
∫ b
a





E( f̂n(x)−E[ f̂n(x)])2dx and ISB =
∫ b
a
(E[ f̂n(x)]− f (x))2dx
are the integrated variance (IV) and the integrated square bias (ISB), respectively.
Two popular types of density estimators are histograms and KDEs. To define a




for x ∈ I j = [a+( j−1)h,a+ jh), j = 1, ...,m,
where n j is the number of observations Xi that fall in interval I j. To define a KDE
[21, 26], select a kernel k (usually a unimodal symmetric density centered at 0) and a













These two density estimators are biased. Asymptotically, when n→ ∞ and h→ 0
jointly, in the case of independent samples X1, . . . ,Xn, the IV and ISB behave as
MISE = IV+ ISB ∼ C/(nh)+Bhα
where C, B, and α depend on the method. The asymptotically optimal h is then
h∗ = (C/(Bαn))1/(α+1)
and it gives MISE∼ Kn−α/(1+α) for some constant K. Table 1 gives expressions for
C, B, α , h∗, and α/(1+α), for histograms and KDEs, with independent samples. It
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xrg(x)dx for r = 0 and 2.
Table 1 Constants involved in the convergence rates of the MISE for histograms and KDEs
C B α h∗ MISE
Histogram 1 R( f ′)/12 2 (nR( f ′)/6)−1/3 O(n−2/3)






Note that these expressions hold under the simplifying assumption that h must
be the same all over [a,b]. One may often do better by varying the bandwidth over
[a,b], but this is more complicated. To estimate h∗ in practice, one can estimate R( f ′)
and R( f ′′) by using a KDE to estimate f ′ and f ′′ (very roughly). This type of crude
(plugin) estimate is often good enough. In the following, we will see how to improve
on these MISE rates and values in a simulation setting, by reducing the variance. In
general, using RQMC points instead of MC does not change the bias.
3 RQMC
We recall here some basic principles of RQMC used in the forthcoming sections.
For more extensive coverages, see [4, 12, 13, 20], for example. Suppose we want to
estimate µ = E[g(U )] where U = (U1, . . . ,Us) has the uniform distribution over the
s-dimensional unit cube (0,1)s and g : (0,1)s→ R. With standard MC, we draw n









With RQMC, we replace the independent random points U i by a set of dependent
random points P̃n = {U 1, . . . ,U n} ⊂ (0,1)s such that (1) the point set P̃n covers
the unit hypercube very evenly (in a sense that must be precisely defined) with
probability 1; and (2) each point U i has the uniform distribution over (0,1)s. Then
we estimate the expectation by the same average as in (2), which we now denote
µ̂n,rqmc. For various spaces H of functions g, usually Hilbert or Banach spaces, we
have inequalities of the form
Var[µ̂n,rqmc]≤D2(Pn) ·V 2(g) (3)
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where D(Pn) measures the discrepancy of Pn (with respect to the uniform distribution)
and V (g) measures the variation of the function g. For many of these function spaces,
we also know explicitly how to construct RQMC point sets for which D(Pn) =
O(n−α/2(logn)s−1) for some α > 1 [4, 9, 14]. This leads to
Var[µ̂n,rqmc] = O(n−α(logn)2(s−1))
when V ( f ) < ∞. A classical case is the standard Koksma-Hlawka inequality, for
which α = 2, D(Pn) = D∗(Pn) is the star discrepancy, and V (g) is the variation in
the sense of Hardy and Krause, defined by




∣∣∣∣∣ ∂ |v|∂uv g(uv,1)
∣∣∣∣∣duv, (4)
where uv is the vector of coordinates whose indices belong to v, |v| is the cardinal-
ity of v, and under the assumption that this expression is well defined. The main
construction methods for Pn are lattice rules and digital nets.
In the context of density estimation, the average in (2) is replaced by the density
estimator f̂n(x) at a given point x. If our density estimator can be written as an








where g̃ is a sufficiently smooth function of its second argument, then we can apply
the RQMC theory just described to this density estimator by replacing the function
g(·) by g̃(x, ·). We look at this in the next few sections.
4 Kernel density estimators with RQMC





















We assume that the kernel k is a smooth probability density, symmetric about 0, and
at least s times differentiable everywhere. With RQMC points U i, this is an RQMC
estimator of E[g̃(x,U )] = E[ f̂n(x)]. RQMC does not change the bias of this density
estimator, but it may reduce Var[ f̂n(x)], which would reduce in turn the IV and the
MISE.
To prove RQMC variance bounds via (3), we need to bound the variation V (g̃).
This was done in [3] for the classical Hardy-Krause variation (4), which is bounded
if and only if all the partial derivatives













exist and are uniformly bounded. The derivatives with respect to k are easily bounded
for instance if k is a standard normal density (the Gaussian kernel). However, when
expanding the derivatives via the chain rule, we obtain terms in h− j for j = 2, . . . , |v|+
1. The dominant term asymptotically is the term for |v|= s, and it grows in general
as h−s−1
∣∣∣k(s) ((x−g(u))/h)∏sj=1 g{ j}(u)∣∣∣ = O(h−s−1) when h→ 0, where g{ j} is
the derivative of g with respect to its jth coordinate. We can bring it down to O(h−s)
via a change of variables, which leads to the following result proved in [3]:
Proposition 1 Let g : [0,1]s→R be piecewise monotone in each coordinate u j when
the other coordinates are fixed. Assume that all first-order partial derivatives of
g are continuous and that ‖gw1gw2 · · ·gw`‖1 < ∞ for all selections of non-empty,
mutually disjoint index sets w1, . . . ,w` ⊆ {1, . . . ,s}, where gw is the derivative of g
with respect to all the coordinates in the index set w.
Then the Hardy-Krause variation of g̃(x, ·) for any fixed x ∈ [a,b] satisfies
VHK(g̃(x, ·))≤ ch−s +O(h−s+1)
for some constant c > 0 given in [3], and with RQMC point sets having a star
discrepancy D∗(Pn) = O(n−1+ε) for all ε > 0 when n→ ∞, we obtain
IV = O(n−2+ε h−2s) for all ε > 0.
RQMC does not change the bias, so the ISB has exactly the same expression as for
MC. By picking h to minimize the MISE bound, we get MISE = O(n−4/(2+s)+ε).
This rate for the MISE is worse than the MC rate when s≥ 4. The factor h−2s in
the IV bound really hurts. On the other hand, this is only an upper bound, not the
actual IV. Proposition 4.4 of [3] also shows via a different analysis that for the KDE,
there exist RQMC constructions for which the asymptotic decrease rate of the IV is
not worse than for MC.
5 Conditional density estimation with RQMC
To estimate the density f (x) = F ′(x), one may think of simply taking the sample
derivative of an unbiased estimator of the CDF F(x). The simplest unbiased estimator
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However dF̂n(x)/dx = 0 almost everywhere, so this cannot be a useful density
estimator! We need a smoother CDF estimator, which should be at least continuous
in x.
One effective way of smoothing an estimator and often make it continuous is to
replace it by its conditional expectation given partial (filtered) information. This is
conditional Monte Carlo (CMC) [2]. That is, one replaces the indicator I[Xi ≤ x]
in the expression of F̂n(x) above by the conditional CDF F(x | G ) = P[Xi ≤ x | G ],
where G is a sigma-field that contains not enough information to reveal X but enough
to compute F(x | G ), then one takes the sample derivative. We call it the conditional
density estimator (CDE). For more details about the CMC method in general and the
choice of G in specific cases, see for example [2, 5, 15]. For examples in the context
of density estimation, see [17] and the examples in Section 8. We assume here that
we can compute the conditional density either directly or numerically by an iterative
algorithm. The following proposition, proved in [17], gives sufficient conditions for
this CDE to be an unbiased density estimator with finite variance.
Proposition 2 Suppose that for all realizations of G , F(x | G ) is a continuous func-
tion of x over [a,b], differentiable except perhaps over a denumerable set of points
D(G )⊂ [a,b], and for which f (x | G ) = F ′(x | G ) = dF(x | G )/dx (when it exists) is
bounded uniformly in x by a random variable Γ such that E[Γ 2]≤ Kγ < ∞. Then, for
all x ∈ [a,b], E[ f (x | G )] = f (x) and Var[ f (x | G )] < Kγ . Moreover, if G ⊂ G̃ both
satisfy the assumptions of this proposition, then Var[ f (x | G )]≤ Var[ f (x | G̃ )].







f (x | G (i))
where G (1), . . . ,G (n) are n “realizations” of G . When the n realizations are indepen-
dent we have Var[ f̂cde,n(x)]≤ Kγ/n = O(n−1).
To combine the CDE with RQMC, we want to write f (x | G ) = g̃(x,u) for some
function g̃ : [a,b]× [0,1)s→R. This function g̃(x, ·) will be used in (5). The combined








where {U 1, . . . ,U n} is an RQMC point set.
If g̃(x, ·) has bounded variation, then we can get an O(n−2+ε) rate for the MISE,
and sometimes better. This holds in several examples that we tried. If g̃(x, ·) has
unbounded variation, RQMC may still reduce the IV, but there is no guarantee.
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6 Likelihood ratio density estimators
There are situations where a CDE as in Section 5 might be too difficult to obtain. An
alternative can be a likelihood ratio density estimator (LRDE), defined as follows.
Suppose that X = h(Y ) where Y has known density fY over Rs, and we know how
to generate it and compute X = h(Y ). For simplicity, let x > 0 (in case we are really
interested in some x≤ 0, we can simply add a constant to the function h). We have
F(x) = P[h(Y )≤ x] =
∫
Rs
I[h(y)/x≤ 1] fY (y)dy.
We want to change this integrand into a continuous function of x, so we can take
the derivative with respect to x inside the integral. One way to do this is to make a
change of variable y 7→ z = z(x) of the form y = ϕx(z), with Jacobian |Jx(z)|, so that




I[h̃(z)≤ 1] fY (ϕx(z))|Jx(z)|dz.















































= (∇(ln fY )(y)) · (∇xϕx(z))+
dln |Jx(z)|
dx
is the score function associated with L. This gives the unbiased LRDE
f̂lrde(x) = I[h(Y )≤ x]S(Y ,x) (7)
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where Y ∼ fY . Here, Y can have a multivariate distribution for which conditioning is
hard whereas S(Y ,x) may be easier to compute.
This LR approach has been widely used to estimate the derivative of E[h(Y )] with
respect to a parameter of the distribution of Y [2, 7, 8, 11]. Laub et al. [10] obtained
(via a different argument) the estimator (7) for the special case where h(Y ) is a sum
of random variables. The following is proved in [16].
Proposition 3 Suppose that with probability one over realizations of Y = ϕx(Z),
fY (ϕx(Z))|Jx(Z)| is continuous in x over [a,b] and is differentiable in x except
perhaps at a countable set of points D(Y )⊂ [a,b]. Suppose that there is also a random




|I[h(Y )≤ x]S(Y ,x)| ≤ Γ .
Then, f̂lrde(x) = I[h(Y ) ≤ x]S(Y ,x) is an unbiased estimator of f (x) at almost all
x ∈ [a,b], with variance bounded uniformly by E[Γ 2].
Note that the unbiased LRDE in (7) is usually discontinuous in the underlying
uniforms, because of the indicator function, so it is not a smooth RQMC-friendly
estimator. One can think of making it continuous by taking its conditional expecta-
tion. On the other hand, when we can find a conditioning that makes the indicator
continuous, then we may be able to apply the CDE instead and this is usually more
effective, according to our experiments. The LRDE is nevertheless useful for the
situations in which a CDE is difficult to obtain.
7 Generalized likelihood ratio estimators
Peng et al. [23] proposed a generalized likelihood ratio (GLR) method that general-
izes the LR derivative estimation approach. Peng et al. [22] gave an adaptation of this
method to density estimation. It goes as follows. Let X = h(Y ) = h(Y1, . . . ,Ys) for
some random variables Y1, . . . ,Ys, and assume that X is a continuous random variable
with (unknown) density f . Let A(x,ε) = {y ∈ Rs : x− ε ≤ h(y)≤ x+ ε}, which is






λ (A(x,ε)) = 0,
where λ is the Lebesgue measure on Rs. Select some index j ∈ {1, . . . ,s} for which
Yj is a continuous random variable with CDF Fj and density f j, and is independent
of {Yk, k 6= j}. Let h( j)(y) := ∂h(y)/∂y j, h( j j)(y) := ∂ 2h(y)/∂y2j , and
Ψj(y) =
∂ ln f j(y j)/∂y j−h( j j)(y)/h( j)(y)
h( j)(y)
,
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where all these derivatives are assumed to exist. Suppose that there are functions
v` : R→ R for `= 1, . . . ,s such that |h( j)(y)|−1 ≤∏d`=1 v`(y`) and
lim
y→±∞
v j(y) f j(y) = 0 and E[v j(Yj)]< ∞.
Finally, suppose also that E[I[X ≤ x]Ψ 2j (Y )]<∞. Under all these conditions, a simple
modification of the proof of Theorem 1 in [22] yields the following:
Proposition 4 With the assumptions just given, D j(x,Y ) = I[X ≤ x]Ψj(Y ) is an
unbiased and finite-variance estimator of the density f (x) at x.
When the conditions hold for all j = 1, . . . ,s, as assumed in [22], this gives s
unbiased estimators D1(x,Y ), . . . ,Ds(x,Y ). Instead of selecting only one of them,
we can take a linear combination D(x,Y ) = w1D1(x,Y )+ · · ·+wsDs(x,Y ) where
w1 + · · ·+ws = 1. This is exactly equivalent to taking, say D1(x,Y ) as the base
estimator and the C j = D j(x,Y )−D1(x,Y ) as mean-zero control variates, for j =
2, . . . ,s, because one has D(x,Y ) = D1(x,Y )+w2C2 · · ·+wsCs. Therefore, standard
control variate theory [2] can be used to optimize the coefficients w j. When the
conditions are satisfied only for certain values of j, then one can take the linear
combination only for these values. It may also happen that the assumptions are
satisfied for no j, in which case this method does not apply.
The GLR setting of [23] is more general. It permits one to estimate the deriva-
tive of E[ϕ(g(Y ;θ))] with respect to some parameter θ , where g(·;θ) : Rs→ Rs is
continuous and one-to-one for the values of θ in the region of interest, so it cor-
responds to a multivariate change of variable in that region. The authors provide
a general form of the unbiased derivative estimator (see also [25]). The general
formula is rather complicated and it can be found in the papers. One can use it in
principle to estimate the density of X by taking θ = x and selecting a g for which
ϕ(g(Y ;θ))≡ I[X ≤ x] = I[h(Y )− x≤ 0] and for which the assumptions of [23] are
satisfied, when this is possible.
Peng et al. [24] extended the range of applicability of GLR by developing GLR-U,
a version of GLR in which the base model is expressed directly in terms of the
underlying uniform random numbers. That is, Y takes the form of a vector U which
has the uniform distribution over the unit hypercube (0,1)s. This new setting covers
a larger class of models than in [23], including situations where the random variables
are generated by inversion, by the rejection method, or via Archimedean copulas, for
example. We outline how to use this method to estimate the density of X over [a,b].
The first step is to find a nonempty subset of the input variables ϒ ⊆ {1, . . . ,s},
which we will assume (without loss of generality) to be ϒ = {1, . . . ,d} for 1≤ d ≤
s, together with a function g(·;x) = g1(·;x), . . . ,gd(·;x)) : (0,1)s → Rd for which
ϕ(g(U ;x))≡ I[X ≤ x] for all x ∈ [a,b] and which satisfies the following assumptions.
For any u ∈ (0,1)s, we decompose u = (u(1),u(2)) where u(1) contains the first d
coordinates and u(2) the other ones. When u(2) is fixed, g(·;x) becomes a function of
u(1) only, which we denote by g̃(·;u(2),x). An important condition is that this function
g̃ must be continuous and correspond to a multivariate change of variable, whose
Jacobian Jg(u;x) is a d×d invertible matrix whose element (i, j) is ∂gi(u;x)/∂u j.
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For any u = (u1, . . . ,us) ∈ (0,1)s and j = 1, . . . ,d, let u j and u j be the vector u in
the limit when u j → 1 from the left and the limit when u j → 0 from the right (see
[24, 25]). Define












where e j is the jth unit vector, 1 is a column vector of ones, and the derivative of
Jg(u;x) is element-wise. Then, under some mild regularity conditions, we have:
Proposition 5 The following is an unbiased density estimator at all x ∈ [a,b]:









Peng et al. [24, 25] show how to apply this method in the special case where X
is the maximum of several variables, each one being the sum of certain Yj’s that
are generated by inversion from the U j’s. This may correspond to the length of the
longest path between a source node to a destination node in a directed network, for
example. It works in the same way if the maximum is replaced by a minimum, and
we will use it in Section 8. The number d of selected input variables in this case
should be equal to the number of independent paths.
8 Numerical illustrations
We illustrate the applicability and performance of the various density estimators
discussed here on a small shortest path example defined below. We run the simulations
with MC and RQMC. For RQMC, we use Sobol’ nets with direction numbers taken
from [19], and randomized by a left matrix scramble followed by a digital shift. Each
RQMC experiment is repeated m = 100 times independently. The performance is
assessed via the estimated MISE for n = 220 points. For RQMC, we also estimate the
convergence rate as follows: we assume that MISE≈ n−β for some constant β > 0
and we estimate β by β̂ using linear regression in log scale, based on observations
obtained with n = 213,214, . . . ,220. For MC, the rates are known theoretically to be
β = 0.8 for the KDE and β = 1 for the other methods. For the experiments with the
KDE, we select the bandwidth with the same methodology as in [3].
We consider an acyclic directed network as in Figure 1, with s arcs. For j =
1, . . . ,s, arc j has random length Yj with continuous cdf Fj and density f j, and the
Yj are assumed independent. We generate Yj by inversion via Yj = F−1j (U j) where
U j ∼U(0,1). We want to estimate the density of the length X of the shortest path
from the source to the sink.





































Fig. 1 Upper panel: a directed network with 11 links. Lower panel: two selected minimal cuts
L1 = {4,5,6,7} (in light blue) and L2 = {10,11} (in orange) for this network.
In the network of Figure 1, there are six different directed paths from the source
to the sink, each one being defined by a sequence of arcs. They are P1 = {1,4,10},
P2 = {1,4,8,11}, P3 = {2,5,10}, P4 = {2,5,8,11}, P5 = {2,6,9,11}, and
P6 = {3,7,9,11}. The length of path p is Lp = ∑ j∈Pp Yj and the length of the
shortest path is




F−1j (U j). (9)
For our experiments, we assume that Yj is normal with mean µ j = 10 j and
standard deviation σ j = j (to make things simple). The probability of negative arc
lengths is negligible. (To be mathematically cleaner, we can truncate the normal
density to [0,∞), but it makes no visible difference in the numerical results.) We
estimate the density of X over [a,b] = [128.8,171.2], which covers about 95% of the
density. This density is shown in Figure 2. It is close to a normal distribution, which
is not surprising because all the Yj are normal.
For the CDE, we select a directed minimal cut L between
the source and the sink, and we condition on G = {Yj, j 6∈L }, similarly as for the
SAN example in [17]. If Pj +Yj is the length of the shortest path that goes through
arc j for j ∈L , then conditional on G , each Pj is known and the conditional cdf of
X is
F(x | G ) = P [X ≤ x | {Pj : j ∈L }] = 1− ∏
j∈L
(1−Fj(x−Pj)). (10)
If the Yj’s for j ∈L are continuous variables, then the conditional density
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Fig. 2 Estimated density for the shortest path example.
f (x | G ) = d
dx
F(x | G ) = ∑
j∈L
f j(x−Pj) ∏
l∈L , l 6= j
(1−Fl(x−Pl))
is an unbiased density estimator. In our numerical experiments, we try the two cuts
L1 and L2 shown on the lower panel of Figure 1.
For the LRDE we notice that h(Y ) is the minimum over the lengths of six possible
paths. These lengths, in turn, are simple sums of several of the Yj, so we have
h(cY ) = ch(Y ) for any constant c > 0. Therefore, with the change of variables
ϕx(z) = xz one obtains that h(ϕx(z))/x = h(ϕx(z)/x) = h(z) is independent of x. For
x > 0 this leads to the LRDE






(Yj−µ j)Yjσ−2j + s
)
. (11)
For GLR, the estimator in Proposition 4 does not apply to this example, because
for the function h given in (9), for any choice of j, the required derivatives do not
always exist. For the GLR-U, we want to find a subset of indices and a function g
that satisfy the required conditions. In particular, g̃ must be a one-to-one continuous
map between the selected inputs U j and a selected subset of the path lengths Lp,
so that the latter subset is sufficient to determine X and the Jacobian Jg(·;x) of this
mapping is invertible. Note that the six path lengths are not independent: we have
L1 +L4 = L2 +L3. But after removing one of these four paths, there is no linear
relationship between any of the five Lp’s that remain. Then we must select five
input variables U j for which the mapping g between those selected U j’s and the five
Lp’s is one-to-one when the other U j’s are fixed. There are several possibilities for
the selection of these five indexes j for the inputs, each one leading to a different
estimator. We will try two of them in our experiments, namely J1 = {1,2,3,6,8}
and J2 = {5,7,8,10,11}. Assuming that we remove the path P4 and select J1, we
obtain g(U ) = (g1(U ), . . . ,g5(U ))t where gp(U ) = Lp for p = 1,2,3 and gp(U ) =
Lp+1 for p= 4,5, and the Jacobian is computed by interpreting the gp(U ) as functions
of U1,U2,U3,U6,U8 alone, with the other U j’s fixed. The GLR-U density estimator
in (8) turns out to be
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for J1 and










for J2, where Φ denotes the standard normal cdf.
Table 2 Estimated values of − log2(MISE) with n = 220 points and estimated MISE rate β̂ for
various methods, for the shortest path example. The 21.3 entry (for example) means that for the
KDE with MC and n = 220 points, we have MISE≈ 2−21.3.
MC RQMC
Method − log2(MISE) β − log2(MISE) β̂
KDE 21.3 0.8 25.7 0.96
CDE (blue cut) 24.7 1.0 45.6 2.12
CDE (orange cut) 29.1 1.0 46.5 1.66
LRDE 20.2 1.0 27.8 1.38
GLR-U in (12) 15.4 1.0 23.2 1.29
GLR-U in (13) 21.5 1.0 29.6 1.35
Table 2 summarizes our numerical results for this example, for all the methods.
It reports − log2(MISE) for n = 220 as well as the convergence rate exponent β for
MC and its (noisy) estimate β̂ for RQMC.
We find that the CDE combined with RQMC outperforms all other methods by a
wide margin. Compared with the KDE with MC (the traditional approach), it reduces
the MISE for n = 220 by a factor of about 225 ≈ 32 millions. The orange cut L2 does
better than the blue cut L1, especially for plain MC. This could appear surprising,
because L2 has fewer arcs, but the explanation is that the two arcs of L2 have a
much larger variance, so it pays off to hide them. Generally speaking, we want to
select a conditioning that hides (or integrate out) variables that capture as much
variance as possible. (For the blue cut, the noise in the linear regression model and
the estimate β̂ appears quite significant.)
We also observe a significant difference of performance between the two choices
of input variables for GLR-U. With I2, the performance is better than for the KDE,
whereas for I1 it is worse. This shows that the choice of input variables may have
a significant impact on the performance in general. Note that I2 contains input
variables that have much more variance than I1. By comparing (12) and (13),
we can see why the second estimator has less variance: the terms in the sum that
multiplies the indicator have larger constants in the denominator, and therefore a
smaller variance. In some sense, the GLR-U estimator integrates out part of the
variance contained in the selected input variables, so it makes sense to select a subset
of input variables that captures more of the variance.
The LRDE has a larger MISE than the KDE with n = 220 MC samples, but it beats
the KDE when using RQMC. It also performs better than GLR-U for one choice of
inputs and worse for the other choice.
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With the same network, we now consider a slightly different problem. We assume
that the Yj’s are random link capacities instead of random lengths, and we want to
estimate the density of the maximum flow that can be sent from the source to the sink.
This maximum flow h(Y ) is equal to the capacity of the minimal directed cut having
the smallest capacity. Here, we assume that Yj is normal with mean µ j = 10 and
standard deviation σ j = 1 for j < 10 and normal with mean µ j = 20 and standard
deviation σ j = 4 for j = 10 and 11. For the CDE, if we take G as in the previous
case, the distribution of X conditional on G typically has a probability mass at some
point. For instance, if L = L1, then after the conditioning, Y10 +Y11 is known and
there is a positive probability that this is the value of the maximum flow. As a result,
the conditional cdf is sometimes discontinuous and the CDE is no longer an unbiased
density estimator. This motivates the use of LRDE for this example.
Similarly as in the previous example, h(Y ) is the minimum over several simple
sums of Yj’s, so multiplying all Yj’s by a positive constant multiplies the maximum
flow h(Y ) by the same constant. Therefore, the change of variables ϕx(z) = xz can
be used again and provides the exact same LRDE as in (11), but with the modified h,
µ j, and σ j.
For GLR-U, the construction is similar as for the previous example, except that
we select a subset of minimal cuts with independent capacities instead of a subset of
paths. There are hundreds of thousands of ways of selecting the subset of minimal
cuts. We tried a few of them and obtained the best results by selecting the set of cuts:
{{10,11},{1,2,7},{1,2,9},{1,2,11},{1,5,9},{2,3,4},{4,5,11},{8,9,10},{2,3,
8,10},{6,7,8,10}} and then hiding Y11. This gives the estimator
G(U ;x) =−I[h(Y )≤ x] ((Y1−10)+(Y4−10)+(Y10−20)/16) .
Numerical results for the KDE, LRDE, and GLR-U for this example are given in
Table 3. In terms of MISE, under MC, the LRDE performs better than GLR-U and
slightly better than the KDE, but not much. However, RQMC improves the MISE for
n = 220 by a factor of about 30 for the LRDE, a bit more for GLR-U, and about 3
for the KDE. The combination of LRDE or GLR-U with RQMC also improves the
convergence rate β̂ .
Table 3 Values of the log2(MISE) estimated with n = 220 points and the estimated MISE rate β̂
for various methods for the maximum flow example.
MC RQMC
Method − log2(MISE) − log2(MISE) β̂
KDE 18.3 19.7 0.86
LRDE 18.7 23.6 1.23
GLR-U 17.7 23.2 1.26
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9 Conclusion
We discussed and compared several recent developments regarding density estimation
for simulation models, with Monte Carlo and quasi-Monte Carlo methods. Most
of these methods provide unbiased density estimators and some of them are also
RQMC-friendly, in which case their MISE can converge at a faster rate than the
canonical rate of O(1/n) as a function of the sample size n. For the classical density
estimators in statistics, in contrast, the MISE converges at a slower rate than O(1/n).
In our numerical example (and several other experiments not reported here), the
CDE combined with RQMC was by far the best performer. However, for some
types of problems it may be difficult to apply, and then one can rely on one of the
alternatives. In future work, these density estimators should be adapted, implemented,
and compared for a larger variety of Monte Carlo applications for which density
estimates are useful.
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