Sub-Saharan Africa and other developing regions of the world are dominated by smallholder farms, which are characterized by small, heterogeneous, and often indistinct field patterns.
produce efficient training data sets, creating a two-way flow of data between human experts 33 and the algorithm (Crawford et al., 2013; Tuia et al., 2011a,b) . An algorithm identifies the 34 most informative samples in each iteration and queries a human expert for labels, which are 35 then added to the training data set to retrain the algorithm, until the desired accuracy is 36 achieved (Angluin, 1988; Baum, 1991; Cohn et al., 1994 Cohn et al., , 1996 Lewis & Catlett, 1994; Lewis 37 & Gale, 1994; Li & Sethi, 2006; Plutowski & White, 1993) . Active learning is based on the 38 idea that a classifier trained on a set of carefully chosen examples will outperform one trained 39 on a larger randomly-selected set, both in terms of accuracy and computational efficiency 40 (Cohn et al., 1994 (Cohn et al., , 1996 MacKay, 1992; Shi et al., 2016) .
41
Using the quintuple notation of Li & Sethi (2006) , an algorithm for active learning can Select sample from U based on Q
7:
Query S to label selected sample
Add new sample to L
9:
Retrain C
10: end while
The query function that an algorithm uses to select samples for labeling by a human 49 expert distinguishes different active learning methods. Queries can leverage knowledge of 50 how a particular classifier functions, such as weighting samples by their distance from a 51 support vector machine's decision boundary (Campbell et al., 2000; Cheng & Shih, 2007) .
52
Alternatively, the output of probabilistic classifiers, such as the random forest, can be directly 53 used in a query function as a measure of the classifier's confidence in assigning a label (Lewis 54 & Catlett, 1994; Lewis & Gale, 1994; Li & Sethi, 2006) .
55
Active learning generally assumes humans with expert knowledge of the problem will 56 serve as supervisors. However, in this age of citizen science and volunteered geographic 57 information, expert individuals are giving way to fleets of crowdsourcing workers (Goodchild, 58 2007) . Humans excel at pattern recognition, even with occlusion or noise (Biederman, 1987), 59 and are preferable to machines for certain tasks (i.e. CAPTCHA (Von Ahn et al., 2003) ).
60
In remote sensing, crowdsourcing has been used to assess disasters (Xie et al., 2016) , create 61 landcover maps (Estes et al., 2016; Salk et al., 2016; See et al., 2013b See et al., , 2015 , and most 62 recently, provide training data for supervised machine learning algorithms (Ofli et al., 2016) .
63
Most crowdsourcing workers are non-experts, participating either for compensation or 64 due to personal interest in the issue, who receive basic training for the required task (Estes et al., 2016; Salk et al., 2016; See et al., 2016) . Tasks range from classification, which requires 66 assigning a label to an image, to the more complex task of digitization, which involves cre-67 ating a digital representation (i.e. delineation) of an identified object (Albuquerque et al., 68 2016). See et al. (2013a) found that experts and non-experts differed minimally in their 69 ability to identify human impacts and landcover types, while Salk et al. (2016) demon-70 strated that contributors often improved with experience. Comber et al. (2015 Comber et al. ( , 2016 found 71 larger differences between cultural groups, who vary in their conceptualization and visual 72 interpretation of landcover, than between experts and non-experts.
73
Quality control measures are critical for turning crowdsourcing results into accurate land-74 cover maps. Typically, expert-validated data sets are used to judge the quality of crowd-75 sourcing workers' results (Estes et al., 2016; Salk et al., 2016) . Though multiple workers 76 mapping the same area increases time and expense, worker agreement has been shown to be 77 highly correlated with correct classification (Albuquerque et al., 2016) and multiple workers' 78 digitizations can be combined to increase overall map accuracy (Estes et al., 2016) . To fa-79 cilitate serving images to workers, repeated mappings, and comparisons to the expert data 80 sets, crowdsourcing systems typically divide the area of interest into various image patches 81 using a regular survey grid (Estes et al., 2016; Jacobson et al., 2015) . The gridded structure 82 and output of crowdsourcing platforms create opportunities to improve active learning query 83 functions. Samples in an active learning framework typically equate to individual pixels, yet 84 point-wise labeling wastes the ability of humans to perceive high-order objects (Biederman, 85 1987; Henderson & Hollingworth, 1999) and leads to repeated pixel queries in the same 86 geographic region (Stumpf et al., 2014 In the background, the DIYlandcover platform continually monitors worker mapping 137 skill. This information is used to accept or reject mapping results from specific workers, pay 138 out performance-based bonuses, and estimate overall map accuracy. DIYlandcover includes 139 a main server hosting the platform's database, a Map API from which imagery is served, and 140 a crowdsourcing marketplace where jobs are assigned to workers. The platform uses a regular 141 survey grid to define image patches to be served to workers, including quality control sites, 142 in order to frequently assess overall accuracy, compute worker-specific confidence scores, and 143 enable repeated mappings of areas. In a recent production run, DIYlandcover achieved 91% 144 accuracy in the digitization of agricultural fields in South Africa using novice workers. Based on this trial, it is estimated that 500 workers, each working 1 hour per day, could map the 146 entire continent of Africa in 1.9 years at a cost of about $2 million (Estes et al., 2016) . This criterion directly uses the probabilistic output of the random forest classifier to in-169 creasingly penalize pixels with more ambiguous classifications, and sums these penalties over 170 image patches defined by the crowdsourcing platform's regular grid. Thus, the uncertainty criterion, Q, for an image patch, I, compares each pixel's posterior probability, p(x, y), of 172 belonging to a field, as determined by the current iteration's algorithm, to a value of 0.5, 173 which denotes maximum uncertainty in the algorithm output, as follows:
At each iteration, the image patch with the maximum value of the uncertainty criterion 175 is selected to be labeled and added to the training data set. The selected image is deemed 176 to add the most additional information and increase the diversity of the training data set 177 the most.
178
Figure 2: Active learning framework using quintuple terminology, adapted from (Li & Sethi, 2006) and (Wang & Zhai, 2016) . During an iteration, an uncertainty criterion is calculated for each sample in the unlabeled data pool. The sample which the algorithm had the most difficulty in classifying (i.e. the most uncertain sample) is selected for labeling by a human supervisor and transferred to the labeled data pool. At this point, another iteration begins and the algorithm is retrained with the new, expanded labeled data pool.
Case study
We explored the use of the proposed active learning crowdsourcing platform in a case 180 study of mapping agricultural fields in South Africa. The goal was to assess performance 181 improvements as active learning was used to add new images to the training data set. To 182 facilitate comprehensive accuracy assessments of the algorithm and repeated experiments, 183 the entire area of interest was mapped offline, as opposed to in an on-demand fashion as the 184 active learning algorithm ran.
185
The code for the case study was written in Python and Apache Spark and deployed 
Methodology

202
Using an 8 x 8 grid, the satellite images of South Africa (8 images of 2400 x 2400 pixels 203 at 2 m resolution) were each divided into image patches of 300 x 300 pixels, resulting in 512 204 image patches of sufficient size for workers to identify fields in a crowdsourcing platform.
205
The 512 image patches was divided into the following pools:
206
• Unlabeled pool: 384 image patches were randomly selected for the unlabeled pool. At 207 each iteration, one image was selected for labeling and transferred to the labeled pool.
208
• Labeled pool: The algorithm learned from the labeled images in this pool. At each 209 iteration, one image was transferred to the labeled pool.
210
• Holdout pool: The remaining 128 image patches and their corresponding labels were 211 completely separate from the training process. This pool was used to assess the algo-212 rithm's performance at each iteration on an independent data set.
213
Using these three pools, cross-validation was employed in the experiments to assess gen- the holdout pool and the remaining 384 image patches were assigned to the unlabeled pool.
217
At each iteration, one image patch was selected from the unlabeled pool. This image patch was matched with its labeled data and transferred to the labeled pool to be included in the 219 training of the next iteration. Accuracy metrics were calculated at each iteration on the 220 holdout set and averaged across folds to provide insights on the algorithm's generalization 221 performance.
222
Our new implementation of the supervised pixel-wise classification algorithm was utilized 223 for this case study. Initially, the classifier was trained with one randomly selected image 224 patch. At each subsequent iteration, an additional image patch was selected to be labeled 225 and added to the training data set, either based on (1) random selection, or (2) the highest 226 scoring image patch according to the uncertainty criterion of the active learning framework.
227
For each fold, the active learning experiment was run once, while the random selection T SS = sensitivity + specificity − 1
237
where T P is true positives, T N is true negatives, F P is false positives, and F N is false 238 negatives.
239
Learning curves were constructed for both the active learning and random selection ex-
240
periments to assess the number of training samples required to achieve a desired performance.
241
In a learning curve, the performance metric (in this case, the TSS of the holdout set) was 242 calculated at each iteration and plotted against the number of image patches currently in 243 the training data set. 
258
Figure 4: Learning curves constructed for active learning and random selection. Within 45 iterations, the algorithm trained with randomly selected data achieved a peak True Skill Statistic (TSS) of 0.65, while the algorithm trained through active learning reached a TSS of 0.69. The learning curves highlight that active learning was able to achieve the same level of performance as random selection, but with 17 training samples instead of 45.
Discussion and conclusions
259
In this paper, we presented an integrated framework that joins crowdsourcing and ac-260 tive learning with a supervised classification algorithm for large-scale landcover mapping.
261
Crowdsourcing is increasingly recognized as a legitimate means of collecting high-quality 262 Figure 5 : The progression of the algorithm output through 45 iterations of active learning and random selection for two sample images. These images demonstrate how the active learning algorithm converged to a better mapping of agricultural fields with fewer training samples than an algorithm trained with randomly selected samples. The active learning algorithm showed more distinct field boundaries and fewer false positives along roadways.
landcover data, given proper platform design and appropriate worker assessments, providing new opportunities for creating training data and reducing the dependence on subject matter 264 experts.
265
In our case study of digitizing agricultural field boundaries in high-resolution satellite 266 imagery of South Africa, the number of samples needed to achieve a desired level of accu- pixel-based uncertainty criteria (Brinker, 2003; Fu et al., 2012; Gao et al., 2016; Huo & 293 Tang, 2014; Liu et al., 2009; Pasolli et al., 2011; Persello et al., 2014; Shi et al., 2016) .
294
From previous work, it was estimated that mapping the entire continent of Africa with 295 crowdsourcing alone would take 1.9 years at a cost of $2 million (Estes et al., 2016 
