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Abstract
The hitting time Hxy, between two vertices x and y of a graph, is the average
time that the standard simple random walk takes to get from x to y. We
start by giving a recursive formula for higher moments of the random time the
simple random walk takes to get from x to y, that allows us to extend two
well-known results for the hitting time on trees to all higher moments.
The main part of this thesis is concerned with the distribution of the hitting
time between two randomly chosen vertices of a random tree. We consider both
uniformly random labelled trees and a more general model with vertex weights
akin to simply generated trees. We show that the r-th moment of the hitting
time is of asymptotic order n3r/2 in trees of order n, and we describe the limiting
distribution upon normalisation by means of its moments. Moreover we also
obtain joint moments with the distance between the two selected vertices and
also the first moment of the hitting time variance.
Finally we consider three classes of random increasing trees. In this setup,
the root is of special importance, and so we study the hitting time from the
root to a random vertex, from a random vertex to the root and between two
random vertices. The hitting times, for all three classes of increasing trees,
from the root as well as between two random vertices is of order n log n, with
a normal limit law. On the other hand the hitting time to the root is only of
linear order and converges in the limit to different Dickman distributions for
the different classes of increasing trees.
ii
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Opsomming
Die treftyd Hxy, tussen twee punte x en y in ’n grafiek, is die gemiddelde tyd
wat die ewekansige toevallige wandeling vat om te beweeg van x na y. Eerstens
gee ons ’n rekursiewe formule vir die hoe¨r momente van die treftyd wat ons
in staat stel om twee bekende resultate oor die treftyd uit te brei na alle mo-
mente.
Die hoofdeel van hierdie tesis handel oor die verdeling van die treftyd tussen
twee lukraak gekose punte in ’n lukrake boom. Ons beskou beide ewekan-
sige lukrake gemerkte bome en ’n meer algemene model met geweegde punte
soortgelyk aan eenvoudig gegenereerde bome. Ons wys dat die r-de moment
van die treftyd van asimptotiese orde n3r/2 is in bome van orde n en ons
beskryf die limietverdeling na normalisering deur middel van sy momente.
Verder verkry ons ook gesamentlike momente met die afstand tussen die twee
gekose punte asook die eerste moment van die treftyd variansie.
Uiteindelike beskou ons drie klasse van lukraak toenemende bome. Die wortel
van die boom is hier van spesiale belang en dus beskou ons die treftyd van
die wortel na ’n lukrake punt, van ’n lukrake punt na die wortel en ook tussen
twee lukrake punte. Die treftye, vir al drie klasse van toenemende bome, van
die wortel asook tussen twee lukrake punte is van orde n log n met ’n nor-
male limietverdeling. Andersyds is die treftyd na die wortel slegs van lineeˆre
orde en konvergeer die verdelings in die limiet, vir die verskillende klasse van
toenemende bome, na verskillende Dickman verdelings.
iii
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Introduction
Random walks on graphs have diverse applications in fields such as computer
science, physics and economics. We consider the standard simple random walk
on a finite graph, which starts at a vertex x and moves at each step to one
of the neighbours, chosen uniformly at random. This is a standard example
of a finite Markov chain, and it is well known that every vertex is eventually
reached with probability 1. The average time it takes the random walk to
reach y from x is called the hitting time (or first passage time) and is denoted
by Hxy.
The hitting time is a very natural parameter associated with a random walk
and as such, it has been studied quite thoroughly. An influential paper ap-
peared by Tetali [43], relating the hitting time to a weighted sum of effective
resistances, obtained by replacing the graph by its underlying electrical net-
work. In Chapter 2 we give an alternate proof of Tetali’s formula and ex-
tend this proof to give a recursive formula for higher moments of the hitting
time.
The first results on the distribution of the hitting time in random trees are due
to Moon [31], who obtained the asymptotic behaviour of the first two moments
of the hitting time between two randomly selected nodes of a uniformly ran-
dom labelled tree. In Chapter 3, we refine the combinatorial analysis of Moon
further by providing asymptotic formulas for all moments of the hitting time,
which are sufficient to characterise the limiting distribution. We further gener-
alise these results to labelled trees with additional vertex weights that depend
on the degrees (akin to simply generated trees, but without roots).
Finally, in Chapter 4, we consider rather different classes of random trees,
namely increasing trees. The root plays a special role, so we study the hitting
time to and from the root as well as between two random vertices. Unlike
in the previous chapter we were able to obtain explicit limiting distributions.
The hitting time between two random vertices as well as the hitting time from
the root has a Gaussian limiting distribution for all three classes of increasing
trees we consider. On the other hand the hitting time to the root converges
to different Dickman distributions for the different classes of increasing trees.
vi
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CONTENTS vii
Intuitively speaking, the reason for this phenomenon is the fact that the root of
a recursive tree is generally very central and therefore “attracts” a random walk
faster than a random vertex, which typically lies closer to the fringes.
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Chapter 1
Some preliminary results
The first section introduces important and well-known results on random walks
on graphs that we will frequently require in the remaining chapters. The aim
of the remaining two sections is to provide a brief introduction to asymptotic
methods (mainly singularity analysis) we will require later in the text. The
reader can omit these two sections at first reading and refer back to these
sections when the need arises.
1.1 Random walks, electrical networks and
the Wiener index
Let G = (V (G), E(G)) be a simple, connected graph with n vertices and m
edges. We adopt the convention throughout the text of referring to the set
of vertices of the graph as G. We start at a fixed vertex, move with equal
probability to one of its neighbours, then move with equal probability to one
of the neighbour’s neighbours and so on. The random sequence of vertices
(Xn)n∈Z≥0 obtained in this way is a simple random walk on a graph. The
hitting time
Hxy = Ex (min{n ≥ 0 : Xn = y})
is the expected number of steps to visit vertex y for the first time, starting
from vertex x. There is a fruitful connection between random walks on graphs
and electrical networks that allows one, among other things, to write the hit-
ting time as a weighted sum of effective resistances. The books [13] and [2],
by Doyle and Snell and Aldous and Fill respectively, are good introductory
references to random walks, electrical networks and related connections.
Given a graph, we obtain the underlying electrical network by replacing ver-
tices with nodes and edges with unit resistances. We define the effective re-
1
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CHAPTER 1. SOME PRELIMINARY RESULTS 2
sistance between vertices x and y as in [43] as the voltage between x and y
when a unit current enters x and leaves y. One can think of the effective
resistance between x and y as the total resistance of the network between x
and y, since it follows from Norton’s theorem that the network of resistances
can be replaced by an equivalent single resistance. The effective resistance is
a metric. Non-negativity and symmetry follows from the definition, whereas
the triangle equality is proved in [43, Corollary 3]. It is possible to write the
effective resistance as a quotient of determinants of Laplacian matrices. The
Laplacian matrix of a graph G is defined as
L(G) = D(G)− A(G),
where D is the degree matrix and A the adjacency matrix of the graph. In
other words L is the n× n matrix with elements given by
lij =

d(i) if i = j
−1 if i 6= j and vi is adjacent to vj
0 otherwise ,
for a graph with vertices 1, . . . , n where d(i) denotes the degree of vertex i. If
L(i1, . . . , ik|j1, . . . , jk) denotes the (n − k) × (n − k) matrix obtained from L
by removing rows i1, . . . , ik and columns j1, . . . , jk then the following theorem
holds:
Theorem 1.1.1 (see [3, Theorem 4]). The effective resistance between vertices
x and y in a simple connected graph G is
Rxy =
detL(x, y|x, y)
detL(x, x)
=
detL(x, y|x, y)
τ(G)
, (1.1)
where τ is the number of spanning trees in the graph.
Equation (1.1) follows from the well-known Matrix-Tree Theorem, which states
that the number of spanning trees in a graph is equal to any cofactor of the
Laplacian matrix. It is shown in [7, Proposition 14.1] that detL(x, y|x, y) is the
number of spanning forests of G consisting of two components, one containing
x and the other y. Consequently Rxy = d(x, y), where d(x, y) is the distance
betweem x and y, in a tree T (this also follows from the definition of effective
resistance, since no current flows along the edges that are not on the (x, y)-
path).
Returning to the subject of the hitting time, the following theorem can be
proven by cleverly making use of a connection between random walks and
electrical networks.
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Theorem 1.1.2 (see [43, Theorem 5]). The hitting time between any two
vertices x, y in a finite, simple and connected graph G is
Hxy =
1
2
∑
z∈G
d(z)(Rxy +Rzy −Rzx).
An immediate consequence of the previous theorem is a simple formula for the
commute time:
Cxy = Hxy +Hyx = 2mRxy. (1.2)
If G = T is a tree Theorem 1.1.2 simplifies to
Hxy =
1
2
∑
z∈T
d(z)(d(x, y) + d(z, y)− d(z, x)) (1.3)
=
∑
z∈T
d(z)l(x, z; y), (1.4)
where l(x, z; y) is the length of intersection of the (x, y)-path and the (z, y)-
path. Another easy consequence of Theorem 1.1.2 is:
Corollary 1.1.3 (see [27, Lemma 2]). For any vertices x, y, z in a finite,
simple and connected graph G,
Hxy +Hyz +Hzx = Hxz +Hzy +Hyx.
An important consequence of the preceding symmetry property is the follow-
ing:
Corollary 1.1.4 (see [27, Corollary 2.5]). We can define a linear preorder
on the vertices by x ≤ y if and only if Hxy ≤ Hyx. Such an ordering can be
obtained by fixing any vertex t and ordering the vertices according to the value
of Hxt −Htx.
Proof. First note that if Hxt −Htx ≤ Hyt −Hty then Hxt + Hty ≤ Hyt + Htx
so that Hxy ≤ Hyx by Theorem 1.1.3. The order is reflexive since Hxx = 0.
Furthermore if Hxy ≤ Hyx and Hyz ≤ Hzy then Hxy + Hyz ≤ Hyx + Hzy ⇐⇒
Hxz ≤ Hzx by Corollary 1.1.3, implying transitivity. 
This ordering is not unique, because of the ties. However by Corollary 1.1.4
we can define an equivalence relation on the vertices by putting x and y in the
same class if Hxy = Hyx. Now there is a unique ordering of the equivalence
classes. Vertices in the highest class are easy to reach but difficult to get out
of, while those in the lowest class are difficult to reach but easy to get out of.
It is shown in [6] that in trees the vertex (or two adjacent vertices) in the
highest class is the barycenter of a tree. The barycenter minimises the distance
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to all other vertices, i.e. it is the vertex achieving minx∈T
∑
y∈T d(x, y). This
result is further generalised in [19]. Here the authors defined the sums
D(z) =
∑
v∈T
d(v, z), Dpi(z) =
∑
v∈T
d(v)d(v, z), CC(z) =
∑
v∈T
Hzv,
RC(z) =
∑
v∈T
Hvz and RCpi(z) =
∑
v∈T
d(v)Hvz,
respectively called the centrality, weighted centrality, cover cost, reverse cover
cost, weighted reverse cover cost and proved:
Theorem 1.1.5 (see [19, Theorem 3]). For any tree T , and any vertices x, y ∈
T , the following are equivalent:
1. Hxy ≤ Hyx; 2. D(x) ≥ D(y);
3. Dpi(x) ≥ Dpi(y); 4. RCpi(x) ≥ RCpi(y);
5. RC(x) ≥ RC(y); 6. CC(x) ≤ CC(y).
Moreover the following lemma can be used to exhibit a connection between
partial sums of hitting times and the Wiener index of a tree defined asW (T ) :=
1/2
∑
x,y∈T d(x, y), that is the sum of the distances of all pairs of vertices in
the tree.
Lemma 1.1.6 (see [19, Lemma 4.1]). For any vertex x of a tree T with n
vertices, we have ∑
y∈T
d(y)d(x, y) = 2
∑
y∈T
d(x, y)− (n− 1).
The previous lemma together with Theorem 1.1.2 gives:
Theorem 1.1.7 (see [19, Theorem 1]). Let W (T ) be the Wiener index of a
tree T . For any vertex x ∈ T , we have∑
y∈T
(Hxy + d(x, y)) =
∑
x∈T
∑
y∈T
d(x, y) = 2W (T ).
1.2 Singularity analysis
We wish to study the asymptotic growth of functions, whose expansion at an
isolated singularity ζ ∈ C \ {0}, involves elements of the form(
1− z
ζ
)−α(
log
1
1− z
ζ
)β
, (1.5)
where α ∈ C\Z≤0, β ∈ C. We will frequently encounter these types of functions
when studying the hitting time between two vertices on classes of random
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trees. The treatment in this section is based on [17, Chapter VI] and was first
introduced in [16]. If f(z) is singular at z = ζ, then by the scaling rule of
Taylor expansions g(z) = f(zζ) satisfies
[zn]f(z) = ζ−n[zn]f(zζ) = ζ−n[zn]g(z),
where g(z) has a singularity at z = 1. As a consequence we shall only examine
functions that are singular at 1. We will see, under suitable conditions, that
functions of the type
(1− z)−α
(
log
1
1− z
)β
(z → 1),
contribute subexponential terms of the form
nα−1(log n)β.
Consequently functions of the type in (1.5) contribute terms of the form
ζ−nnα−1(log n)β.
This means we only need to consider the singularities closest to the origin,
called dominant singularities, since the value of terms contributed by singu-
larities further away from the origin decays exponentially. For simplicity we
will only consider functions with a single dominant singularity.
Theorem 1.2.1 (see [17, Theorem VI.2]). Let α be an arbitrary complex num-
ber in C \ Z≤0. The coefficient of zn in the function
f(z) = (1− z)−α
(
1
z
log
1
1− z
)β
admits for large n a full asymptotic expansion in descending powers of log n,
fn = [z
n]f(z) ∼
n→∞
nα−1
Γ(α)
(log n)β
[
1 +
C1
log n
+
C2
log2 n
+ . . .
]
,
where Ck =
(
β
k
)
Γ(α) d
k
dsk
1
Γ(s)
∣∣
s=α
.
The idea behind the proof of the previous theorem is to estimate the coefficients
of f(z) by means of Cauchy’s coefficient formula:
[zn]f(z) =
1
2ipi
∫
γ
f(z)
dz
zn+1
.
The next step is to find a suitable contour that encircles the origin. One finds
that the integrand around parts of this contour is asymptotically irrelevant
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0 1
φ
R
Figure 1.1: ∆(φ,R)-domain
and one is left to evaluate fn around a Hankel contour, but we refer the reader
to [17], to check the details.
Furthermore it is also possible to translate an approximation of a function
near a singularity into an asymptotic approximation of its coefficients. Here
we require our function to be analytic everywhere in a ∆(φ,R) domain, see
Figure 1.1, except at 1. The idea behind the proof of the following theorem is
similar to that of Theorem 1.2.1 and relies on contour integration of Hankel-
type paths.
Theorem 1.2.2 (see [17, Theorem VI.3]). Let α, β ∈ R and let f(z) be a
function that is ∆-analytic.
1. Assume that f(z) satisfies in the intersection of a neighbourhood of 1
with its ∆-domain the condition
f(z) = O
(
(1− z)−α
(
log
1
1− z
)β)
,
then
[zn]f(z) = O (nα−1(log n)β) .
2. Assume that f(z) satisfies in the intersection of a neighbourhood of 1
with its ∆-domain the condition
f(z) = o
(
(1− z)−α
(
log
1
1− z
)β)
,
then
[zn]f(z) = o
(
nα−1(log n)β
)
.
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One immediately obtains the following corollary as a consequence of the second
part of Theorem 1.2.2:
Corollary 1.2.3 (see [17, Corollary VI.1]). Assume that f(z) is ∆-analytic,
α ∈ R \ Z≤0, β ∈ R and
f(z) ∼ (1− z)−α
(
1
z
log
1
1− z
)β
, as z → 1, z ∈ ∆.
Then, the coefficients of f(z) satisfy
[zn]f(z) ∼ n
α−1
Γ(α)
(log n)β.
1.3 Inverse functions
The generating functions of certain families of trees satisfy an equation of the
form
y(z) = zφ(y(z)), (1.6)
where φ(u) is analytic at u = 0, stemming from the recursive structure of the
tree. We will assume φ(0) 6= 0, so that there is a unique solution for y(z).
The aim of this section is to obtain information on the coefficients of y(z).
We will see that it is possible to find a singular expansion of y(z), from which
asymptotics for the coefficients of y(z) can be derived by means of singularity
analysis. The overview in this chapter is once again based on [17]. Before we
can proceed we require the following two analytical inversion lemmas.
Lemma 1.3.1 (see [17, Lemma IV.2]). Let ψ(z) be analytic at y0, with ψ(y0) =
z0. Assume that ψ
′(y0) 6= 0. Then, for z in some small neighbourhood Ω0 of
z0, there exists an analytic function y(z) that solves the equation ψ(y) = z and
is such that y(z0) = y0.
Lemma 1.3.2 (see [17, Lemma IV.3]). Let ψ(z) be analytic at y0, with ψ(y0) =
z0. Assume that ψ
′(y0) = 0 and ψ′′(y0) 6= 0. There exists a small neighbour-
hood Ω0 of z0 such that the following holds: for any fixed direction θ there exist
two functions, y1(z) and y2(z) defined on
Ω
\θ
0 := {z ∈ Ω0| arg(z − z0) 6≡ θ mod 2pi, z 6= z0}
that satisfy ψ(y(z)) = z; each is analytic in Ω
\θ
0 , has a singularity at the point
z0, and satisfies limz→z0 y(z) = y0.
We can rewrite equation (1.6) as
ψ(y(z)) = z where ψ(u) =
u
φ(u)
,
so that it is an instance of Lemma 1.3.1. Making use of Lemma 1.3.1 it is
possible to find the radius of convergence of y(z):
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Proposition 1.3.3 (see [17, Proposition IV.5]). Let φ(u) be a complex function
that satisfies the following conditions:
• φ(u) has nonnegative Taylor coefficients and is not of the form φ0 +φ1u.
• φ(u) is analytic at 0 with radius of convergence R > 0 and φ(0) 6= 0.
Under the condition,
lim
x→R−
xφ′(x)
φ(x)
> 1,
there exists a unique solution τ ∈ (0, R) of the characteristic equation,
τφ′(τ)
φ(τ)
= 1.
Then, the formal solution y(z) of the equation y(z) = zφ(y(z)) is analytic at
0 and has radius of convergence
ρ =
τ
φ(τ)
=
1
φ′(τ)
.
Since y(z) has nonnegative coefficients it follows from Pringsheim’s Theorem
(see [17, Theorem IV.6]) that y(z) has a dominant singularity located on its
radius of convergence at ρ. The next theorem gives a singular expansion of
y(z) near ρ. For the sake of simplicity we will assume
φ(u) =
∞∑
j=0
φju
j
is aperiodic, which means here that gcd{j : φj 6= 0} = 1. (If this is not the
case then y(z) has multiple dominant singularities on its radius of convergence
(see [17, Discussion VI.17]) and then one has to sum over the contributions of
all the singularities located on the radius of convergence when performing a
singularity analysis to find the asymptotics of yn.)
Theorem 1.3.4 (see [17, Theorem VI.6]). Suppose the conditions on φ in
Proposition 1.3.3 hold and that there exists a unique positive solution to the
characteristic equation, within the open disc of convergence of φ at 0, |z| < R:
∃τ, 0 < τ < R, φ(τ)− τφ′(τ) = 0.
Let y(z) be the solution of y = zφ(y) satisfying y(0) = 0. Then, the quantity
ρ = τ/φ(τ) is the radius of convergence of y(z) at 0, and the singular expansion
of y(z) near ρ is of the form
y(z) = τ −
√
2φ(τ)
φ′′(τ)
√
1− z
ρ
+
∑
j≥2
(−1)jdj
(
1− z
ρ
) j
2
, (1.7)
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with the dj being computable constants. Assume that, in addition, φ is aperi-
odic. Then one has
[zn]y(z) ∼
√
φ(τ)
2φ′′(τ)
ρ−n√
pin3
(
1 +
∞∑
k=1
ek
nk
)
, (1.8)
for a family ek of computable constants.
Proof. We give an outline of the proof in [17]. Consider the inverse ψ(u) = u
φ(u)
of y(z). The first derivative is
ψ′(u) =
1
φ(u)
− uφ
′(u)
φ(u)2
=
1
φ(u)
(
1− uφ
′(u)
φ(u)
)
,
implying ψ′(τ) = 0. Furthermore the second the derivative is
ψ′′(u) = − φ
′(u)
φ(u)2
− φ
′(u) + uφ′′(u)
φ(u)2
+ 2
uφ′(u)2
φ(u)3
= 2
φ′(u)
φ(u)2
(
uφ′(u)
φ(u)
− 1
)
− uφ
′′(u)
φ(u)2
,
implying ψ′′(τ) = −ρφ′′(τ)
φ(τ)
6= 0, since φj 6= 0 for some j ≥ 2. It follows
from Lemma 1.3.2 that there are two solutions to y(z) = zφ(y(z)), which
are analytic in a slit neighbourhood of ρ. We now have in the vicinity of
(z, y) = (ρ, τ):
ρ− z = ψ(τ)− ψ(y(z))
= ψ(τ)−
(
ψ(τ) +
ψ′′(τ)
2
(y(z)− τ)2 + ψ
′′′(τ)
6
(y(z)− τ)3 + . . .
)
= ρ
φ′′(τ)
2φ(τ)
(y(z)− τ)2 (1 + c1(y(z)− τ) + c2(y(z)− τ)2 + . . .) ,
implying
(y(z)− τ)2 = 2φ(τ)
φ′′(τ)
(
1− z
ρ
)
− (y(z)− τ)2 (c1(y(z)− τ) + . . .)
=
2φ(τ)
φ′′(τ)
(
1− z
ρ
)(
1− c1(y(z)− τ) +O
(
(y(z)− τ)2)) ,
by iterating. It follows from the binomial series of
√
1− c1(y(z)− τ) that
y(z) = τ −
√
2φ(τ)
φ′′(τ)
(
1− z
ρ
)(
1− c1
2
(y(z)− τ
)
+O ((y(z)− τ)2) , (1.9)
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where we chose the determination with a −√ since y(z) increases to τ− as z →
ρ−. The singular expansion in (1.7) follows by iteratively substituting y(z) into
the right-hand side of (1.9). Finally it can be shown if φ is aperiodic then y(z)
has a unique singularity on its radius of convergence so that the asymptotic
equivalence in (1.8) is obtained from singularity analysis of (1.7). 
Example 1. The exponential generating function of rooted labelled (Cayley)
trees satisfies the equation Y (z) = zeY (z). We have φ(u) = eu, τ = 1 and
ρ = 1
e
so that Y (z) ∼ 1−√2√1− ez and(
1
1− Y (z)
)m
∼
(
1
2(1− ez)
)m
2
,m ∈ Z≥1. (1.10)
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Chapter 2
Higher moments of hitting
times on graphs
The aim of this chapter is to find a recursive formula for higher moments
of hitting times on graphs. Doing so we extend two well known results for
hitting times on trees, namely that the hitting time between two vertices in a
tree is an integer and is maximised by the endpoints of the path, to all higher
moments.
2.1 A recursive formula
We start by giving an alternative proof of Theorem 1.1.2. Let G be a graph
with vertices 1, . . . , n. W.l.o.g. fix the vertex 1. Conditioning on the first step
of the random walk gives
Hi1 = 1 +
1
d(i)
∑
j∼i
Hj1 for i = 2, . . . , n,
where the sum is over all neighbouring vertices j of i, while H11 = 0. Let L
be the Laplacian matrix of G and L1 the matrix obtained from L by replacing
the first row of L by the first row of the identity matrix. We can express the
linear system of hitting times Hi1 (i = 1, . . . , n) as
L1H =

0
d(2)
...
d(n)
 where H =

H11
H21
...
Hn1
 .
11
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It follows from the Matrix-Tree Theorem that det(L1) = τ > 0, where τ is
the number of spanning trees in the graph. Hence the linear system of hitting
times has a unique solution. Cramer’s rule yields
Hi1 =
det(Li1)
τ
where Li1 is the matrix formed from L1 by replacing the i
th column of L1
by [
0 d(2) . . . d(n)
]T
.
By cofactor expansion along the ith column of Li1 (i = 2, . . . , n) we obtain
det(Li1) = det
(
Li1(1|1)
)
=
n∑
j=2
d(j)(−1)i+j det (L(1, j|1, i)) , (2.1)
where we define A(i1, . . . , in|j1, . . . , jn) as the matrix obtained from A after
deleting rows i1, . . . , in and columns j1, . . . , jn.
It follows from [44, Lemma 4] that
det (L(1, j|1, i))
=
1
2
(−1)2+i+j (det (L(1, j|1, j)) + det (L(1, i|1, i))− det (L(i, j|i, j))) . (2.2)
Substituting (2.2) into (2.1) gives
det(Li1) =
1
2
n∑
j=2
d(j) (det (L(1, j|1, j)) + det (L(1, i|1, i))− det (L(i, j|i, j))) .
Recalling Theorem 1.1.1, which states that Rij =
det(L(i,j|i,j))
τ
, we obtain the
formula for the hitting time between two vertices in Theorem 1.1.2:
Hi1 =
1
2
n∑
j=2
d(j) (R1j +R1i −Rij)
=
1
2
n∑
j=1
d(j) (R1j +R1i −Rij) .
Define the higher moments of the hitting time as H
(m)
ij := E
(
Tmi,j
)
, where
H
(0)
ij = 1. Here Ti,j is the number of steps the random walk takes to visit
vertex j for the first time from vertex i. We are now ready to state the main
theorem of this chapter.
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Theorem 2.1.1. The higher moments of the hitting time between any two
vertices i, j, in a simple, finite and connected graph G, is given recursively by
H
(m)
ij =
1
2
∑
k∈G
d(k)(Rij +Rkj −Rik)
m−1∑
l=0
(
m
l
)
(−1)m−1−lH(l)kj .
Proof. As before we work on a graph with vertices 1, . . . , n and w.l.o.g. fix 1
and find the higher moments of the hitting time to 1. We start by showing
d(i)H
(m)
i1 −
∑
j∼i
H
(m)
j1 = d(i)
(
m−1∑
k=0
(
m
k
)
(−1)m−1−kH(k)i1
)
(2.3)
for i 6= 1. Let T ′i,1 be the remaining number of steps to visit 1 after the first
step from i. Conditioning on the first step of the random walk gives
H
(m)
i1 = E
(
Tmi,1
)
= E
((
1 + T ′i,1
)m)
=
m∑
r=0
(
m
r
)
1
d(i)
∑
j∼i
H
(r)
j1 ,
which we can rewrite as
d(i)H
(m)
i1 −
∑
j∼i
H
(m)
j1 = d(i)+
∑
j∼i
((
m
1
)
Hj1 + . . .+
(
m
m− 1
)
H
(m−1)
j1
)
. (2.4)
Our strategy now is to make use of the previous equation to iteratively substi-
tute in
∑
j∼iH
(k)
j1 , starting from k = m− 1 up until k = 2 until (2.4) reduces
to
d(i)H
(m)
i1 −
∑
j∼i
H
(m)
j1 = d(i) + C
∑
j∼i
Hj1 +R1. (2.5)
For example substituting in
(
m
m− 1
)∑
j∼iH
(m−1)
j1 into the right-hand side of
(2.4), we get an expression i.t.o.
∑
j∼iH
(k)
j1 for k = 1, . . . ,m − 2 , where each∑
j∼iH
(k)
j1 has coefficient(
m
k
)
−
(
m− 1
k
)(
m
m− 1
)
.
We start by finding C in (2.5) by means of induction. Suppose that the
coefficient of
∑
j∼iH
(k)
j1 (k = 1, . . . , l − 1) is(
m
k
)(
1− (m− k) + (m− k)(m− k − 1)
2!
− . . .
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+ (−1)(m−l) (m− k)(m− k − 1) . . . (m− k − (m− l − 1))
(m− l)!
)
=
(
m
k
)
(−1)m−l
(
m− k − 1
m− l
)
,
if the highest moment in the expression obtained from (2.4) is
∑
j∼iH
(l−1)
j1 ,
for l − 1 = m − 1, . . . , 2. The base case holds since if the highest moment in
the expression obtained from (2.4) is m− 1 then the coefficient of ∑j∼iH(k)j1
(k = 1, . . . ,m − 1) is
(
m
k
)
. We need to show if the highest moment in the
expression obtained from (2.4) is
∑
j∼iH
(l−2)
j1 , then the coefficient of
∑
j∼iH
(k)
j1
(k = 1, . . . , l − 2) is (
m
k
)
(−1)m−(l−1)
(
m− k − 1
m− (l − 1)
)
.
After substituting in∑
j∼i
H
(l−1)
j1 = d(i)H
(l−1)
i1 − d(i)−
(
l − 1
1
)∑
j∼i
Hj1 − . . .−
(
l − 1
l − 2
)∑
j∼i
H
(l−2)
j1
our proof by induction will be complete if we can show that
(−1)m−l
(
m
k
)(
m− k − 1
m− l
)
− (−1)m−l
(
l − 1
k
)(
m
l − 1
)(
m− l
m− l
)
= (−1)m−(l−1)
(
m
k
)(
m− k − 1
m− (l − 1)
)
.
This is indeed the case since
(−1)m−l
(
m
k
)(
m− k − 1
m− l
)
− (−1)m−l
(
l − 1
k
)(
m
l − 1
)(
m− l
m− l
)
= (−1)m−l
(
m!(m− l + 1)−m!(m− k)
k!(m− k)(m− l + 1)!(l − k − 1)!
)
= (−1)m−(l−1) m!(l − 1− k)
k!(m− k)(m− l + 1)!(l − k − 1)!
= (−1)m−(l−1)
(
m
k
)(
m− k − 1
m− (l − 1)
)
.
Setting k = 1 and l = 2 it follows from (2.4) that
C = (−1)m−2
(
m− 2
m− 2
)(
m
1
)
= m(−1)m.
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Finally we need to find R1. Note that we obtained an extra term(
m
k
)(
1− m− k
1!
+ . . .+ (−1)m−1−k (m− k) . . . 2
(m− 1− k)!
)(
d(i)H
(k)
i1 − d(i)
)
=
(
m
k
)(m−1−k∑
i=0
(
m− k
i
)
(−1)i
)(
d(i)H
(k)
i1 − d(i)
)
=
(
m
k
)
(−1)m−1−k
(
d(i)H
(k)
i1 − d(i)
)
,
for each
∑
j∼iH
(k)
j1 (k = 2, . . . ,m− 1) we substituted in. Hence
R1 =
m−1∑
k=2
(
m
k
)
(−1)m−1−k
(
d(i)H
(k)
i1 − d(i)
)
.
Note that
d(i)
m−1∑
k=2
(
m
k
)
(−1)m−k = d(i)(−1)m
m−1∑
k=2
(
m
k
)
(−1)k
= d(i)(−1)m
(
(−1)m−1 − 1 +
(
m
1
))
and recall ∑
j∼i
Hj1 = d(i) (Hi1 − 1) .
Consequently it follows from (2.5) that
d(i)H
(m)
i1 −
∑
j∼i
H
(m)
j1
= d(i)
(
1− 1 + (−1)m+1 + (−1)m
(
m
1
))
+m(−1)md(i) (Hi1 − 1) + d(i)
m−1∑
k=2
(
m
k
)
(−1)m−1−kH(k)i1
= d(i)
(
(−1)m+1 +
m−1∑
k=1
(
m
k
)
(−1)m−1−kH(k)i1
)
,
which is what we wanted to show since this is equivalent to (2.3). We can
write (2.3) as a linear system of hitting times as we did at the start of this
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chapter:
L1H
(m) =

0
d(2)
∑m−1
k=0
(
m
k
)
(−1)m−1−kH(k)21
...
d(n)
∑m−1
k=0
(
m
k
)
(−1)m−1−kH(k)n1

where
H(m) =

H
(m)
11
H
(m)
21
...
H
(m)
n1
 .
Applying Cramer’s rule and working exactly as we did at the start of the
chapter yields
H
(m)
i1 =
1
2
n∑
j=1
d(j)
m−1∑
k=0
(
m
k
)
(−1)m−1−kH(k)j1 (Ri1 +Rj1 −Rij) ,
which completes the proof of the theorem since the vertex 1 was chosen w.l.o.g.

Example 2. Let S = Sn+1 be the n + 1-vertex star with central vertex c
and adjacent leaves 1, . . . n. Fix a leaf, say 1. We will find the exponential
generating functions of H
(m)
c1 and H
(m)
l1 for m ≥ 1, where l is any fixed leaf of
S. We may assume l 6= 1, since H(m)11 = 0 for m ≥ 1. It follows that
H
(m)
c1 =
1
2
d(c)
m−1∑
k=0
(
m
k
)
(−1)m−1−kH(k)c1 (d(c, 1) + d(c, 1)− d(c, c))
+
1
2
n∑
j=2
d(j)
m−1∑
k=0
(
m
k
)
(−1)m−1−kH(k)j1 (d(c, 1) + d(j, 1)− d(c, j))
= n
m−1∑
k=0
(
m
k
)
(−1)m−1−kH(k)c1 + (n− 1)
m−1∑
k=0
(
m
k
)
(−1)m−1−kH(k)l1 ,
therefore
(1− n)H(m)c1 − (n− 1)H(m)c1
= n
m∑
k=0
(
m
k
)
(−1)m−1−kH(k)c1 + (n− 1)
m∑
k=0
(
m
k
)
(−1)m−1−kH(k)l1 (2.6)
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for m ≥ 1. Note that
d(l, 1) + d(j, 1)− d(l, j) =
{
4 if j = l
2 if j 6= l
for a leaf j, therefore
H
(m)
l1 = n
m−1∑
k=0
(
m
k
)
(−1)m−1−kH(k)c1 + n
m−1∑
k=0
(
m
k
)
(−1)m−1−kH(k)l1 .
Hence
(1− n)H(m)l1 − nH(m)c1
= n
m∑
k=0
(
m
k
)
(−1)m−1−kH(k)c1 + n
m∑
k=0
(
m
k
)
(−1)m−1−kH(k)l1 (2.7)
for m ≥ 1. Let
Hc(x) =
∞∑
m=0
H
(m)
c1
xm
m!
and Hl(x) =
∞∑
m=0
H
(m)
l1
xm
m!
be the exponential generating functions of H
(m)
c1 and H
(m)
l1 . We can multiply
each term in (2.6) by x
m
m!
and sum over both sides for m ≥ 1. For the case
m = 0 we have to add 1 to the right-hand side of (2.6) so that it is equal to
the left-hand side. Since
∞∑
m=0
am
xm
m!
∞∑
m=0
bm
xm
m!
=
∞∑
m=0
m∑
r=0
(
m
r
)
arbm−r
xm
m!
,
it follows from (2.6) that
(1−n)Hc(x)−(n−1)Hl(x) = n
(−e−xHc(x))+(n−1) (−e−xHl(x))+1. (2.8)
Similarly it follows from (2.7) that
(1− n)Hl(x)− nHc(x) = n
(−e−xHc(x))+ n (−e−xHl(x))+ 1. (2.9)
Hence
(1− n)Hc(x)− (n− 1 + e−x)Hl(x) = (1− n)Hl(x)− nHc(x),
therefore
Hc(x) = e
−xHl(x). (2.10)
Substituting (2.10) into (2.8) and solving the equation gives
Hc(x) =
e−x
ne−2x − (n− 1) ,
and therefore
Hl(x) =
1
ne−2x − (n− 1) .
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Example 3. We find the variance of the random time it takes to move from
one endpoint to the other on the path of length n on vertices 0, 1, . . . , n. It is
well known that Hin = n
2 − i2 for i = 0, 1, . . . , n. Now
Var0,n := H
(2)
0n − (H0n)2
=
1
2
n∑
j=0
d(j) (−1 + 2Hjn) (d(0, n) + d(j, n)− d(j, 0))− n4
=
1
2
n∑
j=0
d(j)
(−1 + 2(n2 − j2)) (2n− 2j)− n4
= n
(−1 + 2n2)+ 2 n−1∑
j=1
(−n+ j + 2n3 − 2j2n− 2jn2 + 2j3)− n4
=
2
3
(
n4 − n2) .
2.2 Some results on hitting times in trees
It is known for a simple random walk that the hitting times between two
vertices of a tree are positive integers (see [4]) and more generally if there is
a unique path in a graph then the hitting time between the endpoints of this
path is an integer (see [9, Corollary 2.5 and 2.6]). The same result holds for the
second moment and hence the variance. We obtain the following generalisation
of these results from Theorem 2.1.1:
Corollary 2.2.1. If there exists a unique path between two vertices in a graph
then all higher moments of the hitting time between these two vertices are
positive integers. In particular all higher moments of hitting times are positive
integers on trees.
The second result we will generalise to all higher moments is that the hitting
time between two vertices in a tree is maximised at the endpoints of a path
(see [8, Corollary]). We start by showing this result holds for the variance.
Before we can proceed we require the following lemma, where we define Tx:y
as the subtree, of a tree T with adjacent vertices x and y, rooted at x after
removing the edge xy.
Lemma 2.2.2. The maximum value of the weighted reverse cover cost
RCpi(r;T ) :=
∑
v∈T
d(v)Hvr
among all trees of order n ≥ 2, rooted at a vertex r, is 4
3
n3 − 4n2 + 11
3
n − 1,
and it is attained by a path, rooted at one of its ends.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. HIGHER MOMENTS OF HITTING TIMES ON GRAPHS 19
Proof. First note that D(r) :=
∑
v∈T d(v, r) can only be maximised when r is
a leaf. The contrary cannot hold, since then d(r) ≥ 2 so that |Tr1:r| < |Tr:r1|
for one of the neighbours r1 of r, which implies D(r1) > D(r). It now follows
from Theorem 1.1.5 that RCpi(r;T ) is maximised when r is a leaf. We proceed
by induction on n. The statement holds trivially for n = 2. Let T be a tree of
order n > 2. If t is the neighbour of r, then
RCpi(r;T ) =
∑
v∈T\{r}
d(v)Hvr
=
∑
v∈T\{r}
d(v) (Hvt +Htr)
= RCpi(t;T \ {r}) +Htr + 2(n− 2)Htr
= RCpi(t;T \ {r}) + (2n− 3)2.
The result follows from our induction hypothesis. 
Theorem 2.2.3. The hitting time variance in a tree of size n is maximised
by the endpoints of the path.
Proof. Let Tk:l be the component of T − {e} that contains k, where k and l
are adjacent vertices with edge e = kl. Let T ′ be the induced subtree on the
vertices Tk:l ∪ {l}. Now the hitting time variance from k to l satisfies
Vark,l := H
(2)
kl − (Hkl)2
=
1
2
n∑
j=1
d(j) (−1 + 2Hjl) (d(k, l) + d(j, l)− d(k, j))
−
[
1
2
n∑
j=1
d(j)(d(k, l) + d(j, l)− d(k, j))
]2
= −
∑
i∈Tk:l
d(i) + 2
∑
i∈Tk:l
d(i)Hil −
(∑
i∈Tk:l
d(i)
)2
= − (2|Tk:l| − 1) + 2
∑
i∈Tk:l
d(i)Hil − (2|Tk:l| − 1)2
= 2|Tk:l| − 4|Tk:l|2 + 2
∑
i∈T ′
d(i)Hil. (2.11)
It follows from Lemma 2.2.2 that Vark,l is maximised when Tk:l is a path. Since
the random times to move along the edges of the path are independent we have
Var1,n = Var1,2 + Var2,3 + . . .+ Varn−1,n.
The result follows since each summand is non-negative and yields the maximum
possible variance for a tree of size |Ti:i+1| = i (i = 1, . . . , n− 1). 
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Proposition 2.2.4. The hitting time variance between two vertices x, y in a
tree is a multiple of 8.
Proof. It is shown in [19] that the weighted reverse cover cost of a tree T , with
n vertices, satisfies the identity
RCpi(l) :=
∑
i∈T
d(i)Hil = 4(n− 1)D(l) + (n− 1)− 4W (T ),
where DT (l) is defined as in the first chapter as the sum of the distances from
the other vertices in T to l and W (T ) is the Wiener index of T . Hence we can
rewrite
∑
i∈T ′ d(i)Hil in (2.11) as∑
i∈T ′
d(i)Hil = 4|T ∗| (DT ∗(l) + |T ∗|) + |T ∗| − 4 (W (T ∗) +DT ∗(l) + |T ∗|) ,
where T ∗ := Tk:l as above. Simplifying (2.11) gives
Vark,l = 2|T ∗| − 4|T ∗|2 + 8|T ∗| (DT ∗(k) + |T ∗|) + 2|T ∗| − 8 (W (T ∗) +DT ∗(k) + |T ∗|)
= 8
((|T ∗|
2
)
+ |T ∗|DT ∗(k)−DT ∗(k)−W (T ∗)
)
. (2.12)
The result now follows from a simple induction on d(x, y) (if d(x, y) = 0 the
hitting time variance is 0 and for the induction step we can use equation
(2.12)).

Finally we show that the endpoints of the path are maximal for all higher
moments of the hitting time on trees. In this case we will be able to prove the
result without making use of Theorem 2.1.1. Before proceeding we require the
following lemma.
Lemma 2.2.5. Let (v0, v1, . . . , vn) be the vertices of a path of length n. Let
τn := Tvn−1,vn be the random time it takes to move along the last edge on the
path. The function
fa(n) := E ((τn + 1)a) ,
with initial value fa(0) := 0, satisfies the inequality
fa
(
l∑
i=1
ni
)
≥
l∑
i=1
fa (ni)
for a ∈ N and every l-tuple of positive integers n1, . . . , nl.
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Proof. Notice that
τn =
{
1 with probability 1/2
1 + τn−1 + θn with probability 1/2,
where
θn
d
=τn
and θn and τn−1 are independent. Hence
fa(n) = 2
a−1 +
1
2
E ((τn−1 + θn + 2)a)
= 2a−1 +
1
2
a∑
b=0
(
a
b
)
E
(
(τn−1 + 1)b
)
E
(
(θn + 1)
a−b)
= 2a−1 +
1
2
a∑
b=0
(
a
b
)
fb(n− 1)fa−b(n),
implying
fa(n) = 2
a +
a∑
b=1
(
a
b
)
fb(n− 1)fa−b(n). (2.13)
Moreover f0(n) = 1 for all non-negative integers n and fa(0) = 0 for a ∈ N.
We first obtain
fa(n) = 2
a + fa(n− 1) +
a−1∑
b=1
(
a
b
)
fb(n− 1)fa−b(n)
≥ 2a + fa(n− 1). (2.14)
We proceed to show by two-dimensional induction on a and n that
fa(n) ≥ fa(n1) + fa(n2),
if n1 + n2 = n and a ≥ 1. The statement holds for a = 1 (and any n) since
f1(n) = 2n (this follows from equation (1.2) since only one step is required to
move from the end vertex in a path to its neighbouring vertex). The induction
result is trivial for n1 = 0 or n2 = 0. In particular the other base case for
n = 1, a ∈ N holds. Now
fa(n) = 2
a + fa(n− 1) +
a−1∑
b=1
(
a
b
)
fb(n− 1)fa−b(n)
≥ 2a + 2a + fa(n− 2) +
a−1∑
b=1
(
a
b
)
fb(n− 1)fa−b(n),
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by (2.14). Furthermore it follows from the induction hypothesis that
fb(n− 1) ≥ fb(n− 2) ≥ fb(n1 − 1) + fb(n2 − 1)
and
fa−b(n) ≥ fa−b(n1) + fa−b(n2).
Hence
fa(n) ≥ 2a + 2a + fa(n1 − 1) + fa(n2 − 1)
+
a−1∑
b=1
(
a
b
)
(fb(n1 − 1)fa−b(n1) + fb(n2 − 1)fa−b(n2)) ,
which completes the proof by induction. The statement of the lemma now
follows by induction on l and iterating.

Theorem 2.2.6. All higher moments of the hitting time between two vertices
in a tree are maximised by the endpoints of a path.
Proof. Let x, y be two vertices in a tree connected by the path (x = x0, x1, . . . xk =
y). Since
Tx,y =
k∑
j=1
Txj−1,xj
and the random times to move along the edges are independent, it follows from
the multinomial theorem that
E
(
T rx,y
)
=
∑
a1+...+ak=r
(
r
a1, a2, . . . ak
) k∏
j=1
E
(
T ajxj−1,xj
)
.
The number of terms is maximised on a path so we need only show, for adjacent
vertices u and v, that E
(
T
aj
u,v
)
is maximised by a path, where there is a fixed
number of vertices, say n, closer to or equal to u. We proceed to show E
(
T ru,v
)
is maximal on a path by two-dimensional induction on n and r. If r = 1 and
n ∈ N the result holds trivially, since E (Tu,v) remains constant irrespective
of the shape of the tree attached to u. If r ∈ N and n = 1 the result is also
trivial. Suppose the result holds for n ∈ N, k < r and r ∈ N, m < n. Let the
other neighbours of u in a tree T be z1, . . . , zl (see Figure 2.1).
Conditioning on the first step of the random walk gives
E
(
T ru,v
)
=
1
l + 1
(
1 +
l∑
j=1
E
((
Tzj ,u + Tu,v + 1
)r))
. (2.15)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. HIGHER MOMENTS OF HITTING TIMES ON GRAPHS 23
z1
z2
zl
u
v
. . .
Figure 2.1: Neighbours of u in T .
Hence
(l + 1)E
(
T ru,v
)
= 1 + lE
(
T ru,v
)
+
l∑
j=1
∑
b1+b2+b3=r
b1 6=r
(
r
b1, b2, b3
)
E
(
T b1u,v
)
E
(
T b2zj ,u
)
,
implying
E
(
T ru,v
)
= 1 +
l∑
j=1
∑
b1+b2+b3=r
b1 6=r
(
r
b1, b2, b3
)
E
(
T b1u,v
)
E
(
T b2zj ,u
)
.
It follows from the induction hypothesis that E
(
T b1u,v
)
is maximal for a path
and that E
(
T b2zj ,u
)
is maximal if the j-th branch is a path for j = 1, . . . , l. Our
proof will be complete if we can show that E
(
T ru,v
)
is maximised when l = 1.
Since we can also write (2.15) as
E
(
T ru,v
)
= 1 +
l∑
j=1
r∑
s=1
(
r
s
)
E
(
T r−su,v
)
E
((
Tzj ,u + 1
)s)
,
we are left to show
∑l
j=1 E
((
Tzj ,u + 1
)s)
is maximised when l = 1, but this is
just the statement of Lemma 2.2.5, so we are done.

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Chapter 3
Hitting times in random
labelled trees
In this chapter we study the distribution of the hitting time between two
randomly chosen vertices of a random labelled tree. We consider uniformly
random labelled trees in the first section and a more general model with vertex
weights, akin to simply generated trees, in the next section. Our results are
obtained by means of singularity analysis of generating functions.
3.1 Labelled trees
A labelled tree T is a tree where the vertices bear distinct integer labels
1, 2, . . . , |V (T )|. Let T = ∪n≥1Tn be the class of non-rooted labelled trees,
where Tn is the class of all such trees of size n. It is well known that |Tn| = nn−2.
Before stating the main theorem of this section we develop some intuition be-
hind it. First recall the definition of the Wiener index of a tree T :
W (T ) =
1
2
∑
x∈T
∑
y∈T
d(x, y).
Janson determined the limiting distribution of the Wiener index of a random
labelled tree in [22]. He made use of Aldous’ theory of the continuum random
tree [1] to show that this limiting distribution can be described in terms of
Brownian excursions:
Theorem 3.1.1 (see [22, Theorem 3.1]). Let Tn be a random labelled tree with
Wiener index W (Tn). The distribution of the normalised random variable
n−5/2W (Tn) converges weakly to a random variable ζ that can be described in
24
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terms of a normalised Brownian excursion e(t), 0 < t < 1, as follows:
ξ =
∫ 1
0
e(t)dt,
η = 4
∫∫
0<s<t<1
min
s≤u≤t
e(u)dsdt,
ζ = ξ − η = 2
∫∫
0<s<t<1
(
e(s) + e(t)− 2 min
s≤u≤t
e(u)
)
ds dt.
We know from Theorem 1.1.7 that∑
x∈T
∑
y∈T
Hxy = (2n− 1)W (T ).
Now Slutsky’s theorem (see [21, Theorem 2.39]) together with Theorem 3.1.1
gives
n−7/2
2
∑
x∈T
∑
y∈T
Hxy
d→ ζ.
It is therefore reasonable to expect that the r-th moment of the hitting time
satisfies the asymptotic equivalence
E(Hrxy) ∼ Crn3r/2
for some constant Cr. This is indeed the case and the aim of this section is to
prove the following theorem:
Theorem 3.1.2. Let x and y be two vertices that are selected uniformly at
random of a uniformly random labelled tree with n vertices. The r-th moment
of the hitting time between x and y satisfies the following asymptotic formula:
E(Hrxy) ∼ Crn3r/2,
where
Cr =
√
pi
Γ(1
3
)
·
( 3√
2
)r
· Γ(r + 1)Γ(r +
1
3
)
Γ(3r+1
2
)
.
Consequently, the normalised random variable n−3/2Hxy converges weakly to a
limit law that is characterised by the moment sequence Cr. This limit law has
a continuous density on [0,∞).
This theorem generalises the results obtained by Moon in [31], where he found
the first two moments of the hitting time (between two vertices in a labelled
tree where the choices are all made uniformly at random). First we require a
combinatorial decomposition between two vertices on the endpoints of a path
in a tree, in order to find the higher moments of the hitting time between two
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x = w0 w1 y = wd
T0 T1 Td
Figure 3.1: Decomposition along the path between x and y.
vertices in a labelled tree. Let x = w0, w1, w2, . . . , wd = y be the vertices on
this path. When the edges of this path are removed, we are left with d + 1
components, each of which can be interpreted as a rooted tree. Let Tj be the
tree rooted at wj, see Figure 3.1.
Recall that the hitting time between x and y is given by
Hxy =
1
2
∑
v∈T
d(v) (d(x, y) + d(v, y)− d(v, x)) .
Note that if v ∈ Tj then
d(v, y) = d(wj, y) + d(v, wj)
= d(x, y)− d(x,wj) + d(v, wj)
and d(v, x) = d(wj, x) + d(v, wj). We also have∑
v∈Tj
d(v) =
{
2|Tj| − 1 if j = 0, d
2|Tj| if 0 < j < d.
Hence
Hxy =
d∑
j=0
(d(x, y)− d(x,wj))
∑
v∈Tj
d(v)
=
d∑
j=0
2(d− j)|Tj| − d.
Note that the size of Td is irrelevant in this formula, since the only vertex
the random walk from x to y visits in Td is the root. Consider the bivariate
exponential generating function
H(z, u) =
∑
T,x,y
1
|T |!z
|T |uHxy .
We can write H(z, u) =
∑∞
d=0Hd(z, u), where
Hd(z, u) =
∑
T,x,y
d(x,y)=d
1
|T |!z
|T |uHxy .
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If |T | = n we can distribute the labels among the subtrees T0, . . . , Td in(
n
|T0|, |T1|, . . . , |Td|
)
ways. Distributing the labels over the rooted subtrees
fixes the labels of the roots of T0 and Td so there is no more need to sum over
all vertex pairs. Hence
Hd(z, u) =
∑
T0,T1,...,Td
u−d
n!
(
n
|T0|, |T1|, . . . , |Td|
) d∏
j=0
z|Tj |u2(d−j)|Tj |
= u−d
∑
T0
z|T0|u2d|T0|
|T0|!
∑
T1
z|T1|u2(d−1)|T1|
|T1|! . . .
∑
Td
z|Td|u2(d−d)|Td|
|Td|!
= u−d
d∏
j=0
Y
(
zu2(d−j)
)
= u−d
d∏
k=0
Y
(
zu2k
)
, (3.1)
where
Y (z) =
∞∑
n=1
nn−1
n!
zn
is the generating function for rooted labelled trees (there are nn−2 labelled
trees and a further n possible ways to choose a root). If we choose a tree
T uniformly at random from Tn and two vertices x and y (where x and y
may be the same vertex) uniformly at random from T , then we can write the
probability that the hitting time, between two random vertices on a random
labelled tree, is equal to k as
PrTn,x,y (Hxy = k) =
n![ukzn]H(z, u)
n![zn]H(z, 1)
.
We can now derive the factorial moments of the hitting time from the proba-
bility generating function∑
k
PrTn,x,y (Hxy = k)u
k =
[zn]H(z, u)
[zn]H(z, 1)
, (3.2)
by taking partial derivatives with respect to u and setting u = 1.
Proposition 3.1.3. Let x and y be two randomly selected vertices of a uni-
formly random labelled tree with n vertices. The expected hitting time between
x and y satisfies the asymptotic equivalence
ETn,x,y (Hxy) ∼
√
pi
2
n3/2.
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Proof. It follows from the product rule that
∂uH(z, u) =
∞∑
d=0
(
−du−d−1
d∏
k=0
Y
(
zu2k
)
+ u−d∂u
d∏
k=0
Y
(
zu2k
))
=
∞∑
d=0
(
−du−d−1
d∏
k=0
Y
(
zu2k
)
+ u−d
d∏
k=0
Y
(
zu2k
)
z
d∑
l=1
2lu2l−1Y ′(zu2l)
Y (zu2l)
)
,
(3.3)
so that
∂uH(z, u)
∣∣∣
u=1
=
∞∑
d=0
(−dY (z)d+1 + d(d+ 1)zY ′(z)Y (z)d) . (3.4)
Since (
1
1− Y (z)
)2
=
∞∑
d=0
(d+ 1)Y (z)d, (3.5)
we have
−
∞∑
d=0
dY (z)d+1 = −Y (z)
( ∞∑
d=0
(d+ 1)Y (z)d −
∞∑
d=0
Y (z)d
)
= − Y (z)
(1− Y (z))2 +
Y (z)
1− Y (z)
∼ − 1
2(1− ez) −
1√
2
√
1− ez +
1√
2
√
1− ez − 1
∼ − 1
2(1− ez) , (3.6)
where the asymptotic equivalence follows from (1.10). We also have(
1
1− Y (z)
)3
=
∞∑
d=0
(d+ 1)(d+ 2)
2
Y (z)d
=
1
2
( ∞∑
d=0
d(d+ 1)Y (z)d + 2
∞∑
d=0
(d+ 1)Y (z)d
)
,
so that
1
2
∞∑
d=0
d(d+ 1)Y (z)d =
(
1
1− Y (z)
)3
−
(
1
1− Y (z)
)2
. (3.7)
Now
∞∑
d=0
d(d+ 1)zY ′(z)Y (z)d = 2zY ′(z)
((
1
1− Y (z)
)3
−
(
1
1− Y (z)
)2)
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∼ 2ze√
2(1− ez)
((
1
2(1− ez)
)3/2
− 1
2(1− ez)
)
∼ 1
2(1− ez)2 , (3.8)
where the asymptotic equivalence again follows from (1.10). Adding equations
(3.6) and (3.8) gives
∂uH(z, u)
∣∣∣
u=1
∼ 1
2(1− ez)2 .
It follows from (3.2) that
ETn,x,y (Hxy) =
[zn]∂uH(z, u)
∣∣∣
u=1
[zn]H(z, 1)
,
where
[zn]H(z, 1) =
nn
n!
since there are nn−2 labelled trees and n2 choices of vertices x and y. Applying
Stirling’s approximation yields
1
[zn]H(z, 1)
∼
√
2pin1/2e−n. (3.9)
On the other hand it follows from singularity analysis that
[zn]∂uH(z, u)
∣∣∣
u=1
∼ ne
n
2
,
so that
ETn,x,y (Hxy) ∼
√
pi
2
n3/2.

We proceed to find the variance.
Proposition 3.1.4. Let x and y be two randomly selected vertices of a uni-
formly random labelled tree with n vertices. The variance of the hitting time
between x and y satisfies the asymptotic equivalence
VarTn,x,y (Hxy) ∼
(
32
15
− pi
2
)
n3.
Proof. Taking the partial derivative with respect to u of (3.3) yields
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∂2uH(z, u)
= ∂u
∞∑
d=0
(
−du−d−1
d∏
k=0
Y
(
zu2k
)
+ u−d
d∏
k=0
Y
(
zu2k
)
z
d∑
l=1
2lu2l−1Y ′
(
zu2l
)
Y (zu2l)
)
=
∞∑
d=0
(
d(d+ 1)u−d−2
d∏
k=0
Y
(
zu2k
)− du−d−1 d∏
k=0
Y
(
zu2k
)
z
d∑
l=1
2lu2l−1Y ′(zu2l)
Y (zu2l)
)
+
∞∑
d=0
(
−du−d−1
d∏
k=0
Y
(
zu2k
)
+ u−d
d∏
k=0
Y
(
zu2k
)
z
d∑
l=1
2lu2l−1Y ′
(
zu2l
)
Y (zu2l)
)
·
(
z
d∑
k=1
2ku2k−1Y ′
(
zu2k
)
Y (zu2k)
)
+
∞∑
d=0
u−d
d∏
k=0
Y
(
zu2k
)
·
d∑
k=0
Y (zu2k)[Y ′(zu2k)2kz(2k−1)u2k−2+(2kzu2k−1)2Y ′′(zu2k)]−[Y ′(zu2k)(2kzu2k−1)]2
Y (zu2k)
2 .
Hence
∂2uH(z, u)
∣∣∣
u=1
=
∞∑
d=0
(−d(−d− 1)Y (z)d+1 − d2(d+ 1)Y (z)dzY ′(z))
+
∞∑
d=0
d(d+ 1)z
Y ′(z)
Y (z)
(
−dY (z)d+1 + d(d+ 1)Y (z)d+1 zY
′(z)
Y (z)
)
+
∞∑
d=0
Y (z)d+1
d∑
k=0
Y (z) [Y ′(z)2k(2k − 1)z + (2kz)2Y ′′(z)]− (2kzY ′(z))2
Y (z)2
=
∞∑
d=0
(−d(−d− 1)Y (z)d+1 − 2d2(d+ 1)zY ′(z)Y (z)d + d2(d+ 1)2z2Y ′(z)2Y (z)d−1)
+
∞∑
d=0
2
3
Y (z)d−1d(d+ 1)(2d+ 1)
[
Y (z)Y ′(z)z + z2
(
Y (z)Y ′′(z)− Y ′(z)2)]
−
∞∑
d=0
d(d+ 1)zY ′(z)Y (z)d. (3.10)
We evaluate each term of (3.10) asymptotically:
∞∑
d=0
d(d+ 1)Y (z)d+1 = 2Y (z)
((
1
1− Y (z)
)3
−
(
1
1− Y (z)
)2)
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∼ 2
(
1−
√
2(1− ez)
)( 1
(2(1− ez))3/2
− 1
2(1− ez)
)
∼ 1√
2
1
(1− ez)3/2 , (3.11)
∞∑
d=0
d2(d+ 1)Y (z)dzY ′(z) (3.12)
= 2zY (z)Y ′(z)
1 + 2Y (z)
(1− Y (z))4
∼ 3
2
√
2
(1− ez)−5/2, (3.13)
∞∑
d=0
d2(d+ 1)2z2Y ′(z)2Y (z)d−1
= 4z2Y ′(z)2
1 + 4Y (z) + Y (z)2
(1− Y (z))5
∼ 3√
2
(1− ez)−7/2, (3.14)
∞∑
d=0
2
3
Y (z)d−1d(d+ 1)(2d+ 1)
[
Y (z)Y ′(z)z + z2
(
Y (z)Y ′′(z)− Y ′(z)2)]
=
4(1 + Y (z))
(1− Y (z))4
[
Y ′(z)z +
e2
2
√
2
z2(1− ez)−3/2
]
∼ 1√
2
(1− ez)−7/2, (3.15)
∞∑
d=0
d(d+ 1)zY ′(z)Y (z)d ∼ 1
2(1− ez)2 , (3.16)
as in (3.8). It follows after adding equations (3.11)-(3.16) that
∂2uH(z, u)
∣∣∣
u=1
∼ 4√
2
(1− ez)−7/2. (3.17)
Singularity analysis of (3.17) yields
[zn]∂2uH(z, u)
∣∣∣
u=1
∼ 4e
n
√
2Γ(7/2)
n5/2.
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Now
ETn,x,y (Hxy(Hxy − 1)) =
[zn]∂2uH(z, u)
∣∣∣
u=1
[zn]H(z, 1)
∼
√
2pin1/2e−n · 32
15
√
2pi
enn5/2
=
32
15
n3, (3.18)
so that
VarTn,x,y (Hxy) ∼
(
32
15
− pi
2
)
n3.

We require some auxiliary calculations to find the higher moments in general.
In the following, it will be shown that E
(
Hrxy
)
is of order n3r/2 for all r. It
will be somewhat more convenient to work with the generating function for
Hxy +d(x, y) though, since it does not contain the additional factor u
−d:
H˜(z, u) =
∑
T,x,y
1
|T |!z
|T |uHxy+d(x,y)
=
∞∑
d=0
d∏
k=0
Y
(
zu2k
)
.
The r-th derivative with respect to u yields the r-th factorial moment. The
asymptotic behaviour of this r-th derivative is determined in the following
lemma:
Lemma 3.1.5. Around the dominant singularity 1
e
, we have
∂ruH˜(z, u)
∣∣∣∣
u=1
∼ 2−(r+1)/2(1− ez)− 3r+12
r∑
m=1
∑
h1+...+hm=r
(
r
h1, h2, . . . , hm
)
(r +m)!
m∏
i=1
(2hi − 3)!!
m∏
i=1
1
h1 + . . .+ hi + i
. (3.19)
Proof. The general Leibniz rule gives us
∂ru
d∏
k=0
Y
(
zu2k
) ∣∣∣∣
u=1
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=
r∑
m=1
∑
h1,h2,...,hm≥1
h1+...+hm=r
(
r
h1, . . . , hm
) ∑
1≤j1<j2<...<jm≤d
Y (z)d+1−m
m∏
i=1
[
∂hiu Y
(
zu2ji
)] ∣∣∣∣
u=1
.
(3.20)
It can be verified by induction on h that ∂huY (zu
2j)
∣∣∣∣
u=1
∼ (2jz)hY (h)(z). Now
∂huY
(
zu2j
) ∣∣∣∣
u=1
∼ (2jz)hY (h)(z)
∼ (2jz)heh(2h− 3)!!(2(1− ez))1/2−h
∼
√
2(2h− 3)!!jh(1− ez)1/2−h, (3.21)
so that
∂ru
d∏
k=0
Y
(
zu2k
) ∣∣∣∣
u=1
∼
r∑
m=1
∑
h1,h2,...,hm≥1
h1+...+hm=r
(
r
h1, h2, . . . , hm
) ∑
1≤j1<j2<...<jm≤d
Y (z)d+1−m(1− ez)m2 −r
· 2m2
m∏
i=1
[
(2hi − 3)!!jihi
]
.
We proceed by showing by induction on m that
∑
1≤j1<j2<...<jm≤d
m∏
i=1
ji
hi (3.22)
=
dh1+h2+...+hm+m
(h1 + 1)(h1 + h2 + 2) . . . (h1 + h2 + . . .+ hm +m)
+O (dh1+h2+...+hm+m−1) .
(3.23)
The case m = 1 follows from Faulhaber’s formula, which states that
n∑
i=1
ip =
(n+ 1)p+1
p+ 1
+
p∑
k=1
Bk
p− k + 1
(
p
k
)
(n+ 1)p+1−k, (3.24)
where Bk denotes the k
th Bernoulli number. Suppose
∑
1≤j1<j2<...<jm−1≤d
m−1∏
i=1
ji
hi
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=
dh1+h2+...+hm−1+m−1
(h1 + 1)(h1 + h2 + 2) . . . (h1 + h2 + . . .+ hm−1 +m− 1)
+O (dh1+h2+...+hm−1+m−2) .
Now ∑
1≤j1<j2<...<jm≤d
m∏
i=1
ji
hi
=
d∑
jm=1
jhmm
jm−1∑
jm−1=1
. . .
j2−1∑
j1=1
m−1∏
i=1
ji
hi
=
d∑
jm=1
jhmm
(jm − 1)h1+h2+...+hm−1+m−1
(h1 + 1)(h1 + h2 + 2) . . . (h1 + h2 + . . .+ hm−1 +m− 1)
+
d∑
jm=1
jhmm O
(
(jm − 1)h1+h2+...+hm−1+m−2
)
=
d∑
jm=1
[
jm
h1+h2+...+hm+m−1
(h1 + 1) . . . (h1 + . . .+ hm−1 +m− 1) +O
(
jm
h1+...+hm+m−2)]
=
dh1+h2+...+hm+m
(h1 + 1) . . . (h1 + h2 + . . .+ hm +m)
+O (dh1+h2+...+hm+m−1) ,
where the last equation follows from the binomial theorem and (3.24). Hence
∞∑
d=0
∂ru
d∏
k=0
Y
(
zu2k
) ∣∣∣∣
u=1
∼
r∑
m=1
∑
h1+...+hm=r
(
r
h1, h2, . . . , hm
) ∞∑
d=m−1
dr+mY (z)d+1−m
·
m∏
i=1
(2hi − 3)!!
m∏
i=1
1
h1 + . . .+ hi + i
(1− ez)m2 −r2m2 , (3.25)
where the sum over d starts from m − 1 since the sum ∑1≤j1<j2<...<jm−1≤d
vanishes for d = 0, 1, . . .m− 2. Note that(
1
1− Y (z)
)r+m+1
=
∞∑
d=0
(
r +m+ d
d
)
Y (z)d
=
∞∑
d=0
(
1
(r +m)!
dr+m +O (dr+m−1))Y (z)d.
The asymptotic equivalence(
1
1− Y (z)
)r+m+1
∼
∞∑
d=0
dr+m
(r +m)!
Y (z)d
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follows inductively from
∞∑
d=0
dr+m−1Y (z)d ∼ (r +m− 1)!
(1− Y (z))r+m
∼ (r +m− 1)!
2(1− ez) r+m2 .
In particular
∞∑
d=m−1
dr+mY (z)d+1−m ∼
∞∑
d=0
dr+mY (z)d+1−m
∼
∞∑
d=0
dr+mY (z)d
∼ (r +m)!
(1− Y (z))r+m+1 , (3.26)
Substituting (3.26) into (3.25) gives
∞∑
d=0
∂ru
d∏
k=0
Y
(
zu2k
) ∣∣∣∣
u=1
∼ 2−(r+1)/2(1− ez)− 3r+12
r∑
m=1
∑
h1,h2,...,hm≥1
h1+...+hm=r
(
r
h1, h2, . . . , hm
)
(r +m)!
·
m∏
i=1
(2hi − 3)!!
m∏
i=1
1
h1 + . . .+ hi + i
.

After some further manipulations, the double sum simplifies considerably:
Lemma 3.1.6. Around the dominant singularity 1
e
, we have
∂ruH˜(z, u)
∣∣∣∣
u=1
∼ 2−(r+1)/2r!(3r − 2)!!!(1− ez)−(3r+1)/2, (3.27)
where the triple factorial n!!! is defined recursively as
n!!! =
{
n 0 < n ≤ 3,
n · (n− 3)!!! n > 3.
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Proof. We can write
m∏
i=1
1
h1 + . . .+ hi + i
=
∫ 1
0
∫ xm
0
. . .
∫ x2
0
xh11 x
h2
2 . . . x
hm
m dx1dx2 . . . dxm
=
∫
· · ·
∫
0≤x1≤...≤xm≤1
xh11 x
h2
2 . . . x
hm
m dx1dx2 . . . dxm.
Now
r∑
m=1
∑
h1,h2,...,hm≥1
h1+...+hm=r
r!(r +m)!
m∏
i=1
(2hi − 3)!!
hi!
m∏
i=1
1
h1 + . . .+ hi + i
=
r∑
m=1
r!(r +m)!
[
ur
] ∫ · · · ∫
0≤x1≤...≤xm≤1
m∏
i=1
( ∞∑
hi=1
(2hi − 3)!!
hi!
uhixhii
)
dx1 . . . dxm
=
r∑
m=1
r!(r +m)!
[
ur
] ∫ · · · ∫
0≤x1≤...≤xm≤1
m∏
i=1
(
1−√1− 2uxi
)
dx1 . . . dxm
=
r∑
m=1
r!(r +m)!
[
ur
] 1
m!
∫ 1
0
. . .
∫ 1
0
m∏
i=1
(
1−√1− 2uxi
)
dx1 . . . dxm (3.28)
=
r∑
m=1
r!(r +m)!
[
ur
] 1
m!
(∫ 1
0
(
1−√1− 2ux) dx)m
=
r∑
m=1
r!(r +m)!
m!
[
ur
](3u− 1 + (1− 2u)3/2
3u
)m
, (3.29)
where (3.28) follows from symmetry since∫ 1
0
. . .
∫ 1
0
m∏
i=1
(
1−√1− 2uxi
)
dx1 . . . dxm
=
∑
pi∈Sm
∫
· · ·
∫
0≤pi(x1)≤...≤pi(xm)≤1
m∏
i=1
(
1−√1− 2uxi
)
dpi(x1) . . . dpi(xm)
= m!
∫
· · ·
∫
0≤x1≤...≤xm≤1
m∏
i=1
(
1−√1− 2uxi
)
dx1 . . . dxm,
where Sm is the set of all permutations of {1, 2, . . . ,m}. Now
r∑
m=1
(r +m)!
m!
xm =
∞∑
m=1
(r +m)!
m!
xm −
∞∑
m=r+1
(r +m)!
m!
xm
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= r!
(
(1− x)−r−1 − 1)− ∞∑
m=r+1
(r +m)!
m!
xm,
so that
∞∑
d=0
∂ru
d∏
k=0
Y
(
zu2k
) ∣∣∣∣
u=1
∼ 2−(r+1)/2(1− ez)− 3r+12 r!2[ur]((1− (1− 2u)3/2
3u
)−r−1
− 1
)
.
Finally
[
ur
](1− (1− 2u)3/2
3u
)−r−1
=
1
2pii
∮
C
u−r−1
(
1− (1− 2u)3/2
3u
)−r−1
du
=
1
2pii
∮
C
(
1− (1− 2u)3/2
3
)−r−1
du
=
1
2pii
∮
C
t−r−1(1− 3t)−1/3dt
(
set t =
1− (1− 2u)3/2
3
)
=
[
tr
]
(1− 3t)−1/3
=
(3r − 2)!!!
r!
,
so that
∂ruH˜(z, u)
∣∣∣
u=1
= ∂ru
∞∑
d=0
d∏
k=0
Y
(
zu2k
) ∣∣∣∣
u=1
∼ 2−(r+1)/2(1− ez)− 3r+12 r!(3r − 2)!!!. (3.30)

Stirling’s approximation in (3.9) together with singularity analysis of (3.30)
gives
Lemma 3.1.7. The r-th factorial moment of Hxy + d(x, y) and thus also the
r-th moment of Hxy + d(x, y), are asymptotically given by
E ((Hxy + d(x, y))r) ∼ E ((Hxy + d(x, y))r)
=
[zn]∂ruH˜(z, u)
∣∣∣
u=1
[zn]H˜(z, 1)
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∼
√
pir!(3r − 2)!!!
2
r
2Γ
(
3r+1
2
) n 3r2
=
√
pi
(
3√
2
)r
Γ(r + 1)Γ
(
r + 1
3
)
Γ
(
1
3
)
Γ
(
3r+1
2
) n 3r2 .
Now Theorem 3.1.2 follows by induction on r after noticing that
E ((Hxy + d(x, y))r) =
r∑
k=0
(
r
k
)
E
(
Hkxyd(x, y)
r−k)
= E
(
Hrxy
)
+O
(
r−1∑
k=0
(
r
k
)
E
(
Hkxy
)
nr−k
)
.
It only remains to show that the moment sequence Cr defines a limiting dis-
tribution with a continuous density on [0,∞). We shall make use of the fact
that a random variable with absolutely integrable characteristic function has
a continuous density on R (see [18, Chapter 13.7, Theorem 14]). We con-
sider the moment generating function associated with the moment sequence
Cr, i.e.,
C(t) =
∞∑
r=0
Cr
r!
tr.
We symmetrise it as follows: let Z be a random variable whose moment gen-
erating function is C(t) and whose characteristic function is thus C(it). An
auxiliary random variable Y that is equal to Z with probability 1
2
and −Z
otherwise has characteristic function
C(it) + C(−it)
2
=
√
pi
Γ(1
3
)
∞∑
r=0
( 3t√
2
)r
· Γ(r +
1
3
)
Γ(3r+1
2
)
cos
(pir
2
)
=
∞∑
r=0
(
2
3
)r(
5
6
)r (1
2
)r (−2t23
)r
= 2F2
(
1, 2
3
; 5
6
, 1
2
;−2t2
3
)
, (3.31)
where 2F2 denotes a generalised hypergeometric function. This is O(|t|−4/3)
as t→ ±∞ (see [23] or [10, Chapter 16.11(ii)]), so it represents an absolutely
integrable function. Hence the random variable Y has a continuous density on
R, and Z has a continuous density on [0,∞).
It is possible to obtain the joint moments of the hitting time Hxy and the
distance d(x, y) between the two randomly selected vertices. One considers
the modified generating function
H(s)(z, u) =
∑
T,x,y
1
|T |!z
|T |d(x, y)suHxy
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=
∑
d≥0
dsHd(z, u).
Now the r-th derivative with respect to u yields the joint moment E(d(x, y)sHrxy)
since
∞∑
d=0
∞∑
k=0
ds PrTn,x,y (d(x, y) = d,Hxy = k)u
k =
[zn]
∑∞
d=0 d
sHd(z, u)
[zn]H(z, 1)
,
so that
ETn,x,y
(
d(x, y)sHrxy
)
∼ ETn,x,y (d(x, y)sHxy(Hxy − 1) . . . (Hxy − r + 1))
=
[zn]∂ruH
(s)(z, u)
∣∣∣
u=1
[zn]H(z, 1)
. (3.32)
The statement of our next theorem is as follows, where the proof mostly follows
in the same way as the proof of Theorem 3.1.2.
Theorem 3.1.8. Let x and y be two randomly selected vertices of a random
labelled tree with n vertices. The joint moments of the distance d(x, y) and the
hitting time Hxy between x and y satisfy the asymptotic formula
E(d(x, y)sHrxy) ∼ Cr,sn3r/2+s/2,
where
Cr,s =
√
pi(−3)r+sr!(r + s)!
2(r+3s)/2Γ(3r+s+1
2
)
s∑
k=0
(−1)k
(
s
k
)(
(2k − 1)/3
r + s
)
.
Proof. Working exactly as before we obtain a slightly modified version of
(3.25):
∞∑
d=0
ds∂ru
d∏
k=0
Y
(
zu2k
) ∣∣∣∣
u=1
∼
r∑
m=1
∑
h1,h2,...,hm≥1
h1+...+hm=r
(
r
h1, h2, . . . , hm
) ∞∑
d=m−1
dr+m+sY (z)d+1−m
·
m∏
i=1
(2hi − 3)!!
m∏
i=1
1
h1 + . . .+ hi + i
(1− ez)m2 −r2m2 .
Recall from (3.26) that
∞∑
d=m−1
dr+m+sY (z)d+1−m ∼
∞∑
d=0
dr+m+sY (z)d ∼ (r +m+ s)!
(1− Y (z))r+m+s+1 .
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Since 1− Y (z) ∼√2(1− ez) we have
∞∑
d=0
ds∂ru
d∏
k=0
Y
(
zu2k
) ∣∣∣∣
u=1
∼ 2− r+s+12 (1− ez)− 3r+s+12
r∑
m=1
∑
h1,h2,...,hm≥1
h1+...+hm=r
(r +m+ s)!
(
r
h1, h2, . . . , hm
)
·
m∏
i=1
(2hi − 3)!!
m∏
i=1
1
h1 + . . .+ hi + i
.
It follows as before that
r∑
m=1
∑
h1,h2,...,hm≥1
h1+...+hm=r
r!(r +m+ s)!
m∏
i=1
(2hi − 3)!!
hi!
m∏
i=1
1
h1 + . . .+ hi + i
=
r∑
m=1
r!(r +m+ s)!
m!
[
ur
](3u− 1 + (1− 2u)3/2
3u
)m
.
Now ∞∑
m=1
(r +m+ s)!
m!
xm = (r + s)!
(
(1− x)−r−s−1 − 1) ,
so that
∞∑
d=0
ds∂ru
d∏
k=0
Y
(
zu2k
) ∣∣∣∣
u=1
∼ 2− r+s+12 (1− ez)− 3r+s+12 r!(r + s)![ur]((1− (1− 2u)3/2
3u
)−r−s−1
− 1
)
.
Finally
[
ur
](1− (1− 2u)3/2
3u
)−r−s−1
=
1
2pii
∮
C
u−r−1
(
1− (1− 2u)3/2
3u
)−r−s−1
du
=
1
2pii
∮
C
(
3u
1− (1− 2u)3/2
)s(
1− (1− 2u)3/2
3
)−r−1
du
=
1
2pii
∮
C
t−r−s−1
(
1
2
(
1− (1− 3t)2/3))s (1− 3t)−1/3dt (set t = 1− (1− 2u)3/2
3
)
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=
(
1
2
)s [
tr+s
] (
1− (1− 3t)2/3)s (1− 3t)−1/3
=
(
1
2
)s [
tr+s
] s∑
k=0
(−1)k
(
s
k
)
(1− 3t) 2k−13
=
(
1
2
)s [
tr+s
] s∑
k=0
(−1)k
(
s
k
) ∞∑
n=0
(
2k−1
3
n
)
(−3t)n
=
(
1
2
)s s∑
k=0
(−1)k
(
s
k
)
(−3)r+s
(
2k−1
3
r + s
)
,
so that
∞∑
d=0
ds∂ru
d∏
k=0
Y
(
zu2k
) ∣∣∣∣
u=1
∼ 2− r+3s+12 (1− ez)− 3r+s+12 r!(r + s)!(−3)r+s
s∑
k=0
(−1)k
(
s
k
)(
2k−1
3
r + s
)
. (3.33)
Singularity analysis of (3.33) yields
ETn,x,y
(
d(x, y)sHrxy
)
∼
[zn]
∑∞
d=0 d
s∂ruHd(z, u)
∣∣∣
u=1
[zn]H(z, 1)
∼
√
pir!(r + s)!(−3)r+s∑sk=0(−1)k(sk
)(
2k−1
3
r + s
)
2
r+3s
2 Γ
(
3r+s+1
2
) n 3r+s2 .

For the special case of r = s = 1 we have
ETn,x,y (d(x, y)Hxy)
∼
√
pi2!(−3)2∑1k=0(−1)k(1k
)(
2k−1
3
2
)
2
4
2Γ
(
5
2
) n2
=
9
√
pi (1/3)
(2)
(
3
4
√
pi
)n2
= 2n2.
As before
E (Hxy) ∼
√
pi
2
n
3
2 and Var (Hxy) ∼
(
32
15
− pi
2
)
n3
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whereas setting r = 0 gives
E (d(x, y)) ∼
√
pi
2
n
1
2 and Var (d(x, y)) ∼
(
2− pi
2
)
n
so that
cov (d(x, y), Hxy) ∼
(
2− pi
2
)
n2
and
corr (d(x, y), Hxy) ∼
(
2− pi
2
)
n2√
(2− pi
2
)(32
15
− pi
2
)n4
≈ 0.873486. (3.34)
We conclude this section by finding the expected hitting time variance, defined
in Chapter 2. Recall equation (2.12) which states that
Vark,l = 8
((|T |
2
)
+ |T |DT (k)−DT (k)−W (T )
)
for adjacent vertices k, l, where T is the tree rooted at k after removing edge
kl. Let
P (T ) =
((|T |
2
)
+ |T |DT (k)−DT (k)−W (T )
)
and
Q(T ) = |T |DT (k)−W (T ).
Furthermore let dT (k, i ∧ j) be the distance from the root k to the common
ancestor, furthest away from the root, of vertices i and j. Notice
Q(T ) =
∑
i∈T
∑
j∈T
1
2
(d(k, i) + d(k, j)− d(i, j))
=
∑
i∈T
∑
j∈T
d(k, i ∧ j),
since d(k, i) + d(k, j) = d(i, j) + 2d(k, i ∧ j). Hence Q(T ) satisfies the recur-
sion
Q(T ) =
∑
τ≺T
(
Q(τ) + |τ |2) ,
with Q(T ) = 0 if |T | = 1, where the sum is over all the root subtrees of T .
Now
P (T ) =
(|T |
2
)
+Q(T )−DT (k),
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where
DT (k) =
∑
τ≺T
(Dτ (kr) + |τ |)
and kr denotes the root of subtree τ . It follows that
P (T ) =
∑
τ≺T
(
Q(τ)−Dτ (kr) + |τ |2 − |τ |
)
+
(|T |
2
)
=
∑
τ≺T
(
Q(τ)−Dτ (kr) + 2
(|τ |
2
))
+
(|T |
2
)
=
∑
τ≺T
(
P (τ) +
(|τ |+ 1
2
))
−
∑
τ≺T
|τ |+
(|T |
2
)
=
∑
τ≺T
(
P (τ) +
(|τ |+ 1
2
))
+
(|T | − 1
2
)
.
Now R(T ) := P (T ) +
(|T |+ 1
2
)
satisfies the recursion
R(T ) =
∑
τ≺T
(
R(τ)−
(|τ |+ 1
2
)
+
(|τ |+ 1
2
))
+
(|T | − 1
2
)
+
(|T |+ 1
2
)
=
∑
τ≺T
R(τ) + |T |2 − |T |+ 1.
More generally for any two vertices x and y in a tree we let x = w0, w1, w2, . . . , wd =
y be the (xy)-path (recall Figure 3.1). Since the random times to move along
the edges are independent we have
Varx,y =
d−1∑
j=0
Varwj ,wj+1 = 8
d−1∑
j=0
(
R(Twj :wj+1)−
(|Twj :wj+1|+ 1
2
))
.
Adding the recursions for R along the path from x to y gives
d−1∑
j=0
R(Twj :wj+1) =
d−1∑
i=0
(d− i)
∑
τ≺Ti
R(τ) +
(
i∑
j=0
|Tj|
)2
−
i∑
j=0
|Tj|+ 1
 .
Hence
Varx,y = 8
d−1∑
i=0
(d− i)
(∑
τ≺Ti
R(τ) + 1
)
+ 8
d−1∑
i=0
2(d− i)− 1
2
(
i∑
j=0
|Tj|
)2
− 8
d−1∑
i=0
2(d− i) + 1
2
i∑
j=0
|Tj|. (3.35)
We are now ready to prove the following theorem:
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Theorem 3.1.9. Let x and y be two randomly selected vertices of a uniformly
random labelled tree with n vertices. The expected hitting time variance between
x and y satisfies the asymptotic equivalence
ETn,x,y (Varx,y) ∼
32
15
n3.
Proof. We will evaluate the three main terms in (3.35) separately and sum the
asymptotically relevant contributions. We know that (if d = 0,Varx,y vanishes)
ETn,x,y (Varx,y) =
[zn]
∑∞
d=1
∑
T0,...,Td
Varx,y
∏d
j=0
z|Tj |
|Tj !|
nn/n!
. (3.36)
First notice
R(z) :=
∑
Ti
R(Ti)
z|Ti|
|Ti|!
=
∑
Ti
∑
τ≺Ti
R(τ)
z|Ti|
|Ti|! + z
2Y ′′(z) + Y (z)
= z
( ∞∑
k=1
k
Y (x)k−1
k!
)
R(z) + z2Y ′′(z) + Y (z)
= zR(z)eY (z) + z2Y ′′(z) + Y (z),
implying
R(z) =
z2Y ′′(z) + Y (z)
1− Y (z) .
Now, where we factor out the sum∑
Td
z|Td|
|Td|!
in (3.37), we have
8
∞∑
d=1
∑
T0,...,Td
d−1∑
i=0
(d− i)
(∑
τ≺Ti
R(τ) + 1
)
d∏
j=0
z|Tj |
|Tj!|
= 8Y (z)
∞∑
d=1
(
d−1∑
i=0
(d− i)Y (z)d−1
(
z2Y ′′(z) + Y (z)
1− Y (z) − z
2Y ′′(z)− Y (z)
)
(3.37)
+
d(d+ 1)
2
Y (z)d
)
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= 8Y (z)
∞∑
d=1
d(d+ 1)
2
(
Y (z)d−1
(
z2Y ′′(z) + Y (z)
1− Y (z) − z
2Y ′′(z)− Y (z)
)
+ Y (z)d
)
∼ 4z
2Y ′′(z)
1− Y (z)
∞∑
d=1
d2Y (z)d
∼ 4
2
√
2
(1− ez)−3/2 2!
(1− Y (z))4
∼ 1√
2
(1− ez)−7/2, (3.38)
whereas
8
∞∑
d=1
∑
T0,...,Td
d−1∑
i=0
2(d− i)− 1
2
(
i∑
j=0
|Tj|
)2 d∏
j=0
z|Tj |
|Tj!|
= 8Y (z)
∞∑
d=1
d−1∑
i=0
2(d− i)− 1
2
(
z(Y ′(z) + zY ′′(z))Y (z)d−1(i+ 1) + z2Y ′(z)2Y (z)d−2i(i+ 1)
)
= 4z(Y ′(z) + zY ′′(z))
∞∑
d=1
Y (z)d
(
2
d−1∑
i=0
((d− 1)i− i2 + d)−
d−1∑
i=0
(i+ 1)
)
+ 4z2Y ′(z)2
∞∑
d=1
Y (z)d−1
(
2
d−1∑
i=0
((d− 1)i2 − i3 + di)−
d−1∑
i=0
i(i+ 1)
)
= 4z(Y ′(z) + zY ′′(z))
∞∑
d=1
Y (z)d
2d3 + 3d2 + d
6
+ 4z2Y ′(z)2
∞∑
d=1
Y (z)d−1
d4 − d2
6
∼ 4
3
z2Y ′′(z)
∞∑
d=1
Y (z)dd3 +
2
3
z2Y ′(z)2
∞∑
d=1
Y (z)dd4
∼ 4
3
· 1
2
√
2
(1− ez)−3/2 3!
(1− Y (z))4 +
2
3
· 1
2(1− ez)
4!
(1− Y (z))5
∼ 3√
2
(1− ez)−7/2 (3.39)
and finally
− 8
∞∑
d=1
∑
T0,...,Td
d−1∑
i=0
2(d− i) + 1
2
i∑
j=0
|Tj|
d∏
j=0
z|Tj |
|Tj!|
= −4Y (z)zY ′(z)
∞∑
d=1
Y (z)d−1
d−1∑
i=0
(2(d− i) + 1)(i+ 1)
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= −4zY ′(z)
∞∑
d=1
2d3 + 9d2 + 7d
6
Y (z)d
∼
√
2(1− ez)−5/2. (3.40)
Singularity analysis of the sum of (3.38), (3.39) and (3.40) gives
[zn]
∞∑
d=1
∑
T0,...,Td
V arx,y
d∏
j=0
z|Tj |
|Tj!| ∼
4√
2
en
Γ(7/2)
n5/2.
Since
n!
nn
∼
√
2pine−n
the result follows from (3.36). 
3.2 Weighted labelled trees
Recall that T denotes the class of labelled trees, where the number of trees
with n vertices, |Tn|, is equal to nn−2. In this section, we describe how Theo-
rem 3.1.2 is generalised to labelled trees with vertex weights based on degrees.
The resulting trees are similar to simply generated trees (which are in turn
essentially equivalent to Galton-Watson trees), see [15] for a general refer-
ence. The main difference is that our trees do not have a root. We assign a
weight
w(T ) =
∏
v∈T
w(d(v))
to T ∈ T and the probability distribution
PrTn (T ) =
w(T )∑
T∈Tn w(T )
(3.41)
to T ∈ Tn.
Example 4. Consider the class of labelled trees with degrees bounded by a
constant D. For v ∈ T we have
w(d(v)) =
{
1 if d(v) ≤ D
0 if d(v) > D,
so that W (T ) = 0 for any labelled tree with a vertex with degree greater than
D.
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Let
HW (z, u) =
∑
T,x,y
w(T )
|T |! z
|T |uHxy
be the bivariate exponential generating function where u marks the hitting
time between vertices x and y, chosen uniformly at random and z marks the
size of the tree. Now HW (z, u) =
∑∞
d=0HWd(z, u), where
HWd(z, u) =
∑
T,x,y
d(x,y)=d
w(T )
|T |! z
|T |uHxy .
Note that
HW0(z, u) =
∑
T0
w(T0)
|T0|! z
|T0|,
where the sum is over all rooted labelled trees. For d ≥ 1 the sum over all
weighted labelled trees decomposes into a sum over rooted weighted labelled
trees, similar to (3.1):
HWd(z, u) =
∑
T0,T1,...,Td
u−d
n!
(
n
|T0|, |T1|, . . . , |Td|
) d∏
j=0
w(Tj)z
|Tj |u2(d−j)|Tj |
= u−d
d∏
j=0
∑
Tj
w(Tj)z
|Tj |u2(d−j)|Tj |
|Tj|!
= u−d
d∏
k=0
∑
Tk
w(Tk)z
|Tk|u2k|Tk|
|Tk|!
= u−dY (z)Y
(
zu2d
) d−1∏
k=1
Y˜
(
zu2k
)
,
where all the vertices, in the trees T0 and Td rooted at the endpoints of the
path, have weight equal to w(d+(v) + 1), where d+(v) denotes the out-degree
of a vertex. On the other hand the roots of the trees T1, . . . , Td−1 have weight
equal to w(d+(v)+2), whereas the remaining vertices in these trees have weight
equal to w(d+(v) + 1). We slightly abuse notation in this section, since
w(Ti) = w(d(r) + 1)
∏
v 6=r
w(d(v)) if i = 0, d
and
w(Ti) = w(d(r) + 2)
∏
v 6=r
w(d(v))
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if i = 1, . . . , d − 1, where r is the root of Ti. It then follows from the multi-
plicative structure of the weights, together with the recursive structure of the
tree that
Y (z) = z
∞∑
d+(v)=0
w(d+(v) + 1)
d+(v)!
Y (z)d
+(v)
= zφ(Y (z))
and
Y˜ (z) = z
∞∑
d+(v)=0
w(d+(v) + 2)
d+(v)!
Y (z)d
+(v)
= zφ˜(Y (z)).
We suppose φ is aperiodic and satisfies the conditions in Proposition 1.3.3.
Furthermore
Y˜ (z) = zφ˜(Y (z)) = zφ′(Y (z)),
since
φ′(Y (z)) =
∞∑
d−1=0
w(d+ 1)
(d− 1)! Y (z)
d−1.
On the other hand
Y ′(z) = φ(Y (z)) + zφ′(Y (z))Y ′(z) =
Y (z)
z
+ zφ′(Y (z))Y ′(z)
so that
Y˜ (z) = 1− Y (z)
zY ′(z)
.
We know from Theorem 1.3.4 that Y (z) ∼ τ −
√
2φ(τ)
φ′′(τ)
√
1− zφ′(τ), where τ
satisfies the conditions in Proposition 1.3.3. The aim of this section is to prove
the following generalisation of Theorem 3.1.2:
Theorem 3.2.1. Let x and y be two vertices that are selected uniformly at
random of a random labelled tree with n vertices, chosen according to the prob-
ability distribution in (3.41). The r-th moment of the hitting time between x
and y satisfies the following asymptotic formula:
E(Hrxy) ∼ Cr
(
1
τ
√
φ(τ)
φ′′(τ)
)r
n3r/2,
where
Cr =
√
pi
Γ(1
3
)
·
( 3√
2
)r
· Γ(r + 1)Γ(r +
1
3
)
Γ(3r+1
2
)
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and
φ(t) =
∞∑
d=0
w(d+ 1)
d!
td.
Consequently, the normalised random variable(
1
τ
√
φ(τ)
φ′′(τ)
)−1
n−3/2Hxy
converges weakly to a limit law that is characterised by the moment sequence
Cr. This is the same limit law as in Theorem 3.1.2.
We start by finding the first moment.
Proposition 3.2.2. Let x and y be two randomly selected vertices of a weighted
random labelled tree with n vertices. The expected hitting time between x and
y satisfies the asymptotic equivalence
ETn,x,y (Hxy) ∼
√
pi
2
(
1
τ
√
φ(τ)
φ′′(τ)
)
n3/2.
Proof. We start by recalling
E (Hxy) =
[zn]∂uHW (z, u)
∣∣∣
u=1
[zn]HW (z, 1)
. (3.42)
The term HW0(z, u) is asymptotically irrelevant so that
HW (z, 1) ∼
∞∑
d=1
HWd(z, 1)
∼
∞∑
d=1
Y (z)2
(
1− Y (z)
zY ′(z)
)d−1
= Y (z)2
∞∑
d=0
(
1− Y (z)
zY ′(z)
)d
= Y (z)2
zY ′(z)
Y (z)
= zY ′(z)Y (z)
∼ τ
√
φ(τ)
2φ′′(τ)
(1− zφ′(τ))−1/2 . (3.43)
Singularity analysis of (3.43) yields
[zn]HW (z, 1) ∼ τ
√
φ(τ)
2φ′′(τ)pi
φ′(τ)nn−1/2. (3.44)
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We proceed to find [zn]∂uHW (z, u)
∣∣∣
u=1
. Note that
∂uHW (z, u)
∣∣∣
u=1
= ∂u
∞∑
d=0
u−dY (z)Y
(
zu2d
) d−1∏
k=1
(
1− Y (zu
2k)
zu2kY ′(zu2k)
) ∣∣∣∣∣
u=1
,
(3.45)
since the partial derivative of the first term in the sum (the d = 0 term)
vanishes.
Now
∂uHW (z, u)
∣∣∣
u=1
= ∂u
∞∑
d=0
u−dY (z)Y
(
zu2d
) d−1∏
k=1
(
1− Y (zu
2k)
zu2kY ′(zu2k)
) ∣∣∣∣∣
u=1
=
∞∑
d=0
(−dY (z)2 + 2dzY (z)Y ′(z))(1− Y (z)
zY ′(z)
)d−1
+
∞∑
d=0
Y (z)2
(
1− Y (z)
zY ′(z)
)d−1 d−1∑
l=1
−2lz2Y ′(z)2 + Y (z)(2lzY ′(z) + 2lz2Y ′′(z))
zY ′(z) (zY ′(z)− Y (z))
=
∞∑
d=0
(
1− Y (z)
zY ′(z)
)d−1 [
− dY (z)2 + 2dzY (z)Y ′(z)− d(d−1)z2Y ′(z)2Y (z)2
zY ′(z)(zY ′(z)−Y (z))
+ Y (z)
2
zY ′(z)(zY ′(z)−Y (z))
(
d(d− 1)zY (z)Y ′(z) + d(d− 1)z2Y (z)Y ′′(z)) ]
∼ (−Y (z)2 + 2zY (z)Y ′(z)) zY ′(z)
zY ′(z)− Y (z)
(
1−
(
1− Y (z)
zY ′(z)
))−2
− (zY
′(z))2Y (z)2
(zY ′(z)− Y (z))2
[
2
(
1−
(
1− Y (z)
zY ′(z)
))−3
−
(
1−
(
1− Y (z)
zY ′(z)
))−2]
+
z2Y ′(z)2Y (z)3
zY ′(z) (zY ′(z)− Y (z))2
[
2
(
1−
(
1− Y (z)
zY ′(z)
))−3
−
(
1−
(
1− Y (z)
zY ′(z)
))−2]
+
z2Y ′′(z)Y (z)3
(zY ′(z)− Y (z))2
[
2
(
1−
(
1− Y (z)
zY ′(z)
))−3
−
(
1−
(
1− Y (z)
zY ′(z)
))−2]
∼ − (zY
′(z))3
zY ′(z)− Y (z) +
2 (zY ′(z))4
Y (z) (zY ′(z)− Y (z)) −
2 (zY ′(z))5
Y (z) (zY ′(z)− Y (z))2
+
2 (zY ′(z))4
(zY ′(z)− Y (z))2 +
2z2Y ′′(z) (zY ′(z))3
(zY ′(z)− Y (z))2
∼ − (zY ′(z))2 + 2
τ
(zY ′(z))3 − 2
τ
(zY ′(z))3 + 2 (zY ′(z))2 + 2z2Y ′′(z) (zY ′(z))
∼ 2z2Y ′′(z) (zY ′(z))
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∼ 2z2
(
1
4
φ′(τ)2
√
2φ(τ)
φ′′(τ)
(1− zφ′(τ))−3/2
)(
1
2
√
2φ(τ)
φ′′(τ)
(1− zφ′(τ))−1/2
)
∼ φ(τ)
2φ′′(τ)
(1− zφ′(τ))−2 . (3.46)
Singularity analysis of (3.46) yields
[zn]∂uHW (z, u)
∣∣∣
u=1
∼ φ(τ)
2φ′′(τ)
φ′(τ)nn. (3.47)
It follows from (3.42),(3.44) and (3.47) that
E (Hxy) ∼ 1
τ
·
√
piφ(τ)
2φ′′(τ)
n3/2. (3.48)

We proceed to find the higher moments. It follows as in (3.45) that
∂ruHW (z, u)
∣∣∣∣
u=1
= ∂ru
∞∑
d=0
u−dY (z)Y (zu2d)
d−1∏
k=1
Y˜
(
zu2k
) ∣∣∣∣
u=1
.
Applying the general Leibniz rule yields
∂ruHW (z, u)
∣∣∣∣
u=1
=
∞∑
d=0
Y (z)
r∑
l=0
(
r
l
)
∂lu
(
d−1∏
k=1
Y˜
(
zu2k
))
∂r−lu Y
(
zu2d
) ∣∣∣∣
u=1
.
(3.49)
We require the following proposition to simplify (3.49).
Proposition 3.2.3. The r-th partial derivative of the bivariate exponential
generating function HW (z, u), evaluated at u = 1, satisfies the asymptotic
equivalence
∂ruHW (z, u)
∣∣∣∣
u=1
∼
∞∑
d=0
Y (z)∂ru
(
d−1∏
k=1
Y˜
(
zu2k
))
Y
(
zu2d
) ∣∣∣∣
u=1
.
Proof. If l = 0 then
∞∑
d=0
Y (z)
d−1∏
k=1
Y˜
(
zu2k
)
∂ruY
(
zu2d
) ∣∣∣∣
u=1
∼
∞∑
d=0
Y (z)
(
Y˜ (z)
)d−1
(2dz)rY (r)(z)
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∼
∞∑
d=0
τ Y˜ (z)ddr
√
2φ(τ)
φ′′(τ)
(2r − 3)!! (1− zφ′(τ))1/2−r (3.50)
∼ τ
√
2φ(τ)
φ′′(τ)
r!
(1− Y˜ (z))r+1 (2r − 3)!! (1− zφ
′(τ))1/2−r (3.51)
∼ τ
(2τ)r+1
(
2φ(τ)
φ′′(τ)
) r+2
2
r!(2r − 3)!! (1− zφ′(τ))−3r/2 , (3.52)
where (3.50) and (3.51) follows from (3.21) and (3.26) respectively, since
1
1− Y˜ (z) ∼
1
2τ
√
2φ(τ)
φ′′(τ)
(1− zφ′(τ))−1/2 .
If l = 1, . . . , r − 1, then as in the derivation of (3.20) we have,
∞∑
d=0
Y (z)
r∑
l=0
(
r
l
)
∂lu
(
d−1∏
k=1
Y˜
(
zu2k
))
∂r−lu Y
(
zu2d
) ∣∣∣∣
u=1
∼
∞∑
d=0
Y (z)
r∑
l=0
(
r
l
) l∑
m=1
∑
h1+...+hm=l
(
l
h1, . . . , hm
) ∑
1≤j1<j2<...<jm≤d−1
Y˜ (z)d−1−m
·
m∏
i=1
[
∂hiu Y˜
(
zu2ji
)] ∣∣∣∣
u=1
dr−l
√
2φ(τ)
φ′′(τ)
(2(r − l)− 3)!! (1− zφ′(τ))1/2−(r−l) .
It follows as in (3.21) that
∂hiu Y˜
(
zu2ji
) ∣∣∣∣
u=1
∼ (2jiz)hiτ
√
φ′′(τ)
φ(τ)
φ′(τ)hi(2hi − 3)!! (2(1− zφ′(τ)))1/2−hi
whereas application of the binomial theorem, as in (3.23), gives∑
1≤j1<j2<...<jm≤d−1
m∏
i=1
ji
hi
=
(d− 1)h1+h2+...+hm+m
(h1 + 1)(h1 + h2 + 2) . . . (h1 + h2 + . . .+ hm +m)
+O ((d− 1)h1+h2+...+hm+m−1)
=
dh1+...+hm+m
(h1 + 1) . . . (h1 + h2 + . . .+ hm +m)
+O (dh1+...+hm+m−1) .
Hence
∞∑
d=0
Y (z)
r∑
l=0
(
r
l
)
∂lu
(
d−1∏
k=1
Y˜
(
zu2k
))
∂r−lu Y
(
zu2d
) ∣∣∣∣
u=1
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∼
∞∑
d=0
Y (z)
r∑
l=0
(
r
l
) l∑
m=1
∑
h1+...+hm=l
(
l
h1, . . . , hm
)
Y˜ (z)d−1−m (1− zφ′(τ))m2 −l
· 2m2
(
τ
√
φ′′(τ)
φ(τ)
)m
m∏
i=1
(2hi − 3)!!dl+m
m∏
i=1
1
h1 + . . .+ hi + i
dr−l
√
2φ(τ)
φ′′(τ)
· (2(r − l)− 3)!! (1− zφ′(τ))1/2−(r−l)
∼
∞∑
d=0
τ
r∑
l=0
(
r
l
) l∑
m=1
∑
h1+...+hm=l
(
l
h1, . . . , hm
)
Y˜ (z)d−1−m (1− zφ′(τ))m+12 −r 2m/2
· τ
(
τ
√
φ′′(τ)
φ(τ)
)m−1
m∏
i=1
(2hi − 3)!!dm+r
m∏
i=1
1
h1 + . . .+ hi + i
√
2(2(r − l)− 3)!!
∼ τ 2
r∑
l=0
(
r
l
) l∑
m=1
∑
h1+...+hm=l
(
l
h1, . . . , hm
)
(r +m)!
(1− Y˜ (z))r+m+1 (1− zφ
′(τ))
m+1
2
−r
· 2m+12
(
τ
√
φ′′(τ)
φ(τ)
)m−1
m∏
i=1
(2hi − 3)!!
m∏
i=1
1
h1 + . . .+ hi + i
(2(r − l)− 3)!!
∼ τ
√
φ(τ)
φ′′(τ)
r∑
l=0
(
r
l
)
(1− zφ′(τ))−3r/2 2−r/2
l∑
m=1
∑
h1+...+hm=l
(
l
h1, . . . , hm
)
· (r +m)!
(
1
τ
√
φ(τ)
φ′′(τ)
)r+1
m∏
i=1
(2hi − 3)!!
m∏
i=1
1
h1 + . . .+ hi + i
(2(r − l)− 3)!!.
(3.53)
Finally if l = r then,
∞∑
d=0
Y (z)∂ru
(
d−1∏
k=1
Y˜
(
zu2k
))
Y
(
zu2d
) ∣∣∣∣
u=1
∼
∞∑
d=0
Y (z)2
r∑
m=1
∑
h1+...+hm=r
(
r
h1, . . . , hm
) ∑
1≤j1<...<jm≤d−1
Y˜ (z)d−1−m
· (1− zφ′(τ))m2 −r 2m2
(
τ
√
φ′′(τ)
φ(τ)
)m
m∏
i=1
jhii (2hi − 3)!!
∼
∞∑
d=0
τ 2
r∑
m=1
∑
h1+...+hm=r
(
r
h1, . . . , hm
)
dr+mY˜ (z)d−1−m (1− zφ′(τ))m2 −r
· 2m2
(
τ
√
φ′′(τ)
φ(τ)
)m
m∏
i=1
(2hi − 3)!!
h1 + . . .+ hi + i
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∼ τ 2
r∑
m=1
∑
h1+...+hm=r
(
r
h1, . . . , hm
)
(r +m)!
(
1
τ
√
φ(τ)
φ′′(τ)
)r+1
(1− zφ′(τ))− 3r+12
· 2− r+12
m∏
i=1
(2hi − 3)!!
h1 + . . .+ hi + i
= τ 2 (1− zφ′(τ))− 3r+12 2− r+12
(
1
τ
√
φ(τ)
φ′′(τ)
)r+1
r∑
m=1
∑
h1+...+hm=r
(
r
h1, . . . , hm
)
· (r +m)!
m∏
i=1
(2hi − 3)!!
h1 + . . .+ hi + i
. (3.54)
The proof of this proposition follows after adding together (3.52), (3.53) and
(3.54). 
Now
∂ruHW (z, u)
∣∣∣∣
u=1
∼ τ 2 (1− zφ′(τ))− 3r+12 2− r+12
(
1
τ
√
φ(τ)
φ′′(τ)
)r+1
·
r∑
m=1
∑
h1+...+hm=r
(
r
h1, . . . , hm
)
(r +m)!
m∏
i=1
(2hi − 3)!!
h1 + . . .+ hi + i
,
where as in (3.29) and (3.30),
r∑
m=1
∑
h1+...+hm=r
r!(r +m)!
m∏
i=1
(2hi − 3)!!
hi!
m∏
i=1
1
h1 + . . . hi + i
=
r∑
m=1
r!(r +m)!
m!
[
ur
](3u− 1 + (1− 2u)3/2
3u
)m
= r!2
(3r − 2)!!
r!
.
Hence
∂ruHW (z, u)
∣∣∣∣
u=1
∼ τ 2
(
1
τ
√
φ(τ)
φ′′(τ)
)r+1
(1− zφ′(τ))− 3r+12 2− r+12 r!(3r − 2)!!.
(3.55)
Singularity analysis of (3.55) yields
[zn]∂ruHW (z, u)
∣∣∣
u=1
∼ τ 2
(
1
τ
√
φ(τ)
φ′′(τ)
)r+1
2−
r+1
2 r!(3r − 2)!!! φ
′(τ)n
Γ
(
3r+1
2
)n 3r+12 −1.
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Recall that
1
[zn]HW (z, 1)
∼ 1
τ
√
φ′′(τ)
φ(τ)
√
2pin1/2φ′(τ)−n. (3.56)
Altogether this gives
E
(
Hrxy
) ∼ E (Hxy(Hxy − 1) . . . (Hxy − r + 1))
=
[zn]∂ruHW (z, u)
∣∣∣
u=1
[zn]HW (z, 1)
∼
(
1
τ
√
φ(τ)
φ′′(τ)
)r √
pir!(3r − 2)!!!
2
r
2Γ
(
3r+1
2
) n 3r2 .
The final statement about the limiting distribution of the normalised hitting
time in Theorem 3.2.1 follows exactly in the same way as in the proof of
Theorem 3.1.2.
We proceed to find the mixed moments for weighted trees. Note that
Pr (Hxy = k, d(x, y) = d) =
n![ukzn]HWd(z, u)
n![zn]HW (z, 1)
,
so that ∑
k
Pr (Hxy = k, d(x, y) = d)u
k =
[zn]HWd(z, u)
[zn]HW (z, 1)
and
∞∑
d=0
∞∑
k=0
ds Pr (d(x, y) = d,Hxy = k)u
k =
[zn]
∑∞
d=0 d
sHWd(z, u)
[zn]HW (z, 1)
.
We obtain the following generalisation of Theorem 3.1.8.
Theorem 3.2.4. Let x and y be two randomly selected vertices of a random
weighted labelled tree with n vertices. The joint moments of the distance d(x, y)
and the hitting time Hxy between x and y satisfy the asymptotic formula
E(d(x, y)sHrxy) ∼ Cr,s
(
1
τ
√
φ(τ)
φ′′(τ)
)r+s
n3r/2+s/2,
where
Cr,s =
√
pi(−3)r+sr!(r + s)!
2(r+3s)/2Γ(3r+s+1
2
)
s∑
k=0
(−1)k
(
s
k
)(
(2k − 1)/3
r + s
)
.
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Proof. Working as before we obtain a modified version of (3.54):
∞∑
d=0
ds∂ruHWd(z, u)
∣∣∣
u=1
∼
∞∑
d=0
τ 2
r∑
m=1
∑
h1,h2,...,hm≥1
h1+...+hm=r
(
r
h1, . . . , hm
)
dr+m+sY˜ (z)d−1−m (1− zφ′(τ))m2 −r
· 2m2
(
τ
√
φ′′(τ)
φ(τ)
)m
m∏
i=1
(2hi − 3)!!
h1 + . . .+ hi + i
∼ τ 2
r∑
m=1
∑
h1,h2,...,hm≥1
h1+...+hm=r
(
r
h1, . . . , hm
)
(r +m+ s)!
(
1
τ
√
φ(τ)
φ′′(τ)
)r+s+1
· (1− zφ′(τ))− 3r+s+12 2− r+s+12
m∏
i=1
(2hi − 3)!!
h1 + . . .+ hi + i
= τ 2 (1− zφ′(τ))− 3r+s+12 2− r+s+12
(
1
τ
√
φ(τ)
φ′′(τ)
)r+s+1
·
r∑
m=1
∑
h1,h2,...,hm≥1
h1+...+hm=r
(
r
h1, . . . , hm
)
(r +m+ s)!
m∏
i=1
(2hi − 3)!!
h1 + . . .+ hi + i
.
Working in exactly the same way as we did to derive (3.33) we obtain,
∞∑
d=0
ds∂ruHWd(z, u)
∣∣∣∣
u=1
∼ τ 2
(
1
τ
√
φ(τ)
φ′′(τ)
)r+s+1
2−
r+3s+1
2 (1− zφ′(τ))− 3r+s+12 r!(r + s)!(−3)r+s
·
s∑
k=0
(−1)k
(
s
k
)(
2k−1
3
r + s
)
. (3.57)
Singularity analysis of (3.57), together with the asymptotic equivalence of
HW (z, 1) in (3.56), yields
E
(
d(x, y)sHrxy
)
∼ E (d(x, y)sHxy(Hxy − 1) . . . (Hxy − r + 1))
∼
[zn]
∑∞
d=0 d
s∂ruHWd(z, u)
∣∣∣
u=1
[zn]HW (z, 1)
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∼
(
1
τ
√
φ(τ)
φ′′(τ)
)r+s √pir!(r + s)!(−3)r+s∑sk=0(−1)k(sk
)(
2k−1
3
r + s
)
2
r+3s
2 Γ
(
3r+s+1
2
) n 3r+s2 .

Working as we did to derive (3.34), we obtain
corr (d(x, y), Hxy) =
cov (d(x, y), Hxy)√
Var (d(x, y)) Var (Hxy)
∼
φ(τ)
φ′′(τ)
(
2− pi
2
)
n2√
φ(τ)
φ′′(τ)(2− pi2 ) φ(τ)φ′′(τ)(3215 − pi2 )n4
≈ 0.873486,
so that the asymptotic correlation between the distance between two vertices
and their hitting time remains the same in the weighted case. We conclude this
section by finding the first moment of the hitting time variance in weighted
labelled trees.
Theorem 3.2.5. Let x and y be two randomly selected vertices of a random
weighted labelled tree with n vertices. The expected hitting time variance be-
tween x and y satisfies the asymptotic equivalence
E (Varx,y) ∼ φ(τ)
τ 2φ′′(τ)
32
15
n3.
Proof. Recall that
Varx,y = 8
d−1∑
i=0
(d− i)
(∑
τv≺Ti
R(τv) + 1
)
+ 8
d−1∑
i=0
2(d− i)− 1
2
(
i∑
j=0
|Tj|
)2
− 8
d−1∑
i=0
2(d− i) + 1
2
i∑
j=0
|Tj|. (3.58)
We need to find
E (Varx,y) =
[zn]
∑∞
d=1
∑
T0,...,Td
V arx,y
∏d
j=0
w(Tj)z
|Tj |
|Tj !|
[zn]
∑
T,x,y
w(T )
|T |! z
|T | , (3.59)
where we already know from (3.44) that
[zn]
∑
T,x,y
w(T )
|T |! z
|T | ∼ τ
√
φ(τ)
2φ′′(τ)pi
φ′(τ)nn−1/2.
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Recall
Y (z) ∼ τ −
√
2φ(τ)
φ′′(τ)
·
√
1− zφ′(τ)
and
Y˜ (z) = 1− Y (z)
zY ′(z)
∼ 1− τ
√
2φ′′(τ)
φ(τ)
·
√
1− zφ′(τ).
Now for the tree T0, rooted at the starting point of the path,
R(z) :=
∑
T0
R(T0)w(T0)
z|T0|
|T0|!
=
∑
T0
∑
τ≺T0
w(T0)R(τ)
z|T0|
|T0|! + z
2Y ′′(z) + Y (z)
= zR(z)
∞∑
d=1
w(d+ 1)
dY (z)d−1
d!
+ z2Y ′′(z) + Y (z)
= zR(z)φ′(Y (z)) + z2Y ′′(z) + Y (z),
implying
R(z) =
z2Y ′′(z) + Y (z)
1− zφ′(Y (z)) ,
where
(1− zφ′(Y (z)))−1 = zY
′(z)
Y (z)
as in the start of this section. On the other hand for a tree Ti, not rooted at
any of the endpoints of the path,
R˜(z) :=
∑
Ti
R(Ti)w(Ti)
z|Ti|
|Ti|!
= zR(z)φ˜′(Y (z)) + z2Y˜ ′′(z) + Y˜ (z),
where
zφ˜′(Y (z)) =
Y˜ ′(z)− Y˜ (z)/z
Y ′(z)
∼ τ φ
′′(τ)
φ(τ)
.
We proceed by evaluating the three main terms in (3.58). Now
8
∞∑
d=1
∑
T0,...,Td
d−1∑
i=0
(d− i)
(∑
τ≺Ti
R(τ) + 1
)
d∏
j=0
w(Tj)z
|Tj |
|Tj!|
= 8Y (z)
∞∑
d=1
(
d
(
z2Y ′′(z) + Y (z)
1− φ′(Y (z)) − z
2Y ′′(z)− Y (z)
)
Y˜ (z)d−1
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+
d−1∑
i=1
(d− i)Y (z)Y˜ (z)d−2
[
R˜(z)− z2Y˜ ′′(z)− Y˜ (z)
]
+
d−1∑
i=0
(d− i)Y (z)Y˜ (z)d−1
)
∼ 8Y (z)
∞∑
d=1
d2
2
Y (z)Y˜ (z)d−2R˜(z)
∼ 4Y (z)2zφ˜′(Y (z)) z
2Y ′′(z)
1− zφ′(Y (z))
∞∑
d=1
d2Y˜ (z)d−2
∼ 4τ 2 · τ φ
′′(τ)
φ(τ)
· 1
2
√
2
√
φ(τ)
φ′′(τ)
(1− zφ′(τ))−3/2 · 1
τ
√
φ(τ)
2φ′′(τ)
(1− zφ′(τ))−1/2
· 2!
τ 3
(
φ(τ)
2φ′′(τ)
)3/2
(1− zφ′(τ))−3/2
∼ 1√
2τ
(
φ(τ)
φ′′(τ)
)3/2
(1− zφ′(τ))−7/2, (3.60)
whereas
8
∞∑
d=1
∑
T0,...,Td
d−1∑
i=0
2(d− i)− 1
2
(
i∑
j=0
|Tj|
)2 d∏
j=0
w(Tj)z
|Tj |
|Tj!|
= 8Y (z)
∞∑
d=1
d−1∑
i=0
2(d− i)− 1
2
(
z(Y ′(z) + zY ′′(z))Y˜ (z)d−1
+ iz(Y˜ ′(z) + zY˜ ′′(z))Y (z)Y˜ (z)d−2
+ 2iz2Y ′(z)Y˜ ′(z)Y˜ (z)d−2 + i(i− 1)z2Y˜ ′(z)2Y (z)Y˜ (z)d−3
)
= Y (z)
∞∑
d=1
(
4d2z(Y ′(z) + zY ′′(z))Y˜ (z)d−1
+
2
3
(2d3 − 3d2 + d)z(Y˜ ′(z) + zY˜ ′′(z))Y (z)Y˜ (z)d−2
+
4
3
(2d3 − 3d2 + d)z2Y ′(z)Y˜ ′(z)Y˜ (z)d−2
+
2
3
(d4 − 4d3 + 5d2 − 2d)z2Y˜ ′(z)2Y (z)Y˜ (z)d−3
)
∼ Y (z)
∞∑
d=1
(
4
3
d3z2Y˜ ′′(z)Y (z)Y˜ (z)d−2 +
2
3
Y (z)d4Y˜ (z)d−3(zY˜ ′(z))2
)
∼ 4
3
τ 2 · τ
2
√
φ′′(τ)
2φ(τ)
(1− zφ′(τ))−3/2 · 3!
(1− Y˜ (z))4
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+
2
3
τ 2 · τ 2φ
′′(τ)
2φ(τ)
(1− zφ′(τ))−1 4!
(1− Y˜ (z))5
∼ 1
τ
(
φ(τ)
φ′′(τ)
)3/2(
1√
2
+
2√
2
)
(1− zφ′(τ))−7/2
=
1
τ
(
φ(τ)
φ′′(τ)
)3/2
3√
2
(1− zφ′(τ))−7/2 (3.61)
and finally the term
− 8
∞∑
d=1
∑
T0,...,Td
d−1∑
i=0
2(d− i) + 1
2
i∑
j=0
|Tj|
d∏
j=0
w(Tj)z
|Tj |
|Tj!|
is not asymptotically relevant, as in the unweighted case. Singularity analysis
of the sum of (3.60) and (3.61) gives
[zn]
∞∑
d=1
∑
T0,...,Td
V arx,y
d∏
j=0
w(Tj)z
|Tj |
|Tj!| ∼
1
τ
(
φ(τ)
φ′′(τ)
)3/2
· 4√
2
· φ
′(τ)n
Γ(7/2)
n5/2
and the result follows from (3.59). 
3.3 A final remark
The family of unlabeled trees (unrooted) are the most natural to consider from
a graph-theoretic point of view. Following Janson’s result in Theorem 3.1.1
(which also holds in more generality for simply generated trees) Wagner proved
a similar limit law in [45] for the Wiener index of unlabelled trees:
Theorem 3.3.1 (see [45, Theorem 7]). The normalised Wiener index n−5/2W (Tn)
of a random unlabelled tree on n vertices converges in distribution to
√
2
c1
· ζ,
where ζ is defined in terms of the Brownian excursion as in Theorem 3.1.1.
Furthermore, all moments converge:
E
(
W (Tn)
k
)
= E
(
ζk
) ·(√2
c1
)k
n
5k
2
(
1 +O (n−1/2)) .
We did not perform the calculations to find the higher moments of the hitting
time in unlabelled trees, which should be a bit trickier since one has to take
symmetries into account, but as a consequence of Theorem 1.1.7 we expect the
order to remain the same as in the labelled case. We expect that
E(Hrxy) ∼ CrKrn3r/2,
where Cr is defined as in Theorem 3.1.2 and K is a constant.
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Hitting times in random
increasing trees
An increasing tree is a rooted labelled tree in which the labels increase along
any branch from the root. The first unified treatment of these trees was given
in [5] and before this classes of these trees have surfaced under various guises
as tree representations of permutations, as data structures in computer sci-
ence and as probabilistic models in diverse applications. In the first section
we consider hitting times in non-plane increasing trees, called recursive trees.
The next section deals with increasing trees where the internal nodes are la-
belled and their number of children at most d. In the final section we consider
hitting times in a generalisation of plane increasing trees, called generalised
plane oriented recursive trees.
Random increasing trees are quite different from the labelled trees we consid-
ered in the previous section. These trees are more balanced, i.e. “flatter” than
labelled or more generally simply-generated trees; they have average distances
of order log n (see [32]). The root plays a special role in increasing trees so we
study the hitting time from the root to a random vertex and vice versa. Unlike
the previous chapter where we could only show that the limiting distribution
is continuous, we found explicit limiting distributions in this chapter. The
(normalised) hitting times from the root to a random vertex as well as the
hitting times between two random vertices converges weakly to the standard
normal distribution for all classes of increasing trees, whereas the (normalised)
hitting times from a random vertex to the root converges weakly to different
Dickman distributions for the different classes of increasing trees.
61
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4.1 Recursive trees
A recursive tree is a rooted labelled tree with the property that any child node
has a larger label than its parent, where the root has label 1. Denote the
class of recursive trees of size n by Rn. A recursive tree of size n is obtained
by attaching label 2 to the root, 3 to either 1 or 2, 4 to 1 or 2 or 3 and so
on. Since we can attach each k = 2, . . . , n to k − 1 possible labels, there are∏n−1
k=2 k = (n− 1)! recursive trees of size n. We assume each new vertex in this
process is attached with equal probability to one of the preceding vertices so
that each of the (n− 1)! recursive trees occurs with equal probability.
Recursive trees have been intensively studied in the literature. Early liter-
ature includes the survey by Mahmoud and Smythe [41] and the paper [30].
Neininger obtained asymptotics in [35] for the mean and variance of the Wiener
index in a random recursive tree:
E (W (Tn)) ∼ n2 log n and Var (W (Tn)) ∼ 31− 3pi
2
18
n4.
It is shown in [12] and [28] that the asymptotics for the mean of the total path
length (the sum of the distances to the root) is n log n. Various results on the
depth are also known (see [15, Theorem 6.17] and [11, Theorem 3]). We start
by finding the depth to a vertex v chosen uniformly at random from a random
recursive tree of size n.
Lemma 4.1.1. Let d(1, v) be the distance from the root to a random vertex
v in a recursive tree T chosen randomly from Rn. The probability generating
function for the depth is
R(u) :=
n−1∑
k=0
PrRn,v (d(1, v) = k)u
k
=
1
n
n∑
i=1
∑
k
Pr (d(1, i) = k)uk
=
1
n!
n−1∏
j=1
(j + u).
Proof. We prove this assertion by induction on n. The result holds trivially
for n = 1. If |T | = n and i = 1, . . . , n− 1 then
PrRn (d(1, i) = k) =
(n− 1)|Tn−1,i,k|
(n− 1)!
=
|Tn−1,i,k|
(n− 2)!
= PrRn−1,v (d(1, v) = k) ,
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where |Tn,i,k| counts the number of recursive trees of size n with d(1, i) = k.
If i = n it follows from the law of total probability after conditioning on the
parent of n that
PrRn (d(1, n) = k) =
1
n− 1
n−1∑
j=1
PrRn (d(1, j) = k − 1)
=
1
n− 1
n−1∑
j=1
PrRn−1 (d(1, j) = k − 1) .
It follows from the induction hypothesis that∑
k
PrRn,v (d(1, v) = k)u
k
=
1
n
n∑
i=1
∑
k
PrRn (d(1, i) = k)u
k
=
1
n
n−1∑
i=1
∑
k
PrRn−1 (d(1, i) = k)u
k +
1
n
∑
k
1
n− 1
n−1∑
j=1
PrRn−1 (d(1, j) = k − 1)uk
=
n− 1
n
1
(n− 1)!
n−2∏
j=1
(j + u) +
u
n
1
(n− 1)!
n−2∏
j=1
(j + u)
=
1
(n− 1)!
n−2∏
j=1
(j + u)
(
n− 1
n
+
u
n
)
=
1
n!
n−1∏
j=1
(j + u).

Alternatively one may notice
n∑
i=1
|Tn,i,k| =
n∑
i=k+1
|Tn,i,k| =
[
n
k + 1
]
,
where
[
n
k
]
counts the number of permutations of 1, . . . , n with exactly k cycles
and is known as the (unsigned) Stirling number of the first kind (see [20,
Chapter 6]). Indeed if d(1, i) = k there is a sequence of recursive subtrees
T0, T1, . . . , Tk of T induced by removing the edges between the roots of those
trees on the path (x0 = 1, x1, . . . , xk = i). For each of these k + 1 subtrees
Tj, rooted along the path, there are (|Tj| − 1)! possibilities, corresponding to
the k + 1 cycles in a permutation of 1, . . . , n. The statement of Lemma 4.1.1
follows since
PrRn,v (d(1, v) = k) =
∑n
i=1 |Tn,i,k|
n!
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and
n−1∑
k=0
[
n
k + 1
]
uk =
n−1∏
j=1
(j + u)
for n ≥ 1. Notice that
1
n!
n−1∏
j=1
(j + u) =
n∏
j=2
(
j − 1
j
+
u
j
)
,
i.e. the depth is the sum of n−1 independent Bernoulli random variables with
success probability 1/j:
d(1, v) =
n∑
j=2
Xj, (4.1)
Xj ∼ Be(1/j). We can identify these Bernoulli random variables. If I(A)
denotes the indicator of event A and Aj,k the event that j is on the path from
1 to k then
Xj = I(Aj,v).
Now
Pr(Aj,v) =
1
n
n∑
i=1
Pr (j on path from 1 to i)
=
1
n
+
1
n
n∑
i=j+1
Pr (j on path from 1 to i) .
We need to show for i = j + 1, . . . , n that
Pr (j on path from 1 to i) =
1
j
, (4.2)
so that
Pr(Aj,v) =
1
n
+
n− j
nj
=
1
j
.
To prove (4.2) we only need to show
Pr (j on path from 1 to n) =
1
j
,
since
PrRi (j on path from 1 to n) = PrRn (j on path from 1 to n) .
We need to show the number of recursive trees of size n with the property that
j is on the path from the root to n, rn,j, is equal to (n − 1)!/j. We have to
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insert n in the recursive subtree rooted at j. The size of the subtree rooted
at j can be l = 1, 2, . . . , n − j. There are l places to insert n,
(
n− j − 1
l − 1
)
ways to choose the labels in the subtree rooted at j and j− 1 possible vertices
adjacent to j. Hence
rn,j =
n−j∑
l=1
(l − 1)!(n− l − 2)!l
(
n− j − 1
l − 1
)
(j − 1)
= (n− j − 1)!(j − 1)!
n−j∑
l=1
l
(
n− 2− l
j − 2
)
.
Finally
n−j+1∑
l+1=2
l
(
n− 1− (l + 1)
j − 2
)
=
(
n− 1
j
)
.
Indeed, partition the j-element subsets chosen from {1, 2, . . . , n−1} according
to the value of the second smallest number, l+ 1, chosen. There are l remain-
ing possibilities for the smallest number. The remaining j− 2 elements can be
chosen from {l + 2, l + 3, . . . , n − 1}. Summing over all values of l + 1 yields
the result so that rn,j = (n− 1)!/j as required.
We wish to generalise the probability generating function, obtained in Lemma
4.1.1, by including the hitting time from the root to a random vertex.
Theorem 4.1.2. Let d(1, v) and H1v be the distance and hitting time from the
root to a vertex v chosen uniformly at random in a recursive tree T chosen
randomly from Rn. The joint probability generating function for the hitting
time and distance from the root is
pn(u, y) :=
∑
l
∑
k
PrRn,v (d(1, v) = k,H1v = l)u
lyk
=
1
n!
∑
T∈Rn,i∈T
uH1iyd(1,i)
=
1
n!
n−1∏
j=1
(
n− j + u2j−1y) .
Proof. We prove this assertion by induction on n. The result holds trivially
for n = 1. If T = n we can divide T into two recursive subtrees, T1 and T2
rooted at 1 and 2, by removing the edge between 1 and 2. We can partition
the trees in Rn according to the size r of T2. Summing over all possible values
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of r gives
(n− 1)! =
n−1∑
r=1
(
n− 2
r − 1
)
(r − 1)!(n− r − 1)!,
since the labels in T2 can be chosen in
(
n− 2
r − 1
)
ways. In particular r takes
on each value in {1, 2, . . . , n − 1} with equal probability 1
n−1 . Let Ar be the
event that the subtree rooted at 2 is of cardinality r. Let Bv,m be the event
that the random vertex v is in the subtree rooted at m = 1, 2. Applying the
law of total probability twice gives
PrRn,v (d(1, v) = k,H1v = l)
=
n−1∑
r=1
PrRn,v (d(1, v) = k,H1v = l|Ar) PrRn (Ar)
=
1
n− 1
n−1∑
r=1
PrRn,v (d(1, v) = k,H1v = l|Ar)
=
1
n− 1
n−1∑
r=1
2∑
m=1
PrRn,v (d(1, v) = k,H1v = l|Ar, Bv,m) PrRn,v (Bv,m|Ar)
=
1
n− 1
n−1∑
r=1
n− r
n
PrRn,v (d(1, v) = k,H1v = l|Ar, Bv,1)
+
1
n− 1
n−1∑
r=1
r
n
PrRn,v (d(1, v) = k,H1v = l|Ar, Bv,2) .
Note that
PrRn,v (d(1, v) = k,H1v = l|Ar, Bv,1) = PrRn−r,v (d(1, v) = k,H1v = 2rk + l) ,
(4.3)
since there is a path of length k, (x0 = 1, x1, . . . , xk = v) from 1 to v with
H1v = H1x1 + Hx1x2 + . . . + Hxk−1v. Attaching a tree, of size r with r edges,
to the root of a tree in Rn−r increases the hitting time between each pair of
adjacent vertices along this path by 2r (the commute time, Hxixi+1 + Hxi+1xi ,
between two adjacent vertices on this path is equal to two times the number of
edges, whilst the hitting time Hxi+1xi remains the same in both cases). Equa-
tion (4.3) follows after summing the hitting times along this path.
Similarly, keeping in mind that we have to add the edge between 1 and 2 to
the distance, we have
PrRn,v (d(1, v) = k,H1v = l|Ar, Bv,2) = PrRr,v (d(1, v) = k + 1, H1v = m) ,
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where
m = H12 + 2(n− r)(d(1, v)− 1) + l
= 2(n− r)(k + 1)− 1 + l.
Now∑
l
∑
k
PrRn,v (d(1, v) = k,H1v = l)u
lyk
=
1
n− 1
n−1∑
r=1
n− r
n
∑
l
∑
k
PrRn−r,v (d(1, v) = k,H1v = l)u
2rk+lyk
+
1
n− 1
n−1∑
r=1
r
n
∑
l
∑
k
PrRr,v (d(1, v) = k,H1v = l)u
2(n−r)(k+1)−1+lyk+1
=
1
n− 1
n−1∑
r=1
n− r
n
∑
l
∑
k
PrRn−r,v (d(1, v) = k,H1v = l)u
l
(
yu2r
)k
+
1
n− 1
n−1∑
r=1
r
n
yu2(n−r)
u
∑
l
∑
k
PrRr,v (d(1, v) = k,H1v = l)u
l
(
yu2(n−r)
)k
=
1
n− 1
n−1∑
r=1
n− r
n
1
(n− r)!
n−r−1∏
j=1
(
n− r − j + u2(j+r)−1y)
+
1
n− 1
n−1∑
r=1
r
n
yu2(n−r)
u
1
r!
r−1∏
j=1
(
r − j + u2(n−r+j)−1y) , (4.4)
where (4.4) follows from the induction hypothesis. Adding the terms in the
second summand in reverse order to those in the first summand in (4.4) gives∑
l
∑
k
PrRn,v (d(1, v) = k,H1v = l)u
lyk
=
1
n!
n−1∑
r=1
(
1 + u2r−1y
) n−2∏
i=n−r
i
n−2∏
m=r
(
n− 1−m+ u2m+1y) .
Finally we show by induction on k ≤ n− 2 that
1
n!
n−1∏
j=1
(
n− j + u2j−1y)− 1
n!
k∑
r=1
(
1 + u2r−1y
) n−2∏
i=n−r
i
n−2∏
m=r
(
n− 1−m+ u2m+1y)
=
(n− k − 1)(n− k) . . . (n− 2)
n!
n−2∏
m=k
(
n− 1−m+ u2m+1y) .
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The result clearly holds for k = 1. Suppose it holds for k = 1, . . . , n− 3. Now
1
n!
n−1∏
j=1
(
n− j + u2j−1y)− 1
n!
k+1∑
r=1
(
1 + u2r−1y
) n−2∏
i=n−r
i
n−2∏
m=r
(
n− 1−m+ u2m+1y)
=
(n− k − 1)(n− k) . . . (n− 2)
n!
n−2∏
m=k
(
n− 1−m+ u2m+1y)
− (n− k − 1)(n− k) . . . (n− 2)
n!
(
1 + u2k+1y
) n−2∏
m=k+1
(
n− 1−m+ u2m+1y)
=
(n− k − 2)(n− k − 1) . . . (n− 2)
n!
n−2∏
m=k+1
(
n− 1−m+ u2m+1y) ,
completing our proof by induction. Hence
1
n!
n−1∏
j=1
(
n− j + u2j−1y)− 1
n!
n−1∑
r=1
(
1 + u2r−1y
) n−2∏
i=n−r
i
n−2∏
m=r
(
n− 1−m+ u2m+1y)
= 0,
completing the proof of our theorem. 
Notice that
∑
l
PrRn,v (H1v = l)u
l =
1
n!
n−1∏
j=1
(
n− j + u2j−1)
=
n∏
j=2
(
n− j + 1
j
+
u2(j−1)−1
j
)
=
n∏
j=2
(
j − 1
j
+
u2(n−j+1)−1
j
)
, (4.5)
i.e. the hitting time from the root is a weighted sum of n − 1 independent
Bernoulli random variables with success probability 1/j:
H1v =
n∑
j=2
(2(n− j) + 1)Xj,
Xj ∼ Be(1/j). Hence
ERn,v (H1v) =
n∑
j=2
(2(n− j) + 1)
j
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=
n−1∑
j=1
2j − 1
n− j + 1
= 2
n−1∑
j=1
j
n− j + 1 −
n−1∑
j=1
1
n− j + 1
= 2
(
n∑
j=1
Hj − n
)
− (Hn − 1)
= 2 ((n+ 1)Hn+1 − (n+ 1)− n)− (Hn − 1)
= (2n+ 1)Hn − 4n+ 1
∼ 2n log n
and
VarRn,v (H1v)
=
n∑
j=2
(2(n− j) + 1)2 j − 1
j2
=
n∑
j=2
(2(n− j) + 1)2
j
−
n∑
j=2
(
2(n− j) + 1
j
)2
= 4n2 (Hn − 1)− 8n(n− 1) + 2n(n+ 1)− 4 + 4n (Hn − 1)− 4(n− 1)
+Hn − 1− (4n2 + 4n+ 1)
(
H(2)n − 1
)
+ 8n (Hn − 1)− 4(n− 1) + 4 (Hn − 1)
= (2n+ 1)(2n+ 5)Hn − (2n+ 1)2H(2)n − 6n(n+ 1)
∼ 4n2 log n.
Theorem 4.1.3. Let H1v be the hitting time from the root to a random vertex
v in a random recursive tree of size n. Then
H∗n :=
H1v − 2n log n
2n
√
log n
d→ N(0, 1).
Proof. We need to show the moment generating function
Mn(t) := ERn,v
(
etH
∗
n
)→ et2/2 as n→∞.
It follows from (4.5) that
Mn(t) = E
(
e
t
(
H1v−2n logn
2n
√
logn
))
= e−t
√
lognE
(
e
t
2n
√
logn
H1v
)
= e−t
√
logn
n∏
j=2
(
j − 1
j
+
e
t(2(n−j)+1)
2n
√
logn
j
)
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= e−t
√
logn exp
(
n∑
j=2
log
(
1 +
e
t(2(n−j)+1)
2n
√
logn − 1
j
))
∼ e−t
√
logn exp
(
n∑
j=2
e
t(2(n−j)+1)
2n
√
logn − 1
j
)
∼ e−t
√
logn exp
(
n∑
j=2
e
t(n−j)
n
√
logn − 1
j
)
= e−t
√
logn exp
 ∞∑
k=1
(
t
n
√
logn
)k
k!
n∑
j=2
(n− j)k
j
 .
It follows from the Euler-Maclaurin summation formula that
n∑
j=2
(n− j)k
j
= nk log n+O (nk) ,
implying
exp
 ∞∑
k=1
(
t
n
√
logn
)k
k!
n∑
j=2
(n− j)k
j
 = exp(t√log n+ t2/2 +O (1/√log n))
and hence Mn(t)→ et2/2.

We can derive similar results for the hitting time from a random vertex to the
root.
Theorem 4.1.4. Let d(v, 1) and Hv1 be the distance and hitting time from a
vertex v, chosen uniformly at random, to the root, in a recursive tree T chosen
randomly from Rn. The joint probability generating function for the hitting
time and distance to the root is
qn(u, y) :=
∑
l
∑
k
PrRn,v (d(v, 1) = k,Hv1 = l)u
lyk
=
1
n!
∑
T∈Rn,i∈T
uHi1yd(i,1)
=
1
n!
n−1∏
j=1
(
j + u2j−1y
)
.
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We only give an outline of the proof, it mostly follows in the same way as the
proof by induction of Theorem 4.1.2.
Proof. As before we partition T into two recursive subtrees, T1 and T2. Recall
that Ar is the event that the subtree rooted at 2 is of cardinality r and Bv,m
is the event that v is in the subtree rooted at m = 1, 2. In this case
PrRn,v (d(v, 1) = k,Hv1 = l|Ar, Bv,1) = PrRn−r,v (d(v, 1) = k,Hv1 = l)
and
PrRn,v (d(v, 1) = k,Hv1 = l|Ar, Bv,2) = PrRr,v (d(v, 1) = k + 1, Hv1 = 2r − 1 + l) .
Working as we did to derive (4.4) we obtain∑
l
∑
k
PrRn,v (d(v, 1) = k,Hv1 = l)u
lyk
=
1
n− 1
n−1∑
r=1
(
n− r
n
1
(n− r)!
n−r−1∏
j=1
(
j + u2j−1y
)
+
r
n
yu2r−1
1
r!
r−1∏
j=1
(
j + u2j−1y
))
.
Rearranging the terms gives∑
l
∑
k
PrRn,v (d(v, 1) = k,Hv1 = l)u
lyk
=
1
n!
n−1∑
r=1
(
1 + u2(n−r)−1y
) n−2∏
i=n−r
i
n−2∏
m=r
(
n− 1−m+ u2(n−2−m)+1y) .
Finally one can show by induction on k ≤ n− 2 that
1
n!
n−1∏
j=1
(
j + u2j−1y
)− 1
n!
k∑
r=1
(
1 + u2(n−r)−1y
) n−2∏
i=n−r
i
n−2∏
m=r
(
n− 1−m+ u2(n−2−m)+1y)
=
(n− k − 1)(n− k) . . . (n− 2)
n!
n−2∏
m=k
(
n− 1−m+ u2(n−2−m)+1y) ,
completing the proof. 
Note that Theorem 4.1.4 is in fact equivalent to Theorem 4.1.2:
qn(u, y) =
1
n!
∑
T,i
u−H1iyd(1,i)
(
u2(n−1)d(1,i)
)
= pn(u
−1, u2(n−1)y) (4.6)
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=
1
n!
n−1∏
j=1
(
j + u2j−1y
)
. (4.7)
We can write
∑
l
PrRn,v (Hv1 = l)u
l =
1
n!
n−1∏
j=1
(
j + u2j−1
)
=
n∏
j=2
(
j − 1
j
+
u2(j−1)−1
j
)
, (4.8)
i.e. the hitting time to the root is a weighted sum of n − 1 independent
Bernoulli random variables with success probability 1/j:
Hv1 =
n∑
j=2
(2j − 3)Xj,
Xj ∼ Be(1/j). Hence
ERn,v (Hv1) =
n∑
j=2
(2j − 3)
j
= 2(n− 1)− 3 (Hn − 1)
∼ 2n (4.9)
and
VarRn,v (Hv1) =
n∑
j=2
(2j − 3)2 j − 1
j2
=
n∑
j=2
(2j − 3)2
j
−
n∑
j=2
(
2j − 3
j
)2
= 4
(
n(n+ 1)
2
− 1
)
− 16(n− 1) + 21 (Hn − 1)− 9
(
H(2)n − 1
)
= 2n(n− 7) + 21Hn − 9H(2)n
∼ 2n2.
Contrary to the case for the hitting time from the root we show a normalised
limiting distribution, of the hitting time to the root, converges to a Dickman
distribution. The reader can consult the paper [39] by Penrose and Wade
for an overview of the Dickman distribution. The Dickman distribution also
appears in a context similar to ours in [24].
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Theorem 4.1.5. Let Hv1 be the hitting time, from a random vertex v to the
root, in a random recursive tree of size n. Then the moment generating func-
tion
Fn(t) := E
(
e
tHv1
2n
)
→ exp
( ∞∑
m=1
tm
m!m
)
as n→∞.
In particular (2n)−1Hv1
d→ GD(1), where GD(1) is the Dickman distribution.
Proof. It follows from (4.8) that
E
(
e
tHv1
2n
)
= exp
(
n∑
j=2
log
(
1 +
e
(2j−3)t
2n − 1
j
))
∼ exp
(
n∑
j=2
e
(2j−3)t
2n − 1
j
)
∼ exp
(
n∑
j=1
e
jt
n − 1
j
)
= exp
(
n∑
j=1
1
n
e
jt
n − 1
j/n
)
∼ exp
(∫ 1
0
eat − 1
a
da
)
= exp
(∫ t
0
ex − 1
x
dx
)
= exp
( ∞∑
m=1
tm
m!m
)
. (4.10)
This completes the proof since (4.10) is the moment generating function of the
Dickman distribution. 
Remark 1. We remark that Moon showed in [33] that the barycentre (the
vertex or two adjacent vertices that minimises the sum of the distances to all
other vertices) is typically close to the root of the recursive tree. Recalling
the statement of Theorem 1.1.5 it is not at all surprising that H1v ≥ Hv1.
Moreover the different limiting distributions reflects that H1v is concentrated
while Hv1 is not.
We require the following theorem to find the limiting distribution between two
random vertices in a recursive tree:
Theorem 4.1.6 (see [25, Theorem 6, 7] and the discussion above). Let v ∧w
be the lowest common ancestor (i.e. the vertex furthest away from the root
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that has both v and w as descendants) of two vertices v < w in a recursive
tree of size n with root 1. The distribution of d(1, v ∧ w) is independent of
w. Furthermore the limit distribution of the depth of v ∧ w, as v, w → ∞, is
Geom(1/2) and
E (d(1, n− 1 ∧ n)) = n− 2
n− 1 .
Now
E (d(1, v ∧ w)) = E (d(1, v ∧ v + 1)) = v − 1
v
= O(1).
Letting s = v ∧ w gives
|Hvw −H1w| = |Hvs +Hsw −H1s −Hsw|
= |Hv1 −Hs1 −H1s|
≤ Hv1 + 2(n− 1)d(1, s).
Hence
E (|Hvw −H1w|) ≤ E (Hv1) + 2(n− 1)E (d(1, s)) = O(n),
by Theorem 4.1.6 and (4.9). Markov’s inequality states that
Pr (|X| ≥ tE (|X|)) ≤ 1
t
.
Letting
X =
Hvw −H1w
2n
√
log n
and t = (log n)1/3 we see that
Hvw −H1w
2n
√
log n
P→ 0.
Since
H1w − 2n log n
2n
√
log n
d→ N(0, 1),
Slutsky’s theorem (see [21, Theorem 2.39]) gives
Hvw − 2n log n
2n
√
log n
d→ N(0, 1).
We state this result as
Theorem 4.1.7. The normalised hitting time between two random vertices
v and w in a random recursive tree converges weakly to the standard normal
distribution:
Hvw − 2n log n
2n
√
log n
d→ N(0, 1).
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We conclude this section by finding the asymptotic correlation between the
hitting time and the distance to and from the root.
Proposition 4.1.8. There is asymptotically no correlation between the hitting
time and distance to the root, that is corr (d(v, 1), Hv1) ∼
√
2
logn
. On the other
hand the hitting time and distance from the root are asymptotically perfectly
correlated, corr (d(1, v), H1v) ∼ 1.
Proof. It follows from (4.1) that
E(d(1, v)) =
n∑
j=2
1
j
= Hn − 1,
whereas
∂upn(u, y) =
1
n!
n−1∑
j=1
∂u
(
n− j + u2j−1y)∏
i6=j
(
n− i+ u2i−1y)
=
1
n!
n−1∑
j=1
(2j − 1)u2j−2y
n− j + u2j−1y
n−1∏
i=1
(
n− i+ u2i−1y) .
Now
∂2
∂y∂u
pn(u, y)
∣∣∣∣
u=1
=
1
n!
n−1∑
j=1
(n− j + y)(2j − 1)− (2j − 1)y
(n− j + y)2
n−1∏
i=1
(n− i+ y)
+
1
n!
n−1∑
j=1
(2j − 1)y
n− j + y
n−1∏
i=1
(n− i+ y)
n−1∑
k=1
1
n− k + y ,
so that
E (H1vd(1, v))
=
∂2
∂y∂u
pn(u, y)
∣∣∣∣
u=y=1
=
n−1∑
j=1
(
(n− j)(2j − 1)
(n− j + 1)2 +
2j − 1
n− j + 1(Hn − 1)
)
= −
n−1∑
j=1
2j − 1
(n− j + 1)2 +Hn
n−1∑
j=1
2j − 1
n− j + 1
= −2
(
n∑
j=1
H
(2)
j − n
)
+H(2)n − 1 +Hn
(
2
(
n∑
j=1
Hj − n
)
−Hn + 1
)
= −2 ((n+ 1)H(2)n −Hn − n)+H(2)n − 1 +Hn (2 (nHn +Hn − 2n)−Hn + 1)
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= (2n+ 1)H2n − 4nHn + 3Hn + 2n− (2n+ 1)H(2)n − 1.
Recall
E (H1v) = (2n+ 1)Hn − 4n+ 1
so that
cov (d(1, v), H1v) = (2n+ 3)Hn − 2n− (2n+ 1)H(2)n .
Finally
Var (d(1, v)) =
n∑
j=2
j − 1
j2
= Hn −H(2)n
and
Var (H1v) = (2n+ 1)(2n+ 5)Hn − (2n+ 1)2H(2)n − 6n(n+ 1)
implies
corr (d(1, v), H1v) ∼ 1.
Similarly
E (Hv1d(v, 1)) =
∂2
∂y∂u
qn(u, y)
∣∣∣∣
u=y=1
=
1
n!
n−1∑
j=1
(
(2j − 1)j
(j + 1)2
+
2j − 1
j + 1
(Hn − 1)
)
= 2nHn − 3H2n −Hn + 3H(2)n − 1,
so that
cov (d(v, 1), Hv1) = 2n− 5Hn + 3H(2)n .
Since
Var (Hv1) = 2n(n− 7) + 21Hn − 9H(2)n
we have
corr (d(v, 1), Hv1) ∼
√
2
log n
.

Recall that
Hxy = Hxx1 +Hx1x2 + . . .+Hxl−1y
for any path (x0 = x, x2, . . . , xl = y) in a tree where Hxi,xi+1 = 2|Txi:xi+1| − 1
and Txi:xi+1 is the subtree rooted at xi after the removal of the edge xixi+1.
Hence the previous proposition implies that for “nearly all” recursive trees the
order of the tree is not concentrated in a single branch attached to the root,
but is spread out over the remaining branches attached to the root.
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4.2 d-ary increasing trees
A d-ary tree is a rooted plane tree with the property that all of its nodes have
either d ≥ 2 children (internal nodes) or no children (external nodes). Note
that a d-ary tree with dn + 1 nodes has n internal nodes and (d − 1)n + 1
external nodes since the tree has dn edges and each internal node is connected
to its children by d edges. An increasing d-ary tree is a d-ary tree in which
the internal nodes are labelled in such a way that the labels increase along any
branch stemming from the root and the external nodes are left unlabelled.
There seems to be more results in the literature on recursive trees than on
d-ary increasing trees. Either way results on the height and level of nodes in
these trees appear in [14] and [38] respectively. Furthermore results on the
Wiener index and total path length of these trees appear in [34].
We denote the class of d-ary increasing trees with n internal vertices by Dn.
The root is labelled 1 and each label k = 2, . . . n can be attached in (d−1)(k−
1)+1 places (after k−1 labels have been attached we can attach the next label
in any of the (d−1)(k−1)+1 places an external node occupied). Hence
|Dn| =
n∏
k=2
((d− 1)(k − 1) + 1)
=
n−1∏
k=1
(k(d− 1) + 1) .
We mention that if d = 2 we get the class of binary increasing trees, which
frequently appear in applications. There are n! binary increasing trees of order
n. The rotation correspondence provides a correspondence between recursive
trees of order n+ 1 and binary increasing trees of order n. Order the children
of any node in a recursive tree increasingly from left to right according to their
label values. Remove the root and all connections to children that are not
leftmost children. Connect the siblings and perform a 45 degrees rotation, so
that the siblings in the recursive tree are now rightmost children in the binary
increasing tree. This correspondence is 1−1 since the process can be reversed.
Returning to the more general class of d-ary increasing trees we adopt the
convention |D0| = 1 to simplify calculations. Notice that any d-ary increasing
tree consists of a root appended to a rooted forest, where each of the d (possibly
empty) components is a subtree. The remaining labels can be distributed in(
n− 1
r1, . . . , rd
)
ways. Summing over all possible sizes of the subtrees yields
Dn := |Dn| =
∑
r1+r2+...+rd=n−1
(n− 1)!
r1! . . . rd!
Dr1 . . . Drd .
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Hence the exponential generating function
D(x) =
∞∑
n=0
Dn
xn
n!
satisfies D′(x) = D(x)d with solution
D(x) = (1− (d− 1)x)− 1d−1 .
Note that
Dn ∼ n! (d− 1)
n
Γ
(
1
d−1
) n 1d−1−1
by singularity analysis. We start by finding the joint probability generating
function of the depth and the hitting time to a random vertex.
Proposition 4.2.1. The joint probability generating function of the depth
d(1, v), of a random vertex v in a random d-ary increasing tree T , and the
hitting time H1v satisfies the recursion
En(u, y) :=
∑
l
∑
k
PrDn,v (d(1, v) = k,H1v = l)u
lyk
=
1
n
∏n−1
k=1 (k(d− 1) + 1)
∑
T∈Dn,i∈T
uH1iyd(1,i)
=
1
n
+
d
(d− 1)nAn
n−1∑
r=1
Aryu
2(n−r)−1Er
(
u, yu2(n−r)
)
(4.11)
for n ∈ N, where An := Dn(n−1)!(d−1)n .
Proof. Let B0 and Br be the events that the random vertex v is the root and
in a subtree of size r, attached to the root, respectively. By the law of total
probability
PrDn,v (d(1, v) = k,H1v = l) = Pr (d(1, v) = k,H1v = l|B0) Pr(B0)
+
n−1∑
r=1
Pr (d(1, v) = k,H1v = l|Br) Pr(Br),
(4.12)
where Pr(B0) = 1/n. Notice that, for subtrees attached to the root,
Pr(Br) =
r(# subtrees of size r ∈ Dn)
nDn
=
rd(# trees in Dn where fixed subtree has size r)
nDn
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=
rd
(
n− 1
r
)
Dr(n− r − 1)![xn−r−1]D(x)d−1
nDn
(4.13)
=
rd
(
n− 1
r
)
Dr(n− r − 1)!(d− 1)n−r−1
nDn
=
d
(d− 1)n
Ar
An
.
Now
PrDn,v (d(1, v) = k,H1v = l|B0) =
{
1 if k = l = 0
0 otherwise .
On the other hand, relabelling the vertices where necessary, we have
PrDn,v (d(1, v) = k,H1v = l|Br) = PrDr,v (d(1, v) = k + 1, H1v = m) ,
where m = 2(n− r)(k + 1)− 1 + l.
The result follows from equation (4.12) by working as in the last part of the
proof of Theorem 4.1.2.

Note in the previous theorem that
An = n
(
n− 1 + 1
d−1
n
)
∼ n
1
d−1
Γ
(
1
d−1
) , (4.14)
where the asymptotic equivalence follows from Stirling’s formula. We obtain
the following result for the probability generating function to the root.
Proposition 4.2.2. The joint probability generating function of the depth
d(v, 1), of a random vertex v in a random d-ary increasing tree T , and the
hitting time Hv1 satisfies the recursion
Fn(u, y) :=
∑
l
∑
k
PrDn,v (d(v, 1) = k,Hv1 = l)u
lyk
=
1
n
∏n−1
k=1 (k(d− 1) + 1)
∑
T∈Dn,i∈T
uHi1yd(i,1)
=
1
n
+
d
(d− 1)nAn
n−1∑
r=1
Aryu
2r−1Fr (u, y) (4.15)
for n ∈ N, where An := Dn(n−1)!(d−1)n .
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The proof of the previous proposition follows in the same manner as the deriva-
tion of equation (4.7). Now qn := ∂uFn(u, 1)
∣∣∣∣
u=1
satisfies the recursion
qn =
d
(d− 1)nAn
n−1∑
r=1
Ar(2r − 1 + qr).
Hence the generating function Q(x) :=
∑∞
n=1Anqnx
n satisfies the differential
equation
xQ′(x)− d
d− 1 ·
x
1− xQ(x) =
d
d− 1
∞∑
n=1
n−1∑
r=1
Ar(2r − 1)xn.
Now
d
dx
(
(1− x) dd−1Q(x)
)
=
d
d− 1(1− x)
d
d−1
∞∑
n=1
n−1∑
r=1
Ar(2r − 1)xn−1
so that
Q(x) =
d
d− 1(1− x)
− d
d−1
∫ x
0
(1− t) dd−1
∞∑
n=1
n−1∑
r=1
Ar(2r − 1)tn−1dt. (4.16)
Substituting
∞∑
n=1
n−1∑
r=1
Ar(2r − 1)xn−1
= 2
∞∑
n=1
n−1∑
r=1
r2Dr
r!(d− 1)rx
n−1 −
∞∑
n=1
n−1∑
r=1
rDr
r!(d− 1)rx
n−1
=
2x
1− x
d
dx
(
x
d
dx
(1− x)− 1d−1
)
− x
1− x
d
dx
(1− x)− 1d−1
=
x
1− x ·
1
d− 1(1− x)
− d
d−1 +
2d
(d− 1)2
x2
1− x(1− x)
1−2d
d−1
into (4.16) gives
Q(x)
=
d
d− 1(1− x)
− d
d−1
∫ x
0
(
t
(d− 1)(1− t) +
2d
(d− 1)2
(
t
1− t
)2)
dt
=
d
d− 1(1− x)
− d
d−1
[
1
d− 1(−x− log(1− x)) +
2d
(d− 1)2
(
x+
1
1− x + 2 log(1− x)
)
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− 2d
(d− 1)2
]
=
d
d− 1(1− x)
− d
d−1
(
2d
(d− 1)2 ·
1
1− x +
d+ 1
(d− 1)2x+
3d+ 1
(d− 1)2 log(1− x)−
2d
(d− 1)2
)
.
(4.17)
Differentiating both sides of
e(z+1) log(1−x)
−1
= (1− x)−z−1 =
∑
n
(
z + n
n
)
xn
w.r.t. z yields
−(1−x)−z−1 log(1−x) =
∑
n
(
z + n
n
)(
1
z + n
+
1
z + n− 1 + . . .+
1
z + 1
)
xn.
(4.18)
Hence
qn =
(n− 1)!(d− 1)n∏n−1
k=1 ((d− 1)k + 1)
· d
d− 1
[
d+ 1
(d− 1)2 (−1)
n−1
(− d
d−1
n− 1
)
+
2d
(d− 1)2 (−1)
n−1
(
1−2d
d−1
n− 1
)
− 3d+ 1
(d− 1)2
(
1
d−1 + n
n
)(
1
1
d−1 + n
+ . . .+
1
1
d−1 + 1
)]
=
1
n
(
1
d−1 + n− 1
n
) · d
(d− 1)3
[
(d+ 1)
(
d
d−1 + n− 2
n− 1
)
+ 2d
(
2d−1
d−1 + n− 2
n− 1
)
− (3d+ 1)
(
1
d−1 + n
n
)(
1
1
d−1 + n
+ . . .+
1
1
d−1 + 1
)]
=
d(d+ 1)
(d− 1)2 +
2d
d− 1
(
n+
1
d− 1
)
− d(3d+ 1)(1 + (d− 1)n)
n(d− 1)2
n∑
k=1
1
(d− 1)k + 1
=
2d
d− 1n−
d(3d+ 1)(1 + (d− 1)n)
n(d− 1)2
n∑
k=1
1
(d− 1)k + 1 +
d(d+ 3)
(d− 1)2 . (4.19)
We state this result as:
Proposition 4.2.3. The expected hitting time from a random vertex v to the
root in a random d-ary increasing tree of order n is
E (Hv1) =
2d
d− 1n−
d(3d+ 1)(1 + (d− 1)n)
n(d− 1)2
n∑
k=1
1
(d− 1)k + 1 +
d(d+ 3)
(d− 1)2
=
2d
d− 1n+O (log n) .
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We require the following lemma to find the expected hitting time from the
root.
Lemma 4.2.4. The expected depth of a random vertex v in a random d-ary
increasing tree of order n is
E (d(1, v)) = d
n∑
k=1
1
(d− 1)k + 1 −
d
d− 1 +
d
n(d− 1)
n∑
k=1
1
(d− 1)k + 1
=
d
d− 1 log n−
d
d− 1
(
1 +
Γ
′ ( d
d−1
)
Γ
(
d
d−1
) )+ o(1).
Proof. It follows from (4.15) that
gn := ∂yFn(1, y)
∣∣∣∣
y=1
= E (d(1, v))
satisfies the recursion
nAngn − d
d− 1
n−1∑
r=1
Argr =
d
d− 1
n−1∑
r=1
Ar,
where An :=
Dn
(n−1)!(d−1)n . Working exactly as we did to derive (4.17) we find
G(x) :=
∞∑
n=1
Angnx
n
= (1− x)− d(d−1) d
(d− 1)2 (− log(1− x)− x) . (4.20)
Equating the coefficients of xn yields
E (d(1, v)) =
1
n
(
1
d−1 + n− 1
n
) · d
(d− 1)2
[
−
(
d
d−1 + n− 2
n− 1
)
+
(
1
d−1 + n
n
)(
1
1
d−1 + n
+ . . .+
1
1
d−1 + 1
)]
= − d
d− 1 +
d(1 + (d− 1)n)
n(d− 1)
n∑
k=1
1
(d− 1)k + 1
=
d
d− 1
n∑
k=1
1
k + 1
d−1
− d
d− 1 +
d
n(d− 1)
n∑
k=1
1
(d− 1)k + 1 .
It follows from equation (4.18) that(
n+ 1
d−1
n
) n∑
k=1
1
k + 1
d−1
= [xn](1− x)− 1d−1−1 (− log(1− x)) ,
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where singularity analysis yields(
n+ 1
d−1
n
)
= [xn](1− x)− dd−1 ∼ n
d
d−1−1
Γ
(
d
d−1
)
and
[xn](1− x)− 1d−1−1 (− log(1− x)) = n
d
d−1−1
Γ
(
d
d−1
) log n(1− Γ′ ( dd−1)
Γ
(
d
d−1
)
log n
)
+ o(1)
so that the result follows. 
We have
E (H1v) = 2(n− 1)E (d(1, v))− E (Hv1)
=
d(1 + (d− 1)n)
n(d− 1)
n∑
k=1
1
(d− 1)k + 1
(
2(n− 1) + 3d+ 1
d− 1
)
− 4dn
d− 1 +
d(d− 5)
(d− 1)2
∼ 2d (1 + (d− 1)n)
d− 1
n∑
k=1
1
(d− 1)k + 1 −
4dn
d− 1
∼ 2dn
(
log n
d− 1 −
1
d− 1 ·
Γ
′ ( d
d−1
)
Γ
(
d
d−1
) )− 4dn
d− 1
∼ 2d
d− 1n log n−
2d
d− 1
(
2 +
Γ
′ ( d
d−1
)
Γ
(
d
d−1
) )n.
We state this result as:
Proposition 4.2.5. The expected hitting time from the root to a random vertex
v in a random d-ary increasing tree of order n is
E (H1v) =
d(1 + (d− 1)n)
n(d− 1)
n∑
k=1
1
(d− 1)k + 1
(
2(n− 1) + 3d+ 1
d− 1
)
− 4dn
d− 1 +
d(d− 5)
(d− 1)2
∼ 2d
d− 1n log n−
2d
d− 1
(
2 +
Γ
′ ( d
d−1
)
Γ
(
d
d−1
) )n.
We proceed to find the limiting distribution of the hitting time to the root.
Theorem 4.2.6. The s-th moment of the hitting time from a random vertex v
to the root in a random d-ary increasing tree of order n satisfies the asymptotic
formula
E(Hsv1) ∼ Csns,
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where the coefficients satisfy the recursion
Cs =
d
d− 1 ·
1
s
s−1∑
k=0
(
s
k
)
2s−kCk, C0 = 1,
with exponential generating function
C(x) :=
∞∑
s=0
Cs
xs
s!
= exp
(
d
d− 1
∞∑
n=1
(2x)n
n!n
)
.
Consequently, the normalised random variable Hv1
2n
converges weakly to the gen-
eralised Dickman distribution GD
(
d
d−1
)
.
Proof. Applying the Leibniz product rule to (4.15) yields
qn,s =
d
(d− 1)nAn
n−1∑
r=1
Ar
s∑
k=0
(
s
k
)
qr,k
s−k∏
i=1
(2r − i) (4.21)
where An :=
Dn
(n−1)!(d−1)n and qn,s := ∂
s
uFn(u, 1)
∣∣∣∣
u=1
. It follows from (4.17) that
Q1(x) =
x→1
2d2
(d− 1)3 (1− x)
− 2d−1
d−1 +O
(
(1− x)− dd−1 log(1− x)
)
where Qs(x) :=
∑∞
n=1Anqn,sx
n. We suppose
Qk(x) =
x→1
Lk
(1− x) (k+1)(d−1)+1d−1
+O
(
log(1− x)
(1− x) k(d−1)+1d−1
)
for k = 2, . . . , s − 1 and prove this result by induction for Qs(x). It follows
from (4.21) that
∞∑
n=1
nAnqn,sx
n− d
d− 1
∞∑
n=1
n−1∑
r=1
Arqr,sx
n =
d
d− 1
∞∑
n=1
n−1∑
r=1
Ar
s−1∑
k=0
(
s
k
)
qr,k
s−k∏
i=1
(2r−i)xn.
(4.22)
If k = 2, . . . , s− 1 we have
∞∑
n=1
Anqn,kn
s−kxn =
x→1
(x∂x)
s−k
(
Lk
(1− x) (k+1)(d−1)+1d−1
+O
(
log(1− x)
(1− x) k(d−1)+1d−1
))
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=
Lk
∏s
i=k+1
i(d−1)+1
d−1
(1− x) (s+1)(d−1)+1d−1
+O
(
log(1− x)
(1− x) s(d−1)+1d−1
)
,
implying
∞∑
n=1
n−1∑
r=1
Arqr,kr
s−kxn =
x
1− x
(
Lk
∏s
i=k+1
i(d−1)+1
d−1
(1− x) (s+1)(d−1)+1d−1
+O
(
log(1− x)
(1− x) s(d−1)+1d−1
))
.
It now follows from (4.22) that
Q′s(x)−
d
d− 1 ·
Qs(x)
1− x =
d
d− 1
s−1∑
k=0
2s−k
(
s
k
)
Lk
∏s
i=k+1
i(d−1)+1
d−1
(1− x) (s+2)(d−1)+1d−1
+O
(
log(1− x)
(1− x) (s+1)(d−1)+1d−1
)
implying
d
dx
(
(1− x) d(d−1)Qs(x)
)
=
d
d− 1
s−1∑
k=0
2s−k
(
s
k
)
Lk
∏s
i=k+1
i(d−1)+1
d−1
(1− x)s+1
+O
(
log(1− x)
(1− x)s
)
.
Now
Qs(x)
= (1− x)− d(d−1) d
d− 1
s−1∑
k=0
2s−k
(
s
k
)
Lk
∏s
i=k+1
i(d−1)+1
d−1
s(1− x)s +O
(
log(1− x)
(1− x)s−1
)
=
d
s(d− 1)
∑s−1
k=0 2
s−k
(
s
k
)
Lk
∏s
i=k+1
i(d−1)+1
d−1
(1− x) (s+1)(d−1)+1d−1
+O
(
log(1− x)
(1− x) s(d−1)+1d−1
)
=
Ls
(1− x) (s+1)(d−1)+1d−1
+O
(
log(1− x)
(1− x) s(d−1)+1d−1
)
,
completing the induction proof. Singularity analysis of Qs(x) gives
E(Hsv1) ∼ qn,s
∼ Γ
(
1
d−1
)
n
1
d−1
· Ls
Γ
(
(s+1)(d−1)+1
d−1
)n s(d−1)+1d−1
=
Ls∏s
i=0
i(d−1)+1
d−1
ns,
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where the coefficients Cj :=
Lj∏j
i=0
i(d−1)+1
d−1
satisfy the recursion
Cs =
d
d− 1 ·
1
s
s−1∑
k=0
(
s
k
)
2s−kCk, C0 = 1.
The exponential generating function C(x) :=
∑∞
n=0Cn
xn
n!
satisfies
xC ′(x) +
d
d− 1C(x) =
d
d− 1C(x)e
2x
so that
C ′(x)
C(x)
=
d
d− 1
(
e2x − 1
x
)
and hence since C(0) = 1,
C(x) = exp
(
d
d− 1
∫ x
0
e2t − 1
t
dt
)
= exp
(
d
d− 1
∞∑
n=1
(2x)n
n!n
)
.
Finally the coefficients
Ks :=
Cs
2s
=
d
d− 1 ·
1
s
s−1∑
k=0
(
s
k
)
Kk
have the exponential generating function
K(x) = exp
(
d
d− 1
∞∑
n=1
xn
n!n
)
= exp
(
d
d− 1
∫ x
0
et − 1
t
dt
)
,
equivalent to the moment generating function of the generalised Dickman dis-
tribution GD
(
d
d−1
)
(see [39]). 
Before we find the limiting distribution of the hitting time from the root, we
find the covariances of the hitting time from and to the root with the depth
respectively. Our strategy is to stay on the level of generating functions this
time. Let
F (x, u, y) =
∞∑
n=1
AnFn(u, y)x
n (4.23)
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be the generating function where x marks the joint probability distribution in
(4.15). We set
F ′(x, u, y) =
d
dx
F (x, u, y),
F (x) = F (x, u, y)
∣∣
u=y=1
and
F (x, u) = F (x, u, y)
∣∣
y=1
.
Rearranging the terms in (4.15) we find
∞∑
n=1
nAnFn(u, y)x
n =
∞∑
n=1
Anx
n +
d
d− 1
∞∑
n=1
n−1∑
r=1
yu2r−1ArFr(u, y)xn,
so that
xF ′(x, u, y) = x
d
dx
(1− x)− 1d−1 + yd
u(d− 1) ·
x
1− xF (xu
2, u, y)
=
x
d− 1(1− x)
− d
d−1 +
yd
u(d− 1) ·
x
1− xF (xu
2, u, y). (4.24)
Now
x∂yF
′(x, u, y)
∣∣
y=1
=
dx
u(d− 1)(1− x)F (xu
2, u, 1) +
dx
u(d− 1)(1− x)∂yF (xu
2, u, y)
∣∣
y=1
implies
x∂u
(
∂yF
′(x, u, y)
∣∣
y=1
) ∣∣∣∣∣
u=1
= − dx
u2(d− 1)(1− x)F (xu
2, u)
∣∣∣∣
u=1
+
dx
u(d− 1)(1− x) (∂uF (x, u) + 2uxF
′(x, u))
∣∣∣∣
u=1
− dx
u2(d− 1)(1− x)∂yF (xu
2, u, y)
∣∣
y=1
∣∣∣∣
u=1
+
dx
u(d− 1)(1− x)
(
∂u
(
∂yF (x, u, y)
∣∣
y=1
)
+ 2ux∂x
(
∂yF (x, u, y)
∣∣
y=1
))∣∣∣∣∣
u=1
. (4.25)
Setting
Fyu(x) = ∂u
(
∂yF (x, u, y)
∣∣
y=1
) ∣∣∣∣∣
u=1
we obtain from equation (4.25)
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F ′yu(x)−
d
(d− 1)(1− x)Fyu(x) = −
d (F (x)− Fu(x))
(d− 1)(1− x) +
2dx
(d− 1)(1− x)F
′(x)
− d
(d− 1)(1− x)Fy(x) +
2dx
(d− 1)(1− x)F
′
y(x),
where
F ′(x) =
d
dx
(
x
d− 1(1− x)
− d
d−1
)
=
1
d− 1(1− x)
− d
d−1 +
dx
(d− 1)2 (1− x)
− d
d−1−1,
Fu(x) = Q(x) in (4.17) and
Fy(x) =
d
(d− 1)2 (1− x)
− d
(d−1) (− log(1− x)− x) .
Hence
d
dx
(
(1− x) dd−1Fyu(x)
)
=
d
d− 1(1− x)
d
d−1
[
− x
(1− x)(d− 1)(1− x)
− d
d−1 +
Q(x)
1− x
+
2x
1− x
(
1
d− 1(1− x)
− d
d−1 +
dx
(d− 1)2 (1− x)
− d
d−1−1
)
− d
(d− 1)2 (1− x)
− d
d−1−1 (− log(1− x)− x)
+
2dx
(1− x)(d− 1)2
(
x(1− x)− dd−1
1− x +
d(1− x)− dd−1−1(−x− log(1− x))
d− 1
)]
=
d
d− 1
[
x
1− x
(
− 1
d− 1 +
d(d+ 1)
(d− 1)3 +
2
d− 1 +
d
(d− 1)2
)
+
1
(1− x)2
(
2d2
(d− 1)3 −
2d2x2
(d− 1)3 +
2dx2
(d− 1)2 +
2dx2
(d− 1)2
)
+
log(1− x)
1− x
(
d(3d+ 1)
(d− 1)3 +
d
(d− 1)2
)
− 2d
2
(1− x)(d− 1)3 −
2d2x log(1− x)
(d− 1)3(1− x)2
]
,
so that
Fyu(x) =
d
d− 1(1− x)
− d
d−1
[
2d2
(d− 1)3
(−2 log(1− x) + (x− 1) log2(1− x)− 2
2(1− x) + 1
)
+
2d2x
(d− 1)3(1− x) +
(
4d
(d− 1)2 −
2d2
(d− 1)3
)(
x+ (1− x)−1 + 2 log(1− x)− 1)
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− 1
2
(
d(3d+ 1)
(d− 1)3 +
d
(d− 1)2
)
log2(1− x)
− (x+ log(1− x))
(
1
d− 1 +
d(d+ 1)
(d− 1)3 +
d
(d− 1)2
)
+
2d2
(d− 1)3 log(1− x)
]
=
x→1
2d3
(d− 1)4 (1− x)
− d
d−1−1 (− log(1− x)) + 2d
2(d− 2)
(d− 1)4 (1− x)
− d
d−1−1
+O
(
log2(1− x)(1− x)− dd−1
)
. (4.26)
Singularity analysis of (4.26) gives
[xn]Fyu(x) ∼ 2d
3
Γ
(
d
d−1 + 1
)
(d− 1)4n
d
d−1 log n
+
(
2d2(d− 2)
(d− 1)4 −
2d3Γ′
(
d
d−1 + 1
)
Γ
(
d
d−1 + 1
)
(d− 1)4
)
n
d
d−1
Γ
(
d
d−1 + 1
) .
Recalling that
An =
n
1
d−1
Γ
(
1
d−1
) (1 +O(1/n)) ,
it follows that
E (Hv1d(v, 1)) ∼ 2d
2
(d− 1)2n log n+
(
2d(d− 2)
(d− 1)2 −
2d2Γ′
(
d
d−1 + 1
)
Γ
(
d
d−1 + 1
)
(d− 1)2
)
n
and as a consequence of Proposition 4.2.3 and Lemma 4.2.4 we have
cov (d(v, 1), Hv1) ∼
(
2d(d− 2)
(d− 1)2 +
2d2
(d− 1)2
)
n =
4d
d− 1n.
We state this result as:
Proposition 4.2.7. The covariance of the hitting time from a random vertex
v to the root and the distance from v to the root, in a random d-ary increasing
tree of order n, is
cov (d(v, 1), Hv1) ∼ 4d
d− 1n.
We now require the second moment of the depth to find
E (H1vd(v, 1)) = 2(n− 1)E
(
d(v, 1)2
)− E (Hv1d(v, 1)) . (4.27)
Taking the partial derivative w.r.t. y twice in (4.24) and setting u = y = 1
gives
xF ′yy(x)−
dx
(d− 1)(1− x)Fyy(x) =
2dx
(d− 1)(1− x)Fy(x).
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Solving for Fyy(x) yields
Fyy(x) =
2d2
(d− 1)3 (1− x)
− d
d−1
∫ x
0
(1− t)−1(− log(1− t)− t)dt
=
2d2
(d− 1)3 (1− x)
− d
d−1
(
1
2
log2(1− x) + log(1− x) + x
)
. (4.28)
Singularity analysis of (4.28) gives
[xn]Fyy(x) ∼ d
2
Γ
(
d
d−1
)
(d− 1)3n
1
d−1 log2 n
(
1− 2Γ
′ ( d
d−1
)
Γ
(
d
d−1
) · 1
log n
)
− 2d
2
Γ
(
d
d−1
)
(d− 1)3n
1
d−1 log n+O
(
n
1
d−1
)
,
implying
E (d(v, 1)(d(v, 1)− 1))
=
d2
(d− 1)2 log
2 n
(
1− 2Γ
′ ( d
d−1
)
Γ
(
d
d−1
) · 1
log n
)
− 2d
2
(d− 1)2 log n+O (1) .
It now follows from Lemma 4.2.4 that
Var (d(v, 1)) ∼ d
d− 1 log n. (4.29)
We also obtain, from (4.27)
E (H1vd(v, 1)) =
2d2
(d− 1)2n log
2 n+ 2n log n
(
− 2d
2Γ′
(
d
d−1
)
(d− 1)2Γ ( d
d−1
) − 3d2
(d− 1)2 +
d
d− 1
)
+ o(n log n)
and since
E (H1v)E (d(v, 1))
=
2d2
(d− 1)2n log
2 n− 2d
2
(d− 1)2
(
3 +
2Γ′
(
d
d−1
)
Γ
(
d
d−1
) )n log n+ o(n log n)
we have cov (d(v, 1), H1v) ∼ 2dd−1n log n. We state this result as:
Proposition 4.2.8. The covariance of the hitting time from the root to a
random vertex v and the distance of the root to v, in a random d-ary increasing
tree of order n, is
cov (d(v, 1), H1v) ∼ 2d
d− 1n log n.
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Our next step is to find the limiting distribution of the hitting time from the
root. We start by finding the limiting distribution of the depth. We can solve
for F (x, y) by setting u = 1 in (4.24):
F (x, y) =
(1− x)− dyd−1
d− 1
∫ x
0
(1− t) d(y−1)d−1 dt
=
(1− x)− dyd−1 − (1− x)− 1d−1
dy − 1 .
It follows from singularity analysis that
[xn](1− x)− 1d−1 = O
(
1√
n
[xn](1− x)− dyd−1
)
,
for y sufficiently close to 1. Hence
[xn]F (x, y) =
1
dy − 1[x
n](1− x)− dyd−1
(
1 +O
(
n−
1
2
))
and it follows from [17, Theorem IX.11] that
d(1, v)− d
d−1 log n√
d
d−1 log n
d→ N(0, 1).
In particular
2nd(1, v)− 2d
d−1n log n
2n
√
d
d−1 log n
d→ N(0, 1). (4.30)
Now
H1v − 2dd−1n log n
2n
√
d
d−1 log n
=
2nd(1, v)− 2d
d−1n log n
2n
√
d
d−1 log n
− Hv1 + 2d(1, v)
2
√
d
d−1n log n
,
where it follows from Proposition 4.2.3 that
− Hv1 + 2d(1, v)
2
√
d
d−1n
√
log n
P→ 0.
Finally it follows from Slutsky’s theorem (see [21, Theorem 2.39]) that
H1v − 2dd−1n log n
2n
√
d
d−1 log n
d→ N(0, 1).
We state this result as:
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Theorem 4.2.9. The normalised hitting time from the root to a random vertex
v, in a random d-ary increasing tree of size n, converges weakly to the standard
normal distribution:
H1v − 2dd−1n log n
2n
√
d
d−1 log n
d→ N(0, 1).
We also have:
Theorem 4.2.10. The normalised hitting time between two random vertices
v and w in a random d-ary increasing tree of size n converges weakly to the
standard normal distribution:
Hvw − 2dd−1n log n
2n
√
d
d−1 log n
d→ N(0, 1).
Proof. The proof follows in the same way as that of Theorem 4.1.7 since a
similar result as Theorem 4.1.6 (see [25, Theorem 7]) holds for d-ary increasing
trees. 
4.3 Generalised plane oriented recursive
trees
A plane oriented recursive tree, also called a PORT, is a rooted plane tree in
which the internal nodes are labelled in such a way that the labels increase
along any branch stemming from the root. Results on the depth and path
length of PORTs are known and appear in [29] and [40].
We denote the class of PORTs by
P = ∪n≥1Pn,
where Pn is the class of PORTs of order n, |P0| = 0 and |P1| = 1. Notice that
Pn := |Pn| = (2n− 3)!! for n ≥ 2. Indeed each vertex with label k = 2, . . . , n
can be attached in 2k − 3 places: We can attach k to k − 1 possible vertices,
where the sum of the out-degrees of these vertices is k−2. Moreover if a vertex
has out-degree l ≥ 0, a new vertex can be attached to the vertex in l+ 1 ways.
Hence there are k− 1 + k− 2 = 2k− 3 places to insert k. Multiplying over all
values of k gives us the result for Pn. The result for Pn can alternatively be
derived from the exponential generating function
P (x) :=
∞∑
n=1
Pn
xn
n!
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after noticing
Pn =
n−1∑
j=1
∑
r1+...+rj=n−1
r1,...,rj≥1
(n− 1)!
r1! . . . rj!
Pr1 . . . Prj (4.31)
for n ≥ 2, which holds since any PORT of size n consists of a root appended
to a rooted forest, where each component is a PORT. Now
∞∑
n=1
Pn
(n− 1)!x
n−1 = 1 +
∞∑
n=2
n−1∑
j=1
∑
r1+...+rj=n−1
r1,...,rj≥1
1
r1! . . . rj!
Pr1 . . . Prjx
n−1
= 1 +
∞∑
n=1
n∑
j=1
∑
r1+...+rj=n
r1,...,rj≥1
1
r1! . . . rj!
Pr1 . . . Prjx
n,
implying
P ′(x) =
1
1− P (x) .
Solving for P (x) gives ∫ x
0
P ′(t)(1− P (t))dt = x, (4.32)
so that
P (x) = 1−√1− 2x
=
∞∑
n=1
(2n− 3)!!
n!
xn.
Notice that
(2n− 3)!! = n!21−nCn,
where Cn is the shifted Catalan number
Cn :=
1
n
(
2n− 2
n− 1
)
.
More generally we can assign a weight
w(T ) =
∏
v∈T
φd+(v) =
∏
j≥0
φ
Dj(T )
j ,
for T ∈ P , where d+(v) denotes the out-degree of vertex v and Dj(T ) the
number of vertices in T with j children. We now have the probability distri-
bution
pin(T ) =
w(T )∑
T∈Pn w(T )
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on the class of PORTs of order n. A generalised plane oriented recursive tree,
also called a GPORT, is a weighted PORT, where the vertices have the weight
sequence
φj =
(
α + j − 1
j
)
.
We denote the class of GPORTs by
G = ∪n≥1Gn,
where Gn is the class of GPORTs of order n. The case α = 1 assigns a weight
of 1 to each tree so that the class of GPORTs reduces to the class of PORTs
in this case. Let
Gn =
∑
T∈Pn
∏
j≥1
(
α + j − 1
j
)Dj(T )
be the sum of the weights of GPORTs of order n, with associated exponential
generating function
G(x) :=
∞∑
n=1
Gn
xn
n!
.
It follows as in (4.31) that
Gn =
n−1∑
j=1
(
α + j − 1
j
) ∑
r1+...+rj=n−1
r1,...,rj≥1
(n− 1)!
r1! . . . rj!
Gr1 . . . Grj (4.33)
for n ≥ 2, implying
G′(x) = 1 +
∞∑
n=2
n−1∑
j=1
(
α + j − 1
j
) ∑
r1+...+rj=n−1
r1,...,rj≥1
1
r1! . . . rj!
Gr1 . . . Grjx
n−1
= 1 +
∞∑
n=1
n∑
j=1
(
α + j − 1
j
) ∑
r1+...+rj=n
r1,...,rj≥1
1
r1! . . . rj!
Gr1 . . . Grjx
n
=
∞∑
n=0
(
α + n− 1
n
)
G(x)n
= (1−G(x))−α.
Solving for G(x), as in (4.32) gives,
G(x) = 1− (1− (α + 1)x) 1α+1 . (4.34)
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In particular the sum of the weights of GPORTs of size n are
Gn = n!(−1)n−1(α + 1)n
(
1
α+1
n
)
(4.35)
=
n−1∏
k=1
(k(α + 1)− 1)
∼ −n! (α + 1)n n
− 1
α+1
−1
Γ
(− 1
α+1
) ,
where the asymptotic equivalence follows from singularity analysis of (4.34).
Our first step is to find a recursion for the joint probability generating function
of the depth to a random vertex and the hitting time from the root to a random
vertex.
Proposition 4.3.1. The joint probability generating function of the depth
d(1, v), of a random vertex v in a random GPORT T , and the hitting time
H1v satisfies the recursion
Kn(u, y) :=
∑
l
∑
k
PrGn,v (d(1, v) = k,H1v = l)u
lyk
=
1
n
∏n−1
k=1 (k(α + 1)− 1)
∑
T∈Gn,i∈T
uH1iyd(1,i)
=
1
n
+
α
(α + 1)nEn
n−1∑
r=1
Eryu
2(n−r)−1Kr
(
u, yu2(n−r)
)
(4.36)
for n ∈ N, where En := Gn(α+1)n(n−1)! .
Proof. The proof is similar to that of Proposition 4.2.1. Define the events
B0 and Br, r = 1, . . . , n − 1 as in the proof of Proposition 4.2.1. As before
Pr(B0) = 1/n whereas
Pr (Br) =
n−1∑
k=1
Pr (Br,k) ,
where Br,k is the event that the random vertex v is in a subtree of size r,
attached to the root with out-degree k.
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It follows in a similar manner as in (4.13) that
Pr (Br,k) =
(
α + k − 1
k
)
rk
(
n− 1
r
)
Gr(n− r − 1)![xn−r−1]G(x)k−1
nGn
=
1
nGn
·
(
α + k − 1
k
)
rk
(n− 1)!
r!
Gr
·
∑
r1+...+rk−1=n−r−1
r1,...,rk−1≥1
∏r1−1
i=1 (i(α + 1)− 1) . . .
∏rk−1−1
i=1 (i(α + 1)− 1)
r1! . . . rk−1!
.
Now
Pr (Br) =
(n− 1)!rGr
nGnr!
n−2∑
k=0
(k + 1)
(
α + k
k + 1
)
·
∑
r1+...+rk=n−r−1
r1,...,rk≥1
∏r1−1
i=1 (i(α + 1)− 1) . . .
∏rk−1
i=1 (i(α + 1)− 1)
r1! . . . rk!
=
α(n− 1)!rGr
nGnr!
∞∑
k=0
(
α + k
k
)
·
∑
r1+...+rk=n−r−1
r1,...,rk≥1
∏r1−1
i=1 (i(α + 1)− 1) . . .
∏rk−1
i=1 (i(α + 1)− 1)
r1! . . . rk!
,
where
∞∑
m=0
∞∑
k=0
(
α + k
k
) ∑
r1+...+rk=m
r1,...,rk≥1
∏r1−1
i=1 (i(α + 1)− 1) . . .
∏rk−1
i=1 (i(α + 1)− 1)
r1! . . . rk!
xm
=
∞∑
k=0
(
α + k
k
)(
1− (1− (α + 1)x) 1α+1
)k
= (1− (α + 1)x)−1 .
Hence
Pr (Br) =
α(n− 1)!rGr
nGnr!
(α + 1)n−r−1 =
αEr
(α + 1)nEn
,
where
En :=
Gn
(α + 1)n(n− 1)! .
The final part of the proof of this proposition follows exactly as before. 
Equivalently one obtains:
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Proposition 4.3.2. The joint probability generating function of the depth
d(1, v), of a random vertex v in a random GPORT T , and the hitting time
Hv1 satisfies the recursion
Ln(u, y) :=
∑
l
∑
k
PrGn,v (d(1, v) = k,Hv1 = l)u
lyk
=
1
n
∏n−1
k=1 (k(α + 1)− 1)
∑
T∈Gn,i∈T
uHi1yd(1,i)
=
1
n
+
α
(α + 1)nEn
n−1∑
r=1
Eryu
2r−1Lr (u, y) (4.37)
for n ∈ N, where En := Gn(α+1)n(n−1)! .
It follows from (4.35) that
En = −n
(
n− 1− 1
α+1
n
)
∼ − n
− 1
α+1
Γ
(− 1
α+1
) . (4.38)
Hence En = −An if α = −d, where An is defined in the previous section as in
(4.14). Now the recursions for GPORTs in (4.36) and (4.37) are identical to
the recursions for d-ary increasing trees in (4.11) and (4.15) if α = −d. Since
they have the same initial value they must be identical in this case. Hence all
the results in the previous section hold for GPORTs as well if we substitute
α = −d. We state the main results here.
Proposition 4.3.3. The expected hitting time from a random vertex v to the
root in a random GPORT of order n is
E (Hv1) =
2α
α + 1
n− α(3α− 1)((α + 1)n− 1)
n(α + 1)2
n∑
k=1
1
k(α + 1)− 1 +
α(α− 3)
(α + 1)2
=
2α
α + 1
n+O (log n) .
Proposition 4.3.4. The expected hitting time from the root to a random vertex
v in a random GPORT of order n is
E (H1v) =
α((α + 1)n− 1)
(α + 1)n
n∑
k=1
1
k(α + 1)− 1
(
2(n− 1) + 3α− 1
α + 1
)
− 4αn
α + 1
+
α(α + 5)
(α + 1)2
∼ 2α
α + 1
n log n− 2α
α + 1
(
2 +
Γ
′ ( α
α+1
)
Γ
(
α
α+1
) )n.
Theorem 4.3.5. The s-th moment of the hitting time from a random vertex
v to the root in a random GPORT of order n satisfies the asymptotic formula
E(Hsv1) ∼ Csns,
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where the coefficients satisfy the recursion
Cs =
α
α + 1
· 1
s
s−1∑
k=0
(
s
k
)
2s−kCk, C0 = 1,
with exponential generating function
C(x) :=
∞∑
s=0
Cs
xs
s!
= exp
(
α
α + 1
∞∑
n=1
(2x)n
n!n
)
.
Consequently, the normalised random variable Hv1
2n
converges weakly to the gen-
eralised Dickman distribution GD
(
α
α+1
)
.
Theorem 4.3.6. The normalised hitting time from the root to a random vertex
v, in a random GPORT of size n, converges weakly to the standard normal
distribution:
H1v − 2αα+1n log n
2n
√
α
α+1
log n
d→ N(0, 1).
Theorem 4.3.7. The normalised hitting time between two random vertices v
and w in a random GPORT of size n converges weakly to the standard normal
distribution:
Hvw − 2αα+1n log n
2n
√
α
α+1
log n
d→ N(0, 1).
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