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Abstract
This paper is concerned with the large time behaviour of solutions to the Cauchy problem of
the following nonlinear parabolic equations:
ut ¼ Du þ Fðu; Dxu; D2xuÞ; uARn;
uðt; xÞjt¼0 ¼ u0ðxÞ; xARN ; NX1:
(
Under the optimal growth conditions on the smooth nonlinear function Fðu; Dxu; D2xuÞ; we
obtain the global existence results to the above Cauchy problem. The inﬂuence of the
nonlinear function Fðu; Dxu; D2xuÞ on the large time behaviour of the global smooth solution
uðt; xÞ is also studied.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction and the statement of our main results
In this paper, we are concerned with the large time behaviour of solutions to the
following nonlinear parabolic equations:
ut ¼ Du þ Fðu; Dxu; D2xuÞ; uARn; xARN ; t40 ð1:1Þ
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with initial data
uðt; xÞjt¼0 ¼ u0ðxÞ; xARN ; NX1: ð1:2Þ
Here uðt; xÞ ¼ ðu1ðt; xÞ;y; unðt; xÞÞT is the unknown vector,
Dxu ¼ ð @u@x1;y; @u@xNÞ;
D2xu ¼ ð @
2u
@xj@xj
; i; j ¼ 1; 2;y; NÞ;
(
and the nonlinear function
Fðu; Dxu; D2xuÞ ¼ ðF1ðu; Dxu; D2xuÞ;y; Fnðu; Dxu; D2xuÞÞT
is a vector-valued function which is sufﬁciently smooth on the domain under
consideration.
The Cauchy problem (1.1), (1.2) has been studied by many authors and a lot of
good results have been obtained (a complete literature in this direction is beyond the
scope of this paper; however, we want to mention [1–45] and the references cited
therein). To go directly to the main points of the present paper, in what follows we
only review some former results which are closely related to our main results: First,
the problem for the global smooth solvability of the above Cauchy problem has been
thoroughly studied by Fujita [10], Klainerman [24], Klainerman and Ponce [25], Li
and Chen [26], Ponce [30], Zheng [42,43], Zheng and Chen [44,45] (for a somewhat
complete literature in this direction, see the references cited in [26,42]). Their results
show that if the smooth nonlinear function Fðu; Dxu; D2xuÞ satisﬁes
Fðu; Dxu; D2xuÞ ¼ Oð1Þjujm1 jDxujm2 jD2xujm3 ð1:3Þ
as ðu; Dxu; D2xuÞ-ð0; 0; 0Þ with
Nðm1 þ m2 þ m3Þ4N þ 2; ð1:4Þ
then for sXN þ 4; there exist two sufﬁciently small positive constants d; Eðp1Þ such
that if
u0ðxÞAL1-HsðRN ;RnÞ ð1:5Þ
with
jju0ðxÞjjHs-L1pdE; ð1:6Þ
the Cauchy problem (1.1), (1.2) admits a unique global solution uðt; xÞ and uðt; xÞ
satisﬁes the following decay estimate:
jjuðt; xÞjjXpOð1Þ: ð1:7Þ
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Here
jjuðt; xÞjjX :¼
X2
k¼0
t
k
2jjDkuðt; xÞjjL1
þ
X2
k¼0
fð1þ tÞNþ2k4 jjDkuðt; xÞjjL2 þ ð1þ tÞ
Nþk
2 jjDkuðt; xÞjjLNg
þ
Xs
k¼3
ð1þ tÞk2jjDkuðt; xÞjjL2
þ
Z t
0
Xsþ1
k¼1
ð1þ tÞk1jjDkuðt; xÞjj2L2 dt
 !1
2
: ð1:8Þ
Here and in what follows, Dkuðt; xÞ will be used to denote the set of all kth order
partial derivatives of uðt; xÞ with respect to the space variables x:
Second, for the study of the inﬂuence of the nonlinear function Fðu; Dxu; D2xuÞ on
the large time behaviour of solutions to the Cauchy problem (1.1), (1.2), Bricmont
et al. [1] have obtained that if the nonlinear function Fðu; Dxu; D2xuÞ; which is
assumed to be analytic with respect to its arguments, satisﬁes (1.3) with
Nm1 þ ðN þ 1Þm2 þ ðN þ 2Þm34N þ 2; ð1:9Þ
then under certain smallness conditions on the initial data u0ðxÞ; the Cauchy
problem (1.1), (1.2) admits a unique global smooth solution uðt; xÞ and the
asymptotics of uðt; xÞ is given by %jðt; xÞ with
%jðt; xÞ :¼ ð %j1ðt; xÞ;y; %jnðt; xÞÞT ;
%jjðt; xÞ :¼ djð4ptÞ
N
2 expðjxj24t Þ;
dj :¼
R
RN u0jðxÞ dx; j ¼ 1; 2;y; n:
8><
>>: ð1:10Þ
To describe their result precisely, as in [1], we only consider the one-dimensional
case. In such a case, the smallness condition imposed on the initial data u0ðxÞ in [1]
becomes
jjju0ðxÞjjj :¼ sup
x
ð1þ jxj4Þðjuˆ0ðxÞj þ juˆ00ðxÞjÞoe ð1:11Þ
for some e40 and the estimates they got on the difference between uðt; xÞ and %jðt; xÞ
reads
lim
t-N
t1djjjuðt; 
 t12Þ  %jðt; 
 t
1
2Þjjj ¼ 0 ð1:12Þ
for each given d40:
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From the above mentioned two results, one can easily ﬁnd that:
(i) In [1], the authors got their global existence result under a rather weaker
assumption on the growth of Fðu; Dxu; D2xuÞ as ðu; Dxu; D2xuÞ-ð0; 0; 0Þ: But due to
their method, the assumption that Fðu; Dxu; D2xuÞ is analytic with respect to its
arguments cannot be weakened. Can this quite restrictive regularity assumption
imposed on the nonlinear function Fðu; Dxu; D2xuÞ be weakened while the same
global solvability result still holds?
(ii) In [1], the smallness conditions imposed by the authors on the initial data u0ðxÞ
is quite restrictive. Can these assumptions be relaxed?
(iii) Although estimate (1.12) gives the genuine asymptotic behaviour of the
solution uðt; xÞ; we note that, at least in the L2-setting, the decay estimates (1.12) they
obtained are not optimal. Then a natural question is: which are the optimal decay
estimates and how to get them?
(iv) From estimates (1.7) and (1.8), it is easy to see that for all kth ðkp2Þ order
derivatives of uðt; xÞ with respect to x; generally speaking, (1.7) gives the optimal
decay estimates. Can these estimates be obtained under the weaker assumption (1.3)
and (1.9) and how to get the improved decay estimates for kX3?
(v) In all the above results, they did not give any information on the inﬂuence of
the smooth nonlinear function Fðu; Dxu; D2xuÞ on the large time behaviour of the
corresponding global smooth solution uðt; xÞ: Then a natural question is, in which
way, does the smooth nonlinear function Fðu; Dxu; D2xuÞ affect the decay estimates of
uðt; xÞ?
What we are interested in this paper is to give a somewhat complete answer to the
above mentioned problems.
Before stating our main results in this paper, noticing from the facts that
Fðu; Dxu; D2xuÞ is a sufﬁciently smooth with respect to its arguments and from
assumptions (1.3) and (1.9), we can decompose Fðu; Dxu; D2xuÞ further into
Fðu; Dxu; D2xuÞ ¼
X6
j¼1
Fjðu; Dxu; D2xuÞ ð1:13Þ
such that
F1ðu; Dxu; D2xuÞ ¼ Oð1Þjuj2þ½
2
N
;
F2ðu; Dxu; D2xuÞ ¼ Oð1Þjuj1þ½
1
N
jDxuj;
F3ðu; Dxu; D2xuÞ ¼ Oð1ÞjujjD2xuj;
F4ðu; Dxu; D2xuÞ ¼ Oð1ÞjDxuj2;
F5ðu; Dxu; D2xuÞ ¼ Oð1ÞjDxujjD2xuj;
F6ðu; Dxu; D2xuÞ ¼ Oð1ÞjD2xuj2
8>>>>>>><
>>>>>>:
ð1:14Þ
as ðu; Dxu; D2xuÞ-ð0; 0; 0Þ:
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Next we introduce some notations. For each positive integer s satisfying
sXN þ 4; ð1:15Þ
as in [42], we deﬁne the following fundamental Banach space:
XT :¼ vðt; xÞ
vðt; xÞACð½0; T ; Hs-L1Þ-L2ð½0; T ;
Hsþ1Þ-Cðð0; T ; W 2;1Þ
jjvjjXToþN

8><
>:
9>=
>; ð1:16Þ
whose norm jj 
 jjXT is deﬁned by
jjvjjXT :¼ sup
0otpT
jjvðt; xÞjjX : ð1:17Þ
Here jjvðt; xÞjjX is deﬁned by (1.8).
Furthermore, we deﬁne ST ;e; a closed convex subspace of XT ; as in the following:
ST ;e :¼ fvðt; xÞ j vðt; xÞAXT ; vðt; xÞjt¼0 ¼ u0ðxÞ; jjvjjXTpeg: ð1:18Þ
It is not so difﬁcult to see that ST ;e is not empty. Thus, it is a nontrivial closed convex
subspace of XT and consequently ST ;e is a Banach space.
Under the above notations, our global existence result for the Cauchy problem
(1.1), (1.2) can be stated as in the following
Theorem 1.1 (Global existence result). Let s be the positive integer chosen above and
assume that the nonlinear function Fðu; Dxu; D2xuÞACs1 and satisfy (1.3) and (1.9).
Then for each u0ðxÞAHs-L1ðRN ;RnÞ with jju0ðxÞjjHs-L1 sufficiently small, the
Cauchy problem (1.1), (1.2) admits a unique global smooth solution uðt; xÞAST ;e which
satisfies the decay estimates (1.7).
Remark 1.1. From the results stated in Theorem 1.1, we can deduce that to
guarantee the global smooth solvability, we only need to assume that FACs1; which
is the same as those needed in [26,42]. But compared with the results obtained in
[26,42], we only ask the nonlinear function Fðu; Dxu; D2xuÞ to satisfy a somewhat
weaker growth condition (1.3), (1.9).
Furthermore, we have, on the one hand, from the fact that Fðu; Dxu; D2xuÞ is
superlinear with respect to its arguments, the most general assumptions imposed on
the order of the growth of the nonlinear functions Fiðu; Dxu; D2xuÞ ði ¼ 1; 2; 3; 4; 5; 6Þ
are quadratic. But on the other hand, the results obtained by Fujita [10] and Weissler
[39] showed that the order of the growth of the nonlinear function F1ðu; Dxu; D2xuÞ
listed in ð1:14Þ1 cannot be relaxed any longer and for NX2; the order of growth of
the nonlinear function Fiðu; Dxu; D2xuÞ ði ¼ 2; 3; 4; 5; 6Þ are indeed quadratic. Thus in
this sense, the growth condition we imposed on the nonlinear function
Fðu; Dxu; D2xuÞ are optimal at least for NX2:
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Note also that when F does not depend on u explicitly, our Theorem 1.1 is
precisely the results obtained by Zheng [43].
From the decay estimates (1.7) obtained in Theorem 1.1 and the standard
interpolation techniques, we can immediately get the following Lp ð1pppNÞ decay
estimates on Dkuðt; xÞ for kp2:
jjDkuðt; xÞjjLppCðtÞð1þ tÞ
Nþk
2
þN
2p; tXt40: ð1:19Þ
Here t40 is any ﬁxed sufﬁciently small constant.
The main purpose of our next theorem is to show that (1.19) holds also for
0pkps  2 ½N
2
:
Theorem 1.2 (Higher order decay estimates of the solutions). Under the assumptions
listed in Theorem 1.1, we have for tXt40 that (1.19) holds for each nonnegative
integer 0pkps  2 ½N2 ; 1pppN:
Our next result shows that, generally speaking, estimates (1.19) are optimal, i.e.
Theorem 1.3 (Lower bounds of the temporal decay estimates). In addition to the
conditions stated in Theorem 1.1, we assume further thatZ
RN
ð1þ jxjÞðju0ðxÞj þ jDu0ðxÞjÞ dxoN ð1:20Þ
and that there exists a %kAf1; 2;y; ng and a time-independent constant L040 such that
for t41
Z
RN
u0 %kðxÞ dx þ
Z t
0
Z
RN
F %kðu; Dxu; D2xuÞðs; xÞ dx ds

XL040; ð1:21Þ
then for each nonnegative integer 0pkps  1; we have
jjDkuðt; xÞjjL2X %L0ðT1Þð1þ tÞ
Nþ2k
4 : ð1:22Þ
Here T141 is a suitably large, fixed constant which will be specified later and %L0 is a
positive constant which may depend on L0 and is determined by (5.37).
Remark 1.2. When
R
RN u0 %kðxÞ dx ¼ 0; if we assume further that F %kðu; Dxu; D2xuÞX0
and F %kðu; Dxu; D2xuÞ ¼ 0 if and only if ðu; Dxu; D2xuÞ ¼ ð0; 0; 0Þ; then assumption
(1.21) is easily seen to be satisﬁed and in this case the constant L0 can be chosen as
L0 :¼
Z 1
0
Z
RN
F %kðu; Dxu; D2xuÞðs; xÞ dx ds40: ð1:23Þ
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Remark 1.3. Theorem 1.3 means that, generally speaking, estimates (1.19) cannot be
improved any longer.
Remark 1.4. It is worth to point out that when
Fðu; Dxu; D2xuÞ ¼ jujm41u;
at least for nonnegative integrable initial data, we can get the optimal temporal
decay estimates for the corresponding Cauchy problem provided that m441þ 2N
which is necessary and sufﬁcient to guarantee that the corresponding Cauchy
problem admits a unique global smooth solution.
Remark 1.5. In Theorems 1.2 and 1.3, we can only get the corresponding results in
the L2ðRN ;RnÞ setting. It would be of some interest to get the corresponding results
in the L1ðRN ;RnÞ setting and we hope that we can come back to tackle such a
problem in the near future.
Remark 1.6. In this paper, we can get the optimal decay estimates for uðt; xÞ but how
to describe its asymptotic proﬁle remains an open question. When the nonlinear
function F depends either only on u or only on ru; some results concerning the
asymptotic behavior of the corresponding global solution, including higher order
asymptotics, have been obtained in [2,3,8,9,14,22,23,27,31,35,38,40]. It would be of
some interesting to extend these results to our case.
Our ﬁnal theorem in this paper is focus on giving some sufﬁcient conditions to
guarantee the improvement of the decay estimates (1.19). Before stating such a
result, we ﬁrst list some further technical assumptions.
First, to simplify the presentation, we assume that Fðu; Dxu; D2xuÞ can be
decomposed into
Fðu; Dxu; D2xuÞ ¼
X2
i¼0
Giðu; Dxu; D2xuÞ ð1:24Þ
which satisfy
Giðu; Dxu; D2xuÞ ¼ Oð1ÞjDixujAi ; i ¼ 0; 1; 2 ð1:25Þ
as ðu; Dxu; D2xuÞ-ð0; 0; 0Þ and
Ai41þ Nþ72ðNþiÞ; No4; i ¼ 0; 1; 2;
AiXNþ12 ; NX4; i ¼ 0; 1; 2:
(
ð1:26Þ
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Second, we assume
u0ðxÞAW Nþ1;1-W Nþ1;NðRN ;RnÞ;R
RN ð1þ jxjÞ2Nþ3jDiu0ðxÞj2 dxoN; i ¼ 0; 1; 2:
(
ð1:27Þ
Under the above assumptions, we have
Theorem 1.4 (The improvement of the decay estimate (1.19)). In addition to the
assumptions listed in (1.26) and (1.27), if we assume further that
sXmax N þ 3þ N
2
 
; N þ 4
 
ð1:28Þ
and there exists a %kAf1; 2;y; Ng such that
Z þN
N
Fðu; Dxu; D2xuÞðt; xÞ dx %k ¼ 0: ð1:29Þ
Then for each nonnegative integer 0pkps  3 ½N
2
; 1pppN; we have
jjDkðuðt; xÞ  jðt; xÞÞjjLppCðtÞð1þ tÞ
Nþkþ1
2
þN
2p; tXt40: ð1:30Þ
Here jðt; xÞ is the unique global smooth solution to the linear part of the corresponding
Cauchy problem (1.1), (1.2), i.e.
jt ¼ Dj; xARN ; t40;
jðt; xÞjt¼0 ¼ u0ðxÞ:
(
Remark 1.7. It is easy to see that assumptions (1.29) implyZ
RN
Fðu; Dxu; D2xuÞðt; xÞ dx ¼ 0:
Combining the above observation with Remark 1.2, we can deduce that
assumption (1.21), which is imposed to get estimate (1.22), seems reasonable and
in fact, in the one-dimensional case, it is a sufﬁcient and necessary condition to
guarantee estimate (1.22).
Remark 1.8. In our present paper, our results are based on the assumption that the
nonlinear function F is sufﬁciently smooth with respect to its arguments. For the
corresponding results under less regularity assumptions on F ; we refer the interested
reader to [7–9,11,12,21] and the references cited therein.
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Remark 1.9. It is worth to point out that it was in estimating the following terms:
Z t
2
0
ðt  sÞ
Nþkþ1
2
þN
2pjjhlðs; xÞjjL1 ds; l ¼ 1; 2
that we asked further that the initial data u0ðxÞ belong to W Nþ1;1-W Nþ1;NðRN ;RnÞ:
Here hiðt; xÞ ði ¼ 1; 2Þ are deﬁned by (6.27) and (6.28), respectively.
Note that if we assume that the smooth nonlinear function Fðu; Dxu; D2xuÞ satisﬁes
Fðu; ðð1Þ1þdi %k vi; i ¼ 1; 2;y; NÞ; ðð1Þ1þdi %kþdj %k vij; i; j ¼ 1; 2;y; NÞÞ
¼ Fðu; ðvi; i ¼ 1; 2;y; NÞ; ðvij ; i; j ¼ 1; 2;y; NÞÞ ð1:31Þ
and the initial data u0ðxÞ satisﬁes
u0ðx1;y; x %k1;x %k; x %kþ1;y; xNÞ ¼ u0ðx1;y; x %k1; x %k; x %kþ1;y; xNÞ; ð1:32Þ
we can easily deduce that the solution uðt; xÞ to the Cauchy problem (1.1), (1.2)
satisﬁes
uðt; x1;y; x %k1;x %k; x %kþ1;y; xNÞ ¼ uðt; x1;y; x %k1; x %k; x %kþ1;y; xNÞ: ð1:33Þ
Here
dij ¼
0; iaj;
1; i ¼ j:
(
Eqs. (1.33) and (1.31) imply that Fðu; Dxu; D2xuÞðt; xÞ is an odd function with respect
to x %k; i.e.,
Fðu; Dxu; D2xuÞðt; x1;y; x %k1;x %k; x %kþ1;y; xNÞ
¼ Fðu; Dxu; D2xuÞðt; x1;y; x %k1; x %k; x %kþ1;y; xNÞ: ð1:34Þ
Thus (1.29) follows easily and we have
Corollary 1.1. In addition to assumptions (1.26) and (1.27), we assume further that
(1.31)–(1.32) also hold. Then the results stated in Theorem 1.4 follows.
Remark 1.10. For the following general nonlinear parabolic equations,
ut 
XN
i;j¼1
aijðu; Dxu; D2xuÞuxixj ¼ Fðu; Dxu; D2xuÞ ð1:35Þ
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with
XN
i;j¼1
aijxixjXdjxj2; xARN ; d40; ð1:36Þ
we can always rewrite it as in the following:
ut 
XN
i;j¼1
aijð0; 0; 0Þuxixj ¼ %Fðu; Dxu; D2xuÞ
and consequently, through the method of the change of variables, we can ﬁnally get
that
ut ¼ Du þ Fðu; Dxu; D2xuÞ: ð1:37Þ
Note that if Fðu; Dxu; D2xuÞ satisﬁes (1.3) and (1.9), we can easily verify that
Fðu; Dxu; D2xuÞ satisﬁes (1.3) and (1.9). Thus our results in this paper can be applied
to the Cauchy problem (1.35), (1.2) provided that Fðu; Dxu; D2xuÞ satisﬁes (1.3) and
(1.9). It is worth to point out that such a result cannot be obtained by employing the
results obtained in [26,42].
Remark 1.11. It would be of some interest to get the corresponding results under
some weaker smallness assumptions on the initial data. As a progress in this
direction, when Fðu; Dxu; D2xuÞ does not depend on D2xu explicitly, we can get the
same results while we only ask the initial data u0ðxÞ to be small in LqðRN ;RnÞ: Here
q41 is a constant determined by Fðu; DxuÞ: (For details, see [41].)
Remark 1.12. Our method was motivated by the work of Li and Chen [26] and
Zheng [42], which is a modiﬁcation of a method previously introduced by
Matsumura and Nishida [28] for the global smooth solutions to the compressible
Navier–Stokes equations. Our main observation in this paper is that jjDiuðt; xÞjjLp
decays faster than jjDjuðt; xÞjjLp ð1pppNÞ if i4j; and the main novelty of our
present paper is to make use of these difference fully. We are convinced that such an
observation can be used to tackle the corresponding problems of the damped
nonlinear wave equations and some improved results can also be obtained. Such a
problem will be our research in the future.
Remark 1.13. If u0ðxÞAHN-L1ðRN ;RnÞ with jju0ðxÞjjHN-L1 sufﬁciently small, then
all the results obtained in this paper hold for each kAZþ:
This paper is arranged as in the following: After this introduction and the
statement of our main results, which constitutes Section 1, we give some preliminary
lemmas in Section 2. The proof of Theorems 1.1–1.4 are given in Sections 3–6,
respectively.
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Notations. Throughout this paper, aði; jÞ is a function deﬁned by
aði; jÞ :¼ 1
2
ði  jÞð1þ sign ði  jÞÞ: ð1:38Þ
e will be used to denote a sufﬁciently small generic positive constant, dðeÞ stands for a
generic positive constant which tends to zero as e-0þ; Cð
Þ represents a generic
positive constant depending only on the arguments listed in the parenthesis, and the
symbol Oð1Þ will be used to denote a generic constant depending at most on those
quantities t; k; p; etc., appeared in Theorems 1.1–1.4, and Corollary 1.1. Note also
that all the above constants may vary from line to line.
2. Preliminary lemmas
In this section, we give some basic estimates for our later use. To this end, let
Kðt; xÞ be the fundamental solution associated with the operator
@
@t

XN
j¼1
@2
@x2j
:
That is, Kðt; xÞ is an n-vector whose jth component is
kjðt; xÞ ¼ ð4ptÞ
N
2 exp jxj
2
4t
 !
: ð2:1Þ
It is easy to verify that for each nonnegative integer k; 1pppN;
jjDkKðt; xÞjjLppOð1Þt
Nþk
2
þN
2p: ð2:2Þ
Combining (2.2) with Hausdorff–Young’s inequality, we can arrive at
Lemma 2.1. For each nonnegative integer k; 0psot; 1pppN; we have
jjDkðKðt  s; xÞ*uðs; xÞÞjjLp
pOð1Þðt  sÞ i2ð1þ t  sÞ
jþN
2
þN
2pðjjDjuðs; xÞjjLp þ jjuðs; xÞjjL1Þ: ð2:3Þ
Here iX0; jX0; i þ j ¼ k:
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Lemma 2.2. Suppose that Fðv; Dxv; D2xvÞ satisfies (1.3) and (1.9), then we have
jjDkFðv; Dxv; D2xvÞðt; xÞjjLp
pOð1Þ
X
n1þn2þn3pk
Y3
j¼1
jjDj1vðt; xÞjjaðmj ;njÞþnjLN
 !

Y3
j¼1
jjDj1vðt; xÞjj
Plj
i¼1
aj
i
s
j
i
k
LN jjDkþj1vðt; xÞjj
Plj
i¼1
aj
i
s
j
i
k
Lp
 !
: ð2:4Þ
Here aji ; s
j
i; nj ði ¼ 1; 2;y; lj; j ¼ 1; 2; 3Þ satisfy
1psj1os
j
2o?os
j
lj
pk; j ¼ 1; 2; 3;
ajiX1 if ljX1; i ¼ 1; 2;y; lj; j ¼ 1; 2; 3;Plj
i¼1
aji ¼ nj; j ¼ 1; 2; 3;
P3
j¼1
Plj
i¼1
ajis
j
i ¼ k:
8>>>>>><
>>>>>:
ð2:5Þ
Proof. Since
DkFðu; v; wÞ ¼
X
n1þn2þn3pk Cðn1; n2; n3ÞD
n1
u D
n2
v D
n3
w Fðu; v; wÞ

Yl1
i¼1 ðD
s1i uÞa1i
Yl2
i¼1 ðD
s2i vÞa2i
Yl3
i¼1 ðD
s3
i wÞa3i ;
we have
jjDkFðv; Dxv; D2xvÞðt; xÞjjLppOð1Þ
X
n1þn2þn3pk
Y3
j¼1 jjD
j1vðt; xÞjjaðmj ;njÞLN

X3
j¼1
Ylj
i¼1 jD
s
j
i
þj1vðt; xÞjaji
  
Lp
: ð2:6Þ
Here aji ; s
j
i; lj; nj ði ¼ 1; 2;y; lj ; j ¼ 1; 2; 3Þ satisfy (2.5).
Letting
p
j
i ¼
pk
ajis
j
i
ði ¼ 1; 2;y; lj; j ¼ 1; 2; 3Þ;
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we get from the Ho¨lder’s inequality that
Y3
j¼1
Ylj
i¼1
jDsjiþj1vðt; xÞjaji




Lp
pOð1Þ
Y3
j¼1
Ylj
i¼1
jjjDsjiþj1vðt; xÞjaji jj
L
p
j
i
¼Oð1Þ
Y3
j¼1
Ylj
i¼1
jjDsjiþj1vðt; xÞjj
L
pk
s
j
i
: ð2:7Þ
On the other hand, from the Gagliardo–Nirenberg’s inequality, we arrive at
jjDsjiþj1vðt; xÞjj
L
pk
s
j
i
pOð1ÞjjDj1vðt; xÞjj1
s
j
i
k
LN jjDkþj1vðt; xÞjj
s
j
i
k
Lp : ð2:8Þ
Substituting (2.7) and (2.8) into (2.6), we get that
jjDkFðv; Dxv; D2xvÞðt; xÞjjLppOð1Þ
X
n1þn2þn3pk
Y3
j¼1
jjDj1vðt; xÞjjaðmj ;njÞLN

Y3
j¼1
Ylj
i¼1
jjDj1vðt; xÞjja
j
i
a
j
i
s
j
i
k
LN jjDkþj1vðt; xÞjj
aj
i
s
j
i
k
Lp
pOð1Þ
X
n1þn2þn3pk
Y3
j¼1
jjDj1vðt; xÞjjaðmj ;njÞþnjLN
 !

Y3
j¼1
jjDj1vðt; xÞjj
Plj
i¼1
aj
i
s
j
i
k
LN
 
 jjDkþj1vðt; xÞjj
Plj
i¼1
aj
i
s
j
i
k
Lp
!
: ð2:9Þ
This is (2.4) and completes the proof of Lemma 2.2. &
With Lemma 2.2 in hand, we now turn to obtain some useful estimates which will
play an important role in deducing our main results.
First for the L2-norm estimates, we have
Lemma 2.3 (L2-norm estimates). Suppose that vðt; xÞAST ;e and that Fðv; Dxv; D2xvÞ
satisfies (1.3) and (1.9), we have
jjDkFðv; Dxv; D2xvÞðt; xÞjjL2pOð1Þð1þ tÞa1
k
2e2; 0pkps  2;
jjDs1Fðv; Dxv; D2xvÞðt; xÞjjL2pOð1Þð1þ tÞa1
s1
2 e2
þOð1Þð1þ tÞN2 ejjDsþ1vðt; xÞjjL2 :
8>>><
>>:
ð2:10Þ
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Furthermore, for k ¼ 0; 1; ð2:10Þ1 can be improved into
jjFðv; Dxv; D2xvÞðt; xÞjjL2pOð1Þð1þ tÞa1
N
4 e2;
jjDFðv; Dxv; D2xvÞðt; xÞjjL2pOð1Þð1þ tÞ
Nþ2
4
minfa1;Nþ44 ge2:
8<
: ð2:11Þ
Here
a1 ¼ N
2
þmin N
2
2
N
 
;
1
2
þ N
2
1
N
  
: ð2:12Þ
Proof. Since from (1.14) and the deﬁnition of ST ;e; (2.11) can be veriﬁed directly, we
only pay our attention to (2.10).
First for kps  2; we have from (2.6) and (1.8) that
jjDkFðv; Dxv; D2xvÞðt; xÞjjL2
pOð1Þ
X
n1þn2þn3pk
Y3
j¼1
jjDj1vðt; xÞjjaðmj ;njÞþnjLN
 !

Y3
j¼1
jjDj1vðt; xÞjj
Plj
i¼1
s
j
i
aj
i
k
LN jjDkþj1vðt; xÞjj
Plj
i¼1
aj
i
s
j
i
k
L2
 !
pOð1Þ
X
n1þn2þn3pk
ð1þ tÞ
P3
j¼1
Nþj1
2
aðmj ;njÞþnj
Plj
i¼1
aj
i
s
j
i
k
 

P3
j¼1
kþj1
2
Plj
i¼1
aj
i
s
j
i
k e2
pOð1Þð1þ tÞ
P3
j¼1
Nþj1
2
mjþN2
k
2e2: ð2:13Þ
Due to (1.14), we know that
X3
j¼1
N þ j  1
2
mjX
N
2
þ a1 ð2:14Þ
and, consequently, ð2:10Þ1 follows from (2.13) and (2.14).
As for k ¼ s  1; we have from Lemma 2.2 that
jjDs1Fðv; Dxv; D2xvÞðt; xÞjjL2pOð1ÞjjDD2xvFðv; Dxv; D2xvÞðt; xÞjjLN jjDsþ1vðt; xÞjjL2
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þ Oð1Þ
X
n1þn2þn3ps1
Y3
j¼1
jjDj1vðt; xÞjjaðmj ;njÞLN
 !

Y3
j¼1
Ylj
i¼1
jDsjiþj1vðt; xÞjaji




L2
:¼ I1 þ I2: ð2:15Þ
Here aji ; s
j
i; lj; nj ði ¼ 1; 2;y; lj ; j ¼ 1; 2; 3Þ satisfy
1psj1os
j
2o?os
j
lj
ps  1; j ¼ 1; 2;
1ps31os32o?os3l3ps  2; a
j
iX1 if ljX1; i ¼ 1; 2;y; lj; j ¼ 1; 2;Plj
i¼1
aji ¼ nj; j ¼ 1; 2; 3;
P3
j¼1
Plj
i¼1
ajis
j
i ¼ s  1:
8>>>>>><
>>>>>>:
ð2:16Þ
Since s3l3ps  2; similar to the proof of Lemma 2.2, we have that
I2pOð1Þð1þ tÞa1
s1
2 e2: ð2:17Þ
Furthermore,
I1pOð1Þjjvðt; xÞjjm1LN jjDxvðt; xÞjjm2LN jjD2xvðt; xÞjjaðm3;1ÞLN jjDsþ1vðt; xÞjjL2
pOð1Þð1þ tÞN2 m1Nþ12 m2Nþ22 aðm3;1ÞejjDsþ1vðt; xÞjjL2
pOð1Þð1þ tÞN2 ejjDsþ1vðt; xÞjjL2 : ð2:18Þ
Substituting (2.17) and (2.18) into (2.15), we get ð2:10Þ2: This completes the proof
of Lemma 2.3. &
Second, we consider the LN-norm estimates. For results in this direction, we get
Lemma 2.4 (LN-norm estimates). Under the conditions stated in Lemma 2.3, we have
jjDkFðv; Dxv; D2xvÞðt; xÞjjLNpOð1Þð1þ tÞa1
k
2
N
4 e2; 0pkps  N  2: ð2:19Þ
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Furthermore, for k ¼ 0; 1; (2.19) can be improved into
jjFðv; Dxv; D2xvÞðt; xÞjjLNpOð1Þð1þ tÞa1
N
2 e2;
jjDFðv; Dxv; D2xvÞðt; xÞjjLNpOð1Þð1þ tÞ
Nþ1
2
min a1;Nþ44
 
e2:
8<
: ð2:20Þ
Proof. We only prove (2.19) since (2.20) can be veriﬁed easily. To this end, we have
from the proof of Lemma 2.3 that
jjDkðv; Dxv; D2xvÞðt; xÞjjLN
pOð1Þ
X
n1þn2þn3pk
Y3
j¼1 jjD
j1vðt; xÞjjaðmj ;njÞLN
Y3
j¼1
Ylj
i¼1
 jjDsjiþj1vðt; xÞjja
j
i
LN ; ð2:21Þ
where aji; s
j
i; lj ði ¼ 1; 2;y; lj; j ¼ 1; 2; 3Þ satisfy (2.5).
Since 0pkps  N  2; we have from the Gagliardo–Nirenberg’s inequality that
jjDsjiþj1vðt; xÞjjLNpjjDj1vðt; xÞjj
1s
j
i
k
LN jjDkþj1vðt; xÞjj
s
j
i
k
LN ;
i ¼ 1; 2;y; lj; j ¼ 1; 2; 3;
jjDkþj1vðt; xÞjjLNpjjDkþj1vðt; xÞjj
1
2
L2
jjDNþkþj1vðt; xÞjj
1
2
L2
:
8>><
>>:
ð2:22Þ
Inserting (2.22) into (2.21), we deduce from (1.9) that
jjDkFðv; Dxv; D2xvÞðt; xÞjjLN
pOð1Þ
X
n1þn2þn3pk
Y3
j¼1 jjD
j1vðt; xÞjjaðmj ;njÞLN

Y3
j¼1
Ylj
i¼1 jjD
j1vðt; xÞjja
j
i
ð1s
j
i
k
Þ
LN jjDkþj1vðt; xÞjj
aj
i
s
j
i
2k
L2
jjDNþkþj1vðt; xÞjj
aj
i
s
j
i
2k
L2
pOð1Þð1þ tÞ
P3
j¼1
Nþj1
2
aðmj ;njÞ
P3
j¼1
Plj
i¼1
Nþj1
2
aj
i
1s
j
i
k
 
þkþj1
2
aj
i
s
j
i
2k
þNþkþj1
2
aj
i
s
j
i
2k
h i
e2
pOð1Þð1þ tÞ
P3
j¼1
Nþj1
2
mjk2þ
N
4 e2: ð2:23Þ
Combining (2.23) with (2.14), we can get (2.19) easily. This completes the proof of
Lemma 2.4. &
Finally, we are concerned with the L1-norm estimates.
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Lemma 2.5 (L1-norm estimates). Under the assumptions stated in Lemma 2.3, we
have
jjFðv; Dxv; D2xvÞðt; xÞjjL1pOð1Þð1þ tÞa1e2;
jjDFðv; Dxv; D2xvÞðt; xÞjjL1pOð1Þð1þ tÞ
1
2
min a1;Nþ44
 
e2:
8<
: ð2:24Þ
Eq. (2.24) can be veriﬁed easily and, thus, we omit the details.
To prove Theorem 1.1, we must give some estimates on the difference of the
solutions to the Cauchy problem (1.1), (1.2). To this end, for each
v1ðt; xÞ; v2ðt; xÞAST ;e; we assume that uiðt; xÞ ði ¼ 1; 2Þ are the corresponding
solutions to the following Cauchy problems
uit ¼ Dui þ Fðvi; Dxvi; D2i viÞ;
uið0; xÞ ¼ u0ðxÞ; i ¼ 1; 2:
(
ð2:25Þ
Setting
uðt; xÞ ¼ u1ðt; xÞ  u2ðt; xÞ;
vðt; xÞ ¼ v1ðt; xÞ  v2ðt; xÞ;
(
ð2:26Þ
we can deduce easily that uðt; xÞ satisﬁes the following Cauchy problem:
ut ¼ Du þ Fðv1; Dxv1; D2xv1Þ  Fðv2; Dxv2; D2xv2Þ;
uð0; xÞ ¼ 0:
(
ð2:27Þ
Letting
%Fðt; xÞ ¼ Fðv1; Dxv1; D2xv1Þ  Fðv2; Dxv2; D2xv2Þ; ð2:28Þ
we have the following L2-norm estimates
Lemma 2.6 (L2-norm estimates). Suppose that viðt; xÞAST ;e ði ¼ 1; 2Þ and that the
smooth nonlinear function Fðv; Dxv; D2xvÞ satisfies (1.3) and (1.9), then we have
jjDk %Fðt; xÞjjL2pOð1Þð1þ tÞa1
k
2ejjvjjX ; 0pkps  2;
jjDs1 %Fðt; xÞjjL2pOð1Þð1þ tÞa1
s1
2 ejjvjjX
þ Oð1Þð1þ tÞN2 ejjDsþ1vðt; xÞjjL2
þ Oð1Þð1þ tÞN2 jjvjjX ðjjDsþ1v1ðt; xÞjjL2 þ jjDsþ1v2ðt; xÞjjL2Þ:
8>>>><
>>>>:
ð2:29Þ
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Furthermore, for k ¼ 0; 1; ð2:29Þ1 can be improved into
jj %Fðt; xÞjjL2pOð1Þð1þ tÞa1
N
4 ejjvjjX ;
jjD %Fðt; xÞjjL2pOð1Þð1þ tÞ
Nþ2
4
minfa1;Nþ44 gejjvjjX :
8<
: ð2:30Þ
For the LN-norm estimates, we have
Lemma 2.7 (LN-norm estimates). Under the conditions of Lemma 2.6, we have
jjDk %Fðt; xÞjjLNpOð1Þð1þ tÞa1
k
2
N
4 ejjvjjX ; 0pkps  N  2: ð2:31Þ
Furthermore, for k ¼ 0; 1; (2.31) can be improved into
jj %Fðt; xÞjjLNpOð1Þð1þ tÞa1
N
2 ejjvjjX ;
jjD %Fðt; xÞjjLNpOð1Þð1þ tÞ
Nþ1
2
min a1;Nþ44
 
ejjvjjX :
8<
: ð2:32Þ
The last lemma is concerned with the L1-norm estimates, i.e.,
Lemma 2.8 (L1-norm estimates). Under the assumptions listed in Lemma 2.6, we have
jj %Fðt; xÞjjL1pOð1Þð1þ tÞa1ejjvjjX ;
jjD %Fðt; xÞjjL1pOð1Þð1þ tÞ
1
2min a1;
Nþ4
4
 
ejjvjjX :
8<
: ð2:33Þ
The proof of Lemmas 2.6–2.8 is similar to that of Lemmas 2.3–2.5. Thus we omit
the details.
To conclude this section, we cite the following fundamental results.
Lemma 2.9. Let a; b and g be positive constants, 0pto1; tX2t: ThenZ t
t
ð1þ t  sÞað1þ sÞb ds ¼ Oð1Þð1þ tÞminfa;bg ð2:34Þ
if maxfa; bg41; Z t
t
ð1þ t  sÞað1þ sÞb ds ¼ Oð1Þð1þ tÞ1ab ð2:35Þ
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if maxfa; bgo1; aþ b41;
Z t
2
t
ð1þ t  sÞbð1þ sÞg ds ¼ Oð1Þð1þ tÞa ð2:36Þ
if apb; apgþ b 1; ga1; or if aob; apbþ g 1; g ¼ 1;Z t
t
2
ð1þ t  sÞbð1þ sÞg ds ¼ Oð1Þð1þ tÞa ð2:37Þ
if apg; apgþ b 1; ba1; or if aog; apbþ g 1; b ¼ 1:
3. The proof of Theorem 1.1
This section is devoted to proving Theorem 1.1. The proofs are motivated by Li
and Chen [26] and Zheng [42] and are based on the contraction mapping principle.
To this end, for each vðt; xÞAST ;e; we use uðt; xÞ to denote the unique global smooth
solution to the Cauchy problem of the following nonhomogeneous linear equation:
ut ¼ Du þ Fðv; Dxv; D2xvÞ;
uð0; xÞ ¼ u0ðxÞ
(
ð3:1Þ
and deﬁne the operator T as in the following
uðt; xÞ ¼ Tðvðt; xÞÞ: ð3:2Þ
From the Duhamel principle, we have
uðt; xÞ ¼Tðvðt; xÞÞ ¼ Kðt; xÞ*u0ðxÞ þ
Z t
0
Kðt  s; xÞ*Fðv; Dxv; D2xvÞðs; xÞ ds
:¼ uIðt; xÞ þ uIIðt; xÞ: ð3:3Þ
Here * denotes the convolution in x; taken componentwise.
For such an operator T ; we ﬁrst have
Lemma 3.1. If jju0ðxÞjjHs-L1 and e are sufficiently small, the operator T maps ST ;e into
itself.
Proof. First similar to that of [42], we have
jjuIjjXTpOð1Þjju0ðxÞjjHs-L1 ; ð3:4Þ
which means that uIðt; xÞAST ;e provided that jju0ðxÞjjHs-L1 is sufﬁciently small. Such
a fact also implies that ST ;e is nonempty.
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Now we turn to get some estimates on uIIðt; xÞ: To make the presentation easy to
read, we divide it into three steps.
The first step: Energy norm estimates.
We ﬁrst estimate jjDkuIIðt; xÞjjL2 ; k ¼ 0; 1; 2:
When k ¼ 0; we get from Lemma 2.1, (2.11) and (2.24) that
jjuIIðt; xÞjjL2pOð1Þ
Z t
2
0
ð1þ t  tÞN4 jjFðv; Dxv; D2xvÞðt; xÞjjL1-L2 dt
þ Oð1Þ
Z t
t
2
jjFðv; Dxv; D2xvÞðt; xÞjjL2 dt
pOð1Þ
Z t
2
0
ð1þ t  tÞN4 ðð1þ tÞa1N4 þ ð1þ tÞa1Þ dt
(
þ
Z t
t
2
ð1þ tÞa1N4 dt
)
e2
pOð1Þð1þ tÞN4 e2: ð3:5Þ
Here we have used the fact that a141:
When k ¼ 1; we have from Lemma 2.1, (2.11) and (2.24) that
jjDuIIðt; xÞjjL2pOð1Þ
Z t
2
0
ð1þ t  tÞNþ24 ðjjFðv; Dxv; D2xvÞðt; xÞjjL1
þ jjDFðv; Dxv; D2xvÞðt; xÞjjL2Þ dt
þ Oð1Þ
Z t
t
2
ðt  tÞ12jjFðv; Dxv; D2xvÞðt; xÞjjL2 dt
pOð1Þ
Z t
2
0
ð1þ t  tÞNþ24 ðð1þ tÞa1 þ ð1þ tÞNþ24 minfa1;Nþ44 gÞ dt
(
þ
Z t
t
2
ðt  tÞ12ð1þ tÞa1N4 dt
)
e2
pOð1Þð1þ tÞNþ24 e2: ð3:6Þ
As to k ¼ 2; we have from Lemma 2.1, (2.10), (2.11) and (2.24) that
jjD2uIIðt; xÞjjL2pOð1Þ
Z t
2
0
ð1þ t  tÞNþ44 ðjjFðv; Dxv; D2xvÞðt; xÞjjL1
þ jjD2Fðv; Dxv; D2xvÞðt; xÞjjL2Þ dt
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þ Oð1Þ
Z t
t
2
ðt  tÞ12jjDFðv; Dxv; D2xvÞðt; xÞjjL2 dt
pOð1Þ
Z t
2
0
ð1þ t  tÞNþ44 ðð1þ tÞa1 þ ð1þ tÞa11Þ dt
(
þ
Z t
t
2
ðt  tÞ12ð1þ tÞNþ24 minfa1;Nþ44 g dt
)
e2
pOð1Þð1þ tÞNþ44 e2: ð3:7Þ
In summing up, we get that
jjDkuIIðt; xÞjjL2pOð1Þð1þ tÞ
Nþ2k
4 e2; 0pkp2: ð3:8Þ
Noticing also that uIIðt; xÞ solves the Cauchy problem
ðuIIÞt ¼ DuII þ Fðv; Dxv; D2xvÞ;
uIIð0; xÞ ¼ 0:
(
ð3:9Þ
For each 0pkps; multiplying ð3:9Þ1 by ðD2kuIIðt; xÞÞT and integrating the
resulting equation with respect to x over RN ; we have from some integrations by
parts that
d
dt
jjDkuIIðt; xÞjj2L2 þ 2jjDkþ1uIIðt; xÞjj2L2
¼ 2
Z
RN
ðDkuIIðt; xÞÞT DkFðv; Dxv; D2xvÞðt; xÞ dx: ð3:10Þ
Adding (3.10) with respect to k from 0 to s; we get from the Cauchy-Schwarz
inequality that
d
dt
Xs
k¼0
jjDkuIIðt; xÞjj2L2
( )
þ
Xsþ1
k¼1
jjDkuIIðt; xÞjj2L2
p2
Z
RN
juIIðt; xÞjjFðv; Dxv; D2xvÞðt; xÞj dx þ
Xs1
k¼0
jjDkFðv; Dxv; D2xvÞðt; xÞjj2L2 : ð3:11Þ
Multiplying (3.10) by dktk and adding the results with respect to k from 1 to s deduce
d
dt
Xs
k¼1
dktkjjDkuIIðt; xÞjj2L2
( )

Xs
k¼1
kdktk1jjDkuIIðt; xÞjj2L2
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þ
Xs
k¼1
2dktkjjDkþ1uIIðt; xÞjj2L2
¼ 2
Xs
k¼1
dktk
Z
RN
ðDkþ1uIIðt; xÞÞT Dk1Fðv; Dxv; D2xvÞðt; xÞ dx
pOð1Þ
Xs
k¼1
tkjjDk1Fðv; Dxv; D2xvÞðt; xÞjj2L2 þ
Xs
k¼1
dkþ1tkjjDkþ1uIIðt; xÞjj2L2 : ð3:12Þ
Due to

Xs
k¼1
kdktk1jjDkuIIðt; xÞjj2L2 þ
Xs
k¼1
2dktkjjDkþ1uIIðt; xÞjj2L2
¼ djjDuIIðt; xÞjj2L2
þ
Xs1
k¼1
ð2 ðk þ 1ÞdÞdktkjjDkþ1uIIðt; xÞjj2L2 þ 2dstsjjDsþ1uIIðt; xÞjj2L2 ; ð3:13Þ
we have from (3.12) and (3.13) that
d
dt
Xs
k¼1
dktkjjDkuIIðt; xÞjj2L2
( )
 djjDuIIðt; xÞjj2L2
þ
Xs1
k¼1
ð2 ðk þ 2ÞdÞdktkjjDkþ1uIIðt; xÞjj2L2
þ ð2 dÞdstsjjDsþ1uIIðt; xÞjj2L2pOð1Þ
Xs
k¼1
tkjjDk1Fðv; Dxv; D2xvÞðt; xÞjj2L2 : ð3:14Þ
If we chose d40 sufﬁciently small such that
do 1
k þ 2; k ¼ 1; 2;y; s; ð3:15Þ
we have from (3.14) and (3.15) that
d
dt
Xs
k¼1
dktkjjDkuIIðt; xÞjj2L2
( )
 1
2
jjDuIIðt; xÞjj2L2 þ
Xs
k¼1
dktkjjDkþ1uIIðt; xÞjj2L2
pOð1Þ
Xs
k¼1
tkjjDk1Fðv; Dxv; D2xvÞðt; xÞjj2L2 : ð3:16Þ
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Adding (3.11)–(3.16) and integrating the results with respect to t from 0 to t; we
deduce
Xs
k¼0
ð1þ tkÞjjDkuIIðt; xÞjj2L2 þ
Xs
k¼0
Z t
0
ð1þ tkÞjjDkþ1uIIðt; xÞjj2L2 dt
pOð1Þ
Z t
0
Z
RN
juIIðt; xÞjjFðv; Dxv; D2xvÞðt; xÞj dx dt
þ Oð1Þ
Xs1
k¼0
Z t
0
ð1þ tkþ1ÞjjDkFðv; Dxv; D2xvÞðt; xÞjj2L2 dt
:¼ I3 þ I4: ð3:17Þ
We now estimate I3 and I4 term by term. First, we have
I3pOð1Þ
Z t
0
jjuIIðt; xÞjjL2 jjFðv; Dxv; D2xvÞðt; xÞjjL2 dt
pOð1Þ
Z t
0
ð1þ tÞN4 ð1þ tÞa1N4 dt
 
e2 max
½0;T 
fð1þ tÞN4 jjuIIðtÞjjL2g
pOð1Þe2 max
½0;T 
fð1þ tÞN4 jjuIIðt; xÞjjL2g; ð3:18Þ
and for 0pkps  2; we get from (2.10) that
Z t
0
ð1þ tkþ1ÞjjDkFðv; Dxv; D2xvÞðt; xÞjj2L2 dt
pOð1Þ
Z t
0
ð1þ tkþ1Þð1þ tÞ2a1k dt
 
e4
pOð1Þe4: ð3:19Þ
At last, we treat the case k ¼ s  1: In this case, we obtain from ð2:10Þ2 that
Z t
0
ð1þ tsÞjjDs1Fðv; Dxv; D2xvÞðt; xÞjj2L2 dt
pOð1Þ
Z t
0
ð1þ tsÞð1þ tÞNe2jjDsþ1vðt; xÞjj2L2 dt
þ Oð1Þ
Z t
0
ð1þ tsÞð1þ tÞ2a1sþ1 dt
 
e4
pOð1Þe4: ð3:20Þ
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Substituting (3.18)–(3.20) into (3.17), we arrive at
Xs
k¼0
ð1þ tÞkjjDkuIIðt; xÞjj2L2 þ
Xs
k¼0
Z t
0
ð1þ tÞkjjDkþ1uIIðt; xÞjj2L2 dt
pOð1Þe2 max
½0;T 
fð1þ tÞN4 jjuIIðt; xÞjjL2g þ Oð1Þe4: ð3:21Þ
From (3.21) and (3.8), we deduce
max
½0;T 
X2
k¼0
ð1þ tÞNþ2k4 jjDkuIIðt; xÞjjL2 þ
Xs
k¼3
ð1þ tÞk2jjDkuIIðt; xÞjjL2
8><
>:
þ
Z t
0
Xsþ1
k¼1
ð1þ tÞk1jjDkuIIðt; xÞjj2L2 dt
 !1
2
9>=
>;pOð1Þe2: ð3:22Þ
The second step: LN-norm estimates. In this step, we estimate
jjDkuIIðt; xÞjjLN ; 0pkp2:
First, for k ¼ 0; we have from Lemmas 2.4 and 2.5 that
jjuIIðt; xÞjjLNpOð1Þ
Z t
2
0
ð1þ t  tÞN2 jjFðv; Dxv; D2xvÞðt; xÞjjL1-LN dt
þ Oð1Þ
Z t
t
2
jjFðv; Dxv; D2xvÞðt; xÞjjLN dt
pOð1Þ
Z t
2
0
ð1þ t  tÞN2 ð1þ tÞa1 dtþ
Z t
t
2
ð1þ tÞa1N2 dt
( )
e2
pOð1Þe2ð1þ tÞN2 : ð3:23Þ
Second, for k ¼ 1; we get
jjDuIIðt; xÞjjLNpOð1Þ
Z t
t
2
ðt  tÞ12jjFðv; Dxv; D2xvÞðt; xÞjjLN dt
þ Oð1Þ
Z t
2
0
ð1þ t  tÞNþ12 ðjjFðv; Dxv; D2xvÞðt; xÞjjL1
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þ jjDFðv; Dxv; D2xvÞðt; xÞjjLNÞ dt
pOð1Þ
Z t
2
0
ð1þ t  tÞNþ12 ð1þ tÞa1 dt
(
þ
Z t
t
2
ðt  tÞ12ð1þ tÞa1N2 dt
)
e2
pOð1Þð1þ tÞNþ12 e2: ð3:24Þ
At last, for k ¼ 2; we have
jjD2uIIðt; xÞjjLNpOð1Þ
Z t
t
2
ðt  tÞ12jjDFðv; Dxv; D2xvÞðt; xÞjjLN dt
þ Oð1Þ
Z t
2
0
ð1þ t  tÞNþ22 ðjjFðv; Dxv; D2xvÞðt; xÞjjL1
þ jjD2Fðv; Dxv; D2xvÞðt; xÞjjLNÞ dt
pOð1Þ
Z t
2
0
ð1þ t  tÞNþ22 ð1þ tÞa1 dt
(
þ
Z t
t
2
ðt  tÞ12ð1þ tÞNþ12 minfa1;Nþ44 g dt
)
e2
pOð1Þð1þ tÞNþ22 e2: ð3:25Þ
Consequently,
X2
k¼0
ð1þ tÞNþk2 jjDkuIIðt; xÞjjLNpOð1Þe2: ð3:26Þ
The third step: L1-norm estimates. In this step, we estimate jjDkuIIðt; xÞjjL1 ;
0pkp2:
When k ¼ 0; we have
jjuIIðt; xÞjjL1pOð1Þ
Z t
0
jjFðv; Dxv; D2xvÞðt; xÞjjL1 dt
pOð1Þ
Z t
0
ð1þ tÞa1 dt
 
e2
¼Oð1Þe2: ð3:27Þ
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When k ¼ 1; we get
jjDuIIðt; xÞjjL1pOð1Þ
Z t
0
ðt  tÞ12jjFðv; Dxv; D2xvÞðt; xÞjjL1 dt
pOð1Þ
Z t
0
ðt  tÞ12ð1þ tÞa1 dt
 
e2
¼Oð1Þt12e2: ð3:28Þ
As for k ¼ 2; we can deduce that
jjD2uIIðt; xÞjjL1pOð1Þ
Z t
2
0
ðt  tÞ1jjFðv; Dxv; D2xvÞðt; xÞjjL1 dt
þ Oð1Þ
Z t
t
2
ðt  tÞ12jjDFðv; Dxv; D2xvÞðt; xÞjjL1 dt
pOð1Þ
Z t
2
0
ðt  tÞ1ð1þ tÞa1 dt
(
þ
Z t
t
2
ðt  tÞ12ð1þ tÞ12minfa1;Nþ44 g dt
)
e2
pOð1Þt1e2: ð3:29Þ
Thus
Xs
k¼0
tkjjDkuIIðt; xÞjjL1pOð1Þe2: ð3:30Þ
From (3.4), (3.22), (3.26) and (3.30), we have that
jjujjXTpOð1Þjju0ðxÞjjHs-L1 þ Oð1Þe2; ð3:31Þ
which means that T maps ST ;e into itself provided that jju0ðxÞjjHs-L1 and e are
sufﬁciently small. This completes the proof of Lemma 3.1. &
For each viðt; xÞAST ;e ði ¼ 1; 2Þ; if we set uiðt; xÞ ¼ Tðviðt; xÞÞ ði ¼ 1; 2Þ; then
from Lemmas 2.6–2.8, we have by mimicking the arguments employed in the proof
of Lemma 3.1 that
jju1  u2jjXT ¼ jjTðv1  v2ÞjjXTpOð1Þejjv1  v2jjXT ; ð3:32Þ
which implies
Lemma 3.2. T : ST ;e-ST ;e is a contraction mapping provided that e is sufficiently
small.
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Having obtained Lemmas 3.1 and 3.2, Theorem 1.1 follows easily. This completes
the proof of Theorem 1.1. &
4. The proof of Theorem 1.2
In this section, we prove Theorem 1.2. First we consider the L2-norm decay
estimates. For results in this direction, we have
Theorem 4.1 (L2-norm decay estimates). Under the conditions listed in Theorem 1.2,
we have for each 0pkps  1 that
jjDkðuðt; xÞ  jðt; xÞÞjjL2pOð1Þð1þ tÞ
Nþ2k
4 : ð4:1Þ
The proof of Theorem 4.1 will be carried out by the following a series of lemmas.
First, for the case Na3; we have
Lemma 4.1 (The case Na3). Under the conditions of Theorem 4.1, we have for each
0pkps  1 that (4.1) holds.
Proof. For 0pkps  1; we have from Lemma 2.1 that
jjDkðuðt; xÞ  jðt; xÞÞjjL2pOð1Þ
Z t
2
0
ðt  tÞNþ2k4 jjFðu; Dxu; D2xuÞðt; xÞjjL1 dt
þ Oð1Þ
Z t
t
2
ðt  tÞ12jjDk1Fðu; Dxu; D2xuÞðt; xÞjjL2 dt
:¼ I1 þ I2: ð4:2Þ
Since k  1ps  2; we deduce from ð2:10Þ1 that
I2pOð1Þ
Z t
t
2
ðt  tÞ12ð1þ tÞa1k12 dt
pOð1Þ
Z t
t
2
ðt  tÞ12ð1þ tÞNþ2k4 12 dt
¼Oð1Þð1þ tÞNþ2k4 : ð4:3Þ
Here we have used the fact that when Na3; a1XNþ44 41:
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Similarly, we have from ð2:24Þ1 that
I1pOð1Þ
Z t
2
0
ðt  tÞNþ2k4 ð1þ tÞa1 dtpOð1ÞtNþ2k4 : ð4:4Þ
Combining (4.2)–(4.4) with (1.7) deduce (4.1). This completes the proof of Lemma
4.1. &
Remark 4.1. When k ¼ s; from ð2:10Þ2; to get the corresponding L2-norm decay
estimates, we had to deal with the following term:
Z t
t
2
ðt  tÞ12ð1þ tÞN2 jjDsþ1uðt; xÞjjL2 dt: ð4:5Þ
From this observation, it seems impossible to get the corresponding result for k ¼ s:
Now we turn to consider the case N ¼ 3: In this case a1 ¼ 32 and by repeating the
proofs used in Theorem 4.1, we can get that
jjDkuðt; xÞjjL2ðR3;RnÞpOð1Þð1þ tÞ
kþ1
2 ; 0pkps  1: ð4:6Þ
Having obtained (4.6), ð2:10Þ1 can be improved into
jjDkFðu; Dxu; D2xuÞðt; xÞjjL2ðR3;RnÞpOð1Þð1þ tÞ
4þk
2 ; 0pkps  3;
jjDs2Fðu; Dxu; D2xuÞðt; xÞjjL2ðR3;RnÞpOð1Þð1þ tÞ
3þ2s
4 :
8><
>: ð4:7Þ
We only prove ð4:7Þ2: The rest can be treated similarly.
First, we notice from (4.6) and the Gagliardo–Nirenberg’s inequality that
jjDjuðt; xÞjjLNðR3;RnÞpOð1Þð1þ tÞ
2jþ54 
2ðs1Þ2j3
8ðs1Þ ; 3pjps  3: ð4:8Þ
Second, we have from Lemma 2.2 that
jjDs2Fðu; Dxu; D2xuÞðt; xÞjjL2ðR3;RnÞ
pjjFD2xuðu; Dxu; D2xuÞðt; xÞjjLNðR3;RnÞjjDsuðt; xÞjjL2ðR3;RnÞ
þ jjFDxuðu; Dxu; D2xuÞðt; xÞjjLNðR3;RnÞjjDs1uðt; xÞjjL2ðR3;RnÞ
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þ ðjjFu;D2xuðu; Dxu; D2xuÞðt; xÞjjLNðR3;RnÞjjDuðt; xÞjjLNðR3;RnÞ
þ jjFDxu;D2xuðu; Dxu; D2xuÞðt; xÞjjLNðR3;RnÞjjD2uðt; xÞjjLNðR3;RnÞÞ
 jjDs1uðt; xÞjjL2ðR3;RnÞ
þ Oð1Þ
X
n1þn2þn3ps2
jjDn1u Dn2DxuDn3D2xuFðu; Dxu; D
2
xuÞðt; xÞjjLNðR3;RnÞ

Y3
j¼1
Ylj
i¼1
jDsjiþj1uðt; xÞjaji




L2ðR3;RnÞ
:¼
X6
i¼3
Ii: ð4:9Þ
Here aji ; s
j
i; lj ði ¼ 1; 2;y; lj; j ¼ 1; 2; 3Þ satisfy
1psj1os
j
2o?os
j
lj
ps  j  1; j ¼ 1; 2; 3;
ajiX1; if ljX1; i ¼ 1; 2;y; lj; j ¼ 1; 2; 3;Plj
i¼1
aji ¼ nj; j ¼ 1; 2; 3;
P3
j¼1
Plj
i¼1
ajis
j
i ¼ s  2:
8>>>>><
>>>>>>:
ð4:10Þ
Now we estimate Ii ði ¼ 3; 4; 5; 6Þ term by term. First, it is easy to see that
X5
i¼3
IipOð1Þð1þ tÞ
3þs
2 : ð4:11Þ
To treat I6; we ﬁrst have the following assertion:
Assertion A. If s
j
lj
¼ s  j  1 for some jAf1; 2; 3g then we must have
ajlj ¼ 1 and sklkos  k  1; kaj: ð4:12Þ
To go directly to the proof of ð4:7Þ2; we postpone the proof of Assertion A to the
end of this section.
Now we estimate I6: If for each jAf1; 2; 3g; sjlj þ j  1ps  3; then by employing
(4.8), we can get easily that ð4:7Þ2 holds. Now if for some jAf1; 2; 3g; sjlj þ j  1 ¼
s  2 (without loss of generality, we may assume j ¼ 3 in the following), then from
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Assertion A, we know that
a3l3 ¼ 1 and sklkos  k  1; k ¼ 1; 2: ð4:13Þ
Consequently from (4.8) and (4.13), we have
I6pOð1Þ
X
n1þn2þn3ps2
Y3
j¼1
jjDj1uðt; xÞjjaðmj ;njÞ
LNðR3;RnÞ
 !Yl1
i¼1
jjDs1i uðt; xÞjja1i
LNðR3;RnÞ

Yl2
i¼1
jjDs2i þ1uðt; xÞjja2i
LNðR3;RnÞ
Yl31
i¼1
jjDs3i þ2uðt; xÞjja3i
LNðR3;RnÞjjD
s3
l3
þ2
uðt; xÞjjL2ðR3;RnÞ
pOð1Þ
X
n1þn2þn3ps2
ð1þ tÞ
P3
j¼1
2þj
2
aðmj ;njÞ
P2
j¼1
Plj
i¼1
2ðsj
i
þj1Þþ5
4
aj
i

Pl31
i¼1
2ðs3
i
þ2Þþ5
4
a3
i

3þs3
l3
2
pOð1Þ
X
n1þn2þn3ps2
ð1þ tÞð
P3
j¼1
2þj
2
aðmj ;njÞþs22 þ
5
4
n1þ74 n2þ
9
4
n334Þ
pOð1Þð1þ tÞð
P3
j¼1
4þj
4
mj74þ
s
2
Þ
¼Oð1Þð1þ tÞ3þ2s4 : ð4:14Þ
Substituting (4.11), (4.14) into (4.9), we get ð4:7Þ2 immediately.
With (4.7) in hand, by mimicking the proofs used in Lemma 4.1, we can easily get
the following results.
Lemma 4.2. Under the conditions listed in Theorem 4.1, we have that (4.1) is true for
N ¼ 3:
Putting Lemmas 4.1 and 4.2 together imply Theorem 4.1.
As a direct corollary of Theorem 4.1, we have
Theorem 4.2 (LN-norm decay estimates). Under the conditions of Theorem 1.2, we
have for each 0pkps  2 ½N
2
 that
jjDkðuðt; xÞ  jðt; xÞÞjjLNpOð1Þð1þ tÞ
Nþk
2 ; tX0: ð4:15Þ
At last, we consider the L1-norm decay estimates. For results in this direction, we
have
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Theorem 4.3 (L1-norm decay estimates). Under the conditions listed in Theorem 1.2,
we have for 0pkps  2 ½N
2
 that
jjDkðuðt; xÞ  jðt; xÞÞjjL1pOð1Þt
k
2; t40: ð4:16Þ
Proof. Before proving Theorem 4.3, we ﬁrst give the following assertion whose proof
will be given at the end of the this section.
Assertion B. For each 3pkps  2 ½N2 ; we have
jjDk1Fðu; Dxu; D2xuÞðt; xÞjjL1pOð1Þð1þ tÞ
Nþkþ1
2 þ Oð1Þð1þ tÞa1k12 : ð4:17Þ
Having obtained Assertion B, we have from Lemmas 2.1 and 2.5 that
jjDkðuðt; xÞ  jðt; xÞÞjjL1pOð1Þ
Z t
2
0
ðt  tÞk2jjFðu; Dxu; D2xuÞðt; xÞjjL1 dt
þ Oð1Þ
Z t
t
2
ðt  tÞ12jjDk1Fðu; Dxu; D2xuÞðt; xÞjjL1 dt
pOð1Þ
Z t
2
0
ðt  tÞk2ð1þ tÞa1 dtþ Oð1Þ

Z t
t
2
ðt  tÞ12ðð1þ tÞNþkþ12 þ ð1þ tÞa1k12 Þ dt
pOð1Þtk2: ð4:18Þ
This is (4.16) and completes the proof of Theorem 4.3. &
As a direct corollary of Theorems 4.1–4.3, we have
Corollary 4.1 (Lp-norm decay estimates). Under the conditions listed in Theorem 4.2,
we have the for 0pkps  2 ½N
2

jjDkðuðt; xÞ  jðt; xÞÞjjLppCðtÞð1þÞ
Nþk
2
þN
2p; 1pppN; tXt40: ð4:19Þ
Corollary 4.1 already implies Theorem 1.2. To conclude this section, we prove
Assertions A and B.
First we prove Assertion A.
Proof of Assertion A. We only need to prove Assertion A for j ¼ 3 since the rest can
be treated similarly. In this case, we have
l3a0: ð4:20Þ
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Consequently
a3l3X1: ð4:21Þ
Note also that aji; s
j
i ; lj ; nj ði ¼ 1; 2;y; lj; j ¼ 1; 2; 3Þ satisfy (4.10), we deduce
a1l1s
1
l1
þ a2l2s2l2 þ a3l3ðs  4Þps  2: ð4:22Þ
Thus
a3l3p
s  2
s  4o2: ð4:23Þ
since when N ¼ 3; we have from (1.15) that sX7:
Eqs. (4.21) and (4.23) imply
a3l3 ¼ 1; ð4:24Þ
and (4.22) can be rewritten as
a1l1s
1
l1
þ a2l2s2l2p2: ð4:25Þ
Eq. (4.25) means that, for jAf1; 2g; if lja0; we have
s
j
lj
p 2
ajlj
p2os  j  1 ð4:26Þ
since ajljX1:
Combining (4.24) with (4.26) proves Assertion A. &
At last, we prove Assertion B.
Proof of Assertion B. First, we have
jDk1Fðu; Dxu; D2xuÞðt; xÞjpOð1ÞjFD2xuðu; Dxu; D2xuÞðt; xÞjjDkþ1uðt; xÞj
þ Oð1Þ
X
n1þn2þn3pk1
jDn1u Dn2DxuDn3D2xuFðu; Dxu; D
2
xuÞj

Y3
j¼1
Ylj
i¼1
jDsjiþj1uðt; xÞjaji : ð4:27Þ
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Here aji ; s
j
i; lj; nj ði ¼ 1;y; lj ; j ¼ 1; 2; 3Þ satisfy
ajiX1 if ljX1; i ¼ 1; 2;y; lj; j ¼ 1; 2; 3;
1psj1os
j
2o?os
j
lj
pk  1; j ¼ 1; 2;
1ps31os32o?os3l3pk  2;Pli
i¼1
aji ¼ nj ; j ¼ 1; 2; 3;
P3
j¼1
Plj
i¼1
ajis
j
i ¼ k  1:
8>>>>>>><
>>>>>>>:
ð4:28Þ
Now we turn to prove (4.17). To make the proofs easy to read, we divide it into the
following cases:
Case A: At least two of lj ðj ¼ 1; 2; 3Þ are not equal to zero. Without loss of
generality, we assume
l1 
 l2a0: ð4:29Þ
Thus notice s1l1pk  1; s2l2pk  1; s3l3pk  2; kps  2 ½N2 ; we have from
Theorem 4.2 and (4.27) that
jjDk1Fðu; Dxu; D2xuÞðt; xÞjjL1
pOð1Þ
X2
i¼0
jjDiuðt; xÞjjL2 jjDkþ1uðt; xÞjjL2
þ Oð1Þ
X
n1þn2þn3pk1
Y3
j¼1
jjDj1uðt; xÞjjaðmj ;njÞLN
 !Yl3
i¼1
jjDs3i þ2uðt; xÞjja3iLN

Y2
j¼1
Ylj1
i¼1
jjDsjiþj1uðt; xÞjja
j
i
LN
Y2
j¼1
ðjjDs
j
lj
þj1
uðt; xÞjj
aj
lj
1
LN jjD
s
j
lj
þj1
uðt; xÞjjL2Þ
pOð1Þð1þ tÞNþkþ12 þ Oð1Þð1þ tÞ
P3
j¼1
Nþj1
2
ðaðmj ;njÞþnjÞk2þ
N
2
pOð1Þð1þ tÞNþkþ12 þ Oð1Þð1þ tÞa1k2: ð4:30Þ
This proves (4.17).
Case B: Only one of lj ðj ¼ 1; 2; 3Þ is not equal to zero. Without loss of generality,
we assume l1a0: Compared with Case A, the only difference lies in how to estimate
the following term:
X
n1pk1
ðDn1u Fðu; Dxu; D2xuÞ
Yl1
i¼1
jDs1i uja1i Þðt; xÞ




L1
:¼ I7; ð4:31Þ
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where
a1iX1; i ¼ 1; 2;y; l1;
1ps11os12o?os1l1pk  1;Pl1
i¼1
a1i ¼ n1;
Pl1
i¼1
a1i s
1
i ¼ k  1:
8>><
>>:
ð4:32Þ
To this end, several subcases should be taken into considerations.
Subcase B1: l141:
In this case,
I7pOð1Þ
X
n1pk1
jjuðt; xÞjjaðm1;n1ÞLN
Y3
j¼2
jjDj1uðt; xÞjjmjLN
Yl12
i¼1
jjDs1i uðt; xÞjja1iLN

Yl1
i¼l11
ðjjDs1i uðt; xÞjja1i 1LN jjDs
1
i uðt; xÞjjL2Þ
pOð1Þð1þ tÞa1k2: ð4:33Þ
This proves (4.17)
Subcase B2: l1 ¼ 1:
Since
a11 ¼ n1pk  1;
a11s
1
1 ¼ k  1X2;
(
ð4:34Þ
if a1141; we have
I7pOð1Þ
X
n1pk1
jjDn1u Fðu; Dxu; D2xuÞðt; xÞðDs
1
1uðt; xÞÞa11 jjL1
pOð1Þ
X
n1pk1
jjuðt; xÞjjaðm1;n1ÞLN
Y3
j¼2
jjDj1uðt; xÞjjmjLN jjDs
1
1uðt; xÞjja112LN jjDs
1
1uðt; xÞjj2L2
pOð1Þð1þ tÞa1k2: ð4:35Þ
On the other hand, if a11 ¼ 1; then we must have
s11 ¼ k  1: ð4:36Þ
Then from (1.14), we have
I7pOð1ÞjjDuFðu; Dxu; D2xuÞðt; xÞDk1uðt; xÞjjL1
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pOð1ÞjjDk1uðt; xÞjjL2ðjjuðt; xÞjj
½ 2
N

LN jjuðt; xÞjjL2 þ jjuðt; xÞjj
½ 1
N

LN jjDuðt; xÞjjL2
þ jjD2uðt; xÞjjL2 þ jjDuðt; xÞjjL2 jjDuðt; xÞjjLN
þ jjDuðt; xÞjjLN jjD2uðt; xÞjjL2 þ jjD2uðt; xÞjjLN jjD2uðt; xÞjjL2Þ
pOð1Þð1þ tÞa1k12 : ð4:37Þ
In both cases, we have veriﬁed that (4.17) is true.
Putting all the above discussions together proves Assertion B. &
5. The proof of Theorem 1.3
In this section, we prove Theorem 1.3. First notice that under the assumptions of
Theorem 1.3, we haveZ
RN
ð1þ jxjÞjDiu0ðxÞj dxoN; i ¼ 0; 1: ð5:1Þ
Thus we have from Theorems 1.1 and 1.2 thatZ
RN
jDiuðt; xÞj dxpOð1Þð1þ tÞ i2; tX0; i ¼ 0; 1: ð5:2Þ
To prove Theorem 1.3, we need the following integral estimates on uðt; xÞ; i.e.,
Lemma 5.1 (Some integral estimates). Under the assumptions listed in Theorem 1.3,
we have Z
RN
uðt; xÞ dx ¼
Z
RN
u0ðxÞ dx þ
Z t
0
Z
RN
Fðu; Dxu; D2xuÞðs; xÞ dx ds ð5:3Þ
and Z
RN
jxjjuðt; xÞj dxpOð1Þð1þ tÞ12: ð5:4Þ
Before proving Lemma 5.1, we ﬁrst give the following fundamental result
Lemma 5.2. Let f ðtÞ be a nonnegative continuous differentiable function satisfying
f 0ðtÞpOð1ÞgðtÞ þ Oð1Þð1þ tÞaf ðtÞ; a41; tX0; ð5:5Þ
where gðtÞ is an integrable function.
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Then we have
f ðtÞpOð1Þ f ð0Þ þ
Z t
0
gðsÞ ds
 
: ð5:6Þ
Now we turn to prove Lemma 5.1.
The proof of (5.3) is trivial and thus we only pay attention to (5.4). To prove (5.4),
for the standard rðxÞ; if we set
ðsign uðt; xÞÞe :¼ 1
e
Z
R
r
u1  v
e
 
sign v dv;y;
Z
R
r
un  v
e
 
sign v dv
 T
;
then multiplying (1.1) by jxjððsign uðt; xÞÞeÞT and integrating the results with respect
to x over RN ; we can get that
d
dt
Xn
l¼1
Z
RN
jxj
Z ul
0
ðsign vÞe dv dx
( )
þ
Xn
l¼1
XN
j¼1
Z
RN
jxj d
dul
ðsign ulÞe½ðulÞxj 
2
dx
pOð1Þ
Z
RN
jDuðt; xÞj dx þ Oð1Þ
Z
RN
X6
i¼1
jxjjFiðu; Dxu; D2xuÞðt; xÞj dx: ð5:7Þ
Notice N  ½N
2
X1; sXN þ 4; we have from Theorems 1.1 and 1.2 that
X3
i¼1
Z
RN
jxjjFiðu; Dxu; D2xuÞðt; xÞj dxpOð1Þð1þ tÞa1
Z
RN
jxjjuðt; xÞj dx; ð5:8Þ
X6
i¼4
Z
RN
jxjjFiðu; Dxu; D2xuÞðt; xÞj dx
pOð1Þ
Z
RN
jxjðjDxuj2 þ jD2xuj2Þ dx
pOð1Þ
Z
RN
ðjuðt; xÞjjDuðt; xÞj þ jDxuðt; xÞjjD2xuðt; xÞj þ jDxuðt; xÞjjD3xuðt; xÞjÞ dx
þ Oð1Þ
Z
RN
jxjðjD2uðt; xÞj þ jD4uðt; xÞjÞjuðt; xÞj dx
pOð1Þð1þ tÞNþ12 þ Oð1Þð1þ tÞNþ22
Z
RN
jxjjuðt; xÞj dx ð5:9Þ
and
d
dul
ðsign ulðt; xÞÞe ¼ 2e r
ulðt; xÞ
e
 
X0: ð5:10Þ
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Substituting (5.2), (5.8)–(5.10) into (5.7) deduce
d
dt
Xn
l¼1
Z
RN
jxj
Z ul
0
ðsign vÞe dv dx
( )
pOð1Þð1þ tÞ12
þ Oð1Þð1þ tÞa1
Z
RN
jxjjuðt; xÞj dx: ð5:11Þ
Letting e-0þ in (5.11) gives
d
dt
Z
RN
jxjjuðt; xÞj dxpOð1Þð1þ tÞ12 þ Oð1Þð1þ tÞa1
Z
RN
jxjjuðt; xÞj dx; ð5:12Þ
from which, Lemma 5.2, and the fact that a141; we can easily deduce (5.4). This
completes the proof of Lemma 5.1. &
The next lemma is essentially due to Schonbek [33,34] and it will play an
important role in our proving Theorem 1.3.
Lemma 5.3. Let j0ðT1; xÞAL2ðRN ;RnÞ; T141 be a sufficiently large fixed constant,
and jðt; xÞ be the unique smooth solution to the Cauchy problem
jt ¼ Dj;
jðt; xÞjt¼0 ¼ j0ðT1; xÞ:
(
ð5:13Þ
Suppose that there exist a vector-valued function lðT1; xÞ ¼ ðl1ðT1; xÞ;y; lnðT1; xÞÞT
and a matrix-valued function hðT1; xÞ ¼ ðhijðT1; xÞÞnN such that, for jxjpd; d40; the
Fourier transform #j0ðT1; xÞ of j0ðT1; xÞ admits the representation
#j0ðT1; xÞ ¼ lðT1; xÞ þ hðT1; xÞ 
 x; ð5:14Þ
where lðT1; xÞ and hðT1; xÞ satisfy the following conditions
(i) jhðT1; xÞjpL1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ T1
p
for some T1-independent constant L140;
(ii) lðT1; xÞ is homogeneous of degree zero with respect to x; and
(iii) L2 :¼
R
joj¼1 jlðT1;oÞj2 do is a positive constant independent of T1:
Then if L3 :¼ supjyj¼1 jlðT1; yÞj is independent of T1; we have that
jjDkjðt; xÞjjL2XL4ð1þ tÞ
Nþ2k
4 ; kAZþ; tXT141: ð5:15Þ
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Here
L4 :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
oNL2
2ðN þ 2kÞ
s
L2
4L1L3
 Nþ2k
2
exp  L
2
2
16L21L
2
3
 
; ð5:16Þ
and oN denotes the volume of the N-dimensional unit sphere.
Proof. Let
d1 :¼ L2
4L1L3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ T1
p ð5:17Þ
and take T1 sufﬁciently large such that
d1od: ð5:18Þ
Then for each kAZþ; we have
jjDkjðt; xÞjj2L2 ¼
Z
RN
jxj2kj #jðT1; xÞj2 expð2jxj2tÞ dx
X
Z
jxjpd1
jxj2kðjlðT1; xÞj2  2L1L3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ T1
p
jxjÞexpð2jxj2tÞ dx
¼oN
Z d1
0
rNþ2k1ðL2  2L1L3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ T1
p
rÞexpð2r2tÞ dr
X
L2oN
2
Z d1
0
rNþ2k1 expð2r2ðt þ 1ÞÞ dr
¼L2oN
2
ð1þ tÞNþ2k2
Z L2 ﬃﬃﬃﬃﬃﬃ1þtp
4L1L3
ﬃﬃﬃﬃﬃﬃﬃﬃ
1þT1
p
0
rNþ2k1 expð2r2Þ dr
X
L2oN
2
ð1þ tÞNþ2k2
Z L2
4L1L3
0
rNþ2k1 expð2r2Þ dr
X
L2oN
2ðN þ 2kÞð1þ tÞ
Nþ2k
2 exp  L
2
2
8L21L
2
3
 
L2
4L1L3
 Nþ2k
provided tXT1:
This is (5.15) and completes the proof of Lemma 5.3. &
Remark 5.1. It is easy to see that L4 is independent of T1: Such a property will play
an important role in our subsequent analyses.
With the above results in hand, we now turn to prove Theorem 1.3.
From Lemma 5.1, for each 1pkpn; we can easily deduce that uˆkðt; xÞ are
differentiable with respect to x up to the ﬁrst order. Consequently, we have from the
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Taylor expansion formula that
uˆkðt; xÞ ¼ uˆkðt; 0Þ þ
XN
j¼1
xj
@uˆkðt; yxÞ
@xj
ðyAð0; 1ÞÞ
¼
Z
RN
u0kðxÞ dx þ
Z t
0
Z
RN
Fkðu; Dxu; D2xuÞðs; xÞ dx ds
þ
XN
j¼1
xj
@uˆkðt; yxÞ
@xj
: ð5:19Þ
Thus
uˆðt; xÞ ¼ lðt; xÞ þ hðt; xÞ 
 x ð5:20Þ
with
lðt; xÞ :¼ RRN u0ðxÞ dx þ R t0 RRN Fðu; Dxu; D2xuÞðs; xÞ dx ds;
hðt; xÞ :¼ ð @uˆ@x1ðt; yxÞ; @uˆ@x2ðt; yxÞ;y; @uˆ@xNðt; yxÞÞ:
(
ð5:21Þ
According to Lemma 5.1, it is easy to see that there exists a t-independent constant
L540 such that
jhðt; xÞjpOð1Þ
Z
RN
jxjjuðt; xÞj dxpL5ð1þ tÞ
1
2: ð5:22Þ
To apply Lemma 5.3 to prove Theorem 1.3, we need to show that for each t41;
there exist two time-independent positive constants L6 and L7 such that
jlðt; xÞjpL6 ð5:23Þ
and Z
joj¼1
jlðt;oÞj2 doXL740: ð5:24Þ
In fact, from Theorem 1.2, we haveZ t
0
Z
RN
Fðu; Dxu; D2xuÞðs; xÞ dx ds


pOð1Þ
Z t
0
Z
RN
ðjuj2þ½ 2N þ juj1þ½ 1NjDxuj þ jujjD2xuj þ jD2xuj2 þ jDxuj2Þðs; xÞ ds dx
pOð1Þ
Z t
0
ð1þ sÞa1 ds
pOð1Þ: ð5:25Þ
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Consequently,
jlðt; xÞjp
Z
RN
ju0ðxÞj dx þ
Z t
0
Z
RN
jFðu; Dxu; D2xuÞðs; xÞj dspL6: ð5:26Þ
This proves (5.23).
As to (5.24), from assumption (1.26) and noticing the fact that lðt; xÞ is
independent of x; we can get
Z
joj¼1
jlðt;oÞj2 doX
Z
joj¼1
Z
RN
u0 %kðxÞ ds þ
Z t
0
Z
RN
F %kðu; Dxu; D2xuÞðs; xÞ dx ds


2
do
XL20oN :¼ L740: ð5:27Þ
This proves (5.24).
From the above discussions, we conclude from Lemma 5.3 that for sufﬁciently
large ﬁxed constant T141; if we let vðt; xÞ to denote the unique global smooth
solution of the Cauchy problem
jt ¼ Dj;
jðt; xÞjt¼0 ¼ uðT1; xÞ;
(
ð5:28Þ
where uðt; xÞ is the global smooth solution to the Cauchy problem (1.1), (1.2)
obtained in Theorem 1.2, then we can get
jjDkvðt; xÞjjL2XL8ð1þ tÞ
Nþ2k
4 ; tXT1: ð5:29Þ
Here, again from Lemma 5.3, L8 is independent of T1:
Now setting
wðt; xÞ :¼ uðt þ T1; xÞ  vðt; xÞ; ð5:30Þ
we can easily ﬁnd that wðt; xÞ solves the following Cauchy problem
wt ¼ Dw þ Fðu; Dxu; D2xuÞðt þ T1; xÞ;
wðt; xÞjt¼0 ¼ uðT1; xÞ  vð0; xÞ ¼ 0:
(
ð5:31Þ
Hence from the Duhamel principle
wðt; xÞ ¼
Z t
0
Kðt  s; xÞ*Fðu; Dxu; D2xuÞðs þ T1; xÞ ds: ð5:32Þ
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From (5.30), we have by mimicking the techniques used in proving Theorem 4.1
that for tXT140; 0pkps  1
jjDkwðt; xÞjjL2p
L9
ð1þ T1Þa11
ð1þ tÞNþ2k4 : ð5:33Þ
Here L9 is independent of t and T1:
If we choose T141 sufﬁciently large such that
L9
ð1þ T1Þa11
pL8
2
; ð5:34Þ
we have from (5.29), (5.33) and (5.34) that for tXT1; 0pkps  1
jjDkuðt þ T1; xÞjjL2X jjDkvðt; xÞjjL2  jjDkwðt; xÞjjL2
X
L8
2
ð1þ tÞNþ2k4 XL8
2
ð1þ t þ T1Þ
Nþ2k
4 : ð5:35Þ
On the other hand, since uðt; xÞc0 and T1 is a ﬁxed constant, we have for
0ptp2T1 that
jjDkuðt; xÞjjL2X min½0;2T1 jjD
kuðt; xÞjjL2 :¼ L10ðT1ÞXL10ðT1Þð1þ tÞ
Nþ2k
4 : ð5:36Þ
Thus if we let
%L0ðT1Þ :¼ min L10ðT1Þ; L8
2
 
; ð5:37Þ
we can get from (5.35) and (5.36) that
jjDkuðt; xÞjjL2X %L0ðT1Þð1þ tÞ
Nþ2k
4 ; 0pkps  1; tX0: ð5:38Þ
This is (1.27) and hence completes the proof of Theorem 1.3.
6. The proof of Theorem 1.4
This section is devoted to proving Theorem 1.4. For this purpose, we ﬁrst note
that, due to the assumptions
u0ðxÞAW Nþ1;1-W Nþ1;NðRN ;RNÞ;
sXmaxfN þ 3þ ½N2 ; N þ 4g;
(
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we can easily deduce from the proof of Theorem 1.2 that
jjDkuðt; xÞjjLppOð1Þð1þ tÞ
Nþk
2
þN
2p ð6:1Þ
holds for each tX0; 0pkpN þ 1; 1pppN:
Our next lemma is concerned with certain energy estimates on uðt; xÞ; i.e.,
Lemma 6.1 (Some energy estimates). Under the assumptions listed in Theorem 1.4,
we have for each 0pkpN þ 1; i ¼ 0; 1; 2 that
Z
RN
ð1þ jxjÞ2kþ1jDiuðt; xÞj2 dxpOð1Þð1þ tÞkpðtÞ: ð6:2Þ
Here
pðtÞ ¼ lnð1þ tÞ if N ¼ 1;
1 otherwise:
(
ð6:3Þ
Proof. Multiplying (1.1) by 2Diðð1þ jxjÞ2mþ1ðDiuðt; xÞÞTÞ and integrating the results
with respect to x over RN ; we have by integrations by parts that
d
dt
Z
RN
ð1þ jxjÞ2mþ1jDiuðt; xÞj2 dx þ 2
Z
RN
ð1þ jxjÞ2mþ1jDiþ1uðt; xÞj2 dx
pOð1Þ
Z
RN
ð1þ jxjÞ2mjDiuðt; xÞjjDiþ1uðt; xÞj dx
þ
Z
RN
ð1þ jxjÞ2mþ1ðDiuðt; xÞÞTðDiFðu; Dxu; D2xuÞðt; xÞÞ dx: ð6:4Þ
Since for i ¼ 1; 2;
Z
RN
ð1þ jxjÞ2mþ1ðDiuðt; xÞÞT DiFðu; Dxu; D2xuÞðt; xÞ dx


pOð1Þ
Z
RN
ð1þ jxjÞ2mjDiuðt; xÞjjDi1Fðu; Dxu; D2xuÞðt; xÞj dx
þ Oð1Þ
Z
RN
ð1þ jxjÞ2mþ1jDiþ1uðt; xÞjjDi1Fðu; Dxu; D2xuÞðt; xÞj dx; ð6:5Þ
we deduce that
d
dt
Z
RN
ð1þ jxjÞ2mþ1juðt; xÞj2 dx þ 2
Z
RN
ð1þ jxjÞ2mþ1jDuðt; xÞj2 dx
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pOð1Þ
Z
RN
ð1þ jxjÞ2mjuðt; xÞjjDuðt; xÞj dx
þ Oð1Þ
Z
RN
ð1þ jxjÞ2mþ1juðt; xÞjjFðu; Dxu; D2xuÞðt; xÞj dx; ð6:6Þ
and for i ¼ 1; 2
d
dt
Z
RN
ð1þ jxjÞ2mþ1jDiuðt; xÞj2 dx þ 2
Z
RN
ð1þ jxjÞ2mþ1jDiþ1uðt; xÞj2 dx
pOð1Þ
Z
RN
ð1þ jxjÞ2mjDiuðt; xÞjjDiþ1uðt; xÞj dx
þ Oð1Þ
Z
RN
ð1þ jxjÞ2mjDiuðt; xÞjjDi1Fðu; Dxu; D2xuÞðt; xÞj dx
þ Oð1Þ
Z
RN
ð1þ jxjÞ2mþ1jDiþ1uðt; xÞjjDi1Fðu; Dxu; D2xuÞðt; xÞj dx: ð6:7Þ
Due to the facts that
jFðu; Dxu; D2xuÞðt; xÞj
pOð1Þðjjuðt; xÞjj1þ½
2
N

LN þ jjuðt; xÞjj
½ 1
N

LN jjDuðt; xÞjjLN þ jjD2uðt; xÞjjLNÞjuðt; xÞj
þ Oð1ÞðjjDuðt; xÞjjLN þ jjD2uðt; xÞjjLNÞjDuðt; xÞj
þ Oð1ÞjjD2uðt; xÞjjLN jD2uðt; xÞj
pOð1Þð1þ tÞa1 juðt; xÞj þ Oð1Þð1þ tÞNþ12 jDuðt; xÞj
þ Oð1Þð1þ tÞNþ22 jD2uðt; xÞj ð6:8Þ
and
jDFðu; Dxu; D2xuÞðt; xÞj
pOð1Þðjjuðt; xÞjj½
2
N

LN jjDuðt; xÞjjLN
þ jjuðt; xÞjj1þ½
2
N

LN jjD3uðt; xÞjjLN þ jjuðt; xÞjj
1þ½ 2
N

LN jjD2uðt; xÞjjLN
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þ jjuðt; xÞjj½
1
N

LN jjD2uðt; xÞjjLN þ jjuðt; xÞjj
½ 1
N

LN jjDuðt; xÞjjLN jjD3uðt; xÞjjLN
þ jjD2uðt; xÞjj2LN þ jjD3uðt; xÞjjLNÞjuðt; xÞj
þ Oð1Þðjjuðt; xÞjj½
1
N

LN jjDuðt; xÞjjLN þ jjD2uðt; xÞjjLN þ jjDuðt; xÞjjLN jjD3uðt; xÞjjLN
þ jjDuðt; xÞjjLN jjD2uðt; xÞjjLN þ jjD3uðt; xÞjjLNÞjDuðt; xÞj
þ Oð1ÞðjjD2uðt; xÞjjLN þ jjD3uðt; xÞjjLNÞjD2uðt; xÞj
pOð1Þð1þ tÞa112juðt; xÞj þ Oð1Þð1þ tÞa1 jDuðt; xÞj
þ Oð1Þð1þ tÞNþ22 jD2uðt; xÞj; ð6:9Þ
we have for m ¼ 0 that
d
dt
X2
i¼0
Z
RN
ð1þ jxjÞjDiuðt; xÞj2 dx
( )
þ
X2
i¼0
Z
RN
ð1þ jxjÞjDiþ1uðt; xÞj2 dx
pOð1Þð1þ tÞNþ12 þ Oð1Þð1þ tÞa1
X2
i¼0
Z
RN
ð1þ jxjÞjDiuðt; xÞj2 dx: ð6:10Þ
By exploiting Lemma 5.2, we have from (6.10) that
X2
i¼0
Z
RN
ð1þ jxjÞjDiuðt; xÞj2 dxpOð1ÞpðtÞ; ð6:11Þ
which means that (6.2) is true for k ¼ 0:
When kX1; from (6.6)–(6.9), we have
d
dt
X2
i¼0
Z
RN
ð1þ jxjÞ2kþ1jDiuðt; xÞj2 dx
( )
þ
X2
i¼0
Z
RN
ð1þ jxjÞ2kþ1jDiþ1uðt; xÞj2 dx
pOð1Þ
X2
i¼0
Z
RN
ð1þ jxjÞ2k1jDiuðt; xÞj2 dx
þ Oð1Þð1þ tÞa1
X2
i¼0
Z
RN
ð1þ jxjÞ2kþ1jDiuðt; xÞj2 dx: ð6:12Þ
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Having obtained (6.12), by employing the principle of mathematical induction,
and by using Lemma 5.2, we can easily deduce that (6.2) is true for kX1: This
completes the proof of Lemma 6.1.
From Lemma 6.1, we have
Lemma 6.2. If
AiX
N þ 1
2
; i ¼ 0; 1; 2; ð6:13Þ
then for each tX0; we haveZ N
N
ð1þ jxjÞ2Nþ3jFðu; Dxu; D2xuÞðt; xÞj2 dx %kpOð1Þð1þ tÞB1pðtÞ: ð6:14Þ
Here
B1 ¼ min 2A0  3
2
N  3
2
;
2A1  3
2
N þ 2A1  5
2
;
2A2  3
2
N þ 4A2  7
2
 
: ð6:15Þ
Proof. NoticeZ N
N
ð1þ jxjÞ2Nþ3jFðu; Dxu; D2xuÞðt; xÞj2 dx %k
p
Z
RN
@N1
@x1?@x %k1@x %kþ1?@xN
ðð1þ jxjÞ2Nþ3jFðu; Dxu; D2xuÞðt; xÞj2Þ

 dx
pOð1Þ
XN1
l¼0
Z
RN
ð1þ jxjÞNþ4þl jDlðFðu; Dxu; D2xuÞðt; xÞÞ2j dx
pOð1Þ
XN1
l¼0
hlðtÞ
Z
RN
ð1þ jxjÞNþ4þlðjuðt; xÞj2 þ jDuðt; xÞj2 þ jD2uðt; xÞj2Þ dx
pOð1Þ
XN1
l¼0
ð1þ tÞNþ3þl2 pðtÞhlðtÞ: ð6:16Þ
Here
hlðtÞ ¼
X2
i¼0
DlðGiðu; Dxu; D2xuÞðt; xÞÞ2
jDiuðt; xÞj2




LN
:¼
X2
i¼0
hilðtÞ: ð6:17Þ
From (1.25) and (6.13), by mimicking the techniques used in proving Lemma 2.4,
and noticing the fact that sXN þ 3þ ½N
2
; we have from Theorem 1.2 that
hilðtÞpOð1Þð1þ tÞðNþiÞðAi1Þ
l
2; l ¼ 0;y; N  1; i ¼ 0; 1; 2: ð6:18Þ
H. Zhao / J. Differential Equations 191 (2003) 544–594588
Substituting (6.18) into (6.16), we can get (6.14) easily. This completes the proof of
Lemma 6.2. &
As a direct corollary of Lemma 6.2, we have
Corollary 6.1. In additional to the assumptions listed in Lemma 6.2, we assume further
that
Ai41þ N þ 7
2ðN þ iÞ; i ¼ 0; 1; 2; ð6:19Þ
then we have
Z N
N
ð1þ jxjÞ2Nþ3jFðu; Dxu; D2xuÞðt; xÞj2 dx %kpOð1Þð1þ tÞ2B2 : ð6:20Þ
Here
B241: ð6:21Þ
Having obtained the above results, we now turn to prove Theorem 1.4.
First, we have from (1.25) and Theorem 1.2 that for 0pkps  3 ½N
2
; tX0
jjDk1Giðu; Dxu; D2xuÞðt; xÞjjLppOð1Þð1þ tÞ
ðNþiÞAiþk1
2
þN
2p; i ¼ 0; 1; 2: ð6:22Þ
Second, we get from Lemma 2.1 that
jjDkðuðt; xÞ  jðt; xÞÞjjLpp Dk
Z t
2
0
Kðt  s; xÞ*
X2
i¼0
Giðu; Dxu; D2xuÞðs; xÞ ds




Lp
þ
X2
i¼0
Z t
t
2
jjDKðt  s; xÞjjL1
 jjDk1Giðu; Dxu; D2xuÞðs; xÞjjLp ds
:¼ J1 þ J2: ð6:23Þ
When
AiX
N þ 3
N þ i ; i ¼ 0; 1; 2; ð6:24Þ
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we get from (6.22) and (6.24) that
J2pOð1Þ
Z t
t
2
ðt  sÞ12ð1þ sÞ
Nþkþ2
2
þN
2p dspOð1Þð1þ tÞ
Nþkþ1
2
þN
2p: ð6:25Þ
Thus to complete the proof of Theorem 1.4, we only need to get a similar estimate
for J1: To do so, we ﬁrst notice from the assumption (1.29) that
Z N
N
Kðt  s; xÞFðu; Dxu; D2xuÞðs; xÞ dx %k
¼ Kðt  s; xÞjx %k¼0
Z N
N
Fðu; Dxu; D2xuÞðt; xÞ dx %k
þ
Z 0
N
@Kðt  s; xÞ
@x %k
Z x %k
N
Fðu; Dxu; D2xuÞðs; xÞdy %k
 
dx %k

Z N
0
@Kðt  s; xÞ
@x %k
Z N
x %k
Fðu; Dxu; D2xuÞðs; xÞdy %k
 !
dx %k
¼
Z 0
N
@Kðt  s; xÞ
@x %k
Z x %k
N
Fðu; Dxu; D2xuÞðs; xÞdy %k
 
dx %k

Z N
0
@Kðt  s; xÞ
@x %k
Z N
x %k
Fðu; Dxu; D2xuÞðs; xÞdy %k
 !
dx %k: ð6:26Þ
Thus if we set
h1ðt; xÞ ¼ 0; x %k40;R x %k
N Fðu; Dxu; D2xuÞðs; xÞdy %k; x %kp0
(
ð6:27Þ
and
h2ðt; xÞ ¼
0; x %kp0;RN
x %k
Fðu; Dxu; D2xuÞðs; xÞdy %k; x %k40;
(
ð6:28Þ
we can get
jJ1jp
Z t
2
0
jjDkþ1Kðt  s; xÞjjLpðjjh1ðs; xÞjjL1 þ jjh2ðs; xÞjjL1Þ ds
pOð1Þ
Z t
2
0
ðt  sÞ
Nþkþ1
2 þ
N
2pðjjh1ðs; xÞjjL1 þ jjh2ðs; xÞjjL1Þ ds: ð6:29Þ
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From Lemma 6.2 and Corollary 6.1, we can get for each 0pspt
2
that
jjh1ðs; xÞjjL1 ¼
Z
RN1
d %x
Z 0
N
Z x %k
N
Fðu; Dxu; D2xuÞðs; xÞdy %k

 dx %k
p
Z
RN1
d %x
Z 0
N
Z jx %kj
N
ð1þ jxjÞ2Nþ3jFðu; Dxu; D2xuÞðs; xÞj2dy %k
 !1
2

Z jx %kj
N
ð1þ jxjÞ2N3dy %k
 !1
2
dx %k
pOð1Þð1þ sÞB2
Z
RN
Z jx %kj
N
ð1þ jxjÞ2N3 dx %k
 !1
2
dx
pOð1Þð1þ sÞB2
Z
RN
ð1þ jxjÞN1 dx
pOð1Þð1þ sÞB2 : ð6:30Þ
provided that Ai ði ¼ 0; 1; 2Þ satisfy (6.13), (6.19), and (6.24). Here we have used the
notation
d %x ¼ dx1?dx %k1 dx %kþ1?dxN : ð6:31Þ
Similarly, we have
jjh2ðs; xÞjjL1pOð1Þð1þ sÞB2 ð6:32Þ
provided that Ai ði ¼ 0; 1; 2Þ satisfy (6.13), (6.19) and (6.24).
Substituting (6.30) and (6.32) into (6.29), we get for each tX0 that
jJ1jpOð1Þ
Z t
2
0
ðt  sÞ
Nþkþ1
2
þN
2pð1þ sÞB2 dspOð1Þt
Nþkþ1
2
þN
2p: ð6:33Þ
Combining (6.25) with (6.33), we have for tXt40 that
jjDkðuðt; xÞ  jðt; xÞÞjjLppCðtÞð1þ tÞ
Nþkþ1
2
þN
2p ð6:34Þ
provided that Ai ði ¼ 0; 1; 2Þ satisfy (6.13), (6.19) and (6.24).
Putting (6.13), (6.19) and (6.24) together, we can ﬁnd deduce that Ai ði ¼ 0; 1; 2Þ
satisfy (1.26). This completes the proof of Theorem 1.4.
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