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AVERAGING PRINCIPLE AND NORMAL DEVIATIONS FOR
MULTISCALE STOCHASTIC SYSTEMS
MICHAEL RO¨CKNER AND LONGJIE XIE
Abstract. We study the asymptotic behavior for an inhomogeneous multiscale sto-
chastic dynamical system with singular coefficients. Depending on the averaging regime
and the homogenization regime, two strong convergences in the averaging principle of
functional law of large numbers type are established. Then we consider the small fluc-
tuations of the system around its average. Nine cases of functional central limit type
theorems are obtained. In particular, even though the averaged equation for the original
system is the same, the corresponding homogenization limit for the normal deviation
can be quite different due to the difference in the interactions between the fast scales
and the deviation scales. We provide qutie intuitive explanations for each case. Fur-
thermore, sharp rates both for the strong convergences and the functional central limit
theorems are obtained, and these convergences are shown to rely only on the regularity
of the coefficients of the system with respect to the slow variable, and do not depend on
their regularity with respect to the fast variable, which coincide with the intuition since
in the limit equations the fast component has been totally averaged or homogenized
out.
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1. Introduction
Consider the following fast-slow stochastic system in Rd1+d2 :{
dXεt = ε
−1b(Xεt , Y
ε
t )dt + ε
−1/2σ(Xεt , Y
ε
t )dW
1
t , X
ε
0 = x ∈ Rd1 ,
dY εt = F (X
ε
t , Y
ε
t )dt +G(Y
ε
t )dW
2
t , Y
ε
0 = y ∈ Rd2 ,
(1.1)
where d1, d2 ∈ N, b : Rd1 × Rd2 → Rd1 , F : Rd1 × Rd2 → Rd2 , σ : Rd1 × Rd2 → Rd1 ⊗ Rd1
and G : Rd2 → Rd2⊗Rd2 are Borel measurable functions, W 1t , W 2t are d1, d2-dimensional
independent standard Brownian motions respectively, both defined on some probability
space (Ω,F ,P), and the small parameter 0 < ε ≪ 1 represents the separation of time
scales between the fast motion Xεt (with time order 1/ε) and the slow component Y
ε
t .
Such multiscale models appear frequently in many real world dynamical systems. Typical
examples include climate weather interactions (see e.g. [33, 41]), intracellular biochemical
reactions (see e.g. [4, 27]), geophysical fluid flows (see e.g. [19]), stochastic volatility
in finance (see e.g. [17]), etc. We refer the interested readers to the books [38, 48]
for a more comprehensive overview. In fact, as mentioned in [52], almost all physical
systems have a certain hierarchy in which not all components evolve at the same rate,
and a mathematical description for such phenomena can be formulated by a singularly
perturbed differential equation with a small parameter such as the one given in (1.1).
Usually, the underlying system (1.1) is difficult to deal with due to the widely separated
time scales and the cross interactions between the fast and slow modes. Thus a simplified
equation which governs the evolution of the system over a long time scale is highly
desirable and is quite important for applications.
The intuitive idea for deriving such a simplified equation for system (1.1) is based
on the observation that during the fast transients, the slow variable remains “constant”
and by the time its changes become noticeable, the fast variable has almost reached its
“quasi-steady state”. Noting that after the natural time scaling t 7→ εt, the process
X˜εt := X
ε
εt satisfies
dX˜εt = b(X˜
ε
t , Y
ε
εt)dt+ σ(X˜
ε
t , Y
ε
εt)dW˜
1
t , X˜
ε
0 = x ∈ Rd1 ,
where W˜ 1t := ε
−1/2W 1εt is a new Brownian motion. Thus we need to consider the auxiliary
process Xyt which is the solution of the following frozen stochastic differential equation
(SDE for short): for fixed y ∈ Rd2 ,
dXyt = b(X
y
t , y)dt+ σ(X
y
t , y)dW
1
t , X
y
0 = x ∈ Rd1 . (1.2)
The re-scaled process X˜εt will be asymptotically identical in distribution to X
y
t . Under
certain recurrence conditions, the process Xyt admits a unique invariant measure µ
y(dx).
Then by averaging the coefficient with respect to parameters in the fast variable, the
2
slow component Y εt in system (1.1) will converge strongly (in the L
2-sense) as ε→ 0 to
the solution of the following so-called averaged equation in Rd2 :
dY¯t = F¯ (Y¯t)dt+G(Y¯t)dW
2
t , Y¯0 = y ∈ Rd2 , (1.3)
where the new averaged drift coefficient is defined by
F¯ (y) :=
∫
Rd1
F (x, y)µy(dx).
The effective dynamics (1.3) does not depend on the fast variable any more and thus
is much simpler than SDE (1.1). This theory, known as the averaging principle, can be
regarded as classical functional law of large numbers and has been intensively studied
in both the deterministic (σ = G ≡ 0) and the stochastic context in the past decades,
see e.g. [14, 20, 23, 29, 30, 32, 40] and the references therein, see also [10, 12, 13, 58]
for similar results concerning stochastic partial differential equations (SPDEs for short).
Note that the diffusion coefficient G in SDE (1.1) does not depend on the fast variable x,
otherwise, the strong convergence may not be true (see e.g. [34]). Meanwhile, as a rule
the averaging method requires certain regularities of the coefficients of the original system
(1.1) to guarantee the above convergence, and we point out that all the aforementioned
papers assumed at least local Lipschitz continuity of all the coefficients. For the averaging
principle of SDE (1.1) with singular coefficients, we refer to [50, 55].
However, the effective equation (1.3) is valid only in the limiting sense, and the time
scale separation is never infinite in reality. For small but positive ε, the slow process
Y εt will experience fluctuations around its averaged motion Y¯t. To leading order, these
fluctuations can be captured by characterizing the asymptotic behavior of the normalized
difference
Zεt :=
Y εt − Y¯t√
ε
as ε tends to 0. Under extra regularity assumptions on the coefficients and when G ≡ Id2
(the d2×d2 identity matrix), the deviation process Zεt is known to converge weakly (i.e.,
in distribution) towards an Ornstein-Uhlenbeck type process Z¯t with Z¯t satisfying the
following (linear) SDE in Rd2 :
dZ¯t = ∇yF¯ (Y¯t)Z¯tdt + ζ(Y¯t)dW˜t, (1.4)
where Y¯t solves the averaged equation (1.3), W˜t is another standard Brownian motion,
and the new diffusion coefficient is given by
ζ(y) :=
√∫ ∞
0
∫
Rd1
E
[
F (Xyt (x), y)− F¯ (y)
][
F (x, y)− F¯ (y)]∗µy(dx)dt. (1.5)
Such result, also known as the Gaussian approximation, is an analogue of the functional
central limit theorem of Donsker. We refer the readers to the fundamental paper by
Khasminskii [29], see also [26, 35, 36, 43, 53] for further developments and [11, 25] for the
corresponding central limit theorem type results for multiscale SPDEs. Besides having
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intrinsic interest, the central limit theorem is also useful in applications. In particular,
we can get the formal asymptotic expansion
Y εt
D≈ Y¯t +
√
εZ¯t,
where
D≈ means approximate equality of probability distributions. Such expansion has
been introduced in the context of stochastic climate models. In physics this is also called
the Van Kampen’s approximation (see e.g. [1]), which provides better approximations
for the original system (1.1), see also [2, 34] and the references therein. We mention that
other limit theorems for SDE (1.1) have also been widely studied in the literature, see
e.g. [5, 8, 15, 49, 56] for the large deviations and [21, 22, 42] for the moderate deviations.
In this paper, we study a broader class of system, i.e., consider the following inhomo-
geneous multiscale SDE in Rd1+d2 :

dXεt = α
−2
ε b(X
ε
t , Y
ε
t )dt+ β
−1
ε c(X
ε
t , Y
ε
t )dt + α
−1
ε σ(X
ε
t , Y
ε
t )dW
1
t ,
dY εt = F (t, X
ε
t , Y
ε
t )dt + γ
−1
ε H(t, X
ε
t , Y
ε
t )dt+G(t, Y
ε
t )dW
2
t ,
Xε0 = x ∈ Rd1 , Y ε0 = y ∈ Rd2 ,
(1.6)
where the small parameters αε, βε, γε → 0 as ε → 0, and without loss of generality, we
assume α2ε/βε → 0 as ε → 0 and conventionally take βε ≡ 1 when c ≡ 0, and γε ≡ 1
when H ≡ 0. The infinitesimal generator Lε corresponding to system (1.6) has the form
Lε :=
1
α2ε
L0(x, y) +
1
βε
L3(x, y) +
1
γε
L2(t, x, y) + L1(t, x, y),
where L0(x, y) is given by
L0 := L0(x, y) :=
d1∑
i,j=1
aij(x, y)
∂2
∂xi∂xj
+
d1∑
i=1
bi(x, y)
∂
∂xi
(1.7)
with a(x, y) := σσ∗(x, y)/2 (where σ∗ denotes the transpose of σ), and
L3 := L3(x, y) :=
d1∑
i=1
ci(x, y)
∂
∂xi
,
L2 := L2(t, x, y) :=
d2∑
i=1
H i(t, x, y)
∂
∂yi
,
L1 := L1(t, x, y) :=
d2∑
i,j
Gij(t, y) ∂
2
∂yi∂yj
+
d2∑
i=1
F i(t, x, y)
∂
∂yi
(1.8)
with G(t, y) = GG∗(t, y)/2. Note that there exist two time scales in the fast motion
Xεt and even the slow process Y
ε
t has a fast varying component. This is known to be
important, in particular, for applications in the homogenization of second order parabolic
and elliptic equations with singularly perturbed terms, which has its own interest in the
theory of PDEs, see e.g. [24, 37, 45] and [18, Chapter IV]. The study of such generalized
systems (1.6) was first carried out by Papanicolaou, Stroock and Varadhan [44] for
a compact state space for the fast component and time-independent coefficients when
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αε = βε = γε, see also [3] for a similar result in terms of PDEs. Later, a non-compact
homogeneous case with c ≡ 0 and αε = γε was studied in [46, 47] by using the method of
the martingale problem and in [31] by the asymptotic expansion approach, see also [51]
for a more systematical study. However, all these papers concern only weak convergence
of the slow process Y εt in SDE (1.6). In [53], the convergence in probability of Y
ε
t and its
small fluctuations around the averaged motion were studied in a particular homogeneous
case where αε = δ/
√
ε, βε = δ, γε = δ/ε and with small noise perturbations, i.e., with G
replaced by
√
εG in SDE (1.6). To the best of our knowledge, no strong convergence and
functional central limit theorems type results as well as rates of convergence in terms of
ε→ 0 for SDE (1.6) in the general case have been obtained so far.
We shall first study the strong convergence in the averaging principle for SDE (1.6)
with singular coefficients. The main result is given by Theorem 2.1 below. It turns
out that depending on the orders how αε, βε, γε go to zero, we need to distinguish two
different regimes of interactions, which lead to two different asymptotic behaviors for
system (1.6) as ε→ 0, i.e.,

lim
ε→0
αε
γε
= 0 and lim
ε→0
α2ε
βεγε
= 0, Regime 1;
lim
ε→0
αε
γε
= 0 and α2ε = βεγε, Regime 2.
(1.9)
If αε and α
2
ε go to zero faster than γε and βεγε respectively (Regime 1), we show that the
averaged equation for system (1.6) coincides with the traditional case which corresponds
to c = H ≡ 0; whereas if αε goes to zero faster than γε, while α2ε and βεγε are of the same
order (Regime 2) (which means that the term β−1ε c(X
ε
t , Y
ε
t ) is varying fast enough), then
the averaging effect of term c and the homogenization effect of term H will occur in the
effective dynamics. Furthermore, unlike most previous publications (see e.g. [31, 44, 47,
53]), we will mainly focus on the impact of noises on the averaging principle for system
(1.6). Namely, we prove that for non-degenerate noises, the averaging principle holds for
system (1.6) with only Ho¨lder continuous drifts (the corresponding deterministic system
can even be ill-posed under such weak conditions on the coefficients), and the convergence
in the averaging principle relies only on the regularities of the coefficients with respect to
the slow component (y-variable), and does not depend on their regularities with respect
to the fast term (x-variable). This coincides with the intuition, since in the limit equation
the fast variable has been totally averaged out. See Remark 2.2 below for more detailed
explanations and comparisons of our results with the previous literature on the subject.
Our method to prove the strong convergence in Regime 1 and Regime 2 is unified
and rather simple as we do not need the classical time discretisation procedure, which is
commonly used in the literature to prove the averaging principle (see e.g. [10, 29, 40, 55,
58]). Two ingredients are crucial in our proof: Zvonkin’s transformation and the Poisson
equation in the whole space. First of all, due to the low regularity of the coefficients,
we shall use Zvonkin’s argument as in [50, 55] to transform the equations for Y εt and
its average into new ones with better coefficients. Then we employ the result of Poisson
equation established in [51] to prove the strong convergence for system (1.6). In both
regimes, rates of convergence are also obtained as easy by-products of our arguments.
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The convergence rates are known to be important for the analysis of numerical schemes
for multiscale systems, see e.g. [6, 7, 16, 28]. Moreover, it will play a crucial role below
for us to study the homogenization behavior for the fluctuations of Y εt around its average
in determining the deviation scales, which in turn implies that the strong convergence
rates obtained here are optimal.
After the strong convergence of the functional law of large numbers type is established,
we then proceed to study the functional central limit theorem for system (1.6). More
precisely, we will be interested in the asymptotic behavior for the normal deviations of
Y εt from its averaged motion Y¯
k
t (k = 1, 2 which correspond to Regime 1 and Regime 2
in (1.9)), i.e., to identify the limit of the normalized difference
Zk,εt :=
Y εt − Y¯ kt
ηε
with proper choice of deviation scale ηε such that ηε → 0 as ε tends to 0. It turns out
that the asymptotic limit for Zk,εt is strongly linked to the interactions of the fast scales
as well as the deviation scale ηε. Even though the law of large numbers type limit for Y
ε
t
is the same, the homogenization behavior in the functional central limit theorems for the
deviation process Zk,εt can be quite different. We need to distinguish three main cases:
Case 0: H ≡ 0 in SDE (1.6), i.e., there is no homogenization term in the slow equation.
Note that even in this case, the system is still more general than the traditional ones
due to the existence of the extra term β−1ε c(X
ε
t , Y
ε
t ) in the fast motion. We shall show
that the limit equation for the deviation process could be given in terms of the drift c
and the solution for an auxiliary Poisson equation involving the drift F .
Case 1: H 6= 0 with Regime 1 described in (1.9). In this case, we shall show that the
averaging effect of the drift c and the homogenization effect of the fast term H may arise
in the limit equation for Z1,εt , while the effects involving the drift F as in Caes 0 will not
appear any more.
Case 2: H 6= 0 with Regime 2 described in (1.9). As mentioned before, in this case
homogenization has already occurred even in the averaged equation for Y εt (see (2.4)
below). Thus we shall show that the second order homogenization involving the drift c
and H may arise in the limit equation for Z2,εt . Furthermore, the effects involving the
drift F as in Caes 0 may occur again.
The main results are given by Theorem 2.3, Theorem 2.5 and Theorem 2.7,
respectively. Moreover, it is interesting to find that in each case, depending on the choice
of the deviation scale we still get a different limit behavior for Zk,εt . Several new terms
will appear which seem to be never observed before in the literature. In certain regimes
the limit equation for Zk,εt can even be given by a linear random ordinary differential
equation (ODE for short), while in certain situations an extra Gaussian part appears and
the limit equation will be given by a linear SDE. We shall provide some quite intuitive
explanations for each respective result, see Remark 2.4, Remark 2.6 and Remark
2.8 below. In particular, our results lead to a deep understanding of the effects and
the interactions between the extra averaging term β−1ε c(X
ε
t , Y
ε
t ) and the homogenization
term γ−1ε H(t, X
ε
t , Y
ε
t ) in system (1.6).
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We will prove the functional central limit theorem for system (1.6) in each regime
in a very robust and unified way. Our method relies only on the technique of Poisson
equation, and neither involves an extra time discretisation procedure, nor martingale
problem or tightness arguments (see e.g. [11, 29, 35, 53, 58]) and thus is quite simple.
Moreover, the conditions on the coefficients are weaker than in the known results in the
literature even in the traditional case (i.e., c = H ≡ 0), and rates of convergence are also
obtained, which we believe are rather sharp. Furthermore, it will be pretty clear from
our approach that which parts should be the leading terms in the fluctuations (whose
effects arise in the homogenization procedure), which parts should be the lower order
terms (whose fluctuations go to zero eventually) and what the deviation scales ηε should
be in each regime in order to observe non-trivial behavior for the limits. Thus we believe
that our results cover all the possibilities for system (1.6), and any other case will either
lead to trivial results or explosions.
The rest of this paper proceeds as follows. In Section 2 we state our main results.
Section 3 is devoted to the preparation of the main tools that shall be used to prove the
results. Then we prove Theorem 2.1 in Section 4, Theorem 2.3 in Section 5, and Theorem
2.5 and Theorem 2.7 in Section 6, respectively. Throughout our paper, we use the
following convention: C and c with or without subscripts will denote positive constants,
whose values may change in different places, and whose dependence on parameters can
be traced from the calculations. Given a function space, the subscript b will stand for
boundness, while the subscript p stands for polynomial growth in the x variable. To be
more precise, for a function f(t, x, y, z) defined on R+ × Rd1 × Rd2+d2 , by f ∈ L∞p :=
L∞p (R+ × Rd1 × Rd2+d2) we mean there exist constants C,m > 0 such that
|f(t, x, y, z)| 6 C(1 + |x|m), ∀t > 0, x ∈ Rd1 , y, z ∈ Rd2 ,
and Cγ,δ,ϑ,ηp := C
γ,δ,ϑ,η
t,x,y,z (R+ × Rd1 × Rd2+d2) with 0 < δ 6 1 denotes the space of all
functions f such that for every fixed x ∈ Rd1 , f(·, x, ·, ·) ∈ Cγ,ϑ,ηb (R+ × Rd2+d2) and for
any (t, y, z) ∈ R+ × Rd2+d2 and x1, x2 ∈ Rd1 ,
|f(t, x1, y, z)− f(t, x2, y, z)| 6 C|x1 − x2|δ
(
1 + |x1|m + |x2|m
)
.
2. Statement of main results
2.1. Strong convergence: functional law of large numbers. Let us first introduce
some basic assumptions. Throughout this paper, we shall always assume the following
non-degeneracy conditions on the diffusion coefficients:
(Aσ): the coefficient a = σσ
∗/2 is non-degenerate in x uniformly with respect to y, i.e.,
there exists a λ > 1 such that for any y ∈ Rd2 ,
λ−1|ξ|2 6 |σ∗(x, y)ξ|2 6 λ|ξ|2, ∀ξ ∈ Rd1 .
(AG): the coefficient G = GG∗/2 is non-degenerate in y uniformly with respect to t, i.e.,
there exists a λ > 1 such that for any t > 0,
λ−1|ξ|2 6 |G∗(t, y)ξ|2 6 λ|ξ|2, ∀ξ ∈ Rd2 .
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Recall that the frozen equation is given by SDE (1.2). We make the following very weak
recurrence assumption on the drift b to ensure the existence of an invariant measure
µy(dx) for Xyt (cf. [57]):
(Ab): lim|x|→∞ supy 〈x, b(x, y)〉 = −∞.
Note that the drift c in SDE (1.6) is not involved in the frozen equation. We need the
following additional condition on c to ensure the non-explosion of the solution Xεt : for
ε > 0 small enough, it holds that
lim
|x|→∞
sup
y
〈x, b(x, y) + εc(x, y)〉 = −∞. (2.1)
Concerning the fast term in the slow component of SDE (1.6), it is natural to make the
following assumption:
(AH): the drift H is centered, i.e.,∫
Rd1
H(t, x, y)µy(dx) = 0, ∀(t, y) ∈ R+ × Rd2 , (2.2)
where µy(dx) is the invariant measure for SDE (1.2).
Under (2.2) and according to Theorem 3.1 below, there exists a unique solution
Φ(t, x, y) to the following Poisson equation in Rd1 :
L0(x, y)Φ(t, x, y) = −H(t, x, y), x ∈ Rd1 , (2.3)
where L0(x, y) is given by (1.7), and (t, y) ∈ R+ × Rd2 are regarded as parameters. We
introduce the new averaged drift coefficients by
F¯1(t, y) :=
∫
Rd1
F (t, x, y)µy(dx);
F¯2(t, y) :=
∫
Rd1
[
F (t, x, y) + c(x, y) · ∇xΦ(t, x, y)
]
µy(dx),
(2.4)
which correspond to Regime 1 and Regime 2 described in (1.9), respectively. Then the
precise formulation of the averaged equation for SDE (1.6) is as follows: for k = 1, 2,
dY¯ kt = F¯k(t, Y¯
k
t )dt +G(t, Y¯
k
t )dW
2
t , Y¯
k
0 = y ∈ Rd2 . (2.5)
The following is the first main result of this paper.
Theorem 2.1 (Strong convergence). Let (Aσ), (Ab), (AG), (AH) and (2.1) hold,
δ, ϑ > 0 and limε→0 α
ϑ
ε/γε = 0. Then for any T > 0 and every q > 1,
(i) (Regime 1) if b, σ ∈ Cδ,ϑb , F,H ∈ Cϑ/2,δ,ϑp , G ∈ Cϑ/2,1b and c ∈ L∞p , we have
sup
t∈[0,T ]
E|Y εt − Y¯ 1t |q 6 CT
(αϑ∧1ε
γε
+
α2ε
βεγε
)q
; (2.6)
(ii) (Regime 2) if b, σ ∈ Cδ,ϑb , F,H ∈ Cϑ/2,δ,ϑp , G ∈ Cϑ/2,1b and c ∈ Cδ,ϑp , we have
sup
t∈[0,T ]
E|Y εt − Y¯ 2t |q 6 CT
(αϑ∧1ε
γε
+
α2ε
βε
)q
, (2.7)
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where for k = 1, 2, Y¯ kt is the unique strong solution for SDE (2.5), and CT > 0 is a
constant independent of δ, ε.
Let us list some important comments regarding the above result.
Remark 2.2. (i) [Singular coefficients]. Note that homogenization occurs in Regime 2
and an additional drift part appears in the limit. In both regimes, we do not make any
Lipschitz-type assumptions on the drift coefficients b, c, F and H. We mention that if
σ = 0 or G = 0, the corresponding deterministic system may even be ill-posed for only
Ho¨lder continuous coefficients. This reflects the regularization effects of the noises. In
fact, under our assumptions we have for every k = 1, 2, F¯k ∈ Cϑ/2,ϑb . Thus, the strong
well-posedness for system (1.6) and SDE (2.5) follows by [54] or [59, Theorem 1.3].
We also point out that the above results still hold in the small noise perturbation case,
i.e., with G replaced by λεG, where λε → 0 as ε → 0. Then we need to assume the
coefficients b, c, F and H to be Lipschitz continuous with respect to the y variable in
order to ensure the well-posedness of the averaged system. For the sake of simplicity, we
do not deal with this setting in the present article.
(ii) [Dependence of convergence]. In both regimes, the convergence rates do not depend
on the index δ. This suggests that the convergence in the averaging principle relies only on
the regularities of the coefficients in the original system with respect to the time variable
and the y (slow) variable, and does not depend on their regularities with respect to the x
(fast) variable.
(iii) [Sharp rates]. The traditional result can be viewed as a particular case of Regime
1 by taking c = H ≡ 0 (i.e., βε = γε ≡ 1). In this case, our result implies that the
averaging principle holds for SDE (1.6) with a strong convergence rate αϑε when the
coefficients are ϑ-Ho¨lder continuous. This order is known to be optimal when ϑ = 1.
In the general case and when ϑ = 1, estimate (2.6) means that in Regime 1, the slow
process Y εt will converge to Y¯
1
t strongly with rate
αε
γε
+ α
2
ε
βεγε
, while estimate (2.7) suggests
that in Regime 2, Y εt converges to Y¯
2
t strongly with order
αε
γε
+ α
2
ε
βε
. We shall show that
these rates are also optimal by studying the respective functional central limit theorems.
2.2. Functional central limit theorem: without homogenization. We first con-
sider SDE (1.6) with H ≡ 0, i.e., there is no fast term in the slow component. To avoid
confusion of notations, we shall denote by Y 0,εt the slow process. More precisely, consider

dXεt = α
−2
ε b(X
ε
t , Y
0,ε
t )dt+ β
−1
ε c(X
ε
t , Y
0,ε
t )dt + α
−1
ε σ(X
ε
t , Y
0,ε
t )dW
1
t ,
dY 0,εt = F (t, X
ε
t , Y
0,ε
t )dt +G(t, Y
0,ε
t )dW
2
t ,
Xε0 = x ∈ Rd1 , Y 0,ε0 = y ∈ Rd2 .
(2.8)
Note that even in this case, the above system is still broader than the traditional ones
due to the existence of the extra term β−1ε c(X
ε
t , Y
0,ε
t ) in the fast equation. According to
Theorem 2.1 (i) with H ≡ 0 (then γε ≡ 1) and ϑ = 1, the slow process Y 0,εt will converge
to Y¯ 1t strongly with a best possible rate αε + α
2
ε/βε. We intend to study the small
fluctuations of Y 0,εt from its average Y¯
1
t , i.e., to characterize the asymptotic behavior of
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the normalized difference
Z0,εt :=
Y 0,εt − Y¯ 1t
ηε
(2.9)
with proper deviation scale ηε such that ηε → 0 as ε → 0. It turns out that the limit
behavior for Z0,εt is strongly linked to the deviation scale ηε. Formally, if αε goes to 0
faster than α2ε/βε, then the convergence rate of Y
0,ε
t to Y¯
1
t is dominated by α
2
ε/βε. Thus
one needs time of order α2ε/βε to observe non-trivial behavior for Z
0,ε
t ; while if αε is
of the same order or lower order than α2ε/βε, then Y
0,ε
t will converge to Y¯
1
t with rate
αε and we shall need deviation scale αε to observe non-trivial homogenization effects.
Consequently, the natural choice of the deviation scale ηε should be divided into the
following three regimes:

ηε =
α2ε
βε
and lim
ε→0
βε
αε
= 0, Regime 0.1;
ηε = αε and lim
ε→0
αε
βε
= 0, Regime 0.2;
ηε = αε = βε, Regime 0.3.
(2.10)
Such choices of ηε will also appear to be natural from our proof procedure. Let Υ(t, x, y)
be the unique solution of the following Poisson equation in Rd1 :
L0(x, y)Υ(t, x, y) = −
[
F (t, x, y)− F¯1(t, y)
]
:= −F˜ (t, x, y), (2.11)
where L0(x, y) is defined by (1.7), F¯1 is given by (2.4), and (t, y) ∈ R+×Rd2 are regarded
as parameters. Define
c · ∇xΥ(t, y) :=
∫
Rd1
c(x, y) · ∇xΥ(t, x, y)µy(dx), (2.12)
F˜ ·Υ∗(t, y) :=
∫
Rd1
F˜ (t, x, y) ·Υ∗(t, x, y)µy(dx).
Then the limit processes Z¯0ℓ,t (ℓ = 1, 2, 3) for Z
0,ε
t corresponding to Regime 0.1-Regime
0.3 in (2.10) turn out to satisfy the following linear equations:
dZ¯01,t = ∇yF¯1(t, Y¯ 1t )Z¯01,tdt+∇yG(t, Y¯ 1t )Z¯01,tdW 2t + c · ∇xΥ(t, Y¯ 1t )dt;
dZ¯02,t = ∇yF¯1(t, Y¯ 1t )Z¯02,tdt+∇yG(t, Y¯ 1t )Z¯02,tdW 2t +
√
F˜ ·Υ∗(t, Y¯ 1t )dW˜t;
dZ¯03,t = ∇yF¯1(t, Y¯ 1t )Z¯03,tdt+∇yG(t, Y¯ 1t )Z¯03,tdW 2t
+ c · ∇xΥ(t, Y¯ 1t )dt+
√
F˜ ·Υ∗(t, Y¯ 1t )dW˜t,
(2.13)
with initial data Z¯0ℓ,0 = 0, where Y¯
1
t is the unique strong solution for SDE (2.5) with
k = 1, and W˜t is another Brownian motion independent of W
2
t .
Our first functional central limit theorem type result is as follows.
Theorem 2.3 (Central limit theorem). Let (Aσ), (Ab), (AG) and (2.1) hold, 0 < δ, ϑ 6
1. Then for any T > 0 and every ϕ ∈ C4b (Rd2),
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(i) (Regime 0.1) if b, σ ∈ Cδ,1+ϑb , F ∈ C(1+ϑ)/2,δ,1+ϑp , G ∈ C1/2,1+ϑb and c ∈ Cδ,ϑp , we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Z0,εt )]− E[ϕ(Z¯01,t)]∣∣∣ 6 CT(β2εα2ε +
α2ϑε
βϑε
)
;
(ii) (Regime 0.2) if b, σ ∈ Cδ,1+ϑb , F ∈ C(1+ϑ)/2,δ,1+ϑp , G ∈ C1/2,1+ϑb and c ∈ L∞p , we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Z0,εt )]− E[ϕ(Z¯02,t)]∣∣∣ 6 CT(αεβε + αϑε
)
;
(iii) (Regime 0.3) if b, σ ∈ Cδ,1+ϑb , F ∈ C(1+ϑ)/2,δ,1+ϑp , G ∈ C1/2,1+ϑb and c ∈ Cδ,ϑp , we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Z0,εt )]− E[ϕ(Z¯03,t)]∣∣∣ 6 CT αϑε ,
where for ℓ = 1, 2, 3, Z¯0ℓ,t satisfy the linear equation (2.13), and CT > 0 is a constant
independent of δ, ε.
Remark 2.4. (i) By Theorem 3.1 below, we have
F˜ ·Υ∗(t, y) =
∫ ∞
0
∫
Rd1
E
[
F˜ (t, x, y)F˜ ∗(t, Xyt (x), y)
]
µy(dx)dt.
Thus, in view of (1.4) and (1.5) the classical result can be viewed as a particular case
of Regime 0.2 by taking the coefficients to be time-independent, c ≡ 0 (then βε ≡ 1) and
G ≡ Id2. Even in this case, our result is still new in the sense that the conditions on
the coefficients are weaker and the rate of convergence (i.e., αϑε ) is obtained, which again
depends only on the regularity of the coefficients with respect to the slow variable.
(ii) The above result reveals the effect of the extra fast term β−1ε c(X
ε
t , Y
0,ε
t ) in system
(2.8): even though it does not play any role in the functional law of large numbers
for Y 0,εt , it does affect the deviations of Y
0,ε
t from Y¯
1
t through the functional central
limit theorem. Note that both in Regime 0.2 and Regime 0.3 there exists an additional
Gaussian part involving the drift F in the limit equations. In particular, if G ≡ Id2,
the limit is an Ornstein-Uhlenbeck type process. While in Regime 0.1 (i.e., βε/αε → 0,
which implies the term β−1ε c(X
ε
t , Y
0,ε
t ) is varying fast enough), there exists only a new
drift part involving the term c in the limit equation for Z¯01,t. In particular, if G ≡ Id2,
then Z¯01,t will satisfy a linear random ODE.
(iii) Let us give some intuitive explanations for the above result. If βε/αε → 0 (Regime
0.1), then Y 0,εt will converge to Y¯
1
t with rate α
2
ε/βε. This means that the fast term
β−1ε c(X
ε
t , Y
0,ε
t ) is the dominant term in the strong convergence. Thus its averaging effect
appears in the functional central limit theorem. While if αε/βε → 0 (Regime 0.2), then
Y 0,εt converges to Y¯
1
t with order αε (independent of βε). This suggests that the term
β−1ε c(X
ε
t , Y
0,ε
t ) is of lower order now, whose effect will go to zero eventually in the ho-
mogenization procedure. Finally, when αε = βε (Regime 0.3), there is a balance between
the fluctuations involving β−1ε c(X
ε
t , Y
0,ε
t ) and F (t, X
ε
t , Y
0,ε
t ), and thus the effects of both
terms can be observed in the limit equation.
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2.3. Functional central limit theorem: homogenization case. In this subsection,
we consider SDE (1.6) with H 6= 0, i.e., there exists a fast varying term even in the slow
component. According to Theorem 2.1, the averaged equation for Y εt can be divided into
two cases: Regime 1 and Regime 2. We proceed to identify the asymptotic limit for the
normalized difference in each regimes: for k = 1, 2,
Zk,εt :=
Y εt − Y¯ kt
ηε
with suitable deviation scale ηε such that ηε → 0 as ε→ 0.
Let us first consider Regime 1 in (1.9). Note that in this case, SDE (1.6) has the
same averaged equation as system (2.8). According to Theorem 2.1 (i) with ϑ = 1, the
process Y εt will converge to Y¯
1
t strongly with the best possible rate αε/γε + α
2
ε/(βεγε).
Thus by the same formal discussions as before, we expect that the natural choice of the
deviation scale ηε in order to observe non-trivial homogenization behavior for Z
1,ε
t should
be divided into the following three regimes:

ηε =
α2ε
βεγε
and lim
ε→0
βε
αε
= 0, Regime 1.1;
ηε =
αε
γε
and lim
ε→0
αε
βε
= 0, Regime 1.2;
ηε =
αε
γε
and αε = βε, Regime 1.3.
(2.14)
Recall that Φ is the unique solution to the Poisson equation (2.3), and define
c · ∇xΦ(t, y) :=
∫
Rd1
c(x, y) · ∇xΦ(t, x, y)µy(dx); (2.15)
H · Φ∗(t, y) :=
∫
Rd1
H(t, x, y) · Φ∗(t, x, y)µy(dx). (2.16)
Then the limit processes Z¯1ℓ,t (ℓ = 1, 2, 3) for Z
1,ε
t corresponding to Regime 1.1-Regime
1.3 in (2.14) shall be given by:
dZ¯11,t = ∇yF¯1(t, Y¯ 1t )Z¯11,tdt +∇yG(t, Y¯ 1t )Z¯11,tdW 2t + c · ∇xΦ(t, Y¯ 1t )dt;
dZ¯12,t = ∇yF¯1(t, Y¯ 1t )Z¯12,tdt +∇yG(t, Y¯ 1t )Z¯12,tdW 2t +
√
H · Φ∗(t, Y¯ 1t )dW˜t;
dZ¯13,t = ∇yF¯1(t, Y¯ 1t )Z¯13,tdt +∇yG(t, Y¯ 1t )Z¯13,tdW 2t
+ c · ∇xΦ(t, Y¯ 1t )dt+
√
H · Φ∗(t, Y¯ 1t )dW˜t,
(2.17)
with initial data Z¯1ℓ,0 = 0 (ℓ = 1, 2, 3), where W˜t is another Brownian motion independent
of W 2t .
The following is our second main result for the functional central limit theorems.
Theorem 2.5 (Central limit theorem: Regime 1). Let (Aσ), (Ab), (AG), (AH) and
(2.1) hold, 0 < δ, ϑ 6 1. Then for any T > 0 and every ϕ ∈ C4b (Rd2),
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(i) (Regime 1.1) if b, σ ∈ Cδ,1+ϑb , F,H ∈ C(1+ϑ)/2,δ,1+ϑp , G ∈ C1/2,1+ϑb and c ∈ Cδ,ϑp , we
have
sup
t∈[0,T ]
∣∣∣E[ϕ(Z1,εt )]− E[ϕ(Z¯11,t)]∣∣∣ 6 CT(γε + β2εα2ε +
α2ϑε
βϑε γ
ϑ
ε
)
;
(ii) (Regime 1.2) if b, σ ∈ Cδ,1+ϑb , F,H ∈ C(1+ϑ)/2,δ,1+ϑp , G ∈ C1/2,1+ϑb and c ∈ L∞p , we
have
sup
t∈[0,T ]
∣∣∣E[ϕ(Z1,εt )]− E[ϕ(Z¯12,t)]∣∣∣ 6 CT(γε + αεβε +
αϑε
γϑε
)
;
(iii) (Regime 1.3) if b, σ ∈ Cδ,1+ϑb , F,H ∈ C(1+ϑ)/2,δ,1+ϑp , G ∈ C1/2,1+ϑb and c ∈ Cδ,ϑp , we
have
sup
t∈[0,T ]
∣∣∣E[ϕ(Z1,εt )]− E[ϕ(Z¯13,t)]∣∣∣ 6 CT(γε + αϑεγϑε
)
,
where for ℓ = 1, 2, 3, Z¯1ℓ,t satisfy the linear equation (2.17), and CT > 0 is a constant
independent of δ, ε.
Remark 2.6. (i) Compared with SDE (2.13) and Theorem 2.3, the homogenization
effect of the drift F never appears in SDE (2.17). In fact, all the corresponding terms
involving F (through the Poisson equation (2.11)) in SDE (2.13) are now replaced by
the drift H (through the Poisson equation (2.3)). This is intuitively natural since in this
case the fluctuations will be dominated by the fast component γ−1ε H(t, X
ε
t , Y
ε
t ), and the
term F (t, Xεt , Y
ε
t ) is only of lower order now, thus its effect in the fluctuations will go to
zero eventually in each regime.
(ii) In particular, if G ≡ Id2 and F ≡ 0 then Theorem 2.1 asserts that Y εt converges
strongly to Y¯ 1t = y +W
2
t . Thus the deviation process is given by
Z1,εt = z +
1
ηεγε
∫ t
0
H(s,Xεs , Y
ε
s )ds,
which is an inhomogeneous integral functional of the Markov process (Xεt , Y
ε
t ). Theorem
2.5 provides the limit for Z1,εt in each regime, which is of independent interest (see e.g.
[9, 21]).
(iii) Let us give more intuitive explanations for Regime 1.1 and Regime 1.2. Under
Regime 1.1, we have αε/γε goes to 0 faster than α
2
ε/(βεγε), and the process Y
ε
t will
converge to Y¯ 1t with rate α
2
ε/(βεγε). Thus the fast term β
−1
ε c(X
ε
t , Y
ε
t ) is the leading term
in the convergence and its averaging effect appears in the limit equation of Z¯11,t. While in
Regime 1.2, we have α2ε/(βεγε) goes to 0 faster than αε/γε, and the process Y
ε
t converges
to Y¯ 1t with order αε/γε (independent of βε). This implies that the term β
−1
ε c(X
ε
t , Y
ε
t ) is
of lower order now, whereas γ−1ε H(t, X
ε
t , Y
ε
t ) is the leading term and its homogenization
effect appears in the limit equation of Z¯12,t.
Now we consider Regime 2 in (1.9), where homogenization already occurs even in the
functional law of large numbers. Recall that α2ε = βεγε in this case. In particular, we shall
always have limε→0 αε/βε = ∞. According to Theorem 2.1 (ii) with ϑ = 1, the process
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Y εt will converge to Y¯
2
t strongly with the best possible rate αε/γε + α
2
ε/βε. Thus the
natural choice of the derivation scale ηε in order to observe non-trivial homogenization
behavior for Z2,εt should be divided into the following three regimes:

ηε =
α2ε
βε
and lim
ε→0
βε
αεγε
= 0, Regime 2.1;
ηε =
αε
γε
and lim
ε→0
αεγε
βε
= 0, Regime 2.2;
ηε =
αε
γε
=
α2ε
βε
, Regime 2.3.
(2.18)
Recall that Φ is the unique solution to the Poisson equation (2.3), and c · ∇xΦ is defined
by (2.15). Let Ψ solves the following Poisson equation:
L0(x, y)Ψ(t, x, y) = −
[
c(x, y) · ∇xΦ(t, x, y)− c · ∇xΦ(t, y)
]
, (2.19)
where L0(x, y) is defined by (1.7), and (t, y) ∈ R+ × Rd2 are regarded as parameters.
Define
c · ∇xΨ(t, y) :=
∫
Rd1
c(x, y) · ∇xΨ(t, x, y)µy(dx).
Then the limit processes Z¯2ℓ,t (ℓ = 1, 2, 3) for Z
2,ε
t corresponding to Regime 2.1-Regime
2.3 in (2.18) shall be given by:
dZ¯21,t = ∇yF¯2(t, Y¯ 2t )Z¯21,tdt +∇yG(t, Y¯ 2t )Z¯21,tdW 2t
+
(
c · ∇xΥ+ c · ∇xΨ
)
(t, Y¯ 2t )dt;
dZ¯22,t = ∇yF¯2(t, Y¯ 2t )Z¯22,tdt +∇yG(t, Y¯ 2t )Z¯22,tdW 2t +
√
H · Φ∗(t, Y¯ 2t )dW˜t;
dZ¯23,t = ∇yF¯2(t, Y¯ 2t )Z¯23,tdt +∇yG(t, Y¯ 2t )Z¯23,tdW 2t
+
(
c · ∇xΥ+ c · ∇xΨ
)
(t, Y¯ 2t )dt+
√
H · Φ∗(t, Y¯ 2t )dW˜t
(2.20)
with initial data Z¯2ℓ,0 = 0, where c · ∇xΥ and H · Φ∗ are defined by (2.12) and (2.16),
respectively, Y¯ 2t is the unique strong solution of SDE (2.5) with k = 2, and W˜t is another
Brownian motion independent of W 2t .
Our main result in this case is as follows.
Theorem 2.7 (Central limit theorem: Regime 2). Let (Aσ), (Ab), (AG), (AH) and
(2.1) hold, 0 < δ, ϑ 6 1. Assume that b, σ ∈ Cδ,1+ϑb , c ∈ Cδ,1+ϑp , F,H ∈ C(1+ϑ)/2,δ,1+ϑp and
G ∈ C1/2,1+ϑb . Then for any T > 0 and every ϕ ∈ C4b (Rd2),
(i) (Regime 2.1) we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Z2,εt )]− E[ϕ(Z¯21,t)]∣∣∣ 6 CT( β2εα2εγ2ε +
α2ϑε
βϑε
)
;
(ii) (Regime 2.2) we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Z2,εt )]− E[ϕ(Z¯22,t)]∣∣∣ 6 CT(αεγεβε +
αϑε
γϑε
)
;
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(iii) (Regime 2.3) we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Z2,εt )]− E[ϕ(Z¯23,t)]∣∣∣ 6 CT αϑεγϑε ,
where for ℓ = 1, 2, 3, Z¯2ℓ,t satisfy the linear equation (2.20), and CT > 0 is a constant
independent of δ, ε.
Remark 2.8. (i) Since homogenization already occurs in the averaged equation of Y¯ 2t ,
it is natural to expect that the second order homogenization will appear in the functional
central limit theorem. This is exactly characterized through the function Ψ in Regime
2.1 and Regime 2.3 which solves the Poisson equation (2.19). In Regime 2.2, the slow
process Y εt will converge to Y¯
2
t with rate αε/γε (independent of βε), which means that the
term γ−1ε H(t, X
ε
t , Y
ε
t ) is the only leading term, and thus the averaging effect involving
β−1ε c(X
ε
t , Y
ε
t ) does not arise.
(ii) Note that the same homogenization behaviors involving the drift F as in SDE
(2.13) appear again in Regime 2.1 and Regime 2.3. This implies that the component
γ−1ε H(t, X
ε
t , Y
ε
t ) is of the same order as the drift term F (t, X
ε
t , Y
ε
t ) in the fluctuations,
which should not be a contradiction since in Regime 2, the fast varying of γ−1ε H(t, X
ε
t , Y
ε
t )
has already been homogenized out in the averaged equation.
(iii) It is interesting to note that in order to observe all non-trivial behaviors of every
term simultaneously, we need to take γε = α
1/2
ε and βε = α
3/2
ε (Regime 2.3) to balance
the averaging effect of β−1ε c(X
ε
t , Y
ε
t ) and the homogenization effect of γ
−1
ε H(t, X
ε
t , Y
ε
t ).
Notations: Since we shall prove the main results in a quite unified way, we introduce
some notations here for brevity. Let L¯k be the infinitesimal generator for Y¯
k
t , i.e., for
k = 1, 2,
L¯k := L¯k(t, y) :=
d2∑
i,j=1
Gij(t, y) ∂
2
∂yi∂yj
+
d2∑
i=1
F¯ ik(t, y)
∂
∂yi
, (2.21)
where F¯k are defined by (2.4). Note that the averaged process for Y
0,ε
t in SDE (2.8) is
also given by Y¯ 1t , we let Y¯
0
t := Y¯
1
t and L¯0 := L¯1 for consistency. We also introduce
L¯
0
3 := L¯
0
3 (t, y, z) :=
d2∑
i=1
(
c · ∇xΥ
)i
(t, y)
∂
∂zi
, (2.22)
L¯
1
3 := L¯
1
3 (t, y, z) :=
d2∑
i=1
(
c · ∇xΦ
)i
(t, y)
∂
∂zi
, (2.23)
L¯
2
3 := L¯
2
3 (t, y, z) :=
d2∑
i=1
(
c · ∇xΨ
)i
(t, y)
∂
∂zi
, (2.24)
L¯
1
4 := L¯
1
4 (t, y, z) :=
d2∑
i,j=1
(
F˜ ·Υ∗)ij(t, y) ∂2
∂zi∂zj
, (2.25)
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L¯
2
4 := L¯
2
4 (t, y, z) :=
d2∑
i,j=1
(
H · Φ∗)ij(t, y) ∂2
∂zi∂zj
, (2.26)
and for k = 1, 2,
L¯
k
5 := L¯
k
5 (t, y, z) :=
d2∑
i=1
(∇yF¯k(t, y)z)i ∂
∂zi
+
1
2
d2∑
i,j=1
(
G(t, y)[∇yG(t, y)z]∗
)ij ∂2
∂yi∂zj
+
1
2
d2∑
i,j=1
(
[∇yG(t, y)z][∇yG(t, y)z]∗
)ij ∂2
∂zi∂zj
. (2.27)
Then the infinitesimal generator of (Y¯ kt , Z¯
k
ℓ,t) can be written as L¯k + L¯kℓ , where for
k = 0, 1, 2 and ℓ = 1, 2, 3, the operator L¯kℓ are defined as follows:
corresponding to Z¯0ℓ,t (ℓ = 1, 2, 3) in SDE (2.13),
L¯01 := L¯ 15 + L¯ 03 , L¯02 := L¯ 15 + L¯ 14 , L¯03 := L¯ 15 + L¯ 03 + L¯ 14 ; (2.28)
corresponding to Z¯1ℓ,t (ℓ = 1, 2, 3) in SDE (2.17),
L¯11 := L¯ 15 + L¯ 13 , L¯12 := L¯ 15 + L¯ 24 , L¯13 := L¯ 15 + L¯ 13 + L¯ 24 ; (2.29)
and corresponding to Z¯2ℓ,t (ℓ = 1, 2, 3) in SDE (2.20),
L¯21 := L¯ 25 + L¯ 03 + L¯ 23 , L¯22 := L¯ 25 + L¯ 24 , L¯23 := L¯ 25 + L¯ 03 + L¯ 23 + L¯ 24 . (2.30)
3. Poisson equation and Cauchy problem
This section collects the main tools that we shall use to prove our results. As mentioned
in the introduction, the Poisson equation will play an important role in the proof both
for the strong convergence in the averaging principle and the central limit theorems. Let
us first recall some results in this direction.
Consider the following Poisson equation in Rd1 :
L0(x, y)u(x, y) = −f(x, y), (3.1)
where L0(x, y) is defined by (1.7), and y ∈ Rd2 is regarded as a parameter. Note that
L0(x, y) is the infinitesimal generator of X
y
t given by (1.2). To ensure the well-posedness
of equation (3.1), we need to make the following centering condition on f :∫
Rd1
f(x, y)µy(dx) = 0, ∀y ∈ Rd2 , (3.2)
where µy(dx) is the invariant measure for Xyt . The following result was proved in [51,
Theorem 2.1], which will be used frequently below.
Theorem 3.1. Let (Aσ) and (Ab) hold. Assume that a, b ∈ Cδ,ϑb with 0 < δ 6 1 and
ϑ > 0. Then for every function f ∈ Cδ,ϑp satisfying (3.2), there exists a unique solution
u ∈ C2+δ,ϑp to equation (3.1) satisfying (3.2) which is given by
u(x, y) =
∫ ∞
0
Ef(Xyt (x), y)dt.
16
Moreover, there exists a constant m > 0 such that:
(i) for any x ∈ Rd1 and y ∈ Rd2,
|u(x, y)|+ |∇xu(x, y)|+ |∇2xu(x, y)| 6 C0(1 + |x|m), (3.3)
where C0 > 0 depends only on d1, d2 and ‖a‖Cδ,0
b
, ‖b‖Cδ,0
b
, [f ]Cδ,0p ;
(ii) for any x ∈ Rd1,
‖u(x, ·)‖Cϑ
b
6 C1(1 + |x|m), (3.4)
where C1 > 0 depends on d1, d2 and ‖a‖Cδ,ϑ
b
, ‖b‖Cδ,ϑ
b
, [f ]Cδ,ϑp .
We will need to use Itoˆ’s formula for the solution of the Poisson equation with the
fast and slow components in SDE (1.6) plugged in for both variables, say u(Xεt , Y
ε
t ),
which in turn requires at least two derivatives of u with respect to the x variable as well
as the y variable. In view of estimate (3.3), the derivatives with respect to x are not
a problem since we can get them for free by virtue of the uniform ellipticity property
of the operator. However, due to our low regularities of the coefficients with respect to
the y variable (only Ho¨lder continuous) and taking into account (3.4), we cannot get
the desired two derivatives for u(x, ·) directly. To overcome this problem, we use some
mollification arguments.
Let ρ1 : R → [0, 1] and ρ2 : Rd2 → [0, 1] be two smooth radial convolution kernel
functions such that
∫
R
ρ1(r)dr =
∫
Rd2
ρ2(y)dy = 1, and for any k > 1, there exist
constants Ck > 0 such that |∇kρ1(r)| 6 Ckρ1(r) and |∇kρ2(y)| 6 Ckρ2(y). For every
n ∈ N∗, set
ρn1 (r) := n
2ρ1(n
2r) and ρn2 (y) := n
d2ρ2(ny).
Given a function f(t, x, y, z), we define the mollifying approximations of f in t and y
variables by
fn(t, x, y, z) := f ∗ ρn2 ∗ ρn1 :=
∫
Rd2+1
f(t− s, x, y − y′, z)ρn2 (y′)ρn1 (s)dy′ds. (3.5)
The following easy result can be proved similarly as in [51, Lemma 4.1], we omit the
details.
Lemma 3.2. Let f ∈ Cϑ/2,0,ϑ,0p with 0 < ϑ 6 2 and define fn by (3.5). Then we have
‖f(·, x, ·, ·)− fn(·, x, ·, ·)‖∞ 6 C0n−ϑ(1 + |x|m), (3.6)
‖∇yfn(·, x, ·, ·)‖∞ 6 C0n1−(ϑ∧1)(1 + |x|m), (3.7)
and
‖∂tfn(·, x, ·, ·)‖∞ + ‖∇2yfn(·, x, ·, ·)‖∞ 6 C0n2−ϑ(1 + |x|m), (3.8)
where C0 > 0 is a constant independent of n.
Given a function h(t, x, y), we denote its average with respect to the measure µy(dx)
by h¯(t, y), i.e.,
h¯(t, y) :=
∫
Rd1
h(t, x, y)µy(dx). (3.9)
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The following result specifies the regularity of an averaged function, which explains the
assumptions we made on the coefficients in our main results.
Lemma 3.3. Let (Aσ) and (Ab) hold. Assume that a, b ∈ Cδ,ϑb with 0 < δ 6 1 and
ϑ > 0. Then for every h ∈ Cϑ/2,δ,ϑp , we have h¯ ∈ Cϑ/2,ϑb . In particular,
(i) under conditions in Theorem 2.1, we have for every k = 1, 2, F¯k ∈ Cϑ/2,ϑb ;
(ii) under conditions in Theorem 2.3, Theorem 2.5 and Theorem 2.7, we have for
every k = 1, 2,
∇yF¯k, c · ∇xΥ, F˜ ·Υ∗, c · ∇xΦ, H · Φ∗, c · ∇xΨ ∈ Cϑ/2,ϑb .
Proof. The assertion that h¯ ∈ Cϑ/2,ϑb was proved in [51, Lemma 3.2]. Then, under the
assumptions in Theorem 2.1 (Regime 1), the conclusion that F¯1 ∈ Cϑ/2,ϑb follows directly.
Recall that Φ solves (2.3). By the assumptions in Theorem 2.1 (Regime 2) and Theorem
3.1, we have Φ ∈ Cϑ/2,2+δ,ϑp . This together with the condition that c ∈ Cδ,ϑp implies that
c · ∇xΦ ∈ Cϑ/2,2+δ,ϑp , which in turn yields F¯2 ∈ Cϑ/2,ϑb . (ii) can be proved by the same
arguments, so we omit the details. 
Another main tool we will use to prove the functional central limit theorems is the
Cauchy problem corresponding to the limit dynamics (Y¯ kt , Z¯
k
ℓ,t), k = 0, 1, 2 and ℓ = 1, 2, 3.
Note that the processes Y¯ kt depend on the initial value y, while Z¯
k
ℓ,t depend on y but
with initial value 0. Below, we shall write Y¯ kt (y) when we want to stress the dependence
on the initial value, and use Z¯kℓ,t(y, z) to denote processes Z¯
k
ℓ,t with initial point z ∈ Rd2 .
Fix a T > 0 below, consider the following Cauchy problem on [0, T ]× Rd2 × Rd2 :{
∂tu
k
ℓ (t, y, z)− (L¯k + L¯kℓ )ukℓ (t, y, z) = 0, t ∈ (0, T ],
ukℓ (0, y, z) = ϕ(z),
(3.10)
where L¯k and L¯kℓ are defined by (2.21), (2.28), (2.29) and (2.30), respectively. We have
the following result.
Theorem 3.4. For every k = 0, 1, 2, ℓ = 1, 2, 3 and ϕ ∈ C4b (Rd2), there exists a unique
solution ukℓ ∈ C(2+ϑ)/2,2+ϑ,4b to equation (3.10) which is given by
ukℓ (t, y, z) = Eϕ
(
Z¯kℓ,t(y, z)
)
. (3.11)
Proof. We only prove the assertion for k = 0 and ℓ = 1. Although this is not the most
general one, we choose this case since it carries the key difficulties. For simplicity, we
shall write u instead of u01 for the solution. Without loss of generality, we may assume
that the coefficients are smooth, and focus on proving the a priori estimates for u. Since
L¯0 + L¯01 is the generator of the Markov process (Y¯ 0t , Z¯01,t), it is well known that the
solution for (3.10) will be given by (3.11). By the assumption ϕ ∈ C4b (Rd2), the fact
that Y¯ 0t does not depend on z, and since Z¯
0
1,t(y, z) satisfies the linear equation (2.13), it
is easily checked that for every (t, y) ∈ R+ × Rd2 , we have u(t, y, ·) ∈ C4b (Rd2), and for
i = 1, · · · , 4,
‖∇izu(t, y, ·)‖∞ 6 C0‖ϕ‖C4b ,
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where C0 > 0 depends only on ‖∇yF¯1‖∞ and ‖∇yG‖∞. It remains to prove that for
every z ∈ Rd2 , u(·, ·, z) ∈ C(2+ϑ)/2,2+ϑb . To this end, we rewrite equation (3.10) as
∂tu(t, y, z)− L¯0u(t, y, z) = L¯01u(t, y, z).
By regarding z as a parameter in the above equation, and recalling that G is uniformly
elliptic, it suffices to show that
∇zu(·, ·, z),∇2zu(·, ·, z) ∈ Cϑ/2,ϑb .
Then the conclusion follows by classical PDE’s result, see e.g. [39, Chapter IV, Section
5]. For any y1, y2 ∈ Rd2 , we write∣∣∇zu(t, y1, z)−∇zu(t, y2, z)∣∣ 6 ‖∇zϕ‖∞E∣∣∇zZ¯01,t(y1, z)−∇zZ¯01,t(y2, z)∣∣
+ E
(∣∣∇zϕ(Z¯01,t(y1, z))−∇zϕ(Z¯01,t(y2, z))∣∣ · |∇zZ¯01,t(y2, z)|)
6 C1E
(∣∣∇zZ¯01,t(y1, z)−∇zZ¯01,t(y2, z)∣∣2 + ∣∣Z¯01,t(y1, z)− Z¯01,t(y2, z)∣∣2)1/2.
Note that
d∇zZ¯01,t = ∇yF¯1(t, Y¯ 1t )∇zZ¯01,tdt+∇yG(t, Y¯ 1t )∇zZ¯01,tdW 2t .
Thus by the fact that ∇yF¯k(t, ·),∇yG(t, ·) ∈ Cϑb , we deduce that
E
∣∣∇zZ¯01,t(y1, z)−∇zZ¯01,t(y2, z)∣∣2 6 C2E
(∫ t
0
∣∣∇zZ¯01,s(y1, z)−∇zZ¯01,s(y2, z)∣∣2ds
)
+ C2E
(∫ t
0
∣∣∇yF¯1(s, Y¯ 1s (y1))−∇yF¯1(s, Y¯ 1s (y2))∣∣2
+
∣∣∇yG¯(s, Y¯ 1s (y1))−∇yG¯(s, Y¯ 1s (y2))∣∣2ds
)
6 C2E
(∫ t
0
∣∣∇zZ¯01,s(y1, z)−∇zZ¯01,s(y2, z)∣∣2ds
)
+ C2E
(∫ t
0
∣∣Y¯ 1s (y1)− Y¯ 1s (y2)∣∣2ϑds
)
. (3.12)
It is well known that y 7→ Y¯ 1t (y) is a C1-diffeomorphism, i.e., for every t ∈ [0, T ],
E
∣∣Y¯ 1t (y1)− Y¯ 1t (y2)∣∣ 6 CT |y1 − y2|.
Taking this back into (3.12) and by Gronwall’s inequality, we get
E
∣∣∇zZ¯01,t(y1, z)−∇zZ¯01,t(y2, z)∣∣2 6 C3|y1 − y2|2ϑ.
By the same arguments and more easily, we also have
E
∣∣Z¯01,t(y1, z)− Z¯01,t(y2, z)∣∣2 6 C4|y1 − y2|2ϑ,
which in turn implies that∣∣∇zu(t, y1, z)−∇zu(t, y2, z)∣∣ 6 C5|y1 − y2|ϑ.
The corresponding regularity for ∇zu with respect to t variable and for ∇2zu can be
proved similarly. 
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4. Strong convergence in the averaging principle
Using the technique of Poisson equation, we shall first derive some fluctuation esti-
mates in Subsection 4.1. Then we prove the strong convergence in the averaging principle
of SDE (1.6) in Subsection 4.2 by Zvonkin’s transformation.
4.1. Strong fluctuation estimates. Given a function h(t, x, y), recall that h¯(t, y) is
defined by (3.9). It is easy to see that f(t, x, y) := h(t, x, y)−h¯(t, y) satisfies the centering
condition, i.e., ∫
Rd1
f(t, x, y)µy(dx) = 0, ∀(t, y) ∈ R+ × Rd2 . (4.1)
The following result gives an estimate for the fluctuations between h(s,Xεs , Y
ε
s ) and
h¯(s, Y εs ) over the time interval [0, t].
Lemma 4.1. Let (Aσ), (Ab) and (2.1) hold. Assume that b, σ ∈ Cδ,ϑb with 0 < δ, ϑ 6 2
and c, F,H,G ∈ L∞p . Then for every f ∈ Cϑ/2,δ,ϑp satisfying (4.1) and any q > 2, we
have
E
∣∣∣∣
∫ t
0
f(s,Xεs , Y
ε
s )ds
∣∣∣∣
q
6 Ct
(
αϑ∧1ε +
α2ε
βε
)q
, (4.2)
where Ct > 0 is a constant independent of δ, ε.
Remark 4.2. We call (4.2) a strong fluctuation estimate because we take the absolute
value for the integral over [0, t]. Compared with Lemma 5.1 and Lemma 6.1 below, we
shall see that the involved martingale part will be one of the leading terms in the control
of error bounds in this case, and this is the main reason why the power ϑ∧ 1 appears on
the right hand side of (4.2).
Proof. By the assumptions that f ∈ Cϑ/2,δ,ϑp satisfying (4.1), b, σ ∈ Cδ,ϑb and according
to Theorem 3.1, there exists a unique solution Φf (t, x, y) ∈ Cϑ/2,2+δ,ϑp to the following
Poisson equation in Rd1 :
L0(x, y)Φ
f(t, x, y) = −f(t, x, y), (4.3)
where (t, y) ∈ R+ × Rd2 are regarded as parameters. Let Φfn be the mollifyer of Φf
defined as in (3.5) (which does not depend on the z-variable here). Using Itoˆ’s formula,
we have
Φfn(t, X
ε
t , Y
ε
t ) = Φ
f
n(0, x, y) +
∫ t
0
(
∂s + L1 + γ
−1
ε L2 + β
−1
ε L3
)
Φfn(s,X
ε
s , Y
ε
s )ds
+
1
α2ε
∫ t
0
L0Φ
f
n(s,X
ε
s , Y
ε
s )ds+
1
αε
M1n(t) +M
2
n(t),
where L1,L2 and L3 are given by (1.8), and for i = 1, 2, M
i
n(t) are martingales defined
by
M1n(t) :=
∫ t
0
∇xΦfn(s,Xεs , Y εs )σ(Xεs , Y εs )dW 1s ,
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M2n(t) :=
∫ t
0
∇yΦfn(s,Xεs , Y εs )G(s, Y εs )dW 2s .
By (4.3) this in turn yields that∫ t
0
f(s,Xεs , Y
ε
s )ds = α
2
εΦ
f
n(0, x, y)− α2εΦfn(t, Xεt , Y εt ) + αεM1n(t) + α2εM2n(t)
+ α2ε
∫ t
0
(
∂s + L1
)
Φfn(s,X
ε
s , Y
ε
s )ds
+
α2ε
γε
∫ t
0
L2Φ
f
n(s,X
ε
s , Y
ε
s )ds +
α2ε
βε
∫ t
0
L3Φ
f
n(s,X
ε
s , Y
ε
s )ds
+
∫ t
0
(
L0Φ
f
n −L0Φf
)
(s,Xεs , Y
ε
s )ds.
(4.4)
As a result, we have for any q > 2,
Q(ε) := E
∣∣∣∣
∫ t
0
f(s,Xεs , Y
ε
s )ds
∣∣∣∣
q
6 Cq
[
α2qε
(
|Φfn(0, x, y)|q + E|Φfn(t, Xεt , Y εt )|q
)
+ αqε E|M1n(t)|q + α2qε E|M2n(t)|q
]
+ Cqα
2q
ε E
∣∣∣∣
∫ t
0
(
∂s + L1
)
Φfn(s,X
ε
s , Y
ε
s )ds
∣∣∣∣
q
+ Cq
α2qε
γqε
E
∣∣∣∣
∫ t
0
L2Φ
f
n(s,X
ε
s , Y
ε
s )ds
∣∣∣∣
q
+ Cq
α2qε
βqε
E
∣∣∣∣
∫ t
0
L3Φ
f
n(s,X
ε
s , Y
ε
s )ds
∣∣∣∣
q
+ Cq E
∣∣∣∣
∫ t
0
(
L0Φ
f
n −L0Φf
)
(s,Xεs , Y
ε
s )ds
∣∣∣∣
q
=:
5∑
i=1
Qi(ε).
Under (Aσ) and (2.1), it follows from [57, Lemma 1] (see also [47, Lemma 1] or [51])
that for any m > 0, there exists a constant C0 > 0 such that
sup
ε∈(0,1/2)
E|Xεt |m 6 C0(1 + |x|m+2). (4.5)
Thus by (3.3) we have that there exist constants m > 0 and C1 > 0 independent of n
such that
|Φfn(0, x, y)|q + E|Φfn(t, Xεt , Y εt )|q 6 C1E
(
1 + |Xεt |mq
)
<∞.
At the same time, by Ho¨lder’s inequality,
E|M1n(t)|q 6 C1E
(∫ t
0
(
1 + |Xεs |2m
)
ds
)q/2
6 C1E
(∫ t
0
(
1 + |Xεs |mq
)
ds
)
<∞,
and in view of (3.7),
E|M2n(t)|q 6 C1nq(1−(ϑ∧1))E
(∫ t
0
(
1 + |Xεs |mq
)
ds
)
6 C1n
q(1−(ϑ∧1)).
Consequently, we get
Q1(ε) 6 C1
(
αqε + α
2q
ε n
q(1−(ϑ∧1))
)
.
21
To control the second term, by (3.8) and the assumptions that F,G ∈ L∞p , we deduce
that
‖(∂s + L1)Φfn(·, x, ·)‖∞ 6 C2(1 + |x|m)
×
(
‖∂sΦfn(·, x, ·)‖∞ +
∑
ℓ=1,2
∥∥∇ℓyΦfn(·, x, ·)∥∥∞) 6 C2n2−ϑ(1 + |x|2m).
Taking into account (4.5) yields
Q2(ε) 6 C2α2qε nq(2−ϑ)E
(∫ t
0
(
1 + |Xεs |2mq
)
ds
)
6 C2α
2q
ε n
q(2−ϑ).
Using the same argument as above, one can check that
‖L2Φfn(·, x, ·)‖∞ 6 C3(1 + |x|m)‖∇yΦfn(·, x, ·)‖∞ 6 C3n1−(ϑ∧1)(1 + |x|2m).
Thus we have
Q3(ε) 6 C3α
2q
ε
γqε
nq(1−(ϑ∧1))E
(∫ t
0
(
1 + |Xεs |2mq
)
ds
)
6 C3
α2qε
γqε
nq(1−(ϑ∧1)).
Furthermore, by the assumption that c ∈ L∞p , it follows directly that
Q4(ε) 6 C4α
2q
ε
βqε
E
(∫ t
0
(
1 + |Xεs |2mq
)
ds
)
6 C4
α2qε
βqε
.
Finally, since ∇2xΦf ∈ Cϑ/2,δ,ϑp and due to the fact that
∇2x(Φfn) = (∇2xΦf ) ∗ ρn1 ∗ ρn2 ,
we derive by (3.6) that
Q5(ε) 6 C5 E
(∫ t
0
∑
ℓ=1,2
∥∥(∇ℓxΦfn −∇ℓxΦf )(·, Xεs , ·)∥∥q∞ds
)
6 C5n
−qϑ
E
(∫ t
0
(
1 + |Xεs |mq
)
ds
)
6 C5n
−qϑ.
Combining the above computations, we arrive at
Q(ε) 6 C6
(
αε + α
2
εn
1−(ϑ∧1) + α2εn
2−ϑ +
α2ε
γε
n1−(ϑ∧1) +
α2ε
βε
+ n−ϑ
)q
.
Taking n = α−1ε , we thus get
Q(ε) 6 C7
(
αε + α
ϑ
ε +
α2ε
βε
)q
6 C7
(
αϑ∧1ε +
α2ε
βε
)q
,
and the proof is finished. 
The above result can be regraded as a law of large numbers type fluctuation estimate.
Now, we derive a central limit type fluctuation estimate for the integral of f(s,Xεs , Y
ε
s )
22
over the time interval [0, t]. This will depend on the two regimes described in (1.9).
Recall that Φf is the solution to the Poisson equation (4.3). For simplify, we set
c · ∇xΦf (t, y) :=
∫
Rd1
c(x, y) · ∇xΦf (t, x, y)µy(dx).
The following result will play an important role below.
Lemma 4.3. Let (Aσ), (Ab) and (2.1) hold. Assume that b, σ ∈ Cδ,ϑb with 0 < δ, ϑ 6 2,
F,H,G ∈ L∞p and limε→0 αϑε/γε = 0. Then for every f ∈ Cϑ/2,δ,ϑp satisfying (4.1) and
any q > 2, the following hold:
(i) (Regime 1) if c ∈ L∞p , we have
E
∣∣∣∣ 1γε
∫ t
0
f(s,Xεs , Y
ε
s )ds
∣∣∣∣
q
6 Ct
(αϑ∧1ε
γε
+
α2ε
βεγε
)q
;
(ii) (Regime 2) if c ∈ Cδ,ϑp , we have
E
∣∣∣∣ 1γε
∫ t
0
f(s,Xεs , Y
ε
s )ds−
∫ t
0
c · ∇xΦf (s, Y εs )ds
∣∣∣∣
q
6 Ct
(αϑ∧1ε
γε
+
α2ε
βε
)q
,
where Ct > 0 is a constant independent of δ, ε.
Proof. We provide the proof for the two regimes separately.
(i) (Regime 1) This case follows by Lemma 4.1 directly since no homogenization occurs.
In fact, we have
E
∣∣∣∣ 1γε
∫ t
0
f(s,Xεs , Y
ε
s )ds
∣∣∣∣
q
=
1
γqε
E
∣∣∣∣
∫ t
0
f(s,Xεs , Y
ε
s )ds
∣∣∣∣
q
6 C1
1
γqε
(
αϑ∧1ε +
α2ε
βε
)q
,
which in turn yields the desired result.
(ii) (Regime 2) Recall that α2ε = βεγε in this case. As in the proof of Lemma 4.1, by
(4.4) we have
Qˆ(ε) := E
∣∣∣∣ 1γε
∫ t
0
f(s,Xεs , Y
ε
s )ds−
∫ t
0
c · ∇xΦf(s, Y εs )ds
∣∣∣∣
q
6C2
[
α2qε
γqε
(
|Φfn(0, x, y)|q+ E|Φfn(t, Xεt , Y εt )|q
)
+
αqε
γqε
E|M1n(t)|q +
α2qε
γqε
E|M2n(t)|q
]
+ C2
α2qε
γqε
E
∣∣∣∣
∫ t
0
(
∂s + L1
)
Φfn(s,X
ε
s , Y
ε
s )ds
∣∣∣∣
q
+ C2
α2qε
γ2qε
E
∣∣∣∣
∫ t
0
L2Φ
f
n(s,X
ε
s , Y
ε
s )ds
∣∣∣∣
q
+ C2
1
γqε
E
∣∣∣∣
∫ t
0
(
L0Φ
f
n −L0Φf
)
(s,Xεs , Y
ε
s )ds
∣∣∣∣
q
+ C2E
∣∣∣∣
∫ t
0
L3Φ
f
n(s,X
ε
s , Y
ε
s )−L3Φf(s,Xεs , Y εs )ds
∣∣∣∣
q
+ C2E
∣∣∣∣
∫ t
0
L3Φ
f (s,Xεs , Y
ε
s )− c · ∇xΦf (s, Y εs )ds
∣∣∣∣
q
=:
6∑
i=1
Qˆi(ε),
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where Φfn is the mollifyer of Φ
f defined as in (3.5). Following exactly the same arguments
as in the proof of Lemma 4.1, one can check that
5∑
i=1
Qˆi(ε) 6 C3
(αqε
γqε
+
α2qε
γqε
nq(2−ϑ) +
α2qε
γ2qε
nq(1−(ϑ∧1)) +
1
γqε
n−qϑ
)
.
Taking n = α−1ε , we further get
5∑
i=1
Qˆi(ε) 6 C4
(αqε
γqε
+
αqϑε
γqε
)
6 C4
α
q(ϑ∧1)
ε
γqε
.
For the last term, note that by definition we have
L3Φ
f (t, x, y)− c · ∇xΦf (t, y) = c(x, y) · ∇xΦf (t, x, y)− c · ∇xΦf (t, y),
which satisfies the centering condition (4.1). Furthermore, since c ∈ Cδ,ϑp , Φf ∈ Cϑ/2,2+δ,ϑp
and by Lemma 3.3, we have c · ∇xΦf − c · ∇xΦf ∈ Cϑ/2,δ,ϑp . As a direct result of Lemma
4.1, we get
Qˆ6(ε) 6 C5
(
αϑ∧1ε +
α2ε
βε
)q
.
Consequently, we arrive at
Qˆ(ε) 6 C6
(αϑ∧1ε
γε
+ αϑ∧1ε +
α2ε
βε
)q
6 C6
(αϑ∧1ε
γε
+
α2ε
βε
)q
,
and the proof is finished. 
4.2. Proof of Theorem 2.1. Throughout this subsection, we fix T > 0 and always
assume that the conditions in Theorem 2.1 hold. Recall that Y¯ kt (k = 1, 2) are given by
(2.5). Due to our low regularity assumptions on the drift coefficients of system (1.6), it
seems to be not possible to prove the strong convergence of Y εt to Y¯
k
t directly. For this
reason, we shall use Zvonkin’s argument to transform the equations for Y εt and Y¯t into
new ones.
Consider the following backward PDE on [0, T ]× Rd2 : for k = 1, 2,{
∂tvk(t, y) + L¯kvk(t, y) + F¯k(t, y) = 0, t ∈ [0, T ),
vk(T, y) = 0,
(4.6)
where L¯k are defined by (2.21). By Lemma 3.3, we have for every k = 1, 2, F¯k ∈ Cϑ/2,ϑb
with 0 < ϑ 6 1. Thus under (AG), it is well known that there exits a unique solution
vk ∈ L∞
(
[0, T ];C2+ϑb (R
d2)
) ∩ C1+ϑ/2b ([0, T ];L∞(Rd2)) for equation (4.6), see e.g. [39,
Chapter IV, Section 5]. Moreover, we can choose T small enough so that for any 0 <
t 6 T ,
|∇yvk(t, y)| 6 1/2, ∀y ∈ Rd2 .
Define the transformation function by
Γk(t, y) := y + vk(t, y).
Then the map y 7→ Γk(t, y) is a C1-diffeomorphism and
1/2 6 ‖∇yΓ−1k ‖∞ 6 3/2, (4.7)
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where Γ−1k denotes the inverse of Γk. Let us define two new processes by
V¯ kt := Γk(t, Y¯
k
t ) and V
k,ε
t := Γk(t, Y
ε
t ). (4.8)
We have the following result.
Lemma 4.4 (Zvonkin’s transformation). Let V¯ kt and V
k,ε
t be defined by (4.8). Then we
have for k = 1, 2,
dV¯ kt = G(t, Y¯
k
t )∇yΓk(t, Y¯ kt )dW 2t , V k0 = Γk(0, y) (4.9)
and
dV k,εt =
[
F (t, Xεt , Y
ε
t )− F¯k(t, Y εt )
]∇yΓk(t, Y εt )dt + γ−1ε H(t, Xεt , Y εt )∇yΓk(t, Y εt )dt
+G(t, Y εt )∇yΓk(t, Y εt )dW 2t , V ε0 = Γk(0, y). (4.10)
Proof. Using Itoˆ’s formula, we have for k = 1, 2,
vk(t, Y
ε
t ) = vk(0, y) +
∫ t
0
(
∂s + L1
)
vk(s, Y
ε
s )ds+
1
γε
∫ t
0
L2vk(s, Y
ε
s )ds
+
∫ t
0
G(s, Y εs )∇yvk(s, Y εs )dW 2s
= vk(0, y) +
∫ t
0
(
∂s + L¯k
)
vk(s, Y
ε
s )ds
+
∫ t
0
[
F (s,Xεs , Y
ε
s )− F¯k(s, Y εs )
]∇yvk(s, Y εs )ds
+
1
γε
∫ t
0
L2vk(s, Y
ε
s )ds+
∫ t
0
G(s, Y εs )∇yvk(s, Y εs )dW 2s ,
where L1 and L2 are given by (1.8). Taking into account (4.6), we further get
vk(t, Y
ε
t ) = vk(0, y)−
∫ t
0
F¯k(s, Y
ε
s )ds+
∫ t
0
[
F (s,Xεs , Y
ε
s )− F¯k(s, Y εs )
]∇yvk(s, Y εs )ds
+
1
γε
∫ t
0
L2vk(s, Y
ε
s )ds+
∫ t
0
G(s, Y εs )∇yvk(s, Y εs )dW 2s ,
This together with the equation for Y εt and the fact that ∇yΓk(t, y) = Id2 +∇yvk(t, y)
yields (4.10). The proof of (4.9) is easier and follows by the same argument. 
Now, we are in the position to give:
Proof of Theorem 2.1. Let us first assume that T > 0 is sufficiently small so that (4.7)
holds. As a result, we have for any t ∈ [0, T ], k = 1, 2 and q > 2 that
E
∣∣Y εt − Y¯ kt ∣∣q 6 Cq E∣∣V k,εt − V¯ kt ∣∣q. (4.11)
In view of (4.9) and (4.10), we may write
V k,εt − V¯ kt =
∫ t
0
[
G(s, Y εs )∇yΓk(s, Y εs )−G(s, Y¯ ks )∇yΓk(s, Y¯ ks )
]
dW 2s
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+∫ t
0
[
F (s,Xεs , Y
ε
s )− F¯k(s, Y εs )
]∇yΓk(s, Y εs )ds
+
1
γε
∫ t
0
H(s,Xεs , Y
ε
s )∇yΓk(s, Y εs )ds.
Taking expectation of both sides of the above equality, we get that there exists a constant
C0 > 0 such that
E|V k,εt − V¯ kt |q 6 C0E
(∫ t
0
∣∣G(s, Y εs )∇yΓk(s, Y εs )−G(s, Y¯ ks )∇yΓk(s, Y¯ ks )∣∣2ds
)q/2
+ C0E
∣∣∣∣
∫ t
0
[
F (s,Xεs , Y
ε
s )− F¯k(s, Y εs )
]∇yΓk(s, Y εs )ds
+
1
γε
∫ t
0
H(s,Xεs , Y
ε
s )∇yΓk(s, Y εs )ds
∣∣∣∣
q
=: Q1(t, ε) + Q2(t, ε).
Note that for each k = 1, 2,
y 7→ G(t, ·)∇yΓk(t, ·) ∈ C1b (Rd2).
Thus we have
Q1(t, ε) 6 C1E
(∫ t
0
|Y εs − Y¯ ks |2ds
)q/2
6 Ct E
(∫ t
0
|Y εs − Y¯ ks |qds
)
, (4.12)
where Ct > 0 is a constant independent of ε. Below, we proceed to control the second
term according to Regime 1 and Regime 2 in (1.9) separately.
Regime 1 (k = 1). In this case, note that the function [F (t, x, y)− F¯1(t, y)]∇yΓ1(t, y)
satisfies the centering condition (4.1) and belongs to C
ϑ/2,δ,ϑ
p . Thus by Lemma 4.1 we
have
E
∣∣∣∣
∫ t
0
[
F (s,Xεs , Y
ε
s )− F¯1(s, Y εs )
]∇yΓ1(s, Y εs )ds
∣∣∣∣
q
6 C2
(
αϑ∧1ε +
α2ε
βε
)q
.
At the same time, thanks to assumption (AH), the function H(t, x, y)∇yΓ1(t, y) also
satisfies the centering condition (4.1). It then follows by Lemma 4.3 (i) that
E
∣∣∣∣ 1γε
∫ t
0
H(s,Xεs , Y
ε
s )∇yΓ1(s, Y εs )ds
∣∣∣∣
q
6 C3
(αϑ∧1ε
γε
+
α2ε
βεγε
)q
.
Combining the above estimates, we get
Q2(t, ε) 6 C4
(αϑ∧1ε
γε
+
α2ε
βεγε
)q
.
Now, in view of (4.11) and (4.12), we arrive at
E
∣∣Y εt − Y¯ 1t ∣∣q 6 C5E
(∫ t
0
|Y εs − Y¯ 1s |qds
)
+ C6
(αϑ∧1ε
γε
+
α2ε
βεγε
)q
,
which in turn yields the desired result by Gronwall’s inequality. For general T > 0, the
result can be proved by induction and analogous arguments.
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Regime 2 (k = 2). In this case, recall that we have F¯2(t, y) = F¯1(t, y) + c · ∇xΦ(t, y),
where Φ solves the Poisson equation (2.3) and c · ∇xΦ is given by (2.15). Thus, we
deduce that
Q2(t, ε)6 C2E
∣∣∣∣
∫ t
0
[
F (s,Xεs , Y
ε
s )− F¯1(s, Y εs )
]∇yΓ2(s, Y εs )ds
∣∣∣∣
q
+ C2E
∣∣∣∣ 1γε
∫ t
0
H(s,Xεs , Y
ε
s )∇yΓ2(s, Y εs )ds−
∫ t
0
c · ∇xΦ(s, Y εs )∇yΓ2(s, Y εs )ds
∣∣∣∣
q
=: Q21(t, ε) + Q22(t, ε).
Following exactly the same arguments as above, we get
Q21(t, ε) 6 C3
(
αϑ∧1ε +
α2ε
βε
)q
.
On the other hand, let Φ˜(t, x, y) := Φ(t, x, y) · ∇yΓ2(t, y). Then one can check that
L0(x, y)Φ˜(t, x, y) = −H(t, x, y) · ∇yΓ2(t, y)
and
c · ∇xΦ˜(t, y) :=
∫
Rd1
c(x, y) · ∇xΦ˜(t, x, y)µy(dx) = c · ∇xΦ(t, y) · ∇yΓ2(t, y).
Consequently, by Lemma 4.3 (ii) we have
Q22(t, ε) 6 C4
(αϑ∧1ε
γε
+
α2ε
βε
)q
.
Combining the above computations, we arrive at
E
∣∣Y εt − Y¯ 2t ∣∣q 6 C5E
(∫ t
0
|Y εs − Y¯ 2s |qds
)
+ C6
(αϑ∧1ε
γε
+
α2ε
βε
)q
,
which in turn yields the desired result by Gronwall’s inequality. Hence the whole proof
is finished. 
5. Central limit theorem without homogenization
In this section, we study the central limit theorem for SDE (2.8). We shall first
derive some weak fluctuation estimates in Subsection 5.1. Then we prove Theorem 2.3
in Subsection 5.2.
5.1. Weak fluctuation estimate (i). Recall that Y 0,εt converges strongly to Y¯
1
t , and
Z0,εt , Z¯
0
ℓ,t (ℓ = 1, 2, 3) are defined by (2.9), (2.13), respectively. To prove the weak
convergence of Z0,εt to Z¯
0
ℓ,t, we shall view the process (X
ε
t , Y
0,ε
t , Y¯
1
t , Z
0,ε
t , Z¯
0
ℓ,t) as a whole
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system, i.e., we consider

dXεt = α
−2
ε b(X
ε
t , Y
0,ε
t )dt+ β
−1
ε c(X
ε
t , Y
0,ε
t )dt+ α
−1
ε σ(X
ε
t , Y
0,ε
t )dW
1
t , X0 = x,
dY 0,εt = F (t, X
ε
t , Y
0,ε
t )dt +G(t, Y
0,ε
t )dW
2
t , Y
0,ε
0 = y,
dY¯ 1t = F¯1(t, Y¯
1
t )dt +G(t, Y¯
1
t )dW
2
t , Y¯
1
0 = y,
dZ0,εt =
1
ηε
[
F (t, Xεt , Y
0,ε
t )−F¯1(t, Y¯ 1t )
]
dt+
1
ηε
[
G(t, Y 0,εt )−G(t, Y¯ 1t )
]
dW 2t , Z
0,ε
0 = 0,
dZ¯0ℓ,t = ̺
0
ℓ(t, Y¯
1
t , Z¯
0
ℓ,t)dt + χ
0
ℓ(t, Y¯
1
t , Z¯
0
ℓ,t)dW
2
t , Z¯
1
ℓ,0 = 0,
where for ℓ = 1, 2, 3, ηε is given in (2.10), and ̺
0
ℓ(t, y, z) and χ
0
ℓ(t, y, z) denote the drift
and diffusion coefficients for Z¯0ℓ,t in SDE (2.13), respectively. We write ̺
0
ℓ and χ
0
ℓ here
just for simplicity, and we shall not use them below.
Note that by definition, we can write
dZ0,εt =
1
ηε
[
F (t, Xεt , Y
0,ε
t )− F¯1(t, Y 0,εt )
]
dt
+
(
1
ηε
[
F¯1(t, Y
0,ε
t )− F¯1(t, Y¯ 1t )
]
dt+
1
ηε
[
G(t, Y 0,εt )−G(t, Y¯ 1t )
]
dW 2t
)
.
To shorten the notation, we define
L
1
4 := L
1
4 (t, x, y, z) :=
d2∑
i=1
[
F i(t, x, y)− F¯ i1(t, y)
] ∂
∂zi
, (5.1)
and for k = 1, 2,
L
k,ε
5 := L
k,ε
5 (t, y, y¯, z) := η
−1
ε
d2∑
i=1
[
F¯ ik(t, y)− F¯ ik(t, y¯)
] ∂
∂zi
+ η−2ε /2
d2∑
i,j=1
([
G(t, y)−G(t, y¯)][G(t, y)−G(t, y¯)]∗)ij ∂2
∂zi∂zj
+ η−1ε /2
d2∑
i,j=1
(
G(t, y)
[
G(t, y)−G(t, y¯)]∗)ij ∂2
∂yi∂zj
.
(5.2)
Let f(t, x, y, z) be a function satisfying the centering condition, i.e.,∫
Rd1
f(t, x, y, z)µy(dx) = 0, ∀(t, y, z) ∈ R+ × Rd2 × Rd2 . (5.3)
Let Φf (t, x, y, z) denote the unique solution to the following Poisson equation:
L0(x, y)Φ
f(t, x, y, z) = −f(t, x, y, z), (5.4)
where (t, y, z) ∈ R+ × Rd2 × Rd2 are regarded as parameters. We have the following
fluctuation estimate for the process (Xεt , Y
0,ε
t , Z
0,ε
t ).
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Lemma 5.1. Let (Aσ), (Ab), (2.1) hold and 0 < δ, ϑ 6 2. Assume that b, σ ∈ Cδ,1∨ϑb ,
c ∈ L∞p , F ∈ C0,δ,1p and G ∈ C0,1b . Then for every f ∈ Cϑ/2,δ,ϑ,2p satisfying (5.3), we have
E
(∫ t
0
f(s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)
6 Ct
[
αϑε +
α2ε
βε
E
(∫ t
0
L3Φ
f (s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)
+
α2ε
ηε
E
(∫ t
0
L
1
4 Φ
f (s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)]
. (5.5)
where L3 and L
1
4 are given by (1.8) and (5.1), respectively, and Ct > 0 is a constant
independent of δ, ε.
Remark 5.2. (i) Note that under the above assumptions and according to Theorem 3.1,
we in fact have Φf ∈ Cϑ/2,2+δ,ϑ,2p . Thus we get
E
(∫ t
0
L3Φ
f (s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)
+ E
(∫ t
0
L
1
4 Φ
f (s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)
6 C0E
(∫ t
0
(
1 + |Xεs |2m
)
ds
)
<∞,
which in turn yields that
E
(∫ t
0
f(s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)
6 Ct
(
αϑε +
α2ε
βε
+
α2ε
ηε
)
. (5.6)
However, the homogenization effects of the last two terms in (5.5) will appear when we
study the central limit theorems, so we just keep them on the right hand side for later
use.
(ii) Compared with Lemma 4.1, we do not take absolute value for the integral over
[0, t] on the left hand side of (5.5). We shall see that the involved martingale part will
not play any role in the control of the error bound in this case.
Proof. Let Φfn be the mollifyer of Φ
f defined as in (3.5). Using Itoˆ’s formula, we have
Φfn(t, X
ε
t , Y
0,ε
t , Z
0,ε
t ) = Φ
f
n(0, x, y, 0) +
1
αε
M˜1n(t) + M˜
2
n(t) +
1
ηε
M˜3n(t)
+
∫ t
0
(
∂s + L1 + L
1,ε
5
)
Φfn(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )ds
+
1
α2ε
∫ t
0
L0Φ
f
n(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )ds+
1
βε
∫ t
0
L3Φ
f
n(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )ds
+
1
ηε
∫ t
0
L
1
4 Φ
f
n(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )ds.
where L1 and L
1,ε
5 are given by (1.8) and (5.2), respectively, and M˜
1
n(t), M˜
2
n(t), M˜
3
n(t)
are martingales defined by
M˜1n(t) :=
∫ t
0
σ(Xεs , Y
0,ε
s )∇xΦfn(s,Xεs , Y 0,εs , Z0,εs )dW 1s ,
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M˜2n(t) :=
∫ t
0
G(s, Y 0,εs )∇yΦfn(s,Xεs , Y 0,εs , Z0,εs )dW 2s ,
M˜3n(t) :=
∫ t
0
[
G(s, Y 0,εs )−G(s, Y¯ 1s )
]∇zΦfn(s,Xεs , Y 0,εs , Z0,εs )dW 2s .
Taking expectation and in view of (5.4), we have
V(ε) := E
(∫ t
0
f(s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)
= α2ε E
[
Φfn(0, x, y, 0)− Φfn(t, Xεt , Y 0,εt , Z0,εt )
]
+ α2εE
(∫ t
0
(
∂s + L1 + L
1,ε
5
)
Φfn(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )ds
)
+ E
(∫ t
0
[
L0Φ
f
n −L0Φf
]
(s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)
+
[
α2ε
βε
E
(∫ t
0
(
L3Φ
f
n −L3Φf
)
(s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)
+
α2ε
ηε
E
(∫ t
0
(
L
1
4 Φ
f
n −L 14 Φf
)
(s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)]
+
α2ε
βε
E
(∫ t
0
L3Φ
f (s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)
+
α2ε
ηε
E
(∫ t
0
L
1
4 Φ
f (s,Xεs , Y
0,ε
s , Z
0,ε
s )ds
)
=:
6∑
i=1
Vi(ε).
Let us handle the term involving L 1,ε5 . Due to the assumptions that b, σ ∈ Cδ,1∨ϑb ,
F ∈ C0,δ,1p , and by Lemma 3.3, we have F¯1 ∈ C0,1b . This together with the condition
G ∈ C0,1b and the mean value theorem yields that for some m > 0 and C1 > 0,
E
(∫ t
0
L
1,ε
5 Φ
f
n(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )ds
)
6 C1‖∇2zΦf‖L∞p E
(∫ t
0
(
1 + |Xεs |m
)
×
[ |F¯1(s, Y 0,εs )− F¯1(s, Y¯ 1s )|
ηε
+
|G(s, Y 0,εs )−G(s, Y¯ 1s )|2
η2ε
]
ds
)
+ C1‖∇y∇zΦfn‖L∞p E
(∫ t
0
(
1 + |Xεs |m
)[ |G(s, Y 0,εs )−G(s, Y¯ 1s )|
ηε
]
ds
)
6 C1n
1−(ϑ∧1)
E
(∫ t
0
(
1 + |Xεs |m
)(
1 + |Z0,εs |2
)
ds
)
6 C1n
1−(ϑ∧1). (5.7)
Then we may argue as in the proof of Lemma 4.1 to get that
4∑
i=1
Vi(ε) 6 C2
(
α2ε + α
2
εn
1−(ϑ∧1) + α2εn
2−ϑ + n−ϑ +
α2ε
βε
n−ϑ +
α2ε
ηε
n−ϑ
)
.
Taking n = α−1ε , and noticing that α
2
ε/βε → 0 and α2ε/ηε → 0 as ε → 0, we get the
desired result. 
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5.2. Proof of Theorem 2.3. We are now in the position to give:
Proof of Theorem 2.3. For every ϕ ∈ C4b (Rd2) and ℓ = 1, 2, 3, let u0ℓ be the solution to
the Cauchy problem (3.10) on [0, T ]× Rd2 × Rd2 with k = 0, and define
u˜0ℓ(t, y, z) := u
0
ℓ(T − t, y, z), t ∈ [0, T ].
Then for any y ∈ Rd2 , we have u˜0ℓ(T, y, z) ≡ ϕ(z) and u˜0ℓ(0, y, 0) = Eϕ(Z¯0ℓ,T ). As a result,
for ℓ = 1, 2, 3 we get that
R0ℓ(ε) := Eϕ(Z0,εT )− Eϕ(Z¯0ℓ,T ) = Eu˜0ℓ(T, Y 0,εT , Z0,εT )− u˜0ℓ(0, y, 0).
According to Theorem 3.4 and by Itoˆ’s formula,
u˜0ℓ(T, Y
0,ε
T , Z
0,ε
T ) = u˜
0
ℓ(0, y, 0) +
∫ T
0
(
∂s + L1 + L
1,ε
5
)
u˜0ℓ(s, Y
0,ε
s , Z
0,ε
s )ds
+
1
ηε
∫ T
0
L
1
4 u˜
0
ℓ(s, Y
0,ε
s , Z
0,ε
s )ds+M
1
ℓ,T +
1
ηε
M2ℓ,T ,
where M1ℓ,t and M
2
ℓ,t are martingales given by
M1ℓ,t :=
∫ t
0
G(s, Y 0,εs )∇yu˜0ℓ(s, Y 0,εs , Z0,εs )dW 2s ,
M2ℓ,t :=
∫ t
0
[
G(s, Y 0,εs )−G(s, Y¯ 1s )
]∇zu˜0ℓ(s, Y 0,εs , Z0,εs )dW 2s .
Thus we further have
R0ℓ(ε) 6 E
(∫ T
0
[
∂s + L1 + L
1,ε
5
]
u˜0ℓ(s, Y
0,ε
s , Z
0,ε
s )ds
)
+
1
ηε
E
(∫ T
0
L
1
4 u˜
0
ℓ(s, Y
0,ε
s , Z
0,ε
s )ds
)
.
Note that by definition, the functions
L
1
4 u˜
0
ℓ(t, y, z) =
[
F (t, x, y)− F¯1(t, y)
]∇zu˜0ℓ(t, y, z)
satisfy the centering condition (5.3). Recall that Υ(t, x, y) solves the Poisson equation
(2.11). Define for ℓ = 1, 2, 3,
Υ˜0ℓ(t, x, y, z) := Υ(t, x, y)∇zu˜0ℓ(t, y, z).
Then
L0(x, y)Υ˜
0
ℓ(t, x, y, z) = −
[
F (t, x, y)− F¯1(t, y)
]∇zu˜0ℓ(t, y, z).
Furthermore, by Lemma 3.3 we have F¯1 ∈ C(1+ϑ)/2,1+ϑb , which in turn implies that
[F − F¯1]∇zu˜0ℓ ∈ C(1+ϑ)/2,δ,1+ϑ,2p . Consequently, it follows by Lemma 5.1 that
1
ηε
E
(∫ T
0
L
1
4 u˜
0
ℓ(s, Y
0,ε
s , Z
0,ε
s )ds
)
6 CT
[
α1+ϑε
ηε
+
α2ε
ηεβε
E
(∫ T
0
L3Υ˜
0
ℓ(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )ds
)
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+
α2ε
η2ε
E
(∫ T
0
L
1
4 Υ˜
0
ℓ(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )ds
)]
.
Thus we arrive at
R0ℓ(ε) 6 CT
[
α1+ϑε
ηε
+ E
(∫ T
0
[
∂s + L1 + L
1,ε
5
]
u˜0ℓ(s, Y
0,ε
s , Z
0,ε
s )ds
)
+
α2ε
ηεβε
E
(∫ T
0
L3Υ˜
0
ℓ(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )ds
)
+
α2ε
η2ε
E
(∫ T
0
L
1
4 Υ˜
0
ℓ(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )ds
)]
=: CT
[
α1+ϑε
ηε
+
3∑
i=1
Ci(ε)
]
.
Below, we consider ℓ = 1, 2, 3 separately, which correspond to Regime 0.1-Regime 0.3 in
the conclusion of Theorem 2.3, respectively.
Case ℓ = 1. (Regime 0.1 in (2.10)). Note that we have
α2ε
ηεβε
= 1 and
α2ε
η2ε
=
β2ε
α2ε
→ 0 as ε→ 0.
Thus we deduce
C3(ε) 6 CT
α2ε
η2ε
E
(∫ T
0
(
1 + |Xεs |2m
)
ds
)
6 CT
β2ε
α2ε
.
Furthermore, recall that we have L¯01 = L¯ 03 + L¯ 15 in this case with L¯ 03 and L¯ 15 given by
(2.22) and (2.27), respectively. As a result,
∂tu˜
0
1 +
(
L¯1 + L¯
0
3 + L¯
1
5
)
u˜01 = 0.
This in turn yields that
C1(ε) + C2(ε) = E
(∫ T
0
(
L1 − L¯1
)
u˜01(s, Y
0,ε
s , Z
0,ε
s )ds
)
+ E
(∫ T
0
L3Υ˜
0
1(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )− L¯ 03 u˜01(s, Y 0,εs , Z0,εs )ds
)
+ E
(∫ T
0
(
L
1,ε
5 − L¯ 15
)
u˜01(s, Y
0,ε
s , Z
0,ε
s )ds
)
=:
3∑
i=1
Ui(ε).
Note that the function
[
L1(t, x, y)− L¯1(t, y)
]
u˜01(t, y, z) satisfies the centering condition
(5.3) and belongs to C
ϑ/2,δ,ϑ,2
p . As a direct result of the estimate (5.6), we have
U1(ε) 6 CT
(
αϑε +
α2ε
βε
+
α2ε
ηε
)
.
Similarly, by definition,
L3Υ˜
0
1(t, x, y, z)− L¯ 03 u˜01(t, y, z)
=
[
c(x, y)∇xΥ(t, x, y)− c · ∇xΥ(t, y)
]∇zu˜01(t, y, z),
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which satisfies (5.3) and belongs to C
ϑ/2,δ,ϑ,2
p due to the assumption that c ∈ Cδ,ϑp .
Consequently, we also have
U2(ε) 6 CT
(
αϑε +
α2ε
βε
+
α2ε
ηε
)
.
Finally, by the fact that F¯ (t, ·), G(t, ·) ∈ C1+ϑb and the mean value theorem, we deduce
that
U3(ε) 6 E
(∫ T
0
[
F¯1(s, Y
0,ε
s )− F¯1(s, Y¯ 1s )
ηε
−∇yF¯1(s, Y 0,εs )Z0,εs
]
∇zu˜01(s, Y 0,εs , Z0,εs )ds
)
+ E
(∫ T
0
[
[G(s, Y 0,εs )−G(s, Y¯ 1s )][G(s, Y 0,εs )−G(s, Y¯ 1s )]∗
η2ε
− [∇yG(s, Y 0,εs )Z0,εs ][∇yG(s, Y 0,εs )Z0,εs ]∗
]
∇2zu˜01(s, Y 0,εs , Z0,εs )ds
)
+ E
(∫ T
0
G(s, Y 0,εs )
[
[G(s, Y 0,εs )−G(s, Y¯ 1s )]
ηε
−∇yG(s, Y 0,εs )Z0,εs
]
∇y∇zu˜01(s, Y 0,εs , Z0,εs )ds
)
6 CTE
(∫ T
0
∣∣Y 0,εs − Y¯ 1s ∣∣ϑ(1 + |Z0,εs |2)ds
)
6 CT
(
αε +
α2ε
βε
)ϑ
,
where in the last inequality we also used Ho¨lder’s inequality and estimate (2.6). Based
on the above estimates, we arrive at
R01(ε) 6 CT
(α1+ϑε
ηε
+
β2ε
α2ε
+ αϑε +
α2ε
βε
+
α2ϑε
βϑε
)
6 CT
(β2ε
α2ε
+
α2ϑε
βϑε
)
.
Case ℓ = 2. (Regime 0.2 in (2.10)). Note that we have
α2ε
η2ε
= 1 and
α2ε
ηεβε
=
αε
βε
→ 0 as ε→ 0.
Thus by the assumption that c ∈ L∞p ,
C2(ε) 6 CT
α2ε
ηεβε
E
(∫ T
0
(
1 + |Xεs |2m
)
ds
)
6 CT
αε
βε
.
Furthermore, recall that we have L¯02 = L¯ 14 + L¯ 15 in this case with L¯ 14 given by (2.25).
It follows that
∂tu˜
0
2 +
(
L¯1 + L¯
1
4 + L¯
1
5
)
u˜02 = 0.
Consequently, we get
C1(ε) + C3(ε) 6 E
(∫ T
0
(
L1 − L¯1
)
u˜02(s, Y
0,ε
s , Z
0,ε
s )ds
)
+ E
(∫ T
0
L
1
4 Υ˜
0
2(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )− L¯ 14 u˜02(s, Y 0,εs , Z0,εs )ds
)
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+ E
(∫ T
0
(
L
1,ε
5 − L¯ 15
)
u˜02(s, Y
0,ε
s , Z
0,ε
s )ds
)
.
Note that by definition,
L
1
4 Υ˜
0
2(t, x, y, z)− L¯ 14 u˜02(t, y, z)
=
[
F˜ (t, x, y) ·Υ∗(t, x, y)− F˜ ·Υ∗(t, y)
]
∇2zu˜02(t, y, z).
Following exactly the same arguments as above, we get
C1(ε) + C3(ε) 6 CT
(
αϑε +
α2ε
ηε
+
α2
ϑ
ε
βϑε
)
6 CT
(
αε +
α2ε
βε
)ϑ
.
Based on the above estimates, we arrive at
R02(ε) 6 CT
(
αϑε +
α2ϑε
βϑε
+
αε
βε
)
6 CT
(
αϑε +
αε
βε
)
.
Case ℓ = 3. (Regime 0.3 in (2.10)). In this case, we have
∂tu˜
0
3 +
(
L¯1 + L¯
1
5 + L¯
0
3 + L¯
1
4
)
u˜03 = 0.
Thus we have
3∑
i=1
Ci(ε) 6 E
(∫ T
0
(
L1 − L¯1
)
u˜03(s, Y
0,ε
s , Z
0,ε
s )ds
)
+ E
(∫ T
0
L3Υ˜
0
3(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )− L¯ 03 u˜03(s, Y εs , Z0,εs )ds
)
+ E
(∫ T
0
L
1
4 Υ˜
0
3(s,X
ε
s , Y
0,ε
s , Z
0,ε
s )− L¯ 14 u˜03(s, Y εs , Z0,εs )ds
)
+ E
(∫ T
0
(
L
1,ε
5 − L¯ 15
)
u˜03(s, Y
0,ε
s , Z
0,ε
s )ds
)
.
By combining the above two cases we deduce that
R03(ε) 6 CT
(
αϑε +
α2ϑε
βϑε
+
α2ε
ηε
)
6 CTα
ϑ
ε ,
and the whole proof is finished. 
6. Central limit theorem with homogenization
In this section, we study the functional central limit theorem for SDE (1.6) by following
the same procedure as in Section 5. We first derive some weak type fluctuation estimates
in Subsection 6.1. Then we prove Theorem 2.5 and Theorem 2.7 in Subsection 6.2 and
Subsection 6.3, respectively. We shall mainly focus on the differences in regard to the
proof of Theorem 2.3.
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6.1. Weak fluctuation estimate (ii). Recall that depending on Regime 1 and Regime
2 described in (1.9), the slow process Y εt converges strongly to Y¯
1
t and Y¯
2
t , respectively.
As before, to prove the weak convergence of Zk,εt to Z¯
k
ℓ,t (k = 1, 2 and ℓ = 1, 2, 3), we will
view the process (Xεt , Y
ε
t , Y¯
k
t , Z
k,ε
t , Z¯
k
ℓ,t) as a whole system, i.e., we consider

dXεt = α
−2
ε b(X
ε
t , Y
ε
t )dt+ β
−1
ε c(X
ε
t , Y
ε
t )dt+ α
−1
ε σ(X
ε
t , Y
ε
t )dW
1
t , X0 = x,
dY εt = F (t, X
ε
t , Y
ε
t )dt+ γ
−1
ε H(t, X
ε
t , Y
ε
t )dt +G(t, Y
ε
t )dW
2
t , Y0 = y,
dY¯ kt = F¯k(t, Y¯
k
t )dt +G(t, Y¯
k
t )dW
2
t , Y¯
k
0 = y,
dZk,εt =
1
ηε
[
F (t, Xεt , Y
ε
t )− F¯k(t, Y¯ kt )
]
dt+
1
ηεγε
H(t, Xεt , Y
ε
t )dt
+
1
ηε
[
G(t, Y εt )−G(t, Y¯ kt )
]
dW 2t , Z
k,ε
0 = 0,
dZ¯kℓ,t = ̺
k
ℓ (t, Y¯
k
t , Z¯
k
ℓ,t)dt+ χ
k
ℓ (t, Y¯
k
t , Z¯
k
ℓ,t)dW
2
t Z¯
k
ℓ,0 = 0,
(6.1)
where for k = 1, 2 and ℓ = 1, 2, 3, ηε are given by (2.14) and (2.18), ̺
k
ℓ and χ
k
ℓ denote the
drift and diffusion coefficients for Z¯1ℓ,t in SDE (2.17) and Z¯
2
ℓ,t in SDE (2.20), respectively.
Note that by definition,
dZ1,εt =
1
ηε
[
F (t, Xεt , Y
ε
t )− F¯1(t, Y εt )
]
dt +
1
ηεγε
H(t, Xεt , Y
ε
t )dt
+
(
1
ηε
[
F¯1(t, Y
ε
t )− F¯1(t, Y¯ 1t )
]
dt+
1
ηε
[
G(t, Y εt )−G(t, Y¯ 1t )
]
dW 2t
)
,
and since F¯2(t, y) = F¯1(t, y) + c · ∇xΦ(t, y), we have
dZ2,εt =
1
ηε
[
F (t, Xεt , Y
ε
t )− F¯1(t, Y εt )
]
dt
+
(
1
ηεγε
H(t, Xεt , Y
ε
t )dt−
1
ηε
c · ∇xΦ(t, Y εt )dt
)
+
(
1
ηε
[
F¯2(t, Y
ε
t )− F¯2(t, Y¯ 2t )
]
dt+
1
ηε
[
G(t, Y εt )−G(t, Y¯ 2t )
]
dW 2t
)
.
Recall that L¯ 13 , L
1
4 and L
k,ε
5 are defined by (2.23), (5.1) and (5.2), respectively. We
define
L
2
4 := L
2
4 (t, x, y, z) :=
d2∑
i=1
H i(t, x, y)
∂
∂zi
. (6.2)
Given a function f(t, x, y, z) satisfying the centering condition (5.3), let Φf (t, x, y, z)
be the solution to the Poisson equation (5.4). We have the following estimate for the
fluctuations of f(s,Xεs , Y
ε
s , Z
k,ε
s ) over [0, t].
Lemma 6.1. Let (Aσ), (Ab), (2.1) hold and 0 < δ, ϑ 6 2. Assume that
(i) (Regime 1) b, σ ∈ Cδ,1∨ϑb , F ∈ C0,δ,1p , G ∈ C0,1b and c,H ∈ L∞p ;
(ii) (Regime 2) b, σ ∈ Cδ,1∨ϑb , c ∈ C0,1p , F,H ∈ C0,δ,1p and G ∈ C0,1b .
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Then for every f ∈ Cϑ/2,δ,ϑ,2p satisfying (5.3), we have for k = 1, 2,
E
(∫ t
0
f(s,Xεs , Y
ε
s , Z
k,ε
s )ds
)
6 Ct
(
αϑε +
α2ε
ηε
+
α
1+(ϑ∧1)
ε
γε
)
+
α2ε
βε
E
(∫ T
0
L3Φ
f (s,Xεs , Y
ε
s , Z
k,ε
s )ds
)
+
α2ε
ηεγε
E
(∫ T
0
L
2
4 Φ
f (s,Xεs , Y
ε
s , Z
k,ε
s )ds
)
.
(6.3)
where Ct > 0 is a constant independent of δ, ε.
Remark 6.2. Compared with Lemma 5.1, the term involving L 14 Φ
f is replaced by L 24 Φ
f ,
since it is of lower order now. As before, we get
E
(∫ T
0
L3Φ
f (s,Xεs , Y
ε
s , Z
k,ε
s )ds
)
+ E
(∫ T
0
L
2
4 Φ
f (s,Xεs , Y
ε
s , Z
k,ε
s )ds
)
<∞.
Thus we also have
E
(∫ T
0
f(s,Xεs , Y
ε
s , Z
k,ε
s )ds
)
6 CT
(
αϑε +
α2ε
βε
+
α
1+(ϑ∧1)
ε
γε
+
α2ε
ηεγε
)
. (6.4)
The homogenization effects of the last two terms on the right hand side of (6.3) will
appear in the study of the functional central limit theorems.
Proof. The proof follows by the same arguments as in the proof of Lemma 5.1. We
provide some details here in order to make clear which parts should be the leading
terms. We only prove (6.3) for k = 2 (Regime 2), the case k = 1 (Regime 1) can be
proved similarly and is even easier since the operator L¯ 13 is not involved. Let Φ
f
n be the
mollifyer of Φf defined as in (3.5). Using Itoˆ’s formula for SDE (6.1), we have
Φfn(t, X
ε
t , Y
ε
t , Z
2,ε
t ) = Φ
f
n(0, x, y, 0) +
1
αε
Mˆ1n(t) + Mˆ
2
n(t) +
1
ηε
Mˆ3n(t)
+
∫ t
0
(
∂s + L1 + L
2,ε
5
)
Φfn(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
+
1
α2ε
∫ t
0
L0Φ
f
n(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds+
1
βε
∫ t
0
L3Φ
f
n(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
+
1
γε
∫ t
0
L2Φ
f
n(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds+
1
ηε
∫ t
0
L
1
4 Φ
f
n(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
+
1
ηεγε
∫ t
0
L
2
4 Φ
f
n(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds−
1
ηε
∫ t
0
L¯
1
3 Φ
f
n(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds,
where L 24 is given by (6.2), Mˆ
1
n(t), Mˆ
2
n(t) and Mˆ
3
n(t) are martingales defined by
Mˆ1n(t) :=
∫ t
0
σ(Xεs , Y
ε
s )∇xΦfn(s,Xεs , Y εs , Z2,εs )dW 1s ,
Mˆ2n(t) :=
∫ t
0
G(s, Y εs )∇yΦfn(s,Xεs , Y εs , Z2,εs )dW 2s ,
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Mˆ3n(t) :=
∫ t
0
[
G(s, Y εs )−G(s, Y¯ 2s )
]∇zΦfn(s,Xεs , Y εs , Z2,εs )dW 2s .
Taking expectation and in view of (5.4), we get
Vˆ(ε) := E
(∫ t
0
f(s,Xεs , Y
ε
s , Z
2,ε
s )ds
)
= α2εE
[
Φfn(0, x, y, 0)− Φfn(t, Xεt , Y εt , Z2,εt )
]
+ α2εE
(∫ T
0
(
∂s + L1 + L
2,ε
5
)
Φfn(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
+ E
(∫ T
0
[
L0Φ
f
n −L0Φf
]
(s,Xεs , Y
ε
s , Z
2,ε
s )ds
)
+
α2ε
γε
E
(∫ T
0
L2Φ
f
n(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
+
α2ε
ηε
E
(∫ T
0
L
1
4 Φ
f
n(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
−α
2
ε
ηε
E
(∫ T
0
L¯
1
3 Φ
f
n(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
+
[
α2ε
βε
E
(∫ T
0
(
L3Φ
f
n −L3Φf
)
(s,Xεs , Y
ε
s , Z
2,ε
s )ds
)
+
α2ε
ηεγε
E
(∫ T
0
(
L
2
4 Φ
f
n −L 24 Φf
)
(s,Xεs , Y
ε
s , Z
2,ε
s )ds
)]
+
[
α2ε
βε
E
(∫ T
0
L3Φ
f (s,Xεs , Y
ε
s , Z
2,ε
s )ds
)
+
α2ε
ηεγε
E
(∫ T
0
L
2
4 Φ
f (s,Xεs , Y
ε
s , Z
2,ε
s )ds
)]
=:
8∑
i=1
Vˆi(ε).
Now, due to assumptions that b, σ ∈ Cδ,1∨ϑb , c ∈ C0,1p , H ∈ C0,δ,1p and by Lemma 3.3, we
have F¯2 ∈ C0,1b . Following the same argument as in (5.7), we can deduce that
E
(∫ T
0
L
2,ε
5 Φ
f
n(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
6 CTn
1−(ϑ∧1).
As a result, we further have
7∑
i=1
Vi(ε) 6 CT
(
α2εn
2−ϑ + n−ϑ +
α2ε
γε
n1−(ϑ∧1) +
α2ε
ηε
+
α2ε
βε
n−ϑ +
α2ε
ηεγε
n−ϑ
)
.
Taking n = α−1ε and noticing that α
2
ε/(ηεγε)→ 0 as ε→ 0, we get the desired result. 
6.2. Proof of Theorem 2.5. We are now in the position to give:
Proof of Theorem 2.5. We concentrate on the main differences in regard to the proof of
Theorem 2.3. For every ϕ ∈ C4b (Rd2) and ℓ = 1, 2, 3, let u1ℓ be the solution to the Cauchy
problem (3.10) on [0, T ]× Rd2 × Rd2 with k = 1, and define
u˜1ℓ(t, y, z) := u
1
ℓ(T − t, y, z), t ∈ [0, T ].
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Then we write for ℓ = 1, 2, 3,
R1ℓ(ε) := Eϕ(Z1,εT )− Eϕ(Z¯1ℓ,T ) = Eu˜1ℓ(T, Y εT , Z1,εT )− u˜1ℓ(0, y, 0).
By Theorem 3.4 and using Itoˆ’s formula for SDE (6.1), we deduce that
u˜1ℓ(T, Y
ε
T , Z
1,ε
T ) = u˜
1
ℓ(0, y, 0) +
∫ T
0
(
∂s + L1 + L
1,ε
5
)
u˜1ℓ(s, Y
ε
s , Z
1,ε
s )ds
+
1
γε
∫ T
0
L2u˜
1
ℓ(s, Y
ε
s , Z
1,ε
s )ds+
1
ηε
∫ T
0
L
1
4 u˜
1
ℓ(s, Y
ε
s , Z
1,ε
s )ds
+
1
ηεγε
∫ T
0
L
2
4 u˜
1
ℓ(s, Y
ε
s , Z
1,ε
s )ds+ Mˆ
1
ℓ,T +
1
ηε
Mˆ2ℓ,T ,
where Mˆ1ℓ,t and Mˆ
2
ℓ,t are martingales defined by
Mˆ1ℓ,t :=
∫ t
0
G(s, Y εs )∇yu˜1ℓ(s, Y εs , Z1,εs )dW 2s ,
Mˆ2ℓ,t :=
∫ t
0
[
G(s, Y εs )−G(s, Y¯ 1s )
]∇zu˜1ℓ(s, Y εs , Z1,εs )dW 2s .
As a result, we further have
R1ℓ(ε) 6 E
(∫ T
0
[
∂s + L1 + L
1,ε
5
]
u˜1ℓ(s, Y
ε
s , Z
1,ε
s )ds
)
+
1
γε
E
(∫ T
0
L2u˜
1
ℓ(s, Y
ε
s , Z
1,ε
s )ds
)
+
1
ηε
E
(∫ T
0
L
1
4 u˜
1
ℓ(s, Y
ε
s , Z
1,ε
s )ds
)
+
1
ηεγε
E
(∫ T
0
L
2
4 u˜
1
ℓ(s, Y
ε
s , Z
1,ε
s )ds
)
=:
4∑
i=1
Gi(ε).
Note that by definition,
G2(ε) =
1
γε
E
(∫ T
0
H(s,Xεs , Y
ε
s )∇yu˜1ℓ(s, Y εs , Z1,εs )ds
)
.
Thanks to the assumption (AH), it is easily checked that for every ℓ = 1, 2, 3, the func-
tionsH(t, x, y)∇yu˜1ℓ(t, y, z) satisfy the centering condition (5.3) and belong to C(1+ϑ)/2,δ,1+ϑ,2p .
As a result of estimate (6.4), we get
G2(ε) 6 C1
(α1+ϑε
γε
+
α2ε
γεβε
+
α2ε
ηεγ2ε
)
.
Similarly, we also have
G3(ε) 6 C2
(α1+ϑε
ηε
+
α2ε
ηεβε
+
α2ε
η2εγε
)
.
Concerning the last term, note that
G4(ε) =
1
ηεγε
E
(∫ T
0
H(s,Xεs , Y
ε
s )∇zu˜1ℓ(s, Y εs , Z1,εs )ds
)
.
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For every ℓ = 1, 2, 3, the functions H(t, x, y)∇zu˜1ℓ(t, y, z) satisfy the centering condition
(5.3). Recall that Φ(t, x, y) solves the Poisson equation (2.3), and define
Φˆ1ℓ(t, x, y, z) := Φ(t, x, y)∇zu˜1ℓ(t, y, z).
Then Φˆ1ℓ(t, x, y, z) satisfies
L0(x, y)Φˆ
1
ℓ(t, x, y, z) = −H(t, x, y)∇zu˜1ℓ(t, y, z).
Consequently, we use Lemma 6.1 to deduce that
G4(ε) 6 C3
(α1+ϑε
ηεγε
+
α2ε
η2εγε
+
α2ε
ηεγ2ε
)
+
α2ε
ηεγεβε
E
(∫ T
0
L3Φˆ
1
ℓ(s,X
ε
s , Y
ε
s , Z
1,ε
s )ds
)
+
α2ε
η2εγ
2
ε
E
(∫ T
0
L
2
4 Φˆ
1
ℓ(s,X
ε
s , Y
ε
s , Z
1,ε
s )ds
)
.
Combining the above estimates, we arrive at
R1ℓ(ε) 6 C4
(α1+ϑε
ηεγε
+
α2ε
γεβε
+
α2ε
ηεβε
+
α2ε
η2εγε
+
α2ε
ηεγ2ε
)
+ E
(∫ T
0
[
∂s + L1 + L
1,ε
5
]
u˜1ℓ(s, Y
ε
s , Z
1,ε
s )ds
)
+
α2ε
ηεγεβε
E
(∫ T
0
L3Φˆ
1
ℓ(s,X
ε
s , Y
ε
s , Z
1,ε
s )ds
)
+
α2ε
η2εγ
2
ε
E
(∫ T
0
L
2
4 Φˆ
1
ℓ(s,X
ε
s , Y
ε
s , Z
1,ε
s )ds
)
=: C4
(α1+ϑε
ηεγε
+
α2ε
γεβε
+
α2ε
ηεβε
+
α2ε
η2εγε
+
α2ε
ηεγ2ε
)
+
3∑
i=1
Vi(ε). (6.5)
Below we consider ℓ = 1, 2, 3 separately, which correspond to Regime 1.1-Regime 1.3 in
the conclusion of Theorem 2.5, respectively.
Case ℓ = 1. (Regime 1.1 in (2.14)). Note that we have
α2ε
ηεγεβε
= 1 and
α2ε
η2εγ
2
ε
=
β2ε
α2ε
→ 0 as ε→ 0.
Thus we deduce that
V3(ε) 6 CT
α2ε
η2εγ
2
ε
E
(∫ T
0
(
1 + |Xεs |2m
)
ds
)
6 CT
α2ε
η2εγ
2
ε
Furthermore, recall that we have L¯11 = L¯ 15 + L¯ 13 in this case with L¯ 13 given by (2.23).
As a result,
∂su˜
1
1 +
(
L¯1 + L¯
1
5 + L¯
1
3 )u˜
1
1 = 0.
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This in turn yields that
V1(ε) + V2(ε) 6 E
(∫ T
0
(
L1 − L¯1
)
u˜11(s, Y
ε
s , Z
1,ε
s )ds
)
+ E
(∫ T
0
L3Φˆ
1
1(s,X
ε
s , Y
ε
s , Z
1,ε
s )− L¯ 13 u˜11(s, Y εs , Z1,εs )ds
)
+ E
(∫ T
0
(
L
1,ε
5 − L¯ 15
)
u˜11(s, Y
ε
s , Z
1,ε
s )ds
)
.
By definition,
L3Φˆ
1
1(t, x, y, z)− L¯ 13 u˜11(t, y, z)
=
[
c(x, y) · ∇xΦ(t, x, y)− c · ∇xΦ(t, y)
] · ∇zu˜11(t, y, z),
which satisfies the centering condition (5.3). Using the assumption that c ∈ Cδ,ϑp and
exactly the same arguments as in the proof of Theorem 2.3 (Case ℓ = 1), we get
V1(ε) + V2(ε) 6 CT
(
αϑε +
α2ε
βε
+
α1+ϑε
γε
+
α2ε
ηεγε
)
+ CT
(αε
γε
+
α2ε
βεγε
)ϑ
6 CT
(α2ε
βε
+
α2ε
ηεγε
+
α2ϑε
βϑε γ
ϑ
ε
)
.
Combining the above computations with (6.5), we arrive at
R11(ε) 6 CT
( α2ε
γεβε
+
α2ε
ηεβε
+
α1+ϑε
ηεγε
+
α2ε
η2εγ
2
ε
+
α2ϑε
βϑε γ
ϑ
ε
)
6 CT
(
γε +
β2ε
α2ε
+
α2ϑε
βϑε γ
ϑ
ε
)
.
Case ℓ = 2. (Regime 1.2 in (2.14)). Note that we have
α2ε
η2εγ
2
ε
= 1 and
α2ε
ηεγεβε
=
αε
βε
→ 0 as ε→ 0.
Thus we deduce that
V2(ε) 6 CT
α2ε
ηεγεβε
E
(∫ T
0
(
1 + |Xεs |2m
)
ds
)
6 CT
αε
βε
.
Furthermore, recall that we have L¯12 = L¯ 15 + L¯ 24 in this case with L¯ 24 given by (2.26).
It then follows that
∂su˜
1
2 +
(
L¯1 + L¯
1
5 + L¯
2
4
)
u˜12 = 0.
We thus have
V1(ε) + V3(ε) 6 E
(∫ T
0
(
L1 − L¯1
)
u˜12(s, Y
ε
s , Z
1,ε
s )ds
)
+ E
(∫ T
0
L
2
4 Φˆ
1
2(s,X
ε
s , Y
ε
s , Z
1,ε
s )− L¯ 24 u˜12(s, Y εs , Z1,εs )ds
)
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+ E
(∫ T
0
(
L
1,ε
5 − L¯ 15
)
u˜12(s, Y
ε
s , Z
1,ε
s )ds
)
.
By definition,
L
2
4 Φˆ
1
2(t, x, y, z)− L¯ 24 u˜12(t, y, z)
=
[
H(t, x, y) · Φ∗(t, x, y)−H · Φ∗(t, y)] · ∇2zu˜12(t, y, z),
which satisfies the centering condition (5.3). We can employ the same argument used
before to deduce that
V1(ε) + V3(ε) 6 CT
(
αϑε +
α2ε
βε
+
α1+ϑε
γε
+
α2ε
ηεγε
)
+ CT
(αε
γε
+
α2ε
βεγε
)ϑ
6 CT
(α2ε
βε
+
α2ε
ηεγε
+
αϑε
γϑε
)
.
Combining the above computations with (6.5), we arrive at
R12(ε) 6 CT
(α1+ϑε
ηεγε
+
αε
βε
+
α2ε
η2εγε
+
α2ε
ηεγ2ε
+
αϑε
γϑε
)
6 CT
(
γε +
αε
βε
+
αϑε
γϑε
)
.
Case ℓ = 3. (Regime 1.3 in (2.14)). In this case, we have
∂su˜
1
2 +
(
L¯1 + L¯
1
5 + L¯
1
3 + L¯
2
4
)
u˜13 = 0.
Thus we can write
3∑
i=1
Vi(ε) 6 E
(∫ T
0
(
L1 − L¯1
)
u˜13(s, Y
ε
s , Z
1,ε
s )ds
)
+ E
(∫ T
0
L3Φˆ
1
3(s,X
ε
s , Y
ε
s , Z
1,ε
s )− L¯ 13 u˜13(s, Y εs , Z1,εs )ds
)
+ E
(∫ T
0
L
2
4 Φˆ
1
3(s,X
ε
s , Y
ε
s , Z
1,ε
s )− L¯ 24 u˜13(s, Y εs , Z1,εs )ds
)
+ E
(∫ T
0
(
L
1,ε
5 − L¯ 15
)
u˜13(s, Y
ε
s , Z
1,ε
s )ds
)
.
By combining the above two cases we have
R13(ε) 6 CT
(α1+ϑε
ηεγε
+
αε
ηε
+
α2ε
η2εγε
+
α2ε
ηεγ2ε
+
αϑε
γϑε
)
6 CT
(
γε +
αϑε
γϑε
)
.
Hence the whole proof is finished. 
6.3. Proof of Theorem 2.7. The central limit theorems in Regime 2 of (1.9) will be
the most complicated cases since homogenization already appears in the law of large
numbers. Now, we proceed to give:
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Proof of Theorem 2.7. For every ϕ ∈ C4b (Rd2) and ℓ = 1, 2, 3, let u2ℓ be the solution to
the Cauchy problem (3.10) on [0, T ]× Rd2 × Rd2 with k = 2, and define
u˜2ℓ(t, y, z) := u
2
ℓ(T − t, y, z), t ∈ [0, T ].
Then following the same arguments as in the proof of Theorem 2.5, we have for ℓ = 1, 2, 3
that
R2ℓ(ε) := Eϕ(Z2,εT )− Eϕ(Z¯2ℓ,T ) = Eu˜2ℓ(T, Y εT , Z2,εT )− u˜2ℓ(0, y, 0).
Using Itoˆ’s formula and taking expectation, we further get
R2ℓ(ε) 6 E
(∫ T
0
[
∂s + L1 + L
2,ε
5
]
u˜2ℓ(s, Y
ε
s , Z
2,ε
s )ds
)
+
1
γε
E
(∫ T
0
L2u˜
2
ℓ(s, Y
ε
s , Z
2,ε
s )ds
)
+
1
ηε
E
(∫ T
0
L
1
4 u˜
2
ℓ(s, Y
ε
s , Z
2,ε
s )ds
)
+
[
1
ηεγε
E
(∫ T
0
L
2
4 u˜
2
ℓ(s, Y
ε
s , Z
2,ε
s )ds
)
− 1
ηε
E
(∫ T
0
L¯
1
3 u˜
2
ℓ(s, Y
ε
s , Z
2,ε
s )ds
)]
=:
4∑
i=1
Ni(ε),
where L¯ 13 , L
1
4 and L
2
4 are given by (2.23), (5.1) and (6.2), respectively. Recall that
Φ(t, x, y) is the solution of the Poisson equation (2.3). Define
Φ˜2ℓ(t, x, y, z) := Φ(t, x, y)∇yu˜2ℓ(t, y, z).
Then Φ˜2ℓ(t, x, y, z) satisfies
L0(x, y)Φ˜
2
ℓ(t, x, y, z) = −H(t, x, y)∇yu˜2ℓ(t, y, z).
Note that for every ℓ = 1, 2, 3, we have H ·∇yu˜2ℓ ∈ C(1+ϑ)/2,δ,1+ϑ,2p . As a result of Lemma
6.1 we obtain
N2(ε) =
1
γε
E
(∫ T
0
H(s,Xεs , Y
ε
s )∇yu˜2ℓ(s, Y εs , Z2,εs )ds
)
6 CT
(α1+ϑε
γε
+
α2ε
γεηε
+
α2ε
γ2ε
)
+
α2ε
γεβε
E
(∫ T
0
L3Φ˜
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
+
α2ε
ηεγ2ε
E
(∫ T
0
L
2
4 Φ˜
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
.
Since α2ε = βεγε in Regime 2, we further get
N2(ε) 6 CT
(α1+ϑε
γε
+
α2ε
ηεγ2ε
)
+ E
(∫ T
0
L3Φ˜
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
.
Similarly, recall that Υ(t, x, y) solves the Poisson equation (2.11), and define
Υ˜2ℓ(t, x, y, z) := Υ(t, x, y)∇zu˜2ℓ(t, y, z).
42
Then we have for ℓ = 1, 2, 3,
L0(x, y)Υ˜
2
ℓ(t, x, y, z) = −
[
F (t, x, y)− F¯1(t, y)
]∇zu˜2ℓ(t, y, z).
Consequently, we use Lemma 6.1 again to deduce that
N3(ε) =
1
ηε
E
(∫ T
0
[
F (s,Xεs , Y
ε
s )− F¯1(s, Y εs )
]∇zu˜2ℓ(s, Y εs , Z2,εs )ds
)
6 CT
(α1+ϑε
ηε
+
α2ε
η2ε
+
α2ε
ηεγε
)
+
α2ε
ηεβε
E
(∫ T
0
L3Υ˜
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
+
α2ε
η2εγε
E
(∫ T
0
L
2
4 Φ˜
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
6 CT
(α1+ϑε
ηε
+
α2ε
η2εγε
)
+
α2ε
ηεβε
E
(∫ T
0
L3Υ˜
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
.
Finally, define
Φˆ2ℓ(t, x, y, z) := Φ(t, x, y)∇zu˜2ℓ(t, y, z).
Then we have
L0(x, y)Φˆ
2
ℓ(t, x, y, z) = −H(t, x, y)∇zu˜2ℓ(t, y, z),
which in turn yields that
E
(
1
ηεγε
∫ T
0
H(s,Xεs , Y
ε
s )∇zu˜2ℓ(s, Y εs , Z2,εs )ds
)
6 CT
(α1+ϑε
ηεγε
+
α2ε
η2εγε
+
α2ε
ηεγ2ε
)
+
α2ε
ηεγεβε
E
(∫ T
0
L3Φˆ
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
+
α2ε
η2εγ
2
ε
E
(∫ T
0
L
2
4 Φˆ
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
.
Taken into account the definition of N4(ε) and the fact that α
2
ε = βεγε, we obtain
N4(ε) 6 CT
(α1+ϑε
ηεγε
+
α2ε
η2εγε
+
α2ε
ηεγ2ε
)
+
α2ε
η2εγ
2
ε
E
(∫ T
0
L
2
4 Φˆ
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
+
1
ηε
E
(∫ T
0
L3Φˆ
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )− L¯ 13 u˜2ℓ(s, Y εs , Z2,εs )ds
)
.
Note that by definition,
L3Φˆ
2
ℓ(t, x, y, z)− L¯ 13 u˜2ℓ(t, y, z)
=
[
c(x, y) · ∇xΦ(t, x, y)− c · ∇xΦ(t, y)
] · ∇zu˜2ℓ(t, y, z),
and recall that Ψ solves the Poisson equation (2.19). Define
Ψ˜2ℓ(t, x, y, z) := Ψ(t, x, y)∇zu˜2ℓ(t, y, z).
Then we have
L0(x, y)Ψ˜
2
ℓ(t, x, y, z) = −
[
c(x, y) · ∇xΦ(t, x, y)− c · ∇xΦ(t, y)
] · ∇zu˜2ℓ(t, y, z).
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By the assumption that c ∈ Cδ,1+ϑp and Lemma 6.1, we further have
1
ηε
E
(∫ T
0
L3Φˆ
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )− L¯ 13 u˜2ℓ(s, Y εs , Z2,εs )ds
)
6 CT
(α1+ϑε
ηε
+
α2ε
η2εγε
+
α2ε
ηεγε
)
+
α2ε
ηεβε
E
(∫ T
0
L3Ψ˜
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
.
Combining the above computations, we arrive at
R2ℓ(ε) 6 CT
(α1+ϑε
ηεγε
+
α2ε
η2εγε
+
α2ε
ηεγ2ε
)
+ E
(∫ T
0
[
∂s + L1 + L
2,ε
5
]
u˜2ℓ(s, Y
ε
s , Z
2,ε
s )ds
)
+ E
(∫ T
0
L3Φ˜
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
+
α2ε
η2εγ
2
ε
E
(∫ T
0
L
2
4 Φˆ
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
+
α2ε
ηεβε
E
(∫ T
0
L3Υ˜
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
+
α2ε
ηεβε
E
(∫ T
0
L3Ψ˜
2
ℓ(s,X
ε
s , Y
ε
s , Z
2,ε
s )ds
)
=: CT
(α1+ϑε
ηεγε
+
α2ε
η2εγε
+
α2ε
ηεγ2ε
)
+
5∑
i=1
Si(ε).
Below, we consider ℓ = 1, 2, 3 separately, which correspond to Regime 2.1-Regime 2.3 in
the conclusion of Theorem 2.7, respectively.
Case ℓ = 1. (Regime 2.1 in (2.18)). Note that we have
α2ε
ηεβε
= 1 and
α2ε
η2εγ
2
ε
=
β2ε
α2εγ
2
ε
→ 0 as ε→ 0.
Thus we deduce that
S3(ε) 6 CT
α2ε
η2εγ
2
ε
E
(∫ T
0
(
1 + |Xεs |2m
)
ds
)
6 CT
β2ε
α2εγ
2
ε
.
Furthermore, recall that we have L¯2 = L¯1+ c · ∇xΦ(t, y) · ∇y and L¯21 = L¯ 25 + L¯ 03 + L¯ 23
in this case with L¯ 23 given by (2.24). As a result,
∂su˜
2
1 + (L¯2 + L¯
2
5 + L¯
0
3 + L¯
2
3 )u˜
2
1 = 0.
This in turn yields that
S1(ε) + S2(ε) + S4(ε) + S5(ε)
6 E
(∫ T
0
(
L1 − L¯1
)
u˜21(s, Y
ε
s , Z
2,ε
s )ds
)
+ E
(∫ T
0
(
L
2,ε
5 − L¯ 25
)
u˜21(s, Y
ε
s , Z
2,ε
s )ds
)
+ E
(∫ T
0
L3Φ˜
2
1(s,X
ε
s , Y
ε
s , Z
2,ε
s )− c · ∇xΦ(s, Y εs ) · ∇yu˜21(s, Y εs , Z2,εs )ds
)
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+ E
(∫ T
0
L3Υ˜
2
1(s,X
ε
s , Y
ε
s , Z
2,ε
s )− L¯ 03 u˜21(s, Y εs , Z2,εs )ds
)
+ E
(∫ T
0
L3Ψ˜
2
1(s,X
ε
s , Y
ε
s , Z
2,ε
s )− L¯ 23 u˜21(s, Y εs , Z2,εs )ds
)
.
By definition, we have
L3Φ˜
2
1(t, x, y, z)− c · ∇xΦ(t, y) · ∇yu˜21(t, y, z)
=
[
c(x, y) · ∇xΦ(t, x, y)− c · ∇xΦ(t, y)
] · ∇yu˜21(t, y, z),
L3Υ˜
2
1(t, x, y, z)− L¯ 03 u˜21(t, y, z)
=
[
c(x, y) · ∇xΥ(t, x, y)− c · ∇xΥ(t, y)
] · ∇zu˜21(t, y, z),
L3Ψ˜
2
1(t, x, y, z)− L¯ 23 u˜21(t, y, z)
=
[
c(x, y) · ∇xΨ(t, x, y)− c · ∇xΨ(t, y)
] · ∇zu˜21(t, y, z).
Using (2.7) and the same arguments as before, we deduce that
S1(ε) + S2(ε) + S4(ε) + S5(ε) 6 CT
(
αϑε +
α2ε
βε
+
α2ε
ηεγε
+
αϑε
γϑε
+
α2ϑε
βϑε
)
6 CT
(
αϑε +
α2ε
ηεγε
+
α2ϑε
βϑε
)
.
Combining the above computations, we arrive at
R21(ε) 6 CT
(
αϑε +
α2ϑε
βϑε
+
β2ε
α2εγ
2
ε
)
6 CT
(α2ϑε
βϑε
+
β2ε
α2εγ
2
ε
)
.
Case ℓ = 2. (Regime 2.1 in (2.18)). Note that in this case, we have
α2ε
η2εγ
2
ε
= 1 and
α2ε
ηεβε
=
αεγε
βε
→ 0 as ε→ 0..
Thus we deduce that
S4(ε) + S5(ε) 6 CT
α2ε
ηεβε
E
(∫ T
0
(
1 + |Xεs |2m
)
ds
)
6 CT
αεγε
βε
.
Furthermore, recall that we have L¯22 = L¯ 25 + L¯ 24 in this case. As a result,
∂su˜
2
2 + (L¯2 + L¯
2
5 + L¯
2
4 )u˜
2
2 = 0.
This in turn yields that
S1(ε) + S2(ε) + S3(ε)
6 E
(∫ T
0
(
L1 − L¯1
)
u˜22(s, Y
ε
s , Z
2,ε
s )ds
)
+ E
(∫ T
0
(
L
2,ε
5 − L¯ 25
)
u˜22(s, Y
ε
s , Z
2,ε
s )ds
)
+ E
(∫ T
0
L3Φ˜
2
2(s,X
ε
s , Y
ε
s , Z
2,ε
s )− c · ∇xΦ(s, Y εs ) · ∇yu˜22(s, Y εs , Z2,εs )ds
)
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+ E
(∫ T
0
L
2
4 Φˆ
2
2(s,X
ε
s , Y
ε
s , Z
2,ε
s )− L¯ 24 u˜22(s, Y εs , Z2,εs )ds
)
.
By definition, we have
L
2
4 Φˆ
2
2(t, x, y, z)− L¯ 24 u˜22(t, y, z)
=
[
H(t, x, y) · Φ∗(t, x, y)−H · Φ∗(t, y)] · ∇2zu˜22(t, y, z).
Then we can get
S1(ε) + S2(ε) + S3(ε) 6 CT
(
αϑε +
α2ε
βε
+
α2ε
ηεγε
+
αϑε
γϑε
+
α2ϑε
βϑε
)
6 CT
( α2ε
ηεγε
+
αϑε
γϑε
)
.
Combining the above computations, we arrive at
R22(ε) 6 CT
(αϑε
γϑε
+
αεγε
βε
)
.
Case ℓ = 3. (Regime 2.1 in (2.18)). In this case, we have
∂su˜
2
3 + (L¯2 + L¯
2
5 + L¯
0
3 + L¯
2
3 + L¯
2
4 )u˜
2
3 = 0.
Thus we write
5∑
i=1
Si(ε) 6 E
(∫ T
0
(
L1 − L¯1
)
u˜23(s, Y
ε
s , Z
2,ε
s )ds
)
+ E
(∫ T
0
(
L
2,ε
5 − L¯ 25
)
u˜23(s, Y
ε
s , Z
2,ε
s )ds
)
+ E
(∫ T
0
L3Φ˜
2
3(s,X
ε
s , Y
ε
s , Z
2,ε
s )− c · ∇xΦ(s, Y εs ) · ∇yu˜23(s, Y εs , Z2,εs )ds
)
+ E
(∫ T
0
L3Υ˜
2
3(s,X
ε
s , Y
ε
s , Z
2,ε
s )− L¯ 03 u˜23(s, Y εs , Z2,εs )ds
)
+ E
(∫ T
0
L3Ψ˜
2
3(s,X
ε
s , Y
ε
s , Z
2,ε
s )− L¯ 23 u˜23(s, Y εs , Z2,εs )ds
)
+ E
(∫ T
0
L
2
4 Φˆ
2
3(s,X
ε
s , Y
ε
s , Z
2,ε
s )− L¯ 24 u˜23(s, Y εs , Z2,εs )ds
)
.
By combining the above two cases we deduce that
R23(ε) 6 CT
(
αϑε +
α2ε
βε
+
α2ε
ηεγε
+
αϑε
γϑε
+
α2ϑε
βϑε
)
6 CT
αϑε
γϑε
,
and the whole proof is finished. 
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