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INTRODUCTION
O NE of the central questions in communication networks is: Given a set of source-destination pairs, what is the maximum rate (throughput) at which the network can transfer data from the sources to the corresponding destinations? The above throughput maximization problem is challenging in wireless network due to the presence of wireless interference. In addition, one can significantly increase the network throughput by equipping each node with multiple radio interfaces that operate on orthogonal channels. Availability of multiple channels and interfaces poses the additional challenge of determining efficient assignment of channels to links and interfaces. In general, the throughput maximization problem in wireless networks entails jointly optimizing routing, channel assignment (to interfaces and links), and interference-free scheduling of links.
Prior works on the above throughput maximization problem have only addressed restricted versions of the problem: single channel [9] , [22] , static channel assignment [2] , and channel assignment and scheduling for a predetermined set of possible paths [23] . Finally, Kodialam and Nandagopal [19] derive upper bounds on the achievable throughput, without designing approximation algorithms. The main shortcomings of the prior works are threefold. First, [2] considers only a static assignment of channels to interfaces. On the other hand, dynamic channel assignment offers more flexibility and improved capacity [19] , and incurs minimal overhead using improved hardware technology [23] . The work in [23] does consider dynamic channel assignment, but for a predetermined set of paths between each source-destination pair. Second, all the prior works 1 on throughput maximization are for simple (pairwise) interference models, wherein the model is represented as a set of pairs of links that interfere with each other. On the other hand, the physical interference model is less restrictive, and in general, yields higher capacity than pairwise interference model in scenarios that do not use CSMA techniques [5] . Third, all the prior works on throughput maximization consider multipath routing (or predetermined single-path routing [23] ) between each source-destination pair. Multipath internetworks are more complex to configure, while single-path routing infrastructure has simplified routing tables. Moreover, in single-path routing, the problem of packet reordering (needed in multipath routing) does not exist. Indeed, in conventional networks (e.g., the Internet), application-level flows generally use single-path routing.
Motivated by the above considerations, in this paper, we address the joint routing, channel assignment, and scheduling problem for throughput maximization (hereafter, referred to as the JRCAS problem) in wireless networks in the following general contexts: 1) multiple channels with dynamic channel assignment, 2) physical interference model, and 3) single-path routing. In particular, our main contributions are:
. For pairwise interference (Section 3), we present a ðc þ 2Þ-approximation algorithm for the JRCAS problem with dynamic channel assignment. Here, c is the network interference degree [10] , [23] , a small constant which depends on the interference model. . For physical interference model (Section 4), we design two constant-factor approximation algorithms for the JRCAS problem. Our first algorithm is an improvement and generalization of the result in [9] . Our more significant contribution, the second approximation algorithm, is based on a novel linear equation representation of the physical interference constraint, and has a constant-factor approximation bound independent of the transmission power and noise values. . The most significant contribution of our work is for the JRCAS problem with single-path routing (Section 5) for which we design randomized approximation algorithms for both pairwise and physical interference models, using the classic rounding technique [29] . Our techniques also yield the following result:
. For the TDMA link scheduling problem [14] in multichannel multiradio networks with physical interference, we design two constant-factor approximation algorithms (Section 4.3). . For the JRCAS problem with static channel assignment, we get constant-factor approximation algorithms for both pairwise and physical interference models. For the pairwise interference model, our algorithm is much simpler than the very involved result of [2] from MobiCom 2005.
MODELS, PROBLEM DESCRIPTION, AND RELATED WORK
Network model. A wireless network is modeled as a directed graph GðV ; EÞ, where V is the set of network nodes and E is the set of directed communication links each connecting a pair of nodes. A directed link ðu; vÞ denotes that u can transmit to v directly (in the absence of other interfering transmissions). Link capacity ðeÞ of a link e is the maximum data rate (bits/second) that can be carried on e.
There are K orthogonal channels available, and each node u is equipped with IðuÞ (radio) interfaces. We use the notation NðuÞ to denote the set of links incident on node u. That is, NðuÞ ¼ feje ¼ ðu; vÞ or ðv; uÞ; and e 2 Eg: ð1Þ
Interference models. Due to the broadcast nature of the wireless links, transmission along a link may interfere with other link transmissions, when transmitted on the same channel (links on different channels do not interfere). An interference model defines which set of links can be active simultaneously without interfering. We consider two types of interference models, viz., pairwise and physical. A pairwise interference model is represented by a set of pairs of links that interfere with each other. The pairwise model can be represented by a conflict graph, wherein the vertices are the links and the edges identify pairs of interfering links. In the physical interference model, successful transmission over a link ðu; vÞ depends on the signal-tonoise ratio (SINR) at v.
Time slots. In our model, the system operates synchronously in a time-slotted model. In any time slot, a set of noninterfering links is active and each interface is assigned a channel. In the static channel assignment model, the assignment of channels to interfaces is fixed across time slots, while in the dynamic assignment model, an interface can choose different channels in different time slots. Each active link ðu; vÞ uses a pair of interfaces (assigned the same channel) at u and v. We assume unicast transmissions; thus, an interface can be used by at most one link. However, in a time slot, a link ðu; vÞ may support multiple simultaneous transmissions using multiple pairs of interfaces. Thus, in a time slot, a multiset of links may be active, with each instance of a link associated with a different pair of interfaces.
JRCAS problem. The joint routing, channel assignment, and scheduling (JRCAS) problem to maximize throughput can be informally described as follows: see next section for a more formal description. Input: A wireless network graph, the interference model, and a set of source-destination pairs. Output: An interference-free schedule of link transmissions into time slots that guarantees maximum total data rate between the given source-destination pairs. By default, we assume multipath routing. In either case, the flows must observe link-capacity, flow conservation, and "interface" constraints. Notes. 1) Design of a link schedule entails assignment of channels to link instances. 2) The JRCAS problem is a generalization of the classic multicommodity flow problem [1] with additional resources (channels and interfaces), constraints (interference and interface), and outputs (link schedule and channel assignment).
Related work. One of the first works that addressed the throughput maximization problems is the work by Jain et al. [16] , where the authors give an LP formulation of the problem. However, their formulation requires enumeration of all interference-free sets of links, which can be exponential in number. The above shortcoming was first remedied in an insightful work by Kumar et al. [22] , who design an approximation algorithm for interference-free scheduling of links for throughput maximization in single-channel networks with transmitter interference model. Our work builds on their key insight. Alicherry et al. [2] address the JRCAS problem with IEEE 802.11 MAC-based interference and static channel assignment, and design a ðcK=I min Þ-approximation algorithm. Here, c is the network interference degree, K is the number of channels, and I min ð KÞ is the minimum number of interfaces per node. However, their approach is unnecessarily involved and rather complicated. In fact, in this paper, we derive the same approximation bound with a trivial generalization of Kumar et al. [22] 's work. In a recent work, Burgohain et al. [7] present an improvement of the above works [2] , [22] . However, their work has a fundamental flaw [32] ; in particular, their claim (without proof) that the resulting flows can be scheduled is incorrect. See Fig. 1 2 for a counterexample. 2. The sufficiency condition of [7] essentially states that for every node u, the sum of fractions of time the neighboring nodes of u (including u) are active must be bounded by 1 Finally, the recent concurrent work by Chafekar et al. [9] considers the JRCAS multipath problem for physical interference model in single-channel networks. In addition to the restrictions of single channel and multipath networks, the approximation results in [9] are based on the assumption that the optimal algorithm is restricted to use a slightly smaller transmission power (and hence, only a subset of the links of the original communication graph are usable by the optimal algorithm). The assumption is used to avoid making the assumption of zero noise (as in [14] ); see Section 4.1 for details. In contrast, in this paper, we do not make any such assumptions.
Another line of related research stems from the seminal work by Tassiulas and Ephremides [33] , who present an optimal link scheduling policy for arbitrary network models. However, their scheduling policy needs to iteratively solve an optimization problem (maximum-weighted interferencefree set of links) that is NP-hard even for simple interference models. Based on the above result, the authors of [10] , [25] , [31] design simple scheduling policies that guarantee nearoptimal throughput for single channel. Recently, the authors of [23] , [30] extend the above ideas and consider the joint (dynamic) channel assignment and scheduling problem for a predetermined set of possible paths. Another recent work [13] extends the ideas of Tassiulas and Ephremides [33] to include fairness. Taking a different approach to extend Tassiulas and Ephremides [33] 's work, the authors of [6] use a notion of local pooling to design efficient channel assignment algorithms under primary interference model. All the above extensions are for pairwise interference.
Chen et al. [11] consider jointly optimizing congestion control, routing, and scheduling for networks with single channel and pairwise interference, and design an approximation algorithm. Their work is based upon (and extension of) earlier works of Lin and Shroff [24] and Neely et al. [28] .
Other works. The TDMA link scheduling problem has been addressed before [5] , [14] , [34] , but is a special case (in terms of designing approximation schemes) of the JRCAS problem, as shown in Section 4. Recently, Chafekar et al. [8] addressed the problem of minimizing end-to-end delay for one packet per source-destination [21] by jointly optimizing routing, power control, and scheduling for physical interference. The objective of our JRCAS problem is different than theirs. In other works, Moscibroda et al. [27] address the joint scheduling and power control problem, [4] consider the joint routing and scheduling problem for power optimization, and Kodialam and Nandagopal [18] consider a class of scheduling problems without addressing the interference constraint.
JRCAS PROBLEM WITH PAIRWISE INTERFERENCE
We start with a few definitions here.
Definition 1 (Pairwise interference model; conflict graph; CðeÞ) . The pairwise interference model is represented by a set of pairs of links that interfere with each other, if active on the same channel.
The set of pairs of interfering links is represented by a conflict graph GðV c ; E c Þ. The set of vertices V c of a conflict graph is the network links and the set of edges E c connects the pairs of vertices that correspond to interfering links. We use CðeÞ to denote:
Most interference models, e.g., transmitter model [35] , protocol model [15] , transmitter-receiver model [3] , etc., can be modeled as pairwise interference.
Definition 2 (Network interference degree).
Network interference degree is the maximum interference degree of any link, where the interference degree of a link ðu; vÞ is the number of links that interfere with ðu; vÞ but not with each other. In other words, network interference degree is the size of the maximum independent set in the subgraph induced by the neighbors of any vertex in the conflict graph. Network interference degree is generally dependent only on the interference model (independent of the network topology). For example, the simple node-exclusive (primary) interference model has a network interference degree of 2, while the uniform range secondary interference model which approximates IEEE 802.11 DCF has a network interference degree of 8 [10] .
Definition 3 (Link schedule).
A link schedule is a specification of a certain number of time slots. For each time slot, we specify a multiset of active links with a channel assigned to each link instance. A valid link schedule must satisfy two constraints: 1) the link instances active in the same time slot do not interfere and 2) the number of different channels incident on any node u in a time slot is less than IðuÞ.
Definition 4 (Link utilizations, ðe; kÞ and ðeÞ). Link utilization ðe; kÞ of a link e for channel k in a given link schedule is the ratio of the 1) total number of instances (across all time slots) of link e active on channel k and 2) the total number of slots of the link schedule. Note that the first term is cumulative across all source-destination pairs. Also, we use ðeÞ to denote P k ðe; kÞ. Definition 5 (Link flows, fðe; kÞ; fðeÞ; f i ðe; kÞ, f i ðeÞ). Link flow fðe; kÞ for a link e and channel k is the data rate carried by link e on channel k, i.e., fðe; kÞ ¼ ðeÞðe; kÞ. We use fðeÞ to denote P k fðe; kÞ and f i ðe; kÞ or f i ðeÞ to denote the portion of the link flow for a particular source-destination pair fs i ; d i g. Thus, fðe; kÞ ¼ P i f i ðe; kÞ and fðeÞ ¼ P i f i ðeÞ. Based on the above definitions, we now give a formal description of our JRCAS problem.
JRCAS problem with pairwise interference. Given a network graph, its conflict graph, and a set of sourcedestination pairs, the JRCAS problem is to design a link schedule that maximizes the total data rate between the given source-destination pairs. The resulting link flows must satisfy the flow conservation constraints (formally given by (6)- (8) later) at each node. Note that a link schedule by definition includes assignment of channels to active link instances and satisfies interference and interface constraints. The above JRCAS problem is NP-hard, since the special case TDMA link scheduling problem [34] is NP-hard.
Overview of general approach. Using Kumar et al. [22] 's approach, we start with a linear programming (LP) formulation of the JRCAS problem that incorporates interface and interference constraints, and constraints relating link flows, link capacities, and link utilizations. LP is solved optimally in polynomial time. However, the LP solution only gives the link flows and not a link schedule that realizes the obtained link flows. But, we can design a nearoptimal link schedule as follows: First, we scale down the link utilizations obtained from the LP solution by a certain factor, to satisfy a certain "sufficiency" condition which allows us to design a link schedule for the scaled-down link utilizations. Since the total data rate of the LP solution is an upper bound on the optimal, the above yields an approximate link schedule.
We start with describing the single-channel solution, which is a slight generalization (without predetermined routes) of Kumar et al. [22] 's result. Then, we generalize the technique to multiple channels.
JRCAS problem for single channel. We start with our LP formulation. We use i to vary over given source-destination pairs fs i ; d i g, F i to denote the data rate between s i and d i , and V i to denote V À fs i ; d i g. NðuÞ is as defined before (1) 
In the above, (4) represents the fairness constraint [22] ensuring that the ratio between the minimum and maximum data rates does not go below a given constant .
Equations (6)- (8) represent flow conservation constraints and (10) represents the interface constraint. Interference constraint. We need to incorporate interference constraint in the above LP. Consider a time slot t and let X e represent the binary variable which is 1 if e is scheduled in t and is 0 otherwise. Then, for any link e, P e 0 2CðeÞ X e 0 c, where c is the network interference degree and CðeÞ is as defined before (2). Averaging the above over all time slots, we get:
Near-optimal link schedule. As mentioned before, the LP solution does not give a link schedule. In fact, there may not exist any link schedule that guarantees the link utilizations of the LP solution (see Fig. 1 ). 3 Let the link utilizations obtained from the LP solution be fb ðeÞg, and let ðeÞ ¼ b ðeÞ=c for each e. Now, for each e, P e 0 2CðeÞ ðe 0 Þ 1. Based on this inequality, a link schedule S that realizes the link utilizations can be easily designed [22] . Also, the total data rate due to S is at least 1=c of the optimal possible, since the optimal data rate is at most that of the LP solution. We prove the above in a more general context (see Theorem 2) .
Multiple channels with static channel assignment. The above single-channel solution also yields a ðcK=I min Þ-approximate solution for multiple channels with static channel assignment. Here, K is the number of channels and I min ð KÞ is the minimum number of interfaces per node. First, note that any single-channel link schedule S can be transformed into a multichannel link schedule S 0 with a total data rate of I min times that of S, by using I min interfaces per node. 4 Second, note that the optimal data rate with K channels is at most K times the optimal data rate with one channel. Based on the above two observations, the c-approximate single-channel solution can be transformed into a ðcK=I min Þ-approximate solution for multiple channels with static channel assignment. The above is a much simpler result than that of [2] . Theorem 1. The above algorithm gives a ðcK=I min Þ-approximate solution to the JRCAS problem with multiple channels and static assignment of channels. Here, c is the network interference degree, K is the number of channels, and I min is the minimum number of interfaces per node.
Multiple channels with dynamic channel assignment. The LP formulation for the case of dynamic channel assignment is shown below. We use k to vary over available channels 
Above, (19) and (20) 
Based on the above, we can now design a link schedule for the link utilizations as follows:
. Pick a large enough integer W such that W ðe; kÞ is a positive integer for each e and k. . Consider a link schedule S of W time slots. . Iterate through all pairs ðe; kÞ in an arbitrary order and place the link e with channel k in the first ðe; kÞW time slots of S, wherein such a placement does not cause any interference with or violates interface constraint due to previously placed link instances. We refer to the above as the greedy placement algorithm. The below theorem shows that such a placement of links into S is always possible.
Theorem 2. The above algorithm returns a ðc þ 2Þ-approximate link schedule for the JRCAS problem with dynamic channel assignment.
Proof. In the above described algorithm, for any pair ðe; kÞ, the maximum number of time slots wherein ðe; kÞ can not be placed due to interference with previously placed links is W P e 0 2CðeÞnfeg ðe 0 ; kÞ and due to interface constraint violation is Wð; eÞ. Thus, by (23), the pair ðe; kÞ can be placed in at least W ðe; kÞ time slots of S. Thus, the above described algorithm delivers a link schedule S of W time slots with link utilizations ðe; kÞ for each link e and k. Since ðe; kÞ ¼ b ðe; kÞ=ðc þ 2Þ, the link schedule S delivered by the above algorithm has a total data rate of 1=ðc þ 2Þ times the total data rate of the LP solution. Since the optimal data rate is bounded by the data rate of the LP solution, the designed link schedule S is a ðc þ 2Þ-approximate solution. Note that scaling down of the link utilizations does not violate any LP constraint. t u
Improved bounds by ordering links. In our above algorithm to place links in a schedule, we considered links in arbitrary order. However, considering links in a certain order (depending on the network model) can sometimes result in improved approximation bounds. For instance, for networks with nonuniform interference range, the network interference degree may be unbounded. But, considering links in the order of their ranges, as suggested in [22] , results in a constant-factor approximation scheme. Also, for networks with the IEEE 802.11-based secondary interference model with uniform transmission range, the best-known approximation bound for single-channel JRCAS problem is 8 [2] , [22] , since the network interference degree c is 8 [10] . This can be improved to 6 if special link ordering is used [17] .
Generalizations. Techniques of this section easily generalize to 1) directional antenna, 2) multiple transmission powers, and 3) more constraints and objective functions. Directional antenna can be handled by defining "flavors" of each link ðu; vÞ-each flavor corresponds to a "feasible" pair of directions of antennas at u and v. A conflict graph is then constructed over ðlink; flavorÞ as vertices and our techniques can then be applied. Multiple transmission powers can be handled similarly; however, as suggested in the previous paragraph, we may need to consider links in a certain order. Finally, we can add any constraint to the JRCAS problem that is preserved by scaling down of the link utilization by a constant factor. For instance, for given traffic demands T i for each source-destination pair, we can consider the objective of minimizing the scaling factor such that T i = data rates can be satisfied. For above, we can just replace (14) by F i ¼ T i and use the same techniques. Similarly, our techniques (and approximation proofs) will work for any objective function that is a linear combination of link flows.
JRCAS PROBLEM WITH PHYSICAL INTERFERENCE
In this section, we address the JRCAS problem with physical interference. As mentioned before, physical interference is less restrictive, and in general, entails more capacity than pairwise model in scenarios that do not use CSMA techniques [5] . In the physical interference model, if P v ðxÞ denotes the received power at v of the signal transmitted by node x, then a packet along link ðu; vÞ is correctly received if and only if:
where N is the background noise, V Ã is the set of nodes that are transmitting simultaneously, and is an SINR constant. 5 Below, we present two approximation algorithms for the JRCAS problem with physical interference.
Approximation Algorithm Based on Length Classes
Our first approximation algorithm for the JRCAS problem with physical interference is based on techniques from [14] . 6 We start with making the following assumptions:
. For now, we assume that zero background noise (N ¼ 0); we will remove this assumption later. . We assume that the radio signal propagation obeys the log-distance path model with path loss exponent , commonly assumed in the literature to be greater than 2 [15] . In other words, the signal strength at a distance d from a node transmitting with a power of P is assumed to be equal to P =d . . We assume fixed and uniform transmission power P at each node. Transmission power control can be achieved on top of our techniques using techniques similar to [9] ; we omit the details in this paper. Length classes and grid cells. Using the notations of [14] , let length class L j denote the set of links whose lengths lie in ½2 j ; 2 jþ1 Þ; thus, the entire set of links is partitioned into disjoint length classes L 0 ; L 1 ; . . . ; L blogðd max Þc , where d max is the maximum link length. 7 For each nonempty length class j, the plane is divided into square grid cells of side 2 j each, where
Interference "constraint." For a cell A j in L j , let ÁðA j Þ be the set of links in L j whose receiver lies inside A j . Now, consider a time slot t, and let X e;k be 1 iff e is active on channel k in t. In the proof of Theorem 5.2 of [14] , it was shown that in such a setting, an optimal algorithm can only schedule a constant number (q) of links from any cell simultaneously. Thus, we have X e2ÁðA j Þ X e;k q 8 j; A j ; ð25Þ
Averaging (25) over all time slots, we get: X e2ÁðA j Þ ðe; kÞ q; 8j; A j : ð27Þ LP formulation and scaling. We formulate the LP again using (13)- (21) , but use (27) instead of (20) . As before, we first solve the LP, and then scale down the resulting link utilizations by a factor of ðq þ 2Þ. Let fðe; kÞg be the Theorem 3. The above algorithm returns an 4ðq þ 2ÞgðLÞ-approximate solution for the JRCAS problem with physical interference and dynamic channel assignment. For the case of static channel assignment, the above gives a 4qgðLÞK=I minapproximation algorithm. Here, q is as defined in (26), and gðLÞ is the number of nonempty length classes.
Proof. First, we show the feasibility of the above described placement algorithm. For any pair ðe; kÞ, where e 2 ÁðA j Þ, the maximum number of time slots wherein ðe; kÞ can not be placed due to interference "constraint" is W P e 0 2ÁðA j Þnfeg ðe 0 ; kÞ. Now, by (28) and similar arguments as in Theorem 2, the above placement algorithm is feasible.
The total length of S is 4gðLÞW time slots, and hence, the link utilization of each pair ðe; kÞ in S is ðe; kÞ=4gðLÞ ¼ b ðe; kÞ=ð4ðq þ 2ÞgðLÞÞ, where b ðe; kÞ is the link utilization of the LP solution. Thus, S is a ððq þ 2Þ4gðLÞÞ-approximate solution. The claim for static channel assignment follows from similar arguments as before. t u
Removing the N ¼ 0 assumption. We now show how to incorporate background noise N into the above technique. We categorize links based on their lengths d with respect to the quantity ðP =NÞ 1= , where P is the uniform transmission power. , where 0 ¼ max j r 0 j with r ¼ dlogðP =NÞ 1= e À 1 and 0 j as defined above. For the case of static channel assignment, the above gives a 4q 0 gðLÞK=I min -approximation algorithm.
The main shortcoming of the above result is that the approximation ratio depends on the P and N values. In the next section, we design an approximation scheme that does not suffer from this shortcoming. For the above length-class-based scheme of this section, one way to remove the dependence of the approximation ratio on P and N is as follows: First, observe 9 that for each length class j r À 2,
1= . Second, we restrict the optimal solution from using links in the length classes r and r À 1 by allowing the optimal solution to use slightly less transmission power (as in [9] ). Then, the approximation ratio of the above approach can be bounded by 4ðq 00 þ 2ÞgðLÞ, where q 00 is defined in terms of the aforementioned bound on 0 j .
Approximation Algorithm Based on Weights
In this section, we present an approximation algorithm for JRCAS with physical interference model, whose approximation ratio is independent of the transmission power and noise values. Our second approximation algorithm is based on the concept of weights which lets us represent the physical interference constraint as a linear equation. A similar concept of weights has been used in [16] to develop network throughput bounds and in [20] 
We will later bound C's value under certain assumptions. Physical interference constraint using weights. Based on the above definition of w e 0 e and C, we can represent the physical interference constraint as follows: Consider a time slot t, and let X e;k be 1 if e is active on channel k in the time slot t and 0 otherwise. Now, for each e and k, the following holds:
To see the above, consider two cases: 1) when X e;k is 1, P e 0 2Enfeg w e 0 e X e 0 ;k 1 À ðN=P e Þ, and 2) when X e;k is 0, use (29) . Now, averaging the above equation over all time slots, we get:
w e 0 e ðe 0 ; kÞ
We use the above equation as the interference constraint in the LP formulation. LP formulation and near-optimal link schedule. The LP formulation for the JRCAS problem with physical interference and multiple channels is the same as that for pairwise interference (i.e., (13)- (21)) except that we replace (20) by (30) . As before, we first solve the LP optimally. Then, we scale down the LP solution's link utilizations by a factor of ðC þ 3Þ. Let the scaled-down link utilizations be fðe; kÞg. It is easy to see that the scaled-down link utilizations satisfy the following for all e; k:
ð; eÞ þ ðe; kÞ þ X Now, as before, consider a link schedule S of appropriately chosen W time slots, and greedily place ðe; kÞW instances of ðe; kÞ in S without causing any physical interference with or interface constraint violations with previously placed link instances.
Theorem 5. The above algorithm returns a ðC þ 3Þ-approximate solution for the JRCAS problem with physical interference and dynamic channel assignment. For the case of static channel assignment, there is a ððC þ 1ÞK=I min Þ-approximation algorithm. Here, C is as defined in (29).
Proof. Note that in a link schedule of W time slots, the number of time slots wherein a particular pair ðe; kÞ cannot be placed due to physical interference with previously placed links is at most W P e 0 2Enfeg w e 0 e ðe 0 ; kÞ. Rest of the proof for dynamic channel assignment is same as that for Theorem 2. For static channel assignment, transform a ðC þ 1Þ-approximate single-channel solution as done for the pairwise interference case.
t u
Bounding C. We now bound the value of C, as defined by (29) . Let the minimum distance between any pair of nodes be d min . Then, the density of nodes in the network is bounded by
since disks of radii d min =2 placed at each node do not intersect. Now, assuming uniform transmission power P and log-distance path loss mode, we can bound the total signal strength at a node u due to all other nodes by integrating over the signal strength due to nodes in an annular disk of width dx at a distance of x from u as:
Note that the lower limit of the above integration is d min , since there are no nodes within a distance of d min from u. Based on the above, the value of C can be bounded by:
where d max is the maximum length of a link.
Comparing the approximation bounds. We note that the approximation bounds for both the above approximation algorithms for physical interference model can be quite large, depending on the exact parameter values. In fact, for nonzero background noise, the approximation bound of the length-based scheme of previous section can be arbitrarily bad due to its dependence on transmission power and noise values. With zero background noise, the value of q (26) for typical values of ð¼10 dBÞ and ð¼3Þ is around 25,000 (independent of network topology). In contrast, the value of C depends much on network density and d max =d min ratio. For the above typical values of and , C is 80ðd max =d min Þ 3 , which may be much less than 4qgðLÞ for low values of d max =d min but can also be much larger. We note that the proven approximation bounds are provable worst-case performance guarantees with respect to the intractable optimal solution. In fact, since both the algorithms do greedy scheduling at the lowest level, they must certainly perform better than the best known (naive) approach (interference-oblivious routing, followed by greedy channel assignment and scheduling).
In our simulations (Section 6), we observed that the weight-based approximation algorithm outperformed the length-class-based approximation algorithm by a noticeable margin for a dense network of 100 nodes for varying number of channels and interfaces.
Physical Interference TDMA Link Scheduling Problem
We now use our techniques to design approximation algorithms for the TDMA link scheduling problem. Given a network graph with weighted links, the TDMA link scheduling problem is to design a link schedule S with minimum number of time slots such that S has w e instances of each link e, where w e ! 0 is the given (integer) weight of e. To solve the above problem, we start with solving the following LP: Below, W 0 ¼ 1=W , where W denotes the length of the desired link schedule: Theorem 6. The above algorithm returns a ðC þ 3Þ-approximate solution to the TDMA link scheduling problem with physical interference and dynamic channel assignment. For static channel assignment, a ðC þ 1Þ-approximation algorithm can be designed.
Proof. Note that P k b ðe; kÞ b W ¼ w e by (32) . Thus, the above algorithm actually places w e copies of each link in the derived solution. Moreover, the link utilizations in the designed link schedule are at most 1=ðC þ 3Þ fraction of that of the LP solution, and thus, they satisfy (31) . Thus, using similar arguments as before, the above placement algorithm is feasible, and the designed schedule S is ðC þ 3Þ-approximate.
t u 4ðq þ 2ÞgðLÞ-Approximate solution. Similarly, if we use (27) for the physical interference constraint, we will get a 4ðq þ 2ÞgðLÞ-approximate solution using techniques described before.
Theorem 7. Algorithm 1 of [14] can be generalized to deliver a 4ðq þ 2ÞgðLÞ-approximate solution for the TDMA link scheduling problem with physical interference model in multichannel multiradio networks with arbitrary link weights.
JRCAS PROBLEM WITH SINGLE-PATH ROUTING
In this section, we design approximation algorithms for the JRCAS problem with single-path routing, wherein traffic for each source-destination pair is restricted to a single path. We use randomized rounding technique by Raghavan and Tompson [29] and Chernoff's bounds [12] to solve the above problem. We assume uniform link capacity to obtain a closed-form expression for the approximation bound.
Single-Path Routing with Pairwise Interference
In this section, we assume pairwise interference. We consider physical interference in the next section. Randomized approximation algorithm. Our algorithm consists of the following steps:
1. First, we solve the LP given by (13)- (21) . Let b F i be the LP solution's data rate value of the ith flow, i.e., the multipath flow for ðs i ; d i Þ source-destination pair. 2. Using path striping [29] , we divide the ith flow (of data rate b F i ) into a sum/combination of single-path flows, each of value b F i x ij , where, P j x ij ¼ 1. Here, x ij is the fraction of the ith flow that flows into the jth single path. 3. Next, we randomly round off the fractional x ij values to 0 or 1 as follows: For each i, exactly one x ij is set to one (with a probability of x ij each) and the rest are set to zero. The total flow of data rate b F i is now routed unsplit through the single path represented by x ij that was set to 1. Note that the interface and interference constraints may be violated in this step, but this is rectified by the next step. 4. Then, we scale down the link utilizations resulting from the above rounding-off process by a factor of ðc þ 2Þ max , where max (computed later) is a probabilistic upper bound on the "inflation" (due to the randomized rounding) of the left-hand side (LHS) expressions of interface and interference constraints (19) and (20). 5. Finally, we construct a link schedule for the scaleddown link utilizations using the greedy placement approach, as in Section 3. We show below that the constructed link schedule is ðc þ 2Þ max -approximate with high probability. Approximation proof. We now prove the approximation ratio of the above algorithm. As suggested before, we first try to bound the inflation of the LHS expressions of interference and interface constraints due to the rounding-off process. To do so, we need to express the LHS expressions as a weighted summation of random variables, so that we can use generalization of well-known Chernoff's bounds to bound the summation. We start with some notations.
Notations. We use the following notations:
. Pr½: to denote probability of an event and E½: to denote the expected value of a random variable. . to denote the link utilizations after the roundingoff process. . X ij to denote the binary random variables corresponding to the x ij values, i.e., Pr½X ij ¼ 1 ¼ x ij and Pr½X ij ¼ 0 ¼ 1 À x ij . . ij ðe; kÞ to denote the binary function, where ij ðe; kÞ is 1 if the jth single-path flow of ith sourcedestination pair uses the link e with channel k, and is 0 otherwise. . to denote the uniform link capacity. Defining P ðe 0 ; kÞ as weighted sum of X ij s. We express P e 0 2CðeÞ ðe 0 ; kÞ as a weighted sum of X ij s as follows: Recall that after the rounding-off process, for each i, the total flow of data rate b F i is routed unsplit through the jth single path represented by X ij that was set to 1. Thus, the link utilization ðe 0 ; kÞ after the rounding-off process can be represented by: We will bound the above summation using generalized Chernoff's bound. First, we make the following two observations:
1. Bounds on a ij ðe; kÞ. 0 a ij ðe; kÞ b
where D is the maximum number of links in CðeÞ used by a single-path. Generalized Chernoff's bounds. We now state a slight generalization of the Chernoff's bounds for relative error (see [12] , Theorem 1).
Theorem 8. Let X ij be the above defined binary random variables, a ij be nonnegative real numbers, X ¼ P ij a ij X ij , and ¼ E½X. Then, the following bound holds for any > 0: 
Above, Q ¼ KjEj þ jV j is the total number of interface and interference equations, I max is the maximum number of interfaces at a node, and is such that 0 1. From the above two lemmas and union of probabilities, it is easy to see that the scaled-down link utilizations satisfy the sufficiency condition (23) with a probability of at least ð1 À Þ. Also, note that Q ¼ OðKn 2 Þ, where n is the network size, and b F i I max . Thus, c max ¼ OðDI max logðnÞÞ. Based on the above, we have the following theorem:
Theorem 9. The above randomized algorithm delivers a ðc þ 2Þ max ¼ OðDI max logðnÞÞ-approximate solution with a probability of at least ð1 À Þ for the JRCAS problem with single-path routing and pairwise interference. Here, max , n, and I max are as defined above and D is as defined for (34) . Above techniques extend to the generalizations (diversity, constraints, and objectives) outlined in Section 3.
Single-Path Routing with Physical Interference
For the single-path JRCAS problem with physical interference, we essentially follow the same approach as in the previous section, except for the following changes:
Length-class-based approach. For the approach based on length classes, we make the following changes with respect to the previous section: Below, we assume zero background noise:
. In the LP, replace (20) by (27) . . Replace c by q in the expression for 1 . . Define ðe; kÞ ¼ ðe; kÞ=ððq þ 2Þ max Þ.
. Design the link schedule for the link utilizations ðe; kÞ, as described in Section 4. Using similar arguments as before, we get the following:
Theorem 10. The above randomized algorithm delivers a 4ðq þ 2ÞgðLÞ max -approximate solution with a probability of at least ð1 À Þ for the JRCAS problem with single-path routing and physical interference. Nonzero background noise N can also be incorporated in the above result, as discussed in Section 4.1.
Weight-based approach. To show a similar approximation result for the randomized scheme based on weights and C, we make the following changes with respect to the previous section:
. In the LP, replace (20) by (30 where P ij is the set of links used by the jth singlepath of the ith source-destination flow. . a ij ðe; kÞ is redefined accordingly. . Replace c by ðC þ 1Þ in the expression for 1 . . Define ðe; kÞ ¼ ðe; kÞ=ððC þ 3Þ max Þ.
. Design the link schedule for the link utilizations ðe; kÞ, as described in Section 4. Now, based on the above definition of and a ij , one can show that:
. For the new a ij ðe; kÞ, it is easy to see that 0 a ij ðe; kÞ 2 b F i C=:
. E½ P ij a ij ðe; kÞX ij C þ 1, since E X Theorem 11. The above randomized algorithm delivers a ðC þ 3Þ max -approximate solution with a probability of at least ð1 À Þ for the JRCAS problem with single-path routing and physical interference.
SIMULATIONS RESULTS
Our simulations have two objectives. First, for the JRCAS problem with physical interference (for both multipath and single-path routing), we compare the performance of weight-based (based on (30)) and length-class based (based on (27) ) algorithms. Second, for pairwise interference and single-path routing, we compare our randomized algorithm with a Naive approach (shortest-path routing followed by greedy assignment and scheduling). Network setup. Our simulations are conducted on a network of 100 nodes placed randomly in a region of 100 Â 100 units. Each node has a transmission radius of 20 units and two nodes are connected if they are within each other's transmission radius. Capacity of each link is one unit. We randomly select a set of 35 source-destination pairs and assign a traffic demand of five units to each pair. For pairwise interference, we use the secondary interference model.
Simulations. We consider three settings: pairwise interference with single-path routing (Fig. 2) , and physical interference with multipath ( Fig. 3) and single-path routing (Fig. 4) . In each of the settings, we vary the number of channels (with 10 interfaces/node) or number of interfaces per node (with 15 channels). We make the following observations:
. Increase in number of channels results in almost a proportional increase in the total data rate for all approaches and settings, except for the Naive algorithm in pairwise interference model. . An almost similar trend is observed for increase in number of interfaces. However, as expected, increasing number of interfaces beyond a certain point does not increase the total data rate. . For pairwise interference with single-path routing, our randomized algorithm outperforms the Naive approach especially for large number of channels where interference awareness becomes more important. . For physical interference model, the weight-based approach (based on (30)) outperforms the lengthclass-based approach (based on (27)) for both multipath and single-path routing. . For the given network setup, the degradation of performance from multipath to single-path routing is minimal.
CONCLUSIONS
In this paper, we considered the joint routing (multipath and single-path), channel assignment, and scheduling problem to maximize throughput in a network. Our unique contributions are design of approximation algorithms for the above joint problem in the context of dynamic channel assignment, physical interference model, and single-path routing. Our results extend the insightful technique of [22] to above general contexts. In future directions, we plan to extend our techniques to handle nonorthogonal channels. Moreover, for the case of physical interference, we would like to design algorithms with better approximation bounds, by possibly considering restricted (but realistic) physical interference models. Design of distributed approximation algorithms for the above joint optimization problem remains a challenging open question.
