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There are known examples of perturbative expansions in the ’t Hooft coupling λt with a finite
radius of convergence. This seems to contradict Dyson’s argument suggesting that the instability
at negative coupling implies a zero radius of convergence. Using the example of the linear sigma
model in three dimensions, we discuss to which extent the two points of view are compatible. We
show that a saddle point persists for negative values of λt until a critical value -|λtc| is reached. A
numerical study of the perturbative series for the renormalized mass confirms an expected singularity
of the form (λt + |λtc|)
1/2. However, for −|λtc| < λ
t < 0, the effective potential does not exist if
φ2 > φ2max(λ
t) and not at all if λt < −|λtc|. We show that φ
2
max(λ
t) ∝ 1/|λt| for small negative λt.
The finite radius of convergence can be justified if the effective theory is defined with a large field
cutoff φ2max(λ
t) which provides a quantitative measure of the departure from the original model
considered.
PACS numbers: 11.15.Pg, 11.15.Bt, 11.25.Db
I. INTRODUCTION
The large-N limit plays an important role in our un-
derstanding of gauge and spin models. It is also crucial
for the justification of the so-called AdS/CFT correspon-
dence. In this context, a very interesting connection be-
tween instabilities of the de Sitter space on the gravita-
tional side and Dyson’s instability on the gauge theory
side has been suggested [1]. In a more general context,
the compatibility of Dyson’s instability with perturbative
series having a finite radius of convergence in the large-
N limit often leads to animated discussions. To the best
of our knowledge, this has never been discussed system-
atically in the literature. The goal of this article is to
provide such discussion together with an example where
explicit calculations are possible.
The following observations lead to an apparent para-
dox. There are known examples of perturbative series in
the ’t Hooft coupling λt with a finite radius of conver-
gence [2, 3]. The fact that the series converges for some
negative values of λt is in apparent conflict with Dyson’s
argument [4] which generically suggests a zero radius of
convergence due to the instability at negative coupling.
This apparent conflict is called “Dyson’s large-N para-
dox” hereafter.
There are two possible points of view. On one hand,
one could say that the large-N limit provides a regular-
ization of the divergence of perturbative series. On the
other hand, this regularization can only be obtained at
the price of a “mutilation” [3] of the large field contri-
butions in the functional integral. In the following, we
provide a model calculation where the two points of views
can be discussed quantitatively.
We consider the linear σ-model with a λ(φ2)2 inter-
action in three dimension (3D) and a sharp momentum
cutoff [5–9]. For the linear σ model, the fields can take
arbitrarily large values and, at least at large but finite N ,
a general argument [10, 11] can be used to infer that the
radius of convergence of the perturbative series should
be zero. For the nonlinear version, the fields belong to
a unit sphere of dimension N − 1 and the situation is
more complicated, as discussed in Ref. [12] for a lat-
tice regularization. Only the linear σ-model is discussed
hereafter.
The paper is organized as follows. In Sec. II, we state
Dyson’s large-N paradox more precisely and review the
scant literature on the subject. The large-N limit of the
linear σ-model is reviewed in Sec. III. A perturbative
series for the renormalized mass in the symmetric phase
is constructed in Sec. IV. A numerical analysis of the
ratios of successive coefficients provides strong evidence
for a finite radius of convergence |λtc| and a square-root
singularity. This can be explained by the disappearance
of saddle points for λt < −|λtc|. The effective potential is
calculated in Sec. V. It is shown that for for −|λtc| < λ
t <
0, the definition of the effective theory requires a large
field cutoff denoted φ2max(λ
t) which provides a measure
of the mutilation mentioned above and is described as
a function of λt in Sec. VI. The implications of these
findings and possible improvements are discussed in the
conclusions.
II. STATEMENT OF THE PARADOX
In this section, we state the nature of Dyson’s large-N
paradox. For the general discussion, we use the generic
notation λt for the ’t Hooft coupling which is λN (or
2g2N) for scalar (for gauge, respectively) coupling and is
kept constant in the large-N limit. For scalar models,
it is well-known [2, 3, 13], that at leading order in the
large-N limit, the 1-Particle Irreducible functions can be
expressed as sums of bubble diagrams. This results is
series with a finite radius of convergence in λt and a sin-
gularity on the negative real axis. Explicit determination
of such singularities can be found, for instance in Ref. [3].
It was noticed by Wilson [2] that when the quartic
coupling is negative “one expects the theory to have no
ground state [. . . ]. This difficulty does not seem to show
up, however, when we sum only bubble graphs.” This
sentence could suggest that the use of the large-N limit
provides a regularization of the divergence of the pertur-
bative series, however, the use of “seem” indicates that
this is not the end of the story.
On the other hand, the fact that we obtain a converg-
ing series for values of the coupling where the theory does
not make sense indicates some limitation of the approx-
imation. Some researchers may be acquainted with this
fact, however the only mention we found in the literature
is in the introduction of Ref. [3], where it is mentioned
that the analyticity near the origin ”reveals that the large
field region of the Feynman path integral has been dras-
tically mutilated”. In Secs. V and VI, we will provide
a quantitative measure of this mutilation for the specific
model discussed in the next section.
III. THE MODEL AND ITS SADDLE POINTS
FOR λt > 0
The two points of view presented in the previous sec-
tion will be discussed for the 3D linear O(N) σ-model
with a λ(φ2)2 interaction and a sharp momentum cutoff.
The partition function reads:
Z =
∫
Dφe−
∫
d3x[(1/2)(∂φ)2+(1/2)m2
B
φ2+λ(φ2)2−√N ~J~φ] .
Most vector products are implicit (φ2 ≡ ~φ.~φ etc ...), Dφ
refers to path-integration of ~φ over RN rather than over
the unit sphere (as in the nonlinear version) and the
source ~J is x-independent. We now follow closely the
notations of [8]. We introduce auxiliary fields M2(x) en-
forcing the condition φ2(x) = NX(x) and then integrate
over φ. Using cutoff units, introducing the ’t Hooft cou-
pling λt = λN and dropping the non-zero modes (which
is justified in the large-N limit), the action A per volume
and number of fields reads:
A =(1/2)
∫
|k|≤1
d3k ln(k2 +M2) (1)
+ (1/2)(m2B −M
2)X + λtX2 − (1/2)J2/M2 .
The saddle point equations obtained by varying X and
M2 read:
M2 = m2B + 4λ
tX, (2)
X = F (M2) + J2/(M2)2, (3)
-2 -1 0 1 2
-0.05
0.
0.05
M^2
F
FHM^2L
FIG. 1. Real part of F (M2) (red online) and imaginary part
of F (M2 − iǫ) (non-zero for −1 < M2 < 0, blue online).
with the cutoff one-loop function
F (M2) ≡
∫
|k|≤1
d3k
(2π)D
1
k2 +M2
. (4)
When M2 < 0, it is possible to analytically continue
F (M2). When −1 < M2 < 0, F (M2) picks up an imag-
inary part. Its sign depends on the way the path goes
around the pole. The situation is displayed in Fig. 1,
where we have used the prescription M2 − iǫ.
The solutions of the saddle point equations (2) and (3),
and the phase diagram for λt > 0 can be obtained with
the help of Fig. 2. When m2B > 0 and λ
t > 0, the line
X(M2) = (M2 −m2B)/(4λ
t) , (5)
coming from Eq. (2) crosses F (M2) at positive M2 and
there is exactly one solution of Eq. (3) when the source
goes to zero. This situation corresponds to the symmetric
phase.
When m2B < 0 and λ
t > 0, the line X(M2) does not
cross F (M2) at positiveM2. We can nevertheless obtain
a solution of Eq. (3) with M2 → 0 and J2 → 0 with
J2/(M2)2 = φ2 kept at the constant value X(0)− F (0).
This gap at M2 = 0 is illustrated on Fig. 2. This corre-
sponds to the broken symmetry phase. The solution for
φ2 = 0 with M2 < 0 is briefly discussed in Sec. V.
IV. PERTURBATIVE SERIES WITH A FINITE
RADIUS OF CONVERGENCE
In this section, we construct explicitly a perturbative
series in λt for the renormalized mass in the symmet-
ric phase. From the action Eq. (1), we see that in
the symmetric phase, the saddle point solution for M2
in the limit of zero source, is the inverse of the zero-
momentum 2-point function and we call this value ofM2
the renormalized massM2R. Using Eqs. (2) and (3) in the
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FIG. 2. Real part of F (M2) (red online) and the lines of
X(M2) from Eq. (5) with m2B = −0.5 and λ
t=2 (left) and
m2B = 1 and λ
t=2 (right).
zero source limit, we obtain the “self-consistent” integral
equation for M2:
M2R = m
2
B + 4λ
tF (M2R) . (6)
This equation can be solved perturbatively by plugging
the expansion
M2R = m
2
B +
∞∑
n=1
cn(m
2
B)(λ
t)n , (7)
in Eq. (6). One finds c1(m
2
B) = 4F (m
2
B) and so on. The
series has been calculated numerically up to order 30 for
m2B = 1. The ratio of successive coefficients is showed in
Fig. 3. The last 25 ratios have been fitted as follows:
cn/cn+1 ≃ −8.34356− 12.3454/n− 8.73165/n
2 . (8)
We can compare this behavior with the corresponding
ratios for the series of (x − xc)
α which read
cn/cn+1 ≃ xc(1 + (1 + α)/n+O(1/n
2)) . (9)
We conclude that the series for M2R(λ
t) has a singularity
at λt ≃ −8.344 and a power behavior α ≃ 0.493. These
two approximate numbers have a simple interpretation.
The singularity near -8.344 can be explained in terms
of the saddle points properties when λt < 0. The solu-
tions of the zero source, symmetric phase, saddle point
equations can be read from Fig. 4 where we have dis-
played the lines X(M2) for m2B = 1 and a certain num-
ber of values of λt ranging from 10 to -10. For positive
λt there is only one intersection between the lines and
F (M2). As λt becomes negative but not too negative,
this property persists. When λt is decreased to approx-
imately -4.935, a second solution appears at lower (but
positive) M2. As λt further decreases, the two solutions
get closer and finally coalesce for λt = −8.3419... and
disappear for more negative values. This provides strong
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FIG. 3. Ratios cn/cn+1 and the fit described in the text.
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FIG. 4. Real part of F (M2) (red online) and the lines of
X(M2) from Eq. (3) with m2B = 1 and λ
t= 10, 1, 0.01, -1,
-4, -7, -8.3 and -10 (couterclockwise).
numerical evidence that the singularity of the perturba-
tive series is due to the absence of saddle point beyond
this critical value.
The nature of the singularity can be further under-
stood using the strong coupling limit of the self-consistent
Eq. (6). By inspection, it is clear that when λt becomes
large so does M2. In this limit, we can neglect m2B and
the k2 at the denominator of F (M2). This implies
M2R ≃
√
2λt/(3π2). (10)
This square root behavior is in very good agreement with
the estimate of the power of the singularity α ≃ 0.493.
V. THE EFFECTIVE POTENTIAL
The effective potential Veff (~φ) can be constructed by
a Legendre transformation [5, 6, 8]. The source can be
4eliminated through the relation ~J =M2~φ and we obtain
Veff (~φ) = (1/2)(m
2
B −M
2)X + λtX2 (11)
+ (1/2)M2φ2 +
∫
|k|≤1
d3k ln(k2 +M2) .
The saddle point equations are Eq. (2) and
X = F (M2) + φ2 . (12)
The values of Veff (~φ) can be constructed by using M
2
as a parameter. For fixed values of m2B and λ
t, choosing
a value ofM2 determinesX(M2) using Eq. (5) as before.
Plugging this expression in Eq. (12), we obtain φ2(M2)
which is positive provided that X(M2) > F (M2). For
m2B > 0 and λ
t > 0 (symmetric phase), this implies
M2 > M2R as discussed in Sec. III and shown in Fig.
2. The important point is that in this case all positive
values of φ2 are allowed. On the other hand, for m2B < 0
and λt > 0 (broken symmetry phase), M2 can take any
positive value but φ2 ≥ X(0)−F (0) > 0 as illustrated in
Fig. 2. Smaller values of φ2 could in principle be reached
by using negative values of M2, but then an imaginary
part appears signaling an instability [5]. This can be
understood with a simple double-well potential example
(φ2 − v2)2: if a source is introduced the absolute mini-
mum is always for φ2 > v2 and the extrema for φ2 < v2
correspond to subdominant saddles. For this reason we
only consider the case M2 ≥ 0 in the following.
We now restrict the discussion to m2B > 0 and vary
λt from positive to negative values. We use the same
numerical values as in Sec. IV. The curves φ2(M2) are
shown in Fig. 5. The three curves on the right correspond
to λt > 0 and illustrate that in this case, φ2 can take
arbitrarily large positive values. The five curves on the
left correspond to λt < 0 and have a maximal value of
φ2. For λt = −1 this maximum is reached outside of the
figure. For λt not too negative, φ2 remains positive when
M2 goes to zero. If λt is decreased below the approximate
value -4.935, φ2 goes back to zero beforeM2 is zero. The
correct range of M2 is then selected by requiring the
positivity of φ2 as illustrated in Fig. 6. We can now vary
M2 within this correct range and construct a parametric
representation of Veff (~φ).
Fig. 5 shows that as M2 is varied, some values of
φ2 will appear twice. When this is the case, we need
to pick the value that has the smallest Veff (~φ). The
effective potential corresponding to the set of values of λt
discussed above, is shown in Fig. 7 where the two possible
solutions, whenever present, have been kept. It should be
understood that when φ2 reaches the value where there
are two solutions, Veff (~φ) drops discontinuously to the
lowest solution.
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FIG. 5. φ2(M2) for λt= 10, 1, 0.01, -1, -4, -7, -8.3 and -
10 (conterclockwise). The correct range of M2 is selected by
requiring the positivity of φ2.
-10 -8 -6 -4 -2 0
0.
0.25
0.5
0.75
1.
Λ
M
^
2
M^2 range
FIG. 6. Boundary of the values of M2 insuring φ2 > 0 as a
function of λt. The lower right corner is inside the boundary.
VI. PARTIAL RESOLUTION OF THE
PARADOX
It is clear from Eq. (12) and Figs. 4 and 7 that when
−|λtc| < λ
t < 0, φ2 cannot take arbitrary large values. In
the following, we call the maximal value φ2max(λ
t). For
m2B and λ
t fixed, φ2max(λ
t) can be obtained by maximiz-
ing φ2 in Eq. (12). This yields
F ′(M2) = 1/(4λt). (13)
For negative value of λt with a small absolute value,
the function X(M2) is almost vertical and the matching
with the slope of F (M2) requires a small value of M2,
namely M2 ≃ (λt)2/(4π2). Keeping only the leading
term in X − F , we obtain that in this limit,
φ2max ≃ m
2
B/(4|λ
t|). (14)
On the other hand, when λt approaches λtc from above,
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FIG. 7. Veff (~φ) for λ
t= 10, 1, 0.01, -1, -4, -7, and, barely vis-
ible, -8.3 (clockwise). The two solutions were kept whenever
present.
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FIG. 8. Values of φ2max(λ
t) versus λt.
φ2max(λ
t) goes to zero linearly. These two behaviors are
illustrated in Fig. 8.
An effective theory for the zero mode of the field can
in principle be defined at negative λt provided that we
discard the large field region φ2 > φ2max(λ
t). Under these
circumstances, it is possible to set bounds on the pertur-
bative coefficients [10, 11] of the partition function that
guarantees that the series converges and the perturba-
tive series have a finite radius of convergence determined
by the zeros of the partition function. In the example
considered here, the introduction of a large field cutoff
represents a departure from the original model. Conse-
quently, the function φ2max(λ
t) can be interpreted as a
measure of the mutilation of the large field contributions
introduced in Sec. II.
VII. CONCLUSIONS
In summary, we have discussed quantitatively the two
aspects of Dyson large-N paradox for the 3D linear O(N)
sigma model. At leading order in the large-N expansion,
the perturbative series in λt for the renormalized mass
shows very good evidence for a singular behavior of the
form (λt + |λtc|)
1/2, where λtc is the smallest (negative)
value for which a saddle point exists. The convergence of
the series for −|λtc| < λ
t < 0 can be explained by the fact
that for this range of λt, the effective theory can only be
defined for φ2 < φ2max(λ
t).
The explicit construction of the effective potential for
λt negative but not too negative, shows that φ2 = 0 re-
mains an absolute minimum of the effective potential in
the range where it can be defined. This saddle point can
be used in the large-N limit despite the pathologies that
the effective potential develops at larger φ2, namely a dis-
continuity and a finite range of definition. If λt is lowered
below λtc, the two solutions of the saddle point equation
coalesce and disappear completely, and so does the effec-
tive potential. This mechanism seems to be generic and
it should be possible to observe similar disappearances of
large-N saddle points in other models.
More work is necessary in order to understand how
the 1/N corrections affect the large field behavior of the
effective potential at positive λt. Effects that only ap-
pear at the 1/N level are particularly interesting with
this respect. In the context of QCD-like theories, the
breaking of the axial U(1) [14, 15] is an example of such
phenomenon. We also expect that a better understand-
ing of the connection between de Sitter and anti de Sitter
spaces could help us understand complex renormalization
group flows [16–18] in gauge theories and σ-models and
find improved weak coupling expansions.
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