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Essays on the Economics of Environmental Change
Timothy Foreman
As climate change impacts a growing number of aspects of economic activity, it is
becoming ever more vital to understand how these effects will manifest. This work
advances the study of the impacts of environmental change. First, I provide a panel
analysis at the country level that identifies the effects of dust storms on economic ac-
tivity in West Africa. I also find some evidence in the agricultural sector to support
the finding of damaging effects. Second, I examine the extent to which dust storms and
climate shocks affect migration in the same region. While temperatures and precipita-
tion are found to play important roles, dust storms do not appear to have a significant
influence. Third, I consider the role of adaptation to climate change in the United
States. I build a model that predicts the locations most likely to be used in agriculture
in the future, allowing for better forecasting of shifts in the areas used for agricultural
production.
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Introduction
The study of sustainable development broadly addresses questions about how to achieve
and ensure a high standard of living both in the present and the future. The pursuit
of this goal requires an intimate understanding of the interactions between natural and
human systems.
This work builds on a rich tradition of scholars of sustainable development who have
pursed questions about the effects of natural hazards. The careful treatment of the
spatial nature of hazard exposure in particular has received rigorous treatment in prior
work [29;38]. It also is guided by the understanding of the importance of human capital
in the development process [3]. As the study of sustainable development advances, it
becomes increasingly important to look not only at how environmental shocks affect
human outcomes, but what decisions are made to adapt to these shocks.
As environments become less suitable for economic activities, one of the most natural
adaptations is to move to a location that is again more suitable. Because this is usually
a longer-term adaptation, it has been generally less studied than short-run responses.
However, its importance should not be overlooked, especially as migration can lead
to follow-on effects as different populations interact. This work attempts to quantify
the importance of human migration in response to environmental shocks as well as the
ability of agricultural systems to adapt through movements in where crops are grown.
These questions are addressed in very different contexts, but can highlight how all of
humanity will be affected by changes to the global climate system.
1
Structure and Contribution
Chapter 1 studies the human economic consequences of exposure to a natural hazard,
in particular the hazard of dust storms in West Africa. This is an important hazard
in the region, and the nature can be expected to be affected by climate change. The
Chapter addresses both the macroeconomic consequences for gross domestic product
as well as household-level consequences for child mortality and agricultural production.
It documents that these storms have important effects at both levels. It also develops a
methodology for identifying the causal effects of these storms that utilizes dust emitted
from large natural sources.
Chapter 2 continues the focus on West Africa, and considers the effects of both dust
storms as well as climate shocks on the decision for people to migrate, both within and
across countries. Physical movement is an important adaptation strategy, but there
are also large costs to doing so, such that negative income shocks tend to reduce an
individual or household’s ability to adapt in this way. Higher temperatures are found to
decrease international migration in this region, but increase within-country migration.
Dust exposure, however, does not appear to significantly affect migration patterns in
this region, despite the important economic consequences that they are found to have.
Chapter 3 explores the ability of the developed world to adapt to a changing climate.
It develops a model to predict where new land will be used in agricultural production
in the United States. While there are existing agronomic models attempting to do
the same, this model uses directly physical observable characteristics of the land to
directly predict which places are most likely to be used in agriculture. This reduces the
uncertainty associated with agronomic models, but this comes at the cost of being less
transparent about which variables are influencing the predictions. Multiple models are
compared, and some insights into which variables are driving the model are gained.
2
Chapter 1




Air pollution is known to have damaging effects on health and economic activity. While
most air pollution research focuses on industrial emissions, the impacts of air pollution
caused by natural dust storms has received much less attention despite the potential for
both mitigation of and adaptation to the effects. This study extends the work of recent
studies which have shown a correlation between this natural source of air pollution and
human health. Previous studies have not considered that the measures of dust that are
used are not only measuring dust in the atmosphere, but other pollutants as well [26;1].
These other pollutants could be related to economic production, and therefore relate
to other inputs to human health, resulting in endogeneity. This paper uses the physical
process of long-range dust transport to provide credibly exogenous variation in order
to estimate the effects of dust storms on human health and economic activity.
A growing literature examines the effects of airborne dust on human health [5;26;1;19;23;33].
However, most of these studies rely on air pollution data over populated areas directly,
opening up the potential for endogeneity (with the notable exception of Baek et al. [5]
who use “yellow dust” events from an exogenous long-distance source). These studies
find that airborne dust can significantly increase child mortality. However, the size
of these effects could be biased due to endogenous contributions to air pollution. If
economic activity increases, generating particulate matter, this will increase the air
pollution burden, but could be correlated with improving general health conditions as
economic prospects improve. There could also be sources of downward bias. If the
soil is particularly dry due to a long period of reduced rainfall, locally-emitted dust
may increase as agricultural production suffers, and this will not be controlled for by
only using contemporaneous climate measures. The feedbacks between dry periods,
agricultural production, and dust emission could also lead to spatial correlation of dust
shocks due to climate events in a particular area.
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To solve this problem, I model the dust that is transported from large natural
sources. I allow for time-varying emissions at the source, as well as temporal and
spatial variation in winds that determine where the dust affects populations. I focus
particularly on West Africa, which neighbors the world’s largest dust source, the Bodélé
Depression in the Sahara Desert, which is a large part of the North Africa dust system,
which has been estimated to account 55% of the world’s dust emissions [24]. West Africa
is of particular interest, as it is the region with the highest dust concentrations and is
home to some of the world’s most vulnerable populations, making the impacts of these
storms particularly severe. Compared to a statistical approach commonly used in the
economics literature, modeling the dust transported by winds allows for significantly
more precise estimates, particularly when the data is being aggregated over large areas
and over a longer period of time.
Recently, policymakers have noted that dust storms pose a critical threat to eco-
nomic and sustainable development, with the UN General Assembly President Miroslav
Lajčák declaring “One sand or dust storm can cost hundreds of millions of dollars. The
losses are really felt in the agriculture, transportation and infrastructure sectors. These
are resources that could have been channeled towards sustainable development...” in
July 2018. These storms can be very intense, with some storms causing “serious eco-
nomic loss and [being] as hazardous as a disaster caused by an earthquake.” [25] Dust
storms commonly disrupt traffic, rail transport, and have caused plane crashes. Their
effects are most commonly felt in West Africa, but they also occur in the Middle East,
India, China, and Australia. Studies have also shown that there can be feedbacks be-
tween climate and human behavior that can drive severe events, such as the Dust Bowl
in the United States. [17] In this paper, I focus on the macroeconomic and health impacts
of dust storms, focusing on the mechanisms where data are available and there is prior
evidence of effects, particularly in agriculture.
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While the importance of these storms is being recognized in policy communities,
the academic literature considering the economic effects of these storms is limited. The
contribution of this paper is two-fold. One is the credible identification of the effects
of dust storms, and therefore highly elevated levels of particulate matter, on child
mortality. The other is the first estimates of the macroeconomic costs of dust storms.
Since ground-level observations of dust storms are lacking in this region, I use a
newly-developed reanalysis product, the Modern-Era Retrospective analysis for Re-
search and Applications, Version 2 (MERRA-2). This dataset provides daily gridded
values for Aerosol Optical Depth (AOD), which measures dust and other aerosols in
the atmosphere, and also contains other climate variables including temperature, pre-
cipitation, and winds. I combine the MERRA-2 data with a range of outcome data,
from micro-level survey data to macroeconomic measures. Given the ubiquitous na-
ture of the dust observation data, I am able to match the outcome data at its level of
observation, whether that is at the country or a village level.
I find that a one standard-deviation increase in dust exposure at month of birth
decreases a child’s probability of survival to age 5 by 0.33 percentage points. Consistent
with prior work, I find that there is little scope for adaptation to these effects. Child
mortality has been extremely high in this region of the world, though it has seen massive
improvement over the 35 years of study. However, it is possible there is a bound on the
extent of this improvement. I find no evidence that the effect of dust on child health
has diminished over time, indicating that there are still persistent problems that must
be solved if the child survival rates are to reach those seen in the richest parts of the
world.
I also find that a one standard deviation increase in dust exposure in a country over
a year decreases economic growth by 3%. The prior work on dust storm impacts on
economic outcomes is quite limited. Birjandi-Feriz and Yousefi [7] examine the effects
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of dust storms on manufacturing firms in Iran, finding that an increased day of dust
storm activity reduces firm productivity by 0.081%. Zivin and Neidell [60] find that
air pollution can negatively affect worker productivity, but they do not study dust
storms in particular. My results are comparable in size to the effects seen from tropical
cyclones, with Hsiang and Jina [29] finding that a one standard deviation increase in
cyclone exposure decreases long-term economic growth over by nearly 5%.
The nature of dust storms could mean that their impacts are systematically different
from other major disasters. While they tend to be persistent throughout the dry season
in West Africa, large, massively destructive storms are relatively rare. I find that
agricultural yields decline by 2% for a one standard deviation increase in dust in the
year of exposure. Given that agriculture is the main source of income in the region,
it is not surprising that the effects are close to the size of the growth effects. Taken
together, the total effects of dust storms could severely curtail economic growth in West
Africa.
These results are consistent with recent work studying the impact of the dust bowl
in the United States. Hornbeck [28] finds that places more affected by the dust bowl
had lower agricultural production for a long period after it ended. Arthi [4] finds that
children with large in-utero exposure to the dust bowl had higher poverty rates, but
that educational attainment increased and that government support offset some of the
damage. In the West African context, where governmental institutions are relatively




There are many ways to measure dust in the atmosphere. Weather stations, satellites,
and climate models all provide estimates of various particulates. While weather stations
also typically measure visibility and may even report weather codes for “blowing dust,”
there are few weather stations across West Africa, and reporting is unreliable. Satellite-
based observations or reanalyses, which provide more reliable spatio-temporal coverage,
can be highly valuable in this context. Here, I utilize a new reanalysis product, the
Modern-Era Retrospective analysis for Research and Applications, Version 2 (MERRA-
2), which “is the first long-term global reanalysis to assimilate space-based observations
of aerosols and represent their interactions with other physical processes in the climate
system” [14]. This product integrates a climate model with aerosol models, but is also
constrained by satellite observations. In particular the Aerosol Optical Depth (AOD)
is calibrated to observations from various satellite instruments over the period 1980-
present. The MERRA-2 data has been extensively verified through comparison to other
data sources, and shows very high agreement with various other measurements [10;11]. It
also outputs weather variables including temperature, precipitation, and winds.
While AOD can vary due to multiple different particulates, including some industrial
pollutants as well as smoke, over the world’s “dust belt” across the Middle East and
northern Africa, it is largely dominated by dust. Even if it measured only dust, however,
it is still not the ideal measurement of dust that will affect human societies, as it is
affected by total atmospheric column dust, not just dust at or near the surface. The
estimated AOD is directly constrained by observations in the MERRA-2 model, but is
unlikely to directly match any given observation since it combines a number of different
measurements. However, this cost comes with the benefit of having regularly-spaced
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observations, both spatially and temporally. I also use the MERRA-2 estimates of
surface dust in some specifications. This data is entirely model-based, and so may be
more unreliable than the AOD values, but is a variable that better captures the physical
phenomenon of interest, as the surface dust is expected to have the greatest impact on
human health and behavior.
MERRA-2 AOD is provided from 1980-present every day for a 0.5◦ × 0.625◦ grid.
Annual average optical depth over a location varies from 0.1 in regions of very little
aerosol up to 2 in highly dusty regions. The highest values for much of the year occur
over and downwind of the Sahara Desert, as seen in figure 1.1. Large values are also
seen over the other large deserts of the world, including the Arabian Desert, the Gobi
Desert, much of Australia, and to a lesser extent the Southwestern United States, the
Patagonian Desert, and the Kalahari Desert. I focus on West Africa due to the extreme
dust concentrations, as well as the potential vulnerability of these regions due to low
income levels.
The region of intense average dust values within the Sahara Desert is highlighted
in Figure 1.2, which also illustrates the difference between the wet and dry season in
the monsoon climate of West Africa. During the wet season, the winds blow from
the south and east, bringing moist air from the equator over the continent, leading to
precipitation. During the dry season, the winds blow from the north and east, bringing
dry air from over the Sahara into West Africa, and along with it significant quantities
of dust. I exploit the dry season relationship between major dust sources in the Sahara
Desert and dust over the populated regions of West Africa.
Outcome data
Data on GDP is available from three major sources: the Penn World Tables, World
Bank Development Indicators, and the Maddison Project Database. Figure 1.3 com-
9
pares the three GDP datasets and the data on nightlights for twelve countries in West
Africa, with GDP reported in constant US dollars. While some countries show general
agreement across sources, others show significant discrepancies. It has been documented
that economic production is not well measured in this part of the world [31;32], and that
can easily be seen from the data. I show results from the various data sets and show
that the main results are consistent across all of them.
I use the nightlight data to supplement the official data on GDP. Data on nightlights
comes from Henderson et al. [27]. The nightlight measure is area-weighted average digital
number from the Defense Meteorological Satellite Program. I also consider the effects
on agricultural yields at the country level. Agricultural data for multiple crops is
available at the country-year level from the FAO. In particular, I consider the six most
commonly grown crops: cassava, cowpeas, groundnuts, maize, millet, and sorghum.
These crops account for a large share of GDP of countries in this region, but yields
are significantly lower here compared to the rest of the world. While there are many
factors at play to explain the low yields, dust storms are known to have negative yield
impacts [59].
To explore further what the economic implications of dust exposure may be at a
more micro level, I use data from the Living Standards Measurement Surveys (LSMS)
and Demographic and Health Surveys (DHS). The LSMS data are collected by the
World Bank in many developing countries. The primary data I use are the National
Survey on Household Living Conditions and Agriculture from Niger, which is a panel
survey of households conducted in 2011 and 2014. This data contains detailed informa-
tion about household members and their activities, including agricultural production,
time spent in household enterprises, and some health outcomes. There are more than
2,000 households that are interviewed in both rounds, representing nearly 23,000 indi-
viduals.
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The DHS data provide detailed data on child health outcomes for nearly one million
births across West Africa from 1980 to the present. Variables provided include the
month of birth, the sex of the child, whether the child is still alive, and if not the
month of death. It also includes household characteristics including the wealth quintile,
the education level of the head of household, and whether the household is in a rural
or urban location. This data has been commonly used to study health outcomes in
the developing world. Here, I combine 70 of these surveys across 12 countries, which
includes over 900,000 births. This is possible since every woman in the survey is asked
about all the children she has had, so the birth data extends back to before the surveys
began. This allows me to study births over the entire period for which I have dust
exposure data, namely from 1980-2016.
The estimated country-year level child mortality rates are shown in Figure 1.4. The
level of child mortality in 1980 is staggering from today’s perspective. At this time
in West Africa, nearly 20% of children born did not survive to age 5. While this has
greatly improved in every country since then, the rates are still some of the highest in
the world. While the fact of quickly declining child mortality rates lends credence to
the idea that high child mortality can be overcome through development, the remaining
high rates still allow for a significant role for environmental factors.
Survey data outcomes are geographically specified at a “cluster,” corresponding to
an area or population the size of a small town. For clusters, a latitude-longitude point
is provided, which is jittered by less than 1km or 5km for the vast majority of the data.
For the survey data, the given point is matched to the MERRA-2 grid cell that it is a




The first outcome I consider is country-level economic growth. To estimate the impacts
of dust storms on growth, I exploit random year-to-year variation in dust exposure in
a fixed-effects regression. I largely follow the approach that Hsiang and Jina [29] take to




[βjDcy−j + ρjCcy−j] + α0c + α1cy + α2cy
2 + εcy (1.1)
Here, Dcy−j is a measure of dust exposure. Since the dust exposure measure is likely
to be endogenous to economic growth, I will instrument this variable using long-range
transported dust. I control for climate Ccy−j, which includes temperature and precipi-
tation over the year. Trends in growth are controlled for using a quadratic in time, as
Burke et al. [13] use in studying the effects of temperature on growth. The coefficient





captures the effect on GDP over L years. The εcy are allowed to be arbitrarily correlated
across 3 years for the same country and across countries with centroids that are within
1000km of each other for the same year.
Since industrial pollutants and smoke from biomass burning, as well as locally-
emitted dust, could also influence AOD and will be correlated with GDP, it is impor-
tant to address the potential for endogeneity. Fortunately, given the large variation
in natural year-to-year dust emission in unpopulated source regions, it is possible to
estimate dust transported from large natural sources and use this dust as an instrument
for local dust. To instrument the dust over populated areas, I use dust observed over
12
the Bodélé Depression in the preceding days. The Bodélé Depression is the largest dust
source in the world, accounting for nearly half of the world’s natural dust emissions.
In a first specification, I run the model as an instrumental variable model, where the
instruments are generated by a statistical model that links dust in the source to dust
over populated regions. In a second specification, I use the output of a transport model
using observed dust over the source regions as the boundary condition, then using the
modeled dust as an instrument. The identifying assumption in both cases is that dust
over the Bodélé depression is only correlated with country-level GDP through its effects
on AOD over the country. It is also necessary that the dust over the Bodélé depression
affects dust over the West African countries of study.
The need to instrument local AOD presents a variety of empirical challenges. Dust
transport is a process taking place over days to weeks, whereas GDP is typically re-
ported only yearly, and yields are only realized once or twice per year. In theory,
running the first stage at a disaggregate level then aggregating to run the instrumental
variable regression is a case of generated instruments, and the asymptotics will be the
same as the IV regression at the aggergate level. However, when there is a small number
of aggregated observations, uncertainty in the first stage specification, or aggregation
cannot be done arbitrarily, there are advantages to running the first stage at the disag-
gregated level. Simulation results for different approaches are shown in the appendix.
The results are shown for a two-step first stage procedure, with the first step run at
the pixel-day level as detailed below.
Model Implementation
In the first specification, where dust is instrumented using a statistical relationship
between source location dust and dust over the outcome location, dust, as measured by
13




γp,sjDB,t−j + θpCpt + νpt (1.2)
where Dpt is the dust in pixel p on day t and DB,t−j is the mean dust, as measured by
AOD, over the Bodélé Depression j days prior. The Cpt controls for temperature and
precipitation in pixel p on day t. Importantly, γp,sj depends on the pixel and the season,
dry or rainy. The result of this regression is shown for a particular location on the coast
of Togo in figure 1.5. As expected, the relationship is much more apparent during the
dry season than the wet. A 1 unit increase in dust over the Bodélé Depression leads to a
0.06 unit increase over the Togo coast 3 days later during the dry season. This indicates
that about 6% of the dust over a point in the source region is present over the coast of
Togo 3 days later. The R-squared of the regression is 0.54, indicating that about half of
the dust in this region is attributable to the Bodélé Depression on average. While this
is high and means that this transport is important to the dust loading over West Africa,
it also means that nearly half of the AOD is from other, potentially human-influenced
sources.
The dust values, Dpt, and predicted dust values, D̂pt are then aggregated to the
country level using population weights and then averaged over the year. The population
weights are from the Gridded Population of the World Version 4 for the year 2000. This
process yields predicted values, D̂cy, which is used to instrument for the aggregated dust
measure Dcy.
The second procedure is to use both the observed dust measurement over the source
region and use wind directions to estimate how much reaches populated locations. The
main advantage of this approach is that the wind data allows me to exploit variation
that is both spatial and temporal. The first approach can be thought of as similar to
a shift-share instrument, which exploits temporal variation interacted with a location
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dummy.
The wind-driven model involves using the dust concentrations over source regions
and solving an advection-diffusion equation to estimate dust transport. To simplify
this proceduce, I assume that there is no vertical mixing or deposition, so that dust is
transported only horizontally, and that dust which reaches ground-level over populated











Here, f(x, t) denotes the dust distribution, x is the position vector, U(x, t) is the
wind field, and D is a constant that determines the rate of diffusion. To solve this
equation numerically, the region of interest is broken into a grid the size of the MERRA
data. The equation is then solved using finite differences. U(x, t) is determined by the
MERRA data at the hourly level. The model is run in half-hour time steps to ensure
stability. The average over the wet and dry seasons is shown in Figure 1.7. The model
successfully reproduces the observed seasonal pattern in this region.
The source regions are defined based on a map of sources in Prospero et al. [50].
The sources in West Africa are shown in Figure 1.6. This incorporates the Bodélé
Depression as well as a region near the border of Mali and Algeria and small parts of
the desert in eastern Libya. These regions have close to no populations living in or









[ηkD̂cy−k + ψCcy−k] + α1cy + α2cy
2 + αc + νcy (1.4)
where Dcy is the observed dry-season dust over country c in year y and D̂cy−k is con-
temporaneous and lagged values of the aggregated predicted values of dry-season dust
from Equation 1.2. Ccy−k contains population-weighted country-level temperature and
precipitation. The first stage results for the ηk for both the statistical and wind-driven
models are shown in Tables 1 and 2. This is the result of a regression of country-year
dust on the aggregated pixel-day level contemporary predicted dust as well as up to 5
lags. The instruments become weak after the inclusion of any lags for the statistical
model, and the coefficient on the contemporary value begins to fluctuate. The coef-
ficient on the contemporary value is fairly consistent across the inclusion of varying
numbers of lags for the wind driven model. The value of the F-Statistic is decreasing
across the inclusion of more lags, but remains above 10 for the inclusion of less than 5
lags.
Macroeconomic Results
I first estimate equation 1.1 using the statistical procedure described above. The results
are shown in Table 4 for L = 0. Column (1) shows the results for growth estimated using
a combination of official data and nightlights as described in Henderson et al. [27] and
columns (2)-(4) show results for the three major GDP datasets. The estimates in the
year of impact are all negative, though with varying degrees of statistical significance.
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The results of the second version of the model are shown in Table 1.1. Across
different measures of GDP, growth is estimated to be reduced by between 2 and 5% for
a 1 standard deviation increase over the year of exposure and the following year. The
effect is consistently negative across different GDP datasets as well as the estimate of
growth that is constructed to include nightlight data. Longer-term effects are plotted
in Figure 1.9. While the time evolution appears somewhat different across the different
GDP datasets, there is agreement that there are negative effects and no evidence of
recovery or a return to trend.
These estimates are large and comparable to the effects of other natural disasters.
Hsiang and Jina [29] find that a 1 standard deviation cyclone decreases economic growth
by 3.6% after 20 years. The comparability of these magnitudes indicates that while
dust storms do not frequently cause severe damages in single events, they can still have
significant impacts over the course of a season of dust exposure. They can have effects
of a similar size as other major macroeconomic shocks including financial crises or civil
wars (see Hsiang and Jina [29] for comparisons). The dust storm effects occur in the
year of exposure or the year after, with no sign of recovery afterward, in contrast to
cyclones which exhibit negative impacts many years after the exposure.
Figure 1.8 shows the summed effect, the Ωj over 5 years. While the standard errors
become large farther out, the point estimates are between 4 and 10 percentage points
of lost GDP. These are large and important effects for a normal year-to-year variation
in dust exposure. The persistence of the effects is also notable. Apart from studies of
the dust bowl, the economic effects of dust storms have largely been ignored, and these
results show that they are likely to be important in regions that experience these storms
frequently. Just as depressed growth in areas of the Pacific can be partly explained by
tropical cyclone activity, depressed level of economic growth across West Africa can
be in part explained by the presence of dust storms. A one standard deviation, as
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calculated as the average within-country standard deviation, is relatively small when
comparing dust levels across countries. This is equivalent from moving from the average
population-weighted yearly exposure of Mali to Chad (see Figure 1.19), but there is a
range of over 14 standard deviations between the country with the lowest exposure
in the sample, Gabon, to the highest exposure, Niger. While the model is estimated
using within-country differences, extrapolating linearly across countries would imply
significant reductions in economic growth in the most dust-exposed countries, compared
to less exposed places.
I also investigate the assumption of linearity in the effects. This sheds some light on
whether it is intense dust exposure over fewer days that is more damaging, or whether
it is the greater number of days at somewhat lower levels of dust exposure that can
cause more damage. In addition to averaging dust exposure over the country and the
year, I take each pixel on each day and assign it to a quintile, based on the distribution
of all pixel days. Each pixel is again weighted by population, and economic growth
is regressed on the number of person-days spent in each bin, with the middle quintile
bin omitted. The results of this specification are shown in figure 1.10. While results
vary across GDP measures, there is some evidence that the days in the highest two
quintiles have disproportionate effects, while moving from a low to middle quintile is
not as damaging.
When relating dust to nightlight measures, it is important to be careful that the dust
in the atmosphere is not physically blocking light from the Earth’s surface from reaching
the satellites that are measuring the nightlights, as this will not measure changes in
economic activity. If this were the case, it could explain a drop in nightlights the
same year that dust increases, but then should immediately recover the next year.
Since this is not the case and the results including nightlights look similar to the reluts
for only GDP look similar, this is unlikely to be a major concern. One reason this
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might be expected is that dust storms tend to occur during the afternoon over this
part of the world, although some dust will certainly remain in the atmosphere into the
night. While some dust storms are caused by air radiating outward from the surface of
thunderstorms, which may occur at night, these dust events are most likely during the
rainy season, and are not expected to contribute significantly to dry season dust.
One reason that dust storms could have persistent effects on economic activity is
their ability to destroy physical capital. While data on depreciation rates at the macro
level may not be well-measured, I can use the data from the World Development Indi-
cators to test if there is any effect on the measured rate. As shown in Table 1.3, the
depreciation rate is actually estimated to marginally decrease in response to an increase
in dust exposure. Other outcomes considering the level of electricity penetration, in-
cluding electricity consumption and the number of unlit cells from the nightlight data
do not see significant change.
To see the total long-run effects of these dust storms, it is useful to run counterfactu-
als. I compare countries’ actual growth with model-predicted growth and a simulation
where each country is set to its minimum value of predicted dust for each year. The
results for selected countries are shown in figure 1.11. Over thirty years, the countries
with highly variable dust exposure such as Benin and Niger show GDP per capita ap-
proximately 25% under observed levels of dust compared to if they had experienced
their lowest observed level each year.
Agriculture
Equation 1.1 is also estimated for cereal yields in kg/ha as reported by the FAO, only
including current year dust. The results are reported in Table 13. The effects are
estimated to be a 2-3% decrease in yields for a one standard deviation increase in AOD
for most of the crops. The non-linear specification is shown in Figure 1.12. While
the results are not very consistent across crops, there is some evidence that it is the
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exposure to the top quintile or the top two quintiles that are responsible for most of
the damage, while the change from the first to the third quintile are not very large. It
should be noted that most agriculture takes place during the wet season, when there
are typically fewer dust storms. However, the dry season dust exposure could still
reasonably affect agricultural production. Dust storms tend to erode the soil, and may
be depositing less productive, sandy soils. They can also cause irrigation canals to fill
with sediment, making irrigation less effective. The losses in yields can explain part
of the GDP result, but indicate that the damage done outside of agriculture are likely
even larger, in order to explain the effects on GDP that are larger than on yields.
The estimated yield losses could be due both to the direct physical impacts of dust,
as well as farmers deciding to change their behavior regarding time and effort spent
tending or harvesting crops in response to the observed environmental factors over the
growing season. These effects are explored further in section 1.4. It is also possible that
yields at the country level are measured with significant error or that harvested areas
decrease in response to a negative environmental shock, which would mean that yields
do not capture the full extent of the harm to agriculture.
Micro-level results
Health
Another way that dust storms can affect economic activity, and an important outcome
in its own right, is by impacting human health. While child health has been shown to
be impacted by particulate matter in general, the effects of dust storms in particular
have not been well quantified. This is an important gap, as dust storms provide some of
the highest levels of exposure to particulate matter, and they are generally difficult to
avoid, especially in a place where many people are working outside. Using data from the
Demographic and Health Surveys, I estimate these effects. The primary specification
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is as follows:
Yit = β0Dr(i),t + ρCr(i),t + γXi + gc(t) + αr(i) + εit (1.5)
where Yit is an indicator for child survival to age 5, Dr(i),t is the dust exposure in
the child’s region r(i) at month of birth t. I control for individual-level traits Xi
which include the child’s sex, the household’s level of wealth, and the household head’s
education level. I include cluster fixed effects αr(i), month-of-year fixed effects, and
country-specific linear trends in time. The dust exposure Dr(i),t is instrumented using
the dust values from the wind-driven model aggregated to the monthly level. The
pixel that is used is the one that includes the location of the survey cluster. I only
include births during the dry season, as the source region dust will only relate to dust
concentrations at the birth location during this part of the year.
The first stage results for the birth regressions for both the statistical model and
the wind-driven model are shown in Table 1.4. Both instruments are very strong, but
the wind-driven model is noticeably stronger. It is also stronger than the result at the
country-year level, as there is much less noise introduced by aggregation at the more
spatially and temporally refined level.
The results from the estimation of Equation 1.5 are shown in Table 1.5. Probability
of survival to age 5 is estimated to decrease by 0.332 percentage points for each standard
deviation increase in dust exposure during the month of birth, according to the result
from the wind-driven model in column (3). The result is somewhat larger than the OLS
result, which is shown in column (1). This could be due to the presence of elevated
levels of industrial pollutants, which indicate a positive economic situation at the time
and increases the probability of survival. The result of the statistical relationship model
is shown in column (2). The estimate is larger but also noisier than the wind-driven
model estimate, and not significantly different.
21
I consider the timinig of the effects using the following regression, which estimates




βjDr(i),t−j + ρCr(i),t + γXi + gc(t) + αr(i) + εit (1.6)
Figure 1.13 plots the βj over time. This graph shows the effects of dust storms on
child mortality in the year before and year after the month of birth. In the month of
birth, a one standard-deviation increase in monthly AOD decreases the probability of
survival by 0.18 percentage points, with similar-sized effects in utero. There appears to
be small or no effects in the year after birth. Figure 1.15 shows how the effect varies by
urban or rural location and wealth quintile. Urban and rural households show similar-
sized effects, and the effect is relatively constant across the wealth distribution, with
possibly smaller effects for the top quintile. This indicates that there is little scope for
adaptation through income or through moving away from rural places that may have
less health infrastructure.
There is a positive spike in child survival in response to an increase in dust around
six months prior to birth. While this is surprising, it could be explained by an increase
in miscarriages. While I do not observe miscarriages in the data, I can check for indirect
evidence. Male fetuses are generally expected to be more susceptible to in-utero shocks
and to miscarry in response more often than females. Therefore a sign for increased
levels of miscarriage would be if there is an increase in female births, relative to male
births. Table 1.6 shows the estimated change in probability of a female birth given
a one standard-deviation increase in dust at month of birth. The increase in female
births relative to male births indicates that an miscarriages could be an important
consequence of increased dust exposure.
One interesting aspect is the potential for adaptation. There are at least three
potential ways adaptation may occur. One is that places with frequent dust storms
adjust their behavior in ways to mitigate the damage. The second possibility is that
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families make specific defensive investments to prevent damage. The third is that over
time, people become more adjusted, through either increases in wealth or adaptive
behavior. I test for these three channels by interacting the effect with mean dust
exposure, an indicator for the child’s home having a durable wall material, and the
year of birth. Of these, only the durable wall material has an effect in the expected
direction. It should be noted that this is after controlling for the overall wealth of the
household, so that the effect of having a durable wall is isolated from its indication of
household wealth. It does not appear there are effective adaptive behaviors that can
be developed after repeated exposure, apart from making costly investments.
A possible mechanism through which dust storms could affect birth outcomes is
by preventing mothers from reaching care providers at the time of birth. The DHS
asks mothers whether they received any assistance during birth and where the birth
occurred. While the response rate for these questions is quite low, there is some weak
evidence that mothers’ ability to receive care is hindered, but this likely only accounts
for a small fraction of the additional observed child mortality. In Table 1.8, we see
that there is a 0.2 percentage point decrease in mothers who give birth in a hospital.
However, the effect on child mortality is the same when controlling for place of birth,
as shown in column (3). This is consistent with the estimate for the effect of having
professional assistance on survival being very small, as it is estimated to be.
Household production
To investigate further the effects of dust storms on economic activity, I consider the ef-
fects on agriculture, consumption, and work behavior at the household level. It should
be noted that households and firms could be taking actions mitigating the effects of
these storms. Such mitigation could take varying forms, some of which are observ-
able and some of which are not. All estimated responses are net of any unobserved
mitigation.
23
The LSMS data has detailed information on land used in agriculture by households
as well as production by these households. There is a panel of 4,087 households that
report area worked for each crop that they grow as well as total production of each
crop in both 2011 and 2014. With this data, it is possible to construct a yield estimate
for each crop that the household produces. I then run regressions of the following form
to estimate the effect of dust storms on agricultural yields for each given crop:
Yit = βDr(i),t + ρCr(i),t + αr(i) + ηt + εit (1.7)
where Yit is the log(yield) for household i in year t, Dr(i),t is the mean AOD in region
r(i) in year t, Cr(i),t controls for a quadratic of both temperature and precipitation, and
αr(i), ηt are region and year fixed effects or household and year fixed effects. Note that
the regression is unweighted, meaning that this is the average effect on a household’s
yield, not necessarily the average yield effect on total production. The results are shown
in Table 1.9. There appear to be relatively small effects of dust storms on agriculture,
with the most common crop, millet, experiencing a decrease in yield of 1-2% for a one
standard deviation increase in AOD. These are large effects, and could be driving the
decline in total macroeconomic production.
I again test for nonlinearities in the response. I bin the dust exposure at the day-
pixel level into deciles. The results for this model with household fixed effects are shown
in Figure 1.16. The figure shows the percentage change in yields for spending the entire
growing season in a given decile. The effects begin to appear in the seventh decile, with
the negative effects of dust being clearly larger in the top three deciles. This provides
some evidence that it is really the days of intense dust storms that are responsible for
the damages. This is not what would be expected if the main channel is through the
blocking of light and hindrance of photosynthesis, as this effect would be approximately
linear in dust exposure.
Other activities of households may also be impacted. Individuals may become sick
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as a result of dust storms, which may lead them to miss work due to their illness. I
can test for this, as individuals are asked about their recent illnesses for the past four
weeks. Using the AOD over the past four weeks, I estimate the increase in illness
experienced by each individual. I am again able to include individual fixed effects, as
well as control for age. As shown in Table 1.11, there does not appear to be any increase
in probability of sickness, nor a change in number of days of work missed in the past
four weeks. Overall, it appears the health channel is not likely to substantially affect
economic output.
Consumption patterns may also change in response to dust storms. This could result
from changes in income, increases in health care spending, or increases in other defensive
spending or replacement of assets. The results of consumption on different categories of
expenditure are shown in Figure 1.17. While there are statistically significant changes,
they are not large as a percentage of expenditures. Overall consumption decreases,
consistent with a negative income shock that cannot be completely smoothed. However,
the fact that there is some evidence of income smoothing provides some evidence that
dissaving could be occurring. If this is the case, this could provide a possible mechanism
for the observed persistence in the GDP reductions. Repeated shocks to income that
must be compensated for by a reduction in savings could lead to lowered investment
rates, leading to lower long-run economic growth.
Labor allocation
To formalize the labor allocation decision of households which are facing a productivity
shock due to environmental factors, I set up a simple model of household production
and utility.











< 0. The consumption good is produced according to
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Q = Af(H) with f ′(H) > 0, f ′′(H) < 0 where H is the amount of labor and A is a
productivity parameter.





w where PC is the price
of the consumption good and w is the wage. In equilibrium, the wage will equal the
marginal product of labor, so w = Af ′(H). The price of the consumption good can be







(C∗, L∗)Af ′(H∗) (1.8)
Suppose there is a shock to productivity such that the new productivity is A′ < A.
Before time use can be reallocated, the right hand side could be larger or smaller, since





(C∗, L∗) since ∂
2U
∂C2
< 0. Because of this, the direction of
change in leisure is ambiguous.
To test how leisure changes in response to a productivity shock caused by dust, I
regress days worked in each sector on growing season dust exposure, temperature, and
precipitation, as well as household and year fixed effects. The results for the agricultural
and outside sectors are shown in Figure 1.18. Consistent with the prediction, an increase
in dust leads to more days spent on household enterprises. Days spent in agriculture also
increase, indicating that the need to make up for lost income drives an overall increase
in labor. However, the increase in time spent on enterprises is larger, indicating higher
marginal returns to this sector under increased dust exposure. As shown in Table 1.12,
wages in both sectors decrease, with wages outside of agriculture decreasing by about
21% and agricultural wages not significantly changing. While this is a surprising result,
there are a number of possible explanations. The composition of workers looking for
wages in the agricultural sector could be different from those working on their own
farms. It is also possible that more labor is needed in the agricultural sector to try
to recover from the damage caused by the dust storms. Since dust storms can also
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reduce productivity outside of the agricultural sector, it could be a combination of
more demand for labor in agriculture and lowered worker productivity, due to electricity
outages or transportation network disruption.
Robustness
Macroeconomic Results
I run several tests to check the robustness of the results. First, I test for the validity
of the IV strategy and using the dry season dust. As shown above, the relationship
between source dust and dust over West Africa is strongest in the dry season. Since the
dust in the source region shows variation across the entire year, I can use wet season
dust as a placebo test. This test provides evidence both that the results are not driven
by incorrect specification of time trends, as well as confirms that the dry season dust
exposure is driving the results, not total year dust.
Table 7 shows the reduced-form relationship between dry season Bodélé dust and
economic growth across West Africa. As expected, the results are significant across
all GDP datasets and smaller than the IV estimates. Table 8 shows the reduced form
relationship between wet season Bodélé dust and growth. Here, the results are even
smaller and not statistically significant, though some of the lagged values are. While
there will be some dust that reaches West Africa during the wet season, the amount
is significantly less. The wet and dry season dust are also correlated, making this test
less than perfect. When the wet season modeled dust is used as an instrument for wet
season dust exposure, the instruments are weak, and the resulting IV estimates are
correspondingly noisy, as seen in Table 9.
Next, I run the 5-year model “backwards,” using five leads instead of five lags.
The leads should be insignificant and close to zero, and that is what I find, as shown in
Figure 9. Note that while these estimates could be included in a model that also includes
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the lagged values, the limited time span of the data means that these estimates quickly
become imprecisely estimated with the inclusion of additional lags. The confidence
intervals in these models are also quite wide, but the contemporary and one-year lag
values remain mostly negative. Importantly, they show a pattern distinct from that in
Figure 1.9, which shows consistently negative effects across the GDP datasets.
Health results
Similar tests can be run for the health results. Again, I run regressions of the outcome,
in this case child survival, on source region dust. The results for dry and wet season
dust are shown in Table 12. Again, the reduced form shows a strong relationship in
the dry season, but a very weak relationship during the wet season. This confirms that
the relationship between the source dust and West African dust is driving variation in
West African dust exposure that is affecting child health.
One threat to identification is that other weather activity could be correlated with
dust emission at the source, and then this weather system could be carried across the
continent at the same time as the dust. In this scenario, it could be that the other
weather activity is responsible for the impacts rather than the dust itself. One way to
test for this is to see if weather outcomes, in particular temperature and precipitation,
show any response to dust emission at the source. Figures 4 and 5 show the results
of Equation 1.2, but with temperature and precipitation as the outcome. There are
no statistically significant responses in either the dry or the wet season. This indicates




Economic production and child health across West Africa are found to be negatively
impacted by dust storm activity. Negative effects of dust storms are also found on
agricultural production. Household shifts in labor demonstrate some adaptation to
environmental impacts, but it does not eliminate them. Other aspects of household
behavior including consumption and total labor supply are affected, but the effects are
not large. Climate change may lead to increased dust activity in this region, and more
broadly across the world, implying that the social cost of carbon should include these
effects.
Policies for reducing dust storm impacts, much like for reducing the impacts of cli-
mate change more generally, can be considered in two parts: mitigation and adaptation.
Both are being implemented across the world, yet little work has been done to assess
the cost effectiveness of policies on either side.
On the side of mitigation, efforts have been undertaken to prevent desertification,
which could mitigate the occurrence of dust storms. Large scale tree-planting projects
were implemented in the United States, China, and across the African Sahel. However,
the effectiveness of these programs has not been clear. Soil conservation programs have
had some success in preventing the wind erosion of soil, which implies that they are
decreasing dust concentrations downwind. Efforts to promote soil conservation may be
one effective means of reducing dust storm activity [58].
Policies promoting adaptation could take a number of forms. Government transfers
to the most affected groups could offset the damages, and potentially reduce the long-
run effects. To improve adaptive behavior at the time of impact, early warning systems
could be put in place. Baek et al. [5] have shown that early warning systems provide
some benefits for child health outcomes in Korea. After being warned of the potential
dangers and receiving warning of an impending storm, pregnant mothers are able to
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stay inside, which significantly mitigates the effects on the unborn child. Innovative
strategies for reaching mothers in a less developed setting could add significant value,
particularly if advanced warning can have similar effects here. Further research could
be done to investigate the effectiveness of such early warning systems.
Further work should also be done to examine other potential mechanisms and social
consequences of dust storm activity. One interesting question is whether changes in dust
storm frequency or intensity drives migration decisions. This could affect both economic
growth outcomes as well as influence social unrest and conflict. Other research could
explore what populations are most affected by negative environmental shocks. If these
groups can be identified, there may be a role for government intervention to provide
assistance. Quantification of the impacts on the transportation sectors and on capital
depreciation would also shed light on potential channels through which dust storms
affect economic activity in the longer run.
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Tables and figures
Figure 1.1: AOD is highest over deserts and eastern Asia.
Figure 1.2: Mean AOD in the wet season (Jun-Sep) and dry season (Nov-Apr) over
West Africa. The dashed box indicates the region of the Bodélé depression.
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Figure 1.3: GDP comparison for West African countries.
Figure 1.4: Estimated mortality rate by country and year, based on DHS survey data.
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Figure 1.5: Response of a location in Togo AOD to a 1 unit increase in AOD over the
Bodélé depression.
Figure 1.6: Major dust source regions, as identified by Prospero et al. [50].
Figure 1.7: Dust estimates using wind-driven model. Average over the wet season (left)
and dry season (right). Units are µg dust / kg air.
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(1) (2) (3) (4)
VARIABLES Henderson Penn Maddison WDI
AOD -0.618 -1.524 -1.689*** -1.354**
(0.660) (1.165) (0.651) (0.614)
lag AOD -1.788** -3.175** -1.200 -0.797
(0.870) (1.323) (0.732) (0.693)
Observations 401 714 714 810
R-squared 0.254 0.089 0.178 0.241
Country FE X X X X
Country quadratic time trend X X X X
Contemporaneous + 1 Lag
Estimate -2.406 -4.700 -2.889 -2.151
Std. err. 1.335 2.048 1.150 1.078
p-value 0.072 0.022 0.012 0.046
First stage F-stat 31.056 59.961 54.680 64.033
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.1: Estimates including contemporaneous and 1 lag of dust exposure. Dust
exposure is instrumented using the aggregated values from the wind-driven model.
Figure 1.8: Effect of dust exposure on GDP growth over 5 years of lags, estimated using
the wind-driven model. The Ωj are plotted, showing the reduction in GDP over time.
Each graph uses a different GDP estimate: (a) Henderson et al. [27] growth estimate,
(b) Penn World Tables, (c) Maddison database, (d) World Development Indicators.
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Figure 1.9: Effect of dust exposure on GDP growth over 5 years of lags, estimated using
the wind-driven model. The βj are plotted. Each graph uses a different GDP estimate:
(a) Henderson et al. [27] growth estimate, (b) Penn World Tables, (c) Maddison database,
(d) World Development Indicators.
Figure 1.10: Effect of quintiles of dust exposure on GDP growth over time. Each graph
uses a different GDP estimate: (a) Henderson et al. [27] growth estimate, (b) Penn World
Tables, (c) Maddison database, (d) World Development Indicators.
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Figure 1.11: Counterfactual estimates of log(GDP per capita) under the model with
observed dust and the minimum observed dust in the sample.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
VARIABLES Cassava Cowpeas Groundnuts Maize Millet Sorghum Henderson Penn Maddison WDI
AOD -2.794* 2.275 -2.713* -3.036 -3.105 -3.196* 0.248 -0.849 -1.810** -1.380**
(1.438) (3.939) (1.619) (2.355) (2.289) (1.810) (0.669) (1.235) (0.713) (0.667)
Observations 451 218 490 455 455 455 401 714 714 810
R-squared 0.930 0.775 0.779 0.595 0.764 0.838 0.262 0.130 0.170 0.236
country FE X X X X X X X X X X
country quad trend X X X X X X X X X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.2: Estimates including contemporaneous dust exposure. Estimates are the per-
centage change in yield for a 1 standard deviation increase in dry season dust exposure.
AOD is instrumented using the aggregated values from the wind-driven model.
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(1) (2) (3)
Electricity consumption per capita Number of unlit cells
VARIABLES Depreciation rate (kWh) in DMSP
AOD -0.042 -6.618e+08 3,242.445
(0.027) (4.575e+08) (53,267.856)
Observations 700 135 374
R-squared 0.967 0.994 1.000
country FE X X X
country quad trend X X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.3: Estimates of effect on derpeciation including contemporaneous dust expo-
sure. Estimates are the percentage change in yield for a 1 standard deviation increase
in dry season dust exposure. AOD is instrumented using the aggregated values from
the wind-driven model.
Figure 1.12: Effects at the country-year level of dust on 6 different crops. Dust exposure
is binned at the day-pixel level into quintiles over the period over the region.
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(1) (2)
VARIABLES Dust exposure Dust exposure
Estimated transported dust 1.211***
(0.102)





cluster FE X X
year FE X X
MOY FE X X
country-year FE X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.4: Cluster-level monthly first-stage regression for the statistical (column (1))
and wind-driven (column (2)) approach for use in the child mortality regressions.
(1) (2) (3)
Probability of Survival Probability of Survival Probability of Survival
VARIABLES to age 5 to age 5 to age 5
Dust exposure -0.285*** -0.534*** -0.369***
(0.0994) (0.195) (0.133)
Observations 380,700 380,257 380,700
R-squared 0.075 0.075 0.075
cluster FE X X X
year FE X X X
MOY FE X X X
country-year trend X X X
First stage F-stat 144.9 440.7
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.5: Results of regression Equation 1.5. Column (1) is the result from OLS,
column (2) is the IV using the statistical relationship, and column (3) is the result with
the wind-driven model. The coefficients are the change in percentage points of survival
probability for a one standard deviation increase in monthly dust exposure.
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Figure 1.13: Change in probability of survival to age 5 for a 1 SD increase in dust for
up to 2 years before and after birth.
(1) (2)
Probability of Probability of
VARIABLES female birth female birth




cluster FE X X
year FE X X
MOY FE X X
country-year trend X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.6: Results for female births. Column (1) is the IV using the statistical rela-
tionship, and column (2) is the result IV using the wind-driven model. The coefficients
are the change in percentage points of survival probability for a one standard deviation
increase in monthly dust exposure.
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Figure 1.14: Change in probability of survival to age 5 for the fraction of the month of
birth spent in each dust decile.
(1) (2) (3) (4)
Probability of Survival Probability of Survival Probability of Survival Probability of Survival
VARIABLES to age 5 to age 5 to age 5 to age 5
Dust exposure -0.367*** -0.157 -0.452*** -0.323*
(0.133) (0.164) (0.145) (0.186)
Dust x avg dust -1.725 -1.665
(1.997) (2.544)
Dust x sturdy wall 0.204 0.208*
(0.127) (0.124)
Dust x year 0.0194 0.0272*
(0.0122) (0.0152)
Observations 380,700 245,265 380,700 245,265
R-squared 0.075 0.079 0.075 0.079
cluster FE X X X X
year FE X X X X
MOY FE X X X X
country-year trend X X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.7: Effect of 1 SD increase in dust on probability of survival to age 5. Also
includes interactions with average dust exposure in the location, whether the child’s
home has walls made of a durable material, and an interaction with year.
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(1) (2) (3)
Born in Probability of Survival
VARIABLES Professional assistance at delivery Hospital to age 5
Dust exposure -0.154 -0.299* -0.347*
(0.199) (0.170) (0.185)
Professional assistance at delivery 0.00156
(0.00276)
Observations 85,223 85,223 85,223
R-squared 0.485 0.448 0.116
cluster FE X X X
year FE X X X
MOY FE X X X
country-year trend X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.8: Effect of 1 SD increase in dust on whether a child is delivered with assistance
or at a hospital, in addition to the effect on survival controlling for place of delivery.
Figure 1.15: Effect on survival probability of a one standard-deviation increase in dust
exposure at month of birth. The dust exposure is interacted with income quintile and
rural status. Estimates shown are for an urban household, except for the last.
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(1) (2) (3) (4) (5) (6)
VARIABLES millet millet cowpeas cowpeas sorghum sorghum
AOD -0.562 -0.678** -1.492* -1.846** -0.638 -1.442
(0.346) (0.332) (0.805) (0.737) (1.103) (1.108)
Observations 2,472 1,150 987 400 840 348
R-squared 0.309 0.590 0.314 0.594 0.306 0.700
year FE X X X X X X
region FE X X X
household FE X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.9: Effect of dust on yields in Niger for the three most common crops reported
by households, using LSMS data. The estimates are the percentage change in yield
for a one standard-deviation increase in dust over the dry season prior to the growing
season. The left-side estimates are estimated using cluster fixed effects and the right-
side estimates are estimated using household fixed effects.
Figure 1.16: Effect of dust by dust decile on agricultural yields. Deciles are determined
by the daily pixel-level exposure over the entire West African region.
42
(1) (2) (3) (4)
Probability of reporting Probability of reporting Probability of reporting Probability of reporting
VARIABLES sickness in past 4 weeks sickness in past 4 weeks sickness in past 4 weeks sickness in past 4 weeks
AOD 0.00162 0.00310 0.00162 0.00310
(0.00413) (0.00462) (0.00413) (0.00462)
Observations 22,495 22,495 22,495 22,495
R-squared 0.567 0.568 0.567 0.568
person FE X X X X
year trend X X
month FE X X X X
weather X X
year FE X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.10: Change in probability of self-reported illness over the past four weeks for
a one standard deviation increase in dust exposure in those four weeks. In the sample,
20% of respondents report being sick in the past four weeks.
(1) (2) (3) (4)
Number of days missed Number of days missed Number of days missed Number of days missed
VARIABLES past 4 weeks past 4 weeks past 4 weeks past 4 weeks
AOD -0.000167 0.000101 -0.000167 0.000101
(0.00112) (0.00117) (0.00112) (0.00117)
Observations 945 945 945 945
R-squared 0.574 0.576 0.574 0.576
person FE X X X X
year trend X X
month FE X X X X
weather X X
year FE X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.11: Change in number of days missed over the past four weeks for a one standard
deviation increase in dust exposure in those four weeks.
Figure 1.17: Effect of a one standard deviation increase in AOD on yearly expenditure
on various categories, by level of expenditure (left side) and by percentage (right side).
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Figure 1.18: Change in days worked in each sector over a year for a one standard











person FE X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.12: Effect of a one standard-deviation increase in dust exposure during the dry
season on wages in agricultural and other sectors. The non-agricultural sector workers
experience a significant drop in wages, while agricultural workers only see a small,
statistically insignificant decline.
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Figure 1.19: Yearly distribution of dust exposure by country. Legend is ordered by
mean dust exposure.
Figure 1.20: Mean AOD from 1980-2016 as calculated by the dust transport model,
constrained by source area dust.
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(1) (2) (3) (4)
VARIABLES Henderson Penn Maddison WDI
AOD -0.369 -1.108 -1.706* -1.937**
(1.618) (1.609) (0.932) (0.906)
lag AOD -1.807 -4.596*** -2.656*** -2.921***
(1.119) (1.721) (1.025) (0.973)
L2 AOD 0.154 0.150 0.471 0.060
(1.320) (1.737) (1.020) (0.977)
L3 AOD -0.567 -3.548* -2.599* -2.767**
(2.291) (2.149) (1.354) (1.254)
L4 AOD -0.466 -1.635 -2.036 -1.887
(2.424) (2.110) (1.332) (1.222)
L5 AOD -0.854 -1.058 -1.335 -0.982
(2.408) (2.393) (1.492) (1.351)
Observations 401 609 609 694
R-squared 0.280 0.185 0.184 0.236
Country FE X X X X
Country quadratic time trend X X X X
Sum of all lags
Estimate -3.908 -11.796 -9.861 -10.435
Std. err. 5.871 6.794 4.458 4.043
p-value 0.506 0.083 0.027 0.010
First stage F-stat 0.852 6.900 4.837 6.104
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1.13: Estimates corresponding to Figure 1.9. Dust exposure is instrumented
using the aggregated values from the wind-driven model. L2-L5 are the two to five year
lags of dry season dust exposure.
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Chapter 2




Humans are constantly looking for ways to adapt to their environment. While human
systems tend to be resilient to environmental shocks, over time, people will tend to
leave the place experiencing shocks to seek opportunities elsewhere. This is particularly
true as it pertains to shocks that affect agricultural activity where it is necessary for
subsistence. In this case, there may be little that can be done other than to move to
another location.
The previous chapter indicates that dust storms are an important source of shocks
to agricultural and total production, and so they may be expected to lead to changes
in decisions of where people locate. This is in addition to other shocks that will be
affected by climate change, namely changes in temperature and precipitation. Previous
work has established that climate has important consequences not only for growth [20],
but also has follow-on implications for other social outcomes, such as civil conflict [45].
There is recent evidence that dust storms have driven migration patterns. In the
Dust Bowl in the United States, migrants stopped looking to the plains as an attractive
destination [43]. Farmers were incentivized to use more sustainable farming practices
that protected land against erosion. Trees were planted in order to prevent further
erosion. These policies, combined with the end of extreme drought, decreased the fre-
quency and intensity of dust storms, as well as reduced the potential damage that could
be done. However, regions bordering on the world’s largest deserts cannot necessarily
adapt in the same way. Intense dust storms will continue regardless of mitigation ef-
forts, but given that there are significant human consequences of these storms, these
societies potentially have incentives make costly investments to reduce the damage.
This could take the form of migration, moving to areas less affected by dust storms.
Adaptation to environmental threats has received greater attention recently, but is
still not well understood. It is clear that individuals and countries with higher levels of
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income have more adaptation possibilities and show reduced effects from environmental
risks, but the mechanisms by which this occurs have not been well explored. There is
also evidence that urbanization is helping to mitigate damages from climate change,
but it is often hard to differentiate between adaptation resulting from urbanization and
adaptation resulting from income increases, as urban areas are often places with higher
incomes. [34]
Human migration is one adaptation mechanism that has the potential to completely
cancel out the negative effects on economic production. If everyone could move to a
location with a climate similar to the one they experienced prior to climate change,
there is little reason to believe economic opportunity would be harmed. Hsiang and
Sobel [30] estimate that in order to achieve this, many people in the tropics will need
to move very long distances, and that population densities in the subtropics would
steeply increase. This work begins to indicate that these population movements will be
difficult to achieve, but it also ignores the fact that the people who may want to move
the most in response to a changing climate, may in fact be restricted from doing so by
the changing climate itself.
This paper closely relates to the literature on migration responses to climate shocks,
and this work is summarized in a review by Klaiber [36]. The studies in this field
typically consider the income effect from a climate shock and its effects on the decision
to migrate [21;55]. More recent studies have shed light on the types of people who are
induced to migrate in response to a shock, finding that middle income countries are
more likely to see emigration due to a negative shock than either low or high income
countries [15]. This suggests that the decision to migrate could be a combination of
expected or actual productivity associated with the climate of a location, as well as the
means of people to actually migrate.
Millock [46] reviews the broader literature around the environment and migration,
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considering both climate shocks as well as responses to natural disasters. Hornbeck [28]
and Long and Siu [43] consider migration to the Dust Bowl in the United States. These
papers find that families’ locational choices responded to the damage caused by the Dust
Bowl. However, even in this case, the environmental shock was mostly in refraining
from relocating to impacted areas, rather than leading to a mass exodus of these places.
The issue of environmental migration is also highly relevant to policy debates around
the world. The concept of environmental refugees has been recently active in both pol-
icy and academic debates. Asylum claims in Europe have been shown to be responsive
to climate shocks that affect crop yields [47]. Beine and Parsons [6] argue that natural
disasters have differing effects across different income levels, by largely deterring em-
igration, but encouraging emigration from middle-income countries to former colonial
powers. The complex interactions between the climate and social factors makes this a
particularly important topic in the climate impact space.
As seen in the previous chapter, dust storms can have meaningful income shocks
and can also affect crop yields. Given this income shock, it could be expected that
increased dust exposure could lead to similar effects as increased exposure to higher
temperatures. Prior analyses have also concentrated on country-level data, which could
be masking both the influence that the environment has on within-country migration,
and subnational differences in how populations respond to shocks. Using census data
from West African countries allows a deeper study of the environmental factors that
affect individual migration decisions.
I find that dust exposure does not affect the decision to migrate, either within-
country or across countries. Higher temperatures are associated with increased within-
country migration, at least in a middle-income context. Higher temperatures and higher
levels of precipitation are associated with lower levels of cross-country migration. This
result is driven by the lowest-income countries, where there is also some evidence that
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dust shocks can reduce emigration. This is broadly consistent with other evidence,
however also presents a puzzle. I present more evidence that increased precipitation
can decrease emigration rates from low-income places. This would seem to contradict
the hypothesis that negative income shocks decrease emigration from low-income places.
However, this depends on the effects that precipitation has on income. While generally
more precipitation is associated with higher incomes, the results here could potentially
be driven by extremes or correlations with other weather events. More work would
need to be done to disentangle these different possible explanations.
2.2 Data
The dust data comes from the Modern-Era Retrospective Reanalysis for Research and
Applications, Version 2, and is described in the previous chapter. The advantage is
that the data covers 1980-present every day for a 0.5◦ × 0.625◦ grid. This allows for
fine-scale analysis of whether dust storms are migration at a regional scale, and can
provide data on days with extreme dust events. This data can be matched up to
regions and countries by using all pixels for which the center of the pixel is part of the
region or country. At the country level, the dust values are population-weighted using
the Gridded Population of the World, version 4. The regional dust values are simply
area-weighted, since most of the regions are relatively small.
Data on migration comes from the Integrated Public Use Microdata Series-International
(IPUMS-International) at the Minnesota Population Center. This data combines records
from the public use subsamples from national censuses. The data consists of between 1
and 10 percent of the national population for each country. An important note about
the census data is that the collection intends to count everyone in the country at a
particular point in time. This means that not everyone counted will be a permanent
resident in the place they are counted. This means that workers who spend e.g. a sea-
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son in one place for work could be classified as a migrant for the purpose of this study.
While this could lead to over-estimation of the number of migrants, it can be thought of
as capturing both temporary and permanent migrants. To the extent that the timing
of the census is effectively random within the year, this data will be capturing all types
of population flows between different places, and the results can be thought of in that
context. However, for my purposes here, I will refer to someone who reports being in a
location different than their residence at some past point in time as being a “migrant.”
The IPUMS census data is available for seven West African countries. While it is
fairly comprehensive, the data are not always collected at even intervals, for example
Ghana has census data for 1984, 2000, and 2010. However, the dates of collection are
not influenced by the exposure to dust, so this should not impact the results of the
analysis. This data includes number of years residing in the current location, as well as
data on region of previous residence for those that have moved in the past 1 or 5 years.
For the country-level analysis, I focus on migrants to Mali and Senegal, as these
countries record the year that the migrant into these countries entered. This allows me
to create a panel of emigration from 20 West African countries from 1980-2009.
To explore within-country migration patterns, I focus on Burkina Faso, Ghana, and
Senegal. These countries ask as part of their censuses about the region of residence
within the country either one or five years ago. This analysis will inherently be limited
to migrants from these countries who remained in these countries. I will not be able to
estimate a total emigration rate from these regions, as some migrants will undoubtedly
move to a different country. Missing these emigrants will likely lead to an underestima-
tion of the environmental effects on migration decisions. However, to the extent that
destinations do not vary over time in response to environmental shocks, this should not




The approach largely follows that of Cattaneo and Peri [15], who develop a model of
workers of different skills who choose to migrate across country categories of low-,
middle-, and high-income. The main implication of the model is that middle-income
countries will see an increase in emigration in response to higher temperatures, whereas
low-income countries will see a decrease. This is due to emigration becoming infeasible
for people in the poorest countries when they experience a negative productivity shock.
Since an increase in dust exposure generally mirrors that of a temperature shock, we
could expect to see the same general patterns.
The regression specification is adapted from Cattaneo and Peri [15] Equation 10,
with slight modification. Namely, temperature and precipitation enter linearly, rather
than logarithmically to be consistent with other work considering weather effects on
output. In addition, I also consider the effects of climate variables in the destination,
as this could also affect an individual’s decision to relocate.
I first consider cross-country migration. Compared to within-country regional mi-
gration, this is on average a more extreme form of adaptation to local conditions, as
it requires leaving one’s home country to seek out better opportunities. It likely has
larger costs, meaning that the barriers to international migration will be more often
prohibitively costly to low-income households. This is where the Cattaneo and Peri [15]
model is particularly relevant. The regression takes the following form:
Yijt = βODit + ψOTit + ηOPit + βDDjt + ψDTjt + ηDPjt + φij + αt + εijt (2.1)
where Yijt is the migration rate from country i to country j in year t. Dit and Djt
are the population-weighted mean dust exposure in year t in origin countries i and j.
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These values will be instrumented for as in the previous chapter. The φij are country
pair fixed effects which capture time-invariant characteristics that affect the overall
emigration rate from one country to another. These are allowed to be asymmetric, i.e.
in general φij 6= φji. The Tit, Tjt, Pit, and Pjt are the population-weighted temperature
and precipitation at the origin and destination countries. The αt are year fixed effects
to account for common time-varying shocks.
One important modeling decision is whether to include either dust exposure or
weather variables from the destination country. One could expect that if a person or
household decides to migrate away from a location due to a fluctuation in dust exposure,
that person may be interested in knowing that where they move to will not be subject to
the same fluctuations. However, the feasibility of making decisions with this information
is dependent upon the existence of communication networks. While these effects have
not been extensively modeled in the literature, they may be an important part of the
migration decisions.
The results of equation 2.1 are shown in Table 2.1. Precipitation at the origin
country decreases the probability of migrating to a given country, while an increase in
dust exposure and temperature in the destination country also decreases the migration
probability. Also interesting is that an increase in temperature in the origin country
seems to have some small effects in increasing migration, but they are not statistically
significant. Dust exposure at the origin is also estimated to decrease migration, but the
effects are very imprecisely estimated. It is possible that since the dust shocks across
countries will be correlated, the estimates in this context are somewhat less precise.
These results are broadly consistent with the idea that a negative shock in a country
will induce migration to other countries, and does not support the liquidity constraint
story. While these countries are relatively poor compared to the rest of the world, it
may be that the liquidity constraint story has become less important in recent years as
54
these countries have increased their incomes. It is also apparent that conditions in the
destination country matter nearly as much as at the origin. This is likely because of
communication networks transmitting information about conditions in different places.
(1) (2) (3) (4)
VARIABLES Migration rate Migration rate Migration rate Migration rate
Dust exposure, Origin -44.424 -39.245 -44.760 -39.236
(28.769) (26.398) (30.929) (25.336)
Dust exposure, Destination -5.469*** -7.392*** -96.551*** -7.389***
(1.882) (2.360) (29.638) (2.021)
Precipitation, Destination -53.885* -64.225** -114.164*** -64.341
(32.530) (28.263) (2.703) (40.752)
Temperature, Destination -32.633* -56.726** 3.854** -56.844
(19.718) (24.772) (1.926) (37.418)
Precipitation, Origin -10.502*** -6.548*** -12.666*** -6.537***
(3.963) (2.355) (4.161) (1.259)
Temperature, Origin 9.375 6.792 7.556 6.788
(7.098) (8.449) (6.829) (8.955)
Observations 498 498 498 498
R-squared 0.187 0.198 0.228 0.198
Country pair FE X X X X
First stage F-stat 651.5 565.9 990.3 536.5




Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 2.1: Change in number of migrants per million population at the country level.
To investigate the timing of the effects, I also include leads and lags of the variables




[βlDit−l + ψlTit−l + ηlPit−l] + φij + αt + εijt (2.2)
The results of equation 2.2 are shown in Figures 2.1-2.3. Consistent with the estima-
tion of the contemporary effect, dust seems to have no effect, while both temperature
and precipitation have an immediate negative effect on migration rates. The coeffi-
cients on the lagged climate variables tend to be positive, indicating that migration
again increases afterwards, although for precipitation these effects are smaller than the
contemporaneous effect and not statistically significant, which means that migration in
total is likely to be affected by climate shocks.
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Figure 2.1: Migration response to a 1 standard deviation increase in dust over the dry
season in year 0.
Figure 2.2: Migration response to a 1 standard deviation increase in temperature in
year 0.




While international migration is clearly important, both because it signals a high level
of desire to move and because it has potentially large social implications, regional migra-
tion within countries is the dominant form of population movements. The Roy-Borjas
model employed in Cattaneo and Peri [15] cannot resolve whether the anticipated sign
of a negative shock will be the same or different for regional migration as for inter-
national migration [54;8]. Because the cost of movement will be lower, local migration
could substitute for international migration when income is low. However, if incomes
are low enough, any migration may be infeasible.
To determine the effect that environmental shocks have on regional migration, re-
gressions take the following form:
Yit = ψTr(i)t + ηPr(i)t + αt + εit (2.3)
where Yit is an indicator for whether individual i moved across a region boundary
in time period t. The temperature and precipitation values are all defined for r(i), the
origin region. I also include origin region fixed effects, φr(i). The effect of a dust shock
was also attempted to be included in this analysis, however the first stage regression is
too weak to implement the two stage procedure. Given that dust shocks were not found
to significantly influence international migration, it is also unlikely that dust exposure
will have a significant effect on regional migration. I run this regression separately
for the three countries where I have data. This allows for differential responses across
countries, which can be expected, given the earlier discussion of income effects. The
main specification does not include either destination or origin region fixed effects, as
this absorbs nearly all of the variation. The results with destination region fixed effects
are shown in Table 25.
The results of the main specification are shown in Table 2.2. In Ghana, it appears
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(1) (2) (3)
VARIABLES Ghana Senegal Burkina Faso
Temperature -0.011** 0.032** 0.002
(0.004) (0.013) (0.002)
Precipitation -0.116*** 0.226 0.005
(0.027) (0.177) (0.004)
Observations 1,612,174 1,272,466 3,123,562
R-squared 0.001 0.010 0.001
Year FE X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 2.2: Change in migration probability. Columns are for Ghana, Senegal, and
Burkina Faso. Standard errors are clustered at the region level.
that increasing temperatures and decreasing precipitation tend to reduce the propensity
to migrate across regions. Given the low-income setting, the coefficients seen in Ghana
are consistent with higher temperatures lowering income, meaning that individuals have
less capacity to meet the cost of moving. While the temperature results at the region
level are consistent with the cross-country results, the precipitation coefficient has the
opposite sign. This would be consistent with the precipitation result being less robust.
One reason this analysis may be limited is that if an individual decides to migrate
across country borders, they will not be counted in this analysis, since in order to be
included, you must be in the country at time of survey and at the previous time (1 or 5
years prior to the survey). Because Senegal and Burkina Faso are geographically small,
it may be that the returns to crossing a country border are higher than crossing only
a regional border, and the costs may be similar. These regressions also do not account
for the conditions at the destination, which are likely to be even more important in this
context, as the origin and destinations are closer together, meaning information flows
are expected to be even better than for the international migration analysis.
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Figure 2.4: Migration response to a 1 standard deviation increase in temperature in
year 0.




[ψlTr(i)t−l + ηlPr(i)t−l] + εit (2.4)
This equation can only be estimated for Senegal and Burkina Faso, as there is not
enough variation in Ghana to estimate the number of parameters required. The results
are shown in Figures 2.4 and 2.5.
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Figure 2.5: Migration response to a 1 standard deviation increase in precipitation in
year 0.
2.4 Conclusion
Dust storms do not appear to be a main driver of either international or regional mi-
gration, despite the economic impacts found in the previous chapter. There is some
evidence that increased dust exposure could reduce migration in some of the lowest-
income situations. Consistent with previous findings, increased temperatures can de-
crease emigration rates from low-income countries. I provide new evidence that higher
temperatures can also depress rates of regional migration, though this result is not
shown to be consistent across countries. The effects of precipitation are somewhat
puzzling, with increased precipitation decreasing rates of emigration in low-income
countries, but potentially increasing rates of within-country migration.
One solution to this puzzle is that increased rainfall could open up opportunities
within the country that could facilitate within-country movements, while decreasing the
desire to cross international borders. Although this may be an appealing explanation, it
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is somewhat at odds with the results for temperature, where a reduction in opportunity
decreases both types of migration. Another potential explanation is that there are
important non-linearities in the relationship between precipitation and local economic
opportunity. It is possible that modest increases in precipitation are beneficial, but
large increases are highly damaging. These effects could be explored further in future
work.
The broader social implications of this work are less clear. While declines in agri-
cultural productivity can decrease the opportunity cost to socially damaging behaviors
such as armed conflict, the decreased propensity to move across or within borders could
potentially prevent hostile groups from coming into contact with one another. While
this may be true in the short run, the longer run picture could be quite different, as
households become more desperate to find economic opportunities.
The findings here could inform estimates of the extent to which individuals are
able to adapt to the effects of climate change. Migration is one natural means that
individuals have for adapting to a change in their environment. However, the results
here bolster the idea that this may not be feasible in low income situations. In this
context, a negative income shock can also make adaptation less possible, meaning that
effects estimated from short-run fluctuations in weather may be indicative of the longer-
run impacts of a permanent change in climate. This consequence lends validity to the
idea that damages from climate change can be estimated using weather variations and
summed across locations. In fact, the damages could be even larger than this process
would imply if the normal rates of migration are impaired by climate change, and those








There have been recent advances in using remote sensing data to detect agricultural
outcomes. The idea of using satellites to determine where crops are being grown dates
to at least the early 1970s. Recent studies have focused on determining yields as well
as the areas of agricultural expansions [42;39]. These studies have provided a greater
understanding of the dynamics of the agricultural system. With this understanding in
hand, a natural question is to what extent can the system be predicted. This question
is particularly important given that climate change will have potentially substantial
impacts on the system [56]. While much of the analysis on climate impacts has been
done at the county or coarser scale, remote sensing opens the opportunity for analysis
at scales down to 30 meters.
One of the primary adaptations to climate change available to the natural world is
migration to locations that come to have the same or similar climate to previous places
of habitation [16]. This would also appear to be a natural route for some human sys-
tems, particularly those directly reliant on the biosphere, such as agriculture. However,
there may be reasons that human systems are resistant to adaptation in this manner.
Social systems have been built that lead people to be attached to a particular location,
whether it be for family, community, or variety of economic activity. When farming in
one location becomes less productive, it may not be an easy option to migrate or change
occupation. Agricultural policy in the form of crop insurance may also inhibit adap-
tation to a changing climate [2]. Where these factors are in play, the simple adaptation
story may not be predictive of actual behavior.
In order to perfectly assess the importance of these factors, it would be necessary
to know what yields would be on land that is not currently being used for agricultural
production. While this is not entirely knowable, there are ways to estimate this. In
particular, land has entered and exited agricultural production, and the yield for this
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land can be estimated both via remote sensing methods and from aggregated statistics.
Given the observable characteristics of the land and climate, it will be possible to
model the potential yield given these characteristics. The most widely used model that
currently attempts to do this is the Agro-Ecological Zones model, although it is not
explicitly for this purpose, and it is not clear how well it does in practice to predict
yield from newly-cultivated land. It is also designed to be global in extent, which
means it makes significant simplifications in order to be widely applicable. The other
commonly used approach is the ”suitability” approach, which predicts the probability
a location will be cultivated based on physical characteristics of the land as well as
climate characteristics. [51] This is also a global model, and does not try to predict
yields on newly cultivated land.
Due to the amount of detailed data on agricultural production in the United States,
it may be possible to construct a model to accurately predict the areas likely to be
cultivated given a shift in cliate, as well as the yield of this currently uncultivated land.
Most of the land converted to agriculture is converted from grassland [39]. There may
be information about the productivity of the land based on the types of grass that
were previously grown on the land, as well as the biological output of these grasslands.
This information, combined with climate, soil, slope, water availability, and other po-
tential contributors to yield could provide insight into where are the most likely areas
of agricultural expansion.
Due to the emphasis on prediction, machine learning techniques are well-suited to
this application. In particular, classification and regression trees are ideal, as there will




In order to determine which areas are likely to be brought into production, I use the
Cropland Data Layer from the USDA as outcome data. It contains data on which
crops were grown across the US since 2008. Climate data will also be important in
order to estimate its effects, as well as to see how behavior differs from what we might
otherwise expect. If farmers respond slowly to the opportunity to exploit potentially
high-yielding land, this would imply a greater cost to climate change, as there will be
losses suffered in terms of lost output. We may also be able to account for these costs
of moving for those that do choose to move as well.
Additional data on slope, elevation, and distance to water is also used as inputs.
Current ground cover is measured using data from Landsat 7 bands 1-7. Climate
data comes from the Parameter-elevation Regressions on Independent Slopes Model
(PRISM) from Oregon State University. I use both mean temperature and precipitation
from 1980-2015 as well as a linear trend in temperature and precipitation over the same
time period. The outcome to be predicted is whether soybeans or maize will be grown
in a particular location in and after 2012 that did not grow one of these crops in 2008.
Areas planted to various crops have been shown to be related to climatic changes,
though it is not clear how big this effect has been or how important it has been as an
adaptation to climate change [12;35]. It is clear that crops are on average moving to more
northern locations in the US, but it is not as clear whether these are driven by climate
changes or other factors such as technological or governmental policy changes [49]. In
Figure 3.1, it is clear that over the past 30 years, area planted has increased most in
the Dakotas and Nebraska, while the greatest decreases have been in the Southeast.
Even within the Corn Belt, the southern counties have generally lost area, while the
northern counties have gained. This largely matches with the areas that have seen the
largest increases in climatic suitability in recent times as well, as seen in Figure 3.2.
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Figure 3.1: Difference in fraction of county planted with maize, 1975-2014.
Figure 3.2: Difference in climatic suitability for maize, 1975-2014
3.3 Results
Feature Selection
There are a variety of physical, social, and economic factors that influence the decision
to begin cultivating a new parcel of land. In this study, I am interested in how well easily
observable physical factors can predict the areas likely to be converted to agriculture.
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The selection of features is heavily influenced by the inputs to the Global Agro-ecological
Zones (GAEZ) model [22]. The broad categories of the physical inputs are climate, soil,
elevation and slope, existing land cover, protected areas, and administrative areas. I
am able to capture all of these inputs, only excluding administrative areas, as this these
categorizations are broader than my area of study.
To include the predictive value of climate, I include both mean temperature and
precipitation from 1981 to 2012 as well as a linear trend in temperature and precipita-
tion over the same time period. This captures both the mean climate over thirty years
as well as the trends in climate, which may be indicative of what can be expected to
happen in the future. For soil data, I include US Lithology data from Conservation Sci-
ence Partners, which provides twenty soil classifications at 90m resolution for the US.
Elevation and slope data are from the National Elevation Dataset. All land cover data,
including outcomes, are from the USDA Cropland Data Layer, which provides 30m
resolution data on where crops are grown, and which crops are grown where. This data
comes from both agricultural surveys and a classification algorithm that uses Landsat
data as inputs.
The Landsat data has been put to use in various applications involving agriculture.
Most notably, it is used to calculate vegetation indices, including the normalized dif-
ference vegetation index (NDVI) and the green chlorophyll vegetation index (GCVI).
These indices are used to determine both land cover and to estimate yields of crops [42].
Existing studies have considered which types of land are most likely to be converted
to agriculture, and have found that grasslands are the most common source of new
land converted to agriculture [39]. These studies find that up to a quarter of grassland
conversion comes from long-term grasslands that have largely been undisturbed. This
land is of particular interest, as it may be that the natural grassland productivity may
give some insight into how productive this land will be for agriculture.
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The vegetation indices can be calculated using combinations of Landsat readings.
While it would be possible to include the indices directly in the prediction model, given
the ability of the models to capture nonlinear combinations of the input variables, they
can capture the effects of these indices without including them directly. To get some
insight into whether there is a relationship of the model output to these indices, it is
possible to compare the average effects of the Landsat bands to see how it would relate





where NIR is the near infrared band, band4, and Red is the red band, band 3.
Random Forest Prediction
To predict which locations will be converted to agriculture, I use a random forest
classifier [9], a type of classification and regression tree. This method is considered
largely robust to overfitting, and is therefore appropriate for a case where there is
uncertainty in which variables will be important.
The study area is shown in Figure 3.3, it covers an area at the northern end of
the corn belt. For the outcome data, I use the USDA Cropland Data Layer. The
classes to be predicted are places where agriculture begins and places where there is no
change. For this study, I consider only locations growing maize or soybeans, the two
most common crops in the upper midwest of the United States. A pixel is defined to
be newly introduced into agriculture if maize or soybeans were not planted in the area
in 2013 but were planted in 2015.
The random forest is built with 500 trees and four variables are used at each node.
The imortance order is shown in Figure 3.4. The most important variables for the pre-
diction are the current crop and latitude and longitude, followed by elevation, distance
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Figure 3.3: Area of study in the Upper Midwest.
Actual
Predicted
0 1 class error
0 712,859 7,174 0.00991
1 53,370 96,630 0.356
Table 3.1: Confusion matrix for the random forest. A value of 1 indicates a pixel is a
new agricultural area and a 0 indicates it is not. Pixels are restricted to those that are
not in agriculture in 2013.
to water, and the climate variables. The confusion matrix is show in table 3.1. While
the class error for new agricultural areas is near 36%, this does indicate that there is
predictive power in the variables.
The results of the random forest predictions are shown in Figure 3.5. There are
four categories of pixels based on this classification. Two are accurately predicted:
those that experienced agricultural expansion and were predicted to, and those that
did not experience expansion and were not predicted to. The other two categories
were predicted incorrectly. Those that were predicted to not experience expansion but
did are likely due to factors not captured in the model. Those that were predicted to
experience an expansion but did not could fall into two categories. The first is that it
is just model error. The other is that these are likely places for agricultural expansion
to still occur. While it is difficult to disentangle the two explanations based on this
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Figure 3.4: Mean Decrease in Gini index over the nodes using each variable.
analysis alone, there may be reasons that a location will be more likely to fall into one
category or the other based on on-the-ground factors.
The different categories are plotted separately in Figure 3.6. The spatial patterns
of the three categories are similar, indicating that there is no significant spatial bias
in the predictions, and that the spatial variables are not completely dominating the
prediction.
Neural Network
While random forests can predict classes and are robust to the inclusion of many vari-
ables that may have low predictive power, there are a number of drawbacks. There
is not a clear way to assign a probability to the assignment of a class, in this case
the probability that a piece of land will come under use for agriculture. Another tool
for prediction that is relatively robust and can capture highly non-linear responses is
neural networks [40]. These models have the advantage that the output is a probability,
rather than just an assignment to a class. This is particularly relevant in this context,
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Figure 3.5: Predictions for new crop areas.
Figure 3.6: The left and middle panels show incorrect predictions, and the right panel
shows correct predictions for new crop areas. Areas are increased in size for visibility.
as the probability of being brought into agriculture overall is quite low, meaning that
assignment to the class that predicts coming into agriculture will often be wrong, or
the class will almost never be predicted. Having a probability assignment for each land
parcel can give a better sense of the geographic distribution of where land is likely to
be converted to agricultural use.
The neural network architecture is pictured in Figure 3.7. There are sixteen inputs:
longitude, latitude, elevation, seven bands of Landsat, mean temperature, mean pre-
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Figure 3.7: Architecture of the neural network. There are 16 inputs, three hidden layers
of 13 nodes each, and one class prediction.
cipitation, temperature change 1981-2015, precipitation 1981-2015, slope, and distance
from a water body. There are then three hidden layers with thirteen nodes each, and
then only one class to be predicted.
The average effect that each variable has on the prediction is shown in Figure 3.9.
This is constructed by sweeping over the range of the variable and matching each value
to an actual observation for the other variables. I then run a local linear regression to
get the average effect. However, these average responses mask the highly non-linear
interactions produced by the model. For certain values of combinations of parameters,
nearly every value of every variable can produce a probability near 0 or near 1, and
will do so in the data given the number of data points in the sample. However, some
of the plots are quite useful for interpretation. In this area of the upper Midwest, the
clearest influence is from changes in longitude and latitude. Going from east to west
and north to south, the probability increases quite substantially. Some of the Landsat
bands are similarly influential, in particular bands 3 and 4, which are the relevant
bands for calculating the NDVI. The climate variables do not seem to play a large role
o average, but there are likely to be strong interactions with latitude, as this will be
highly correlated.
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Figure 3.8: Predictions for new crop areas by the neural network.
73
Figure 3.9: Average change in prediction for a change in each variable.
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Figure 3.10: Average change in prediction for a change in each variable with longitude




The geographic variables that are clearly relevant for agriculture are strongly predictive
of future agricultural expansion. Variables that relate to current land use are also quite
predictive. These variables can capture something about the productivity of the land,
as well as places consisting of cities or other land uses that are not easily displaced.
Another interesting exercise is to run the model without the longitude and latitude
variables. While these are very predictive variables, they are not capturing agronom-
ically relevant information in the same way that some of the other variables are able
to. These variables will also be very correlated with the weather variables, potentially
masking their importance. The results of the model without longitude and latitude are
captured in Figure 3.10. As expected, the climate variables that capture the averages
now make larger differences in the probabilities, but overall the model looks fairly sim-
ilar. The changes in climate over the past 30 years appear to make very little difference
to the probability on average.
Connection to Economic Decisions
This analysis has ignored the economic considerations that underlie the decision to
convert land to use for agriculture. Many papers have considered this topic [57;53], and
the way this can be expected to be impacted by climate change [44;49;18]. However, data
on agricultural land values are generally only available at aggregate spatial resolutions.
To overcome this limitation, agronomic models such as GAEZ are often used to fill
this gap. This model estimates potential yields for various crops both on lands that
currently grow crops and areas not currently under production. While such models are
very useful for comparing yields across the globe, it also cannot assess the full scope of
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options that any piece of land can be used for. The closest attempt to predict a similar
outcome is made by Kurukulasuriya and Mendelsohn [37] who predict crop choices of
African farmers. They employ a logit model to determine the Agro-Ecological Zone,
then determine crop choice based on the predicted Zone.
The utility of the different model types will depend on the goal of the user. For
policy changes that affect the marginal cost of bringing a parcel of land into agricultural
use, estimates of the value of the land in agriculture would be necessary. However, to the
extent that the broad rules of the system stay the same over the longer run, a prediction
model based on past data will more accurately predict the areas used for agriculture in
the future. While it cannot provide causal estimates of how temperatures affect land
decision choices, it can provide some evidence as to how changing temperatures will
affect predictions of where crops are grown.
3.5 Conclusion
A model has been developed to predict the areas in the United States that are likely
to be converted to agriculture. The model developed here could be extended around
the world to the extent that the relevant data on crop locations is available. While
this data is generally available, it is not always available at a yearly time scale [52;48].
However, this data should become more available as satellite detection of croplands
improve. To the extent that yield data also becomes more available [41], yields on new
lands may also become more predictable.
The model could be used to develop counterfactuals under different climate change
scenarios and give an idea of the scope for adaptation in the food production system
through shifts in growing areas around the world. Similar models have been developed
elsewhere, but usually with layers of complexity between the physical reality and the
land use decision. This model attempts to connect in as direct a way possible the
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physical and social characteristics to the decision to use a land parcel for agriculture.
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Simulations for aggregation
Here, I run simulations under different assumptions about the relationship between the
variables in the first stage. First, as a baseline, I assume that the instrument, z, affects
the endogenous variable, x, only on the contemporaneous day. I take the following
three approaches to estimate the effect of x on the outcome, y:
1. Aggregate both x and z, then estimate using 2SLS
2. Run the first stage at the disaggregated level, then aggregate the predicted values,
and use this as the instrument
3. Run the first stage at the disaggregated level, then aggregate the predicted values,
and regress directly on the predicted values
The data generating process is described by the equations in 2.
zt ∼ N (0, 1)
xt = zt + ut + εt, εt ∼ N (0, 1), ut ∼ N (0, 1)
yT = 2xT + uT + vT , vT ∼ N (0, 0.5)
(2)




n is the number of periods (days) being aggregated and N is the number of aggregate
periods (years).
Approaches 1 and 2 result in the same estimates in the simple setup. The resulting
estimated coefficients and standard errors are shown in figure 1. In the given model,
the empirical standard error is smaller until about 75 aggregate periods (with n = 365)
of data are accumulated. Intuitively, when only a small number of years are available,
the first stage estimate can be highly unreliable, whereas it can be well estimated using
the daily data. The bias in the estimate is somewhat larger, but the added precision is
substantial for small samples.
Next, I consider a situation where the endogenous variable is related to the instru-
ment, but at a lag. In particular, let
xt = zt−10 + ut (3)
with the other variables defined as before. In this case, some decisions must be
made in order to run the regressions with the aggregated variables. In the best case,
the zi could be aggregated with a shift of 10 periods, such that zT =
n−10∑
t=−9
zt. If this is
feasible, then the results will follow exactly as the above scenario. However, this may
not always be feasible. In particular, if xt actually depends on multiple lags of zt, then
zT would need to be defined over a wider time frame that xT . This is often avoided in
practice, as it is more natural to aggregate all variables to the same level. Supposing
that all variables are aggregated in the same way, xT will need to be instrumented by
zT and zT−1 for the aggregate IV (supposing that n > 10).
Simulations of this case are summarized in figure 2. The estimates are displayed for
all 3 of the previous approaches, as well as one which is misspecified but may occur in
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Figure 1: Simulated estimates for an endogenous regressor.
practice, where the lagged instrument is not included. Here again, with a small number
of years, running the first stage at the daily level then using the aggregated predicted
value has the lowest standard error. However, with many years of data, this approach
has the largest standard error, though similar convergence behavior. Running the first
stage at the daily level then using the aggregated predicted values as an instrument
for the aggregate endogenous variable has the lowest standard error with many time
periods, indicating that exploiting the daily structure of the relationship can add value
when aggregation is not perfect. Here, misspecifying the aggregate lag structure is not
very consequential over long time periods, but can cause problems with a small number
of years. This becomes more of a concern when the period of aggregation is shorter,
relative to the lag length.
The next case is a panel setup with multiple countries experiencing the same data
generating process. While conceptually not very different from the one country case,
it will most closely approximate the empirical setup in section 1.3. Figure 3 shows
how the results change as both the number of years and the number of countries vary.
As expected, increasing either the number of countries or the number of years has the
same effect as increasing the number of years in the above model. The model used in
the empirical section is to use the daily first stage to generate instruments, which are
then aggregated to run the final IV.
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Figure 2: Simulated estimates for an endogenous regressor with lagged instrument.
Figure 3: Simulated estimates for an endogenous regressor with lagged instrument
across multiple countries.
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Additional Tables and Figures
(1) (2) (3) (4) (5) (6)
VARIABLES L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD
L0 pred AOD 0.182*** 0.217*** 0.162*** 0.147*** 0.110*** 0.121***
(0.032) (0.032) (0.032) (0.032) (0.034) (0.035)
L1 pred AOD -0.175*** -0.101*** -0.118*** -0.100*** -0.068*
(0.032) (0.032) (0.033) (0.034) (0.036)
L2 pred AOD -0.252*** -0.220*** -0.228*** -0.236***
(0.031) (0.033) (0.034) (0.035)
L3 pred AOD -0.004 0.013 0.007
(0.033) (0.035) (0.036)
L4 pred AOD -0.062* -0.073**
(0.034) (0.036)
L5 pred AOD 0.008
(0.035)
Observations 735 714 693 672 651 630
R-squared 0.924 0.929 0.936 0.937 0.938 0.940
Cragg-Donald F-Stat 32.7 0.3 5.4 0.2 1.6 5.7
country FE X X X X X X
country quad trend X X X X X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 1: Country-level first-stage regression for the statistical IV approach over the
inclusion of up to 5 lags.
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(1) (2) (3) (4) (5) (6)
VARIABLES L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD
L0 pred AOD 0.134*** 0.169*** 0.164*** 0.167*** 0.173*** 0.171***
(0.010) (0.011) (0.011) (0.011) (0.012) (0.012)
L1 pred AOD -0.002 -0.012 -0.016 -0.017 -0.025**
(0.010) (0.011) (0.011) (0.011) (0.012)
L2 pred AOD -0.004 -0.008 -0.008 -0.012
(0.011) (0.011) (0.011) (0.011)
L3 pred AOD -0.023** -0.031*** -0.033***
(0.011) (0.011) (0.011)
L4 pred AOD -0.017 -0.020*
(0.011) (0.012)
L5 pred AOD 0.001
(0.011)
Observations 735 714 693 672 651 630
R-squared 0.937 0.944 0.945 0.949 0.949 0.951
Cragg-Donald F-Stat 179.2 76.3 27.6 18.7 14.1 13.3
country FE X X X X X X
country quad trend X X X X X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 2: Country-level first-stage regression for the wind-driven approach over the
inclusion of up to 5 lags.
Figure 4: Response of temperature on the Togo coast to a 1 unit increase in AOD over
the Bodélé depression.
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(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
VARIABLES L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD L0 AOD
L0 pred AOD 0.134*** 0.169*** 0.164*** 0.167*** 0.173*** 0.171*** 0.173*** 0.173*** 0.171*** 0.168*** 0.167***
(0.010) (0.011) (0.011) (0.011) (0.012) (0.012) (0.012) (0.013) (0.014) (0.014) (0.015)
L1 pred AOD -0.002 -0.012 -0.016 -0.017 -0.025** -0.026** -0.033*** -0.027** -0.018 -0.009
(0.010) (0.011) (0.011) (0.011) (0.012) (0.012) (0.013) (0.013) (0.014) (0.015)
L2 pred AOD -0.004 -0.008 -0.008 -0.012 -0.030** -0.028** -0.024* -0.020 -0.013
(0.011) (0.011) (0.011) (0.011) (0.013) (0.013) (0.013) (0.014) (0.015)
L3 pred AOD -0.023** -0.031*** -0.033*** -0.031*** -0.038*** -0.033** -0.027** -0.015
(0.011) (0.011) (0.011) (0.012) (0.013) (0.013) (0.014) (0.015)
L4 pred AOD -0.017 -0.020* -0.027** -0.030** -0.055*** -0.059*** -0.052***
(0.011) (0.012) (0.012) (0.013) (0.014) (0.014) (0.015)
L5 pred AOD 0.001 -0.000 -0.002 0.001 -0.009 -0.001
(0.011) (0.012) (0.013) (0.013) (0.014) (0.015)
L6 pred AOD -0.034*** -0.039*** -0.045*** -0.039*** -0.054***
(0.012) (0.013) (0.013) (0.014) (0.015)
L7 pred AOD -0.001 -0.002 0.001 0.009
(0.013) (0.014) (0.015) (0.016)
L8 pred AOD -0.025* -0.003 -0.003
(0.014) (0.016) (0.017)
L9 pred AOD 0.008 0.019
(0.014) (0.016)
L10 pred AOD -0.006
(0.015)
Observations 735 714 693 672 651 630 609 588 567 546 525
R-squared 0.937 0.944 0.945 0.949 0.949 0.951 0.951 0.952 0.953 0.955 0.954
F-Stat 171.1 128.7 77.8 61.2 42.9 35.9 32.3 28.8 27.2 22.1 19.2
country FE X X X X X X X X X X X
country quad trend X X X X X X X X X X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 3: First stage regression for the wind-driven model. Country-year AOD regressed
on lags of predicted AOD at the country-year level for up to 10 lags.
Figure 5: Response of precipitation on the Togo coast to a 1 unit increase in AOD over
the Bodélé depression.
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(1) (2) (3) (4)
VARIABLES Henderson Penn Maddison WDI
AOD -0.587 -4.054 -2.762** -3.548**
(0.587) (2.579) (1.366) (1.581)
Observations 401 714 714 606
R-squared 0.272 0.054 0.113 0.117
country FE X X X X
country quad trend X X X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 4: Estimates of contemporaneous dust exposure on growth in each dataset. AOD
is instrumented using the aggregated values from the statistical IV model.
(1) (2) (3) (4)
VARIABLES Henderson Penn Maddison WDI
AOD 0.248 -0.849 -1.810** -1.380**
(0.669) (1.235) (0.713) (0.667)
Observations 401 714 714 810
R-squared 0.262 0.130 0.170 0.236
country FE X X X X
country quad trend X X X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 5: Estimates of contemporaneous dust exposure on growth in each dataset. AOD
is instrumented using the aggregated values from the wind-driven model.
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Figure 6: Measured population-weighted AOD over West African countries, net of
country fixed effects.
Figure 7: Log of average cereal yields in West African countries, net of country fixed
effects.
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Figure 8: Mean AOD over 1980-2016 at each cluster in the DHS data. Clusters are
located to be nationally representative.
(1) (2) (3) (4)
VARIABLES Henderson Penn Maddison WDI
AOD -1.705** -0.822 -1.096 -0.542
(0.842) (1.269) (0.709) (0.688)
lag AOD -3.050*** -2.545* -0.750 -0.147
(1.070) (1.435) (0.796) (0.777)
Observations 380 680 680 776
R-squared 0.037 0.071 0.131 0.154
Country FE X X X X
Country quadratic time trend X X X X
Contemporaneous + 1 Lag
Estimate -4.754 -3.367 -1.846 -0.689
Std. err. 1.706 2.265 1.262 1.224
p-value 0.006 0.138 0.144 0.574
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 6: Estimates including contemporaneous and 1 lag of dust exposure. AOD is
instrumented using the aggregated values from the wind-driven model, including only
a linear country-specific trend.
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(1) (2) (3) (4)
VARIABLES Henderson Penn Maddison WDI
dry season Bodélé AOD -0.133 -0.190 -0.042 -0.086
(0.152) (0.136) (0.077) (0.084)
lag dry season Bodélé AOD -0.240** -0.190 -0.223*** -0.177**
(0.104) (0.132) (0.074) (0.074)
Observations 380 680 680 776
R-squared 0.313 0.105 0.160 0.169
Country FE X X X X
Country quadratic time trend X X X X
Contemporaneous + 1 Lag
Estimate -0.373 -0.380 -0.265 -0.263
Std. err. 0.167 0.132 0.081 0.084
p-value 0.026 0.004 0.001 0.002
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 7: Reduced-form estimates of growth on dry-season Bodélé dust. Estimates
including contemporaneous and 1 lag of dust exposure.
(1) (2) (3) (4)
VARIABLES Henderson Penn Maddison WDI
wet season Bodélé AOD 0.027 0.023 0.020 0.031
(0.112) (0.066) (0.033) (0.029)
lag wet season Bodélé AOD -0.039 -0.073 -0.104*** -0.133***
(0.073) (0.071) (0.035) (0.038)
Observations 380 680 680 776
R-squared 0.300 0.099 0.156 0.173
Country FE X X X X
Country quadratic time trend X X X X
Contemporaneous + 1 Lag
Estimate -0.012 -0.050 -0.084 -0.102
Std. err. 0.133 0.089 0.043 0.043
p-value 0.929 0.575 0.053 0.016
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 8: Reduced-form estimates of growth on wet-season Bodélé dust. Estimates
including contemporaneous and 1 lag of dust exposure.
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(1) (2) (3) (4)
VARIABLES Henderson Penn Maddison WDI
Wet season AOD 5.705 -11.026 -2.015 -3.204
(18.087) (17.296) (5.111) (4.916)
Lag wet season AOD 3.801 0.290 1.085 2.022
(3.861) (4.145) (1.420) (1.443)
Observations 401 714 714 810
R-squared -0.419 -0.382 0.130 0.068
Country FE X X X X
Country quadratic time trend X X X X
Contemporaneous + 1 Lag
Estimate 9.505 -10.736 -0.930 -1.183
Std. err. 19.230 19.765 5.071 4.843
p-value 0.621 0.587 0.855 0.807
First stage F-stat 0.121 0.542 1.134 1.513
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 9: Reduced-form estimates of growth on wet-season Bodélé dust. Estimates
including contemporaneous and 1 lag of dust exposure.
Figure 9: Effect of dust exposure on GDP growth over 5 years of leads, estimated using
the wind-driven model. Each graph uses a different GDP estimate: (a) Henderson
et al. [27] growth estimate, (b) Penn World Tables, (c) Maddison database, (d) World
Development Indicators. The leads can provide placebo tests to ensure that trends in
growth are not driving the results.
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(1) (2) (3) (4)
VARIABLES Henderson Penn Maddison WDI
F1 AOD -3.819 -2.347 1.235 0.984
(6.232) (2.239) (1.314) (1.194)
F2 AOD -0.308 0.384 1.303 0.285
(2.166) (1.810) (0.991) (0.934)
F3 AOD 3.233 0.549 1.908* 1.569*
(6.242) (1.793) (0.995) (0.926)
F4 AOD 4.084 -0.581 1.019 0.840
(7.989) (1.677) (0.905) (0.862)
F5 AOD 2.539 -0.810 0.065 0.159
(4.682) (1.667) (0.907) (0.839)
Observations 318 609 609 690
R-squared -0.323 0.084 0.232 0.316
Country FE X X X X
Country quadratic time trend X X X X
Sum of all leads
Estimate 5.729 -2.806 5.529 3.836
Std. err. 14.135 4.759 2.838 2.587
p-value 0.686 0.556 0.052 0.139
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 10: Estimates corresponding to Figure 9, using yearly leads of dry-season dust





VARIABLES to age 5
Dust x male -0.571***
(0.124)








Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 11: Estimated effect on survival to age 5 from a one standard-deviation increase in
dust at month of birth by gender. Dust exposure is instrumented using the wind-driven
model.




Probability of Survival Probability of Survival
VARIABLES to age 5 to age 5
Bod dust x Dry -0.109***
(0.0374)






cluster FE X X
year FE X X
MOY FE X X
country-year trend X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 12: Column 1 shows the results for the statistical IV model for the dry season.
Effects are the percentage point change in survival per monthly standard deviation in
dust exposure. Column 2 regresses survival on Bodélé dust directly. The wet season
(May-September) provides a placebo test since the winds blow the dust away from the
study region during this time.
(1) (2) (3) (4) (5) (6)
VARIABLES Cassava Cowpeas Groundnuts Maize Millet Sorghum
AOD -4.298 -7.850 -12.010*** 5.936 -8.217 -9.311**
(3.476) (7.675) (4.589) (5.195) (5.312) (4.424)
Observations 451 218 490 455 455 455
R-squared 0.926 0.742 0.653 0.571 0.723 0.789
country FE X X X X X X
country quad trend X X X X X X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 13: Estimates including contemporaneous dust exposure. Estimates are the per-
centage change in yield for a 1 standard deviation increase in dry season dust exposure.
Dust exposure is instrumented using the aggregated values from the statistical model.
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(1) (2) (3) (4) (5) (6)
VARIABLES millet millet cowpeas cowpeas sorghum sorghum
AOD -0.175 -0.153 -2.166 -0.470 0.196 -0.599
(0.196) (0.126) (1.339) (0.360) (0.387) (0.370)
Observations 2,092 1,086 922 396 782 348
R-squared 0.935 0.991 0.943 0.994 0.723 0.993
year FE X X X X X X
region FE X X X
household FE X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 14: Effect of dust on log yields for the three most common crops using predicted
dust exposure. The regression is weighted by production. Only plots where the reported
area worked matches GPS measurements are included.
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Appendix to Chapter 2
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Additional Tables and Figures
(1) (2) (3)
VARIABLES Ghana Senegal Burkina Faso




Observations 1,612,174 1,272,466 3,123,562
R-squared 0.858 0.397 0.721
Year FE X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 15: First stage regression for regional migration results. Columns are for Ghana,
Senegal, and Burkina Faso.
Figure 11: Population-weighted mean temperature by year.
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Figure 12: Population-weighted mean precipitation by year.
Figure 13: Population-weighted mean dust exposure during the dry season by year.
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(1) (2) (3)
VARIABLES Ghana Senegal Burkina Faso
Observations 1,612,174 1,272,466 2,348,499
R-squared 0.988 0.507 0.750
Destination FE X X X
Year FE X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 16: First stage regression for regional migration results. Columns are for Ghana,
Senegal, and Burkina Faso.
(1) (2) (3) (4)
VARIABLES Dust exposure Dust exposure Dust exposure Dust exposure
Transported Dust 62.974*** 64.158*** 40.464*** 62.473***
(4.679) (4.592) (5.167) (3.944)
Observations 509 509 509 509
R-squared 0.970 0.971 0.980 0.980
Origin FE X X X X




Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 17: First-stage regressions at the country level.
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(1) (2)
VARIABLES Migration rate Migration rate
Benin x Dust -2.014 -32.941
(28.230) (38.749)
Burkina Faso x Dust 1.198 -46.840
(33.872) (48.769)
Cameroon x Dust 0.498 -69.474
(119.038) (144.575)
Central African Republic x Dust -0.394 34.139
(353.982) (400.811)
Chad x Dust 2.267 -3.473
(72.099) (78.482)
Congo x Dust 4.642 -333.305
(699.348) (868.099)
Equatorial Guinea x Dust -12.079 -42.130
(257.908) (302.846)
Gabon x Dust -0.961 -212.739
(393.166) (505.069)
Gambia x Dust -0.622 -44.603
(54.574) (65.833)
Ghana x Dust 4.137 -38.445
(54.539) (67.574)
Guinea x Dust -1.880 -58.229
(57.370) (80.460)
Guinea-Bissau x Dust 13.165 -17.050
(50.447) (59.907)
Liberia x Dust -316.867*** -373.699***
(70.600) (85.689)
Mauritania x Dust 1.463 -15.838
(27.695) (29.642)
Morocco x Dust 1.192 -125.524
(123.112) (165.352)
Niger x Dust -7.969 -46.368
(25.663) (40.275)
Nigeria x Dust -6.888 -45.575
(24.698) (39.588)
Sierra Leone x Dust -126.582* -171.110**
(69.180) (84.917)
Togo x Dust -3.368 -38.600
(38.466) (49.464)




Origin FE X X
Destination FE X X
Year trend X
First stage F-stat 0.182 0.118
Year FE X
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 18: Change in number of migrants by country.
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(1) (2) (3)
VARIABLES Ghana Senegal Burkina Faso
Dust Exposure (5 year mean) 0.021 0.206
(0.024) (0.418)
Temperature -0.017 0.078 0.001
(0.011) (0.098) (0.002)




Observations 1,612,174 1,272,466 3,123,562
R-squared -0.004 -0.171 0.001
Year FE X X X
First stage F-stat 1.806 0.839 34.41
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 19: Change in migration probability. Columns are for Ghana, Senegal, and
Burkina Faso.
(1) (2)
VARIABLES Senegal Burkina Faso










Destination FE X X
Year FE X X
First stage F-stat 0.679 63.75
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 20: Change in migration probability. Regressions include region of destination
fixed effects. Columns are for Ghana, Senegal, and Burkina Faso.
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(1) (2) (3) (4) (5) (6)
VARIABLES 0 Lag 1 Lag 2 Lag 3 Lag 4 Lag 5 Lag
Dust Exposure 0.015 0.014 0.970 -0.285 -0.027 0.013
(0.017) (0.013) (93.099) (1.590) (0.053) (0.012)
Temperature 0.108 -0.057 -1.720 -1.475 -0.155 0.027
(0.103) (0.037) (164.317) (8.312) (0.343) (0.037)
Precipitation -0.036 -0.571 -41.646 -2.246 0.227 -0.196
(0.050) (0.398) (3,987.163) (12.803) (0.377) (0.121)
Observations 1,612,174 1,612,174 1,612,174 1,612,174 1,612,174 1,612,174
R-squared -0.004 -0.005 -52.832 -0.868 -0.013 0.001
Year FE X X X X X X
First stage F-stat 1.846 2.081 0.000110 0.0308 0.487 3.747
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 21: Ghana- Change in migration probability for various lags.
(1) (2) (3) (4) (5) (6)
VARIABLES 0 Lag 1 Lag 2 Lag 3 Lag 4 Lag 5 Lag
Dust Exposure -0.026 -0.091 0.104 0.044 0.016 -0.072
(0.133) (0.171) (0.211) (0.079) (0.029) (0.090)
Temperature 0.044* 0.066 0.077 0.054 0.037** -0.017
(0.022) (0.090) (0.092) (0.034) (0.016) (0.066)
Precipitation 0.496* -0.305 0.162 -0.249* 0.563* 0.014
(0.282) (0.954) (0.259) (0.142) (0.297) (0.027)
Observations 1,272,466 1,272,466 1,272,466 1,272,466 1,272,466 1,272,466
R-squared 0.016 -0.024 -0.037 0.011 0.012 -0.007
Year FE X X X X X X
First stage F-stat 1.779 2.889 2.564 6.878 11.36 42.43
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 22: Senegal- Change in migration probability for various lags.
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(1) (2) (3) (4) (5) (6)
VARIABLES 0 Lag 1 Lag 2 Lag 3 Lag 4 Lag 5 Lag
Dust Exposure -0.012 -0.001 0.002 -0.001 -0.001 0.001
(0.045) (0.001) (0.008) (0.001) (0.003) (0.003)
Temperature 0.004 0.002 0.007 -0.000 0.001 0.005
(0.007) (0.002) (0.022) (0.003) (0.005) (0.003)
Precipitation 0.018 0.007 -0.002 -0.001 -0.002 0.001
(0.062) (0.006) (0.008) (0.001) (0.002) (0.003)
Observations 3,123,562 3,123,562 3,123,562 3,123,562 3,123,562 2,348,499
R-squared -0.019 0.001 0.000 0.001 0.001 -0.000
Year FE X X X X X X
First stage F-stat 0.0423 6.532 1.467 4.448 0.442 1.303
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 23: Burkina Faso- Change in migration probability for various lags.
(1) (2) (3)
VARIABLES Ghana Senegal Burkina Faso
Dust Exposure (5 year mean) 0.003 -0.016
(0.002) (0.015)
Temperature -0.012** 0.028** 0.001
(0.004) (0.011) (0.002)




Observations 1,612,174 1,272,466 3,123,562
R-squared 0.001 0.011 0.001
Year FE X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 24: Change in migration probability, OLS results.
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(1) (2) (3)
VARIABLES Ghana Senegal Burkina Faso
Temperature -0.294 -0.014 0.005
(0.477) (0.022) (0.026)
Precipitation -0.590 -0.650 -0.045
(3.690) (0.405) (0.161)
Observations 1,612,174 1,272,466 2,348,499
R-squared 0.028 0.041 0.001
Destination FE X X X
Year FE X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 25: Change in migration probability. Regressions include region of destination
fixed effects. Columns are for Ghana, Senegal, and Burkina Faso.
(1) (2) (3)
VARIABLES Ghana Senegal Burkina Faso
Dust Exposure (5 year mean) -0.013 -0.012
(0.186) (0.018)
Temperature -0.290 -0.015 0.004
(0.480) (0.022) (0.027)




Observations 1,612,174 1,272,466 2,348,499
R-squared 0.028 0.042 0.001
Country FE X X X
Year FE X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 26: Change in migration probability, OLS results. Regressions include region of
destination fixed effects. Columns are for Ghana, Senegal, and Burkina Faso.
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(1) (2) (3)
VARIABLES Ghana Senegal Burkina Faso
Dust Exposure (5 year mean) 0.029 0.002
(0.037) (0.015)
Temperature -0.116 -0.012 0.005
(0.528) (0.025) (0.027)




Observations 1,612,174 1,272,466 2,348,499
R-squared 0.045 0.041 0.001
Destination FE X X X
Year FE X X X
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 27: Change in migration probability, using estimated transported dust directly.
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