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SUMMARY
Numerical optimal transport is an important area of research, but most problems are too
large and complex for easy computation. Because continuous transport problems are gen-
erally solved by conversion to either discrete or semi-discrete forms, I focused on methods
for those two.
I developed a discrete algorithm specifically for fast approximation with controlled
error bounds: the general auction method. It works directly on real-valued transport prob-
lems, with guaranteed termination and a priori error bounds.
I also developed the boundary method for semi-discrete transport. It works on unaltered
ground cost functions, rapidly identifying locations in the continuous space where transport
destinations change. Because the method computes over region boundaries, rather than the
entire continuous space, it reduces the effective dimension of the discretization.
The general auction is the first relaxation method designed for compatibility with real-
valued costs and weights. The boundary method is the first transport technique designed
explicitly around the semi-discrete problem and the first to use the shift characterization to
reduce dimensionality. No truly comparable methods exist.
The general auction and boundary method are able to solve many transport problems
that are intractable using other approaches. Even where other solution methods exist, my




Mass transport is the process of moving density, or “weight,” from one metric space to
another. The expense of moving these weights is computed using a ground cost function.
The total expense over the entire product space is the transport cost. Optimal transport
is the process of determining the lowest possible transport cost. Optimal transport costs
constitute a distance, known as the Wasserstein distance.
Computing optimal mass transport is important. Transport equations have promising
applications in medicine, economics, computer science, physics, and multiple engineering
disciplines. For this reason, numerical approaches to the transport problem have received
considerable attention over the last thirty years. Active, dedicated research groups are
working in multiple countries.
Solutions to transport problems are difficult to compute. When attacked naively, com-
putation is slow, expensive, and unstable. To date, computational successes have been
largely restricted to problems with well-behaved metrics and specialized cost functions,
either the squared or regularized Euclidean distance. Even the simplest three-dimensional
problems require high-powered equipment and specialized techniques. Specialized ap-
proaches to the discrete problem have been shown to scale super-cubically with respect to
the number of nodes. Specialized approaches to the continuous problem must satisfy re-
strictive well-posedness conditions, requiring regularization for most applications, and they
still appear to scale quadratically or worse with respect to the total size of the discretization.
Key challenges identified in numerical optimal transport are:
(a) numerical methods capable of handling general ground costs,
(b) efficient computation of Wasserstein distances, and
(c) general techniques for solving three (or higher) dimensional problems.
1
Whether or not a transport problem is continuous, current approaches discretize at least
one space, solving problems that are either semi-discrete or fully discrete. For that reason,
I concentrated my research on discrete and semi-discrete optimal transport.
I created the general auction for discrete transport. Auction algorithms are intuitively
based on real-world sales auctions, but they depended on integral assignment problems.
Without integral ground costs, convergence is not guaranteed, and without integral weights,
computation cannot be performed at all. When weights are not unitary, the problem must
be expanded, greatly impacting speed and storage. My general auction algorithm is based
directly on the real-valued transport problem, and guarantees convergence for such data. It
allows one to quickly and accurately approximate solutions for optimal transport, particu-
larly when the ground cost is a distance.
I also created the boundary method for semi-discrete transport. By an innovative appli-
cation of the shift characterization developed by Rüschendorf and Uckelmann, I am able to
solve problems with arbitrary cost functions. Rather than approximate the entire transport
plan, the boundary method identifies region boundaries and uses relationships between the
adjacent regions to obtain the necessary information. This reduces the dimension of the
transport problem, enabling faster computation.
As I will show, both methods are able to handle general ground costs. They efficiently
compute the Wasserstein distance when it has a closed-form expression. They have also
been applied successfully to both two and three-dimensional problems, and display every
indication of generalizing to arbitrarily high dimensions. Even with complicated irrational
data, during testing the scaling of the general auction was no worse than O(N3), where N
is the number of nodes. The boundary method was able to solve semi-discrete problems in
Rd × Rd with complexity scaling equal to O(W d−1 logW ), where W is the width of the
discretization. Since the total size of the discretization is N = W d, this is equivalent to
O(N1−1/d logN).
2
Chapters 2 and 3 provide background from the transport literature. In Chapter 2, I
describe the continuous and discrete transport problems in detail, give a brief overview
of existing analytical results and numerical methods, and describe applications receiving
active research. Chapter 3 gives a detailed description of the auction methods for optimal
transport that are described in the literature.
Chapters 4 and 5 present my original work and demonstrate its significance. In Chap-
ter 4, I explain the general auction method I created and provide mathematical support,
including proof of convergence for real-valued costs and weights. I also offer numerical
results, comparing the general auction to existing methods for integral-valued data, and
providing scaling results when the general auction is applied to real-valued data.
Chapter 5 begins by defining the semi-discrete transport problem and describing the
boundary method. It supports the method with mathematical proof, including proof of
convergence with respect to the Wasserstein distance. Extensive numerical results show
the generality and overall effectiveness of the method.
Finally, Chapter 6 offers conclusions based on the results I obtained. It summarizes
what has been accomplished, describes what remains to be done, and outlines some direc-




The theory of optimal transport dates back to the work by Monge in 1781 [86]. In the
1940s, Kantorovich’s papers [71, 72] relaxed Monge’s requirement that no mass be split,
creating what is now known as the Monge-Kantorovich problem.
Transport problems are characterized in two fundamentally different ways, based on
whether the problem is continuous or discrete. The continuous problem must be embedded
in two metric spaces (X, µ) and (Y, ν), and there must be a ground cost function estab-
lishing a distance between every pair of points x ∈ X and y ∈ Y . The discrete problem
requires no such embedding, and not every pair needs to be related.
The two problems are not directly related: not every problem is continuous, and not
every discrete problem relates all points in the context of a complete embedding. However,
the two can be related — for example, when a continuous problem is discretized — so there
are distinct advantages to considering both. I describe continuous and discrete transport as
distinct, separate entities, but Remark 2.2.1 considers how they may be related.
2.1 The continuous transport problem
I use Kantorovich’s relaxed problem as the basis for the definition of continuous optimal
transport.
2.1.1 The Monge-Kantorovich problem
Definition 2.1.1 (Monge-Kantorovich). Let X, Y ⊆ Rd, and let µ and ν be probability
densities defined on X and Y , and let c(x, y) : X × Y → R be a measurable ground cost
4
function. Define the set of transport plans
Π(µ, ν) :=
 π ∈ P(X × Y )
∣∣∣∣∣∣ π[A× Y ] = µ[A], π[X ×B] = ν[B] ,∀ meas. A ⊆ X, B ⊆ Y
, (2.1.1)
where P(X×Y ) is the set of probability measures on the product space. Define the primal




c(x, y) dπ(x, y). (2.1.2)
The Monge-Kantorovich problem is to find the optimal primal cost
P ∗ := inf
π∈Π(µ, ν)
P (π), (2.1.3)
and an associated optimal transport plan
π∗ := arg inf
π∈Π(µ, ν)
P (π). (2.1.4)
2.1.2 The dual Monge-Kantorovich problem
Kantorovich also identified the problem’s dual formulation.
Definition 2.1.2 (Dual Monge-Kantorovich). Define the set of functions
Φc(µ, ν) :=
 (ϕ, ψ) ∈ L1(dµ)× L1(dν)
∣∣∣∣∣∣ ϕ(x) + ψ(y) ≤ c(x, y) ,dµ a.e. x ∈ X, dν a.e. y ∈ Y
. (2.1.5)













and an optimal dual pair is given by
(ϕ∗, ψ∗) := arg sup
(ϕ,ψ)∈Φc(µ, ν)
D(ϕ, ψ). (2.1.8)
For a given ground cost function c, solutions to Monge-Kantorovich problems are re-
lated to the Wasserstein metric, a distance between probability distributions:




c(x, y)p dπ(x, y)
)1/p
. (2.1.9)
For any given µ, ν, and c, we have W1(µ, ν) = P ∗ = D∗. Hence, we may refer to any of
these as the Wasserstein distance, the optimal transport cost, or simply the optimal cost.
Remark 2.1.3. Wp(µ, ν) is often written as Wp, with µ and ν implied. Furthermore,
as Equation (2.1.9) makes clear, Wp(µ, ν) always depends on the ground cost function
c(x, y). In the literature, W1 is sometimes used as a default notation when the ground cost
is given by the Euclidean distance ‖x − y‖2 (e.g., see [76]), and W 22 is occasionally used
to indicate that the ground cost is the squared-Euclidean distance ‖x− y‖22.
2.1.3 The Monge problem
Definition 2.1.4 (Monge). In certain cases, there exists at least one solution to the semi-
discrete Monge-Kantorovich problem that does not split transported masses. In other
words, there exists some π∗ such that
π∗(x, y) = π∗T∗(x, y) := µ(x) δ[y = T
∗(x)], (2.1.10)
6
where T ∗ : X → Y is a measurable map, which we call the optimal transport map. When
such a π∗ exists, we say that the solution also satisfies the Monge problem.
If the Monge problem has a solution, we can assume without loss of generality that
every π ∈ Π(µ, ν) satisfies
π(x, y) = πT (x, y) := µ(x) δ[y = T (x)], (2.1.11)




c(x, T (x)) dµ(x). (2.1.12)
2.2 The discrete transport problem
The discrete transport problem is a linear programming problem, and so it has a dual for-
mulation and a complementary slackness condition. These are both given below.
It is possible to define the discrete transport problem as a special case of the problem
given in Section 2.1. However, there are advantages to defining a different, more general
discrete problem. In particular, describing discrete optimal transport as a maximization
problem improves compatibility with the form used in the numerical literature. We will
consider a distinct discrete problem, defined below, which complements the continuous
form defined in Section 2.1. Remark 2.2.1 describes how the two problems are related.
2.2.1 Discrete transport
Consider the discrete transport problem, T which we will define as follows:
Suppose we are given a demand vector {di}Mi=1 and a supply vector {sj}
N
j=1, whose






sj = L > 0. (2.2.1)
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We refer toL as the total weight of the transport problem. In the underlying transport graph,
the vertex i associated with demand coefficient di is a sink, and the vertex j associated with
supply coefficient sj is a source.
Furthermore, suppose for each i we are given the nonempty set
A(i) := { j ∈ Nn | ∃ an arc connecting j to i }. (2.2.2)
Then the set of all possible transport pairs is equal to
A := { (i, j) | j ∈ A(i), i = 1, . . . , n }. (2.2.3)
Thus, A is the set of arcs of the underlying transport graph, which has M +N vertices and
|A| ≤MN arcs. Without loss of generality, assume M ≥ N .







{ j | j∈A(i) }
fij = di ∀ i = 1, . . . , M, (2.2.4b)
∑
{ i | j∈A(i) }
fij = sj ∀ j = 1, . . . , N, (2.2.4c)
0 ≤ fij ≤ min{di, sj} ∀ (i, j) ∈ A. (2.2.4d)
We refer to fij as the flow along (i, j).
Notice that we have assumed negative costs and formulated the transport problem as a
maximization problem. This reflects the usual implementation of the auction method. Be-
cause cij < 0, the maximization equation, Equation (2.2.4a), provides a minimum overall
8




as the primal cost. The solution to Equation (2.2.4a) is called the optimal primal cost, or
optimal cost, of the transport problem, and is denoted by P ∗.
2.2.2 Transport plan
A transport plan (or map) T is a multiset of triples (i, j, qij) such that the arc (i, j) ∈ A
and the transported quantity qij is non-negative. Note that T may be empty. While the




{ (k, l, qkl)∈T | (k, l)=(i, j) }
qkl. (2.2.6)
In order to apply the plan to our transport problem, we require that T satisfies fij ≤
min{di, sj} for all (i, j) ∈ A. By a minor abuse of notation, we may say (i, j) ∈ T
to signify that (i, j, qij) ∈ T for some qij > 0. We may also say T ∈ T to refer to some
transport plan T associated with the transport problem T .
Given any transport plan T , we say that sink i is satisfied if
∑
{ qij | (i, j, qij)∈T }
qij = di. (2.2.7)
Otherwise, we say that i is unsatisfied. (Alternately, we may say i has unsatisfied demand
Di, where 0 ≤ Di ≤ di.)
Similarly, when ∑
{ qij | (i, j, qij)∈T }
qij = sj. (2.2.8)
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we say the source j is unavailable. Otherwise, we say that j is available, or that j has
available supply Sj , where 0 ≤ Sj ≤ sj .
A transport plan is said to be feasible or complete when all sinks are satisfied; otherwise
the plan is called partial.
If T is such that the pair (i, j) appears at most once, and (i, j, qij) ∈ T implies qij > 0,
we refer to T as a simplified transport plan. In this case qij = fij , and we may refer to
flow and quantity interchangeably. Simplified transport plans greatly improve clarity of
notation, so even though it is not strictly necessary, we will often assume T is simplified
when stating definitions and proofs.
2.2.3 Dual problem












with the restriction that ui + pj ≤ cij for all (i, j) ∈ A. As usual, the dual variable ui is
called a slack variable, and the dual variable pj is called a price of j. We call the vector
p = {pj}Nj=1 a price vector of T . Assume pj ≥ 0 for all j.
Given some price vector p, the total expense (or simply expense) associated with source
j ∈ A(i) for sink i is given by
xij = cij − pj (2.2.10)




Because cij < 0, the maximization of the expense xi actually generates the least overall
expense (found by reversing the sign of xi).
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Suppose we have a simplified complete transport plan T and a price vector p. From




{cik − pk} = cij − pj ∀ (i, j, fij) ∈ T. (2.2.12)
In other words, the loss to each sink is minimized by transport to the least expensive
source(s). This is known as the complementary slackness condition, or complementary
slackness.
Among other things, complementary slackness implies that the dual problem can only
be minimized when ui = xi for all i. Thus, we can view the prices pj as the only variables














Because cij < 0, the minimization equation, Equation (2.2.13), provides a maximum over-









as the dual profit. The solution, given by Equation (2.2.13), is called the optimal dual profit,
or optimal profit, of the transport problem, and is denoted by D∗.
Remark 2.2.1. The continuous and discrete problems defined above do not always map
to one another, but it is possible to define conditions under which a mapping between
formulations is possible.
• Suppose a problem is formulated as described in Section 2.1, with the added condi-
tion that µ and ν are discrete. For each xi ∈ X such that µ(xi) = di > 0, and yj ∈ Y
such that ν(yj) = sj > 0, let cij = −c(xi, yj).
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• Suppose instead that a discrete problem is formulated as given in Section 2.2.1, and
(i, j) ∈ A for all i ∈ NM , j ∈ NN . There must also exist an embedding in Rd × Rd
and a ground cost function c such that if xi ∈ X has µ(xi) = di > 0 and yj ∈ Y has
ν(yj) = sj > 0, then c(xi, yj) = −cij .
For both of these mappings, any optimal transport map for the continuous formulation is
an optimal map under the discrete formulation, and the optimal costs differ only by a sign.
2.3 Analytical background
Monge proposed the discrete transport problem in the eighteenth century [86]. In the 1940s,
Kantorovich extended the problem to continuous transport [71, 72]. A 1987 note by Yann
Brenier, Décomposition polaire et réarrangement monotone des champs de vecteurs, linked
transport problems to certain partial differential equations [24].
First and foremost of these partial differential equations is the Monge-Ampère equation:
|∇2u| = f, (2.3.1)
where u is a smooth function. If f is Borel measurable, then a convex function u ∈ C(Ω)
is a generalized, or Aleksandrov, solution if the Monge-Ampère measure Mu associated
with the function u equals f . The general definition of Mu can be difficult to work with,






for all Borel sets E ⊂ Ω. See [65] for more details.
The Monge-Kantorovich dual problem for the Euclidean distance can be reformulated
as a Monge-Ampère-type partial differential equation [49]:
−∇ · (a∇u) = f, where |∇u| ≤ 1, a ≥ 0, and |∇u| < 1 =⇒ a = 0. (2.3.3)
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Generally speaking, the solution to an optimal transport problem may not be unique. A
standard example of this is described in [115]:
Suppose that we have n books of equal width on a shelf (the real line), arranged
in a single contiguous block. We wish to rearrange them into another contigu-
ous block, but shifted one book-width to the right. Two obvious candidates for
the optimal transport plan present themselves:
1. move all n books one book-width to the right; (“many small moves”)
2. move the left-most book n book-widths to the right and leave all other
books fixed. (“one big move”)
If the cost function is proportional to Euclidean distance (c(x, y) = α|x− y|)
then these two candidates are both optimal. If, on the other hand, we choose the
strictly convex cost function proportional to the square of Euclidean distance
(c(x, y) = α|x − y|2), then the “many small moves” option becomes the
unique minimizer.
Hence, it becomes vitally important to determine the conditions under which the partial
differential equation is well-posed, in the sense of Hadamard. These conditions are under-
stood to be the Ma-Trudinger-Wang (MTW) conditions, described in [81].
Most functions, particularly norms, do not satisfy the MTW conditions. Two classes of
functions that do are strictly convex functions, such as the squared Euclidean distance used
in the quotation, and c-convex functions. One way of defining c-convexity is the following
(from [102]):
Definition 2.3.1 (c-convex function). A function f : Rd → R ∪ {∞} is called c-convex if:
∃x s.t. f(x) < +∞, (2.3.4)
∀x f(x) > −∞, (2.3.5)
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and f has a representation of the form
f(x) := sup
y∈Y
{c(x, y) + a(y)} (2.3.6)
for some function a.
See [63] for more information on the analytical properties of convex ground costs in
optimal transport.
During the past three decades, optimal mass transport has been the subject of intense re-
search. Key works on the subject include two books by Fields medalist Cédric Villani [109,
110], a two-volume set by Svetlozar Rachev and Ludger Rüschendorf [98], and a mono-
graph by Wilfrid Gangbo and Robert J. McCann [63].
Because of their analytical focus, many of these works allow general ground cost func-
tions and assume only that X and Y are Polish spaces. However, a great deal of analytical
work has also been done on the L1 theory, which assumes that the ground cost is a distance.
Good overviews on the subject include [1, 48].
2.4 Numerical approaches to the Monge-Kantorovich problem
Numerical work on the Monge-Kantorovich problem predates the modern computer era.
Discrete methods were created in the early 20th century, and were one of the motivations
for the creation of linear programming. Numerical methods for the continuous Monge-
Kantorovich problem have been receiving considerable attention in the last thirty years.
Active research groups have been formed on the theme of numerical optimal transport
for continuous and semi-discrete systems, as evidenced by the coordinated effort under
the Mokaplan umbrella; see [83, 84, 85]. To date, most continuous numerical tech-
niques have been largely restricted to problems with well-behaved cost functions, either
the squared or regularized Euclidean distance.
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To date, numerical optimal transport research has focused on two specific cases of the
cost function:
c(x,y) = ‖y − x‖q2, with q = 2 or q = 1. (2.4.1)
When q = 2, the cost function is strictly convex, and this has a number of important
repercussions:
1. the optimal transport plan π∗ is unique;
2. the optimal transport plan has an optimal map, T ∗;
3. the optimal map T ∗ is the gradient of some convex function Ψ.
When q = 1 in Equation (2.4.1), the cost is not strictly convex, and as a consequence
the optimal transport plan π∗ may not be unique, and not every optimal transport plan has
an optimal map, T ∗.
2.4.1 Discrete methods
When transport problems are discrete, they fall into a specific class of problems known
as network flow problems. As described in [74], there are over 20 established network
flow maximization (minimization) techniques, and at least seven publicly-available soft-
ware packages capable of handling one or more of them. This does not include methods
specific to sub-types of transport problems, such as Kuhn’s Hungarian Method for the as-
signment problem [75].
These methods can be generalized into distinct classes. I list them here, along with
papers that describe specific instances of each type.
• Successive shortest path algorithms [69]
• Cycle-canceling algorithms [73]
• Capacity-scaling algorithms [46]
• Cost-scaling algorithms [20]
• Cancel-and-tighten algorithms [64]
• Network simplex algorithms [95]
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• Primal-dual algorithms [55]
• Out-of-kilter algorithms [59]
• Relaxation algorithms [18]
The first six are summarized in [74], which also contains detailed breakdowns of their
worst-case complexity ratings, and the complexity ratings of many other algorithms. The
algorithms have different characteristics, depending on the structure of the underlying prob-
lem. Given a relatively balanced complete problem, such as those generated by discretizing
continuous problems, one can assume the number of nodes is M + N ∼ O(N) and the
number of arcs is MN ∼ O(N2). With this assumption, a typical worst-case complexity
is O(N3 logN), given by (for example) [64].
Of course, this is not the complexity of such algorithms in day-to-day applications. As
Bertsekas points out, the network simplex algorithm has exponential worst-case behavior,
but it is widely used because of its excellent computational properties [15].
2.4.2 Continuous methods
Numerical optimal transport for the continuous problem is a developing area, and to the
best of my knowledge there is no concise summary of the existing methods. However,
I would group the existing methods into four general categories, listed below with key
examples / contributors:
1. Gradient descent methods
• Bosc [21]
• Chartrand et al. [35]
• JKO [70]
2. Augmented Lagrangian methods
• Haber, Tannenbaum, et al. [66]
• Benamou [7, 10]
3. Finite difference methods
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• BFO [13, 14, 58]
• Regularized Newton’s method [79]
• Picard iteration [23]
4. Finite element methods
• Raviart–Thomas basis functions [5]
5. Projection methods
• IPFP / Sinkhorn distances [42]
• Iterative Bregman projections with entropic regularization [11]
Other approaches are in development: e.g., the primal-dual algorithm in [76].
The continuous methods all semi-discretize the problem: namely they discretize (Y, ν),
replacing Y by a discrete analog (a mesh) and ν by a finite sum of measures. For example,
this can be done by using a quadrature rule on a Cartesian mesh over Y .
Unfortunately, to satisfy well-posedness requirements, these methods must still satisfy
the MTW conditions mentioned in Section 2.3. If the ground cost is not strictly convex
or c-convex, then c must be regularized in some way. The projection methods mentioned
above use entropic regularization, while the Newton’s method of Barrett and Prigozhin
applies its own custom regularization scheme.
Even when the MTW conditions are satisfied, these methods can only compute over
regions where the transport solution must be unique. That requires them to maintain some
buffer against region boundaries and areas of µ-measure zero. Otherwise, the associated
singularities could distort results.
To date, these restrictions have largely confined the application of continuous meth-
ods to well-behaved cost functions such as a squared or regularized Euclidean distance,
with carefully constructed domain grids. Continuous approaches focus less on complexity
analysis, but typical is the claim of quadratic complexity in [42].
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2.5 Applications
Continuous optimal transport is at the center of an interplay between fluid mechanics, par-
tial differential equations, geometry, functional analysis, and probability theory. This cre-
ates multiple opportunities for the creation of numerical transport applications.
A substantial amount of image-related research has been done, including work on: im-
age processing [43], image retrieval [100], image warping [35, 113, 114], image regis-
tration [3, 67], texture mixing [52, 97], texture synthesis [107], color transfer [51], color
image processing [54], and histogram comparison [77].
Medical research is another active field, including: respiratory disease [88, 91], tumor
growth modeling [80], structural brain disease [88], electrophysiology of the brain [90, 88],
medical imaging [3, 66, 67], and the impact of various clinical treatments [105].
Research in finance and economics includes work being done on transit pricing [26],
the principal agent problem [31, 53], and matching problems [33, 61, 62], along with more
general works [6, 32, 60]. This research is in addition to interest in game theory: topics
like mean-field games [10] and Cournot-Nash equilibria [19].
Computer science [2], robotics [78], and machine learning problems such as risk as-
sessment [108] have generated a lot of interest, as have communications topics: communi-
cation networks [87], sensor networks [4], and telecommunications [99]. Physics research
is being done on fluid mechanics [8, 9, 30, 37, 96] and quantum mechanics [12, 27, 70].
A range of more general topics have also benefited from transport-related research: civil
engineering [89], hydrology [47], general time series data [82, 92], urban planning [26, 34],
optics [28, 29], meteorology [41, 40, 39, 68], oceanography [40], sandpiles [50], cosmol-




The general auction method is best understood by contrasting it with the assignment auction
method and its extensions. In order to highlight these contrasts, I will apply every method
using a common framework: the general transport problem. This common frame will unify
notation and interrelate key concepts. When additional restrictions limit use to a special-
case of the transport problem, the required conditions will be described.
3.1 Introduction
The auction method was first proposed by Dimitri Bertsekas in the 1970s. He developed the
method for the assignment problem, as an alternative to the Hungarian method [75]. The
original auction method has since been extended to solve minimal cost flow and discrete
optimal transport problems by taking into account what Bertsekas and Castañón call “simi-
lar persons and objects.” This extended auction method decomposes the transport problem
into an equivalent assignment problem by making copies of each source and sink. (The
number of copies is equal to the supply or demand “weight.”) It then solves the assignment
problem and combines the resulting assignments to provide the desired solution. (The as-
signment problem generated can be quite large.) All the auction methods offer worst-case
error and complexity bounds, as well as conditions under which an optimal solution is
guaranteed.
However, auction methods put some restrictions on the data inherent to the problems
they can solve. The complexity argument for the assignment auction method requires that
the “cost” of each matching is an integer. If some are rational, the costs can be transformed
into integers using a common denominator. This impacts the worst-case time complexity
of the algorithm, but not its storage requirements. If any cost is irrational, as can occur
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when (for instance) they are given by a p-norm with p 6= 1, the method offers no formally
guaranteed worst-case complexity.
When the extended auction method is used to solve minimal cost flow or optimal trans-
port, then another, more serious, data restriction arises. The extended auction requires that
all weights in the network be integral. If any weight is rational, the set of weights can be
transformed into integers with a common denominator. Here, though, the common denom-
inator directly impacts both the storage requirements and the worst-case time complexity
of the resulting assignment problem. If any weight is irrational, the auction method cannot
be applied directly.
3.2 Auction for the assignment problem
In order to understand auction methods for the transport problem, it is necessary to first
consider the assignment auction from which they descend. Dimitri Bertsekas proposed
the assignment auction method in 1979. Rather than addressing the transport problem, the
method was intended to solve the classical assignment problem.
3.2.1 Description and terminology
The assignment problem, as formulated for the original auction method, assumesN sources
and N sinks, each of which has weight 1, and integer-valued costs. Thus, the assignment
auction method operates on a special case of the discrete transport problem: one with inte-
ger costs and unit weights, where M = N . Applying the terminology used by Bertsekas,
call a sink of weight 1 a person and a source of weight 1 an object. This semantic dis-
tinction, while irrelevant here, will be useful when transitioning to discussing the extended
auction for the transport problem.
The auction method solves the dual problem described in Section 2.2.3, using a tech-
nique inspired by the real-world process for open ascending price auctions which is com-
monly used today. We treat each person i as a bidder in the auction, seeking to satisfy its
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demand for one object, and each object as a lot available for purchase. Each unsatisfied
bidder i offers a bid amount, bij , for some lot j. The bidders wants to minimize their loss;
that is, the quantity
cij − bij (3.2.1)
representing the cost-price total for bidder i to obtain lot j. The best possible loss for bidder
i is the amount closest to zero, as given by the negative scalar
max
j∈A(i)
{cij − bij}. (3.2.2)
To get a sense of how the bidding works, consider how real-world bidders make pur-
chasing decisions on online auction sites. The amount bid is given by bij , while cij is some
shipping and handling charge that will be added to the winning bid. If the shipping cost is
high, as it would be for an international purchase, an object may be undesirable even at a
very low price, while a low shipping cost might encourage higher-priced bidding. Because
the distance between bidder and seller varies, the shipping cost for an object can differ
depending on the bidder, influencing how much each person is willing to bid.
Each bid can be “outbid”; that is, superseded by another bidder offering a higher price.
So long as bij is greater than the highest previous price for object j, designated pj , some
bidder (either i or a competitor) will claim lot j. Every object is eventually claimed, re-
gardless of cost, once the prices become sufficiently high. At this point, the auction ends.
Knowing that one requires bij > pj , the natural question to ask is: how much larger than
pj should one make bij? As Bertsekas so eloquently explains, one needs to set a minimum
bidding increment, or step size, some ε > 0, such that bij ≥ pj + ε, or else the auction risks
stalling when two options are equally optimal.
One can see by observing real-world auctions that the faster the price is increased, the
more quickly the auction is resolved. Thus, it is best to determine an appropriately large bid
increment, and to apply that in all calculations. For some bidder i, determine an appropriate
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price increase by looking at opportunity cost; that is, the difference between the largest and
second-largest expense cij − pj . The desired price increase is equal to this difference plus
the bidding increment. Hence, finding out which object to bid on requires knowing the
largest net cost, but determining an appropriate price increase requires knowing the second
largest net cost.
3.2.2 Iteration
To initialize the method, one must have a bidding step size ε and an initial price vector p.
The initial transport map T is assumed to be empty. From then on, the auction is performed
in iterations. Each iteration consists of two phases: a bidding phase and a claims phase.
The details of each phase are based on [15, pp. 253–254], edited below for consistency of
notation.
Bidding phase of the assignment auction: Let Ĩ ⊆ I be a nonempty subset of persons i
that are unsatisfied under the transport plan T . For each person i ∈ Ĩ:
(1) Find:
(a) The object ji offering best expense, given by
ji = arg max
j∈A(i)
{cij − pj} (3.2.3)
(b) The second-best expense, chosen by considering objects other than ji,
wi = max
j∈A(i), j 6=ji
{cij − pj} (3.2.4)
If ji is the only object in A(i), define wi to be −∞. (For computational pur-
poses, this can be any value satisfying wi  ciji − pji .)
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(2) Compute the bid (biji , qiji), where the bid amount biji is given by
biji = ciji − wi + ε (3.2.5)
and the quantity qiji is the constant
qiji = 1. (3.2.6)
Claims phase of the assignment auction: For each object j, let Ij ⊆ I be the set of
persons from which j received a bid during the bidding phase of the iteration. If Ij is
nonempty:
(1) Find:
(a) The person ij offering the best bid, given by
ij = arg max
{(bij , qij)∈Ij}
bij (3.2.7)
(b) The corresponding best bid, given by
bijj = max{(bij , qij)∈Ij}
bij (3.2.8)
(2) Increase pj to the best bid amount
pj = bijj. (3.2.9)
(3) If (k, j, 1) ∈ T :
(a) Add 1 to Dk.
(b) Remove (k, j, 1) from T .
(4) Append (ij, j, 1) to T .
(5) Subtract 1 from Dij .
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3.2.2.1 Noteworthy features
It is readily apparent from the iteration steps above that, for each person i,Di must be either
0 or 1, depending on whether or not person i has claimed some object j. Given the origins
of the auction method, most references will describe person i as assigned when Di = 1,
and unassigned when Di = 0. (The same observation and terminology applies to object j
and Sj .) Knowing these terms may be useful when reading other sources, but I will avoid
using them because of their potential ambiguity when applied in the non-binary context of
the general auction method.
Also consider that the iteration steps do not indicate a definite order in which steps must
be performed. In [15], Bertsekas suggests two primary methods of iteration:
1. The Gauss-Seidel version, in which the set Ĩ consists of a single unsatisfied bidder.
Thus, a single iteration looks like:
(a) Bidding phase: one person bids on a single object.
(b) Claims phase: that object is claimed by its bidder.
2. The Jacobi version, in which the set Ĩ consists of a all unsatisfied bidders. Thus, a
single iteration is:
(a) Bidding phase: all persons bid on objects (one object each).
(b) Claims phase: all objects with bids are claimed by persons.
The iteration steps can be combined in other, more complex, ways. As I will discuss below,
they are also naturally suited to parallel and asynchronous implementations.
3.2.3 ε-complementary slackness
One can relax the complementary slackness condition, allowing flow to sources from sinks
whenever the loss comes within ε of attaining the maximum. This condition is called
ε-complementary slackness, or ε-CS, and it can be considered for any transport plan, com-
plete or not.
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Formally: Given some ε > 0, a simplified transport plan T and price vector p satisfy
ε-complementary slackness if
xi − ε = max
k∈A(i)
{cik − pk} − ε ≤ cij − pj ∀ (i, j, fij) ∈ T. (3.2.10)
3.2.4 Termination and optimality of the assignment auction
The proofs below are all derived, at least in part, from [15], but [15] details some more
formally than others. In order to make the underlying dependencies more clear to the
mathematical reader, I have elaborated on their arguments in various ways.
3.2.4.1 Assignment auction prices nondecreasing
The proof below, describing essential characteristics of the prices pj , is my own restatement
of an argument given as observation (b) in [15, p. 256].
Theorem 3.2.1. When applying the assignment auction method, object prices are nonde-
creasing, and each time an object receives a bid its price increases by at least ε.
Proof. Assume nonnegative ε is given. Fix the object j∗ and let its price before and after
iteration be given by pj∗ and p′j∗ , respectively. If no person bids on j
∗, then the price of j∗
is unchanged, so p′j∗ = pj∗ . Suppose instead that some person i bids on j
∗, and the bid bij∗
is determined to be highest during the claims phase. From Equation (3.2.3), the expense of
person i’s bid is given by
xi = max
j∈A(i)
{cij − pj} = cij∗ − pj∗ (3.2.11)
Thus, the bid price bij∗ is given by
bij∗ = cij∗ − wi + ε = pj∗ + xi − wi + ε. (3.2.12)
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By Equation (3.2.4), xi − wi ≥ 0, so
p′j∗ = pj∗ + xi − wi + ε ≥ pj∗ + ε ≥ pj∗ (3.2.13)
Therefore, p′j∗ ≥ pj∗ .
3.2.4.2 Assignment auction expenses nonincreasing
The proof below is my restatement of an argument about the expenses xi, made as ob-
servation (c) in [15, p. 256]. Like Theorem 3.2.1, Theorem 3.2.2 guarantees a worst-case
progression of values as the auction iterates.
Theorem 3.2.2. When applying the assignment auction method, the expense for each per-
son i given by
xi = max
j∈A(i)
{cij − pj} (3.2.14)
is nonincreasing, and every |A(i)| iterations it must decrease by at least ε.
Proof. Given person i, let xi and x′i be the expense calculated before and after some iter-
ation, and let p and p′ be the price vector before and after that same iteration. By Theo-
rem 3.2.1, for all j ∈ A(i), cij − pj ≥ cij − p′j . Hence,
xi = max
j∈A(i)
{cij − pj} ≥ max
j∈A(i)
{cij − p′j} = x′i. (3.2.15)
Thus, the expense xi is nonincreasing.
Let ji be the element associated with xi:
xi = max
j∈A(i)
{cij − pj} = ciji − pji . (3.2.16)
Suppose a bid by person i is accepted for object ji. Then by Theorem 3.2.1, the price of
object ji increases by at least ε, which implies ciji − pji decreases by at least ε. Hence, ji
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will not receive another bid from person i until xi decreases by at least ε. Because there are
|A(i)| objects on which person i can bid, this implies that every |A(i)| iterations xi must
decrease by at least ε.
3.2.4.3 Assignment auction terminates
The following theorem is based on Proposition 7.2 in [15, p. 256–257]. In that text the
proof is given as a combination of observations and general statements. I have revised the
wording significantly, but the underlying arguments remain the same as in [15].
Theorem 3.2.3. If at least one feasible transport plan exists, then the assignment auction
method terminates.
Proof. Suppose, by contradiction, that the algorithm does not terminate. Let J∞ be the
subset of objects that received an infinite number of bids, and I∞ the subset of persons that
bid infinitely many times. Since the algorithm is nonterminating, both J∞ and I∞ must be
nonempty.
As expressed in Theorem 3.2.1, each bid increases an object price by at least ε, so
j ∈ J∞ implies pj →∞. By Theorem 3.2.2, every |A(i)| iterations xi must decrease by at
least ε. Therefore, for all i ∈ I∞,
xi = max
j∈A(i)
= {cij − pj} → −∞. (3.2.17)
Suppose for some person i ∈ I∞ there exists an object j∗ ∈ A(i) \ J∞. This implies j∗
must be satisfied after a finite number of iterations, so pj∗ <∞. It follows that
xi = max
k∈A(i)
{cik − pk} ≥ cij∗ − pj∗ > −∞. (3.2.18)
This contradicts the assertion that xi → −∞, and therefore
A(i) ⊆ J∞ ∀ i ∈ I∞. (3.2.19)
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After a finite number of iterations, each object in J∞ will be satisfied by a person in
I∞, because the expenses of persons not in I∞ remain bounded, while the prices of objects
in J∞ increase to +∞.
Furthermore, because the algorithm does not terminate, after a finite number of iter-
ations there must be at least one person in I∞ that is not satisfied by any object in J∞,
while all persons not in I∞ have been satisfied. It follows that the number of persons in I∞
must be strictly larger than the number of objects in J∞. However, by Equation (3.2.19),
persons in I∞ can only be satisfied by objects in J∞. This contradicts the assumption that
a feasible transport plan exists. Therefore, the algorithm must terminate.
3.2.4.4 Assignment auction preserves ε-CS
The next argument is taken from [15, p. 255–256], where it appears as Proposition 7.1. It
justifies the assumption that the assignment auction preserves the ε-complementary slack-
ness condition, which allows bounding the error on the auction’s result. The wording of
the argument has been revised slightly and edited for notation.
Theorem 3.2.4. If a transport plan and price vector satisfy ε-CS for the assignment auction
method at the start of an iteration, the same is true of the transport plan and price vector
obtained at the end of that iteration.
Proof. Fix the object j∗ and let its price before and after iteration be given by pj∗ and p′j∗ ,
respectively. Suppose that person i bids on object j∗ during the iteration, and i attains the
highest bid. Then by Equations (3.2.4) and (3.2.8)
p′j∗ = cij∗ − wi + ε. (3.2.20)
This implies
cij∗ − p′j∗ = wi − ε = max
j∈A(i), j 6=j∗
{cij − pj} − ε. (3.2.21)
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By Theorem 3.2.1, p′j ≥ pj for all j, so
cij − pj ≥ cij − p′j ∀ j ∈ NN . (3.2.22)
For any ε ≥ 0, it is also the case that
cij∗ − p′j∗ ≥ cij∗ − p′j∗ − ε.
Therefore,
cij∗ − p′j∗ = max
j∈A(i), j 6=j∗
{cij − pj} − ε ≥ max
j∈A(i), j 6=j∗
{cij − p′j} − ε ≥ max
j∈A(i)
{cij − p′j} − ε
(3.2.23)
Suppose that (i, j∗) ∈ T at the start and end of the iteration. Then it must be that
no person bid on j∗. This implies the price of j∗ is unchanged, so p′j∗ = pj∗ . Because
ε-CS held prior to the iteration and pj ≥ p′j for all j, the ε-CS condition must still hold.
Therefore, for all (i, j) ∈ T , the ε-CS condition holds after iteration.
3.2.4.5 Assignment auction error bound
Using ε-CS, the next theorem gives a bound on the error from the assignment auction. The
argument is taken from [15, pp. 32–33], where it appears as Proposition 1.4. I have made
slight changes to the wording and notation.
Theorem 3.2.5. If at least one feasible transport plan exists, then when the assignment
auction method terminates, the resulting feasible transport plan is within Nε of optimal.
Proof. Assume the transport problem is feasible. Let P ∗ be the optimal primal solution to
the assignment problem,




ji 6=jk if i 6=k
ciji , (3.2.24)
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Suppose T ∗ = { (i, ji, 1) | i = 1, . . . , N } is the resulting transport plan when the auction
terminates, and p∗ = (p∗1, . . . , p
∗





{cij − p∗j} − ε ≤ ciji − p∗ji . (3.2.26)
Therefore,











(ciji + ε) ≤ P ∗ +Nε = D∗ +Nε.
(3.2.27)










{cij − p∗j}+ p∗j
)
, (3.2.29)
is within Nε of the optimal dual profit D∗.
3.2.4.6 Assignment auction optimality guarantee
The optimality condition for the assignment auction, given below as Corollary 3.2.6, is
based on the first paragraph of [15, p. 34].
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Corollary 3.2.6. If the costs of the assignment problem are all integers, at least one feasible
transport plan exists, and ε < 1/N , then when the assignment auction method terminates,
the resulting feasible transport plan is optimal.
Proof. Let P ∗ be the optimal primal cost of T and T ∗ = { (i, ji, 1) | i = 1, . . . , N }
be the transport plan resulting from the auction method applied to T . If ε < 1/N , then





∗ + 1. (3.2.30)





3.2.5 Complexity of the auction method for assignment
Understanding the complexity of the assignment auction method requires two additional
tools: candidate lists and ε-scaling.
As described in Theorem 3.2.2, expense decreases by at least ε every |A(i)| iterations.
By generating an additional structure, called a candidate list, Cand(i), for each bidder i, it
is possible to guarantee that expense decreases by at least ε with every iteration.
The practice of ε-scaling consists of applying the auction algorithm several times, with
different ε values for each iteration, until the resulting transport plan is optimal. We call
each application of the algorithm a scaling phase. The price vector resulting from each
scaling phase provides good initial prices for the next application.
The complexity argument also requires a number of simplifying assumptions, some
very specific, which I detail below.
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3.2.5.1 Candidate lists
As was mentioned in Theorem 3.2.2, it is possible that multiple objects j satisfy the expense
xi. Suppose that each time person i scans the objects j ∈ A(i) to calculate a bid for the
best object ji, one records a list Cand(i) of pairs (j, pij), where
j 6= ji such that cij − pj = ciji − pji (3.2.32)
and pij is the price of j at the time of the scan by i. This has the potential to be beneficial
in two ways: If person i is unassigned and Cand(i) contains an object j with pj = pij , one
knows j must be the best object for i. Furthermore, if there is a second object in Cand(i),
k, with pk = pik, one knows the bidding increment must be exactly ε (since wi = xi). I will
formalize this with the following modifications to the bidding phase.
Bidding phase with candidate lists: For some person i unsatisfied under plan T :
(1) Examine the pairs (j, pij) ∈ Cand(i) one at a time, until reaching the second element
for which pij = pj , or until the list’s end is reached. If an examined element has
pij < pj , discard it.
(2) Branch based on the number of elements found such that pij = pj:
(a) If two such elements were found:
(i) Let ji be the first element on the list for which pij = pj .
(ii) Discard the contents of the candidate list up to, but not including, the sec-
ond element.
(iii) Place a bid on object ji at price pji + ε.
(b) If fewer than two such elements were found:
(i) Discard the list Cand(i).
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(ii) Scan the objects in A(i) as described for the “Bidding phase of the as-
signment auction,” determining an object ji maximizing expense and its
corresponding bid (biji , qiji).
(iii) Construct a new candidate list consisting of all objects that are tied at ex-
pense level wi (other than ji) and their current prices.
Because the objects in A(i) are scanned only if Cand(i) contains fewer than two ele-
ments tied for maximum expense, in order for xi to decrease it is sufficient to scan A(i)
once.
3.2.5.2 ε-scaling
Bertsekas found that the number of iterations of the auction algorithm depends strongly
on ε and the number of possible values that the cost can take. The latter is called the cost
range, C, or simply the range. When costs are restricted exclusively to the negative (or
positive) integers, as they are for Bertsekas, one can generally assume that the cost range






(It is possible for the cost range to be smaller; for example, when gcd{cij} > 1.) As
Bertsekas discovered, for many assignment problems the number of iterations required for
termination is proportional to C/ε [15, p. 34].
Of course, the number of iterations is also dependent on the initial price vector; when
the initial prices are close to “ε-optimal,” the number of iterations required is relatively
small. This suggests that it may be advantageous to use a scaling technique, similar to
that used in penalty and barrier methods. For the auction algorithm, he calls this technique
ε-scaling.
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To perform ε-scaling, apply the auction algorithm multiple times. In the first iteration,
use a simple set of initial prices, along with an initial ε. For each successive iteration, use
the resulting price vector from the previous application, along with an altered ε-value. The
ε-scaling technique generally terminates when ε is reduced below some critical value, such
as the 1/N desired by the assignment auction method.
Bertsekas suggests the following standard method of ε-scaling (though he suggests that
other methods are possible; see [15, p. 260]): Suppose ε0 is the initial ε value. Assume that




, k = 1, 2, . . . , K, (3.2.34)
where θ > 1 and K ≥ 1 are some fixed integers. Denote the final value of ε, used in the
last scaling phase, as ε.
3.2.5.3 Simplifying assumptions
Along with candidate lists and ε-scaling, the complexity argument for the assignment auc-
tion method makes a number of simplifying assumptions. These are worth outlining here,
as some of them will not apply directly to the general auction method.
(a) The Gauss-Seidel version is implemented; that is, only one person bids during each
iteration.
(b) Candidate lists are used to ensure bids are efficiently computed.
(c) Each scaling phase begins with all lots unclaimed.
(d) The initial prices for the first scaling phase are zero, and the initial prices for each
subsequent scaling phase are the resulting prices from the previous scaling phase.
(e) For the first scaling phase, the value of ε0 is a constant fraction of the cost range C.
(f) For the final scaling phase, the value of ε is chosen such that every cij is an integer
multiple of ε.
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(g) At the beginning of the (k+1)st scaling phase, replace each cij with a corrected value
ckij that is divisible by ε






εk ∀ (i, j) ∈ A, k = 0, 1, . . . . (3.2.35)
Note that correction is unnecessary in the last scaling phase, since Item (f) already
requires each cij be divisible by ε.
3.2.5.4 Worst-case complexity of a single scaling phase
The first step in bounding worst-case complexity for the assignment auction method is to
consider the complexity of a single scaling phase. The argument is taken from [15, p. 262–
263], where it appears as Proposition 7.3. I have changed the notation, and elaborated on
some details in order to clarify a few points.
Theorem 3.2.7. Let T be a feasible assignment problem having N vertices and A ≤ N2
arcs. Suppose one applies the assignment auction method with some ε > 0, and that:
1. All the scalars cij and all the initial object prices are integer multiples of ε;
2. For some scalar r ≥ 1, the initial object prices satisfy rε-CS together with some
feasible assignment.
Then the running time of the algorithm is O(rNA).
Proof. Suppose one has transport plan T 0 and price vector p0 such that (T 0, p0) satisfy rε-
CS. Suppose (T, p) is a transport-price pair generated by the auction prior to termination.
Thus, T is not complete. For all persons i, define the expense xi and x0i as
xi = max
j∈A(i)




{cij − p0j}. (3.2.37)
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By Theorem 3.2.2, all xi are nonincreasing. I will show that x0i − xi is bounded above by
(r + 1)(N − 1)ε.
Let i be a person unsatisfied under T . I claim that there exists a path of the form
(i, j1, i1, . . . , jn, in, jn+1) (3.2.38)
where
1. jn+1 is unsatisfied under T ;
2. If n > 0, then for k = 1, . . . , n, jk is claimed by ik under T and jk+1 is claimed by
ik under T 0.
This can be shown constructively as follows: Let k = 0 and assume i = i0. Then:
(1) Let jk+1 be the object claimed by ik under T 0.
(2) If jk+1 is unclaimed under T , stop. Otherwise:
(a) Increase k by one.
(b) Let ik be the person claiming jk under T . Note that ik 6= ik−1, or one would
have stopped in step (2).
(c) Let jk+1 be the object claimed by ik under T 0. Note that jk+1 6= jk since jk is
claimed by ik−1 under T 0.
(d) Return to step (2).
This procedure cannot produce the same object twice, so it must terminate, satisfying the
properties given, with 0 ≤ n ≤ N − 2.
Because (T 0, p0) satisfies rε-CS,
x0i = max
j∈A(i)
{cij − pj} ≤ cij1 − p0j1 + rε (3.2.39)




· · · (3.2.41)





Since (T, p) satisfies ε-CS,
xi ≥ cij1 − pj1 − ε (3.2.43)
ci1j1 − pj1 ≥ ci1j2 − pj2 − ε, (3.2.44)
· · · (3.2.45)




As shown, jn+1 is unassigned under T , so pjn+1 = p
0
jn+1
. Thus, by adding the inequalities
above,
x0i − xi ≤ (r + 1)(n+ 1)ε ≤ (r + 1)(N − 1)ε ∀ i. (3.2.47)
Because the cij and pj are all integer multiples of ε, all values of cij − pj , xi, and wi
will be integer multiples of ε. This implies subsequent values of pj , xi, and wi will also be
integer multiples of ε. Recall that the use of candidate lists Cand(i) scans the objects in
A(i) only once to reduce xi by at least ε. It follows that the number of operations required
to place bids for person i is proportional to (r + 1)(N − 1)|A(i)|. Therefore, the running
time of the algorithm is proportional to
(r + 1)(N − 1)
N∑
i=1
|A(i)| = (r + 1)(N − 1)A, (3.2.48)
or O(rNA), as claimed.
3.2.5.5 Worst-case complexity of assignment auction method with ε-scaling
Given the result bounding complexity for a single scaling phase, I can now determine worst-
case complexity of the assignment auction method as a whole. The following argument is
taken from [15, pp. 264–265], with only minor changes.
Theorem 3.2.8. Let T be a feasible assignment problem having N vertices and A ≤ N2
arcs. Apply the assignment auction method with some ε > 0, and initial prices and costs
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which are integer multiples of ε. Then the worst-case running time of the algorithm is
O(NA log(NC)), where C = max(i, j)|cij|.
Proof. By construction, the c0ij and the initial prices in the first scaling phase are integer
multiples of ε0. As shown in Theorem 3.2.7, each new set of prices generated within the
scaling phase are integer multiples of ε0. Thus, the final prices of the scaling phase are
integer multiples of ε0, which implies they are integer multiples of ε1 = ε0/θ (since θ
is an integer). Therefore, the initial prices (and, by construction, the c1ij) of the second
scaling phase are integer multiples of ε1. Continuing inductively, the costs and prices
remain integer multiples of ε throughout the algorithm.
Thus, by Theorem 3.2.7, the complexity of the (k + 1)st scaling phase is given by
O(rkNA), where rk is such that the initial prices pkj of the scaling phase satisfy rkεk-CS
together with some feasible transport plan T k, and with respect to the costs ckij .
Let T k be the resulting assignment of the k-th scaling phase, which must satisfy εk−1-
CS (or θεk-CS) with respect to the costs ck−1ij . For all (i, j) ∈ A,
|ckij − ck−1ij | ≤ |ckij − cij|+ |cij − ck−1ij | ≤ εk − εk−1 = (1 + θ)εk. (3.2.49)
Using the definition of ε-CS, the pair (T k, pk) must satisfy (θ+ 2(1 + θ))εk-CS. Thus, one
can use rk = θ + 2(1 + θ) in the complexity estimate O(rkNA) for the (k + 1)st scaling
phase. Because θ is constant, this implies the running time for all scaling phases except the
first is O(NA).
Because ε0 is a fixed fraction of the cost range C, the initial (zero) price vector will
satisfy rε0-CS with any feasible assignment, where r is some fixed constant. Thus, the
running time for the first scaling phase is also O(NA).
Because εk = θεk+1 for all k = 0, 1, . . ., the number of scaling phases isO(log(ε0/ε)).
Therefore, the running time of the auction method with ε-scaling is O(NA log(ε0/ε)). If
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the cij are integers, ε = 1/(N+1), and ε0 is some fixed fraction ofC, then ε0/ε = O(NC),
and an optimal estimate will be found with worst-case O(NA log(NC)) computation.
3.2.6 Considerations for the assignment auction method
3.2.6.1 Relevance of the complexity assumptions
While the requirements given in Section 3.2.5 underly the O(NA log(NC)) worst-case
running time estimate, Bertsekas expresses doubt that they are all necessary for good per-
formance [15, p. 260, 265]. While recommending the use of ε-scaling, he specifically
discounts the practicality of candidate lists. For most transport problems, ties in the ex-
pense xi occur so infrequently that the overhead involved in maintaining candidate lists far
exceeds any savings.
3.2.6.2 Rational values in the assignment auction method
As mentioned by Bertsekas in [15, p. 34], assignment problems with rational costs can be
solved using the auction method by employing a scaling process. Multiplying all rational
costs by a common denominator in order to get integer values preserves the inherent cost
relationships. Thus, any optimal transport plan for the cost-multiplied problem is an op-
timal transport plan for the original problem, and the optimal primal cost for the original
problem can be found by dividing the solution by the common denominator.
3.2.6.3 Irrational values in the assignment auction method
The simplifying assumption that all costs cij be integer multiples of ε is particularly rele-
vant, because it implicitly restricts the validity of the worst-case complexity argument to
rationally-related costs. Bertsekas suggests that the approach of modifying cij values to
make them integer multiples of ε is of questionable practical use.
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He also states (but does not prove) that if the cij are approximated arbitrarily closely
by rational numbers, such that all are within δ > 0 of their original values, then the final
assignment will be within N(ε+ δ) of optimality [15, p. 264].
3.3 Extended auction for the transport problem
The extended auction for the integer-valued transport problem was initially described by
Bertsekas and Castañón in 1989. They wanted to extend the assignment auction method
to one that could handle transport problems. Their idea was to convert the integer-valued
transport problem into an assignment problem by creating multiple copies of persons (or
objects) for each sink (or source, respectively), and then to modify the method to take
advantage of the presence of the multiple copies. After solving the assignment problem,
redundant arcs with positive flow are combined to generate the optimal transport plan.
The extended auction requires both costs and weights to be integers. Also, recall the
assumption that M ≥ N ; that is, there are at least as many sinks as sources. These two
features are relevant to understanding the power and limitations of the method.
3.3.1 Description and terminology
The auction method was originally designed for the assignment problem, so the integer
transport problem must first be transformed into an assignment problem. Construct the
assignment problem as follows:
(1) For each source j in the transport problem T :
(a) Put sj identical objects, j1, j2, . . . , jsj , in the assignment problem T ∗, each
with associated supply 1.
(2) For each sink i in the transport problem T :
(a) Put di identical persons, i1, i2, . . . , idi , in the assignment problem T ∗, each
with associated demand 1.
(b) For all k ∈ Ndi , if j ∈ A(i) then put jl ∈ A∗(ik) for all l ∈ Nsj .
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(3) For each (i, j) ∈ A:
(a) Set c∗ikjl = cij for all k ∈ Ndi and l ∈ Nsj .






sj = L > 0, (3.3.1)
the assignment problem T ∗ has L persons and L objects, and is feasible if T is feasible.
3.3.1.1 Similar objects and persons
By virtue of the construction described above, the persons / objects of the assignment prob-
lem T ∗ have a great deal in common. One can formally describe the relationships between
persons (and objects) in terms of equivalence classes. Say that two sinks i and i′ are similar,
writing i ∼ i′, if
A(i) = A(i′) (3.3.2)
and cij = ci′j for all j ∈ A(i). (3.3.3)
Two sources j and j′ are similar, denoted j ∼ j′, if
{ i | j ∈ A(i) } = { i | j′ ∈ A(i) } (3.3.4)
and cij = cij′ for all i with j ∈ A(i). (3.3.5)
The extended auction method makes extensive use of these equivalence classes, called sim-
ilarity classes. A similarity class of persons or objects is denoted S(i) or S(j), respectively.
By a slight abuse of notation, one may also use S(i) for some sink i in T to refer to the
class of similar persons in T ∗ which were derived from i. In this case, one may mention the
similarity class of the sink i, though actually referencing the persons in T ∗ derived from a
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sink in T . (The same conventions may be used with regard to S(j), where j is some source
in T .)
3.3.1.2 ε-CSS
Recall that the auction method solves the dual problem, generating an optimal price vector.
The assignment problem T ∗ generates price vectors containing L prices, but the dual for
the associated transport problem T requires a price vector containing only N prices. This
discrepancy motivates Bertsekas and Castañón to define a new concept, which they call
“ε-complementary slackness strengthened.” I describe the concepts underlying “ε-CSS” in
my own words, below.
Given a price vector p associated with the assignment problem T ∗, define the price of
the similarity class S(j) of an object j as
pj = min
k∈S(j)
pk j = 1, . . . , L. (3.3.6)
One may also refer to the price of the similarity class S(j) as a similarity price, and to
the vector of such prices as a similarity price vector. As is evident, all objects in the same
similarity class share the same pj . Even though the price vector of object similarity classes
has L members, one can easily pick out the N distinct members by considering a single
representative from each similarity class.
For any person i associated with T ∗, use Equation (2.2.11) to write the expense of i as
xi = max
j∈A(i)
{cij − pj} = max
j∈A(i)
{cij − pj}. (3.3.7)
It is worth noting that all persons in the same similarity class have the same expense,
and that expense xi is determined by the similarity price. These observations suggest that
optimality conditions for the assignment problem will depend solely on the similarity price
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vector, and not on the price vector as a whole. To formally address this idea, define a
stronger form of complementary slackness.
Given ε ≥ 0, a simplified transport plan T and price vector p satisfy ε-complementary
slackness strengthened (ε-CSS) if for all (i, j, fij) ∈ T ,

cij − pj ≥ maxk∈A(i){cik − pk} − ε A(i) \ S(j) = ∅
cij − pj ≥ maxk∈A(i)\S(j){cik − pk} − ε otherwise.
(3.3.8)
3.3.1.3 ε-CSS implies ε-CS
In most of the algorithms for the extended auction, ε-CS of the pair (T, p) is maintained,
but ε-CS may be violated by the pair (T, p). Hence, it is worth formalizing the relationship
between ε-CSS and ε-CS. As explained in [16, pp. 77–78], ε-CSS implies ε-CS, though
the converse is not true. The theorem below restates the argument of [16] in more detail.
Theorem 3.3.1. If a price vector p and associated transport plan T satisfy ε-CSS, then the
pair consisting of T and the similarity price vector p satisfies ε-CS.
Proof. Assume without loss of generality that T is a simplified transport plan, which along
with the price vector p satisfies ε-CSS. For all (i, j, fij) ∈ T , if A(i) \ S(j) = ∅, the
definition of ε-CSS is identical to that of ε-CS. If A(i) \ S(j) 6= ∅, by the definition of
ε-CSS and the prices for similarity classes,
cij − pj ≥ cij − pj ≥ max
k∈A(i)\S(j)
{cik − pk} − ε. (3.3.9)
By the definition of pj as a minimum,
cij − pj = max
k∈S(j)
{cik − pk} ≥ max
k∈S(j)
{cik − pk} − ε. (3.3.10)
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Therefore, for all (i, j, fij) ∈ T ,
cij − pj ≥ max
k∈A(j)
{cik − pk} − ε = max
k∈A(j)
{cik − pk} − ε, (3.3.11)
and so (T, p) satisfies ε-CS.
3.3.2 Summary of algorithms
As Bertsekas and Castañón themselves recognize [16, p. 72], “the performance of the [as-
signment auction] method can be quite poor.” They address this issue by appealing to the
special structure of the transformed transport problem. When sinks and sources are re-
placed with multiple copies, the resulting persons and objects retain the cost relationships
of the originals. Because of these relationships, such persons and objects tend to become
involved in protracted “bidding wars” unless that underlying structure is taken into account.
Bertsekas and Castañón address that structure in multiple ways. Thus, the extended
auction method is best understood as three distinct algorithms:
• The auction algorithm for the assignment problem, or assignment auction, expands
the sinks and sources of the transport problem, creating an assignment problem that
it solves without considering any impact from the underlying structure.
• The auction algorithm for similar objects, or SO auction considers the impact of
similar objects when increasing prices.
• The auction algorithm for similar objects and persons, or SOP auction, treats similar
persons as a unit during each bidding phase. At every iteration, each unsatisfied
similarity class of persons bids collectively for a number of objects equal to its total
demand di. Each similarity class of persons shares a single price increase, determined
similarly to the technique of the SO auction.
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3.3.3 Iteration
Regardless of the algorithm used, to initialize the extended auction method one must have
a bidding step size ε and an initial price vector. From then on, the auction is performed in
iterations. Each iteration consists of two phases: a bidding phase and a claims phase. The
assignment auction algorithm works exactly as described in Section 3.2.2. The other two
algorithms offered for the extended auction are described below.
3.3.3.1 SO auction
Bidding phase of the extended (SO) auction: Let Ĩ be a nonempty subset of persons i
that are unsatisfied under the transport plan T . For each person i ∈ Ĩ:
(1) Find:
(a) The object ji offering best expense, given by
ji = arg max
j∈A(i)
{cij − pj} (3.3.12)
(b) The second-best expense, chosen by considering objects other than those in the
similarity class of ji,
wi = max
j∈A(i)\S(ji)
{cij − pj} (3.3.13)
If A(i)\S(ji) = ∅, define wi to be−∞. (For computational purposes, this can
be any value satisfying wi  ciji − pji .)
(2) Compute the bid (biji , qiji), where biji is given by
biji = ciji − wi + ε (3.3.14)
and qiji is the constant
qiji = 1. (3.3.15)
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Claims phase of the extended (SO) auction: For each object j, let Ij be the set of
persons from which j received a bid in the bidding phase of the iteration. If Ij is nonempty:
(1) Find:
(a) The person ij offering the highest bid, given by
ij = arg max
{(bij , qij)∈Ij}
bij (3.3.16)
(b) The corresponding highest bid, given by
bijj = max{(bij , qij)∈Ij}
bij (3.3.17)
(2) Increase pj to the highest bid
pj = bijj. (3.3.18)
(3) If (k, j, 1) ∈ T :
(a) Add 1 to Dk.
(b) Remove (k, j, 1) from T .
(4) Append (ij, j, 1) to T .
(5) Subtract 1 from Dij .
3.3.3.2 SOP auction
Bidding phase of the extended (SOP) auction: Let Ĩ be a nonempty subset of simi-
larity classes of persons S(i), such that each S(i) ∈ Ĩ contains one or more persons that
are unsatisfied under the transport plan T . For each similarity class of persons S(i) in Ĩ
represented by element i:
(1) Let i1, i2, . . . , ik be the persons in S(i) that are satisfied under T , and j1, j2, . . . , jk
the objects which they have claimed.
Let ik+1, . . . , il be the persons in S(i) that are unsatisfied under T .
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Let jk+1, . . . , jl′ be the objects in A(i) that are not claimed by persons in S(i).
For each source j ∈ {jk+1, . . . , jl′}, compute the current expense
xij = cij − pj. (3.3.19)
(2) Order the expenses
xijk+1 ≥ xijk+2 ≥ · · · ≥ xijl′ . (3.3.20)
(3) Compute the scalar wi as follows:
(a) If l < l′ and j1, . . . , jl do not belong to the same similarity class, let
wi = xijl+1 . (3.3.21)
(b) If l < l′ and j1, . . . , jl belong to the same similarity class, let wi be the ex-
pense xij of the first object j ∈ {jl+1, . . . , jl′} that does not belong to the
common similarity class S(j1). If no such object exists, define wi as given in
Equation (3.3.21).
(c) If l = l′, define wi = −∞. For computational purposes, this need only satisfy
wi  xijl′ . (3.3.22)
(4) For each r ∈ Nl, compute the bid of person ir for the object jr as (birjr , qirjr), where
birjr is given by
birjr = cirjr − wi + ε (3.3.23)
and qirjr is the constant
qirjr = 1. (3.3.24)
Claims phase of the extended (SOP) auction: For each object j, let Ij be the set of
persons from which j received a bid in the bidding phase of the iteration. If Ij is nonempty:
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(1) Find:
(a) The person ij offering the highest bid, given by
ij = arg max
{(bij , qij)∈Ij}
bij (3.3.25)
(b) The corresponding highest bid, given by
bijj = max{(bij , qij)∈Ij}
bij (3.3.26)
(2) Increase pj to the highest bid
pj = bijj. (3.3.27)
(3) If (k, j, 1) ∈ T :
(a) Add 1 to Dk.
(b) Remove (k, j, 1) from T .
(4) Append (ij, j, 1) to T .
(5) Subtract 1 from Dij .
3.3.4 Termination and optimality of the SOP auction
The results below are all stated or implied in [16], but some are expressed more formally
than others. As written, all of them apply specifically to the SOP auction algorithm; see
Section 3.3.6 for details on how the SOP auction relates to the other algorithms. All of the
original arguments have been extended or restated to some degree, as explained in detail
below.
3.3.4.1 SOP auction prices are nondecreasing
The following result is given as the first part of Proposition 2 in [16, p. 80–82]. The use of
similarity classes makes the argument somewhat different than that given in Theorem 3.2.1
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(that result may be seen as a special case of Theorem 3.3.2). For this reason, I restate the
argument in its entirety. I have included additional details (such as case 1(c)), and made
minor organizational changes in order to improve clarity. Notation also differs slightly
from the original.
Theorem 3.3.2. When applying the SOP auction algorithm to a feasible integer transport
problem, object prices are nondecreasing, and during each iteration at least one object
price increases by at least ε.
Proof. Suppose ε-CSS holds before some arbitrary iteration, and one has object prices p
and p′ before and after iteration, respectively. Let T be the transport plan at the start of the
iteration.
Suppose person ik ∈ S(i) bids for person jk ∈ S(j) during the iteration. Either
(ik, jk) ∈ T or not.
1. Suppose (ik, jk) ∈ T , and assume without loss of generality that A(i) \ S(j) 6= ∅.
By ε-CSS
cikjk − pjk ≥ max
r∈A(i)\S(j)
{cir − pr} − ε. (3.3.28)
There are three possibilities for wi:
(a) If l < l′ and j1, . . . , jl do not belong to the same similarity class,
wi = xijl+1 ≤ max
r∈A(i)\S(j)
{cir − pr}. (3.3.29)
(b) If l < l′ and j1, . . . , jl belong to the same similarity class,
wi = max
r∈A(i)\S(j)
{cir − pr}. (3.3.30)
(c) If l = l′,
wi = −∞. (3.3.31)
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In all three cases, by applying Equation (3.3.28) one has
cikjk − pjk ≥ wi − ε. (3.3.32)
Thus, the bid price computed is
bikjk = cikjk − wi + ε ≥ pjk . (3.3.33)
2. If (ik, jk) /∈ T , then because of the ordering of expenses given in Equation (3.3.20),
one has
cikjk − pjk ≥ wi (3.3.34)
for all three possible situations. Therefore,
bikjk = cikjk − wi + ε ≥ pjk + ε. (3.3.35)
Because the price of jk is equal to the highest bid, by the two cases above one has
p′jk ≥

pjk if (ik, jk) ∈ T
pjk + ε if (ik, jk) /∈ T
(3.3.36)
If some object j does not receive a bid during the iteration, p′j = pj . Hence, all object
prices are nondecreasing. Furthermore, since at least one unassigned person bids during
each iteration, at least one object price must increase by ε.
3.3.4.2 SOP auction expenses are nonincreasing
The following result is stated as observation (c) in [16, p. 83]. I have written the argu-
ment more formally. Because of the use of similarity classes, the details are somewhat
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different than that stated in Theorem 3.2.2 (that result may be seen as a special case of
Theorem 3.3.3). For this reason, the argument is given in its entirety.




{cij − pj} (3.3.37)
is nonincreasing, and every
∑
j∈A(i)
|S(j)| iterations it must decrease by at least ε.
Proof. Given person i, let xi and x′i be the expense calculated before and after some iter-
ation, and let p and p′ be the price vector before and after that same iteration. By Theo-
rem 3.3.2, for all j ∈ A(i), cij − pj ≥ cij − p′j . Hence,
xi = max
j∈A(i)
{cij − pj} ≥ max
j∈A(i)
{cij − p′j} = x′i. (3.3.38)
Thus, the expense xi is nonincreasing.
Let ji be the element associated with xi:
xi = max
j∈A(i)
{cij − pj} = ciji − pji . (3.3.39)
Suppose a bid by person i is accepted for object ji. Then by Theorem 3.3.2, the price of
object ji increases by at least ε, which implies ciji − pji decreases by at least ε. Hence, ji
will not receive another bid from person i until xi decreases by at least ε. Because there are∑
j∈A(i)




xi must decrease by at least ε.
3.3.4.3 SOP auction terminates
The SOP termination result is given as Proposition 3 in [16, p. 83]. It is nearly identical to
the argument made in Theorem 3.2.3.
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Theorem 3.3.4. If at least one feasible plan exists for the integer transport problem, then
the SOP auction algorithm terminates.
Proof. Suppose, by contradiction, that the algorithm does not terminate. Let J∞ be the
subset of objects that received an infinite number of bids, and I∞ the subset of persons that
bid an infinite number of times. Since the algorithm is nonterminating, both J∞ and I∞
must be nonempty.
As expressed in Theorem 3.3.2, each bid increases an object price by at least ε, so
j ∈ J∞ implies pj →∞.
By Theorem 3.3.3, every
∑
j∈A(i)
|S(j)| iterations xi must decrease by at least ε. There-
fore, for all i ∈ I∞,
xi = max
j∈A(i)
= {cij − pj} → −∞. (3.3.40)
By the definition of the expense as a maximum,
A(i) ⊆ J∞ ∀ i ∈ I∞. (3.3.41)
Otherwise, xi would be bounded for some i ∈ I∞, a contradiction.
After a finite number of iterations, each object in J∞ will be satisfied by a person in
I∞, because the expenses of persons not in I∞ remain bounded, while the prices of objects
in J∞ increase to +∞.
Furthermore, because the algorithm does not terminate, after a finite number of iter-
ations there must be at least one person in I∞ that is not satisfied by any object in J∞,
while all persons not in I∞ have been satisfied. It follows that the number of persons in I∞
must be strictly larger than the number of objects in J∞. However, by Equation (3.3.41),
persons in I∞ can only be satisfied by objects in J∞. This contradicts the assumption that
a feasible transport plan exists. Therefore, the algorithm must terminate.
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3.3.4.4 SOP auction preserves ε-CSS
The argument that the SOP auction preserves ε-CSS is given as the second part of Proposi-
tion 2 in [16, pp. 80, 82]. I have changed the notation for the sake of consistency.
Theorem 3.3.5. If a transport plan and price vector satisfy ε-CSS for the SOP auction
algorithm at the start of an iteration, the same is true of the transport plan and price vector
obtained at the end of that iteration.
Proof. Assume ε-CSS holds before some arbitrary iteration, and one has object prices p
and p′ before and after iteration, respectively.
Suppose (i∗, j∗) belongs to the transport plan following the iteration, and that i∗ bid
for j∗ during the iteration. If wi∗ = −∞ or A(i∗) \ S(j∗) = ∅, then ε-CSS is trivially
preserved. Assume instead that wi∗ > −∞ and A(i∗) \ S(j∗) 6= ∅.
For all j ∈ A(i∗) that received a bid from some i ∈ S(i∗),
ci∗j∗ − p′j∗ = cij − bij ≥ cij − p′j ≥ cij − p′j − ε. (3.3.42)
Therefore,
ci∗j∗ − p′j∗ ≥ ci∗j − p′j. (3.3.43)
Suppose there exists some bidder k 6= i∗ and some j ∈ A(k) \ S(j∗) which did not
receive a bid from any person in S(i∗). Because wi∗ > −∞ and prices are nondecreasing,
it must be the case that
wi∗ ≥ ci∗j − pj ≥ ci∗j − p′j (3.3.44)
Then
ci∗j∗ − p′j∗ = ci∗j∗ − bi∗j∗ = wi∗ − ε ≥ ci∗j − p′j − ε. (3.3.45)
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Combining these two possibilities,
ci∗j∗ − p′j∗ ≥ max
j∈A(i∗)\S(j∗)
{ci∗j − p′j} − ε. (3.3.46)
So ε-CSS is satisfied.
Suppose now that one has (i∗, j∗) in the transport plan at the end of the iteration, but that
i∗ did not bid for j∗ during this iteration. This implies all persons in S(i∗) were satisfied
during the iteration. Let pi∗ be the price vector at the end of the last iteration in which







j } − ε. (3.3.47)
The price of j∗ has necessarily remained unchanged since that bidding phase, so pj∗ = pi
∗
j∗ .
Since prices are nondecreasing,
p′j ≥ pi
∗
j ∀ j ∈ A(i∗) \ {j∗}. (3.3.48)
Therefore, by combining these relations,
ci∗j∗ − p′j∗ max
j∈A(i∗)\S(j∗)
{ci∗j − p′j} − ε. (3.3.49)
Thus, ε-CSS holds for all (i∗, j∗) in the transport plan at the end of the iteration.
3.3.4.5 SOP auction optimality guarantee
The optimality result for the SOP auction is given as Proposition 4 in [16, pp. 85–86]. I re-
state it here with only minor changes. The argument takes a different form than many of the
proceeding auction results, because it relies primarily on concepts used when implementing
the network simplex method for the transport problem.
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Theorem 3.3.6. If the costs of the assignment problem are all integers, at least one feasible
transport plan exists, and ε < 1/min{M, N}, then when the SOP auction algorithm
terminates, the resulting feasible transport plan is optimal.
Proof. To prove this, I draw upon the underlying network structure of the transport graph.
Suppose T is not optimal. Then there must exist a simple cycle
Y = (i1, j2, i2, j3, . . . , ik−1, jk, ik, j1, i1) (3.3.50)
along which flow can be pushed such that the resulting transport plan T ′ is feasible and
the primal cost is increased. Because Y is a simple cycle, it has no repeated vertices, and
therefore k ≤ min{M, N}. The vertices im and jm are sinks and sources, respectively,
with m ∈ Nk. For m = 1, . . . , k − 1, one has jm ∈ A(im) and jm+1 ∈ A(im), along with
jk ∈ A(ik) and j1 ∈ A(ik).
Because ε < 1/min{M, N}, kε < 1. Since flow can be pushed from im to jm for all
m ∈ Nk, and all flows must be integral, then
fimjm ≥ 1 ∀m ∈ Nk. (3.3.51)
Furthermore, because pushing flow along Y must improve the cost, it must be that
k∑
m=1








(cimjm − pjm) + 1 ≤ (cikj1 − pj1) +
k∑
m=2





Since the flow is positive on fimjm for all m, the ε-CS condition must be satisfied for
those pairs; that is,














This is a contradiction; therefore, T must be optimal.
3.3.5 Complexity of the SOP auction
Bertsekas and Castañón state in [16, p. 91] that “it is possible to use the algorithm of the
previous section to construct an O((M + N)3 log(C min{M, N})) transportation algo-
rithm.” Because the proof of this claim, appearing in [17], is given as a corollary to a result
for the minimum cost network flow problem. A detailed description of the proof would be
a significant digression from the information needed for the optimal transport problem, and
so it is not included here.
3.3.6 Relationship of the three extended auction algorithms
Because the extended auction method proposed by Bertsekas and Castañón in [16] offers
the reader three distinct algorithms, it is natural to consider how those algorithms are related
to one another.
3.3.6.1 Assignment auction is a special case of SO auction
Bertsekas and Castañón describe the SO auction as “a variation” of the assignment auc-
tion, but do not elaborate further [16, p. 74]. I offer the following result formalizing the
relationship between the two algorithms.
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Theorem 3.3.7. If S(j) = {j} for all objects j in T , then the assignment auction algorithm
is equivalent to the auction algorithm for similar objects.
Proof. Let T be any feasible transport problem such that for all objects j, S(j) = {j}.
Note that the steps of the assignment auction algorithm differ from those of the SO auction
only in the definition of wi.
Let i be any person unsatisfied under the transport plan T , with object ji offering best
expense, and consider the value of wi. Because T is feasible, A(i) is nonempty. Since
S(ji) = {ji}, this implies A(i) = {ji} if and only if A(i) \ S(ji) = ∅. Therefore, for both
algorithms, the conditions under which wi = −∞ are equivalent.




{cij − pj} = max
j∈A(i), j 6=ji
{cij − pj} (3.3.56)
Therefore, the assignment auction is a special case of the SO auction, and the two are
equivalent when S(j) = {j} for all objects j.
3.3.6.2 SO auction is a special case of SOP auction
The relationship between the SO and SOP auction algorithms is stated without proof in [16,
p. 80]. I offer a proof for this relationship, as well.
Theorem 3.3.8. If S(i) = {i} for all i in T , then the auction algorithm for similar objects
is equivalent to the auction algorithm for similar persons and objects.
Proof. Let T be any feasible transport problem such that for all persons i, S(i) = {i}.
Note that the steps of the SO auction algorithm differ from those of the SOP auction only
in the bidding phase.
Let Ĩ be a nonempty subset of similarity class of persons S(i),
Ĩ = {S(i1), S(i2), . . . , S(it)}, (3.3.57)
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such that for s = 1, . . . , t, S(is) ∈ Ĩ contains one or more persons that are unsatisfied
under the transport plan T . Let Ĩ ′ be the set
Ĩ ′ = {i1, i2, . . . , it} (3.3.58)
For s = 1, . . . , t, S(is) = {is}, so is ∈ Ĩ ′ if and only if S(is) ∈ Ĩ .
Suppose one is bidding for element S(i) in Ĩ . Since S(i) = {i}, the definition of Ĩ
implies that no element in S(i) is satisfied. Thus, k = 0, l = 1, and l′ = |A(i)|. This
implies l = l′ if and only if |A(i)| = 1. In this case, the object offering best expense for i
in the SO auction must be A(i) = ji, so A(i) \ S(ji) = ∅ if and only if l = l′. Therefore,
the conditions under which wi = −∞ are identical.
Suppose instead that l < l′. Because l = 1, it must be the case that j1, . . . , jl belong
to the same similarity class. Therefore, by the SOP auction, wi must be the first object




{cij − pj}, (3.3.59)
the definition given in the SO auction. Thus, the value of wi given by S(i) in the SOP
auction is identical to the value of wi given by i in the SO auction.
Each S(i) ∈ Ĩ generates a bid in the SOP auction that is identical to the bid generated
by i ∈ Ĩ ′ in the SO auction. Therefore, the bidding phases are identical. Since the claims
phases of the two auctions are exactly the same, the SO auction is a special case of the SOP
auction, and the two are equivalent when S(i) = {i} for all persons i.
3.3.6.3 Proof for SOP auction is sufficient
Finally, I use my results about the relationships between the three algorithms to show that
the proofs given by Bertsekas and Castañón for the SOP auction are sufficient to justify all
three algorithms.
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Corollary 3.3.9. Any result which holds for the SOP auction algorithm holds for all three
algorithms described as part of the extended auction method.
Proof. Suppose some theorem holds for the SOP auction. The theorem must also hold for
special cases of the SOP auction, such as the SO auction. Because the theorem holds for
the SO auction, it also holds for special cases of the SO auction, such as the assignment
auction algorithm.
3.3.7 Considerations for the extended auction method
3.3.7.1 Explicit vs. implicit transformation
Even with integer data, a small transport problem may decompose into an assignment prob-
lem so large as to make the extended auction method untenable. To illustrate this, consider
the following (admittedly degenerate) example:
Let {a, a+ 2} and {b, b+ 2} be two sets of twin primes. Choose M = N = 2, and
d1 = a, d2 = b+ 2, s1 = b, s2 = a+ 2.
Choose any negative-valued cost coefficients cij for i = 1, 2 and j = 1, 2. The transport
problem is feasible, and its underlying transport graph has four vertices and four arcs. Now
convert the transport problem to an assignment problem. Because the demand and supply
quantities are relatively prime, it is impossible to “downsize” the resulting problem. This
means the underlying assignment graph has 2(a+ b+ 2) vertices and (a+ b+ 2)2 arcs.
Even if the twin prime conjecture turns out to be false, the largest known twin primes
have more than 200 000 digits (in base-10 notation). Using these twin primes, a transport
problem simple enough to solve by hand becomes an assignment problem requiring more
vertices than the number of electrons in the universe. By comparison, an auction algorithm
that did not require this transformation would require far less storage space. For example,
the general auction, described in Chapter 4, would require no more than fourteen weight
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variables1. Given an effective method for storing large integers, they would take up just
over one megabyte of computer memory.
The example above motivates a consideration never directly addressed in [16]: the
possibility of implicit transformation.
Definition 3.3.10. We say a sink i in T is implicitly transformed by an auction algorithm if
the algorithm can be applied without creating and tracking the individual persons in S(i).
We can refer to this as an implicit transformation.
If an algorithm requires the creation of the individual persons in S(i), one says i is ex-
plicitly transformed by that algorithm, or that the algorithm uses an explicit transformation.
Similar definitions apply for each source j in T .
Note that it is possible to implicitly transform sources, sinks, or both. Of the three
algorithms described for the extended auction method, one implicitly transforms only sinks
and the other two rely on explicit transformation. It is worth describing these features of
each algorithm in detail.
• The assignment auction explicitly transforms the sinks and sources of the transport
problem.
• The SO auction explicitly transforms the sinks and sources of the transport problem.
• The SOP auction explicitly transforms the sources from the transport problem. Sinks
are transformed implicitly, but the number of individual bids computed equals the
number of persons that would have been generated by explicit transformation.
3.3.7.2 Rational values in the extended auction method
Optimal transport problems with rational costs and weights can be solved using the ex-
tended auction method by employing a scaling process.
1Two demand values di, two unsatisfied demand values Di, two supply values sj , two available supply
values Sj , and up to six quantities qij (two for bidding and up to four for claim lists).
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The cost-multiplying technique, described in Section 3.2.6.2, is not suggested in [16],
but I suspect it would not have been surprising to the authors: the ε-scaling implementation
they use multiplies all costs by constant multiples of min{M, N} so that ε < 1 always
guarantees optimality [16, p. 91].
While working with rational-valued costs is relatively straightforward, handling the
rational-valued weights in the extended auction algorithm becomes a bit trickier. Multi-
plying such weights by a common denominator in order to get integer values preserves the
inherent weight relationships. Suppose all weights are multiplied by k, and that T k is an






) ∣∣∣∣ (i, j, fij) ∈ T k } (3.3.60)
is an optimal transport plan for the original problem, and the optimal primal cost for the
original problem can be found by dividing the weight-multiplied solution by k.
This technique is not mentioned in [16], possibly for good reason.2 When every weight
is multiplied by common denominator k, the total weight of the problem is also multiplied
by k, becoming kL. If the weight-multiplied problem is explicitly transformed into an
assignment problem, it will have kL persons and kL objects. Depending on the sparsity
of the underlying graph, it may have as many as (kL)2 arcs. Thus, a rational-weighted
transport problem with a common denominator that is even moderately large can generate
an immense assignment problem. Theorem 3.2.8 implies that such problems could have
horrendous worst-case complexity bounds (but see Section 3.3.5 for another possibility).
3.3.7.3 Irrational values in the extended auction method
In [16], Bertsekas and Castañón do not mention the possibility of using the extended auc-
tion algorithm on problems with irrational cost values. See Section 3.2.6.3 for some possi-
ble considerations implicit in the complexity argument given in [15].
2Weight-multiplying appears in [15, p. 259] during a discussion of the relaxation method.
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By their nature, extended auction methods that explicitly transform sinks or sources
cannot be applied where irrational weights are present. At best, those weights could be
approximated by successively more precise rational values. However, the complexity issues





Here, I propose a more general auction method, one developed specifically for the transport
problem (rather than the special-case assignment problem) and capable of handling real-
valued costs and weights. To support this extension, I also consider how to determine error
bounds and convergence rates with real-valued data. Finally, I compare auction methods
using a series of standard problems. The key elements of this chapter have been submitted
for publication; see [112].
4.1 General auction for the transport problem
The inspiration behind the general auction method is the same as that used for other auction
methods: the real-world auction known as the open ascending price auction. However, the
general auction method uses the transport problem as its basis, not the assignment problem.
(Thus, the method’s name: it is designed around a more general problem than other auction
methods.) To avoid redundancy, I will define and explain only those terms and ideas which
differ from the assignment auction method.
4.1.1 Description and terminology
Assume without loss of generality that M ≥ N ; that is, there are at least as many sinks as
sources. Each sink i is a bidder in the auction, seeking to satisfy its demand di, and each
source is a lot containing the supply sj .
The general auction uses a variant form of lot bidding, similar to “times the money”
bidding. Bidder i has unsatisfied demand Di, so bidder i makes a bid of bid amount bij on
lot j. The quantity desired from lot j is set to qij = min{Di, sj}. One can write the bid as
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the pair (bij, qij). The actual bid is understood to be price bij per qij items, for a total bid
value of bijqij .
Suppose that lot j has available supply Sj . If qij ≤ Sj , the desired quantity is immedi-
ately available, so bidder i is awarded a claim on lot j of quantity qij at bid price bij . This
claim, represented by the triple (i, bij, qij), is added to the claim list for lot j, denoted by
Cj .
Such claims can be “outbid”; that is, superseded by bids offering higher prices. If
qij > Sj , compare bidder i’s offer to those already on the claim list. The difference between
qij and Sj is made up by taking the required amount from the lowest priced claim(s) with
bid price less than bij . Only if insufficient low-priced claims exist will bidder i claim less
than qij .
Even so, as long as bij is greater than the lowest bid price on lot j’s current claim list,
bidder i will be able to claim some quantity in lot j. To guarantee the occurrence of such a
claim, for each lot j, determine a lot price pj , defined as
pj := min
(i, bij , qij)∈Cj
{bij}. (4.1.1)
(If Cj is empty, let pj be equal to some initial price p0j .) When bidding, one requires that
bid prices satisfy bij > pj .
The lot price vector p = {pj}Nj=1 corresponds to the price vector used in the dual
profit equation. Thus, like the assignment auction, the general auction attempts to solve the
dual problem. The general auction also uses ε-complementary slackness, defined as given
in Section 3.2.3 for the assignment problem.
4.1.1.1 Hungry cannibals
The Hungry Cannibal rule, described below, is a modification to the process of handling
claim lists. While technically optional, incorporating it adds relatively little overhead, and
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when the range of weights is large it can greatly reduce the number of iterations required
for convergence.
The Hungry Cannibal rule is motivated by a potential slow-down during the iterative
process. In the bidding phase, each sink attempts to maximize the quantity it acquires.
However, it is possible for a sink i to bid on a lot j where it already has a claim, and for
the new claim to supersede some or all of the old one. When this happens, the old claim
is “cannibalized” by the new one, and the quantity acquired by i is no longer maximal.
(It may even be zero.) Call any claim that outbids an earlier claim by the same bidder a
cannibal claim.
It is possible to speed up the bidding process, guaranteeing the maximum possible
quantity is acquired by each bid, even when confronted by cannibal claims. One can deal
with cannibals by implementing the Hungry Cannibal rule, or HC rule: during the claims
phase, if a new claim by i cannibalizes a quantity q, that quantity is added to the quantity
desired by the new claim. Thus, i can cannibalize itself during the claims phase, but the
“hunger” of i remains maximal. As a side effect, the HC rule can unify adjacent bids by
the same bidder in each claim list, helping to keep the size of the claim lists manageable.
The HC rule makes little difference in the auction results. Suppose the rule is not in
place: assuming consistent sorting, i bids for lot j again on the following bidding phase,
repeatedly if necessary, until i makes a claim on j that is not a cannibal. Thus, the main
difference when applying the HC rule is a reduction in the number of iterations required.
Since the general auction does not require the HC rule to function, the rule is technically
optional. However, it requires relatively little expense to implement, considering the po-
tential savings. The HC rule is clearly labeled as such in Step (1)-(b) of the claims phase
for the general auction.
The proofs given below assume the HC rule is in place, ensuring that the quantity
acquired by every new claim is maximal. This assumption, while not strictly necessary,
helps simplify the arguments.
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4.1.2 Iteration
To initialize the general auction method, one must have a bidding step size ε and initial lot
price vector. Once initialized, the auction is performed in iterations. Each iteration consists
of two phases: a bidding phase and a claims phase.
Bidding phase of the general auction: Let Ĩ be a nonempty subset of sinks i that are
unsatisfied under the current transport plan T . For each person i ∈ Ĩ:
(1) Find:
(a) The lot ji offering best expense, given by
ji = arg max
j∈A(i)
{cij − pj} (4.1.2)
(b) The second-best expense, chosen by considering lots other than ji,
wi = max
j∈A(i), j 6=ji
{cij − pj} (4.1.3)
If ji is the only source in A(i), define wi to be −∞. (For computational pur-
poses, this can be any value satisfying wi  ciji − pji .)
(2) Compute the bid (biji , qiji), where the bid price biji is given by
biji = ciji − wi + ε (4.1.4)
and the quantity claimed qiji is equal to
qiji = min{Di, sji}. (4.1.5)
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Claims phase of the general auction: For each source j, let Ij be the set of sinks from
which j received a bid in the bidding phase of the iteration. If Ij is nonempty, for each
ij ∈ Ij with bid (bijj, qijj):
(1) While Sj < qijj and pj ≤ bijj:
(a) Find the lowest-priced claim c = (k, bkj, qkj) given by
c = arg min
(i, bij , qij)∈Cj
{pij}, (4.1.6)
(b) If k = ij , add qkj to qijj . [HC rule]
(c) Find the quantity in c to be claimed by bidder ij ,
qijc = min{qijj, qkj}. (4.1.7)
(d) Make the quantity qijc available:
(i) Add qijc to Sj .
(ii) Subtract qijc from qkj .
(iii) If qkj = 0, remove c from Cj and update pj .
(iv) Add qijc to Dk.
(2) Let qijj = min{qijj, Sj}, and if qijj > 0:
(a) Insert (ij, bijj, qijj) into Cj .
(b) Subtract qijj from Dij .
(c) Update pj .
4.1.3 Solution
When all sinks have been satisfied, the general auction terminates. The resulting complete










(i, bij , qij)∈Cj
cijqij. (4.1.9)
If one wishes to represent T as a simplified transport plan, there is still one more step to
perform. Using the claim lists, determine the simplified flow for each (i, j) as
fij :=
∑
(i, bij , qij)∈Cj
qij, (4.1.10)
(If Cj does not contain a claim by bidder i, assume fij = 0.) Using these flow values, the
simplified complete transport plan T̃ equals
T̃ := { (i, j, fij) | (i, j) ∈ A, fij > 0 }. (4.1.11)




exactly the form used in the transport problem.
4.2 Mathematical Results
The original proofs for the assignment auction and its extensions rely heavily on the inte-
gral nature of their transport problem data. In considering the mathematics underlying the
general auction algorithm, assume transport problems with real-valued data.
Assuming real-valued data invalidates many of the standard assumptions for auction
algorithms. Unlike Bertsekas and Castañón, one cannot assume that any quantities claimed
are bounded away from zero. Thus, one must consider the possibility that claimed quan-
tities tend to zero as the number of bids goes to infinity. One also cannot assume that lot
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price increases are bounded away from zero, so one must consider the possibility that price
increases tend to zero as the number of bids goes to infinity. Finally, given the definition of
lot prices as a minimum, one cannot assume that lot prices change at all. One must consider
the possibility that lot prices remain fixed over infinitely many bids.
Because of these considerations, I establish the properties of the general auction algo-
rithm using a much different approach than that taken by Bertsekas and Castañón. The key
result, Theorem 4.2.3, will effectively show that none of the above possibilities can occur;
the general auction behaves well when applied to real-valued data, and terminates after a
finite number of iterations. I then consider how the general auction is related to the other
auction methods.
4.2.1 Termination and optimality of the general auction
4.2.1.1 General auction prices are nondecreasing
Theorem 4.2.1. When applying the general auction method, lot prices are nondecreasing.
Proof. Assume ε > 0 is given. Fix the lot j∗ and let its lot price before and after iteration
be given by pj∗ and p′j∗ , respectively. If no sink bids on j
∗, then the lot price of j∗ is
unchanged, so p′j∗ = pj∗ . Suppose instead that some sink i bids on j
∗, with bid price and
claim (bij∗ , qij∗). From Equation (4.1.2), the expense of sink i’s bid is given by
xi = max
j∈A(i)
{cij − pj} = cij∗ − pj∗ (4.2.1)
Thus, the bid price bij∗ is given by
bij∗ = cij∗ − wi + ε = pj∗ + xi − wi + ε. (4.2.2)
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By Equation (4.1.3), xi − wi ≥ 0, so
bij∗ = pj∗ + xi − wi + ε ≥ pj∗ + ε > pj∗ (4.2.3)
Since the new bid bij∗ is at least as high as the current lot price pj∗
p′j∗ ≥ min{pj∗ , bij∗} ≥ pj∗ . (4.2.4)
Since this is true for all i that bid on j∗, it must be that p′j∗ ≥ pj∗ . Therefore, lot prices are
nondecreasing.
4.2.1.2 Steady price implies satisfaction
Theorem 4.2.2. If a bid by sink i on lot j does not increase the lot price pj , then i becomes
satisfied, and all other bidders that were satisfied without increasing the price pj remain
satisfied. If i should become unsatisfied, then i will bid on a lot offering the same expense
that j did when it satisfied i.
Proof. Fix the lot j∗. Let pj∗ be the price of lot j∗ prior to the bid by i, and assume the
second-highest bid price on the claim list Cj∗ is
p̂j∗ > pj∗ . (4.2.5)
If |Cj| < 2, it is sufficient to assume p̂j∗ = +∞.
Suppose p′j∗ is the lot price of j
∗ at some later time, and that p′j∗ = pj∗ .
Assume first that there are no satisfied sinks on the claim list of j∗, and let i1 be the sink
currently bidding (bi1j∗ , qi1j∗) on j
∗. Let q1 be equal to
q1 =
∑
{ (k, bkj∗ , qkj∗ ) | bkj∗=pj∗ }
qkj∗ . (4.2.6)
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Because the HC rule is in place, one can assume without loss of generality that k 6= i1 for
all claims of price pj∗ .
As shown in Equation (4.2.3), bi1j∗ ≥ pj∗ + ε. Thus, if q1 ≤ qi1j∗ , all claims of price
pj∗ have been overbid and the price after i1’s claim satisfies
p′j∗ ≥ min{bi1j∗ , p̂j∗} > pj∗ . (4.2.7)
This contradicts the supposition that p′j∗ = pj∗ , and so it must be that q1 > qi1j∗ . By
definition, qi1j∗ = min{Di1 , sj∗}. If qi1j∗ = sj∗ , then q1 > sj∗ , which contradicts the
definition of q1 as a quantity claimed on Cj∗ . Hence, qi1j∗ = Di1 . Because i1 claimed the
quantity Di1 and the HC rule is in place, it must be the case that sink i1 is satisfied and
p̂j∗ = min{bi1j∗ , p̂j∗} > pj∗ . (4.2.8)
is preserved.
Now assume j∗ has one other sink that was satisfied without increasing the price pj∗ .
Without loss of generality, assume the sink is i1. Suppose some sink i2 bids (bi2j∗ , qi2j∗) on
lot j∗. Because i1 is satisfied, i2 6= i1. The remaining quantity available at price pj∗ equals
q2 =
∑
{ (k, bkj∗ , qkj∗ ) | bkj∗=pj∗ }
qkj∗ . (4.2.9)
Because of the HC rule, one can assume k 6= i2 for all claims of price pj∗ . (As the steps
above show, it is also true that k 6= i1 for all such claims.)
Once again, bi2j∗ ≥ pj∗+ε. Note that the bid price associated with the quantity claimed
by i1 exceeds pj∗ , so i2 cannot claim any quantity from i1 unless q2 ≤ qi2j∗ . However, in
that case all claims of price pj∗ have been overbid and the price after i2’s claim satisfies
p′j∗ ≥ min{bi2j∗ , p̂j∗} > pj∗ . (4.2.10)
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This contradicts the supposition that p′j∗ = pj∗ , and so one must have q2 > qi2j∗ , and i1
remains satisfied.
By definition, qi2j∗ = min{Di2 , sj∗}. If qi2j∗ = sj∗ , once again there is a contradiction
because the total quantity in Cj∗ exceeds sj∗ . Hence, qi2j∗ = Di2 . Because i2 claimed the
quantity Di2 and the HC rule is in place, it must be the case that sink i2 is also satisfied and
p̂j∗ > pj∗ (4.2.11)
is preserved.
Continuing inductively, one finds that up toM−1 distinct bidders can be satisfied while
maintaining p′j∗ = pj∗ , and that
p̂j∗ > pj∗ (4.2.12)
is preserved by each of them. (Because the quantity with price pj∗ must be owned by at
least one bidder, it is not possible for more than M − 1 distinct bidders to satisfy the initial
assumption that p′j∗ = pj∗ .)
Suppose now that ik becomes unsatisfied for some k = 1, . . . , M − 1. Because ex-
penses are nonincreasing and p′j∗ = pj∗ , xikj∗ must still offer the best expense for bidder
ik. Therefore, ik bids on some lot with expense equal to xikj∗ .
4.2.1.3 General auction terminates
Theorem 4.2.3. Given ε > 0, if at least one feasible transport plan exists, then the general
auction method terminates.
Proof. Let I be the set of bidders (sinks) and J be the set of lots (sources) for a feasible
transport problem T . As a consequence of Theorem 4.2.1, one can partition J into four
subsets:
• JF , the set of lots which receive finitely many bids.
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• JM , the set of lots whose prices achieve maximum values, while receiving infinitely
many bids.
• JA, the set of lots whose prices asymptotically approach finite limits, without ever
achieving those limits.
• J∞, the set of lots whose prices increase without bound.
Now consider the sets
IF = { i ∈ I | i bids finitely many times } (4.2.13)
IM = { i ∈ I | i bids on some j ∈ JM infinitely many times } (4.2.14)
IA = { i ∈ I | i bids on some j ∈ JA infinitely many times } (4.2.15)
I∞ = { i ∈ I | i bids on some j ∈ J∞ infinitely many times }. (4.2.16)
I will show that the four sets partition I .
Suppose i ∈ I such that A(i) \ J∞ is nonempty. Then there exists j∗ ∈ A(i) \ J∞ such
that pj∗ is bounded above. Thus, after a finite number of iterations
xi = max
j∈A(i)
{cij − pj} ≥ cij∗ − pj∗ > cij∞ − pj∞ ∀ j∞ ∈ J∞. (4.2.17)
Therefore, if J∞ ∩ A(i) is nonempty, it must be that i /∈ I∞. By the contrapositive,
A(i) ⊆ J∞ ∀ i ∈ I∞. (4.2.18)
This implies that I∞ is pairwise disjoint with IF , IA, and IM .
Suppose there exists i ∈ I \ IF such that JA ∩ A(i) 6= ∅ and JM ∩ A(i) 6= ∅. By
definition, i bids infinitely many times on lots from JA and/or JM . After a finite number




pkj ∀ j ∈ JA, (4.2.19)
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where pkj is the lot price of j at the end of the k-th iteration. Let
jM = arg max
j∈A(i)∩JM
{cij − pj} (4.2.20)
and
jA = arg max
j∈A(i)∩JA
{cij − lj}. (4.2.21)
One of two possibilities must exist:
1. If cijM−pjM ≥ cijA−ljA , then for any iteration k̂ ≥ k one has cijM−pk̂jM > cijA−p
k̂
jA .
Thus, for any k̂-th iteration such that k̂ ≥ k, iwill not bid on lots in JA, and so i /∈ IA.
2. If cijM − pjM < cijA − ljA , then there exists iteration k̂ ≥ k such that cijM − pjM <
cijA − pjA . Because prices are nondecreasing, after the k̂-th iteration, i will not bid
on lots in JM , and so i /∈ IM .
Therefore, IM and IA are pairwise disjoint. By definition, IF must be pairwise disjoint
with both IM and IA, because a sink cannot bid both finitely many and infinitely many
times. Thus, all four sets are pairwise disjoint, and since their union is I they constitute a
partition.
I will now consider possible elements in the three sets IM , IA, and I∞, to show that
these sets are in fact empty.
1. Suppose IM is nonempty. After a finite number of iterations all prices in JM are
fixed and all bidders in IM no longer bid on lots outside JM . From that iteration on,
by Theorem 4.2.2, each bidder i ∈ IM must be satisfied after its bid. Thus, some
other bidder(s) must cause each i ∈ IM to become unsatisfied infinitely many times.
Because the prices in JM are fixed, each time i becomes unsatisfied it will rebid on a
lot in JM with the exact same price as the one it chose on its previous bid. Therefore,
after a finite number of additional iterations, all i ∈ IM will only have claims in JF
and JM , and when they become unsatisfied it is by bidding against each other for lots
in JM .
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Assume this has all occurred by the (k−1)-th iteration. LetDk be the total unsatisfied










(i, bij , qij)∈Cj
bij=pj
qij. (4.2.23)
Assume without loss of generality that Qk = ukDk. Because the prices for lots in
JM remain unchanged, uk > 1. During the round, each unsatisfied bidder in IM
must bid on some lot in JM , and because the prices of those lots do not decrease, all
those bidders must be satisfied. Thus, the total quantity acquired by bidders in IM
during the k-th round must equal Dk. Since the prices of the lots do not increase,
the claimed quantities must have been taken from Qk, and so Qk must have been
reduced by Dk. Because the new amounts claimed could come only from previous
claims by bidders in IM , at the end of the round the unsatisfied demand, Dk+1, must
equal Dk, and the ratio of the available quantity, given by uk+1, must satisfy uk+1 ≤
uk− 1. Therefore, after duke rounds, the available quantity at the current prices must
have been exhausted, and the price of some lot in JM must have increased. This
contradicts the definition of JM , and therefore IM must be empty.
2. Suppose IA is nonempty. By the definition of JA, for each jr ∈ JA, there exists an
associated iteration kr such that the price at the start of that iteration, pkrjr , satisfies
lr − pkrjr < ε. (4.2.24)
Let k = maxr kr.
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Assume without loss of generality that by the start of iteration k all lots in JF have
also received their final bids. This implies that all bidders in IA are now bidding
exclusively on lots in JA. Recall from Equation (4.2.3) that each new bid exceeds
the current lot price by at least ε. Thus, after the k-th iteration, for all i ∈ IA and all
j ∈ JA, the new bid price bij must exceed lj .










(i, bij , qij)∈Cj
bij≤lj
qij. (4.2.26)
Assume without loss of generality that Qk = ukDk.
Let i be some unsatisfied bidder in IA, bidding on j ∈ JA. The bid price offered by
i, by exceeding lj , exceeds the price of all quantities claimed in Qk. By the definition
of JA, the price of lot j does not exceed lj . Thus, all bidders in IA must be satisfied
at the end of their bids. This implies that the claimed quantities must have been taken
from Qk, and that
Qk+1 = (uk − 1)Dk. (4.2.27)
Because no bidders outside IA will bid again on lots in JA, the bidders made unsat-
isfied by the new claims on Qk must be members of IA. Thus, at the end of the round
the unsatisfied demand, Dk+1, must equal Dk and the ratio of the available quantity
uk+1, must satisfy uk+1 ≤ uk− 1. Therefore, after duke rounds, the quantity claimed
at prices below asymptotic bounds must have been exhausted, and the price of some
lot j ∈ JA exceeds lj . This contradicts the definition of JA, and therefore IA must
be empty.
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and since pj → +∞ for all j ∈ J∞, it must be the case that
min
j∈A(i)




{cij − pj} → −∞. (4.2.30)
This implies that after a finite number of iterations, each lot in J∞ will be satis-
fied exclusively by the bidders in I∞. Otherwise, some bidder in IF would become
unsatisfied infinitely many times, causing them to bid infinitely often. This would
contradict the definition of IF .
Furthermore, because the algorithm does not terminate, there must be at least one
bidder in I∞ that is not satisfied, while all bidders in IF have been satisfied by the
lots in JF . It follows that the total demand of the bidders in I∞ must be strictly larger
than the total supply of the lots in J∞. However, by Equation (4.2.18), the demand
in I∞ can only be satisfied by supply in J∞. This contradicts the assumption that a
feasible transport plan exists. Therefore, I∞ must be empty.
Because IM , IA, and I∞ are all empty, I = IF . Therefore, the general auction algorithm
must terminate after finitely many bids.
4.2.1.4 Minimum price increase for general auction
Corollary 4.2.4. Given a feasible transport problem T , there exists a finite k ∈ N and
δ > 0 such that every k bids the price of a lot is guaranteed to change, and when a lot price
changes it increases by at least δ.
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Proof. This follows from Theorem 4.2.3, specifically the conclusion that JM ∪ JA = ∅.
4.2.1.5 General auction preserves ε-CS
Theorem 4.2.5. If a transport plan and lot price vector satisfy ε-CS for the general auction
method at the start of an iteration, the same is true of the transport plan and lot price vector
obtained at the end of that iteration.
Proof. Suppose ε-CS holds at the start of the iteration. Fix the lot j∗ and let its price before
and after iteration be given by pj∗ and p′j∗ , respectively.
Suppose that sink i bids on lot j∗ during the iteration, and the lot price of j∗ changes as
a result. By Equations (4.1.2) and (4.1.4)
bij∗ = cij∗ − wi + ε, (4.2.31)
which implies, by applying Equation (4.1.3),
cij∗ − bij∗ = wi − ε = max
j∈A(i), j 6=j∗
{cij − pj} − ε. (4.2.32)
Equation (4.1.1) guarantees that p′j∗ ≤ bij∗ , so
cij∗ − p′j∗ ≥ cij∗ − bij∗ = max
j∈A(i), j 6=j∗
{cij − pj} − ε. (4.2.33)
By Theorem 4.2.1, p′j ≥ pj for all j. Thus,
cij∗ − p′j∗ ≥ max
j∈A(i),j 6=j∗
{cij − p′j} − ε. (4.2.34)
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Because cij∗ − p′j∗ ≥ cij∗ − p′j∗ − ε,
cij∗ − p′j∗ ≥ max
j∈A(i)
{cij − p′j} − ε, (4.2.35)
and ε-CS is satisfied.
Suppose that i has a claim on j∗, but the lot price pj∗ has not changed during the
iteration. Because ε-CS held prior to the iteration and pj ≤ p′j for all j,
cij∗ − p′j∗ = cij∗ − pj∗ ≥ max
j∈A(i)
{cij − pj} − ε ≥ max
j∈A(i)
{cij − p′j} − ε. (4.2.36)
Thus, ε-CS holds for all claims in every claim list.
Therefore, ε-CS holds for all (i, j, qij) in the transport plan T .
4.2.1.6 General auction error bound
Theorem 4.2.6. Let ε > 0 be the minimum price increase of the general auction algorithm.
If at least one feasible transport plan exists, then when the assignment auction method








Proof. Assume the transport problem is feasible. Let P ∗ be the optimal primal solution to
the transport problem,
P ∗ = max
(i, j)∈A
cijfij, (4.2.38)















Let T ∗ be the simplified transport plan obtained when the auction terminates, and let p∗ =
(p∗1, . . . , p
∗
N) be the resulting price vector. Let i be any sink and suppose (i, jr, fijr) ∈ T ∗
for j1, j2, . . . , jt. Because (T ∗, p∗) satisfies ε-CS,
max
j∈A(i)
{cij − p∗j} − ε ≤ cijr − p∗jr . (4.2.40)
Therefore, by rearranging and summing terms for all jr,
max
j∈A(i)
{cij − p∗j}+ p∗jr ≤ ε+ cijr (4.2.41)
fijr( max
j∈A(i)
{cij − p∗j}+ p∗jr) ≤ fijr(ε+ cijr) (4.2.42)∑




{cij − p∗j}+ p∗jr) ≤
∑













(i, jr, fijr )∈T ∗
r=1, ..., t
fijrcijr . (4.2.44)















(i, j, fij)∈T ∗
fijcij. (4.2.45)
Given any sink j, (iu, j, fiuj) ∈ T ∗ for u = 1, 2, . . . , v. Thus, summing first over the iu
for j, and then over all j,
∑

































(i, j, fij)∈T ∗
fijcij (4.2.48)
Therefore,

















(i, j, fij)∈T ∗
fijcij (4.2.51)
P ∗ ≤ Lε+ P ∗ (4.2.52)
D∗ ≤ Lε+D∗.
4.2.2 Essential characteristics of the general auction
In Network Optimization: Continuous and Discrete Models, Dimitri Bertsekas describes
what he considers the “important ingredients” of auction methods [15]. Here, in the same
form used by Bertsekas, are what I consider the essential elements of the general auction
method:
(a) ε-CS is maintained.
(b)(1) During each iteration, at least one bidder with unsatisfied demand claims supply in
one lot.
(b)(2) The bid price of this claimed supply is increased by at least βε, where ε > 0 and β
is some fixed positive constant.
(b)(3) Any previously-claimed supply that is needed to satisfy a higher priced claim (if
any) becomes unclaimed.
(c)(1) No bid price is decreased.
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(c)(2) Any supply that was claimed at the start of an iteration remains claimed at the end
of that iteration (although the bidder claiming it may change).
With the exception of (a), all of these characteristics are essential to the argument that
the general auction algorithm terminates after a finite number of iterations. Characteristic
(a) relates the the resulting price vector to the optimal price vector and establishes a worst-
case bound on the distance from optimality.
4.2.3 SO auction is a special case of the general auction
Given an integer-valued transport problem, one can relate the general auction method to
the extended auction method. This relationship bypasses the SOP auction algorithm, and
establishes the SO auction as a special case of the general auction.
Theorem 4.2.7. If T is a feasible integer-valued transport problem and di = 1 for all sinks
i in T , then the general auction algorithm is equivalent to the auction algorithm for similar
objects.
Proof. Let T be any feasible integer-valued transport problem such that for all sinks i,
di = 1. Thus, for purposes of the SO auction one has S(i) = {i} for all sinks i. The lot
represented by S(i) must be unsatisfied if and only if there exists exactly one person for
the SO auction that is unsatisfied. Consider the bidding phase for such a person i.
If the object ji offers best expense for the SO auction, then the lot represented by S(ji)
also offers best expense, so the object ji chosen by the SO auction corresponds to the choice
of lots in the general auction. Let j′ be the object such that for the SO auction
wi = max
j∈A(i)\S(ji)
{cij − pj} = cij′ − pj′ . (4.2.53)





and so the second-best expense computed by the general auction method must equal that
computed by the SO auction. Therefore, the bid prices for the SO and general auction must
be equal. Because T is an integer-valued transport problem, S(i) is unsatisfied, and di = 1,
the quantity desired by the general auction must be
qiji = min{Di, sji} = 1. (4.2.55)
Therefore, the two bidding phases are equivalent.
Let j be some object that receives one or more bids during the claims phase, and let ij
be the person that made the highest bid on j.
Suppose the object j has already been claimed by some person k. Because j is the
lowest-priced object in S(j), and each bid increases the price of an object by at least ε,
this implies that the lot S(j) is satisfied. The SO auction claim on object j corresponds to
making a claim on the lot S(j), and
bijS(j) = cijS(j) − wij + ε ≥ pj + xij − wij + ε ≥ pj + ε. (4.2.56)
Thus, in the general auction the lowest priced claim on the current claim list CS(j) will be
removed.
Assume without loss of generality that the order of the claims in the claim list of the
general auction matches the sorted order of the expenses determined in the SO auction
algorithm. Then the lowest-priced claim corresponds to the object claimed by person k.
As shown in the bidding phase, the quantity claimed by i is 1, so both methods add 1 to
Dk. Removing the claim (k, bkS(j), 1) from the claim list CS(j) is equivalent to removing
(k, j, 1) from T .
Appending (ij, j, 1) to T is equivalent to inserting (ij, bijS(j), 1) into CS(j), and both
methods subtract 1 from Dij . The price update for the general auction is the same as
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determining the lowest-priced object in S(j) after the price increase on object j. Thus, the
two lot phases are equivalent, and so the two auction algorithms are equivalent.
4.2.4 Ramifications of general auction equivalence
With the equivalence shown in Theorem 4.2.7, the assignment auction is a special case of
the general auction. Furthermore, many of the theorems given for the assignment auction
become consequences of those proved for the general auction. For the assignment problem,
one can show that Corollary 4.2.4 holds for k = 1 and δ = ε. That result, combined with
Theorem 4.2.1, is sufficient to establish Theorem 3.2.1, and Theorem 3.2.2 follows from
Theorem 3.2.1. The termination argument given in Theorem 3.2.3 is a special-case of
that given in Theorem 4.2.3, because integer data makes the emptiness of the sets JA and
JM self-evident there. The ε-CS preservation result in Theorem 3.2.4 is a consequence of







1 = N. (4.2.57)
4.3 Implementation
4.3.1 Implementation strategies
Because the auction may require a large number of iterations, efficient implementation is
vital to optimal performance. Here I share my insights for effective computation.
4.3.1.1 Bidders and bidding
Note that the definition of sources and sinks is arbitrary with respect to the transport so-
lution. Because each bidder makes only one bid per iteration, the method runs most ef-
fectively when one chooses the larger set for the sinks, thus maximizing the number of
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bidders. It is convenient to store di and Di for each bidder i. It may also be helpful for i to
have a copy of the subset of the cost vector given by { cij | j ∈ A(i) }.
Each bidder needs access to a subset of the cost coefficients and the lot price vector, but
cost coefficients are constant and lot prices are not altered during the bidding phase. Thus,
bidding can be performed in parallel, using a separate process for each bidder.
For each bidder and each bidding phase, determining xi and wi requires a fresh sort of
{cij − pj, ∀j ∈ A(i)}. (4.3.1)
Because only the two largest members are needed, the ideal implementation determines
only those, rather than sorting the entire list. One effective way to do this by applying the
quickselect algorithm to find the second-largest expense, wi. As a result, the largest
expense xi is also identified. While the quickselect algorithm has worst-case quadratic
complexity, the worst case is highly unlikely, and quickselect has average-case linear
complexity. Hence, this partial sorting technique will usually find xi and wi in linear time.
Since one needs both xi and its associated lot number, ji, it is best to perform the partial
sort on paired data structures of the form (j, cij − pj).
4.3.1.2 Lots and claiming
For fast and easy access, it is convenient to store sj and Sj . It is also convenient to store
individual claims as triple data structures of the form (i, pij, qij), exactly as shown in the
description.
Each lot needs access only to its individual claim list, and the bids offered to it. Since
bids themselves need not be changed during the claims phase, claims can be performed in
parallel, using a separate process for each lot. (In order to obtain objective results, parallel
computation was not used in my numerical tests.)
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One of the advantages of claim lists is that they can scale in response to the relative
complexity of the transport problem. Take advantage of this property by constructing claim
lists as dynamically sized data structures and growing them as needed. This implementation
can save time as well as memory, because it reduces the size of the list that each lot must
update during its claims phase.
At any given time, only the lowest-priced claim on the claim list needs to be considered.
Thus, it is most efficient to store each claim list as a binary min heap, sorted by price. Worst-
case complexity for such a heap is logarithmic for insertion and deletion, and constant when
retrieving the lowest-priced claim.
4.4 Numerical results
My implementation of the general auction method was written in C++, and relies heavily on
the C++11 Standard Library. I implemented four additional methods for testing: the assign-
ment auction method, the extended auction SO and SOP algorithms, and the network sim-
plex method. The auction implementations used in these tests are based on software I later
released to the public: the open-source AUCTION ALGORITHMS IN C++ project [111].
The assignment and extended auction methods were used for benchmarking and compari-
son, while the network simplex method was used to test solutions for optimality.
I wrote, compiled, and tested all the programs myself, in order to minimize possible
confounds in my results. Because the extended auction method involves three distinct
algorithms, I implemented and tested all three. As shown below, my implementation of the
SOP auction algorithm generated the most favorable data on non-assignment problems, so
I focused on comparisons involving that algorithm.
All of the methods were implemented to solve the general transport problem as de-
scribed in Section 2.2.1, applying only those data restrictions necessary to satisfy the min-
imal requirements of the algorithm. One could improve on my results for any particu-
lar method, simply by customizing the code to handle specific purposes or environments.
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However, my goal was to evaluate the average-case effectiveness of the underlying methods
themselves, aside from any potential time savings due to specialized design.
The transport problems I used for testing were initialized by creating assignment prob-
lems with NETGEN [93]. The only modifications to the NETGEN code were increased
array sizes (to generate the large problems desired) and alterations to the I/O (input/output)
routines. The network generation code was not altered. When different weights or costs
were desired, the existing nodes and arcs were modified using the random uniform distri-
bution functions from the C++11 Standard Library.
4.4.1 Comparison of auction methods for assignment
When Bertsekas and Castañón compared their implementation of the extended auction
to the performance of the assignment auction on standard assignment problems [16, p.
92], they found that the additional overhead required by the extended auction measurably
slowed computation time. Thus, I wished to see how the performance of the general auc-
tion compared to that of the assignment and extended auction methods when applied to
assignment problems of increasing size. The comparison done by Bertsekas and Castañón
in 1989 used problems with 150 to 500 pairs of sources and sinks. Given the improve-
ments in computation power since that time, my comparison starts at 3000 sinks and ends
at 10000 (with an equal number of sources at each size). Like Bertsekas and Castañón, the
number of arcs in each problem is 12.5% of the maximum possible. The cost range is also
relevant, as it influences complexity scaling [15, p. 34]. For the cost range, I used a fixed
value C = 100. The resulting times are given in Table 4.1.
Over all tested problem sizes, the computed times for the assignment and general auc-
tion methods are nearly identical, differing by less than 2%. The largest difference in
computed time was less than two-tenths of one second. This suggests that the overhead
required for the implementation of claim lists scales appropriately with relatively simple
problems such as assignment (see Theorem 3.3.8 and Section 4.2.4).
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Table 4.1: Time in seconds for assignment scaling
N sinks and N sources, N2/8 arcs
Assignment General Extended Extended
N auction auction auction (unoptimized)
3000 1.23 1.21 1.71 9.06
4000 2.65 2.68 3.52 18.63
5000 4.73 4.82 6.23 35.33
6000 6.96 7.06 8.82 60.55
7000 8.90 8.97 10.85 90.82
8000 12.60 12.64 15.98 132.93
9000 17.00 16.83 20.73 193.30
10000 18.88 19.05 23.04 249.03
The graph in Figure 4.1 displays the times visually. Only three lines are clearly visible,
because at this resolution the assignment and general auction lines overlap considerably.
Nonetheless, the graph offers a useful visual comparison of the scaling properties of all




















Figure 4.1: Solution time for assignment scaling
N sinks and N sources, N2/8 arcs
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Storage requirements were dominated by the need to store an explicit cost value for
each arc, and so were nearly identical for all three algorithms. Storage scaled quadratically
with respect to the number of sinks. Each assignment problem required approximately
7.1× 10−6N2 megabytes of memory.
4.4.2 Comparison of extended and general auction
As described in Section 3.3.7.1, the explicit transformation of data used by most of the
algorithms of the extended auction method makes them vulnerable to transport problems
with arbitrarily large total weights. The SOP auction implementation I created uses implicit
transformation for sinks, but explicit transformation for sources, making it an ideal vehicle
for examining this vulnerability. I generated a small transport problem and scaled the total
weight, comparing the time required by the extended and general auction methods.
In every case, the structure of the transport problem was identical. It had 500 sources,
500 sinks, and the same 225000 arcs (90% of maximum). The cost range was C = 100.
Using a uniform integer distribution, the weight was spread among the sources and sinks.
Each was given a minimum weight of one, but no maximum was assumed. The total
weights and computation times for the two algorithms are given in Table 4.2.
The data collected suggests that, as weight increases, time for the SOP auction algo-
rithm scales on the order of O(L3), where L is the total weight of the transport problem.
Time increases for the general auction algorithm as well, but it appears to be scaling sub-
linearly. The storage requirements for the SOP auction appear to scale linearly. This is not
surprising, given that the SOP auction algorithm explicitly transforms the set of sinks into
L persons. Storage requirements for the general auction are approximately constant.
The time increases given by both algorithms suggest that the weight range, or number
of possible weight values, may be relevant to complexity calculations. The impact of in-
creasing weight was not considered in [16], and of course is irrelevant to the assignment
problem, but it seems natural to consider it. The larger the weight range, the more likely
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Table 4.2: Results for weight-only scaling
500 sinks and 500 sources, 225000 arcs


























it becomes that each sink will have positive flows over multiple arcs, increasing the com-
plexity of the optimal transport plan, and thus the time required to calculate it.
Given the degree to which weight increases adversely affect the performance of the
extended auction method, I also compared the scaling behaviors of the two methods in
problems where the relative total weight was fixed. I randomly generated transport prob-
lems with N sources and N sinks, where the total weight of each problem was L = 2N .
The number of arcs for each problem was fixed at 90% of maximum, and the cost range
was C = 100. The results are shown in Table 4.3.
Table 4.3: Results for fixed weight ratio scaling
N sinks and N sources, 0.9N2 arcs, total weight 2N





















For these problems, the general auction method appears to scale with respect to time at
O(N3), whereas the time scaling for the extended auction seems to be O(N6). Because of
the need to store an explicit cost value for each arc, both methods scale quadratically with
respect to storage. The extended auction consistently requires approximately 150% of the
amount of storage needed for the general auction method. The additional storage is used to
explicitly transform supply nodes into objects.
4.4.3 General auction performance on real-valued transport
To test the performance of the general auction algorithm on real-valued data, I generated
transport problems using the following method:
• Sources and sinks are points in the plane, restricted to the unit square [0, 1]× [0, 1].
Points are placed randomly using the uniform distribution, with a guarantee of some
minimal spacing between points in the same set, to ensure that cost differences do
not become too small for machine precision. I generateN sinks and an equal number
of sources.
• The graph underlying the transport problem is the complete bipartite graph KN,N , so
the problem is maximally dense withN2 arcs. The cost function is the Euclidean dis-




(xi − xj)2 + (yi − yj)2. (4.4.1)




2, . . . ,
√
N , ran-
domly distributed among the points. The weights of the sources are generated using
the same method. Because the total weights of the sinks equals the total weight of
the sources, and the transport graph is complete, the problem is guaranteed to be
feasible.
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I chose this method because it populates the weights and costs with irrational values, and
there is minimal repetition within the sets. The resulting problems are not pathological, but
they certainly are not simple.
More importantly, the large number of unique irrational values generated by this method
addresses the heart of the concern with real-valued transport problems: whether irrational-
valued data impacts the average-case complexity of the general auction method.
Given the spatial restriction of the unit square, the absolute maximum cost for each
of these problems is bounded above by
√
2. However, because the data is not limited to
the integers, the range of cost and weight values is significantly larger than the maximum
absolute cost would indicate. In fact, the range of cost and weight values significantly
exceeded N for every problem I considered.
I found that initializing εwith twice the absolute maximum cost generated good results.
Using that initial ε and a zero-vector of initial prices, I solved each problem by iterating
through successive ε-scaling phases until the optimal solution was achieved.
As described above, it is difficult to determine a priori minimum ε values that guar-
antee optimal solutions. To account for this, I confirmed the optimality of my solutions a
posteriori, by using the resulting transport network as an initial network for the network
simplex method. The amount of computation done by the network simplex method, and
the final cost it obtained, allowed me to determine how close the general auction solutions
were to optimal. If the general auction generated a sub-optimal result for that value of ε, I
discarded that result and recomputed the solution using a smaller ε value.
Because the total weights of the problems were normalized, Theorem 4.2.6 guarantees
that the solutions are at most ε from optimal. Given the limits of machine precision, it is
possible for the general auction to achieve the same optimal cost obtained by the network
simplex, even if the transport network generated is in fact sub-optimal.
To consider the case where an optimal transport network was desired, after achieving
the optimal cost I continued to increase the number of iterations until my network simplex
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solver indicated that no pivot operations needed to be performed. Using this technique, I
forced the general auction method to run until both its primal cost and its transport plan
were as good as what could be achieved using the network simplex method. I judged these
solutions to be as good as could be achieved, given the limits of machine precision. The
results of these tests are given in Table 4.4.
Table 4.4: Real-valued general auction results
N sinks and N sources, N2 arcs
Time ε-scaling Minimum
N (sec) phases ε value
500 1.06 9 1.05× 10−5
1000 6.42 9 1.05× 10−5
2000 41.90 10 2.63× 10−6
3000 104.54 11 6.62× 10−7
4000 214.99 11 6.67× 10−7
My code used long integers and double-precision floating point numbers. Because of
the numerical methods used, I assumed that the calculations would be accurate up to the
square root of machine precision. For my machine, this limit was equal to
√
eps := 2−26 ≈ 1.490116× 10−8. (4.4.2)
For problem sizes above N = 4000, the ε value achieved this level of precision without
generating a completely optimal transport plan, as judged by the network simplex method.
Not surprisingly, given the dense and complicated nature of these sample transport
problems, the time complexity resembles O(N3). My implementation of the general auc-
tion algorithm generates the full array of arc costs, so storage complexity grows quadrati-
cally with respect to N . (Had I wished, I could have taken advantage of the structure of the
problems to instantiate cost values as needed.) Because my previous examples use floating
point storage, the results presented in Table 4.3 give a representative sample of the storage
size progression.
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4.4.4 A specific example
Consider the specific example shown in Figure 4.2(a). The graph is embedded in [0, 1]2,
and the underlying network is assumed to be a bipartite complete graph. The points in
X , {xi}7i=1, are located at the blue dots, and the points in Y , {yj}
11
j=1, are located at the
red stars. µ and ν are uniform, so for each i ∈ N7, µ(xi) = 1/7 and for each j ∈ N11,
ν(yj) = 1/11.
(a) Points embedded in [0, 1]2 (b) Optimal solution
Figure 4.2: Discrete problem embedded in [0, 1]2
The positions of the points were approximated using the (scaled) problem shown on the
right side of Figure 2 in [5]. The exact coordinates I used are given in Table 4.5.
The problem can be solved directly using the general auction method. By multiplying
the common denominator 77, the problem weights can be converted to integers. This allows
a solution to be computed using the other three auction methods. For all computations, the
step size ε = 2× 10−8 was used. Since the total mass is L = 1, that means the Wasserstein
distance approximation error is bounded above by ε = 2× 10−8.
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Table 4.5: Positions of discrete points in Figure 4.2































































































































In [5], the exact solution is given as 0.2615. Using the points in Table 4.5, the general
auction gives an approximate Wasserstein distance of
W1 ≈ 0.2615134292833± 7.802× 10−10.
The approximation and error bound can be obtained from the primal cost and ε, respec-
tively. However, in this case a better approximation and error bound was obtained by
contrasting the primal and dual solutions,
W1 ≈
D̃∗ + P̃ ∗
2
± |D̃
∗ − P̃ ∗|
2
, (4.4.3)
which one can always use as an a posteriori worst-case estimate.
Comparing the individual solutions offered by the four auction methods is also instruc-
tive. The primal solution given by the general auction is
P̃ ∗GA = 0.2615134300634707013.
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As it turns out, the primal solutions of the four methods differ from each other by no more
than 3.896 × 10−17. However, there is a significant difference between the dual solutions
of the four algorithms. Table 4.6 shows the primal-dual difference, |D̃∗ − P̃ ∗|, along with
the time and memory required by each of the four methods.
Table 4.6: Results of embedded problem comparison
Auction |D̃∗ − P̃ ∗| time (sec) storage (KB)
Assignment 7.258× 10−10 1.012× 10−2 158.4
SO 3.375× 10−3 8.504× 10+1 158.4
SOP 1.289× 10−1 1.798× 10−3 27.40
General 1.560× 10−9 1.480× 10−3 14.50
Noteworthy features appear in all three columns of Table 4.6: the primal-dual differ-
ence, time, and storage.
First, consider the primal-dual difference. For some reason, the SO and SOP auctions
give significantly worse dual results than the general and assignment auctions. The key
feature of the SO and SOP auctions is that they alter the way that dual prices are computed,
in order to more quickly approach the correct solution. Perhaps, in the process, the SO and
SOP methods reduce the accuracy of those same dual prices.
Now look at the time values. The time requirements for the assignment, SOP, and
general auction are unsurprising. The SOP auction, since it minimizes bidding wars, is
notably faster than the assignment auction. The general auction, which avoids bidding
wars entirely, is even faster. The SO auction, on the other hand, is thousands of times
slower than any of the other methods. This is consistent with earlier numerical results,
suggesting that the SO auction’s method of minimizing bidding wars, when taken alone,
may cause more delays than it prevents.
Finally, consider the values for storage. Even for such a small problem, the storage
difference between explicit and implicit expansion is visible in the storage values. The
general auction, which does not expand any part of the problem, requires only 14.50 KB of
memory. The SOP auction, which partially expands the problem, requires almost twice as
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much memory: 27.40 KB. The assignment and SO auctions, which both fully expand the





In this chapter, I present a new solution method for optimal transport problems over product
spaces that are semi-discrete: one of the measures is discrete and the other is continuous.
While semi-discrete formulations can be used to approximate solutions to fully continuous
problems, the semi-discrete optimal transport problem is of practical relevance itself. The
fundamental elements of this chapter have been submitted for publication; see [44].
5.1.1 Semi-discrete problem
The semi-discrete optimal transport problem is the Monge-Kantorovich problem of Defi-
nition 2.1.1, with restrictions on µ and ν, and c:
1. Assume that µ satisfies the following:
(a) µ is bounded.
(b) µ is nonatomic.
(c) µ is continuous except on a set of Lebesgue measure zero.
(d) The support of µ is contained in the convex and compact region A ⊆ X .
2. Assume ν has exactly n non-zero values, located at {yi}ni=1 ⊆ Y .
3. Assume c is an admissible ground cost function, as described in Definition 5.1.2,
below.
The restrictions on µ and ν are inherent in the problem’s definition, while the admissibility
restrictions on c were chosen to facilitate the definition of a broad class of important semi-
discrete transport problems.
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Remark 5.1.1. Without loss of generality, henceforth assume n ≥ 2. If n = 1, the optimal




c(x, y1) dµ(x). (5.1.1)
Definition 5.1.2 (Admissible ground cost). An admissible ground cost function is a mea-
surable, continuous, function c(x1, x2) : Rd×Rd → R, satisfying the following properties:
1. c(x, x) = 0 for all x ∈ Rd;
2. c(x1, x2) = c(x2, x1) > 0 for all x1, x2 ∈ Rd such that x1 6= x2;
3. ‖x1 − x2‖2 ≤ ‖x3 − x2‖2 implies c(x2, x1) ≤ c(x2, x3) for all collinear points
x1, x2, x3 ∈ Rd.
For all c and all x ∈ Rd, S ⊆ Rd, define
c(x, S) := inf
s∈S
c(x, s). (5.1.2)
Remark 5.1.3. The semi-discrete problem has interesting applications in its own right. Re-
cent developments include work on the semi-discrete principal-agent problem and systems
of unequal dimension; see [45, 36].
There are also obvious similarities between the semi-discrete problem and (general-
ized) Voronoi diagrams, similarities that are clearly recognized in [104]. In the simplest
formulation of the Voronoi problem, one has n points yi’s in a planar region R, and seeks
a partition of the given region into sub-regions Ri’s so that each of them contains exactly
one yi, and every point in Ri is closer to yi than to any other point yj , j 6= i. The most
commonly used distance is the Euclidean distance, in which case the regions are polygons.
Voronoi diagrams play an important role in many applications: epidemiology, medicine
(bone, cell, and muscle structures), computing atomic charges in chemistry, development
of autonomous navigation systems in robotics, computer graphics, geophysics, meteorol-
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ogy, and computational methods, particularly mesh smoothing and computational geome-
try [94].
Computing Voronoi diagrams in the plane is a standard problem, with hundreds of
algorithms for their construction. For the planar case, Fortune’s sweepline algorithm is one
highly efficient technique, scaling as O(N logN), with respect to the number of non-zero
values of ν. [56]. In higher dimensions, and for non-Euclidean distances, the problem can
still be challenging.
These similarities notwithstanding, the semi-discrete optimal transportation problem is
considerably more general, as it controls for both distance and region volume. In addition,
my numerical method departs from any used to compute Voronoi cells.
5.1.1.1 Semi-discrete transport and the Monge problem
Because c is continuous and µ is nonatomic, there is at least one solution to the semi-
discrete Monge-Kantorovich problem that also satisfies the Monge problem, as described
in Definition 2.1.4 (see [98]). Thus, by applying Equation (2.1.11), one can assume without
loss of generality that any transport plan π partitions A into n sets Ai, where Ai is the set
of points in A that are transported by the map T to yi. Using this partitioning scheme in







c(x, yi) dµ(x), (5.1.3)









5.1.2 Shift characterization for semi-discrete optimal transport
This idea of sets Ai underlies the shift characterization of the semi-discrete optimal trans-
port problem. The definition of the characterization, which follows, is based on one given
by Rüschendorf and Uckelmann in [104, 102].
Definition 5.1.4 (Shift characterization). Let {ai}ni=1 be a set of n finite values, referred to
as shifts. Define
F (x) := max
1≤i≤n
{ai − c(x, yi)}. (5.1.5)
For i ∈ Nn, where Nn = {1, . . . , n}, let
Ai := {x ∈ A | F (x) = ai − c(x, yi)}. (5.1.6)
Note that ∪ni=1Ai = A.
As given in [101, 104], the sets {Ai}ni=1 define an optimal transport plan if and only if
∀ i ∈ Nn, x ∈ Ai =⇒ π∗ : x→ yi (5.1.7)
on sets of positive µ-measure.
Note that Equation (5.1.7) does not describe the amount of mass transported from x to
yi. If the shifts {ai}ni=1 define F so that µ(Ai) = ν(yi) for all i ∈ Nn, then
n∑
n=1
µ(Ai) = µ(A), (5.1.8)
and the shift characterization determines a Monge solution on sets of positive µ-measure.
In this case, an optimal transport plan π∗ can be determined by simply identifying the
appropriate shifts {ai}ni=1. Because there is a transport map T associated with the Monge
solution that satisfies
x ∈ Ai =⇒ T (x) = yi ∀ i ∈ Nn (5.1.9)
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except on a set of µ-measure zero, one says that the semi-discrete transport problem is
Monge under the shift characterization. A formal description is given in Definition 5.3.8.
For some problems, Equation (5.1.8) is not satisfied by the appropriate set of shifts. In
this case, µ(Ai) ≥ ν(yi) for all i ∈ Nn, with strict inequality for at least one i. The solution
determined is not Monge, and a linear program must be solved to determine the amount
of mass that the optimal plan π∗ transports from each x to the appropriate yi. The general
structure of this linear program is described in Remark 5.3.12. If Equation (5.1.8) is not
satisfied, one says that the semi-discrete transport problem is not Monge under the shift
characterization. See Remark 5.3.11 for additional details.
Remark 5.1.5. The shift characterization has seen some application in the literature of nu-
merical optimal transport. Of particular note is the work [104], where Rüschendorf and
Uckelmann report on numerical experiments with ground costs given by the Euclidean dis-
tance taken to the powers 2, 3, 4, and 10. They assume that µ is the uniform distribution, and
test various weights and placements for the set {yi}ni=1. When an exact solution cannot be
directly determined, their approach consists in fully discretizing the problem and then using
a LP solver (see Section 2.4.1). Rüschendorf and Uckelmann are well aware of the large
computational expense of this approach, which may explain why they restrict approxima-
tion of solutions to one-dimensional distributions and problems in R2 with relatively few
yi’s (n ≤ 15). In [104], Rüschendorf and Uckelmann do not discuss approximating the
Wasserstein distance, even for problems where an exact optimal transport map is known.
The shift characterization is also discussed in [5].1 This paper of Barrett and Prigozhin
proposes and focuses on a new numerical method for the optimal transport problem with
ground cost given by the Euclidean distance. Starting with an alternative form of Equa-
tion (2.3.3), taken from [22], Barrett and Prigozhin develop a mixed formulation of the
Monge-Kantorovich problem, which they solve using a finite element discretization. In the
numerical examples, a single set of five yi’s is given, solved exactly with ai ≡ 0 for all i,
1In the research of Barrett and Prigozhin, shift characterizations are referred to as “optimal couplings.”
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and then approximated with µ and ν both uniform distributions (continuous and discrete,
respectively). Aside from the complexity of Barrett and Prigozhin’s approach, including
the difficulties inherent in the mesh selection process and the sensitive limiting process in
the regularization parameter, they are not able to adequately resolve the region boundaries,
which are at best blurred (see [5, Figure 3]). Like Rüschendorf and Uckelmann, Barrett
and Prigozhin’s paper does not concern itself with the Wasserstein distance.
5.2 Boundary Method
Here, I introduce my new method: the boundary method. At a high level, the idea of the
method is simple: to track exclusively the boundaries between regions, without resolving
the regions’ interiors. In order to do this in practice, and to obtain an efficient technique,
the interplay between discretization, a mechanism for discarding interior regions, and a fast
solver, must all be accounted for.
5.2.1 Boundary identity and system of equations
For all i, j ∈ Nn such that i 6= j, let
Aij := Ai ∩ Aj. (5.2.1)







and for each i ∈ Nn, let the strict interior of Ai is defined as
Åi := Ai \B. (5.2.3)
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For all i, j ∈ Nn such that i 6= j, define gij : X → R as
gij(x) := c(x, yi)− c(x, yj). (5.2.4)
By Corollary 5.3.16 below, B is nonempty, and for each x ∈ B, there exist i, j ∈ Nn,
i 6= j, such that x ∈ Aij . Because x ∈ Ai, F (x) = ai − c(x, yi), and because x ∈ Aj ,
F (x) = aj − c(x, yj). Combining and rearranging these two equations, one finds that
gij(x) = ai − aj , ∀x ∈ Aij. (5.2.5)
Thus, Equation (5.2.5) implies that Aij is a subset of a level set of gij; the value ai − aj is
constant, regardless of which x ∈ Aij is chosen. Using this information, for each i, j ∈ Nn,
i 6= j, such that Aij 6= ∅, define the constant shift difference
aij := gij(xij) , for every xij ∈ Aij. (5.2.6)
Given a sufficiently large set of functionally independent equations of the form given in
Equation (5.2.6), one could determine most or all of the shifts {ai}ni=1. As Theorem 5.3.18
shows, it is possible to obtain exactly (n − 1) functionally independent equations of the
desired form, but a set of n such independent equations does not exist.
The inherent lack of uniqueness of the shifts {ai}ni=1 is intuitively apparent in the defi-
nitions of the sets Ai and the function F . While transforming the shifts from ai to (ai + σ)
alters the value of F (to F + σ), the change has no impact whatsoever on the composition
of the sets Ai.
Since the set of shifts allows exactly one degree of freedom, the boundary method’s
approach is to obtain (n− 1) well-chosen aij values, fix one ai, and use functionally inde-
pendent equations of the form given in Equation (5.2.6) to solve for the remaining (n− 1)
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shifts. The crucial observation is that for the ai’s, there is no need to retain information
about interior of the regions.
Remark 5.2.1. Also the Wasserstein distance can be computed without needing to save
region interiors. If one has determined thatR ⊂ Åi for some regionR, the (partial) Wasser-




c(x, yi) dµ(x), (5.2.7)
and the total Wasserstein distance P ∗ is equal to the sum of all such partial distances PR,
computed over all Ai.
Recognizing these facts, inherent in the shift characterization, inspired both the bound-
ary method’s name and its guiding principles, summarized below:
Do not approximate the entire transport plan overA; rather, identify
approximate region boundaries and determine (n − 1) shift differ-
ences aij .
5.2.2 The Boundary Method
As described below, generate a gridAr approximating the unevaluated region ofA, and use
it to determine the subgrid Br containing the boundary set B. This subgrid is determined
by solving an approximated optimal transport problem from the grid Ar to the point set
{yi}ni=1.
For convenience, this work restricts itself to A = [0, l]d (see Section 5.3.4.1), and
applies a Cartesian grid over that region. At the r-th refinement level of the algorithm,
the grid will thus consist of a collection of boxes with width wr in each dimension of the
discretization. By a slight abuse of notation, use xr to refer to such a box, centered at the
point x. Thus, µ(xr) refers to the µ-measure of the box of width wr centered at x.
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Neighboring boxes are those with center points that differ by no more than one unit
in any discretization index. The set of neighbors of x is denoted N(x) (defined fully in
Equation (5.3.23), below). Because regions of µ-measure zero need not be transported to
any particular yi, boxes of positive weight that are adjacent to such regions are always
retained; that is Refer to such a box as an edge box. The set of edge boxes is defined as
edg(Ar) := {x ∈ Ar | µ(x) > 0 and µ(xn) = 0 for some xn ∈ N(x)}. (5.2.8)
Because A contains the support of µ, every box of positive mass that is adjacent to the
boundary of A is an edge box.
A box whose neighbors and itself all have positive measure is referred to as an internal
box. The set of internal boxes is
int(Ar) := {x ∈ Ar | µ(x) > 0 and µ(xn) > 0 for all xn ∈ N(x)}. (5.2.9)
Boxes of µ-measure zero are not part of edg(Ar) or int(Ar), and they are discarded when
the optimal transport problem is solved. One need not be concerned about losing a region
Ai due to this discard process, since this can only happen if µ(Ai) = 0 (hence ν(yi) = 0,
which is not possible).
Region interiors are identified by comparing the destination of each x ∈ int(Ar) to the
destinations of its neighbors. Edge boxes are never considered part of the region interior,
so they are passed directly to Br.
In order to remove identified region interiors, one must also maintain a running total
of the untransported mass, given by partial measure ν̃. In order to maintain the balance
of the transport problem, each time a region xr is transported from A to yi, the remaining
amount that can be transported to yi, ν̃(yi), must be reduced by µ(xr). The details are
shown in Algorithm 5.1.
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Algorithm 5.1: Boundary method
Boundary method algorithm
(0) Set P̃ = 0, ν̃ = ν, and r = 1. Create Ar = A1, the first discretization, from A.
(1) Quickly approximate the discretized transport solution.
(2) For each x ∈ int(Ar):
Are the neighbors of x all transported to the same yi?




c(z, yi) dµ(z) to P̃ .
– Reduce the value of ν̃(yi) by µ(xr).
– Remove x from int(Ar).
The sets edg(Ar) and the reduced set int(Ar) form Br, the boundary set for iteration r.
(3) Is the desired refinement reached?
• If not:
– Refine Br to create Ar+1, increment r, and go to Step (1).
Once the desired refinement level is reached:
(4) Use Br to identify (n− 1) appropriate shift differences {aij}
and solve for the shifts {ai}ni=1.
(5) [optional] Use P̃ and Br to approximate P ∗.
Remark 5.2.2. Using the idea presented in Remark 5.2.1, one can approximate the Wasser-
stein distance P ∗ by generating a running total over region interiors: P̃ . As defined here,
P̃ is an increasing function of r, and for all r, P ∗ ≥ P̃ . The Wasserstein distance over any
remaining boundary region is evaluated at completion.
Remark 5.2.3. Obviously, some further approximations may be required to make the above
a true general algorithm. Depending on µ, it may be necessary to approximate the mass of




c(z, yi) dµ(z), may also require approximation. Look to Section 5.4 for a discussion
of such considerations.
To illustrate the iterative portion of the boundary method, Steps (1) and (2), consider
the following example, based on the one Barrett and Prigozhin presented in [5].
Example 5.2.4. Let X = Y = [0, 1]2. Assume µ is the uniform probability density, so for
all measurable sets S ⊆ A, µ(S) = |S|, and that ν has uniform discrete probability density,
so ν(yi) = 1/n for 1 ≤ i ≤ n. Take n = 5, with the five points where ν has nonzero
density distributed as shown in Figure 5.1.
Let c be the squared Euclidean norm, ‖y − x‖22. Suppose a discretization with width
2−5 is sufficient to provide the desired accuracy and that one applies the boundary method
with initial width 2−4.
Figure 5.1 shows the state of the boundary method during the first iteration. In Fig-
ure 5.1(a), Step (1) has just been completed : the approximate transport map has been
computed, but the algorithm has not yet identified interior points or added anything to the
partial transport cost P̃ . Figure 5.1(b) shows the state of the algorithm after Step (2): the
interior regions have been identified (shown in gray), and the partial transport cost has been













(b) A1 after Step (2):
P̃ = 0.01387
Figure 5.1: Iteration A1 of Example 5.2.4 illustrated: w1 = 2−4
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Figure 5.2 shows the state of the boundary method algorithm during the second itera-
tion. In Figure 5.2(a), Step (1) has just been completed. As can be seen by comparing Fig-
ure 5.1(b) to Figure 5.2(a), the boundary and interior regions are the same ones that were
present at the end of the first iteration, but refining the boundary set to width w2 = 2−5
allows one to compute a more refined transport map. Because Step (1) does not add to
the identified interior regions, the partial Wasserstein distance P̃ is also unchanged from
Figure 5.1(b).
After Step (2) of the second iteration, shown in Figure 5.2(b), more of the interiors
have been identified. The partial transport cost shows a corresponding increase: now P̃ =














(b) A2 after Step (2):
P̃ = 0.02898
Figure 5.2: Iteration A2 of Example 5.2.4 illustrated: w2 = 2−5
Next, I discuss the key elements of the algorithm: Steps (1), (4) and (5).
5.2.2.1 Solving the discrete optimal transport solution: the general auction algorithm
Step (1) of the algorithm clearly emphasizes the characteristics required of an ideal trans-
port solver for the boundary method: it needs only to approximate the correct solution,
since misdirected points will be included in Br, and their associated regions will be as-
signed after the next grid refinement. Moreover, computing the approximation must be fast,
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and, for obvious reasons, it needs to possess reasonable scaling properties. To satisfy these
requirements, and to bypass the shortcomings of standard LP solvers (see Section 2.4.1),
I have turned my attention to the distributed relaxation methods known as auction algo-
rithms; see [15] and [17].
For the boundary method, I apply my new auction algorithm, the general auction. As
described in Chapter 4, the general auction offers significant performance advantages over
other auction algorithms. Public domain C++ software implementing the general auction
can be found on the Internet at [111].
5.2.2.2 Computing individual shift differences
Once one has reached the desired level of refinement for the boundary, one needs to use the
set Br to identify (n− 1) shift differences aij .
Suppose one has chosen to compute a specific shift difference aij . (The issue of choos-
ing i and j is discussed in Section 5.2.2.3 below.) Step (1) determined a map T showing
which x ∈ Br were transported to yi. Step (2) used T to consider which of the neighbors
of those points x were transported to yj . Thus, one can create the set of unordered pairs
Arij := { {xi, xj} ∈ Br | T (xi) = yi, T (xj) = yj, and xj ∈ N(xi) }. (5.2.10)
If i and j were well-chosen, such that Aij 6= ∅, then by Theorem 5.3.34 (below), it must
be that Arij 6= ∅.
As shown in Equation (5.2.6), all xij ∈ Aij give the identical exact value of aij . Hence,







Because there are almost certainly many points inArij , the approximation of aij is generally
significantly overdetermined.
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The goal is to use well-chosen points from a subset ofArij , to bound aij without creating
a situation where the approximation has no solution. Do this by focusing on approximate
intersection points: points where the set Aij intersects either the boundary of A or a third
region Ak (where k 6= i and k 6= j). These approximate intersection points are generated
from the unordered pairs in
Irij :=
 {xi, xj} ∈ Arij
∣∣∣∣∣∣∣
xi or xj ∈ edg(A) or
∃ k 6= i, j, xk ∈ N(xi) ∪N(xj) s.t. T (xk) = yk
.
(5.2.12)
In practice, I have always found
∣∣Irij∣∣ ≥ 2. However, even if Irij = ∅ for some choice of µ,
ν, and c, one can fall back on computing aij by setting Irij = A
r
ij .
For each {xi, xj} ∈ Irij , use Equation (5.2.11) to compute an approximate shift differ-




i ∪ xrj . (5.2.13)
These bounds are
M ({xi, xj}) := sup
x∈xrij
gij(x) and m ({xi, xj}) := inf
x∈xrij
gij(x). (5.2.14)
By choosing a single element at random from Irij , one can determine ãij using Equa-
tion (5.2.11). The error bound on this estimate ãij is given by
αij := max{M(xi, xj)− ãij, ãij −m(xi, xj)}. (5.2.15)
However, using more than one element can greatly improve the precision of the estimate. If
one chooses to use multiple elements of Irij , the computations become a bit more complex:
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Order the set Irij such that
xk := {xi, k, xj, k} ∈ Irij ∀ k ∈ N|Irij|. (5.2.16)






so restrict it to the largest subset of Irij such that Equation (5.2.17) holds.
Assume without loss of generality that the set Irij generates a consistent system, and let
mij := max
k
m(xk) and Mij := min
k
M(xk). (5.2.18)
The value of ãij takes one of two forms:











However, the average must satisfy the relation
mij ≤ ãij ≤Mij (5.2.20)





Regardless of which definition of ãij is applied, the error can be computed as
αij := max{Mij − ãij, ãij −mij}. (5.2.22)
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If
∣∣Irij∣∣ = 1, this method reduces to the one described by Equations (5.2.11) and (5.2.15).
Remark 5.2.5. The set of intersection points is useful in computing the shift differences,
but it also serves another purpose. As mentioned in Section 5.2.1, Equation (5.2.5) implies
that each set Aij is a subset of some level set of gij . Hence, the shift difference ãij and the
intersection points Irij can often be used to write an approximation for Aij as a collection
of smooth manifolds (usually curves or surfaces). For example, if Aij is a single smooth
manifold, represent it with the implicit equation
gij(x) = ãij from x0 to x1, (5.2.23)
where x0 and x1 are intersection points approximated using Irij .
5.2.2.3 Computing the shifts
Section 5.2.2.2 describes how to choose individual shift differences aij , but it does not
describe which shift differences to pick. The number of possible sets of shift differences is
equal to the number of unique trees H that span the adjacency graph G. I will consider the
appropriate choice here.
As a consequence of Equation (5.2.5), each aij satisfies aij = ai − aj , and therefore
ai = aj + aij. (5.2.24)
Let ãi = ai + αi, ∀i ∈ Nn, define the relation between exact (ai’s) and approximate
(ãi’s) shifts.
The first shift is assigned a value, and is therefore exact: ãk = ak. Now suppose
one uses Equation (5.2.24) to approximate the value of some unknown shift ai. If aj was
approximated with ãj = aj + αj , and aij was approximated with ãij = aij + αij , then
ãi = ãj + ãij = (aj + αj) + (aij + αij) = aj + aij + (αj + αij). (5.2.25)
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Thus, the error in the approximation of ai could be as large as |αj|+ |αij|.
Inductively, the longer the path in a spanning tree H from vk (the vertex correspond-
ing to the initial shift) to vi (the vertex corresponding to the target shift), the more error
terms must be taken into account when approximating ai. For this reason, I recommend
computing the shifts using the following greedy approach:
(0) For the initial shift, ak, choose k such that Ak has the largest number of adjacent
regions. [This is equivalent to creating the subgraph H = vk, where vk is the
vertex in G of largest degree.]
While one or more shifts ai remain unknown:
(1) Choose j such that aj is known and Aj has the largest number of adjacent regions
whose shifts are still unknown. [This is equivalent to choosing the vertex vj in H
with the most adjacent vertices in G \H .]
(2) Determine the shift difference aij for each unknown ai adjacent to aj . [This is
equivalent to adding the vertices vi and edges (vi, vj) to H .]
(3) For each unknown ai adjacent to aj , approximate ai using Equation (5.2.24).
Once H is the desired spanning tree, all shifts will have been approximated.
5.2.2.4 Approximating the Wasserstein distance
By Step (5), the partial Wasserstein distance P̃ includes the exact cost of all the identi-
fied interior regions. What remains to be done is to approximate the cost of the regions
associated with Br.
Using the transport map obtained during Step (1) of the r-th iteration, for each x ∈ Br
one can determine the set
yx := {y ∈ Y | T (xn) = y for some xn ∈ {x} ∪N(x)}. (5.2.26)
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c(z, T (x)) dµ(z). (5.2.27)











respectively. Hence, the error bound for the approximated Wasserstein distance over xr
equals
γx := max{Mx − Px, Px −mx}. (5.2.29)
Summing over all Br, the approximate Wasserstein distance equals










In this section, I provide mathematical justification for the boundary method, assuming that
all computations are solved exactly: both the discrete optimal transport problems handled
by the auction algorithm, and the determinations of mass and Wasserstein distance for
individual boxes (see Remark 5.2.3). I present three types of results: on admissible ground
cost functions, on the shift-characterized semi-discrete optimal transport problem, and,
finally, results on the boundary method itself.
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5.3.1 Ground cost functions
I now define a convenient notation for a large class of ground cost functions, and use that
definition to further clarify which ground cost functions are admissible.
Definition 5.3.1 (`qp and `p functions). Let R
+
:= R+ ∪ ∞. Suppose there exist p ∈ R+













Then the ground cost may be written as c = `qp.
We refer to the set of ground costs
{ c | c = `qp, with p ∈ R
+
and q = 1 } (5.3.2)
as the `p functions. One can also write c = `p with q = 1 implied.
Theorem 5.3.2. Classes of admissible ground cost functions:
(a) If c is an `p function, then c is an admissible ground cost function, as described in
Definition 5.1.2.
(b) If c is an admissible ground cost function and c̃ = cq for some q > 0, then c̃ is also
an admissible ground cost function.
(c) If {ci}mi=1 is a set of admissible ground cost functions, and c be a linear combination




kici s.t. ki > 0 ∀ i ∈ Nm, (5.3.3)
then c is an admissible ground cost function, as described in Definition 5.1.2.
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Proof. For Part (a), Properties (1) and (2) of Definition 5.1.2 are self-evident. For Property
(3), let x1, x2, x3 ∈ Rd be collinear points: x1 = x2 + av and x3 = x2 + bv for some
vector v = (v1, . . . , vd) and scalars a and b. If ‖x1 − x2‖2 ≤ ‖x3 − x2‖2, then |a| ≤ |b|.













|x2, i + avi − x2, i| ≤ max
i∈Nd
|x2, i + bvi − x2, i|
max
i∈Nd
|x1, i − x2, i| ≤ max
i∈Nd
|x3, i − x2, i|
c(x2, x1) ≤ c(x2, x3).












































|x3, i − x2, i|p
]1/p
c(x2, x1) ≤ c(x2, x3).
Therefore, all ground cost properties are satisfied.
For Part (b), let c̃ = cq for some q > 0. Then
1. If x ∈ Rd, c̃(x, x) = 0q = 0.
2. Let x1, x2 ∈ Rd such that x1 6= x2. Since c(x1, x2) > 0, c̃(x1, x2) = [c(x1, x2)]q >
0.
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3. Let x1, x2, x3 ∈ Rd be collinear points such that ‖x1 − x2‖2 ≤ ‖x3 − x2‖2. Then
c(x2, x1) ≤ c(x2, x3), and since q > 0, [c(x2, x1)]q ≤ [c(x2, x3)]q.
The combination in Part (c) is obvious, in light of Part (b) above.
5.3.2 Semi-discrete optimal transport and the shift characterization
Here I examine the features of the shift characterization, defined in Section 5.1.2, and
consider what they say about the semi-discrete optimal transport problem itself.
First, in Lemmas 5.3.3 and 5.3.4, I develop theoretical support for the boundary method.
Lemma 5.3.3. Fix i ∈ Nn. If x ∈ Ai and j ∈ Nn, j 6= i, then the following hold:
gij(x) ≤ ai − aj, (5.3.4)
gij(x) = ai − aj if and only if x ∈ Aij, (5.3.5)
gij(x) < ai − aj if and only if x ∈ Ai \ Aj. (5.3.6)
Proof. Consider Equation (5.3.4). By the definitions of Ai and F ,
ai − c(x, yi) = F (x) ≥ aj − c(x, yj).
Rearranging terms gives
c(x, yi)− c(x, yj) ≤ ai − aj.
To show Equation (5.3.5), first note that Section 5.2.1 already explains how x ∈ Aij
implies gij(x) = ai− aj . Consider the converse: Assume that gij(x) = ai− aj . Rewriting,
one finds that
aj − c(x, yj) = ai − c(x, yi) = F (x).
This implies x ∈ Aj , and since x ∈ Ai, therefore x ∈ Aij .
Equation (5.3.6) is a direct consequence of combining Equations (5.3.4) and (5.3.5).
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Lemma 5.3.4. Suppose c satisfies the triangle inequality. For all i, j ∈ Nn, i 6= j,
(a) If c(yi, yj) = ai − aj , then Aj ⊆ Aij .
(b) If c(yi, yj) < ai − aj , then Aj = ∅.
Proof. Because c satisfies the triangle inequality, for all x ∈ A,
c(x, yi) ≤ c(x, yj) + c(yi, yj)
c(x, yi) ≤ c(x, yj) + ai − aj
aj − c(x, yj) ≤ ai − c(x, yi)
(5.3.7)
For Part (a), suppose x ∈ Aj . By Equation (5.3.7), ai − c(x, yi) ≥ aj − c(x, yj) =
F (x). Because F is defined as the maximum such difference, this implies ai − c(x, yi) =
F (x), and so x ∈ Ai. Further, since x is an element of Ai and Aj , x ∈ Aij . Therefore,
Aj ⊆ Aij .
To show Part (b), note that now Equation (5.3.7) gives aj − c(x, yj) < ai − c(x, yi).
Hence, for all x ∈ A, F (x) ≥ ai − c(x, yi) > aj − c(x, yj). Therefore, Aj = ∅.
Lemma 5.3.5. F (x) is a continuous function of x.
Proof. The ground cost c is defined as a continuous function in X × Y . Thus, for all
i ∈ Nn, ai − c(x, yi) is a continuous function of x. Since F is the maximum of a finite set
of continuous functions, F is itself a continuous function of x.
The next set of results aim at showing that if F partitions A with respect to the measure
µ, then the optimal transport map is unique except on a set of µ-measure zero.
Definition 5.3.6 (F µ-partitions A). Let F be as defined in Equation (5.1.5), and the sets
Ai as defined in Equation (5.1.6) for i ∈ Nn. Then one says F µ-partitions the set A, or F
is called a µ-partition. If
1. µ(A) <∞,




i=1 µ(Ai) = µ(A), and
4. for all i ∈ Nn, µ(Ai) = ν(yi) > 0.
Theorem 5.3.7. Suppose one has a semi-discrete transport problem, as described in Sec-
tion 5.1.1. Let F be as defined in Equation (5.1.5), and the sets Ai as defined in Equa-
tion (5.1.6) for i ∈ Nn. Then F µ-partitions A if and only if µ(B) = 0.
Proof. If F µ-partitions A, by Definition 5.3.6, µ(B) = 0. For the converse, assume F and
the sets Ai are defined as given. Because µ is a probability density function, µ(A) = 1 <
∞. Because µ is a non-negative measure, µ(B) = 0 implies that, for all i, j ∈ Nn, i 6= j
µ(Aij) = 0.
For any µ-measurable set S ⊆ X , S = S1 ∪ S2,
µ(S1) + µ(S2) = µ(S) + µ(S1 ∩ S2),
and since µ(X) <∞,
µ(S) = µ(S1) + µ(S2)− µ(S1 ∩ S2).




























For all i, j ∈ Nn, i 6= j, µ(Ai ∩ Aj) = 0, and therefore µ(Ai) = ν(yi).
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Definition 5.3.8. A transport plan π is said to be Monge under the shift characterization if
π is a Monge solution, with an associated transport map T , and there exists a function F ,
as described in Equation (5.1.5), and sets {Ai}ni=1, as described in Equation (5.1.6), such
that for all x ∈ A,
x ∈ Åi for some i ∈ Nn =⇒ T (x) = yi. (5.3.8)
In other words, T agrees with some µ-partition F on A \B.
If µ(B) > 0 for the shifts {ai}ni=1, no such transport plan π can exist, and the transport
problem itself can be said to be not Monge under the shift characterization. Conversely, if
µ(B) = 0, then such a transport plan exists, and so the transport problem itself is said to be
Monge under the shift characterization.
Corollary 4 of [38] gives a sufficient condition for the existence of a Monge solution
that is unique µ-a.e.:
µ ({x ∈ A | gij(x) = k }) = 0 ∀ i, j ∈ Nn, i 6= j, ∀ k ∈ R. (5.3.9)
As I will show, that condition is also sufficient for the a transport problem to be Monge
under the shift characterization.
Theorem 5.3.9. If the semi-discrete transport problem satisfies Equation (5.3.9), then the
transport problem is Monge under the shift characterization.
Proof. Let i, j ∈ Nn, i 6= j, and k = ai − aj . Then Aij ⊆ {gij(x) = k}, which implies
µ(Aij) ≤ µ({gij(x) = k}) = 0.
Hence, µ(B) = 0, and Theorem 5.3.7 implies that F µ-partitions A. Therefore, by Def-
inition 5.3.8, the semi-discrete transport problem is Monge under the shift characteriza-
tion.
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If the condition described in Equation (5.3.9) is satisfied, Corollary 4 in [38] implies
that a transport map T that solves the semi-discrete problem must be unique except on
a set of µ-measure zero. Thus, the condition described in Equation (5.3.9) is sufficient
to ensure a solution that is unique µ-a.e. However, the condition is not necessary: for a
counter-example, consider the semi-discrete transport problem whose solution is shown in
Figure 5.6(a).
As the figure illustrates, µ(B) = 0, and the problem is Monge under the shift charac-
terization. However, the problem does not satisfy the condition given in Equation (5.3.9):
Figure 5.6(a) describes a problem in [0, 1]2 with c = `1, and µ and ν uniform. Assume
y3 = (y3, 1, y3, 2). For any x = (x1, x2) such that 0 < x1 ≤ y3, 1 and 0 < x2 ≤ y3, 2,
g23(x) = c(y2, y3). Therefore,
µ ({x ∈ A | g23(x) = c(y2, y3) }) ≥ x1x2 > 0.
Because Equation (5.3.9) is not a necessary condition for a Monge solution to be unique
µ-a.e., we offer the following, more general, conditions under which the optimal transport
map is unique µ-a.e.:
Theorem 5.3.10 (The optimal transport map is unique µ-a.e.). Given a semi-discrete trans-
port problem, let π∗ and π̃∗ be optimal transport plans that are both Monge under the shift
characterization. If T is a transport map associated with π∗, and T̃ a transport map asso-
ciated with π̃∗, then T = T̃ except on a set of µ-measure zero.
Proof. Assume to the contrary that T and T̃ differ on a set of µ-positive measure. I will
show that the difference between the Wasserstein distances P (π̃∗) and P (π∗) must be non-
zero, thereby establishing the desired contradiction: at least one of π∗ and π̃∗ is not optimal.
Because π∗ is Monge under the shift characterization, there exist F and {Ai}ni=1 that
satisfy the definitions in Equations (5.1.5) and (5.1.6). Similarly, one has F̃ and {Ãi}ni=1
for π̃∗. Let {ai}ni=1 be the set of shifts associated with F , and {ãi}
n
i=1 the shifts associated
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with F̃ . For all i, j ∈ Nn, i 6= j, define
Xij :=
{
x ∈ A | T (x) = yi and T̃ (x) = yj
}
.
Since F µ-partitions A, µ(Aij) = 0. The Wasserstein distance is only affected by sets of
positive measure, so without loss of generality assume Xij ∩ Aij = ∅.
With respect to the transformation from π∗ to the map π̃∗, the change in Wasserstein




c(x, T̃ (x)) dµ(x)−
∫
Xij




[c(x, yj)− c(x, yi)] dµ(x).
Since Xij ∩ Aij = ∅, x ∈ Xij implies x ∈ Ai \ Aj . Hence, by Equation (5.3.6),
∀x ∈ Xij, gij(x) < ai − aj.
Therefore, for all i, j ∈ Nn, i 6= j implies ∆Pij ≥ (aj − ai)µ(Xij), with equality if and






















By the definition of the shift characterization, µ(Ai) = µ(Ãi). Thus,








and because the sets are disjoint, this implies









Since T and T̃ differ on a set of positive measure, there exists at least one pair i, j ∈ Nn



















































































Thus, ∆P > 0, which implies P (π̃∗) > P (π∗). This contradicts the definition of π̃∗ as
optimal. Therefore T̃ and T must differ only on sets of µ-measure zero.
Remark 5.3.11 (When F does not µ-partition A). For some problems, the semi-discrete
problem will not be Monge under the shift characterization. In other words, there exists
some i, j ∈ Nn, i 6= j, such that µ(Aij) > 0. Unfortunately, this important fact has not
always been recognized or clearly expressed in the literature [102, 103, 104]. The resulting
confusion has been further aggravated by a lack of specific examples.
Even when a problem is not Monge under the shift characterization, the sets {Ai}ni=1
generated by the shifts still form a valid solution. x ∈ Aij merely indicates that x is trans-
ported to both yi and yj . When µ(Aij) = 0, one can safely disregard this splitting of mass
and choose to send x to one of the two points yi or yj . In this way, a semi-discrete transport
problem that is Monge under the shift characterization guarantees a Monge solution which
is unique µ-a.e.
However, when µ(Aij) > 0, some of the points x ∈ Aij must have their mass split in
order to satisfy ν. Thus, the solution generated by the shift characterization is not Monge.
This necessitates an extra step: determining an appropriate mass splitting. The split for
the undetermined mass can be solved as a linear programming problem. The constants and
unknowns necessary for this linear program are described in Remark 5.3.12.
It is worth pointing out that a Monge solution is still guaranteed to exist, even though
the shift characterization is not itself Monge. For this reason, solving the linear program is
not necessary when applying the boundary method.
The boundary method identifies the appropriate bounds for the sets {Ai}ni=1, but it does
so while seeking a Monge solution to the semi-discrete problem. For this problem, at
least one Monge solutions is guaranteed to exist. Theorem 5.3.10 does not apply, so the
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boundary method’s Monge solution is not guaranteed to be unique µ-a.e. However, finding
any such solution would be sufficient to determine the Wasserstein distance.
Given these complications, my theoretical results focus on the case where the semi-
discrete problem is known to be Monge under the shift characterization. In practice, even
if µ(B) > 0, and the solution is neither Monge nor unique, there is no impact whatsoever
on the boundary method. Whether or not the shift characterization results in a partition, the
boundary method appears to have no difficulty solving transport problems. The presence or
absence of a partition also seems irrelevant to the rate of convergence for the Wasserstein
distance approximation. See Section 5.5.3.1 for an example.











W := {ω ⊆ Nn | µ(Aω) > 0 }. (5.3.11)
AssumeW is ordered:




µ(Aωi) = µ(A). (5.3.13)
For each i ∈ Nn and j ∈ ωi, there exist constants βi, j ∈ [0, 1] such that
∑
j∈ωi
βi, j = 1 ∀ i ∈ Nn (5.3.14)
and ∑
{ i∈Nn | j∈ωi }
βi, jµ(Aωi) = ν(yj) ∀ j ∈ Nn. (5.3.15)
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βi, jµ(Aωi) = µ(A). (5.3.16)
Suppose that
W = {{1}, {2}, . . . , {n}}. (5.3.17)
Then for all i, j ∈ Nn,
βi, j =







µ(Ai) = µ(A). (5.3.19)
This is the partitioning described in [102, 104],
µ(Ai) = ν(yi) ∀ i ∈ Nn, (5.3.20)
and it occurs if and only if µ(B) = 0.
5.3.3 Existence of (n− 1) functionally independent boundary equations
To prove the existence of (n − 1) functionally independent equations of the form shown
in Equation (5.2.6), I will investigate the structure of their intersections using a connected
graph G defined as follows:
Definition 5.3.13. Let G be a graph with n vertices v1, . . . , vn. The edge (vi, vj) is con-
tained in the edge set of G if and only if Aij is non-empty. Refer to G as the adjacency
graph of the transport problem.
Theorem 5.3.14. G is a strongly connected graph.
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Proof. First, note thatG is an undirected graph. Hence,G is strongly connected if and only
if it is connected.
Now assume to the contrary that G is not a connected graph. Then one can write G as
the union of two disjoint subgraphs, G = G1 ∪G2, such that no vertex v1 in the vertex set









Because G1 and G2 are disjoint, and no paths connect them, it follows that A1 ∩ A2 = ∅.
Since the union of G1 and G2 is G, A1 ∪ A2 = A.
Suppose Ai ⊆ A1, Aj ⊆ A2. Then Aij = ∅. A is a closed and bounded set, and
the definition given in Equation (5.1.6) implies that Ai and Aj must also be closed and
bounded. Thus, Ai and Aj are disjoint compact sets in the Hausdorff space Rd. This
implies Ai and Aj are separated by some positive distance εij . Because this is true for all
Ai ⊆ A1 and Aj ⊆ A2, there exists ε > 0, the minimum positive distance over all such εij .
Let x1 ∈ A1, x2 ∈ A2, and for all t ∈ [0, 1], define
xt = (1− t)x1 + tx2.
Because ε > 0, there exists (t0, t1) ⊆ [0, 1], |t1 − t0| ≥ ε, such that t ∈ (t0, t1) implies
xt /∈ A1 ∪ A2 = A. This contradicts the convexity of A.
Hence, G is connected, which implies G is strongly connected.
Corollary 5.3.15. For all i ∈ Nn, there exists some j ∈ Nn, such that j 6= i and Aij 6= ∅.
Proof. Suppose to the contrary that i exists such that for all j ∈ Nn such that j 6= i,
Aij = ∅. Since n ≥ 2, G includes at least two vertices, and vi is disconnected from the
rest of G, which contradicts Theorem 5.3.14
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Corollary 5.3.16. The boundary set B is nonempty, and for each x ∈ B, there exist i, j ∈
Nn such that i 6= j and x ∈ Aij .
Proof. This follows directly from Corollary 5.3.15 and the definition of B given in Equa-
tion (5.2.2).
Theorem 5.3.17. Let G be the adjacency graph of the transport problem, as defined in
Definition 5.3.13, and let H be a subgraph of G that includes all n vertices. Define the
system of equations
S := {ai − aj = aij | (vi, vj) ∈ the edge set of H}. (5.3.21)
The system of equations S is functionally independent with respect to the shifts {ai}ni=1 if
and only if H contains no cycles.
Proof. We prove the contrapositive: H contains a cycle if and only if the system of equa-
tions S is functionally dependent.



























Because det(M) = 0, S is functionally dependent.
(⇐=) Suppose instead that S is functionally dependent. Given the form of the equations in
S, one can assume without loss of generality that S is contains the equations
aijij+1 = aij − aij+1 ∀j ∈ Nk−1,
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and that ai1ik = ai1 − aik is also in S. By the definition of S, these equations imply that the
edges (v1, v2), (v2, v3), . . . , (vk−1, vk), and (vk, v1) are contained in H . Together, these
edges generate the cycle (vi1 , vi2 , . . . , vik , vi1), so H contains at least one cycle.
Theorem 5.3.18. There exists at least one system of exactly (n− 1) equations of the form
ai − aj = aij that is functionally independent with respect to the set of shifts {ai}ni=1. No
system of n independent such equations exists.
Proof. Because G is a connected graph, one can always create a spanning tree H that is a
subgraph of G. Let S be the corresponding set of linear equations, defined as described in
Equation (5.3.21). As a spanning tree, H contains (n − 1) edges and H has no cycles, so
by Theorem 5.3.17, S contains exactly (n− 1) functionally independent equations.
Suppose a set S of n functionally independent equations exists, all of the form ai−aj =
aij . Because there are n unknowns in the set of shifts, there is at most one solution set
{ai}ni=1. Fix σ 6= 0 and for all i ∈ Nn, define ãi = ai + σ. For each equation in S,
ãi − ãj = ai − aj = aij . Thus, {ãi}ni=1 is also a solution to S. This contradicts the
uniqueness of {ai}ni=1, and therefore no such set of n functionally independent equations
exists.
5.3.4 Discretization for the boundary method
In the first two subsections below, I give some results on how the grid-points interact with
the underlying space. Sections 5.3.4.3 and 5.3.4.4 present error bounds. Section 5.3.4.5
considers issues of volume and containment: here I ensure that one can have B ⊆ B̄r for
all r, and show that |B̄r| → 0 as r →∞. Finally, Section 5.3.4.6 puts bounds on the error
for the Wasserstein distance approximation.
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5.3.4.1 Discretization
As described in Section 5.2.2, I discretize the region A using a regular Cartesian grid,
and refine the grid over multiple iterations, with the aim of refining only the grid region
containing the boundary set.
Let r ∈ N be the current discretization level, and w = wr be the width of the dis-
cretization at level r. Let Ar be the r-th point set, the set of points x included in the r-th
discretization of A. Since one discards points of µ-measure zero during the transport step,
assume without loss of generality that µ(xr) > 0 for all x ∈ Ar. Let Ari = Ai ∩ Ar for
i ∈ Nn.
Let V be the set of adjacency vectors for all discretizations of A. The adjacency vectors
must satisfy the following essential properties:
1. If v = (v1, . . . , vd) ∈ V , then |vi| ≤ 1 for all i ∈ {1, . . . , d}.
2. 0 /∈ V .
3. v ∈ V implies −v ∈ V .
Because the Cartesian grid offers several computational advantages, for this exposition I
choose V to be the set of linear combinations of the standard unit vectors, e1, . . . , ed, with
coefficients restricted to ±1. To satisfy Property (2), I specifically exclude the zero vector
from the set, and so |V| = 3d − 1. If d = 2, V equals
V := { (−1, −1), (0, −1), (−1, 0), (−1, 1), (1, −1), (1, 0), (0, 1), (1, 1) }. (5.3.22)
The properties of the adjacency vectors are required in order to assure that, for all r and
all x ∈ Ar, the points in Ar that are adjacent to x constitute a subset of the neighbors of x,
N(x) := {x + wrv | v ∈ V}. (5.3.23)
Lemma 5.3.19. If x ∈ N(x0), then x0 ∈ N(x).
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Proof. Fix x0 ∈ Ar, and assume x ∈ N(x0). Then there exists v ∈ V such that x =
x0 + wrv. Rewriting the equation, x0 = x + wr(−v). By Property (3) of the adjacency
vector set,−v ∈ V . Therefore, by the definition ofN in Equation (5.3.23), x0 ∈ N(x).
I now formalize the idea of the r-th interior and boundary point sets used in the dis-
cretization. For all i ∈ Nn, define the r-th iteration interior point set associated with Ai
as
Åri := {x ∈ Ari | ∀v ∈ V , x + wrv ∈ Arj =⇒ j = i}. (5.3.24)
Define the r-th boundary point set as




and let Bri = B
r ∩ Ai for all i ∈ Nn. The r-th evaluation region, the subset of A enclosed
by the discretization Ar, is defined as
Ār := {xr | x ∈ Ar }, (5.3.26)
and the r-th boundary region, the subset of A enclosed by the boundary point set Br, is
given by
B̄r := {xr | x ∈ Br }. (5.3.27)
5.3.4.2 Distance bounds
Though the discretization is fully defined, it still needs to be related back to the sets Aij
and the boundary set B. To do this, I first bound the maximum possible distance separating
Aij and the points in B̄r.
Theorem 5.3.20. Suppose Bri 6= ∅. For each xi ∈ Bri , there exists a point xj = xi +wrv,
with v ∈ V , such that xj ∈ Brj for some j 6= i. The distance from xi to the set Aij , as
measured with respect to the ground cost c, is bounded above by c(xi, xj).
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Proof. Because xi ∈ Bri , by the definition of Br, there exists xj = xi+wrv ∈ Arj ∪N(x0)
for some j 6= i. By Lemma 5.3.19, xi ∈ N(xj), and since xi ∈ Ari , it follows that xj ∈ Brj .
Thus, xi ∈ A and xj ∈ A, and because A is convex, this implies
{txi + (1− t)xj | t ∈ [0, 1]} ⊆ A.
By Lemma 5.3.5, F is continuous onA. Therefore, because xi ∈ Ai and xj ∈ Aj , there
exists t∗ ∈ [0, 1] such that b = t∗xi + (1− t∗)xj ∈ Aij . Note that b = xi + (1− t∗)wrv,
so all three points are collinear. Applying the `2 norm,
‖b− xi‖2 = ‖(1− t∗)wrv‖2 = (1− t∗)‖wrv‖2 ≤ ‖wrv‖2 = ‖xj − xi‖2.
Since c is an admissible cost function and ‖b−xi‖2 ≤ ‖xj −xi‖2, this implies c(xi, b) ≤
c(xi, xj).
Because one can bound the ground cost between the points in Br and the set Aij in
terms of the ground cost between neighboring points, it is worth identifying a bound on
that ground cost between neighbors.
First, I ensure that some bound exists for every ground cost function and iteration r.
Lemma 5.3.21. For all xi ∈ Bri and xj ∈ Brj , where i, j ∈ Nn and i 6= j, if xj ∈ N(xi),
then c(xi, xj) < Mr for some bounded value Mr.
Proof. Let xi and xj be defined as above. By applying the definition given in Equa-
tion (5.3.25), xj = xi + wrv for some v ∈ V . Further, one can assume without loss
of generality that c(xi, xj) is maximized among the finite set of neighbors of xi. Let Mr





{xj=xi+wrv∈Brj | j 6=i}
c(xi, xj). (5.3.28)
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Because Mr is the maximum of a finite set of finite values, Mr <∞.
I can give a specific ground cost bound in terms of wr for neighbors x0 and x1 when
V is the Cartesian grid and c is a polynomial combination of `p functions with positive
coefficients.
Corollary 5.3.22. Suppose V defines the Cartesian grid on Rd, as described above, and c






ps such that ks, ps, qs > 0 for all s ∈ Nσ. (5.3.29)
Let q = min
1≤s≤σ






Proof. Let x ∈ Br and fix s ∈ Nσ. For all v ∈ V , the subcost cs = `qsps can be computed as




















c(x, x + wrv) =
σ∑
s=1









By determining q = min
1≤s≤σ
qs > 0, and factoring out wqr , one arrives at Equation (5.3.30).
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5.3.4.3 Error bounds for shift differences
In order to bound the error on the Wasserstein distance, I merely require a finite bound on
the errors for the individual shift differences, aij . However, accurately computing the shift
differences themselves is also important, and for that reason, I also present theorems that
more finely bound the error on aij for important ground cost functions. Because estimates
are generated using one or more computations of gij(x), the magnitude of these errors is
dependent on the point(s) chosen.
Theorem 5.3.23. Let x ∈ A and i, j ∈ Nn such that i 6= j. When estimating the shift
difference aij using x, the estimation error equals |αij(x)|, where
αij(x) := [c(x, yi)− c(b, yi)] + [c(b, yj)− c(x, yj)] , (5.3.31)
and b is the point in Aij nearest to x with respect to the ground cost.
Proof. Assume b ∈ Aij is the closest point in Aij to x. Then
c(b, yi)− c(b, yj) = gij(b) = aij.
For every x ∈ A, there exists some αij(x) ∈ R such that
c(x, yi)− c(x, yj) = aij + αij.
By rearrangement and substitution,
αij(x) = −aij + c(x, yi)− c(x, yj)
= − [c(b, yi)− c(b, yj)] + c(x, yi)− c(x, yj)
= [c(x, yi)− c(b, yi)] + [c(b, yj)− c(x, yj)] .
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Theorem 5.3.24. Suppose V is the Cartesian grid and c is a polynomial combination of
`p functions with positive coefficients, as defined in Equation (5.3.29). For any x ∈ A and
i, j ∈ Nn such that i 6= j, |αij(x)| <∞.
Proof. Because all costs are nonnegative, and achieve their maximum with c(0, l1d),
|αij(x)| = |[c(x, yi)− c(b, yi)] + [c(b, yj)− c(x, yj)]|








Theorem 5.3.25. Assume that, in addition to satisfying the ground cost properties, c sat-
isfies the triangle inequality. If aij is estimated using x ∈ A, then |αij(x)| ≤ 2c(x, b),
where b is the point in Aij nearest to x with respect to the ground cost.
Proof. Applying Equation (5.3.31),
|αij(x)| = |[c(x, yi)− c(b, yi)] + [c(b, yj)− c(x, yj)]|
≤ |c(x, yi)− c(b, yi)|+ |c(b, yj)− c(x, yj)|.
Since c satisfies the triangle inequality,
c(x, yi)− c(b, yi) ≤ c(x, b) + c(b, yi)− c(b, yi) = c(x, b).
Thus,
|c(x, yi)− c(b, yi)| ≤ |c(x, b)| = c(x, b),
and, by a similar line of reasoning, |c(b, yj)− c(x, yj)| ≤ c(x, b). Therefore,
|αij(x)| ≤ |c(x, yi)− c(b, yi)|+ |c(b, yj)− c(x, yj)| ≤ 2c(x, b).
136
In addition to bounding the error for individual points x, I can also establish meaningful
global bounds.
Definition 5.3.26. Let αmax be the maximum value of |αij(x)| over all x ∈ B̄r and i, j ∈
Nn, such that: (1) i 6= j, (2) x ∈ xri for some xi ∈ Bri , and (3) Brj ∩N(xi) 6= ∅.
Lemma 5.3.27. Suppose V is the Cartesian grid and c is a polynomial combination of `p
functions with positive coefficients, as defined in Equation (5.3.29). Then αmax <∞.


















Theorem 5.3.28. If c is a norm, then αmax ≤ 2δ, where δ is the maximum ground cost for
a pair of neighboring points in the grid discretizing A.
Proof. For any iteration r, A can be covered by a finite number of boxes of width wr. This
implies that a finite number of grid points discretize A, and hence, that some finite δ exists.
Suppose x ∈ B̄r. By the definition of the grid, x is contained in some G = Conv(S),
where S is a finite set of neighboring grid points. For each xa, xb ∈ S, xb ∈ N(xa), and
hence c(xa, xb) ≤ δ. Because xa and xb were arbitrarily chosen, this is true of every pair
of vertices of G. By the definition of G, x can be written as a convex combination of the
points in S. Therefore, for any fixed x0 ∈ S, c(x, x0) ≤ δ.
Because x ∈ B̄r, Conv(S)∩Br must be nonempty. Assume without loss of generality
that x0 = xi ∈ Bri for some i ∈ Nn. By Theorem 5.3.25, there must exist a point xj ∈ Brj ,
a neighbor of xi, with j 6= i, and a point b ∈ Aij such that c(xi, b) ≤ c(xi, xj) ≤ δ.
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Applying the triangle inequality,
c(x, b) ≤ c(x, xi) + c(xi, b) ≤ 2δ.
Therefore, c(x, B) ≤ 2δ.
The squared Euclidean distance appears extensively in the literature of optimal trans-
port. Since `22 does not satisfy the triangle inequality, I give a (more restrictive) result
specific to this ground cost.
Theorem 5.3.29. Let c = `22, the squared Euclidean distance. If aij is estimated using
x ∈ Bri , then |αij(x)| ≤ 2wr‖yj − yi‖1.
Proof. Let x = (x1, . . . , xd), yi = (yi1, . . . , y
i
d), and yj = (y
j
1, . . . , y
j
d). The result
in Theorem 5.3.2 proves that `22 satisfies the ground cost requirements and Theorem 5.3.20
implies there exists t∗ ∈ [0, 1] such that b = x+t∗wrv ∈ Aij for some v = (v1, . . . , vd) ∈
V .
Hence, for any k ∈ Nd,
(xk + t∗wrvk − yik)2 = (xk − yik)2 + 2(xk − yik)t∗wrvk + (t∗wrvk)
2
(xk + t∗wrvk − yik)2 − (xk − yik)2 = 2(xk − yik)t∗wrvk + (t∗wrvk)
2 .
Similarly,
(xk + t∗wrvk − yjk)
2 − (xk − yjk)
2 = 2(xk − yjk)t∗wrvk + (t∗wrvk)
2 .
Thus, considering Equation (5.3.31) as it applies to the k-th coordinate,
(xk − yik)2 − (xk + t∗wrvk − yik)2 + (xk + t∗wrvk − y
j
k)
2 − (xk − yjk)
2
= −2(xk − yik)t∗wrvk + (t∗wrvk)
2 −
(
2(xk − yjk)t∗wrvk + (t∗wrvk)
2)
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Because |t∗wrvk| = t∗wr|vk| ≤ wr,











k| = 2wr‖yj − yi‖1.
Remark 5.3.30. The exact shifts {ai}ni=1 correspond to a transport map giving the exact
optimal solution of the semi-discrete problem. The approximated shifts {ãi}ni=1, unless
equal to the exact shifts, correspond to a transport map giving the exact optimal solution to
a different semi-discrete problem, one whose measure ν at each yi, i ∈ Nn, corresponds to
the value of µ(Ãi).
5.3.4.4 Error bound for ground costs
In preparation for bounding the error in the Wasserstein distance, I now bound the error on
the ground cost c with respect to individual points in B̄r.
Theorem 5.3.31. Let π̃∗ be an approximated transport plan for the semi-discrete transport
problem, with associated transport map T̃ . Suppose π∗ is an optimal transport plan with
associated map T , and let x in A such that T (x) = yi, but T̃ (x) = yj . Then the error
in the ground cost at the point x is equal to |gij(x)|. Furthermore, if c is a polynomial
combination of `p functions with positive coefficients, then there exists γmax such that, for
all x ∈ A, if T (x) = yi and T̃ (x) = yj for some i 6= j, then
|gij(x)| ≤ γmax <∞. (5.3.32)
139
Proof. Let x ∈ A such that T (x) = yi, but T̃ (x) = yj . Then the error in the ground cost
at x equals
|c(x, yi)− c(x, yj)| = |gij(x)|.
Now suppose c is a polynomial combination of `p functions with positive coefficients,
defined as described in Equation (5.3.29). Because all costs are nonnegative, and achieve
their maximum with c(0, l1d), for all x ∈ A,








If c is a norm, then γmax can be bounded more concretely using αmax and the set of shift
differences, as shown below.





and δ is the maximum ground cost for a pair of neighboring points in the grid discretizing
A.
Proof. Let x ∈ B̄r and i, j ∈ Nn such that i 6= j. As a consequence of Theorems 5.3.23,
5.3.25 and 5.3.28:
|gij(x)| = |c(x, yi)− c(x, yj)| ≤ |aij|+ |αij(x)| ≤ κmax + 2c(x, b) ≤ κmax + 4δ.
Because the result is independent of x, i, and j, γmax ≤ κmax + 4δ.
5.3.4.5 Volume and containment for the boundary region
As shown in Section 5.3.4.4, the ground cost error for individual points is finitely bounded
over a wide range of admissible ground cost functions. By definition, the measure µ is
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bounded. Therefore, I propose to identify the largest possible region in which the ground
cost error can be non-zero, and to show that the area of that region goes to zero as r goes
to infinity. With this, I will show that the boundary method converges with respect to the
Wasserstein distance.
In Equation (5.3.27), I defined a region B̄r based on the point set Br. For this, I need
to know that one can choose an initial width w1 such that, for all iterations r, B ⊂ B̄r.
Fortunately, when discretizing A, one can do so with respect to the Lebesgue measure and
Euclidean distance in Rd.
Theorem 5.3.33. There exists an initial width w1 such that, for all wr such that wr ≤ w1,
x ∈ Åri implies xr ⊆ Åi, where Åi is the strict interior ofAi, as defined by Equation (5.2.3).
Proof. Assume the contrary. Consider what happens as the region volumes go to zero.
Given the initial assumptions, for the theorem to be false, there must be some point p ∈ Ai,
surrounded by an open hollow sphere in Aj of radius δ > 0. Let the hollow sphere be given
by
S := {x ∈ X \ {p} | ‖x− p‖2 < δ} ⊂ Aj.
By the continuity of F , p ∈ Aij . Thus, p is a point on the level set gij(x) = ai−aj . Define
Sg := S \ {x ∈ A | gij(x) = ai − aj}.
Sg is the union of two disjoint, nonempty open sets
S+ := {x ∈ S | gij(x) > ai − aj}
and
S− := {x ∈ S | gij(x) < ai − aj}.
However, for all x in the nonempty set S−, aj − c(x, yj) < ai − c(x, yi), and therefore
x /∈ Aj . This contradicts that S is a subset of Aj .
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Next, I show that it is possible to choose an initial width and grid arrangement to guar-
antee that each point in Ar \Br corresponds to a box in the interior of some region Ai.
Theorem 5.3.34. Suppose w1 is chosen as described in Theorem 5.3.33. Fix r, and let
wr ≤ w1. If B ⊆ Ār, then B ⊆ B̄r.
Proof. I will show the conclusion by proving that x0 /∈ B̄r implies x0 /∈ B.
Suppose x0 /∈ B̄r. If x0 /∈ Ār, then x0 /∈ B, since by assumption, B ⊆ Ār. Thus,
assume instead that x0 ∈ Ār \ B̄r.
Because x0 ∈ Ār, x0 ∈ xr for some x ∈ Ar. There must be x ∈ Ai for some
i ∈ Nn, and so x ∈ Ari . However, x0 /∈ B̄r implies xr 6⊆ B̄r, so x /∈ Br. Because,
x ∈ Ari \ Br = Åri , by Theorem 5.3.33, xr ⊆ Åi. Hence, x0 ∈ Åi. Therefore, by applying
Equation (5.2.3), x0 /∈ B.
Now that I have ensured B ⊆ B̄r, I aim to construct a region B̄r+ with controlled
volume, that encloses B̄r: B̄r ⊆ B̄r+. Then I can show that, as r →∞, the volume of B̄r+ in
Rd goes to zero with respect to the Lebesgue measure. This allows one to put a convenient
upper bound on the volume of B̄r in terms of the width wr. Because B̄r+ exists solely in A,
and not on the product space, one can again rely on the Euclidean distance in Rd.
Theorem 5.3.35. Let the region B̄r+ ⊆ A be defined as
B̄r+ := {x ∈ A | ‖x−B‖2 ≤ 2wr
√
d}. (5.3.34)
For all r, B̄r ⊆ B̄r+.
Proof. By definition, B̄r ⊆ A. Suppose x ∈ B̄r. By Theorem 5.3.28, ‖x − B‖2 ≤ 2δ.
Let x0 and x1 ∈ N(x0) be elements of the r-th discretization grid of the set A. By the
definition of neighbors, one can write x1 = x0 + wrv for some v ∈ V . Thus,




Because x0 and x1 were arbitrarily chosen, this is true of every pair of neighbors. This
implies δ ≤ wr
√
d. Therefore, ‖x−B‖2 ≤ 2wr
√
d, and since x ∈ A, x ∈ B̄r+.
Theorem 5.3.36. If the semi-discrete transport problem is Monge under the shift charac-
terization, and |B| = L̃ <∞ with respect to the Rd−1 Lebesgue measure, then there exists
some L <∞, such that
∣∣B̄r∣∣ ≤ wdrL with respect to the Rd Lebesgue measure.
Proof. Assume that the given semi-discrete transport problem is Monge under the shift
































x ∈ A | x ∈ B(z, 2wr
√


































where Vold(ρ) is the volume of the d-dimensional sphere of radius ρ. By using the Γ

































if d = 2k + 1 for some k ∈ Z.
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if d = 2k + 1 for some k ∈ Z.
Let x ∈ B̄r. Because ‖·‖2 is a norm, by applying Theorem 5.3.28 with c = `2, for all
x ∈ B̄r, ‖x − B‖2 ≤ 2δ. For the box grid of width wr, δ = wr
√
d when c = `2.
Hence, ‖x − B‖2 ≤ 2wr
√
d, which implies x ∈ B̄r+. Thus, B̄r ⊆ B̄r+, which implies
|B̄r| ≤ |B̄r+| ≤ wdrL.
Remark 5.3.37. The interplay between B, Br, B̄r, and B̄r+ is nontrivial, and Figure 5.3
helps to visualize it properly. Figure 5.3(a) shows placement of the boundary set Br for
some r > 1. One can see in this image how a (very degenerate) choice of c, coupled with
the right arrangement of yi’s, might allow a small and sharply curved boundary set to slip
unnoticed between points. Section 5.4.1 discusses how to prevent this.
It is crucial that the subgrid created by Br completely surrounds B, because that is the
only way to ensure that B ⊆ B̄r. As Figure 5.3(b) illustrates, each point in Br appears as
the center of its corresponding box, and the boxes completely cover the boundary set.
The region B̄r+ is deliberately constructed to entirely cover all the boxes in B̄
r. As
Figure 5.3(c) shows, its volume can be significantly larger than that of the boxes it contains.
However, the worst-case “thickness” given to B̄r+ ensures that it will always enclose both
B and B̄r.
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(a) grid Br surrounding B (b) boxes B̄r covering B (c) region B̄r+ covering B̄
r
Figure 5.3: Detail from problem in Figure 5.4(a):
Boundary set interactions near A0 ∩ A2 ∩ A3
5.3.4.6 The Wasserstein distance error
In this short section I give one of the important results of this work: an error bound on the
Wasserstein distance.
Theorem 5.3.38. Suppose that B ⊆ B̄r, and there exists some L such that |B̄r| = wdrL <
∞ with respect to the d-dimensional Lebesgue measure. Let M be the maximum value of
µ on A. If γmax < ∞ is the maximum error of the ground cost in the set B̄r, and P̃ ∗ is an
approximate solution created with the boundary method, then the error in the Wasserstein
distance approximation P̃ ∗ is linearly bounded with respect to wr:
∣∣∣P̃ ∗ − P ∗∣∣∣ ≤ wdrLMγmax, (5.3.35)
where the bound equals the maximum possible volume of B̄r multiplied by the maximum
value of µ and the maximum error of the ground cost.
Proof. If x ∈ A \ B̄r, then x has been identified as being in the interior of Ai for some
i ∈ Nn. Thus, the cost error associated with the points outside B̄r is zero.
Suppose instead that x ∈ B̄r ⊆ B̄r+. By definition, the absolute value of the difference
between the correct and approximated ground costs at x is less than or equal to γmax.
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Therefore, the error on the Wasserstein distance is bounded above by











Remark 5.3.39. The bounds in Theorems 5.3.35 and 5.3.38 indicate that the approximation
error in computing the boundary set and the Wasserstein distance decreases linearly with
the width of the boxes. This decrease is clearly also observed in practice, as Section 5.5
shows.
5.4 Computational considerations
Here I discuss some purely practical issues, such as the choice of w1, options for exact
computation of µ and the Wasserstein distance, and ways that the set of shifts can be used
to reconstruct the µ-partitions.
5.4.1 Choosing w1 to ensure B ⊆ B̄r
Using the information given in the initial graph, one can identify two self-evident require-
ments for the choice of w1:
1. w1 < mini, j∈Nn‖yi − yj‖2, and
2. w−d1 > n.
Item 1 ensures that yi, yj ∈ xr implies i = j, and Item 2 ensures that there are at least as
many grid points as there are regions.
One can improve upon Item 2, ensuring that one can nearly always discard a large
enough subset of A1 to justify the expense of computation. (Otherwise, one may as well
start by setting w1 to the value intended for w2.) In practice, this means that one wants
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significantly more than n grid points, satisfying
w−d1 ≥ ωn for some ω > 1. (5.4.1)
For polynomial combinations of `p functions with positive coefficients, my implementation
uses ω = 50, which has given consistently good results. I use a grid width derived from







With this starting width, I have never observed any loss of boundary points in my tests.
5.4.2 Computing the mass µ(xr)
As mentioned in Remark 5.2.3, some choices of µ may make it necessary to approximate
µ(xr). In fairness, the majority of numerical studies I have seen use only simple choices
of µ (most often uniform). For this reason, and to better highlight the potential of the
boundary method, in this work I restricted to cases where the integral of µ over some box







with M : X → R≥0 . (5.4.3)
Of course, since µ is a probability density function,
∫
A
dµ = 1. For convenience, below I
let µ̂ denote an un-normalized version of µ, and similarly for M̂ .
Remark 5.4.1. Using linearity of the integral, one can take linear combination of simple
functions for which exact solutions are known. One can also construct very complex prob-
ability measures by µ-partitioning A into disjoint subsets. This case, however, requires
an additional restriction in order to be sure that exact solutions can always be found: µ-
partition A into subsets S1, . . . , Sσ, such that the boundaries of each Ss fall on the initial
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set of grid lines. For each set Ss, there exists a density function µ̂s that is exactly solvable
on Ss. From these, I consider µ̂ (and M̂ ) to be the piecewise functions defined on each Ss
as µ̂s (and M̂s, respectively).
Most of my computations were performed in two-dimensions. For such problems, given
some iteration r and x = (x1, x2) ∈ A, µ̂(xr) can be written as
µ̂(xr) = = M̂(x1 + wr/2, x2 + wr/2)− M̂(x1 + wr/2, x2 − wr/2)
− M̂(x1 − wr/2, x2 + wr/2) + M̂(x1 − wr/2, x2 − wr/2).
(5.4.4)
The closed-form choices used in my numerical tests are shown in Table 5.1. By applying
the ideas discussed in Remark 5.4.1, one can use the table entries to construct more complex
measures, linear combinations with positive coefficients defined on disjoint subsets of A.
Table 5.1: Closed-form options for µ
µ̂((x1, x2)) = 1 M̂(u, v) = uv








µ̂((x1, x2)) = e
tx1 , t 6= 0 M̂(u, v) = 1
t
vetu
µ̂((x1, x2)) = e
tx2 , t 6= 0 M̂(u, v) = 1
t
uetv
5.4.3 Computing the Wasserstein distance over boxes xr
Remark 5.2.3 describes how the interaction between certain choices of µ and c may make
it necessary to approximate
∫
xr
c(z, yi) dµ(z) for some xr ⊆ A. I performed many tests
where µ could be computed exactly but the Wasserstein distance could not. In these cases,
I made no attempt to approximate P ∗, choosing instead to focus on the accuracy of the
µ-partition generated by the approximate shift set {ãi}ni=1.
However, there were a number of cases in two dimensions where the choice of µ and c
allowed for exact computations. In those cases, because the combination of c and µ gives
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an exact solution, there exists a function C : X × Y → R≥0 such that
∫
xr




As in Section 5.4.2, I write Ĉ when working with µ̂.
By leveraging linearity of the integral, and subdividing A into disjoint sets, similarly
to Section 5.4.2, one can build several ground costs c and measures µ leading to exact
computations for C (or Ĉ).
For example, I performed a lot of tests in R2, with µ being either uniform or zero in
relevant boxes. To clarify, let X, Y ⊂ R2, let r be some iteration, x = (x1, x2) ∈ A, and
y = (y1, y2) ∈ {yi}ni=1. When µ(xr) = 0, the Wasserstein distance on xr is also zero.
For those boxes where µ(xr) > 0, one can take advantage of the uniformity to define the
function Ĉ in terms of a single variable: the component-wise distance between points given
by (∆1, ∆2), where ∆1 = |x1 − y1|, ∆2 = |x2 − y2|. When the Wasserstein distance over
xr can be computed and is non-zero, it takes the form
∫
xr
c(z, y) dµ̂(z) = Ĉ(∆1 + wr/2, ∆2 + wr/2)− Ĉ(∆1 + wr/2, ∆2 − wr/2)
− Ĉ(∆1 − wr/2, ∆2 + wr/2) + Ĉ(∆1 − wr/2, ∆2 − wr/2),
(5.4.6)
where Ĉ : R2 → R≥0 is some function that can be computed exactly.
Table 5.2 gives Wasserstein distance functions Ĉ for c = `2 and all c = `pp such that
p > 0. By applying the linearity of the Wasserstein distance integral, one can compute the
Wasserstein distance for linear combinations of such functions with positive coefficients.
5.4.4 Reconstructing the µ-partition from the shifts
To reconstruct the µ-partition from the shifts, one generates a full discretization of A, and
uses the shifts {ãi}ni=1 determine the destination set Ai for each grid point.
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u2 + v2 + u
)
0 if(u, v) = 0







Algorithm 5.2: Boundary reconstruction
Boundary reconstruction algorithm
(0) Set the approximated measure µ̃(Ai) = 0 for all i ∈ Nn, and initialize Ã∗.
(1) For each point x ∈ Ã∗,
• Find Sx ⊆ Nn such that F (x) = ai − c(x, yi) for each i ∈ Sx.
• For all i ∈ Sx, add µ(x∗)/sx to µ̃(Ai),
where sx is the number of elements in Sx.





∣∣∣ cardinality |{Sz | z ∈ {x} ∪N(x) }| > 1}.
Let w∗ the target width achieved by the boundary method, let Ã∗ be the d-dimensional
grid over A with width w∗, and let x∗ be the box of width w∗ corresponding to the point
x ∈ Ã∗. Then the reconstruction method is summarized in Algorithm 5.2.
The approximated boundary set B̃∗ generated in Step (3) is primarily useful for graph-
ing (which is why the step is optional). If the boundary set is not needed, the neighbors
need not be computed, and each x ∈ Ã∗ can be discarded after computation (as can its
associated set Sx). Unfortunately, whether or not the set A∗ is stored, the time required for
boundary reconstruction is proportional to the size of the full d-dimensional grid. When w∗
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is extremely small, the grid becomes so large that reconstructing the µ-partition using this
method strains most computational resources.
5.5 Numerical results
In this section, I report on several numerical experiments, and discuss what they reveal
about the performance and scalability of the boundary method. To offer a standard example
problem that can be used to compare various choices of µ, ν, and c, I define the following
semi-discrete optimal transport problem on which most of my computations are performed.
Definition 5.5.1 (The standard problem). Assume the probability densities µ and ν satisfy
the requirements described in Section 5.1.1. Let X = Y = [0, 1]d, where d = 2 or 3, and
let c be a polynomial combination of `p functions with positive coefficients, as defined in
Equation (5.3.29).
For all computations, I use double-precision numbers. However, given the number of
p-th root calculations in the typical problem, I assume that reliable accuracy is no better
than the square root of precision. For my test machine, that equals
√
eps := 2−26 ≈ 1.490116× 10−8. (5.5.1)
While the accuracy of some combined results, such as the Wasserstein distance, can be
better than
√
eps, I halt most calculations when the difference between expected and actual
values is less than
√
eps.
5.5.1 µ-partitions in R2
When creating µ-partitions, I prefer a discretization with target width w∗ = 2−11. Even
at this level of refinement, all points and boundaries must be emphasized to aid visibility.
Without it, the actual thickness of each figure’s boundary line would be approximately
0.025 millimeters.
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5.5.1.1 Uniform and non-uniform measures µ and ν
I include three examples of variations on µ and ν, shown in Figure 5.4. All three assume
































(c) 4× 4, µ(x1, x2) = x1x2
Figure 5.4: Partitions for problems with uniform and non-uniform measures µ and ν
Figure 5.4(a) assumes µ is the uniform continuous probability distribution on A and ν
is the uniform discrete distribution with n = 5. The five points where ν = 1/5 are placed
in the positions used by Barrett and Prigozhin for their shift characterization example. As
it turns out, all of the assumptions here match those of Barrett and Prigozhin. Figure 5.4(a)
shows the µ-partition obtained by the boundary method; for comparison, see Barrett and
Prigozhin’s result in Figure 3 (right) of [5].
Starting from the points shown in Figure 5.4(a), I next take the point y4 and split it
into four new points, each of one quarter-mass, positioned equidistantly from the point’s
original location. This gives a non-uniform ν with four points of weight 1/5 and four of
weight 1/20. I kept µ uniform. The resulting µ-partition is shown in Figure 5.4(b).





For ν, I chose the uniform 4 × 4 grid of points used in Figure 5.10(b). By comparing the
results in Figures 5.4(c) and 5.10(b), the impact of µ’s nonuniformity becomes obvious.
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While the individual regions no longer have equal Lebesgue measure, each has equal µ-
measure 1/16. The larger regions in the lower-left correspond to the lower density of µ in
that corner, while the smaller regions in the upper-right correspond to the higher concen-
tration of µ-density there.
5.5.1.2 Discontinuous and zero-measure µ
Next, I deliberately introduce a discontinuous µ that is not strictly positive:
µ(x) =






dµ(x) = 1, so µ is a probability density function on A = [0, 1]2. For ν, I use



















































(c) intersections and zero µ
Figure 5.5: Partition when µ is zero in the lower-left quadrant
Figure 5.5(a) shows the boundary set used to generate the solution. Points between
regions are retained, as are points adjacent to the regions of measure zero. No computations
are done on lower-left region, because any destination is equally valid on boxes of µ-
measure zero.
However, when the shift definition is applied to the semi-discrete optimal transport
problem, there is only one valid shift-characterized solution over A. Figure 5.5(b) shows
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that solution, approximated using the reconstruction process described in Section 5.4.4.
Here the unique shift differences force the selection of a unique boundary set B, even in
the space where µ is zero.
Figure 5.5(c) shows the reconstruction again, but here the region of µ-zero measure is
shaded. This makes it easier to confirm visually that the regions do appear to have equal
µ-measure, once the zero-measure quadrant is disregarded. Figure 5.5(c) also shows the
locations of the intersection points identified using the boundary method. By splitting B
at the given intersection points, one can partition the boundary into a set of simple smooth
curves in R2.
5.5.1.3 Norms as ground cost functions
The above computations all assume the ground cost function equals the Euclidean distance.
In fact, one can apply the boundary method to a wide range of polynomial `p ground costs.
Using Barrett and Prigozhin’s problem, shown for the Euclidean distance in Figure 5.4(a),
µ-partitions can be generated for a wide range of polynomial `p ground costs. Three results,


















(c) c = `∞ norm
Figure 5.6: µ-partitions of equal area
using different ground cost norms
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5.5.1.4 Other ground costs c
The examples above all assume the ground cost function is a norm, and hence is well-
behaved, in the sense of satisfying basic properties such as the triangle inequality and ab-
solute homogeneity. However, my results indicate that the boundary method works equally


















(c) c = 4`28/52 + 61`1/2
Figure 5.7: Partitions of equal area
with non-norm ground cost functions
Figure 5.7(a), on the left, is the result given by `22. The squared-Euclidean distance is not
a norm, because it fails to satisfy the triangle inequality. As a result, I was only able to make
the most general mathematical claims regarding its behavior; e.g., see Theorem 5.3.29.
However, the boundary method is able to compute it effortlessly. Furthermore, as Tables 5.9
and 5.10 show, its convergence behavior is practically identical to that of the norms `1 and
`2.
As Figure 5.7(b) illustrates, even `p costs with p < 1 can be approximated; when p < 1,
the regions become discontinuous, as typified by the “spikes” on the exterior walls. (The
spike on the lower right is part of the region coupled with y3, while the other four spikes
are coupled with y2.) Of course, `1/2 is not a norm; in fact, `1/2 is a concave function. This
is a particularly valuable result, given that concave functions are used to solve transport
problems involving economies of scale; see [63].
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Figure 5.7(c) shows a ground cost function defined as a polynomial combination of `p




This ground cost function is neither convex nor concave, changing behavior depending on
distance.
5.5.2 µ-partitions in R3
As I showed in Section 5.3, there is no theoretical obstacle to applying the boundary method
to higher-dimensional problems. The main difficulty that arises is the practical issue of
presenting a complex, high-dimensional space in lower dimensions. Take the example
shown in Figures 5.8 and 5.9.
Figure 5.8: Three-dimensional semi-discrete solution with n = 5
The image in Figure 5.8 was generated by taking c = `2, µ the uniform continuous prob-
ability density, and ν the uniform discrete probability density with five randomly-placed
non-zero points in [0, 1]3. Even in this relatively simple case, it was impossible to find a
single point-of-view that clearly showed all five non-zero points, while clearly illustrating
the boundaries of the µ-partitions. The image chosen shows three points clearly and two
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Figure 5.9: Cross-sections of Figure 5.8
more partially obscured (on the left and right center). Even though I made an effort to keep
the µ-partition boundaries semi-transparent, only three of the regions are clearly visible.
The shapes of the other two are at least partially obscured by their own boundary surfaces.
However, even though clear illustration remains a problem, from the point of view of
the boundary method the computations were successful. I was able to identify the boundary
set and the set of shifts, and use them to successfully reconstruct the µ-partition.
5.5.3 Accuracy of the Wasserstein distance
One way to consider the accuracy and convergence properties of the Wasserstein distance
is to determine such distances with different choices of w∗, and compare those results,
both to each other and to the exact distance (if known). To distinguish the approximated
Wasserstein distance with different choices of w∗, I use the notation
P̃ ∗m, where m = log2w∗. (5.5.2)
Since my computations use widths of 2−m for integer values of m, this gives an easy way
to distinguish such approximations.
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5.5.3.1 When exact values are known.
If one knows the exact Wasserstein distance for the semi-discrete problem, then one can
compute the difference and determine an actual error value. When µ is uniform, I use the
formula for c = `2, given in Table 5.2, to compute exact values for the two problems shown
in Figures 5.10(a) and 5.10(b), and the formula for c = `1 in Table 5.2 to compute the value
for the problem given in Figure 5.10(c).
y0
y1

















(b) 4× 4 grid arrangement
y0 y1
(c) non-Monge
Figure 5.10: Problems where the exact Wasserstein distance and set of shifts are known
For two points on the Northwest-Southeast diagonal, placed as shown in Figure 5.10(a),







10 + sinh−1(1) + 2
√




Table 5.3 shows the approximated Wasserstein distance, P̃ ∗, for various choices of w∗. It
also shows the error, both in absolute terms and as a percentage of the actual Wasserstein
distance. As my results show, the actual decrease in error is roughly quadratic in w∗:
|P̃ ∗ − P ∗| ≈ 2.122(w∗)1.995. (5.5.4)
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Table 5.3: Wasserstein approximation and error values for the NWSE problem
w∗ P̃
∗ abs. error % error
2−5 0.318069754980 2.10× 10−3 6.64× 10−1 %
2−6 0.316503329020 5.33× 10−4 1.69× 10−1 %
2−7 0.316104858309 1.34× 10−4 4.24× 10−2 %
2−8 0.316004415577 3.36× 10−5 1.06× 10−2 %
2−9 0.315979203843 8.42× 10−6 2.67× 10−3 %
2−10 0.315972888409 2.11× 10−6 6.67× 10−4 %
2−11 0.315971307996 5.27× 10−7 1.67× 10−4 %
2−12 0.315970912699 1.32× 10−7 4.17× 10−5 %
2−13 0.315970813850 3.30× 10−8 1.04× 10−5 %
2−14 0.315970789135 8.24× 10−9 2.61× 10−6 %
2−15 0.315970782956 2.06× 10−9 6.52× 10−7 %
2−16 0.315970781411 5.15× 10−10 1.63× 10−7 %
2−17 0.315970781025 1.29× 10−10 4.07× 10−8 %
When I have a 4 × 4 arrangement of boxes, with each yi in the center, as shown in








Table 5.4 shows the approximated Wasserstein distance, P̃ ∗, for various choices of w∗. It
also shows the error, both in absolute terms and as a percentage of the actual Wasserstein
distance. Again, the observed error is roughly quadratic in w∗:
|P̃ ∗ − P ∗| ≈ 5.254(w∗)1.999. (5.5.6)
For the arrangement of points given in Figure 5.10(c), when c = `1 and ν(y0) ≤ 1/4,
A0 ⊂ A1. The shading effect visible on the left hand side of Figure 5.10(c) is a consequence
of the sets’ overlap on reconstruction process.
Because A0 ⊂ A1, the semi-discrete transport problem is not Monge under the shift
characterization. As a consequence, the transport uniqueness conditions of Theorem 5.3.10
and the Wasserstein distance convergence conditions of Theorem 5.3.38 do not apply.
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Table 5.4: Wasserstein approximation and error values for the 4× 4 problem
w∗ P̃
∗ abs. error % error
2−5 0.100754632697 5.11× 10−3 5.34× 10−0 %
2−6 0.096936833591 1.29× 10−3 1.35× 10−0 %
2−7 0.095972001451 3.23× 10−4 3.37× 10−1 %
2−8 0.095730142233 8.07× 10−5 8.43× 10−2 %
2−9 0.095669636693 2.02× 10−5 2.11× 10−2 %
2−10 0.095654507762 5.04× 10−6 5.27× 10−3 %
2−11 0.095650725370 1.26× 10−6 1.32× 10−3 %
2−12 0.095649779762 3.15× 10−7 3.30× 10−4 %
2−13 0.095649543359 7.88× 10−8 8.24× 10−5 %
2−14 0.095649484258 1.97× 10−8 2.06× 10−5 %
2−15 0.095649469483 4.93× 10−9 5.15× 10−6 %
2−16 0.095649465789 1.23× 10−9 1.29× 10−6 %
2−17 0.095649464866 3.08× 10−10 3.22× 10−7 %





Table 5.5 shows the approximated Wasserstein distance, P̃ ∗, for various choices of w∗. It
also shows the error, both in absolute terms and as a percentage of the actual Wasserstein
distance. The decrease in error is still roughly quadratic in w∗:
|P̃ ∗ − P ∗| ≈ 0.238(w∗)1.995. (5.5.8)
For all three problems, I also know the exact shift values. In the 4 × 4 problem, since
every point in A goes to the nearest yi, the shift differences are all zero, which means every
shift must be identical. It turns out that the shift values are identical for every choice of w∗.
This is a result of computing regions that exactly correspond to the structure of the grid.
The shift values for the NWSE problem are more interesting. Once again, every point
in A goes to the nearest yi, so the shift differences are all zero, which means every shift
must be identical. However, this time the values obtained are inexact, and the error changes
with the choice of w∗. Because the NWSE problem has only two shifts, and one is fixed,
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Table 5.5: Wasserstein approximation and error values for the non-Monge problem
w∗ P̃
∗ abs. error % error
2−5 0.4997711181641 2.29× 10−4 4.58× 10−2 %
2−6 0.4999408721924 5.91× 10−5 1.18× 10−2 %
2−7 0.4999849796295 1.50× 10−5 3.00× 10−3 %
2−8 0.4999962151051 3.78× 10−6 7.57× 10−4 %
2−9 0.4999990500510 9.50× 10−7 1.90× 10−4 %
2−10 0.4999997620471 2.38× 10−7 4.76× 10−5 %
2−11 0.4999999404536 5.95× 10−8 1.19× 10−5 %
2−12 0.4999999851061 1.49× 10−8 2.98× 10−6 %
2−13 0.4999999962756 3.72× 10−9 7.45× 10−7 %
2−14 0.4999999990688 9.31× 10−10 1.86× 10−7 %
2−15 0.4999999997672 2.33× 10−10 4.66× 10−8 %
2−16 0.4999999999418 5.82× 10−11 1.16× 10−8 %
2−17 0.4999999999854 1.46× 10−11 2.91× 10−9 %
I have only a single set of error values, corresponding to the difference between the two.
Percentages are meaningless, since the actual value is arbitrarily chosen, so I present only
the absolute error. As Table 5.6 shows, the decrease in shift error is roughly linear with
respect to w∗:
|ã2 − ã1| ≈ 0.339(w∗)1.008. (5.5.9)
Table 5.6: Shift error values for the NWSE problem















In the non-Monge problem, the shift values must satisfy the relation a1 = a0 + 1/2.
This is a direct consequence ofA0 ⊂ A1 and the fact that c(y0, y1) = 1/2. In computation,
the shift values exactly satisfy this relation for every choice of w∗.
5.5.3.2 When exact values are not known.
If the exact solution is unknown, one can still get a sense of the convergence properties
by looking at changes in the error bounds and convergence behavior of the Wasserstein
distance approximation as w∗ → 0.
As Section 5.3.4.6 shows, even if the Wasserstein distance is unknown, the Wasserstein






where i and j, i 6= j refer to the destinations of x and some neighbor.
As wr → 0, maxx0∈xr gij(x0) → |aij| for each i 6= j, and µ(B̄r) → 0. Hence, if
the boundary method is working effectively, at worst one can expect to see these error
values decreasing linearly with respect to µ(B̄r). If µ is a norm, the property of absolute
homogeneity implies that this relationship is equivalent to linear convergence in w∗.
I considered the change in the approximated Wasserstein distance for the problem of
Barrett and Prigozhin using three canonical `p ground costs: `1, `2, and `22. The resulting
µ-partitions are shown in Figures 5.6(a), 5.4(a), and 5.7(a), respectively.
For each ground cost, I considered the Wasserstein approximation error in two ways:
1. The worst-case error bound given by applying Equation (5.5.10).
2. The rate of change with respect to a fixed approximation,




∣∣∣P̃ ∗m − P̃ ∗m∗∣∣∣∣∣∣P̃ ∗m+1 − P̃ ∗m∗∣∣∣ , where m > m∗ − 1. (5.5.11)
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I present results usingm∗ = 16, my minimum computed Wasserstein approximation,
but different widths showed similar behavior.
Each table of data shows the widths, approximated Wasserstein distances, worst-case error
bounds, difference from the approximation at w∗ = 2−16, and rate of change. Table 5.7
presents the `1 data, Table 5.8 the data for `2, and Table 5.9 the data for `22.
Table 5.7: Wasserstein distance approximation with `1 ground cost
w∗ P̃
∗ worst-case error |P̃ ∗m − P̃ ∗16| ∆P̃ ∗16
2−4 0.27806417174 3.04× 10−2 2.10× 10−2 3.85
2−5 0.26248877574 1.34× 10−2 5.47× 10−3 4.22
2−6 0.25831759825 6.17× 10−3 1.29× 10−3 3.97
2−7 0.25734903449 3.12× 10−3 3.26× 10−4 3.98
2−8 0.25710459604 1.52× 10−3 8.20× 10−5 5.89
2−9 0.25703652819 7.62× 10−4 1.39× 10−5 2.27
2−10 0.25702874864 3.81× 10−4 6.13× 10−6 3.74
2−11 0.25702425853 1.96× 10−4 1.64× 10−6 5.17
2−12 0.25702293819 9.23× 10−5 3.16× 10−7 1.18
2−13 0.25702289102 4.73× 10−5 2.69× 10−7 6.60
2−14 0.25702258102 2.33× 10−5 4.08× 10−8 6.44
2−15 0.25702262814 1.14× 10−5 6.33× 10−9 —
2−16 0.25702262181 5.68× 10−6 0.00× 10+0 —
Table 5.8: Wasserstein distance approximation with `2 ground cost
w∗ P̃
∗ worst-case error |P̃ ∗m − P̃ ∗16| ∆P̃ ∗16
2−4 0.22192212892 2.39× 10−2 1.44× 10−2 2.17
2−5 0.21116941922 1.10× 10−2 3.62× 10−3 4.06
2−6 0.20843843218 5.30× 10−3 8.92× 10−4 3.73
2−7 0.20778555920 2.66× 10−3 2.39× 10−4 4.39
2−8 0.20760061927 1.32× 10−3 5.46× 10−5 3.90
2−9 0.20756003780 6.60× 10−4 1.40× 10−5 4.06
2−10 0.20754950067 3.30× 10−4 3.44× 10−6 3.94
2−11 0.20754693188 1.65× 10−4 8.72× 10−7 3.88
2−12 0.20754628427 8.25× 10−5 2.25× 10−7 4.18
2−13 0.20754611339 4.13× 10−5 5.38× 10−8 4.17
2−14 0.20754607249 2.06× 10−5 1.29× 10−8 5.28
2−15 0.20754606205 1.03× 10−5 2.44× 10−9 —
2−16 0.20754605961 5.16× 10−6 0.00× 10+0 —
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Table 5.9: Wasserstein distance approximation with `22 ground cost
w∗ P̃
∗ worst-case error |P̃ ∗m − P̃ ∗16| ∆P̃ ∗16
2−4 0.06181266150 1.46× 10−2 8.91× 10−3 3.91
2−5 0.05518701361 6.75× 10−3 2.28× 10−3 3.94
2−6 0.05348575076 3.28× 10−3 5.79× 10−4 4.22
2−7 0.05304403010 1.61× 10−3 1.37× 10−4 3.86
2−8 0.05294236638 8.08× 10−4 3.55× 10−5 3.92
2−9 0.05291589325 4.03× 10−4 9.07× 10−6 4.27
2−10 0.05290894978 2.02× 10−4 2.12× 10−6 3.80
2−11 0.05290738369 1.01× 10−4 5.59× 10−7 4.14
2−12 0.05290695997 5.04× 10−5 1.35× 10−7 4.24
2−13 0.05290685675 2.52× 10−5 3.19× 10−8 3.98
2−14 0.05290683286 1.26× 10−5 8.01× 10−9 5.56
2−15 0.05290682630 6.30× 10−6 1.44× 10−9 —
2−16 0.05290682486 3.15× 10−6 0.00× 10+0 —
In all three cases, the worst-case error is roughly linear in w∗, and the rate of change
∆P̃ ∗16 is roughly quadratic in w∗. Specific equations are given in Table 5.10
Table 5.10: Wasserstein approximation behavior with respect to w∗
c = `1 errmax(w∗) ≈ 0.457(w∗)1.020 ∆P̃ ∗16(w∗) ≈ 1.186(w∗)2.025
c = `2 errmax(w∗) ≈ 0.361(w∗)1.008 ∆P̃ ∗16(w∗) ≈ 4.151(w∗)2.023
c = `22 errmax(w∗) ≈ 0.221(w∗)1.008 ∆P̃ ∗16(w∗) ≈ 2.668(w∗)2.029
5.5.4 Reconstruction and shift accuracy
As described in Section 5.4.4, when the finest discretization used by the boundary method
is small enough to be created over all A, one can use the approximate shifts {ãi}ni=1 to
reconstruct the full µ-partition on a grid of that size. When this is possible, one can evaluate
the accuracy of the shifts in terms of their ability to successfully reconstruct the correct µ-
partition.
One can visually compare the boundary set approximated by the reconstruction to that
output by the boundary method. While this is not a rigorous evaluation method, looking
at how well the two match helps one see how accurately the shifts were computed, and
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where in A the inaccuracies are felt. This review helps reveal the geometry underlying the
semi-discrete transport problem.
More rigorously, one can evaluate the accuracy of the shifts in terms of their ability to
recreate the measure ν. For each i ∈ Nn, ν(yi) is known and the optimal transport plan
must give µ(Ai) = ν(yi). Hence, one can compute the value of µ(Ãi) in the reconstruction




The reconstruction is discrete, so in fact it only approximates the actual µ(Ãi). However,
one can compute this error, as described in Section 5.4.4, so one could disregard any error
small enough to be blamed on the discretization. In practice, the ν-reconstruction error
never seems to be small enough for the discretization error to be relevant.
As a consequence of the results in Section 5.3.4.3, one can expect shift approximations
to converge linearly when c satisfies the triangle inequality. In practice, I see linear conver-
gence of the shift values, regardless of the choice of c. However, the convergence behavior
of the maximum error in µ-partition values, νerr, is highly nonlinear, and appears to depend
on the structure of the ground cost function and the measures µ and ν. Because of this
nonlinearity, the extra effort to compute the shifts using multiple intersection points reaps
significant dividends here. (See Section 5.2.2.2 for details on how to do this.)
Table 5.11 gives νerr for widths ranging from 2−4 to 2−13, with different cost functions.
All results are based on computation of the Barrett and Prigozhin example, so ν(yi) = 1/5
for each yi. Visual depictions of the solution µ-partitions for the cost functions c = `22,
c = `2, c = `1, and c = `1/2 are shown in Figures 5.7(a), 5.4(a), 5.6(a), and 5.7(b),
respectively.
For all four costs depicted in Table 5.11, the scaling of νerr is roughly linear with respect
to w∗, but there is a great deal of variation in the data. When the scaling is assumed to be
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Table 5.11: νerr with respect to w∗
for different cost functions
w∗ c = `
2
2 c = `2 c = `1 c = `1/2
2−4 2.81× 10−2 1.74× 10−2 1.05× 10−2 2.36× 10−2
2−5 1.96× 10−2 4.59× 10−3 4.35× 10−3 2.05× 10−2
2−6 7.07× 10−3 2.80× 10−3 4.93× 10−3 2.31× 10−3
2−7 2.89× 10−3 6.90× 10−4 1.10× 10−3 3.71× 10−3
2−8 1.94× 10−3 1.30× 10−3 1.35× 10−3 2.06× 10−3
2−9 8.95× 10−4 5.20× 10−4 7.14× 10−4 2.68× 10−4
2−10 2.58× 10−4 2.43× 10−4 4.23× 10−4 6.78× 10−4
2−11 1.51× 10−4 1.22× 10−4 1.04× 10−4 5.76× 10−4
2−12 1.74× 10−4 4.32× 10−5 1.09× 10−4 5.25× 10−4
2−13 6.52× 10−5 2.89× 10−5 1.12× 10−5 6.33× 10−4
linear, I get the equations and R2 values shown in Table 5.12. The relatively low R2 values
(0.920–0.979) are caused by the nonlinear behavior of the shift convergence. For example,
take c = `1, which is 1.04× 10−4 when w∗ = 2−11, increases slightly to 1.09× 10−4 when
w∗ = 2
−12, and then decreases by nearly a factor of 10, to 1.12× 10−5, when w∗ = 2−13.
Table 5.12: νerr equations with respect to w∗
c = `22 νerr(w∗) ≈ 0.482(w∗) R2 = 0.979
c = `2 νerr(w∗) ≈ 0.247(w∗) R2 = 0.951
c = `1 νerr(w∗) ≈ 0.170(w∗) R2 = 0.957
c = `1/2 νerr(w∗) ≈ 0.421(w∗) R2 = 0.920
5.5.5 Scaling behavior
One important advantage to the boundary method is its reduction of the complexity of the
discretized problem, compared to traditional methods. Before considering the numerical
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results, it is worth developing a generalized comparison that puts this reduction in perspec-
tive:
Suppose for the sake of argument that a discretization with width 2−M is required to solve
a problem with N positive points in Y . Generating the full grid would create a product
space X × Y of size 22M ·N . Say the boundary method is used instead, with a fixed initial
discretization width of 2−4. Each application of Step (2) of the boundary method algo-
rithm removes approximately half the points in Ar, so by discarding interiors the method
constructs a product space of size 2M+4 ·N .
To consider how this affects the cost, assume for the moment that one computes solu-
tions for both the boundary method and the full product space using a typical linear solver:
the network simplex method. As proved by Tarjan in [106], the worst-case complexity of
the network simplex is O(V E log V logCV ), where V is the number of vertices, E the
number of edges, and C the maximum possible ground cost value. If C is fixed, as it is for
purposes of this comparison, the complexity is O(V E(log V )2).
Using the network simplex method to solve the largest boundary problem of size 2M+4 ·
5 gives V = 2M+4 +N and E = 2M+4 ·N , so the complexity gives
V E(log V )2 ≈ 2M+4 · (2M+4 ·N) · (M + 4)2 ≈ 22M+8 · (M + 4)2N.
Because of the reiterative nature of the boundary method, multiply this by its logarithm,
log(22M+8 · (M + 4)2N) ≈ 2(M + 4 + logM),
giving
22M+9 · (M + 4)2N(M + logM + 4).
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By comparison, solving over the full product space gives V = 22M + N and E =
22M ·N , so
V E(log V )2 ≈ 22M · (22M ·N) · (2M)2 ≈ 24M+2 ·M2N.
Hence, all other things being equal, the ratio of the two approaches is
24M+2−(2M+9) · M
2
(M + 4)2(M + logM + 4)
approximately 22M to M . Even if one assumes a solver with complexity O(V ) (and no
such solver exists), the ratio would be approximately 2M to M .
Of course, the improved complexity would be irrelevant if the constant factor was ex-
cessively large. Fortunately, that this is not the case, as the next section illustrates.
5.5.5.1 Scaling on the plane with respect to W = 1/w∗
One can expect the time required to solve will be proportional to the number of boundary
points, and the number of boundary points should be related to the size of the discretiza-
tion, which is inversely proportional to some power of w∗. To facilitate understanding this





The process of evaluating scaling with respect to W is fairly straight-forward: choose a
target problem, and consider it with various values of w∗.
For this target, take the Barrett and Prigozhin example in [0, 1]2. Let µ and ν be uni-
form, take c = `2, and fix the locations of the 5 points where ν = 1/5, as depicted in
Figure 5.4(a). Define a target width w∗ = 2−m for some m ∈ N, and compute the time
taken by the boundary method. Then increment m and do it again. By repeating this pro-
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cess for a few different location sets (and averaging them), one can estimate the average
scaling behavior of the boundary method with respect to W . The results of this scaling test
are shown in Table 5.13. Scaling in the plane with respect to W , as shown in Table 5.13, is
approximated by the equations shown on the left side of Table 5.14.
Table 5.13: Scaling with respect to W


















Table 5.14: Time and memory scaling with respect to W alone
Time T (W ) ≈ 4.356× 10−5W lnW R2 = 0.999
Storage S(W ) ≈ 6.015× 10−3W R2 = 1.000
5.5.5.2 Scaling on the plane with respect to N = maxn
To evaluate planar scaling with respect to N , I performed multiple runs in [0, 1]2 where
W = 211 was fixed and µ and ν were uniform, but the N = n points where ν = 1/n were
placed at random locations in A. Because the resulting time data was highly dependent
on point placement, it was extremely noisy. Thus, I did ten runs for each N and took the
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median time for each. I started with N = 96, increasing by eights up to to N = 192,
for a total of 130 tests. The results of this process are shown in the right hand columns of
Table 5.15.
Table 5.15: Scaling with respect to N
W = 210 W = 211
N Time (sec) Store (MB) Time (sec) Store (MB)
96 5.497 14.99 16.904 31.86
104 7.673 15.54 23.290 32.20
112 7.049 16.35 20.157 35.36
120 8.871 17.35 26.717 33.51
128 6.938 17.25 22.365 33.91
136 12.190 18.24 36.601 35.05
144 10.982 17.99 29.952 36.49
152 13.139 18.54 36.703 41.27
160 11.420 18.66 34.801 40.27
168 15.727 20.97 44.959 40.66
176 15.332 21.38 44.873 43.06
184 18.243 21.38 53.689 43.20
192 12.796 21.60 40.029 43.66
The scaling with respect to N , with W fixed at 211, is approximated by the equations
shown on the right side of Table 5.16.
Table 5.16: Time and memory scaling with respect to N alone
Time T (N) ≈ 4.582× 10−2N lnN R2 = 0.981
Storage S(N) ≈ 3.162N1/2 R2 = 0.999
5.5.5.3 Scaling interaction on the plane: The effectiveness of the boundary method for
large N
Increasing N means one must consider the scaling behavior of the boundary method with
respect to N , as described in Section 5.5.5.2, above. However, there is another relevant
limiting factor for N  1: the decreasing area size µ(Ai) = n−1 runs up against the
accuracy of the reconstruction. For the problem shown in Figure 5.11, the area of each
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region is 5.0× 10−3. When w∗ = 2−11, my standard discretization, the maximum error for
the area of the partition regions is 8.34 × 10−4. This is an error of 16.7%, approximately
one-sixth of the size of the affected region.
(a) N = 200 points in R2 (b) µ-partition for N = 200
Figure 5.11: Partitioning with large N
If all one desires is the Wasserstein distance or the boundary set, this reconstruction
error need not be a concern. However, if one wants the set of shifts to generate an accurate
reconstruction, large N requires that one increase W to match. Hence, it is necessary to
consider what happens as W and N increase in tandem.
First of all, I require a minimum starting discretization which is dependent on N . Ap-
plying the minimum w1 defined with Equations (5.4.1) and (5.4.2), and taking W = 1/w∗
gives minW = 50N , said minimum being achieved only when N is a power of 2. Hence,
all the test results shown in Table 5.15 were run withw1 = 2−7, which means four iterations
were performed to get W = 210 and five for W = 211.
By comparison, the Barrett and Prigozhin example problem starts with w1 = 2−4,
so when W = 211 the solution is the result of eight iterations. In order to maintain a
constant number of iterations, one would want to first consider the interaction between W
and N with respect to scaling. This can be done by considering the results in Table 5.15
with respect to the changes in both W and N . As it turns out, the scaling behavior one
observes is consistent with the product of the two scaling behaviors already determined:
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O(WN logW logN) with respect to time, and O(WN1/2) with respect to storage. See
Table 5.17 for approximate equations.
Table 5.17: Time and memory scaling with respect to both W and N
Time T (N, W ) ≈ 2.853× 10−6WN lnW lnN R2 = 0.971
Storage S(N, W ) ≈ 1.538× 10−3WN1/2 R2 = 0.999
Suppose one wishes to complete a fixed R iterations on the plane, dividing the regions
in two with each iteration. If




W = WR = 2
RW1 = 2
R(50N)1/2.
Hence, since N is constant, the scaling behavior with respect to N can be computed as
T (N) = T (N, 2R(50N)1/2)











5.5.5.4 Scaling in three dimensions and extrapolation to Rd
The computations described above can be repeated in three dimensions. I first scale W
separately by taking a projection of the Barrett and Prigozhin example into the center of
the cube [0, 1]3. Then I examine N by considering the median of ten tests when W = 27
andN starts at 8 and ends at 80, incremented by 8 each time. Finally, I bring the two results
together, and consider the combined bounds.
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The results for independent scaling of W and N are given in Table 5.18 and the right-
most columns of Table 5.19, respectively. Combined scaling data is presented in the other
columns of Table 5.19. Approximate equations for three dimensional scaling are presented
in Table 5.20.
Table 5.18: Scaling with respect to W








Table 5.19: 3-D scaling with respect to N
W = 24 W = 25 W = 26 W = 27
N T (sec) S (MB) T (sec) S (MB) T (sec) S (MB) T (sec) S (MB)
8 0.029 3.690 0.212 22.930 1.248 110.800 7.208 494.900
16 0.036 3.730 0.313 25.450 2.306 130.900 13.861 579.200
24 0.054 3.884 0.459 27.290 3.712 148.700 22.068 673.400
32 0.062 3.766 0.517 28.380 4.521 158.700 31.181 731.900
40 0.088 3.955 0.742 29.220 6.798 171.100 44.601 801.700
48 0.104 3.973 0.804 29.260 7.974 178.000 53.369 844.600
56 0.121 4.030 1.051 29.520 11.428 182.800 71.438 873.700
64 0.098 3.864 0.976 29.480 9.511 186.800 69.546 907.700
72 0.153 4.282 1.422 30.660 14.029 195.100 93.699 984.200
80 0.164 4.175 1.413 30.650 13.655 194.600 93.282 979.400
Suppose one wishes to complete a fixed R iterations in three dimensions. Then




Table 5.20: Time and memory scaling with respect to both W and N
W alone
Time T (W ) ≈ 6.878× 10−5W 2 lnW R2 = 0.999
Storage S(W ) ≈ 2.341× 10−2W 2 R2 = 1.000
N alone
Time T (N) ≈ 2.849× 10−1N lnN R2 = 0.995
Storage S(N) ≈ 2.315× 102N1/3 R2 = 1.000
W and N
Time T (N, W ) ≈ 3.531× 10−6W 2N lnW lnN R2 = 0.989
Storage S(N, W ) ≈ 1.397× 10−1W 2N1/3 R2 = 0.999
and
W = WR = 2
RW1 = 2
R(50N)1/3.
This gives scaling behavior with respect to N as
T (N) = T (N, 2R(50N)1/3)











Taking the combined scaling equations for two and three dimensions, and extrapolating
to arbitrary dimension d ≥ 2, I anticipate average scaling of
T (d, N, W ) ∼ O(W d−1N logW logN) and S(d, N, W ) ∼ O(W d−1N1/d).
(5.5.14)
When W1 = (50N)1/d and one wishes to complete a fixed R iterations, this gives








I built efficient new algorithms for numerical optimal transport. I showed a new technique
for discrete transport problems, the general auction, and used it as the basis for a semi-
discrete solver, the boundary method.
When applied to discrete and semi-discrete optimal transport, the general auction and
boundary method satisfy the objectives (a), (b), and (c) described in the Introduction. Both
methods are able to handle general ground costs, they efficiently compute Wasserstein dis-
tances, and they have already been applied successfully to both two and three-dimensional
problems.
Furthermore, the algorithms already form the kernel of a new continuous optimal trans-
port solver. As written, the boundary method constitutes a method of mesh generation,
which is sufficient for most numerical continuous transport applications. If the discretiza-
tion of Y is known to be grid-based, the method can be optimized even further.
That said, important mathematical development still needs to be done in order to fully
realize the potential of my work. As described in Chapter 5, the boundary method assumes
that all integrals and all computations are performed exactly. To show robustness, it is
important to consider what happens when those values are merely approximations. While
ad hoc experiments indicate that the method is quite forgiving of approximated values, the
extent of this robustness needs to be formalized and quantified.
When considering applications of my research to continuous transport, even more work
needs to be done. For example, a variant boundary algorithm would be more effective on
continuous problems if X and Y were refined in tandem. I have already begun testing this
approach, but there are important mathematical issues to resolve. The solution to a fully
continuous transport problem may not be unique, even if the solution of its semi-discrete
175
approximation is. Also, I have not yet shown the mathematical connection between the
solutions of two semi-discrete problems generated from the same continuous source.
While I am not yet ready to guarantee that the transport maps or the Wasserstein dis-
tances converge when approximating continuous transport solutions, I believe this is a
worthwhile direction for further research. In this respect, there may be a great advantage
to following up further on Remark 5.3.30. Every result from the boundary method solves
some optimal transport problem, and the problem solved must be related to the problem
whose solution is desired. This could be the basis for a backward error analysis that shifts
responsibility to some underlying conditioning of the problem.
In the meantime, there are already many promising applications for the semi-discrete
boundary method. Transport is a type of optimization problem which generalizes exceed-
ingly well. For instance, one can use the boundary method to subdivide a continuous or
discrete space into appropriately-designed regions. These could be zones of control for
national defense, delivery areas for shipping, congressional districts for federal apportion-
ment, or many other possibilities.
The boundary method can also make important contributions to ongoing research in
economics and machine learning, as it already provides the basis of a robust clustering
algorithm. Unlike most existing methods of clustering, mass transport naturally balances
consideration of centroids, distributions, and densities. Its integral definition also provides
innate robustness with respect to outliers.
Because of its fine scaling properties, the boundary method could be used whenever a
generalized Voronoi diagram is needed. The boundary method offers an alternative method
of Voronoi cell generation, one that combines distance control with constraints on region
volumes.
Other applications follow from the addition of an artificial time variable to the boundary
method, such that for all i ∈ Nn, yi := yi(t) for some fixed t. Numerical experiments
suggest that most facets of the semi-discrete problem change smoothly with respect to t.
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Introducing this, one could add time-based variation to existing applications. For example,
by constructing zones of control that change with respect to time, one could greatly increase
their practical usefulness.
I have only begun to tap the potential of these numerical transport methods. I look





MONGE UNDER THE SHIFT CHARACTERIZATION
A.1 `p functions with p ∈ (1, ∞)
If c = `p with p ∈ (1, ∞), then the semi-discrete transport problem is always Monge under
the shift characterization. This is shown in two steps:
(1) If the function gij is equal to the constant value ai − aj in some neighborhood of
x0 ∈ Aij , then |ai − aj| = c(yi, yj). [Theorem A.1.1]
(2) It follows from Step (1) that µ(B) > 0 implies the existence of a ball of positive
radius whose points are all collinear with both yi and yj . [Theorem A.1.2]
Because of the contradiction inherent in Step (2), µ(B) = 0, and so Theorem A.1.2 con-
cludes that the problem must be Monge under the shift characterization.
Theorem A.1.1. Let c be an `p norm with p ∈ (1, ∞), and x0 ∈ Aij for some i, j ∈ Nn,
i 6= j. If gij(x) = ai − aj for all x in a neighborhood of x0, then |ai − aj| = c(yi, yj).
Proof. Let c be an `p norm with p ∈ (1, ∞), x0 ∈ Aij , and gij(x) = ai − aj for all x in
some neighborhood of x0. Suppose to the contrary, however, that |ai − aj| 6= c(yi, yj).
Say |ai−aj| > c(yi, yj), and assume without loss of generality that |ai−aj| = ai−aj .
Then
gij(x0) = c(x0 yi)− c(x0 yj) = ai − aj > c(yi, yj),
which implies c(x0 yi) > c(x0 yj)+c(yi, yj). This is a violation of the triangle inequality.
Therefore, it must be the case that |ai − aj| < c(yi, yj).
For all k ∈ Nn, define ck(x) := c(x, yk). Because |ai − aj| < c(yi, yj), x0 6= yi and
x0 6= yj . Hence, ci(x0) > 0 and cj(x0) > 0.
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Because gij is constant in a neighborhood of x0,
∇gij(x0) = ∇ci(x0)−∇cj(x0) = 0,
which implies ∇ci(x0) = ∇cj(x0). Hence, each of the first-order partial derivatives of ci
and cj are equal at x0.
Assume x0 = (x1, . . . , xd), yi = (yi1, . . . , y
i
d), and yj = (y
j
1, . . . , y
j
d). Then the
equality of the k-th partial derivatives,∇xkci(x0) = ∇xkcj(x0), gives
(xk − yik)|xk − yik|
p−2 (ci(x0))





Thus, xk − yik and xk − y
j
k have the same sign or are both zero. Because p > 1, p− 1 > 0.






∀ k ∈ Nd. (A.1.1)
As a consequence of Equation (A.1.1), xk − yik = 0 if and only if xk − y
j
k = 0. Hence,
xk = y
i
k if and only if xk = y
j
k.
Let K be the total number of k-th directional components satisfying xk 6= yik. Consider
three cases: K = 0, K = 1, and K > 1.
K = 0: Then xk = yik = y
j
k for all k ∈ Nd, in which case yi = yj . Since the semi-
discrete transport problem requires distinct non-zero points in Y , it must be the case
that i = j, contradicting the initial assumption that i 6= j. Hence, K ≥ 1.
K = 1: There exists exactly one k such that the components are not equal. Since xk − yik
and xk − yjk have the same sign,






k| = c(yi, yj).
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This contradicts the assumption that |ai − aj| < c(yi, yj), and hence K > 1.
K > 1: Because gij is constant in some neighborhood of x0, it must also be the case that
∇2gij(x0) = 0. Hence, ∇2ci(x0) = ∇2cj(x0), so each of the second-order partial
derivatives of ci and cj are equal at x0.
The equality of the second-order partial derivatives taken with respect to xk gives





p − |xk − yik|
p]
=





p − |xk − yjk|
p] , (A.1.2)












































By assumption, for all k ∈ Nd, xk − yik 6= 0 and xk − y
j
k 6= 0. Hence, σk > 0.
Since d > 1, and |xk − yik| > 0 for all k ∈ Nd, it must be that |xk − yik| < ci(x0) for







1− σpk > 0.
Therefore, (p− 1)σp−2k (1− σ
p







Thus, ci(x0) = cj(x0). Combining this with Equation (A.1.1) implies yik = y
j
k for all
k ∈ Nd, and so yi = yj .
Since yi = yj , and the semi-discrete transport problem requires distinct non-zero
points in Y , it must be the case that i = j, contradicting the initial assumption that
i 6= j. Thus, K ≯ 1.
All choices of K lead to contradictions. Hence, if c = `p for some p ∈ (1, ∞), x0 ∈ Aij ,
i 6= j, and gij(x) = ai− aj for all x in some neighborhood of x0 ∈ Aij , then it must be the
case that |ai − aj| = c(yi, yj).
Theorem A.1.2. If c = `p for some p ∈ (1, ∞), then the semi-discrete transport problem
is Monge under the shift characterization.
Proof. Assume the contrary is true. Then µ(B) > 0, so µ(Aij) > 0 for some i, j ∈ Nn,
i 6= j. Because µ is nonatomic, there exist x0 ∈ Aij and ε > 0 such that the ball Bε(x0),
defined with respect to the Euclidean space Rd, satisfies Bε(x0) ⊆ Aij and µ(Bε(x0)) > 0.
By Theorem A.1.1, |ai−aj| = c(yi, yj). Assume without loss of generality that |ai−aj| =
ai − aj .
Let x ∈ Bε(x0). Since x ∈ Aij ,
gij(x) = ai − aj
c(x, yi)− c(x, yj) = c(yi, yj)
c(x, yi) = c(x, yj) + c(yi, yj)
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Because c = `p and p ∈ (1, ∞), Minkowski’s inequality implies that x, yi, and yj are all
collinear. The choice of x was nonspecific, and therefore every point in the ball Bε(x0)
must be collinear with the points yi and yj .
Of course, this is impossible, and so µ(Aij) = 0 for all i, j ∈ Nn, i 6= j. Therefore,
µ(B) = 0. From this final contradiction, it is clear that the semi-discrete transport problem
must be Monge under the shift characterization.
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de Mathématiques de Bordeaux, Sep. 2011.
190
[81] X. Ma, N. S. Trudinger, and X. Wang, “Regularity of potential functions of the op-
timal transportation function,” Arch. Ration. Mech. Anal., vol. 177, no. 2, pp. 151–
183, 2005.
[82] R. Moeckel and B. Murray, “Measuring the distance between time series,” Physica
D, vol. 102, pp. 187–194, 3–4 1997.
[83] Mokaplan, Inria international program: associate team proposal 2014–2016,
https://team.inria.fr/mokaplan/files/2014/09/MOKALIEN_
Proposal_2013.pdf, 2013.
[84] ——, Mokalien associate team report 2014 (1st year), https://team.inria.
fr/mokaplan/files/2014/09/MOKALIEN_Report_2014.pdf, 2014.
[85] ——, Mokalien associate team report 2015 (2nd year), https : / / team .
inria.fr/mokaplan/files/2014/09/MOKALIEN_Report_2015.
pdf, 2015.
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