Abstract-An edge preserving image compression algorithm based on an unsupervised competitive neural network is proposed in this paper. The proposed unsupervised competitive neural network, called weighted centroid neural network (WCNN), utilizes the characteristics of image blocks from edge areas. The mean/residual vector quantization (M/RVQ) scheme is utilized in this proposed approach as the framework of the proposed algorithm. The edge strength of image block data is utilized as a tool to allocate the proper codevectors in the proposed WCNN. The WCNN successfully allocates more codevectors to the image block data from edge area while it allocates less codevectors to the image block data from shade or nonedge area when compared to conventional neural networks based on VQ algorithm. As a result, a simple application of WCNN to an image compression problem gives improved edge characteristics in reconstructed images over conventional neural network based on VQ algorithms such as self-organizing map (SOM) and adaptive SOM.
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I. INTRODUCTION
V ECTOR quantization (VQ) is a coding technique that has been widely used in signal coding applications for its attractive features [1] . Especially, VQ has been a primary choice for applications that require a low bit rate for transmission because VQ can provide high compression ratios with relatively small block sizes while it is difficult in other compression methods such as transform coding. Along with the high compression ratio of VQ, another great advantage using VQ is that the decoder is relatively simple to implement. When applied to image compression, this property of VQ is especially important in multiple-decoder cases such as digital TV signal transmission, video conferencing, or transmission of remote sensing images from satellites. Recent progress in multimedia systems makes image compression with VQ even more important.
Early image coding techniques that employ VQ at low bit rates usually suffer from edge degradation because edges cannot be reproduced well by a small sized codebook [2] - [5] . Note that only a small portion of codes in a codebook should be assigned to the edge data in those early image coding algorithms with conventional distortion measures such as the mean squared error (MSE) because edges have only small populations in an image. Since, however, the edges include the most significant amount of information of an image, their degradation should be more annoying to human eyes than the degradations in the nonedge portion of an image. In this sense, the MSE is not a good distortion measure as far as edge coding is concerned. Various approaches to the problem of preserving the fidelity of reconstructed edges have been proposed [3] , [4] . Gersho and Ramamurthi tackled this problem first by classifying each vector of the image into several classes such as edge classes and nonedge classes and employed VQ separately in each class [3] . They, later, expanded this approach of classifying the training vectors into edge and shade types and designed separate codebook, called the subcodebook, for each class to the classified vector quantizer (CVQ) [6] . In CVQ, different classes of edges/shades are assigned by using the criterion of the equal average MSE distortion measure in order to achieve an optimal distortion.
Baker and Gray tried to solve this problem by subtracting the mean of the block from each pixel and applying VQ separately to the difference vector and the mean [4] . This idea of considering the sample mean of the vector and producing a difference vector and a scalar value for each block resulted in the mean/residual vector quantizer (M/RVQ) [7] .
Coefficients of transformed data vectors by Hadamard transformation or discrete cosine transformation (DCT) are statistically more independent and less correlated than the space domain data vectors. The transformed coefficients are mostly concentrated in the low-frequency region, especially for the blocks from shade areas. By using these characteristics of image data on the transformation domain, transform VQ [8] - [10] has been successfully accepted for image compression.
Most of the above mentioned VQ methods on preserving the edge quality work fine by assigning more codevectors on edge area. However, computational complexity involved in designing codebook and storage for the codebooks including subcodebooks are exponentially increased when these VQ methods are extended to multidimensional VQ for moving images [11] .
Another approach on this subject of reducing the edge degradation is proposed by using the adaptive self-organization map (ASOM) [12] . In this approach, the variance of image block is used as an activity measure, possibility of edge presence. The measured activity of a block is, then, used as a weighting factor of the block, which is finally used as a learning gain of the block data for Kohonen's self-organization map (SOM) [13] . This approach is a very simple tool in reducing edge degradation in VQ.
In this paper, we propose a new unsupervised competitive neural network, called weighted centroid neural network (WCNN), to reduce edge degradation significantly in image while minimizing the computational complexity.
II. PRELIMINARIES
In a VQ system, the encoder finds the codevector, , of -dimensional input vector, , which has the minimum distortion and transmits the index of codevector, , to the decoder. The decoder simply looks up the th codevector in the codebook, , and the reproduced vector, , is the th codevector, .
In general, the optimal encoding rule is the nearest neighbor rule that finds the codevector which has the least distance in the norm
where represents the size of the codebook. An -level -dimensional quantizer is called optimal if the expected distortion of the quantizer is smaller than the expected distortion of all other quantizers . And the quantizer is called locally optimal if a small change in the quantizer causes an increase of the expected distortion whether the expected distortion is always smaller than all other quantizers or not.
In order to find the method of designing the optimal quantizer, much effort has been expended on different VQ schemes for decades [1] , [16] - [19] . Lloyd [16] proposed two methods to design the optimal quantizers in the scalar case ( ), and later, Linde, Buzo, and Gray (LBG) [1] generalized the Lloyd method to the -dimensional block quantizer. This is the well-known LBG algorithm that allows us to obtain a locally optimal quantizer at least.
Another approach has been made to find the upper bound of expected distortion of the quantizers. In 1948, Bennett [17] proposed the following formula of optimal distortion in the scalar case ( ) using the companding model (3) where number of levels; probability density of the input; slope of the compressor curve. Under the conditions that is sufficiently large, maximum step size is small, and input probability density function (pdf) is smooth, Gersho generalized the Bennett's integral to the -dimensional block (or vector) quantizer using the th power distortion measure and showed that the minimum distortion is [18] : (4) (5) where expectation operator; coefficient of quantization defined by Gersho; output density function. is given by . Gersho also shows the well-known asymptotic result that "each region of the partition makes an equal contribution to the distortion for an optimal quantizer" [18] and Gray also generalized the result of Gersho to the more generalized distortion measure [19] .
Later, using the asymptotic result of [18] and [19] , Ramamurthi and Gersho derived the following formula [6] :
where is the probability of a vector being in the th class and is the optimal number of codevectors in the th class. When we assume that each class is sufficiently small and has only one codevector, , the (6) and the Gersho's result has the same meaning and the (6) can be rewritten as (7) and the optimal distortion in each class is proportional to the inverse of the probability that each input vector belongs to the class. From the two approaches described above, we can find the one significant feature that both approaches focus on the minimization of expected distortion. But this minimization may cause the concentrations of codevectors in the areas with higher probability of data vectors and the lack of codevectors that represent the areas with lower probability of data vectors may be why edge degradations occur. Fig. 1(a) shows the two-dimensional plot of image data vectors for the Lena image. The -axis and -axis in Fig. 1 (a) represent the upper left corner (first) pixel value and bottom right corner (16th) pixel value, respectively, when the Lena image is divided with 4 4 data vectors. Fig. 1(b) shows the two-dimensional (the 1st and the 16th weights) plot of weights after applying SOM to the 4 4 data vectors from Lena. As can be seen from Fig. 1 , most of data vectors are concentrated in some areas (nonedge areas) and resulting weight vectors after applying SOM to the data vectors show similar concentration characteristics to that of data vectors.
Because most nonedge areas have more populations than edge areas, distortions in edge areas are greater than distortions in the nonedge areas if we use any techniques based on the optimality conditions described above. This leads us to the necessity of developing a new optimality conditions for image compression with VQ in order to prevent reconstructed images from visually annoying edge degradations.
Because the ultimate judges of the quality of reproduced pictures are human observers and there are no objective measures which closely mirror the performance of the human viewer [20] , it is hard to find the optimality conditions for image coding. Fig. 2 shows a schematic diagram for M/RVQ structure [7] , [21] . In this coding system, an image is partitioned into a block and the mean of the block is evaluated first. The sample mean of the block is scalar quantized and subtracted from the input vector . Then the residual vector is sent to VQ so that any error in quantization of the mean is incorporated into the error vector [4] . The system reduces the blocking distortion that is caused by coarse quantization of the sample mean.
III. GEOMETRIC STRUCTURE OF IMAGE SOURCE CODE
The residual vector and the sample mean are defined as follows: (8) (9) where th element of the block ; th element of the block ; scalar quantized reproduction value of .
Each dimension of the residual vector is assumed to be an independent and identically distributed (i.i.d) normal random variable with the following pdf: (10) where we assume that each component of the residual vector has the identical variance and zero mean. Now, the combined probability, the pdf of , can be given by [22] (11) However, since we are interested in the distance between the origin and the , we define the distance variable as follows:
The scalar random variable may be thought of as a radial parameter that represents a particular contour of constant density . In fact, it also represents the variance of each block. The pdf for with , the variance of , can be easily derived as (12) and it is known as the Chi-distribution with degrees of freedom [22] .
In real images, however, each dimension of input vectors, , is not statistically independent, but is highly correlated among the elements of the input vector. The probability density histograms shown in Fig. 3 confirm the idea that the degrees of freedom for Chi-distribution representing should be much less than 16. Fig. 3(a) and (b) show the pdf from six source images and the Chi-distribution with 16 degrees of freedom, respectively. Obviously, Fig. 3(a) is much more similar to the pdf of the Chi-distribution with two degrees of freedom, as shown in Fig. 3(c) , than to the one with 16 degrees of freedom. By comparing the pdf from six different image data and the pdf for Chi-distribution with , we could choose the following function for our WCNN: for for for for (13) where denotes the variance of and the plot of is shown in Fig. 3(d) . Note that the specific coefficients in (13) are obtained by considering the (12) first in the region of and applying the idea that 1) too small (or almost zero) probability at in Fig. 3(c) can cause computational problems when calculating the inverse of , 2) for , Fig. 3(c) shows a small probability even though the region can be considered as nonedge area. Therefore, a flat and high probability is assigned for the region, , in order to have a small value in this region when the inverse of the is taken.
IV. WEIGHTED CNN (WCNN)
A. CNN Algorithm
The CNN algorithm is based on the conventional -means algorithm and finds the centroid of data in corresponding clusters at each presentation of data vector [14] , [15] . Instead of calculating the centroids of the clustered data every data presentation, the CNN algorithm updates their weights only when the status of the output neuron for the presenting data has changed: that is, the weights of the winner neuron in the current epoch for the data change only when the winner neuron did not win the data in the previous presentation and the weights of the winner neuron in the previous epoch for the data change only when the neuron does not win the data in the current epoch. We call the former one a "winner neuron" and the latter one a "loser neuron."
When an input vector is applied to the network at time , the weight update equations for winner neuron and loser neuron in CNN can be written as follows: (14) where and represent the weight vectors of the winner neuron and the loser neuron, respectively while and denote the number of data vectors in cluster and at the time of iteration, respectively.
The learning rule for CNN is based on the following theorem and condition for minimum energy clustering:
• Theorem 1: The centroid of data in a cluster is the solution which gives minimum energy in norm.
• Minimum energy condition: The weights for a given output neuron should be chosen in a way to minimize the total distance in norm from the vectors in its class such as (15) or by the Theorem 1 (16) where is the number of members in cluster . When CNN is compared with conventional competitive learning algorithms including SOM, the CNN produces very comparable results with less computational effort. That is, the CNN requires neither a predetermined schedule for learning gain nor a total number of iterations for clustering and it converges stably to suboptimal solutions while conventional algorithms including SOM may give unstable results depending on the initial learning gain and the total number of iterations. A more detailed description on CNN can be found in [14] and [15] .
B. Weighted Centroid in VQ and WCNN
Because the ultimate judges of the quality of reproduced pictures are human observers and there are no objective measures which closely mirror the performance of the human viewer [20] , it is hard to find the optimality conditions for image coding. However, the WCNN described in this section can be an approach for edge preserving image compression.
From (6) and by setting , an optimal distortion can be achieved by (7) which shows:
However, in order to achieve an improved quality for the edge portion of a reconstructed image, we modify the distortion measure as and a new condition for improved degradation for the edge portion of an image can be constant (18) or constant (19) That is, the Gersho's asymptotic result, "each region of the partition makes an equal contribution to the distortion for an optimal quantization" is now changed to "each region of the partition has the same distortion for improved edge quality in image compression."
Although VQ based on new conditions may cause the increase in overall distortion and distortion in nonedge areas, it should decrease edge degradation for image compression when compared to VQ based on conventional optimality condition.
The new weighted distance concept for the centroid calculation is formulated as follows: (20) where is the number of data vectors won by th output neuron at the time of iteration and (21) Based on the concept shown in (20) , the weight adaptation rule for winner neuron and loser neuron in WCNN is introduced as follows: (22) Table I shows a pseudocode of the WCNN algorithm. As is the case with the CNN, the WCNN requires neither a predetermined schedule for learning gain nor a total number of iterations while the ASOM requires both of them in advance. Even though the WCNN produces very stable and acceptable results, the results are still far from the optimal results because the WCNN is based on norm. Research on the algorithm based on the energy functions that fit for a human perception on edge is still left open.
C. Relation of WCNN to ASOM
The ASOM proposed in [12] can be summarized by the following equations:
(23) and is a weighting factor of an input vector which is scaled by the maximum, , and minimum, , values of and by the maximum variance value that an input vector can have.
As can be noticed from the above equations, the ASOM also utilizes the variance of image block data like WCNN. However, the ASOM requires a predetermined schedule of learning gain, a total number of iterations, and a set of scaling parameters ( and ) for input data while the WCNN requires none of these parameters. Furthermore, optimal values of these important parameters for the ASOM are not known before running and a good selection of these parameters is often critical in obtaining a good solution in the ASOM. On the other hand, the WCNN requires none of these parameters before running the WCNN and gives very stable results. Since the WCNN is based on the probability of occurrence of the variance, , the WCNN can be more adaptable to specific image data category.
V. EXPERIMENTS AND RESULTS
Contiguous and nonoverlapping blocks of pixels partitioned from the images shown in Fig. 4 were used for training and the Fig. 10 and Fig. 11 to show the edge characteristics in the reconstructed image more clearly.) blocks of pixels partitioned from the Lena and Airplane images shown in Fig. 5 were used for testing the proposed WCNN. Since the Lena and Airplane images are widely used in the image processing area and both images contain different kinds of edges, these images are chosen for our test.
Several experiments have been performed with various sizes of blocks and bit-per-pixels (bpp) to compare the visual quality of reconstructed images from different algorithms including SOM and ASOM. In order to show the performance of various algorithms, we use the result of experiments with the graphs of peak signal-to-noise ratio (PSNR), two-dimensional plots of weight locations, and histograms of weight locations along . Although results of experiments whose block size is 3 3 or 5
5 are similar to the result whose block size is 4 4, the low compression ratios accomplished by the 3 3 block and too high computational complexity required by the 5 5 block for use in a practical case made us pay more attention to the results of experiments whose block size is 4 4. Table II TABLE II  DIFFERENT CASES shows sizes of blocks, codebooks, and respective bpps used in our experiment. The results shown in this paper are from case 6 of Table II . Note that very similar results to those shown in this paper are also obtained in other cases. small and total number of training epoch ( ) is large. The selection of and is used for the experimental results for SOM in this paper. For the case of ASOM, the results shown in this paper are based on the following set of parameters:
and The above parameter set is the one suggested in [12] except more training epochs for better results.
Because the M/RVQ structure has two kinds of codebooks, one for the mean and another for residue, the following formula is used to calculate the rate of coder in bpp: (25) where size of the codebook for sample means; size of the codebook for residual vectors; size of the block. The following is used for conventional VQ (26) where is the size of the codebook.
The following PSNR is used to evaluate the performance of algorithms:
where value of each pixel in the original image; value of corresponding pixel in the reconstructed image; number of pixels which is used to calculate PSNR. Fig. 6 shows the two-dimensional plot, ( and ), of training image and resulting weight locations. In order to see the effect of the proposed WCNN, the same M/RVQ structure was used for SOM and ASOM throughout the paper. In Fig. 6 , weights of the SOM tend to be located in the areas nearby the origin where the probability of occurrence is very high and weights of the WCNN are spread out well over the areas far from the origin where the probability of occurrence is comparatively low. Fig. 6 also shows that SOM holds the Gersho's asymptotically optimal conditions firmly and the proposed WCNN holds the newly proposed conditions for VQ defined in this paper for image compression.
From Fig. 6 , one may wonder why we do not spread the weights uniformly in vector space in order to meet the newly proposed condition for VQ in this paper. Then,we do not require any training algorithm at all. That is, a simple lattice VQ can guarantee that each partition has the same distortion asymptotically. This seems reasonable. However, when we have -dimensional data and we want to put codevectors in each dimension, we need code vectors. When and grow large, we need too many code vectors in a codebook. For example, if we want to put two code vectors in 16-dimensional data ( block image data as in our case), we need code vectors in the codebook. This amount of code vectors should be impractical. Data compression may be thought of as a method to position these small number of code vectors in the data space efficiently. Even though we are given enough number of code vectors, as can be seen from Fig. 6 , the code vectors are not spread out all over the weight space, but are spread out only over a portion of the weight space where the data vectors are located. If we consider that the data (weight) vectors are in the 16-dimensional case, it is a very difficult problem to spread out the code vectors over a portion of the weight space where the data vectors are located. Fig. 7 clearly shows that WCNN allocates more weights in the areas with larger that can be considered as edge areas than other algorithms. Fig. 8 shows the codebooks which are produced by SOM, ASOM, and WCNN for residual vectors in the experiment of case 6 in Table II . Since elements in residual vectors can have the negative values and the block image cannot represent negative values, bias is given to the 128 codevectors for representing the negative values. Fig. 7 shows that the codebook produced by WCNN has more codevectors that can represent the edge areas than those of SOM or ASOM. ) of the reconstructed image by WCNN is greater than those of the reconstructed images by SOM and ASOM, distortion from WCNN in the area whose block variance is greater than is much smaller than the distortion from conventional SOM or ASOM. When the overall PSNR situation is considered, we may say that WCNN obtains improved edge quality with the price of degradation in the nonedge area. The results match the expectation and conjecture made in Section II.
The reconstructed images by the proposed WCNN and others with respective error images are given in Fig. 10 . Even though not much difference can be seen among the images by WCNN, SOM, and ASOM, a comparison of the magnified portion of images shows significant differences in the edge areas. Fig. 11 shows the reconstructed image by WCNN and magnified portion images for another test case using the Airplane image. Because the reproduced images and their error images do not show enough difference among different algorithms, only results of WCNN are given in Fig. 11 . However, magnified portions give a similar tendency in edge quality in reproduced images to the case of the Lena image.
An interactive WCNN simulator with example problems is available at the following web site:
http://icrl.myongji.ac.kr/NNsimulator/WCNN 
VI. CONCLUSION
In this paper, a neural-network algorithm for edge preserving image compression is proposed. The proposed algorithm utilizes the characteristics of image blocks from edge areas.
First, asymptotically optimal conditions for conventional VQ are considered and a reason for the visually annoying edge degradations in reconstructed image is then addressed in the paper. By considering a possible source of edge degradation in reconstructed images with conventional VQ algorithms, a new unsupervised competitive neural network, called WCNN, is proposed to reduce edge degradations in the reconstructed image. The proposed WCNN calculates the probability density function of edge strength from the image data and utilizes it to assign the number of codevectors. Some experimental results are compared with conventional VQ algorithms using neural networks such as SOM and ASOM. The results show that the proposed WCNN algorithm can give improved edge characteristics over the conventional algorithms.
