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ABSTRACT
A mechanism is presented, based on multiscale interactions via nonlinear wind-induced surface heat ex-
change (WISHE), that produces eastward-propagating, intraseasonal convective anomalies in the tropical
atmosphere. Simulations of convectively coupled disturbances are presented in two intermediate-complexity
atmospheric models. One is a shallow water model with a simple WISHE-motivated heating term. The other
model is also based on a first baroclinic mode but has an additional prognostic equation for humidity and
a simple representation of moist convection based on a quasi-equilibrium approximation. In spite of many
differences between the models, they robustly produce a coherent signal in westerly winds and convection
that travels eastward at 4–10 m s21. It is shown here that this slow signal is a forced response to an eastward-
propagating Yanai (mixed Rossby–gravity) wave group. The response takes the form of a forced Kelvin wave
that is driven nonlinearly, viaWISHE, bymeridional wind anomalies of theYanai wave group and that travels
considerably more slowly than the free convectively coupled Kelvin waves in these models. The Yanai waves
are destabilized in the models used here by WISHE in the presence of mean easterlies, but more generally
they could also be excited by stratiform instability in the absence of mean easterlies so that the mechanism
described here could also operate without mean easterlies. Similarities to and differences from the Madden–
Julian oscillation (MJO) and convectively coupled tropical waves are discussed.
1. Introduction
It has been argued that wind-induced surface heat
exchange (WISHE) (Emanuel 1987; Neelin et al. 1987),
by which ocean evaporation enhanced by surface winds
forces atmospheric convection, plays a central role in
organizing tropical intraseasonal variability (e.g., Sobel
et al. 2008). Emanuel (1987) and Neelin et al. (1987)
found unstable Kelvin wave–like solutions due to the
coupling of convection, large-scale winds, and surface
heat fluxes in linearmodels, and they suggested that these
solutions might explain the dominant pattern of tropical
intraseasonal variability: the Madden–Julian oscillation
(MJO; Madden and Julian 1971, 1994). While these early
solutions have since been recognized to differ fundamen-
tally from the observed MJO (e.g., Zhang 2005; Wang
1988), recent observational and model evidence suggests
an important role for WISHE, interpreted more broadly
than the specific form used in Emanuel (1987) and Neelin
et al. (1987), in tropical intraseasonal variability (Maloney
and Sobel 2004; Sobel et al. 2008).
This evidence includes observed relative minima in
intraseasonal variance in convection and precipitation
over land surfaces in the tropical western Pacific and
Indian Oceans, in spite of the high climatological mean
levels of convection and precipitation in these regions
(Sobel et al. 2008). While this observation could be
partially due to nonlinear interactions between intra-
seasonal convection and the diurnal cycle or to cloud–
radiative feedbacks, it may also be evidence for the im-
portance of WISHE, which does not typically operate
over land because of its low thermal inertia. Other evi-
dence is that significant surface heat flux anomalies occur
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in the active phase of the MJO (Shinoda et al. 1998). In
addition, nonlinear WISHE seems to be important in
simulated eastward-propagating, intraseasonal distur-
bances (Raymond 2001; Maloney and Sobel 2004). From
a broader and more theoretical point of view, how large-
scale disturbances in a moist convecting atmosphere be-
have in the presence of feedbacks fromWISHE and other
sources of column-integrated moist static energy is
a topic of considerable interest. While there have been
a number of theoretical studies of the effects of linear
WISHE, little has been done in terms of the nonlinear
effects ofWISHE (Sugiyama 2009a,b). The present paper
attempts to explore such nonlinear effects in idealized
frameworks.
This paper identifies a novel mechanism in which the
equatorial winds due to Yanai [mixed Rossby–gravity
(MRG)] wave groups, through nonlinearWISHE, induce
enhanced surface heat exchange. The resulting induced
convection and atmospheric heating, in turn, force slow
eastward-propagating Kelvin waves that occupy the same
general region of the wavenumber–frequency spectrum
as the observedMJO, at time and space scales longer than
those of free convectively coupled Kelvin waves. We will
show that this mechanism appears to be at work in two
different idealized models.
The model signal presented and analyzed here differs
from the observed MJO in some key points, and given
these differences and the simplicity of the models, it is
not our intention to suggest that this mechanism explains
the observedMJO.We nevertheless feel it is an interesting
and nontrivial mechanism that can enrich our understand-
ing of tropical dynamics and may be relevant to various
convectively coupled disturbances in the tropics and/or in
idealized numerical simulations. The correlation of intra-
seasonal variability and Yanai waves has already been
documented by Straub andKiladis (2003), who also noted
that the group velocity of theYanai waves is similar to the
propagation speed of the MJO, a cornerstone of the
mechanism proposed here. Our proposed mechanism
might be placed in the same general category as that
proposed by Majda and Stechmann (2009), in that the
primary instability is generated on time and length scales
that are short compared to those of the MJO, and there
is an upscale transfer of energy to the MJO structure.
However, ourmechanism is fundamentally different in its
focus on Yanai waves as the short time scale agent of
instability and in its use of WISHE as the method of en-
ergy transfer. The Yanai waves are destabilized in the
models used here by WISHE in the presence of mean
easterlies (Emanuel 1993), but as discussed in somemore
detail below they could also be excited by stratiform in-
stability in the absence of mean easterlies (e.g., Mapes
2000; Kuang 2008b).
This work is based on the thesis of the first author
[Solodoch 2010; also briefly described in Solodoch et al.
(2010)], which used one of the two models described in
this paper but explored the behavior of thatmodel and its
sensitivity to parameters in greater depth than is pre-
sented here. Concurrently with Solodoch (2010) and the
present study, a somewhat related idea has recently been
presented in a conference abstract (Yang and Ingersoll
2009). Yang and Ingersoll (2011) hypothesize that the
MJO may be viewed as a wave packet that consists of
Yanaiwaves. They show that in theNationalOceanic and
Atmospheric Administration (NOAA) outgoing long-
wave radiation (OLR) data, there is a correlation be-
tween MRG wave activity and the MJO; they also show
that in 3D model simulations, independently forced Ya-
nai waves can form wave packets, and the horizontally
smoothed variance of these wave packets has features in
common with the MJO.
This paper proceeds as follows. The two models are
presented in section 2. Their results are presented and
compared in section 3 and then analyzed in section 4 to
explore the mechanism of the slowly propagating signal.
We conclude in section 5.
2. The models
We use two different models of ‘‘intermediate’’ com-
plexity in this study. The first is a shallow water (SW)
model, described below and analyzed in greater detail in
Solodoch (2010). The second is a model of the tropical
atmosphere’s first baroclinic mode, with an additional
prognostic equation for moisture and a quasi-equilibrium
(QE) treatment of moist convection; that model is sum-
marized below and presented in greater detail in an
appendix.
a. The shallow water model
Our objective is to investigate tropical WISHE-related
atmospheric intraseasonal phenomena. Here we use a
shallow water model on an equatorial beta plane. The
model equations are
u
t
 byy 5h
x
1 n=2u, (1)
y
t
1 byu5h
y
1 n=2y, and (2)
h
t
1H(u
x
1 y
y
)5Q(u, y,h) 1
t
h, where (3)
Q5max[0, A v1Uj j(h h
sat
)]. (4)
Equations (1) and (2) are the momentum equations, (3)
is the continuity equation, andQ is the total surface heat
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flux. The zonal and meridional velocities are u and y,
respectively, and h is the perturbation (hydrostatic)
pressure normalized by the density. The equivalent depth
is H (converted to pascals), n is the eddy diffusivity, and
t is the Newtonian cooling time scale. Since we are in-
terested in zonally propagating dynamics, the model is
periodic in the east–west coordinate x. Parameter values
and other specifications are given in Table 1.
The SWmodel can be viewed as a model of the single
vertical mode approximation of the free troposphere
temperature, or equivalently from the quasi-equilibrium
view, as a model of the subcloud-layer moist static en-
ergy. We shall discuss the model in terms of the free
troposphere temperature; descriptions in terms of the
subcloud-layer moist static energy will be analogous.
Observations show that H 5 10–60 m in convectively
coupled waves in the tropics (Wheeler and Kiladis
1999). Since the processes that set this equivalent depth
(e.g., Mapes 2000; Kuang 2008b) are absent in this
model, we simply set the equivalent depth of the model
to be H 5 50 m, based on the observed values. This
equivalent depth is smaller than the dry value for a sin-
gle vertical mode approximation of the free troposphere
temperature because adiabatic cooling due to large-scale
ascent is partially compensated by convective heating,
so vertical motion in the tropical atmosphere experi-
ences a reduced effective static stability.
The model is forced by a heating term in the mass con-
servation equation (Gill 1980), represented by a velocity-
dependent, nonlinear bulk surface flux formula. This
surface flux is felt throughout the troposphere by the
action of convection, and the divergent flow it drives
also feels the reduced effective static stability. Here hsat
represents an atmosphere in equilibrium with the sur-
face, while h 5 0 represents the state of radiative equi-
librium. In steady state and without any divergent flow,
the continuity equation simply describes the state of
radiative–convective equilibrium,with surface heat fluxes
(constrained here to be positive) balancing radiative cooling.
One may also view (3) as an equation for the column-
integrated moist static energy assuming a constant rel-
ative humidity. In this view, H also describes the gross
moist stability, which with a constant relative humidity
is proportional to the effective static stability in a moist
convective atmosphere. Such equivalence was discussed,
for example, in Neelin and Yu (1994) and Emanuel et al.
(1994).
In the standard experiment, mean surface easterlies,
U , 0, which prevail over the equatorial oceans, are
prescribed in the WISHE term by setting U 5 Uj jx^ in
(4). This mean wind is prescribed only in the forcing term
in the shallow water model, while the quasi-equilibrium
model described below includes themean advection in its
equations as well. It is recognized that observed intra-
seasonal variability, and that of the MJO in particular,
occurs in some regions with mean westerlies and that our
use of mean easterlies may seem reminiscent of earlier
models for linear WISHE (e.g., Emanuel 1987; Neelin
et al.1987). However, the role of mean easterlies in our
model is primarily to destabilize Yanai waves. If strong
Yanai wave groups could be produced by some other
process not included in the models we use here, such as
stratiform instability (Mapes 2000; Kuang 2008b), then
our mechanism might operate even in the absence of
mean easterlies. This is further discussed in section 4e
below.
The mass source Q serves as an analog for wind-
dependent surface heat fluxes over the tropical ocean,
with A being an exchange coefficient (which includes
some of the scalings needed to allow h to serve as an
analog for observed thermodynamic quantities, such as
boundary layer moisture or tropospheric thickness) and
hsat a spatially and temporally invariant ‘‘saturation’’
perturbation pressure. Note that the positive-definite Q
represents only the portion of convective heating that
varies in response to surface heat fluxes, with the typically
larger portion that balances adiabatic cooling implicitly
included by our choice of equivalent depth. We have cho-
sen hsat to be negative, so that a mass sink in this model
is the analog of convective heating. The above system,
which is henceforth referred to as the shallow water
model, might thus be physically interpreted as a model
for the atmospheric boundary layer that is vented by
deep convective mass fluxes (Lindzen and Nigam 1987),
or alternatively it may be viewed as a variant of the Gill
(1980) model.
The numerical model used to represent this system is
the Massachusetts Institute of Technology general cir-
culation model (MITgcm) (Marshall et al. 1997a,b) run
in its atmospheric shallow water mode. The forcing is
added to the continuity equation via the freshwater
model forcing option. The domain consists of 128 3 64
(x, y) square grid cells, each 2002 km2 in area. Integration
is done with a time step of 450 s. Zonally periodic bound-
ary conditions and no-normal-flow, no-slip meridional
boundary conditions are applied, alongwith a sponge layer
TABLE 1. Standard experiment parameter values.
Symbol Value Description
H 50 m Equivalent depth
n 3 3 105 m2 s21 Eddy viscosity
t 5 days Newtonian cooling time
A 2 3 1026 m21 WISHE coefficient
hsat 2500 Pa Saturation pressure
U 22 m s21 Mean zonal wind
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on the meridional boundaries. Themodel converges to the
variability shown below regardless of the initial perturba-
tion used to initialize it.
b. The quasi-equilibrium model
We also employ a model that is dynamically similar to
that discussed above, in that it represents a single baro-
clinic mode of the tropical free troposphere, but that
employs an additional prognostic equation for the hu-
midity of the tropical boundary layer. It also incorporates
a convective mass flux that couples this boundary layer
humidity with free-tropospheric temperature (or, equiv-
alently, with free-tropospheric thickness), and a closure
that relaxes this mass flux toward the value needed to
keep convective available potential energy (CAPE) in
quasi-equilibrium. This system is similar to the analytical
model described by Emanuel (1993), but is solved here
numerically; an axisymmetric version with the addition of
a barotropic mode was described in Boos and Emanuel
(2008). The model is also structurally similar to the quasi-
equilibrium tropical circulationmodel of Neelin and Zeng
(2000) but lacks a barotropic mode. It is henceforth re-
ferred to as the QE model.
To obtain the slow signal in this model, the parameter
x, which controls the drying of the subcloud layer by
convective downdrafts, was set to a low value so that the
model operated near a high-humidity limit (subcloud
relative humidities were typically near 95%). Given the
highly idealized nature of this model and the number of
processes omitted from this model (e.g., the dependence
of radiative cooling on moisture), the model may have
relevance to the observed atmosphere even while op-
erating near this limit. But even if it is irrelevant, the
multiscale, nonlinear WISHE phenomenon it produces
seems to be a theoretical problem worth exploring.
3. Model results
Bothmodels yield intriguing slow, eastward-propagating
signals seen in Hovmo¨ller diagrams of the zonal velocity
at the equator (Fig. 1). The dashed diagonal lines on the
plots show the free Kelvin wave propagation speed
(22 m s21), which is clearly much faster than the speed
of the slow signal denoted by the solid lines (9.5 m s21).
The propagation speed varies slightly in time in both
models, indicating that the slow signal is a wideband
phenomenon. In the QEmodel a low wavenumber signal
sometimes propagates at a speed closer to 5 m s21 (e.g.,
bottom right of the QE model panel in Fig. 1). The
shallow water model includes significant power at addi-
tional frequencies and propagation speeds, but in both
models it is clear that the propagating signal is an enve-
lope encompassing faster phase propagation. This is even
more evident in the Hovmo¨ller diagrams of the meridi-
onal velocities in Fig. 2.
Wewill show in the next section that the slow eastward-
propagating signal seen in the u Hovmo¨ller plots is a
forced Kelvin wave distinct from the models’ free Kelvin
waves, and that the faster signals, seen in the yHovmo¨ller
plots in particular, are due to Yanai waves. We will fur-
ther show that the group velocity of the Yanai waves is
equal to the propagation speed of the slowly propagating
signal, and that the Yanai waves nonlinearly drive the
slow signal via WISHE.
A significant difference between the two models is
the structure of the phase propagation seen within the
slowly propagating signal. In the shallow water model
(left panel in Fig. 1) the slow signal consists of an en-
velope of short-lived Kelvin waves that are continuously
excited with 1- to 2-day intervals and typically start a few
hundred kilometers to the west of the slow signal. In the
FIG. 1. Hovmo¨ller diagrams of u (m s21) at the equator: (left) SW and (right) QEmodels. The dashed lines denote
the free Kelvin wave speed of 22 m s21. The solid black line denotes a fit to the slow signal propagation speed of
9.5 m s21.
FEBRUARY 2011 SOLODOCH ET AL . 213
QE model, the phase propagation is almost exclu-
sively westward in the u Hovmo¨ller as well as in the y
Hovmo¨ller. In contrast, the y Hovmo¨ller for the shal-
low water model shows faster phase propagation that is
both easterly and westerly (Fig. 2).
Projecting the y field on equatorial modes (see Solodoch
2010), it is found that Yanai waves, whose meridional
velocity has a Gaussian structure in latitude that peaks
at the equator, comprise over 70% of the y variability
near the equator in the shallow water model. This fact
will later simplify our analysis of their interaction with
the slow signal.
Power spectra as a function of zonal wavenumber k
and frequency v are shown in Figs. 3 and 4 for u and y,
respectively. Theoretical dispersion curves of equatorial
waves are superimposed over these power spectra, and
much of the spectral power is concentrated near these
dispersion curves, indicating that the dynamics are not
very far from the linear regime. However, harmonics in
the spectra of both models, which seemmore prominent
in the QE model, do suggest that nonlinear interactions
occur. Indeed, the mechanism proposed below for the
generation of the slow signal is a nonlinear interaction,
occurring via WISHE. Clear and distinct spectral peaks
are associated with linear Yanai waves in both models,
but there is no enhanced power in Rossby wave modes.
The spectrum of u for the QE model has a pronounced
minimum at k 5 0 due to the absence of any variability
of zonal mean u precisely on the equator in that model;
this minimum is much less pronounced when power is
summed over several degrees of latitude surrounding
the equator (not shown).
Our main focus in this paper is the interesting feature
in the k–v spectra of the u field (Fig. 3) in the region just
below the linear Kelvin wave dispersion line, which is
not associated with any linear wave modes. This feature
does not appear in the y spectra, is prominent at the
equator, and is near linear in k–v space. These are all
Kelvin wave–like characteristics, as is the fact that this
feature appears similarly in the h spectrum (not shown).
This ‘‘sub-Kelvin’’ feature has its peak energy near the
k5 1 planetary scale, and its energy generally decreases
with k. The speeds of this sub-Kelvin feature are found
from the k–v spectrum to be in the range 4–12 m s21, so
this feature simply corresponds to the slow, eastward-
propagating signal seen in the Hovmo¨ller diagrams dis-
cussed above.Note that near k5 5 the peak power of this
sub-Kelvin feature in theQEmodel lies at a phase speed
near one-quarter of the free Kelvin wave speed, whereas
in the shallow water model it is closer to one-half the
free Kelvin wave speed.
In the shallow water model, the slow sub-Kelvin fea-
ture in the spectrum accounts for 50% of the zonal wind
variability at the equator (Solodoch 2010). An x–y plot
of the dynamical fields composited over several realiza-
tions of the propagating signal (Figs. 5 and 6) shows that
the dynamical structure is similar to that of aKelvinwave:
u and h are in phase and rapidly decrease away from the
equator, while y is much weaker.
The shallow water model also has significant energy in
the first few equatorial modes of inertia–gravity waves at
higher wavenumbers (around k 5 13, not shown here;
see Solodoch 2010). These disturbances are prominent
at higher latitudes, as seen in snapshots of zonal velocity
(Fig. 7). Qualitatively similar but weaker variability
occurs in the QE model, but in that model the existence
of these extratropical, high-wavenumber disturbances is
found to be sensitive to model resolution and to the
specified convective lag time. The slow signal in the QE
model persists even when values of those parameters are
FIG. 2. Hovmo¨ller diagrams of y (m s21) at the equator for the (left) SW and (right) QEmodels. The solid black line
denotes a fit to the slow signal propagation speed of 9.5 m s21.
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chosen that eliminate these extratropical disturbances,
which shows that they are not an essential part of the
slow signal dynamics that are of interest here.
4. The proposed mechanism
a. Overview
To summarize themain results of the previous section,
a prominent slow, eastward-propagating signal in both
models was found in near-equatorial u and h but was
notably absent in y (Fig. 1). Its propagation speed was
4–12 m s21, considerably slower than the models’ free
Kelvin wave speeds. The slow signal has numerous Kelvin
wave–like characteristics and involves modulated higher-
frequency variability consisting of both Yanai waves and
faster free Kelvin waves. The variance of the slow signal
peaks at the planetary scale in the zonal direction.
In this section we will show that the slow, eastward-
propagating signal is a Kelvin wave forced by a Yanai
wave group, with the forcing occurring through the
model terms that represent wind-dependent surface heat
fluxes. Our analysis will proceed as follows. The Yanai
waves are expected to influence equatorial surface heat
fluxes primarily through their y velocity because it is large
compared to their equatorial u and h anomalies. A Taylor
expansion of the bulk formula for surface heat exchange
will be used to show that the largest term dependent on
meridionalwind is proportional to y2. Thequantity y2, being
an energy-like property of a wave group, propagates east-
ward at the Yanai group velocity, producing surface fluxes
that in turn force Kelvin waves. Note that the response we
FIG. 3. Spectral power of equatorial u, in base-10 log scale, for
the (top) SW and (bottom) QE models. Power is summed over the
two latitude grid points straddling the equator for the SW model
and is for the single grid point precisely on the equator for the QE
model. Dispersion curves of equatorial waves are plotted on top of
the spectral power. In the SW model, k is defined with respect to
the domain width of that model, which is 25 600 km.
FIG. 4. As in Fig. 3, but for the y velocity field.
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are suggesting is a forced, damped Kelvin wave that travels
at the speed of the Yanai group forcing, and is distinct from
the free Kelvin waves that have phase speeds and meridi-
onal length scales set by the models’ equivalent depths.
Indeed, we show below that the slow propagation speed of
the forced Kelvin signal is consistent with the shorter me-
ridional length scale of that signal.
b. Analysis
We begin by noting the existence of a strong spectrum
of Yanai waves in both models. The destabilization of
these waves by theWISHE feedback was demonstrated
in the presence of background easterlies by Emanuel
(1993), who also showed that a nonzero convective
delay can strongly damp eastward-propagating Yanai
waves so that westward-propagating Yanai waves are
most unstable. This scale-selective damping occurs be-
cause a convective delay biases the convective heating
into the cold part of the wave, and the bias creates a
stronger anticorrelation between temperature and heat-
ing for higher-frequency waves. The preferential damp-
ing of higher-frequency waves is consistent with the fact
that only westward propagation of the Yanai y signal
was seen in the QE model, which employs a nonzero
convective delay, while the shallow water model pro-
duces both eastward and westward Yanai waves (Fig. 2).
More importantly, thewestward-propagatingYanai waves
excited in the presence of the convective delay in theQE
model have a slower group propagation, leading to the
excitation of a significantly slower forced Kelvin wave
than in the SW model.
Consideration of the meridional structure of the Yanai
wave group and its induced heating will prove central to
our proposed mechanism. Standard solutions (e.g., Gill
1982) for linear, equatorially trapped shallow water waves
give the meridional structure of individual Yanai waves:
(y
Y
, u
Y
, h
Y
) } 1, vy
c
0
,vy
g
 
exp
y2
2R20
 !
. (5)
Individual Yanai waves thus have an equatorially symmet-
ric and wavenumber-independent Gaussian meridional
structure in yY, while their meridional structure in uY and
FIG. 5. Composites of the slow signal from the SW model: (top)
y2, u, and h and (bottom) 2Q, u, and h. Vectors denote the hori-
zontal wind field.
FIG. 6. Composites of the slow signal from the QE model: (top)
y2, u, and y; (middle) surface evaporation E, u, and subcloud en-
tropy sb (note that zonal mean E was subtracted to better illustrate
the response); and (bottom) convective mass fluxM, u, and s*.
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hY is wavenumber dependent and proportional to the
meridionally antisymmetric product of y and a Gaussian.
The Gaussian length scale in (5) can be expressed in
terms of the phase speed c:
R205
c
0
b
. (6)
Henceforth, R0 and c0 will be used to denote properties
of free waves in the model, while cg will be used to de-
note the Yanai wave group speed.
The power series expansion of the WISHE heating
term in (4), assuming U, 0 (mean easterlies) and using
h2 h*5h1 jh*j (as h* , 0), is
Q/A5 (h1 h*j j)
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
(u1U)21 y2
q
5 h*j j Uj j1h Uj j  h*j ju hu1 h*j j
2 Uj j y
21    . (7)
This power series formally converges only for small per-
turbation velocities but we found it to have errors of less
than 25%when compared to the full heating field.We are
only concerned with the equatorially symmetric Kelvin
response to the Yanai wave contribution to the WISHE
forcing. Since the Yanai uY and hY are equatorially an-
tisymmetric, their product will be symmetric and so will
the contribution of yY
2 . Averaging over a period of the
Yanai waves, and noting that the Yanai wave forcing
amplitude moves at cg, we find an expression for the part
of Q that is due to the Yanai wave forcing, which we
denote hGi:
hGi5 A h*j j
2 Uj jhy
2
YihhYuYi
 
5 y^2YAe
(y2/2R21) h*j j
2 Uj j 
2v2g
c2
y2
 
eik(xcgt)
5G(y)eik(xcgt). (8)
Here y^2Y is the squared amplitude of Yanai waves. The
Yanai forcing depends on the square of the free Yanai
wave Gaussian structure and therefore has a narrower
meridional structure. We have used
FIG. 7. Snapshots of u (m s21) from the (top) SW and (bottom) QE models, showing (left) a snapshot and (right)
a 4-day average eliminating much of the Yanai wave signal from both models and the midlatitude inertia–gravity
wave variability showing in the SW model.
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exp
y2
2R20
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2y2
2R20
 !
5 exp
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(9)
and have accordingly introduced R1 as a new, narrower,
meridional length scale:
R
1
5
1ﬃﬃﬃ
2
p R
0
. (10)
Note that the meridional structure of hGi would be
a Gaussian with scale R1 if only the y field of the Yanai
group influenced the heating, but themeridional width is
further reduced by the additional term hhYuYi, which
effectivelymultiplies the structure by the parabola (12 y2).
We will see below that the narrower meridional struc-
ture is consistent with the slower propagation speed of
the forced signal.
Given the findings of the previous section that the
slow signal shares many characteristics with a Kelvin
wave, we look for a forced Kelvin wave response to the
surface flux heating induced by the above Yanai group
forcing. Setting y 5 0 and using the above Yanai wave
forcing hGi as well as the linear parts of the WISHE
term induced by the forced Kelvin wave response,
u
t
5h
x
, (11)
byu5h
y
, (12)
h
t
1Hu
x
5G(y)eik(xcgt) A( Uj jh1 h*j ju) h
t
.
(13)
The right-hand side of (13) contains the Yanai group
forcing hGi, two terms from the power series expansion
for the heating induced by the Kelvin wave response,
and the Newtonian damping. A linear response must be
propagating at the speed of the forcing, so we look for
a solution for the slowly propagating signal of the form
(u, h)5 e(y
2/2R2G)eik(xcgt)(u
G
,h
G
), (14)
with some as yet unspecified meridional scale RG. In-
serting (14) into (11) and (12) gives
c
g
u
G
5h
G
, (15)
bR2GuG5hG. (16)
The consistency of these two equations requires that
cg 5 bRG
2 , c0 /2. Without this specific relation, the
response cannot take the assumed form of a forced
Kelvin wave. If the Yanai group heating depended
only on yY
2 , then cg 5 c0 /2, and it is simple to see that
RG 5 R1, which is the scale of the squared Yanai
Gaussian. The condition cg5 c0 /2 is satisfied exactly for
a Yanai wave of k 5 0, as can be derived from its dis-
persion relation (see, e.g., Gill 1982). This describes the
situation for our SW model. The fact that the meridi-
onal width of the Yanai heating is further reduced by its
dependence on u and h of the Yanai waves, as for ex-
ample is the case for our QE model, renders c0 /2 an
upper bound for the speed of the forced Kelvin wave
response. More generally, the meridional scale of the
slow signal is consistent with its speed of propagation,
which is equal to that of the Yanai wave group acting as
the forcing. As long as the meridional structure of the
WISHE forcing projects on that of the slow signal, the
excitation of the slow signal is possible.
Equation (13) can be used together with (15) to find
the relationship between the response and the forcing:
G
u
G
5ik(c20  c2g)1A( h*j j1 cg Uj j)
c
g
t
. (17)
In the simulations shown in the previous section, the
terms AcgjUj 2 cg /t are almost an order of magnitude
smaller than the other real terms, so we may write
u
G
’G
A h*j j1 ik(c20  c2g)
(A h*j j)21 k2(c20  c2g)2
. (18)
The wavenumber dependence of the response indicates
that the amplitude of the response decreases with wave-
number, consistent with the spectra presented earlier
(Fig. 3) and with observations of theMJO. The phase of
the slow signal response relative to theWISHE heating
is also predicted by this expression, as will be discussed
below.
To summarize the proposed mechanism: the Yanai
waves are destabilized by the WISHE term and tend to
be westward propagating in the presence of a nonzero
convective delay time (Emanuel 1993). The Yanai waves
contribute to a WISHE heating that is symmetric about
the equator via both the hyY2 i and huYhYi terms, which
leads to an envelope of Yanai heating propagating at
the Yanai group speed (8). The meridional structure of
the Yanai forcing is of a modified Gaussian, narrower
than the equatorial Rossby radius of deformation. This
Yanai envelope creates a forced Kelvin wave response
(seen in the Hovmo¨ller plot of Fig. 1) that propagates
at the same speed as the Yanai envelope and has a
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meridional structure that is narrower than that of the
free Kelvin waves. The forced Kelvin wave excitation is
especially effective when its narrower meridional struc-
ture projects well on the modified Gaussian structure of
the Yanai forcing.
The Kelvin wave response does not linearly feed back
into the Yanai waves because the equatorially symmetric
Kelvin structure does not project onto the equatorially
antisymmetric u and h fields of the Yanai waves. Non-
linear interactions may still occur and might be indicated
by some features of the model power spectra (Fig. 3).
To further investigate the meridional structure of the
slow signal, we applied a filter in wavenumber–frequency
space to isolate the variability in the region below the free
Kelvin dispersion curve. Figure 8 shows the meridional
structure of the zonalmeanof the root time-mean square of
the filtered zonal velocity anomalies. The profile appears
similar to a Gaussian but is narrower than the Gaussian
profile of a free Kelvin wave, which is also plotted as
exp[2y2/(2R0
2)]. In the case of the shallow water model,
the profile of the rms variability of the slow signal is very
close to the square of the Gaussian structure of the Yanai
y velocity (or, equivalently, of the Kelvin u and h fields).
This seems to strongly support the above mechanism for
the slowly propagating anomalies, and to suggest that
the huYhYi term does not considerably alter the heating
in that model.
The rms variability in the shallow water model re-
mains significant at higher latitudes, consistent with the
higher off-equatorial inertial gravity wave variability in
that model. The slow signal in the QE model has a nar-
rower structure than the square of theGaussian, which is
consistent with the fact that the signal seems to propa-
gate more slowly in that model.
c. Phase between Yanai group heating and
westerly response
It is worth noting that the above nonlinear WISHE
mechanism seen in theQEmodel produces an eastward-
propagating disturbance, in mean easterlies, with peak
surface heat fluxes that are just slightly west of the peak
convective activity. This is dramatically different from
linear WISHE theories that produce peak surface heat
fluxes east of the convection (Emanuel 1987; Neelin
et al. 1987) and is, incidentally, qualitatively consistent
with the phasing in the observed MJO.
The phase relation between dynamic and thermody-
namic variables in the slow signal provides additional
evidence for the mechanism discussed above and helps
in understanding its energetics. As noted previously, the
zonal wind and height fields of the slow signal are in
phase, with negligible meridional wind, all of which is
consistent with the dynamical structure of a Kelvin wave.
We now examine the phase relation between this Kelvin
wave structure and various components of the heating
field in the two models.
The relation (17) derived above gives the phase re-
lation between the Yanai group forcing and the Kelvin
wave response.We find that the real part of its right-hand
side is positive and larger than the imaginary part, showing
FIG. 8. Rms of the filtered u (m s21) averaged over longitude
(blue lines), and Gaussian distributions having length scales R0
(green lines) and R1 (red lines) as defined in the text, for the (top)
SW and (bottom) QE models.
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thatG is nearly in phase with the westerlies of the forced
Kelvin response. This is consistent with the phasing of y2
and u shown in Fig. 5, where u lags y2 by only a small
amount.
The net heating by surface fluxes isA(jh*j1 jUjcg)uG2
G, so that the phase of this heating with u is given by
A( h*j j1 Uj jc
g
)u
G
G
u
G
5 ik(c20  c2g)1
c
g
t
. (19)
The real part of the right-hand side is the radiative damping
term, which is found to have amagnitude smaller than that
of the imaginary term for low zonal wavenumbers. For
a response of zonal wavenumber 3, which is roughly
the scale of the positive anomalies seen in Fig. 5, this
amounts to the heating leading u by slightly less than
908. This is consistent with Fig. 5b, although the some-
what skewed distribution of u andQ in longitudemakes
it difficult to precisely assess phase relationships in
this plot.
Physically, this means that the Yanai group forcing,
due to the hy2i component of the heating, is balanced by
the sum of radiative damping and surface fluxes induced
by the Kelvin response. In a Kelvin wave in background
easterlies, because u is in phase with h, the Newtonian
damping has a diabatic effect that augments the Yanai
group forcing, and the sum of these components is op-
posed by the Kelvin-induced WISHE heating. In other
words, the WISHE heating induced by the Kelvin re-
sponse must overcompensate for the Yanai group heat-
ing, feeding energy into the forced Kelvin wave that
is dissipated by the Newtonian damping. This energetic
description is consistent with the positive correlation
between h2Qi and hhi seen in Fig. 5b. In addition, a
calculation of terms in the continuity equation reveals
that the WISHE term and the Newtonian cooling term
do roughly balance each other.
Although the Newtonian damping might thus seem to
play a central role in the energetics of the slow signal
in the shallow water model, the absence of Newtonian
damping in the QE model shows that the existence of
the slow signal does not require this damping. The QE
model employs a constant radiative cooling, so that the
Newtonian damping term is absent in the analogous
version of (19) for that model. Interpretation of the
energetics in the QE model is complicated by the fact
that the actual heating term in that model is the con-
vective mass flux M, which is mostly balanced by the
adiabatic cooling due to ascent; only a small residual is
influenced by the surface heat flux E, and E is further-
more decoupled fromM in regions of strong subsidence.
These facts are all consistent with the structure seen in
Fig. 6c, in that hMi in is largest where there is conver-
gence, and thus ascent, and M also seems to have a
component in phase with hEi.
d. Sensitivity to model parameters
The existence of the slowly propagating signal in the
two different models considered here, together with the
consistency of the general mechanism in these models,
indicates that the proposedmechanism is robust tomodel
formulation and parameters.
A comprehensive sensitivity analysis of the shallow
water model was described by Solodoch (2010), dem-
onstrating robustness to model parameters, boundary
conditions, functional form and spatial extent of the heat-
ing, etc. In general, we find that the slow signal and its
mechanism are robust in a range of spatial and temporal
numerical resolutions and in a range of model parameter
values in both models. The signal is not produced if mean
westerlies are prescribed, whichwe argue is becauseYanai
waves are not destabilized in such a background state.
We discuss alternativemechanisms for exciting theYanai
waves in the absence of easterlies in section 4e.
As noted in section 2, the slow signal was produced in
the QE model for low values of the parameter x, which
controls the degree to which downdrafts dry and cool the
subcloud layer. The values of x needed to generate this
signal were sufficiently low that subcloud-layer relative
humidity in the QE model was typically near 95%, pro-
ducing a mean state with net surface heat fluxes about an
order of magnitude lower than in observations. At higher
values of x, which produced lower subcloud relative hu-
midities andhigher surface heat fluxes, tropical variability
was dominated by free Kelvin waves and only very weak
power was distributed near the theoretical Yanai dis-
persion curve. While it is possible that the very humid
limit in which the QEmodel was integrated for this study
renders it unrealistic and the mechanism irrelevant to
observations, it is also possible that the slow signal would
appear in a more realistic part of parameter space if a
strong Yanai wave group could be generated there. While
controls on the relative amplitude of different equatorial
wave types merit further exploration, it is entirely possible
that those controls would involve mechanisms largely in-
dependent ofwhatwehave proposed to coupleYanaiwave
and sub-Kelvin variability (e.g., Andersen and Kuang
2008).
Observations of convectively coupled tropical waves
(Wheeler and Kiladis 1999) indicate that the equivalent
depth for the tropical atmosphere is between 10 and
50 m. It is simple to see that if we had changed the
prescribed model equivalent depth from 50 m to, say,
30 m, this would slow all of the waves participating in
the proposed mechanism, including the forced Kelvin
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waves comprising the slowly propagating signal. But one
does not expect the mechanism to qualitatively change.
e. Discussion and relevance to observed
intraseasonal variability
While some features of the slowly propagating signal
are reminiscent of the observed MJO, we emphasize
that there are important differences as well. Even if this
signal and mechanism do not explain specific observed
features, they are interesting from a theoretical point
of view and may add to our understanding of tropical
dynamics.
The propagation speed of the signal is similar to that
of the MJO, especially in the QE model with its con-
vective delay that produces slower Yanai waves. The
Kelvin structure of the westerlies and their phase with the
convective heating again match the observations. How-
ever, the composites from both models, as well as the
snapshots, clearly show that the slowly propagating signal
is not accompanied by Rossby gyres as is typical of the
observations (Kiladis et al. 2005), thereby weakening the
case for thismechanism as an explanation of the observed
MJO. We also note that the convectively coupled Yanai
wave variance peaks over the tropical central Pacific (e.g.,
Hendon and Liebmann 1991; Wheeler and Kiladis 1999),
while theMJOvariance is stronger over the IndianOcean
and the western Pacific. Similarly, in our model simula-
tions meridional winds due to Yanai waves dominate the
instantaneous picture, while westerlies and westerly wind
bursts seem to dominate in observations.
In the present simplified models, the Yanai waves are
destabilized through (linear) WISHE in the presence of
mean easterlies because easterlies occur in the warm
phase of these waves, producing a positive correlation
between WISHE-induced convective heating and temper-
ature. This explains why the existence of the slow propa-
gating signal depends onmean easterlies. In cloud-resolving
model simulations, more detailed conceptual models,
and likely in the real atmosphere as well, Yanai waves
(and convectively coupled waves in general) can be ex-
cited in the absence of mean easterlies through stratiform
instability and/or moisture-stratiform instability (e.g.,
Mapes 2000; Kuang 2008a,b). These instability mecha-
nisms are discussed in detail in the cited references and
arise because convective heating in the upper troposphere
is relatively weakly controlled by temperature anomalies
in the upper troposphere and more strongly controlled
by both temperature and moisture anomalies in the lower
troposphere. This allows for collocation of positive con-
vective heating anomalies and positive temperature anom-
alies, leading to an instability (Kuang 2010).
The spectra shown in Figs. 3 and 4 share some features
with the observed ones, in particular the presence of an
eastward-propagating signal under the dispersion curve
of the free Kelvin wave and some power near the Yanai
wave dispersion curve. However, these spectra are in
general different from observations in some key points.
First, the observed MJO spectrum tends to have peak
power at a constant frequency, so that dv/dk ’ 0. Our
solutions do not show this characteristic. The spectrum
of the QE model also has some large-amplitude sharp
features (e.g., the crosslike spectral maximum in the y
spectrum; Fig. 4) that are very different from the ob-
served spectrum. In spite of these unrealistic features,
spectra from the QEmodel have a fairly weak red-noise
background and, unlike spectra from the shallow water
model, contain little energy in the high-frequency inertia–
gravitywave region (Solodoch 2010). In someways theQE
model thus provides a cleaner result, making it clear that
the inertia–gravity waves are not part of the mechanism
driving the slow signal.
The disagreement with some key observed features
makes it clear that the mechanism of the slowly propa-
gating signal analyzed here cannot be considered in its
present form a complete explanation of the MJO. This
mechanism may turn out to be relevant to other ob-
served intraseasonal variability or to the variability of
aquaplanet simulations, but more work is required to
examine these possibilities.
5. Conclusions
Two intermediate complexity models were used to
explore large-scale organization of the tropical atmo-
sphere in the presence of nonlinear WISHE effects.
One is a shallow water model, and the other is a model
of the tropical atmosphere’s first baroclinic mode,
with an additional prognostic equation for boundary
layer moisture and a quasi-equilibrium treatment
of moist convection. With both models, a slowly
eastward-propagating signal appears robustly in the
experiments. This signal propagates at ;10 m s21 or
about half the speed of a linear Kelvin wave in the
shallow water model, while in the QE model the
propagation speed is ;5 m s21.
The slow eastward-propagating signal was shown
to be a forced Kelvin wave with a meridional spatial
structure consistent with an equivalent depth smaller
than that specified in the model. The signal is also co-
herent with a group of long Yanai waves that has
a group velocity similar to that of the slow forced
Kelvin wave. We showed that the Yanai group non-
linearly forces the slow Kelvin-like signal through the
nonlinear WISHE term, and explained how the non-
linear WISHE term leads to the smaller effective
equivalent depth and slow propagation of the signal.
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The suggested mechanism predicts the slower Kelvin
wave meridional structure and speed. The excited sig-
nal in the numerical simulations is strongest at k5 1–3,
again consistent with the suggested mechanism. The
phenomenon has a multiscale character in space and
time, and an interesting andnovel aspect of themechanism
proposed here is the critical role of higher-frequency
motions involving the Yanai waves. Concurrently with
Solodoch (2010), Solodoch et al. (2010), and the present
study, Yang and Ingersoll (2009, 2011) have presented
an idea that is related in terms of linking the MJO to
the Yanai waves, even if without the nonlinear WISHE
forcing mechanism proposed here.
Although it is clearly premature to propose that the
mechanism found here is applicable to the MJO or to
any other observed intraseasonal phenomenon, it is worth
noting that the forced Kelvin wave signal identified here
shares some features with the MJO. The forced Kelvin
waves do propagate at speeds significantly slower than
the moist Kelvin wave speeds and have spectral power
peaks at the k 5 1 and 2 wavenumbers; additionally,
there is asymmetry in zonal wind toward higher west-
erlies than easterlies, particularly close to the convection
center. Unlike the linear WISHE modes of Emanuel
(1987) and Neelin et al. (1987), surface evaporation here
peaks west of the peak convective heating, resembling
the observations. There are also notable differences. For
example, the present mechanism appears to operate in
our models only in mean easterlies. However, there is
nothing in our hypothesis relating Yanai wave to sub-
Kelvin variability that requiresmean easterlies. Themean
easterlies are needed in these models only to destabilize
the Yanai waves, and an alternative mechanism for pro-
ducing Yanai waves may lead to the same slow signal
found here. Such an alternative mechanism may be the
destabilization of Yanai waves by a stratiform instability
in the absence of mean easterlies (Mapes 2000; Kuang
2008b), as discussed above, making the proposed mech-
anism potentially relevant in areas such as the Indian and
western PacificOceans. Such issues clearly require further
study. These issues notwithstanding, we feel the nonlinear
WISHEmechanism thatwehave identified in this paper is
an interesting and nontrivial mechanism that can enrich
our understanding of tropical dynamics. It is interesting to
also note that observations do show significant power in
tropical, convectively coupled Yanai waves, which play
a central role in ourmechanism (Pires et al. 1997;Wheeler
and Kiladis 1999).
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APPENDIX
The Quasi-Equilibrium Model
The reader is directed toEmanuel (1987, 1993) formore
detailed information on the thermodynamic assumptions
of the model, which are described only briefly here.
We assume that convection keeps variations in s*, the
saturation moist entropy of the free troposphere, con-
stant with height. Then using the hydrostatic relation and
one of Maxwell’s relations, variations in the geopotential
F can be partitioned into a barotropic component dF0 that
is invariant with height and a baroclinic component that
can be written in terms of variations in s*:
›
›p
dF5 ›T
›p
 
s*
ds*1
›
›p
dF
0
, (A1)
where the derivative of T is taken at constant s*. In this
particular model we assume no variations in surface pres-
sure, so that the above can be integrated to obtain dF:
dF dF
b
5 (T
b
 T)ds*, (A2)
where the b subscript denotes a property at the top of the
subcloud layer and T serves as a vertical coordinate.
Using (A2) together with the property that the vertical
integral of purely baroclinicF perturbations must vanish
gives
dF5 (T  T)ds*, (A3)
where T is a mass-weighted vertical mean tropospheric
temperature.
Conservation equations for horizontal winds, linear-
ized about a mean zonal wind U and phrased on an
equatorial b plane, can then be written in terms of the
fluctuating component of s* (the d symbol is henceforth
omitted):
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›u
›t
1U
›u
›x
 byy5 (T  T) ›s*
›x
 ›
›x
F
0
1F
u
,
›y
›t
1U
›y
›x
1 byu5 (T  T) ›s*
›y
 ›
›y
F
0
1F
y
, (A4)
with the F terms representing both surface drag and
diffusion.
We now write conservation equations for s* and the
subcloud-layer entropy sb, choosing to linearize the advec-
tive part of the conservation equations for s* and sb while
preserving the positive-definite nature of the convective
mass flux:
›s*
›t
1U
›s*
›x
5N2(w M
c
) R,
H
b
›s
b
›t
1U
›s
b
›x
 
5E1min[0, (w
b
M
c
)](s
b
 s
m
),
(A5)
where Mc is the net upward mass flux in convective
clouds, Hb is the depth of the subcloud layer, wb is the
vertical velocity at the top of the subcloud layer aver-
aged over clear and cloudy areas,  is bulk precipitation
efficiency, E is the surface entropy flux, and R is the rate
of radiative cooling, which is fixed at 1 K day21. The
second term on the right-hand side of the sb equation
represents the downward advection of low-entropy mid-
tropospheric air into the boundary layer, with the dif-
ference between sb and the midtropospheric entropy sm
hereafter assumed to be a constant, denoted x. The
min function is used to eliminate this term when the net
mass flux is upward. A dry static stability is defined:
N2[ c
p
DT
G
d
G
m
› lnu
›z
, (A6)
with Gd and Gm being the dry and moist adiabatic tem-
perature lapse rates, respectively. The surface entropy
flux is given by a bulk transfer formula:
E5C
k
Vj j(so* sb), (A7)
where so* is the saturation moist entropy at the temper-
ature of the sea surface. Here jVj is the total surface
wind speed, including the imposed basic-state wind U.
Subcloud-layer equilibrium is used to specify an
equilibrium cloud-base mass flux:
M
eq
5 w1
1
x
E H
b
U
›s
b
›x
 
. (A8)
The actual convective mass flux is relaxed toward this
equilibriumvalue over a time scale of 3 h and is constrained
to be nonnegative. We also set Mc 5 0 if sb , s*, so that
there is no convection where the atmosphere is stable.
Modal decomposition
The horizontal wind is projected onto a single baro-
clinic mode v1 that uses temperature as a vertical co-
ordinate:
v [T9v
1
, (A9)
where T9 is the temperature anomaly normalized by
DT[Ts  T:
T9[
T  T
DT
. (A10)
No dynamical boundary layer is used in the momentum
equations, and u1 and y1 can be taken to represent baro-
clinic winds at the surface.
With these assumptions, the vertical velocity must
have a vertical structure independent of horizontal po-
sition and time,
w(x, y, z, t)5w(x, y, t)V(z), (A11)
with the vertical structure obtained from the tempera-
ture profile:
V(z)5
ðz
0
T9dz. (A12)
In this framework, continuity is then
w5›u1
›x
 ›y1
›y
. (A13)
Prognostic equations for u1 and y1 are obtained by
substituting (A9) into (A4), multiplying by T9, and in-
tegrating from the surface to the tropopause:
›u
1
›t
1U
›u
1
›x
5DT
›s*
›x
1 byy
1
 CDhT92iH Vj ju1,
›y
1
›t
1U
›y
1
›x
5DT
›s*
›y
 byu
1
 CDhT92iH Vj jy1,
(A14)
where angle brackets represent mass-weighted vertical
integrals, which are represented in pressure coordinates
for simplicity. Quantities on the left-hand side are the
time tendency and advective terms. Quantities on the
right-hand side are the pressure gradient terms (phrased
in terms of s*) and the Coriolis, drag, and horizontal
diffusion terms. The drag terms have been written using
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a bulk flux formula for momentum. The depth of the
troposphere H is assumed constant.
The conservation equation for s*, given in (A5), must
also be vertically integrated to eliminate the height-
dependence of w and Mc:
›s*
›t
5N2hVi(w M
c
) R1 k ›
2s*
›y2
, (A15)
where R is assumed to be a prescribed, vertically uni-
form constant. The horizontal advection terms have
been eliminated by the assumption that s* is constant
with height. The conservation equation for sb does not
need to be modified, although care must be taken to use
the values of w and Mc at the top of the subcloud layer
and the mean value of y within that layer:
H
b
›s
b
›t
1U
›s
b
›x
 
5E1 min[0, (wM
c
)]V
b
x. (A16)
HereVb is the value ofV at the top of the subcloud layer,
and yb is the mass-weighted meridional wind vertically
integrated within the subcloud layer. The equilibrium
mass flux then becomes
M
eq
5w1
1
xV
b
EH
b
U
›s
b
›x
 
, (A17)
with M
c
relaxed towardM
eq
over a 6-h time scale.
The model consists of (A6), (A7), (A10), and (A13)–
(A17), which include the time tendency equations for the
prognostic variables s*, sb, u1, and y1. The parameters
dependent on temperature were derived assuming a sur-
face temperature of 296 K at 1000 hPa, a dry adiabat up
to 900 hPa, and a moist pseudoadiabat from 900 to
150 hPa. The values used for model parameters are listed
in Table A1.
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