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CHAPTER 1 OVERVIEW 
1.1 Introduction 
Traditionally, the laboratory has been central to exploring the secrets of life and nature. 
In the 21St century, biology is being transformed from a purely lab-based science to an 
information science and bioinformatics, as an emerging scientific field, merges biology, 
computer science and information technology into a single discipline. The ultimate goal of 
the field is clear, to elucidate and to quantify the "complex principles" of organisms on a 
large scale [ 1 ] [2] [5], e.g. DNA sequence and protein interactions. 
Internet technology is pervasive and becoming widely used. A large body of molecular 
biology literature is available digitally. Over the past few decades, major advances in the 
field of molecular biology and genomic technologies have led to an explosive growth in the 
biological information generated by the scientific community [ 1 ] . Biological data is growing 
at an unprecedented rate [2]. For example, the GenBank repository of nucleic acid sequences 
contained 8,214,000 entries as of August 2000 [3], and the SWISS-PROT database of protein 
sequences contained 88,166 [4]. Typically, the amount of information stored in these 
databases is doubling every 15 months [3]. Obviously, this information is difficult to mine 
manually. Biologists hope to benefit from this information, and they absolutely need 
specialized tools for computerized repositories to store, organize, and index and analyze 
these data. 
1.2 What is text mining? 
Data mining is looking for patterns in data. Similarly, text mining involves looking for 
patterns in natural language text [6]. A definition of data mining may be like this: 
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"A new discipline lying at the interface of statistics, database technology, pattern 
recognition, and machine learning, and concerned with secondary analysis of large data bases 
in order to find previously unsuspected relationships, which are of interest or value to their 
owners" [7] . 
Likewise, text mining uses a similar approach to analyze text to extract information. 
Extracting content from text continues to be an important research problem for information 
processing, information management and other particular purposes. Text is the most common 
medium for the exchange of scientific information. The motivation of text mining is to 
discover useful information from enormous collections of documents. It is helpful to many 
applied tasks. It also is compelling even if many problems need to be figured out. 
Approaches to capturing the semantics of text-based document collections may be based 
on many fields and theories. Compared with data mining, text mining is more complex and 
difficult. Text is unstructured, amorphous, and difficult to deal with [6]. 
Usually data mining mines information from data with well-formed schemes such as 
relational tables. Text data doesn't have such schemes, and information is described freely in 
the documents. Therefore, a long-standing goal of computer science is complete 
understanding of natural language text, though this is not currently attainable. Analysis of 
natural language text and Natural Language Processing (NLP) technologies continue to be 
problem for artificial intelligence and are focused on by various researchers. 
Currently, scientists can often benefit by extracting small amounts of information from 
text with high reliability. The extracted information might be the author, title and date of 
publication of an article, the acronyms defined in a text or the articles mentioned in the 
bibliography, and such mined information can be helpful in understanding facts, author 
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intentions, their expectations, and their claims. Web mining is the slightly more general case 
of looking for patterns in hypertext and often applies graph theoretical approaches to detect 
and utilize the structure of web sites. 
Typically, there are three phases in a text mining system. The framework of a general 
information mining process is represented in Figure 1. 
Select/Filter 
Convert 
Preprocessing 
Convert 
Discovery 
Prune 
Group 
Order 
Postprocessing 
Figure 1. The framework of a text mining system [8] 
The preprocessing phase involves some amount of morphological analysis and gives us 
detailed information about text. Additionally, some special characters and structural 
information are contained in the text. Processing will eliminate unnecessary information or 
replace special characters with symbols. Punctuation marks and structural information often 
need to be handled separately. Some of them may be ignored entirely, and some of them may 
need treatment special [8]. 
The discovery phase focuses on features of each word and gathers the desirable 
information from text. 
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In the postprocessing phase, the filtered text is used to look for interesting information 
with the rules. Efficient postprocessing makes the gathered information more accurate to 
match users' needs. It requires tools with specific functionalities, such as sorting and filtering 
[g]• 
1.2.1 What is text mining of biomedical literature? 
Text mining of biomedical Literature is the extraction of useful information from large 
volumes of unstructured biomedical text, the results of scientific experiments, the forms and 
figures of biomedical publications, such as MEDLINE and OMIM [9][10]. Biologists hope to 
find specific kinds of information from the literature, such as homologous genes, genes with 
similar functions, or members of a particular metabolic pathway and they may create 
collections of annotated documents, or even an annotated database to support these 
information needs [ 11 ] . 
The particular information obtainable from biomedical literature text mining is useful to 
clinicians, lab experimentalists, theoreticians, and other people with research, development 
and acquisition responsibilities [ 10] . Table 1 shows some current topics and analyzed data 
sources in text mining of biomedical literature. 
Currently, many research groups are working on Natural Language Processing (NLP) for 
biology. They are usually using a specialized data set to report results for a particular task. 
This makes it very difficult to compare results across the groups. Additionally, lack of 
standards also makes it difficult to share the data resources and software components [ 12]. 
This process may therefore be tedious and frustrating. 
The bioinformatics community is developing important foundations for rich annotations, 
including ontologism, nomenclature and XML-based data exchange standards [ 11 ]. There is 
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interest in finding ways to improve the ability to search relevant documents in the literature, 
and to extract desirable kinds of information from these documents. 
Table 1. Current range of topics and analyzed data sources (August 2000) in text 
mining of biomedical literature (from [2]) 
Data Source Data Size Bioinformatics Topics 
j Raw DNA sequence 8.2 million sequences Separating coding and non-coding regions 
(9.5 billion bases) Identification of introns and exons 
Gene product prediction 
i 
Forensic analysis 
Protein sequence 300,000 sequences Sequence comparison algorithms 
0300 amino acids each) Multiple sequence alignments algorithms 
Identification of conserved sequence motifs 
Macromolecular 13,000 structures Secondary, tertiary structure prediction 
structure (1,000 atomic coordinates 3D structural alignment algorithms 
each) Protein geometry measurements 
Surface and volume shape calculations 
i 
i 
Intermolecular interactions 
Molecular simulations 
(force-field calculations, molecular movements, 
docking predictions) 
Genomes 40 complete genomes Characterisation of repeats 
~ (1.6 million-3 billion bases Structural assignments to genes 
each) Phylogenetic analysis 
i Genomic-scale censuses 
(characterisation of protein content, metabolic 
pathways) 
i i 
Linkage analysis relating specific genes to 
diseases 
Gene expression largest: ~20 time Correlating expression patterns 
~~ i point measurements for Mapping expression data to sequence, structural 
6,000 genes and biochemical data 
Other data 
j Literature 11 million citations Digital libraries for automated bibliographical 
searches 
Knowledge databases of data from literature 
Metabolic pathways Pathway simulations 
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The National Library of Medicine (NLM) is a major source for molecular biology 
information and biomedicine. The MEDLINE citation database is the largest English 
language biomedical bibliographic database. It is the primary component of PubMed, the 
major database of National Center for Biotechnology Information (NCBI). It contains journal 
paper citations from over 4500 journals published in over 70 countries. MEDLINE contains 
over 11 million citations from 1966 to the present [1]. 
1.3 What is nature language processing (NLP)? 
Natural Language Processing (NLP) applies modern computing technology to retrieve, 
analyze and understand human language. It uses methods of investigating and evaluating 
claims about human language itself [13]. The theory of NLP is based on computational 
linguistics. Computational linguistics (CL) is a discipline combining linguistics and computer 
science. It is concerned with the computational problems involved in human language. It is a 
cognitive science and overlaps with the artificial intelligence (AI) field [14]. 
NLP can be divided into written text processing and spoken language processing tasks. 
NLP uses knowledge about the language as well as real world information to analyze and 
process text. In additional, it uses other knowledge about phonology, and further information 
needed to handle ambiguities that can arise in speech when spoken language is processed. 
Figure 2 shows the steps in the process of natural language understanding [15]. 
NLP as a technology covers many kinds of systems, e.g. Machine Translation (MT) 
systems which translate from one language to another, Information Extraction (IE) system 
which pull facts and structured information out of text collections; and Human Computer 
Conversation (HCC) systems which allow natural language communication with computers 
in English using speech ar typing [13]. 
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:; $ . 
Morphological analysis —~ Syntactic analysis ~ Semantic analysis 
sk~~, ,~ 
Pragmatic analysis ~— Discourse integration 
Figure 2. The steps in the process of natural language understanding (from [ 15]) 
The approaches of empirical and statistical analysis are very popular in research about 
natural language processing. Currently, researchers have moved away from methods using 
hand-coded rules obtained via introspection to empirical (corpus-based) methods which are 
much more data driven and often at least partially automated with statistics and machine 
learning, to train systems with large quantities of real language data. Figure 3 shows two 
approaches [16]. 
Traditional (rationalist) natural language processing (from [ 16]) 
Learning 
Svstem 
Empirical natural language processing (from [ 16]) 
Figure 3. Two approaches to natural language processing 
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Linguistic knowledge acquisition is the major bottleneck in natural language processing. 
Currently natural language processing programs have not approached human ability, but with 
continued development of machine learning algorithms, better computers and increasing 
amounts of training text available on-line, researchers are trying to provide the solutions to 
overcome the linguistic knowledge acquisition bottleneck and realize advanced natural 
language processing [ 17] . 
1.3.1 What is natural language processing of biomedical literature? 
Natural language processing technology is becoming an important approach to process 
the large volume of biomedical literatures using by bioinformatics researchers. In recent 
times, much literature has become available electronically. Biomedical literature can be used 
as a source of knowledge that may be incorporated into bioinformatics algorithms using 
language processing techniques. NLP is becoming a tool that can help to finish the 
processing tasks. Currently, some researchers aim at the extraction of molecular pathways 
from on-line research articles with natural language processing techniques. 
Information Extraction as one NLP application has been used in biological literatures to 
find gene-gene interactions, and protein-protein interactions. The goal of these methods is to 
transfer knowledge in unstructured form, the literature, to a structured form in databases and 
knowledge bases. This can be done via transformation to a database record, a table row, etc. 
[ 17]. A simple method is looking for co-occuring names of genes in abstracts. Sophisticated 
approaches identify the genes that co-occur frequently within documents and then analyze 
sentences containing the genes, hypothesizing relationships between them [18]. 
For mark-up syntax, XML (Extensible Markup Language) is becoming standard for 
biological natural language processing. Semantics issues can be complex. For example, it is 
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important to find out which things should go into which class, gene names or protein names, 
when they occur in the literature. Biologists are addressing these nomenclature and ontology 
issues [16]. 
1.4 Related work on knowledge extraction from biomedical literature 
In biology, there is much interested information in various types of data sources and 
broad topics for extraction. There are numerous on-line databases characterizing biological 
information such as sequences, structures, molecular interactions and expression patterns 
[19], e.g. a protein sequence database, SWISS-PROT, a macromolecular structures database, 
Protein Data Bank (PDB), genome sequences, and Entrez [2]. 
MEDLINE is the largest English language biomedical bibliographic database. It provides 
entries for over 11 million articles that have been published in biomedical journals. 
Exploring protein-protein interactions and the regulation of signal transduction pathways 
from biomedical texts has become a daily routine for scientists. Several research groups have 
addressed the task of extracting this information from MEDLINE. They have developed 
systems for document comparison and extraction. Andrade and Valencia described a 
prototype system for automatically extracting keywords characterizing functional 
characteristics of protein families. The approach extracts biological information directly from 
scientific literature in the MEDLINE abstracts database and identifies words that are used 
much more frequently in the literature for a given family than in the literature associated with 
other families [20]. 
Fukuda et al. developed a system to use both orthographic and part-of-speech features to 
recognize and extract protein names [21 ]. 
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Shatkay et al. and Stapley assess the relatedness of genes based on relatedness of free text 
in which they are mentioned, within the biomedical literature. Shatkay et al. retrieve 
documents containing a particular gene and their method is based on revealing coherent 
themes within the literature, comparing the set of documents to the set relevant to other 
genes, and using asimilarity-based search in document set [22]. 
Stapley developed a prototype system for retrieving and visualizing information from 
MEDLINE database using gene names. They extracted the number of co-occurrences of 
genes from MEDLINE and compared the literatures of the two genes to assess relatedness of 
genes based on the co-occurrence of two gene names (or aliases of those genes) within the 
biomedical literature [23]. 
Tsujii et al. developed the GENIA project. It seeks to automatically extract information 
about protein interaction from biomedical literatures. The system includes parser, ontology, 
thesaurus and domain dictionaries to investigate the text and identify relevant terms 
automatically [24]. 
Proux et al. developed a program for the identification of gene symbols and names inside 
sentences. The main idea of the system is to apply a series of sieves of different natures, 
lexical, morphological and semantic, to distinguish among the words of a sentence those 
which can only be potential gene symbols or names [25). 
Rindflesch et al. concentrate specifically on binding relationships among macromolecules 
and developed the EDGAR system. EDGAR (extraction of Drugs, Genes and Relations) 
extracts assertions of relationships between drugs and genes relevant to cancer therapy from 
MEDLINE and the Unified Medical Language System based on NLP technology [26]. 
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Thomas et al. developed the customization of an existing Information Extraction (IE) 
system for gathering data on protein interactions [17]. 
Sekimizu et al. selected the most frequently used verbs from MEDLINE abstracts to 
automatically identify relevant noun phrases in text with a precision rate of 90%. Then, the 
system automatically identifies subject-verb-object relationships stated in texts based on the 
noun-phrase corpus [27]. 
Craven et al. extract relationships between proteins and drugs. They investigate two 
machine-learning techniques, a statistical text classification method, and a relational learning 
method to induce routines for extracting facts from text. In their approach, hand-classified 
training data is given to the system which uses this data to infer criteria for deciding if other 
passages describe the relevant relationships. Another machine learning technique is based on 
modeling passages as unordered sets of words. It assumes word co-occurrence probabilities 
are independent of one another [19]. 
MEDMINER is an Internet-based system to organize and filter large amounts of textual 
and structured information from MEDLINE developed by Tanabe et al. MEDMINER 
retrieves abstracts on MEDLINE through the Web and enables querying of multiple 
databases. MEDMINER as a computerized tool is tuned to surveying the relationship- 
relevant sentences in abstracts that contain one or one pairs of gene names and keywords, 
selected from a predefine keyword list, to identify more general concepts. MEDMINER can 
also handle arbitrary Boolean queries. MEDMINER provides an efficient, empirically based 
approach to analyzing relationships among thousands of genes [28]. 
Blaschke et al. designed a system restricting the problem domain and using a number of 
assumptions for automatic detection of protein-protein interactions in biomedical abstracts. 
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The system uses pre-specified protein names and a limited set of verbs that conform to 
templates like "protein...verb...protein". The limited set of verbs is one of 14 sets of 
pathway relevant verbs and their inflections [ 10]. 
Ng et al. developed a prototype system for automatic pathway discovery from on-line 
text abstracts, e.g. MEDLINE. The system retrieves research abstracts from online sources to 
extract relevant information and present it graphically. The BioNLP module, a component of 
the whole system, is a rule-based system using pattern matching to extract protein-protein 
interaction information [29]. 
X-MINE Inc. introduced a biological knowledge discovery system named Opus in 2002. 
Opus is Web-based and derives information from public data sources and processes them at 
X-MINE. Opus generates a cluster of genes with known and hidden literature-based 
relationships to a specific query gene. Opus presents the detailed results in a table that 
includes all significantly related genes with scores representing the strength of each 
relationship [30]. 
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CHAPTER 2 REQUIREMENTS AND 
SPECIFICATIONS 
2.1 Problem statement 
Signal transduction at the cellular level refers to signals going from the outside of the cell 
to the inside [31 ]. "Protein-protein interactions are critical to many biological processes, 
extending from the formation of cellular macromolecular structures and enzymatic 
complexes to the regulation of signal transduction pathways" [32]. Finding and describing 
protein-protein interactions is very helpful for biologists investigating signal transduction 
pathways. The problem of determining processing regulation with proteins or genes is 
complicated. Biologists have requirements for computerized tools that use multiple 
information sources to enable researchers to determine models of signal transduction. 
As a national resource for molecular biology information, NCBI (National Center of 
Biotechnology Information) has developed a number of systems for automatically storing 
and analyzing knowledge about such topics as molecular biology, biochemistry, and genetics. 
Facilitating use of these systems and software by the research and medical community is a 
goal [ 1 ]. 
These tools include, for example Genome Mapping and Map Viewer. Map Viewer offers 
visualization for genomes and single chromosome organisms. The user can view an 
organism's complete genome through the map; then integrated maps for each chromosome; 
finally combining with sequence data for a genomic region. The computerized maps make 
gene hunting more practical for scientists. For MEDLINE, the PubMed Web interface allows 
14 
the user to submit Boolean queries to the database. Users add "AND" or "OR" operations to 
connect biochemical terms. The returned abstracts in MEDLINE satisfy the query. These 
abstracts can be used as data items in systems to search for interactions among genes based 
on term co-occurrence within an abstract [ 1 ] . 
As mentioned in the review of protein-protein interaction mining systems in Chapter 1, 
there are several systems that have been developed to predict protein-protein interactions. 
They almost all rely on the hypothesis that when two proteins A and B are related, they tend 
to co-occur in the biomedical literature, such as Stapley's system which uses a related 
approach to infer functional relationships among genes based on similarities among abstracts 
[23] . 
Other systems use online data sources, and retrieve abstracts over the Web, e.g. the 
MEDMINER system [28]. They use MEDLINE abstracts from the online PubMed database 
and analyze abstracts to extract protein-protein interactions. 
Abstracts contain a great deal of material in a relatively large processing unit besides the 
query terms. It is not easy to automatically determine the type of interaction between the 
terms without methods that are sensitive to smaller text units such as sentences or phrases 
[33]. 
Additionally, an automatic mining system needs to keep up with the rate of information 
accumulation. There is rapid growth of scientific literatures, with thousands of new results in 
the field of molecular biology published each year. Relationships between different articles 
are often not obvious. This kind of situation requires processing and knowledge extraction in 
an automatic mining system to be fast and efficient. 
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Berleant et al. described a promising approach to partially overcome these problems. 
Using data mining techniques on the text of published articles to handle resulting information 
overload, they automate the process of knowledge extraction, extracting information and 
relationships between proteins, then present and encode this information in a computer-
accessible form for further analysis. This system should enable efficient access to, use of, and 
management of various types of information [3 3 ] . 
We are pursuing the design and development of a text mining system, PathBinder, for 
extracting, manipulating, and managing protein-protein interactions from MEDLINE 
abstracts, to facilitate extracting pathway information to a database. PathBinder is a broad-
scale text mining tool. It processes large volumes of text information in the biomedical 
domain, resulting in output that contains the desired information in highly concentrated form. 
The extracted information is then presented to the user with a visualization tool. Developing 
and integrating PathBinder document processing functionalities will allow it to serve as the 
content builder of the pathways database. We applied NLP (Natural Language Processing) in 
PathBinder. We partially solved the problems of inefficiency, ambiguity and low coverage, 
which exist in many text mining systems. 
2.2 Specification overview 
We have constructed a prototype PathBinder system. The premise of PathBinder is that, 
if two proteins A and B are homologous or have similar biological functions, the two protein 
names (or aliases of those proteins) are more likely to be in the same abstract, and even in 
same sentence. 
In the PathBinder system, our processing unit is the sentence and we focus on extracting 
the interactions between two proteins, to facilitate the pathway content building process. We 
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are using a set of MEDLINE documents published from 1965 to 2002, which is offered by 
NCBI with XML format files. Figure 4 is a flow chart of the PathBinder system. 
Search term list 
Sentences containing at east`l 
factor name 
Search term list 
....~.::ge•.. 
~~~~j j 
Search for verb: return 
sentences containing 1 
factor + 1 verb 
Main build 
Search for second factor:: 
return sentences containing 2 ., factor names .. .~ ... .... .:. .... 
y~;~~" 
Use visualization tool to display::•. 
document maps 
Project filters 
Content builderto build the 
relationship of proteins 
Project build 
Figure 4. A flow chart of PathBinder 
MEDLINE abstracts retrieved from the repository are parsed into individual sentences, 
which in turn are searched for significant term co-occurrences. PathBinder looks for the 
following significant terms and sentences. 
17 
Two different protein names may occur in one sentence, for example, "We recently 
reported that the leptin induced increase in uncoupling protein 1 (UCP~) mRNA in brown 
adipose tissue (BAT) is prevented by the denervation of BAT" [34]. 
One protein name and one interaction related verb occur in one sentence. The related 
verbs are provided by user and shown in Table 2. For example, "A decrease in leptin levels 
in the celiprolol group was associated with improved insulin sensitivity, while the weight of 
the moderately obese patients did not change" [3 5] . 
One protein name and another word describing desired context, such as organism etc., 
for example, "Circulating leptin did not associate with the development of the hyperglycemia 
accompanied by insulin insensitivity in spontaneous noninsulin dependent diabetes mellitus 
model Otsuka-Long-Evans-Tokushima-Fatty rats" [3 6] . 
The qualifying sentences are stored in a database table for user querying. PathBinder 
offers a friendly interface that is based on web browsers to allow the user convenient input of 
search terms for querying. The query is automatically expanded to include aliases of protein 
names. If the query returns any results for given protein names, a graphical display module 
connects each protein name with clickable nodes and edges. Nodes of the graph represent the 
protein name occurrence in a sentence within the literature. Edges of the graph represent the 
two protein names in one sentence within the literature. Nodes and edges are linked to the 
sentence databases table. 
The system dynamically retrieves and presents all relevant sentences in a text box when 
the node or edge is clicked. Protein names are highlighted in each sentence for quick 
browsing. A hyperlink to the original abstract of the online version of MEDLINE is offered. 
The user is able to build two types of graphical display for the query result. One graphical 
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display contains all nodes and all edges that connect with the user inputted search term as a 
"starting term". This kind of map is called a `BASE' map. Another type of graphical display 
is a subset of the previous map, which contains the specific "start term" and "end term" 
included in "BASE" map and specific number of levels inputted by user. The graphical 
displays will be helpful for adding human knowledge inputs when creating the pathway 
database. 
Table 2. A list ofpre-specified interaction related verb 
associate 
associates, associated, associating 
bind 
binds, bound, bindin g 
regulate 
i 
Regulates, regulated, regulating 
inhibit 
inhibits, inhibited, inhibiting 
2.3 Overall development strategy and major components 
We used a software engineering strategy to analyze the requirements of the system. The 
complete PathBinder development plan has three stages. 
A. The first version of PathBinder focuses on developing automatic document mining 
tools to find sentences containing two or more protein names selected from user-provided 
lists. It will not address the problem of automatically identifying the verb (e.g., various forms 
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of activates, inhibits, binds to, etc.) nor the mechanism. This version of PathBinder provides 
a graphical display of the relationships, with nodes and edges hyperlinked to the 
corresponding sentence sets, and will be integrated into a form designed to build content in a 
Pathways database. 
The document map will allow the user to fill in relationships, which exist in the literature, 
but are not readily found by current manual mining methods. The user is also able to load the 
"scored" sentences into tables along with the manually assigned "verb" and "mechanism" for 
each. PathBinder uses a protein name lexicon as a lookup list to discover new nodes linked to 
existing ones. This protein name lexicon will be explained further in the design chapter. 
While building content with PathBinder, the user-assigned verbs and mechanisms will be 
stored in database tables along with the relevant sentences) to serve as a training set for 
development of more automated "verb/mechanism" functionalities in Stage 2. The training 
data set will be helpful to learn how to design an efficient algorithm for those sticky little 
"verb" and "mechanism" problems. 
B. PathBinder II will analyze the natural language used to express "verb" and 
"mechanism" knowledge (assigned by the user with PathBinder I in Stage- 1) and will provide 
the basis for constructing sets of rules for automating these assignments. 
C. PathBinder III will shift attention to developing automated processes for building the 
protein names lexicon and ranking filters. PathBinder III will incorporate the NLP tools and 
the visualization tools will be improved. 
2.3.1 Search term list and protein name lexicon 
The search term list and protein name lexicon are lists containing gene nomenclature 
information. Each entry includes a primary symbol [37], a gene name, and literature aliases. 
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The first item in the entry is the term provided by the HUGO Committee 
(http://v~v~ww.gene.ucl.ac.uk.public-files/nomen/nomenclature.txt). The unique primary 
symbol of a gene is the key identifier. The HUGO Nomenclature Committee offers a 
guideline for these official gene symbols. "According to these guidelines, a gene symbol 
should consist of a capital letter followed by letters (preferably capital) and possibly Arabic 
numerals. Gene symbol are generally short, typically from 2 to 6 characters, although some 
longer symbols exist" [38]. 
Initially, we considered using the standard gene name of the HUGO Nomenclature 
Committee combined with auser-provided list for our search term list and protein name 
lexicon. We found some gene names are irregular and ambiguous, causing wrong 
identification by the system. These problems can be partitioned into six categories: 
Some gene names sanctioned by the HUGO Nomenclature Committee can be rather 
short and specific, e.g. `aa', and `abcdl'. 
Some gene names can be rather long, e.g. `ATP-binding cassette, sub-family D 
(ALD), member 1, pseudogene 1'. 
Some specific characters and comment words can be contained in the gene name, e.g. 
hyphen, slash, brackets, or `entry withdrawn'. Several withdrawn symbols often point to the 
same official symbol. 
Some gene names are also common English words, e.g. `if , `was'. 
The document in MEDLINE serving as the source of functional information rarely 
includes the level of detail found in HUGO. For example, on the HUGO list there are 11 
members of the ABCA subfamily of ATP-binding cassette protein. Abstracts in MEDLINE 
rarely distinguish among these 11 members. 
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The authors of scientific papers often do not respect the recommended gene 
nomenclature. They might use different names or create some new names which reference 
the same gene [25]. 
Obviously, we have to make modifications to generate our own gene name list based on 
the HUGO input before or during sentence parsing. For the problem of some gene names also 
being ordinary words, PathBinder uses a classical dictionary for gene name identification. 
These words will be recognized and skipped since they appear in the dictionary. 
Al2M1 
AA 
AAAS 
entry withdrawn 
"atrophia areata, peripapillary 
chorioretinal degeneration" 
"achalasia, adrenocortical 
insufficiency, alacrimia 
(Allgrove, triple-A)" 
ABCA 1 
"ATP-binding cassette, sub-
family A (ABC 1), member 1 " 
J 
Al2M1 
Blank 
AA 
atrophia areata, peripapillary 
chorioretinal degeneration 
AAA S 
achalasia, adrenocortical 
insufficiency, alacrimia 
Allgrove, triple A 
ABCA 1 
ATP-binding cassette, sub-
family A AB~'1, member 
J 
Figure 5. Search term transformation 
Figure 5 shows examples of gene names which are eliminated these specific characters 
and common words. 
Currently, PathBinder uses a search term list containing 13,799 distinct genes. The 
HUGO standard acronym and common name are combined with a user provided list and 
loaded into database tables before sentence parsing. The schema of the database will be 
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descript in the design chapter. A unique acronym id was assigned to the common name for 
linking it with related acronym names during loading. 
Pathbinder offers the functionality to update the search term list. The user is able to add 
or remove a protein name through a convenient and friendly interface. The corresponding 
common names are updated automatically. This functionality provides the capability for the 
user to add the most frequently used common names in MEDLINE to the database. 
2.3.2 Data source 
A copy of all records in the MEDLINE repository containing more than 10 million 
abstracts from 1965 to present is offered by NCBI as our original data source. We are 
permitted to access the NLM's ftp server for accessing updates. The contents of PubMed are 
copyrighted, and NCBI does not permit bulk downloading of citations or endorse scripting. 
In addition, it is impractical to get such huge amounts of data on-line. Using a local data 
source gets ride of the bottleneck due to network speed and so exploits MEDLINE more 
efficiently. 
The local version of MEDLINE consists of files of about SOGB in XML format. NLM is 
developing a document that describes the XML data tags for MEDLINE. As we mentioned in 
Chapter 1, XML-based data is becoming a broadly accepted standard for biomedical 
literature description. XML is a simple, very flexible text format and designed to meet the 
requirements of large-scale electronic publications. XML is good for structured data 
processing, and includes things like spreadsheets, etc. XML is a set of rules for designing text 
formats that allow you to structure your data. XML is playing an increasingly important role 
in the exchange of text [3 9] . 
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We applied the SAX XML parser in PathBinder. There is a description about the parser 
in the design chapter. 
PathBinder generates another data source in our system, called the "big matrix". 
PathBinder processes MEDLINE data, breaking it up into sentences and noting relevant 
sentences and the article metadata that it associates with sentences in a database. Each 
document is searched over the title and abstract fields. Sentences are deemed interesting if 
they contain 1 hit in a protein list provided to PathBinder, 1 hit plus a verb, or 2 hits from the 
synonym list in the same sentence. The desirable information is recorded into the database to 
build the big data matrix. 
Figure 6 shows the structure of the big matrix. There is one field containing the standard 
factor acronym name and common name. They are used to define the nodes linked on the 
visualization tool. The sentence ID is linked to the sentence table with the relevant sentence 
that contains the co-occurrence of protein names. The advantage of using this identifier is 
that there is only one copy of the sentence in PathBinder. Another identifier, the acronym ID, 
is the bridge between acronym and common names. The database schema will be explained 
in the design chapter in detail. Once the database is completed, various filtering and network 
graphing tools will be applied to the data for analysis purposes on specific topics of interest. 
2.3.3 Visualization tool applied 
Human beings often prefer visual perception over other modes. Graphical representations 
are often a much better way to present information than raw data. A dynamic graphical 
representation is useful for the user, and allows the user to conceal detail especially when 
only a rough overview is needed. Finally, the user will depend on the formulation of 
?4 
hypotheses that can be tested experimentally. With large amounts of data, graphical views of 
data and their relationships are especially useful [40]. 
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Figure 6. `Big' data matrix 
PathBinder use a visualization tool to display the query result. The query result is shown 
in a graphical representation, called the "Document Map". Nodes in the document map are 
clickable and each node is linked to related nodes with a clickable edges. The user navigates 
the map in a region of particular interest, then clicks on an edge, and the set of sentences 
containing the two selected or acronym protein names is presented to the user in a separate 
text box with each name highlighted. Each sentence is hyperlinked to the full abstract. Each 
node is labeled with the HUGO acronym. When the user clicks on a node, the entire set of 
sentences containing the `current' protein name or one of its HUGO acronyms is presented to 
help in navigating the document map. PathBinder offers two types of maps, Base maps and 
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submaps. A Base map contains all factor names and their relationships in a big diagram. 
This gives an overall presentation of all relationships for the searched protein name. A 
sample base map shows in Figure 7. 
Figure 7. A sample of a base map. 
There are two types of submaps, Walk maps and ABsubmaps. These two types submaps 
can be specified as follows: 
• A Walk map shows all paths connecting start node under the specified level. 
• An AB submap shows all paths connecting proteins A to B 
• A Submap is a subset of a base map 
Start Node = 'A' 
Levels = ? 
Start Node = 'A' End Node = 'B' 
Path 1 — Path 2— Path 3~ 
Figure 8. Example of walk map and AB submap 
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The user can either browse or search these two types of document maps to select records 
for a content building session. Searches can be conducted to locate a single node, or to select 
a submap of the entire graph. Figure 8 shows two types of submaps. 
The visualization tool consists of two parts, a graph layout tool and a graph display tool. 
We used Graphviz as our graph layout tool and the grappa API of grappa to develop our 
display tool. 
Graphviz is a package of graph drawing tools developed by AT&T Labs [41 ]. It uses 
efficient algorithms for making very readable drawings of graphs with numerous nodes. 
Graphviz is open source licensed software. Grappa is a Java graph drawing package that 
extends Graphviz. Grappa supports graph display and manipulation in Java programs. 
Moreover, the API and documentation of Grappa offer the capabilities of further 
development for user requirements [42]. 
PathBinder depends on the query results and uses the syntax which is pre-defined by 
Graphviz to generate a plain file for layout. This file gives a description of the name of node 
and edge, and the relationship of each edge. Graphviz processes this plain file to calculate the 
layout. 
We developed a graph drawing tool, MapDrawer, which is based on the API of Grappa in 
Java. Figure 9 shows screen dumps of this tool. It is a Java applet program with searching 
and zoom functionalities. Asearched term will be placed at the center of the screen and 
highlighted. A message box will be displayed if the searched term can't be found in the 
display. Dragging the zoom scroll bar can adjust the size of the display to view the partial 
map or whole map. 
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a. Input the search term 
c. Error message window 
b. Centered &highlighted searched term 
d. Adjust to view the whole map 
Figure 9. Screen dumps of graph drawing tool 
2.3.4 Content builder 
The content builder is an important module in the PathBinder system. It helps the user to 
finalize the relationship between protein names. Once a protein pair has been identified as a 
desired source of pathway content, the user clicks on the edge, and the document set is 
presented for processing on a form linked to the pathways database tables. 
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The form contains a list of all sentences identified by PathB finder for the selected protein 
pair, with names of each protein bolded. Selecting a sentence from this list displays the 
corresponding abstract and title in a separate set of text boxes. 
The user then selects a sentence for processing. The user then highlights the upstream 
factor, the downstream factor, selects one of the standard relationships (the "verb") and 
identifies one of the two mechanisms (verb/action on downstream factor is directed to either 
the gene or the protein). The user then loads them into the relationship table. At this time, the 
"Sentence Nugget" is loaded with the selected sentence and pointers are set to the 
corresponding record in the relationship table and to the original document. The user is then 
prompted to identify any other sentence in the abstract/title which helps to make decisions 
behind assigning a pathway relationship. If such a sentence is identified, it is clicked, which 
loads it into the new table. Once the user has finished entering content under the selected 
link, they return to the document map and find the edge color-coded to indicate it has been 
"visited " (using the current retrieved table). Another edge can be selected and the above 
process repeated. 
Currently, this module is under development. We have constructed a prototype in Visual 
Basic and Microsoft Access database. The integrated program will be based on this 
prototype. A screen dump of Content Builder is shown in Figure 10. 
We must solve some technical problems during development of this module. For the base 
map (Figure 7), how to mark and recode the visited elements (nodes, edges and sentences) 
must be determined. We have to assign a huge amount of disk space to completely store an 
entire base map. Additionally, if the base map is shared with other users, the system has to 
generate a new copy for each user to avoid conflict. For example, user A might have visited 
29 
some parts of the base map, but it is a brand new map for user B. This process also needs to 
use a lot of storage space. We are looking for a good solution for these problems. 
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Figure 10. A screen dump of the prototype of content builder 
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CHAPTER 3 DESIGN 
3.1 The architecture of PathBinder 
The PathBinder system consists of two parts and includes four major modules. In the first 
part, Main Builder, PathBinder uses the entire search term list to extract interesting sentences 
from the entire MEDLINE. The collection module and the extraction module are included in 
this part. The collection module retrieves original MEDLINE files offered by NCBI in XML 
format and extracts information to the database tables. 
We used the SAX parser as our XML parser to parse XML files into plain text. SAX is 
the Simple API for XML, originally aJava-only API. SAX was the first widely adopted API 
for XML in Java, and is a "de facto" standard. The current version is SAX 2.0 [43]. The 
parser identifies XML tags, e.g. PMID, abstract title, and abstract text, and parses desirable 
content to a database table. The PMID is used as the primary key for this table. Mesh 
Heading and author information are saved in separate tables for later use. The extraction 
module uses this information. It uses this repository to build new tables. We applied pattern 
matching along with our searching algorithm. Pattern matching is a very common operation 
in many applications ranging from text editors and databases to applications in molecular 
biology. Such algorithms are widely used to search for one or multiple patterns in a text file 
or string. The algorithms will be discussed in later paragraphs. We implemented Main 
builder as a Java application and C++ program. A system maintenance tool for search term 
list editing was developed as well. 
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The second part, Project Builder uses "filters" (e.g. adipose, cardiac) to search the 
content of Main Build for aproject-specific map. It contains two modules, a visualization 
module and a content builder module. The visualization module extracts the relationship 
between two terms in one sentence to visualize the query result. The content builder module 
uses these tentative relationships when adding human inputs when creating the pathway 
database. Several Java Servlet programs support the querying and a Java applet on the client 
side is used for data visualization. A database system is implemented as part of the 
PathBinder system. Figure 11 shows the architecture of PathBinder. 
MEDLINE 
Collection Module 
abstracts 
interactions 
Extraction Module 
~ Database 
Content Builder 
Module 
sentences 
protein names 
sentences 
protein names 
' Main Build ~~ 
_._._._. 
Visualization Module 
~: 
Pr~iect Build 
Figure 11. The architecture of PathBinder 
The collection module, extraction module, and visualization module are currently fully 
implemented, and the last module (content builder module) is the topic of future work. We 
will focus on the algorithms of the three existing modules in the above architecture, in 
particular sentence splitting, term searching and relationship querying. These algorithms are 
important parts of PathBinder in mining MEDLINE abstracts more accurately and efficiently. 
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For example, as a prerequisite for MEDLINE mining, sentences and term searching offer the 
possibility for further data analysis. A single error in sentence segmentation or term matching 
will cause a whole sentence to receive a wrong analysis or no analysis. Therefore, algorithm 
implementations are a key issue in PathBinder. A description of the algorithms and database 
schema for the system are illustrated and discussed below in detail. 
3.2 System development and run environment 
Table 3 shows the development and run environment, and software packages used. 
Table 3. System environment 
Database System Oracle 8i (Oracle Company) 
Web Server Jrun 3.1 (Allair Compay) 
Development and Run 
Environment 
Java JDK 1.4 
Java Servlet Package 
3.3 Developed system components and tools 
We developed about a dozen system tools for the PathBinder system. The object-oriented 
development strategy was used in our development. Our experiences show that the object-
oriented development strategy supports extension and revision, and each tool is independent 
and reusable. This development strategy helps us to revise the relevant parts of tools and also 
helps in the analysis and design of new components and tools. It also offers a clear 
conceptual and architectural design within acomponent-based engineering approach. It is an 
important aspect of our development. The list of tools and their functionalities is shown in 
Appendix A. 
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3.4 Implemented database schema 
We designed and implemented an Oracle database for PathBinder containing 6 major 
tables. The database schema is shown in Appendix B. 
Under amulti-tier mechanism afront-end program, ConnectionManager, is used as a 
connection broker to build a pool of persistent (reusable) connections to be used by each 
application for information exchange. An application component sends a request for a 
connection to this connection broker, which services the request. The information exchange 
will be started when the connection is established. Once the application component has 
completed the database request, the connection is returned to the pool for reuse. Figure 12 
shows the multi-tier architecture. 
TI~t' 1 T14t' ~ TI@'1" ~ 
v<„~~;~::~ yr; 
~~ 
Figure 12. Multi-tier architecture (from [44]) 
In Figure 12, a three tiers architecture has an Application layer, a Broker layer, and a 
Database layer. The application layer (Tier 1) typically does information exchange between 
each application component and a database. The middle layer (Tier 2) creates database 
connections and manages them. It is a connection broker. The database layer (Tier 3) 
contains one or more databases [44J. 
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The most important advantage of this mechanism is simplicity. It avoids multiple 
database connections and reduces the time for establishing a database connection. 
Although we look for sentences that contain a pair of protein names, we don't search the 
same sentence twice. The qualifying sentences and related information are parsed to several 
tables when PathBinder finds a sentence containing at least one factor name. There are 
several key points in this processing. 
1. Sentence id, a unique identifier assigned to each individual sentence. 
All found sentences are saved in one table, the `sentence' table. As we mentioned in 
Chapter 2, ̀sentence ID' as a unique identifier is assigned to each sentence. This identifier 
consists of the PMID and the index number of the sentence in the processing document. For 
example, if the PMID is 1234567 and this sentence is the third sentence in the document, the 
sentence id will be 1234567_3. We used the underline to separate two numbers. This clearly 
shows where the sentence came from and guarantees the number is unique. There are no 
duplicate sentences in the `sentence' table. A sentence won't be added to the table if it 
contains more than one search term. The sentence id will be added into the relative tables. 
2. Relative tables 
PathBinder uses `sentence ID' to identify each individual sentence. Information about the 
sentence, such as PMID, sentenceID, and searched Term, are stored into different tables, 
'sentence_node' and `sentence edge' . When PathBinder finds one sentence containing the 
searched term, the sentence may be added to the `sentence' table, depending on if the 
sentence exists or not. The relative information will be added to the `sentence node' and 
sentence edge' tables if the sentence contains more than one search term. The 
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`sentence edge' table encodes the relation between the two search terms. PathBinder will 
convert the search term to an acronym name if the found search term is a common name. 
3 Generate the distinct information 
The `map' table is generated from `sentence edge' by a simple database operation. 
PathBinder uses this table to build the `Graph' for user querying during Project Build. In fact, 
`sentence edge' table can be generated using database join operation from the 
`sentence node' table and the same information as in the `map' table also can be gathered 
from the `sentence edge' table. We assume that if two search terms have the same `sentence 
ID', they must occur in the same sentence. This kind of sentence must contain two factor 
names. The SQL code is shown next: 
INSERT INTO sentence edge SELECT DISTINCT LEFT.acronymname AS 
terml, RIGHT.acronymname AS term2 FROM setnece_node LEFT, 
sentence node RIGHT WHERE LEFT.sentenceid = RIGHT.sentenceid 
AND LEFT.acronymname != RIGHT.acronymname 
LEFT and RIGHT are aliases. 
We have to aware that the database join operation is a time consuming action, especially 
for the big tables. Additionally, the sentence ID and acronym name are not unique records in 
the `sentence_edge' table. It also needs more time to process when desirable information is 
retrieved. The `map' table can optimize and improve the querying. Figure 13 shows the 
process when PathBinder finds a qualifying sentence. 
3.5 Algorithms 
The central idea behind PathBinder is to find sentences in MEDLINE abstracts that 
contain two or more factor names. We hope sentences with a co-occurrence of factors state 
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some meaningful relationship between the two factors. Thus the analysis unit of the initial 
version of PathBinder is the sentence. The core components of PathBinder algorithm can be 
divided into two parts, (1) sentence parsing(we nee to find a way to parse the abstract into 
sentences), (2) Multipattern matching(we need to find out whether any of the 37,000 patterns 
occur in each sentence). 
Qualified sentence 
Assign a sentence id 
Yes 
Write into the `sentence' 
~~~.~,. 
7
Write into the `sentence node' table 
Yes 
Write into the `sentence edge' table 
Figure 13. The process when PathBinder finds a qualifying sentence. 
3.5.1 Sentence parsing 
Although scientific articles typically have structure, to accurately analyze and extract the 
sentence from plain text is not easy. The challenges some problems haven't been figured out, 
such as word segmentation and sentence segmentation. The processing unit of PathBinder is 
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the sentence, and sentence parsing is a complex problem. The major problem in our system is 
hard to determine the boundary of a sentence due to the highly ambiguous nature of natural 
Language . 
As an English speaker you effortlessly understand a sentence. Yet this sentence presents 
some difficulties to natural language processing applications that lack both the knowledge of 
the world and experience of human beings with linguistic structures. 
In English and many other languages, the punctuation mark indicating the end of a 
sentence is ambiguous [45]. The period is often used as the end symbol of a sentence in 
English, but we cannot rely on the dot alone. A period, for example, indicate a decimal point, 
abbreviation, end of a sentence, etc. [45]. 
Many abbreviations are widely used and readers recognize them easily. However, they 
may not be understood by the computer. 
Additionally, capitalization also is an inherent problem when determining sentence 
boundaries. For example, the initial capitals in some words, such as Saturday, Mr., or 
January, are accepted and they don't necessarily indicate they are the first word in the 
sentence. 
Many automatic word segmentation systems have been reported and most claim accuracy 
of 98% or more [45]. These systems might be good enough for some applications of 
language technology, but we don't apply them in PathBinder. Although a single mistake in 
segmentation can lead to a whole sentence receiving an incorrect analysis or no analysis [46], 
we would like to keep PathBinder simple, efficient and fast. 
A good solution to this problem involves offering a large number of rules for our system 
to use in determining sentence boundaries. The idea of using rules for word segmentation and 
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sentence analysis is a common solution. We built a lexicon of abbreviations and acquired 
knowledge from the analyzed text. Most segmentation ambiguities can be resolved locally at 
the lexical level. Here we only implemented a simple rule based method. The algorithm can 
be stated as follows: 
Step 1. Locate the next "." in the sentence. 
PathBinder scans each word in a document, looking for a word that ends with the symbol 
`dot' . If the preceding word is the last word in the document, it is a sentence. 
Step 2. If the word preceding "." is an abbreviation from an abbreviation dictionary go to 
Step 1 else go to step 3. The system will open the lexicon of abbreviations and check this 
word to determine if it is a real end of sentence or only an abbreviation. 
Step 3. If the beginning of the next word is either a capital letter or a digit, we have found 
a sentence. Else go to step 1. 
Table 4 is a brief list of word boundary rules. More rules will later be added into the 
lexicon. Note that rule interaction is non-modular. It is hard to predict what the consequences 
of adding/deleting/modifying a rule are when you have many existing rules. 
Table 4. Sentence boundary rules list 
Rule 1: The word ends with `.', the next word starts with a capital. 
Rule 2. Matches rule 1. The length of this word is not 2 (including the `.'). 
For example: David D. Palmer (conclude no sentence bounda ). ry 
Rule 3. Matches rule 1. This word is not an abbreviation word. 
For example: Mr., Dr., et al. and etc. (conclude not a sentence boundary). 
Rule 4. This word is last word and ends with `.' (conclude a sentence boundary). 
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We also consider the title of the abstract as a sentence. This simple algorithm may make 
mistakes, however, accurate sentence parsing is not the research topic in this study and it 
appears for most of the sentences in MEDLINE abstracts, the rules work sufficiently well. 
3.5.2 Multi-pattern matching 
After parsing an abstract into sentences, we need to find out whether any of the 37,000 
patterns appear in each sentence. The patterns contain both common names and acronyms. 
Some patterns have only one word, and some patterns have more than one. 
Pattern matching is widely used in many applications, especially information extraction 
and natural language processing in molecular biology. Pattern matching addresses issues of 
searching and matching strings and more complicated patterns such as trees, regular 
expressions, graphs, point sets, and arrays. Pattern matching with regular expressions is a 
flexible and powerful way to search for text patterns. Regular expressions offer a method to 
express a set ' of search patterns. Symbols used are the characters of the pattern plus some 
operators, such as closure, concatenation and alternation used to describe relations between 
symbols [47] [48]. 
The practical importance of the exact string matching problem should be obvious to 
every researcher. It has drawn a lot of interest from them and many algorithms exist. AGREP 
is a pattern matching tool that mixes the suffix search approach with a hashing paradigm 
proposed by Sun Wu and Udi Manber [49]. "Agrep is based on a new efficient and flexible 
algorithm for approximate string matching. Agrep is also competitive with other tools for 
exact string matching; it includes .many options that make searching more powerful and 
convenient" [49] . 
There are three significant features of agree: 
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Searching for approximate patterns. 
Searching for records rather than just lines. 
Searching for multiple patterns with AND (or OR) logic queries [48]. 
Our algorithm is based on the Agrep algorithm, and it is conducted in two phases, 
preprocessing phase and scanning phase. In first phase, we use a hashing technique to 
preprocess the patterns. 
Preprocessing phase: String hashing, and initializing the patterns 
Suppose we have a search term list S= { S, , S2  Sn }, such that each S; is a string of m 
characters from a fixed alphabet ~ .Let the number of characters in the alphabet be n, and 
the letters in the alphabet be encoded from 1 to n. Any other characters that does not appear 
in the alphabet are encoded as 0. 
Let l; denote the length of each search term. In preprocessing, all generated patterns are 
put in different hash tables depending on the length of the term. Several lookup tables are 
constructed for different lengths of pattern. For patterns of length 1, the lookup table is of the 
size 256. For pattern lengths of 2, the hash table size is 65536, and a hash table of size 2^20 
is used for the patterns longer than 3 characters. 
The hash code is computed by taking the prefix of the pattern. For pattern lengths of 1, 
the ASCII code is used as the hash code. For patterns of length 2, the hash code is chart«8 ~ 
chart, with chart and chart representing the two ASCII values of the two characters of the 
pattern. For patterns of length 3 or the greater, the hash code is computed as follows: 
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Take the first 3 or 4 (if pattern length is equal to or greater than 4) characters and 
encode the characters in the way mentioned above. The letters in the alphabet are encoded 
from 1 to n. Any other characters that does not appear in the alphabet are encoded as 0. 
The first 5 bits of each encoded character are used to construct the hash value. For 
example for the pattern "ABODE", the hash code is 
(encode("A") & Ox 1 F)« 15 ~ (encode("B ")&Ox 1 F)« 10 ~ (encode("C ")&Ox 1 F) ~ (encode 
("D ")&Ox 1 F) 
A list is constructed to hold all the patterns that have the same hash value. 
Scanning phase: Multi-pattern matching 
Given a set of text strings T = {tl , t2 t„ } , we scan each character of each text string t; to 
locate the front word bounds (F WB) in the sentences based on regular expression rules. The 
front word bound is defined as the beginning of the sentence (the preceding character is 
neither number nor letter). We mark the position of a word bound and the whole word as a 
`candidate' . For each FWB, hash values are constructed following the same procedure as 
described in the preprocessing phase. For patterns of length 3 or greater, all of the patterns 
that have the same hash values are compared to the sentence substring, character by 
character. We also require the matched pattern in the sentence to have an end word bound 
which is defined as the following character is neither a number or letter. The step is repeated 
until the end of the sentence is reached. The program also has the option that when two or 
patterns are matched from the same start point, only the longest one is recorded. 
Originally, we implemented this algorithm in Java, but found the naive implementation in 
Java is too slow. This part was then converted to C++. 
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3.5.3 Graph building 
PathBinder queries the database frequently when building a document map, and this 
is time consuming. we desired to improve the algorithm and make this kind of query fast and 
efficient. we developed a package to load all protein name pairs (two protein names 
appearing in one sentence) into memory when the web server starts. This implementation 
builds a big `graph' . As we mentioned above, the `map' table used for this build. The build 
process is shown in Figure 14. The advantage of this package is obvious. It avoids frequently 
visiting the database, and reduces the time for establishing a database connection. Currently, 
the document map is an undirected graph map. PathBinder doesn't record the direction of 
each edge (an edge is in/out from a node). This makes the algorithm simple. This package is 
developed in Java. 
B 
a. Retrieve from `Map' table, 
Searched term is `A'. 
B 
b. A connects with B. 
~ ~ ~ ~ 
c. A connects with B d. Constructed `Graph' 
B connects with C . 
Figure 14. Diagram of graph 
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CHAPTER 4 EXPERIMENTAL RESULTS 
4.1 Results 
In chapter 2, we explained that some protein names are common English words. We 
searched about 1/10 of the MEDLINE files, or about 150,000 abstracts. Table 5 is a list of 
these words we found. Obviously, if PathBinder searches for sentences using these words, 
plenty of ambiguities and unnecessary sentences will be found and they would make the 
sentence table huge and slow down the queries. The desirable information will be lost. in the 
mess. 
A. lexicon of stop words is applied in PathBinder when searching for protein names in 
sentences. If a word matches a stop word in the Lexicon, this word will be skipped. The stop 
words can be added manually in the current PathBinder. 
Table 5. A List of Common English Words in Search Terms 
TERM CORRESPONDING COMMON NAME NO. OF SENTENCES 
cell carboxyl ester lipase-like (bile salt-stimulated lipase-like) 14,820 
mice MHC class I polypeptide-related sequence E 4,661 
t t brachyury (mouse) homolog 3,560 
large Like-glycosyltransferase 3,303 
if i factor (complement) 2,834 
11 ii blood group 2,775 
up uridine phosphorylase 2,520 
Currently, there are about 550 files in 58 GB (11,547,657 abstracts recorded) in our local 
MEDLINE database. The search term list consists of HUGO's list and a user provided list, 
and the total number of factors (including acronym and common names) is 13,799. 
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PathBinder was run on a Pentium 4, 1.7 GHZ under Mandrake Linux 8.1 using a remote file 
system (50% CPU usage). Table 6 is a summary of PathBinder search results. 
Table 6. Summary of Search results 
Item name Number 
(no verbs) 
Number 
(with verbs) 
Total record number of MEDLINE abstracts 11,547,657 
Number of factors 13,799 
Number of search terms (acronyms +synonyms) 34,061 
Number of sentences containing at least 1 factor 13,256,703 
Number of unique sentences containing at least 1 factor 10,280,792 4,545,189 
Number of sentences containing at least 2 factors 4,094,005 
Number of unique sentences containing at least 2 factors 2,159,802 1,262,610 
Number of factors that appear in at least one sentence 8,408 
Average number of sentences each factor appears in 1,576 
Number of factor pairs appearing at least one sentence 249,709 1,888,959 
Number of factors appearing in at least one factor pair 7,671 
Average number of sentences each factor pair appears in 16.34 6.68 
Average number of factor pairs each factor participates in 60 6,220 
We further analyzed the results in Figure 15 to Figure 20. In Figure 15, we analyzed the 
distribution of the factor counts based on how frequently they are found in sentences. For 
example, (a) there are about 1000(792) factors that appear in exactly one sentence. (b) There 
is one factor that occurred in about 1,000,000 sentences. However, the mapping is not one to 
one since there are different types of factors. 
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Figure 15. A plot of factors and sentences. 
x = The number of sentences y =The number of factors appearing in 
exactly x sentences 
The Figure 16 plot shows the cumulative probability distribution of the number of 
factors. We found that about 10% of the factors were in one sentence. 
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Figure 16. Cumulative node sentence count plot 
x = Number of sentences y = Probability of a factor appearing in x 
sentences or fewer 
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Similarly, we analyzed the distribution of factor pair (factors that appear in the same 
sentence) counts based on how frequently a pair is found in a sentence, and the distribution 
of factor counts based on how frequently they are found in factor pairs in Figure 17 to Figure 
20. 
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Figure 17. Factor pair vs. sentence count plot 
x = The number of sentences y = The number of factor 
pairs appearing in exactly x sentences. 
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x = The number of sentences y =Percentage of factor pairs 
that appear in at least x sentences 
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Figure 19: Factor relationship count plot 
x = The number of relationships (factor pairs) 
y =The number of factors that appear in exactly x factor pairs 
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Figure 20: Cumulative Factor Relationship count plot 
x = The number of relationships y =Percentage of 
factors that appear in at least x relationships 
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Figure 21 shows the number of abstracts containing a particular factor name every year. 
We found these particular factors appeared in a large volume of biology literature abstracts in 
the past decade. Some new relationships of proteins were found. We think computer 
technology applied and a plenty of literature digitized is the one of the important factor of the 
major progress in the field. Bioinformatics is becoming more important research area in 
biology science. 
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CHAPTER 5 DISCUSSION AND CONCLUSIONS 
5. 1 Discussion and conclusions 
PathBinder is an automatic document processing system for literature in molecular 
biology. It offers a new aid for mining MEDLINE protein-protein interactions. 
First of all, the most significant contribution of our work is extraction from the complete 
MEDLINE database. Most previous work in mining MEDLINE for protein-protein 
interaction was only applied to part of MEDLINE. Our system, PathBinder, uses a local 
MEDLINE copy. This approach avoids the bottleneck of data movement over the network, 
and offers an attractive opportunity for complete MEDLINE mining. 
Secondly, we used a software engineering and object-oriented strategy of design and 
development in our system. We believe that good database schema and algorithms are 
important factors in software development. Our system allows the user to efficiently 
investigate the relationships of proteins and rapidly assess the nature of the links between 
proteins. The graphic representation offers an intuitive method of assessing the value of 
information sources. The friendly interface can satisfy the requirements of usability, and 
provide supplemental information, such as the original PubMed abstract and a sentence box 
to help the user gather accurate pathway information. Additionally, adding filters will be 
helpful in reducing ambiguity in results. The structured design and reusable components 
offer flexibility for further development. 
However, there are several limitations in our system. The most important is sentence 
analysis. Accurately parsing a plain text to sentences is not easy due to the highly ambiguous 
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nature of natural language. Additionally, improving the processing speed of a large volume 
of data is a challenge we have to face. Developing and improving the algorithms will be 
emphasized in our future work. 
5.2 Future work 
• Add project filters, integrate with content builder. Content builder is a module in 
PathBinder that will be finished and integrated into the system. Additionally, filters such as 
"organism", "adipose", etc., will be added. 
• An efficient and optimal integration that easily allows for a huge graph to be 
displayed by a visualization tool. Currently, we are using Graphviz as our layout system. It 
takes a long time when a large number of results are returned and the map will be huge. We 
need to find a new tool to complete the work. 
• The searching algorithm can be further improved by adding ranking filters and 
incorporating the NLP tools. 
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Appendix A THE LIST OF SYSTEM COMPONENTS AND 
FUNCTIONALITY 
NAME OF TOOLS FUNCTIONALITY 
AbstractScaner, 
MEDLINEHandler 
Extracting MEDLINE Files 
Using XML parser to process MEDLINE files 
SentenceParser, 
FacScaner, 
VerbFilter 
Extracting the abstracts to sentences 
Findin the factors in sentences 
~,
g 
Finding the verbs in sentence 
BFSMapBuilder, 
DFSMapBuilder, 
Highlighter, 
SentenceListBuilder, 
FactorLookup 
Using BFS algorithm to query 
Usin DFS al orithm to ue g g q ry 
Highlighting the searched terms 
Generating a text box to display the sentences 
Searching for factors from factor list 
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Appendix B. IMPLEMENTED DATABASE SCHEMA 
Table Name Field Name Data Type Constraints 
acronymname acronymid varchar (10) Primary key, Unique Foreign key 
for commonname table 
acronymname varchar(50) Unique 
category varchar(20) 
commonname acronumid varchar(10) Not unique 
commonname varchar(200) 
scentece PMID ~ 
. 
varchar(15) 
., 
sentenceid varchar(20) Primary key,Unique 
sentence varchar(2000) Unique 
sentence_node PMID varchar(15) 
sentencedid varchar(20) Not unique 
acronymid varchar(10) Not unique 
acronymname varchar(50) Not unique 
searchterm varchar(200) 
sentence edge sentenceid varchar(20) Not unique 
term 1 varchar(50) 
term2 varchar(50) 
searchterm 1 varchar(200) 
searchterm2 varchar(200) 
map term 1 varchar(50) 
term2 varchar(50) 
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APPENDIX C. SCREEN DUMP FOR PROJECT BUILD 
Build base map 
Document map 
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