Abstract-Finite-Difference Time-Domain (FDTD) method is a numerical method that can be used to solve electromagnetic problems in time domain. However, this method needs large computer memory and long execution time. Recently, a new scheme of FDTD has been develop which is called the High Speed Low Order (3) FDTD (HSLO(3)-FDTD) method which reduced the speed of FDTD method by 67%. In this paper, we develop the parallel distributed version of the HSLO (3)-FDTD method on Distributed Memory Architecture Machine (Sunfire V1280) with message passing interface. We execute some numerical simulations by a new method with direct-domain (DD) approach to sim ulate one dimensional free space wave propagation represented by a Gaussian pulse. The sim ulation is conducted on 2 meter of solution domain truncated by a perfectly conducting boundary condition. The performance of the new schemes are analyzed and compared with the conventional parallel FDTD method in terms of processing time, speed-up, efficiency and cost. The new schemes is shown to be ultra-fast and very efficient with some superlinear speed-up.
I. INTRODUCTION Advancement in wireless communication devices is very crucial in today technology. Classical design paradigm, which used the "trial and error" approaches is very costly in terms of money and time taken. The significant advances in computer modeling of electromagnetic interactions in the last few decades have made possible to shift from the classical method to one that heavily relies on computer simulation. Computational electromagnetics (CEM) has become a central problem in present-day computational science. Industrial and engineering requirements have motivate advances in CEM fields. Beside that, recent advances in computer technology such as distributed computing architecture has increase researches conducted in the fields. In CEM, numerical method plays an important role. The method facilitates the advancement of research in many fields including CEM. The electromagnetics phenomenon can be described by Maxwell equations.
Maxwell equations can be solved either in time-domain or frequency-domain. Most of recent research in electromagnetic 1-4244-0220-4/06/$20.00©2006 IEEE solve time-domain problem because of its ability to solve for several frequencies in a single execution. The FDTD method is the most applied method used in this domain. In CEM, FDTD refers to finite difference approximation to the Faraday's and Ampere's laws using second order accurate in time and space. The method was first being proposed by Vee [1] . He used an electric field (E) which was offset both spatially and temporally from a magnetic field grid to obtain update equations that yield the present fields throughout the computational domain in term of past fields. The method was further developed [2] to solve electromagnetic scattering from a dielectric cylinder. This method is frequently chose to solve problem in time-domain because of its simplicity and directly adapted to homogeneous problem. Since then, the method has become one of the most powerful Maxwell solver of electrodynamics. It has been implemented on various applications such as electromagnetic penetration problem [3], electromagnetic scattering of complex object [4] , radar cross section [5] , anisotropic material [6] , monopole antenna ( [7] , [8] ), dipoles wire, ( [9] , [10] ), radiation pattern [11] , mobile antenna ( [12] , [13] , [14] ), microstrip antenna ( [15] , [16] ), wireless LAN ( [17] , [18] , [19] , [20] ), radiation from cable ( [21] , [22] ) and PEC scatterer [23] ). However, there are drawbacks in the method. One of the drawbacks is it needs a long processing time to simulate problems. FDTD is also well suited for parallel implementation. These are very important problems for conventional FDTD method.
In our previous paper, we overcome this problem by introducing new scheme for FDTD which is called High-Speed Low-Order (3)-Finite-Difference Time-Domain (HSLO(3)-FDTD)( [24] , [25] , [26] and [27] ). This method give the opportunity to solve less grid points in the main loop of the method and solve the remaining grid points only at the required time step. The method has shown a great reduction gain in FDTD processing time by 67%.
The advancement of multiprocessor technology also influ- These are the equations of a plane wave with the electric field oriented in the x-direction, magnetic field in the y-direction, and travelling in the z-direction. For further details, see [37] . [25] , [26] and [27] )by borrowing the concept implemented in Modified Explicit Group(MEG) introduced recently in [38] , which is the extension of the concept of the half-sweep iterative method propose in [39] where E~+~(k) is the desired value of electric field and
is the desired value of magnetic field,~t is the time increment and~x is the spatial increment, and m is odd number. See that (5) and (6) is a generalized form of FDTD method where when m =: 1, it is the standard FDTD, when m =: 3, it is the HSLO(3)-FDTD, when m =: 5, it is the HSLO(5)-FDTD, and so on. By using (5) and (6), we only calculate rk of node points in the entire solution domain from oto T time steps. In this paper, (5) and (6) [36] ) analysis a monopole antenna and hom antenna using MPI library. In this research, we further reduce the FDTD processing time via parallel processing approaches. Here, we develop a parallel version of HSLO(3)-FDTD by using message-passing interface on a distributed memory machine (Sunfire V1280 with 8 processors)to solve a one dimensional wave propagating in free space problem and compare it with conventional parallel FDTD (P-FDTD)algorithm. This method will be called Ultra High-Speed Low-Order (3)-Finite Difference Time-Domain (UHSLO (3)-FDTD) . Since the machine has several processor and distributed memory, we can compute a large scale problem. This method also accelerates the calculation speed by the parallel computation. However, the decomposition of solution domain into several sub-domain have raised issues of passing data on each sub-domain boundary between neighboring processors. This communication needs to be efficiently done, or else the results will be surprisingly intolerable. In this method, we divide the computational domain into the number of processors on the machine. In (5) and (6), the computation requires the surrounding electric field or magnetic field at previous half time step. Hence, we cannot simply divide the computational domain and compute in parallel , especially for HSLO(3)-FDTD. We will further explain this situation in the next section. For further details on HSLO(3)-FDTD please read ( [24] , [25] , [26] and [27] ).
IV. ULTRA HIGH-SPEED LOW-ORDER (3) FINITE-DIFFERENCE TIME-DoMAIN METHOD
The algorithm for the UHSLO(3)-FDTD is as Algo. I. 
End Loop
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Gaussian Pulse [rniddlel .E; = e-. overlapping nodes are the same points of the electromagnetic fields in the neighboring processors. At both end of every sub-domain, we have to add additional memories to hold the boundary values from each neighboring processors. Beside that, in the main loop of UHSLO(3)-FDTD, not every node has values. Furthermore, the electric or magnetic fields needed to calculate the advance magnetic or electric field are not located side by side, but are separated by two non-value points. Hence , we have to be more careful in considering points to be communicated to the neighboring processors. To solve this problem, we propose a simple subroutine to get nodes near to both boundary that have values (Algo. 2). These values are then communicated to the neighbors. The performance of UHSLO(3)-FDTD method is analyzed by executing a one dimensional free space wave propagation problem with Gaussian pulse as the point source. We generate a Gaussian pulse at the middle of the solution domain of 2 meter with perfectly conducting boundary. The solution domain is divided into half a million grid points and the time step is fix to 250. Fig. 2 shows computation time trends for UHSLO(3)-FDTD and P-FDTD method against number of processors. Each computation time decrease as the number of processors increase. This means that more processors used, the faster the computation. In comparison between UHSLO(3)-FDTD and P-FDTD, the UHSLO(3)-FDTD compute faster than P-FDTD with the ratio of computation time of P-FDTD to UHSLO(3)-FDTD between 1.96 -2.37. We gain 48 .96% -57.80% reduction of computation time by employing the new method. Fig. 3 shows the speed-up trends for UHSLO(3)-FDTD and P-FDTD method against number of processors. From the figure, we see that UHSLO(3)-FDTD trend is more likely to be linear than the P-FDTD, especially when using 6 -8 processors. Some superlinear phenomenon has been observed for UHSLO(3)-FDTD, which exist when number of processor equal to 2 and 8 with the speed-up value of 2.02 and 8.11 respectively, but non was observed in P-FDTD. The ratio of speed-up for UHSLO(3)-FDTD to P-FDTD is between 1.03 -1. 21 . The increasing of speed-up gain by employing the new method is between 2.89 % -20 .95%. This shows that the new method achiev es greater speed-up than the P-FDTD. Fig. 4 shows the efficiency trends for UHSLO(3)-FDTD and P-FDTD method against number of processors. From the Numb er o f proc essor figure, we see that UHSLO(3)-FDTD trend is more likely to be constant than the P-FD TD, esp eciall y when using 7 -8 processors. Some very good observation with the efficiency value of 1.01 exist for UHSLO(3)-FDTD, which occur wh en number of proc essor equa l to 2 and 8, but non was observed in P-FDTD. Thi s value shows that the new method are very efficient when executed by 2 or 8 proc essors. The ratio of efficiency for UH SLO(3)-FDTD to P-FDTD is between 1.00-1.21. The increasing of efficiency gain by employing the new method is between 2.89% -20.95%. This show s that the new method has better efficiency than P-FDTD. Fig. 5 show s cost trend s for UHSLO(3)-FDTD and P-FDTD method against number of processors . From the figure , we see that UHSLO(3)-FDTD trend is mo re likely to be constant than the P-FDTD, especially when using 7 -8 processors, but both trends look stabl e. In comp arison betw een UHL SO(3)-FDTD and P-FDTD , the UHSLO(3)-FDTD have lesser cost than P-FDTD with the ratio of cost of P-FDTD to UH SLO(3)-FDTD betw een 1.96 -2.37. We gain 48.96% -57.80% reduction of cost by employing the new method.
• 
VI. CON C LUSION
The UH SLO(3)-FDTD method give us the opportunity to solve~grid point of the solution domain concurrently in the main loop of UHSLO(3)-FDTD and the remaining point only at the required tim e step. This approach will increase the speed of FDTD algorithm. The Performance of this scheme was tested for problem in one dim ensional free spac e propagation with perfectly conducting boundary condition and show s that the new method has better performance than the P-FDTD. Furthermore, the major advantages of this scheme is that it requ ires less processing time, less complexity algorithm and solve problem in solution domain concurrently. It is clearly shown that UHSLO(3)-FDTD is the best alternative amongst the methods compared for free spac e wave propagating simulation. 
