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Abstract—H-infinity filter has been widely applied in engi-
neering field, but copping with bounded noise is still an open
problem and difficult to solve. This paper considers the H-
infinity filtering problem for linear system with bounded process
and measurement noise. The problem is first formulated as a
zero-sum game where the dynamic of estimation error is non-
affine with respect to filter gain and measurement noise. A non-
quadratic Hamilton-Jacobi-Isaacs (HJI) equation is then derived
by employing a nonquadratic cost to characterize bounded noise,
which is extremely difficult to solve due to its non-affine and
nonlinear properties. Next, a reinforcement learning algorithm
based on gradient descent method which can handle nonlinearity
is proposed to update the gain of reinforcement filter, where
measurement noise is fixed to tackle non-affine property and
increase the convexity of Hamiltonian. Two examples demonstrate
the convergence and effectiveness of the proposed algorithm.
Index Terms—H-infinity filter, bounded noise, reinforcement
learning, policy iteration, zero-sum game, HJI equation.
I. INTRODUCTION
It is well known that filtering techniques are applicable
to almost all areas of engineering and science, and there is
extensive research on filtering in the field of signal processing
and control since the successful application of Kalman filter
in space projects in the 1960s [1] [2]. H-infinity filter aims to
bound the maximum of the energy gain which relates the noise
with the estimation error of a linear combination of states, i.e.,
the H∞ norm of the system [3]. In the H∞ setting, the noise is
assumed to be active, and it may seek to reduce the accuracy of
estimation; while the filter is committed to reducing estimation
error. Through this game mechanism, H∞ filter performs more
robustly when there exists uncertainty in the system compared
with Kalman filter, and it is not required to make any statistic
assumptions about process noise and measurement noise.
Basic researches for H∞ filter have been conducted in-
cluding continuous- and discrete-time cases, time-varying and
time-invariant systems, which are summarized in [3] [4]. A
Riccati equation-based approach to solving H∞ filtering in
the common case where process and measurement noise is
not energy bounded is provided in [5]. Robust H∞ estimation
guarantees that the H∞ norm of the system is below a given
attenuation level for all admissible uncertainties [6]. Efficient
linear matrix inequality (LMI) approaches are provided to
solve robust H∞ filters with uncertainties described by integral
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quadratic constraints (IQCs), which are suitable to charac-
terize other signal processing applications such as uncertain
parameters and time delays [7]. However, few studies have
address H∞ filtering problems with bounded noise, which is
a common object in engineering practice.
For nonlinear systems, a fuzzy H∞ filter relieving the ill-
conditioning caused by the interaction of slow and fast dy-
namic modes is developed in [8], where the perturbed dynamic
is described by a multimodel approach. Linear approximation
methods can be employed to design an extended robust H∞
filter [9] for general nonlinear systems with noise described by
an IQC. By embedding the unscented transform technique into
the extended H∞ filter structure, the unscented H∞ filtering
can be carried out using the statistical linear error propaga-
tion approach, which achieves not only higher accuracy, but
also robustness against model uncertainty compared with the
extended H∞ filter and the unscented Kalman filter [10].
Studies mentioned above employ LMI-based or algebraic
Riccati equation (ARE)-based approaches and linear approx-
imation methods to cope with nonlinear dynamics. Directly
dealing with nonlinear properties and bounded noise requires
further research. Reinforcement learning is an class of effective
methods to solve the optimal control problem of nonlinear
systems [11] [12]. As one of the model-based methods, policy
iteration is an iterative technique to solve HJI equation which
is a nonlinear version of ARE for solving H∞ filter and H∞
control [13] [14]. The policy iteration framework involves
two steps. Policy evaluation step evaluates the value func-
tion of given policies, and policy improvement step updates
policies by minimizing or maximizing Hamiltonian. And a
nonquadratic functional enables policy iteration to confront
control saturation in H∞ state-feedback and tracking con-
trol [13] [15]. Nevertheless, the improved policies can not
be explicitly calculated for non-affine systems, because the
minimize and maximize operations in HJI equation do not
separate out [16], which brings difficulties to algorithm design
and practical calculation.
This study presents a reinforcement H∞ filter subject to
bounded process and measurement noise. From the perspective
of control theory, the H∞ filtering problem for a linear
system can be formulated as a zero-sum game with non-
affine dynamics, but corresponding HJI equation can not be
solved by existing policy iteration methods. Inspired by our
previous work [17], a ternary policy iteration (TPI) algorithm
successfully solves it numerically, where a fixed measurement
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noise technique is used to increase the convexity of filter gain,
which also provides new ideas for handling nonlinear systems.
This paper is organized as follows. Section II describes
the H∞ filtering problem considering bounded noise. The
problem is formulated as a zero-sum game, and corresponding
nonquadratic HJI equation is derived in Section III. Section
IV shows that the solution of nonquadratic HJI equation
can degenerate into that of traditional H∞ filter. Section V
proposes the TPI algorithm. Two examples are presented in
Section VI. And Section VII gives a conclusion in the end.
Notation The notation employed throughout this study is
relatively standard. ‖x‖2 =
√
xTx denotes the 2-norm of the
vector x, and ‖x‖2Q = xTQx. ‖A‖F =
√∑m
i=1
∑n
j=1 a
2
ij is
the Frobenius norm of the matrix A ∈ Rm×n where R denotes
the set of real numbers. diag(·) refers a diagonal matrix, and
tanh−T (s) =
[
tanh−1(s1), · · · , tanh−1(sn)
] ∈ R1×n refers
a row vector where s ∈ Rn. Ex∈D [f(x)] means expectation
of f(x) defined in the set D.
II. PROBLEM DESCRIPTION
In this section, we will introduce the designing objective
of H∞ filter for linear system with bounded noise in infinite
horizon where the initial time t0 = 0. A nonquadratic function
is employed to characterize the bounded attribute of noise.
Consider the following time-invariant linear system: x˙ = Ax+Bu+ wy = Cx+ v
z = Lx
(1)
where x ∈ Rn is the state, u ∈ Rm is the control variable,
w ∈ Rn is bounded process noise and |w| ≤ w¯ ∈ Rn, y ∈ Rr
is the measurement, v ∈ Rr is bounded measurement noise
and |v| ≤ v¯ ∈ Rr, z ∈ Rs is the output to be estimated.
The aim of H∞ filter in infinite horizon is to find an estimate
zˆ of z to suppress the L2 gain with respect to noise and
estimation error below a self-defined attenuation level γ [5]∫∞
0
‖z − zˆ‖2Sdt∫∞
0
(F(w) + F(v)) dt ≤ γ
2,∀w, v (2)
where noise is depicted with nonquadratic terms [13] [15]
F(w) = 2
∫ w
0
tanh−T
(
W¯−1s
)
W¯Qds
F(v) = 2
∫ v
0
tanh−T
(
V¯ −1s
)
V¯ Rds
(3)
in which W¯ = diag(w¯) ∈ Rn×n and V¯ = diag(v¯) ∈ Rr×r,
estimation error weighting matrix S ∈ Rs×s, noise weighting
matrices Q ∈ Rn×n and R ∈ Rr×r are all symmetric positive
definite, and F(·) is a bounded even function.
Remark 1 The reason why it is called H∞ filter is that
when noise is depicted with 2-norm and S is an identity matrix
with appropriate dimension, the supremum of the above L2
gain is actually the H∞ norm of the transform function from
noise e =
[
wT vT
]T
to estimation error z˜ = z − zˆ, i.e.,
‖Tz˜e‖2∞ = sup
e
∫∞
0
‖z˜‖22dt∫∞
0
‖e‖22dt
= sup
e
∫∞
0
‖z − zˆ‖22dt∫∞
0
(‖w‖22 + ‖v‖22) dt
III. NONQUADRATIC HJI EQUATION FOR H-INFINITY
FILTER WITH BOUNDED NOISE
In this section, the filtering problem is reconsidered from
the perspective of control theory and a zero-sum game is
constructed. Then, HJI equation considering bounded noise
is derived, whose solution method will be introduced later.
A. Zero-Sum Game of Linear Estimator
Although in the traditional derivation of H∞ filter, its
specific form is not limited, the form of filter in this section
is limited to a linear one, which is the result of H∞ filter and
Kalman filter. And it has the following general expression [18]
˙ˆx = K1xˆ+Ky +K3u
where xˆ is an estimate of x, K1 ∈ Rn×n, K ∈ Rn×r and
K3 ∈ Rn×m are matrices to be designed.
Define the state estimate error as x˜ = x−xˆ, assume that the
estimation error can be maintained at zero equilibrium point
when there is no noise, i.e., when x˜ = 0, w = 0 and v = 0,
it has ˙˜x = 0. Under this requirement, the linear estimator can
be formulated as
˙ˆx = Axˆ+Bu+K(y − Cxˆ)
which has the same expression as that of H∞ filter and Kalman
filter except undetermined filter gain K.
Therefore, the dynamic of the state estimate error is
˙˜x = (A−KC)x˜+ w −Kv (4)
which is considered as the controlled system, where the pro-
cess noise w and measurement noise v of the original system
can be regarded as the noise of the new system dynamics, and
the multiplication of K and v leads to a non-affine property.
The designing objective (2) of H∞ filter is equivalent to
finding an estimate zˆ so that
max
w,v
∫ ∞
0
‖z − zˆ‖2S − γ2 (F(w) + F(v)) dt ≤ 0
Substituting z = Lx and zˆ = Lxˆ into the above integral
index yields the following value function and performance
V (x˜) = J(x˜,K, v, w) =
∫ ∞
0
l(x˜,K, v, w)dt (5)
with the utility function defined as
l(x˜,K, v, w) = ‖x˜‖2LTSL − γ2 (F(w) + F(v)) (6)
There are many filters that can attain the given attenuation
level γ. A feasible solution is to minimize the estimation error
x˜ with respect to the above performance after maximizing
noise v and w, which is equivalent to minimizing filter gain K
because it dominates the estimation error. From the perspective
of game theory, it can be formulated as a differential game
V ∗(x˜) = min
K
max
w,v
J(x˜,K, v, w)
s.t. ˙˜x = (A−KC)x˜+ w −Kv (7)
where V ∗(x˜) is the optimal value function. The filter gain and
noise are placed in opposite positions so that one loses what
the other gains in its performance. Thus, it is a zero-sum game.
B. Nonquadratic HJI Equation Considering Bounded Noise
A necessary condition for the existence of the unique
solution to the above zero-sum game is Nash condition [19]
min
K
max
w,v
J(x˜,K, v, w) = max
w,v
min
K
J(x˜,K, v, w)
Take partial derivative of the initial time t0 = 0 on both
sides of value function (5), and obtain the Bellman equation
about Hamiltonian
H
(
x˜,K, v, w,
∂V (x˜)
∂x˜
)
= ‖x˜‖2LTSL − γ2F(w)
−γ2F(v) + ∂V (x˜)
∂x˜T
((A−KC)x˜+ w −Kv) = 0
(8)
Then, a necessary condition for Nash condition is Isaacs
condition [19], which can be regarded as an extension of
Pontryagin maximum principle, i.e.
min
K
max
w,v
H
(
x˜,K,v,w,
∂V(˜x)
∂x˜
)
=max
w,v
min
K
H
(
x˜,K,v,w,
∂V(˜x)
∂x˜
)
Substituting the saddle point into the Bellman equation (8)
yields the HJI equation which should be a partial differential
equation about the optimal value function V ∗(x˜)
min
K
max
w,v
H
(
x˜,K, v, w,
∂V ∗(x˜)
∂x˜
)
= 0 (9)
Apply stationary conditions ∂H/∂w = 0, ∂H/∂v = 0 and
∂H/∂K = 0 to the HJI equation (9) to obtain the expressions
of the worst-case noise and the optimal filter gain
w∗ = W¯ tanh
(
1
2γ2
(QW¯ )−1
∂V ∗(x˜)
∂x˜
)
v∗ = −V¯ tanh
(
1
2γ2
(RV¯ )−1K∗T
∂V ∗(x˜)
∂x˜
)
∂V ∗(x˜)
∂x˜T
(Cx˜+ v∗)T = 0
(10)
where w∗ and v∗ are bounded by boundary values w¯ and v¯
according to the nature of hyperbolic tangent function tanh(·).
Note that v∗ is not only a function of V ∗(x˜) but also
K∗, and K∗ itself has no specific expression. In order to
find the expression of K∗ and increase its convexity, fix the
noise v(K) = −V¯ tanh
(
1
2γ2 (RV¯ )
−1KT ∂V (x˜)∂x˜
)
in the HJI
equation and derive the nonquadratic HJI equation as follows
min
K
max
w
H
(
x˜,K, v(K), w,
∂V ∗(x˜)
∂x˜
)
= 0 (11)
which is the key to cope with bounded noise and employs
nonquadratic terms (3).
In the next section, we will show that it is an extension
of the traditional solution method of H∞ filter, and we will
present a policy iteration algorithm to solve the nonquadratic
HJI equation in a numerical way in Section V.
IV. DEGENERATE INTO TRADITIONAL METHODS
REGARDLESS OF THE BOUNDED PROPERTY OF NOISE
In the setting of traditional H∞ filter, the nonquadratic terms
used to depict noise are replaced by 2-norm terms. Therefore,
the designing objective is to find an estimate zˆ so that
max
w,v
∫ ∞
0
‖z − zˆ‖2S − γ2
(
‖w‖2Q−1 + ‖v‖2R−1
)
dt ≤ 0
Remark 2 Note that v = y − Cx, the zero-sum game
applied to solve traditional H∞ filter is defined as
min
xˆ
max
w,y
∫ ∞
0
‖x− xˆ‖2LTSL − γ2
(
‖w‖2Q−1 + ‖v‖2R−1
)
dt
s.t. x˙ = Ax+Bu+ w
where the optimization order of xˆ, y and w may affect the
solution result of the game problem [4]. Generally, maximize
the process noise w first to obtain the worst-case process noise
w∗ and corresponding state trajectory x∗, which is “the most
difficult” one to estimate. Then, w∗ and x∗ are used to perform
minimax optimization with respect to state estimation xˆ and
measurement y to obtain an estimator which is a function of
measurement y [5].
Similar to the previous section, Isaacs condition still holds.
The Bellman equation can be written as
H
(
x˜,K, v, w,
∂V (x˜)
∂x˜
)
= ‖x˜‖2LTSL − γ2‖w‖2Q−1
−γ2‖v‖2R−1 +
∂V (x˜)
∂x˜T
((A−KC)x˜+ w −Kv) = 0
(12)
and the corresponding HJI equation is the same as that in (9).
For the HJI equation, applying stationary conditions
∂H/∂w = 0, ∂H/∂v = 0 and ∂H/∂K = 0 gives
w∗ =
1
2γ2
Q
∂V ∗(x˜)
∂x˜
v∗ = − 1
2γ2
RK∗T
∂V ∗(x˜)
∂x˜
∂V ∗(x˜)
∂x˜T
(Cx˜+ v∗)T = 0
(13)
where w∗ and v∗ satisfy the saddle point condition because
their second-order partial derivatives are negative definite.
Similarly, the above formula only gives a relationship
between v∗ and K∗, and the filter gain K∗ is not a local
minimum with respect to Hamiltonian because its second-
order partial derivative is not positive.
By substituting w∗ and v∗ into (12) and analyzing the struc-
ture of the obtained Hamiltonian H
(
x˜,K, v∗, w∗, ∂V (x˜)∂x˜
)
, it
can be inferred that V ∗(x˜) is a quadratic form of x˜. So the
optimal value function is set as
V ∗(x˜) = γ2x˜TP−1x˜ (14)
where P−1 is positive definite. Then, the worst-case noise w∗
and v∗ can be rewritten as
w∗ = QP−1x˜
v∗ = −RK∗TP−1x˜ (15)
Algorithm 1 Ternary Policy Iteration for H∞ Filter
Input: Initial parameters of neural networks
Parameter: Learning rates of value function, filter gain and
process noise are αω , αθ and αη
Output: Gain K(θ) of filter
Let k = 0.
0. Generate dataset D by applying K(θk) and w(x˜; ηk) to
multiple agents
1. Given filter gain K(θk) and process noise w(x˜; ηk),
update value function
ωk+1 = ωk − αω ∂Lω(ω
k, θk, ηk)
∂ωk
2. Fix measurement noise v(x˜; θk), update gain and process
noise
θk+1 = θk − αθ ∂Lθ(ω
k+1, θk, ηk)
∂θk
ηk+1 = ηk − αη ∂Lη(ω
k+1, θk, ηk)
∂ηk
3. Go back to 0 and k ← k + 1
In order to derive the optimal gain K∗ and ensure that
its second-order partial derivative is positive, fix the mea-
surement noise v(K) = −RKTP−1x˜. Substitute v(K) and
value function (14) into (12). Then, the obtained Hamiltonian
H (x˜,K, v(K), w, P ) is a quadratic function relating to filter
gain K. Reapply stationary condition ∂H/∂K = 0 and note
the positive definiteness of P−1, one can get the optimal gain
K∗ = PCTR−1 (16)
Suppose there is a small disturbance α∆K at K∗, the
corresponding Hamiltonian can be derived as
H (x˜,K∗ + α∆K, v(K∗ + α∆K), w, P )
= H (x˜,K∗, v(K∗), w, P ) + α2γ2
∥∥∆KTP−1x˜∥∥2
R
which means K∗ is a local minimum and satisfies the saddle
point condition.
Finally, substituting (14)–(16) into (12) and multiplying
both sides by positive definite matrix P gives
AP + PAT +Q− P (CTR−1C − γ−2LTSL)P = 0 (17)
which is exactly the game algebraic Riccati equation (GARE).
Therefore, K∗ is the gain of H∞ filter, and the solving process
mentioned in the previous section can be regarded as an
extension of the traditional solution method of H∞ filter.
V. TERNARY POLICY ITERATION ALGORITHM FOR
H-INFINITY FILTER
In the previous section, we have derived a nonquadratic HJI
equation corresponding to H∞ filter subject to bounded noise,
which is a nonlinear partial differential equation. Its analytical
solution is difficult to find. Inspired by our previous work [17]
in optimal control, a ternary policy iteration (TPI) algorithm is
Gain
Noise
Update D
Value Function
𝜂 ← 𝜂 − 𝛼𝜂
𝜕𝐿𝜂
𝜕𝜂
 
𝜃 ← 𝜃 − 𝛼𝜃
𝜕𝐿𝜃
𝜕𝜃
 
𝜔 ← 𝜔 − 𝛼𝜔
𝜕𝐿𝜔
𝜕𝜔
 
𝒟 
min
𝐾
max
𝑤
𝐻  𝑥 ,𝐾,𝑣 𝐾 ,𝑤,
𝜕𝑉∗ 𝑥  
𝜕𝑥 
 = 0 
𝑣 𝐾  
Fig. 1. Ternary Policy Iteration Algorithm
proposed to solve the HJI equation resulting in reinforcement
filter. Neural networks are employed to approximate value
function, gain and noise to improve approximation abilities
and avoid spending time in designing features like polynomial
bases. An inner-loop iteration to evaluate the value function of
given filter gain and noise is removed to reduce calculations.
Besides, this method can deal with bounded noise and has the
potential to handle non-affine or nonlinear systems.
The proposed TPI algorithm contains three updating phases
and three relevant loss functions with three approximate net-
works named value network V (x˜;ω), gain network K(θ) and
noise network w(x˜; η), whose parameters are denoted as ω, θ
and η. Substituting networks and the fixed measurement noise
v(x˜; θ) = −V¯ tanh
(
1
2γ2
(RV¯ )−1KT (θ)
∂V (x˜)
∂x˜
)
to Hamiltonian (8) or (12) gives the approximate Hamiltonian
H(x˜, θ, η, ω) = l(x˜,K(θ), v(x˜; θ), w(x˜; η))
+
∂V (x˜;ω)
∂x˜T
((A−K(θ)C)x˜+ w(x˜; η)−K(θ)v(x˜; θ))
which is utilized to construct three loss functions to update
parameters of approximate networks.
Different from other policy iteration algorithms, TPI only
updates parameters once in each phase of an iteration by
gradient descent (GD) method to decrease designed loss func-
tions. The pseudo-code of the TPI algorithm is presented in
Algorithm 1, and corresponding iteration procedure is shown
in Fig. 1. The specific operations of each phase are as follows.
1) Value Function Update Phase
In policy evaluation step of traditional policy iteration
algorithm, value function is updated to evaluate given filter
gain and noise by solving the Bellman equation (8) or (12) for
all states in entire state set Ω. In order to reduce the amount
of calculation in our value function update phase, first define
the value loss function on the subset D ⊂ Ω we care about
Lω
(
ωk, θk, ηk
)
= Ex˜∈D
[∣∣H(x˜, θk, ηk, ωk)∣∣]
where D is generated and refreshed by multiple agents.
The parameters of value function is revised by GD method
to make the expectation of Hamiltonian on the subset D
gradually tend to zero instead of letting the Bellman equation
(8) or (12) always hold in Ω.
ωk+1 = ωk − αω ∂Lω(ω
k, θk, ηk)
∂ωk
(18)
Although the measurement noise v has a term of value
function, v is regarded as a constant in value loss function
whose gradient about ωk is not calculated.
2) Gain Update Phase
In existing dynamic programming methods, policy improve-
ment is completed by explicitly minimizing Hamiltonian after
policy evaluation. But this may not suitable for general non-
affine systems and complex utilities like the nonquadratic
one (6) considering bounded noise. In order to simplify the
calculation of the minimum value, define the gain loss function
analogous to the value loss function as
Lθ
(
ωk+1, θk, ηk
)
= Ex˜∈D
[
H(x˜, θk, ηk, ωk+1)
]
Then, the parameters of filter gain is revised by decreas-
ing the expectation of Hamiltonian to cope with non-affine
property and complex utility function
θk+1 = θk − αθ ∂Lθ(ω
k+1, θk, ηk)
∂θk
(19)
Because the parameters of filter gain is included in the ex-
pression of the fixed measurement noise v(x˜; θk), its gradient
about θk should be reflected in the gradient descent process.
3) Noise Update Phase
Contrary to the optimization direction of gain update phase,
the objective of noise update phase is to gradually increase the
expectation of Hamiltonian, i.e.
ηk+1 = ηk − αη ∂Lη(ω
k+1, θk, ηk)
∂ηk
(20)
where the noise loss function is defined as
Lη
(
ωk+1, θk, ηk
)
= Ex˜∈D
[−H(x˜, θk, ηk, ωk+1)]
which is the opposite number of gain loss function resulting
in an synchronous updating algorithm.
VI. ILLUSTRATIVE EXAMPLES
In this section, the proposed TPI method is first applied
to a linear system to show that it converges to the optimal
solution to H∞ filter. Then, it is tested on a setting of bounded
noise to verify its effectiveness. The dynamics employed is the
following bicycle model with two degrees of freedom:
x˙ =
[
kf+kr
mu
akf−bkr
mu2 − 1
akf−bkr
Izz
a2kf+b
2kr
uIzz
]
x+
[
− kfmu
−akfIzz
]
δ + w
y =
[
kf+kr
m
akf−bkr
mu
0 1
]
x+
[
−kfm
0
]
δ + v
z =
[
1 0
0 1
]
x
(21)
Fig. 2. Relative errors of the weights of networks
where x = [β ωr]
T is the state of the system, y = [ay ωr]
T
is the measurement output, z is the objective output, β is
the sideslip angle of the center of gravity (CG), ωr is the
yaw rate, ay is the lateral acceleration, the control variable
δ is steering angle which is not related to noise and can be
obtained directly, and w and v are process and measurement
noise. Other parameters can be found in [17] except that the
longitudinal velocity u is set as 20 m/s.
A. Not Involving the Bounded Property of Noise
Set value network as V (x˜;ω) = x˜TP−1x˜ = ωTσ(x˜), gain
network as K(θ) = θ, noise networks as w(x˜; η) = ηT x˜ and
v(x˜; θ) = − 12γ2RKT (θ)∂V (x˜)∂x˜ , where the feature function and
weights of networks are
σ(x˜) =
[
x˜21 x˜1x˜2 x˜
2
2
]T
ω ∈ R3×1, θ ∈ R2×2, η ∈ R2×2 (22)
In the utility function l(x˜,K, v, w), set Q = 20I , R = 10I ,
S = I and γ = 1. Then, the corresponding GARE (17) can
be solved directly, and the real values of the weights of value
network and gain network can be obtained:
ω∗ = [8.8898 − 0.1247 0.5225]T
θ∗ =
[ −1.3646 0.0013
0.0367 0.1916
]
Define the relative errors of the weights of value network
and gain network as
eω =
‖ω − ω∗‖2
‖ω∗‖2
eθ =
‖θ − θ∗‖F
‖θ∗‖F
(23)
Set the number of agents as 64, the initial learning rate of
all networks is 0.05. Gradually reducing learning rates during
learning process can greatly reduce the relative errors. As
shown in Fig. 2 averaged over 10 runs, the relative errors of
weights are reduced to around 10−3 after 25000 iterations. As
a result, the TPI algorithm converges to the optimal solution
to H∞ filter for the linear system.
TABLE I
COMPARISON OF FILTERING EFFECT WITH BOUNDED NOISE
Noise Reinforcement Filter H∞ Filter Kalman Filter
X RMSβ RMSωr RMSβ RMSωr RMSβ RMSωr
U(0, 1) 2.157 28.99 2.472 29.30 2.166 27.52
Beta(2, 2) 1.675 22.23 1.909 22.65 1.675 21.48
Triang(0,1,0.6) 1.609 30.79 1.834 30.30 1.632 33.40
Beta(4, 2) 2.662 116.5 3.008 112.6 3.034 136.5
B. Considering the Bounded Property of Noise
Utilize the linear plant (21) with bounded noise, where
|w1| ≤ 0.01, |w2| ≤ 0.05, |v1| ≤ 0.01 and |v2| ≤ 0.05.
In the utility function of reinforcement filter, set Q = 0.2I ,
R = 0.1I , S = I and γ = 1, which ensures that the
magnitude of noise terms is the same as that in the previous
example. Gain network is also set as K(θ) = θ, and 3-layer
fully connected networks are employed to approximate value
function and process noise, where both of networks consist of
64 neurons per layer, the activation function of the first two
layers is SELU, and the activation function of the last layer is
Tanh. The learning rate of three networks is 10−2, and Adam
method is implemented to update parameters of networks.
Use the estimated and true values of the state to define the
root mean square (RMS) of state estimation error as follows
RMSβ = 10
4
√∫ T
0
(βˆ(t)− β(t))2dt
RMSωr = 10
4
√∫ T
0
(ωˆr(t)− ωr(t))2 dt
(24)
Set steering angle as δ(t) = 0.5pi180 sin(
2
3pit). Apply different
filters to repeat filtering test 100 times under different bounded
noise distributions wi = 2w¯iX−w¯i and vi = 2v¯iX−v¯i, where
X ∈ [0, 1] is a random variable, Kalman filter employs the true
covariance matrix of noise, the duration of each test is 25 s and
sampling frequency is 200 Hz. Corresponding average value
of RMS of state estimation error is summarized in Table I.
It can be found that for the first two distributions, the
filtering effect of Kalman filter is better than the other two
filters because Kalman filter is the best linear estimation for
zero-mean noise [1]. However, for the noise with non-zero
mean, the effect of reinforcement filter solved by the TPI
algorithm is superior to Kalman filter, and its effect is slightly
better than that of H∞ filter. Therefore, the effectiveness of
the proposed filter against bounded noise has been validated.
VII. CONCLUSIONS
Reinforcement solutions to H∞ filter copping with bounded
noise are presented in this study. A ternary policy iteration
algorithm with three updating phases and three networks is
proposed to solve the nonquadratic HJI equation matched
with reinforcement filter. Measurement noise is fixed in the
updating process to enlarge the convexity with respect to
filter gain, which handles the non-affine property of dynamics
and nonquadratic utility depicting bounded noise. The first
illustrative example verifies the convergence of the proposed
algorithm compared with the gain matrix of H∞ filter. The
second example demonstrates the effectiveness and accuracy
of the reinforcement filter when considering bounded noise.
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