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Abstract
The aim of this paper is to investigate strong convergence of modified truncated
Euler-Maruyama method for neutral stochastic differential delay equations introduced
in Lan (2018). Strong convergence rates of the given numerical scheme to the exact
solutions at fixed time T are obtained under local Lipschitz and Khasminskii-type
conditions. Moreover, convergence rates over a time interval [0, T ] are also obtained
under additional polynomial growth condition on g without the weak monotonicity
condition (which is usually the standard assumption to obtain the convergence rate).
Two examples are presented to interpret our conclusions.
MSC 2010: 60H10, 65C30, 65L20.
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1 Introduction
Let (Ω,F , {Ft}t≥0, P ) be a complete filtered probability space satisfying usual conditions
(i.e. {Ft}t≥0 is right continuous and F0 contains all P -null sets). Consider the following
neutral stochastic differential delay equations (short for NSDDEs)
d(x(t)−D(x(t− τ)) = f(x(t), x(t− τ))dt + g(x(t), x(t− τ))dBt (1.1)
on t ≥ 0 with initial value {x(θ) : −τ ≤ θ ≤ 0} = ξ ∈ Cb
F0
([−τ, 0],Rd) (the fam-
ily of all F0 measurable bounded C([−τ, 0],Rd)-valued random variables), for any ξ ∈
Cb
F0
([−τ, 0],Rd), p ≥ 1 define ||ξ||p = (E(sup−τ≤θ≤0 |ξ(θ)|p))
1
p , {Bt, t ≥ 0} is an n-dimensional
standard Ft-Brownian motion, D : x ∈ Rd 7→ D(x) ∈ Rd, f : (x, y) ∈ Rd × Rd 7→ f(x, y) ∈
R
d and g : (x, y) ∈ Rd × Rd 7→ g(x, y) ∈ Rd ⊗ Rn are measurable functions.
∗Supported by Natural Science Foundation of China (NSFC 11601025).
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Recently, such neutral stochastic differential delay equations (short for NSDDEs) have
been found more and more applications in many fields such as control theory, electrody-
namics, biomathematics and so on. However, most NSDDEs can not be solved explicitly
except some special ones. Thus numerical methods for NSDDEs (1.1) have been playing
more and more important roles.
The convergence of the numerical methods for NSDDEs (1.1) have been discussed inten-
sively by many researchers, for example, Gan et. al [4] investigated mean square convergence
of stochastic θ method under global Lipschitz condition, [17] studied Mean square conver-
gence of one-step methods under the same assumptions, [13] considered convergence in prob-
ability of the backward Euler approximate solution for a class of stochastic differential equa-
tions with constant delay, Zhang et.al considered strong convergence of the partially trun-
cated Euler-Maruyama method for a class of stochastic differential delay equations in [18],
there are also many other literatures concerning with this topic, see e.g. [2, 6, 11, 12, 19, 20].
Recently, in [9], Mao developed a new explicit numerical simulation method, called trun-
cated EM method. Strong convergence theory were established there under local Lipschitz
condition plus the Khasminskii-type condition. And then he obtained sufficient conditions
for the strong convergence rate of it in [10]. Motivated by these two works, Lan and Xia
introduced in [8] modified truncated Euler-Maruyama (MTEM) method and obtained the
strong convergence rate under given conditions. Then in [7], the author generalized the
MTEM method from SDEs cases to the NSDDEs cases and obtain asymptotic exponen-
tial stability of it under given conditions. However, the strong convergence of the MTEM
method is still not known, which is the main topic of this paper.
Although strong convergence of the given numerical methods are considered in many
papers such as [1, 2, 4, 9, 16, 17] and so on, the convergence rates are not known. Some
other papers considered strong convergence rates of the given numerical methods under
weak monotonicity condition. For example, in Guo et al [3], Assumption 5.1 is necessary to
obtain the convergence rate of the truncated EM method at fixed time T , in Tan and Yuan
[14], A8 is needed to obtain the convergence rate of the truncated EM method over a time
interval [0, T ], for the weak monotonicity, one can also see [10, 8, 15] and so on. In this paper,
we will consider the strong convergence rates of MTEM methods to exact solutions both at
fixed time T and over a time interval [0, T ] without such weak monotonicity conditions.
The organization of the paper is as the following. In Section 2, the MTEM method for
NSDDE is introduced, and main results are presented. In Section 3, some useful lemmas
are presented to prove the convergence theorems. In Section 4, convergence rates at fixed
time T are obtained. The convergence rates over the time interval [0, T ] will be proved with
additional polynomial growth condition on g in Section 5. Then in Section 6, two examples
are presented to interpret the Theorems. We will conclude our paper in Section 7.
2 The settings and main results
Assume that both the coefficients f and g in (1.1) are locally Lipschitz continuous, that is,
for each R there is LR > 0 (depending on R) such that
|f(x, y)− f(x¯, y¯)| ∨ |g(x, y)− g(x¯, y¯)| ≤ LR(|x− x¯|+ |y − y¯|) (2.1)
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for all |x| ∨ |y| ∨ |x¯| ∨ |y¯| ≤ R > 0. Here the norm of a matrix A is denoted by |A| =√
trace(ATA).
Assume also that there is a positive constant u ∈ (0, 1) such that
|D(x)−D(y)| ≤ u|x− y|, ∀x, y ∈ Rd (2.2)
It is well known that there is a unique strong solution (might explode at finite time) to
equation (1.1) under conditions (2.1) and (2.2), see e.g. [12].
As interpreted in [8], we can always choose ∆∗ > 0 small enough and a strictly positive
decreasing function h : (0,∆∗]→ (0,∞) such that
lim
∆→0
h(∆) =∞ and lim
∆→0
L4h(∆)∆ = 0. (2.3)
For any ∆ ∈ (0,∆∗), we define the the modified truncated function of f as the following:
f∆(x, y) =
{
f(x, y), |x| ∨ |y| ≤ h(∆),
|x|∨|y|
h(∆)
f
(
h(∆)
|x|∨|y|
(x, y)
)
, |x| ∨ |y| > h(∆). (2.4)
g∆ is defined in the same way as f∆. Here f(a(x, y)) ≡ f(ax, ay) for any a ∈ R, x, y ∈ Rd.
It is obvious that the functions f∆ and g∆ defined above are different from the truncated
functions defined in [3].
We have defined the discrete MTEM method in [7]. However, we recall it here for readers’
convenience.
Let ∆ be a stepsize such that τ = m∆ for some positive integer m. Then by using f∆
and g∆, we can define the MTEM method Xk of (1.1) as the following:
Xk+1 −D(Xk+1−m) = Xk −D(Xk−m) + f∆(Xk, Xk−m)∆
+ g∆(Xk, Xk−m)∆Bk, k = 0, 1, 2, · · · ,
Xk = ξ(k∆), k = −m,−m + 1, · · · , 0.
(2.5)
Here ∆Bk = B((k+1)∆)−B(k∆) is the increment of the n-dimensional standard Brownian
motion.
The two versions of the continuous-time MTEM solutions are defined as the following:
x¯∆(t) =
∞∑
k=−m
Xk1[k∆,(k+1)∆)(t), t ≥ −τ, (2.6)
and x∆(t) = ξ(t), t ∈ [−τ, 0],
x∆(t) = D(x¯∆(t− τ)) + ξ(0)−D(ξ(−τ)) +
∫ t
0
f∆(x¯∆(s), x¯∆(s− τ))ds
+
∫ t
0
g∆(x¯∆(s), x¯∆(s− τ))dB(s), t ≥ 0.
(2.7)
Obviously, x∆(k∆) = x¯∆(k∆) = Xk for all k ≥ 0.
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To study the strong convergence of continuous version of MTEM (2.7), let us first consider
the following condition:
Assume that there exist positive constants K and p > 2 such that
2〈x− aD(1
a
y), f(x, y)〉+ (p− 1)|g(x, y)|2 ≤ K(1 + |x|2 + |y|2) (2.8)
holds for all x, y ∈ Rd, a ∈ (0, 1].
Notice that when a = 1, (2.8) reduces to the well known Khasminskii condition
2〈x−D(y), f(x, y)〉+ (p− 1)|g(x, y)|2 ≤ K(1 + |x|2 + |y|2). (2.9)
Suppose for fixed ∆ (τ = m∆) the initial value ξ satisfies
E sup
−m≤k≤−1
sup
k∆≤s≤(k+1)∆
|ξ(s)− ξ(k∆)|q ≤ Kˆ∆ q2 (2.10)
for 2 < q < p.
Now we are ready to state our first result on the strong convergence rate for MTEM
method at fixed time T.
Theorem 2.1 Assume that (2.1), (2.2), (2.8) and (2.10) hold for some 2 < q < p. If there
exist 0 < ∆0 (≤ ∆∗) and h(∆) such that (2.3) and
h(∆) ≥ (L2qh(∆)∆
q
2 )−
1
p−q (2.11)
holds for any ∆ ≤ ∆0, then the continuous-time MTEM methods satisfy
E|x(T )− x∆(T )|q ≤ C(q, T )L2qh(∆)∆q/2 and E|x(T )− x¯∆(T )|q ≤ C(q, T )L2qh(∆)∆q/2. (2.12)
For the convergence rates over the time interval [0, T ], we have to introduce an additional
assumption.
Suppose there exist r ≥ 2 and K¯ > 0 such that
|g(x, y)|2 ≤ K¯(1 + |x|r + |y|r), ∀x, y ∈ Rd. (2.13)
Theorem 2.2 Assume that all conditions in Theorem 2.1 hold. If (2.13) holds for some r
satisfies 2 ≤ r < p− 2 and 2 < q ≤ p− r then there exists C(q, T ) (independent of ∆) such
that
E sup
0≤t≤T
|x(t)− x∆(t)|q ≤ C(q, T )L2qh(∆)∆q/2 (2.14)
and if further 2 < q < 4, then
E sup
0≤t≤T
|x(t)− x¯∆(t)|q ≤ C(q, T )Lqh(∆)∆q/2−1. (2.15)
Remark 2.3 In [3], the authors considered strong convergence of the truncated EM method
for SDDEs. However, they only obtained the strong convergence rate at fixed time T , while
the strong convergence rate over a time interval [0, T ] is not considered. Moreover, the
weak monotonicity condition is needed (see Assumption 5.1 in [3]). In [14], the authors
obtained the strong convergence rate over a time interval [0, T ], but they also need the weak
monotonicity condition A8 (similar to Assumption 5.1 in [3]). We only need the local
Lipschitz condition (2.1), Khasminskii-type condition (2.8) and (2.13) to make sure the
numerical scheme x∆(t) strongly converges to x(t) on [0, T ] in the sense (2.14) with the rate
C(q, T )L2qh(∆)∆
q/2.
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3 Some useful lemmas
Lemma 3.1 Suppose the local Lipschitz condition (2.1) holds. Then for any fixed ∆ > 0,
|f∆(x, y)− f∆(x¯, y¯)| ∨ |g∆(x, y)− g∆(x¯, y¯)| ≤ 5Lh(∆)(|x− x¯|+ |y − y¯|) (3.1)
for any x, y, x¯, y¯ ∈ Rd.
For the proof, see [7] Lemma 3.1.
Lemma 3.2 For ∆ small enough, condition (2.8) implies
2〈x−D(y), f∆(x, y)〉+ (p− 1)|g∆(x, y)|2 ≤ 2K(1 + |x|2 + |y|2) (3.2)
for any x, y ∈ Rd.
Proof On one hand, (3.2) holds naturally by (2.8) and the definitions of f∆ and g∆ if
|x| ∨ |y| ≤ h(∆).
On the other hand, if |x| ∨ |y| > h(∆), then
2〈x−D(y), f∆(x, y)〉+ |g∆(x, y)|2 = 2
〈
x−D(y), |x|∨|y|
h(∆)
f
(
h(∆)
|x|∨|y|
x,
h(∆)
|x|∨|y|
y
)〉
+ |x|
2∨|y|2
h2(∆)
∣∣∣g ( h(∆)|x|∨|y|x, h(∆)|x|∨|y|y)∣∣∣2
= 2〈x−D(y), 1
a
f(ax, ay)〉+ 1
a2
|g(ax, ay)|2
= 1
a2
(2〈ax− aD(ay
a
), f(ax, ay)〉+ |g(ax, ay)|2)
where a = h(∆)
|x|∨|y|
. Since h(∆) ≥ 1 for sufficiently small ∆, then by using (2.8), it follows
that
2〈x−D(y), f∆(x, y)〉+ |g∆(x, y)|2 ≤ 1a2 ·K(1 + |ax|2 + |ay|2)
= K1(|x|
2+|y|2)
h2(∆)
+K(|x|2 + |y|2)
≤ 2K(1 + |x|2 + |y|2)
as required. 
Now let us state the following two important lemmas. First, we have
Lemma 3.3 Under conditions (2.1), (2.2) and (2.8), the NSDDE (1.1) has a unique global
solution x(t) and, moreover, there exists constant C(p, T ) (independent of ∆) such that
sup
0≤t≤T
E|x(t)|p ≤ C(p, T ) <∞, ∀T > 0.
If we define the stopping time
τR = inf{t ≥ 0, |x(t)| ≥ R}, inf ∅ =∞,
then for any T > 0,
P (τR ≤ T ) ≤ C
Rp
.
5
Proof By Itoˆ’s formula, we have
E|x(t)−D(x(t− τ))|p ≤ E|ξ(0)−D(ξ(−τ))|p + pE
∫ t
0
|x(s)−D(x(s− τ))|p−2
× F (x(s), x(s− τ))ds,
where F (x, y) = 〈x−D(y), f(x, y)〉+ p−1
2
|g(x, y)|2.
Then by (2.8), it follows that
E|x(t)−D(x(t− τ))|p
≤ E|ξ(0)−D(ξ(−τ))|p + pKE
∫ t
0
|x(s)−D(x(s− τ))|p−2
× (1 + |x(s)|2 + |x(s− τ)|2)ds
≤ E|ξ(0)−D(ξ(−τ))|p + pKE
∫ t
0
(1 + |x(s)−D(x(s− τ))|p)ds
+ pKE
∫ t
0
[
p− 2
p
|x(s)−D(x(s− τ))|p + |x(s)|p + |x(s− τ)|p
]
ds.
We have used Young’s inequality in the last inequality.
Thus
E|x(t)−D(x(t− τ))|p ≤ E|ξ(0)−D(ξ(−τ))|p + pKT + pK||ξ||pp
+ (2p− 2)KE
∫ t
0
|x(s)−D(x(s− τ))|pds
+ 2pKE
∫ t
0
|x(s)|pds.
≤ E|ξ(0)−D(ξ(−τ))|p + pKT + pK(1 + 2pup)||ξ||pp
+ [(2p− 2)K(1 + pu2) + 2pK]E
∫ t
0
|x(s)|pds.
Then we have
sup
0≤s≤t
E|x(s)−D(x(s− τ))|p ≤ E|ξ(0)−D(ξ(−τ))|p + pKT + pK(1 + 2pup)||ξ||pp
+ [(2p− 2)K(1 + pu2) + 2pK]
∫ t
0
sup
0≤r≤s
E|x(r)|pds.
(3.3)
On the other hand, for any c > 0,
sup
0≤s≤t
E|x(s)|p ≤ (1 + c)p−1 sup
0≤s≤t
E|x(s)−D(x(s− τ))|p
+ (
1 + c
c
)p−1up(||ξ||pp + sup
0≤s≤t
E|x(s)|p).
(3.4)
Since 0 < u < 1, then we can take c large enough such that (1+c
c
)p−1up < 1. So
sup
0≤s≤t
E|x(s)|p ≤ (1 + c)
p−1 sup0≤s≤t E|x(s)−D(x(s− τ))|p + (1+cc )p−1up||ξ||pp
1− (1+c
c
)p−1up
. (3.5)
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Gronwall lemma and (3.3) and (3.5) imply that
sup
0≤t≤T
E|x(t)|p ≤ C(p, T ),
as required.
Now let us prove
P (τR ≤ T ) ≤ C
Rp
.
Since
E|x(t ∧ τR)|p ≥ RpP (τR ≤ T ),
so we only need to prove
sup
0≤t≤T
E|x(s ∧ τR)|p ≤ C. (3.6)
As in the above proof, we have
sup
0≤s≤t
E|y(s ∧ τR)|p ≤ E|ξ(0)−D(ξ(−τ))|p + pKT + pK(1 + 2pup)||ξ||pp
+ [(2p− 2)K(1 + pu2) + 2pK]
∫ t
0
sup
0≤r≤s
E|x(r ∧ τR)|pds,
(3.7)
where y(s ∧ τR) = x(s ∧ τR)−D(x(s ∧ τR − τ)) and
sup
0≤s≤t
E|x(s ∧ τR)|p ≤
(1 + c)p−1 sup0≤s≤t E|y(s ∧ τR)|p + (1+cc )p−1up||ξ||pp
1− (1+c
c
)p−1up
. (3.8)
Gronwall lemma, (3.7) and (3.8) yield the required (3.6). 
As a similar result of Lemma 3.3, we have the following moment property for the MTEM
method (2.7).
Lemma 3.4 Assume that (2.1), (2.2) and (2.8) hold for p > 2. Then there exist 0 <
∆0 ≤ ∆∗ and a constant C(p, T ) > 0 (independent of ∆) such that for any ∆ ∈ (0,∆0], the
MTEM method (2.7) satisfies
sup
0<∆≤∆0
sup
0≤t≤T
E|x∆(t)|p ≤ C(p, T ) <∞, ∀T > 0. (3.9)
Define the stopping time
ρ∆,R = inf{t ≥ 0, |x∆(t)| ≥ R}.
Then for any R > |x0| and ∆ ∈ (0,∆∗) (∆∗ small enough), we have
P (ρ∆,R ≤ T ) ≤ C
Rp
. (3.10)
Proof Let us first prove (3.9).
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Denote y∆(t) = x∆(t)−D(x¯∆(t− τ)), y¯∆(t) = x¯∆(t)−D(x¯∆(t− τ)). By Itoˆ formula and
Lemma 3.2, for any 0 ≤ t ≤ T,
E(|y∆(t)|p)
≤ |y∆(0)|p + p
2
E
∫ t
0
|y∆(s)|p−2(2〈y¯∆(s), f∆(x¯∆(s), x¯∆(s− τ))〉
+ (p− 1)|g∆(x¯∆(s), x¯∆(s− τ))|2)ds
+ pE
∫ t
0
|y∆(s)|p−2〈x∆(s)− x¯∆(s), f∆(x¯∆(s), x¯∆(s− τ))〉ds
≤ |y∆(0)|p + p
2
E
∫ t
0
|y∆(s)|p−2 · 2K(1 + |x¯∆(s)|2 + |x¯∆(s− τ)|2)ds
+ pE
∫ t
0
|y∆(s)|p−2|x∆(s)− x¯∆(s)| · (5Lh(∆)(|x¯∆(s)|+ |x¯∆(s− τ)|) + |f(0, 0)|)ds
≤ |x0|p + CpE
∫ t
0
(1 + |y∆(s)|p + |x¯∆(s)|p)ds
+ CpE
∫ t
0
(|y∆(s)|p + Lph(∆)|x∆(s)− x¯∆(s)|p + |x¯∆(s)|p + |x¯∆(s− τ)|p)ds
+ Cp|f(0, 0)|E
∫ t
0
(1 + |y∆(s)|p + |x∆(s)− x¯∆(s)|p)ds
≤ Cp + CpE
∫ t
0
|y∆(s)|pds+ CpE
∫ t
0
sup
0≤r≤s
E|x¯∆(r)|pds
+ (CpL
p
h(∆) + 1)
∫ t
0
sup
0≤r≤s
E|x∆(r)− x¯∆(r)|pds.
Notice that for any 0 ≤ s ≤ t, there exists k ≤ [ t
∆
] such that k∆ ≤ s < (k + 1)∆. Thus
x∆(s)− x¯∆(s) = x∆(s)−Xk = f∆(Xk, Xk−m)(s− k∆) + g∆(Xk, Xk−m)(B(s)− B(k∆)).
So we have
E|x∆(s)− x¯∆(s)|p ≤ Cp [∆pE(|f∆(Xk, Xk−m)|p)
+E(|g∆(Xk, Xk−m)|p)E(|B(s)−B(k∆)|p|Fk∆)] .
Since f∆ and g∆ satisfy the global Lipschitz condition (3.1), and notice that B(t)−B(k∆)
is independent of Fk∆, then
E|x∆(s)− x¯∆(s)|p ≤ Cp
(
∆pE(5Lh(∆)(|Xk|+ |Xk−m|) + |f(0, 0)|)p
+ E(5Lh(∆)(|Xk|+ |Xk−m|) + |g(0, 0)|)p∆
p
2
)
≤ CpLph(∆)∆p(E(|Xk|p) + E(|Xk−m|p)) + Cp∆p|f(0, 0)|p
+ CpL
p
h(∆)∆
p
2 (E(|Xk|p) + E(|Xk−m|p)) + Cp∆
p
2 |g(0, 0)|p.
Therefore, for any t ≤ T,
sup
0≤s≤t
E|x∆(s)− x¯∆(s)|p ≤ Cp(Lph(∆)∆
p
2 sup
0≤k≤[ t
∆
]
E(|Xk|p) + ∆
p
2 ), (3.11)
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where Cp is a positive constant (independent of ∆) which might change values from line to
line.
Since L4h(∆)∆ → 0 as ∆ → 0, then (CpLph(∆) + 1)Lph(∆)∆
p
2 is bounded for ∆ ∈ (0,∆0],
therefore we have
E(|y∆(t)|p) ≤ Cp + CpE
∫ t
0
|y∆(s)|pds+ CpE
∫ t
0
sup
0≤r≤s
E|x¯∆(r)|pds
+ (CpL
p
h(∆) + 1)[CpL
p
h(∆)∆
p
2
∫ t
0
sup
0≤s≤t
E(|x∆(s)|p)ds+ CpT∆
p
2 ]
≤ Cp + Cp
∫ t
0
sup
0≤s≤t
E(|x∆(s)|p)ds.
On the other hand, similar to (3.5), we can take c large enough such that (1+c
c
)p−1up < 1.
So
sup
0≤s≤t
E|x∆(s)|p ≤
(1 + c)p−1 sup0≤s≤t E|y∆(s)|p + (1+cc )p−1up||ξ||pp
1− (1+c
c
)p−1up
. (3.12)
Thus
sup
0≤s≤t
E|x∆(s)|p ≤ Cp + CpE
∫ t
0
sup
0≤r≤s
E|x∆(r)|pds.
Gronwall inequality yields (3.9).
Now let us prove (3.10).
Let y∆(t), y¯∆(t) are defined as above and ρ∆,R = ρ. By Itoˆ formula and Lemma 3.2, for
any 0 ≤ t ≤ T,
E(|y∆(t ∧ ρ)|p) ≤ |x0|p + CpE
∫ t∧ρ
0
(1 + |y∆(s)|p + |x¯∆(s)|p)ds
+ CpE
∫ t∧ρ
0
(|y∆(s)|p + Lph(∆)|x∆(s)− x¯∆(s)|p + |x¯∆(s)|p + |x¯∆(s− τ)|p)ds
+ Cp|f(0, 0)|E
∫ t∧ρ
0
(1 + |y∆(s)|p + |x∆(s)− x¯∆(s)|p)ds
≤ Cp + CpE
∫ t∧ρ
0
|y∆(s)|pds+ CpT sup
0≤s≤T
E|x¯∆(s)|p
+ (CpTL
p
h(∆) + 1) sup
0≤s≤T
E|x∆(s)− x¯∆(s)|p.
Then by (3.11) and (3.9), we have
E(|y∆(t ∧ ρ)|p) ≤ Cp + Cp
∫ t
0
E|y∆(s ∧ ρ)|pds+ (CpTLph(∆) + 1)Lph(∆)∆
p
2 .
Gronwall’s lemma yields that
sup
0≤s≤T
E(|y∆(s ∧ ρ)|p) ≤ C(p, T ) <∞.
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Then similar to (3.5), we can take c large enough such that (1+c
c
)p−1up < 1. So
sup
0≤s≤t
E|x∆(s ∧ ρ)|p ≤
(1 + c)p−1 sup0≤s≤t E|y∆(s ∧ ρ)|p + (1+cc )p−1up||ξ||pp
1− (1+c
c
)p−1up
. (3.13)
This implies the required assertion easily. 
4 Convergence rate at fixed time T
Let us first present a lemma which will play a key role in the proof of Theorem 2.1.
Lemma 4.1 Suppose (2.1) and (2.2) hold for p > 2, and for any 2 < q < p,
E sup
−m≤k≤−1
sup
k∆≤s≤(k+1)∆
|ξ(s)− ξ(k∆)|q ≤ Kˆ∆ q2 .
Set
θ∆,R = τR ∧ ρ∆,R and e∆(t) = x(t)− x∆(t) for t ≥ 0.
Then for any ∆ ∈ (0,∆∗) and any R ≤ h(∆∗), there exists C(q, T ) > 0 (independent of ∆)
such that
sup
0≤t≤T
E(|e∆(t ∧ θ∆,R)|q) ≤ C(q, T )L2qh(∆)∆
q
2 .
Proof Define the truncated functions
FR(x, y) = fh−1(R)(x, y) and GR(x, y) = gh−1(R)(x, y), ∀x, y ∈ Rd,
where fh−1(R) is defined in (2.4) with ∆ replaced by h
−1(R). By Lemma (3.1), FR and GR are
globally Lipschitz continuous for any fixed R (≥ L−1(1)), where L−1 is the inverse function
of LR when it is seen as a function of R.
Without loss of generality, suppose ∆∗ is sufficiently small such that
h(∆∗) = L−1(LR exp{2
q−1(T
1
q−1 + 4)
q
}) ≥ R.
Then for those x, y ∈ Rd with |x| ∨ |y| ≤ R and all ∆ ∈ (0,∆∗], we have
FR(x, y) = fh−1(R)(x, y) = f(x, y) = f∆(x, y).
Similarly, we have
GR(x, y) = g∆(x, y).
Now consider NSDDE
d[z(t)−D(z(t− τ)) = FR(z(t), z(t − τ))dt+GR(z(t), z(t− τ))dBt, t ≥ 0 (4.1)
with z(θ) = ξ(θ) on θ ∈ [−τ, 0]. Since FR and GR are globally Lipschitz continuous (with
Lipschitz constant 5LR) for any fixed R, then (4.1) has a unique global solution z(t) on
t ≥ τ. Thus
P (x(t ∧ τR) = z(t ∧ τR), ∀t ∈ [0, T ]) = 1. (4.2)
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On the other hand, similar to (2.6) and (2.7), we can define z¯∆(t), z∆(t) in the same way
for NSDDE (4.1). We also have
P (x∆(t ∧ τR) = z∆(t ∧ τR), ∀t ∈ [0, T ]) = 1. (4.3)
We claim that
E sup
0≤t≤T
|z(t)− z∆(t)|q ≤ C(q, T )L2qh(∆)∆
q
2 . (4.4)
Let y(t) = z(t)−D(z(t− τ)), y∆(t) = z∆(t)−D(z¯∆(t− τ)). Then for any c, c′ > 0
|z(t)− z∆(t)|q ≤ (1 + c)q−1|y(t)− y∆(t)|q + (1 + c
c
)q−1uq|z(t− τ)− z¯∆(t− τ)|q
≤ (1 + c)q−1|y(t)− y∆(t)|q + ((1 + c)(1 + c
′)
c
)q−1uq|z(t− τ)− z∆(t− τ)|q
+ (
(1 + c)(1 + c′)
cc′
)q−1uq|z∆(t− τ)− z¯∆(t− τ)|q.
Choose c sufficiently large and c′ sufficiently small such that c0 := (
(1+c)(1+c′)
c
)q−1uq < 1,
and denote c1 = (
(1+c)(1+c′)
cc′ )
q−1uq. Then we have
E sup
0≤s≤t
|z(s)− z∆(s)|q ≤ (1 + c)q−1E sup
0≤s≤t
|y(s)− y∆(s)|q + c0E sup
0≤s≤t
|z(s− τ)− z∆(s− τ)|q
+ c1E sup
0≤s≤t
|z(s− τ)− z¯∆(s− τ)|q
≤ (1 + c)q−1E sup
0≤s≤t
|y(s)− y∆(s)|q + c0E sup
0≤s≤t
|z(s)− z∆(s)|q
+ c1E sup
0≤s≤t
|z∆(s)− z¯∆(s)|q
+ c1E sup
−m≤k≤−1
sup
k∆≤s≤(k+1)∆
|ξ(s)− ξ(k∆)|q.
So
E sup
0≤s≤t
|z(s)− z∆(s)|q ≤ (1 + c)
q−1
1− c0 E sup0≤s≤t |y(s)− y∆(s)|
q
+
c1
1− c0E sup0≤s≤t |z∆(s)− z¯∆(s)|
q +
c1
1− c0 Kˆ∆
q
2 .
(4.5)
As in (3.11), we have
sup
0≤t≤T
E|z∆(t)− z¯∆(t)|p ≤ C(p, T )Lph(∆)∆
p
2 , (4.6)
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Now by Itoˆ’s formula, Ho¨lder’s inequality and BDG inequality, it follows that for 0 ≤ t ≤ T
E sup
0≤s≤t
|y(s)− y∆(s)|q
≤ 2q−1T 1q−1E
∫ t
0
|FR(z(s), z(s− τ))− FR(z¯∆(s), z¯∆(s− τ))|qds
+ 2q−1E
∫ t
0
|GR(z(s), z(s− τ))−GR(z¯∆(s), z¯∆(s− τ))|qds
≤ 2q−1(T 1q−1 + 4)LqR
∫ t
0
(E|z(s)− z¯∆(s)|q + E|z(s− τ)− z¯∆(s− τ)|q)ds
≤ 2q(T 1q−1 + 4)LqR
∫ t
0
E|z(s)− z∆(s)|qds+ C(q, T )LqR sup
0≤t≤T
E|z∆(t)− z¯∆(t)|q
+ C(q, T )LqR
−1∑
k=−m
∫ (k+1)∆
k∆
E|ξ(s)− ξ(k∆)|qds
≤ 2q(T 1q−1 + 4)LqR
∫ t
0
E|z(s)− z∆(s)|qds+ C(q, T )L2qR∆
q
2
+ C(q, T )LqRKˆ∆
q
2 .
Then (4.5) and Gronwall lemma yields
E sup
0≤t≤T
|z(t)− z∆(t)|q ≤ H(R, T, ξ)∆
q
2 , (4.7)
where
H(R, T, ξ) := (C(q, T )L2qR + C(q, T )L
q
RKˆ)e
2q(T
1
q−1+4)TLq
R
≤ C(q, T )L2qR exp{2q(T
1
q−1 + 4)TLqR}
= C(q, T )L2qh(∆∗) ≤ C(q, T )L2qh(∆).
Hence (4.2), (4.3) and (4.4) implies
E sup
0≤s≤t
|x(s ∧ θ∆,R)− x∆(s ∧ θ∆,R)|q ≤ C(q, T )L2qh(∆)∆
q
2 , (4.8)
This completes the proof. 
Now we are ready to prove Theorem 2.1.
Proof of Theorem 2.1 Let τR, ρ∆,R, θ∆,R and e∆(t) be the same as before. Then by
Young’s inequality, we have that for any δ > 0,
E(|e∆(T )|q) ≤ E(|e∆(T )|q1{θ∆,R>T}) + E(|e∆(T )|q1{θ∆,R≤T})
≤ E(|e∆(T )|q1{θ∆,R>T}) +
qδ
p
E(|e∆(T )|p) + p− q
pδq/(p−q)
P (θ∆,R ≤ T )
≤ E(|e∆(T ∧ θ)|q) + qδC
p
(E(|x∆(T )|p) + E(|x(T )|p)) + p− q
pδq/(p−q)
P (θ∆,R ≤ T )
where C is a positive constant (independent of ∆) which might change the value from line
to line. We have used the fact that
E(|e∆(T )|p) ≤ C(E(|x∆(T )|p) + E(|x(T )|p)) (4.9)
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in the last inequality.
By Lemma 3.3 and 3.4, we have
E(|x∆(T )|p) + E(|x(T )|p) ≤ C,
and
P (θ∆,R ≤ T ) ≤ P (τR ≤ T ) + P (ρ∆,R ≤ T ) ≤ C
Rp
.
Thus,
E(|e∆(T )|q) ≤ E(|e∆(T ∧ θ)|q) + qCδ
p
+
C(p− q)
pRpδq/(p−q)
holds for any ∆ ∈ (0,∆∗), R > |x0| and δ > 0. Then we can choose δ = L2qh(∆)∆
q
2 and
R = (L2qh(∆)∆
q
2 )−
1
p−q to get
E(|e∆(T )|q) ≤ E(|e∆(T ∧ θ)|q) + CL2qh(∆)∆
q
2 .
But by condition (2.11), we have
h(∆) ≥ (L2qh(∆)∆
q
2 )−
1
p−q = R.
Then by Lemma 4.1,
E(|e∆(T )|q) ≤ C(q, T )L2qh(∆)∆
q
2 ,
where C is a positive constant depends on q and T . This is the first inequality of (2.12).
For the second inequality, since q < p, by Ho¨lder inequality, it follows easily from the
above inequality and (3.11) in Lemma 3.4 that
E(|x(T )− x¯∆(T )|q) ≤ Cq (E(|e∆(T )|q) + E(|x∆(T )− x¯∆(T )|q))
≤ Cq
(
E(|e∆(T )|q) + [ sup
0≤t≤T
E(|x∆(t)− x¯∆(t)|p)]
q
p
)
≤ C(q, T )L2qh(∆)∆
q
2 + (C(q, T )Lph(∆)∆
p
2 )
q
p ≤ C(q, T )L2qh(∆)∆
q
2 .
We complete the proof. 
5 Convergence rates over the time interval [0, T ]
First of all, let us prove a similar Lemma to Lemma 3.3.
Lemma 5.1 Let (2.1), (2.8) and (2.13) hold for p > 2 and 2 < r < p. Set p¯ = p− r + 2.
Then
E( sup
0≤t≤T
|x(t)|p¯) ≤ C, ∀T > 0.
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Proof Since for sufficiently large c > 0,
E( sup
0≤t≤T
|x(t)|p¯) ≤ (1 + c)
p¯−1
E sup0≤t≤T |y(t)|p¯ + (1+cc )p¯−1up¯||ξ||p¯
1− (1+c
c
)p¯−1up¯
,
then we only need to prove
E sup
0≤t≤T
|y(t)|p¯ ≤ C(p¯, T ).
Indeed, Itoˆ’s formula and (2.8) imply that
E( sup
0≤t≤T
|y(t)|p¯) ≤ |y(0)|p¯ + p¯KE
∫ T
0
|y(s)|p¯−2(1 + |x(s)|2 + |x(s− τ)|2)ds
+ E( sup
0≤t≤T
|M(t)|),
where y(t) = x(t)−D(x(t− τ)), and
M(t) = p¯
∫ t
0
|y(s)|p¯−2yT (s)g(x(s), x(s− τ))dB(s)
is a local martingale with M(0) = 0.
It is obvious that
E
∫ T
0
|y(s)|p¯−2(1 + |x(s)|2 + |x(s− τ)|2)ds ≤ C(p¯, T ) <∞.
On the other hand, by Burkholder-Davis-Gundy (BDG) inequality (see e.g. [5]), it follows
that
E( sup
0≤t≤T
|M(t)|) ≤ C ′E
(∫ T
0
|y(s)|2p¯−2|g(x(s), x(s− τ))|2ds
) 1
2
≤ C ′E
(
sup
0≤t≤T
|y(t)|p¯
∫ T
0
|y(s)|p¯−2 · K¯(1 + |x(s)|r + |x(s− τ)|r)ds
) 1
2
≤ 1
2
E sup
0≤t≤T
|y(t)|p¯ + C
′2
2
E
∫ T
0
|y(s)|p¯−2 · K¯(1 + |x(s)|r + |x(s− τ)|r)ds.
As in the proof of Lemma 3.3, we have
C ′2
2
E
∫ T
0
|y(s)|p¯−2 · K¯(1 + |x(s)|r + |x(s− τ)|r)ds ≤ C ′′.
Thus
E( sup
0≤t≤T
|y(t)|p¯) ≤ C(p¯, T ),
This completes the proof. 
For the discontinuous and continuous-time MTEM methods (2.5) and (2.7), we have
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Lemma 5.2 Let (2.1), (2.3), (2.8) and (2.13) hold for p > 2 and p > r ≥ 2. Set p¯ = p+2−r.
Then
sup
0<∆≤∆∗
E( sup
0≤t≤T
|x∆(t)|p¯) ≤ C, ∀T > 0, (5.1)
and therefore,
sup
0<∆≤∆∗
E( sup
0≤k≤[ T
∆
]
|X∆k |p¯) ≤ C, ∀T > 0, (5.2)
Proof Similar to the proof of Lemma 5.1, we only need to prove
sup
0<∆≤∆∗
E( sup
0≤t≤T
|y∆(t)|p¯) ≤ C(p¯, T ),
where y∆(t) = x∆(t)−D(x¯∆(t− τ)).
For any ∆ ∈ (0,∆∗], by Itoˆ formula and Lemma 3.2, we have
sup
0≤t≤T
|y∆(t)|p¯ ≤ |y0|p¯ + 2Kp¯
∫ T
0
|y∆(s)|p¯−2(1 + |x¯∆(s)|2 + x¯∆(s− τ)|2)ds
+ p¯
∫ T
0
|y∆(s)|p¯−2|x∆(s)− x¯∆(s)||f∆(x¯∆(s), x¯∆(s− τ))|ds
+ p¯ sup
0≤t≤T
∣∣∣∣
∫ t
0
|y∆(s)|p¯−2〈y∆(s), g∆(x¯∆(s), x¯∆(s− τ))dB(s)〉
∣∣∣∣ .
Young’s inequality and Lemma 3.4 imply that∫ T
0
|y∆(s)|p¯−2(1 + |x¯∆(s)|2 + x¯∆(s− τ)|2)ds < C(p¯, T )
Moreover, since for ∆ > 0 small enough,
|f∆(x, y)| ≤ 5Lh(∆)(|x|+ |y|) + |f(0, 0)|,
then as in the proof of Lemma 3.4, we have
E
∫ T
0
|y∆(s)|p¯−2|x∆(s)− x¯∆(s)||f∆(x¯∆(s), x¯∆(s− τ))|ds ≤ C.
So by BDG inequality again and (2.13), we have
E sup
0≤t≤T
|y∆(t)|p¯
≤ C + C(p¯, K¯)E
(∫ T
0
|y∆(s)|2p¯−2(1 + |x¯∆(s)|r + |x¯∆(s− τ)|r)ds
)1
2
≤ C + E
∣∣∣∣ sup
0≤t≤T
|y∆(t)|p¯ · C(p¯, K¯)
(∫ T
0
|y∆(s)|p¯−2(1 + |x¯∆(s)|r + |x¯∆(s− τ)|r)ds
)∣∣∣∣
1
2
≤ C + 1
2
E sup
0≤t≤T
|y∆(t)|p¯ + C
2(p¯, K¯)
2
∫ T
0
|y∆(s)|p¯−2(1 + |x¯∆(s)|r + |x¯∆(s− τ)|r)ds,
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where C is a constant (independent of ∆).
Then we have
E sup
0≤t≤T
|y∆(t)|p¯ ≤ C + C2(p¯, K¯)E
∫ T
0
|y∆(s)|p¯−2(1 + |x¯∆(s)|r + |x¯∆(s− τ)|r)ds ≤ C.
Then the required assertion (5.1) follows. 
Lemma 5.3 Assume that (2.1), (2.3), (2.8) and (2.13) hold for p > 2 and 2 ≤ r < p. If
q ≤ p+ 2− r, then for any ∆ ∈ (0,∆∗), there exists C > 0 (independent of ∆) such that
E
(
sup
0≤t≤T
|x∆(t)− x¯∆(t)|q
)
≤ CLqh(∆)∆
q
2
−1. (5.3)
The proof is almost the same as that of Lemma 5.5 in [8], so we omit it here.
Now let us prove Theorem 2.2.
Proof of Theorem 2.2 Let θ∆,R and e∆(t) be the same as before. As in the proof of
Theorem 2.1, by Young’s inequality, we have that for any δ > 0,
E( sup
0≤t≤T
|e∆(t)|q) ≤ E(1{θ∆,R>T} sup
0≤t≤T
|e∆(t)|q) + qδ
p
E( sup
0≤t≤T
|e∆(t)|p)
+
p− q
pδq/(p−q)
P (θ∆,R ≤ T ).
By Lemma 5.1, 5.2,
E( sup
0≤t≤T
|e∆(t)|p) ≤ C(E( sup
0≤t≤T
|x(t)|p) + E( sup
0≤t≤T
|x∆(t)|p)) ≤ C.
Then similar to the proof of Theorem 2.1, we have
E( sup
0≤t≤T
|e∆(t)|q) ≤ E( sup
0≤t≤T
|e∆(t ∧ θ∆,R)|q) + Cqδ
p
+
C(p− q)
pRpδq/(p−q)
holds for any ∆ ∈ (0,∆∗), δ > 0 and R > |x0|.
Since we have proved Lemma 4.1, repeat the proof of Theorem 2.1, we have
E( sup
0≤t≤T
|e∆(t)|q) ≤ CL2qh(∆)∆
q
2
for δ = L2qh(∆)∆
q
2 , R = (L2qh(∆)∆
q
2 )−
1
p−q ≤ h(∆), as required. 
6 Examples
Now let us present two examples to illustrate our theory.
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Example 1 Let d = 1, τ = 1. Consider the following scalar NSDDE:
d[x(t)− 1
2
sin x(t− 1)] = (2x(t)− x(t)e3x(t) + 1
2
sin x(t− 1))dt
+
√
1
5
x2(t)e3x(t) + x2(t− 1) + 1dBt.
(6.1)
Here f(x, y) = 2x− xe3x + 1
2
sin y, g(x, y) =
√
1
5
x2e3x + y2 + 1 and D(y) = 1
2
sin y. Then
neither f nor g is polynomial growing (although both are local Lipschitz continuous).
Moreover, for any a ∈ (0, 1], we have
2〈x− aD(1
a
y), f(x, y)〉+ 5|g(x, y)|2 = 4x2 − 2x2e3x + x sin y − 2ax sin y
a
+ axe3x sin
y
a
− a
2
sin y sin
y
a
+ x2e3x + 5y2 + 5
≤ 4x2 − x2e3x + |x|+ 2|x|
+ |x|e3x + 1
2
+ 5y2 + 5
≤ 4x2 + 3 · 1 + x
2
2
+
11
2
+ 5y2 + e3x(|x| − x2).
(6.2)
Notice that if x ≤ 0, we have
e3x(|x| − x2) = e3x[1
4
− (|x| − 1
2
)2] ≤ 1
4
e3x ≤ 1
4
.
If x > 0, then
e3x(|x| − x2) ≤ sup
0≤x≤1
e3x(x− x2) = e3x(x− x2)|
x=
√
5−1
2
= (
√
5− 2)e 3
√
5−3
2 < e2.
Thus
2〈x− aD(1
a
y), f(x, y)〉+ 3|g(x, y)|2 ≤ 4x2 + 3 · 1 + x
2
2
+
11
2
+ 5y2 + e2
≤ (7 + e2)(1 + |x|2 + |y|2).
(6.3)
We have shown that condition (2.8) holds for p = 6 and K = 7 + e2 for any x, y.
Moreover, since f and g are differential on R2, by mean value theorem, for any |x| ∨ |x′| ∨
|y| ∨ |y′| ≤ R, let h = x− x¯, k = y − y¯, then there exists θ ∈ (0, 1) such that
|f(x, y)− f(x′, y′)| = f ′x(x¯+ θh, y¯ + θk)h + f ′y(x¯+ θh, y¯ + θk)k
≤ (2 + (1 + 3R)eR)(|x− x′|+ |y − y′|).
Similarly,
|g(x, y)− g(x′, y′)| ≤ ReR(1 + 3
2
R)(|x− x′|+ |y − y′|)
for all R > 0 and |x| ∨ |x′| ∨ |y| ∨ |y′| ≤ R. Thus (2.1) holds for LR = 3(1 +R +R2)eR.
17
Then for any 0 < ε < 1, we can define l(x) := 1
x1−εL4x
for x > 0. It is clear that l is a strict
decreasing function in the interval (0,∞). Let h be the inverse function of l. Then h is also
a strict decreasing function in the interval (0,∆∗) and h(∆)→∞ as ∆→ 0.
Now
L4h(∆)∆ = L
4
Rl(R) =
1
R1−ε
,
where R := h(∆). Therefore,
L4h(∆)∆ =
1
h(∆)1−ε
→ 0 as ∆→ 0.
And
(L2qh(∆)∆
q
2 )−
1
p−q = (L4h(∆)∆)
− q
2(p−q) = h(∆)
q(1−ε)
2(p−q) ≤ h(∆)
for ∆ small enough if q
2(p−q)
≤ 1 (i.e. q ≤ 2p
3
= 4). Then by Theorem 2.1, for any T > 0,
2 < q ≤ 4 and sufficient small ∆, we have
E|x(T )− x∆(T )|q ≤ C(q, T )L2qh(∆)∆
q
2 = C(q, T )h(∆)
q(ε−1)
2 (6.4)
and
E|x(T )− x¯∆(T )|q ≤ C(q, T )L2qh(∆)∆
q
2 = C(q, T )h(∆)
q(ε−1)
2 . (6.5)
Ho¨lder inequality implies that (6.4) and (6.4) holds for any 0 < q ≤ 4.
Since f does not satisfy polynomial growth condition in this case, then the strong conver-
gence result Theorem 3.7 in [18] does not be hold here. However, for the continuous-time
MTEM methods (2.6) and (2.7), the strong convergence results still holds for the given
NSDDE.
Example 2 Consider the scalar NSDDE
d[x(t)− 1
2
sin x(t− 1)] = (2x(t)− x5(t) + 1
2
sin x(t− 1))dt+ 2x
3(t)x(t− 1)
1 + x2(t− 1) dBt. (6.6)
Here f(x, y) = 2x− x5 + 1
2
sin y, g(x, y) = x
3y
2(1+y2)
and D(y) = 1
2
sin y. It is obvious that f
and g are both locally Lipschitz continuous functions with respect to x and y.
Moreover, for any a ∈ (0, 1], we have
2〈x− aD(1
a
y), f(x, y)〉+ 5|g(x, y)|2 = 4x2 − 2x6 + x sin y − 2ax sin y
a
+ x5a sin
y
a
− a
2
sin y sin
y
a
+
5x6y2
4(1 + y2)2
≤ 4x2 − 2x6 + |xy|+ |2ax · y
a
|
+
5
6
x6 +
a6
6
sin6
y
a
+
a
2
|y · y
a
|+ 5
16
x6
≤ 4x2 + 3x
2 + y2
2
+
y2
6
+
y2
2
≤ 11
2
(1 + x2 + y2).
(6.7)
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So (2.8) holds for p = 6.
Moreover |g(x, y)|2 ≤ |x|3 ≤ 1+ |x|3+ |y|3. That is, (2.13) also holds for r = 3 and K¯ = 1.
On the other hand, we have
|f(x, y)− f(x′, y′)| ≤ (2 + 5R4)(|x− x′|+ |y − y′|)
and
|g(x, y)− g(x′, y′)| ≤ (3R2 +R3)(|x− x′|+ |y − y′|)
for all R > 0 and |x| ∨ |x′| ∨ |y| ∨ |y′| ≤ R. Thus f and g are local Lipschitz continuous with
local Lipschitz constant LR = 5R
4 + 4.
For ε > 0 small enough, choose
h(∆) =
4
√
∆−ε − 4
5
, ∆ < 4−
1
ε .
Then we have h(∆)→∞ and L4h(∆)∆ = ∆1−ε → 0 as ∆→ 0. That is, (2.3) holds for such
defined h.
Choose q = 4. If we take 4
5
< ε < 1, then for sufficiently small ∆,
(L2qh(∆)∆
q
2 )−
1
p−q = (L4h(∆)∆)
−1 = ∆ε−1 ≤ 4
√
∆−ε − 4
5
= h(∆),
i.e. (2.11) holds for small ∆. So by Theorem 2.2, we have
E sup
0≤t≤T
|x(t)− x∆(t)|4 ≤ C∆2(1−ε),
and
E sup
0≤t≤T
|x(t)− x¯∆(t)|4 ≤ CL4h(∆)∆ = C∆1−ε.
7 Conclusions
We have investigated the strong convergence rates of so called two versions of continuous-
time MTEM methods (i.e., x∆(t) and x¯∆(t)) for nonlinear NSDDE d[x(t)−D(x(t− τ))] =
f(x(t), x(t− τ))dt + g(x(t), x(t− τ))dBt in this paper. Roughly speaking, x∆(t) and x¯∆(t)
strongly converge (in the sense of q-th moment) to the exact solution x(t) at fixed time T
(with rate L2qh(∆)∆
q
2 ) if local Lipschitz condition and the Khasiminskii-type condition hold.
Moreover, if g satisfies polynomial growth condition (2.13), then x∆(t) and x¯∆(t) strongly
converge to the exact solution x(t) over a time interval [0, T ] (with rates L2qh(∆)∆
q
2 and
L
q
h(∆)∆
q
2
−1, respectively).
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