Abstract-This paper presents an analytical approach for performing adaptive angular sampling in single photon emission computed tomography (SPECT) imaging. It allows for a rapid determination of the optimum sampling strategy that minimizes image variance in regions-of-interest (ROIs). The proposed method consists of three key components: (a) a set of close-form equations for evaluating image variance and resolution attainable with a given sampling strategy, (b) a gradient-based algorithm for searching through the parameter space to find the optimum sampling strategy and (c) an efficient computation approach for speeding up the search process. In this paper, we have demonstrated the use of the proposed analytical approach with a single-head SPECT system for finding the optimum distribution of imaging time across all possible sampling angles. Compared to the conventional uniform angular sampling approach, adaptive angular sampling allows the camera to spend larger fractions of imaging time at angles that are more efficient in acquiring useful imaging information. This leads to a significantly lowered image variance. In general, the analytical approach developed in this study could be used with many nuclear imaging systems (such as SPECT, PET and X-ray CT) equipped with adaptive hardware. This strategy could provide an optimized sampling efficiency and therefore an improved image quality.
I. INTRODUCTION

S
INGLE photon emission computed tomography (SPECT) is a commonly used nuclear imaging modality for small animal studies [1] , [2] . One of the recent emphases in SPECT instrumentation is to push for higher spatial resolution. Examples of recent developments include the SemiSPECT reported by Kastis et al. [4] , the SiliSPECT under development by Peterson et al. [5] , the MediSPECT proposed (and evaluated) by Accorsi et al. [6] and the U-SPECT-III proposed by Beekman et al. [7] , a low-cost ultra-high resolution imager based on the secondgeneration image intensifier [8] and the use of a pre-existing SPECT camera, arranged in an extreme focusing geometry for ultra-high resolution small animal SPECT imaging applications [9] . We have recently developed a prototype ultra-high resolution single photon emission microscope (SPEM) system for mouse brain studies [10] , [11] . This system delivers an ultrahigh imaging resolution of around 100 in phantom studies. It was demonstrated that the current dual-headed SPEM system is capable of visualizing a very small number of radiolabeled The authors are with the Department of Nuclear, Plasma, and Radiological Engineering, University of Illinois at Urbana Champaign, Urbana-Champaign, IL 61801 USA (e-mail: nanli2@uiuc.edu; ljmeng@ad.uiuc.edu).
Digital Object Identifier 10.1109/TNS.2011.2164935 cells in mouse brain [12] . Despite these promising results, the performance of the SPEM system is limited by the common bottleneck for ultra-high resolution SPECT instrumentations-the limited detection efficiency. Even with the large number of pinholes in the entire system, the overall detection efficiency for the SPEM system is typically or lower. The long imaging time required for ultra-high resolution studies could preclude many interesting applications.
This problem could be partially alleviated by using the adaptive imaging concept proposed by Barrett et al. [13] , Clarkson et al. [14] and Freed et al. [15] . In an adaptive SPECT system, the system hardware could vary in real-time to maximize the efficiency for collecting useful imaging information regarding a given task, and therefore provide an optimum imaging performance. In [12] (Fig. 12) , we have proposed the use of a variable aperture system with four sets of apertures that can be interchanged during an imaging study. Therefore, apertures with larger pinholes can be used for localizing the target-region and highly focusing ultra-high resolution apertures can then be used for a closer examination of the target region.
In this paper, we propose an analytical approach for adaptive angular sampling in SPECT imaging. This approach assigns a non-uniform distribution of imaging times across all possible sampling angles, and the actual sampling strategy will be determined based on the relative importance of each angle for collecting useful imaging information regarding a given imaging task. With the adaptive angular sampling approach, an imaging study could start with a uniform time distribution across all possible angles. During the study, the imaging information being acquired and the input from the user (e.g., the target-region to be examined) will be used to determine the optimum time distribution based on the expected system performance measured with certain analytical performance indices.
The adaptive angular sampling approach requires an efficient computation method for searching through the parameter space to find the optimum time distribution in real time. For this purpose, we have proposed a search algorithm that utilizes the gradient function of certain system performance indices, such as image variance, with respect to imaging times at individual angles. To allow for a rapid optimization process, we have also incorporated a non-uniform object-space pixelation (NUOP) scheme that uses different pixel sizes adaptively according to the characteristics of the object and the input from the user [3] . By combining the gradient-based search algorithm and the NUOP approach, one can refine the angular sampling strategy adaptively during an imaging study in near real time to achieve an improved image quality.
Although we have focused on the problem of adaptive angular sampling in SPECT, the basic approach developed in this study could be applied to optimize other adaptive imaging systems, such as SPECT, PET and X-ray CT [15] , [16] , with respect to a wide range of design and imaging parameters. In practice, most of adaptive imaging systems are (likely to be) designed with a finite number of possible imaging configurations. For such systems, one could find the best sampling strategy indirectly, by deriving the optimum time-sharing scheme among all possible configurations using the proposed computation approach.
II. MATERIAL AND METHODS
A. SPECT Image Formation
Let denote a series of unknown deterministic parameters, e.g., the object intensities underlying the projection data . The mapping from to is governed by a conditional probability distribution function, . For emission tomography, could be approximated as a collection of independent random Poisson variables, whose expectations are given by (1) or by the following discrete transform and (2) denotes the expectation operator. In (2), we have assumed that the same imaging time is spent at all individual sampling angles. is the mean projection with a unit imaging time. is a matrix that represents the discretized system-response function (SRF). Here we have assumed that all systematic errors are corrected in the projection data. For Poisson variables , the log-likelihood function is given by (3) and (4) where , gives the probability of a gamma-ray emitted from the 'th source voxel and detected by the 'th detector pixel with a unit imaging time. The underlying image function may be reconstructed as (5) where is a scalar function that selectively penalizes certain undesired features in reconstructed images. is a parameter that controls the degree of regularization. is an matrix that represents the post-filtering operator. In this study, we used a quadratic roughness penalty function as defined by [17] : (6) where are the weighting factors that are non-zero for the pairs of immediate neighbors, and (7) Note that the computation approach developed below would allow the use of many other forms of regularization functions.
B. Approximations for Imaging Resolution and Covariance Properties With the Adaptive Angular Sampling Approach
In this study, we chose to determine the optimum angular sampling strategy based on the resolution and (co)variance properties of reconstructed images. More specifically, the optimum sampling strategy is chosen to be the one that delivers the lowest image variance at given spatial resolutions. The optimization process is implemented based on the modified uniform Cramer-Rao bounds (MUCRBs) detailed in [18] , [19] . In this section, we will modify the original MUCRB formulations to incorporate the proposed adaptive sampling strategy.
Suppose one uses a single-head SPECT system for imaging an object from a total of sampling angles. The imaging time spent at 'th sampling angle is denoted by . could represent a non-uniform imaging time distribution. The mean projections are given by: and (8) Note that the vectors and matrices with superscript are corresponding to observing the object with a single camera placed at the 'th angle only. In this study, the Fisher information matrix (FIM) [20] was defined explicitly as a function of the imaging times, with its elements given by (9) The corresponding log-likelihood function can be written as: (10) where (11) is the log-likelihood function for the measurement acquired with the camera at the 'th angle only.
Substituting (10) into (9), the FIM for non-uniform angular sampling approach is given by: (12) Note that (12) can be re-written as: (13) The second equation in (13) can be re-written in the matrix form as (14) and the overall FIM is given by (15) where is the FIM with measurements acquired with a unit time spent at the 'th angle only.
Substituting (15) into (23), (32) and (33) in [19] , the covariance of images reconstructed with post-filtered penalized maximum likelihood algorithm, given by (5), can be approximated as (16) The variance on the 'th pixel could therefore be approximately given by, (17) where is the 'th unit vector. The mean gradient matrix of the corresponding reconstruction can be approximated as (18) The 'th column vector of represents the local impulse response function centered at the 'th pixel in the object-space [21] , obtained with the reconstruction process (5). Based on (16) and (18), we can compare given time distributions based on the minimum imaging variance attainable at given spatial resolutions. This method, typically referred to as the resolution-variance tradeoff, has been used extensively for optimizing the design of emission tomography systems [3] , [10] , [18] , [19] , [22] , [23] .
In addition, one could also compare different imaging configurations based on their performance for ROI quantification.
If the boundary of the ROI is well-defined, one can approximately derive the variance and bias for the estimated total up-take in ROI with the following steps. The total tracer-uptake in the ROI could be obtained by (19) where is an indicator vector for the ROI, otherwise.
Using (17) and (18), the variance and bias values associated with , obtained with the reconstruction process (5), (7) and (19) , can be approximately given by (21) (22) In principle, one could apply (17)- (22) to derive the resolution-variance and bias-variance tradeoffs and use these quantities as the basis to find an optimum time distribution. However, even with these close-form solutions, the computation load for searching through all possible time distributions could be too high for regular PC-based computation environments. To allow near real-time optimization of the imaging time distribution, we will introduce a gradient-based search algorithm for finding the optimum time distribution.
C. Partial Derivatives of Variance With Respect to Imaging Times
In order to develop a systematic approach for minimizing the image variance with respect to the distribution of a finite total imaging time, we first formulated a solution for the partial derivatives of the variance with respect to individual imaging times. This would help us to rank the relative-importance of each sampling angle for reducing image variance.
The partial derivative of image variance on reconstructed pixel , with respect to , is given by (see equation (23) at the bottom of the page).
To evaluate the partial derivatives, we first introduce a small disturbance to and the corresponding variance becomes (24) For small , one could use the matrix inversion lemma [24] , which gives (25) To simplify the derivation, we defined matrix as (26) Therefore (25) becomes (27) Substituting (27) into (24), one has (28) Substituting (28) into (23) and letting approach zero, the partial derivatives become (29) (23) With (29), one could derive the gradient of imaging variance on the 'th pixel with respected to the time distribution as (30)
D. A Gradient-Based Approach for Optimizing the Angular Sampling Strategy
To find the optimum distribution of sampling times that delivers the minimum image variance, we have proposed an iterative algorithm that uses the gradient function given by (29) , (30) . At the beginning of each iteration, the partial derivatives of the image variance with respect to are evaluated using (29) , and then an average value across all partial derivatives is derived. To proceed to the next iteration, the imaging time for each sampling angle will be either increased or decreased, depending on the difference between the corresponding partial derivative value and the average value. This process is kept repeated iteratively, until the image variance is stabilized around its minimum value. This algorithm is sketched in Fig. 1 . Several aspects of the proposed search algorithm are discussed below.
• The proposed computation approach involves frequent evaluations of the Fisher information matrix (FIM) given by (13)- (15), which requires the mean projections . Although the mean projections are readily available in Monte Carlo studies, these will not be available in experimental studies for an unknown object. In the latter case, one could use the measured (noisy) projections instead of their mean values in (14) , which leads to the observed (FIM) [25] . With the adaptive imaging scheme, a possibility is to acquire a set of projection data with a relatively short total imaging time uniformly distributed through all possible angles. One can scale the projection data statistically and use the resultant noisy projections, instead of , to derive the observed FIM.
• There is no guarantee that the (co)variance given by (16) and (17) are convex functions of the time distribution vector, . It is possible that the proposed algorithm converges to local minima. In principle, there could be certain object geometries possessing certain symmetry that leads to multiple sampling strategies yielding identical minimum imaging variance values.
• The partial derivatives given by (29) can be evaluated using the following recipe. One could use conjugate gradient method [26] to compute (31) When computing imaging variance and its gradient using (29) , (31)- (34), the most computation-intensive steps are the evaluations of vectors and , each requiring the inversion of matrix . With the current geometry (detailed in Section II-F) the total number of non-zero elements in is at the order of . Even with the use of sparse matrix and 8 CPUs running in parallel, it took about 3 hours for an inversion of the matrix . In general, the amount of computation required for evaluating vectors or is similar to that for a single image reconstruction. Therefore, the total computation load for evaluating the gradient is about twice that of image reconstruction. Assuming a total of 50 iterations are needed for the gradient-based iterative approach (shown in Fig. 1 ) for finding the optimum time distribution, the total amount of computation will be close to that for 100 image reconstructions. This highlights the challenge for performing such optimization steps in real-time.
• One could also use a similar approach to optimize the time distribution based on other performance measures, such as the tradeoffs between the variance and bias for quantifying the total uptake in a region-of-interest (ROI). In this case, the partial derivative of the variance (on the derived ROI value) respect to imaging time is given by:
where is the indicator function for the given ROI as defined in (20) .
E. Using the Non-Uniform Object-Space Pixelation (NUOP) Approach to Further Reduce the Computation Load
As previously discussed, direct optimization of the time distribution using the proposed search algorithm could be a computation-intensive task. To alleviate this problem, we have adopted a non-uniform object-space pixelation (NUOP) approach, previously developed to improve the computation efficiency for SPECT image reconstruction [3] . With the NUOP approach, the object-space is divided into smaller pixels for target-regions, and into larger pixels in areas that are relatively smooth and/or less important to the reconstruction of the target-region. Compared to the conventional uniform object-space pixelation scheme, the NUOP approach could lead to reconstructions with a much smaller number of unknowns, without sacrificing the image quality in the target-region [3] .
The NUOP process is typically performed in three steps. In the first step, the object-space is modeled with sufficiently small and uniformly-sized pixels. The source function represented in this finely-pixelated object-space is symbolized by . This step is performed only one time for a given system and the resultant system-response functions are stored for future use. In the second step, a target-region will be specified based on some prior knowledge, such as a scout image of the object. This image could be obtained in a short study using a uniform imaging time distribution, and/or with apertures having large pinholes to ensure a good counting statistics. One could obtain a quick reconstruction of the scout image with relatively coarse pixels in the object-space [13] . In addition, prior knowledge may also be obtained from other modality imaging, e.g., computed tomography (CT), positron emission tomography (PET), and magnetic resonance imaging (MRI). In the third step, a non-uniform object-space pixelation scheme is defined, according to the target-region chosen in Step 2. Several systematic approaches for defining the NUOP schemes were discussed in [3] . With the NUOP approach, certain pixels originally in the uniform object-space can be combined to form larger pixels. The object-space, after this rebining process, is represented by a new vector , which would typically have a much smaller number of pixels.
As part of Step 3, a new system-response function (SRF) is needed to reflect the transformation from the non-uniform (or rebinned) object-space to the projection data space. To simplify the discussion, we defined a transformation matrix ( in size) as the following:
if pixel i in the uniform object space is rebinned into pixel in the non-uniform object space, otherwise.
(36)
The new system-response function, , could be given by (37)
The expectation of the measurement is related to the underlying source vector as,
Subsequently, the underlying source function can be reconstructed using the penalized maximum-likelihood algorithm,
The log-likelihood function in (39) is given by (40) In this study, we used a quadratic roughness penalty function in the non-uniform object-space, which is defined as: (41) where matrices is defined for the uniformly pixelated object-space. According to the definition, if two source functions, represented in uniform and non-uniform object-spaces, are related by (42) then the corresponding penalty functions would be identical,
For convenience, the estimator, , could be restored back to the uniform object-space by the following operation (44) This restoration process simply assigns the value of each rebinned pixel back to those pixels that were originally in the unrebinned (uniform) object-space, but combined into pixel during the rebining process. Finally, we could also filter the resultant estimator,
, to obtain a smoother reconstruction:
We have previously demonstrated that the image quality obtained in the target-region with the NUOP approach is essentially unchanged from that obtained with uniform object-space pixelation, but the computation load could be greatly reduced, due to the much reduced dimension of the object-space [3] .
The NUOP approach could be adapted for the evaluation of the resolution-variance and bias-variance under the non-uniform angular sampling scheme. Similar to the derivation in the uniformly-pixelated object-space, the Fisher information matrix in non-uniform object-space is given by (46) where is the FIM corresponding to the estimation of with projection from the 'th angle and a unit observation time only, 
and the mean gradient matrix of the corresponding reconstruction could be approximated as:
Since both post-filtering and restoring are simple linear operations, we can approximate the covariance matrix and mean gradient matrix for as:
and (51) In our previous study [3] , it has been demonstrated that the local impulse response (LIR) derived with (51) is almost identical to the LIR derived based on the uniform pixilation. Table I summarizes the formulations of approximated covariance and mean gradient matrix discussed in this paper. (50) and (51) could be used to evaluate the resolution-variance tradeoffs attainable with reconstructions in the non-uniform object-space, with computation loads greatly reduced from those for similar calculations in the uniformly pixelated object-space. Furthermore, these results are fully compatible with the gradient-based algorithm for adaptively optimizing the angular sampling strategy. Combining the NUOP approach with the gradient-based search algorithm developed in this paper would offer a practical computation approach for performing adaptive angular sampling in near real-time. The computational steps involved in the adaptive angular sampling approach are summarized in Fig. 1 .
If necessary, the computation load could be further reduced by using the locally shift-invariant approximation as previously discussed in [27] , [28] . For studying reconstructed image quality in a relatively shift-invariant local region (such as inside the ROI), one could assume the Fisher information matrix (FIM) to be a block-toeplitz matrix, with each column being a shifted version of the actual FIM column corresponding to a given pixel in the target-region. Therefore, the inversion of FIM, such as , could be performed based on fast Fourier transform (FFT) [29] . This greatly reduces the computation load, when compared to the use of regular matrix inversion methods, such as conjugate-gradient algorithm [30] . This approach was widely used by many authors in the context of emission tomography [22] , [29] , [31] . The combination of the NUOP approach with the FFT-based matrix inversion techniques would offer a practical solution for evaluating of the optimum time distribution in real time.
F. Monte Carlo Simulation
We have carried out a series of Monte Carlo studies to evaluate the adaptive angular sampling approach with a single-head single-pinhole SPECT system. This single camera is rotated around the object with a constant radius of rotation. In the first study of 12 phantoms, detailed in Table II , for evaluating the adaptive angular sampling, the camera could be placed at 32 equally-spaced sampling angles around the object during data acquisition. The gamma ray detector has 64 64 square pixels of in size. It is coupled to a collimator with a single pinhole of 300 diameter. In the second study for visualizing the benefit of the adaptive angular sampling, higher spatial resolution is preferred. The camera could sample the object with 64 equally-spaced sampling angles. The detector is divided into 128 128 square pixels of in size. The diameter of the single pinhole becomes 200
.The detector-to-pinhole and pinhole-to-center distances are 45 mm and 15 mm respectively for both studies. The attenuation of gamma rays in collimator and the depth-of-interaction effect in detector are modeled using Monte Carlo package described in [3] , [12] .
The object-space is divided into voxels, each being in size. The active volume of the object is a sphere of around 12 mm in diameter, having a uniform background concentration. In the first study, we have modeled a total of 12 object configurations, each having a spherical region-of-interest (ROI) of 1.6 mm diameter and an extra ellipsoidal background region (half-axes: 1.5 mm, 1.5 mm and 3 mm) with elevated tracer updates. Detailed dimensions and relative tracer uptakes of the phantoms are shown in Table II and Fig. 2 . The ROI, the ellipsoidal background feature, and the continuous background have activity concentrations of , , and respectively. The entire phantom contains a total activity of 500 and the total observation time is 64 minutes for all MC studies.
In the second study, the phantom configuration is slightly modified. The ROI contains three hot cylinders, each being 0.6 mm in diameter and 4 mm in length. The spacing between the small spheres is 0.5 mm, seen in Fig. 7 . The strong background feature has the same size of that in the first study. The total activity the entire phantom contains is increased to 4 mCi and the total observation time is 128 minutes.
Intuitively, gamma ray attenuation in the object could play an important role in defining the optimum angular sampling strategy, especially for imaging human-sized objects with tracers labeled with Tc-99 m. To highlight this effect, we have also tested three linear attenuation coefficients, 0 , 0.0154 (typical value for 140 keV gamma rays in water) and 0.077 , with the phantoms. Please also see Table II for details. Fig. 3 . The rebinning strategy used with the phantoms. The numbers shown in the graphs are the rebinning density as defined in [3] . The number "1" symbolizes that the pixels in the corresponding regions (marked in black) are not rebinned. Within the background region marked with 4, adjacent pixels will be rebinned into a larger pixel. In addition, pixels in the strong background region marked with number "10" will be rebinned into a single voxel. Detailed algorithm for the rebinning process can be found in [3] . In this example, the use of the NUOP approach reduces the total number of unknowns from 262144 to around 4000. This leads to a greatly reduced computation load, while searching for the optimum angular sampling strategy for imaging the ROIs.
As previously discussed in Section II-E, we have used a nonuniform object-space pixelation (NUOP) approach to reduce the computation load. In this approach, the ROI and regions important for the reconstruction of the ROI were represented by the finest pixels and other regions were represented by larger pixels (Fig. 3) . As a result, the number of unknowns could be reduced from 262144 to around 4000. This allowed us to find the optimum time distribution within a few minutes using a single PC. Note that the object pixelation strategy was arbitrarily chosen for the object. There could certainly be room for further optimization. In [3] , we have introduced several approaches for defining the object pixelation strategy for a given object, which could be used with future studies.
III. RESULTS
A. Validation of the Analytical Approach
To verify the proposed gradient-based search algorithm (Fig. 1) , we have compared the optimum time distributions obtained with the proposed algorithm against the ones obtained with exhaustive searches through all possible combinations of imaging times. In this study, we used the phantom configuration, , as detailed in Table II and Fig. 2 . To make the exhaustive search process computationally practical, we have to combine the 32 sampling angles into four groups. The first group includes angles 28-31 and 0-3, the second group includes angles 4-11 and so on (Fig. 4) . Within each group, the imaging times at all angles are kept the same. Equivalently the number of effective sampling angles is shrunk to be 4. To further reduce the number of possible angular sampling schemes, the imaging time for each group can only be varied as integral multiple of certain finite time intervals, such as 10 s or 30 s. A smaller interval would further improve the accuracy. But the greatly increased number of possible sampling configurations makes this impractical. By contrast, the proposed gradient-based search algorithm allows imaging time at each group (of eight angles) to vary arbitrarily, except that the sampling times cannot be negative. The corresponding partial derivative of variance for each group could be calculated as the sum of partial derivatives with respect to imaging times at sampling angles in the related group. The optimum time distributions derived with the exhaustive search and the gradient-based algorithm are shown in Table III . Both approaches generate similar results and the degree of agreement improves with smaller time interval allowed for the exhaustive search process. in (5) is set to be and the FHWM of the corresponding 3-D Gaussian filter function used in (50), (51) is chosen to be 0.8 mm.
In this simple example, we have shown in Table III that both the exhaustive search and the gradient-based approach have led to highly non-uniform time distribution across the four (groups of) angles. In Fig. 5 , we plot the image variance, the partial derivatives of the variance given by (34), and the resultant time distribution as functions of iteration number. The image variance converged to its minimum value within the first 50 iterations, but the optimum imaging times at certain angles kept changing till well beyond 150 iterations. For comparison, we have also included the results obtained by allowing all the 32 imaging times to vary independently. In this study, the non-uniform angular sampling did result in a reduced image variance (by 20%) as shown in Table IV .
B. Optimum Time Distributions for ROI Studies
We have evaluated the use of the proposed algorithm to find the optimum angular sampling strategy, especially for imaging relatively weak ROIs inside objects containing hot background features. In this effort, we studied a total of 12 phantom configurations, as detailed in Table II . The imaging times at all possible sampling angles were allowed to vary independently. To ensure the variance to converge to their minimum values, we allowed 250 iterations for the optimization process. Fig. 6 summarizes the optimum time distribution obtained using the gradient-based search algorithms for all 12 phantom configurations. In Table IV , the imaging variance values obtained with the non-uniform sampling strategies are compared with those derived using uniform sampling across all 32 sampling angles.
In general, the adaptive angular sampling approaches have led to an appreciable reduction in image variance (by factors of 10-40%), over the uniform sampling approaches. The adaptive sampling approach was particularly effective for imaging ROIs located near the boundary of the object . In such cases, imaging angles, corresponding to the camera placed close to the ROI, are the most effective ones for collecting imaging information. The resultant noise reduction is greater for phantoms with increased gamma ray attenuation. This effect can be seen by comparing the noise reduction factors within different groups , , , and . Furthermore, the noise reduction must be more obvious for stronger background feature, which could be seen in the comparison of groups , , , , and . . The FHWM of the corresponding Gaussian filter (used in Eq. (45)) is 0.8 mm for both cases.
To further demonstrate the performance benefit from using the adaptive angular sampling approach, we have carried out another Monte Carlo study using a slightly modified phantom configuration. In this case, the ROI contains three hot tubes parallel to the rotation axis, each being 0.6 mm in diameter and 4 mm in length (instead of having a uniform and above-the-background tracer concentration). The spacing between the small spheres is 0.5 mm. For this study, the camera could be placed at any of the 64 equally spaced sampling angles. The linear attenuation coefficient used in the phantom is 0.077
. By using the computation procedures shown in Fig. 1 , we have identified the optimum angular sampling strategy as shown in Fig. 7 . This leads to a reduction in image variance by 42%, compare to the use of the uniform sampling approach. The non-uniform object-space pixelation (NUOP) approach is used to improve the computation efficiency.
The optimum time distribution obtained with the proposed approach is a complex function of many factors, including the location of the ROI with respect to the orbit of the camera, the relative location and strength of the background features (such as the elliptical features shown in Fig. 6 and Fig. 7) , the attenuation of the gamma ray originated from the ROI, etc. While the effects of these factors are coupled to each other and therefore difficult to quantify, one may draw a few general guidelines from these results:
• Sampling angles corresponding to larger probabilities for detecting the gamma rays originated from the ROI are generally more important and therefore associated with longer imaging time. This applies to Cases, in Fig. 6 . Similarly, sampling angles that lead to greater sensitivity to strong background features are generally less favorable. This is also evident in Cases, in Fig. 6 . • Sampling angles that lead to overlapping between the projections of the ROI and other strong background features could be more favorable angles. This is evident by examining Cases, in Fig. 6 . This result could be explained by considering two factors, which are balancing each other. On one hand, such overlapping reduces the weighted correlation 1 between the response of the detector to a target pixel and the response to other source pixels nearby. Since this correlation is directly related to the physical resolution of the system, the reduction in correlation could help to separate the target pixel from other pixels during reconstruction. On the other hand, the overlapping between the projections tends to reduce the amount of information carried by each detected photon, since it is associated with a larger statistical uncertainty. These two effects are counter-balancing each other, which leads to these counterintuitive results.
• In Fig. 6 , we have also observed some cases that zero imaging times interleave between positive imaging times. These time-distributions were carefully verified to minimize imaging variance. In contrast, a smother time distribution seems to be attainable with the increasing number of possible sampling angles, as shown in Fig. 7 . This indicates that the irregularity is likely to come from the discretization of sampling angles and object-space. Finally, to visualize the performance benefit of using the adaptive sampling approach, we have generated two images of the phantom shown in Fig. 7 with both uniform and non-uniform angular sampling strategies. Both images are reconstructed in the uniform object-space. The image variance at the center of the ROI is controlled by the FWHM of Gaussian filter in the post-filtered penalized maximum-likelihood reconstruction process (5). In Fig. 8 , we compare two images having the same variance at the center of the ROI. Clearly, the adaptive angular sampling provides a better spatial resolution in the ROI while providing similar noise levels, as can be visualized in both 1-D and 2-D cross sections of the reconstructed images.
IV. CONCLUSION AND DISCUSSION
We have developed an analytical approach for finding the optimum system configuration that minimizes image variance. This approach has three key components: (a) a set of equations for evaluating image variance and resolution properties attainable with a given sampling strategy, (b) an iterative algorithm for searching through the parameter space and finding the optimum sampling strategy and (c) a novel computation approach based on the non-uniform object-space pixelation method for reducing the computation load [3] . This combination leads to a highly efficient computation approach that can be implemented in near real-time.
In this study, we have utilized the proposed computation approach for adaptive angular sampling in SPECT imaging. It is shown that the performance of a SPECT system can be improved with non-uniform allocations of imaging time across all possible sampling angles. We have also demonstrated, with a series of Monte Carlo studies, that the proposed computation approach is highly effective for finding the optimum sampling strategies that lead to a significantly lowered image variance.
It is worth noting that the proposed computation approach could be applied to optimize SPECT systems with respect to a wide range of imaging parameters, and be equally applicable to other imaging modalities, such positron emission tomography (PET) and X-ray computed tomography (CT). For an adaptive imaging system that offers a finite number of possible configurations, the proposed method could help to rank the relative importance of each configuration. By identifying the optimum combination of different imaging configurations in near realtime, the proposed computation approach allows the system to offer an optimum efficiency for collecting imaging information about unknown objects. This makes the proposed computation approach well suited for future adaptive nuclear imaging applications.
