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HIGH-DIMENSIONAL LIMIT THEOREMS
FOR RANDOM VECTORS IN ℓnp -BALLS. II
ZAKHAR KABLUCHKO, JOSCHA PROCHNO, AND CHRISTOPH THA¨LE
Abstract. In this article we prove three fundamental types of limit theorems for the q-norm of random
vectors chosen at random in an ℓn
p
-ball in high dimensions. We obtain a central limit theorem, a moderate
deviations as well as a large deviations principle when the underlying distribution of the random vectors
belongs to a general class introduced by Barthe, Gue´don, Mendelson, and Naor. It includes the normalized
volume and the cone probability measure as well as projections of these measures as special cases. Two new
applications to random and non-random projections of ℓn
p
-balls to lower-dimensional subspaces are discussed
as well. The text is a continuation of [Kabluchko, Prochno, Tha¨le: High-dimensional limit theorems for
random vectors in ℓn
p
-balls, Commun. Contemp. Math. (2019)].
1. Introduction and main results
The study of high-dimensional geometric structures and particularly of convex bodies has received considerable
attention in the last decade. In parts, this was triggered by modern applications in high-dimensional statistics,
machine learning, and numerical analysis. Many of the deep discoveries are of a probabilistic flavor or have
been obtained by means of novel and powerful probabilistic methods. It therefore comes as no surprise that
(central) limit theorems have been obtained for various quantities that appear in high-dimensional stochastic
geometry or the asymptotic theory of convex bodies. Probably the first high-dimensional central limit theorem
is known as the Poincare´-Maxwell-Borel Lemma (see, e.g., [9, 23]). It shows that the distribution of the first k
coordinates of a point chosen uniformly at random from the n-dimensional Euclidean ball or sphere converges
to a k-dimensional Gaussian distribution, as the dimension n of the ambient space tends to infinity. The
most prominent result of the past 15 years is arguably Klartag’s central limit theorem for isotropic convex
bodies [15], showing that most k-dimensional marginals of random points chosen uniformly at random from
a convex body are approximately Gaussian. Many more deep central limit phenomena have been discovered
in the recent past. Among others, there is a central limit theorem for the volume of convex hulls of Gaussian
random vectors obtained by Ba´ra´ny and Vu in [5] or Reitzner’s central limit theorems for the volume and the
number of i-dimensional faces of random polytopes in smooth convex bodies [20] that were obtained when
the number of random points tends to infinity (see also Ba´ra´ny and Tha¨le [4] and Tha¨le, Turchi, and Wespi
[24] for results about general intrinsic volumes). There is a central limit theorem due to Paouris, Pivovarov,
and Zinn [18] for the volume of k-dimensional random projections of the n-dimensional cube when n → ∞,
a result that had previously been obtained by Kabluchko, Litvak, and Zaporozhets [12] in the special case
k = 1. Alonso-Gutie´rrez, Prochno, and Tha¨le [1] proved a central limit theorem and Berry-Esseen bounds for
the Euclidean norm of random orthogonal projections of points chosen uniformly at random from the unit
ball of ℓnp , as n→∞, and Kabluchko, Prochno, and Tha¨le [13] obtained a multivariate central limit theorem
for the q-norm of random vectors chosen uniformly at random in the unit p-ball of Rn, which extended the
corresponding 1-dimensional result obtained by Schmuckenschla¨ger [22].
While the results in the previous paragraph describe central limit phenomena for several geometry related
quantities, there is considerably less known about the large deviations behavior. Large deviations principles,
which appear on the scale of a law of large numbers, have only recently been introduced in geometric functional
analysis by Gantert, Kim, and Ramanan [11], who obtained a large deviations principle for 1-dimensional
random projections of ℓnp -balls in R
n, as the space dimension tends to infinity. Subsequent work of Alonso-
Gutie´rrez, Prochno, and Tha¨le [1] provided a description of the large deviations behavior for the Euclidean
norm of projections of ℓnp -balls to high-dimensional random subspaces (the so-called annealed case), and
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Kabluchko, Prochno, and Tha¨le [13] obtained a complete description of the large deviations behavior of ℓq-
norms of high-dimensional random vectors that are chosen uniformly at random in an ℓnp -ball, which can be
seen as an asymptotic version of a result of Schechtman and Zinn [21].
The motivation for this manuscript is essentially three-fold and we shall discuss the details in the following
subsections together with our corresponding results. The first is the aim for an extension of the (multivariate)
central limit theorems obtained in [13, Theorem 1.1] and [22, Proposition 2.4] and the large deviations
principles [13, Theorems 1.2 and 1.3] to a considerably wider class of distributions on ℓnp -balls. The second
aim is to go between the Gaussian fluctuations described by the central limit theorem and the large deviations
and to describe the moderate deviations behavior of the random variables studied there. Moderate deviations
are typically non-parametric (in contrast to large deviations) and consider probabilities on scales between
those of a law of large numbers and a central limit theorem. These new findings for the moderate scaling
therefore complement and refine both the new central limit theorems (Theorem A and Theorem B) as well
the new large deviations principle (Theorem D). For a variety of applications of such results, despite the once
presented below, we refer the reader to [13].
Before we present our results, let us explain the distributional set-up of this manuscript. As already mentioned,
we consider a much more general class of distributions compared to [13] and [22]. Those have been introduced
and studied by Barthe, Gue´don, Mendelson, and Naor [6], and are closely related to the geometry of ℓnp -
balls. This class contains the uniform distribution considered in [1, 11, 13], the cone probability measure
on the ℓnp -unit ball B
n
p := {x ∈ Rn : ‖x‖p ≤ 1} as special cases, and many more (see below). As usual,
‖x‖p = (|x1|p + . . . + |xn|p)1/p denotes the ℓp-norm of the vector x = (x1, . . . , xn), and the parameter p
satisifes 0 < p < ∞. For every n ∈ N, we let Wn be any Borel probability measure on [0,∞), Un,p be the
uniform distribution, and Cn,p be the cone probability measure on B
n
p . The distributions we consider are of
the form
(1) PWn,n,p := Wn({0})Cn,p +HUn,p,
where the function H : Bnp → R is given by H(x) = h(‖x‖p) with
h(r) =
1
pn/pΓ
(
1 + np
) 1
(1 − rp)1+n/p
∫ ∞
0
sn/pe−
1
p
srp(1−rp)−1 Wn(ds), r ∈ [0, 1].
In other words this means that∫
Bnp
f(x)PWn,n,p(dx) = Wn({0})
∫
S
n−1
p
f(x)Cn,p(dx) +
∫
Bnp
f(x)H(x)Un,p(dx)
= Wn({0})
∫
S
n−1
p
f(x)Cn,p(dx) +
∫
Bnp
f(x)h(‖x‖p)Un,p(dx)
for all non-negative measurable functions f : Bnp → R, where Sn−1p = {x ∈ Rn : ‖x‖p = 1} denotes the
ℓnp -sphere. The class of measures of the form PWn,n,p contains the following important cases, which are of
particular interest (see Theorem 1, Theorem 3, Corollary 3, and Corollary 4 in [6]):
(i) If Wn is the exponential distribution with rate 1/p (and mean p), then Wn({0}) = 0, H ≡ 1, and
PWn,n,p reduces to the uniform distribution Un,p on B
n
p .
(ii) If Wn = δ0 is the Dirac measure concentrated at 0, then Wn({0}) = 1, H ≡ 0, and PWn,n,p is just
the cone probability measure on Bnp .
(iii) If Wn = Gamma(α, 1/p) is a gamma distribution with shape parameter α > 0 and rate 1/p, then
PWn,n,p is the beta-type probability measure on B
n
p with Lebesgue density given by
x 7→
Γ
(
α+ np
)
Γ(α)
(
2Γ
(
1 + 1p
))n (1− ‖x‖pp)α−1, x ∈ Bnp .
In particular, if α = m/p for some m ∈ N, this is the image of the cone probability measure Cn+m,p
on Bn+mp under the orthogonal projection onto the first n coordinates. Similarly, if α = 1 + m/p,
this distribution arises as the image of the uniform distribution Un+m,p on B
n+m
p under the same
orthogonal projection.
After having discussed the class of distributions we consider, we now turn to our main results.
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Remark 1. Note that although for 0 < p < 1 the unit balls Bnp are not convex, we decided to include them
into our analysis, simply because our results are valid in this regime as well. On the other hand, we leave out
the case p = ∞, since in this case we can only treat the uniform distribution on Bn∞ and this was already
studied in [13].
1.1. Central limit theorems. The first result in this manuscript is a generalization of the central limit
theorems [13, Theorem 1.1] and [22, Proposition 2.4] to the broader class of distributions presented above.
While the result can in principle be proved in a multivariate form, we prefer to stay in the one-dimensional
setting for clarity and for ease of comparison with the moderate and large deviations principles discussed in
the next subsections. The theorem below describes the Gaussian fluctuations of the q-norm of vectors chosen
at random from the balls Bnp according to the measures PWn,n,p. In this paper, we denote by
P−→ and d−→
convergence in probability and in distribution, respectively. Moreover, we put
(2) Mp(q) :=
pq/p
q + 1
Γ(1 + q+1p )
Γ(1 + 1p )
= pq/p
Γ( q+1p )
Γ( 1p )
.
for any q > 0.
Theorem A (Central limit theorem). Fix 0 < p <∞ and 0 < q <∞. Let (Wn)n∈N be a sequence of Borel
probability measures on [0,∞). For each n ∈ N let Zn ∈ Bnp be distributed according to PWn,n,p and Wn
according to Wn. Assume that
Wn√
n
P−→
n→∞
0 .(3)
Then
√
n
(
n
1
p
− 1
q
Mp(q)1/q
‖Zn‖q − 1
)
d−→
n→∞
N,
where N ∼ N (0, σ2) is a centered Gaussian random variable with variance
σ2 =
1
q2
(
Γ( 1p )Γ(
2q+1
p )
Γ( q+1p )
2
− 1
)
− 1
p
.
Let us return to the situations (i)–(iii) described above and discuss some special cases of Theorem A. If for
each n, Wn = W for some fixed Borel probability measure W on [0,∞), then assumption (3) is clearly
satisfied. In particular, taking W to be the Dirac measure at zero (recall (ii) above) or the exponential
distribution with rate 1/p (recall (i) above), we recover the central limit theorem of Schmuckenschla¨ger [22],
see also Kabluchko, Prochno, and Tha¨le [13]. As another example, we fix a sequence of positive real numbers
(an)n∈N such that an/
√
n→ 0, as n→∞, and let for each n ∈ N, Wn = Γ(an, b) be the gamma distribution
with shape parameter an and some fixed rate b ∈ (0,∞). Markov’s inequality implies that (3) is satisfied in
this case, from which the central limit theorem follows. In particular, taking b = 1/p we cover the situation
discussed under (iii) above.
Remark 2. In the case when p = q, the asymptotic variance σ2 vanishes. In this case, Theorem A just states
the distributional convergence of
√
n(‖Zn‖p − 1) to 0.
Remark 3. Theorem A should be compared with the (multivariate) central limit theorem for ‖Zn‖q proved
in [19]. The latter is valid under the condition that
√
n(1− ‖Zn‖p) P−→
n→∞
0, as n→∞. One can in fact show
(with some efforts, see the previous remark) that our condition (3) implies the one in [19]. However, we prefer
to give an alternative and separate argument, since it can be developed further to give a proof of our MDP.
In one of our applications we present in Section 2 below, a slight generalization of Theorem A is needed, where
we allow the random variables Wn to converge to a non-trivial limiting distribution after a suitable centering
and rescaling by
√
n.
Theorem B (Generalized central limit theorem). Fix 0 < p < ∞ and 0 < q < ∞. Let (Wn)n∈N be a
sequence of Borel probability measures on [0,∞). For each n ∈ N let Zn ∈ Bnp be distributed according to
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PWn,n,p and Wn according to Wn. Assume that
W ∗n :=
Wn − µn√
n
d−→
n→∞
ζ(4)
with ζ ∼ N (0, τ2) for some τ2 ≥ 0, where (µn)n∈N is a sequence of non-negative real numbers satisfying
µn/n→ µ ∈ [0,∞), as n→∞. Then
√
n
(
n
1
p
− 1
q
(1 + µnn )
1/p
Mp(q)1/q
‖Zn‖q − 1
)
d−→
n→∞
N˜ ,
where N˜ ∼ N (0, σ˜2) is a centered Gaussian random variable with variance
σ˜2 =
Γ( 1p )Γ(
2q+1
p )
q2Γ( q+1p )
2
− 1
q2
+
1
p(1 + µ)2
− 2
p(1 + µ)
+
τ2
p2(1 + µ)2
.
We emphasize that Theorem B is indeed a generalization of Theorem A. Namely, if (4) is satisfied with µn = 0
for all n ∈ N and τ2 = 0 then Wn/√n d−→
n→∞
0 and hence Wn/
√
n
P−→
n→∞
0, as n → ∞, so that (3) is satisfied.
Moreover, let us briefly mention that Theorem B allows us to consider, for example, a gamma distribution
Γ(an, b) for Wn with constant rate b ∈ (0,∞) and shape parameter an ∈ (0,∞) satisfying an/n→ a ∈ [0,∞),
as n→∞. We take advantage of this flexibility in Section 2 below.
1.2. Moderate deviations principle. We will next describe the moderate deviations. A moderate devia-
tions principle (MDP) is formally nothing else than a large deviations principle (LDP) but with important
differences in the behavior of the two principles. For instance, while LDPs provide estimates on the scale
of a law of large numbers, MDPs describe the probabilities at scales between a law of large numbers and
a distributional limit theorem (like a central limit theorem). Moreover, while the rate function in an LDP
depends in a subtle way on the distribution of the underlying random variables, the rate function in an MDP
in typical situations is non-parametric and given by the Gaussian one inherited from a central limit theorem.
Let us recall that a sequence (Xn)n∈N of random vectors in Rd (d ∈ N) satisfies an LDP with speed sn and
‘good rate function’ I : Rd → [0,∞] if
− inf
x∈A◦
I(x) ≤ lim inf
n→∞
s−1n logP[Xn ∈ A] ≤ lim sup
n→∞
s−1n logP[Xn ∈ A] ≤ − inf
x∈A
I(x)
for all measurable A ⊆ Rd (A◦ being the interior and A the closure of A), where I is lower semi-continuous
and has compact level sets {x ∈ Rd : I(x) ≤ α}, α ∈ R. We say in this paper that a sequence (Xn)n∈N
satisfies an MDP if the speed sequence (sn)n∈N is given by sn = bn
√
n with a positive sequence (bn)n∈N
satisfying bn = ω(1) and bn = o(
√
n), where for two sequences (xn)n∈N and (yn)n∈N we use the Landau
notation xn = o(yn) if limn→∞ xnyn = 0 and xn = ω(yn) if limn→∞ |xnyn | = +∞. In our case, the random
variables Xn are suitably scaled versions of the q-norm of random points in B
n
p .
The following MDP complements both the central limit theorems (Theorem A, Theorem B and also [13,
Theorem 1.1]) as well as the large deviations result proved in [13, Theorem 1.2] and Theorem D below.
Theorem C (Moderate deviations principle). Fix 0 < p <∞ and 0 < q <∞ with q < p. Let (Wn)n∈N be a
sequence of Borel probability measures on [0,∞) and (bn)n∈N be a sequence of positive real numbers satisfying
bn = ω(1) and bn = o(
√
n). For each n ∈ N let Zn ∈ Bnp be distributed according to PWn,n,p. Assume that,
for all δ > 0,
lim sup
n→∞
1
b2n
logWn
(
(δbn
√
n,∞)) = −∞.(5)
Then the sequence of random variables
√
n
bn
(
n1/p−1/q
Mp(q)1/q
‖Zn‖q − 1
)
satisfies an MDP with speed b2n and good rate function I(t) =
t2
2σ2 , t ∈ R, where σ2 is the variance from
Theorem A.
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In particular, Theorem C implies that, for all t ∈ R,
lim
n→∞
1
b2n
logP
[√
n
bn
(
n1/p−1/q
Mp(q)1/q
‖Zn‖q − 1
)
≥ t
]
= − t
2
2σ2
.
Let us briefly return to the special cases (i)–(iii). Clearly, if Wn is the Dirac measure at zero, Assumption (5)
is satisfied. This covers case (ii) from above. On the other hand, if for each n ∈ N, Wn = Γ(an, b) is a gamma
distribution with shape parameter an ∈ (0,∞) and rate b > 0, we can use the MDP for sums of independent
random variables (see Lemma 11 below) to conclude that Assumption (5) is satisfied if an = ω(
√
nbn).
Especially, taking b = 1/p, this covers cases (i) and (iii).
Remark 4. If p = q, then the core term for the MDP that we study in Lemma 16 below vanishes and
therefore, we do not obtain an MDP with a non-trivial rate function.
1.3. Large deviations principle. The third type of limit theorem we obtain is a large deviations principle.
As we shall see in a moment, contrary to the quadratic and non-parametric rate function in the MDP, the LDP
is more sensitive to the underlying distribution and displays a significant difference in behavior depending on
the parameter p and its relative position with respect to the parameter q.
Theorem D (Large deviations principle). Fix 0 < p < ∞ and 0 < q < ∞ with p 6= q. Let (Wn)n∈N be a
sequence of Borel probability measures on [0,∞) and for each n ∈ N let Wn be distributed according to Wn.
For each n ∈ N let Zn ∈ Bnp be distributed according to PWn,n,p. Then the sequence of random variables
n1/p−1/q‖Zn‖q satisfies the following LDPs:
(1) If q < p we assume that the sequence (Wn/n)n∈N satisfies an LDP with speed n and good rate function
IW. Then the LDP is with speed n and good rate function IZ,1 = (I1 + IW) ◦F−1, where F (x, y, z) =
x1/q(y + z)−1/p and I1 = Λ∗ is the Legendre-Fenchel transform of the function
Λ(t1, t2) = log
∫ ∞
0
et1x
q+(t2−1/p)xp dx
p1/pΓ(1 + 1/p)
.
(2) If q > p we assume that sequence (Wn/n)n∈N is exponentially equivalent to 0 in the sense that
lim sup
n→∞
1
np/q
logP
[
Wn
n
> δ
]
= −∞(6)
for all δ > 0. Then the LDP is with speed np/q and good rate function
IZ,2(x) =
{
1
p
(
xq −Mp(q)
)p/q
: x ≥Mp(q)1/q
+∞ : otherwise.
We emphasize that while the rate function IZ,2 for q > p is universal in the sense that it does not depend on
IW (provided that IW does not vanish in a neighborhood of 1), this is not the case for the rate function IZ,1
for q < p, which in a subtle way depends on IW. As examples we consider the special cases (i) and (ii) above.
If for each n ∈ N, Wn is the Dirac measure at zero, the function IW is given by
IW(x) =
{
0 : x = 0
+∞ : x 6= 0.
Moreover, if Wn is the exponential distribution with parameter 1/p for each n ∈ N, then
IW(x) =
{
+∞ : x < 0
x
p : x ≥ 0.
Remark 5. If p = q, then the LDP of Theorem D (1) remains valid in a modified form. In fact, it still
holds with speed n, but the rate function is then given by (Λ˜∗+ IW) ◦ F˜−1, where Λ˜∗ is the Legendre-Fenchel
transform of
Λ˜(t) = log
∫ ∞
0
e(t−1/p)x
p dx
p1/pΓ(1 + 1/p)
and F˜ is the function F˜ : (t1, t2) 7→ t1/p1 /(t1 + t2)1/p.
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1.4. Structure. The remaining parts of this text are structured as follows. Two applications of our results
to random and non-random projections of ℓnp -balls are discussed in Section 2. In Section 3 we rephrase some
preliminary results, which are used in proofs of Theorems A, B, C, and D. The latter are contained in Section
4. More precisely, we develop a crucial probabilistic representation for the involved random variables in
Section 4.1 and then prove Theorem A in Section 4.2, Theorem B in Section 4.3, Theorem C in Section 4.4,
and Theorem D in Section 4.5.
2. Application to projections of ℓnp -balls
2.1. Random versus non-random subspaces. Projections of ℓnp -balls to lower-dimensional subspaces were
subject of a number of studies, see, e.g., [1, 2, 11, 14, 16, 17]. In these works two different set-ups were studied,
one in which the subspace one projects onto is random, and another one, in which the choice of the subspace
is deterministic (for an extensive comparison of both situations for one-dimensional projections we refer the
reader to [10, 11]). We shall use the limit theory for the general distributions PWn,n,p on ℓ
n
p -balls presented
in the previous section to compare both approaches. We start by recalling the framework for projections onto
random subspaces taken from [1, 2]. We let (kn)n∈N be a sequence of integers satisfying kn ∈ {1, . . . , n} and
kn/n→ λ ∈ [0, 1], as n→∞. Moreover, for each n ∈ N, let Xn be uniformly distributed on Bnp and let En be
a uniformly distributed kn-dimensional random subspace (where the uniform distribution refers to the Haar
probability measure on the Grassmannian of all kn-dimensional linear subspaces in R
n). We assume that
the two sequences (Xn)n∈N and (En)n∈N are independent. Moreover, we denote by PEnXn the orthogonal
projection of Xn onto En. The quantity studied in [1, 2] is the Euclidean norm of the projection of the random
vector Xn onto the random subspace En, i.e., ‖PEnXn‖2.
We first rephrase the central limit theorem [2, Theorem 1.1]. It says that if kn →∞, as n→∞, then
n1/p√
Mp(2)
‖PEnXn‖2 −
√
kn
d−→
n→∞
N,(7)
where N is a centered Gaussian random variable with variance
σ2(p, λ) =
λ
4
Γ( 1p )Γ(
5
p )
Γ( 3p )
2
− λ
(3
4
+
1
p
)
+
1
2
.
Observe that taking λ = 1 the constant σ2(p, 1) coincides with σ2 from Theorem A if we take q = 2 there.
Next, we recall the LDP for the same quantities from [1, Theorem 1.2] (for simplicity we restrict ourselves
to the case p < 2, since only in this case an explicit form of the rate function is available). Using the same
notation as before, it says that for any p ∈ [1, 2) the sequence of random variables n 1p− 12 ‖PEnXn‖2 satisfies
an LDP with speed np/2 and good rate function
I(y) =
 1p
(
y2
λ −Mp(2)
)p/2
: y ≥√λMp(2)
+∞ : otherwise,
(8)
whenever λ := lim
n→∞
kn
n ∈ (0, 1].
The projections onto random subspaces as just described can be compared with projections onto sequences of
deterministic subspaces. In fact, our distributional framework allows to deal with projections onto coordinate
subspaces. Namely, let the sequence (kn)n∈N be as above and let, for each n ∈ N, Xn be uniformly distributed
in the n-dimensional ℓnp -ball B
n
p with 0 < p <∞. We denote by ΠknXn the orthogonal projection of Xn onto
the first kn coordinates. Thus, Πkn is the projection from R
n to {x = (x1, . . . , xn) ∈ Rn : xi = 0 for i > kn},
which in turn can be identified with Rkn .
Theorem E (Central limit theorem for deterministic projections). Assume that kn/n→ λ ∈ (0, 1], as n→∞.
Then,
n1/p√
Mp(2)
‖ΠknXn‖2 −
√
kn
d−→
n→∞
N˜ ,
where N˜ is a centered Gaussian random variable with variance
σ˜2(p, λ) =
1
4
(
Γ( 1p )Γ(
5
p )
Γ( 3p )
2
− 1
)
− λ
p
.
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Proof. Recalling the special case (iii) for PWkn ,kn,p from the previous section, we see that the projected
random vector ΠknXn has distribution PWkn ,kn,p on B
kn
p , where Wkn = Γ(
n−kn
p + 1,
1
p ) is a gamma distri-
bution with shape parameter n−knp + 1 and rate 1/p. We are going to apply the central limit theorem to the
gamma distribution with the aim of verifying condition (4) of Theorem B. Keeping in mind that kn is now
the dimension parameter of the projection, we define
µkn := EWkn = n− kn + p and µ := limn→∞
µkn
kn
=
1− λ
λ
≥ 0 .
In addition, we have that
VarWkn
kn
= p
( n
kn
− 1
)
+
p2
kn
→ p 1− λ
λ
=: τ2 ≥ 0 ,
as n→∞. Assume, for a moment, that n−kn →∞. Then, even though τ2 can vanish, we have VarWkn →∞.
Under these circumstances, the central limit theorem is applicable to the gamma distribution and yields that
(9) W ∗kn :=
Wkn − µkn√
kn
d−→
n→∞
ζ ∼ N (0, τ2) .
On the other hand, if n− kn stays bounded, then µkn stays bounded, hence the sequence (Wkn)n∈N is tight,
and since kn → ∞ (recall that λ 6= 0), we conclude that (9) still holds with τ2 = 0. Summarizing, we
conclude that (9) always holds under the assumptions of the theorem. Indeed assume that (9) is violated.
Since the sequence (W ∗kn)n∈N has uniformly bounded variances, we could pass to a subsequence for which
W ∗kn converges weakly to some distribution different from N (0, τ2). Passing one more time to a subsequence,
we could assume that either n− kn →∞ or n− kn is bounded. However, as was explained above, this would
lead to a contradiction.
We can thus apply Theorem B with q = 2 and dimension parameter kn instead of n to conclude that
√
kn
(
k
1
p
− 12
n
(
1 +
µkn
kn
)1/p√
Mp(2)
‖ΠknXn‖2 − 1
)
d−→
n→∞
N˜,
where N˜ is a centered normal random variable with variance
σ˜2(p, λ) =
1
4
(
Γ( 1p )Γ(
5
p )
Γ( 3p )
2
− 1
)
+
1
p(1 + µ)2
− 2
p(1 + µ)
+
τ2
p2(1 + µ)2
=
1
4
(
Γ( 1p )Γ(
5
p )
Γ( 3p )
2
− 1
)
+
λ2
p
− 2λ
p
+
(1− λ)λ
p
=
1
4
(
Γ( 1p )Γ(
5
p )
Γ( 3p )
2
− 1
)
− λ
p
.
After recalling that µkn = n− kn + p, this can be written in the form
(10)
(n+ p)1/p√
Mp(2)
‖ΠknXn‖2 −
√
kn
d−→
n→∞
N˜.
To complete the proof, we need to replace the factor (n+ p)1/p by n1/p. That this is always possible can be
seen as follows. For n ∈ N we define
an :=
(n+ p)1/p√
Mp(2)
, a′n :=
n1/p√
Mp(2)
, bn :=
√
kn and ξn := ‖ΠknXn‖2.
Then (10) reads as anξn − bn d−→
n→∞
N˜ , and our aim is to show that the same is true with an replaced by a
′
n.
To this end we write
a′nξn − bn = (anξn − bn)
a′n
an
− bn
(
1− a
′
n
an
)
.
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Since a′n/an → 1, as n → ∞, the first term converges in distribution to N˜ by Slutsky’s theorem, and it
remains to prove that bn
(
1− a′nan
)→ 0. This is done as follows:
bn
(
1− a
′
n
an
)
=
√
kn
(
1− n
1/p
(n+ p)1/p
)
=
√
kn
(
1− (1 + p/n)−1/p) = O(√kn
n
)
→ 0.
Summarizing, we have shown that (10) is in fact equivalent to
n1/p√
Mp(2)
‖ΠknXn‖2 −
√
kn
d−→
n→∞
N˜ ,
thus completing the proof. 
Theorem E, together with (7), leads us to the remarkable observation that we have the same central limit be-
havior regardless of whether we project onto uniform random subspaces of dimensions kn or onto deterministic
coordinate subspaces of the same dimension, provided their dimension is sufficiently large, i.e., if kn/n → 1
as n→∞. Indeed, the centering in both results is the same, and it is easy to check that σ2(p, 1) = σ˜2(p, 1).
On the other hand, if kn/n→ λ ∈ (0, 1), we still have a central limit theorem for the (suitably centered and
rescaled) quantities ‖PEnXn‖2 and ‖ΠknXn‖2, with the same centering, but this time with different limiting
variances σ2(p, λ) and σ˜2(p, λ), respectively.
A similar comparison as for the central limit theorem can be made on the large deviations scale. We restrict
ourselves to the case 1 ≤ p < 2 and kn/n → 1, that is λ = 1. We are interested in large deviations of
‖ΠknXn‖2, which is distributed as the 2-norm of a random vector with the probability law PWkn ,kn,p on Bknp ,
where Wkn is the gamma distribution Γ(
n−kn
p + 1,
1
p ), as above. Let us check that the sequence of random
variables Wkn/kn with Wkn having distribution Wkn is exponentially equivalent to 0 in the sense of (6). Fix
some δ > 0. Since n− kn = o(n), the convolution property of the gamma distribution in its shape parameter
entails that, for large n, the random variable Wkn is stochastically dominated by a sum S[δn/4] of [δn/4] i.i.d.
Γ(1, 1p )-distributed random variables. Note that ES[δn/4] = p[δn/4]. Moreover, again for n sufficiently large,
kn
n >
p
2 . We deduce from this and Crame´r’s theorem (see Lemma 8 below) that for large n ∈ N
P
[
Wkn/kn > δ
]
= P
[
Wkn > nδkn/n
] ≤ P[Wkn > pδn/2] ≤ P[S[δn/4] > pδn/2] ≤ e−cn ≤ e−ckn ,
where c = c(δ, p) ∈ (0,∞) is some constant depending on δ and p, but since p ∈ [1, 2) the dependence on p
can be omitted. Note that the above argument would fail if kn/n→ λ < 1. Thus,
lim sup
n→∞
1
k
p/2
n
logP
[Wkn
kn
> δ
]
≤ lim sup
n→∞
− c kn
k
p/2
n
= −∞,
since p < 2. In this case, Theorem D can be applied with q = 2 and we obtain an LDP for k
1/p−1/2
n ‖ΠknXn‖2
with speed k
p/2
n and the rate function given in TheoremD. Since kn/n→ 1, we conclude that n1/p−1/2‖ΠknXn‖2
satisfies an LDP with speed np/2 and the same rate function I as in (8) with λ = 1 there. Again, this shows
that the same large deviations behavior is present regardless of whether we project onto uniform random
subspaces of dimensions kn or onto deterministic coordinate subspaces of the same dimension, again provided
their dimension is sufficiently large in the sense that kn/n→ 1, as n→∞.
2.2. 1-dimensional random projections of ℓnp -balls. In this section we present another application of our
main results demonstrating the advantage of studying the more general distributions PW,n,p on the ℓ
n
p -balls.
In [13, Corollary 2.6], we proved a generalization to ℓnp -balls of a central limit theorem obtained by Paouris,
Pivovarov, and Zinn [18, p. 703] and Kabluchko, Litvak, and Zaporozhets [12, Theorem 3.6] for the width
of orthogonal projections of the n-dimensional cube Bn∞ onto a uniformly distributed random direction. For
1 < q < ∞ with q 6= 2 and a random vector chosen from Sn−1 with respect to the cone probability measure
(which in this case coincides with the normalized spherical Lebesgue measure), it was shown in [13] that, as
n→∞,
n1/q vol1(PθB
n
q )
2M2(q∗)1/q
∗ −
√
n
d−→ N
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where N is a centered Gaussian random variable with variance
σ2(q) =
1
(q∗)2
(√
π Γ(2q
∗+1
2 )
Γ( q
∗+1
2 )
2
− 1
)
− 1
2
.(11)
Here, q∗ denotes the Ho¨lder conjugate of q satisfying 1q +
1
q∗ = 1, Pθ denotes the orthogonal projection onto
the line spanned by θ, and
(12) vol1(PθB
n
q ) = 2 sup
x∈Bnq
|〈x, θ〉| = 2‖θ‖q∗ .
While the argument to obtain this central limit theorem had to be extracted from the proof of the main
result [13, Theorem 1.1], it is in our set-up a direct consequence of Theorem A, since we study more general
distributions for which the choice Wn = δ0 and p = 2 yields that PWn,n,2 is just the cone probability measure
on Bn2 . More precisely, to obtain the central limit theorem above, we use the representation (12) and apply
Theorem A with the choice Wn = δ0, p = 2, q replaced by q
∗, and take Zn = θ.
Beyond the Gaussian fluctuations just described, our results in Theorems C and D concerning moderate and
large deviations allow us to deduce the complementing MDPs and LDPs for the length of the orthogonal
projection of Bnq onto a random direction as well. We start with the description of the moderate deviations
behaviour. Using Theorem C with the choice p = 2, Wn = δ0, and q replaced by q
∗ with q∗ < p, we obtain
that the sequence of random variables
n1/q
bn
vol1(PθB
n
q )
2M2(q∗)1/q
∗ −
√
n
bn
satisfies an MDP with speed b2n and good rate function I(t) = t
2/(2σ2(q)), where (bn)n∈N is a sequence of
positive real numbers satisfying bn = ω(1) and bn = o(
√
n), and the constant σ2(q) is as in (11).
The large deviations are obtained similarly. Using Theorem C with the choice p = 2, Wn = δ0, and q replaced
by q∗ with q∗ > p (we restrict ourselves to this case, since only in this case we have a closed form expression
for the rate function), we obtain that the sequence of random variables
n
1
q
− 12 vol1(PθB
n
q )
2
satisfies an LDP with speed n2/q
∗
= n2−2/q and good rate function
I(x) =
{
1
2
(
xq
∗ −M2(q∗)
)2/q∗
: x ≥M2(q∗)1/q∗
+∞ : otherwise
=
{
1
2
(
xq/(q−1) −M2(q∗)
)2−2/q
: x ≥M2(q∗)1−1/q
+∞ : otherwise.
Finally, we mention that the constant M2(q
∗)1/q
∗
can be explicitly expressed as√
2π
1−q
q Γ
(2q − 1
2q − 2
)1−1/q
in terms of the parameter q.
3. Preliminaries
In this section we briefly present some background material used throughout the rest of this text. For
convenience of the reader, we split this into different subsections that may be skipped depending on the
reader’s background.
3.1. Generalized Gaussian random variables. Let us denote, for 0 < p < ∞, by (Yi)i∈N a sequence of
independent copies of a p-generalized Gaussian random variable with Lebesgue density
fp(x) = c
−1
p e
− |x|p
p , x ∈ R,
10 Z. KABLUCHKO, J. PROCHNO, AND C. THA¨LE
where the normalization constant cp is given by cp := 2p
1/pΓ(1+ 1p ). Next, recall the definition of the constant
Mp(q) from (2). It can be used to express first- and second-order moments of p-generalized Gaussian random
variables as follows. Namely, for q, r, s > 0 we have that
E|Y1|q =Mp(q) and Cov(|Y1|r, |Y1|s) =Mp(r + s)−Mp(r)Mp(s),(13)
see [2, Lemma 3.1]. Note that Mp(p) = 1.
The family of p-generalized Gaussian random variables can be used to describe a probabilistic interpretation
of the distributions PWn,n,p that were defined in the introduction. This interpretation is one of the key
devices in the proofs of Theorems A, C, and D.
Lemma 6 (Probabilistic interpretation, Theorem 3 in [6]). Let 0 < p <∞, Y (n) = (Y1, . . . , Yn) be a random
vector of independent and p-generalized coordinates, and assume that Wn is a non-negative random variable
with distribution Wn, which is independent of Y
(n). Then the random vector
Y (n)
(‖Y (n)‖pp +Wn)1/p
is distributed according to the measure PWn,n,p.
3.2. Moderate and large deviations. Let (Xn)n∈N be a sequence of random vectors on some probability
space (Ω,A,P) taking values in a Hausdorff topological space X. Further, let (sn)n∈N be an increasing
sequence of real numbers and I : X → [0,∞] be a lower semi-continuous function with compact level sets
{x ∈ Rd : I(x) ≤ α} for all α ∈ R. One says that (Xn)n∈N satisfies a large deviations principle (LDP) on X
with speed sn and good rate function I, provided that
− inf
x∈A◦
I(x) ≤ lim inf
n→∞
s−1n logP[Xn ∈ A] ≤ lim sup
n→∞
s−1n logP[Xn ∈ A] ≤ − inf
x∈A
I(x)
for all Borel sets A ⊆ X, where A◦ denotes the interior and A the closure of A. As already discussed in the
introduction, a moderate deviations principle (MDP) is formally the same as an LDP, but on a different rage
of scales.
We shall now present a few basic results from large deviations theory which are needed below. Assume that
a sequence (Xn)n∈N of random variables satisfies an LDP with speed sn and rate function I. Suppose now
that (Yn)n∈N is a sequence of random variables that are ‘close’ to the ones from the first sequence. The next
result provides conditions under which in such a situation an LDP from the first can be transferred to the
second sequence.
Lemma 7 (Exponential equivalence, Theorem 4.2.13 in [8]). Let (Xn)n∈N and (Yn)n∈N be two sequence of
R
d-valued random vectors and assume that (Xn)n∈N satisfies an LDP on Rd with speed sn and rate function
I. Further, suppose that the two sequences (Xn)n∈N and (Yn)n∈N are exponentially equivalent, which is to say
that
lim sup
n→∞
s−1n logP[‖Xn − Yn‖2 > δ] = −∞
for any δ > 0. Then (Yn)n∈N satisfies an LDP on Rd with the same speed and the same rate function.
Next, we recall what is known as Crame´r’s theorem. It provides an LDP for sequences of independent and
identically distributed random variables.
Lemma 8 (Crame´r’s theorem, Theorem 2.2.3 in [8]). Let (Xn)n∈N be a sequence of i. i. d. random variables.
Assume that EeλX1 <∞ for all |λ| < λ0 for some λ0 > 0. Then the sequence of random variables 1n
∑n
i=1Xi
satisfies an LDP on R with speed n and good rate function I(x) = sup
{
λx− logEeλX1 : λ ∈ R}, i.e., I is the
Legendre-Fenchel transform of the log-moment generating function logEeλX1 .
Let d1, d2 ∈ N and suppose that (Xn)n∈N is a sequence of Rd1-valued random vectors and that (Yn)n∈N is
a sequence of Rd2-random vectors. We assume that both sequences satisfy LDPs with the same speed. The
next result, taken from [1, Proposition 2.4], yields that also the sequence of Rd1+d2-valued random vectors
(Xn, Yn) satisfies an LDP and provides the form of the rate function.
Lemma 9. Assume that (Xn)n∈N satisfies an LDP on Rd1 with speed sn and good rate function IX and that
(Yn)n∈N satisfies an LDP on Rd2 with speed sn and good rate function IY. Then, if Xn and Yn are independent
for each n ∈ N, the sequence of random vectors (Xn, Yn) satisfies an LDP on Rd1+d2 with speed sn and good
rate function I given by I(x) := IX(x1) + IY(x2), x = (x1, x2) ∈ Rd1 × Rd2 .
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Finally, we consider the possibility to transport a large deviations principle to another one by means of a
continuous function, a result which is known as the so-called contraction principle.
Lemma 10 (Contraction principle, Theorem 4.2.1 in [8]). Let X and Y be two Hausdorff topological space and
let let F : X→ Y be a continuous function. Further, let (Xn)n∈N be a sequence of X-valued random elements
that satisfies an LDP with speed sn and good rate function IX. Then the sequence (F (Xn))n∈N of Y-valued
random elements satisfies an LDP with the same speed and with good rate function I = IX ◦ F−1, i.e.,
I(y) := inf{IX(x) : x ∈ X, F (x) = y}, y ∈ Y,
with the convention that I(y) = +∞ if F−1({y}) = ∅.
As explained before, a moderate deviations principle is formally nothing else than a large deviations principle
and describes (in our set-up) the deviation probabilities at scales between a law of large numbers and a central
limit theorem. An important tool for us will be the following MDP for sums of independent and identically
distributed random vectors.
Lemma 11 (MDP for sums of random vectors, Theorem 3.7.1 in [8]). Let (Xn)n∈N be a sequence of inde-
pendent and identically distributed random vectors in Rd and let (sn)n∈N be sequence of positive real numbers
such that sn = ω(
√
n) and sn = o(n). We assume that X1 is centered, its covariance matrix C = Cov(X1)
is invertible, and logE e〈λ,X1〉 < ∞ for all λ in a ball around the origin having positive radius. Then the
sequence of random vectors 1sn
∑n
i=1Xi, n ∈ N, satisfies an LDP with speed s2n/n (i.e., an MDP) and good
rate function I(x) = 12 〈x,C−1x〉, x ∈ Rd.
Remark 12. There exist versions of Lemma 11 under less restrictive assumptions on the (exponential) mo-
ments of the involved random vectors, see [3], for example. However, such results do not lead to simplifications
or improvements in our situation.
4. Proof of the main results
4.1. A probabilistic representation for the q-norm. In a first step we develop a probabilistic represen-
tation for the random variables ‖Zn‖q, which will turn out to be useful for both, the proof of the central
limit theorems and the moderate deviations principle. In what follows we let Y1, Y2, . . . be a sequence of
independent p-generalized Gaussian random variables and define, for each n ∈ N,
S(1)n :=
1√
n
n∑
i=1
(|Yi|q −Mp(q)) and S(2)n := 1√n
n∑
i=1
(|Yi|p − 1) ,
where 0 < p, q <∞.
Lemma 13 (Probabilistic interpretation). Fix 0 < p < ∞, 0 < q < ∞ and n ∈ N. Let Wn be a Borel
probability measure on [0,∞). Let Zn ∈ Bnp be distributed according to PWn,n,p and Wn be distributed
according to Wn and independent of Y1, Y2, . . .. Then
‖Zn‖q d= n 1q− 1pMp(q)1/q
[
1 +
S
(1)
n
qMp(q)
√
n
− S
(2)
n
p
√
n
− Wn
p n
+Ψp
(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)]
,
where Ψp : R
3 → R is such that, for some M, δ > 0, we have |Ψp(x, y, z)| ≤ M‖(x, y, z)‖22 whenever
‖(x, y, z)‖22 < δ.
Proof. We first observe that as a consequence of Lemma 6 the random vector Zn has the probabilistic repre-
sentation
Zn
d
=
Y (n)
(‖Y (n)‖pp +Wn)1/p ,
where Y (n) = (Y1, . . . , Yn) is a vector of independent p-generalized Gaussian random variables and Wn is a
random variable with distribution Wn, which is independent of Y
(n). Thus
‖Zn‖q d= ‖Y
(n)‖q
(‖Y (n)‖pp +Wn)1/p .
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Recalling the definitions of the random variables S
(1)
n and S
(2)
n , we can rewrite the last expression as
‖Zn‖q d=
(√
nS
(1)
n + nMp(q)
)1/q(√
nS
(2)
n + n+Wn
)1/p = n 1q− 1pMp(q)1/q
(
1 +
S(1)n√
nMp(q)
)1/q(
1 + S
(2)
n√
n
+ Wnn
)1/p .(14)
Next, we define the function
F : DF ⊂ R3 → R, (x, y, z) 7→
(
1 + xMp(q)
)1/q
(1 + y + z)1/p
,
where DF stands for the domain of F . Clearly, some open neighborhood of (0, 0, 0) is contained in DF , and
a Taylor expansion of F around (0, 0, 0) shows that for all (x, y, z) ∈ DF ,
F (x, y, z) = 1 +
x
qMp(q)
− y
p
− z
p
+Ψp(x, y, z),
where the function Ψp : DF → R is such that, for some M, δ > 0, we have |Ψp(x, y, z)| ≤ M‖(x, y, z)‖22
whenever ‖(x, y, z)‖22 < δ. Combining this with the representation (14) for ‖Zn‖q proves the claim. 
4.2. Proof of the central limit theorem (Theorem A). For each n ∈ N let us define the random variable
Vn :=
√
n
(
n
1
p
− 1
q
Mp(q)1/q
‖Zn‖q − 1
)
.(15)
It follows from Lemma 13 that
Vn
d
=
S
(1)
n
qMp(q)
− S
(2)
n
p
− Wn
p
√
n
+
√
nΨp
(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)
.
For any n ∈ N, we decompose Vn into the random variables
Tn :=
S
(1)
n
qMp(q)
− S
(2)
n
p
− Wn
p
√
n
and Rn :=
√
nΨp
(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)
.
Slutsky’s theorem (see [7, Proposition A.42 (b)]) completes the proof of Theorem A once we show that
Tn
d−→
n→∞ N and Rn
P−→
n→∞ 0,
where N ∼ N (0, σ2) is the centered Gaussian random variable as in Theorem A.
Assumption (3) says that Wn/
√
n converges in distribution to 0, as n → ∞. Therefore, the multivariate
central limit theorem applied to (S
(1)
n , S
(2)
n ) and the continuous mapping theorem yield
Tn =
S
(1)
n
qMp(q)
− S
(2)
n
p
− Wn
p
√
n
d−→
n→∞
ξ
qMp(q)
− η
p
,
where (ξ, η) is a centered Gaussian random vector in R2 with covariance matrix Σ given by
Σ =
(
Mp(2q)−Mp(q)2 Mp(p+ q)−Mp(q)
Mp(p+ q)−Mp(q) Mp(2p)− 1
)
.
As a consequence, ξqMp(q) −
η
p is a centered Gaussian random variable N with variance
Var
(
ξ
qMp(q)
− η
p
)
=
Mp(2q)−Mp(q)2
q2Mp(q)2
+
Mp(2p)− 1
p2
− 2Mp(p+ q)−Mp(q)
pqMp(q)
=
Γ( 1p )Γ(
2q+1
p )
q2Γ( q+1p )
2
− 1
p
− 1
q2
= σ2.
Finally, we shall argue that Rn
P−→
n→∞ 0. To this end, we write
Rn =
√
n
(
(S
(1)
n )2
n
+
(S
(2)
n )2
n
+
W 2n
n2
) Ψp(S(1)n√n , S(2)n√n , Wnn )∥∥∥(S(1)n√n , S(2)n√n , Wnn )∥∥∥22
.
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Since there exist δ,M > 0 such that |Ψp(x, y, z)| ≤M‖(x, y, z)‖22 whenever ‖(x, y, z)‖22 < δ, we obtain
P
 Ψp
(
S(1)n√
n
,
S(2)n√
n
, Wnn
)
∥∥∥(S(1)n√n , S(2)n√n , Wnn )∥∥∥22
> M
 ≤ P[∥∥∥(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)∥∥∥2
2
> δ
]
≤ P
[
S
(1)
n√
n
>
√
δ
3
]
+ P
[
S
(2)
n√
n
>
√
δ
3
]
+ P
[
Wn
n
>
√
δ
3
]
.
The weak law of large numbers ensures that, as n→∞, the first two probabilities converge to zero, while our
assumption (3) on the random variables Wn ensures that the last probability tends to zero as well. Thus, for
any ε > 0, we have that
P
[
Rn > ε
] ≤ P[√n( (S(1)n )2
n
+
(S
(2)
n )2
n
+
W 2n
n2
)
>
ε
M
]
+ P
 Ψp
(
S(1)n√
n
,
S(2)n√
n
, Wnn
)
∥∥∥(S(1)n√n , S(2)n√n , Wnn )∥∥∥22
> M

= P
[
(S
(1)
n )2√
n
+
(S
(2)
n )2√
n
+
W 2n
n3/2
>
ε
M
]
+ P
 Ψp
(
S(1)n√
n
,
S(2)n√
n
, Wnn
)
∥∥∥(S(1)n√n , S(2)n√n , Wnn )∥∥∥22
> M
 .
Again by the weak law of large numbers we have that S
(1)
n /
√
n and S
(2)
n /
√
n both converge to zero in proba-
bility, as n → ∞. Moreover, the central limit theorem implies that S(1)n and S(2)n converge in distribution to
non-degenerate Gaussian random variables. Hence, Slutsky’s theorem implies that (S
(1)
n )2/
√
n and (S
(2)
n )2/
√
n
both converge to zero in distribution. Since the random variables are defined on the same probability space
and because the limit is (almost surely) constant, we even have that (S
(1)
n )2/
√
n and (S
(2)
n )2/
√
n converge to
zero in probability. Finally, W 2n/n
3/2 also converges to zero in probability by our assumption (3). Thus, the
first probability in the last expression also converges to zero, while the second summand has already been
treated before. As a consequence, we conclude that indeed
Rn
P−→
n→∞ 0 ,
which completes the argument. ✷
4.3. Proof of the generalized central limit theorem (Theorem B). Since the proof of Theorem B is
very similar to the one of Theorem A, we restrict ourselves to the details that need to be adapted.
First of all, we recall that
S(1)n =
1√
n
n∑
i=1
(|Yi|q −Mp(q)) and S(2)n = 1√n
n∑
i=1
(|Yi|p − 1) .
Then, following with minimal changes the proof of Lemma 13, we obtain
‖Zn‖q d=
(√
nS
(1)
n + nMp(q)
)1/q(√
nS
(2)
n + n+Wn
)1/p = n 1q− 1pMp(q)1/q
(
1 +
S(1)n√
nMp(q)
)1/q(
1 + S
(2)
n√
n
+
W∗n√
n
+ µnn
)1/p
= n
1
q
− 1
pMp(q)
1/q
(
1 +
S(1)n√
nMp(q)
)1/q
(
1 + µnn
)1/p(
1 + S
(2)
n
(1+µn
n
)
√
n
+
W∗n
(1+µn
n
)
√
n
)1/p .
We define for each n ∈ N the random variable
Vn :=
√
n
(
n
1
p
− 1
q
(1 + µnn )
1/p
Mp(q)1/q
‖Zn‖q − 1
)
d
=
√
n

(
1 +
S(1)n√
nMp(q)
)1/q(
1 + S
(2)
n
(1+µn
n
)
√
n
+
W∗n
(1+µn
n
)
√
n
)1/p − 1
 .
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In the same way as in the proof of Lemma 13, one shows that Vn
d
= Tn +Rn with
Tn :=
S
(1)
n
qMp(q)
− S
(2)
n
p(1 + µnn )
− W
∗
n
p(1 + µnn )
and Rn :=
√
nΨp
(
S
(1)
n√
n
,
S
(2)
n√
n(1 + µnn )
,
W ∗n√
n(1 + µnn )
)
.
Thus, using Slutsky’s theorem, we conclude the result of Theorem B once we have shown that
Tn
d−→
n→∞ N˜ and Rn
P−→
n→∞ 0 ,(16)
where N˜ ∼ N (0, σ˜2) is the Gaussian random variable from the statement of Theorem B.
We start with the assertion on the sequence Tn. First of all, we notice that by Assumption (4), the multivariate
central limit theorem applied to (S
(1)
n , S
(2)
n ), and the continuous mapping theorem,
Tn =
S
(1)
n
qMp(q)
− S
(2)
n
p(1 + µnn )
− W
∗
n
p(1 + µnn )
d−→
n→∞
ξ
qMp(q)
− η
p(1 + µ)
− ζ
p(1 + µ)
=: N˜ ,
where ζ ∼ N (0, τ2) is independent of the centered Gaussian random vector (ξ, η) in R2 with covariance matrix
Σ given by
Σ =
(
Mp(2q)−Mp(q)2 Mp(p+ q)−Mp(q)
Mp(p+ q)−Mp(q) Mp(2p)− 1
)
.
The limiting variable N˜ is centered Gaussian. To compute its variance, observe that
Var
(
ξ
qMp(q)
− η
p(1 + µ)
)
=
Mp(2q)−Mp(q)2
q2Mp(q)2
+
Mp(2p)− 1
p2(1 + µ)2
− 2Mp(p+ q)−Mp(q)
pqMp(q)(1 + µ)
.
Thus, the limiting variance is given by
σ˜2 = VarN˜ =
Mp(2q)−Mp(q)2
q2Mp(q)2
+
Mp(2p)− 1
p2(1 + µ)2
− 2Mp(p+ q)−Mp(q)
pqMp(q)(1 + µ)
+
τ2
p2(1 + µ)2
=
Γ( 1p )Γ(
2q+1
p )
q2Γ( q+1p )
2
− 1
q2
+
1
p(1 + µ)2
− 2
p(1 + µ)
+
τ2
p2(1 + µ)2
,
where the second line follows by recalling (2) and performing computations with gamma functions.
To show that Rn
P−→
n→∞
0, as n → ∞, we can in principle follow the lines of the proof of Theorem A, but we
have to replace the terms
S(2)n√
n
and Wnn there by
S(2)n√
n(1+µn
n
)
and
W∗n√
n(1+µn
n
)
, respectively. In particular, in a first
step this results in showing that both sequences converge in distribution to 0, that is for every fixed δ > 0,
P
[
S
(2)
n√
n(1 + µnn )
≥
√
δ
3
]
→ 0 and P
[
W ∗n√
n(1 + µnn )
≥
√
δ
3
]
→ 0 ,
as n→∞. Both claims easily follow from the Slutsky theorem after recalling that both S(2)n andW ∗n converge
in distribution to normal random variables, and that 1 + µnn → 1 + µ.
Moreover, in a second step one needs to argue that for any fixed ε,M > 0,
P
[
(S
(1)
n )2√
n
+
(S
(2)
n )2√
n(1 + µnn )
2
+
(W ∗n)
2
√
n(1 + µnn )
2
>
ε
M
]
→ 0 ,(17)
as n → ∞. Recall that all three sequences S(1)n , S(2)n ,W ∗n converge in distribution to normal random vari-
ables. For the former two sequences, this follows from the central limit theorem, whereas the claim for
W ∗n is a consequence of our assumption (4). Again by a Slutsky-type argument, the sequences (S
(1)
n )2/
√
n,
(S
(2)
n )2/(
√
n(1 + µnn )
2) and (W ∗n)
2/(
√
n(1 + µnn )
2) converge to zero in probability, hence so does their sum.
This establishes (17) and hence (16), which completes the proof of Theorem B. ✷
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4.4. Proof of the moderate deviations principle (Theorem C). Let (bn)n∈N be a sequence of positive
real numbers such that bn = ω(1) and bn = o(
√
n). As in the proof of the central limit theorem, we consider
the sequence of random variables
Vn =
√
n
(
n1/p−1/q
Mp(q)1/q
‖Zn‖q − 1
)
and observe that Lemma 13 implies
Vn
bn
=
√
n
bn
(
n1/p−1/q
Mp(q)1/q
‖Zn‖q − 1
)
d
=
S
(1)
n
bn qMp(q)
− S
(2)
n
p bn
− Wn
p bn
√
n
+
√
n
bn
Ψp
(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)
,
where Ψp : R
3 → R is such that |Ψp(x, y, z)| ≤M‖(x, y, z)‖22 whenever ‖(x, y, z)‖22 < δ for some M, δ > 0.
Our strategy to prove the moderate deviations principle of Theorem C is as follows:
1. We prove a bivariate moderate deviations principle for the sequence of rescaled random vectors
b−1n (S
(1)
n , S
(2)
n ) in R2.
2. We apply the contraction principle to deduce a moderate deviations principle for the linear combina-
tion S
(1)
n /(bn qMp(q)) − S(2)n /(p bn).
3. We show that the sequence of random variables Vn/bn is exponentially equivalent to the sequence
formed in step 2.
We start with the first step of the proof.
Lemma 14 (Bivariate MDP). Fix 0 < p < ∞ and 0 < q < ∞ with q < p. Let (bn)n∈N be a sequence of
positive real numbers such that bn = ω(1) and bn = o(
√
n) and consider the random vectors
Sn :=
1√
n
n∑
i=1
(|Yi|q −Mp(q), |Yi|p − 1).(18)
Then the sequence of random vectors Sn/bn satisfies an MDP on R
2 with speed b2n and good rate function
I1(x, y) = −
p1−2q/pΓ( 1p )
2
2cp,q
x2 −
(
Γ( 1p )Γ(
1+2q
p )
2cp,q
− Γ(
1+q
p )
2
2cp,q
)
y2 +
p−q/pΓ( 1p )Γ(
1+q
p )
cp,q
xy ,
where cp,q := (p+ q
2)Γ(1+qp )
2 − pΓ( 1p )Γ(1+2qp ).
Proof. First, we observe that Sn is a sum of centered i. i. d. random vectors in R
2 with covariance matrix
(19) C =
(
c11 c12
c21 c22
)
given by
c11 = Var(|Y1|q −Mp(q)) =Mp(2q)−Mp(q)2,
c22 = Var(|Y1|q − 1) =Mp(2p)− 1,
c12 = c21 = Cov(|Y1|q −Mp(q), |Y1|q − 1) =Mp(p+ q)−Mp(q).
The moment generating function of the random vector (|Y1|q −Mp(q), |Y1|p − 1) on R2 is given by
M(λ, µ) =
1
2p1/pΓ
(
1 + 1p
) ∫
R
eλ(|x|
q−Mp(q))+µ(|x|p−1)− |x|
p
p dx .
Since q < p, the functionM is finite on R×(−∞, 1/p), a set which contains the origin (0, 0) ∈ R2 in its interior.
Therefore, Lemma 11 (with the choice sn =
√
nbn there) implies that the sequence of random variables Sn/bn
satisfies an MDP on R2 with speed b2n and good rate function
I1(x, y) =
1
2
〈
(x, y)T ,C−1(x, y)T
〉
=
1
2(c11c22 − c212)
(
c22x
2 + c11y
2 − 2c12xy
)
.
Inserting the values for c11, c22 and c12 = c21, and simplifying the resulting expression proves the claim. 
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Remark 15. In the previous proof we used our assumption that q < p in order to verify the finiteness of
certain exponential moments. As already discussed in Remark 12 above, there exist version of the MDP for
sums of independent random vectors not requiring the finiteness of such exponential moments. However, also
when applying such weaker versions from [3], for example, the assumption that q < p is in fact needed.
We continue with the second step and use the contraction principle to obtain an MDP the linear combinations
of S
(1)
n and S
(2)
n .
Lemma 16 (MDP for the core term). Let (bn)n∈N be s sequence of positive real numbers such that bn = ω(1)
and bn = o(
√
n). Then the sequence of random variables
S
(1)
n
bn qMp(q)
− S
(2)
n
p bn
satisfies an MDP on R with speed b2n and good rate function I2(t) = t
2/(2σ2), where σ2 is the constant in
Theorem A.
Proof. Consider the continuous function
(20) G : R2 → R, (x, y) 7→ x
qMp(q)
− y
p
and observe that, for each n ∈ N, the random variable S(1)nbn qMp(q) −
S(2)n
p bn
has the same distribution as G(Sn/bn),
where Sn was defined in Lemma 14. Thus, the contraction principle (see Lemma 10) implies the desired MDP
with speed b2n and good rate function
I2(t) = inf
{
I1(x, y) : (x, y) ∈ R2 such that G(x, y) = t
}
, t ∈ R.
This optimization problem leads us to the Lagrangian
L(x, y, λ) = I1(x, y) + λ(G(x, y) − t)
and the Lagrange multiplier equations
(i) c22
c11c22−c212 x−
c12
c11c22−c212 y +
λ
qMp(q)
= 0,
(ii) c11
c11c22−c212 y −
c12
c11c22−c212 x−
λ
p = 0,
(iii) xqMp(q) −
y
p − t = 0,
where c11, c22, and c12 are the entries of the covariance matrix given by (19). This yields the critical value
λ = t ·
 c12pc11 − 1qMp(q)
qMp(q)
(
c22
c11c22−c212 −
c212
c11(c11c22−c212)
) − 1p − c12qMp(q)c22
p
(
c11
c11c22−c212 −
c212
c22(c11c22−c212)
)
−1
and from a direct (but tedious) computation, we obtain the explicit quadratic form of the rate function. We
refrain from providing the details of the computation. 
We will now proceed with the third step and prove the exponential equivalence. In what follows, we let the
random vectors Sn be as in (18), the random variables Vn as in (15), and the function G be given by (20).
Lemma 17 (Exponential equivalence - MDP). Let (bn)n∈N be s sequence of positive real numbers such that
bn = ω(1) and bn = o(
√
n). Then the sequences of random variables G(Sn/bn) and Vn/bn are exponentially
equivalent.
Proof. We start by recalling that, for each n ∈ N,
Vn
d
=
S
(1)
n
qMp(q)
− S
(2)
n
p
− Wn
p
√
n
+
√
nΨp
(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)
and
G
(Sn
bn
)
d
=
S
(1)
n
bnqMp(q)
− S
(2)
n
bnp
.
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Let us fix ε > 0. We observe that
P
[∣∣∣Vn
bn
−G
(Sn
bn
)∣∣∣ > ε] ≤ P[ Wn
pbn
√
n
>
ε
2
]
+ P
[√
n
bn
∣∣∣Ψp(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)∣∣∣ > ε
2
∣∣∣],
where we used that Wn is a non-negative random variable for each n ∈ N. The function Ψp is the same as in
Lemma 13. Assumption (5) (with δ = p ε2 there) implies
lim sup
n→∞
1
b2n
logP
[ Wn
pbn
√
n
>
ε
2
]
= lim sup
n→∞
1
b2n
logWn
((ε
2
p bn
√
n,∞
))
= −∞.
To discuss the second term, we first write
P
[√
n
bn
∣∣∣Ψp(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)∣∣∣ > ε
2
∣∣∣] ≤ P[∥∥∥(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)∥∥∥2
2
>
ε
2M
]
+ P
[√
n
bn
∣∣Ψp(S(1)n√n , S(2)n√n , Wnn )∣∣∥∥(S(1)n√
n
, S
(2)
n√
n
, Wnn
)∥∥2
2
> M
]
,
where M ∈ (0,∞) is the parameter from Lemma 13. For the first summand in the previous expression, we
obtain the estimate
P
[∥∥∥(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)∥∥∥2
2
>
ε
2M
]
= P
[
(S
(1)
n )2
n
+
(S
(2)
n )2
n
+
W 2n
n2
>
ε
2M
]
≤ P
[
S
(1)
n√
n
>
√
ε
6M
]
+ P
[
S
(2)
n√
n
>
√
ε
6M
]
+ P
[
Wn
n
>
√
ε
6M
]
.
The first two terms both decay like e−cn for a suitable c ∈ (0,∞) by Crame´r’s theorem (see Lemma 8). For
the last term, we use again condition (5) (with δ =
√
ε/(6M) there) and obtain
lim sup
n→∞
1
b2n
logP
[
Wn
n
>
√
ε
6M
]
= lim sup
n→∞
1
b2n
logWn
((
n
√
ε
6M
,∞
))
≤ lim sup
n→∞
1
b2n
logWn
((
bn
√
n
√
ε
6M
,∞
))
= −∞,
where we also used that bn = o(
√
n). As a consequence,
lim sup
n→∞
1
b2n
logP
[∥∥∥(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)∥∥∥2
2
>
ε
2M
]
≤ −c lim sup
n→∞
n
b2n
= −∞,
since bn = ω(1) and bn = o(
√
n). Recalling the definition and the properties of the function Ψp from Lemma
13, we obtain for sufficiently large n
P
[√
n
bn
∣∣Ψp(S(1)n√n , S(2)n√n , Wnn )∣∣∥∥(S(1)n√
n
, S
(2)
n√
n
, Wnn
)∥∥2
2
> M
]
≤ P
[
bn√
n
∥∥∥(S(1)n√
n
,
S
(2)
n√
n
,
Wn
n
)∥∥∥2
2
≥ δ
]
≤ P
[
S
(1)
n√
n
>
√
δ
3
]
+ P
[
S
(2)
n√
n
>
√
δ
3
]
+ P
[
Wn
n
>
√
δ
3
]
,
where we also used that bn = o(
√
n). Again by Crame´r’s theorem (see Lemma 8), the first two terms decay
like e−cn for suitable c ∈ (0,∞) and their sum is bounded by 2e−cn for sufficiently large n. Using this together
with assumption (5), we obtain
lim sup
n→∞
1
b2n
logP
[√
n
bn
∣∣Ψp(S(1)n√n , S(2)n√n , Wnn )∣∣∥∥(S(1)n√
n
, S
(2)
n√
n
, Wnn
)∥∥2
2
> M
]
= −∞,
where we used that bn = o(
√
n). Putting everything together and using [8, Lemma 1.2.15], we get
lim sup
n→∞
1
b2n
logP
[∣∣∣Vn
n
−G
(Sn
bn
)∣∣∣ > ε] = −∞ .
Since ε > 0 was arbitrary, this shows the exponential equivalence that was claimed in the lemma. 
Proof of Theorem C. The MDP is now a direct consequence of Lemma 7 together with the MDP for the core
term (see Lemma 16) and the exponential equivalence (see Lemma 17). 
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4.5. Proof of the large deviations principles (Theorem D). In this last section we present the proof of
the large deviations principles in Theorem D. On the way, we shall use some results we have obtained in [13].
In what follows, we assume that for each n ∈ N, Y (n) = (Y1, . . . , Yn) is a vector of independent p-generalized
Gaussian random variables, and we assume that (Y (n))n∈N and (Wn)n∈N are independent.
4.5.1. The case q < p. We start by recalling that, for each n ∈ N, we have the distributional equality
n1/p−1/q‖Zn‖q d= n1/p−1/q ‖Y
(n)‖q
(‖Y (n)‖pp +Wn)1/p =
(
1
n
∑n
i=1 |Yi|q
)1/q(
1
n
∑n
i=1 |Yi|p + Wnn
)1/p ,
see the proof of Lemma 13. In the proof of Theorem 1.2 in [13], we have already seen that the sequence of
random vectors
(21)
( 1
n
n∑
i=1
|Yi|q, 1
n
n∑
i=1
|Yi|p
)
satisfies an LDP on R2 with speed n and a good rate function I1(t1, t2). More precisely, thanks to Crame´r’s
theorem (see Lemma 8) I1 can be identified as the Legendre-Fenchel transform Λ
∗ of the function
(22) Λ(t1, t2) = log
∫ ∞
0
et1x
q+(t2−1/p)xp dx
p1/pΓ(1 + 1/p)
.
Since (Y (n))n∈N and (Wn)n∈N are assumed to be independent and since (Wn/n)n∈N satisfies an LDP with
speed n and good rate function IW, the sequence of random vectors( 1
n
n∑
i=1
|Yi|q, 1
n
n∑
i=1
|Yi|p, Wn
n
)
satisfies an LDP on R3 with good rate function I2 given by
I2(t1, t2, t3) = I1(t1, t2) + IW(t3), (t1, t2, t3) ∈ R3,
where we used Lemma 9. Next, we consider the mapping
F : (0,∞)× (0,∞)× [0,∞)→ R, (t1, t2, t3) 7→ t
1/q
1
(t2 + t3)1/p
,
which is continuous on its domain. Clearly,
F
( 1
n
n∑
i=1
|Yi|q, 1
n
n∑
i=1
|Yi|p, Wn
n
)
d
= n1/p−1/q‖Zn‖q
for each n ∈ N. Therefore, we can apply the contraction principle (see Lemma 10) to conclude that
(n1/p−1/q‖Zn‖q)n∈N satisfies an LDP with speed n and good rate function IZ,1 = I2 ◦ F−1. This completes
the argument. ✷
Remark 18. The assumption that q < p was used only in disguise above and is behind the LDP for the
sequence of random vectors in (21). Indeed and as indicated above, the proof of this LDP is based on Crame´r’s
theorem, which in turn requires finiteness of some exponential moments, or equivalently, that the origin is an
interior point of the domain of the function Λ defined in (22). However, from the definition of this function
it is clear that this can only be the case if q < p.
4.5.2. The case q > p. As was shown in the proof of [13, Theorem 1.3], the sequence of random variables
Un :=
( 1
n
n∑
i=1
|Yi|q
)1/q
satisfies an LDP with speed np/q and good rate function
(23) IU(x) =
{
1
p
(
xq −Mp(q)
)p/q
: x ≥Mp(q)1/q
+∞ : otherwise.
We will now prove that the two sequences (Un)n∈N and (n1/p−1/q‖Zn‖q)n∈N are exponentially equivalent.
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Lemma 19 (Exponential equivalence - LDP). The sequences (Un)n∈N and (n1/p−1/q‖Zn‖q)n∈N are exponen-
tially equivalent with rate np/q.
Proof. As we have seen in the proof of Lemma 13, one has that
n1/p−1/q‖Zn‖q d= n1/p−1/q ‖Y
(n)‖q
(‖Y (n)‖pp +Wn)1/p
for each n ∈ N. Let η ∈ (0,∞). Then, for every ε ∈ (0, 1), we obtain
P
∣∣∣∣∣( 1n
n∑
i=1
|Yi|q
)1/q
−
(
1
n
∑n
i=1 |Yi|q
)1/q
(
1
n
∑n
i=1 |Yi|p + Wnn
)1/p
∣∣∣∣∣ > η

= P
( 1
n
n∑
i=1
|Yi|q
)1/q ∣∣∣∣∣1− 1( 1
n
∑n
i=1 |Yi|p + Wnn
)1/p
∣∣∣∣∣ > η

≤ P
[( 1
n
n∑
i=1
|Yi|q
)1/q
>
η
ε
]
+ P
[∣∣∣∣∣1− ( 1n
n∑
i=1
|Yi|p + Wn
n
)−1/p∣∣∣∣∣ > ε
]
≤ P
[( 1
n
n∑
i=1
|Yi|q
)1/q
>
η
ε
]
+ P
[
1−
( 1
n
n∑
i=1
|Yi|p + Wn
n
)−1/p
> ε
]
+ P
[
1−
( 1
n
n∑
i=1
|Yi|p + Wn
n
)−1/p
< −ε
]
.
Let us consider the second term. Write
(1− ε)−p =
(1
2
+
1
2
(1 − ε)−p
)
+
(1
2
(1− ε)−p − 1
2
)
=: A1(ε) +A2(ε)
and note that A1(ε) > 1 and A2(ε) > 0 for all ε ∈ (0, 1). This leads to the estimate
P
[
1−
( 1
n
n∑
i=1
|Yi|p + Wn
n
)−1/p
> ε
]
= P
[
1
n
n∑
i=1
|Yi|p + Wn
n
> (1− ε)−p
]
≤ P
[
1
n
n∑
i=1
|Yi|p > A1(ε)
]
+ P
[
Wn
n
> A2(ε)
]
.
By Crame´r’s theorem, the first term in the previous line decays exponentially like e−c1n, since A1(ε) > 1 for
all ε ∈ (0, 1). In fact, the rate function in the corresponding LDP does not vanish in O \ {1}, where O ⊂ R is
an open neighborhood of 1, which implies that the constant c1 stays strictly positive when letting ε→ 0. In
combination with our Assumption (6) (applied with δ = A2(ε)) this shows that
lim sup
n→∞
1
np/q
logP
[
1−
( 1
n
n∑
i=1
|Yi|p + Wn
n
)−1/p
> ε
]
≤ lim sup
n→∞
(
− c1n
np/q
)
+ lim sup
n→∞
1
np/q
logP
[
Wn
n
> A1(ε)
]
= − lim
n→∞
c1n
np/q
+ lim sup
n→∞
1
np/q
logP
[
Wn
n
> A1(ε)
]
= −∞ ,
In the first inequality above, we have used the elementary fact (see, e.g., [8, Lemma 1.2.15]) that for families
of non-negative real numbers a1(δ), a2(δ), δ > 0 one has that
lim sup
δ→0
δ log
(
a1(δ) + a2(δ)
)
= max
{
lim sup
δ→0
δ log a1(δ), lim sup
δ→0
δ log a2(δ)
}
≤ lim sup
δ→0
δ log a1(δ) + lim sup
δ→0
δ log a2(δ) .
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The remaining term
P
[
1−
( 1
n
n∑
i=1
|Yi|p + Wn
n
)−1/p
< −ε
]
can be treated in the same way.
Putting everything together, we obtain from the LDP for the sequence (Un)n∈N that
lim sup
n→∞
1
np/q
logP

∣∣∣∣∣( 1n
n∑
i=1
|Yi|q
)1/q
−
(
1
n
∑n
i=1 |Yi|q
)1/q
(
1
n
∑n
i=1 |Yi|p + Wnn
)1/p
∣∣∣∣∣ > η

≤ lim sup
n→∞
1
np/q
logP
[( 1
n
n∑
i=1
|Yi|q
)1/q
>
η
ε
]
=
− 1p
((
η
ε
)q −Mp(q))p/q : ηε ≥Mp(q)1/q
−∞ : otherwise.
When ε→ 0, the expression above tends to −∞. Hence, the two sequences (Un)n∈N and (n1/p−1/q‖Zn‖q)n∈N
are indeed exponentially equivalent. 
Proof of Theorem D, part (2) . The proof of is now a direct consequence of Lemma 19 combined with the
fact that (Un)n∈N satisfies an LDP with speed np/q and good rate function IU given by (23). 
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