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E-mail address: stuchebr@chem.ucdavis.edu (A. StDetermination of the protonation state of enzymes is a challenging problem in computational bio-
physics largely due to the vast number of possible protonic conﬁgurations. The protonation state
dynamics of respiratory complex I was investigated via Monte Carlo and asynchronous dynamics
simulations and a novel eigenvector analysis. Many low lying states were identiﬁed and examined.
The analysis revealed that the protonic states form a quasi-continuous band of energies, which are
highly correlated and inhomogeneous. Many states have similar energies, but differ signiﬁcantly in
their protonic composition. In order to transfer from one such state to another, a large number of
protons should be exchanged simultaneously raising the question of the ergodicity of protonation
dynamics of such systems.
 2011 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Introduction
Determination of the protonation state of proteins is important
to understanding enzyme function and for the accurate modeling
of proteins. This is particularly true for proton translocating pro-
teins such as NADH:ubiquinone oxidoreductase (complex I) and
cytochrome c oxidase (CcO, complex IV). These enzymes couple
energy derived from the redox chemistry of oxygen reduction to
pump protons across the mitochondrial inner membrane generat-
ing an electrochemical gradient that is used to produce ATP from
ADP and inorganic sulfate via ATP synthase. Clearly for proton
pumping processes to occur very speciﬁc changes in the proton-
ation state of the protein are required, and any proposed mecha-
nism must account for these changes explicitly.
The problem of determining the protonation state of proteins is
non-trivial due to two main factors: (1) the determination of the
free energy function governing proton binding, and (2) the combi-
natorial problem associated with the arrangement of protons
bound to the enzyme. The ﬁrst aspect is problematic because there
are many factors which inﬂuence the energetics of proton binding
including desolvation, electrostatics, and dynamic relaxation of thechemical Societies. Published by E
onte Carlo; ATP, adenosine
f Chemistry, University of
SA. Fax: +1 530 752 8995.
uchebrukhov).protein [1–8] which are difﬁcult to determine accurately. The sec-
ond issue arises from the fact that ionizable residues interact with
each other when in the charged state. Each ionizable amino acid, or
site, is described in a binary sense as either protonated or deproto-
nated leading to 2N possible proton conﬁgurations where N is the
number of ionizable sites. Typically the number of conﬁgurations
is so large that the evaluation of each protonic state is intractable.
The hydrophilic domain of respiratory complex I, for example,
resembles a ‘‘spaghetti bowl’’ of positive and negative charges dis-
tributed throughout the enzyme, and incorporates 897 ionizable
residues. Thus there are 2897  10300 possible proton conﬁgura-
tions, far too many to evaluate explicitly. Here we will focus on this
‘‘10300-states’’ problem assuming the free energy function is
known.
Monte Carlo (MC) simulations are typically used to overcome
the problem of sampling [9]. Here the goal is to sample only those
states which contribute signiﬁcantly to the partition function of
the system allowing one to extract Boltzmann weighted averages
for the desired observables. However, we are interested in the nat-
ure of the potential surface, and the characteristics of low lying
states. In particular, how do these low lying states compare with
each other and with thermally accessible states? Here we apply a
novel method in MC simulations. By transforming the free energy
function to a quadratic form we are able to apply eigenvector
decomposition to the resultant Hamiltonian matrix. The eigenvec-
tors provide information regarding the potential energy surface of
the system allowing us to choose proton conﬁgurations which tendlsevier B.V. All rights reserved.
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minimization.
In the following we explore the protonation states of the hydro-
philic domain of complex I. We will show that the protonic system
of complex I is highly correlated as a result of strong coupling
between ionizable sites. We show that the enzyme has many local
minima with very similar energies, but quite different protonation
patterns. Furthermore, the Hamiltonian for the protonic system is
isomorphic with that for spin glasses and certain neural networks.
Parallels with spin glasses and neural networks are explored lead-
ing us to question the physical meaning of the average protonation
state of an enzyme and the closely related question of ergodicity of
the protein protonation dynamics.2. Methods
In the following subsections we outline a procedure for ﬁnding
the states corresponding to the deepest local minima of the energy
function. The procedure consists of three parts. First, the energy
function is transformed to a standard purely quadratic form, and
treated as a function of continuous variables (i.e. continuous pro-
tonation states). Second, the energy is expanded in terms of eigen-
vectors and eigenvalues of the coefﬁcient matrix. Third, the initial
state vector, in the original discrete variables, for subsequent MC
simulation is chosen such that it maximizes the overlap with a
continuous eigenvector, typically that corresponding to the small-
est (most negative) eigenvalue. Energy minimization is then per-
formed via an asynchronous dynamics or low temperature MC
simulation leading to the nearest local minimum of the energy
function.
2.1. The quadratic Hamiltonian
In this section we rewrite the free energy expression for the
protonation state in terms of the standard, purely quadratic Ham-
iltonian and transform it to treat it in continuous (vs. discrete) con-
ﬁguration space. Suppose a given protein has N ionizable sites. The
free energy associated with a particular protonation pattern can
then be represented as an N-dimensional discrete state vector n
with components ni 2 f0;1g, where a value of 0 or 1 represents
the absence or presence of a proton bound to site i respectively.
Each ionizable site will have a self energy term, the intrinsic pKa,
which is related to the type of ionizable group (i.e. carboxylic acid,
amine, etc.) as well as the speciﬁc protein environment. Addition-
ally each site i is coupled to all other ionizable sites j via coulombic
interactions Wij. Detailed descriptions of these terms, as applied in
the current context, have been discussed elsewhere [2,3]. Given the
above considerations we can express the free energy of a particular
protonation pattern n as
DGðnÞ ¼
XN
i¼1
RT lnð10ÞðpH pK intra;i Þðni  n0i Þ þ
1
2
XN
i¼1
XN
j¼1
Wijðni
 n0i Þðnj  n0j Þ; ð1Þ
where pK intra;i is the intrinsic pKa of site i,Wij is the interaction energy
between sites i and j, and n0i is the protonation state of site i in the
neutral reference state. The interaction matrix,W, is symmetric and
has a null diagonal (i.e. there are no interactions between a site with
itself). It is important to note that ðpH pKaÞ is the difference in
chemical potential of the proton in bulk and bound to the protein.
In Eq. (1) the term ðni  n0i Þ ¼ qi is the formal charge of the
ionizable site in the given protonation state, where qi 2 f0;1g.
The formal charge, qi, can then be expressed as a sign, ri 2 f1g,
and a magnitude, ei 2 f0;1g, to give qi ¼ riei. Eq. (1) can now be
expressed in terms of the vector e asDGðeÞ ¼
XN
i¼1
Biriei þ 12
XN
i¼1
XN
j¼1
ðWijrirjÞeiej; ð2Þ
where Bi ¼ RT lnð10ÞðpH pK intra;i Þ. In analogy with spin glasses we
wish to express the charge state of site i as a variable si 2 f1g
rather than ei. Deﬁning ei  12 ðsi þ 1Þ we arrive at
DGðsÞ ¼
XN
i¼1
~Bisi þ
XN
i¼1
XN
j¼1
~Wijsisj þ C; ð3Þ
where ~Bi ¼ 12Biri þ 14
PN
j¼1Wijrirj, ~Wij ¼ 18Wijrirj, and C ¼
PN
i¼1½~BiPN
j¼1
~Wij is constant.
Now that Eq. (1) is expressed in terms of a ‘‘spin like’’ variable, s,
we can convert Eq. (3) to a purely quadratic form. First we expand s
to include sNþ1  1, and deﬁne
Jij 
0; i ¼ j
1
2
~Bi; i–j; j ¼ N þ 1
1
2
~Bj; i–j; i ¼ N þ 1
~Wij; i–j; i ^ j–N þ 1
8>>><
>>:
ð4Þ
The resulting matrix J is again symmetric with a null diagonal.
Inserting Eq. (4) into Eq. (3) we arrive at the quadratic form of Eq.
(1)
EðsÞ ¼ DGðsÞ  C ¼
XNþ1
i¼1
XNþ1
j¼1
Jijsisj: ð5Þ
The constant C can be neglected, since it does not affect the
dynamics.
2.2. Diagonalization
We now look at Eq. (5) as a function of continuous variables s,
and transform to new variables by diagonalization. Since the ma-
trix J has a null diagonal its eigenvalue spectrum will consist of
both positive and negative eigenvalues. The idea here is that the
eigenvectors with the lowest (negative) eigenvalues give the direc-
tion of steepest decrease of energy. A similar formalism was ap-
plied by Litinski [10] to study neural networks with random
matrices. Suppose we diagonalize the matrix J to obtain the ortho-
normal set of N + 1 eigenvectors, fðlÞ, and their associated eigen-
values, kl, such that
JfðlÞ ¼ klfðlÞ; ð6Þ
and
fðlÞ  fðmÞ ¼ dlm: ð7Þ
Next we expand the state vector in terms of the eigenvectors
according to
s ¼
XNþ1
l¼1
cl~f ðlÞ: ð8Þ
The coefﬁcients are obtained by projection of s onto each of the
eigenvectors, and using the orthonormality condition of Eq. (7)
we obtain
cl ¼ s  fðlÞ: ð9Þ
Substitution of Eqs. (6), (8), and (9) into Eq. (5) yields
EðsÞ ¼
XNþ1
l¼1
klðs  fðlÞÞ2; ð10Þ
where we now have the energy expressed exactly in terms of the
eigenvalues and eigenvectors of J. Variables cl ¼ s  fðlÞ can be con-
sidered as new ones, in which the quadratic form is diagonal.
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Consider again continuum variables. Suppose f1 is the eigenvec-
tor with the smallest (most negative) eigenvalue. It is clear that
moving along this direction, i.e. for states of the form s ¼ af1,
the energy is decreased most signiﬁcantly, as the length (norm)
of the vector jaj is growing. Saying it differently, for the ﬁxed norm
vectors, the minimum of energy is achieved by a vector s ¼ af1,
where jaj is the norm of the vectors.
For discreet state vectors, in general, it is not possible to align
any of the states exactly along a particular eigenvector. Moreover,
several discrete states can exist that are sufﬁciently closely match-
ing a given vector, depending on the criterion of the match. Thus
choosing discrete vectors of a given (discrete) norm jaj that are
close in some sense to the continuous vector s ¼ af1 which mini-
mizes the energy, one can hope to efﬁciently explore the lowest
energy states of the discrete space.
Speciﬁcally, to achieve the best possible starting conﬁguration
we choose s such that its overlap with a given eigenvector, l, is
maximized,
s0i ¼ signff ðlÞi g: ð11Þ
The eigenvector corresponding to the smallest eigenvalue will
typically result, after dynamics, in convergence to the deepest local
minimum. The binary states closest to the continuous eigenstate
formed from Eq. (11) will be referred to as discrete eigenstates.
(Obviously, different strategies to choose the best discrete starting
vector are possible; however, since subsequently MC simulations
are performed, the minor advantages in the initial vector are likely
to wash out in the long MC trajectory. We have not explored this
issue however.)
Starting from a well chosen initial state, further energy minimi-
zation with respect to the protonation state, s, can be achieved via
an asynchronous dynamics procedure [11–13] which essentially
corresponds to a steepest descent algorithm. Here each component
si is updated asynchronously (randomly or sequentially) according
to the force acting on site i. The value of si at step t + 1 is deter-
mined from s at time t according to
siðt þ 1Þ ¼ sign 
XNþ1
j¼1
JijsjðtÞ
 !
: ð12Þ
Additionally, low temperature MC simulations were also em-
ployed to minimize Eq. (5). MC simulations with and without the
inclusion of correlated moves, where two or more ionizable sites
are changed simultaneously, were performed. The nature of the
minima to which the system converges is a function of the updat-
ing scheme, but more importantly depends on the initial conﬁgu-
ration from which the dynamics is initiated. Therefore the choice
of initial state is of primary importance in determining the lowest
lying states of the system.
2.4. Simulation protocols
The energy components of Eq. (1) were determined for the fully
oxidized hydrophilic domain of respiratory complex I (pdb acces-
sion code 2FUG) [14] according to the continuum electrostatics
approach to pKa calculations [1–5,15–18] using the ‘‘pKip: pKas
in proteins’’ program developed in this group [19]. This program
in turn utilizes the Adaptive Poisson–Boltzmann Solver (APBS)
[20] libraries to solve the linearized Poisson–Boltzmann equation
(PBE). Electrostatics calculations were performed as described pre-
viously at pH 7.0 and 300 K [19,21]. A solvent dielectric of es = 80, a
protein dielectric of ep = 4, and an ionic strength of I = 100 mM was
used. CHARMM22 [22] charges and radii (atomic radius is formally
deﬁned as distance at which LJ potential is zero) were used in theelectrostatics calculations. The model pKas were the same as those
presented in [4] except for histidine which was assigned model
pKas of 7 for both the Nd and N
e sites. The solution to the PBE
was determined on a grid consisting of 1293 grid points with the
ﬁnest grid spacing of 0.23 Å.
Metropolis Monte Carlo [9], Parallel Tempering (PT) [23], and
asynchronous dynamics (AD) simulations were also performed
by in house codes. Low temperature MC simulations were per-
formed at 1 K for the purpose of energy minimization with 105
equilibration and 106 production MC steps. MC simulations con-
sisting of 106 equilibration and 5 	 105 production steps were per-
formed at temperatures ranging from 1 to 500 K to determine the
degrees of freedom and density of states as a function of the sys-
tem energy. PT simulations were also performed at temperatures
of 300, 350, 400, 450, 500, 600, 700, 800, and 1000 K consisting
of 106 equilibrium and 5 	 105 production MC steps with 105 PT
moves in order to compare with states obtained from MC and min-
imization calculations. Unless otherwise stated, all MC and PT sim-
ulations incorporated correlated moves as described by Beroza [9]
where the protonation states of strongly coupled sites can be
simultaneously changed during a single MC step. This procedure
allows the system to overcome certain barriers associated with
proton transfer between strongly coupled sites which may only
be linked through high energy intermediate states. It is important
to note that the components of Eq. (1) were calculated at a single
temperature, and hence only a single instance of Eq. (1) is investi-
gated. Thus the ‘‘temperature’’ as pertaining to MC simulations
should be understood as a mathematical construct which allows
us to probe different regions of the energy spectrum.3. Results and discussion
The above methodology was applied to the hydrophilic domain
of respiratory complex I. There are 897 ionizable sites and nine
redox centers which are included in the Hamiltonian, and with
the additional coordinate sNþ1 used to treat the linear terms of
Eq. (3) the total J-matrix dimension is 907 for complex I. Transfor-
mation of Eq. (1) to Eq. (11) and the subsequent diagonalization of
the J-matrix were performed with in house codes developed for
this purpose. In the following we identify and characterize many
low energy states according to the procedure outlined above. The
system dynamics and density of states are also characterized,
and ﬁnally some comparisons are made between the low energy
states and those obtained from room temperature MC and PT
simulations.3.1. Eigenvalues and low lying states
Fig. 1A illustrates the eigenvalue spectrum obtained by diago-
nalizing the J-matrix for complex I. The smallest (negative) eigen-
value is much lower in energy than any of the remaining
eigenvalues. As such one would expect the direction corresponding
to this eigenvector to result in the steepest decrease of energy and
hence the best possible starting conﬁguration for the system as
obtained from Eq. (11). The energies of the corresponding discrete
initial states are presented in Fig. 1B. Here we see that, indeed, the
states which overlap with eigenvectors corresponding to the small-
est eigenvalues tend to be much lower in energy than those states
which are formed from eigenvectors corresponding to the larger
(positive) eigenvalues. It is interesting that the lowest initial
energy is obtained from the state with maximal overlap with the
second rather than the ﬁrst eigenvector (this is because a discrete
state cannot match an arbitrary continuous vector exactly). The
state energies of Fig. 1B essentially mirror the spectrum of J in
Fig. 1A, albeit with a much broader energy range.
Fig. 1. (A) The eigenvalue spectrum of the J-matrix. (B) The initial energies of states
formed from the maximum overlap with the given eigenvector. The lowest energies
correspond to the vectors associated with the smallest eigenvalues. Inset: blowup
showing that the lowest initial conﬁguration energy arises from the state with
maximal overlap with the second eigenvector. (C) State energies obtained after
minimization via MC simulation with correlated moves (solid line), MC with single
moves only (dashed black line), and asynchronous dynamics (grey line).
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nous dynamics were performed in order to further minimize
the energy and determine the local minima shown in Fig. 1C.
Numerical experiments with sets of random initial states have
shown that the eigenvalue approach is signiﬁcantly more likely
to determine the deepest local minima after dynamics than a
random initial state in agreement with previous studies where
the approach was applied to random matrices [10]. Of signiﬁcant
interest is the fact that despite the nature of the initial state en-
ergy minimization resulted in each eigenstate reaching a unique
local minimum with a very narrow distribution of ﬁnal energies.In Fig. 1B the energy spread is approximately 40,000 kJ/mol
while the ﬁnal states presented in Fig. 1C have a spread of only
a little more than 300 kJ/mol with a minimum energy of
11075 kJ/mol.
The ﬁnal energies obtained from low temperature MC simu-
lations are also depicted in Fig. 1C. In the simplest implementa-
tion of the metropolis algorithm only a single coordinate is
changed at each iteration. In this case, a single ionizable site
is either protonated or deprotonated at each iteration. Minimi-
zation using such a scheme results in energy states very similar
to that obtained from asynchronous dynamics. However, when
correlation among ionizable sites is taken into account by mod-
ifying the Metropolis algorithm to include concerted changes
between strongly coupled sites the resulting energies are well
below those obtained from the simpler procedures. The mini-
mum energy obtained from correlated MC was 11127 kJ/mol
with a spread of only 40 kJ/mol. Correlated MC, for some initial
states, resulted in the same ﬁnal state while both of the other
methods produced unique ﬁnal states for each initial vector
tested. Interestingly both sets of MC simulations resulted in
the lowest ﬁnal energies corresponding to the eigenstates with
the lowest eigenvalues while the asynchronous dynamics simu-
lations tended to produce an erratic pattern of ﬁnal states with
no obvious trend.
The number of low lying states identiﬁed is large, and approxi-
mates a continuum of states. Although it is not possible to deter-
mine if the global minimum has been identiﬁed (i.e. a state out
of about 10300 with lowest energy) we can be fairly certain that
we have identiﬁed the bottom band of the quasi-continuum of
energies.
3.2. Density of states and degrees of freedom
Having identiﬁed many different low lying states, and recogniz-
ing the continuum like nature of the band structure associated
with the system, it is of interest to examine and analyze the system
in terms of the density of states and the degrees of freedom asso-
ciated with the dynamics (i.e. the number of protonatable groups
that change protonation state in the course of thermal ﬂuctua-
tions). To this end the distribution of energies obtained from MC
simulation were examined. The results of MC simulation at 300 K
are presented in Fig. 2A. The resulting energy distribution is
approximately Gaussian with hEi ¼ 114 kJ=mol (relative to the low-
est energy state identiﬁed) and r ¼ 23 kJ=mol: The distribution is
written in the form
PðEÞ / qðEÞeE=kBT ; ð13Þ
and the density of states is approximated as qðEÞ / Ea, where a can
be related to the number of effective degrees of freedom as
explained below. This parameter can be obtained by ﬁtting
Eq. (13) to the experimental distribution. Alternatively, a can be
obtained directly from the distribution variance, r2, by expanding
the probability density function out to second order
a  r
2
ðkBTÞ2
: ð14Þ
Since the density of states is positive for all a, the use of Eq. (13)
to determine a requires that we shift the energy scale such that all
energies are measured with respect to the global minimum of the
system. However, the use of Eq. (14) requires no shifting.
The parameter a can be related to the effective number of
degrees of freedom. Given the quadratic form of the energy of
the system, it formally describes a system of coupled oscillators;
it is known, that in this case the density of states is growing as
qðEÞ / Ed1, where d is number of oscillators in the system, see
Fig. 2. (A) The probability density function, p(E), of observed energies obtained
from MC simulation at 300 K (circles). The distribution is approximately Gaussian,
the best ﬁt curve is shown (line), and is typical of such simulations. (B) The density
of states, q(E). (C) The exponent a(T) (i.e. the effective degrees of freedom)
determined from Eq. (14). Both q(E) and a(T) were determined from energy
distributions, as in (A), obtained from MC simulations at different temperatures.
The degrees of freedom and the associated density of states are quite large even at
low energies indicating a large number of low lying protonic conﬁgurations.
Energies in (A) and (B) are relative to the lowest energy state identiﬁed.
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groups that mostly exchange protons in the course of thermal ﬂuc-
tuations – an important characteristic of the enzyme. Thus
Eq. (14) allows us to easily and unambiguously determine the effec-1 Since our variables assume only two discrete values, zero and one, formally one
can think that the oscillators occupy only ground and the ﬁrst excited state; this is the
case when the average occupation number of the oscillators is smaller than one. The
classical high energy scaling is known to work rather well even for such low energies.tive degrees of freedom of the system using readily available data
that is routinely calculated in MC simulation.
From Eq. (13) and (14) values of 101 and 94 are obtained for a at
300 K, indicating that the number of effective degrees of freedom is
approximately 100. That is to say that at room temperature there
are about 2100  1030 accessible protonic conﬁgurations. Further-
more, the density of states can be extracted from a itself, or from
the conﬁgurational entropy which can easily be calculated from
the Gaussian probability density function. By performing MC sim-
ulations at different temperatures, and hence average energies, the
effective degrees of freedom and the density of states can be
obtained as a function of energy or temperature. Both q(E) and
a(T), calculated from Eq. (14), are presented in Fig. 2B and C,
respectively.
3.3. Distances between states
Given the many low lying states and the large density of states
associated with the band structure of the system it is of interest to
know how different the identiﬁed states are relative to each other.
Each of the states identiﬁed differ, but by how much? The Ham-
ming distance [25] is deﬁned as the number of bits (protons) that
differ between two states s and s0. For the states identiﬁed in Sec-
tion 3.1 the Hamming distance was determined. The distribution of
distances between states was determined to be roughly between
40 and 100 protons with an average difference of approximately
70 protons for both the simple MC and asynchronous dynamicsFig. 3. (A) The distribution of distances representing the difference, in protons,
between low energy states identiﬁed through minimization of Eq. (5) via MC with
correlated moves (solid line), MC without correlated moves (large dashed line), and
asynchronous dynamics (small dashed line). (B) The distribution of Hamming
distances determined from MC and PT simulations at 300 K.
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Hamming distances of 0–40 protons with an average difference
of just less than 20 protons.
Since we are primarily interested in the behavior of the system
at physiological temperatures we have also computed the Ham-
ming distances for states observed in room temperature MC and
PT simulations, Fig. 3B. The distribution of Hamming distances
for both simulations are quite similar with average distances of
approximately 70 protons. Quite interestingly the distributions of
distances from the 300 K simulations are also very similar to those
obtained from the single-ﬂip MC and asynchronous dynamics min-
imizations indicating a comparable level of inhomogeneity among
states observed at lower temperatures (i.e. energies) and those
which are accessible at room temperature.
4. Conclusions
The simulations of the hydrophilic domain of complex I have
shown that the energy levels associated with different protonation
states of the enzyme form a quasi-continuous band of energy
states. Although it is not possible to determine, or conclusively
identify, the energy global minimum it is possible to resolve many
states which occupy the bottom of the band structure. These
lowest energy states are both highly correlated and highly inhomo-
geneous. The inclusion of correlated MC moves, where the proton-
ation state of two or more sites are changed simultaneously, allows
for the identiﬁcation of the lowest energy states while single-ﬂip
MC and asynchronous dynamics tend to become trapped in higher
energy states. The Hamming distance between protonic conﬁgura-
tions illustrate that the interconversion between these low lying
states requires the simultaneous movement of many protons.
The analysis of the effective degrees of freedom, a, indicates that
there are many of orders of magnitude fewer active conﬁgurations
than the total possible. However, at room temperature, and indeed
at the bottom of the energy band as well, there are still a signiﬁcant
number of accessible states. Given the very large number of states,
even at the lowest energies, and the large inhomogeneity between
states is it possible for the system to be ergodic or do enzymes ex-
ist as different protonic conﬁgurations or as selected ones?
The question becomes particularly relevant if it is recognized
that the average time for one sites protonation is of the order of
son ¼ k1on  1011þpHðsÞ: ð15Þ
Protonation reactions in aqueous solution are typically diffusion
controlled with a bimolecular rate constant of kd ¼ 1010 

1011M1s1 [26]. Thus the collision frequency between the receptor
and a solvated proton becomes kon ¼ kd½Hþaq: leading to Eq. (15).
The above estimate is based on the diffusion-controlled bimo-
lecular encounter picture, where protons are supplied from the
bulk. Of course, many protonic changes in a protein do not require
such external protons, instead the protons are redistributed among
the groups inside the protein. This is obviously a faster process;
however, the net proton supply is still controlled by the diffusion
from the bulk. Obviously the real picture of protonation is more
complicated than the one based on a simple estimate of Eq. (15);
however is does indicate that the time-scales involved can be
rather slow. Thus Eq. (15) along with the analogy to spin glasses,
already mentioned, provides important insights, indicating poten-
tial origins of non-ergodic behavior.
It is well known that spin glasses exhibit degenerate ground
states. Frustration can occur when local arrangements of spins
are not able to simultaneously reach the lowest energy conﬁgura-
tion. Such defects need not be localized to particular locations of
the spin lattice, however interconversion between states is not ob-
served. This is due to the fact that a large number of spins mustchange state, or ﬂip, simultaneously leading to inﬁnite relaxation
times. Protonic systems can similarly become frozen into a spin-
glass type conﬁguration which cannot interconvert with other
degenerate states because the conversion requires the concerted
movement of many protons. In protonic systems correlations
between sites rather than frustration leads to this behavior.
In addition to the energetic and entropic hurdles posed by the
simultaneous change of many proton occupancies, one may also
question the ability of protons to reach a given site or diffuse out
of the enzyme to bulk solution. In proton translocating enzymes
like complex I and CcO it is known that protons move through
these enzymes along speciﬁc paths and the diffusion of protons
is strictly controlled as required to maintain the proton gradient.
Thus for surface residues, where exposure to solvent allows for
the rapid equilibration of protons, an average proton occupancy
may, in fact, be meaningful. However, for internal residues such
averages are likely meaningless for a single molecule given the
constraints on proton availability and correlations with neighbor-
ing sites. That is not to say that internal residues cannot exchange
protons with the bulk through a Grotthuss-type mechanism.
On the other hand neural networks of the Hopﬁeld type, whose
objective function is isomorphic with Eq. (5), require speciﬁc corre-
lations between nodes to process, store, and retrieve data [27]. A
given input into the network should result in a particular output
pattern. Indeed neural networks are constructed through a learn-
ing phase through which these correlations are developed.
Similarly, proteins may have evolved to produce functional corre-
lations between speciﬁc ionizable sites to shuttle protons along
speciﬁc paths in response to a precise, local input of energy.
It would appear that proteins, in particular proton pumping en-
zymes, select speciﬁc protonation patterns rather than sampling a
large number of protonic states ergodically. The importance of
strong correlations among ionizable sites and protonic states with
highly correlated occupancies has most likely evolved as a func-
tional characteristic of such systems. In proton pumping enzymes
the local input of energy into the system leads to sequential proton
site occupancy changes over long distances. That feature, perhaps,
is the basic principle by which protons can be translocated over
long distances with local energy input in biological systems such
as CcO [28] or complex I. Furthermore, these results are highly rel-
evant to molecular dynamics simulations of proteins in particular
for constant pH dynamics [29].
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