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Energy Efficiency of Massive MIMO: Coping
with Daily Load Variation
M M Aftab Hossain ∗, Cicek Cavdar †, Emil Bjo¨rnson ‡, and Riku Ja¨ntti ∗
Abstract
Massive MIMO is a promising technique to meet the exponential growth of mobile traffic demand.
However, contrary to the current systems, energy consumption of next generation networks is required
to be load adaptive as the network load varies significantly throughout the day. In this paper, we propose
a load adaptive multi-cell massive MIMO system where each base station (BS) adapts the number of
antennas to the daily load profile (DLP) in order to maximize the downlink energy efficiency (EE). In
order to incorporate the DLP, the load at each BS is modeled as an M/G/m/m state dependent queue
under the assumption that the network is dimensioned to serve a maximum number of users at the peak
load. The EE maximization problem is formulated in a game theoretic framework where the number of
antennas to be used by a BS is determined through best response iteration. This load adaptive system
achieves around 24% higher EE and saves around 40% energy compared to a baseline system where
the BSs always run with the fixed number of antennas that is most energy efficient at the peak load
and that can be switched off when there is no traffic.
Index Terms
Massive MIMO, Energy efficiency, M/G/m/m Queue, Game theory
I. INTRODUCTION
The goal of next generation cellular networks (NGNs) is to provide thousand fold area capacity
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improvements while keeping the same cost and power consumption as today [1]. In order to
design such highly energy efficient networks, it is important to consider the fact that temporal
variation of traffic demand over the day is significant; recent data in [2] shows that the daily
maximum loads are even 2 − 10 times higher than the daily minimum loads. Contemporary
cellular networks are designed focusing on the peak traffic demand and hence the BS with no
load consumes at least half of the energy it requires to serve the peak load [2]. The NGNs
are required to adapt their power consumption to the temporal load variation. Massive MIMO
systems are expected to play a pivotal role in delivering very high capacity in NGNs. In massive
MIMO systems, each BS uses hundreds of antennas to be able to simultaneously serve tens of
user equipments (UEs) on the same time-frequency resource, by downlink multi-user precoding
and uplink multi-user detection [3]. This study aims to give an insight to the energy efficient
design of multi-cell massive MIMO system taking into account the dynamic efficiency of a
power amplifier (PA) and adaptive activation of antennas following the DLP.
Recently, both massive MIMO and EE optimization of wireless systems have gained significant
traction from both academia and industry [4]–[12]. In [5], it has been shown that the transmit
power can be reduced proportionally with the number of antennas if the BS has perfect channel
state information (CSI) without any fundamental loss in performance. In [6] and [7], the impact
of the circuit power on the EE of massive MIMO has been analyzed. Specifically, in [7], it
has been shown that without accounting for circuit power consumption, an infinite EE can be
achieved as the number of antennas, M →∞, which is misleading. In [7] and [8], the authors
show that the EE optimal strategy requires increasing the transmission power with the number of
antennas if the circuit power consumption is taken into account. They also show that the EE is
a quasi-concave function of the three main design parameters; namely, number of BS antennas,
number of users and transmit power. In [9], an adaptive antenna selection scheme was proposed
where both the number of active RF (radio frequency) chains and the antenna indices are selected
depending on the channel conditions. In [11], it is shown that under simultaneous per-antenna
radiated power constraints and total consumed power constraints, the capacity achieving power
allocation scheme feeds as many antennas as possible with maximum power. In [12], the authors
show that during low traffic demand, e.g., late night, it is optimal to turn off a fraction of the
antennas while minimizing total power consumption if the power consumption in the transceiver
circuits is taken into account along with the RF amplifiers. However, none of these studies has
provided any mechanism to cope with the daily load variation and maintain high EE throughout
the day in a multi-cell scenario. In [13] and [14], we show that there is potential to improve EE
by adapting the number of antennas to the daily load variation. Note that in [14], the number of
active antennas that maximize EE for any given load has been derived considering fixed inter-cell
interference i.e. the BS transmit power is assumed to be fixed for any number of active antennas
and users.
In this extended work, we aim at designing a multi-cell massive MIMO system where each
cell adapts the number of active antennas to the temporal variation of load following a DLP in
order to maximize average EE throughout the day. In particular, we divide a day in an arbitrary
number of intervals and for each interval we find i) the user distribution using the corresponding
average load from the DLP and ii) the optimum number of antennas that maximizes EE under the
given network load and interference condition for any number of users a cell serves. We assume
fixed average transmit power per antenna and also consider the realistic efficiency characteristics
of non-ideal power amplifier (PA) when maximizing the EE. Note that EE is measured in
bit/Joule, i.e., the ratio between the average achievable data rate and the total average power
consumption [7], [15]. In order to map the user distribution to the DLP, i.e., to calculate the
probability of having a certain number of users at a specific time of the day, we model the load
at each BS as a state dependent M/G/m/m queue [16], [17] and utilize the DLP as suggested
in [2], [18].
In order to compare the performance of this load adaptive system, we dimension a reference
system where the BSs do not adapt the number of antennas to the load variation, i.e., each BS
uses the maximum number of antennas, Mmax as long there is users to serve and achieves the
highest EE when serving the maximum number of users, Kmax with 2% blocking probability.
We find this Kmax, Mmax and the optimum average power per antenna, p that maximize EE and
consider the amount of data carried by the cell at this state to be the peak load corresponding
to the DLP. In order to adapt the number of antennas to the DLP, it is important to note that the
number of antennas that maximizes the EE of a cell depends on the number of antennas used
by the other neighboring cells due to inter-cell interference. As the joint optimization problem
is not convex with the number of antennas, we propose a distributed algorithm that allows each
cell to determine the number of active antennas through a best response iteration. We resort to
a game theoretic approach to show the convergence of the proposed algorithm to a unique Nash
equilibrium.
A traditional PA (TPA) reaches its maximum efficiency η while operating at its maximum
output power, Pmax,PA. However, due to the non-constant envelope signals, e.g., OFDM, CDMA,
the PAs rarely operate at their maximum output power. Usually the peak to average power ratio
(PAPR) of these signals is around 8 dB [19]. In this work we consider TPA along with a more
efficient PA, envelope tracking PA (ET-PA) in order to investigate the impact of PA efficiency
on our EE optimization scheme [20], [21].
In the numerical section, we illustrate the potential to increase EE by adapting the number
of antennas in a multi-cell massive MIMO system. We observe that the gain in EE can be as
high as 250% at very low load when compared with a baseline system that does not adapt the
number of antennas to the DLP. However, this gain keeps decreasing with the increase in load.
We see that over 24 hour operation, the average gain is around 24%. In terms of actual power
consumption, our scheme saves around 40% energy compared to the reference system over 24
hour operation.
The rest of the paper is organized as follows: In Section II, we formulate the EE maximization
problem and in Section III, we present required models and assumptions. In Section IV, we
formulate the EE maximization game and in Section V we present the optimization algorithm.
In Section VI, we illustrate the findings of the numerical analysis. We conclude the paper in
Section VII.
II. PROBLEM FORMULATION
In this study, we aim at designing a multi-cell massive MIMO system that adapts the number
of active antennas to the network load and interference condition in order to maximize average
EE. The EE is the benefit-cost ratio of a network and is defined as the number of bits transferred
per Joule of energy and hence can be computed as the ratio of average sum rate (in bit/second)
and the average total power consumption (in Joule/second) [8]. Power consumption of a BS
consists of a fixed part (e.g., control signal, backhaul, DC-DC conversion) and a dynamic part,
i.e., radiated transmit power and circuit power which depends on the number of active antennas
and number of users served simultaneously. If P totc (Kc,Mc) denotes the total power consumed
by an arbitrary BS c when serving Kc number of users simultaneously using Mc antennas and
Rc(Kc,Mc, {Md}d6=c) denotes the resulting average data rate per user, the corresponding EE will
be
EE =
Average sum rate
Power consumption
=
KcRc(Kc,Mc, {Md}d6=c)
P totc (Kc,Mc)
(1)
where {Md}d6=c represents the number of the antennas used by any other cell d, d 6= c. The EE
maximization problem for cell c for a particular load can be expressed in the following way:
maximize
Mc
KcRc(Kc,Mc, {Md}d6=c)
P totc (Kc,Mc)
(2i)
subject to: Mc ∈ Sc (2ii)
where Sc = {0, 1, 2, ...,Mmax} is the set of feasible number of antennas the cell c can use.
However, the network loads vary throughout the day. In order to capture the daily load variation
and maximize EE throughout the day, we model the load at each BS as an M/G/m/m state-
dependent queue. Let us consider that during the time interval h, the steady state probability of
the BS c serving n number of users, i.e., Pr[Kc = n] is denoted by πc(h, n). Our objective is
to maximize the average EE by adapting the number of active antennas to the number of active
users taking the received interference into account. The main problem formulation for BS c can
be rewritten as
maximize
Mc
H∑
h=1
m∑
n=1
πc(h, n)
nRc(n,M
(h)
c , {M
(h)
d }d6=c)
P totc (n,M
(h)
c )
(3i)
subject to: M(h)c ∈ Sc (3ii)
where Rc(n,M (h)c , {M (h)d }d6=c) is the average rate per user when there are n users in the cell
during time interval h. Mc = [M(1)c M(2)c ...M(H)c ] where M(h)c is the vector that gives the number
of antennas that maximizes the EE at different user states in cell c during the time interval h. It is
important to note that the optimum number of antennas is not only dependent on the number of
users but also the time of the day which determines the probability of having that certain number
of users. Note that EE optimization could be divided into an arbitrary number of time intervals,
H , during a daily traffic profile. In this work, we use hourly average load (i.e., H = 24) from
the DLP proposed in [2] and 12 minute average load (i.e., H = 120) from the DLP proposed
in [18] as input for the simulations in order to optimize the system over 24 hour operation.
As the solution for the problem (3) depends on the actions taken at other BSs, we formulate
the joint optimization under a game theory framework where each BS decides the number of
active antennas in a distributed manner, iteratively converging to a Nash equilibrium. Note that
the formulated problem is not dependent on this particular queuing model. The queuing model
serves for the mapping of a daily traffic profile in terms of arrival rates to the expected values
of number of users at a certain time interval of the day.
III. MODELS AND ASSUMPTIONS
In order to study the energy efficient traffic adaptive massive MIMO system, let us consider
the following models for transmission rate, traffic and BS power consumption.
A. System model
Let us consider the downlink of a multi-cell massive MIMO system consisting of cells with
indices in the set C = {1, 2, ..., C} and each having its own BS. In the following the terms cell
and BS are used interchangeably. The BS c ∈ C uses Mc antennas to serve Kc single antenna
UEs. The set of user states for a cell c is Uc = {1, 2, ..., Kmax}, with the elements representing
the number of users served in a cell. Each antenna of the BS has its own power amplifier. We
consider Rayleigh fading channels to the UEs and the spacing between adjacent antennas at the
BS is such that the channel components between the BS antennas and the single-antenna UEs
are uncorrelated. Under the assumption of this independent fading and considering the fact that
power gets averaged over many subcarriers, each antenna uses the same average power. Let us
denote this average transmit power per antenna by p, hence, the total transmit power of cell c
is pMc. The number of active antennas of any other cell d 6= c is Md and the corresponding
transmit power is pMd. Note that the average transmit power of a BS is not fixed as it varies
with the number of active antennas.1 The large-scale fading, i.e., the average channel attenuation
due to path-loss, scattering, and shadowing from the BS to the UEs is assumed to be the same
for all the antennas, as the distance between any UE and the BS is much larger than the distance
among the antennas.
Let us assume that the BSs and UEs employ a time-division duplex (TDD) protocol and are
perfectly synchronized. We also assume that the BS obtains perfect CSI from the uplink pilots,
which is a reasonable assumption for low-mobility scenarios. Each BS employs zero forcing
precoding so that the intracell interference is canceled out and equal power allocation is applied
to utilize the pathloss differences to achieve high average data rates. Let us denote the average
data rate of the users in cell c by Rc. Note that Rc is a function of Kc, Mc and Md, d ∈ C,
d 6= c. The average data rate is limited by the capacity, which is generally unknown in multi-cell
scenarios, but a tractable and achievable lower bound in cell c under the above assumptions is
given by [23]
Rc=B
(
1−
αKmax
Tc
)
log2
(
1+
pMc
Kc
(Mc −Kc)
σ2Gcc +
∑
d6=c pMdGcd
)
(4)
where α is the pilot reuse factor, Kmax is the maximum number of users assumed to be the
same for all cells (i.e., the number of pilot sequences = αKmax), Tc is the length of the channel
1 We assume the transmit power is limited by the power amplifiers and not by any regulatory aspects.
coherence interval (in symbols),
(
1 − αKmax
Tc
)
accounts for the necessary overhead for channel
estimation, B is the effective channel bandwidth, Gcc = E{ 1gcck} and Gcd=E{
gdck
gcck
}, where the
random variable gcck is the channel variance from the serving BS and gdck is the channel variance
from cell d to users in cell c, i.e.,
∑
d6=cGcdpMd is the average inter-cell interference power from
cell d to c normalized by Gcc. Note that Rc is achieved by averaging over the locations of the
users of cell c, thus it can either be viewed as an average rate among the users in the cell or
a rate that every user will achieve when it is moving around in the cell. A proof of the rate
formula in (4) is provided in Appendix B. Note that the optimization framework developed in
this paper can be used along with other rate formulas as well.
B. Traffic model
In a BS with massive MIMO, a certain number of users are served simultaneously using a
certain number of active antennas. The rate achieved by each user depends on the number of
users served simultaneously and the number of antennas that are active. As shown in [8], there
is a particular combination of number of active antennas and simultaneously served users that
yields the maximum EE. In this study, this optimum number of antennas and users are denoted
by Mmax and Kmax respectively and are the upper limit for the number of active antennas and
simultaneously served users. The Kmax users that can be served simultaneously is derived by
modeling the load at each BS as a state-dependent M/G/m/m queue. The M/G/m/m queue
dictates that for exponential arrival and general distribution of service time, maximum m number
of users can be served simultaneously (number of servers = m, i.e., Kmax, waiting place = 0).
The state dependency arises from the fact that the user rate depends on the number of users the
BS serves simultaneously. The network is assumed to be dimensioned in a way that the data
carried by a cell while serving Kmax users corresponds to the peak load of the DLP. In a queuing
system with no buffer space, the blocking probability is equal to the probability of having the
system 100% loaded, i.e., probability of having Kmax number of users. This can be explained
by the PASTA (Poisson Arrivals See Time Averages) property which holds when the arrivals are
following the Poisson process [22]. Therefore, 2% blocking probability at the peak load means
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Fig. 1. Distribution of active users in the cell at 13%, 50% and 100% load with the parameters provided in Section VI.
the probability of serving Kmax users simultaneously is 0.02. In order to capture the daily traffic
variations, we consider the DLP proposed for data traffic in Europe [2] and DLP proposed for
residential and business areas in [18]. The steady state probabilities for the random number of
users in the BS c, πc(n) ≡ Pr[Kc=n], are as follows [16]
πc(n)=


[
λ s
Rc(1)
]n
n!f(n)f(n− 1)...f(2)f(1)

 πc(0), n ∈ Uc, (5)
where πc(0) is the probability that there is no user in cell c and is given by
π−1c (0) = 1 +
Kmax∑
i=1


[
λ s
Rc(1)
]i
i!f(i)f(i− 1)...f(2)f(1)

 (6)
where s
Rc(1)
is the expected service time when BS c serves a single user, f(n) = Rc(n)/Rc(1)
where Rc(n) is the data rate per user while serving n number of users, λ is the arrival rate, and s
is the total data traffic contribution by a single user. Note that we use (4) to find the data rates at
different user states. In order to find the steady state probability distribution throughout the day,
first we set the values for λ and s. As we allow 2% blocking probability while serving 100%
load, we find the maximum λ, i.e., λmax that gives π(Kmax) = 0.02 for a fixed s. Assuming that
s remains constant, we derive the average number of users for other time intervals following the
DLP using λmax. For example, from the DLP, if the average load at any time interval h is x%,
the corresponding average number of users is λh = x100 ·λmax. This λh has been used as the input
to the M/G/m/m queue to find the steady state probability distribution of the users during time
interval h. Fig. 1 gives three example plots of the user distribution for 13%, 50% and 100%
loads with the parameters provided in Section VI. Note that for 100% load, the probability of
serving Kmax = 76 users is 0.02.
C. Power consumption model
The total power consumed in a BS c with Mc active antennas and Kc users is modeled as
P totc (Kc,Mc) = McPPA(p) + PBB(Kc,Mc) + POth (7)
where PPA(p) gives the power consumption of a PA when the average output power is p,
PBB(Kc,Mc) is the base band signal processing power when the BS serves Kc number of users
simultaneously with Mc number of antennas. POth includes the load-independent power for site
cooling, control signal, DC-DC conversion loss, etc.
1) Baseband power consumption: For baseband and fixed power consumption we use the
model proposed in [7]. The total circuit power is given by
PCP = PTC + PCE + PC/D + PLP. (8)
The power consumed in the transceiver is given by PTC = MPBS + PSYN where PBS is the
power required to run the circuit components, e.g., converters, mixers and filters attached to
each antenna at the BS and PSYN is the power consumed by the local oscillator. PCE is the
power required for channel estimation. PC/D is the total power required for channel encoding,
PCOD, and channel decoding, PDEC. PLP is the power consumed by linear processing. According
to [7], the total baseband power can be expressed as
PBB(Mc, Kc) = AKcRc +
3∑
i=0
C0,iK
i
c︸ ︷︷ ︸
CBB
0
+Mc
2∑
i=0
C1,iK
i
c︸ ︷︷ ︸
CBB
1
(9)
where C0,0 = PSYN, C0,1 = 0, C0,2 = 0, C0,3 = B3TcLBS , C1,0 = PBS, C1,1 =
B
LBS
(2 + 1
Tc
), C1,2 =
3B
LBS
,A = PCOD+PDEC, Rc is the average user rate as given in (4) and B is the bandwidth. The
power consumption CBB1 gets multiplied with Mc whereas CBB0 does not.
2) Power amplifier: We consider both TPA and ET-PA in this analysis. In case of the TPA,
the maximum efficiency is achieved only when it operates near the compression region, i.e.,
at maximum output power. On the other hand, ET-PA achieves better efficiency throughout the
operating range by tracking the radio frequency (RF) signal and regulating the supply voltage
accordingly. In order to transmit mean output power p, the total input power needed by TPA
can be approximated as [11], [21]
PTPA(p) ≈
1
η
√
p · Pmax,PA (10)
where η denotes the maximum PA efficiency when transmitting maximum output power, Pmax,PA.
Note that, p reflects the average power and the PA must be able to handle the peak power, i.e., p
must be at least 8 dB less than Pmax,PA as the typical PAPR of recent technologies, e.g., OFDM
is 8 dB.
In case of ET-PA, the total power consumption is approximately a linear function of the actual
transmit power [21],
PET−PA(p) ≈
1
(1 + ǫ)η
(p+ ǫPmax,PA) (11)
where ǫ ≈ 0.0082 is a PA dependent parameter. The total power required by Mc antennas in
order to deliver output transmit power p per antenna is CPA1 Mc where
CPA1 =


1
η
√
pPmax,PA, if TPA
p
(1+ǫ)η
+
ǫPmax,PA
(1+ǫ)η
, if ET-PA
(12)
Since part of the power consumption increases approximately linearly with the number of
antennas and some other parts do not, we can write total power as
Ptotal ≈ C0 + C1Mc (13)
where C0 = CBB0 + POth and C1 = CPA1 + CBB1 .
IV. EE MAXIMIZATION GAME
In this section, we utilize the models that were introduced in the previous section to formulate
the EE optimization problem under a game theory framework. As the transmit power of a BS is
proportional to the number of active antennas and depends on the transmit power of interfering
BSs due to inter-cell interference, the number of active antennas for different cells are coupled.
As a result, the objective function in (3) for cell c is dependent on the number of antennas used
by other cells and there is no closed form expression for Mc that would maximize EE. The
objective function in (3) involves summation over all the user states at each time interval. We
drop (h) as the optimization for different time interval h can be carried out separately following
the same procedure and rewrite the problem (3) using (4) and (13) for a single time interval as
maximize
Mc
Kmax∑
n=1
πc(h, n)
nβ log (1− nMcγc,1 + γc,1M2c )
C0 + C1Mc
(14i)
subject to n+ 1 < Mc(n) < Mmax (14ii)
where γc,1 =
1
n
p
(Gccσ2+
∑
d 6=cGcdpMd)
is the achieved signal to interference plus noise ratio (SINR)
in cell c when using a single antenna and β = (1 − αKmax
Tc
) Bln2 . Furthermore, when the BS is
serving a particular number of users, n, the objective function can be broadly written as
Ec ≈
nβ log (1− nMcγc,1 + γc,1M2c )
C0 + C1Mc
. (15)
The optimization problem (15) is not concave in Mc and Md for either TPA or ET-PA. However,
this objective function has a nice property of increasing differences in Mc and Md, ∀d ∈
C, d 6= c, in the sense of Topkis [26]. Because of that we resort to an algorithm based on best
response iteration in a game theoretic framework. In this framework, each BS iteratively finds
the most energy efficient number of active antennas taking into account the interference from
the surrounding BSs.
In order to formulate (14) in a game theoretic framework, let us define the strategy space, Sc,
which contains the set of feasible number of antennas used by any cell c at different user states,
n ∈ Uc. Note that the set Sc is a function of M−c, i.e., the number of antennas used by all other
cells that interfere cell c and can be written as
Sc(M−c)={Mc(n) :n+1≤Mc(n)≤Mmax, ∀n ∈ Uc} (16)
where the lower bound comes from the constraint for zero forcing.
Next, we define the EE maximization game, G(K,S, E) where the players are the BSs, S =
S1 × S2 × · · · × SC is the strategy space (i.e., space of number of active antennas), and E =
Ec(Mc,M−c), c ∈ C is the utility of the players (i.e., EE of the different cells). The best response
is the strategy (or strategies) that produces the most favorable outcome for a player given other
players’ strategies. The use of the best response strategy gives rise to a dynamic system of the
form
Mc = argmaxMc∈Sc(M−c)Ec(Mc,M−c), ∀c. (17)
In order to study the convergence properties of the best response strategy of dynamically
adapting the number of antennas, let us first look at the following definitions available in [24]–
[26].
Definition 1. The strategy vector M∗c is said to be a Nash equilibrium of the game G(K,S, E),
if no player can unilaterally increase its utility function, i.e.,
Ec(M
∗
c ,M
∗
−c) ≥ Ec(Mc,M
∗
−c), ∀c ∈ C,Mc ∈ Sc
where M∗−c is the vector of antennas used by the cells other than c at Nash equilibrium.
Definition 2. Let a function ψ : X × Y → R be continuous and twice differentiable. Then, the
following two statements are equivalent
•
∂2ψ(x,y)
∂x∂y
≥ 0, ∀y ∈ Y , ∀x ∈ X .
• The function ψ has increasing differences in (x, y) i.e.
ψ(x′, y′)− ψ(x, y′) ≥ ψ(x′, y)− ψ(x, y), ∀(x′, y′)
where x′ ≥ x, y′ ≥ y.
The function ψ(x, y) does not have to be nicely behaving, nor does X and Y have to be
intervals.
Definition 3. The EE maximization game, G(K,S, E), is said to be supermodular if
• the strategy space Sc, ∀c is a compact subset of R;
• the utility function Ec, ∀c is upper semi-continuous in Mc, M−c;
• the utility function Ec, has increasing differences in Mc, M−c.
Proposition 1. In a supermodular game, a Nash equilibrium exists. Also, if we start with a
feasible policy M, then the sequence of best response iterations monotonically increases in all
components and converges to a Nash equilibrium.
Proof: These properties of the supermodular game follow from [25, Theorem 1].
In order to show that the best response iteration strategy (17) leads to a Nash equilibrium, it
is sufficient to show that the EE maximization game G(K,S, E) is supermodular.
Proposition 2. EE game G(K,S, E) is supermodular.
Proof: The EE game G(K,S, E) is proved to be supermodular in Appendix A for the rate
model described in Section III.
V. OPTIMIZATION ALGORITHM
In this section, we describe the best response optimization algorithm and present it in the form
of pseudocode, see Algorithm 1. Initially, the number of antennas of all the cells are set to the
maximum, Mmax. We start the best response iterations from the c-th cell. The average interference
level received by any user in the cell c, Ic(M−c), is a function of the number of antennas used in
the other cells, M−c. In order to approximate the interference level Ic(M−c), it is assumed that
the d-th interfering BS, d 6= c, transmits with the number of antennas found from the weighted
mean of the number of antennas for its different user states i.e.,
∑m
n=1Md(n)πd(n), ∀d :d 6= c.
Once the interference caused to the c-th cell is calculated, we identify the strategy space for the
c-th cell based on equation (16). Finally, we find the vector of antennas that maximizes EE at
different user states, M′c ← argmaxMc∈Sc(M−c)Ec(M−c) where ’←’ indicates the direction of
value assignment. We iterate over all the cells and optimize the antenna vector for each cell.
The iterations are carried out until the antenna vector for each cell converges, i.e., there is one
iteration where none of the antenna numbers changes.
Algorithm 1 Best response iteration
Mc ← Mmax · 1, ∀c ∈ C.
maxtol ← 1
while maxtol 6= 0 do
for all c ∈ C do
M−c ←
∑
nMd(n)πn, ∀n ∈ Ud, ∀d : d 6= c
Define strategy space Sc based on (16)
M′c ← argmaxMc∈Uc(M−c)Ec(M−c)
tolc ← ||M′c −Mc||02
Mc ←M′c
end for
maxtol ← maxc(tolc)
end while
The number of antennas for a user state n, Mc(n), n ∈ Uc, is independent of the antennas
used for the other user states in the same cell. Therefore, in order to carry out the optimization
step, M′c ← argmaxMc∈Sc(M−c)Ec(M−c), it is sufficient to solve the optimization problem (14)
separately for each user state. For the given number of antennas of the interfering BSs, the
interference is known. For known interference the EE problem for any user state is a quasi-
concave function of Mc as it is a ratio of a concave and an affine function of Mc [27]. As a
result, it suffices to compute the value of the objective function at the stationary point and at
the end points of the interval to identify the optimal Mc.
VI. NUMERICAL ANALYSIS
We consider the downlink of a cellular network with 19 regular hexagonal cells where the
wrap around technique is applied in order to get rid of the boundary effect. The maximum
cell radius is 500 m if not otherwise specified. The users are uniformly distributed in the cell
with a minimum distance of 35 m from the cell center. Note that we consider 15000 test points
in each cell in order to calculate the average channel variance from the serving BS, Gcc and
the average inter-cell interference power, Gcd. Traffic is assumed to be homogeneously and
independently distributed over the cells. As a result, the network load and cell load are the same
and has been used interchangeably. However, the solution and methodology are still valid for
non-homogeneous area traffic distribution scenario although energy saving values may slightly
vary. In order to find the overall performance throughout the day we divide the day in 120
intervals, i.e., 12 minute average load is used to find the user distribution. We use the DLP
suggested for residential areas in [18] for this purpose. The parameters for the simulation are
given in Table I. Some of them are taken from [8].
A. Reference system
In this work, we propose a distributed algorithm for a multi-cell massive MIMO system
where each cell maximizes average EE adaptively with the variation of network load. In order
to compare the performance of the devised mechanism, we need to have a reference system. In
our reference system the BSs do not adapt the number of antennas to the variation of load, i.e.,
use Mmax if there is at least one user to serve and turns off all the antennas otherwise. Note that
minimum network load is considered to be 10% in order to account for the system information
2 || · ||0 is the zero norm which gives the number of nonzero elements in the set.
TABLE I
SIMULATION PARAMETERS
Reference parameters
Parameter Value
Number of cells 19
Grid size inside each cell 15000 points
Cell radius: dmax 500 m
Minimum distance: dmin 35 m
Maximum PA efficiency at Pmax,PA 80%
Path loss at distance d 10−3.53
||d||3.76
Local oscillator power: PSYN 2 W
BS circuit power: PBS 1 W
Other power: POth 18 W
Power for data coding: PCOD 0.1 W/(Gbit/s)
Power for data decoding: PDEC 0.8 W/(Gbit/s)
Computational efficiency at BSs:LBS 12.8 Gflops/W
Bandwidth 20 MHz
Total noise power: Bσ2 -96 dBm
Channel coherence interval: Tc 5000 symbols
Pilot reuse factor: α 7
and control signaling. We dimension our reference system in a way so that it achieves highest EE
when each BS serves Kmax users with Mmax antennas, i.e., the network is most energy efficient
when serving peak load according to the DLP. From equation (3) and (4), it can be observed
that for a given interference, i.e., power used by other BSs, the EE of BS c depends on Mc , Kc,
and p. In order to find Kmax, Mmax and optimum p for the reference system, exhaustive search
is used to search over different combinations of Mc and Kc and optimal power allocation, p is
computed for each combination as Mc and Kc are integers and the EE is a quasi-concave function
of Mc, Kc. In case of ET-PA, for a given Mc and Kc, the EE is a quasi-concave function of p
as it reduces to a ratio of a concave and an affine function [27]. However, for TPA, the function
becomes the ratio of concave and convex function which can be maximized by the branch and
bound algorithm proposed in [28]. For the parameters given in Table I, the maximum EE is
achieved when serving 76 users with 158 antennas where the transmit power of each antenna,
p is 0.1 Watt. Similarly, for ET-PA, Kmax = 68, Mmax = 134 and p = 0.18 Watt. Once the
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and adaptive antenna while using both TPA and ET-PA.
reference system is dimensioned, the number of antennas are kept fixed at Mmax in order to
find the reference EE and user rates for network loads other than the peak. EE is calculated
by iterating over the activity factor of each BS starting from a given inter-cell interference and
converging on the activity factor, defined as the probability of finding a BS active at a particular
instant. Note that at the peak load the activity of each BS is considered to be 1.
B. Interplay between number of active users and active antennas
The probability of getting different number of users served by the BS simultaneously depends
on the average network load, for example, see Fig. 1. In Fig. 2, we show how Mc varies with
Kc when the network loads are low (13%), medium (50%) and high (100%) which corresponds
to the user distribution as shown in Fig. 1. When the EE is optimized over the varying number
of users, Mc adapts to the user profile resulting in an approximately linear relation between Mc
and Kc. However, the ratio between Mc and Kc is quite high when the BS serves only a few
users and ends up around two at high load. When Kc is very small, the energy consumed by
activation of an additional antenna is not significant compared to the fixed energy consumption
but contributes significantly to increase the EE due to higher array gain, i.e., (Mc−Kc). Another
observation from Fig. 1 and Fig. 2 is that although the Mc for a particular Kc does not change
a lot at different network load, the average number of antennas used by a BS at different loads
varies significantly due to the probability distribution of the users. Note that the rest of the results
are generated by taking weighted average over the performance of all the user states for each
particular average network load.
C. EE gain at different network load
In Fig. 3, we show the hourly average EE throughout the day following the DLP for both the
TPA and ET-PA. In general, the EE increases with the increase in load for both the reference
case and our scheme for both TPA and ET-PA. Our scheme achieves significantly higher EE
compared to the reference case at low load. However, this EE gain keeps decreasing with the
increase in load. At the peak load, the gain is insignificant as the probability of having small
number of users which allows EE improvement by reducing antennas is very low, see Fig. 1.
D. Energy saving potential
Fig. 4 shows the actual power consumption at different network load for both the adaptive
antenna scheme and the fixed antennas, i.e., the reference case. It is observed that power
consumption is drastically reduced at low load as the number of active antennas are allowed
to be low following the load under the adaptive scheme. However, the difference becomes less
significant with the increase of network load. Over 24 hour of operation, it is observed that the
energy saving potential by adopting adaptive antenna scheme over reference case is {40, 39,
38}% for ET-PA and {40, 40, 37}% for TPA at {1000, 500, 250} m cell radius. Note that the
idle state, i.e., the fraction of time when the BS serves no user is different under these two
schemes when serving the same load. Therefore, it has been taken into account while finding
total energy saving potential for fair comparison.
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E. EE and user rate tradeoff
Fig. 5 shows the tradeoff between the EE and the average user rate at different load for TPA.
At very low load the EE has been increased with around 250% at the cost of around 50%
reduction of the average user data rate. However, with the increase of load in the system, both
the gain in EE and loss of user rate get reduced. Over the 24 hour operation, EE has been found
to be improved around 24% at the cost of around 12% reduction in user rate. Note that the gain
in EE and loss in user rate was quite similar for both TPA and ET-PA.
F. Impact of cell size
In Fig. 6 and Fig. 7, we show the impact of the cell size on the EE and the corresponding
antenna activation policy of the BS. We found that for a cell radius of {1000, 500, 250} m,
the optimum average transmit power per antenna is {0.21, 0.101, 0.04} Watt and {0.401, 0.183,
0.065} Watt and the corresponding Mmax are {283, 158, 107} and {230, 134, 97} and Kmax are
{107, 76, 56} and {97, 68, 52} for TPA and ET-PA respectively. The corresponding improvement
of EE for TPA is {22.9, 22.51, 27}% and for ET-PA is {23.1, 22.08, 25.8}%. The EE increases
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size.
with the decrease in cell size and Mmax, Kmax and optimum p decrease with the decrease in
cell size.
G. Impact of PA efficiency
It is evident from Fig. 3 and Fig. 8 that the efficiency of the PA has significant impact on
the energy efficient design of the network. In case of TPA, the efficiency falls drastically when
the operating point moves away from Pmax,PA, whereas ET-PA achieves higher efficiency over a
wider operating region. Therefore, each BS uses more antennas with TPA compared to ET-PA
with less power per antenna as a means to push more number of antennas to operate near the
compression region to reap the benefit of higher PA efficiency. Also note that the TPA requires
comparatively higher number of users to be served simultaneously in order to achieve maximum
EE. Nevertheless, ET-PA yields higher EE for both the reference case and our scheme compared
to TPA for any given cell radius.
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H. Impact of PA dimensioning
Fig. 9 and Fig. 10 show the impact of PA dimensioning on the EE and the corresponding
change in required number of antennas for TPA. The optimum average transmit power of the
ET-PA is 0.1 Watt when the cell radius is 500m. For the transmit power {0.05, 0.10, 0.20} Watt,
the corresponding overall daily savings are {21, 23, 25}%. Using PAs with power other than
the optimum one reduces the overall EE for both fixed and adaptive antenna cases. However,
the energy saving percentages by our scheme increases if the PA uses higher power than the
optimum and vice versa. Similar trend was observed for ET-PA.
VII. CONCLUSION
In this work we investigate how to dynamically adapt massive MIMO systems to the user
loads for higher EE. The temporal variation of load has been captured by modeling the load at
each BS equipped with massive MIMO functionality with an M/G/m/m queue and mapping
the user distribution to a DLP. We developed a game theory based distributive algorithm that
yields significant gains in EE at the cost of reducing the average user data rate at low user load.
However, the rate degradation while increasing the EE comes from the fact that we consider a
very tight reference case. In our reference case, the system considers the complete shutdown of
all the antennas when the BS is not serving any user. This reduces the interference significantly
resulting in high data rates for some users which in turn allows the BS to reduce its activity time
further. Over the 24 hour operation, EE has been found to be improved around 24% along with
around 40% energy saving potential while the corresponding reduction in user rates is found to
be around 12%. For transparency, the algorithm was developed for a simple rate formula based
on perfect CSI, but the same methodology can be applied to other rate formulas as well.
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APPENDIX A
In order to prove that the EE maximization game is supermodular, it is sufficient to show
that the three requirements stated in Definition 3 are fulfilled. It is easy to see that the first two
conditions hold and it remains to prove that the utility function Ec has increasing differences.
Since the optimal number of active antennas at different user states for a cell are independent
of each other, it suffices to show that the function in (15) is supermodular.
Lemma 1. Power term related to user rate, i.e., AKcRc in (9), in the response dynamics can
be ignored when maximizing (15).
Proof: From (2i), (9) and (15), for a given user Kc our objective is to maximize the function
KcRc
AKcRc + C
′
0 + C1Mc
(18)
Note that maximizing (18) is equivalent to minimize 1 + C0′+C1Mc
KcRc
, which is equivalent to
minimize C
′
0
+C1Mc
KcRc
. Therefore, while maximizing (18), the term AKcRc can be ignored.
Let us denote the utility function of user state n for any cell c by the function
f(x, y) =
R(x, I(y))
P (x)
(19)
where x = Mc(n) is the number of antennas that BS c uses to serve n users, I(y) > 0 is the
received interference power from any of the interfering BSs operating with y active antennas
plus the noise power and P (x) gives the power consumption by BS c when serving n users
with x antennas. If f(x, y) has increasing differences then log f(x, y) will also have increasing
differences. Let us define
F (x, y) = log f(x, y) = Ω(x, y)− Φ(x) (20)
where Ω(x, y) = logR(x, I(y)) and Φ(x) = logP (x).
According to Definition 2, it suffices to show that Fxy ≥ 0 where Fxy is the first cross
derivative of F (x, y) with respect to x and y. We note that Fxy = Ωxy. Hence F (x, y) is
supermodular if Ω(x, y) is supermodular. Note that supermodularity of F (x, y) is independent
of the PA characteristics Φ(x).
Considering the array gain when the BS serves n users simultaneously with x = Mc antennas,
Ω(x, y) can be written as log log Γ(x, y) where Γ(x, y) = 1 + x(x−n)
I(y)
according to (4) and (15).
As I(y) > 0, with the help of the first derivatives, Γx, Γy and the first cross derivative, Γxy, we
can express Ωxy as
Ωxy = −
1
log Γ(x, y)
1
Γ(x, y)
·(
1
Γ(x, y)
(
1
log Γ(x, y)
+1
)
ΓxΓy−Γxy
)
. (21)
Based on (21), Ωxy will be nonnegative if
1
Γ(x, y)
(
1
log Γ(x, y)
+ 1
)
ΓxΓy − Γxy ≤ 0.
After computing the cross derivatives, the above inequality can be written as
1
Γ(x, y)
(
1
log Γ(x, y)
+ 1
)
x(x− n)
I(y)
≥ 1. (22)
After replacing Γ(x, y) = 1 + x(x−n)
I(y)
in inequality (22), we get
(
1 +
x(x− n)
I(y)
)
≤

 1
log
(
1 + x(x−n)
I(y)
) + 1

 x(x− n)
I(y)
. (23)
After canceling out common terms inequality (23) becomes x(x−n)
I(y)
≥ log
(
1 + x(x−n)
I(y)
)
, which
holds. We can deduce that Ω(x, y) is supermodular since z ≥ log(1+ z) for z = x(x−n)/I(y).
Hence EE maximization problem is supermodular.
APPENDIX B
In order to derive the rate formula (4), let us denote the desired signal received by the user
k of cell c by
yck = h
H
cck
Kc∑
i=1
wcisci +
∑
d6=c
h
H
dck
Kd∑
i=1
wdisdi. (24)
Assuming perfect CSI at the BS and users and using ZF precoding, (i.e., hHcckwci = 0 for k 6= i)
and considering equal power allocation, i.e., sci ∼ CN (0, pMcKc ), the ergodic rate of user k in cell
c
Rck = βE
[
log2
(
1 +
pMc
Kc
|hHcckwck|
2
σ2 +
∑
d6=c p
Md
Kd
∑kd
i=1 |h
H
dckwdk|
2
)]
(25)
≥ β log2
(
1 +
pMc
Kc
(E[|hHcckwck|
−2])−1
σ2 +
∑
d6=c p
Md
Kd
∑kd
i=1 E [|h
H
dckwdk|
2]
)
(26)
where Jensen’s inequality is used to derive (26) from (25) and β = B
(
1− αKmax
Tc
)
.
Assuming hdci ∼ CN (0, gdciIMd), E [|hdckwdk|2] = gdck · 1 = gdck as hdck and wdk are
independent for d 6= c and E[||wdk||2] = 1. Also E[|hcckwck|−2] = 1(Mc−Kc)gcck leads to
Rck = β log2
(
1 +
pMc
Kc
(Mc −Kc)gcck
σ2 +
∑
d6=c p
Md
Kd
∑kd
i=1 gdck
)
. (27)
Finally, we compute a lower bound on the average ergodic rate in a cell by using Jensen’s
inequality as
E[Rck] ≥ β log2
(
1 +
pMc
Kc
(Mc −Kc)
σ2E[ 1
gcck
] +
∑
d6=c p
Md
Kd
KdE[
gdck
gcck
]
)
(28)
= B
(
1−
αKmax
Tc
)
log2
(
1 +
pMc
Kc
(Mc −Kc)
σ2Gcc +
∑
d6=c pMdGcd
)
(29)
where we define Gcc= E [ 1gcck ] and Gcd=E[
gdck
gcck
].
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