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ABSTRACT
As networked communication systems become increasingly sophisticated, under-
standing information flow in networks is a problem of central importance. Multi-
user information theory attempts to understand various interactions in a network
by studying small building blocks such as distributed compression, multiple access,
broadcast etc. In this thesis, we investigate two problems in network communication
from an information-theoretic perspective: feed-forward in sources and feedback in
channels. The two problems are closely related in the sense that there is a dynamic
aspect to either the decoder or the encoder in each of them.
Feedback in channels has been extensively studied, but the problem of source cod-
ing with feed-forward is recent. In source coding with feed-forward, to reconstruct
each source sample, the decoder has knowledge of some past source samples in addi-
tion to the codebook index. This extra information can presumably help the decoder
produce a better reconstruction. We obtain the optimal rate-distortion function and
characterize the error exponent for this problem. The relevant information quan-
tity is directed information, which captures the causal flow of information from one
random sequence to another.
Directed information was also recently used to characterize the capacity of chan-
nels with feedback. We provide an interpretation of directed information that helps
understand why it arises in the context of feedback. This interpretation is used to
obtain the feedback capacity of channels with side-information available with delay
at both the encoder and decoder.
It turns out that feed-forward/feedback does not improve the performance limit for
x
memoryless sources/channels. Hence we consider general sources and channels with
memory. Consequently, the rate-distortion function and capacity are multi-letter
expressions that cannot be computed easily in general. We present an approach
that can used to compute these expressions for a wide class of sources, channels and
distortion measures.
Finally, we investigate the effect of feed-forward in multiple descriptions coding.
We obtain a computable ‘single-letter’ achievable rate region. In contrast to the
point-to-point case, even for i.i.d sources, the obtained rate-region is strictly better




Claude Shannon’s seminal 1948 paper [73] gave birth to the field of information
theory that has been the bedrock for building modern communication and storage
systems. The spectacular success and far-reaching impact of the theory so far has
largely been in the design of point-to-point communication systems. It can be argued
that ‘network’ information theory (whose roots can be also be traced back to Shannon
[75]) has not yet had a similar impact on the design of multi-terminal networks.
Networked communication systems have become increasingly sophisticated in the
past decade. Two prime examples are high-speed computer and wireless networks
designed to deliver rich multimedia content and low-power sensor networks aiming
to measure and process large amounts of data with distributed resources. After a
relatively quiet period in the late eighties and early nineties, the emergence of these
network applications led to renewed interest in multi-user information theory.
It is evident that understanding information flow in networks and developing
efficient codes for network communication are problems of central importance. There
are a number of features that make the models in multi-user information theory
interesting (and challenging): feedback, side-information, distributed compression
and transmission are some of these features. This thesis focuses primarily on two of
1
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these elements- feed-forward in sources and feedback in channels. The problems of
feed-forward and feedback are closely related and may be considered dual problems
of one another.
Channels with feedback have been studied extensively, but the problem of source
coding with feed-forward is fairly recent. As is well known, an ‘encoder’ and a ‘de-
coder’ are the two basic components of a communication system. In the channel
feedback problem, there is a dynamic aspect to the encoder, while in the source feed-
forward problem, there is a dynamic aspect to the decoder. Consequently, a notion of
information which captures the dynamics is required to characterize the performance
limit of these problems. The appropriate information quantity is the directed infor-
mation, which captures the causal flow of information between random sequences.
New tools (such as a generalized notion of typicality, which we introduce) are also
required to characterize the interactions in systems with feed-forward/feedback. In
the remaining sections of this chapter, we motivate and explain these problems, and
outline the contributions of each chapter of the thesis.
Before we proceed, a word about the notation used in the rest of this thesis.
Random variables are denoted with capital letters and their realizations with lower-
case letters. Superscripts will be used to denote vectors of random variables. For
example, An will denote the vector (A1, . . . , An). Bold-face letters will be used for
random processes. Thus A will denote the random process {An}∞n=−∞, where An is
the random variable corresponding to time instant n.
1.1 Source coding with feed-forward
With the recent emergence of applications involving sensor networks [42], the








Figure 1.1: Source coding with side-information
significance. The problem is depicted in Figure 1.1. The source of information,
modeled as a random process X = {Xn}∞n=1, is encoded in blocks of length N into
a message W . W is then transmitted over a noiseless channel of finite rate to a
decoder, which has access to some side information Y = {Yn}∞n=1 that is correlated
to the source X. The decoder with the help of the side information Y and the
message W obtains an optimal estimate of N samples of the source at once, and
hence, over time, a reconstruction of the process X. The goal is to minimize the
reconstruction distortion for a fixed transmission rate. The optimal rate-distortion
performance limit for this problem when (X,Y) is a joint i.i.d process was obtained
by Wyner and Ziv in [89]. This problem is used to model the compression problem
in general sensor networks where X and Y are the correlated signals captured by the
sensor and the destination nodes. The Wyner-Ziv problem has also been the basis
for designing for distributed video coding schemes (see [69], for example).
In the problem described above, the encoder and decoder are time-synchronous,
i.e., to reconstruct a set of N samples of X, the decoder uses the corresponding set
of N samples of Y . The implicit assumption is that the underlying sample pairs
(Xi, Yi) are simultaneously observed at the encoder and the decoder, respectively.
So after an encoding delay of N samples, when the decoder gets the message W ,
it has access to the corresponding N samples of Y , so that the decoding can begin
4
Time          1          2          3          4          5          6          7          8          9         10
Source       X         X         X         X         X         X         X         X         X         X
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 1             2               3              4              5              6              7              8             9              10
1              2              3              4              5             6              7              8             9              10
  1               2              3              4               5Decoder                                                                X         X         X         X          X
^          ^          ^          ^           ^
Figure 1.2: Time-line: instantaneous observations
Time          1          2          3          4          5          6          7          8          9         10
Source       X         X         X         X         X         X         X         X         X         X
Encoder      −         −          −          −        W         −         −          −          −          W
1              2              3              4              5             6              7              8             9              10
  1               2              3              4               5Decoder                                                                X         X         X         X          X
^          ^          ^          ^           ^
Side info     −         −          −          −          −         −         Y        Y          Y         Y  1             2               3              4   
Figure 1.3: Time-line: delayed observations
immediately. The time-line of the samples of the source, the message and the side
information is depicted in Figure 1.2 for N = 5. Note that in this model, at the
6th time unit, the decoder reconstructs X̂1, . . . X̂5 simultaneously as a function of
W and Y1, . . . Y5, though it may display them as shown in Figure 1.2.
Often the side-information Y is a noisy version of the source X which is assumed
to be available simultaneously at the decoder. The question we would like to ask is:
what happens if the underlying signal field X is traveling slowly from the location of
the encoder to that of the decoder, where it is available as Y ? In other words, there
is a delay between the instant when ith source sample Xi is observed at the encoder
and the instant when corresponding noisy version Yi is observed at the decoder.
Figure 1.3 shows such a model when the signal field delay is 6 time units and
block length N = 5. Once the index W is received, we want the reconstruction to
be real-time and sequential. In Figure 1.3, for real-time reconstruction of the ith
source sample, all the past i − 1 samples of the side information are available. In
5
other words, the decoding operation consists of a sequence of functions such that
the ith reconstruction is a function of W and (i − 1) side information samples. So
we need a new dynamic compression model that takes the important physical signal
delay into account in its real-time reconstruction. We refer to this model as source
coding with feed-forward. Note that the encoding operation, however, remains as
in the Wyner-Ziv problem- a mapping from the N -product source alphabet to an
index set of size 2NR where R is the rate of transmission. Thus in this problem, the
encoder is non-causal and the decoder is causal.
In Chapter 2, as a first step, we consider an idealized version of this problem
where we assume that the traveling source field X is available noiselessly with an
arbitrary delay at the decoder, i.e. Y = X. We call this problem source coding with
noiseless feed-forward. This was first considered by Weissman and Merhav in [85]
in the context of competitive prediction. From Figure 1.3, it is clear that the model
with Y = X is meaningful only when the delay is at least N + 1, where the block
length is N . However, for a general Y , any delay leads to a valid problem. When the
delay is N + k, we refer to the problem as source coding with delay k feed-forward.
Thus with delay k feed-forward, the decoder has available the source samples until
time i − k as side-information to reconstruct X̂i. We should mention that source
coding with feed-forward can be considered the dual problem of channel coding with
feedback, which we discuss in Section 1.2.
1.1.1 Contributions
The main contributions of Chapter 2 can be summarized as follows.
• We first characterize the optimal rate-distortion function for a general discrete
source with a general distortion measure and with noiseless delay 1 feed-forward.
6
This function, denoted Rff (D), is given by the minimum of the directed infor-
mation function [53] flowing from the reconstruction to the source. From the
properties of directed information, it will follow that Rff (D) ≤ R(D), where
R(D) denotes the optimal Shannon rate-distortion function for the source with-
out feed-forward.
• We extend the Asymptotic Equipartition Property [15] to define a new kind of
typicality that we call ‘directed typicality’. This is used to provide a simple,
intuitive direct coding theorem for stationary, ergodic sources with feed-forward.
• The performance of the best possible source code (with feed-forward) of rate
R, distortion D and block length N is asymptotically characterized by an error
exponent. We characterize the error exponent for a general source with feed-
forward.
• The results are then extended to feed-forward with arbitrary delay k. Using an
intuitive interpretation of directed information, we introduce a generalized form
of directed information to analyze the problem of source coding with delay-k
feed-forward. In particular, the optimal rate-distortion function as well as the
error exponent is characterized for delay k feed-forward.
1.2 Channel coding with feedback
Feedback is widely used in modern communication systems to enhance reliabil-
ity of transmission. Since the early days of information theory, feedback has been
an important topic of research. Claude Shannon even chose it as the topic of the
inaugural Shannon lecture in 1973. Figure 1.4 depicts a channel with feedback. W
is the message to be reconstructed, and the channel input and output at time n





    1
P(Y  |X  ,Y     )X Yn n n-1n n
Yn-1
Figure 1.4: Channel with unit-delay feedback
sequence of distributions {P (Yn|Xn, Y n−1)}∞n=1. The channel has a feedback delay
equal to one time unit- to produce Xn, the decoder has complete knowledge of the
first n− 1 channel outputs Y n−1.
In one of the earliest results concerning feedback, Shannon showed in [74] that
feedback does not increase the capacity of a point-to-point discrete memoryless chan-
nel (DMC). We recall that a discrete memoryless channel is defined by the property
P (Yn|Xn, Y n−1) = P (Yn|Xn), ∀n.
For point-to-point channels with memory, feedback can indeed increase the capac-
ity. However, for a long time, information theorists lacked the tools to characterize
the capacity of these channels. What they lacked was a way to give ‘direction’ to
information flow. Marko was one of the first to address this deficiency in [50]. His
aim was to develop a bidirectional communication theory to describe the generation
and processing of information when living beings, especially humans, interacted with
each other. Quoting from his paper [50]:
The conventional information theory is capable of giving a generalized mea-
sure of correlation, but not of distinguishing the direction of information
flow. This exactly is the aim of the bidirectional communication theory.
Marko defined new information quantities, that he called ‘free information’ and
‘directed transinformation’, to capture the statistical coupling between interacting
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systems. Inspired by Marko’s work, Massey [53] introduced the concept of directed
information flowing from a random sequence XN to a random sequence Y N . Massey
also pointed out that the prevailing definition of a discrete memoryless channel was
incorrect- in the sense that it implicitly prohibited feedback- and gave a correct
definition in [53]. Kramer [46, 47] used directed information to characterize the
capacity region of the multiple-access channel with noiseless feedback and also the
two-way channel. Tatikonda later established the capacity of a general single-user
channel with feedback in terms of the directed information flowing from the input
to the output [77].
In Section 1.2.1, we outline the contributions of Chapter 3 to the feedback prob-
lem. First, we review some important existing results on channel coding with feed-
back. In a result that complemented the fact that feedback does not increase the
capacity of a discrete memoryless channel, Dobrushin showed in [21] that for suffi-
ciently symmetric discrete memoryless channels, noiseless feedback does not improve
the block-coding error exponent either. Despite these two negative results, there is a
slew of positive results showing feedback does help in many settings. Schalkwijk and
Kailath showed in [72] that for AWGN channels with an average power constraint,
noiseless feedback enables a doubly exponential decay in probability or error with
increasing block-length. If we do not restrict ourselves to block codes and consider
variable delay coding instead, noiseless feedback can increase the error exponent as
shown in various important papers [38, 25, 10, 90].
In contrast to the single-user case, feedback can enlarge the capacity region of
discrete memoryless multi-user channels. This was first demonstrated in the case
of a multiple access channel (MAC) by Gaarder and Wolf [26]. An achievable rate-
region for a discrete memoryless MAC was determined by Cover and Leung [17],
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which was recently improved upon [9]. Willems [86] showed that that the Cover-
Leung region is the capacity region for a certain class of MACs with feedback. The
feedback capacity region of the Gaussian MAC, which does not belong to this class,
was determined by Ozarow in [59]. Feedback can also increase the capacity region of
a discrete memoryless broadcast channel as shown by example in [23]. It should be
noted though, that feedback does not increase the capacity of a physically degraded
broadcast channel [28]. The literature on feedback is vast and the list above is by no
means exhaustive. We shall mention some other important works in Chapter 3.
1.2.1 Contributions
The contributions of Chapter 3 can be summarized as follows.
• We present an interpretation of directed information that yields some insight
about its relevance in the context of feedback capacity. This intuition is then
used to characterize the capacity of channels with delayed feedback and chan-
nel state information which is available with some delay at both encoder and
decoder.
• We consider a system where a source has to be transmitted over a channel with
delay l feedback. The source is reconstructed with delay k feed-forward to a
specified distortion level. Under suitable conditions of information stability, a
source-channel separation theorem is established.
1.3 Evaluating the expressions
One of the most appealing features of Shannon’s formulas for channel capacity and
the rate-distortion function is the simplicity of the optimizations involved. Recall
that the capacity C of a discrete memoryless channel PY |X (with input X and output
10









These are ‘single-letter’ optimizations, which means that we need to optimize over
probability distributions of a single random variable. Efficient techniques such as the
Blahut-Arimoto algorithm [7] exist to compute these single-letter optimizations.
For problems with feed-forward and feedback, there is no improvement in the
performance limit when the source/channel is memoryless; the interesting sources
and channels are those with memory. Further, due to the dynamics introduced
by feed-forward and feedback, we cannot expect the optimal joint distributions to
be stationary and ergodic in general. Consequently, the formulas (involving directed
information, cf. Chapters 2 and 3) for the optimal rate-distortion function with feed-
forward and channel capacity with feedback are multi-letter expressions. This means
that we cannot hope to have a simple Blahut-Arimoto like algorithm to perform the
optimizations.
Computing the performance limits with feed-forward/feedback is an important
problem. In Chapter 4, we take a different approach to the problem of computing
the rate-distortion and capacity expressions (with feed-forward and feedback, resp.).
We obtain the structure of the distortion (cost, resp.) function in order for a given
joint distribution to achieve the optimum rate-distortion function (channel capacity,
resp.). For discrete memoryless channels and sources without feedback/feed-forward,
such an approach appears in the book of Csiszár and Körner [19, p. 147, Problems
2,3] to characterize the structure of the cost/distortion function. Our results may be
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viewed as an extension of the results in [19] to problems with delayed feedback and
feed-forward. This approach is especially relevant since it is otherwise infeasible to
calculate the performance limits with feedback and feed-forward.
1.3.1 Contributions
For the feed-forward and feedback problems, we derive structural results that
relate the structure of the distortion/cost function to that of the optimal joint dis-
tribution. In particular,
• The structure of the distortion function for a chosen joint process (satisfying
suitable conditions) to achieve the optimum rate-distortion function with feed-
forward is characterized.
• The structure of the cost function for a chosen joint process (satisfying suitable
conditions) to achieve the capacity of a feedback channel is characterized.
• Examples are provided to illustrate how the above results can be used to com-
pute the feed-forward rate-distortion function and feedback capacity for many
sources and channels.
Our structural results are established under the conditions that the joint process is
information stable. The definition of information stability is found in Chapter 4-
this condition encompasses a wide range of ergodic processes including those that
are stationary as well as asymptotically stationary.
1.4 Multiple Descriptions with feed-forward
In Chapter 5, we investigate the role of feed-forward in a multi-terminal problem,
viz. multiple descriptions source coding . The multiple descriptions problem was
introduced by Gersho, Witsenhausen, Wyner, Ziv and Ozarow in the 1979 IEEE
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Information Theory Workshop. As a motivating example, consider a packet-switched
network in which a source node compresses data into packets, which are then sent to a
destination node. There is a chance that packets may be dropped in the network. To
ensure reliable transmission, each source sequence can be compressed to two different
packets that are both sent to the destination. If either packet is received, the source
data is reconstructed with adequate quality, but we would like better reconstruction
quality if both packets are received. Thus, in this situation, the two individual
reconstructions of the same source sequence need to refine each other. Given certain
levels of distortion to be achieved (depending on the number of packets received),
the goal of the multiple descriptions problem is to determine the set of achievable
rates of compression for each of the individual packets. An achievable rate region
for this problem for an i.i.d source was first determined by El Gamal and Cover [16],
which was improved by Zhang and Berger[92]. The optimal rate region for multiple
descriptions of an i.i.d source is still an open problem and known only for certain
special cases (cf. [1, 58]).
Our aim in Chapter 5 is to explore how (partial or complete) feed-forward can
help in this multi-terminal setting. The following problem is another example that
motivates our study of multiple descriptions with feed-forward. There are four people
named Alice, Bob, Carol and Dave. Alice has an equiprobable binary source that
Bob, Carol and Dave are interested in reconstructing. Bob and Carol each want
to reconstruct with the fraction of their errors being at most d, while Dave needs
error-free reconstruction. Bob and Carol agree to buy some information from Alice
separately, and Dave agrees to buy the information available to both Bob and Carol.
Further assume that after reconstruction of each source sample, Alice reveals to
Carol (but not Bob and Dave) the actual value of the sample. The minimum rates
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of information that Alice would have to supply to Bob and Carol in this situation is
the multiple description rate-distortion region with feed-forward to Carol only.
1.4.1 Contributions
The contributions in Chapter 5 are listed below.
• The multiple descriptions problem for an i.i.d source with feed-forward to one of
the side decoders is considered. We obtain a single letter achievable rate region
for this setting. The rate-region is obtained using a coding strategy that uses
feed-forward to build correlation between the two reconstructions cheaply. We
recall that in the multiple descriptions problm, the individual reconstructions
need to be correlated in order to refine one other.
• We show that the achievable rate-region obtained (for feed-forward to only one
of the decoders) is larger than the Zhang-Berger region – the best known rate-
region without feed-forward.
• A lower bound on the minimum sum-rate required by Bob and Carol in the
above example was obtained in [92]. We evaluate our rate-region (with feed-
forward to only Carol) and show that a sum-rate smaller than the lower bound
can be achieved. In other words, for this i.i.d multiple descriptions problem,
feed-forward to just one decoder enables rates better than the optimal rates
without feed-forward.
We observe that feed-forward can strictly improve the optimal rate-region even for
i.i.d source. This is in contrast to point-to-point source coding, where feed-forward
improves the rate-distortion function only for sources with memory.
CHAPTER 2
Source Coding with Feed-Forward
2.1 Introduction
The problem of source coding with feed-forward was motivated in the previous
chapter (cf. Section 1.1) by an application that involved compressing samples of a
random field at one node of a network, and reconstructing them sequentially at a
different location. However, the relevance of source coding with feed-forward extends
much beyond the sensor networks application outlined above. It is also closely re-
lated to the problem of prediction. In fact, it was first considered in the context of
competitive prediction in [85].
As an example, suppose that we want to predict the stock price of some company
over an N -day period. Let the share price on day n be Xn. At the beginning of day
n, we have to make our prediction X̂n for the closing price of the share on that day.
Let d(XnX̂n) be a measure of our guessing error for day n. We want to minimize






Note that at the end of each day, we know the actual closing price of the stock
for that day. Hence, at the time we predict X̂n, we know X
n−1, the actual values of
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the stock price on the first n days 1.
Further suppose that there is an insider who has a priori knowledge of how the
stock is going to behave over the N days. At the beginning of the N -day period,
she is willing to sell information at some finite rate R bits/day to aid our prediction






d(xn, x̂n) ≤ D,
what is the minimum rate R needed? This problem of ‘prediction with a priori
information’ is identical to source coding with feed-forward. In Chapter 4, we will
discuss this problem in detail for a Markov source and Markovian error function.
The problem of source coding with noiseless feed-forward was first considered
by Weissman and Merhav in the context of competitive prediction in [85]. They
consider sources with feed-forward delay 1 and a single-letter, difference distortion
measure. In [85], the optimal distortion-rate function with feed-forward is derived for
sources that can be represented auto-regressively with an innovations process that
is either IID or satisfies the Shannon Lower Bound (SLB)[15] with equality. The
distortion-rate function was evaluated in [85] for a symmetric binary Markov source
with feed-forward and a stationary Gaussian source with feed-forward as examples
of this result. For sources with general innovations processes, [85] provides upper
and lower bounds on the distortion-rate function. The block coding error exponent
is also derived in [85] for the case where the innovations process is IID and is shown
to be the same as Marton’s no-feed-forward error exponent [52]. It was noted in
[85] that feed-forward can only decrease the distortion-rate function of a source;
however, for IID sources and all sources that satisfy SLB with equality and with
1We will use the superscript notation to denote a sequence of random variables. Thus Xn−1 =
[X1, . . . , Xn−1].
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single-letter difference distortion measures, feed-forward does not reduce the optimal
distortion-rate function.
Later, the model of source coding with general feed-forward was considered in [64]
as a variant of the problem of source coding with side information at the decoder,
and a quantization scheme with linear processing for IID Gaussian sources with mean
squared error distortion function and with noiseless feed-forward was reported. It
was also shown that this scheme approaches the optimal rate-distortion function. In
[51], an elegant variable-length coding strategy to achieve the optimal Shannon rate-
distortion bound for any finite-alphabet IID source with feed-forward was presented,
along with an illustrative example. The problem of source coding with feed-forward
is also related to source coding with a delay-dependent distortion function[48], causal
source coding[56] and real-time source coding[88] .
The main results of this chapter can be summarized as follows:
1. The optimal rate-distortion function for a general discrete source with a gen-
eral distortion measure and with noiseless feed-forward, Rff (D), is given by the
minimum of the directed information function [53] flowing from the reconstruc-
tion to the source. From the properties of directed information, it will follow
that Rff (D) ≤ R(D), where R(D) denotes the optimal Shannon rate-distortion
function for the source without feed-forward.
2. We extend the Asymptotic Equipartition Property [15] to define a new kind of
typicality that we call ‘directed typicality’. This is used to provide a simple,
intuitive direct coding theorem for stationary, ergodic sources with feed-forward.
3. The performance of the best possible source code (with feed-forward) of rate
R, distortion D and block length N is asymptotically characterized by an error
exponent. We characterize the error exponent for a general source with feed-
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forward.
4. Extension of these results to feed-forward with arbitrary delay. We introduce a
generalized form of directed information to analyze the problem of source coding
with delayed feed-forward.
We now briefly outline how our results differ from that of [85]. In [85], feed-forward
is considered in the context of competitive prediction. The optimal distortion-rate
function of a source with feed-forward is completely characterized in [85] only when
the source has an autoregressive representation with an innovations process that is
either IID or satisfies the Shannon Lower Bound with equality. This characterization
of the distortion-rate function is in terms of the innovations process. In our work, we
derive the optimal rate-distortion function with feed-forward for any general source
with feed-forward. This is expressed in terms of directed information, a quantity
involving just the source X and the reconstruction X̂. The feed-forward error ex-
ponent is derived in [85] for sources with an autoregressive representation with IID
innovations. We characterize the error exponent for a general source. The results in
[85] are derived for single-letter, difference distortion measures and feed-forward with
delay 1. Our results are derived for arbitrary (not necessarily single-letter) distortion
measures and feed-forward with arbitrary delay.
This chapter is organized as follows. In Section 2.2 we give a fairly formal def-
inition of the above source coding model and the intuition behind the proposed
approach. Instead of giving the main result for the most general sources and then
considering the special cases, we first consider the special case when the source and
the reconstruction processes are jointly stationary and ergodic and give a direct cod-
ing theorem in Section 2.3 which captures the essence of this problem. We must







Figure 2.1: Source coding system with feed-forward.
letter distortion measures, the optimal rate-distortion function is attained by a jointly
stationary and ergodic (X, X̂) process [32]. Unfortunately, a similar result may not
hold for stationary, ergodic sources with feed-forward even with single-letter distor-
tion measures. This is because the information available at the decoder changes with
time. Hence we can only obtain a direct coding theorem by restricting our attention
to stationary, ergodic joint processes.
To obtain a tight rate-distortion theorem, we have to consider general processes.
The method of information spectrum introduced by Han and Verdu [33] is a powerful
tool to deal with general processes. Using this, we give the direct and converse
coding theorems for general sources in Section 2.4. In that section we also consider
some special cases such as discrete memoryless sources and Gaussian sources. Error
exponents are considered in the general setting in Section 2.5. We extend our results
to arbitrary delays in Section 2.6 and finally, concluding remarks are given in Section
2.7.
2.2 The source coding model
2.2.1 Problem statement
The model is shown in Figure 2.1. Consider a general discrete source X with
Nth order probability distribution PXN , alphabet X and reconstruction alphabet
X̂ . There is an associated distortion measure dN : XN × X̂N → R+ on pairs of
sequences. It is assumed that dN(x
N , x̂N) is normalized with respect to N and is
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Table 2.1: Time-line for a feed-forward problem with blocklength N = 5
Time 1 2 3 4 5 6 7 8 9 10
Source X1 X2 X3 X4 X5 X6 X7 X8 X9 X10
Encoder - - - - W - - - - W
Extra info - - - - - - X1 X2 X3 X4
Decoder X̂1 X̂2 X̂3 X̂4 X̂5
uniformly bounded in N .
Definition 2.1. An (N, 2NR) source code with feed-forward of block length N and
rate R consists of an encoder mapping e and a sequence of decoder mappings gn, n =
1, . . . , N :
e : XN → {1, . . . , 2NR}
gn : {1, . . . , 2NR} × X n−1 → X̂ , n = 1, . . . , N
The encoder and decoder mappings are
e(XN) = W, gn(W, X
n−1) = X̂n, n = 1, . . . N
where W ∈ {1, . . . , 2NR} denotes the index and X̂n is the reconstruction of the nth
sample.
The encoder maps each N -length source sequence to an index in {1, . . . , 2NR}.
Table 2.1 shows the time-line of events when the block-length N = 5. As shown in
the table, the decoder receives the index W transmitted by the encoder at the end
of time instant 5. At time instant 6, X̂1 is reconstructed by the decoder using W .
To reconstruct X̂2 at time 7, the decoder knows X1 in addition to the index. Thus
to produce X̂n (for 2 ≤ n ≤ 5), the decoder knows all the past (n − 1) samples of
the source (in addition to the index W ). At the end of time instant 10, the encoder
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produces the index corresponding to the next block of source samples X6 − X10, and
the decoding of this block in a manner identical to the first block.
Let x̂N denote the reconstruction of the source sequence xN . We want to minimize
R for a given distortion constraint. We consider two types of distortion constraints:
1) expected distortion constraint and 2) probability-1 distortion constraint. These
constraints are formally defined in the sequel. For any D, let Rff (D) denote the
infimum of R over all encoder-decoder pairs for any block length N such that the
distortion is less than or equal to D. It is worthwhile noting that source coding with
feed-forward can be considered the dual problem [66, 4, 13] of channel coding with
feedback.
2.2.2 Intuition behind the proposed approach
To analyze the problem of source coding with feed-forward we need a directional
notion of information. This is given by directed information, as defined by Massey
[53]. This notion was motivated by the work of Marko[50] and was also studied in
[30, 11, 71] in the context of dependence and feedback between random processes.
More recently, directed information has been used to characterize the capacity of
channels with feedback [46, 77].
Definition 2.2. [53] The directed information flowing from a random vector AN to
another random vector BN is defined as




Note that the definition is similar to that of mutual information I(AN ; BN) except
that the mutual information has An instead of AN in the summation on the right.
The directed information has a nice interpretation in the context of our problem. We
can write the directed information flowing from the reconstruction X̂N to the source
21
XN as




(2.3) can be derived using the chain rule as follows [54].


















= H(XN) + H(X̂N)−H(XN , X̂N) = I(XN ; X̂N).
Consider first the standard source coding problem without feed-forward. Here the
goal is to construct a codebook of length N sequences X̂N such that for every source
sequence XN , there is at least one sequence in the codebook that is jointly typ-
ical with a specified joint distribution P (XN , X̂N) (that satisfies some distortion




. With feed-forward, since the decoder knows the symbols Xn−1
to reconstruct X̂n, (2.3) says we need not spend I(X
n−1; X̂n|X̂n−1) bits to code this
information. Loosely speaking, this rate comes for ‘free’ because of feed-forward. In
other words, the performance limit on this problem is given by the minimum of the
directed information.
An interesting way to understand any source compression system is to analyze
the corresponding backward test channel [5, 15, 63]. This is a fictitious channel
which connects the source with the reconstruction, characterized by the conditional
distribution of the source given the reconstruction. In source coding with feed-
forward, the decoder first gets the index W (sent by the encoder) containing the
information about the first N samples of X. The process of reconstruction starts
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with the reconstruction of the first sample X̂1 = g1(W ) as a function of W alone. In
the next clock cycle, the decoder has W and X1. This can be interpreted as follows:
X̂1 goes through a non-anticipatory fictitious channel to produce X1 and is fed back
to the decoder. Now the decoder reconstructs the second sample X̂2 = g2(W, X1) as a
function of W and X1. In the next clock cycle, it gets X2. As before, we can interpret
it as X̂2 going through the test channel to produce X2 which is fed back to the decoder
and so on. So this test channel can be thought of as having X̂1, X̂2, . . . , X̂N as input
and X1, X2, . . . , XN as output with a sequence of conditional distributions given by
Q̂1(X1|X̂1), Q̂2(X2|X1, X̂1, X̂2), . . . , Q̂i(Xi|X i−1, X̂ i), . . . , Q̂N(XN |XN−1, X̂N),
where X i denotes the vector of X1, X2, . . . , Xi. This sequence of conditional dis-
tributions is related to the source and the encoder transformation in the following
way. Note that the source distribution PXN (X
N) and the quantizer transformation
PX̂N |XN (X̂
N |XN) fix the joint distribution PXN ,X̂N (XN , X̂N). This can be factored
into two components as follows:
PXN ,X̂N (X
N , X̂N) =
N∏
i=1
Pi(Xi, X̂i|X i−1X̂ i−1) =
N∏
i=1




where Q characterizes the decoder reconstruction function, whereas Q̂ denotes the
test channel conditional distribution, and both of them are assumed to have memory.
This is illustrated in Fig. 2.2.
2.3 Stationary and ergodic joint processes
In this section, we will provide a direct coding theorem for a general source with
feed-forward assuming that the joint random process {Xn, X̂n} is discrete, station-
ary and ergodic [31]. This assumption is not necessary to prove the rate-distortion










Figure 2.2: Backward test channel interpretation
first give intuition about how feed-forward helps in source coding. This assumption
of stationarity and ergodicity leads to a rather simple and intuitive proof of the
rate-distortion theorem along the lines of the proof of the rate-distortion theorem for
discrete memoryless sources in [15]. We will use a new kind of typicality, tailored for
our problem of source coding with feed-forward. A word about the notation before
we state the theorem. All logarithms used in the sequel are assumed to be with
base 2, unless otherwise stated. The source distribution, defined by a sequence of
finite-dimensional distributions [33] is denoted by
(2.4) PX , {PXn}∞n=1.
Similarly, a conditional distribution is denoted by
(2.5) PX̂|X , {PX̂n|Xn}
∞
n=1.
Finally, for stationary and ergodic joint processes, the directed information rate exists
and is defined by [46]





We use an expected distortion criterion here. For simplicity (only for this section),
we assume dN(x
N , x̂N) = 1
N
∑N
i=1 d(xi, x̂i), where d : X × X̂ → R+. Let dmax be
the maximum of d(x, x̂) ∀x ∈ X , x̂ ∈ X̂ . Since the distortion measure is bounded,
limN→∞ E[dN(X
N , X̂N)] exists.
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Definition 2.3. R is an achievable rate at expected distortion D if ∀ε > 0, for all






≤ D + ε,
where X̂N denotes the reconstruction of XN .
Theorem 1. For a discrete stationary and ergodic source X characterized by a
distribution PX, all rates R such that




are achievable2 at expected distortion D.
Proof. We first lay down the necessary definitions and lemmas required for the proof.
Let PX̂|X be any conditional distribution such that the resulting joint process PX,X̂
is stationary and ergodic. Since the AEP holds for discrete, stationary and ergodic
processes [15], we have
− 1
N
log P (XN) → H(X) w.pr.1,
− 1
N










H(X, X̂) = lim
N→∞





We now define two ‘directed’ quantities, introduced in [50] and [47], respectively.
These were used in [77] in the context of channels with feedback. These will be
frequently used in the rest of this chapter. ∀xN ∈ XN , x̂N ∈ X̂N ,






2The infimization is over all conditional distributions such that the joint process (X, X̂) is stationary
and ergodic.
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These can be pictured in terms of the backward test channel from X̂ to X. (2.8)
describes the sequence of input distributions to this test channel and (2.9) specifies
the backward test channel. Recall that the joint distribution can be split as
(2.10) PXN ,X̂N (x




i−1, xi−1) · PXi|X̂i,Xi−1(xi|x̂
i, xi−1).
The basic ingredient in our proof is the following Lemma which says that a property





H(X̂i|X̂ i−1, X i).
H(X̂N ||XN) is known as the entropy of X̂N causally conditioned on XN [46, 54]. We
will also use H(X̂N ||0XN−1), the entropy of X̂N causally conditioned on the delayed
X sequence 0XN−1, which is shorthand for (0, X1, X2, . . . , XN−1)
Lemma 2.4. If the process {Xi, X̂i}∞i=1 is stationary and ergodic, we have
(2.11) − 1
N


















where 0XN−1 denotes the sequence [ , X1, X2, . . . , XN−1].
The proof of the lemma is similar to the Shannon-McMillan-Breiman Theorem in
[15, 2] and is given in Appendix A.1. We now define a new kind of joint distortion
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typicality. Given the source PX, fix any conditional distribution PX̂|X to get a
joint distribution PX,X̂ = {PXn,X̂n}∞n=1. Also recall that the distortion is given by
dN(x




Definition 2.5. An ordered sequence pair (xN , x̂N) with xN ∈ XN and x̂N ∈ X̂N is
said to be directed distortion ε-typical if:∣∣∣∣− 1N log PXN (xN)−H(X)
∣∣∣∣ < ε∣∣∣∣− 1N log PXN ,X̂N (xN , x̂N)−H(X, X̂)
∣∣∣∣ < ε∣∣∣∣− 1N log ~PX̂N |XN (x̂N |xN)− ~H(X̂||X)
∣∣∣∣ < ε∣∣∣dN(xN , x̂N)− EdN(XN , X̂N)∣∣∣ < ε
We denote the set of directed distortion ε-typical pairs by ANε .
Lemma 2.6. If an ordered pair (XN , X̂N) is drawn from PXN ,X̂N , then
(2.13) Pr((XN , X̂N) ∈ ANε ) → 1 as N →∞.
Proof. From the AEP for stationary and ergodic processes, the first, second and
fourth conditions in Definition 2.5 are satisfied with probability 1 as N →∞. From
Lemma 2.4, the third condition is satisfied with probability 1 as N → ∞, proving
the lemma.
Lemma 2.7. For all (xN , x̂N) ∈ ANε ,
(2.14) ~PX̂N |XN (x̂
N |xN) ≥ PX̂N |XN (x̂













N |xN) · PXN (xN)
≤ ~PX̂N |XN (x̂
N |xN) · 2
−N(H(X,X̂)−ε)
2−N( ~H(X̂||X)+ε) · 2−N(H(X)+ε)
= ~PX̂N |XN (x̂
N |xN) · 2N(I(X̂→X)+3ε),
(2.15)
from which the lemma follows. The last equality in (2.15) can be proved as follows.
H(X̂N ||0XN−1) + H(XN)−H(XN , X̂N) = H(X̂N ||0XN−1)−H(X̂N |XN)
= H(X̂N)−H(X̂N |XN)− [H(X̂N)−H(X̂N ||0XN−1)]
(a)
= I(XN ; X̂N)− I(0XN−1 → X̂N)
(b)
= I(X̂N → XN),
(2.16)
where (a) follows by writing the definition of directed information in (2.2) in terms
of entropies and (b) follows from (2.3). Dividing by N and taking limits we get the
result.
Having established the required definitions and lemmas, we are ready to describe
the coding scheme.
Codetrees : In source coding with feed-forward, to produce the ith reconstruction
symbol x̂i, the decoder knows the first i−1 source samples xi−1. This means that we
could have a different reconstruction x̂i for each x
i−1. To capture this, we need the
concept of a code-tree, constructed as follows. Let the first input symbol be x̂1. To
reconstruct the next symbol x̂2, the decoder knows x1. Therefore we have |X | choices
for the x̂2 depending on the x1 observed. For each value of x̂2, we have |X | choices
for x̂3 and so on, thus forming a tree. A code-tree for a system with binary source
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and reconstruction alphabets is shown in Figure 2.3. A rate R source code with
feed-forward can be visualized in terms of a set (or codebook) of 2NR code-trees. For
each value of the index W ∈ {1, . . . , 2NR}, there is a code-tree with paths indexed
by x1, x2, . . . , xN−1 such that for each n, the reconstruction x̂n is the path led to by
x1, . . . , xn−1.
The decoder receives the index of the code-tree chosen by the encoder, traces
the path along the code-tree using the fed-forward source symbols and produces the
reconstruction. For instance, suppose the code-tree in Figure 2.3 is used and the fed-
forward sequence, xN−1, is the all zero sequence. The decoder traces the upper-most
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Figure 2.3: Code function for a binary source.
Random generation of code-trees: Pick a joint distribution PX,X̂ = {PXn,X̂n}∞n=1,
such that the X−marginal has the distribution PX and limN→∞ EdN(XN , X̂N) ≤ D.
This joint distribution is stationary and ergodic by assumption. Fix ε and the block
length N . Each code-tree is constructed as follows. Pick the first input symbol of the
code-tree x̂1 randomly according to the distribution PX̂1 . To choose the next symbol,
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we have |X | choices for the x̂2 depending on the x1 observed. For each possible x1,
x̂2 is chosen randomly and independently according to the distribution PX̂2|x̂1,x1 for
each possible x1. For each of these x̂2, there are |X | possible x̂3’s (depending on
the x2 observed) picked randomly and independently according to the distribution
PX̂3|x̂2,x2 . We continue picking the input symbols in this manner and finally we pick
x̂N according to PX̂N |x̂N−1,xN−1 . We pick 2
NR such code-trees independently in the
same fashion to form the codebook of code-trees.
Encoding : We will use jointly typical encoding. The encoder has the sequence
xN . It traces the path determined by xN−1 on each of the 2NR code-trees of the
codebook. Each of these paths corresponds to a reconstruction sequence x̂N [i] (i ∈
{1, . . . 2NR}). The encoder chooses a x̂N [W ] that is directed distortion ε-typical with
xN and sends W to the decoder. If no such typical x̂N is found, an encoding error is
declared.
Decoding : The decoder receives the index W from the encoder (W ∈ {1, . . . , 2NR}).
It uses the W th code-tree and obtains the reconstruction symbols along the path
traced by {xk}N−1k=1 that are fed-forward.
Distortion: There are two types of source sequences xN - a) Good sequences xN ,
that are properly encoded with distortion ≤ D+ε, b) Bad source sequences xN , for
which the encoder cannot find a distortion-typical path. Let Pe denote the probability
of the set of bad source sequences for the code. The expected distortion for the code
can be written as
(2.17) E[dN(X
N , X̂N)] ≤ D + ε + Pedmax.




N , X̂N)]] ≤ D + ε + P edmax,
where P e is the expected probability of the set of bad X
N sequences, the expectation
being computed over all randomly chosen codes. We will show that when R satisfies
the condition given by Theorem 1, P e goes to 0 as N → ∞. This would prove the
existence of at least one rate-R code with expected distortion ≤ D + ε.
Average Probabilty of Error P e: P e is the probability that for a random code C
and a random source sequence XN , none of the 2NR codewords are jointly typical
















The inner summation is the probability of choosing a codebook that does not well
represent the xN specified in the outer summation. The probability that a single
randomly chosen codeword does not well represent xN is
(2.21) Pr
(




x̂N :(xN ,x̂N )∈ANε
~P (x̂N |xN).
We emphasize here that we need to use the directed probability ~P (x̂N |xN) in (2.21)
because this is the distribution we used to generate the random code. Thus the
probability of choosing a codebook that does not well represent xN is
(2.22)
1− ∑
x̂N :(xN ,x̂N )∈ANε
~P (x̂N |xN)
2NR .
Substituting this in (2.20), we get









We can now use Lemma 2.7 to obtain





x̂N :(xN ,x̂N )∈ANε
P (x̂N |xN)
2NR .
As shown in [15], the inequality
(2.25) (1− xy)n ≤ 1− y + e−xn
















The first term is the probability that a pair (xN , x̂N) chosen according to the distri-
bution PXN ,X̂N is not directed distortion ε-typical. From Lemma 2.6, this vanishes
as N → ∞. Therefore, P e → 0 as long as R > I(X̂ → X) + 3ε. Thus we have
shown that there exists a code with rate arbitrarily close to R∗(D) that has expected
distortion arbitrarily close to D.
It is worth comparing the expression in Theorem 1 for R∗(D) with the optimal
rate-distortion function for a source without feed-forward. The constraint set for the
infimum is the same in both cases, but the objective function in R∗(D) is less than or
equal to that in the no-feed-forward rate-distortion function since I(X̂N → XN) ≤
I(X̂N ; XN).
We now make some observations connecting the above discussion to channel cod-
ing with feedback. Consider a channel with input Xn and output Yn with perfect
feedback, i.e. to determine Xn, the encoder knows Y
n−1. The channel, characterized
by a sequence of distributions ~PY|X = {PYn|Xn,Y n−1}∞n=1, is fixed. What the encoder
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can control is the input distribution ~PX|Y = {PXn|Xn−1,Y n−1}∞n=1. Note that
PX,Y = ~PY|X · ~PX|Y.
Under the assumption that the joint process {Xn, Yn}∞n=1 is stationary and ergodic,
we can use methods similar to those used in this section to show that all rates less that
sup~PX|YI(X → Y ) are achievable with feedback. Compare this with the no-feedback
capacity of the channel, given by supPXI(X; Y ). It is shown in [53] that when there
is no feedback in the channel, I(X; Y ) = I(X → Y ). Hence the no-feedback capacity
of the channel can be written as supPXI(X → Y ).
Comparing the expressions for capacity with and without feedback, we see that
the objective function (I(X → Y )) is the same; but the constraint set of optimization
is larger when feedback is present since the space of PX is contained in the space of
~PX|Y. Compare this with the source coding problem where PX is fixed. With or with-
out feed-forward, the constraint set of optimization remains the same (PX̂|X subject
to distortion constraint). But the objective function with feed-forward- I(X̂ → X)-
is smaller than in the no-feed-forward case, I(X̂; X). In summary, for channels, the
boost in capacity due to feedback is due to a larger constraint set of optimization. In
contrast, for sources, the decrease in the rate-distortion function due to feed-forward
is due to a smaller objective function.
2.4 General sources
2.4.1 Rate-distortion theorem
In this section, we prove the rate-distortion theorem for arbitrary sources with
feed-forward. We will use the method of information spectrum introduced by Han
and Verdu [33]. This a powerful tool to deal with general processes without making
any assumptions. Information spectrum methods have been used to derive formulas
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for the capacity of general channels with and without feedback [84, 77] and the rate-
distortion function of general sources [76]. They have also been used to derive error
exponents for both lossless and lossy source coding of general sources [35, 39, 41, 40].
The apparatus we will use for proving coding theorems for general discrete sources
with feed-forward is first described. We define a code-function, which maps the feed-
forward information to a source reconstruction symbol X̂. These code-functions are
the same as the code-trees used in the previous section, but we give a formal definition
here. Roughly speaking, a source code with feed-forward is a set of code-functions.
The source sequence XN determines the code-function to be used and the mapping
to the reconstruction symbols is done by the decoder using the code-function and
fed-forward values.
Definition 2.8. A source code-function fN is a set of N functions {fn}Nn=1 such that
fn : X n−1 → X̂ maps each source sequence xn−1 ∈ X n−1 to a reconstruction symbol
x̂n ∈ X̂ . Denote the space of all code-functions by FN = F1×F2×. . .FN , {fN : fN
is a code function}.
Definition 2.9. A (N, 2NR) source codebook of rate R and block length N is a set
of 2NR code-functions. Denote them by fN [w], w = 1, . . . , 2NR.
An encoder is a mapping that maps each source sequence xN ∈ XN to a code-function
in the codebook.
Note that a source codebook and an encoder together automatically define the
decoder as follows. For each source sequence of length N , the encoder sends an
index to the decoder. Using the code-function corresponding to this index, the
decoder maps the information fed forward from the source to produce an estimate
X̂. A code-function can be represented as a tree as in Figure 2.3. In a system
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without feed forward, a code-function generates the reconstruction independent of
the past source samples. In this case, the code-function reduces to a codeword.
In other words, for a system without feed-forward, a source codeword is a source
code-function fN = {f1, . . . , fN} where for each n ∈ {1, . . . , N}, the function fn is a
constant mapping.







Figure 2.4: Representation of a source coding scheme with feed-forward.
A source coding system with feed-forward can be thought of as having two com-
ponents. The first is the part inside the dashed box in Figure 2.4. This is a standard
no-feed-forward source coding system which produces a code-function FN as recon-
struction for each source sequence XN . In other words, for each source sequence xN ,
the encoder chooses the best code-function among fN [W ], W ∈ {1, . . . , 2NR} and
sends the index of the chosen code function. If we denote the chosen code-function
by f ∗N , the second component (decoder 2 in Figure 2.4) produces the reconstruction
given by
(2.27) X̂i = f
∗
i (X
i−1), i = 1, . . . , N.
In the sequel, we will use the notation X̂N = fN(XN−1) as shorthand to collectively
refer to the N equations described by (2.27). In source coding with feed-forward,
the encoder induces a conditional distribution ∀fN ∈ FN , xN ∈ XN given by
(2.28) PF N |XN (f
N |xN) =
 1, if f
N = the code-function chosen by the encoder.
0, otherwise.
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The reconstruction x̂N is uniquely determined by fN and xN . Thus
(2.29) PX̂N |XN ,F N (x̂
N |fN , xN) = δ{x̂N=fN (xN−1)}.
Therefore, given a source distribution PXN , a source code-book and an encoder e, a
unique joint distribution Q of XN , FN and X̂N is determined: ∀xN ∈ XN , fN ∈
{fN [i] : 1 ≤ i ≤ 2NR}, x̂N ∈ X̂N ,
QXN ,F N ,X̂N (x
N , fN , x̂N) = PXN (x
N) · PF N |XN (fN |xN) · PX̂N |F N ,XN (x̂
N |fN , xN)
= PXN (x
N) · δ{fN=e(xN )} · δ{x̂N=fN (xN−1)},
(2.30)
where e(xN) denotes the code-function chosen by the encoder for a sequence xN ∈
XN .
We now give the general rate-distortion theorem - for arbitrary discrete sources
with feed-forward without the assumptions of stationarity or ergodicity. For this,
we use the machinery developed in [76] for the standard source coding problem, i.e.,
without feed-forward. The source distribution is a sequence of distributions denoted
by PX = {PXn}∞n=1. A conditional distribution is denoted by PX̂|X = {PX̂n|Xn}∞n=1.
We consider a sequence of distortion measures dn(x
n, x̂n), and, as before, we assume
dn(·, ·) is normalized with respect to n and is uniformly bounded in n.
We give the result for two kinds of distortion criteria. The first is a constraint on
the expected distortion. The second criterion is a probability of error criterion- the
restriction is on the probability that the distortion is at least D. The probability of
error criterion may be more useful for a general source, which may not be ergodic or
stationary.
Definition 2.10 (a). (Expected distortion criterion) R is an ε-achievable rate at
expected distortion D if for all sufficiently large N , there exists an (N, 2NR) source
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≤ D + ε,
where x̂N denotes the reconstruction of xN .
R is an achievable rate at expected distortion D if it is ε-achievable for every ε > 0.
(b) (Probability of error criterion) R is an ε-achievable rate at probability-1 distor-





N , x̂N) > D
)
< ε,
where x̂N denotes the reconstruction of xN .
R is an achievable rate at probability-1 distortion D if it is ε-achievable for every
ε > 0.
We now state the definitions of a few quantities (previously defined in [84],[77])
which we will use in our coding theorems. A word about the notation used in
the remainder of this paper. We will use the usual notation PX(x) to indicate the
probability mass function of X evaluated at the point x. Often, we will treat the p.m.f
of X as a function of the random variable X. In such situations, the function is also
a random variable and we will use the notation P (X) and PX(X) interchangeably
to refer to this random variable.
Definition 2.11. The limsup in probability of a sequence of random variables {Xn}
is defined as the smallest extended real number α such that ∀ε > 0
lim
n→∞
Pr[Xn ≥ α + ε] = 0.
The liminf in probability of a sequence of random variables {Xn} is defined as the
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largest extended real number β such that ∀ε > 0
lim
n→∞
Pr[Xn ≤ β − ε] = 0.
Definition 2.12. For any sequence of joint distributions {PXN ,X̂N}∞N=1, define ∀xN ∈
XN , x̂N ∈ X̂N
i(xN ; x̂N ) , log
PXN ,X̂N (x























~i(x̂N ; xN ) , log
PXN ,X̂N (x
N , x̂N )
~PX̂N |XN (x̂
N |xN )PXN (xN )
,(2.34)




~i(X̂N ; XN ) ,(2.35)




~i(X̂N ; XN ) ,(2.36)
where ~PX̂N |XN (x̂
N |xN) and ~PXN |X̂N (xN |x̂N) are given by (2.8) and (2.9) respectively.
We also note that the directed information from X̂N to XN can be written as




N , x̂N)~i(x̂N ; xN).




log H(Xn) and limn→∞
1
n
log I(Xn; X̂n) respectively, may not exist for an
arbitrary random process that is neither stationary nor ergodic. But the sup-entropy
rate and the inf-entropy rate (H(X) and H(X) defined above) always exist, as do
the sup-information rate and the inf- information rate (I(X; X̂) and I(X; X̂) defined
in [33]).
Lemma 2.13. [77] For any sequence of joint distributions {PXn,X̂n}∞n=1, we have
(2.38)








I(X̂N → XN) ≤ I(X̂ → X).
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If
(2.39) I(X̂ → X) = I(X̂ → X),
then the limit exists and all the quantities in (2.38) are equal. The class of processes
for which this equality holds includes (but is not limited to) stationary and ergodic
joint processes. We are now ready to state and prove the rate distortion theorem
for an arbitrary source with feed-forward. In [84], Verdu and Han showed that the
capacity formula for arbitrary channels without feedback is an optimization(sup) of
the inf-information rate over all input distributions. Analogously, it was shown in
[76] that the rate distortion function (without feed-forward) for an arbitrary source is
given by an optimization(inf) of the sup-information rate. Tatikonda and Mitter [77]
showed that for arbitrary channels with feedback, the capacity is an optimization of
I(X → Y ), the inf-directed information rate. Our result is that the rate distortion
function for an arbitrary source with feed-forward is an optimization of I(X → X̂),
the sup-directed information rate.
Theorem 2 (a). (Expected Distortion Constraint) For an arbitrary source X char-
acterized by a distribution PX, the rate-distortion function with feed-forward, the
infimum of all achievable rates at expected distortion D, is given by








(b) (Probability of Error Constraint) For an arbitrary source X characterized by a
distribution PX, the rate-distortion function with feed-forward, the infimum of all
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achievable rates at probability-1 distortion D, is given by





ρ(PX̂|X) , lim sup
inprob
dn(x





n, x̂n) : dn(x
n, x̂n) > h) = 0
}
.
Note that if the joint process {Xn, X̂n}∞n=1 satisfies (2.39), from Lemma 2.13, the
rate-distortion function becomes





where the infimum is evaluated according to the distortion constraint used. Although
the rate-distortion function given by Theorem 2 involves optimizing a multi-letter
expression involving X and X̂, we will show in Chapter 4 that this can be evaluated
in closed form for several sources and distortion measures with memory.
The detailed proofs of the direct and converse parts of Theorem 2 are found in
Appendix A.2 and A.3, respectively. The proof of the direct part uses the machinery
introduced in [77] for proving the capacity results for channels with feedback. The
proofs for parts (a) and (b) are very similar. We only give a brief outline here of the
direct coding theorem. For the sake of intuition, assume that (2.44) holds. We want




X̂n|Xn} be the conditional distribution that achieves the infimum
(subject to the constraint). Fix the block length N . The source code with source
XN and reconstruction FN does not contain feed-forward (see Figure 2.4). Our goal
is to construct a joint distribution over XN , X̂N and FN , say QF N ,XN ,X̂N , such that
the marginal over XN and X̂N satisfies




We also impose certain additional constraints on QF N ,XN ,X̂N so that
3
(2.46) IQ(F
N ; XN) = IQ(X̂
N → XN).
Using (2.45) in the above equation, we get
(2.47) IQ(F





Using the usual techniques for source coding without feed-forward, it can be shown
that all rates greater than 1
N
IQ(F
N ; XN) can be achieved. From (2.47), it follows




(X̂N → XN) are achievable. The bulk of the
proof lies in constructing a suitable joint distribution Q.
It should be remarked here that to prove Theorem 2, we do not use the concept
of directed distortion typicality introduced in Section 2.3. Notions of typicality are
useful only for stationary and ergodic processes. However, when the joint process
{Xn, X̂n} is stationary and ergodic, Theorem 2(a) gives the same rate-distortion
function as Theorem 1. The reason for the discussion in Section 2.3 was to give
intuition about source coding with feed-forward before going into full generality.
2.4.2 Discrete memoryless sources
Consider an arbitrary discrete memoryless source (DMS). Such a source is charac-
terized by a sequence of distributions {PXn}∞n=1, where for each n, PXn is a product
distribution.
We prove the following result for a DMS with expected distortion constraint and
a memoryless distortion measure dN(x




Theorem 3. Feed-forward does not decrease the rate-distortion function of a discrete
memoryless source.
3For clarity, wherever necessary, we will indicate the distribution used to calculate the information
quantity as a subscript of I.
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Proof. See Appendix A.4.
This result was shown in [85] for the sources that were identically distributed,
in addition to being memoryless. It should be noted that Theorem 3 may not hold
for a general distortion measure dN(x
N , x̂N) . In other words, even when the source
is memoryless, feed-forward could decrease the rate-distortion function when the
distortion constraint has memory. The theorem might also not hold when the prob-
ability of error distortion constraint (Theorem 2(b)) is used instead of the expected
distortion constraint regardless of the nature of the distortion measure dN(x
N , x̂N).
2.4.3 Gaussian sources with feed-forward
In this section, we study the the special case of Gaussian sources with feed-forward.
A source X is Gaussian if the random process {Xn}∞n=1 is jointly Gaussian. A Gaus-
sian source is continuous valued unlike the sources hitherto discussed. However, it is
straightforward to extend the results derived earlier for discrete sources to continuous
sources. In particular, feed-forward does not decrease the rate-distortion function of
a memoryless Gaussian source with expected mean-squared error distortion criterion.
Interestingly though, feed-forward in an IID Gaussian source enables us to achieve
rates arbitrarily close to the rate-distortion function with a low complexity coding
scheme involving just linear processing and uniform scalar quantization (without
entropy coding) at all rates [64].
An explicit characterization of the distortion-rate function for a stationary Gaus-
sian source with feed-forward was given in [85] for an average mean-squared error
distortion criterion. Here we consider arbitrary Gaussian sources and prove a result
on the structure of the optimum achieving conditional distribution for any quadratic
distortion criterion. As in the case of discrete memoryless sources, we use the ex-
pected distortion constraint. We now show that for a Gaussian source, R∗ff (D) is
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achieved by a Gaussian conditional distribution.
Proposition 2.14. Let X be an arbitrary Gaussian source with distribution PX.
Then the optimal rate-distortion function with feed-forward with a quadratic distor-
tion measure is achieved by a Gaussian conditional distribution.
Proof. Suppose the conditional distribution PX̂|X = {PX̂n|Xn}∞n=1 achieves the opti-
mal rate-distortion function. Let GX̂|X = {GX̂n|Xn}∞n=1 be a Gaussian conditional
distribution such that for all N ,
GXN ,X̂N = PXN ·GX̂N |XN
is a jointly Gaussian distribution that has the same second order properties as
PXN ,X̂N = PXN · PX̂N |XN . Then we will show:
1. IG(X̂
N → XN) ≤ IP (X̂N → XN),
2. The average distortion is the same under both distributions, i.e.,
(2.48) EP [dN(X
N , X̂N)] = EG[dN(X
N , X̂N)].
1. We denote the densities corresponding to PXN ,X̂N and GXN ,X̂N by
pXN ,X̂N = pXN pX̂N |XN and gXN ,X̂N = pXN gX̂N |XN









































where the last equality is due to the fact that pXN ,X̂N and gXN ,X̂N have the same
second order properties. Continuing the chain, we have
IP (X̂




N , x̂N) log
pXN ,X̂N (x
N , x̂N)~gX̂N |XN (x̂
N |xN)
gX̂N |XN (x̂














N , x̂N) log
~pXN |X̂N (x
N |x̂N)~pX̂N |XN (x̂N |xN)
~gXN |X̂N (x














is the joint distribution ~gXN |X̂N (x
N |x̂N) ·~pX̂N |XN . Then last expression
is the Kullback-Leibler distance between the distributions p and p′ and is thus non-
negative.
2. Since PXN ,X̂N and GXN ,X̂N have the same second order properties, it follows
that the expected distortion is the same under both distributions.
Thus for Gaussian sources with a quadratic distortion measure, the optimizing
conditional distribution can be taken to be jointly Gaussian. We also have the
following result from [77] for jointly Gaussian distributions. For any jointly Gaussian
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distribution PXN,X̂N = {PXN ,X̂N}∞n=1,





This property follows from the asymptotic equipartition property, which is valid for
an arbitrary Gaussian random processes (Theorem 5, [18]). Thus the rate-distortion
function for an arbitrary Gaussian source with expected mean-squared error distor-
tion criterion can be written as
















and PX̂|X can be taken to be Gaussian.
2.5 Error exponents
In this section we study the error exponent for source coding with feed-forward.
The error-exponent for lossy, fixed-length source coding of a stationary memoryless
source (without feed-forward) with a single-letter distortion measure was derived
by Marton [52] and by Blahut[8]. Recently, Iriyama derived the error exponent for
lossy, fixed-length coding of a general source without feed-forward with a general
distortion measure [40]. For lossless source coding, the reliability function for fixed-
length coding of a general source was first studied in [35] and then in [41, 39]. Error
exponents for lossy/lossless coding of certain classes of discrete sources were earlier
studied in [57, 49, 80, 55, 3].
The error exponent for fixed-length lossy source coding with feed-forward is de-
rived in [85] for sources that can be auto-regressively represented with an IID in-
novations process and is shown to be the same as Marton’s no-feed-forward error
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exponent [52]. In this section, we will use the approach and framework of [40] to
obtain a formula for the error exponent for fixed-length lossy coding of any general
source with feed-forward.
For a source-code with feed-forward of block-length N , let εN(D) be the proba-
bility of the distortion exceeding D.
(2.52) εN(D) = Pr
{
dN(X
N , X̂N) > D
}
.
We want to determine the infimum of all achievable coding rates such that asymp-
totically εN(D) ∼ e−Nr (N → ∞). This is called the minimum (D, r)-achievable
rate with feed-forward for the source X and is denoted Rff (D, r|X). We will derive
a formula for this in the following section.
2.5.1 ‘Good’ source codes with feed-forward
In this section, we will determine the minimum (D, r)-achievable rate for the






source codes with feed-forward. Each code in this sequence is
defined according to Definition 2.1. We are interested in a sequence of {(N, 2NRN )}
codes with feed-forward such that
lim sup
N→∞










Definition 2.15. [40] The minimum (D, r)-achievable rate for the source X with
feed-forward is defined as
(2.54) Rff (D, r|X) = inf {R : ∃ a sequence of codes satisfying (2.53)} .
The minimum (D, r)-achievable rate will be expressed in terms of a rate-distortion
function with feed-forward. This rate-distortion function is defined according to a
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distortion constraint that is different from those considered in Theorem 2. This is




RN ≤ R and
lim sup
N→∞
(1− εN(D)) > 0.
(2.55)
In other words, we are interested in a sequence of codes with rate R. Further,
the probability of correct decoding should be non-zero for infinitely many codes in
this sequence. We will need the rate-distortion function with feed-forward defined
according to this criterion.
Definition 2.16. [40] The Rate-distortion function R∗ff (D|X) for the source X with
feed-forward is defined as
(2.56) R∗ff (D|X) = inf {R : ∃ a sequence of codes satisfying (2.55)} .
Finally, we will need a couple of divergence quantities to express the minimum
(D, r)-achievable rate. We have Du(Y||X) and Dl(Y||X) defined by











We can now state our result.
Theorem 4. For any D, r > 0,
(2.58) sup
Y:Dl(Y||X)<r
R∗ff (D|Y) ≤ Rff (D, r|X) ≤ sup
Y:Dl(Y||X)≤r
R∗ff (D|Y),




I(Ŷ → Y) ≤ R∗ff (D|Y) ≤ inf
Ŷ:D(Y,Ŷ)≤D1
I(Ŷ → Y), 0 < D1 < D
with equalities if continuous at D.
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Proof. In Appendix A.5.
Let us examine the case when Rff (D, r|X) is continuous. Then the minimum
(D, r)-achievable rate can be expressed as
(2.60) Rff (D, r|X) = sup
Y:Dl(Y||X)≤r
R∗ff (D|Y).
This can be pictured in a manner analogous to the interpretation of the error
exponent for stationary memoryless sources using the type-covering lemma [5, 19].
Loosely speaking, for the error decay with exponent r, we need the code to cover all
sequences belonging to source distributions that are at a distance within r from the
‘true’ distribution PX. This is possible if we build a code with rate given by (2.60).
We observe that the minimum (D, r) achievable rate increases with r. As we
should expect, we also see that it approaches the feed-forward rate-distortion function
of X as r approaches 0.
From (2.60), it is also clear that the minimum (D, r)-achievable rate for a source
with feed-forward is smaller than for the same source without feed-forward. Without
feed-forward, the formula is the supremum of the no-feed-forward rate-distortion
function R∗(D|Y) which is clearly greater than the corresponding fed-forward rate-
distortion function R∗ff (D|Y).
2.5.2 ‘Bad’ source codes with feed-forward
If the coding rate is sufficiently small, then the probability εN(D) tends to one.
Similar to [40], we can study the performance of bad feed-forward codes. In this
section, we will determine the minimum coding rate R∗ff (D, r|X) for which the prob-
ability of distortion being less than or equal to D goes to zero exponentially fast with















We define a minimum achievable rate with feed-forward R∗ff (D, r|X)
(2.62) R∗ff (D, r|X) = inf {R : ∃ a sequence of codes satisfying (2.61)} .
We will express R∗ff (D, r|X) in terms of the rate-distortion function defined as fol-
lows. Consider a sequence of {(N, 2NRN )} codes with feed-forward satisfying
lim sup
N→∞





This condition is similar to (but not the same as) the probability-1 distortion con-
straint. For a source Y, we define
(2.64) Rff (D|Y) = inf {R : ∃ a sequence of codes satisfying (2.63)} .
We are now ready to state our result in terms of Rff (D|Y).
Theorem 5. For any D, r > 0,







I(Ŷ → Y) ≤ Rff (D|Y) ≤ inf
Ŷ:D(Y,Ŷ)≤D1
I(Ŷ → Y), 0 < D1 < D
with equalities if continuous at D.







Figure 2.5: Source coding system with k-delayed feed-forward.
2.6 Feed-Forward with arbitrary delay
Recall from the discussion in Chapter 1 that our problem of source coding with
noiseless feed-forward is meaningful for any delay larger than the block length N .
Our results in the preceding sections assumed that the delay was N + 1, i.e., to
reconstruct the ith sample the decoder had perfect knowledge of first n− 1 samples.
We now extend our results for a general delay N +k, where N is the block length.
We call this delay k feed-forward. Figure 2.5 shows a system with delay k feed-
forward. The encoder is a mapping to an index set: e : XN → {1, . . . , 2NR}. The
decoder receives the index transmitted by the encoder, and to reconstruct the nth
sample, it has access to all the past (n−k) samples of the source. In other words, the
decoder is a sequence of mappings gn : {1, . . . , 2NR} × X n−k → X̂ , n = 1, . . . , N .
The key to understanding feed-forward with arbitrary delay is the interpretation of
directed information in Section 2.2.2. Recall from (2.3) that the directed information
can be expressed as




With delay k feed-forward, the decoder knows X i−k to reconstruct X̂n. Here, we need
not spend I(Xn−k; X̂n|X̂n−1) bits to code this information, hence this rate comes for













where (a) is proved in Appendix A.6.
Observing (2.68), we make the following comment. In any source coding problem,
the mutual information I(X̂N ; XN) is the fundamental quantity to characterize the
rate-distortion function. With feed-forward, we get some information for free and
the rate-distortion function is reduced by a quantity equal to the ‘free information’.
One can use very similar arguments to characterize the capacity of channels with
feedback delay k ≥ 1.
We now state the rate-distortion theorem for feed-forward with general delay. We
omit the proof since it is similar to the ones in the preceding sections.
Definition 2.17.













N , x̂N) log
PXN ,X̂N (x
N , x̂N)
PXN (xN)~P k(X̂N |XN)
,









Theorem 6 (Rate-Distortion Theorem).
(a) (Expected Distortion Constraint) For an arbitrary source X characterized by a
distribution PX, the rate-distortion function with delay k feed-forward, the infimum
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of all achievable rates at expected distortion D, is given by








(b) (Probability of Error Constraint) For an arbitrary source X characterized by a
distribution PX, the rate-distortion function with delay k feed-forward, the infimum
of all achievable rates at probability-1 distortion D, is given by





ρ(PX̂|X) , lim sup
inprob
dn(x





n, x̂n) : dn(x
n, x̂n) > h) = 0
}
.
We can also extend the error exponent results of Theorems 4 and 5 to feed-forward
with arbitrary delay. As a final remark, we note that when k → ∞, the problem
becomes source coding without feed-forward. As we would expect, the delay k feed-
forward rate-distortion function given by Theorem 6 reduces to the no-feed-forward
rate distortion function inf Ī(X̂; X) as k →∞.
2.7 Conclusion
In this chapter, we defined and analyzed a source coding model with feed-forward.
This is a source coding system in which the decoder has knowledge of previous source
samples while reconstructing the present sample. This problem was first considered
in [85] where the distortion-rate function was characterized for a class of sources.
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We have derived the optimal rate-distortion function for a general source with feed-
forward. We also characterized the error exponent for a general source with feed-
forward. Specifically, for a source to be encoded with distortion D, we found the
minimum rate at which the probability of error decays with exponent r.
We presented an intuitive interpretation of the role of directed information in
source coding with feed-forward. Guided by this interpretation, we generalized the
definition of directed information in order to analyze the feed-forward model with an
arbitrary delay. The problem of source coding with feed-forward can be considered
the dual of channel coding with feedback. In Chapter 4, we demonstrate that the
rate-distortion function with feed-forward can be evaluated in closed-form for several
sources and distortion measures with memory.
In this chapter, we considered fixed length block coding with feed-forward. An in-
teresting extension would be to consider feed-forward with variable-rate lossy source
coding. With variable rates, using techniques similar to Han [34], it should be pos-
sible to code at rates lower than the lim supin prob of the directed information.
CHAPTER 3
Directed Information for Channel Coding with Delayed
Feedback and Common State Information
3.1 Introduction
Feedback is widely used in communication systems to help combat the effect of
channel noise. It is a well-known result in information theory that feedback does
not increase the capacity of a discrete memoryless channel [74]. For point-to-point
channels with memory, feedback can indeed increase the capacity. Marko was one of
the first to consider the tools required to address this problem [50] by introducing
a directed notion of information quantities. Inspired by Marko’s work, Massey [53]
introduced the concept of directed information flowing from a random sequence XN
to a random sequence Y N , and showed that it can be used to upper bound the
feedback capacity. Tatikonda later established the capacity of a general single-user
channel in terms of the directed information flowing from the input to the output [77].
All these works considered feedback with delay 1 from the receiver to the transmitter.
In other words, to generate the channel input at time n, the encoder knows the
channel outputs until time n−1. Tatikonda and Mitter [78] also established that the
feedback capacity of a channel with k−delayed feedback could be characterized using
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Figure 3.1: Channel with k-delayed feedback
the feedback capacity of channels has been studied by several authors in a variety
of settings. An incomplete list includes [18, 53, 46, 77, 44, 45]. We must also
mention that channel coding with feedback is closely related to source coding with
feed-forward and can be considered its dual.
After a brief review of some results on feedback capacity, we present an inter-
pretation of directed information in Section 3.2. This yields some insight about its
relevance in the context of feedback capacity. We use this intuition in Section 3.3
to characterize the capacity of channels with delayed feedback and channel side-
information which is available with some delay at both encoder and decoder. In
Section 3.4, we consider a system where a source has to be transmitted over a chan-
nel with delay l feedback. The source is reconstructed with delay k feed-forward to
a specified distortion level. Under suitable conditions, we show that source-channel
separation holds.
3.2 Channel Capacity with delayed feedback
Consider a channel with input alphabet X and output alphabet Y . Let Xn and Yn
denote the channel input and output at time n, respectively. The channel is assumed
to have noiseless feedback with delay k (k ≥ 1), as shown in Figure 3.1. This means
that at time instant n, the encoder has perfect knowledge of the channel outputs
until time n − k to produce the channel input Xn. We first define the ingredients
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needed to specify a channel coding problem with feedback delay k.
Definition 3.1. (a) A channel with input alphabet X and output alphabet Y is
defined as a sequence of conditional distributions PchY|X , {P chYn|Xn,Y n−1}
∞
n=1.
(b) An (N, 2NR) channel code (block length N , rate R) for a channel with feedback
delay k consists of a sequence of encoder mappings ei, i = 1, . . . , N and a decoder g,
where
ei : {1, . . . , 2NR} × Y i−k → X , i = 1, . . . , N
g : YN → {1, . . . , 2NR}.
If W ∈ {1, . . . , 2NR} denotes the transmitted message, the channel input at time i is
given by Xi = ei(W, Y
i−k) for i > k, and ei(W ) for i ≤ k. The decoder reconstructs
the message as Ŵ = g(Y N).
The probability of error and achievable rates are defined in the usual way. If
W is the message (with uniform distribution over the set {1, 2, . . . , 2NR}) that was
transmitted, then
Pe = Pr(g(Y
N) 6= W ).
Definition 3.2. R is an ε-achievable rate with k−delay feedback if for all sufficiently
large N , there exists an (N, 2NR) channel code such that Pe < ε.
A rate R is achievable if it is ε-achievable for every ε > 0. The infimum of all
achievable rates is the k−delay feedback capacity Ckfb.
Consider an input distribution for a channel (with distribution PchY|X) with k−delay
feedback as a sequence of distributions of the form
(3.1) PkX|Y = {PXn|Xn−1,Y n−k}
∞
n=1.
Given an equiprobable distribution on the set of messages, any channel code
(as defined in Definition 3.1) will correspond to a unique input distribution. For
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a channel with k−delay feedback, consider a time-line of how input symbols are
produced at the encoder until time N .
X1 X2 . . . Xk Xk+1(Y
1) Xk+1(Y
2) . . . XN(Y
N−k).
The input distribution of the system until time N is given by
{
PX1 , PX2|X1 , . . . , PXk|Xk−1 , PXk|Xk−1,Y 1 , . . . , PXN |XN−1,Y N−k
}
.
This, coupled with the channel distribution PchY|X, specifies the joint distribution of
the input and output at time N as
PXN ,Y N = PX1 · P chY1|X1 . . . PXk+1|Xk,Y 1 · P
ch
Yk+1|Xk+1,Y k . . . PXN |XN−1,Y N−k · P
ch
YN |XN ,Y N−k
= ~P kXN |Y N · ~P
ch
Y N |XN ,
(3.2)
where




~P chY N |XN =
N∏
n=1
P chYn|Xn,Y n−1 .(3.4)
Since no assumptions (such as stationarity) are made on the joint distribution of
the input and output, the results in [77, 78] require the use of directed information
spectrum, defined as follows.
For any sequence {PXN ,Y N}∞N=1 of joint distributions on the input and output
(with PXN ,Y N as in (3.2)), define ∀xN ∈ XN , yN ∈ YN ,
~i(xN ; yN) , log
PXN ,Y N (x
N , yN)
~P 1
XN |Y N (x
N |yN)PY N (yN)
,(3.5)




~i(XN ; Y N),(3.6)
where ~P 1XN |Y N PY N is defined by (3.3). We now restate the result from [78].
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Theorem 7. [78] For a general channel PchY|X , the capacity with k−delay feedback
is given by
(3.7) Ckfb = sup
Pk
X|Y
I(X → Y ),
For comparison, we also reproduce the general formula for the no-feedback capac-
ity given by Verdu and Han [84]. For a channel without feedback, the set of allowable
input distributions is
PX = {PXn|Xn−1}∞n=1.
Theorem 8. [84] For a general channel PchY|X , the no-feedback capacity is given by




In this subsection, we give an interpretation of directed information in the context
of channel coding with feedback. For this subsection alone, we will assume that the
joint input-output process {Xn, Y n}∞n=1 is stationary and ergodic. This is only to
keep the expressions intuitive and to give insight into the feedback problem.
We start with a channel without feedback. Under the stationary, ergodic assump-
tion, the no-feedback capacity1 from Theorem (8) is 2






I(XN ; Y N).
When there is no feedback, the interpretation is that I(XN ; Y N) is the reduction in
uncertainty of the input XN when the decoder observes Y N . When there is feedback
1In this subsection alone, the term ‘capacity’ is used loosely, i.e., to denote the maximum achievable
rate assuming the joint process X,Y is stationary and ergodic.
2also [61, 79]
58
with delay k, to generate the input Xn, the encoder knows all the past outputs
Y n−k. Hence the information I(Y n−k; Xn|Xn−1) is already known at both encoder
and decoder due to the feedback and is not ‘actually transmitted’. In light of this
interpretation, the mutual information I(XN ; Y N) is still the fundamental quantity






should be subtracted out. Thus we
expect that the capacity with delay k feedback is characterized by
Ik(X
N → Y N) =
[











optimized over the space of input distributions PkX|Y. In (3.10), the second equality
follows from (2.69).
We will now show that for channels with feedback delay k, the nature of the
input distribution ensures that the k-directed information is equal to the directed
information (as defined in (2.3)). This is true for all k ≥ 1. We will first need the
following lemma, which gives another representation of k-directed information.
Lemma 3.3.
Ik(X
N → Y N) =
∑
xN ,yN
P (xN , yN) log
P (xN , yN)
~P k(xN |yN) · P (yN)
.
Proof. In Appendix B.1.
Proposition 3.4. For any channel with delay k feedback (k ≥ 1),
(3.11) Ik(X
N → Y N) = I(XN → Y N), ∀N.
Proof. As explained in the previous subsection (see (3.2),(3.3) and(3.4)), the joint
distribution of the input and the output until time N in a channel with delay k
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feedback is
(3.12) PXN ,Y N = ~P
k
XN |Y N · ~P
ch
Y N |XN ,
We also observe that, using Bayes’ rule, the joint probability distribution of the input
and output at time N can always be written as
(3.13)






PXn|Xn−1,Y n−1 · PYn|Xn,Y n−1 = ~P 1XN |Y N · ~P
ch
Y N |XN .
From (3.12) and (3.13), we conclude that for a channel with delay k feedback,
(3.14) ~P kXN |Y N =
~P 1XN |Y N .
Using this with Lemma 3.3, we obtain
Ik(X
N → Y N) = I(XN → Y N)
for any channel with delay k feedback.
Using the arguments leading to (3.10) and Proposition 3.4, we have intuitively
justified that the k-delay feedback capacity should be characterized by the limit
of the directed information I(XN → Y N), optimized over the space of all input
distributions PkX|Y. This explains the capacity formula in Theorem 7, which is valid
for arbitrary channels and input distributions.
In summary, for any feedback delay k, the constraint on the input distribution
ensures that
~P kXN |Y N =
~P 1XN |Y N .
holds.3 This makes the objective function equal to the directed information for all
k. But the constraint set of optimization (PkX|Y) gets progressively smaller as k
3The no feedback case is a special case of delayed feedback (with delay k = ∞). When there is no
feedback, the input distribution satisfies PXN = ~P
1






    k



















⊃ . . . ⊃ {PX}
from unit-delay feedback (P1X|Y) to k-delay feedback (P
k
X|Y) to no feedback (PX).
Thus for channels, the boost in capacity of channels due to feedback is because of a
larger constraint set available to optimize the same objective function.
In contrast, for sources with feed-forward, a result similar to Proposition 3.4 is
not true. For source coding with feed-forward, observe from Theorem 6 and the
discussion in Section 2.6 that for all delays k, the constraint set is the same- the
set of all conditional distributions satisfying the distortion constraint. The decrease
in the rate-distortion function due to feed-forward is because we optimize a smaller
objective function; the objective function Ik(X̂ → X) is smallest for k = 1 and gets
progressively larger with increasing k.
3.3 Channels with feedback and side-information
We now use the interpretation presented in the previous section to study a channel
coding problem with causal/non-causal side-information in addition to feedback.
This side-information is available at both the encoder and the decoder with some
delay l, which could be different from the feedback delay k. To obtain the capacity
expression for this problem, we will use the interpretation of directed information in
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the context of channel coding with feedback presented in the previous section. These
can then be formally proved.
We analyze the model shown in Figure 3.2. There is a channel with input X,
channel side S and output Y . It is defined by the sequence of distributions
(3.15) PchY|X,S = {PYn|Xn,Y n−1,Sn}∞n=1.
The side information is characterized by PS = {PSn} and is assumed to be produced
independent of the channel, encoder and decoder. The variable Sn is a random
variable that can affect the behavior of the channel from time n onwards. Hence it is
reasonable to stipulate that at any time n, given the inputs until time n and all the
past channel outputs, the output Yn depends only on the side information samples
until time n, i.e.,
(3.16) PYn|Xn,Y n−1,SN = PYn|Xn,Y n−1,Sn , ∀n.
There is k-delayed feedback, as in the previous section. In addition, the side infor-
mation is known with delay l at both the encoder and decoder. Thus at time n, the
encoder has Y n−k and Sn−l available to generate channel input Xn.
An (N, 2NR) channel code (block length N , rate R) for a channel with feedback
delay k consists of a sequence of encoder mappings ei, i = 1, . . . , N and a decoder g,
where
ei : {1, . . . , 2NR} × Y i−k × S i−l → X , i = 1, . . . , N
g : YN × SN → {1, . . . , 2NR}.
(3.17)
The probability of error, achievable rates and capacity are defined in the natural way.
We allow the possibility that l could be negative, i.e., the channel side information
is available non-causally. For instance, l = −3 means that at time n, side symbols
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Sn+3 are available to both encoder and decoder. It is understood that for negative
l, Sn−l = SN when n− l ≥ N . Since the channel input can depend on the fed-back
symbols and the available side information, the input distribution is of the form
(3.18) Pk,lX|Y,S = {PXn|Xn−1,Y n−k,Sn−l}
∞
n=1.
Causal availability of side-information: This is the case with l ≥ 0. Consider N
uses of the channel. First, we assume that the variables SN are produced a priori
randomly according to {PSn|Sn−1}∞n=1 . Then, the joint distribution at time N is
given by
PXN ,Y N ,SN = PSN ·
N∏
n=1








where we have made two practical assumptions to obtain the second equality. The
first one is the physical constraint on the channel input distribution that at time n, it
can produce input Xn based only on what is available to it, viz., (X
n−1, Y n−k, Sn−l).
The second assumption stems from the definition of the channel.
On the other hand, with causal side information, we can also assume that the Sn
are produced in real time, i.e., at time n, Sn, Xn are produced and the channel acts
on Sn and Xn to produce Yn. Then, the joint distribution at time N is determined
as
PXN ,Y N ,SN =
N∏
n=1








where we have again made the assumption relating to the physical constraints on
the channel input. (3.19) and (3.20) arise from two different physical models that
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result in the same joint distribution because of the practical assumptions inherent
in each case. Without loss of generality, we will consider the first model where SN
is produced a priori, since this model can also be used when the side information is
known non-causally.
Non-causal availability of side information: Here, the delay l is negative. If we
denote m = −l, the channel side information is produced a priori and the side
information available at the encoder and decoder at time n is Sn+m, with m > 0.
Hence, to generate input Xn, the encoder can use m samples of S from the future.
The joint distribution at time N is given by
PXN ,Y N ,SN = PSN ·
N∏
n=1




PXn|Xn−1,Y n−1,Sn+m · P chYn|Y n−1,Xn,Sn ,
(3.21)
where we have used the physical constraint on the channel input distribution and
the definition of the channel to obtain the second equality. Noting that m = −l,
we see from (3.19), (3.20) and (3.21) that for all side information delays l, the joint
distribution until time N is
PXN ,Y N ,SN =
N∏
n=1




For all values of l, we can think of the side information symbols {Sn} as additional
outputs of the channel that are ‘fed back’ to the encoder with delay l. This is justified
since the side information is available with delay l at the encoder and the decoder
acts on the channel outputs and side information only at the end of all reception (at
time N + l). Recall that the encoder knows Y n−k and Sn−l to produce the input Xn
at time n and the decoder reconstructs the message using Y N , SN .
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Suppose now that the decoder received the side information, but the encoder had
access to neither the side information nor the channel feedback. Then the capac-
ity4 would be characterized by I(XN ; Y NSN) since Y N , SN can be now considered
channel outputs and there is no feedback to the encoder. The interpretation is that
I(XN ; Y NSN) is the reduction in uncertainty of the input XN when the decoder
observes both Y N and SN .
In our problem, there is feedback of both the channel output and the side-
information, with delays k and l, respectively. Since the past outputs Y n−k and
the side-information samples Sn−l are already known to the encoder to generate Xn,
the information I(Y n−kSn−l; Xn|Xn−1) is not ‘really transmitted’ and comes for free.
So the capacity of a channel whose output Y is fed back with delay k and side-
information S is available with (possibly negative) delay l at both the transmitter
and the receiver must be characterized by
(3.22) Ik,l(X





optimized over the space of input distributions Pk,lX|Y,S. In the same spirit as sub-
section 3.2.1, we will now see that the nature of the input distribution ensures that
the objective function Ik,l(X̂
N → XNSN) is the same for all delays l and k. We will
first need the following representation of Ik,l(X
N → Y NSN).
Lemma 3.5.
(3.23) Ik,l(X





PXN ,Y N ,SN
~P k,l
XN |Y N ,SN · PY N ,SN
]
,
4In this subsection alone, we assume that the joint process (X,Y,S) is jointly stationary and ergodic.








Proof. The proof is similar to the proof of Lemma 3.3.
Proposition 3.6. For any channel with delay k feedback (k ≥ 1) and side-information
available to both the encoder and decoder with any delay l,
(3.25) Ik,l(X
N → Y NSN) = I(XN → Y N |SN) ,
N∑
n=1
I(Xn; Yn|Y n−1, SN), ∀N.
Proof. In the previous subsection, it was shown that the joint distribution of the
system could be written as
PXN ,Y N ,SN =
N∏
n=1
PSn|Sn−1 · PXn|Xn−1,Y n−k,Sn−l · P
ch
Yn|Y n−1,Xn,Sn
= PSN · ~P k,lXN |Y N ,SN ·
N∏
n=1
P chYn|Y n−1,Xn,Sn ,
(3.26)
where ~P k,l
XN |Y N ,SN is defined in (3.24). Using this in the RHS of Lemma 3.5, we obtain
(3.27) Ik,l(X












In the previous subsection, we also noted that the channel definition was such that
P chYn|Y n−1,Xn,SN = P
ch
Yn|Y n−1,Xn,Sn , ∀n.



















I(XN → Y N |SN).
(3.28)
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It should be noted that the crucial assumptions needed for the proposition to hold
are the property in (3.16) and the fact that the side-information SN is generated in-
dependently. In summary, with k-delayed feedback and l-delayed side-information,
the objective function is always the same, viz., I(XN → Y N |SN). The boost due to
feedback and knowledge of side-information the encoder is due the space of optimiza-
tion varying with k and l. For a channel with feedback delay k and side-information
delay l, the space of input distributions is Pk,lX|Y,S. This space progressively decreases
as k and/or l decrease. The general capacity formula for this problem is given by
the following theorem.
Theorem 9. The capacity of a general channel PchY|X,S with k-delayed feedback and




I(X → Y |S).
Proof. The proof is a generalization of that of Theorem 7 and can be found in Ap-
pendix B.2.
3.4 Source-channel separation with feed-forward and feed-
back
Consider a source X that has to be transmitted with a distortion D over a channel
W with feedback (feedback delay l). The source has a feed-forward delay k. The
source-channel encoder takes a block of N source symbols XN and maps into channel
inputs A1, · · · , AN . To produce An, the channel input at time n, the source-channel
encoder uses XN as well as the fed-back channel outputs Bn−l. To produce the
reconstruction X̂n, the source-channel decoder uses the channel outputs B
N and the















Figure 3.3: Joint source-channel coding system with feedback and feed-forward.
Recall that the source rate-distortion function with feed-forward delay k is given
by
(3.29) Rff (D) = inf Īk(X̂ → X)
where the infimum is over all conditional distributions PX̂|X satisfying the distortion
constraint. The feedback capacity of the channel with delay l is given by
(3.30) Cfb = sup I(A → B)
where the supremum is over all input distributions PlX|Y. Also recall that




















and for the channel



















The concept of information stability has been studied in detail by Dobrushin,
Pinsker and others [20, 62]. On the lines of [81, Definition 3], we give the definition
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of directed information stability for a source with feed-forward and a channel with
feedback. In the remainder of this section, the source and reconstruction alphabets
are denoted X and X̂ , while the channel input and output alphabets are denoted A
and B, respectively.
Definition 3.7. A channel W = {P chBn|Bn−1,An} with delay l feedback is called di-
rected information stable if there exists an input process ~PlA|B = {PAn|An−1,Bn−l}





→ 1 in prob ,
where






A source X = {PXn} with delay k feed-forward is called directed information
stable if there exists a reconstruction process PX̂|X = {PX̂n|Xn} such that the corre-














We note that Rn(D) and Cn(W ) are not the same as the feed-forward rate-
distortion function Rff (D) and the feedback capacity Cfb. In general, Rn(D) and
Cn(W ) may not have operational significance. We now present a source-channel sep-
aration theorem for the system with feedback and feed-forward if the source X and
the channel W are both directed information stable.
Theorem 10. Let X be a source with feed-forward delay k that has to be transmitted
over a channel W with feedback delay l. If
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1. The source and channel are both directed information stable,
2. The limits limn→∞ Cn and limn→∞ Rn(D) in Definition 3.7 exist,
then X is transmissible over the channel W if and only if
Rff (D) ≤ Cfb(W ).
Here, Rff (D) and Cfb(W ) denote the feed-forward rate-distortion function and feed-
back capacity, respectively.
Proof. Direct Part : Suppose Rff (D) < Cfb(W ), say Rff (D)+δ = Cfb(W ). Then by
Theorems 2 and 7, we can first build a source code with feed-forward with distortion
≤ D and rate at most Rff (D) + δ/2. The indices of the source code can be reliably
transmitted over the feedback channel since Rff (D) + δ/2 < Cfb(W ). This proves
the direct part.
Converse: Assume that the source X with feed-forward (with delay k) is trans-
missible with distortion D over the channel {P ch(Bn|An, Bn−1)} with feedback (with
delay l) for all sufficiently large blocklengths N using some sequence of joint source-
channel codes. The sequence of codes induces a joint process {XN , AN , BN , X̂N}
for every N . In the rest of this proof, information quantities are defined using this
distribution, unless otherwise specified. We have
RN(D)
(a)






≤ I(BN ; Xn|Xn−1)








In the above series of equations, (a) is from the definition of Rn(D). Since the
reconstruction at time n + k − 1 is a function of the channel output sequence BN
and the fed-forward source symbols Xn−1, we have the following Markov chain:
Xn−BN , Xn−1− X̂n+k−1. We obtain (b) by applying the data-processing inequality






















(c) is true because at every time instant n, the source-channel encoder produces
the channel input An as a function of the source sequence X
n and the fed-back
channel outputs Bn−1. (d) holds because of the channel property- given all the past
information up to time n, the channel output Bn depends only on (B
n−1, An). Note
that An, An+1, · · · , An+k−1 can be considered past information at time n because
this can be determined at time n using (Bn−1, An). (e) follows from the definition of
Cn(W ). Hence we have for all N ,
(3.37) RN(D) ≤ CN(W ).
Let P ∗
X̂N |XN be the sequence of conditional distributions that achieves the infi-






N=1. Similarly, let Q
l∗
A|B , { ~Ql∗AN |BN}
∞
N=1 be the sequence of distributions
that achieve CN(W ). For brevity, we will use P
∗ and Q∗ to denote the correspond-




A|BW. Then, from the definition of directed
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information stability and due to the fact that limN→∞ RN(D) exists, we have
(3.38) lim inf




N ; XN) = lim
N→∞
RN(D) = lim sup











N ; BN) = lim
N→∞






The two equations above, combined with (3.37) yield
(3.40) lim sup










Finally, from the formulas for the rate-distortion function and capacity (cf. (3.29)
and (3.30)), we have
Rff (D) ≤ lim sup












Combining this with (3.40), we obtain Rff (D) ≤ Cfb(W ). Thus any source with
feed-forward that is transmissible over the feedback channel with distortion D has
to satisfy
(3.42) Rff (D) ≤ Cfb(W )
irrespective of the source-channel code used.
Remark : There have been several papers attempting to establish necessary and
sufficient conditions for separation of general channels and sources (without feed-
forward or feedback). The source-channel separation theorem above is on the lines
of [20, 62]. Our result may be viewed as a generalization of their information stability
conditions for source-channel separation to problems with feed-forward and feedback.
More general conditions for source-channel separation exist (cf. [81, 36, 37]), and we
believe it is possible to extend our separation result with feed-forward and feedback
to these general conditions as well.
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3.5 Conclusion
In this chapter, we gave an interpretation of the information quantities charac-
terizing the performance limit of channel coding with delayed feedback. This inter-
pretation was then used to find the best achievable rates in a problem where there is
some delayed side-information available to both the encoder and decoder, in addition
to the feedback or feed-forward. It is worthwhile to explore if the interpretation can
help in obtaining/understanding the performance limits of other interesting commu-
nication problems. Finally, we established a source-channel separation theorem with
feedback and feed-forward under the condition that both the source and channel are
directed information stable.
CHAPTER 4
Evaluating the Rate-Distortion Function of Sources with
Feed-forward and the Capacity of Channels with Feedback
4.1 Introduction
In the two previous chapters, we characterized the rate-distortion function of
sources with (delayed) feed-forward and the capacity of channels with (delayed)
feedback. The expressions for the feed-forward rate-distortion function and feedback
capacity involve optimization of multi-letter expressions over an infinite dimensional
space of distributions (cf. Theorems 2 and 7). These are difficult to compute, and it
is not possible to have an efficient algorithm like the Blahut-Arimoto algorithm (cf.
[7]) to perform the optimization.
In this chapter, we present a different approach to the problem of computing the
rate-distortion and capacity expressions (with feed-forward and feedback). In Sec-
tions 4.2 and 4.3, we obtain the structure of the distortion (cost, resp.) function
in order for a given joint distribution to achieve the optimum rate-distortion func-
tion (channel capacity, resp.). For discrete memoryless channels and sources without
feedback/feed-forward, Csiszár and Körner[19] use such an approach to characterize
the structure of the cost/distortion function. Our results may be viewed as an exten-
sion of the results in [19] to problems with delayed feedback and feed-forward. This
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approach is especially relevant since it is otherwise infeasible to calculate the perfor-
mance limits with feedback and feed-forward. In Section 4.4, we provide examples
to illustrate how the structural results can be used to compute many rate-distortion
and capacity expressions.
4.2 Evaluating the feed-forward rate-distortion function
The rate-distortion function with k-delay feed-forward, Rkff (D), is the infimum of
all achievable rates at distortion D with k-delay feed-forward. This was characterized



























For an arbitrary source X characterized by a distribution PX, the rate-distortion
function with k-delay feed-forward is given by
(4.4) Rkff (D) = inf
PX̂|X:ρ(PX̂|X)≤D
Ik(X̂ → X),
where PX̂|X = {PX̂n|Xn}∞n=1 and
ρ(PX̂|X) , lim sup
inprob
dn(x





n, x̂n) : dn(x
n, x̂n) > h) = 0
}(4.5)
This is an optimization over an infinite dimensional space of conditional distribu-
tions PX̂|X. Since this is a potentially difficult optimization, we can turn the problem
on its head and pose the following question:
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Given a source X with distribution PX and a conditional distribution PX̂|X, for
what sequence of distortion measures does PX̂|X achieve the infimum in the rate-
distortion formula ?
A similar approach is used in [19] (Problem 2 and 3, p. 147) to find optimizing
distributions for discrete memoryless channels and sources without feedback/feed-
forward. It is also used in [29] to study the optimality of transmitting uncoded
source data over channels and in [66] to study the duality between source and channel
coding.
We now present a theorem that gives conditions for a given joint process to achieve
the optimum in the rate-distortion formula. The joint process is assumed to be
directed information stable. The concept information stability of random processes
is studied in great detail in the book by Pinsker [62]. In [78], the concept is extended
to directed information stability.




(∣∣∣∣∣~ik(X̂N → XN)Ik(X̂N → XN) − 1
∣∣∣∣∣ > ε
)
= 0 ∀ε > 0.
For any joint process PXX̂, it is true [78] that










N → XN) ≤ Īk(X̂ → X.)
If a joint process PX̂X is k-directed information stable, it can be shown (cf. [78])
that
(4.6)










N → XN) = Īk(X̂ → X).
We point out that information stability of a random process is related to information
stability of a source/channel introduced in the previous chapter. It is possible to
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define a directed information stable source or channel in terms of directed information
stable processes.
Given a source X, consider a joint process that is k-directed information stable.
If for the process, the lim sup and lim inf in (4.6) are equal (i.e., the limit exists), the
following theorem characterizes the distortion measures for which the joint process
achieves the optimum.
Theorem 11. Suppose we are given a source X characterized by PX = {PXn}∞n=1
with feed-forward delay k and PX̂|X = {PX̂n|Xn}∞n=1 is a conditional distribution such
that the joint process is k-directed information stable and equality holds in (4.6).
Then PX̂|X achieves the rate-distortion function with k-delay feed-forward at distor-
tion level D if for all sufficiently large n, the distortion measure satisfies
(4.7) dn(x


















and c is any positive number, d0(.) is an arbitrary function, and





Proof. See Appendix C.1.
Our theorem requires the chosen joint process to be directed information stable
and satisfy (4.6) with equality. We remark that this is a fairly weak condition that
includes stationary, ergodic processes as well as processes that are asymptotically
stationary. The chosen conditional distribution process is such that the joint process
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satisfies the stability conditions, but we emphasize that the theorem gives the con-
dition for optimality of PX̂|X among all valid conditional distributions, not just the
ones that make the joint process information stable.
The formulation relating the structure of the distortion function to the joint dis-
tribution first appears in [19] - for discrete memoryless sources and channels with
no feedback/feed-forward and single-letter additive distortion/cost measures. The
theorems in this chapter extend the structural results of [19] to general sources (and
channels) and distortion(cost) measures in the presence of feed-forward(feedback).
This is interesting because feedback/feed-forward necessitates the use of information
spectrum methods which makes it infeasible to directly compute the optimization.
We note that the results in [29] and [66] are different since they directly apply
the structural results of [19] to: a) study the optimality of uncoded transmission of
sources over channels [29], and b) study duality between source and channel coding
[66].
4.2.1 Markov sources with feed-forward
Markov sources, an important class of sources with memory. A stationary, ergodic







since X is stationary. Let the system have feed-forward with delay














This question can be answered using Theorem 11 and is stated as a corollary below.
In the rest of this subsection, we drop the subscripts on the probabilities to keep the
notation clean.
Corollary 4.2. For an mth order Markov source (as described in (4.8)) with feed-
forward delay k, an mth order conditional distribution (as described in (4.10)) achieves
the optimum in the rate-distortion function with k-delay feed-forward at distortion
level D for a sequence of distortion measures {dn} given by
(4.11) dn(x











where c is any positive number and d0(.) is an arbitrary function, and





Proof. See Appendix C.2.
In Section 4.4, we will discuss examples that illustrate the use of Corollary 4.2.
4.3 Evaluating the channel capacity with feedback
In this section, we consider channels with feedback and the problem of evaluating
their capacity. The channel is defined as a sequence of probability distributions:
(4.12) P chY|X = {P chYn|Xn,Y n−1}
∞
n=1
where Xn and Yn are the channel input and output symbols at time n, respectively.
The channel is assumed to have k−delay feedback (1 ≤ k < ∞). The input distribu-
tion to the channel is denoted by P kX|Y = {PXn|Xn−1,Y n−k}∞n=1.The joint distribution
79
of the system is given by PX,Y = {PXn,Y n}∞n=1, where








PXn,Y n = ~P
k
Xn|Y n · ~P chY n|Xn
(4.13)
with
Thus far we considered feedback channels without a cost constraint. Let us now
introduce a cost function associated with using the channel. Let cN(X
N , Y N) be the
cost for N uses of the channel. For example, this could be the average power of the
input symbols. Note that in general, we have allowed the cost function at time N
to depend on the inputs and the outputs until time N . This is because the encoder
learns the outputs (with some delay) due to the feedback. So it can potentially
use this information to choose future input symbols so that the cost constraint is
satisfied. In the case of no feedback, the dependence of the cost function on the
channel output can be averaged out, resulting in a new cost function that depends
only on the channel input.
The probability of error is defined in the usual way. If W is the message (with
uniform distribution over a finite set) that was transmitted, then
Pe = Pr(g(Y
N) 6= W ).
We now define an achievable rate with k−delay feedback at cost P .
Definition 4.3. R is an (ε, δ)-achievable rate at cost P with k-delay feedback if for
all sufficiently large N , there exists an (N, 2NR) channel code such that
Pe < ε,
Pr(cN(X
N , Y N) > P ) < δ
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R is an achievable rate at cost P with k-delay feedback if it is (ε, δ)-achievable for
every ε, δ > 0.
The feedback capacity results in [77, 78] can be extended to include a cost con-
straint and we state this as a fact below.
Fact. For an arbitrary channel PchY|X , the capacity with k-delay feedback at cost P
is given by





I(X → Y ),
where
ρ(PkX|Y) , lim sup
inprob
cn(X





n, yn) : cn(x




The capacity formula above is a multi-letter expression involving optimizing the
function







over an infinite dimensional space of input distributions PkX|Y. Just like we did
with sources, we can pose the following question: Given a channel PchY|X and an
input distribution PkX|Y, for what sequence of cost measures does P
k
X|Y achieve the
supremum in the capacity formula ?




Y|X is directed information stable. Recall
from the discussion in 3.2.1 that due to the constraint on the input distribution in
delay k feedback, the k-directed information is equal to the directed information for
all k. Thus Definition 4.1 is the same for feedback with any delay k ≥ 1, and we
refer to it as just directed information stability. As remarked in the previous section,
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directed information stability of PXY implies
(4.16)








I(XN → Y N) = Ī(X → Y ).
If the lim sup and lim inf in the above equation are the same (i.e., the limit exists),
the following theorem gives the structure of the cost function for the process PXY
to achieve the optimum.
Theorem 12. For a channel PchY|X with k−delay feedback, let PkX|Y be an input
distribution such that the joint process PX,Y = {PXn,Y n}∞n=1 (given by (4.13)) is
directed information stable and (4.16) holds with equality. Then the input distribution
P kX|Y achieves the k-delay feedback capacity of the channel at cost level P if for all
sufficiently large n, the cost measure satisfies
(4.17) cn(x







where ~P chY n|Xn is defined in (4.13), λ is any positive number, d0 is an arbitrary con-
stant and P = lim supn→∞ cn(x
n, yn).
Proof. See Appendix C.3.
In the theorem, we have considered an input process PkX|Y such that the joint
process PX,Y is information stable and satisfies (4.16) with equality. This is a fairly
weak condition and includes stationary as well as asymptotically stationary processes.
The chosen input distribution is such that the joint process satisfies the stability
conditions, but we emphasize that the theorem gives the condition for optimality
of PkX|Y among all valid input distributions, not just the ones that make the joint
process information stable.
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4.3.1 Markov channels with feedback
We consider now a simple Markov channel with feedback and the problem of
evaluating its capacity. The Markov channel we study is characterized by
(4.18) P chYn|Xn,Y n−1 = P
ch
Yn|Xn,Yn−1 .
Let the channel have feedback with delay 1. The problem of evaluating the capacity
of finite state machine channels was studied in [91] and [12]. In [78], it was shown
that the capacity of such a channel is achieved by a feedback dependent Markov input
distribution. This means that the input distribution {PXn|Xn−1,Y n−1} is Markov in X
but depends on all the past Y symbols. It was also shown that the problem of finding
the capacity of a finite state machine channel with feedback could be formulated as
a stochastic control problem that could be solved using dynamic programming in
certain cases.
We are interested in finding cost measures for which the capacity of the channel
in (4.18) is easily evaluated. We first ask: When is the optimal joint distribution first
order Markov in the following sense:




In other words, when does the optimizing input distribution to have the form




From Theorem 12, it is seen that this happens when the cost-function has the form:
(4.21) cn(x








This can be shown as follows. From (4.19), we see that the marginal distribution of
Y n has the form













Substituting (4.18) and (4.22) in Theorem 12, we obtain the structure of the cost
function given by (4.21). In the next section, we will present an example of a
Markov channel as described in (4.18) and evaluate its feedback capacity-cost func-
tion. Clearly, other kinds of Markov channels and input distributions can be consid-
ered too; Theorem 12 then gives the structure of the cost function for optimality.
4.4 Examples
We now provide a few examples to illustrate how Theorem 11 and 12 can be
used to determine the rate-distortion function (capacity) of sources (channels) with
feed-forward (feedback).
4.4.1 Source coding examples
In our first example, we consider an asymmetric binary Markov source and obtain
its rate-distortion function with feed-forward. Our next example deals with a stock
price variation problem- we model the problem using a finite state Markov chain
with feed-forward. In our third example, we will consider a Gauss-Markov source
with feed-forward. We will obtain the results using Theorem 11.
In [85], the optimal distortion-rate function with feed-forward was derived for a
class of sources (those that can be represented auto-regressively with an innovations
process, where the innovations process is either IID or satisfies the Shannon Lower
Bound (SLB)[15] with equality). Using this result, the distortion-rate function for
a symmetric binary Markov source with feed-forward and a stationary Gaussian
source with feed-forward were evaluated. We remark that in our first two examples,
the innovations processes are not IID and the feed-forward rate-distortion functions
cannot be computed using the results in [85].
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Table 4.1: Distortion e (x̂i, xi−1, xi)
(xi−1, xi)
00 01 10 11
x̂i = 0 0 0 0 1
x̂i = 1 1 1 1 0
Binary Asymmetric Markov Source
We now consider a binary asymmetric first-order Markov source with both X and
X̂ equal to {0, 1}. The source has the following transition probability matrix:
P (Xi = 0|Xi−1 = 1) = q P (Xi = 1|Xi−1 = 0) = p
P (Xi = 0|Xi−1 = 0) = 1− p P (Xi = 1|Xi−1 = 1) = 1− q, ∀i
(4.23)
Suppose the decoder needs to detect all consecutive occurrences of 1 in the source.
To achieve this, we have a finite rate R as well as feed-forward. An error occurs
either when the decoder fails to detect a 11 pattern or when it falsely detects a 11








where e(., ., .) is the per-letter distortion given Table 4.1. This example is inspired
by the one given in [27, Sec. 9.8, p. 490].
Proposition 4.4. For a binary first-order Markov source described by (4.23) and a
distortion function given by (4.24) and Table 4.1, the rate distortion function with
delay 1 feed-forward is given by




[h(q)− h(D(1 + q
p




where h(.) is the binary entropy function.










We first note that Rff (D)=0 for D ≥ π1 min{q, 1− q}. This is because the decoder
knows Xn−1 due to feed-forward. It always declares X̂n = 0 when Xn−1 = 0. When
Xn−1 = 1, if the decoder always declares X̂n = 0, we make an error with probability
1− q. On the other hand, if the decoder always declares X̂n = 1 when Xn−1 = 1, we
make an error with probability q.
We now consider the case when D < π1 min{q, 1 − q}. As in the previous sec-
tion, we will use Corollary 4.2 to verify that a binary first-order Markov conditional
distribution of the form
(4.26) PX̂n|X̂n−1,Xn = PX̂n|Xn,Xn−1 , ∀n
achieves the optimum (this condition is the same as (4.10)).
Due to the structure and symmetry of the distortion function in Table 4.1, we
further choose P (xn|x̂n, xn−1) to have the structure shown in Table 4.2. The intuition
behind this is as follows. When Xn−1 = 0, the decoder can always declare X̂n = 0,
there is no error irrespective of the value of Xn. So we assign P (X̂n = 0|xn−1 =
0, xn = i) = 1, for i = 0, 1. This gives
P (Xn = 0|xn−1 = 0, x̂n = 0) = 1− p.
The event (Xn−1 = 0, X̂n = 1) has zero probability. When Xn−1 = 1 and X̂n = 0,
there is no error if Xn = 0 and an error occurs if Xn = 1. Hence P (Xn = 1|xn−1 =
1, x̂n = 0) is assigned a value ε, where ε will be determined using the distortion
constraint. Due to symmetry, the case Xn−1 = 1, X̂n = 1 is treated in the same way.













Table 4.2: The distribution P (xi|xi−1, x̂i)
(xn−1, x̂n)
00 01 10 11
xn = 0 1− p − 1− ε ε
xn = 1 p − ε 1− ε
Table 4.3: The conditional distribution P (x̂i|xi−1, xi)
(xi−1, xi)
00 01 10 11











(4.28) e(x̂i, xi−1, xi) = −c log2 P (xi|x̂i, xi−1) + d0(xi−1, xi),
proving that the distribution in Table 4.2 is optimal. c, d0(0, 0), d0(0, 1), d0(1, 1) and
d0(1, 0) are determined by substituting values from Tables 4.1 and 4.2 into (4.28):
c =
1
log(1− ε)− log ε
, d0(0, 0) = c log(1− p), d0(0, 1) = c log p,
d0(1, 0) = c log(1− ε), d0(1, 1) = c log(1− ε).
The process {X, X̂} = {Xn, X̂n}∞n=1 is stationary and ergodic. When (xn, x̂n) ∼








→ E[e(x̂i, xi−1, xi)] as n →∞ w.p.1.
Therefore the distortion constraint is equivalent to E[e(x̂2, x1, x2)] ≤ D. To calculate
the expected distortion
(4.29) E[e(x̂2, x1, x2)] =
∑
x1,x2,x̂2
P (x1, x2)P (x̂2|x1, x2)e(x̂2, x1, x2),
we need to compute the (optimum achieving) conditional distribution P (x̂2|x1, x2).
This is done by using the relation
(4.30) P (x2|x1, x̂2) =
P (x2|x1)P (x̂2|x2, x1)∑
x2
P (x2|x1)P (x̂2|x2, x1)
.
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In the above equation, we can solve for the values of P (x̂2|x1, x2) by substituting the
values from Table 4.2 for P (x2|x1, x̂2) and from (4.23) for P (x2|x1). Thus we obtain
the conditional distribution P (x̂2|x1, x2) shown in Table 4.3. Using this in (4.29), we
obtain
(4.31) E[e(x̂2, x1, x2)] = επ1 ≤ D
We can now calculate the rate distortion function as











P (xN , x̂N) log2
∏N
















P (x1, x2, x̂2) log2
P (x2|x1, x̂2)
P (x2|x1)








Proposition 4.4 has a nice interpretation in terms of the innovations process.
Note that there is a possibility of the decoder making an error at time i only when
Xi−1 = 1. So, only innovations at time instants i when Xi−1 = 1 need to be conveyed
to the decoder. Since P (Xi = 1) = π1, this means only a fraction π1 of the innovations
have to be encoded. Also, to achieve an overall distortion D, we can afford to encode
these innovations with distortion D
π1
.
We recall that the ‘no feed-forward’ rate-distortion function to reconstruct an i.i.d
binary process X ∼ Bernoulli(q) with Hamming distortion D/π1 is h(q)−h(D/π1).
The overall rate in bits/sample is π1 times this value since we encode only a fraction







1-p i -q i
Figure 4.1: Markov chain representing the stock value
Stock-market example
Suppose that we wish to observe the behavior of a particular stock in the stock
market over an N−day period. Assume that the value of the stock can take k + 1
different values and is modeled as a k + 1-state Markov chain, as shown in Fig. 4.1.
If on a particular day, the stock is in state i, 1 ≤ i < k, then on the next day, one of
the following can happen.
• The value increases to state i + 1 with probability pi.
• The value drops to state i− 1 with probability qi.
• The value remains the same with probability 1− pi − qi.
When the stock-value is in state 0, the value cannot decrease. Similarly, when in
state k, the value cannot increase. Suppose an investor invests in this stock over an
N−day period and desires to be forewarned whenever the value drops. We assume
that there is an insider (who has a priori information about the behavior of the stock
over the N days) who can send information to the investor at a finite rate.
The value of the stock is modeled as a Markov source X = {Xn}. The reconstruc-
tion X̂n is binary: X̂n = 1 indicates that the price is going to drop from day n − 1
to n, X̂n = 0 means otherwise. Before day n, the investor knows all the previous
values of the stock Xn−1 and has to make the decision X̂n. Thus feed-forward is
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Table 4.4: Distortion e (x̂i, xi−1 = j, xi)
(xi−1, xi)
j, j + 1 j, j j, j − 1
x̂i = 0 0 0 1
x̂i = 1 1 1 0
Table 4.5: The distribution P (Xi|xi−1, x̂i)
(xi−1, x̂i)
00 01 · · · j0 j1 · · · k0 k1
xi = 0 1− p − · · · − − − − −
xi = 1 p − · · · − − − − −
xi =
... − −
. . . − − − − −
xi = j − 1 − − − ε 1− ε − − −
xi = j − − − (1−ε)(1−pj−qj)1−qj
ε(1−pj−qj)
1−qj − − −
xi = j + 1 − − − (1−ε)pj1−qj
εpj
1−qj − − −
xi =
... − − − − −
. . . − −
xi = k − 1 − − · · · − − − ε 1− ε
xi = k − − · · · − − − 1− ε ε
automatically built into the problem.
The investor makes an error either when she fails to predict a drop or when









where e(., ., .) is the per-letter distortion given Table 4.4. The minimum amount of
information (in bits/sample) the insider needs to convey to the investor so that he
can predict drops in value with distortion D is given by R1ff (D).




πi (h(pi, qi, 1− pi − qi)− h(ε, 1− ε))
+ πk (h(qk, 1− qk)− h(ε, 1− ε)) ,
where h() is the entropy function, [π0, π1, · · · , πk] is the stationary distribution of the
Markov chain and ε = D
1−π0 .
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Table 4.6: The conditional distribution P (X̂i|xi−1, xi)
(xi−1, xi)
0, 0 0, 1 j, j − 1 j, j j, j + 1 k, k − 1 k, k






















Proof. As before, we will use Corollary 4.2 to verify that a first-order Markov condi-
tional distribution of the form
(4.34) PX̂n|X̂n−1,Xn = PX̂n|Xn,Xn−1 , ∀n
achieves the optimum.
Due to the structure of the distortion function in Table 4.4, we choose the structure
of P (xi|x̂i, xi−1) as follows. When Xi−1 = 0, the decoder can always declare X̂i = 0,
there is no error irrespective of the value of Xi. So we assign P (X̂i = 0|xi−1 = 0, xi =
0) = 1, which gives
P (Xi = 0|xi−1 = 0, x̂i = 0) = 1− p.
The event (Xi−1 = 0, X̂i = 1) has zero probability. Thus we obtain the first two
columns of Table 4.5. When (Xi−1 = j, X̂i = 0), 1 ≤ j ≤ k, an error occurs when
Xi = j−1. This is assigned a probability ε. The remaining probability (1−ε) is split
between P (Xi = j|xi−1 = j, x̂i = 0) and P (Xi = j + 1|xi−1 = j, x̂i = 0) according
to their transition probabilities. In a similar fashion, we obtain all the columns in
Table 4.5.












(4.36) e(x̂i, xi−1, xi) = −c log2 P (xi|x̂i, xi−1) + d0(xi−1, xi),
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thereby proving that the distribution in Table 4.5 is optimal. This is done by deter-
mining the values of c, d0(xi−1, xi), 1 ≤ xi−1, xi ≤ k. Using the values Tables 4.4 and
4.5 in (4.36), we find c, d0(., .):
c =
1
log(1− ε)− log ε
,
d0(0, 0) = c log(1− p),
d0(0, 1) = c log p,
d0(j, j − 1) = c log(1− ε), 1 ≤ j ≤ k
d0(j, j) = c log
(1− ε)(1− pj − qj)
1− qj
, 1 ≤ j ≤ k
d0(j, j + 1) = c log
(1− ε)pj
1− qj
, 1 ≤ j ≤ k − 1.
Since the process {X, X̂} is jointly stationary and ergodic, when (xn, x̂n) ∼ PXn,X̂n ,
the distortion
dn(x
n, x̂n) → E[e(x̂2, x1, x1)] as n →∞ w.p.1.
Hence the distortion constraint is equivalent to E[e(x̂2, x1, x2)] ≤ D. To calculate the
expected distortion
(4.37) E[e(x̂2, x1, x2)] =
∑
x1,x2,x̂2
P (x1, x2)P (x̂2|x1, x2) · e(x̂2, x1, x2),
we need the (optimum achieving) conditional distribution P (X̂2|x1, x2). This is found
by substituting the values from Table 4.5 in the relation
(4.38) P (x2|x1, x̂2) =
P (x2|x1)P (x̂2|x2, x1)∑
x2
P (x2|x1)P (x̂2|x2, x1)
.
Thus we obtain the conditional distribution P (X̂2|x1, x2) shown in Table 4.4.1. Using
this in (4.37), we get
(4.39) E[e(x̂2, x1, x2)] = (1− π0)ε ≤ D
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We can now calculate the rate distortion function as






























to obtain the expression in Proposition 4.5.
First Order Gauss-Markov Source
Consider a stationary, ergodic, first-order Gauss-Markov Source X with mean 0,
correlation ρ and variance σ2 described by
(4.41) Xn = ρXn−1 + Nn, ∀n,
where {Nn} are independent, identically distributed Gaussian random variables with
mean 0 and variance (1 − ρ2)σ2. Assume the source has feed-forward with delay 1.
Suppose we want to reconstruct at every time instant n the linear combination aXn+







(x̂i − (axi + bxi−1))2 .
Proposition 4.6. For the stationary first-order Gauss-Markov source described in
(4.41) and the distortion criterion in (4.42), the optimal rate-distortion function
(with feed-forward delay 1) - the smallest rate for which dn(X
n, X̂n) ≤ D w.p.1- is
given by








Proof. We will use Corollary 4.2 to verify that a Gaussian first-order Markov condi-
tional distribution achieves the optimum. A first-order Markov conditional distribu-
tion {PX̂n|Xn}∞n=1 satisfies
(4.44) PX̂n|X̂n−1,Xn = PX̂n|Xn,Xn−1 , ∀n.
For this distribution, the distortion from Corollary 4.2 is given by
(4.45) dn(x




log2 P (xi|x̂i, xi−1) + d0(xn).
Since {X, X̂} is jointly Gaussian, we have a linear relationship describing P (Xi|X̂i, Xi−1)
(4.46) Xi = αX̂i + βXi−1 + ei, ∀i
where ei ∼ N(0, σ2e) is independent of X̂i and Xi−1. The constants α, β and σ2e have


























(x̂i − (axi + bxi−1))2 .
Hence our guess that a Markov conditional distribution of the form (4.44) achieves
the optimum is correct. The optimal rate distortion function is given by


























σ2e can be determined as follows. We have ∀i




E(Xi−1X̂i) = (aρ + b)σ
2,
(4.49)
where the last equality is obtained by multiplying (4.46) by Xi−1 and taking ex-








(x̂i − (axi + bxi−1))2
→ E[(x̂2 − (ax2 + bx1))2] as n →∞ w.p.1.
Therefore the distortion constraint is equivalent to
E
(





X̂2 − (aX2 + bX1)
)2
= D and using (4.49), we obtain
(4.50) E(X̂22 ) = (a
2 + b2)σ2 + 2abρσ2 −D.






We see that the rate-distortion function of the first-order Markov source with
distortion criterion (X̂n − (aXn + bXn−1))2 depends only on a and not on b. This is
reasonable because the decoder knows Xn−1 while reconstructing X̂n, so Xn is the
only ‘unknown’ quantity.
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Also note that when a = 1, b = 0, the problem becomes to just reconstruct Xn








This can be nicely interpreted as follows. As seen from (4.46), the innovations
process of the Gauss-Markov source, Ni is an i.i.d zero-mean Gaussian process with
variance ρ(1 − σ2). With delay 1 feed-forward, to produce X̂n, the decoder already
knows Xn−1 and the rate R is used merely to convey the innovations process to the
decoder. Rff (D) is just the rate-distortion function of the innovations process. This
interpretation for the rate-distortion function with feed-forward is true for any source
with an i.i.d innovations process as shown in [85].
4.4.2 Channel coding example
In our final example, we consider a simple Markov channel with feedback of
the kind described in Section 4.3.1 and evaluate its capacity-cost function. Con-
sider a binary Markov channel with feedback delay 1 characterized by (4.18), i.e.,
P ch(Yi|X i, Y i−1) = P ch(Yi|Xi, Yi−1) for all time instants i. The channel is defined as
follows ∀i.
P ch(Yi|Xi, Yi−1 = 1) = δ(Yi=Xi),
P ch(Yi|Xi, Yi−1 = 0) = 0.5, Xi, Yi ∈ {0, 1},
(4.51)
In other words, if the channel output at time i − 1 is 1, we have a noiseless binary
channel at time i. If the channel output at time i−1 is 0, at time i we have a binary
symmetric channel with crossover probability 0.5. The channel is depicted in Figure
4.2.



























Figure 4.2: Markov channel {P (Yi|Xi, Yi−1)}. When Yi−1 = 1, P (Yi|Xi, Yi−1 = 1) is noiseless
channel. When Yi−1 = 0, P (Yi|Xi, Yi−1 = 0) is a BSC with probability 12
where:
1. At time i, if the channel is in the ‘good’ state (Yi−1 = 1),
(4.53) c(Xi, Yi−1 = 1) =
 α0 if xi = 0α1 if xi = 1,
for some α0, α1.
2. If the channel is in the bad state (Yi−1 = 0), we impose a constant cost α:
(4.54) c(Xi, Yi−1 = 0) = α, Xi ∈ {0, 1},
The cost function being defined as above, we would like to evaluate the feedback
capacity-cost function C1fb(P ) for a given cost constraint P . One can ask: ‘Does a
first-order Markov input distribution of the form of (4.20) achieve the optimum in
the feedback capacity-cost formula ?’ We shall use (4.21) to answer this.
Let the input distribution be given by {PXi|Yi−1}∞i=1 with
P (Xi = 0|Yi−1 = 0) = q0 P (Xi = 0|Yi−1 = 1) = q1
P (Xi = 1|Yi−1 = 0) = 1− q0 P (Xi = 1|Yi−1 = 1) = 1− q1 ∀i,
(4.55)
where q0, q1 have to be determined. The joint distribution of the system at any time
n is given by
(4.56) P (Xn, Y n) =
n∏
i=1
P (Xi, Yi|Yi−1) =
n∏
i=1
P (Xi|Yi−1) · P ch(Yi|Xi, Yi−1),
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with P (Xi|Yi−1) and P ch(Yi|Xi, Yi−1) given by and (4.55) and (4.51), respectively.
From (4.56), we can determine the marginal P (Y n) =
∏n
i=1 P (Yi|Yi−1) as
P (Yi = 0|Yi−1 = 0) = 0.5 P (Yi = 0|Yi−1 = 1) = q1
P (Yi = 1|Yi−1 = 0) = 0.5 P (Yi = 1|Yi−1 = 1) = 1− q1, ∀i.
(4.57)
Now, using (4.21), we can obtain the conditions for the chosen input distribution to
achieve the optimum. Substituting all the possible values for (Yi−1, Xi, Yi) in (4.21),









+ d0 = α1
(4.58)
Further the parameter q1 has to be chosen to satisfy the cost constraint. Since the
joint process {PXn,Y n}∞n=1 (with PXn,Y n as in (4.56)) is jointly stationary and ergodic,
the cost constraint reduces to
E[c(Xi, Yi−1)] ≤ P.
In terms of our joint distribution, this can be written as
∑
xi,yi
P (Yi−1 = 0)P (xi, yi|Yi−1 = 0)c(xi, 0) + P (Yi−1 = 1)P (xi, yi|Yi−1 = 1)c(xi, 1)
(a)
= P (Yi−1 = 0)α + P (Yi−1 = 1)[q1α0 + (1− q1)α1]
= P,
(4.59)
where we have used (4.51) and (4.55) and the cost function to obtain (a). [P (Yi−1 =
0), P (Yi−1 = 1)] is just the stationary distribution of the Markov chain {Yi}, whose
transition probabilities are given by (4.57). This can be computed to be
P (Yi−1 = 0) =
2q1
1 + 2q1





Using this in (4.59) and rearranging terms, we obtain
(4.60) q1α0 + (1− q1)α1 + 2q1α = P (1 + 2q1).
If we fix the cost parameters α0, α1, α and the cost constraint P , there are four
conditions (given by (4.58) and (4.60)) to be satisfied. We have three variables:
λ, d0, q1. Hence in general it may not be possible to satisfy all the conditions for pre-
determined values of α0, α1, α, P . In other words, one can assert that a first-order
Markov input distribution of the form of (4.20) achieves the optimum for this problem
only when the system of four equations in three unknowns ((4.58) and (4.60)) has a
solution. Of course, if we specify only three among the four parameters α0, α1, α, D,
a solution always exists and the fourth parameter gets automatically determined.
When there exist λ, d0, q1 such that (4.58) and (4.60) are satisfied, the feedback
capacity-cost function can be evaluated as











P (xN , yN) log2
∏N







































where h() is the binary entropy function. As one might expect, the value of q0 in the
input distribution does not figure in the analysis. This is because when Yi−1 = 0,
both the channel and the cost function behave identically with respect to inputs 0
and 1.
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Example 1 : Suppose we set α = 0, α1 = 2α0 for any α0 > 0. This implies that
when the channel is ‘bad’, the associated cost is 0; when the channel is ‘good’, there
is a cost > 0 and the cost is higher to keep the channel in the good state. For these
parameters, we obtain from (4.58)
d0 = 0, q1 = 0.6180.
If we set the cost constraint P to satisfy (4.60), we obtain P = 1.382α0 and from
(4.61),
Cfb(1.382α0) = 0.4291 bits/channel use.
Example 2: We can also show that the feedback capacity of this channel is a
discontinuous function of the cost. For any q1 and ε > 0, set
(4.62) λ = ε, d0 = P0.
From (4.58), the cost parameters then become
α = P0, α0 = P0 + ε log
1
q1




and from (4.60), the cost constraint is equal to P = P0 + ε
h(q1)
1+2q1
. Hence, for the cost











For a fixed q1, letting ε → 0, the cost parameters in (4.63) all tend to P0 and
the cost constraint P0 + ε
h(q1)
1−2q1 tends to P0 as well. However, the right hand side of
(4.64) is a function of q1 alone. We see that the feedback capacity at cost P0 + ε
h(q1)
1+2q1
varies significantly with q1 even for arbitrarily small ε (cost ‘close’ to P0); hence the
feedback capacity is a discontinuous function of the cost.
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4.5 Conclusion
The rate-distortion function with feed-forward and the channel capacity with feed-
back involve optimizing the lim supinprob / lim infinprob of a multi-letter expression over
all valid distributions (both stationary and non-stationary). Since the problems stud-
ied have memory, these multi-letter optimizations are the only way to characterize
the performance limits. Unfortunately, it is not possible to have a simple algorithm
(like a Blahut-Arimoto algorithm) to compute the optimization. The rate-distortion
expressions involving lim supinprob rule out simplifying the space of optimization using
dynamic programming etc. Hence our approach is especially relevant for problems
with feedback/feed-forward.
Our theorems are structural results that relate the structure of the distortion
function to the optimal joint distribution. We note that they cannot be used to com-
pute the feedback capacity or rate-distortion function for all channels/sources and
distortion measures. However, as shown in the examples, we can obtain performance
limits for interesting problems which, to the best of our knowledge, are not easy to
obtain otherwise.
CHAPTER 5
Multiple Descriptions with Feed-forward
5.1 Introduction
Consider a communication network in which we wish to compress a streaming
source of data into packets at one node and transmit them to another node. Assume
there is a chance that a packet might be lost and never reach its destination. So
we compress each block of data simultaneously into two different packets and send
them through different routes. We get a good reconstruction on reception of either
packet, but we would like a better reconstruction if both packets are received- in
other words, the packets need to refine one another. How should we compress the
source into two different descriptions? This, in essence, is the multiple descriptions
problem, first posed by Gersho, Ozarow, Witsenhausen and others.
The multiple descriptions set-up is shown in Figure 5.1. X = {Xn}∞n=1 is a source
with known distribution. The encoder encodes each block of source samples in two
different ways: decoder 1 receives R1 bits/sample and produces reconstruction X̂1.
Similarly, decoder 2 receives R2 bits/sample and produces X̂2. Decoder 0 receives
the full R1 + R2 bits/sample and produces reconstruction X̂0. Assume suitable
distortion measures have been defined for all decoders; let D1, D2, D0 denote the
















Figure 5.1: The multiple descriptions problem
The problem is to determine the set of all quintuples (R1, R2, D1, D2, D0) that are
achievable in the usual Shannon sense. This problem has been studied in several
notable papers, e.g. [16, 87, 58, 6, 1, 92, 24, 83, 67, 70].
The notion of feed-forward is applicable to multi-terminal source coding problems
as well. In Chapter 1, source coding with feed-forward was motivated from a com-
munications perspective as a variant of source coding with side information. The
example given was that of compressing a random field to be communicated from one
node to another in a network. This field (e.g. an acoustic field) could propagate
through the medium at a slow rate and become available at the destination node
as side-information with some delay. If the bits from the source were sent to the
destination in the form of packets (that could be lost), multiple descriptions coding
could be effectively used in this set-up to enhance the quality of reconstruction. Thus
it is interesting to study the effect of feed-forward on multiple descriptions source
coding. Figure 5.2 shows a multiple descriptions system with feed-forward. Assume
switch S1 is closed and the source samples are sequentially available with a delay k
after the indices are sent. To generate X̂1n, decoder 1 has knowledge of the index in
a codebook (of rate R1) plus the source samples until time n− k. In this paper, we




















Figure 5.2: The multiple descriptions problem with feed-forward
Source coding with feed-forward is also related closely to prediction. As men-
tioned in Chapter 1, it was first considered in the context of competitive prediction
in [85]. The problem of choosing the best predictor of a random process from an
exponentially large class of predictors is equivalent to the source coding problem
with feed-forward. The stock market example in Chapter 4 illustrates this connec-
tion. The following problem is another example that motivates our study of multiple
descriptions with feed-forward. There are four agents Alice, Bob, Carol and Dave.
Alice has an equiprobable binary source; Bob, Carol and Dave are interested in re-
constructing the source sequence. Bob and Carol each want to reconstruct with the
fraction of their errors being at most d, while Dave needs error-free reconstruction.
Alice supplies information at rates R1 and R2 to Bob and Carol, respectively;, Dave
gets the information available to both Bob and Carol. Further assume that after
reconstruction of each source sample, Alice reveals to Carol (but not Bob and Dave)
the actual value of the sample. The minimum rates of information that Alice would
have to supply to Bob and Carol under this scenario is the multiple description rate-
distortion region with feed-forward to Carol only. This example is studied in detail
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in Section 5.3.
In [65], a simple multiple-description coding scheme was presented for i.i.d. Gaus-
sian sources with feed-forward to all decoders (0,1 and 2) with delay k = 1. The
coding scheme was shown to achieve the optimal rate-distortion region for the i.i.d
Gaussian source with feed-forward. In this paper, we present an achievable rate-
region for any discrete memoryless source with arbitrary feed-forward delay k, when
one or both of S1 and S2 in Figure 5.2 are closed.
Before proceeding, we must mention that in this chapter, we consider independent
and identically distributed (i.i.d) sources. In point-to-point source coding, feed-
forward does not decrease the rate-distortion function of a discrete memoryless source
([85] and Theorem 3). So the simplest sources with feed-forward that are interesting
from a rate-distortion perspective are those with memory. In contrast, for multiple
descriptions, our results show that the rate-distortion region can be enlarged with
feed-forward even for i.i.d sources. This is due to the multi-terminal nature of the
problem. A similar situation occurs in channel coding as well. Feedback does not
increase the capacity of a discrete memoryless point-to-point channel [74], but it does
increase the capacity of many discrete memoryless multi-terminal channels (see for
e.g. [26, 17] for multiple access channels and [60, 23] for broadcast channels).
In Section 5.2, we define the problem formally and state the main theorem of this
chapter. The proof of the theorem is deferred to Section 5.4. The prediction problem
described earlier in this section is discussed in Section 5.3 to illustrate the use of the
theorem. We conclude with a short discussion in Section 5.5.
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5.2 Problem statement and main results
Consider a discrete memoryless source X with finite alphabet X . We assume
that the source samples Xn, n = 1, 2, . . . are independent and identically distributed
(i.i.d) according to a probability mass function PX(x). Let X̂0, X̂1, X̂2 denote the
finite reconstruction spaces of decoder 0,1 and 2, respectively. Each reconstruction
has an associated single-letter distortion measure dm : X × X̂m → R, m = 0, 1, 2.
The distortion on N -length sequences is the average of the per-letter distortions. For
all xN ∈ XN , x̂N ∈ X̂N ,
dm(x





dm(xn, x̂mn), m = 0, 1, 2.
5.2.1 Feed-forward to only one decoder
Without loss of generality assume S1 is open and S2 is closed in Figure 5.2.
Definition 5.1. An (N, 2NR1 , 2NR2) multiple description code of block length N and
rates (R1, R2), with delay k feed-forward to decoder 2, consists of:
1. Encoder mappings em : XN → {1, . . . , 2NRm}, m = 1, 2.
2. Mappings for decoders 0 and 1:
g0 : {1, . . . , 2NR1} × {1, . . . , 2NR2} → X̂N0
g1 : {1, . . . , 2NR1} → X̂N1
3. A sequence of mappings for decoder 2:1
g2n : {1, . . . , 2NR2} × X n−k → X̂2, n = 1, . . . , N.
1It is understood that for n ≤ k, Xn−k is the empty set.
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The encoder maps each N -length source sequence to a pair of indices in {1, . . . , 2NR1}×
{1, . . . , 2NR2}. The decoders receive their respective indices. In addition, decoder 2
has access to the source samples until time (n − k) to reconstruct the nth sample,.
Achievable rates are defined in the usual Shannon sense.
Definition 5.2. (R1, R2) is an achievable rate pair for distortion (D0, D1, D2) if there
exists a sequence, indexed by N , of (N, 2NR1 , 2NR2) multiple description codes with
feed-forward delay k, such that for sufficiently large N ,
Edm(X
N , X̂Nm ) ≤ Dm, m = 0, 1, 2.
The rate distortion region R(D0, D1, D2) is the closure of the set of achievable rate
pairs for distortion (D0, D1, D2).
Our main result is the following theorem.
Theorem 13. A quintuple (R1, R2, D0, D1, D2) is achievable - with delay k feed-
forward to decoder 2 only- if there exist random variables U, X̂1, X̂2, X̂0 jointly dis-
tributed with the source X such that
R1 > I(X; X̂1U)
R2 > I(X; X̂2|U) + max{0, R1 − I(XX̂2; X̂1|U)}
R1 + R2 > I(X; X̂1U) + I(X; X̂2|U) + I(X; X̂0|X̂1X̂2U)
+ I(X̂1; X̂2|XU) + max {0, R1 − I(XX̂2; X̂1|U)}
Edm(X; X̂m) ≤ Dm, m = 0, 1, 2
The proof of the theorem is given in Section 5.4. Notice that the rate-region
specified by the theorem does not depend on the feed-forward delay k, i.e., the region
is achievable for any finite delay k. We can compare this rate region with the rates
achievable for multiple descriptions without feed-forward. The multiple descriptions
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rate-distortion region (without feed-forward) is known only for certain special cases
(see [58, 16, 1, 24]). The best known achievable region for the general two-channel
multiple descriptions problem for an i.i.d source is due to Zhang and Berger [92]. We
reproduce this rate-region below in a slightly modified, but equivalent, form.
Theorem 14 ([92]). A quintuple (R1, R2, D0, D1, D2) is achievable (without feed-
forward) if there exist random variables U, X̂1, X̂2, X̂0 jointly distributed with the
source X such that
R1 > I(X; X̂1U), R2 > I(X; X̂2U)
R1 + R2 > I(X; X̂1U) + I(X; X̂2U) + I(X; X̂0|X̂1X̂2U) + I(X̂1; X̂2|XU)
Edm(X; X̂m) ≤ Dm, m = 0, 1, 2
To see that Theorem 13 enlarges the no-feed-forward rate region of Theorem 14,
consider any set of random variables U, X̂1, X̂2, X̂0 jointly distributed with X. Set
R1 = I(X; X̂1U) + ε for some small ε > 0. We can have one of two situations:
(a) R1 = I(X; X̂1U) + ε ≤ I(XX̂2; X̂1|U): In this case, from Theorem 13,
R2 = I(XX̂1; X̂2|U) + I(X; X̂0|X̂1X̂2U) + ε
is achievable. This represents a savings of I(U ; X) bits/sample over the minimum
R2 without feed-forward (specified by Theorem 14).
(b) R1 = I(X; X̂1U) + ε > I(XX̂2; X̂1|U): We now have
R2 = I(XX̂1; X̂2|U) + I(X; X̂0|X̂1X̂2U) + [I(X; U)− I(X̂2; X̂1|XU)] + ε
is achievable, a savings of I(X̂2; X̂1|XU) bits/sample over the no-feed-forward case.
Of course, the potential savings in rate may be greater since we have only presented
an achievable rate region.
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5.2.2 Feed-forward to both decoders 1 and 2
Switches S1 and S2 in Figure 5.2 are both closed. An (N, 2
NR1 , 2NR2) multiple
description code with delay k feed-forward is defined in the same way as the previous
subsection, except that now both decoder 1 and 2 are defined by a sequence of
mappings. In addition to the index, both decoders 1 and 2 have access to the source
samples until time (n− k).
Achievable rates are defined as before. Clearly, the region of Theorem 13 is
achievable. The rate region obtained by switching the roles of R1 and R2 in Theorem
13 is also achievable. Thus the convex hull of the union of these two regions is a
(possibly larger) achievable rate-region.
5.3 Example
Consider an i.i.d binary source X with pmf PX(0) = PX(1) = 1/2. The re-
construction spaces are all binary and the distortion measures are Hamming, i.e.,
d(x, x̂m) = δx 6=x̂m , m = 0, 1, 2. Suppose decoders 1 and 2 want to reconstruct X
with distortion d, while decoder 0 needs error-free reconstruction. We want to char-
acterize the minimum sum-rate
(5.1) rsum(d) , inf{R1 + R2 : (R1, R2, 0, d, d) achievable}.
A lower bound to rsum(d) without feed-forward was obtained in [92, Theorem 3,
Section VIII] 2:








2There appears to be a typo in the statement of the result in [92, Theorem 3]. The correct version (given
here) can be obtained from the proof of that theorem.
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Let us now assume only decoder 2 gets feed-forward with delay k. Let U be a
binary-valued random variable and fix the conditional distribution PU,X̂1,X̂2,X̂0|X =
PU |XPX̂1,X̂2|XUPX̂0|XUX̂1X̂2 as follows.
Fix a parameter D0, 0 ≤ D0 ≤ 1 and define
PU |X(0|0) = PU |X(1|1) = 1−D0
PU |X(0|1) = PU |X(1|0) = D0.
(5.3)
PX̂1,X̂2|XU is defined as
PX̂1,X̂2|XU(00|00) = PX̂1,X̂2|XU(11|11) = 1
PX̂1,X̂2|XU(01|01) = PX̂1,X̂2|XU(10|01) = d/D0
PX̂1,X̂2|XU(00|01) = 1− 2d/D0
PX̂1,X̂2|XU(01|10) = PX̂1,X̂2|XU(10|10) = d/D0
PX̂1,X̂2|XU(11|10) = 1− 2d/D0
(5.4)
X̂0 is a function of (U, X̂1, X̂2):
(5.5) X̂0 =
 X̂1 if (X̂1 = X̂2)1− U if (X̂1 6= X̂2)
It is easy to check that this joint distribution achieves the distortion triple (D1 =
d,D2 = d,D0 = 0). Using this in Theorem 13, we can obtain an achievable rate-
region when only decoder 2 receives feed-forward. The relevant information quanti-
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Figure 5.3: (a) Zhang-Berger lower bound on rsum(d) without FF, (b) Achievable sum-rate with
FF to one decoder , (c) Rate-distortion lower bound on rsum(d) with FF.
ties are calculated below, with h(.) used to denote the binary entropy function.
I(X; U) = H(U)−H(U |X) = 1− h(D0).













I(X; X̂2|U) = I(X; X̂1|U) = H(X̂1|U)−H(X̂1|UX)




I(X; X̂0|X̂1X̂2U) = 0.
(5.6)
(5.6) contains all the expressions required to compute the rate-region of Theorem
13. Thus for each d, we can select the value D0 to yield the best rate-constraint
and obtain an achievable upper bound to rsum(d) in (5.1) (with feed-forward to only
one decoder). This is plotted in graph (b) of Figure 5.3 for distortions d ≥ 0.08.
Graph (a) is the Zhang-Berger lower bound (5.2) to rsum(d) without feed-forward.
We see that for all the distortions considered, feed-forward to one decoder yields
achievable rates smaller than the optimal no feed-forward rate. Since decoders 1 and
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2 produce reconstructions with distortion d, R1 and R2 have to each be greater than
the Shannon rate-distortion function R(d) = 1 − h(d). This is true both with and
without feed-forward. Thus a simple lower bound to rsum(d) with feed-forward is
rsum(d) > 2(1− h(d)), which is plotted in graph (c) of Figure 5.3.
Of particular interest is the situation when the sum rate R1 +R2 = 1. This is the
case of no excess rate to the central decoder [1]. Setting D0 = 0.25945, we see from
Theorem 1 that (R1 = 0.5, R2 = 0.5) can achieve d = 0.12 with feed-forward to one
decoder. In comparison, it was shown in [6] that with rates of (0.5,0.5) and no feed-
forward, the minimum achievable distortion at each side-decoder is (
√
2 − 1)/2 =
0.207.
5.4 Proof of Theorem
Assume delay k feed-forward, i.e. each source sample is available at the decoder
N + k time units after it is available to the encoder (N will be a measure of block-
length in the coding scheme). First fix the joint distribution
PX(x) · PU,X̂1,X̂2,X̂0|X(u, x̂1, x̂2, x̂0|x).
In the sequel, upper-case letters will be used for random variables and lower-case
letters for their realizations. Vectors will be denoted in bold letters.
To prove the theorem, we shall use the properties of strongly ε-typical sequences




2 are said to be jointly typical if their joint





2 ) is denoted Tε(X, X̂1, X̂2). Similar definitions of typicality hold
for other joint and conditional distributions.
We divide the source sequence into a large number of blocks, say B blocks, with
each block containing N
2







Figure 5.4: Codebook cells for decoder 1
a block-Markov superposition strategy [17, 86] covering two adjacent blocks. The
ideas of non-random binning and restricted encoding, introduced in [86], will be used
in the proof.
Random Coding : Let M0 = 2
N
2











U(1), . . . ,U(M0) independently according to a uniform distribution over the set
Tε(U) of all the ε-typical N/2-vectors U. For each U(i), choose a codebook of length-
N/2vectors X̂i1(1), . . . , X̂
i
1(M1), independently according to a uniform distribution
over the set Tε(X̂1|U(i)). Similarly choose X̂i2(1), . . . , X̂i2(M
′
2) from Tε(X̂2|U(i)).
U can be thought of as a ‘cloud center’ conditioned on which reconstructions
are produced at decoders 1 and 2. The coding strategy uses the feed-forward to
decoder 2 to convey u ‘cheaply’ to the decoders. To facilitate this, we partition each
X̂i1 codebook into M0 disjoint cells, so that each cell has M1/M0 elements. The
codebook structures are shown in Figure 5.4. We have assumed for simplicity that
M1/M0 is an integer.
Encoding : We encode a source sequence x spanning B blocks, each block contain-
ing N/2 source symbols. We denote the bth block by xb, b = 1, . . . B. Thus
x = [x1, x2, . . . , xBN/2] = [x1x2 . . .xB].
Step 0: Set u1 = U(1).
Step b (b = 1, . . . , B): Assuming ub is known to be equal to U(i), encode xb as
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Table 5.1: Time-line of events at encoder and decoder with feed-forward with k = 1
Time instant 1 . . . N/2 . . . 2N/2 . . . N(b + 1)/2 ·
Source X1 . . . XN/2 . . . X2N/2 . . . XN(b+1)/2 ·
Encoder (w11, w21) (w1b, w2b)
FF at decoder 2 - - - - - X1X2 . . . . . . . . .
Reconstruction x̂11, x̂21 x̂1b, x̂2b
follows. Observe the next length-N/2 block xb+1 and find a j ∈ {1, . . . ,M0} such
that (xb+1,U(j)) ∈ Tε(X,U). Set ub+1 = U(j). If no such j is found or if b = B, set
ub+1 = U(1). So we have ub = U(i),ub+1 = U(j).
Pick (w1b, w
′
2b) ∈ {1, . . . ,M1}×{1, . . . ,M
′
2} such that (xb,ub, X̂i1(w1b), X̂i2(w′2b)) ∈
Tε(X,U, X̂1, X̂2) and X̂
i
1(w1b) belongs to the jth cell of the X̂
i
1 codebook. If no such
(w1b, w
′
2b) is found, set w1b to a random index in the jth cell of the X̂
i
1 codebook,
and similarly set w′2b to a random index in the X̂
i
2 codebook.
Note that we restrict ourselves to one cell within the X̂i1 codebook. Restricted
encoding enables decoder 2 to take advantage of the feed-forward. Decoders 1 and
2 will receive w1b and w
′
2b, respectively and produce reconstructions x̂1b and x̂2b.
Later, decoder 2 learns xb precisely through feed-forward and tries to decode x̂1b
using (xb, x̂2b). To facilitate this, the encoder might need to send some extra bits to
decoder 2 (in addition to w′2b). These extra bits sent to decoder 2 are represented
as an additional index w′′2b from an appropriate codebook of size 2
R
′′
2 N/2. The total




2 . In summary, the encoder sends w1b to
decoder 1 and (w′2b, w
′′
2b) to decoder 2.
Decoding : Since there is a growing amount of information available at decoder
2(due to feed-forward), the time-line of observations at the encoder and decoder is
important. Recall that a source sample is available to the decoder N + k time units
after it is produced. The time-line of various events at the encoder and decoder with
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k = 1 is shown in Table 5.1.
Step b (b = 1, . . . , B): To produce the indices corresponding to block b, the encoder









2b) are received by decoders 1, 2, 0, respectively.
As will be explained, ub = U(i) has been decoded by all decoders just before time
(b+1)N/2. The appropriate codebooks X̂i1, X̂
i
2 are used and reconstructions x̂1b, x̂2b
are produced using w1b, w
′
2b, respectively. The generation of x̂0b is described at the
end of the proof.
By time instant (b + 2)N/2, decoder 2 has received the first b blocks of source
samples x1, . . . ,xb through feed-forward (each block has length N/2; we can assume
N >> k, so that receiving N/2 − k source samples is equivalent to receiving the
entire block). Decoder 2 then tries to find x̂1b from the X̂
i
1 codebook such that
(xb,ub, x̂1b, x̂2b) ∈ Tε(X,U, X̂1, X̂2). If there is more than one x̂1b satisfying the
condition, w′′2b resolves the list. The cell number j
∗ of x̂1b determines ub+1 = U(j
∗).
Thus by time instant (b + 2)N/2, all three decoders know ub+1.
Probability of Error : For our coding strategy, we will declare an error in block
b (b = 1, . . . , B) if one or more of the following events occur.
1. Event E1: The source vector xb is not a typical sequence with respect to PX .
2. E2: The encoder cannot find j ∈ {1, . . . ,M0} such that U(j) is jointly typical
with xb+1.
3. E3: Assuming ub = U(i),ub+1 = U(j), the encoder cannot find a (x̂1b, x̂2b) such
that (x, x̂1b, x̂2b,ub) is jointly typical and x̂1b is in the jth cell of its codebook.
4. E4: Decoder 2 is unable to decode x̂1b correctly with knowledge of (xb, x̂2b) and
w′′2b.
We bound the probability of each each event for sufficiently large N as follows.
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Consider any ε > 0. With high probability xb is typical with respect to PX . Thus
P (E1) < ε/4.
For b = 1, . . . , B − 1 ,there exists a codebook {U(j), j ∈ {1, . . . ,M0}} such
that with high probability, at least one codeword is jointly typical with xb+1 iff
M0 > 2
I(X;U)N/2. Hence P (E2) < ε/4 if
(5.7) R0 > I(X; U).
To compute P (E3), we first note that given ub = U(i),ub+1 = U(j), we need to
find an x̂1b from the jth cell of X̂
i
1 codebook (a cell has 2
(R1−R0)N/2 codewords) and an





2N/2 codewords) such that (x̂1b, x̂2b) ∈ Tε(X̂1, X̂2|X,U).
Using arguments similar to the proof in [16], we can show that this is possible with
high probability (i.e., P (E3) < ε/4) if
R1 −R0 > I(X; X̂1|U) R
′
2 > I(X; X̂2|U)
R1 −R0 + R
′
2 > I(X; X̂1|U) + I(X; X̂2|U) + I(X̂1; X̂2|XU)
(5.8)
Assuming there was no encoding error, i.e. (E1 ∪ E2 ∪ E3)c, the X̂1b chosen by
the encoder is jointly typical with (xb, x̂2b). The probability that another random
X̂1b ∈ Tε(X̂1|U) is jointly typical with a random pair (Xb, X̂2b) ∈ Tε(X, X̂2|U) is ap-
proximately 2−I(X̂1;XX̂2|U)N/2 for large N/2. Thus the number of other X̂1 codewords
that are jointly typical with the known pair (xb, x̂2b) is approximately
(5.9) M1 · 2−I(X̂1;XX̂2|U)N/2 = 2(R1−I(X̂1;XX̂2|U))N/2
Thus if R1 > I(X̂1; XX̂2|U), w′′2b has to resolve a list whose size is given by
(5.9).Hence we can have P (E4) < ε/4 if the rate R
′′
2 of the extra index satisfies
(5.10) R
′′
2 > max{0, R1 − I(X̂1; XX̂2|U)}
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Assume (5.7), (5.8) and (5.10) are satisfied. From the arguments above and the union
bound, we see that Pbe, the probability of error in block b, satisfies Pbe < ε, b =
2, . . . , B. It should be noted here that in the first step, we arbitrarily set u1 = U(1).
In general, u1 will not be jointly typical with x1. Consequently, for the first block
















for sufficiently large B.
Finally, conditioned on the knowledge of central decoder 0, X can be quantized
to X̂0. It can be shown[16] that the extra rate needed by the central decoder is
I(X; X̂0|X̂1, X̂2, U). This overhead needs to be shared between the rates R1 and R2.
We combine this shared overhead with the rates specified by (5.7), (5.8) and (5.10),




2 to obtain the rate region of Theorem 13.
5.5 Conclusion
In this chapter, the two-channel multiple descriptions problem for an i.i.d source,
with feed-forward to one or both side-decoders was considered. A single-letter achiev-
able rate-region was derived using a block-Markov superposition source coding strat-
egy. This achievable region is larger than the best known rate-region for multiple
descriptions without feed-forward. In point-to-point source coding, feed-forward does
not decrease the rate-distortion function of an i.i.d source. In contrast, we presented
an example which showed that the derived region can be larger than the optimal
multiple description rate region without feed-forward.
We note that our coding scheme used to prove the result uses feed-forward to one
decoder only. It is worth exploring how we can do better if we have feed-forward to
all three decoders (including the central one). This is especially interesting because
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it has been shown [65] that for an i.i.d Gaussian source with feed-forward to all
three decoders, we do not need any excess rate, i.e., we can achieve the optimal
rate-distortion functions at all three decoders simultaneously.
CHAPTER 6
Summary and Future Directions
6.1 Summary
In this thesis, two related problems- source coding with feed-forward and channel
coding with feedback- were studied from an information-theoretic perspective. Feed-
forward in source coding introduces a dynamic aspect to the decoder, while feedback
in channels introduces dynamics in the encoder.
In Chapter 2, a source coding problem with noiseless feed-forward was formally
defined. The optimal rate-distortion function and error exponent of a general source
with feed-forward were characterized using directed information, a variant of the
more well-known mutual information. An interpretation of directed information was
given, which explained why it is the right quantity to characterize the feed-forward
rate-distortion function. This interpretation helped generalize the notion of directed
information. Using this, we obtained the rate-distortion function for source coding
with arbitrarily delayed feed-forward.
A similar interpretation of directed information in the context of channel coding
with feedback was presented in Chapter 3. Using this interpretation, we obtained the
feedback capacity of a channel with state, with the state information available at both
transmitter and receiver (possibly with delay). We also established a source-channel
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separation theorem for general sources and channels with feedback and feed-forward,
under suitable constraints on the source and channel distributions.
Chapter 4 addressed the problem of computing the optimum rate-distortion func-
tion and capacity expressions. These involve optimizing directed information over
an infinite dimensional space of distributions. It is difficult to optimize these ‘multi-
letter’ expressions in general. We presented a different approach to this optimization
problem and obtained the structure of the distortion (cost, resp.) function which
achieves the optimum for a given joint distribution on the source (channel, resp.)
coding system. Several examples were provided to illustrate the utility of this ap-
proach.
Finally, in Chapter 5, we explored the role of feed-forward in multiple-description
source coding. In contrast to point-to-point source coding, we found that feed-
forward can strictly improve the multiple descriptions rate-distortion region even
for an i.i.d source. We obtained a single-letter achievable rate-region for multiple
descriptions of an i.i.d source with feed-forward.
6.2 Future Directions
Several interesting extensions and problems related to feedback and feed-forward
suggest themselves. Some were mentioned at the end of the individual chapters. A
few others are discussed below.
• Noisy feedback/feed-forward. In a channel with noiseless feedback, the
transmitter knows (with some delay) the exact output observed by the receiver.
In practice, the feedback available at the transmitter is a usually a noisy version
of the channel output. There has been work on obtaining error exponents for
discrete memoryless channels with noisy feedback (see, for example, [43, 22]).
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However, there is no characterization of achievable rates for a general channel
with noisy feedback. In noiseless feedback, the encoder and decoder are syn-
chronized in the sense that the encoder has complete knowledge of everything
the decoder observes. This is not the case with noisy feedback which makes
it a significantly harder problem. Just like directed information is the key to
understanding noiseless feedback, new insights and definitions of information
measures might be needed to deal with noisy feedback.
• Multiple access channels with feedback. In a two-user multiple access
channel (MAC), there are two transmitters that use the channel to transmit
data to a single receiver. This situation occurs, for example, in the uplink of
the cellular system. Kramer [47] characterized the feedback capacity region
of this channel in terms of directed information. However, this rate region
involves multi-letter expressions (even for a discrete memoryless MAC) that are
difficult to compute. On the other hand, a single-letter achievable rate region
for a feedback MAC was obtained by Cover and Leung [17]. This region is
easy to compute, but is known to be strictly smaller than the capacity region.
A natural question arises- can we improve the Cover-Leung region using two-
letter and three-letter characterizations (as opposed to single-letter), and maybe
even approach the multi-letter capacity expression by increasing the dimension?
A careful examination of the Cover-Leung coding scheme yields some prelim-
inary ideas on how it could be improved. The scheme essentially transmits
a pair of the two users’ messages using two successive blocks of transmission.
The message rates of the two users are too high for the receiver to decode the
messages after the first block of transmissions, but are low enough to allow the
encoders to learn the messages of one another using the feedback. The encoders
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then cooperate in the next block of transmissions to resolve the decoder’s un-
certainty. One can now ask- what if the users transmit at rates that are too
high to decode each other’s message with the feedback? In this case, each user
has only partial information about the message of the other user. The degree of
cooperation is reduced, but they can still send correlated information to resolve
the decoder’s uncertainty. The methods of [14] and [68] could be useful in ex-
ploring if this idea yields higher achievable rates than the Cover-Leung region.
We must mention here that in [9] the Cover-Leung rate region is extended using
a different approach.
• Broadcast channels with feedback. A broadcast channel is a model with
a single input and two outputs (users). There is a separate message that each
user wishes to transmit, and possibly a common message as well. The broad-
cast channel is an important model that forms a part of many communication
networks (e.g. the down-link in cellular networks). The problem of broadcast
channels with feedback remains largely unexplored. It is known that feedback
can enhance the capacity region of memoryless broadcast channels [23, 60], but
no characterization of achievable rates for a discrete, memoryless braodcast
channel with feedback exists. Obtaining a singe-letter achievable rate-region for
broadcasting with feedback is an important open problem. This seems to be sig-
nificantly harder than the feedback MAC. In a MAC, one can see that feedback
enables cooperation between the transmitters which results in improved rates.
It is not clear how feedback helps the two receivers ‘cooperate’ in a broadcast
channel. One possibility is that feedback might enable the transmitter to send
some common information to resolve the two users’ uncertainty.
• Other applications of directed information. It seems likely that directed
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information could be useful in problems very different from communications
with feed-forward and feedback. As mentioned earlier, quantities that closely
resemble directed information have been defined to understand the casual re-
lationship between time-series (see, for example, [30] that attempts to charac-
terize causal dependence between economic time-series). It will be interesting
to explore other applications where directed information or similarly defined





Proofs for Chapter 2
A.1 Proof of Lemma 2.4(AEP)
The proof is similar to that of the Shannon-McMillan Breiman theorem in [15, 2].
We first state the definitions and three lemmas required for the proof. Recall that








We want to show that
(A.1) − 1
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~P k(X̂N |XN) = ~P (X̂k|Xk)
N∏
i=k+1
P (X̂i|X̂ i−1i−k , X
i−1
i−k),
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log ~P k(X̂N |XN) → Hk,
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log P (X̂i|, X̂ i−1−∞, X i−1−∞)
→ ~H∞(X̂||X) by the ergodic theorem.
(A.3)
Lemma A.3.
Hk → ~H∞(X̂||X), ~H(X̂||X) = ~H∞(X̂||X).
Proof. We know that Hk → ~H(X̂||X), since the joint process is stationary and {Hk}
is a non-increasing sequence of non-negative numbers. So we only need to show that
Hk → ~H∞(X̂||X). The Martingale convergence theorem says that
P (x̂0|X̂−1−k , X
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~P (X̂N |XN−∞, X̂0−∞)
≤ 0,
where
(A.4) ~P (X̂N |XN−∞, X̂0−∞) ,
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where the last equality follows by evaluating the sum first over xN , then over x̂N ,
















































≤ 0 with probability 1.
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The second part of the lemma is proved in a similar manner. Using conditional
















The inner expectation can be written as
E
"
~P (X̂N |XN )



















P (xi|x̂i, xi−1, X̂0−∞, X0−∞)P (x̂i|x̂i−1, xi−1) = 1,
(A.9)
where the last equality is obtained by evaluating the sum first over xN , then over








~P (X̂N |XN−∞, X̂0−∞)
≤ 0.
Proof of Lemma 2.4- AEP. We will show that the sequence of random variables
− 1
N
log ~P (X̂N |XN) is sandwiched between the upper bound Hk and the lower bound
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~P (X̂N |XN−∞, X̂0−∞)
= ~H∞(X̂||X)
Combining (A.11) and (A.13), we have
(A.14)














≤ Hk for all k.





log ~P (X̂N |XN) = ~H(X̂||X).
A.2 Proof of Direct Part of Theorem 2
The approach we will take is as follows. We build a source code for the X − F
block in Figure 2.4 (Section 2.4), a system without feed-forward. Here, the code-
functions themselves are considered ‘reconstructions’ of the source sequences. We
will then connect the X − F and the X − X̂ systems to prove the achievability of
Rff (D).
For the sake of clarity, we present the proof in two parts. The first part establishes
the background for making the connection between the X−F and X−X̂ systems. In
the second part, we will construct random codes for the system without feed-forward
and show the achievability of Rff (D) using the results of the first part. We describe
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the second part in detail for the probability of error criterion. The proof for the







n=1 be the sequence of distributions that achieves the infimum
in Theorem 2. In this part, we wish to construct a joint distribution over XN , X̂N
and FN , say Q∗
F N ,XN ,X̂N






To do this, as will be shown in the sequel, the only distribution we can choose is
the code-function distribution PF N . We pick PF N such that the induced distribution
Q∗
F N ,XN ,X̂N
has certain desired properties and (A.16) is also satisfied.
For any N , the joint distribution PXN P
∗











where the marginals, given by P ch and P dec, can be considered the fictitious test-
channel from X̂ to X and the set of ‘decoder’ distributions to this test-channel,
respectively.
Let PF N be any distribution on the space of code-functions. Given PF N and the
test channel Pch in (A.17), we now define a joint distribution over QXN ,F N ,X̂N over
(XN ,FN , X̂N), imposing the following constraints.
1. For n = 1, . . . , N ,
(A.18) QX̂n|Fn,Xn−1(x̂n|fn, x
n−1) =




(A.19) QFn|F n−1,Xn−1(fn|fn−1, xn−1) = PFn|F n−1(fn|fn−1) n = 1, . . . , N.
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3. For x̂n = fn(xn−1),
(A.20)
QXn|F n,X̂n,Xn−1(xn|f
n, x̂n, xn−1) = P ch
Xn|X̂n,Xn−1
(xn|x̂n, xn−1), n = 1, . . . , N.
A joint distribution Q is said to be nice with respect to PF N and {P chXn|X̂n,Xn−1}
N
n=1
if ∀xN ∈ XN , fN ∈ FN , x̂N ∈ X̂N , the three constraints above hold. It is important
to note that in general, for a given problem of source coding with feed-forward, the
joint distribution on XN , FN , X̂N induced from an arbitrary encoder-decoder pair
does not satisfy these conditions. We just want to construct a joint distribution Q
over the variables of interest satisfying the above conditions for the direct coding
theorem.
Given a code-function distribution PF N and the test channel {P chXn|X̂n,Xn−1}
N
n=1,
there exists a unique joint distribution QF N ,XN ,X̂N that is nice with respect to them.
This follows from the following arguments.




QXn|F n,Xn−1 ·QFn|F n−1,Xn−1
}





QXn|F n,Xn−1 · PFn|F n−1
}
· δX̂N=F N (XN−1) ,
(A.21)
where we have used (A.18) and (A.19) to obtain the second equality. Now we can
use the fact that x̂n = fn(x
n−1) to write









where we have used (A.20) for the second equality. Thus the unique nice joint
distribution is given by
QF N ,XN ,X̂N (f









n(xn−1), xn−1) · δ{x̂N =fN (xN−1)}.
(A.23)
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Keeping P ch fixed, (A.23) says that choosing PF N automatically determines a unique
nice distribution. We want to choose PF N such that the resulting nice joint distri-
bution Q∗













so that (A.16) is satisfied.
Definition A.5. For a test-channel {P ch
Xn|X̂n,Xn−1
}Nn=1, we call a code-function dis-
tribution PF N ‘good’ with respect to a decoder distribution {P decX̂n|X̂n−1,Xn−1}
N
n=1 if the










∀xN−1 ∈ XN−1, x̂N ∈ X̂N .
(A.25)
This definition of ‘good’ is equivalent to, but slightly different from that in [77].
The next Lemma says that it is possible to find such a good PF N . For the sake of
clarity, we give the proof although it is found in [77] in a different flavor.
Lemma A.6. For a test-channel {P ch
Xn|Xn−1,X̂n
}Nn=1, there exists a code-function dis-
tribution PF N good with respect to a decoder distribution {P decX̂n|X̂n−1,Xn−1}
N
n=1.
Proof. For all fN , define for n = 1, . . . , N







(an|f1, . . . , fn−1(bn−2), bn−1).
We will show that PF N =
∏N
n=1 PFn|F n−1 is good with respect to {P decX̂n|X̂n−1,Xn−1}
∞
n=1.
We give the proof in two parts. In part A, we obtain an expression for the induced
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decoder distribution given PF N and P
ch. Part B of the proof uses this expression to
show that (A.27) defines a good code-function distribution. Actually, we first need
to show that for all n, PFn|F n−1 defined above is a valid probability distribution. This
part is omitted since it can be shown using arguments similar to those in Part B.
Part A











i−1) = x̂i, i = 1, . . . , n
}
.(A.29)
Given the test-channel {P ch
Xn|Xn−1,X̂n
}Nn=1 and a code function distribution PF N , a
unique nice distribution QF N ,XN ,X̂N is determined. We now show that the induced
decoder distribution is given by
(A.30)
QX̂n|Xn−1,X̂n−1(x̂n|x






This is Lemma 5.2 in [77], but we repeat the proof here for the sake of completeness.
Note that (x̂n−1, xn−1) uniquely determines (Γn−1(xn−2, x̂n−1), xn−1) and vice versa.
Therefore,
(A.31) QX̂n|Xn−1,X̂n−1(x̂n|x
n−1, x̂n−1) = QX̂n|F n−1,Xn−1(x̂n|Γ
n−1(xn−2, x̂n−1), xn−1).
Now (xn−1, x̂n) uniquely determines (Γn(x
n−1, x̂n), x





n−1, x̂n)|Γn−1(xn−2, x̂n−1), xn−1).
(A.32)
Since Q is nice, it satisfies (A.19). Hence
QFn|F n−1,Xn−1(Γn(x
n−1, xn)|Γn−1(xn−2, x̂n−1), xn−1)




Combining (A.31), (A.32) and (A.33), we obtain the expression in (A.30).
Part B
We now show that PF N defined by (A.27) is good with respect to P
dec. For a pair








Γ1(x̂1), . . . , Γn(x






































































































where f1, . . . , fN−1 are specified by the N−1 outer summations and ‘gr’ has been used













Now, the (N − 1)th inner sum in (A.36) can be shown to be equal to
P dec
X̂N−1|X̂N−2,XN−2
(x̂N−1|x̂N−2, xN−2) in a similar fashion. Thus we can compute the
























(x̂n|x̂n−1, xn−1) n = 1, . . . , N.
completing the proof of the lemma.
To summarize, we have the following:







termine a unique nice joint distribution Q∗
F N ,XN ,X̂N
given by (A.23).
• For a test-channel {P ch
Xn|X̂n,Xn−1
}Nn=1, we can find a code function distribution
P ∗F N to be good with respect to P
dec, i.e., the set of induced ‘decoder’ distribu-





























= PXN · P ∗X̂N |XN .
(A.41)
Equation (A.41) is the key to connect the X − F source code without feed-forward
to the X − X̂ code with feed-forward. We are now ready to prove Theorem 2.
Part II (The probability of error constraint)
For any N , pick M = 2NR N -length code-functions independently according to
P ∗F N . Denote this (N, 2









xN ∈ XN : ∃fN ∈ CN with d′N(xN , fN) ≤ D + δ
}
The set Ac(CN) represents the set of xN ’s that are not well represented by the chosen
codebook. We will show that PXN (A
c(CN)), averaged over all realizations of CN , goes
















CN :xN /∈A(CN )
P ∗F N (CN).(A.43)
The last sum on the right-hand side of (A.43) is the probability of choosing a code-




(xN , fN ) : d′N (x




N ; fN ) < IPXP∗X̂|X




X̂|X) is as in Theorem 2, and I(X̂ → X) is computed with the distribution
PXP
∗
X̂|X and is therefore equal to Rff (D). Define an indicator function
(A.45) K(xN , fN) =
 1, if (x
N , fN) ∈ BN,δ
0, otherwise.
We will also need the following Lemma, whose proof is given in Appendix A.2.1.
Lemma A.7 (a). Q∗F N |XN (f
N |xN) ≤ P ∗F N (f
N)2N [Rff (D)+δ], ∀(xN , fN) ∈ BN,δ.
(b)Q∗XN ,F N (BN,δ) → 1 as N →∞ .
Since P∗
X̂|X achieves Rff (D) we have ρ(P
∗
X̂|X) ≤ D. Hence, for any f
N that does
not represent a given xN with distortion ≤ D + δ, the pair (xN , fN) does not belong
to BN,δ. The probability that a code function chosen randomly according to P
∗
F N




N , FN) ≥ D + δ
)
≤ P ∗F N
(





P ∗F N (f
n)K(xN , fN).(A.46)
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Thus, the probability that none of 2NR code functions, each independently chosen
according to P ∗F N , represent a given x
N with distortion D + δ is upper bounded by1−∑
fN




















1− exp2 {−N(Rff (D) + δ)}∑
fN
Q∗F N |XN (f
N |xN)K(xN , fN)
2NR
where the last inequality follows from Lemma A.7(a). Using the inequality
(1− xy)N ≤ 1− x + 2−yN for 0 ≤ x, y ≤ 1,
in (A.47), we get
E [PXN (A





N)Q∗F N |XN (f
N |xN)K(xN , fN)
= 1−Q∗F N ,XN (BN,δ) + exp2
(
− exp2[N(R−Rff (D)− δ)]
)
.(A.47)




















A.2.1 Proof of Lemma A.7
Proof: (a) From the definition, we have
iQ∗
XN ,FN
(xN ; fN) = log






Q∗F N |XN (f















N ; fN) < IPXP∗X̂|X
(X̂ → X) + δ, ∀(xn, fN) ∈ BN,δ.
Substituting the above in (A.50), we get part (a) of the lemma.







mines a nice joint distribution Q∗
F N ,XN ,X̂N













































. (a) holds because the condition
QXn|Xn−1,F N = QXn|Xn−1,F n is equivalent to (A.19). This is shown in [54] as a con-
dition for a channel not to have have feedback. (b) follows from (A.19) and (A.20).










































Since P ∗F N is chosen to be good with respect to
~P dec










XN |X̂N = PXN P
∗
X̂N |XN .
Using (A.54) in (A.53), we get
(A.55) iQ∗
XN ,FN










F N ,XN ,X̂N
“
(fN , xN , x̂N ) : d′N (x





N ; fN ) ≥ IPXP∗X̂|X(X̂ → X) + δ
«
≤ Q∗F N ,XN ,X̂N
“
(fN , xN , x̂N ) : d′N (x
N , fN ) ≥ ρ(P∗X̂|X) + δ
”
+Q∗F N ,XN ,X̂N
„










N , fN) = dN(x
N , fN(xN−1)) = dN(x
N , x̂N),




(xN , x̂N) : dN(x







(xN , x̂N) : dN(x





where we have used (A.54). Since ρ(P∗








(xN , x̂N) : dN(x





The second term in ((A.56)) equals
Q∗
F N ,XN ,X̂N
(
























where we have used (A.55) for the first equality and (A.54) for the next. Since
IPXP∗X̂|X
















(xN ; x̂N) ≥ IPXP∗X̂|X(X̂ → X) + δ
)
= 0.




F N ,XN ,X̂N
(BcN,δ) = 0,
proving part (b) of the lemma.
A.3 Proof of Converse Part of Theorem 2
Let {CN}∞N=1 be any sequence of codes, with rate R, that achieve distortion D
(either expected distortion D or probability-1 distortion D depending on the criterion
used). For any given block length N , there is an induced PF N |XN . (equal to 1 for
the code function fN chosen to represent XN and 0 for the other 2NR − 1 code
functions). This, along with the source distribution P (XN), determines PF N , a 2
NR-
point discrete distribution. Thus, given the source distribution and the encoding
and decoding rules, a joint distribution is induced. ∀xN ∈ XN , x̂N ∈ X̂N , fN ∈
{fN [i], i = 1, · · · , 2NR}, the induced distribution is given by
(A.63) Q̂XN ,F N ,X̂N (x
N , fN , x̂N) = PXN (x
N) · PF N |XN (fN |xN) · δ{x̂N=fN (xN−1)}.
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All probability distributions in the remainder of this section are marginals drawn from
the induced joint distribution in (A.63). We first show that for any such induced
distribution, we have
















































= 2NR · 2−N(R+δ)
= 2−Nδ → 0 as N →∞,
(A.66)
thereby proving (A.64). Thus we have
(A.67) R ≥ H(F ) ≥ H(F )−H(F |X) ≥ I(F ; X),
where the last inequality follows from Lemma 2 in [76]. We need the following lemma,
whose proof is found in Section A.3.1.
Lemma A.8. For any sequence of codes as defined above, we have
(A.68) I(F ; X) ≥ I(X̂ → X),
where the above quantities are computed with joint distribution induced by the code.
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Using this lemma in (A.67), we obtain
(A.69) R ≥ I(X̂ → X).
By assumption, the sequence of codes with rate R achieves distortion D. This
means that the induced output distribution PX̂|X satisfies the distortion constraint
in Theorem 2. Therefore, we have
(A.70) R ≥ I(X̂ → X) ≥ Rff (D).
A.3.1 Proof of Lemma A.8
Let Q̂XN ,F N ,X̂N be the joint distribution induced by the source code as in (A.63).
From Definition 2.12, we have





n=1 P (Xn|Xn−1, X̂n)
,
where the distributions are those induced from the source code. The upper-case
notation we have used indicates that we want to consider the probabilities and the






i(FN ; XN)−~i(X̂N ; XN)
)
≥ 0.













Since F n(Xn−1) = X̂n, we have
P (XN |FN) =
N∏
n=1
P (Xn|Xn−1, FN) =
N∏
n=1























(fN ,xN ,x̂N )∈G

















In the remainder of this section, we drop the subscripts of the probabilities since the
arguments make it clear what P refers to in each case.
∑
G
Q̂F N ,XN ,X̂N (f
N , xN , x̂N) =
∑
G




























(xN ,x̂N ):fN (xN−1)=x̂N
N∏
n=1












= 2−Nδ · 1,
(A.76)
where (a) follows from the fact that x̂N = fN(xN−1) and (b) since the term
P (x̂n|xn−1, x̂n−1, fN) is equal to 1 when x̂n = fn(xn−1) and zero otherwise. (c)
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is obtained by evaluating the inner summation first over xN , then over xN−1 and













(fN ,xN ,x̂N )∈G















Thus we have proved (A.72). Now, using the inequality
(A.79) lim inf
inprob
(an + bn) ≤ lim sup
inprob
an + lim inf
inprob
bn
in (A.72), we get
























~i(X̂N ; XN ).
(A.80)
Or,
(A.81) I(F ; X) ≥ I(X̂ → X),
completing the proof of Lemma A.8.
A.4 Proof of Theorem 3
The source distribution is a sequence of distributions PX = {PXn}∞n=1, where for
each n, PXn is a product distribution. The rate-distortion function for an arbitrary
memoryless source without feed-forward is













Part 1: We first show that for a memoryless distortion measure with an expected
distortion constraint, a memoryless conditional distribution achieves the infimum.
Let PX̂|X = {PX̂n|Xn}∞n=1 be any conditional distribution, for which the sup-directed
information is I(X̂; X) and expected distortion is D. We will show that there exists
a memoryless conditional distribution PML
X̂|X such that IML(X̂; X) ≤ I(X̂; X) and
the expected distortion with PML
X̂|X is the same, i.e., D. From the corresponding joint












where PXi,X̂i , i ∈ {1, · · · , n} are the marginals of PXn,X̂n . Clearly, for any N , the















is the same for PML
XN ,X̂N
. We need to show














an ≥ lim sup
inprob
bn,
it is enough to show that lim infinprob an − bn ≥ 0. This would imply
0 ≤ lim inf
inprob
an − bn ≤ lim sup
inprob





































We want to show that the lim infinprob of the expression in (A.88) is ≥ 0. This is
















(xN , x̂N) : PXN |X̂N (x















































= 2−Nδ · 1,
(A.90)
where (a) follows from the definition of G and (b) is obtained by evaluating the sum
first over xN , then over x̂N and so on. The arguments in (A.86) and (A.87) complete
the proof that the infimum achieving distribution can be assumed to be memoryless
in source coding without feed-forward. We now show that feed-forward does not
change the rate-distortion function of the memoryless source.
Part 2: Let {CN}∞N=1 be any sequence of codes with feed-forward, with rate R,
that is achievable at distortion D. For any given block length N , a joint distribution
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described by (A.63) is induced:
(A.91) Q̂XN ,F N ,X̂N = PXN · PF N |XN · δ{X̂N=F N (XN−1)}.
All probability distributions in the remainder of this section are marginals drawn





n=1 Q̂Xn,X̂n . The subscript ML on an information quantity will imply
that Q̂ML
XN ,X̂N
is the distribution being used to compute it. As shown in Appendix
A.3 ((A.64) to (A.67)), for this joint distribution we have
(A.92) R ≥ H(F ) ≥ H(F )−H(F |X) ≥ I(F ; X).
It remains to show that when the source is memoryless,


















i(FN ; XN)− i(X̂N ; XN)
)
≥ 0







































































(xN , fN , x̂N) : Q̂XN |F N (x











(xN ,x̂N )∈ν(fN )
Q̂XN |F N (x
N |fN)Q̂X̂N |XN ,F N (x̂













Q̂X̂N |XN ,F N (x̂





(xN , x̂N) : Q̂XN |F N (x






Since fN and xN determine the reconstruction x̂N , Q̂X̂N |XN ,F N (x̂
N |fN , xN) = 1 if












Q̂X̂N |XN ,F N (x̂




















i(FN ; XN)− i(X̂N ; XN) < −δ
)]
≤ 2−Nδ
→ 0 as N →∞,
(A.98)
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proving (A.94). We have shown that any achievable rate R (with feed-forward)
satisfies
R ≥ IML(X̂; X).
This implies that the rate-distortion function with feed-forward is the same as that
without feed-forward.
A.5 Proof of Theorems 4 and 5
We first give the proof of Theorem 4. We will use the error-exponent result proved
by Iriyama for a general source without feed-forward. For source coding without feed-




R∗(D|Y) ≤ R(D, r|X) ≤ sup
Y:Dl(Y||X)≤r
R∗(D|Y),
with equalities if R(D, r|X) is continuous at r. In (A.99), the quantities have the
same definitions as those in Section 2.5, except that there is no feed-forward.
Recall from Section 2.4.1 that every source coding system with feed-forward is
equivalent to a source coding system without feed-forward defined in terms of code-
functions. For the no-feed-forward version, the reconstruction is a code-function FN
and the distortion is given by
dn(X
n, F n) = dn(X
n, F n(Xn−1)), ∀n.
Hence, (A.99) holds for the source coding problem with source X and reconstruction
F . Clearly, any rate-distortion function for the no-feed-forward X −F system is the
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same as the rate-distortion function for the system X − X̂ with feed-forward. Thus
we obtain (2.58).
To prove the second part of Theorem 4, we use Theorem 5 from [40]. Applying
this theorem to the X − F source coding system (no feed-forward), we obtain
(A.100) inf
F:D(Y,Ŷ)≤D
I(F ;Y) ≤ R∗ff (D|Y) ≤ inf
F:D(Y,Ŷ)≤D1
I(F ;Y), 0 < D1 < D
We can use the same procedure used in Appendix A.2 to prove the direct part of







Theorem 5 can be proved in a similar fashion, using code-functions and appealing
to Theorems 2 and 4 in [40].
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A.6 Proof of (2.69)
Ik(X̂
















































P (xN , x̂N)
P (xN) · P (x̂k)
∏N





P (xN , x̂Nk+1|x̂k)
P (xN)
∏N






n=k+1 P (x̂n, xn−k|x̂n−1, xn−k−1) · P (xNN−k+1|x̂N , xN−k)
P (xN)
∏N













m=1 P (xm|x̂m+k−1, xm−1) ·
∏N
m=N−k+1 P (xm|x̂N , xm−1)∏N−k


















Proofs for Chapter 3
B.1 Proof of Lemma 3.3
Ik(X
N → Y N)







P (xN , yN) log














P (xN , yN) log
P (xN , yN)












P (xN , yN) log
P (xN , yN)












P (xN , yN) log
P (xN , yN)∏N




P (xN , yN) log
P (xN , yN)
~P k(xN |yN) · P (yN)
.
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B.2 Proof of Theorem 9
B.2.1 The joint distribution
The input distribution is of the form
(B.1) Pk,lX|Y,S = {PXn|Xn−1,Y n−k,Sn−l}
∞
n=1.
In order to specify the joint distribution of all the variables in the system, we first
define the notion of a code-function in the context of our problem.
Definition B.1. A channel code-function fN is a sequence of N mappings {fn}Nn=1
such that fn : Yn−k × Sn−l → X .
Figure B.1 depicts the role of a code-function. At time 0, we can imagine an outer
encoder mapping the message to a code-function FN . Thus a channel codebook of
block length N , rate R is actually a set of 2NR code-functions. In each future
time instant, this code-function FN determines the actual channel input using the
feedback and state-information available at that time. The dashed box in Figure B.1
is a ‘channel’ without feedback with input FN and output (Y N , SN).
The different variables in the systems (with n denoting time) are Fn, Sn, Xn, Yn.
For our analysis, we will introduce another variable En , (Y n−k, Sn−l). In other
words, En represents the information available at the encoder at time n. We can
now describe the joint distribution of the system variables, Q(FN , SN , XN , Y N , EN).




is given by (B.1). Recall that FN = {Fn}Nn=1 is chosen at time 0. Also note that the
state information SN is generated independently of the channel input and output.
Further, without loss of generality, we can assume that SN is generated at time 0.
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This assumption does not alter the joint distribution even if the symbols Sn are
actually generated in real time[82]. Thus we have
Q(FN , SN , XN , Y N , EN) = P (FN)P (SN)
N∏
n=1
Q(Xn, Yn, En|Xn−1, Y n−1, En−1, FN , SN)
= P (FN)P (SN)
N∏
n=1
Q(Xn|Xn−1, Y n−1, En−1, FN , SN)Q(Yn|Xn, Y n−1, En−1, FN , SN)
·Q(En|Xn, Y n, En−1, FN , SN)
(a)
= P (FN) · P (SN) ·
N∏
n=1
P (Xn|Xn−1, En−1)P ch(Yn|Xn, Y n−1, Sn)δ(En=(Y n−k,Sn−l)),
(b)




ch(Yn|Xn, Y n−1, Sn)δ(En=(Y n−k,Sn−l))
(B.2)
where (a), (b) are justified as follows. (Xn−1, Y n−1, En−1, FN , SN) represents all the
events that have occured until time n−1. From this information, the encoder is only
allowed to choose the input Xn depending on (X
n−1, En−1), the information it has
access to. Hence
(B.3) Q(Xn|Xn−1, Y n−1, En−1, FN , SN) = P (Xn|Xn−1, En−1).
From the definition of the channel, given all the information until time n, the output
Yn depends only on (X
n, Y n−1, Sn). So we have
(B.4) Q(Yn|Xn, Y n−1, En−1, FN , SN) = P ch(Yn|Xn, Y n−1, Sn).
Finally, (b) follows from the definition of code-function.
Since we have not made any assumptions such as stationarity and ergodicity of
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  Outer 
Encoder
FN
Figure B.1: The role of a code-function
characterize the capacity. The following definitions will be required.
~P 1XN ||Y N |SN (x





~i(xN ; yN |sN) , log
PXN ,Y N ,SN (x
N , yN , sN)
~P 1
XN ||Y N |SN (x
N ||yN |sN)PY N (yN)
,(B.6)




~i(XN ; Y N |SN).(B.7)
B.2.2 Proof of capacity result- Direct part
We first characterize the input distribution QXn|Xn−1,En−1 induced by a given code-
function distribution PF N . Define the following:
graph(fn) =
{












Lemma B.2. Suppose we are given a channel {PYn|Xn,Y n−1,Sn}Nn=1, state distribution
{PSn}Nn=1 and a code-function distribution PF N , such that the joint distribution is
given by Q as in (B.2). Then the induced input distribution for all n is given by
Q(xn|xn−1, yn−1, sN) = Q(xn||xn−1, en−1) = Pfn|fn−1(Γn(en−1, an)|Γn−1(en−2, an−2)).
Proof. The first equality follows from the arguments used to justify (B.2). The second
inequality can be proved using steps similar to Lemma 5.1 in [78].
Lemma B.3. For any valid joint distribution on the system as in (B.2),we have
QF N ,Y N (f
N , yN)
QF N (fN)QY N (yN)
=
QXN ,Y N |SN (x
N , yN |sN)
~Q1
XN ||Y N |SN (x
N ||yN |sN)QY N (yN |sN)
.
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Proof. Similar to Lemma 5.2 in [78].
As a consequence of the above lemma, we have for our system
(B.9) I(F ; Y ) = I(X → Y |S).
Outline: The ‘channel’ from FN to Y N is one without feedback. Hence its capacity
is characterized by I(F ; Y ) [84]. Let {P ∗Xn|Xn−1,En−1}
∞
n=1 be the input distribution
that maximizes I(X → Y |S). Suppose we choose a code function distribution such
that for every N , its induced input distribution (given by Lemma B.2) is equal to
P ∗Xn|Xn−1,En−1 . Then, by virtue of (B.9), we have I(F ; Y ) = IP ∗(X → Y |S). Since
rates arbitrarily close to I(F ; Y ) are achievable, we obtain the direct part. Thus
the key to proving the direct part is choosing a suitable a code function distribution
{PF N}. This is done as follows.
Definition B.4. Given an input distribution {PXn|Xn−1,En−1}Nn=1, a code-function
distribution PF N is called ‘good’ with respect to the input distribution if it in-
duces a joint distribution Q (according to (B.2)) that satisfies the following for
∀xn, yn, sn, n = 1, . . . , N :
Q(xn|xn−1, en−1) = P (xn|xn−1, en−1).
Lemma B.5. Given any input distribution {PXn|Xn−1,En−1}Nn=1, there exists a code-
function distribution PF N that is good with respect to it.
Proof. Define PF N =
∏N




PXn|Xn−1,En−1(an|f1, f2(e1), . . . , fn−1(en−2), en−1), ∀n.
It can be verified that PFn|F n−1 is a valid probability distribution and that
PFn|F n−1(Γn(e
n−1, an)|fn−1) = PXn|Xn−1,En−1(xn|fn−1(en−2), en−1).
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Then the goodness of PF N is established using Lemma B.2.
The proof of the direct part can be completed as described in the outline above.
B.2.3 Converse part
As in [78], the converse is a generalization of the converse found in [84]. We first
have the following lemma.
Lemma B.6. Every (N, 2NR) channel code with probability of error ε satisfies ∀γ > 0
ε ≥ Q
(
(xN , yN , sN) :
1
N
QXN ,Y N |SN (x
N , yN |sN)
~Q1
XN ||Y N |SN (x




Proof. First use Theorem 4 of [84] for the ‘F −Y ’ channel without feedback and then




Proofs for Chapter 4
C.1 Proof of Theorem 11
To keep the notation in the proof simple, we will use P to denote the source
distribution PX and W to denote the conditional distribution PX̂|X. Let W̃ denote








In the various stages of the proof, the distribution used to calculate the information
quantity is indicated in the subscript. A ˜ indicates that the quantity is calculated
using the joint distribution PW̃ .We will show that if (4.7) is satisfied, then
(C.1) Ik PW̃ (X̂ → X) ≥ Ik PW (X̂ → X),
thus proving the optimality of W .
Step 1: We will first show that






















an − lim sup
inprob
bn ≤ lim sup
inprob
(an − bn),
















































where GX̂n,Xn is the joint distribution on (X






is shown to be true in Theorem 8(a) in [84]. Thus (C.2) holds.












n, X̂n) + βn(X
n) ≤ lim sup
in prob PW
dn(X
n, X̂n) + βn(X
n)(C.5)
for an arbitrary sequence of functions βn(.). Intuitively, this seems reasonable since
the distribution on Xn is the same for both LHS and RHS of (C.4) and so the
inequality is preserved by adding any function of Xn. This can be formally proved
as follows.
Recall that lim supin prob PW an is the smallest number α such that
lim
n→∞





d(Xn, X̂n) = a1 and lim sup
in prob PW̃
d(Xn, X̂n) = a2,
with a2 ≤ a1. Also, let
lim sup
in prob PW



























b1 − β(xn) ≥ a1 w.p.1 under PX.




n, X̂n) + βn(X
n) > α) = 0




n, X̂n) + βn(X
n) > α) ≤ lim sup
n→∞
PPW̃ (d(X




























where (a) holds due to (C.6) and (b) holds because a2 ≤ a1.Thus (C.7) holds if (C.4)
is true.
Step 3: Here we use the results of Steps 1 and 2 to prove (C.1). For λ > 0, we
have



















































where (a) follows from (C.2) in Step 1, (b) is from (C.4) in Step 2. Now we set
(C.10) λdn(X
n, X̂n) + βn(X






, λ > 0
to obtain



































Now, since PXWX̂|X is k-directed information stable, we have












Further, as a consequence of (4.6),
(C.13)
Īk PW (X̂ → X) = lim sup
N→∞
Ik(X̂
N → XN) = lim inf
N→∞
Ik(X̂



















Using this in (C.11), we get


















Rearranging (C.10), we obtain the required condition.
C.2 Proof of Corollary 4.2
From Theorem 11, we know that for sufficiently large n, the distortion measure
has to be of the form
dn(x

















where the last equality is obtained by writing P (xn, x̂n) =
∏n
i=1 P (xi, x̂i|xi−1, x̂i−1)
and using (4.1) for ~P k(x̂n|xn). Since the joint distribution satisfies (4.9), we have
(C.16) P (xi, x̂i|xi−1, x̂i−1) = P (xi, x̂i|xi−1i−m).
P (x̂i|x̂i−1, xi−k) can be simplified as follows.





































= P (x̂i|x̂i−1, xi−ki−k+1−m).
(C.17)
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In the above chain of equalities, (a) has been obtained using the Markov structure
of the joint distribution, given by (4.9). Substituting (C.16) and (C.17) in (C.15),
we obtain the required expression.
C.3 Proof of Theorem 12
Let P′kX|Y denote any other input distribution that achieves lower cost than P
k
X|Y
over the channel. In the sequel, the symbol ′ will denote that the quantity is computed
using the joint distribution
P ′XY , ~P
′k
X|Y · ~P chY |X .
We will also use the notation
PXY , ~P
k
X|Y · ~P chY |X .
We have
(C.18) lim sup
in prob P ′XY
cn(X
n, Y n) ≤ lim sup
in prob P ′XY
cn(X
n, Y n).
We will show that if (C.18) is satisfied, then
(C.19) IPXY (X → Y ) ≥ IP ′XY (X → Y )
under the conditions of the theorem, thus proving the optimality of PkX|Y.
Step 1: We will first show that


















an − lim inf
inprob




to show (C.20), it is enough to see that
lim inf







which is true from Theorem 8(a) in [84].
Step 2: Here we use Step 1 to prove (C.19). We have
































in prob P ′XY
[β · cn(Xn, Y n) + b0]− lim sup
in prob PXY
[β · cn(Xn, Y n) + b0]
(C.21)
where β > 0 and (a) follows from (C.20) in Step 1, (b) is from (C.18). Now set
(C.22) βcn(X








Since PXY is directed information stable, we have from (4.16)








I(XN → Y N).
Further, as a consequence of equality in (4.16),
(C.24)
ĪPXY (X → Y ) = lim sup
N→∞
I(XN → Y N) = lim inf
N→∞

















IPXY (X → Y )− IP ′XY (X → Y ) ≥ lim sup
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