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This dissertation presents two network realization 
procedures using the state-space approach- The first 
procedure is the realization of a transfer function~ A 
sta·te model (A,B,C,D) is obtained from the given transfer 
function by inspection, where A is a companion matrix. 
Through a similarity transformation T, another state model 
(F,G,H,J) is obtained, where F is a tridiagonal matrix and 
can be realized by a RC-gyrator ladder network~ 'rhe input 
source is inserted in the proper position of the ladder 
network, and the output is obtained through a summing 
circuit. It is a unified procedure and uses simple 
algebraic computation. A general expression of the 
similarity transformation T is derived for any order. 
It is a minimal realization. 
'rhe second procedure is the realization of an A matrix 
with a symmetrical lattice network. It is shown that the 
network functions of a symmetrical lattice network have a 
common factor in their numerators and denominators. Also, 
the eigenvalues of the A matrix are the poles and zeros of 
the driving-point functions. 'rhe A-matrix realization 
procedure is based on these properties. 'rhe synthesized 
network that consists of RC, RL , LC, or RLC elements 
depends on the locations of the eigenvalues of A. I t is 
not a minimal realization. 
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A. STATEMENT OF THE PROBLEM 
This dissertation is divided into two parts. The 
first part presents a state-space transfer-function 
synthesis with resistors, capacitors, gyrators, and 
operational amplifiers. It is included in Chapter 3 
and Chapter 4. The second part is included in Chapter 5, 
and it presents an A-matrix realization procedure using 
symmetrical lattice networks. The motivation is given 
below. 
It is known that control system theory and network 
theory have been closely related, because the mathematical 
methods in both fields are very similar, or identical. 
However, the recent developments of state-space methods 
in control system theory have been more advanced than 
those in network theory (1). The modern approach in 
1 
system theory uses state-space methods while the classical 
approach uses frequency domain or Laplace-transform methods. 
S ome distinct differences between these two approaches are: 
1) The modern approach uses a state-space description 
of a network or system which emphasizes the internal 
structure as well as the input-output performance. 'rhe 
classical approach uses a Laplace-transform description 
which emphasizes the input-output performance only. 
2) The modern approach uses matrix algebra as a 
mathematical tool which is easily formulated and program-
mable on a digital computer. ~he classical approach is 
2 
more concerned with complex variable analysis and relies on 
a variety of synthesis techniques. 
Another interesting feature of the state-space method 
is that it can be used to solve the stability and minimi-
zation problems and has resulted in some new concepts such 
as controllability and observability. 
Synthesis of a transfer function is a primary 
consideration in network theory and in control system 
theory. '_llhe network realization of transfer functions has 
been presented by many authors (1-9). But a simple unified 
state-space synthesis procedure using passive networks 
without transformers and with a minimum number of reactive 
elements has not yet been found. 
The first part of this research presents a systematic 
state-space synthesis procedure for various kinds of 
transfer functions. ~he synthesized network contains a 
minimum number of reactive elements. The gyrators and the 
capacitors are used, for they can replace inductors and 
transformers, which are undesirable in practical appl ica-
tions because of their weight, size, and fabrication 
difficulties. It is impossible to fabricate inductors and 
transformers in integrated circuits, while an ideal gyrator 
can be f'abricated in an integrated circuit as an individual 
component or realized by operational amplifiers (11,12). 
The second part presents an A-matrix realization pro-
cedure with symmetrical lattice networks. 'l 1he 
symmetrical lattice networks are investigated i n t h is 
research because of their symmetrical structure a n d 
because the i r transfer functions can have right-hal f 
s-plane transm i ssion zeros (10). The motivation is to 
develope a unified procedure for realizing a state model 
with symmetrical lattice networks without transformers. 




B. TECHNICAL APPROACH 
The state model of a linear passive network has the 
following general form, 
d dtx(t) = Ax(t) + Bu(t) (l.B .. la) 
y(t) = Cx(t) + Du(t) (l.B.lb) 
where x is the state vector consisting of twig-capacitor 
voltages and chord-inductor currents, u is the input source 
vector, and y is the output vector. Equation (l.B.la) is 
called the state equation. Equation (l.B.lb) is called the 
output equation. It is noted that A,B,C, and D are 
constant matrices which contain the element values and 
the topological information including the input source 
and the output. Of these matrices, A is the most important 
one, because it contains the complete description of the 
network element interconnections and values. It also 
describes the natural response of a network. 
In the classical approach the driving-point and the 
transfer functions may be used for the port descriptions of 
networks. 'These network functions are rational functions 
of the complex variable s, with a certain distribution of 
poles and zeros. They completely determine the external 
behavior of the network under any excitation, but they give 
no information about the internal structures. ~he network 
transfer function W(s) can be obtained from equations 
(l.B.1) by taking their Laplace · transform. 'i'hus, 
~ v C s ) = Y ( s ) ;u ( s ) 
= t ' ( I A 1 -l 'J + D v s - J b 
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where I is an identity matrix. I n equation (1. 3 .2) D,C, and 
D are constant matrices; therefore, the eigenvalues of A are 
the poles of the transfer function W(s) which are also call-
ed the natural frequencies of the network(?). T'hus the A 
matrix completely describes the natural respo~se and c on-
tains the internal structure information. 
7he first part of this research starts by obtain i n g an 
A matrix in symbolic form. Since the A matrix contains all 
the network topological information and the element values, 
comparing a given numerical A matrix with the synbolic A 
matrix yields a source-free network realization. ·r he reali-
zable condition is also derived. ~he A matrix in trid i a go-
nal form satisfies this condition and is used for the trans-
fer- function synthesis. 
11' 0 realize a transfer function, a nee essary -transforma-
tion is derived. This transformation transforms a state 
d 1 o -(A n r D) mo e , n 1 - , .u , v , , into another state model, H2= (F ,G, H, .J) , 
where A is a companion ma-trix and F is a tridiagonal matrix. 
The reason is that ~ 1 can be obtained easily from W( s) by 
inspection, but R2 is always realizable. 'i_'he matrix P 1s 
realized with a li.C- gyrator ladder network. I'he matrix G 
gives the information where to insert the input source. l he 
output is obtained through a summing circuit which consists 
of an operational amplifier and some resistors whose 
values depend on the matrices Hand J. 
The second part presents an A-matrix realization 
procedure with symmetrical lattice networks. Some special 
properties relating the network functions and the eigen-
values of the A matrix are analyzed. 'Ehe realization of 
a given A matrix is based on these properties. The reali-
zed network contains RC, RL, LC, or RLC elements depending 
on the locations of the eigenvalues on the s-plane. 
6 
II . REV IEW OF L ITERATURE 
lVIany classical techniques for transfer-function 
synthesis have been presented in the literatures. Karni 
(3), Yengst (4), Mitra (6) and many others have written 
texts for various classical synthesis procedures~ Lucal 
(3,4) developed a procedure to realize driving-point and 
transfer functions as three-terminal RC networks. 
7 
Guillemin (2,3,4) presented another synthesis procedure 
resulting in two-port networks. Fialkow and Gerst (2,3,4) 
showed the necessary conditions for a transfer function to 
be realizable. Ho (4) developed a matrix factorization 
technique resulting in RLC ladder networks. Weinberg 
(4,14) presented a procedure for transfer-function reali-
zation with symmetrical lattice networks. Shenoi (15) 
designed a transistor circuit to realize a gyrator and 
cascaded it between two RC networks. Most of the classical 
synthesis procedures are in the complex-frequency domain 
and usually vary for each of the different types of 
transfer functions. 
Since Bashkow(l6) first defined the A matrix as a new 
network description in 1957, there has been a growing 
interest in the state-model concept of network analysis and 
synthesis. Bryant (17) in 1962 derived the explicit form 
of Bashkow's A matrix for a RLC network. 
The necessary and sufficient condition for a constant 
A matrix to be realizable by a passive time-invariant net-
work is that A is a stable matrix, i.e., all the eigenvalues 
Q 
of J'-t have nonposi tive real parts and the purely imaginary 
eigenvalues have mul tiplicity one. Tow (18) and Silverman 
(19) presented differ ent proofs for this condition with 
passive networks consisting of res is tors . capac itors ,and 
inductors or consisting of resis t ors, capacitors,and gyra-
tors. 
Many procedures have been presented in the realization 
of an A matrix. Dervisoglu (20) realized the A matr ix with 
a class of RLC networks that contain no all-capacitor loops 
nor all-inductor cut-sets, and the resistive part forms a 
connected subgraph. Nordgreen and Tokad (21) used a differ-
ent approach for realizing the A matrix with passive RLC 
networks. The given A matrix is partitioned and factored 
into 
and the realizability depends on the property that A1 mus t 
be a paramount matrix in order to be realized as a resistive 
network. 
Yarlagadda (22) presented a procedure for realizing a 
tr i diagonal A matrix with LC ladder network terminated with 
one resistor. lhis trid i a gonal matrix is der i ved from the 
Routh array of a Hurwitz polynomial,and it is used in th is 
research for the transfer-function synthesis. Yar l agadda 
and Ye ( 23 ) developed a procedure for A-matrix realizat i on 
with RC, nullator, and norator ne t wor ks . ~his pro cedure is 
then extended to realiz i n g an admittance matrix. 
The transfer-function synthesis us ing th e state-space 
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approach has been presented by several authors. 'rhe meth od 
by Dewild, S ilverman, and Newcomb (24) is based upon the 
formation of an almost skew-symmetric admittance matrix Y 
loaded with capacitors. The matrix Y is made positive real 
by the use of Lyapunov transformation and is synthesized 
with resistors and gyrators. A minimum number of 
capacitors is used in the synthesized network. 
Fowler and Yarlagadda (25) presented a unified 
state-space procedure for transfer-function synthesis. I n 
this procedure a tridiagonal matrix is developed by using 
Navot•s method (26). The synthesized network consists of 
RLC ladder networks in parallel and may require transform-
ers for interconnection. Several books,such as those by 
Newcomb and Anderson(l,9), include synthesis of transfer 
function matrices using the state-space approach and are 
presently available. 
Two different realization procedures are developed 
in this dissertation. The :first procedure realizes a 
transfer function with a state model having a tridiagonal 
A matrix. The synthesized network consists a RC-gyrator 
ladder network and a summing circuit for the output. I t 
is an i nteresting synthesis procedure from the modern 
system theory approach. The second procedure realizes 
a stable A matrix with RLC symmetrical lattice networks. 
This procedure uses a new property that relates the 
A-matrix eigenvalues to the critical frequencies of the 
driving-point immittance function. 
III. RC-GYRATOR SYNTHESIS OF THE A IM~H IX 
A. I NTRODUCT ION 
1. Outline 
10 
In Chapter 3 the A-matrix realization procedure is 
presented which is used in the transfer-function synthesis 
presented in Chapter 4. The procedure is outlined below. 
1) In Section J.B a homogeneous state equation 
in symbolic form for portless RC-gyrator networks is 
derived. Then the state equation is simplified under 
some topological constraint. 
2) In Section J.C an A-matrix realization procedure 
is presented. The realization of a tridiagonal A matrix 
is discussed in Section J.C.4. 
3) I n Section 4.B a similarity transformation is 
presented. This transformation gives the desired state 
model for a given transfer function. 
4) In Section 4.C a unified synthesis procedure 
for various kinds of transfer functions is presented. 
The flow chart in Figure J-1 g ives more information 
about this synthesis procedure. 
Given a proper transfer function 
W(s) 
Find the state model realization 
(A,B,C,D), using equations (4"B .. J) 
Find the similarity transformation 
rr 
n' using equation (4.B.lJ) 
• 
Find the state model realization 
{F,G,H,J), using equations (4.B.4) 
Realize (F,G,H,J) by the procedure 
of Section 4.C.l 




2. Preliminary Considerations 
A scalar transfer function W(s) is defined a s a real 
rational function which relates the Laplace-transformed 
input U(s) to the output Y(s) through 
Y(s) = W(s) U(s) 
and can be written as 
W(s) (J .. A .. 2) 
If the denominator polynomial is Hurwitz and there is no 
common factor in the denominator and numerator of W(s), 
W(s) is called a proper transfer function. 
W(s) is related to its state model 
X = Ax + Bu ( J .. A .. J a ) 
y = Cx + Du (J.A.Jb) 
by 
W(s) = C(sik - A)-lB + D (J .. A.4) 
where A is a (k•k) matrix, B is a (k·l) column vector, 
C is a (l·k) row vector, D is a scalar constant, and k 
is the dimension of the state. The set of constant 
matrices, R=(A,B,C,D), is called a state model realization 
of W(s). It is known that R is not unique (l). To 
realize W(s), it is necessary only to realize a set of 
matrices (A,B,C,D). 
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1. The Linear Graph of Ideal Gyrators 
An ideal gyrator is a two-port nonreciprocal device 
and can be described by the impedance matrix, 
= [: -:] (J .. B .. l) 
or by the admittance matrix, 
(J.B.2) 
as shown in Figure 3-2a. Both Z and Y are skew-symmetric g g 
matrices; r is the gyration resistance, and g is the 
gyration conductance. Its linear graph can be represented 
by two branches either in a tree or in a co-tree (?) as 
shown in Figure 3-2b. (S ee Appendix E) 
The linear graph of a n-port gyrator network with 
an admittance matrix YG is represented by n branches 
either in a tree or in a co-tree. Consider a three-port 
two gyrator network whose admittance matrix is: 
0 g1 g2 
YG = -gl 0 0 (J.B.J) 
- g 2 0 0 
The gyrator network and i ts linear graph are shown 1n 






(a) An ideal gyrator and 
(b) its linear graph 
(a) (b) 
Figure 3-3. ( a) A three-port gyrator network 
and (b) its linear graph 
14 
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2. Derivation of l he State Equation 
I n this section a homo ~eneous state equation of a 
RC-gyrator network is derived. The matrix elements used 
in this section are defined as follows: 
I - An identity matrix. 
YR - Diagonal resistor conductance matrix. 
YG - Skew-symmetric gyrator admittance matrix. 
Ct' Rt - Di a gonal capacitance and resistance matrices. 
Bt ' B1 - Unimodular circuit submatrices. (S ee Appendix B) 
Qt' Ql - Unimodular cut-set matrices. 
VRt' IRt - Twig-resistor voltage vector and current vector. 
VCt'ICt - Twig-capacitor voltage vector and current vector. 
V rtl, _LRl - Link-res is tor voltage vector and current vector. 
VGl' IGl - Link-gyrator voltage vector and current vec t or. 
BCG' BRG' BCR' ERR - Unimodular submatrices of a circuit 
matrix, where the first subscript indicates that 
the element is in the tree, the second, is in 
the co-tree. 
The derivation starts with an arbitrary network 
containing resistors, capacitors, and gyrators. Find 
a proper tree; that is, all capacitors of the network 
are in the tree. Write the fundamental circuit equation 
in symbolic form (?), 
Bf v(t) = 0 (J. i3 .4) 
where 
B f 
the cut-set equation, 
16 
Q i ( t) = 0 (J. B.6) 
where 
(J.B.?) 
and the v-i relations of the network components. From 
these sets o:f equations a state equation can be derived. 
S ince this network contains no sources,the state equation 
is homo geneous, i.e., 
X = A X (J.B.8) 
The derivation is now presented in detail below. 
Assume an arbitrary network N consisting of resistors, 
capac i tors, and gyrators with no all-capacitor loops. Find 
a proper tree with all the gyrators contained in the co-tree 
and write the fundamental circuit equation as follows, 
vet 
[Bee BRG I ~] VRt = 0 (J. B.9) BCR BRR 0 VGl 
VRl 
where all capacitors are in the tree and all gyrators 
are in the co-tree. 
17 




r~ 0 I . l 1Rt -BCG -BCR = 0 I I -B~R 1Gl -BRG 1Rl (J.B.lO) 
The v-i relations for the capacitors, tree-branch 
resistors, link resistors, and gyrators are 
rc t ( t) = ct ~t vct(t) (J. B.ll) 
VHt(t) = R IRt(t) (J.B .. l2) t 
IRl(t) = YR VRl(t) (J .. B .. lJ) 
and IGl(t) = YG VGl(t) (J .. i3.14) 
Now we proceed to obtain the state equation in the 
form of equation (J.B .. 8) .. S ince network N contains only 
capacitors as energy-storage elements, the capacitor 
voltages are considered to be the state variables. From 
equations (J.B.lO) and (J.B.ll) we get 
Substituting equations (J.B.l3) and (J.B.l4) into 
equation (J.B.l5), we get 
(J.:i3.15) 
1 8 
Rewrite the right side of the above equation in matr i x form 
(J .. B.l6) 
From equations (J.B.lO) and (J.B.l2) we get 
VRt = Rt [ B~G 1Gl + B;R1R1] 
= Rt [B~GYGVGl + B~RYRVR~ (J.B.l?) 
'fhe last step follows by substituting for IGl and IHl 
from equations (J.B.l4) and (J.B.lJ). Substituting VRt 
from equation (J.B.l?) into the first equation of (J.B.9), 
we get 
or 
~ + BRGRtB~GYG] VGl + [BRGRtB;RYR J ~Rl = -BCGVCt 
(J.B.l8) 
From equations (J.B.9) and (J.B.l?) we get 
and by rearranging it becomes 
[BRRRtB~GYG] VGl + [r + BRRRtB;RYR] VRl = -BCRVCt 
(J. B.l9) 
Combine equations (J , : -~ . 1 8 ) and (J. £3~1 9 ) i n matr i x focm 
(J . 3 . 20) 
Let the coeffic ient matrix be deno ted by i .I 
( J. :s . 21) 
• 
I + i3 . r:> Rt Bl);>Y ~ 
h.l\. \ .:. \. 1 ~ 
and assume its inverse exists. Then the state equation can 
' be obtained by substituting (VGl VRl) ' from equation 
(J.B.20) into equation (J. B.l6) 
B~R YR 1 f,l-1 [ i3 CG 
BCR 
(J • . 3 .22) 
'f o assure the existence of th e i nverse of i :~ and simplif y 
the A matrix , a topological constraint is considere d in 
the next section. 
J. A S implified S tate Equation 
In order to obtain a simple closed form for the A 
matrix of equation (J.B.22) so that it can be used in the 
realization procedure, it is assumed that network N 
contains all its resistors in the co-tree. r his implies 
that there are no tree-branch resistors; submatrices BrtG 
and BRR are zero. The coefficient matrix M reduces to 




Then the A matrix has the form 
A 
- -




[Ask+ Asy J - '--'t (J. B.24) 
where 
Ask • = BCGYGBCG (J.B.25) 
and 
A = B~RYRBCR sy (J.B.26) 
Note that Asy is a symmetric matrix and Ask is a skew-
symmetric matrix. The fundamental circuit matr i x of 
equation (J.B.9) now becomes 
21 
BCG I 0 
Bf = (J.B.27) 
BC R 0 I 
This section is now summarized. A source-free state 
equation has been derived as shown in equation (J.B.23) 
which corresponds to a class of RC-gyrator networks with 
the properties that there are no all-capacitor loops and 
all resistors are in the co-trees. When a numerical A 
matrix is compared with this symbolic A matrix, the 
element values and topological information can be 
obtained. The A-matrix realization procedure is 
presented in detail in the following section. 
C. S YN 'rHES IS OF THE A I.1ATR IX 
1. Introduction 
A transfer-function synthesis is equivalent to the 
realization of a set of matrices (A,B,C,D) which is the 
state model of the transfer function. The A matrix con-
tains both the topological information and element value 
information. Therefore, its realization is fundamental 
to the transfer-function synthesis and is presented in 
this section. The matrices (B,C,D) which describe the 
input and output are considered in the next chapter. 
I n S ection J.C.2 the A-matrix realization procedure 
is outlined,and each step is discussed in detail. 
22 
In Section J.C.J an example is given which demonstra-
tes the realization technique. ·rhe realization of an 
arbitrary A matrix depends on the paramount character 
of the matrix Asy and on a proper extraction of the 
matrix ct. 
In S ection J.C.4 it is shown that a tridiagonal A 
matrix is always realizable by a ladder network. I,hus 
it provides the motivation for findin g a similarity 
transformation which transforms a companion A matrix 
into a tridiagonal matrix, since a companion A matrix 
is easily obtained from the denominator of the transfer 
function. This similarity transformation is included 
in Chapter 4. 
2. A-Matrix Realization Procedure 
~he followin g procedure for realizing a real square 
A matrix is developed from the state equation (J.B.2J). 
It should be pointed out that only those A matrices with 
the forms mentioned below and in the next section can be 
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realized by this procedure. To realize an arbitrary stable 
A matrix, a certain condition must be satisfied as shown 
in the procedure. 
Step 1) Extract or remove a diagonal matrix c~1 according 





Decompose the remaining part into a symmetric 
matrix Asy and a skew-symmetric matrix Ask· 
Check that A is paramount. (See Appendix B). 
sy 
. ' . ' Decompose Asy 1nto BCRYRBCR and Ask 1nto BcGYGBcG· 
Write the fundamental circuit matrix Bf and draw 
the corresponding network. 
In S tep 1 the matrix Ct gives the values of the 
capacitors and it is extracted in such a way that A is 
sy 
made paramount. (See the example below). 
I n S tep 2 the symmetric part and skew-symmetric part 
of a square matrix B are given by (29) 
B = (B + B' )/2 
sy (J.C.la) 
(J.C.lb) 
In S tep 3 this method fails if A is not paramount. sy 
In S tep 4 the matrix A is decomposed by Cederbaum~ sy 
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algorithm as shown in Appendix B. 'i?he matrix Ask can always 
be decomposed by assuming BCG is an identity matrix or a 
diagonal matrix with the diagonal elements one or zero where 
the zero entries correspond to the zero rows of Ask" (S ee 
example below). The unimodular matrices BCR and BCG give 
the network topology • YR is a diagonal matrix and gives 
the values of the resistors. YG is a skew-symmetrical ma-
trix which describes the port relations and gives the gyra-
tion conductances of the gyrators. 
It should be pointed out that only those A matrices 
with A paramount can be realized by this procedure. In sy 
the following section it is shown that a special tridiagonal 
A matrix which is obtained from the Routh array (22) can 
always be realized with a RC-gyrator ladder network, because 
the matrix Asy is always paramount. ~rherefore, only this 
tridiagonal A matrix is considered for the transfer-func-
tion synthesis presented in Chapter 4. 
It is interesting to point out that an A matrix of a 
passive RLC network is realizable by this procedure. For 
a RLC network the A matrix has the following general form, 
(J.,C.2) 
where Y and Z are paramountsymmetrical matrices and c and L 
are positive-definite diagonal matrices (7,17). 'rhe sym-
metrical matrix A of equation (J.C.2) is sy 
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which is paramount. The followin g example illustrat e s the 
realization procedure. 
3· An Example 
Consider the A matrix of a RLC network ( 13) ' 
2 -l 0 0 0 0 
-1 2 -l 0 -l l 
0 -2 4 -2 0 0 
A = - (J.C.3) 
0 0 -2 2 0 -2 
0 3 0 0 0 0 
0 
-3 0 3 0 0 
Step 1) S ince this is a passive RLC A matrix, the matrix 
Ct can be extracted such that the off-diagonal 
elements which correspond to the matrix H in 
equation (J.C.2) are made skew-symmetric. 
-l 
1 0 0 0 0 0 2 -l 0 0 0 0 
0 l 0 0 0 0 -1 2 -l 0 -1 1 
0 0 l/2 0 0 0 0 -l 2 -l 0 0 
A 
- -
0 0 0 l/2 0 0 0 0 -1 l 0 -l 
0 0 0 0 l/J 0 0 l 0 0 0 0 
0 0 0 0 0 l/3 0 -l 0 1 0 0 
(J.C.4) 
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Thus, the d i agonal c apacit or matr i x yie l ds 
cl = c2 = 1f .. 
c3 = c4 = 1/2f. 
c5 = c6 = 1/Jf. 
Step 2) Decompose the second matrix of equation (J.C.4) 
into Asy and Ask' according to equations (J- C.l). 
Step J) 
2 -1 0 0 0 0 
-1 2 -1 0 0 0 
0 -1 2 -1 0 0 
A 
--sy 0 0 -1 1 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 -1 1 
0 0 0 0 0 0 
Ask -- 0 0 0 0 0 -1 
0 1 0 0 0 0 
0 -1 0 1 0 0 
A is a paramount matrix. I t can be decompo s ed sy 
by Cederbaum's algor i thm as shown below. 
Step 4) Decompose Asy into the triple produc t B~ RYHBcR · 















0 0 1 
1 0 0 1 0 0 0 1 -1 0 0 0 0 
-1 1 0 0 1 0 0 0 1 -1 0 0 0 (J.C.5) 
0 -1 0 0 0 1 0 0 0 1 -1 0 0 
0 0 0 0 0 0 1 1 0 0 0 0 0 
0 0 0 
Equation (J.C.5) yields the unimodular matrix Bert 
and the conductance matrix YR which gives the 
resistances for the four re-sistors of 
The matrix Ask can be decomposed as follows. 
0 0 0 0 0 -1 1 1 0 0 0 0 0 
1 0 -1 1 
1 0 1 0 0 0 1 
0 -1 0 1 0 l 1 
(J. C ~6) 
Equation (J.C.6) yields the unimodular matrix BCG 
and the gyration admittance matrix YG which g ives 
the gyration admittances for the three gyrators of 
g 2 5 =-1, g 26 = +1, and g46 = -1. ~he gyrator com-
ponent network is shown in Figure 3-4a. 
Step 5) From equation (J~ B .27 ) , the fundamental circuit 
matrix is 
0 '0 
1 0 1 0 
0 0 0 0 1 0 1 1 1 
I 









0 0 0 0 I 1 I 0 
-1 0 0 0 1 
1 -1 0 0 0 1 
0 0 0 0 0 1 
The network corresponding to this circuit matrix 
is shown in Figure 3-4b. 
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From the above example it is seen that the realization 
of an A matrix depends on the extraction of the matrix Ct 
such tha~t the matrix Asy is paramount. The following sec-
tion shows that a special tridiagonal A matrix can always 
be realized by a RC gyrator ladder network. 
g25 
~ 
~ ~ 0 + v g2 
g26 
..-... 









Figure 3-4. (a) The gyrator network and 
:g4 




4. Reali za tion of a Tridiagonal A Matrix 
It is known t hat a ladder network i s related to a 
tridiagonal mat rix. A tridiagonal A matrix can be derived 
from a Hurwitz polynomial by several methods. The modified 
Routh array method (22) gives only one nonzero element in 
the diagonal while Navot's method (26) gives two nonzero 
elements in the diagonal . 
A tridiagonal matrix as obtained by the modified 
Routh array has the form 
-kl -k2 








S e e Appendix C. When a tridiagonal A matrix with this 
form is realized by the procedure of Section J.C.2, it 
is found that it can always be realized with a RC-gyrator 
l a dder network as described below. 
Step 1) The diagonal capacitor matrix Ct is simply an 
identity matrix which yields unity values for 
all of the n capacitors. 
Step 2) The matrices A and A k are eas i ly obtained sy s 







0 ·k 2 0 






A is a paramount matrix. 
sy 
A is decomposed as follows; 
sy 
' A = BCR YR BCR sy 
l 
0 
= [kl ][1 0 . . .. o] 
0 
which gives the matrix BCR and only one resistor 
with resistance of R1 = 1/k1 . 
Ask is decomposed by letting BeG = I, an identity 
matrix. 'rhus, 
which yields (n-1) gyrators with admittances 
S tep 5) 
1 
1 












1 I 0 
-0 1 0 
0 
l I 0 
------+----------4--
. . 0 I 0 0 I 1 
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The corresponding network is shown in Figure 3-5. 
The same tridiagonal mat+ix realized by Yarlagadda's 
procedure results in an LC ladder network terminated with 
one resistor (22). Figure 3-5 is the fundamental circuit 
for the transfer-function synthesis presented in the 
following chapter. If the matrix F of equation (J.C.?) has 
a zero k., i.e., W(s) has a jw-axis simple pole, the 
l 




Figure 3-5· RC-gyrator ladder network of a 
tridiagonal A matrix 
c 
n 
IV. RC -GYRATOR SYNTHESIS OF TRANSFER FUNCTIONS 
A. INTRODUCTION 
Chapter 3 presents the procedure for realizing an A 
matrix. It is shown in Section J.C.4 that a tridiagonal 
matrix F can be realized with a RC-gyrator ladder network 
which is the fundamental circuit for the transfer-function 
synthesis presented in this chapter. 
It is known that a state model (A,B,C,D) is easily 
obtained from a transfer function with A in companion 
form. A necessary similarity transformation T is derived 
n 
in Section 4.B which transforms the state model (A,B, C ,D) 
into a realizable state model (F,G,H,J), where F is a 
tridiagonal matrix. Then the state model (F,G,H,J) is 
realized by a procedure described in Section 4.C. 
33 
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B. ~rHE SIMIL AR I ·r Y I'RANS FORMAT I ON 
1.. 'l,ransfer Func t ion and It s i'v'I inimal Realizations 
In this section an important theorem from system thea-
ry is first introduced. Based on this theorem a similarity 
transformation Tn is derived and is used for the synthesis 
of transfer functions presented in the next section. 
A transfer function W(s) with no pole at infinity as 
defined in equation (J.A.2) can be written as 
W(s) 
n-1 
c 1 s + ••• + en 
= d + 
S n + n-1 a 1 s + .... + an 
(4.B.l) 
or equivalently 
(4.B .. 2 ) 
where (A,B,C,D) is a state-model realization of W(s). 
Minimal Realizations 'i'he set of constant matrices R = (A, B, 
C,D) is said to be a minimal realization (9) or an 
irreducible realization of W(s ) , if k assumes its 
smallest possible value k . , which is the mi nimum 
m1n 
number of energy storage elements necessary t o 
physically realize W(s). 
It has been shown that all minimal realizations of a 
given transfer function W(s) have the same dimension k .• 
m1n 
Also the set of matrices (A, B,C, D) with matrix A in 
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companion form 
0 l 0 0 
0 0 l 0 0 
A = (4 .. B.Ja) 
0 1 
-a -a 
n-l -al n 
0 
B = (4.B.Jb) 
0 
l 
c = [en c . • . cl J n-1 (4.B.Jc) 
D = d (4. B.Jd) 
is a minimal realization of a transfer function W(s) where 
a necessary and sufficient condition is that W(s) has no 
common factors in its numerator and denominator (1,30). 
If this condition is satisfied, then the dimension k . is 
mln 
equal to n and equals the order of the A matrix. 'r he 
theorem for existence of Tn is now introduced. 
Theorem I: Let R1 = (A,B, C,D) and R2 = (F,G,H,J) be two 
minimal realizations of a g iven transfer function W( s). 




F = T-1 A 'r (4.B.4a) n n 
G = T-lB (4 .. B.4b) 
n 
H = c T (4 .. B.4c) 
n 
J = D (4.B.4d) 
The proof of this theorem can be found in the reference (1). 
Note that the matrices (F,G,H,J) have the same dimensions 
as the matrices (A,B,C,D) respectively. 
Based on Theorem I and Appendix C, a similarity 
transformation T is derived, which transforms the minimal 
n 
realization R1 = (A,B,C,D) to another minimal realization 
R2 = (F,G,H,J), where R1 is in the form of equations 
(4.B.J) and the matrix F in rt 2 is in the tridiagonal form 
as shown in equation (J.C.?). A second-order case is 
first derived as an example to illustrate the procedure 
for obtaining the nth_order similarity transformation. 
2. A S econd-Order S imilarity Transformation ~ 2 
Consider a second-order Hurwitz polynomial Q(s) as 
the denominator of W(s) in equation (4.B.l), 
Q(s) = s 2 + a 1 s + a 2 
The companion A matrix is 
a 1 , a 2 > 0 
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(4. B.6) 
and by using the procedure of Appendix C the tridiagonal 
matrix is 
-nl -fi2 
F = (4.B~7) 
fi2 0 
It is easily verified that both A and F have the same 
characteristic polynomial which is identical to Q(s). 
By Theorem I there exists a nonsingular (2•2) trans-
formation matrix 'r 2 which transforms A into F; i.e., 
or equivalently 
= 'l' 2 F (4. 13 . 8) 
By assuming 
and substituting T 2 ,A, and F into equation (4.B.8), 
(4. 3 .10) 
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Carry out the multiplication of equation (4.B.l0) and 
equate like entries of the resulting matrices. We now 
can rewrite these equations as 
al -fi2 1 0 tl 
0 0 -1 fi2 t2 
= 0 (4.B.ll) 
a2 0 0 ;a2 tJ 
0 a2 -fi2 al t4 
This is a homogeneous matrix equation whose coefficient 
matrix has nullity of 1. One solution of T2 is 
(4.B.l2) 
Since the rank of equation (4.B.ll) is three, the solution 
is not unique. In equation (4.B.l2) the value of t 3 is 
assumed to be unity. 
Since an nth_order similarity transformation T of 
n 
equations (4.B.4) is necessary to yield a state model 
(F,G,H,J),where F is a tridiagonal matrix, and it has 
not been published in the literature, its general expre s sion 
is derived for the purpose of simplifying the synthesis 
procedure. The general expressions for T and T-l are 
n n 
presented in the following section, and the proof is 
in included in Appendix D. 
A t h · d S • • l • r il f t · til n n - Or e r 1m1 ar 1ty lrans orma 10n 1 
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n 
In this section an nth_order similarity transformation 
rr1 is presented, which transforms the companion state-model 
n 
realization (A,B, C ,D ) into a tridiagonal state-model 
realization (F,G,H,J)~ S ome special properties of 'T are 
n 
described below .. 
1) It is found that T can be expressed as the product 
n 
of two matrices, 
r = p • K-l 
n n n 
(4~B.lJ) 
where p is a quasi-triangular matrix as shown in equation 
n 
(4.B.l6a) and K is a diagonal matrix as shown in equation 
n 
(4.B.l5). The k .• s 
l 
are obtained from the first column of 
the modified Routh array. 
2) The inverse of Tn' T~1 • can also be expressed as 
a product of two matrices, 
-1 
·r = K • Q n n n (4.B .. l4) 
where Q is a quasi-triangular matrix as shown in equation 
n 
(4.B.l7a) and K is the same matrix of equation (4.B.l5). 
n 
It is noted that Q = p-1 . 
n n 
3) T is increased in the direction as shown by the 
n 
dashed lines for the second and the third order cases. 
Note that each higher-order term is expressed in terms 
of lower-order terms and k.'s. For any order n T can 
l ' n 
be computed from these sets of equations when the k.'s 
l 
are known~ 
4) It is seen that in both P and Q each nonzero 
n n 
entry is separated by a zero both column and row-wise. 
Also k1 does not occur in the transformation matrices. 
A numerical example is given in the next section. It 
illustrates the procedure of computing a similarity 




K = n (4. B.l5) 











1 0 • 
2 
- -. - ( k4 + •• 
1 I 0 I 2 
I I • • + kn) 
• Pn,n-1 Pnn 
1 2 I 
1-(k +., .. 
0 I 3 I 
I 2) I 
I • .+k 
, n 1 
1 0 
(4 .. B.16a) 
p .. =0 ; if (i+j) <(n+1) , or ct=(i+j)-(n+1) is odd, lJ 
= 1 ; if (i+j) = (n+l), 
d/2 





0 I 2 I q11 q12 • 1 ( kJ+ • • 0 1 
1 +k2) 
I • • n 
2 
q21 
(k4+ • • 0 1 2 
• • + k ) I_ _______ 
n 








(4 . i3 .17a) 
q .. = 0 lJ if ( i+j)> (n+1) , or d= (n+l)-(i+j) is odd, 
= 1 ; if (i+j) = (n+1) , 
~1 2 
= ~ ki+2+m qi+2+m , J·-m 
m=O 
otherwise. 
(4 . B. l7b) 
4. A ~ransformation Matrix Example 
Given a transfer function W(s) 
W·( s) = 
The companion A matrix and the tridiagonal matrix of W(s) 
are 
0 1 0 0 
0 0 1 0 
A = 
0 0 0 1 
-17 -10 -10 -2 
and 
-k1 -k2 0 0 
k2 0 -k3 0 
F = 
0 k3 0 -k4 
0 0 k4 0 
where k1 = 2, k2 = /5. k3 = /815, and k4 = ../1?/5. 
From equation (4.B.l5) the diagonal matrix K4 is 
1 0 0 0 
0 J5 0 0 
K4 = 
0 0 ft 0 
0 0 0 ./136/5 
4J 
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From equations (4. B.l6a ) and (4. B .. l6b) the matrix P4 i s 
0 0 0 1 
0 0 l 0 
p4 :::::: 
0 l 0 -17/5 
1 0 
-5 0 
Then from equation (4.B.l3) the similarity transformation 
is 
0 0 0 /5/136 
0 0 l//8 0 
'r = 4 (4 .. B.l8) 0 1//5 0 -/1?/40 
l 0 -5/fi 0 
~rhe inverse of :r4 can be computed from equation (4.B.l8) or 
from equation (4.B.l4); it is 
It is verified that '1.,4-1 A ,., 14 = F . This transformation 
matrix ·r 4 will be used for the transfer-function synthes i s 
in the following section. 
C. SYNTHESIS OF TRANSFER FUNCTIONS 
1. Outline of the Synthesis Procedure 
The general procedure for the synthesis of a proper 
transfer function W(s) as given in equation (J.A.2) is as 
followsz 
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Step 1) Obtain a companion state model (A,B,C,D) for W(s) 
as shown in equations (4~B.J). 
Step 2) 
Step 3) 
Obtain the k.'s from the modified Routh array. 
1 
Compute the similarity transformation 
from equation (4.B.l3)~ 
T 
n 
Step 4) Find matrices (G,H,J) from the equations in 
Theorem I: 
(4.C.l) 
H = C T (4.C .. 2) 
J = D (4.C.J) 
Step 5) Realize the state model (F,G,H,J). 
The matrix F is tridiagonal with the form shown in 
equation (J.C.?) and is realized by a RC-gyrator ladder 
network as illustrated in Section J.C.4. The matrices 
(G,H,J) relate the input source to the ladder network 
and the output from the network. They are discussed in 
detail for different kinds of transfer functions in the 
following sections. 
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2. Synthesis of the Open-Circuit Transfer I mpedance 
Function z21 (s) 
The transfer-impedance function z21 (s) relates the 
i nput current I. (s) to the output voltage V (s) by ln o 
(4.C.4) 
where z21 (s) has the form given in equation (J.A.2). At 
step 4 in the procedure outlined inS ection 4.C .1, a state 
model of W(s) is obtained, which is 
x=Fx+Gu (4.C.5) 
y = H X + J u (4.C.6) 
'r he matrix F is in tridiagonal form. 'l'he matrix G, as 






Thus, the state equations for z21 have t he followin g form: 
VCl -k 1 -k2 













I . ln 
(4. C. 8 ) 
From the realization procedure of Section J.C.4 and 
equation (4.C. 8) , the current source I . is shown to be ln 
at the input terminals of the ladder network and in 
parallel with the resistor H1 as shown in Figure 4-l .. 
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This can be proved by taking the KCL equation at node 
1 of Figure 4-1, 
(4.C.9) 
where R1 = l/k1 and g12 = k 2 • Equation (4.C.9) is the same 
form as the first equation of (4.c.8). r herefore, Figure 
4-1 is the realized network of the state equation (4.C.8). 
Now consider the output equation. ~he matrix H, as 
derived from equation (4.C.2), is 
H = c ,r 
= [h h ... h J n n-1 1 (4.C.l0) 
where h!s are scalar constants. For a proper scalar trans-
l 
fer function as defined in equation (J.A.2), matrix Dis 
zero. From equation (4.C.J) 
J = D = 0 









Figure 4-1. The synthesized network of the 




Fi gure 4-2. 
(b) 
m 
G+ =I: Gj 
j=O 
n 
G - = L G-: j=O J 
m G-t: 
v L (RG - + 1)2 = 0 + j=l G 
n 
-J~ RG"7 v-: J J 
(a) A scalar circuit 
(b) a buffer circuit and 









Special Case: H = [o o ··· 0 hJ 
Presentation of the special case, for which h1 is the 
only nonzero entry of H, will help in understanding the 
general case presented next. Consider a transfer function 




2 21(s) = 1 
n + sn- + + s a 1 ••• an 
·rhe matrix c is 
C = [en 0 • • • 0] 
(4 .. C.l2) 
and the matrix H as derived from equation (4.C.2) has the 
form 
H = [ 0 • • • 0 h 1] 
Then the output is 
Vo = hlVCn 
where VC is the voltage across the capacitor C .. V can n ~ - n o 
be obtained through a scalar circuit (an inverter) which 
is shown in Figure 4-2a with the resistor ratio Rf/Ra = h 1 . 
It is assumed that the input impedance z. of the scalar 1n 
is much higher than the impedance across the capacitor Zen' 
such that the loading effect is negligible. 
Note that there are other special cases with only 
one nonzero h .• 
l 
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' . In general, the h. s are not zeros, the output voltage 
l 
V can be obtained by using a summing circuit (summer) as 
0 
shown in Figure 4-2c (9). A buffer circuit as shown in 
Figure 4-2b may be used to reduce the loading effect. The 
following example is given for illustration. 
Example. Realize the following open-circuit transfer 
impedance function (31); 
( ) 2s 3 + 5s 2 + 3s + 9 z21 s = ~--~~=----~--~~----~----
s4 + 2s3 + 10s 2 + lOs + 17 
(4.C.14) 
Follow the procedure outlined in Section 4.C.1. 
Step 1) The companion state model(A,B,C,D) for z 21 ( s) is 
0 1 0 0 
0 0 1 0 
A = 
0 0 0 1 






c = [9 3 5 2] 
D = 0 
Step 2) Calculate the modified Routh array to obtain 
the k!s as illustrated in Appendix c . 
l 
kl = 2 
k2 =/5 
k3 = /875 
k4 = /17/5 
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Step 3) r he similarity transformation T4 and ~~l are 
already computed in the example of Section 4.B.4. 
0 0 0 /5/136 
0 0 
rr 4 = 
l//8 0 
0 l//5 0 -/17/40 
l 0 
-5//8 0 
0 5 0 l 
17/5 0 /5 0 
1'41 = 
0 ft 0 0 
/136/5 0 0 0 
Step 4) From equations (4.C.l), (4.C.2), and (4.C.3), the 
matrices (G,H,J) are obtained,and the state model 
is shown below. 
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VC1 -2 -/5 0 0 VC1 1 
VC2 /5 0 -/875 0 VC2 0 d 
:;::; + I. dt 1n 
VCJ 0 /8/5 0 -)17/5 VCJ 0 
VC4 0 0 /17/5 0 VC4 0 
VC1 
VC2 
[2 /5 -71/8 -J 40/1 ~ VCJ v = 0 
VC4 
This state model is realized by the circuit shown in 
Figure 4-J, where the output is obtained through a summer. 
The state-variable method (9) realizes the state model 
(A,B,C,D), which is obtained by inspection as shown in S tep 
1, with four integrators and two summers. 
The passive synthesis procedure (31) requires one 
transformer and four ladder networks in parallel; each 
ladder network has two resistors, two capacitors and two 
inductors. 
In Figure 4-3 four buffers may be required to avoid 
the loading from the summer-
buffer 
buffer 
Rl =(/8/7) R 
R; =(/17/40)R 
R+ = 0.88 R 1 
R; = 0. 78 R 






3. Synthesis of the Voltage Transfer Function T(s) 
The voltage transfer function T (s) relates the input 
voltage V. and the output voltage V by the relation 1n o 
v ( s ) = rr ( s ) v . ( s ) 
o 1n 
and has the form given in equation (J.A.2). Following 
54 
the procedure outlined in Section 4.C.l, the state equation 
for T(s) is found to be 
VCl -k1 -k2 0 VC1 1 VC2 k2 0 -k3 VC2 0 
d 
= + v. dt 1n 
vc 0 k 0 -k vc 0 n-1 n-1 n n-l 
vcn k 0 vcn 0 n 
(4.C.l5) 
Equation (4.C.l5) is similar to equation (4.C.8), except 
that a voltage source is the forcing function in this case-




Figure 4-4. The synthesized network of the 





- i 1 L....._...____.._--o 
Figure 4-5. The equivalent network at node l 
of Figure 4-4 
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Equation (4.C.l5) is realized by the ladder network 
as shown in Figure LJ,-4. Note that the voltage source has a 
value of V. /k1 and is in series with a resistor whose value ln 
f his result can be proved by first taking the KCL 
equation at node 1 in the equivalent circuit of Figure 4-5 , 
which is 
(4 . C.l7) 
and seeing that it is the same as the first equation of 
(4 . C. l5) . The output equation is similarly realized as for 
the case of z21 (s). A second-order filter is realized in 
the following example for illustrative purposes . 
Example Realize the following Butterworth function 
•r(s) = l/2 
s
2 
+ fi s + 1 
Step l) The state model (A , B,C,D) is 
A = [_: ~] 
B 
=[: l 
c = [ l/2 o] 
D = 0 
Step 2) S ince A is in tridiagonal form, the similarity 
transformation T is not necessary in this case. 
Step 5) The state equation and the output equation for 






This state model is realized with a RC-gyrator 
ladder network as shown in Figure 4-6, where an 
57 
inverter is used to obtain the output with a scale 
factor Rf/R1 = 1/2. 
Many authors have presented the synthesis of voltage 
transfer functions. It is interesting to compare the 
synthesized networks by different procedures for the s ame 
transfer function in the above example. 
'rhe ne ·twork synthesized by the state-variable method 
(9) us e s two integrators and one summer. ·rhe passive 
synthesis procedure (24) requires two capacitors, three 
gyrators and one resistor. 
-1 
~ 
c =1 1 
R f 




V = -V 0 
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4. Synthesis of the Short-Circuit Transfer Admittance 
Function Y21 (s) 
The short-circuit transfer admittance function Y 21 (s) 




(s) by the followin g equation: 
I ( s) = Y21 ( s) V. ( s) o 1.n 
where Y21 (s) has the same form as given in equation (J.A.2). 
Following the procedure in Section 4.C.l, the state equa-
tion is obtained and has the same form as equation (4.C.l5 ) . 
The output equation for Y21 (s) is 
I o = [ hn hn-l · · · h 1] (4.C.l8) 
The output current can be obtained through a summer 
and a high-value resistor or a voltage-to-current converter 
(VIC). See the example below. S everal operational 
amplifier VIC circuits discussed in the reference (27) 
may be used. 
Example. Synthesize the following s hort-circuit t ransfer 
admittance function, 
Y 21 (s) = 
2 
-2s - 12 
Step 1) The matrices (A,B,C,D) for Y21 (s) are 
Step2) 
Step 3) 
0 1 0 
A = 0 0 l 
-25 -17 -5 
B = [:] 
c = [ -12 -2 o] 
D = 0 
The k.'s from the modified Routh array are: 
l 
The similarity transformation matrix T as 3 
calculated from equation (4.B.l3) is 
0 0 l//5 







The matr i x H is 
H = er 
= [o -1//3 -12//5] 
Then the state model for y 21 ( s) 
VC1 -5 -/12 0 vc1 
VC2 :::: fi2 0 -/5 VC2 
VC3 0 /5 0 VCJ 
vel 
I 0 = [o -1/}3 -12//5] VC 2 
is 
1 
+ 0 v. 1n 
0 
Step 5) The synthesized network of this state model is 
shown in Figure 4-7· It may require two buffers 
to eliminate the loading from the summer. 
The state-variable method (9) requires three 
integrators, two summers and one VIC. 
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R2 = /J R 
RJ =(/5/12)R 
buffer 
c = 1 2 
R 
c =1 3 
Figure 4-7· The synthesized network of 
Example (4 .. C.4) 
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+ 
V. RLC S Y~~ETR ICAL LATTICE NETWOHK SYN~HES IS 
A. INTRODUCT I ON 
The last two chapters presents a procedure for 
transfer-function synthesis using a modern system theory 
approach. The synthesized network contains a minimal 
number of capac i tors which is equal to the denominator 
degree of the transfer function. ·r he given transfer 
function W(s) is assumed to have no common factors in 
its numerator and denominator. Als o this assumption i s 
a necessary and sufficient condition for the matrices 
(A, B ,C,D) to be a minimal realization of W(s) as stat ed 
in Section 4. B.l. 
This chapter presents a procedure for realizing an 
A matrix with RLC symmetrical lattice networks. I t is 
observed that the number of reactive elements of a 
symmetrical lattice network is greater than the denomina-
tor degree of its transfer function. Therefore, it is 
not a minimal network,and Theorem II proves that there 
ia cancellation of a common factor in the network 
functions. Also Theorem II I proves that the eigenvalues 
of the symmetrical lattice A matrix are t he saMe a s t he 
poles and zeros of its driving-point func t ion after 
cancellation. 
A given A matrix i s real ized with a RC, RL, LC , or 
RLC symmetrical lattice ne t work, depend i n g upon the 
locations of its eigenvalues. 
5-l. 
S ee flow chart in Fig ure 
6J 








All are simple 
negative real 
RC or RL 
Section 5.c 
complex-conjugate 




Figure 5-l. The flow chart for the procedure of A-matrix 
synthesis with symmetrical lattice networks 
Figure 5-2. A RLC lattice network 
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B. ANALYSIS 
When comparing the eigenvalues of the A matrix with 
the poles and zeros of the network functions (drivin~-point 
and transfer functions) of a symmetrical lattice network, 
the well-known property of Theorem II is observed and the 
new property of Theorem I II is found~ Both theorems and 
their proofs are g iven below. 
Theorem II: For a symmetrical lattice network each 
network function has a common factor in its 
numerator and denominator. 
The proof is as follows. Consider a nonsymmetrical 
lattice network S as shown in Figure 5-2. T'he open-circui t 
parameters are 
and 
_(za + zc)(zb + zd) 
(za + zb + zc + zd) 
= (zb + zd)zc - (za + zc)zd 
(za + zb + zc + zd) 
(5.B.l) 
(5. B.2) 
If S is symmetric, zc = zb and zd = za; then z11 and z12 
become 
and 
(za + zb)2 
2(za + zb ) 
(zb- za ) (za + zb ) 
2(za + zb ) 
(5 .. B . J ) 
(5.B.4) 
It is seen that a common factor exists when S becomes 
symmetrical. 
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When the common factor (za + zb) in z11 and z12 is 
removed, equations (5.B.J) and (5.B.4) become 




2 (zb -za) (5 .. B. 6) 
wh ich are the same as derived directly from a symmetrical 
lattice network (2,J). 
Next consider the y parameters. From Figure 5-2 
and 
= 
yb(ya + yc) - Ya(yb + yd) 
(ya + Yb + Yc + yd) 
where Ya = 1/za' yb = 1/zb, Yc = 1/z , and yd = 1/zd. c 
If S is symmetric, Yc == y and yd = ya; then b 
(y + 2 yb) (5.B.9) a y11 = 2(y + yb) a 
and 
= 
(yb - ya) (ya + yb) (5.B.l0) y12 2(y + yb) a 
It is seen that there is a common factor in the numerators 
and denominators of y 11 and y12 • When the common factor is 
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removed, ( 2, 3) , 1 
y11 = (ya + yb) 2 (5.B.ll) 
and 
1 (yb - y ) y12 = 2 a (5.B.l2) 
The proofs for z 22 , z 21 , y 22 , and y 21 are similar and are 
omitted. Theorem II can also be proved by using topolo g i-
cal formulas for network functions (10,34). 
The following theorem shows the relation between the 
eigenvalues of the A matrix and the critical frequencies 
of the driving-point functions. 
Theorem III: The eigenvalues of the A matrix of a symmetri-
cal lattice network are the same as the zeros 
and the poles of the driving-point function 
with the common factor removed. 
The proof is as follows. For a symmetrical lat t ice 
ne -twork some poles have been cancelled by the zeros as 
shown in Theorem I I. In the proof of this theorem, we 
only need to show that the poles of the network function 
before cancellation are the same as the poles and zeros 
of the driving-point function after cancella-t ion. Vie 
can find the poles fro m the denominator of y 11 (or y 1 2 ). 
In the lattice network S of F i gure 5-2, le t 






From equation (5-B.?) the driving-point 
the 
y1 1 = 
network s is 
N N N Nd ( a + ____£) ( c + ) D Db n Dd a c 
N Nb N Nd ( ___£ + - + __£+ Dd ) D Db D a c 
(NaDbDcDd+NbDaDcDd+NcDaDbDd+NdDaDbDc ) 
(5. B-lJ) 
I f S is symmetrical , Yc = yb and yd = Ya which implies 
that 
and 
Nd = N a' = D a 
then equation (5- B.lJ) becomes 
(N D + N D ) 2 
a b b a 
After cancelling the common factor, 
(5 . .B ,l4) 
(5. B. l6) 
We see that the poles of y11 before cancellation are from 
the denominator polynomial DaDb(NaDb + NbDa) of equation 
(5.B.l5), and are the same as the poles and zeros of y11 
after cancelling the common factor, equation (5.B.l6). 
As shown in equation (l.B.2) the denominator of 
the transfer function before any factors are cancelled 
is the same as the characteristic polynomial Js i - AJ 
·r hus, the eigenvalues of the A matrix,which are same as 
the poles before cancelling the common factor,are the 
same as the poles and zeros of y 11 with the common factor 
removed. The proof ~or the open-circuit parameters is 
similar and is omitted. 
Corollary I: A symmetrical lattice network is not a 
minimal network. 
Theorems II and III prove that a symmetrical lattice 
network is not a minimal network, because some of the 
poles are cancelled with the zeros in the network functions. 
Thus, the order of the A matrix or the number of the 
reactive elements is greater than the degree of the 
transfer function denominator. Theorem II and Theorem III 
are illustrated by the followin g example. 
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Example For the symmetrical lattice network shown in 




s(s + R C ) 
2 2 
s + 
Note that the common factor in the above two equations 
has been removed. rhe denominator is of degree two, but 
there are four capacitors in the network. The A matr ix 
of this network can be found from a general state-model 
representation (31), 
l/C 1 
1/C1 -1/C 1 1/C1 
1/C 2 < 1 + 21~ 1 /?.. 2 ) I c 2 -1/C 2 -l/C2 
A = 
-1/C 2 -1/C 2 ( 1 + 2R1/l-{ 2 ) /C 2 l/C 2 





Figure 5-J. A symmetrical lattice 
(a) for finding the open-circuit 
parameters and 
(b) for finding the short-circuit 
parameters 
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~he calculation of the eigenvalues of A is quite tedious. 
It is found that its characteristic polynomial can be 
factored as 
l R1C1+R2C2+R2C1 
lsi- AI =s(s+H C )(s 2+----------------
2 2 R1R2C1C2 
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(5. B.20) 
By comparing the denominator of equation (5.B.l7) or 
equation (5.B.l8) with the characteristic polynomial of A, 
it can be seen that the quadratic term in equation (5.B.20) 
does not occur in the denominator of z11 or z12 because of 
cancellation as stated by Theorem II. Also this quadratic 
term is the numerator of z11 ,and the eigenvalues of A are 
the same as the poles and zeros of z11 as shown by 
Theorem III. 
To demonstrate the y parameters for Figure 5-Jb, 
s2 Rl Cl +H2C2+R2Cl l + R R C ~"' s + R1 R2Cl C2 c2 1 2 1°2 




rtl C1 +R2C 2-R2C1 
+ l s R1R2C1C2 s ,.... R1R2C1C2 1....12 
y12 = -( ) 2 
s + 1 
K1C1 











2R1 c 2 
l 
R C 1 1 
l • l 
and the characteristic polynomial is 
lsi-A I 
It is seen that the same quadratic factor does not occur 
in the denominator polynomial but is in the numerator of 
y11 as predicted by Theorems II and III. 
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The following sections present procedures for A-matrix 
realization based on Theorem III, on the characteristics 
of driving-point functions, and on the locations of the 
eigenvalues of A. 
C. SYNrrHES I S OF rrHE A IVIATRIX WITH RC OR RL S YMME TR ICAL 
LA T ,riCE NETWORKS 
1. Characteristics of RC and RL Driving-Point 
Immittance Functions 
Before the synthesis procedure is presented, some 
important characteristics of driving-point immittance 
functions (admittance or impedance) of RC and RL networks 
are listed below for easy reference (2,J). 
as 
Let a driving-point irnmittance function be written 
F(s) = k 
S n + n-1 + a 1 s 
. . . 
P(s) 
= k Q(s) 
where k is a scalar constant and Jrn-nl = 0 or 1. 
1) P(s) and Q(s) must be strictly Hurwitz. 
2) All the roots of P(s) and Q(s) must be simple and 
alternate on the negative real axis. 
J) For RC (or RL) networks, the driving-point 
impedance function ZRC (YRL) has a pole closest 
to the origin and a zero nearest infinity. 
On the contrary, the driving-point admittance 
function YRC (ZRL) has a zero neares t the origin 
and a pole nearest infinity. 





















2. Realization Procedure 
When the eigenvalues of a given A matrix are all 
on the negative real axis and simple, A can be realized 
with RC or RL symmetrical lattice networks~ The following 
realization procedure is based on the characteristics of 
RC or RL driving-point functions, and on Theorem III of 
section 5.B: 
Step 1) Find the eigenvalues of A. Check that all 
eigenvalues are simple and on the negative real 
axis .. 
Step 2) Arrange the eigenvalues along the negative 
real axis in the sequence shown in Figure 5-5· 
Step 3) Form a driving-point immittance function 
according to one of the types as follows: 
Type I 
-
RC symmetrical lattice 
(s-s ) (s-s ) • .. • 
Case 1) YRC = k 1 3 (s-s 2 )(s-s4 )··· 
2) 
(s-s 2 )(s-s4 )••· Case ZRC = k (s-s )(s-s )·~· 1 3 
Type II - RL symmetrical lattice 
Case l) 
(s-s )(s-s )~~~· 2 4 
(5.C.4) 
Case 2) ZRL = k 
(s-s1 ) (s-s 3 ) • • 
(s-s 2 ) (s-s4 ) • • 
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Step 4) Realize the desired driving-point function formed 
in Step J. 
In Step J the poles and zeros are chosen such that 
the characteristics of a driving-point immittance function 
listed in Section 5.c.1 are satisfied. 
In Step 4 the driving-point function is expanded by 
partial fractions and then grouped into two parts, accord-
ing to equation (5.B.5) or (5.B.ll). Since the constant k 
is arbitrary, the element values of the synthesized network 
may differ by a multiplicative constant with different k, 
but the critical frequencies remain the same. It is noted 
that the synthesized network is not minimal; the number 
of reactive elements is greater than the number of eigen-
values of A or the denominator degree-
J. An Example 
In this example the following A matrix is realized 








-1/2 1/2 4/J 
Step l) The characteristic equation of A is 
(s + l/2)(s 2 + 11/6 s + 1/6) = 0 
with eigenvalues of 
s 2 = -1/2 
s 1 = -(11-/97)/12 
s3 = -(11 +/97)/12 
All three eigenvalues are negative and real. 
Step 2) The eigenvalues are arranged as shown in S tep 1. 
Step 3 and Step 4) In this example each case is realized 
for illustrative purposes. 
·rype I - RC symmetrical lattice networks 
Case 1) 
= k s 2 + 11/6 s + 1/6 
s + 1/2 
s 
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= k ( s + 1/3 + ----) 




Let k = 1/2, the synthesized ne t works are 
shown in Figure 5-6 with 
s 
s + 1/2 
yb = s + 1/3 
__ s __ +l: 
1/2 3 s + 
s 
c) Ya = 1/2+s; yb = 1/3 s + 
Case 2) 
s + 1/2 
2HC = k s2 + 11/6 s + 1/6 
0.25 0.75 
= k( + ) 
s + 0.096 s + 1.74 
By assuming k = 1/2 the synthesized 
is shown in Figure 5-7 where 
0.25 
s + 0.096 
0.?5 
s + 1.74 
~ype II - RL symmetrical lattice networks 
Case 1) 
YRL 
s + 1/2 
= 
2 + 11/6 s + l/6 s 
k( 0.25 + 0-75 = 
s + 0.096 s + 







s + 0.096 s + 1. 74 
;rhe synthesized network is shown in Fig. 5-8 
case 2) s2 + 11/6 s + 1/6 
ZRL :::::: k 
s + 1/2 
s 
= k( s + 1/3 + ) 
s + 1/2 
I'he realized networks are shown in 
Figure 5-9 with k = 1/2 and 
s 
a) za = zb = s + l/3 
s + 1/2 
s 
b) za = + 1/3 zb = s 
s + 1/2 
s 
c) za = + s zb = 1/3 
s + 1/2 
It can be seen that the networks in Case 2 Eype I 
are the dual networks of Case l rype II. and the networks 








1 'o~ -------~-o 
(b) (c) 
Figure 5-6. The synthesized networks of 
Case l, Type I 
Figure 5-7. The synthesized network of 
Case 2, Type I 
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4 0.38 2 
2' 
Figure 5-8. The synthesized network of 











---~-o 2 1 1' 0 ./' ---- ---~-o 2' 
(b) (c) 
F igure 5-9. The synthesized networks of 
Case 2, Type II 
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1. Characteristics of LC Driving-point Immittance 
Functions 
Networks made up of inductors and capacitors are 
called lossless or reactive networks- It is known that 
all poles and zeros of a LC driving-point immittance 
function alternate on the jw-axis (3)8 The general form 
of a LC driving-point function (YLC or ZRC) follows. 
F(s) (5.D.l) 
where o~w1 <w2 c::::::w 3 
It is observed that F(s) is the ratio of an even 
polynomial to an odd one, or vice versa. 
2. Realization Procedure 
When the eigenvalues of an A matrix are all purely 
imaginary, the A matrix can be realized with a LC symmetri-
cal network by the following procedure. This procedure is 
based on Theorem II I of Section 5.B and the characteristics 
of LC driving-point functions. 
Step 1) Find the eigenvalues of A and see that they 
are all purely imaginary and simple. 
Step 2) Arrange the magnitude of the eigenvalues i n 
••• etc. 
Step 3) Form the driving-point immittance function 
as shown in equation (5.D.l). 
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Step 4) Realize the driving-point function formed in 
Step 3 by the partial-fraction expansion 
method. 
3. An Example 
In this example, the following A matrix will be 
realized with a symmetrical lattice network. Given 
0 0 0 0 0 5 0 
0 0 0 0 0 0 5 
0 0 0 5 5 5 -5 
A = 0 0 -1 0 0 0 0 
0 0 -1 0 0 0 0 
-2 0 -2 0 0 0 0 
0 -2 2 0 0 0 0 
Step 1) The characteristic equation of A is 
s ( s 2 + l )( s 4 + l3s 2 + 10) = 0 
which has all its roots on the jw-axis. 
Step 2) Arrange the magnitude of the roots in sequence 
as shown in Figure 5-10. 
Step 3) Form the driving-point admittance function, 
s
4 
+ 13s 2 + 10 
s(s 2 + 1) 





2 + 1 
Let k = 1/20 and choose 
1 
=- ( s + 10/s ) 
10 
1 2s 
yb = -( ) 
10 s 2 + 1 
The synthesized network is shown in Figure 5-11. 
0 
Figure .5-10. 
w =l 2 
The imaginary eigenvalues of 
Example (5.D.J) 
0.1 
F i gure 5-ll. The synthesized network of 
Example (S.D.J) 
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E. SYNTHESIS OF THE A MATRIX WITH RLC SY~ffiTRICAL LATTICE 
NETWORKS 
1. Characteristics of RLC Driving-Point Immittance 
Functions 
In this section the procedure for realizing an A 
matrix with a RLC symmetrical lattice network is presented, 
whenever the A matrix has complex-conjugate or multiple 
eigenvlues. 
It is known that a driving-point immittance function 
of a passive network is positive-real. The positive-real 
characteristic of a rational function F(s) is also a 
sufficient condition for F(s) to be a driving-point 
function of a RLC network. This sufficient condition is 
the foundation of passive network synthesis and was proved 
by Brune's synthesis procedure (2,3). 
Steiglitz and Zemanian (35) have shown, as a suffi-
cient condition, that if the poles and zeros of a rational 
function F(s) lie on a certain path or region in the left 
half s-plane (LHP), then F(s) is positive-real~ (See 
Appendix A). The simple alternation of poles and zeros 
on the negative real axis or jw-axis for the two-element 
kind networks is a special case of the general results~ 
2. Realization Procedure 
Step 1) Find all the eigenvalues of A and see that they 
are in LHP and in complex-conjugate pairs. 
Step 2} Form a driving-point immittance function F(s) 
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F(s) is positive-real if complex-conjugate pairs 
are grouped together as poles and zeros with 
n-fold alternation on a P-path. (See Appendix A). 
Step 3) Real~ze F(s) with a symmetrical lattice network. 
3. An Example 
The following A matrix is to be realized with a RLC 
symmetrical lattice network. 
Step 1) 
2 -0.5 -0.5 0.5 -0.5 
2 0.5 -0.5 1.5 1.5 
A 
- - 0 -0.5 0.5 0.5 0 
0 
-5 0 0 0 
0 0 
-5 0 0 
The characteristic equation of this A matrix is 
(s + 2)(s 2 + 10) ( s 2 + s + 5) = 0 
which has all eigenvalues in LHP and in complex-
conjugate pairs. 
Step 2) Form a driving-point impedance function, 
Z(s) (s
2 + s + 5) 
= k 
( s 2 + 10) ( s + 2) 
Step J) Realize F(s) by partial-fraction expansion, 
Z(s) = k ( + ) 
s 2 + 10 s + 2 




Figure 5-12. r he synthesized network of 
Example (5.E.J) 
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VI. SUMMARY AND CONCLUSIONS 
A. SUrM~RY AND CONCLUS IONS 
'rhis thesis presents the results of two synthesis 
procedures. One is the state space approach to the 
synthesis of transfer functions resulting in RC-gyrator 
network realizations. The other is a combination of 
state equation and classical synthesis procedures for 
realizing the A matrix with symmetrical lattice driving -
point immittances. The main results of the state-space 
s ynthesis procedure are included in Chapters 3 and 4. In 
Chapter 3 a simplified A matrix in symbolic form is 
derived, and the A matrix realization procedure is 
presented. In Chapter 4 a general expression for the 
similarity transformation is derived. By this similarity 
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transformation a state model for a given transfer function 
is obtained with the A matrix in tridiagonal form. The 
realization procedure for various kinds of transfer 
functions is presented in separate sections. some 
properties of this realization procedure follow. 
l) It is a unified state-space transfer function 
synthesis; the procedure is the same re gardles s of types 
or characteristics of the transfer functions Y21 (s) , z21 (s) , 
or T(s). There are no restrictions on the transmission 
zeros. 
2) I t is a minimal realization. Capacitors are the 
only energy stora ge elements in the synthesized network. 
3) The synthesized network contains no inductors or 
transformers and can be used in integrated circuits. The 
fact that the gyrators and capacitors share a common 
ground facilitates fabrication. 
4) The realization procedure uses simple algebraic 
computation. No computer computation is needed even for 
higher orders. 
5) There are restrictions on the topology of the 
realized network, as mentioned in Section J.B.J. 
6) Since the output is obtained through a summing 
circuit, loading effect may have to be considered. 
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Chapter 5 presents a procedure for realizing an A 
matrix with symmetrical lattice networks. Theorem II 
proves that each network function of a symmetrical lattice 
network has a common factor in its numerator and denomina-
tor. Theorem III proves that the A matrix eigenvalues 
are identical to the driving-point function poles and 
zeros. These results are used in the synthesis of an 
A matrix. Some properties of this synthesis follow. 
1) This A-matrix realization procedure is simple. 
2) The synthesized network is a symmetrical lattice 
in structure and is not minimal. 
3) Computer solutions are probably required for 
solving the A-matrix eigenvalues of higher 
orders. 
B. SUGGES TIONS FOR FURTHER STUDY 
An interesting extension of this research would be 
to find a similarity transformation that transforms an 
arbitrary A matrix to a companion A matrix or to the 
desired tridiagonal matrix F, and to determine whether 
a given state model can be realized by this procedure. 
Another idea to investigate is how to realize the 
A matrix in Schwarz form, which is a tridiagonal matrix 
similar to the matrix F. A similarity transformation 
which transforms a companion A matrix into a S chwarz form 
91 
has been published (33). This transformation is expressed 
in terms of each column of the Routh array and has a form 
similar to the transformation matrix T of S ection 4.B. 
n 
It is possible that a similar realization procedure can 
be derived. 
Another area of study is how to reduce or eliminate 
the topological constraints on the network. r his will 
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APPENDIX A 
SUFFICIEN11 COND I ·riON S ON POLE AND ZERO LOCA'l'IONS 
F OR RATIONAL POS I ·r I VE-REAL FUNCTIONS 
Steiglitz and Zemanian (35 ) derived the sufficient 
condit ions on pole and zero locations for a rational 
fun ction F(s ) to be positive-real. This appendix giv es 
their important results for easy reference. 
P-path: A P-path is generated by moving the complex 
conJ· u~ate pair (s ,s ) from s = 0 to s = i nfin ity i n 
_ _, p p 
such a way that Re(sp) is nonincreasing . Wherever 
Re(s ) remains constant on any portion of the P-path, p 
I m(s ) increases. p 
Examples of some P-path are shown in Figure A-1. Note 
that portions of the negative real-axis and LHP vert ical 
lines can be P-paths. 
n-fold alternation: A n-fold alternation of poles and 
zeros on a P-path means that while traversing the 
P-path in the ne gative real-axis direction, we en-
counter first n poles, then n zeros , then n poles, etc . , 
or f i rst n zeros, then n poles , then n zeros, e t c . 
Examples of 3-fold and 4-fold alternations are shown 
in Figure A-2. Note that some of the poles and zeros are 
allowe d to be coincident and therefore cancel . I n the 
special case when n=l and the P-path is the real negative 
axis, we have the familiar simple alternation of an RL (RC) 
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driving-point :function .. 
+1 Theorem: Let W(s)=F(s)(s+a)- , where the zeros and poles 
o:f F(s) have 2-:fold alternation on a P-path, and a is 
real and nonnegative with (-a) no smaller than the 
right most element o:f F(s). Also let (-a) be a pole 
i:f the starting elements o:f F(s) are zeros, and a zero 
if the starting elements o:f F(s) are poles. Then W(s) 
is positive-real. 
The proof of the theorem and :for the cases when n is 
greater than three can be found in (35). 
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jw jw 
Figure A-1 . Examples of some P-paths 
(a) (b) 
Figure A-2. Examples of 
(a) 3-fold alternations and 
(b) 4-fold alternations on P-patns 
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APPENDIX B 
C EDERBA U!·vl ' S DECO MPO S I ;rIO N ALGOR I J:HM 
Cederbaum (28) has presented a matrix decomposition 
technique which decomposes a paramount matrix A into BDB ~ 
where B is a rectangular unimodular matrix and D is a dia-
gonal matrix. It is noted that the paramount character of 
the matrix A is a necessary condition for its factorization 
into the product of BDB'. The decomposition, if possible, 
is essentially unique. Two definitions are given before the 
algorithm is presented. 
Paramount: A real symmetric matrix is paramount if each 
principal minor of the matrix is not less than 
the absolute value of any other minor derived 
from the same row. 
Unimodular: A real rectangular matrix is unimodular if all 
its subdeterminants (and the elements) equal ±1 
oro. 
The Decomposition Method. Let BDB' be a decomposition of a 
paramount matrix. A= (a .. )~ lJ I f japql is the off-d i a gonal 
nonzero element with minimum absolute value, (or one of them 
or the only one), then in matrix B the row p and q overlap 
exactly in one c o lumn, and japql is equal to one of the 




element of D which corresponds to the place of b 1 in B. Let 
The number of zero, off-diagonal elements of the matrix A1 
is greater than that of the matrix A. Repeat the procedure 
described above leading to a diagonal matrix At• 
The number of steps t is finite and 
t ~ n(n-l)/2 
where n is the order of A. 
. . . rd The procedure lS lllustrated below wlth a 3 -order 
example. It can be extended to matrices of higher orders. 
Consider the paramount matrix, 
5 J 0 
A = 3 8 4 
0 4 4 
Since a 12 = J is the smallest nonzero, off-diagonal 




3 3 0 
2 0 0 
= 0 5 4 
0 4 4 
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The smallest nonzero, off-diagonal element of A1 is a 23=4. 
r hus' d2=4 and 
Then 
2 0 0 
= 0 l 0 
0 0 0 






The decomposition is complete, and the two matrices B and 
D are as shown below, 
1 0 






3 0 0 0 
0 4 0 0 
0 0 2 0 
0 0 0 1 
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APPENDIX C 
ROU~H ARHAY AND TRIDIAGONAL MA~RIX 
Many authors have been interested in the close 
association between ladder networks and tridiagonal 
matrices. This appendix is concerned with presenting 
the Routh array method of obtaining a tridiagonal matrix 
from a strictly Hurwitz polynomial (22). It is stated 
in the form . of a theorem. 
Theorem: Let the n roots of 
have negative real parts. 'rhen there exists a matrix 
-kl -k 0 2 k2 0 -k3 
k3 0 -k4 F = 
0 - k n 
k 0 
n 
having f(s) as its characteristic polynomial where 
the entries k., i = l, 2, .... , n are found fr om the firs t 1 
column of the modified Hauth array a s follows; 
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1 a2 a4 a6 
lkl= a1 a3 a5 a7 .... 
1 a3/a1 a5/a1 a /a ••• 7 1 
I k~ = a3/a1 -Ca4-a5;a1 )/k~ ••• 
1 
Note that f(s) has roots with negative real parts; 
therefore, the entries in the first column of the 'Routh 
array are greater than zero. By dividing by a positive 
number, the positiveness of the coefficients in the first 
column of the array is not altered. 
APPENDIX D 
THE S IMILARI'l1Y TRANSFORIVIA ·riON ~r 
n 
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The transformation matrix T in equation (4. B.lJ) is 
n 
a similarity transformation such that 
or 
T-l A T = F 
n n n n 
A T = T F 
n n n n 
(D .. l) 
(D. 2) 
where An is a companion matrix as shown in equation (4 .. B .. J) 
and F is a tridiagonal matrix as shown in Appendix c. It 
n 
is proved by mathematical induction as follows. 
First consider when n = 2. From the left-hand side 
of equation (D.2), 
( D • J) 
From the right-hand side of equation (D.2) 
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(D.4) 
2 From the Routh array we have k1 = a 1 and k 2 = a2 ~ Thus, 
equation (D.3) and equation (D~4) are equal and T is 
n 
valid for n = 2. 
Next consider when n = 3· From the left-hand side of 




















(k k + k ) 
2 3 2 
right-hand side of equation (D. 2) 
0 0 l/k2k3 -kl 
T3F3 = 0 l/k2 0 k2 
l 0 
-l<:3/k2 0 
0 l/k2 0 
= l 0 
-k3/k2 
k2 








From the Routh array we have 
kl = al 
k2 = a2 -a3/a1 2 
and 
k2 
= a3/al 3 
It is verified that equation (D.5) is equal to equation 
(D.6). Therefore, T is true for n = 3~ 
n 
Assume T is true for an arbitrary order n~ In the 
n 






The resulting matrices of the left and right sides of 
equation (D.8) are equations (D.9) and (D.lO), respectively. 
0 1 0 . . . 0 
0 0 1 
0 1 11 1 
-a -a n+1 n . I • -a1 ll 1 0 
-1 






- kn+1 0 - (k2+k2 ) 0 
n n+l 
1 
0 . Pn,n+l 
2 2 




I I 0 
0 
__ l 













k2kJ. • kn-1 
0 
0 
- (k2 +k2+k2 ) 
n-1 n n+l 
k2k3'''kn-1 
2 2 ) 
- (k3+ •• +kn+1 
k2k3 . . . 
2 2 ) 




k 2k3 •• kn 
0 
- (k~+k~+ 1) 





k 2k3 .. kn 
0 
kn+l (k~+k~+l) 
k2k3 •.• kn 
Pn+1 1n+l 
k2 • • kn+l 





Tn+lFn+l = pn+lK~!lFn+l = pn+l (K~~lFn+l) = 
1 I I -kl -k 2 
0 1 0 
1 0 - k3 0 k2 





k2 •. kn-l 
2 
- kn+l 
- ( k4 + •• 1 0 
1 0 2 ) p k2 •• kn-l k2.'kn + .. kn+l · · n,n+l 
- ( k ~+ .• + k~+ 1) · · · Pn+l,n+1 
l 0 











2 2 ) 
- ( k 3 + • • + kn + 1 
k2k3 
2 . 1 2 
k/• .+Kn+l) 0 
-kz-( 
1 
k2k3' • kn-1 
0 
0 
2 2 ) 
- (kn+kn+l 
k2k3 ••. kn 
( 2 +k2+k2 ) 
- kn-1 n n+1 0 
k2k3 •.• kn-l 
2 p -k p 
n,n+1 n n,n-1 






kn+l (kn +kn+l) 











The (n+l,n+l) term in equation (D.9) is 
In order to prove that equations (D.9) and (D .. lO) are 
equal, we have to use a set of relations from the nth_order 
case~ From equation (D.2), 
A •r = rr F 
n n n n 
(D .. 2) 
the resulting matrices are shown in equation (D.ll). By 
equating like entries of equation (D.ll) we obtain a set 
of relations as follows: 
al = kl 
a2 = k2 + k2 + + k2 2 3 n 
a3/al = k2 + k2 + ... + k2 3 4 n 
Pn,n-1 = Pn-l,n - k2 n-1 Pn-l,n-2 
Pn,n = -k2 Pn-l,n-1 n 
an+ a 2P3 n +a 4P5 + ···+alp n- • n- · , n n, n = k2 p n n,n-1 
This set of relations is valid for an arbitrary order n 















A T = T F 
n n n n 
~ 1_ 0 
k 2 •• kn-1 
-1_ 0 
k2. • kn-2 
-k n 
k2 • • kn-1 
p 
n,n-1 fn-1 "'' 
k 1 • k ' P'j 
-aJ+a (k2+ 2 2 n-1 1 3 .. +k ) 






(n-l,n) =(p 1)/k2 .. k n,n- n and 




k2+ •• k2 
-k -( 3 n) 2 k 0 . 
2 
(n , n) =-(a +a 2p 3 + .•. +a1p )/k2 ... k n n- ,n n,n n 
(D. 2) 
~ 1_ 0 














For the case of order (n+l), this set of relations is 
a1 = k1 
12 + k2 + + 2 a2 == K2 ... kn+l 3 
a 3/a1 
k2 + + 2 = ... kn+l 3 
(D.l3) 
2 
== kn+l Pn+l,n 
Substituting the above relations into equation (D.9), we 
obtain equation (D.lO). Therefore, the similarity 
transformation is valid for the order (n+l) and the 
proof is complete. 
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APPENDIX E 
GYRArroR AS A NETWORK ELE1v1EN '1' 
An ideal gyrator is a passive lossless element, 
because the sum of the input powers to its two ports is zer~ 
Practically, its realization requires the use of active 
devices~ 'r herefore, some authors consider it as an active 
element .. In the following, a brief description of the 
realization of an ideal gyrator and its application are 
given for easy reference. 
1. Circuit Realization of An Ideal Gyrator. 
The admittance matrix of an ideal gyrator can be ex-
pressed as the sum of two matrices; 
(E .1) 
By denoting 
(E .. 2) 
and 
(E • J) 
the realization of the ideal gyrator is achieved by 
realizing Ya and Yb respectively, and then connecting them 
in parallel, as shown in Figure E-1. Both Ya and Yb are 
admittance matrices of voltage-controlled current sources. 
A transistor realization of the gyrator can be obtained 
from the controlled-source representation of Figure E-1. 
One such transistor circuit is shown in Figure E-2 (6). 
11 6 
A detailed analysis can be found in (15). Experimental 
data of this circuit shows excellent performance over wide 
ranges of load and frequencies. An ideal gyrator can also 
be realized with two operational amplifiers (12), where 
stability of the circuit has been considered. Chua and 
Newcomb (ll) have described an integrated direct-coupled 
gyrator containing l diode, 12 resistors, and 9 transistors. 
2. Applications. 
One major use of gyrators is the replacement of induc-
tors and transformers by gyrators and capacitors. ~he 
advantages of RC gyrator circuits are (5) 
1) Low sensitivity - this results from the low 
sensitivity of passive RLC networks. 
2) Tunability - the resonating frequencies c an b e 
adjusted by varying the gyration conductances 
or by trimming the capacitances. 
3) The integrated gyrator has the advantages of 
low-cost, high performance and small size. 
A gyrator circuit using two operational amplifiers (6 ) 
is shown in Figure E-J. 










Figure E-2. Three-transistor realization 
of an ideal gyrator 
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+ 
Figure E-J. A gyrator circuit using two 
operational amplifiers 
g 
1 18 
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