We investigate the spacing distribution of sequence
Introduction
Given n ∈ N, consider the sequence S n = 0, 1 n , 2 n , . . . , n − 1 n , 1 .
If we sample S n in a manner such that each element has a constant probability of survival p, a new sequence S n ⊆ S n will be obtained, and |S n | will have binomial distribution with parameters n + 1 and p. By assuming S n contains more than i elements, we are able to define the random spacing:
Definition 1. The i-th random spacing of sequence S n is ∆ i,n := s i+1 − s i , where s i ∈ S n .
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Since we will be considering the limiting behavior of random spacing, it is also useful to define the scaled random spacing:
Definition 2. The i-th scaled random spacing of sequence S n is D i,n := n∆ i,n .
We shall study the distribution of the random spacing, especially its asymptotic behavior. More specifically, we shall provide proofs for the following theorems: Theorem 1. The probability mass function (p.m.f.) of random spacing ∆ i,n is
In addition, the p.m.f. of the scaled random spacings
Theorem 2. The sequence of random variables {D 1,n }, with support d = {1, 2, . . . }, converges in distribution to a geometric random variable with parameter p. That is,
Theorem 3. The sequence of random variables {D i,n } converges in distribution to a geometric random variable with parameter p for all i. That is,
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Organization
The rest of the paper is organized as follows: in section 2, we will derive the p.m.f. for the random spacings, thus proving Theorem 1; in section 3.1, we will derive the limiting distribution of the scaled random spacing, for the case n = 1, thus proving Theorem 2; in section 3.2, we will again derive the limiting distribution of the scaled random spacings, this time for general case, thus proving Theorem 3; and in section 3.3, we will provide an alternative proof to Theorem 3 from a stochastic point of view.
Probability Mass Function of Random Spacings
In this section, we will derive the p.m.f. for ∆ i,n and D i,n , thereby proving Theorem 1.
Proof. The p.m.f. of ∆ i,n is defined as
Using Bayes' theorem, right hand side of equation (2.1) can be rewritten as the following:
To simplify equation (2.2), first rewrite P (∆ i,n = δ) as
Having spacing of value δ requires nδ − 1 elements being eliminated in between s i and s i+1 , hence
The number of surviving elements before the i-th surviving element has binomial distribution, thus
Therefore, equation (2.3) can be written as
Moreover, since |S n | has binomial distribution, we have
Finally, the existence of ∆ i,n implies that there are at least i + 1 elements in S n , hence we get
By combining equations (2.4), (2.5), and (2.6), together with change of variable, the p.m.f.'s of both ∆ i,n and D i,n are obtained:
Limiting Distribution of Random Gaps
In this section, we will derive the limiting distribution of D i,n with respect to n, thereby proving Theorem 2 and Theorem 3.
3.1. Special Case: i = 1
Proof. Let i = 1, the p.m.f. of ∆ i,n is
Because it is a geometric series,
With change of variable D 1,n = n∆ 1,n and d = nδ, an equivalent expression is
To simplify equation the above equation, note that
Hence,
It follows immediately that
General Case
Proof. We once again consider the transformation D i,n = n∆ i,n . Using the result from Theorem 1 we find the c.d.f. of D i,n is defined by
to evaluate its limit with respect to n, we start from its numerator, that is:
Since h is finite, the upper bound n − h of the binomial summation will diverge as n → ∞. In addition, since n k = 0 when n < k, we can switch the lower bound of the binomial summation from i − 1 to simply 0. These allow us to safely rewrite (3.2.1) as
To evaluate the binomial sum involved in (3.2.2), we shall utilize the method given by [Wil06, p. 17]: let x n f (x) denote the coefficient of x n in some power series f (x) of x. Additionally, choose q ∈ R such that |q| < 1 and (1 + q)(1 − p) < 1, by binomial theorem we have
If we multiply left hands side of the equation (3.2.3) by (1 − p) j and sum over j ≥ 0, we find that
.
It follows then
As a result, expression (3.2.2) becomes
(1 − p)
Now we will examine the denominator of the c.d.f.: notice that the summation part is in fact c.d.f. of a binomial random variable. Through a simple transformation m = n + 1 we see
Then by the De Moivre-Laplace Integral Limit Theorem [Sin92, p. 33],
Hence, equation (3.2.5) yields
It follows then
As a result of equations (3.2.4) and (3.2.6), we conclude that
Alternative Proof to Theorem 3
We should now notice that in the case of n → ∞, our sampling process essentially becomes a infinite Bernoulli process. This allows us to investigate the asymptotic behavior of D i,n from a different point of view:
Proof. Let N k denote the index of the k-th survived element of S n . In this way we see that s i = s Ni . It should be noted that N k is in fact the k-th arrival time of the process. We can then proceed to define M 1 = N 1 and M k = N k − N k−1 for all k ≥ 2 as the k-th inter-arrival time. Suppose M 1 = N 1 = n, then all n − 1 elements before s N1 failed to survive. Hence, P (M 1 = n) = (1 − p) n−1 p.
In other words, M 1 has geometric distribution with parameter p. Further, suppose that M 2 > n given that M 1 = m. Then elements from s m to s m+n did not survive. Therefore, P (M 2 > n | M 1 = m) = (1 − p) n .
This implies M 2 is also of geometric distribution with parameter p and independent of M 1 . As a result, by using strong induction, we can establish that all M k s are i.i.d. geometric random variables with parameter p. It follows immediately that {D i,n } converges in distribution to a geometric random variable with parameter p, as demonstrated in previous section.
