Abstract-This letter develops a fast Fourier transform (FFT)-based method for estimating the impulse response of FIR single-input multiple-output (SIMO) channels driven by an unknown deterministic signal. The proposed algorithm successfully handles very short data sequences, for which the existing second-order statistics based methods, e.g., the subspace (SS), cross-relation (CR), and shifted correlation (SC) algorithms, are known to suffer performance degradation due to inaccurate statistics. The new method significantly outperforms the SS, CR, and SC methods with short sequences of observation data. This proposed method is computationally efficient for achieving good performance when data sequences are inevitably short, as in certain practical applications.
I. INTRODUCTION

S
INCE the pioneering work of [2] and [3] , blind identification of finite impulse-response (FIR) single-input multipleoutput (SIMO) channels has been an active research area (see [1] and [8] ), where the goal is to estimate the channel impulse response from observation data without utilizing a source signal. Among the popular blind algorithms are the second-order statistics (SOS)-based methods, including the subspace (SS) [4] , cross-relation (CR) [5] , and shifted correlation (SC) [6] , [7] approaches. A nice feature of the SS and CR methods is the finite sample convergence (FSC) property [8] , namely, exact channel identification is achieved with a finite sample size in the absence of noise. Despite FSC, when noise is present observation data lengths cannot be too small in order to obtain reliable SOS. However, in practical communication applications, there exist situations where long data sequences are unavailable. A common drawback of many SOS-based methods is that they fail to perform satisfactorily when there is a scarcity of data samples. This letter addresses this issue.
By exploiting the CR between each channel output pair, which is the basis of the CR approach [5] , we extend the CR property to the frequency domain via the discrete Fourier transform (DFT) and present a new algorithm for blind SIMO [6] , [7] approaches, thus reducing the computational complexity. More importantly, for a very small size of noisy observation data, the proposed algorithm is effective and significantly outperforms the SS [4] , CR [5] , and SC [6] , [7] algorithms. An FFT-based blind system identification (BSI) algorithm using cumulant-based inverse filter criteria was proposed by Chi et al. [9] , which belongs to higher-order statistics (HOS)-based techniques. In contrast, the FFT-based blind identification method developed in the letter is a deterministic method, which does not assume any specific statistical structure for the source signal. Other key differences between the BSI [9] and BI-FFT algorithms are that the latter works effectively for short data lengths and has a closed-form solution, making it computationally attractive. It is also worth pointing out that the BSI algorithm [9] allows common zeros among channels, which is an advantage over most SOS-based methods.
The paper is organized as follows. Section II presents the SIMO channel model and the problem statement. Section III describes the BI-FFT algorithm. Simulation comparison between the proposed algorithm and the SS, CR, and SC methods are shown in Section IV. The conclusion is given in Section V.
II. PROBLEM STATEMENT
Consider the following discrete FIR -channel model: (1) where is the th channel output at time with denoting the set of complex numbers, is the common input, the impulse response of the channel , and the additive noise at the channel . The symbol in (1) denotes convolution. The maximum order of the channels is .
Suppose that the number of available output samples of each channel is and is small. Then the minimum length required of the input sequence to generate output samples is , where . We rewrite (1) into (2) 1070-9908/$25.00 © 2007 IEEE where the matrix is as shown at the bottom of the page, and With the SIMO model (2), the blind channel identification problem under consideration can be described as: given the outputs , determine the channel impulse response .
III. THE BI-FFT ALGORITHM FOR BLIND SIMO CHANNEL IDENTIFICATION
It is easy to show that the following CR holds for each noiseless output pair of (1):
We extend this CR property to the frequency domain through the DFT. Since the length of the output sequence , , is , the duration of the convolved signal in (3) is . Taking the -point DFT on both sides of (3), where , we have (4) where and represent the frequency-domain samples of and , respectively, with . As the -point DFT sequence is defined as where zero padding is applied to for , (4) can be rewritten as (5) where , and (6) with , , and
Define the matrix as (7) where the th entry is and the th entry is . When all the channels are taken into consideration, in the absence of noise, from (5) and (7), we construct the following equation: (8) where
, and is written as Hence, the channel coefficient vector can be identified by solving (8) . Clearly, to expedite computation, the DFT size should be chosen such that powerful FFT techniques can be applied.
As with any deterministic blind identification method, to ensure identifiability, it is necessary to impose conditions [8] upon the channels and source signal. The condition about the channels is that there is no common zero among all the channels, where a zero of the channel is defined by . The condition about the source signal measures the predictability of a finite-length deterministic sequence. Specifically, we require that the -point DFT of the input sequence be nonzero. These conditions are directly relevant to the theorem below.
Theorem: The nontrivial solution to uniquely (up to a constant scalar) determines the channel impulse response , if there is no common zero among all the channels and the -point DFT of the input sequence is nonzero.
Proof: The matrix in (6) By expanding the left side of (9), we get , , which leads to (10) Since there is no common zero among all the channels, it follows from (10) that for any , . Suppose that channel has the maximum order . Then . As is of order , is also of order . So , where is a nonzero constant. Substituting it into (10) yields , i.e., , .
Remarks: (i) It is shown that the BI-FFT algorithm possesses the FSC
property. The number of output samples required by the BI-FFT algorithm for channel identification is , where . In contrast, for the SS [4] , CR [5] and SC [6] , [7] algorithms, the observation duration has to be greater than [10] . Hence, the BI-FFT algorithm can tackle a smaller sample size. Indeed, the proposed method is not meant for a very large sample size; for situations where data sequences are inevitably short, causing unreliable SOS, the BI-FFT algorithm turns out to be a good choice.
(ii) In the presence of noise, the channel estimate is obtained by . A computational procedure of the BI-FFT algorithm is illustrated as follows.
Step 1) Find an appropriate value of such that and fast computation with FFT techniques can be performed. Take the -point FFT on each channel output vector and form the matrix in (6).
Step 2) Use to construct the matrix in (7), where , and . Based on , the matrix in (8) can be set up.
Step 3) Find that minimizes . comprises the estimated channel impulse response , , .
IV. SIMULATION
Simulations were conducted to compare the proposed algorithm with the SS [4] , CR [5] , and SC [6] , [7] methods for short data lengths. We used a typical SIMO channel example from [4] with channel coefficients shown in Table I . There is no common zero among the channels in this example, so the identifiability condition for the channels is satisfied.
The SIMO channels were driven by a white binary (1 or 1) process of unit variance with additive white Gaussian noise applied to the channel outputs. We computed the mean-squareerror (MSE) to be the performance measure:
where is the number of Monte Carlo runs ( was used), is the true (unit-norm) coefficient vector, and is the estimated coefficient vector (with unit norm) from the th run.
To demonstrate the effectiveness of the proposed BI-FFT algorithm when dealing with a small sample size, we used a total of five output samples in the simulation. Such a small size of output samples cannot be handled by the SS, CR, and SC methods, for which ten times more (50) output samples were used. In this simulation, the smoothing factor was chosen to be ten and the equalization peak criterion (EPC) was applied to the SC approach. Fig. 1 compares the performance of different methods, which shows that the BI-FFT algorithm noticeably outperforms the existing methods over a range of the SNR for very short data sequences.
V. CONCLUSION
We have presented an FFT based method for blind identification of FIR SIMO channels. Not only is the proposed algorithm straightforward in concept and formulation, but it is efficient because the main computations involve performing FFTs and seeking the extremal eigenvector. The latter can be done efficiently [11] , e.g., using bisection and Sturm Sequence methods. Furthermore, the presented method successfully deals with very short data sequences, for which the existing SOS-based approaches suffer performance degradation. We emphasize that prior knowledge of channel order is required for the proposed algorithm to work properly.
Although the FFT-based method assumes the knowledge of channel order, it is foreseen that the proposed algorithm can be extended to handle a more general case where the exact knowledge of channel order is not required. A potential algorithm along this direction is under investigation and expected to achieve order detection and parameter identification simultaneously.
