In this paper, we propose a novel approach for the rank minimization problem, termed rank residual constraint (RRC). Different from existing low-rank based approaches, such as the well-known weighted nuclear norm minimization (WNNM) and nuclear norm minimization (NNM), which aim to estimate the underlying lowrank matrix directly from the corrupted observation, we progressively approximate or approach the underlying low-rank matrix via minimizing the rank residual. By integrating the image nonlocal self-similarity (NSS) prior with the proposed RRC model, we develop an iterative algorithm for image denoising. To this end, we first present a recursive based nonlocal means method to obtain a good reference of the original image patch groups, and then the rank residual of the image patch groups between this reference and the noisy image is minimized to achieve a better estimate of the desired image. In this manner, both the reference and the estimated image in each iteration are improved gradually and jointly. Based on the groupbased sparse representation model, we further provide a theoretical analysis on the feasibility of the proposed RRC model. Experimental results demonstrate that the proposed RRC model outperforms many state-of-the-art denoising methods in both the objective and perceptual qualities.
Introduction
Low-rank matrix estimation aims to recover the underlying low-rank matrix from its degraded observation, which has a variety of applications in computer vision and machine learning [1, 9, 6, 5, 13, 4, 3, 2, 10, 8, 14, 42] . For instance, the Netflix customer data matrix is regarded as low rank because the customers' choices are mostly affected by a few common factors [42] . The video clip is captured by a static camera satisfies the "low rank + sparse" structure so that the background modeling can be conducted [13, 14] . As the matrix formed by nonlocal similar patches in a natural image is of low rank, a flurry of image completion problems based on low rank models have been proposed, such as image alignment [2] , video denoising [4] , shadow removal [1] and reconstruction of occluded/corrupted face images [3] .
One typical low-rank matrix estimation method is the low-rank matrix factorization [6, 3, 11] , which factorizes the observed matrix Y into the product of two matrices that can be used to reconstruct the desired matrix with certain fidelity. Another parallel research is the rank minimization methods [12, 9, 5, 13, 7, 18, 16, 19, 17, 15, 14] , with the nuclear norm minimization (NNM) [12, 5] being the most representative approach. The nuclear norm of a matrix X, denoted by ||X|| * , is the summation of its singular values, i.e., ||X|| * = i σ i , with σ i representing the i th singular value of X. NNM aims to recover the underlying low rank matrix X from its degraded observation matrix Y, while minimizing ||X|| * . However, NNM usually tends to over-shrink the rank components, and thus limits its capability and flexibility.
To improve the flexibility of NNM, most recently, Gu et al. [7] proposed the weighted nuclear norm minimization (WNNM) model, which heuristically set the weight being inverse to the singular values. Compared with NNM, WNNM assigns different weights to different singular values such that the matrix rank estimation becomes more accurate. Similar case also exists in the truncated nuclear norm [18] and the partial sum minimization [41] .
One common property of the aforementioned low-rank models is only to estimate the low-rank matrix from the corrupted observation and this may lead to an inaccurate result in real applications, such as image inverse problems. By contrast, in this paper, we propose a novel method, called rank residual constraint (RRC), for the rank minimization problem. Different from existing low-rank based methods, such as the well-known WNNM and NNM, we progressively approximate or approach the underlying low-rank matrix via minimizing the rank residual. By integrating the image nonlocal self-similarity (NSS) prior with the proposed RRC model, we develop an iterative algorithm for image denoising. In a nutshell, given the corrupted image y, in each iteration, we construct a reference low-rank matrix X (for each image patch group) by developing a recursive like algorithm based nonlocal means [20] , and approximate our recovered matrixX to this reference matrix X via the proposed RRC model. It is notice that, the reference matrix X and the recovered matrixX are improved gradually and jointly in each iteration. Fig. 1 depicts that the reconstructed image from our proposed algorithm can progressively approximate the ground truth, by taking the widely used House image as an example, which is corrupted by zero-mean Gaussian noise with standard deviation σ n =100. It can be observed that the singular values of the recovered matrixX approaches the singular values of the ground truth progressively and so does the recovered image ( Fig. 1 (f-h) ).
Note that the significantly difference between the proposed RRC model and the existing low-rank based methods (e.g., WNNM and NNM) is that we analyze the rank minimization problem from a different perspective. Therefore, the proposed RRC is not a replacement of the existing low-rank based methods, such as WNNM and NNM. In our RRC model, we analyze the rank minimization problem from the point of mathematical approximation theory, namely, via minimizing the rank residual, the singular values of the recovered matrix progressively approaches the singular values of the reference matrix. Rather than similar to the traditional low-rank based methods estimated the low-rank matrix directly from the corrupted observation.
The flowchart of the proposed RRC model for image denoising is illustrated in Fig. 2 . Moreover, we provide a theoretical analysis on the feasibility of the proposed RRC model from the perspective of the group-based sparse representation [21, 25, 22, 24, 26] , which is detailed in Section 4. The rest of this paper is organized as follows. Section 2 develops the RRC model based on the rank minimization scenario. Section 3 drives the algorithm to solve the RRC model for image denoising by integrating the image NSS prior. Section 4 derives a theoretical analysis of the proposed RRC model in terms of group-based sparse representation. Section 5 presents the experimental results for image denoising and Section 6 concludes the paper.
Rank Minimization via Rank Residual Constraint
In this section, we first analyze the existing weakness of traditional NNM model and then propose the rank residual constraint model to improve the rank estimation performance. Nuclear Norm Minimization According to [5] , nuclear norm is the tightest convex relaxation of the original rank minimization problem. Given a data matrix Y ∈ R d×m , the goal of NNM is to find a matrix X ∈ R d×m of rank r ≤ min(d, m), by solvinĝ
where || || 2 F denotes the Frobenius norm and λ > 0 is the regularization parameter. Candès et al. [9] proved that the low-rank matrix can be perfectly recovered from the degraded/corrupted data matrix with high probability by solving an NNM problem. Despite the theoretical guarantee of the singular value thresholding (SVT) algorithm [12] , it has been observed that the recovery performance of such a convex relaxation will degrade in the presence of noise, and the solution can seriously deviate from the original solution of rank minimization problem [14] . More specifically, NNM tends to over-shrink the rank of the matrix. Taking the image Lena in Fig. 3(a) as an example, we add Gaussian noise with standard deviation σ n =100 to the clean image and perform NNM to recover a denoised image in Fig. 3(c) . We randomly extract a patch from the noisy image in Fig. 3(b) and search 60 similar patches to generate a group. These patches (after vectorization) in this group are then stacked into a data matrix (please refer to Section 3 for details of constructing the group). Since all the patches in this group have similar structures, the constructed data matrix is of low rank. Based on this, we plot the singular values of the patch group in the noisy image, NNM recovered image, and the original image in Fig. 3(d) . As can be seen, the solution of NNM (green line) is severely deviated (over-shrink) from the ground truth (red line). Fig. 3 , due to the influence of noise, it is difficult to estimate the matrix rank precisely using NNM. More specifically, in Fig. 3(d) , the singular values of the observed matrix are seriously deviated from the singular values of the original matrix. However, in low-rank matrix estimation, we wish that the singular values of the recovered matrix X and the singular values of the original matrix X are as close as possible. Explicitly, we define the rank residual by
where σ and ψ are the singular values of X and X , respectively. It can be seen that the rank estimation of the matrix X largely depends on the level of this rank residual.
However, in real applications, the original matrix X is not available, and thus we desire a good estimate of it, denoted by X . Via introducing this X and defining γ = σ − ψ with ψ being the singular values of X , we propose the rank residual constraint (RRC) model below,
where S p denotes some type of norm for regularization analyzed in Section 3. We will describe how to estimate X and solve Eq. (3) below. Specifically, we apply the proposed RRC model to image denoising in the following section.
Image Denoising via Rank Residual Constraint
Image denoising [20, 21, 25, 22, 44, 45, 24, 43, 23] is not only an important problem in image processing, but also an ideal test bench to measure different statistical image models. Mathematically, image denoising aims to recover the latent clean image x from its noisy observation y = x + η, where η is usually assumed to be zero-mean Gaussian noise with standard deviation σ n . Owing to the ill-posed nature of image denoising, it is critical to exploit the prior knowledge that characterizes the statistical features of the image.
The well-known nonlocal self-similarity (NSS) prior [20, 21, 25, 22, 24, 26] , which investigates the repetitiveness of textures and structures of natural images within nonlocal regions, implies that many similar patches can be searched given a reference patch. To be concrete, a noisy (vectorized) image y ∈ R N is divided into n overlapping patches of size
, and each patch is denoted by a vector
For the i th patch y i , its m similar patches are selected from a surrounding (searching) window with L × L pixels to form a set S i . After this, these patches in
This matrix Y i consisting of patches with similar structures is thus called a group, where {y i,j } m j=1 denotes the j th patch in the i th group. Then we have Y i = X i + N i , where X i and N i are the corresponding group matrices of the original image and noise, respectively. Since all patches in each data matrix have similar structures, the constructed data matrix Y i is of low rank. By adopting the proposed RRC model in Eq. (3), the low rank matrix X i can be estimated by solving the following optimization problem,
where γ i = σ i − ψ i , with σ i and ψ i representing the singular values of X i and X i , respectively. X i ∈ R d×m is a good estimate of the original image patch group X i . In order to achieve a high performance for image denoising, we hope that the rank residual γ i of each group is small enough. Determine S p Let us come back to Eq. (4). Obviously, one important issue of our RRC based image denoising is the determination of S p . Hereby, we perform some experiments to investigate the statistical property of γ, where γ denotes the set of γ i = σ i − ψ i and we use the original image x to construct X . In these experiments, two typical images Fence and Parrot are corrupted by Gaussian noise with standard deviations σ n =20 and σ n =50 respectively, to generate the noisy image y. Fig. 4 shows the fitting results of empirical distributions of the rank residual γ on these two images. It can be observed that both empirical distributions can be reasonably well approximated by a Laplacian distribution, which is usually modeled by an 1 -norm. Therefore, Eq. (4) can now be written aŝ
Estimate X In Eq. (4), after determining S p , we also need to estimate X i , as the original image is not available in real applications. A variety of algorithms exist to estimate X i . For example, if we have many example images that are similar to the original image x, we could search for similar patches to construct the matrix X i from the example image set [27, 28] . However, under many practical situations, the example image set is simply unavailable. In this paper, inspired by the fact that natural images often contain repetitive structures [29] , we search for nonlocal similar patches to the given patch directly in the noisy image and use the method similar to nonlocal means [20] to obtain the reference matrix X i = {x i,j } m j=1 by
where m is the total number of similar patches and w i,k is the weight, which is inversely proportional to the distance between patches y i and y i,k , i.e,
, where h is a predefined constant and W is a normalization factor. It is worth noting that Eq. (6) is a recursive like algorithm based on nonlocal means [20] . About how to conduct this reference matrix X i , please refer to Fig. 2 for a demonstration. Iterative Shrinkage Algorithm to Solve the Proposed RRC Model We now develop an efficient algorithm to solve Eq. (5). In order to do so, we first introduce the following lemma and theorem. Lemma 1 [30] The minimization problem
has a closed-form solutionx We now provide the solution of Eq. (5) by the following theorem.
Proof 1 Supposing that the SVD of
, respectively, where Σ i , ∆ i and Λ i are ordered singular value matrices with the same order. Recalling Eq. (5) and from Theorem 1, we have
where the equality holds only when P i = U i and S i = V i . Therefore, Eq. (5) is minimized when P i = U i and S i = V i , and the optimal solution of Σ i is obtained by solving
where σ i,k , δ i,k and ψ i,k are the k th singular value of X i , Y i and X i , respectively.
Thereby, the minimization problem in Eq. (5) can be simplified by minimizing the problem in Eq. (11).
For fixed δ i,k , ψ i,k and λ, based on Lemma 1, the closed-form solution of Eq. (11) is
Provided the solution of Σ i in Eq. (12), the estimated group matrix X i can be reconstructed bŷ
Then the denoised imagex can be reconstructed by aggregating all the group matrices
. In practical applications, we would perform the above denoising procedure several iterations to achieve better results. In the t th iteration, the iterative regularization strategy [32] is used to update y by y t =x t−1 + µ(y − y t−1 ) (13) where µ representing the step-size. The standard deviation of the noise in the t th iteration is adjusted
, where ρ is a constant. The parameter λ that balances the fidelity term and the regularization term should also be adaptively determined in each iteration, and inspired by [33] , λ of each group matrix Y i is set to
where ϕ i denotes the estimated variance of γ i , and c, are small constants.
The complete description of the proposed RRC based image denoising approach to solve the problem in Eq. (5) is exhibited in Algorithm 1, corresponding to the flowchart shown in Fig. 2 . Iterative Regularization y t =x t−1 + µ(y − y t−1 ).
4:
for Each patch y i in y t do
5:
Find similar patches to construct matrix Y i .
6:
Perform
Estimate the reference matrix X i by Eq. (6).
8:
Update λ by Eq. (14).
10:
Estimate Σ i by Eq. (12).
11:
Get the estimation:
12:
end for
13:
Aggregate X i to form the denoised imagex t . 14: end for 15: Output: The final denoised imagex.
Analyzing the RRC model Using Group Sparse Representation
In this section, we provide a mathematical explanation of the proposed RRC model from the perspective of the group-based sparse representation (GSR) [21, 25, 22, 24, 26] . To this end, an adaptive dictionary for each group is introduced. Based on this designed dictionary, we bridge the gap between the proposed RRC model and GSR model. More specifically, we prove that the proposed RRC model is equivalent to a GSR model, i.e., group sparsity residual constraint (GSRC) model [35, 46, 39, 47] .
Group-based Sparse Representation
We first give a brief introduction to the GSR model [26] . We extract n group matrices from a clean image x. Similar to patch-based sparse representation, e.g., K-SVD [40] , given a dictionary D i , each group X i ∈ R d×m can be sparsely represented by solvinĝ
where B i is the group sparse coefficient for each group X i and the 1 -norm is imposed on each column of B i , which also holds true for the following derivation with 1 -norm on matrix.
In image denoising, the goal is to use the GSR model to recover the group matrix X i from the noisy observation Y i by solvingÂ
Once A i is obtained, the clean image can be reconstructed.
However, under the noisy environment, it is challenging to estimate the true group sparse coefficients B i from Y i directly. In other words, the group sparse coefficient A i obtained from Eq. (16) is expected to be close to the true group sparse coefficient B i in Eq. (15) . Therefore, the quality of image denoising largely depends on the group sparsity residual, which is defined by the difference between A i and B i ,
Similar to the RRC model, in real applications, X i is not available and we thus employ an estimate of it, denoted by X i . Given X i and the dictionary D i , the group sparse coefficient B i for each group X i is solved byB
Following this, in order to reduce the group sparsity residual R i = A i − B i and enhance the accuracy of A i , we define the group sparse residual constraint (GSRC) model below,
We will prove that this GSRC model equals to the proposed RRC model under the following adaptive dictionary.
Adaptive Dictionary Learning
Hereby, an adaptive dictionary learning method is designed, that is, for each group X i ∈ R d×m , its adaptive dictionary can be learned from its noisy observation Y i ∈ R d×m .
Specifically, we apply the SVD to Y i ,
where
is a diagonal matrix whose non-zero elements are represented by δ i ; u i,k , v i,k are the columns of U i and V i , respectively.
We define each dictionary atom d i,k of the adaptive dictionary D i for each group Y i , i.e.,
Till now, an adaptive dictionary
has been learned for each group Y i .
Prove the Equivalence of RRC and GSRC
Now, let us recall the classical 1 -norm GSR problem in Eq. (19) and the adaptive dictionary defined in Eq. (21) . In order to prove that RRC is equivalent to GSRC, we first introduce the following Lemma. 
Lemma 2 Let
Proof 2 From D i in Eq. (21) and the unitary property of U i and V i ,
Based on Lemma 1 and Theorem 2, we have the following theorem. 
Proof 3 On the basis of Lemma 2, we havê
where Following this, based on Lemma 1, we have
Obviously, according to Eqs. (20) and (21),
where κ i,k , β i,k represent the k th element in the i th group sparse coefficient κ i and β i , respectively.
Therefore, based on the adaptive dictionary D i in Eq. (21) and Theorem 2, we have proved that Eq. (25) is equivalent to Eq. (12). We thus have that RRC is equivalent to GSRC, i.e.,
Obviously, according to the above analysis, we bridge the gap between the proposed RRC model and GSR model. It is worth noting that the dictionary can be learned in various manners and the proposed adaptive dictionary learning approach is just one example. Although the designed adaptive dictionary learning seems to translate the sparse representation into the rank minimization problem, the main difference between sparse representation and the rank minimization models is that sparse representation has a dictionary learning process while the rank minimization problem does not, to the best of our knowledge. This is also the key difference between our RRC model and the NCSR method [35] . There are extensive researches on the sparsity residual model for image processing and we have witnessed great successes of these models [35, 46, 39, 47] . Therefore, encouraged by this and since we have proved the equivalence between the proposed RRC model and the GSRC model based on the designed dictionary, we are confident on the feasibility of the RRC model for image processing, which will be further validated by extensive experiments on image denoising in the following section. 
Experimental Results
In this section, we conduct experiments to validate the performance of the proposed RRC model and compare it with leading denoising methods, including BM3D [21] , EPLL [23] , Plow [34] , NCSR [35] , PID [36] , PGPD [24] , LINC [37] , aGMM [38] and NNM. The parameter settings of the proposed RRC model are as follows. The size of each patch .1, 0.8, 1, 100, 0.002) for σ n ≤ 20, 20 < σ n ≤ 30, 30 < σ n ≤ 40, 40 < σ n ≤ 50, 50 < σ n ≤ 75 and 75 < σ n ≤ 100, respectively. Throughout the numerical experiments, we choose the following stopping criterion for the proposed RRC denoising algorithm, ||x t −x t−1 || 2 /||x t−1 || 2 < τ, where τ is a small constant. The source code of the proposed RRC for image denoising can be downloaded at: We evaluate the competing methods on 12 widely used test images shown in Fig. 5, i. e., Lena, Leaves, Monarch, Airplane, House, Parrot, Starfish, Fence, Foreman, J.Bean, Barbara and Plants. Here, we present the denoising results at four noise levels, i.e., σ n ={30, 50, 75, 100}. The PSNR and SSIM results under these noise levels for all methods are shown in Table 1 . It can be seen that the proposed RRC algorithm outperforms the other competing methods in most cases in terms of PSNR. The average gains of the proposed RRC over BM3D, EPLL, Plow, NCSR, PID, PGPD, LINC, aGMM and NNM methods are as much as 0.25dB, 0.84dB, 0.82dB, 0.45dB, 0.18dB, 0.18dB, 0.37dB, 0.62dB and 1.54dB, respectively. It is clear that the proposed RRC significantly outperforms the representative rank minimization method, namely, NNM. One can also observe that the proposed RRC achieves higher SSIM results than other competing methods. In particular, under high noise level σ n =100, the proposed RRC consistently outperforms the other competing methods for all test images. The only exception is the image J.Bean for which NCSR is slightly (0.0029) better than the proposed RRC method on SSIM. The visual comparisons of different denoising methods are shown in Figs. 6-7 . Obviously, NNM generates the worst perceptual result. One can observe that EPLL, Plow, NCSR, PGPD and aGMM still suffer from some undesirable artifacts, while BM3D, PID and LINC tend to over-smooth the image. By contrast, the proposed RRC not only removes most of the visual artifacts, but also preserves large scale sharp edges and small-scale image details. We also compare the proposed RRC with WNNM [13] method, which is a well-known rank minimization method that delivers state-of-the-art denoising results. The PSNR/SSIM results are shown in the last two columns of Table 1 . It can be seen that though the PSNR results of RRC is slightly (<0.2dB) lower than WNNM, the SSIM results of the proposed RRC is higher (∼0.01) than WNNM when the noise level σ n ≥ 50. It is well known that SSIM often considers the human visual system and leads to more accurate results. The visual comparison of RRC and WNNM with one exemplar image is shown in Fig. 8 , where we can observe that more details are recovered by RRC than WNNM. Such experimental findings clearly demonstrate that the proposed RRC model is a stronger prior for the class of photographic images containing large variations in edges/textures. The proposed RRC model is a traditional based algorithm. The running time of RRC is faster than NCSR, and about twice long as NNM, and it is very close to WNNM. 
Conclusion
We have proposed a new method, called rank residual constraint, to reinterpret the rank minimization problem from the perspective of matrix approximation. Via minimizing the rank residual, we have developed a high performance low-rank matrix estimation algorithm. Based on the group-based sparse representation model, a mathematical explanation on the feasibility of the RRC model has been derived. We have applied the proposed RRC model to image denoising by exploiting the image nonlocal self-similarity (NSS) prior. Experimental results have demonstrated that the proposed RRC model not only leads to visible quantitative improvements over many state-of-the-art methods, but also preserves the image local structures and suppresses undesirable artifacts.
