The main objective of this paper is to prove the great advantage that brings our novel approach to the intelligent control area. A set of various types of intelligent controllers have been designed to control the temperature of a room in a real-time control process in order to compare the obtained results with each other. Through a training board that allows us to control the temperature, all the used algorithms should present their best performances in this control process; therefore, our self-organized and online adaptive fuzzy logic controller (FLC) will be required to present great improvements in the control task and a real high control performance. Simulation results can show clearly that the new approach presented and tested in this work is very efficient. Thus, our adaptive and self-organizing FLC presents the best accuracy compared with the remaining used controllers, and, besides that, it can guarantee an important reduction of the power consumption during the control process.
Introduction
An intelligent control system typically consists of two parts: the first is the "knowledge base" which presents the necessary knowledge to control the plant, and the second is an "inference engine" which processes the knowledge through reasoning, possibly using a new set of data to obtain the decision. Therefore, both, the representation and the processing, are critical in the "intelligent control. " Our study uses intelligent control techniques based on fuzzy logic and PID controller structures. Several structures of controllers have been tested in this control process to demonstrate the profitability of our adaptive fuzzy controller.
During the past 30 years numerous studies have presented several examples of adaptive controllers. In the 1970 Mamdani and his student Assilian invented an adaptive controller [1] with the objective to determine the responsible rule for the undesirable state of the plant and replace it with the appropriate value. These steps have initialized a new policy of adaptive fuzzy logic controllers called Self-Organizing Control (SOC) system [2] . In most SOC approaches, this dependence is expressed using only the monotonicity sign of the plant, that is, the sign of the relation between the plant output and the controller output, since the knowledge of the Jacobian matrix is hardly ever available. SOCs have proved to be successful in "simple" applications since only the rule consequents have to be tuned. In highly nonlinear plants, SOCs are only capable of a coarse tuning of the controller parameters; therefore, more sophisticated fuzzy controllers have to be constructed [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . For example, in [11] , a hybrid adaptive fuzzy control is suggested where the nonlinear system is controlled by a state feedback controller and an adaptive fuzzy controller. The main advantage of the proposed approach is that the adaptive fuzzy control law can tune the robust gain of the slidingmode controller so as to cope with the uncertainties and modeling error of the nonlinear robotic system. In [3] a fuzzy controller is constructed from a fuzzy feedback linearization controller, whose parameters are adjusted indirectly from the estimates of the plant parameters, providing asymptotic tracking of a reference signal for a system with uncertainty or slowly time-varying parameters. The main drawback of this latter approach is that this parallel interaction is not always 2 Advances in Fuzzy Systems optimum and that a certain amount of data must be extracted from the plant in real time in order to accomplish global learning.
The main focus of this paper is to prove that our adaptive fuzzy controller is capable of achieving a high accuracy and a good robustness through modifying the consequents of the rules in real time. The controller determines in which sense the rules have to be moved, that is, autolearning. The proposed methodology is robust against modification of the parameters of the plant (breakdowns). It is important to note that no initial knowledge about the control policy is required and therefore the fuzzy controller can start with a set of empty rules.
The controller proposed in this paper, besides presenting a very reliable control strategy easy to be implemented, has shown a remarkable improvement in saving energy. In the last decade, energy saving has been the subject of several scientific debates. Today, the energy saving has become a major human necessity that exceeds the economic interest; the climate change the planet suffers from and the need to reduce CO 2 emissions resulting from energy production push research toward new and cleaner systems, hence, with less energy consumption. However, the qualities of organization and optimization that offer the intelligent control can contribute to the process of saving energy.
During the last ten years several studies have addressed the issue of energy saving using various techniques of intelligent control as adaptive algorithm, Genetic Algorithms, and Fuzzy Logic Controller [21] [22] [23] [24] exploiting their qualities of optimization and organization that help to precise when and how to use the energy resources for ensuring the optimal use of energy. In [21] the energy consumption of air-condition of a building is done by an FLC that optimizes its parameters using a genetic algorithm, and the controller is in charge of modifying the set point based on the current variables detected in the controlled area at every moment; in fact, here the energy consumption is result of optimizing the set point value and not the air-condition feeding. The results achieved, using this technique, have been better than those obtained with the conventional automated control systems of buildings. In [22] a conventional FLC was used to manage multiunit air-conditioners to control the temperature of a classroom; thus, the energy consumption has been reduced 8.92% compared to the traditional ON/OFF, and the FLC controller manages and organizes the operating mode of the fans. The rule base created by analyzing the effect of each unit of the multi-unit air-conditioners serves to clarify which are the appropriate units that have to operate avoiding the loss of energy produced off the use of the full system.
The adaptive fuzzy controller proposed in this paper has been able to reduce the energy consumption compared with the other used controllers in the same control process and under the same conditions. The difference between our technique and the techniques used in the bibliography is that our controller not only manages the time and the frequency of use of the actuator which consumes the energy, but also our adaptive fuzzy controller is capable to generate a very moderate output that feeds the actuator and ensures a reliable control with high smoothness and therefore consumes less energy. This contribution has been organized as follows. The training board used in our experiment is briefly described in Section 2, followed by the design and the implementation of all the algorithms subject of this comparative study in Section 3. Section 4 presents the results obtained in real time for each algorithm, and also various comparisons between their performances will be presented. Conclusion and future works are drawn in Section 5.
The Hardware Description
In this paper we will try to simulate the control of temperature of a room using a training board with several intelligent control algorithms (Figure 1 ). Our goal is to maintain the temperature of the room at a desired value; the room is equipped with a temperature source that heats the environment and a fan for lowering the temperature in cases of over passing the set point. The controller will aim at generating the fan power signal and determining their performance rating with regard to the difference between the sensed temperature inside the room and the required temperature. by setting the (integral) and (derivative) gains to zero. The (proportional) gain is then increased (from zero) until it reaches the ultimate gain , at which the output of the control loop oscillates with a constant amplitude. and the oscillation period are used to set the , , and gains depending on the type of controller used ( Figure 2) .
Design and Implementation of the Used Controllers
After setting the parameters of the controller we have processed to evaluate the performance of the , , and algorithms on our control device, and next we will see different responses of these algorithms.
Design of a Static Fuzzy Logic
Controller. The TSK-0 fuzzy logic controller is a simple and stable controller, so it was used in this study (static controller), with two inputs and one output. The controller inputs are the temperature error and its derivative ( ,), and the error is the difference between the required temperature sp and the temperature at instant ( ); in fact the error equation is = sp − , and the error variations are calculated by the following expression:
The controller output is the tension that controls the fan operation. For a typical fuzzy control design, the membership functions of each variable divide the input space to present the different states that can take this input during the control process, and each one of these MFs have a linguistic label that describes the state of the input at this stage of control. In this paper, the membership functions are a set of triangular membership functions that describe the state of these inputs over the permitted range (five for the first input and seven for the second one). For the output, we are using a TSK-0 type, so it should be a set of scalar values that will be used as a fan alimentation. To do that, five scalar values are used as the output MFs (0 V, 3 V, 5 V, 9.5 V, 15 V), and every one of these values has a linguistic label that describes the operation state of the fan. Figure 3 presents the distribution of inputs and output of the proposed controller, and Table 2 presents the rules base of this controller; the rules contain the following expert knowledge (take rule 1 ( The entire used rules follow the standard form: IF is 1 AND Δ̇is 2 THEN is . The operation mechanism is given as follows. First, in order to get the degree of belief for each rule, one may let = 1 and Δ̇= 2, and then prex = 1 Λ 2 = min( 1 , 2 ), so the membership value of the IF part is given by prex , namely;
= prex . Then, the defuzzification method, the method of centre of gravity (3) , is implemented to execute the defuzzification process to get the integration of all control signals.
After a deep study of the logical behavior of our plant, the adequate rules base was created to achieve the required set point.
Implementation of an Advanced (Adaptive SelfOrganizing) Fuzzy Logic Controller in Real
Time. Generally, the plant to be controlled could be expressed mathematically by
where ( ) is the output of the plant at instant , is the delay of the plant, is an unknown continuous and differentiable function, and is the controller output. In most engineering systems such as electrical networks, turbojet engines, modeling of signals, and nuclear reactors, a variable that plays a key role in establishing the optimum performance of the system can be found. This variable is the time delay. Hence, numerous researchers over the past years have shown a notable interest toward the problem of stability analysis and robust control for dynamic time-delay systems [26] [27] [28] .
Generally, the controllability of the plant is a primary restriction, that is, that there always exists a control policy capable of translating the output to the desired value (within the operation range). This implies that the partial derivative of the plant output with respect to the control input is always different to zero. Therefore, as the plant is supposed to be continuous, it must have a constant monotonicity; that is, the relation between the plant output and the controller output must have a constant sign.
A set of IF-THEN fuzzy rules * 1 2 ⋅⋅⋅ are used in the fuzzy control system having the following form:
where is the numeric consequent of the rule (since singleton fuzzy rules are adopted for this work). In this paper, we used the product as T-norm for the fuzzy inference method and the "centre of gravity" with sumproduct operator as the defuzzification strategy. Using the previous notation, we can express the output of the fuzzy controller as follows:
where ⃗ is the -dimensional input vector at instant .
Adaptation of the Rules Consequents.
Recently, numerous works that try to improve the performance of control processes are based on adaptive controllers. Indeed, the intensive use of adaptive fuzzy controllers by the engineers in several applications is justified by the exceptional performance offered by these latter; hence, the adaptive controllers are capable of performing a self-adjustment of its parameters/settings without human intervention, which favors significantly the control processes improvement. In the literature we can find numerous adaptive mechanisms that serve the same purpose (enhance the performance of conventional controllers or static). In [29] , an enhanced selforganizing fuzzy logic controller is proposed to control an active suspension system. The main feature of the original SOFLC used was the modification of the current fuzzy rules, and to suggest the suitable correction for the control input, the enhancement process is done by using a slidingmode control that provides a sliding input surface for the controller, while in [30] , the sliding-mode control was used to perform an AFLC but this time without modifying the fuzzy rules and the secondary-controlled hydrostatic transmission system (SC-HST) can track the desired velocity with great effectiveness. In [31] , the power network performance is controlled by using adaptive fuzzy logic controller driven by genetic algorithms that can significantly improve the control performance. The use of the GA and adaptive fuzzy sets reduces the system complexity and the number of rules. The proposed techniques have been able to assist the system operator in making control decisions to improve the voltage profiles in the system. Another example of adaptive and SOFLC is presented in [32] , but this time the auto-learning process is done using a neural network that can modify the existent fuzzy rules or adding new ones. The control of a nonlinear chaotic system using this technique was very successful; hence, the new fuzzy rules used by the FLC driven by the neural network are able to optimize the output of the controller.
In our approach, we try to present an adaptive algorithm that will be able to adapt the controller parameters using the information obtained from the current error in the output of the plant. The correction sense is deduced from the monotony of the plant. Using the same structure of the static fuzzy logic controller mentioned earliar but with no definite rules, we will try to implement our adaptive control system. The main problem that real-time control strategies must face lies in the fact that, as the internal functioning of the system to be controlled is unknown, we are unaware of how to modify the controller's parameters.
In order to get more accuracy in the dynamics of the system it is essential to know which rules are responsible leading the plant to be stable in the desired state. Learning occurs when the algorithm starts handling the parameters (in this case the conclusions of the rules of the main controller) in an attempt to ameliorate its control behavior. In this case, the system learns in such a way that the acquired knowledge is reflected in the new values of the rules. Figure 4 resumes the basic structure of the proposed adaptive fuzzy logic controller.
In order to build an accurate self-organizing controller, the use of the information on how the plant output varies with respect to the control signal for every possible operating region is essential. This involves knowing the Jacobian matrix of the function of the plant. Unfortunately, this information is usually not available in a control task. Consequently, it is clear that because of the type of information available from the plant (its monotonicity sign and its delay) only a relatively coarse control can be applied to the system. In the algorithm subject of this study, coarse adaptation of the fuzzy rule consequents is achieved by evaluating the current state of the plant and proposing a correction of the rules responsible for the existence of such a state, either as a reward or as a penalty, in the following way:
where 1 2 ⋅⋅⋅ is the strength or -level of rule 1 2 ⋅⋅⋅ . ( ) is the error at instant .
Since, as in [33] , the degree of activation of the rule that leads to achieve the control output ( − ) was used proportionally with the modification adopted at instant . In the aforementioned expression, represents the time delay, ( − ) is the required set point of the plant output at instant − , and ( ) is the current plant output. For best understanding and to ensure that this modification is always in the direction of a better positioning of the rule consequents, let us suppose that the plant output increases with control input. So if the required set point at instant is bigger than the output, then ( − ) would have to be made bigger. Consequently, will have a positive sign and the correction to the rules responsible for having obtained ( − ) should be changed proportionally to the current plant error. At this point, it is very important to clear up that using ( ) would be incorrect, because the rules that are activated at instant − serve to achieve the desired value ( − ) and not ( ).
The determination of the absolute value of the coefficient is calculated spent in offline using the formula: | | = Δ /Δ , where Δ is the operation range of the plant output, which must be estimated beforehand from the knowledge about the set points that we are going to use, and Δ is the operation range of the controller's actuator. In our case and after studying our plant we chose | | = 15.
Adaptation of the Rules Antecedents.
The methodology cited earliar allows us to tune only the consequents of the fuzzy rules. The emplacement and the form of the membership functions has a big influence on the control performance, so to achieve a high level of accuracy during a control process it is very important to optimize them. To solve this problem we intend to find a new configuration of MF which ensures a homogeneous distribution of a certain performance criterion across the operating regions. The performance criterion which would be used in this optimization is the integral of the square error (ISE). Thus, the region that has a big contribution to the ISE is the region more frequently activated. The equation for the contribution to the ISE of the 6 Advances in Fuzzy Systems operation regions between centers and +1, of input variable , is
where is the th component of the input vector, and is the position of the centre of the th membership function of the th input variable. The first integral calculates the contribution to the ISE when the input is within the range [( − 1), ]. The second integral calculates that contribution when the input is within the range [ , ( + 1)].
2 is the variance of the plant output and is used as a normalization factor. In the discrete domain, real cases, this equation can be simplified replacing the integral sign by the summation sign.
From (5) when the error in the left region was bigger than in the right, the contribution to the ISE would be positive; thus to compensate this, the centre has to be moved to the left. Oppositely, if it is negative the centre has to be moved to the right. The movement of the centers of membership functions should not change the original order of the membership functions during all the process. The following equation describes how the movement of the centre can be calculated to preserve the order of the centers and locate them in the suitable places where their contribution to the total ISE can be homogeneously distributed (the index has been removed for the sake of simplicity):
where is the responsible parameter that precise; how far the centre can be moved without surpassing the allowable ranges of each used membership functions. For high values of , the centre can make a very large displacement, while for low the movement is very limited. In the learning process that we will use in this work, we start with high values for (100) for all centers and decrease them every evaluation of the ISE dividing by two. Every ISE iterations the sum should be calculated. Firstly, the consequents are tuned during one learning run without calculating the ISE. In the next run the ISE would be calculated, and the placement of the membership function is changed at the end of the run using (6) . In the next run and without the ISE the output consequents are tuned. After that the ISE is calculated periodically. Thus ISE has the size of one learning run and the ISE is calculated every ISE iterations. After ISE iterations of the control process and this time with a smaller the ISE is computed again.
Simulation Results

Real Simulation: Temperature Control.
In real simulation, we will use a training board to control the temperature using the algorithms we have formerly designed. All the experiments were carried out under the same conditions. Due to the nature of the results obtained from the controlled process, the comparison based on graphical representations is slightly blurred. In fact we proceed to a short quantitative analysis based on mean squared error (MSE). The MSE calculated here is not the MSE of the function approximation by the controller but it is the MSE between the set point and the plant output measured after instants of time, being d the delay of the plant. Consider
Num Epochs .
Temperature Control Using a , , and Control Policy.
The tuning mechanism for the controllers is based on structure. Through Ziegler-Nichols closed-loop method and using their formulas, we can establish the values of , , and for different structures. Subsequently, the results for each structure are shown.
The
Controller. The controller has been able to control the temperature, the MSE (mean squared error) in this case is around 0.63 for the first 40 minute, and Figure 5 shows the control evolution in this case for various set points.
The Controller. The controller shows the same behavior as the , and it is also able to control the temperature with some kind of improvement. MSE (mean squared error) in the last 40 minute is around 0.43. Figure 6 presents the response for various set points.
Using a Full
Controller. It should be noted here that in our experiment we are controlling the fan that would decrease the temperature. Temperature increasing in case of change of set point at a temperature higher than the current is done by stopping the fan, allowing the system heats only (heating process), so that achieving the new higher set point needs a long relative time and affects the accuracy at this phase due to the poor performance of the bulb (temperature source). Figure 7 clearly shows that our works well as a controller for various values of set points, guaranteeing the convergence around the set point with a 0.47 MSE in the last 40 minutes. The results obtained from the and controllers are almost identical. In fact, in this case a controller can be used instead of a full . Formerly it has been shown that the controllers based on , , and can also control the temperature, although they obtained different MSE and they show some limitations (relative large error and time control). Next section will show the performance of a conventional static fuzzy logic controller on this plant. Figure 8 from 41 ∘ C to around 34 ∘ C, presenting a reasonable error committed during this control process. A good control time control and a smaller error than the algorithms reflect the good performance of this kind of controllers. The MSE for the last 40 minutes is 0.31.
Temperature Control Using a Static Fuzzy Logic Controller.
Temperature Control Using Adaptive Fuzzy Logic Controller (Rules Adaptation).
The proposed modification on the operating mode of the fuzzy logic controller has to be tested to make out its effect on the controller performance; this modification is a process of adaptation and self-learning. The rules will be able to adapt and learn how to react in order to achieve a minimum error starting from empty rules or with random values using the information from the previous state of error [33] . In other words, it gets the sense of variation of the controller and applying the adequate correction to the rules in a reward/penalty manner. Figure 9 shows the attitude of the proposed algorithm to control the temperature for different values of set points. Like all the control algorithms that we tested earlier, our adaptive fuzzy logic controller has shown a good performance in controlling the temperature, following the different changes at the set points. An analysis of the MSE in the last 40 minutes shows clearly the superiority of the latter compared with others; the adaptive algorithm has been able to reduce the error to almost 50%. The MSE in this case is 0.24.
Results Comparison.
All the algorithms used in this contribution were able to carry out the control process, but what really makes the difference between them is the error during the regulation process. The graphic comparison of the results does not clarify the difference between the precision of each algorithm used, due to the nature of the response of the system. In fact, in order to show clearly the difference between each one of them, we used two comparison methods (graphical and numerical) based on the MSE obtained. The graphical method consists in drawing the representing curve of the difference between the errors committed by two different algorithms at the same time interval and to achieve the same set point, that is represents the function defined as
The graphical representation of the function error difference is above zero. Consider
The graphical representation of the function error difference is under zero.
In Figure 10 we can see the graphical representation of the difference between the error committed by the adaptive algorithm and the error committed by the other algorithms used during the first 40 minutes.
The four cases presented in Figure 10 show that the error difference curve is almost always under the zero line, and mathematically this means that The error difference is almost always less than zero (error difference < 0) in the four cases, which means that the (Adaptive) is less than the rest of committed errors by others algorithms ( , , , ) .
The numerical comparison is based on the analysis of the MSE for each algorithm. Table 3 shows the MSE of each algorithm used in this study during the last 40 minutes. The MSE is calculated for all time steps of the simulation. The second index is also as MSE but now only calculated for the time from 100 to 200 minutes.
The results presented in this table show the differences between the algorithms used. The adaptive controller has the best error reduction compared to the other; that is, the adaptation presented and tested is a good alternative to replace the , , and controllers or a classical fuzzy logic controller for these kinds of plants.
Adaptation of the Consequents and the Antecedents of the Fuzzy Rules.
Previously we have presented a new methodology for the adaptation of the fuzzy rules consequents in real time to improve the performance of the FLC, and the experimental results show the great contribution that brings this technique. Basically we know that the correction provided by an FLC is extracted essentially from the consequents and antecedents of the fuzzy rules. In fact, after the remarkable improvement obtained by modifying the rules consequents of our FLC, we have proceeded to optimize their antecedents in order to achieve the maximum stability and more accuracy. Knowing that the values of the rules antecedents are calculated directly from the membership functions of the inputs variables, however, the location of the latter will influence the determination of these values. The optimization of the fuzzy rules antecedents is done by the redistribution of the centers of MFs maintaining the equilibrium of the contribution of the ISE in all the input space as is previously explained. At next will see the results obtained after the adaptation of the consequents and antecedents of the fuzzy rules. Figures 11 and 12 represent, respectively, the evolution of temperature and the new location of the membership functions after introducing the optimization of the antecedents of the rules to the process of adaptation. We can observe that the evolution of temperature in this case is smoother and the the MSE indices of adaptive controller in both cases (the adaptation only of consequents and adaptation of the consequents and antecedents) during all the control process and during the last 100 minutes. Finally Table 5 summarizes the results of all MSE obtained during the simulation of all algorithms tested in this study, showing the differences in precision between all used algorithms. Figure 13 depicts the behavior of the algorithms (static FLC and adaptive FLC) after a disturbance of 25% at minute 20. The disturbance used here is a simulation of a temperature decrease caused by a secondary fan, and at the 65 minute, we have caused a disturbance of 20% but this time we simulate a temperature increase caused by another source of temperature. The response of the plant after the disturbances for each algorithm can clearly explain the differences between every one of them. Figure 13(a) shows the behavior of static FLC in perturbation cases. We can notice how these disturbances can affect the control precision; the static FLC keeps the plant under control but with large error without overpassing the perturbation effects.
The Perturbation Effects on the Behavior Algorithm.
In the second graph, the adaptive FLC presents a very good performance against these disturbances. It can be clearly noticed that the control precision does not suffer big changes and that the adaptive algorithm can overcome the perturbation effects in few moments later; it can correct the new error and return it within the allowable range. Thus, Table 6 presents a numerical comparison between the error committed in 10 minutes before causing the disturbances and the error committed in 10 minutes with disturbance for each algorithm. This comparison is correct while the 10 minutes used in the calculation of the MSE before and after the perturbation are always from the same set temperature.
It is important to make clear here that the error reduction in the first case of perturbation does not mean a control improvement, but it is due to the new fan added by simulation (+ %25 in the power of the fan), and adding a fan with power more bigger signifies big reduction in the error committed and may be the error will change the sign if this fan power was too much.
The MSE presented in this table proves that the perturbation effects on the behavior of the adaptive algorithm are very small when compared with their effects on the behavior of the FLC algorithm. The adaptive FLC can quickly compensate the new environmental variations by maintaining the error within the allowable range, whereas the FLC cannot adjust to the new environmental variations. Therefore, the control precision suffers from serious changes.
An Overview on the Electric Consumption of Each
Algorithm. An intelligent control system that provides high accuracy and strong stability against several types of disturbances is considered as a good control policy. Very large applications that require control policies are used in industrial applications where the best performance is not the only criterion of election, and the cost of the used techniques also plays important role in this election. In fact, the best control policy would be able to ensure a good combination between the performance advantage and a moderate cost. In this temperature control process the full adaptive FLC has proved it's superiority showing the best control performance.
It is high time to ask now, what cost will this technique need?
For this reason we will see the electric consumption of each control algorithm used in this paper. The simplest way to calculate the power consumed by active or resistive load connected to a single phase circuit (DC or AC) is multiplying the value of the applied voltage in volts ( ) by the value of the intensity ( ) of the current that runs through it in amperes (A). This calculation is performed using the following formula: Figure 14 shows the electric consumption of all used algorithms during 200 minutes through various set points. In the minutes 0 to 40, 80 to 120, and 120 to 160, the control system would have to drop the temperature to achieve the set point; in fact, the fan must operate continuously to set the temperature. At the intervals 40 to 80 and 160 to 200, the set point is greater than the current temperature which means that the fan has to be turned off to warm the atmosphere and re-operate when the temperature overpasses the required set point. We recall here that the controller output is the fan feed.
Analyzing the results presented in Figure 14 we can easily deduce that the signal generated by the adaptive algorithm is more moderate than other algorithms. For the rest of algorithms, the output signal oftentimes touches the extremes ranges of the actuator which mean a high consumption of current, thus forcing the fan to operate brutally; it has to All the F-ratios are based on the residual mean square error.
pass from the rest mode to the maximum of performances which affects the rotor of the fan. Table 7 shows the electric consumption of each algorithm during the simulation time.
Under the same conditions and during the same time of control, the adaptive controller guarantees a very moderate All the F-ratios are based on the residual mean square error.
electric consumption by generating a feed signal that ensures the smoothness for the fan operation. The remaining controllers have shown a relatively higher consumption, forcing the fan to operate brutally which affects their well-being over the time. Figure 15 : The evolution of MSE and EC using adaptive FLC with various sampling time values. 
The Effects of Sampling Time on the Electrical Consumption.
The results presented earlier show that the adaptive control policy adopted in this paper guarantees a remarkable reduction in the electrical consumption during the control process compared with conventional controllers (under the same conditions). In this paragraph we will try to focus on the effect of the variation of sampling time ( s ) regarding the evolution of electrical consumption during the control process, and Figure 15 shows the evolution of the EC (electrical consumption) and the MSE (mean squared error) for various sampling time during 30 min using the adaptive fuzzy controller (for only one set point).
From the graphs presented in Figure 15 we can easily deduce that the augmentation of sampling time implies a reduction of electrical consumption with an expansion in the committed error, and it is important to note here that the error growth registered using a slightly larger sampling time (3 s /2 and 2 s ) has little effect on the control performance. In other words, using an adaptive controller with the usual sampling time provides the best control performance, high precision, and low power consumption ( Figure 11 and Table 5 ) compared to the remaining controllers, but the use of the adaptive controller with a slightly longer sampling time (3 s /2 or 2 s ) can economize even more this consumption of up to 50% (Table 8 ). The error growth caused by using a larger sampling time seems like a drawback, and this new error is still within the allowable range, because it is almost All the F-ratios are based on the residual mean square error. similar to the error obtained by the conventional controllers with the usual sampling time, that is, in cases where the control process does not require a very high precision (airconditions in building, ext.); the use of our adaptive fuzzy logic controller with a relatively long sampling time will ensure a very important energy savings with a tolerable margin of error. Table 8 presents a real consumption during 30 min using the adaptive FLC.
On the other hand, the controller output is the actuator feeding, and observing the graphs (Figure 14) , we can note that the adaptive controller produces a very smooth signal with moderate values without achieving the extremes ranges of the actuator and without providing many changes in the input signal; that is, feeding the actuator with stable and moderate values for a relatively long time guarantees a perfect operation of this latter within their optimum range which will be reflected in the actuator well-being over the time.
Statistical Analysis of Results.
After demonstrating the superiority and the effectiveness of our algorithm compared to the other controllers using a numerical and graphical comparison of the real simulation results, we proceed to illustrate this superiority by making an inferential statistical analysis based on the results obtained by repeating each simulation five times and with two different sets of set points under the same conditions.
This analysis aims to demonstrate the validity and the level of accuracy of our approach in future simulations. Table 9 presents the results of all realized simulations, giving the MSE and the EC obtained of each algorithm using two sets of set points. Table 14 shows the results of simulations under different types of disturbance, giving the MSE obtained using FLC and AdaptFLC; each simulation was repeated five times with two different sets of set points.
Analysis of Variance (ANOVA).
To analyze the variance of the MSE we proceed to construct the ANOVA table that decomposes the MSE variability in contributions due to several factors. We note here that the sum of squares type III has been chosen (by default); the contribution of each factor is measured by avoiding the effects of the remaining factors.
The value tests the statistical significance of each factor, and a value less than 0.05 implies that this factor has a statistically significant effect on the MSE with a 95% confidence level, so from the data presented in the ANOVA 
Multiple Range Test for MSE of Control.
In the multiple range test a multiple comparison procedure is done to determine which means are significantly different from others, the method used to discriminate between the means is the method of Least Significant Difference (LSD) of Fisher.
The asterisk adjacent to the pairs indicates that these pairs show statistically significant differences with a 95% confidence level.
Statistical Results. From the ANOVA Tables 10 and 11 we can deduce that the effect B: control has a statistically significant effect on the MSE registered with a 95% confidence level ( value < 0.05); that is, if we repeat the simulations there is a 95% risk of having similar MSE. On the other hand, from Tables 12(a) and 12(b) and Tables 13(a) and 13(b) of multiple range test of the MSE and the EC we can deduce that there are significant differences (in MSE and in EC) between our adaptive algorithm and the remaining algorithms with a 95% level of confidence; that is, if we repeat the simulations several times there is a 95% risk of having similar MSE and similar differences in EC between our algorithm and the others.
For the cases of perturbation, we note that from the ANOVA Table 15 that the effects C: noise and B: control have a statistically significant effect on the MSE registered with a 95% confidence level (both value < 0.05); that is, if we repeat the simulations with the same degree of perturbations there is a 95% risk of having the MSE in the same range. On the other hand, Tables 16(a) and 16(b) of multiple range test of the MSE for CONTROL prove that there is a statistically significant difference (between the MSE registered by our adaptive algorithm and the other algorithms in cases of disturbances) of 95% level of confidence; that is, if we repeat the simulations several times, there is a 95% risk of having the same difference of error between our algorithm and the FLC.
Conclusion
This paper presents a multilevel comparative study between several conventional control algorithms and a self-organized and online adaptive fuzzy logic controller. Using the same training board and under the same conditions, we have tested the algorithms behavior on this plant. Both the conventional fuzzy logic controller and the controllers based on the , , and structures have shown their capabilities to control the plant with a reasonable error. The adaptive algorithm without any offline pretraining and starting with no definite rule base has been able to collect a very strong background about the real behavior of the plant in real time, and using this valuable background, the self-organization and the autoLearning will achieve the optimal configuration of the internal parameters of the adaptive controller (suitable rules consequents and optimal position for member ship functions) and improve the committed error during the control process. The adaptive algorithm does not need any complex mathematical models. It only needs very limited information from the plant. The monotonicity and the delay of the plant were the only information used by the adaptive algorithm to optimize the error at the plant output. Another advantage of this algorithm in addition to its precision and its ease of implementation is the energy saving. The adaptive controller reaches to control the process very accurately with great smoothness and low power consumption. The results comparison can prove the superiority of the proposed self-organized and online adaptive FLC against the remaining algorithms and the statistical study can prove the validity of this technique.
