ABSTRACT: Aiming at the difficult problem of Smoggy forecast, this paper puts forward a model which is based on support vector regression (SVR) method, and the GA method to optimal parameters is used. Factor analysis is used to reduce eigenvector dimension. Optimal parameters of SVR is find by the cross validation. GA method with optimal parameters is put into the SVR model to the predict PM 2.5 of Baoding city. The prediction result and the actual are compared to select PM 2.5 forecasting model.
Fog and haze,a disaster which occurs in the near surface layer. Because the haze can reduce visibility, so it will have an impact on people's normal life. At the same time, the haze occurs in the near surface of aerosols, making the air pollution, air quality has declined, causing a serious harm to human health [1] . Chinese Academy of Engineering Nan-shan Zhong pointed out that the haze will not only affect the respiratory system, but also cardiovascular, cerebrovascular, nervous system, etc [2] . Xue-kuan Ma [3] , the chief of the central meteorological station, said that the haze can be predicted but it is difficult to improve the accuracy of the forecast. The main reasons are as follows: haze occurring in the shallow layer of the atmosphere, the complexity conditions of surface and numerous influencing factors making accurate prediction difficult.
The basis of the forecast of the fog and haze is to establish a reasonable forecast model. Support vector regression (SVR) has an unique advantage in solving small sample and nonlinear problem. In this paper, we discuss the feasibility of applying support vector regression method to forecast PM2.5 [4] . GA method is used to optimize parameters of SVR, so as to improve the accuracy of the prediction model.
BASIC PRINCIPLE

Basic principle of support vector regression machine
Support vector regression machine (SVR) which is a new generation machine learning technique based on statistical learning theory developed by Vapnik [5] . It can solve small sample, nonlinear, achieve the number and the local minimum problems. And it becomes one of the hotspot of machine learning. And it is successfully applied to the classification, regression, time series prediction, etc [6] [7] [8] .
The basic idea of SVR as shown in Figure 1 . Set a training sample, labeled
, Assumptions that there is a hyperplane in this space,
we can classify the sample in the attribute space accurately. At the same time, there are two parallel to the hyperplane of the 1 H and 2 H ,So that the two types of samples which closest to the H just were located in 1 H and 2 H ,While the rest training samples will be located outside of A and B, Satisfy constraints: 
,SVR is to find a hyperplane H and the hyperplane correcting the sample is divided into two parts to make the spacing in 1 H and 2 H the largest. To find such a hyperplane the intervals in M arg is need to maximized .Build the following formula:
The optimal solution for the upper formula group is the optimal classification hyperplane .Support vector machine regression algorithm and classification algorithm are essentially the same, The optimal hyperplane is not only the desires of maximum interval, but also meet the classification hyperplane of minimum deviation.
The kernel function is the key to SVR. Different kernel functions can lead to different SVR. It is very important to choose appropriate kernel function based on the specific data. The following empirical rules can be used for reference: RBF is Select if the characteristic number is far less than the sample. According to the selected sample and the Characteristic factor, RBF is chosen as the kernel function.
The penalty parameter C and RBF kernel parameter g in SVR are the important parameters to improve the generalization ability of the model [9] . The optimization of penalty parameter C and RBF kernel parameter g become the key to improve the model accuracy.
Genetic algorithm
Genetic Algorithm for solving a problem is expressed as chromosome and then a group of chromosomes is constructed. According to the principle of survival of the fittest, a strong adaptive chromosome is chosen. A better chromosome group is produced by replication, crossover, mutation. Generation groups through the above process continue to evolve, finally it converge to the individual which is the most suit to the environment, getting the optimal solution [10] [11] . 2 PM2.5 FORECASTING MODEL
Selection of meteorological factors
Chen-xi zhao etc [12] . it is found that the concentration of PM2.5 have a relationship with temperature, relative humidity, wind speed, air pressure, water vapor condensation point (dew point) and other meteorological factors [3] . In this paper, we will establish a training model based on temperature, dew point, humidity, air pressure and wind speed.
Factor analysis is a method of multivariate analysis. In multi variable (index) system, factor analysis is often applied to comprehensive evaluation and monitoring [13] . Factor analysis is mainly to study the internal dependencies between correlation matrix and covariance matrix. The relationship is represented between the original data and factor [14] . Using statistical software SPSS IBM factor analysis, correlation coefficient Bartlett and KMO form can be generated, Intuitive describes the correlation between the samples, the index of samples is compared between simple correlation coefficient and partial correlation coefficient. Analysis results show that: PM2.5 in numerical smaller correlation with temperature, pressure, and a larger correlation with humidity, dew point, wind speed, So the correlation of major meteorological factors were selected as training samples. (Dimensionless pressure correlation ascension is bigger, selected as input factors). 
PM 2.5 Predict the main steps
Step1: First, the original data is preprocessed, the data dimension is reduced, and the filtered data are normalized.
Step2: Cross validation and Genetic Algorithm is used to optimize the parameters of penalty parameter C and RBF kernel parameter g
Step3: Optimal parameter is used to train SVR model Step4: A good mathematical model is used to predict.
Step5: Inputing The weather information of Baoding city in March 15, 2015 into the model, change curve is forecast within 24 hours of the March 15th PM2.5.
Genetic algorithm for SVR parameters optimization flow chart is as follows: Figure 2 . The SVR parameter optimization process table.
Genetic algorithm for SVR parameters optimization
The meteorological data of Baoding city from January 1, 2015 to March 14th is input the model to find the optimal parameters, The cross fold parameter V is 5, the evolution algebra maxgen is 200, the population range is 20, the parameter C (0,500) is g (0,1000), the generation gap ggap is 0.9. Fitness curve shown in Figure 3 : The blue curve is the average fitness, and the red curve is the best fitness. Data source: 1 China Weather Network 2 national environmental protection department data center. 3 PREDICTION EXPERIMENT
Prediction experiment
The parameters of penalty parameter C and RBF kernel parameter g which obtained by Genetic Algorithm is put into the SVR to find the Forecasting model and get the change curve of PM2.5 within 24 hours in March 15th. Figure 4 is a comparison between actual data and forecast data: Figure 4 . Contrast map of GA method optimization and prediction. Figure 4 is a comparison of the PM2.5's forecast and PM2.5's actual value. The combination of SVR and genetic algorithm can capture the nonlinear relationship between PM2.5 and the feature vector well. Experimental results show that the fitting degree between PM2.5 forecast and PM2.5 is higher. In a dramatic change, there is a slightly larger deviation from the forecast curve, but the trend of the forecast curve is consistent with the actual trend. On the whole, SVR combined with genetic algorithm is more sensitive to PM2.5 change.
Analysis of results
CONCLUSION
1. In view of the fog haze is increasingly serious and difficult to predict,In this paper, the combination of SVR and genetic algorithm is used to predict the change of PM2.5 in Baoding in March 15, 2015.,By comparing the figure above the predicted value and the actual value of PM2.5: The model of SVR and genetic algorithm parameters optimization model has a good effect on PM2.5 prediction.
2. Due to the use of real-time PM2.5 data value and has a larger dimension, the MSE as a result of the forecast evaluation standard is not very accurate. Graph comparing predicted results show relatively intuitive.
3. Examples confirm that the SVR has a higher accuracy and better training speed for the prediction of PM2.5. Some of the less demanding forecast can be applied.
4. Because of data limitations the selection of meteorological factors has limitations. The impact of the underlying surface [15] and in the lower circulation etc on haze is ignored, Therefore, adding more reasonable input factors is the main direction of improving the accuracy of the model.
