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Summary
For several years, alternative speech communication techniques have been
examined, which are based solely on the articulatory muscle signals instead of
the acoustic speech signal. Since these approaches also work with completely
silent articulated speech, several advantages arise: the signal is not corrupted
by background noise, bystanders are not disturbed, as well as assistance to
people who have lost their voice, e.g. due to accident or due to disease of the
larynx.
The general objective of this work is the design, implementation, improve-
ment and evaluation of a system that uses surface electromyographic (EMG)
signals and directly synthesizes an audible speech output: EMG-to-speech.
The electrical potentials of the articulatory muscles are recorded by small
electrodes on the surface of the face and neck. An analysis of these signals
allows interpretations on the movements of the articulatory apparatus and
in turn on the spoken speech itself.
An approach for creating an acoustic signal from the EMG-signal is the usage
of techniques from automatic speech recognition. Here, a textual output is
produced, which in turn is further processed by a text-to-speech synthesis
component. However, this approach is difficult resulting from challenges in
the speech recognition part, such as the restriction to a given vocabulary or
recognition errors of the system.
This thesis investigates the possibility to convert the recorded EMG signal
directly into a speech signal, without being bound to a limited vocabulary
or other limitations from an speech recognition component. Different ap-
proaches for the conversion are being pursued, real-time capable systems are
implemented, evaluated and compared.
For training a statistical transformation model, the EMG signals and the
acoustic speech are captured simultaneously and relevant characteristics in
terms of features are extracted. The acoustic speech data is only required as
a reference for the training, thus the actual application of the transformation
can take place using solely the EMG data. A feature mapping is accomplished
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by a model that estimates the relationship between muscle activity patterns
and speech sound components. From the speech components the final audible
voice signal is synthesized. This approach is based on a source-filter model of
speech: The fundamental frequency is overlaid with the spectral information
(Mel Cepstrum), which reflects the vocal tract, to generate the final speech
signal.
To ensure a natural voice output, the usage of the fundamental frequency for
prosody generation is of great importance. To bridge the gap between normal
speech (with fundamental frequency) and silent speech (no speech signal at
all), whispered speech recordings are investigated as an intermediate step.
In whispered speech no fundamental frequency exists and accordingly the
generation of prosody is possible, but difficult.
This thesis examines and evaluates the following three mapping methods for
feature conversion:
1. Gaussian Mapping: A statistical method that trains a Gaussian
mixture model based on the EMG and speech characteristics in order
to estimate a mapping from EMG to speech. Originally, this technology
stems from the Voice Conversion domain: The voice of a source speaker
is transformed so that it sounds like the voice of a target speaker.
2. Unit Selection: The recorded EMG and speech data are segmented in
paired units and stored in a database. For the conversion of the EMG
signal, the database is searched for the best matching units and the
resulting speech segments are concatenated to build the final acoustic
output.
3. Deep Neural Networks: Similar to the Gaussian mapping, a statisti-
cal relation of the feature vectors is trained, using deep neural networks.
These can also contain recurrences to reproduce additional temporal
contextual sequences.
This thesis examines the proposed approaches for a suitable direct EMG-
to-speech transformation, followed by an implementation and optimization
of each approach. To analyze the efficiency of these methods, a data cor-
pus was recorded, containing normally spoken, as well as silently articulated
speech and EMG recordings. While previous EMG and speech recordings
were mostly limited to 50 utterances, the recordings performed in the scope
of this thesis include sessions with up to 2 hours of parallel EMG and speech
data. Based on this data, two of the approaches are applied for the first
time to EMG-to-speech transformation. Comparing the obtained results to
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related EMG-to-speech work, shows a relative improvement of 29 % with our
best performing mapping approach.

Zusammenfassung
Seit einigen Jahren werden alternative Sprachkommunikationsformen unter-
sucht, welche anstatt des akustischen Sprachsignals allein auf den, beim Spre-
chen aufgezeichneten, Muskelsignalen beruhen. Da dieses Verfahren auch
funktioniert, wenn komplett lautlos artikuliert wird, ergeben sich mehre-
re Vorteile: Keine Nutzsignalbeeinträchtigung durch Hintergrundgeräusche,
keine Lärmbelästigung Dritter, sowie die Unterstützung von Menschen, die
beispielsweise durch Unfall oder Erkrankung ihre Stimme verloren haben.
Ziel dieser Arbeit ist die Entwicklung, Evaluation und Verbesserung eines
Systems, welches elektromyographische (EMG) Signale der artikulatorischen
Muskelaktivität direkt in ein hörbares Sprachsignal synthestisiert: EMG-to-
speech.
Dazu werden elektrische Potentiale der Artikulationsmuskeln, durch am Ge-
sicht angebrachte, Oberflächenelektroden aufgezeichnet. Eine Analyse dieser
Signale ermöglicht Rückschlüsse auf die Bewegungen des Artikulationsappa-
rates und damit wiederum auf die gesprochene Sprache selbst.
Ein möglicher Ansatz zur Erzeugung der akustischen Sprache aus dem EMG-
Signal ist die Verwendung von Techniken aus der automatischen Spracher-
kennung. Dabei wird eine textuelle Ausgabe erzeugt, welche wiederum mit
einer textbasierten Synthese verknüpft wird, um das Gesprochene hörbar zu
machen. Dieses Verfahren ist jedoch verbunden mit Einschränkungen das
Spracherkennungssystems, wie z.B. das limitierte Vokabular sowie Erken-
nungsfehler des Systems.
Diese Arbeit befasst sich mit der Möglichkeit das aufgezeichnete EMG-Signal
direkt in ein Sprachsignal umzuwandeln, ohne dabei an ein beschränktes Vo-
kabular oder weitere Vorgaben gebunden zu sein. Dazu werden unterschiedli-
che Abbildungsansätze verfolgt, möglichst echtzeitfähige Systeme implemen-
tiert, sowie anschließend evaluiert und miteinander verglichen.
Zum Training eines statistischen Transformationsmodells werden die EMG-
Signale und die simultan erzeugte akustische Sprache zunächst erfasst und
relevante Merkmale extrahiert. Die akustischen Sprachdaten werden dabei
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nur als Referenz für das Training benötigt, so dass die eigentliche Anwendung
der Transformation ausschließlich auf den EMG-Daten stattfinden kann.
Die Transformation der Merkmale wird erreicht, indem ein Modell erzeugt
wird, das den Zusammenhang von Muskelaktivitätsmustern und Lautbe-
standteilen der Sprache abbildet. Dazu werden drei alternative Abbildungs-
verfahren untersucht. Aus den Sprachbestandteilen kann wiederum das hörbare
Sprachsignal synthetisiert werden. Grundlage dafür ist ein Quelle-Filter-Modell:
Die Grundfrequenz wird mit den spektralen Informationen (Mel Cepstrum)
überlagert, die den Vokaltrakt wiederspiegeln, um daraus das finale Sprach-
signal zu generieren.
Um eine natürliche Sprachausgabe zu gewährleisten, ist die Verwendung der
Grundfrequenz zur Generierung der Prosodie von großer Bedeutung. Da sich
die sprachlichen Charakteristika von normaler Sprache (enthält Grundfre-
quenz) und lautloser Sprache (kein Sprachsignal) deutlich unterscheiden,
werden als Zwischenschritt geflüsterte Sprachaufnahmen betrachtet. Bei ge-
flüsterter Sprache ist keine Grundfrequenz vorhanden und dementsprechend
die Prosodiegenerierung notwendig, wobei im Gegensatz zur lautlosen Spra-
che auf ein akustisches Sprachsignal zurückgegriffen werden kann.
In dieser Dissertation wurden die folgenden drei Abbildungsverfahren zur
Merkmalstransformation entwickelt, implementiert, im Detail untersucht und
ausgewertet:
1. Gaussian Mapping: Ein statistisches Verfahren, das eine Gaußsche
Mischverteilung auf Basis der EMG- und Sprach-Merkmale trainiert,
um damit eine Abbildung von EMG auf Sprache zu schätzen. Ur-
sprünglich findet diese Technik im Bereich der Sprechertransformation
Verwendung: Die Stimme eines Quellsprechers wird so transformiert,
dass sie wie die Stimme eines Zielsprechers klingt.
2. Unit Selection: Die aufgenommenen EMG- und Sprach-Daten wer-
den in paarweise Einheiten segmentiert und in einer Datenbank ab-
gelegt. Für die Konvertierung des EMG-Signals wird die Datenbank
nach möglichst passenden Segmenten durchsucht und die resultieren-
den Sprachabschnitte konkateniert.
3. Deep Neural Networks: Ähnlich dem Gaussian Mapping wird hier
eine Abbildung der Merkmalsvektoren trainiert. Als Abbildungsverfah-
ren kommt ein vielschichtiges neuronales Netz zum Einsatz, welches
zusätzlich auch Rekurrenzen enthalten kann, um zusätzlich kontextu-
elle zeitliche Abläufe wiederzugeben.
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Ziel dieser Dissertation ist zum einen, jeden dieser Ansätze auf Eignung zur
direkten EMG-zu-Sprach-Transformation zu untersuchen und diese jeweils
zu optimieren. Zum anderen werden die einzelnen Verfahren sowohl objektiv
als auch mittels subjektiver Auswertung miteinander verglichen. Zur Analyse
der Leistungsfähigkeit dieser Verfahren wurde ein Datenkorpus aufgezeich-
net, welcher sowohl normal gesprochene, als auch lautlos artikulierte EMG-
und Sprach-Aufnahmen enthält. Während bisherige EMG und Sprachauf-
nahmen meist auf 50 Äußerungen limitiert waren, werden die Aufnahmen
im Rahmen dieser Dissertation auf bis zu 2 Stunden EMG und Sprachdaten
erweitert. Auf Basis dieser Daten werden zwei der genannten Verfahren nach
unserer Kenntnis weltweit erstmals zur EMG-basierten Transformation um-
gesetzt. Ein Vergleich der resultierenden Ergebnisse unseres besten Systems
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This chapter serves as a motivation for this dissertation, introduces the
field of Silent Speech Interfaces and motivates our approach that di-
rectly transforms myographic signals into speech output, entitled EMG-
to-speech. The contributions are summarized and highlighted, followed
by an outline of the structure of this thesis.
1.1 Speech Communication
Speech communication is the most sophisticated form of human interaction.
During the last decades it got high attention for its usage to ease human-
computer interfaces, due to its efficiency, naturalness and richness to express
information. Today’s widely known speech-based systems rely on acoustic
data, i.e. the speech is transmitted over air. However, there exist several
scenarios where alternative speech signals are desired:
• Adverse noise conditions: High ambient background noise makes the
usage of an acoustic speech signal challenging or even impossible.
• Complementing acoustic speech: The addition of a second speech modal-
ity can improve a speech processing system.
• Silent speech communication: Transmitting confidential information
like passwords or PINs should not be eavesdropped by bystanders.
2 Introduction and Motivation
In general, disturbing the environment with ones voice is not always
wanted. Meetings, concerts or libraries are just three of multiple noise-
sensitive scenarios. Therefore, a private, confidential and non-obtrusive
communication is needed.
• Speech rehabilitation: Help for people who suffer from speech-disabilities
or have even lost their voice. According to the National Institute
on Deafness and Other Communication Disorders (NIDCD), approxi-
mately 7.5 million people in the United States have trouble using their
voice [ND16]. Many of these people could obtain assistance and could
interact using usual speech communication technologies.
1.2 Silent Speech Processing Technologies
Some of the above mentioned challenges can be alleviated by Silent Speech
Interfaces (SSI) [DSH+10], i.e. systems that do not rely on an acoustic signal
as input. First approaches stem from the 1980s and are either based on visual
lip-reading to enhance speech recognition in noisy environments [Pet84], or
they rely on facial muscle signals to classify simple vowels [ST85]. Different
types of silent speech interfaces have been evolved over the last decades (see
Chapter 3 for details) and are actively pursued.
In general, silent speech technologies can be grouped into three categories:
• Capture of very quiet speech signals. e.g. bone-conduction, stethoscopic
microphones, etc., which require that at least a small sound is produced.
These technologies address the same problems as true silent speech
interfaces and are therefore described in the related work in Chapter 3.
• Capture of vocal tract or articulator configurations, e.g. by surface
electromyography (EMG), or by visual or ultrasound imaging. This
allows to process speech information even when no sound is produced.
• Direct interpretation of brain signals that are related to speech produc-
tion.
To generate a speech output there exist two different approaches. One way is
the usage of a speech recognition system to transform speech-to-text, followed
by a text-to-speech synthesis system. The second approach uses a direct
feature mapping, which yields some benefits:
• No restriction to a given phone-set, vocabulary or even language.
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• Opportunity to retain paralinguistic features, like prosody or speaking
rate.
• Preservation of a speaker’s voice and other speaker-dependent factors.
• Direct mapping enables faster processing than speech-to-text followed
by text-to-speech and thus the ability for nearly real time computation.
1.3 Contributions of this Thesis
In this work we introduce a system that directly converts facial EMG signals
into an audible speech output. The capturing of the simultaneous EMG and
audio data is followed by the signal processing step to generate relevant fea-
tures. The next step contains the mapping from EMG features into acoustic
representations. The main focus of this thesis is to investigate the direct
transformation from EMG to acoustics. This is concluded by the vocoding
process, the creation of the final speech wave files from the input acoustic
representations.
The main contributions of this thesis are as follows:
• Applying three different state-of-the-art machine learning approaches
for direct speech synthesis based on surface electromyographic signals
(EMG-to-speech): A statistical transformation based on Gaussian mix-
ture models entitled Gaussian Mapping, a database-driven approach
known as Unit Selection and a feature mapping based on Deep Neural
Networks.
• Generating the fundamental frequency of speech from electromyographic
signals (EMG-to-F0 ), enabling a naturally sounding prosody that is
based solely on the articulatory muscle movements.
• Whisper-to-audible speech mapping : To demonstrate the generation of
prosodic information, we investigate the transformation of whispered
speech into normal audible speech.
• No need for phone-level time alignments (labels): While comparable
electromyography-based approaches need phonetic information in the
processing chain, which introduces an additional source for errors, this
work establishes a label-free approach.
4 Introduction and Motivation
• Near-real-time processing : No complex decoding computations are needed
and thus we enable fast processing speech output that could be used
for acoustic feedback.
1.4 Thesis Structure
This thesis is structured into the following chapters. Section 2 introduces the
basic principles that are necessary to understand this work. Chapter 3 gives
an overview of the most important related work, followed by an introduction
to the experimental setup and the used data corpora in Chapter 4. The
challenges and peculiarities of the recorded and analyzed data are discussed
in Chapter 5, while the different EMG-to-speech mapping approaches are
presented and evaluated in the Chapters 6, 7 and 8. Final comparisons




This chapter introduces the basic principles plus scientific and tech-
nical foundations that are necessary for the understanding of speech
and surface electromyography (EMG) in the context of EMG-to-Speech
transformation. The section begins with a brief introduction into speech
synthesis that clarifies the basic EMG-to-Speech components that will be
described. In addition, the physiological and anatomical basics of speech
production and EMG are introduced, concluded by signal processing de-
tails. This is complemented by mathematical basics that are relevant
for this thesis.
2.1 Introduction and Relation to Speech Syn-
thesis
The artificial generation of acoustic speech is known as speech synthesis.
Thus, we start with a short introduction into the history and development
of speech synthesis systems that are relevant for the scope of this thesis.
More detailed reviews can be found in e.g. [Kla87, Tay09]. Many research
has been done in the field of Text-to-Speech (TTS): the production of aural
information given from written information, sometimes considered as the
counterpart of speech recognition.
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There are lots of applications for speech synthesis systems. Screen readers,
assisting devices, non-visual human-computer-interfaces, etc. But recreating
human speech is a desire that was present long before the upcoming of state-
of-the art computer systems. One of the most prominent first speech-like
generation systems [Von91] was built by Wolfgang von Kempelen in 1791
and consisted mainly of three components: a pressure chamber (bellows), a
vibrating reed and a leather tube. Although this acoustic mechanical speech
machine was more like an instrument, it could produce phones and even
words that sounded like human speech.
To the beginning and middle of the 20th century researchers started in using
electrical methods to synthesize speech. Among the first electrical speech
synthesis systems Steward introduced his work in 1922, entitled “Electrical
Analogue of the Vocal Organs” [Ste22]. A buzzer acts as excitation and two
resonant circuits modeled the vocal tract. Another prominent synthesizer was
entitled VODER (Voice operating demonstrator) [DRW39] from Homer Dud-
ley, that was successfully demonstrated at the 1939 World Fair. As computers
became widely available for speech synthesis researchers, other approaches
were investigated that were not previously possible. e.g. an “analysis-by-
synthesis” approach [Bel61] that is inspired by the theory of speech produc-
tion. In the 1980’s the Klattalk system [Kla82] became popular and first
commercial synthesis systems became available.
In general, a speech synthesis approach has two components:
1. a (typically language-specific) frontend that creates a linguistic inter-
mediate representation (similar to a transcription),
2. a backend/waveform generation that creates the speech output based
on the linguistic specification.
Regarding a state-of-the-art text-to-speech system the frontend starts with
a text preprocessing where non-alphabetic characters (especially numbers)
are parsed into a suitable representation. These representations are further
processed to get correct pronunciations. This is succeeded by the generation
of a meaningful prosody, like duration or pitch. All these steps can be in-
terconnected, e.g. when a question mark has influence on the prosody of a
sentence.
Today’s speech synthesis approaches can be grouped into two basic ap-
proaches:
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1. Exemplar-based systems: Segments of target (pre-recorded) speech
representations are stored in a database (known as codebook) and are
used to concatenate a final output.
2. Model-based (statistical parametric) systems: Parametric since
the built model uses (speech) parameters, statistical refers to the fact
that distributions are learned from the training data (e.g. by probability
density functions).
The latter model-based approach can be subdivided into two categories:
(a) Articulatory approach: The human speech production system
is attempted to be directly modeled.
(b) Signal approach: This tries to mimic the speech signal and its
properties itself, using some of the known speech (perceptional)
characteristics, e.g. linear predictive coding (see Section 2.6.1).
A term that is closely related to speech synthesis is voice conversion, also
known as voice transformation. This process covers approaches that trans-
form the speech signal of a source speaker into the voice-characteristics of a
target speaker and was introduced in the mid 1980s [CYW85]. A possible
application is its usage in a TTS system. Instead of recording multiple of
hours of training data (plus the labeling effort) for a synthesis database, one
could add a new synthesis voice by applying a voice conversion system, where
usually a much smaller amount of training data is required. It is estimated
that an amount of 50 speaker utterances can be sufficient for building a voice
conversion system [MBB+07]. However, the source and target speaker char-
acteristics can differ in numerous ways, e.g. acoustic differences (male versus
female speaker) or prosodic differences (different pitches/volumes).
Training a voice conversion system can be done in a text-dependent or text-
independent way. while the first case uses the same text data for source
and target speaker and thus only needs a time-alignment, the latter text-
independent fashion needs a more sophisticated preparation. One example
is the segmentation into a feature space that can be further clustered into
similar groups and used for transformation [DEP+06].
The separation into a frontend and backend component can also be done on
voice conversion systems. The frontend covers the extraction of appropriate
features, that are used for a transformation model that is estimated during a
training phase. Different types of transformation techniques exist, e.g. based
on Vector Quantization [ANSK88], neural networks [NMRY95] or Gaussian
mixture models [SCM98, KM98, TBT07]. The latter approach will be in-
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vestigated in Chapter 6. The backend represents the vocoder element, that
converts the transformed speech characteristics into the final speech sample
output.
Figure 2.1 shows the general framework of the EMG-to-speech approach in
this thesis, which is inspired by the described techniques and can be divided
into a frontend plus a backend component. Our system setup uses facial
Figure 2.1 – General structure of the proposed EMG-to-speech mapping
approach investigated in this thesis. Green arrows represent data flow during
training, blue arrows during application of the mapping.
EMG signals and directly synthesizes an audible speech output. The captur-
ing of simultaneously recorded EMG and audio data is followed by the signal
processing step to generate representing features. The next step represents
the main part of this thesis, the direct transformation from EMG features
into acoustic representations. Finally, the vocoding process creates the final
speech wave files from the input acoustic representations. After obtaining
the final speech output, there is the question how good the acoustic output
actually is and multiple ways for evaluations exist. The theoretic underpin-
nings of the employed techniques and processes are described in the following
sections.
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2.2 Physiological and Anatomical Basics
Human motion is the result of muscle contraction, which again is initiated
by an electrical stimulus triggered by the brain. Muscles are the executional
units in every motoric process. They can be divided into three types: skele-
tal, cardiac and smooth muscles. The latter two contract only involuntarily
and therefore are of no interest to this work. Skeletal muscles are com-
posed of muscle fibers which are surrounded by a plasma membrane called
sarcolemma. The muscle fibers are built from a multitude of filamentary
structures, called myofibrils. These consist of two types of parallel arranged
filaments: myosin filaments and actin filaments repeated in basic functional
units entitled sarcomeres. Figure 2.2 shows the schematic structure of a
skeletal muscle fiber.
Figure 2.2 – Schematic depiction of the structure of a skeletal muscle fiber,
from [Col13].
The actin filaments slide along the myosin filaments, resulting in a muscle
contraction. The innervation process is activated by at least one motor neu-
ron in the spinal cord. A motor neuron and the muscle fibers it innervates are
called motor unit. One single motor neuron is able to innervate a multitude
of muscle fibers. The motor neuron is connected to the muscle fiber mem-
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Figure 2.3 – Flow process of a single action potential, from [Col13].
brane by a synapse, the so called motor end-plate. During the activation of
the end-plate, transmitter substances are released, which eventually lead to
an action potential that is propagated along the muscle fiber from the origin
and causes muscle contraction.
An motor unit action potential (MUAP) defines the spatial and temporal
summation of the electrical activity of those muscle fibers belonging to a
motor unit.
The excitability of muscle fibers can be described by a model of the semi-
permeable membrane to characterize the electrical properties of the muscle
fiber membrane. An ion imbalance between the interior and exterior of the
muscle cell generates a resting potential (approximately −70mV in uncon-
tracted state). This potential difference is maintained by active physiological
processes (ion pump), resulting in a negative charge of the cell interior. The
emergence of the electrical pulse is shown in Figure 2.3. When an external
stimulus is applied, it results in a depolarization of the muscle fiber membrane
(reaching +30mV ), which is restituted immediately by an active compen-
satory ion backflow (repolarization). The short period of overshooting is
defined as hyperpolarization.
According to [Kra07] a muscle contraction can be summarized in three steps:
• Excitable cells react to a stimulus by changing their electrical mem-
brane properties (ion conductivity).
• Resting potential → action potential.
• Action potential leads to muscle contraction.
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2.3 Electromyography
While only the basic EMG fundamentals are described, we refer to e.g.
[BdL85] for further details. In general, electromyography (EMG) is the study
of muscle function through the inquiry of the electrical signal emanating from
the muscles [BdL85]. These electrical signals refer to the previously described
motor unit action potentials (MUAPs), which stem from several motor units
in accordance to muscle contraction. A sequence of MUAPs is defined as a
motor unit action potential train (MUAPT). The captured EMG signal con-
sists of a summation of several MUAPTs that can be detected in the vicinity
of the recording sensor, thus they can originate from different motor units
and even different muscle fibers. Exemplary EMG signals are discussed in
Chapter 5.
According to [MP13] the intensity of muscle force depends mainly on two
factors:
• The amount of motor units that are recruited, and
• the rate at which they are fired.
This electrical signal is captured by sensors defined as electrodes, which trans-
form the ionic potentials from the muscles into electronic currents that can
be further precessed with technical devices. In principle, there exist two
types of electrodes: 1.) needle or fine-wire electrodes that are directly in-
serted into the muscle and 2.) surface electrodes that non-invasively mea-
sure the electrical activity on the surface of the skin. For the purpose of
human-computer interaction in non-medical setups, only surface electrodes
are suitable and thus the reported EMG data in this dissertation is captured
by surface EMG electrodes. A surface electrode consists of a metal surface
(e.g. silver) that is applied to the skin. In this skin-electrode interface, on the
moderately conductive tissue side the current is carried by ions, while inside
the highly-conductive metal current is carried by electrons. This interface is
intrinsically noisy [GB75] and thus highly affected by skin preparation. To
improve and stabilize the contact, a conductive gel is applied to the skin-
electrode interface. This electrolyte gel contains free chloride ions such that
the charge can be carried through the electrolyte. Therefore the electrolyte
can be considered as conductive for ion current as the human tissue. “Dry”
electrodes (without gel), capacitive electrodes [KHM05] and ceramic elec-
trodes [GSF+95] have also been investigated, but this thesis only reports on
standard wet surface Ag/AgCl electrodes.
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The recorded EMG signal always represents potential differences between
two electrodes, which gives two possible ways of derivation:
Monopolar derivation: Both electrodes are placed on the same muscle
fiber.
Bipolar derivation: The neuromuscular activation is derived between one
electrode placed on an electrically inactive region and one electrode
placed on the active muscle fiber.
The latter configuration is less sensible to artifacts, since disturbances are
presented and measured at both electrodes and suppressed by calculating
the difference between both sensors. The amplitude of the recorded elec-
tromyographic signal is highly dependent on the kind of muscle and varies
from µV to the low mV range [BdL85]. The primary energy in the EMG
signal lies between 10 and 200 Hz, depending on the skin property and the
muscle-electrode-distance [Hay60]. Its measurement depends on various fac-
tors, such as the skin properties – conductance of human skin varies with type
and thickness of tissue, physiological tissue changes and body temperature –
or the types of electrodes and amplifiers.
Different unwanted noise components can be observed in the recorded EMG
signal, regarded as biological artifacts and technical artifacts.
Biological artifacts
Physiological crosstalk: Bioelectric signals that stem from multiple sources
inside the human body, e.g. neighboring muscles, can affect the signal
and are summarized under the term “crosstalk”.
Motion artifacts: During speaking and movement, low-frequent interfer-
ences and artifacts can arise, which are the result from the electrodes
movement.
Technical artifacts
External interferences: Depending on the environment and the electro-
magnetic influences of other electronic devices there may exist interfer-
ences, e.g. power line noise.
Transducer artifacts: Various influences and artifacts can arise from the
recording device, like amplification noise or bad electrode contact.
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2.4 Articulatory Muscles
All produced sounds of human speech are the results of muscle contractions.
While Section 2.5 gives the details about the production process, this sec-
tion presents a short overview of the facial muscles that are involved in the
articulation process, more precisely the muscles that change the shape of the
vocal tract. Figure 2.4 shows the articulatory muscles that are relevant for
speech production:
Tongue (not shown in Figure 2.4) is a compound of intrinsic and extrinsic
muscles. It occupies most of the oral cavity and has a major influence
on vowel articulation. In speech production (see Section 2.5), vowels
are characterized by the position of the tongue.
Orbicularis oris a circular muscle that contracts to move the lips.
Levator anguli oris/Levator labii superioris pulls the upper lip upwards.
Zygomaticus major and minor retract the corners of the mouth superi-
orly and posteriorly, e.g. used for smiling.
Depressor anguli oris pulls the corners of the mouth downwards, e.g. used
when frowning.
Depressor labii inferioris lowers the bottom lip.
Risorius retracts the lip corners.
Mentalis protrudes the lower lip and its contraction results in a forward
movement of the lower lip.
Buccinator compresses the check and pulls back the angle of the mouth.
Platysma a large muscle that lies under the jaw and down the neck to the
upper chest. It depresses the lower jaw and helps to lower the lips.
Masseter a powerful muscle that closes the jaw, e.g. used for mastication.
Since surface electrodes capture signals from multiple muscles, we can not
interpret the signals of a particular muscle. In Section 4 we introduce our













Figure 2.4 – Lateral head anatomy showing the articulatory facial muscles,
adapted from [LJ16a]
2.5 Speech Production
Acoustic speech can be regarded as the result of an air-pressure excitation
that is modulated by one or more sources and is emitted through a speaker’s
mouth or nostrils. The main components of the human speech production
system are: the lungs, trachea, larynx, throat, nasal cavity and oral cavity.
The latter three represent the human vocal tract, which alters the fundamen-
tal excitation. As illustrated in Figure 2.5, the anatomy of the human speech
production system can be described as follows, in order of the airstream flow
[HAH01]:
Lungs: Source of excitating air pressure during speech process.
Larynx: The larynx (or voice box) contains the vocal cords (vocal folds),
which are two folds of tissue that can be open or closed to block the
air flow from the lungs. They are open during breathing. During
speech they can be held close together, which results in a vibration
that is excited from the pulmonary airflow. The oscillation of the vocal














Figure 2.5 – Human throat anatomy (left), from [Wik16] and anatomical di-
agram of the upper human speech production apparatus (right), from [LJ16b].
1. Lower lip, 2. Upper lip, 3. Teeth, 4. Alveolar ridge, 5. Hard Palate, 6. Velum,
7. Uvula, 8. Pharynx, 9. Tip of the tongue, 10. Front tongue, 11. Middle
tongue, 12. Back tongue, 13. Epiglottis, 14. Nasal cavity.
cords implies a voiced sound, thus a quasi-periodic air pressure wave
is produced. One important factor in this process is the fundamental
frequency, i.e. the number of cycles at which the vocal cords vibrate.
Influenced by the length, size and tension of the vocal cords, the fun-
damental frequency can be 60 Hz for men up to 300 Hz for women and
children. A lack of vibration of the vocal cords (i.e. when they are too
tense to vibrate periodically) implies an unvoiced sound. The glottis is
defined as the location where the vocal cords come together.
Pharynx: Part of the throat that is placed between the nasal/oral cavity
and the larynx (8.) in Figure 2.5).
Oral cavity: Usually this is simply called “mouth”.
Nasal cavity: The nasal tract, above the oral cavity (14.) in Figure 2.5).
The shown positions in the human vocal tract are used to define the point
of contact where an obstruction occurs during speech articulation, known as
the place of articulation. Together with the place of articulation, different
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sounds in human speech can be characterized by the configuration of the
articulators, called the manner of articulation. Individual manners are:
Plosive/Stop - an oral occlusive sound, i.e. a sound where the airflow stops
completely before resuming again (e.g. the p in “pass”).
Nasal - a sound where the oral cavity is blocked and air flows primarily
through the nasal cavity (e.g. the n in “nose”)
Trill - a sound resulting from the repeated opening and closing of the vocal
tract, such as a “rolled r”.
Flap/Tap - a momentary closure of the oral cavity (e.g. the t in butter in
American English).
Fricative - a sound resulting from turbulent airflow at a place of articulation
due to partial obstruction (e.g. the f in “fricative”).
Affricate - a stop changing into a fricative (e.g. the j in “jam”).
Approximant - a sound where there is very little obstruction (e.g. the y in
“yes”).
Lateral - an approximant with airflow around the sides of the tongue (e.g.
the l in “lateral”).
One fundamental distinction of human speech sounds - called phones, is the
division into two classes: consonants, that are articulated in the presence of
constrictions in the throat or obstructions in the oral cavity, and vowels,that
are articulated without significant constrictions and obstructions. However,
different placement of the tongue and the oral cavity give each vowel its
distinct character by changing the resonance. These major resonances are
defined as first (F1) and second formant (F2). The relationship of both
formants can be used to characterize different vowels.
This process of human speech generation can be described using a source-
filter model, depicted in Figure 2.6. The sound excitation signal coming
from the lungs can either be voiced or unvoiced, depending on the vocal
cords. This reflects the source of the sound, while the vocal tract modulates
this excitation source and thereby assumes the role of a filter. The source
excitation signal is often modeled as a periodic impulse train, for voiced
speech, and white noise for unvoiced speech. Convolution of the excitation
signal with the filter H[z] then produces the synthesized speech signal s(n).
The filter component can be estimated using techniques like linear predictive
coding or cepstral analysis, which will be discussed in Section 2.6. This
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s(n)
Figure 2.6 – Source-filter model for voiced and unvoiced speech.
separation of source and filter brings high flexibility in separating the pitch
of the source and the filter component.
2.5.1 Phonetical Alphabet
The basic unit to describe speech sounds is defined as a phone. A phoneme is
the smallest unit in speech that serves to distinguish one word from another,
resulting in the fact that phonemes are language-dependent. If a single word
can be changed into another word by changing one single unit, these units
are representations of phonemes (e.g. English words pin vs bin → p and b
are phonemes). Different phones that are realizations of the same phoneme
are called allophones.
The International Phonetic Association (IPA) [Int99] developed a scheme
that groups all pulmonary speech sounds to give a standardized represen-
tation of the sounds of oral language. We already introduced one first dis-
tinctive separation into vowels and consonants. To further analyze different
types of vowels the vowel trapezium is introduced (shown in Figure 2.7).
Both dimensions represent the position of the tongue: the horizontal axis
discriminates between front and back tongue vowels (vowel backness), e.g.
the tongue moves towards the front of the mouth in “bit”, while it moves
to the back in ”but“. The vertical axis discriminates between closed and
open vowels (vowel height), related to the vertical position of the tongue,
e.g. the tongue is raised to the top of the mouth in ’meet’, while lowered to
the bottom in ”bath“. Additionally, vowels are discriminated between round
and unround, depending on the shape of the lips.
For the articulatory description of pulmonary consonants, differentiations are
made based on: place of articulation on the horizontal axis (e.g. dental or
glottal), manner of articulation on the vertical axis (e.g. nasal or plosive) and
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Figure 2.7 – International Phonetic Association (IPA) vowel trapezium ac-
cording to [Int99], describing positions of all cardinal vowels and respective
IPA symbols.
Figure 2.8 – List of pulmonary (i.e. obtained by air from the lungs) conso-
nants, grouped by position and manner of articulation, according to [Int99]
voicedness (voiced versus unvoiced). Figure 2.8 gives the detailed consonant
classification based on the IPA.
This work uses only English speech data and thus focuses on the characteris-
tics of the English language. Thus, we omit any descriptions and peculiarities
of other languages, however we assume that the proposed EMG-to-speech ap-
proaches also work with most other Indo-European languages.
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2.5.2 Different Speaking Modes
This thesis uses characteristics of speech data from three different speak-
ing modes: normal audible speech, whispered speech and silently articulated
speech. Audible speech refers to speech in normal conversational volume and
the voiced sounds are produced by modulation of pulmonary air by vibra-
tion of the vocal folds. The detailed process of normal speech production is
described in Section 2.5.
Whispered speech takes place without major activity of the larynx and
is mostly intended for a more private communication. It is thus pronounced
more quietly than normal speech [Doe42]. The vocal folds are closed, while
the rear part of the glottis is open and builds a kind of triangular shape.
The exhaled air produces friction noises in the glottis area. Not only the
special vocal fold position distinguishes whisper from normal speech, but
also the change of pressure conditions in the sub-glottal space. In whispered
speech, voiced sounds are altered, while unvoiced sounds remain unvoiced.
For example, if words like “fish” or “six” are whispered, only the vowel is
whispered, while the consonants remain voiceless. While it is possible to
differentiate between different kinds of whisper, in the scope of this thesis it
is sufficient to note that whisper is a strong hissing sound which is produced
by a turbulent air flow resulting from a highly constricted glottis.
Silent speech refers to the process when a speaker is not producing audible
sounds, while he or she is normally articulating the intended speech. The
pulmonary airstream is suppressed, while the conventional speech production
process remains unchanged.
The term “silent speech” can be ambiguous, since sometimes different types
of speech are referred to as being silent. Three different categories of silent
speech are mentioned in the literature:
Imagined speech - also known as thought speech, inner speech or covert
speech. The intended speech is only thought of and no articulatory
movement is involved. This field is under heavy research in the brain-
computer-interface community.
Subvocal speech - Subvocalization, i.e. internal speech used without open-
ing the mouth, is usually observed during reading, when the words are
read in mind. Some of the speech articulators - mainly the tongue -
slightly move, but the speech process itself can not be noticed by an
external bystander.
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Mouthed silent speech - sometimes denoted as visible subvocal speech,
is regarded as normally articulated speech without emission of air and
any underlying sound. Thus, the words are only mouthed. This is the
category we are using in this work and that we are regarding as “silent
speech”.
For this work we apply mouthed silent speech and normal audible speech
on EMG and thus introduce two definitions that are used in the remaining
chapters:
Silent EMG: Facial EMG signals that are recorded when mouthed silent
speech is produced.
Audible EMG: Facial EMG signals that are recorded when normal speech
is produced.
In Chapter 5.2 speaking mode differences are investigated at the EMG signal
level.
2.6 Speech and EMG Signal Encoding and
Representation
The process of signal processing in this work can be summarized in three
stages:
1. Conversion of the input signal (sound pressure waves in air, or ionic
myographic current in tissue) to an electrical signal by a standard mi-
crophone or EMG electrodes.
2. Sampling of the electrical signal at discrete regularly spaced time in-
tervals, resulting in an analog value per time sample.
3. Quantization of the signal into discrete values (A/D conversion), that
can be further processed by technical devices.
Each step needs to be carefully designed in order to avoid erroneous signal
recordings. For example, an inappropriate sampling rate can introduce alias-
ing effects, or a minor quantization resolution can lead to rounding errors.
Speech information, no matter if presented in acoustic or EMG representa-
tion, is temporally localized. Thus, it is common to analyze the signal into
a sequence of multi-dimensional vectors at regularly spaced intervals called
frames. This process is called windowing. The windowing is equivalent to
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multiplying the signal with a function that is non-zero only for a certain
amount of time - the frame length - starting at the beginning of the sig-
nal, shifting it forward a certain amount of time - the frame shift - for each
successive frame.
2.6.1 Speech Encoding
The speech signal propagates through air as a longitudinal waveform as a
series of high-pressure and low-pressure areas, depending on the sound fre-
quency and intensity. The audible frequency bandwidth that is usually used
in speech communication ranges up to 8 kHz, resulting in a speech sampling
rate of 16 kHz.
One problem in speech processing system is the choice of a compressed repre-
sentation that still resembles all necessary acoustic information. Illustrating
speech sounds in spectrograms gives an important insight for speech analy-
sis, since e.g. formants can be easily spotted. One way to encode the speech
signal is the coding of the exact shape of the signal waveform, which is useful
when speech and non-speech signals have to be encoded. An example is the
Pulse Code Modulation (PCM) which quantizes each sample regardless of
their predecessors.
Mel Frequency Cepstral Coefficients Often speech representations are
tailored to the human process of speech production and speech perception.
The most prominent acoustic features used especially in speech recognition
are Mel Frequency Cepstral Coefficients (MFCCs). The first step in comput-
ing MFCCs is the frame-wise transformation into the frequency domain, e.g.
by computing the discrete Fourier transformation.On the short-time spectra
a triangular filterbank is used for dimensionality reduction, where adjacent
frequency components are bound together. This is based on the mel scale
[SVN37] - mel referring to the word melody - which is a scale that represents
the human auditory perception of pitch, that can be expressed as




It mimics the ability of human perception distinguishing lower frequencies at
a finer scale compared to high frequencies. Figure 2.9 shows an exemplary mel
filterbank, reducing all frequency bands to 12 coefficients. Afterwards each
mel spectrum frame is logarithmized and further processed using an inverse
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Figure 2.9 – Exemplary mel filterbank reducing to 12 coefficients.
Fourier transform (or alternatively a cosine transform). This transforms the
features into the cepstral domain.
This work uses a variation of MFCCs that is implemented for the use of the
Mel Log Spectral Approximation filter [Ima83], which generates the acoustic
speech signal from input MFCCs. Details on this implementation will follow
in Section 2.6.2.
Linear Prediction The coding scheme [AS70] is based on the idea that
each observed value y[n] can be predicted as a linear combination of the pre-
ceding p values with an error term e[n] called residual signal. The number p
of preceding values defines the order of the linear predictive model, a[i] rep-
resents the linear prediction coefficients that can be calculated by minimizing
the sum of the squared errors per frame. Mathematically this definition can
be given as:
y[n] = e[n] +
p∑
i=1
a[i] · y[n− i] (2.2)
One drawback using Linear Predictive Coding is its sensitivity to small
changes in the coefficients, especially when new data occurs that has not
been seen in training. A modification is to use Line Spectral Pairs or Line
Spectral Frequencies, which use a transformation of the original LPC data
to a space that is more robust [Ita75a].
Fundamental Frequency The fundamental frequency (F0) can be com-
puted using a modification of the auto-correlation method [dCK02]: The
framed signal is cross-correlated with itself, and the F0 is extracted as the
highest peak in the correlogram within a specified pitch range (manually set,
depending on the speaker).
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2.6.2 Mel Log Spectral Approximation Filter
The vocoding part of our mapping system generates the final acoustic speech
signal using the generated speech features. This work uses the Mel Log
Spectral Approximation (MLSA) filter [Ima83]. The implementation uses
the fundamental frequency plus a variation of the MFCCs to produce the
final acoustic waveform.
Mel Frequency Cepstral Coefficients for MLSA The mel frequency
cepstral coefficients (MFCC) implementation that is used in this work is tai-
lored to the MLSA filter. It uses a bilinear warping of frequencies to approxi-
mate the mel frequency scale and to obtain a low-dimensional representation
of the speech signal. The result can optionally be optimized by applying an
iterative method which minimizes the difference between the generated and
the original spectrum.
In detail, the MFCC feature extraction algorithm proceeds as follows:
1. Calculation of the power-spectrogram of 70 Hz high pass filtered data
using 10 ms frame shift and a 512-point Blackman-Window,
2. Transformation of the spectrogram to its cepstrogram by taking the
logarithm and applying the inverse Fourier transform,
3. Application of the frequency warping to transform the frequencies to
the mel-scale and reduce the dimension to 25,
4. If desired, iterative optimization steps are performed.
Steps 1 and 2 are straightforward. In step 3, a bilinear, invertible frequency
warp is applied in the cepstral domain to approximate the mel frequency
scale, in the z-domain it is defined as
s =
z−1 − α
1− α · z−1
, (2.3)
i.e. mapping the complex unit circle onto itself. The parameter α is cho-
sen as 0.42 in the MLSA implementation. Finally, step 4 consists of an
optimization procedure as described by Fukada et al. [FT92]. This (Newton-
Raphson-style) optimization is carried out on every frame independently.
The cepstral vector is back-transformed into the frequency domain, then the
error of this (low-dimensional) representation compared to the original (high-
dimensional) spectrum is computed, and in the cepstral domain, the repre-
sentation is slightly altered to reduce this error. This process is performed
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iteratively until the iterative improvement falls below a certain threshold, or
until the maximum number of iterations is reached. In practice, convergence
is usually reached after 4 to 6 iterations. Furthermore, in order to reduce
the computation time with respect to real-time applications, the number of
iterations can be limited to 1 or 2, as the first step has the largest impact on
the final result.
2.6.3 EMG Encoding
For EMG-frames a frame size of 27 ms and a shift of 10 ms was introduced by
[WKJ+06] and successfully used for the last decade. The 10 ms frame shift
is a factor that is frequently used in speech processing [HAH01]. Since the
length of phones is considered at least 30 ms, a 10 ms frame shift corresponds
to at least 3 frames per phone. This enables the distinct modeling of begin,
middle and end of a phone. Our own preliminary experiments with 5 ms gave
only marginally different results.
We use a set of different features for our surface electromyographic data.
These time-domain EMG features are based on [JSW+06] and consist of a
set of five different features.
In the following description of the features, let x[n] denote the n-th signal












We define a high-frequency signal:
p[n] = x[n]− w[n], (2.5)
as well as a rectified high-frequency signal:
r[n] = |p[n]|. (2.6)








2.7 Mathematical/Technical Background 25





and zf the frame-based zero-crossing rate (the number of times the signals
sign changed). We now define the TD0 features as a combination of all of
the above:
TD0 = [w̄,Pw,Pr, zp, r̄] (2.9)
As time context is crucial for EMG signals that are covering speech infor-
mation, TD feature vectors are stacked with adjacent vectors to introduce
contextual information of the immediate past and future into the final fea-
ture.
This stacking can be described as follows: The basic features without any
time context are called TD0.The 0 represents a stacking context of zero.
Consequently, a TD feature vector that has been stacked with its adjacent
features N time steps to the past and future is defined TDN.
E.g., TD5 is a TD0 vector, enhanced with its five respective predecessors
and successors. The TD5 feature vectors of a single EMG channel therefore
have (1+5·2)·5 = 55 dimensions. Following the same concept, TD15 feature
vectors of a single EMG channel have (1 + 15 · 2) · 5 = 155 dimensions.
All direct mapping experiments are done on these TD-features. While they
performed best on speech recognition experiments [JSW+06, SW10, WSJS13],
we assume that features that capture useful information for speech recogni-
tion, also contain information for a direct synthesis approach. Preliminary
experiments with different spectral features could not improve our results.
2.7 Mathematical/Technical Background
While the previous sections introduced the details about EMG and speech in-
put and their representation, this section discusses some mathematical prin-
ciples and algorithms that are used in this thesis.
2.7.1 K-Means algorithm
K-means is an algorithm for grouping a set of N D-dimensional vectors into
K clusters, with N > K [Mac05]. The algorithm consists of an initialization
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step followed by two alternating steps of assignment and update that are
repeated until a stopping criterion is met.
Initial clusters Assignments changed Converged state
Figure 2.10 – Example for K-means: Clustering 2-dimensional data into 3
clusters using the k-means algorithm, aborting after unit assignments stop
changing.
Figure 2.10 demonstrates an exemplary K-means clustering by partitioning
a set of 2-dimensional vectors into three clusters. For this purpose, let Xn be
the n-th of N input vectors, and d(x, y) a D-dimensional distance metric (e.g.
Euclidean distance). Let Mk denote the k-th of K current cluster centroids
and An ∈ {1 . . . K} the index of the cluster to which the n-th vector is
currently assigned to. The procedure is as follows:
1. The set of cluster centroids are initialized. This can be done by e.g.
randomly initializing the centroids are simply using the first K input
vectors {X1 . . . XK}.
2. Each input vector is assigned to a cluster that has the smallest distance
to, thus resulting in
An = arg min
1..K
d(Xn,Mk)








and repeat from step 2 until a stopping criterion is met, e.g. a fixed
number of times or until only a fixed fraction of cluster assignments
change.
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2.7.2 Dimensionality Reduction
After extracting features for our data, the number of features per feature
vector (i.e. the dimensionality) may be very high, particularly with EMG
features. The “curse of dimensionality” refers to the problem that a high-
dimensional input is given in a limited amount of training data. This means
that we need to use representations for data that satisfy some properties:
• Generalization must be given, i.e. a good performance on unseen data.
• Stability/robustness: System output is not affected by slight input vari-
ations.
• Eliminate high inter-dependent features (e.g. redundancies).
• Discriminability: Extract features that help to distinguish the under-
lying classes from each other.
• Computational efficiency: Reducing input data to lower dimensions
gives noticeable speedup.
In this section two dimensionality reduction techniques are introduced: Lin-
ear Discriminant Analysis (LDA) and Canonical Correlation Analysis (CCA).
In general, the reduction can also be done using the unsupervised Principal
Component Analysis (PCA), which is sensitive to noise and data scaling and
thus performs usually worse compared to supervised techniques. Therefore,
we only present supervised feature reductions.
Linear Disriminant Analysis (LDA)
(Multi-class) Linear Discriminant Analysis (LDA) is a long-known [Fis36] and
popular technique that can be used for dimensionality reduction. It calculates
an projection matrix which maximizes the separation between known classes
in the training data. Since these class assignments for all input data are
needed, LDA is a supervised method.
For k different classes from the training data, the data set of size n is trans-
formed to a k − 1 dimensional subspace, maximizing the between-class vari-
ance, while minimizing the within-class variance.
The between-class scatter matrix B = 1
k
∑k
i=1(µi−µ)(µi−µ)T is an estimate
of the variance between classes, with µi being the mean of all data samples
that belong to class i and µ represents the mean of all class means.
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The within-class scatter matrix W =
∑n
i=1(xi − µc(i))(xi − µc(i))T is an es-
timate of the variance within the given classes, with µc(i) being the mean of
the class that sample i belongs to.
LDA finds a projection matrix into a subspace of eigenvectors v, which is
arranged in ascending order of discriminability, meaning the first dimensions
give the most discriminating features. To ensure class separability, the mar-
gin of the class means is maximized, while the in-class-samples are tried to
be scattered in a minimal region, resulting in a minimization. Together,





The dimensionality of the original input feature can then be reduced by
discarding the smallest eigenvalues. After projecting the original feature
vectors into linear subspaces, information about which output component is
representing which input feature is lost.
Canonical Correlation Analysis (CCA)
Canonical Correlation Analysis (CCA) is a long known technique that was
first published by Harold Hotelling in 1936 [Hot36]. It finds basis vectors
for two sets of multidimensional variables such that the correlations between
the projections of these variables are maximally correlated. The two sets of
variables can also be considered as different views of the same event. Since
those views can be any kind of vector representation, there is no restriction
to discrete class labels like with the LDA.
One set of variables, the source features, are noted Sx, the other set of target
features is defined as Sy. Let wx and wy be the basis vectors to which
the features are projected upon. CCA finds the wx and wy for which the
correlation between the projections is maximized:
p = max
wx,wy





Following Hardoon et al. [HSST04] this can be expressed using the covariance
matrices Σxx, Σxy and Σyy:













Independent Component Analysis (ICA) [Com92] is a technique used for
source separation, i.e. obtaining relevant signals from several observed mix-
tures of data. In general, it is a particular method for Blind Source Separation
(BSS), which can be used to decompose redundant signals into source signal
components that satisfy an optimization criterion. The term “blind” refers
to the fact that the decomposed source signals, as well as the mixture are
unknown. The obtained signals are decorrelated and statistical dependencies
are reduced, making the signals as independent as possible from each other.
A common application is its use for high-dimensional electroencephalographic
data to separate artifacts (e.g. eye movements or cardiac signals) from electri-
cal signals that are related to a certain brain activity [MBJS96]. For further
details on ICA we refer to the detailed descriptions in [HO00].
2.8 Time Alignment
Different acoustic renditions of the same utterance result in different du-
rations based on e.g. different speaking rates. Thus, to compare for ex-
ample the frames of whispered and normally spoken utterances, there is a
need for aligning both speech signals. One solution to this problem is Dy-
namic Time Warping (DTW), which is widely used in speech recognition
[Ita75b]. This algorithm efficiently “warps” the time axes of two input se-
quences X = x1, x2, . . . , xn and Y = y1, y2, . . . , ym to align them to each
other. The first step is the construction of an n-by-m distance-matrix, where
each matrix element (i, j) contains the distance d(xi, yj) between two points
xi and yj of the input sequences. Typically, a simple distance metric is used
(e.g. the Euclidean distance). Based on this distance matrix, a warping path
w = w1, w2, . . . , wl is obtained, which defines the mapping from one input se-
quence to the other. This warping path is subject to three certain constraints
[KR05]:
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• Boundary condition: w1 = (1, 1) and wl = (n,m).
• Continuity of step-size: wi+1−wi ∈ {(0, 1), (1, 0), (1, 1)},∀i ∈ [1 : l−1].
This simply restricts the step-sizes of the warping path to its adjacent
elements.
• Monotonicity: n1 ≤ n2 ≤ . . . ≤ nl and m1 ≤ m2 ≤ . . . ≤ ml.
The dynamic warping path can then be found using the path with the min-
imal total distance among all possible paths, which can be computed using
dynamic programming.
2.9 Evaluation Metrics
An appropriate measure for the evaluation of speech quality is a difficult task
and under heavy investigation. The main goal is to achieve an intelligible
output, but to establish a satisfying result, a system needs to also guarantee
a natural output. Both aspects are based on multivariate influences, includ-
ing factors like the presence of noise, the kind of noise, breathy or robotic
speech, etc. It becomes clear that it is hard to quantify such a quality aspect
and that every numeric measurement implies an oversimplification. However,
not only the quantification, also the interpretation of a specific term like “in-
telligibility” is error-prone or at least complicates evaluations. Intelligibility
covers the amount of information that is understood. So a first evaluation
type could be to simply write down the words that were perceived. However,
what about prosodic information? Was the perceived sentence uttered as a
statement or a question? Was the speaker emphasizing certain words? Or is
this aspect only covered by investigating the “naturalness” of the output?
It is also observed that a concept like “naturalness” may be underspecified
[DYK14], regarding that there is no concrete definition for this term. This
results in the fact that different studies give different instructions for nat-
uralness evaluation. [DYK14] refers to the example that e.g. the Blizzard
evaluation [PVE+13] instructs the listener to “reflect your opinion of how
natural or unnatural the sentence sounded. You should not judge the gram-
mar or content of the sentence, just how it sounds.” In contrast [AEB12]
defines naturalness to rate the probability “that a person would have said
it this way?” The second instruction takes into account the grammar and
content, standing in contrast to the first definition.
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These examples give a first glance at the problems that are related to subjec-
tive evaluations of synthesized speech. Despite these problems it is common
to estimate both subjective and objective speech quality measures.
2.9.1 Subjective Evaluation
Subjective – also called psychophysical – listening tests are based on the judg-
ment of human listeners. Though it is inconvenient to run a listening test on
every incremental improvement of a synthesis system, subjective evaluations
represent a solid way to evaluate an output since they are influenced by the
most important value for the output: the human. A commonly used metric is
the Mean Opinion Score (MOS), where a number of listeners rate the quality
of synthesized utterances on a numerical scale. MOS is also defined in ITU-
T Rec. P.10 [IT06] (in the telecommunication/transmission domain) as “the
value on a predefined scale that a subject assigns to his opinion of the perfor-
mance of the telephone transmission system used either for conversation or
only for listening to spoken material.” The commonly used perceptual MOS
scale is:
5 (excellent), 4 (good), 3 (fair), 2 (poor), 1 (bad).
Another way to evaluate an output is to explicitly compare two or more
utterances, called an A/B preference test. The listener hears the same ut-
terance from two different output methods and chooses the one that sounds
better. A variation of this technique is to additionally present (if available)
the original speech file, so that the subject can compare and choose which of
the outputs is closer to the target speech.
2.9.2 Objective Evaluation
While subjective evaluations are an “expensive” way (in terms of time, effort
and reproducibility), a different option is the application of computer-derived
objective evaluations. A summary of some objective speech quality measures
can be found in [HL08]. We list only those that are commonly used in related
work and thus are deployed in this work.
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Mel-Cepstral Distortion
Mel cepstral distortion, sometimes also called mel cepstral distance, (MCD)
[Kub93] is a logarithmic spectral distance measure using the scaled Euclidean
distance between MFCC vectors. It is computed between a synthesized ut-
terance (estimate data) and the reference utterance (target data). This can
mathematically be formulated as the distance between an estimated MFCC-
vector MFCCest and the reference MFCCref at the frame-level as:




In this work, we use 25 MFCCs, resulting in a 25-dimensional MFCC vec-
tor. The first coefficient k = 1 can be excluded for MCD computation, since
it represents the power of the speech signal, which is primarily affected by
recording gain rather than signal distortion. Since some other publications
include the first coefficient, MCD numbers are not always directly compa-
rable. It is also worth mentioning, that MCD comparability is not always
given, due to its dependence on factors like the MFCC implementation, or
the frame size.
Since MCD represents a distance measure, lower numbers imply better re-
sults. In Voice Conversion research reported MCD results range from 4.5
to 6.0. Raghavendra et al. [RVP10] observe that an MCD difference of 0.2
produces a perceptual difference in the quality of synthetic speech.
The utterance-level MCD for an utterance with n frames is given by:




Since only the similarity of an estimated output to an existing target can
be measured, MCD is not fully reliable to rate the general quality of an
output.For example, it does not take prosodic effects into account.
F0 Voiced/Unvoiced Error Rate
While the MCD gives a simple and reliable distance measure on MFCCs,
when it is compared to a reference signal, we evaluate the estimated F0
excitation with 2 different metrics.
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One way is to account for the recognition of the voicing states, in other words
to rate the unvoiced/voiced (U/V) decision error on a frame-basis. Regarding
silence frames as unvoiced, each estimated (and reference) frame can be either
voiced or unvoiced. Thus, we have 4 possibilities: a voiced frame is estimated
correctly as voiced (V → V ), an unvoiced frame is estimated correctly as
unvoiced (U → U), a voiced frame is estimated falsely as unvoiced (V → U),
an unvoiced frame is estimated falsely as voiced (U → V ).
The V/U decision error uses the number of voiced and unvoiced errors (NV→U




· 100% , (2.12)
where N is the total number of frames.
Sometimes the V/U-Accuracy is reported, which is given by:
V/U–Accuracy = 100 %−V/U–Error (2.13)
This results in a simple metric, accounting for the voicedness of an utterance,
yet it gives only little insight to the generated prosody itself.
F0-Correlation-Coefficient
To evaluate the prosodic contour of the generated F0, we also account for
the correlation coefficient between all frames of an estimated and a reference






where Cov(est, ref) denotes the covariance between estimated and reference
data. σest and σref denote standard deviation of estimated and reference
data, respectively. Corr(est, tar) ranges between −1 and 1, where −1, 0,





This chapter gives a compact overview of relevant work in the field of
biosignal-based speech processing systems, with a focus on myographic
input signals. Work related to individual mapping approaches will be
discussed in the respective chapters.
3.1 EMG-based Speech Communication
EMG-based analysis of speech production and the articulatory muscles is
a topic that is investigated since several decades [TM69, GHSS72, KP77,
Hir71]. Initially, instrumentation and recording equipment was far from
being user-friendly, e.g. only intramuscular wired electrodes were available.
First investigations on silent speech based on this equipment were already
published in the 1950s [FAE58].
In the following decades, user-friendly surface electrodes became more and
more popular. The first publications describing EMG-based speech recogni-
tion date back to the mid 1980s, when Sugie and Tsunoda [ST85] performed
a first study on the discrimination of five Japanese vowels based on muscular
activity in the oral region recorded using three surface electrodes. Nearly
at the same time, Morse et al. [MO86] investigated the suitability of myo-
electric signals recorded from four channels (three channels in the neck-area,
one channel at the forehead) to attain speech information. Multiple experi-
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ments with different sets of words on two different speakers were conducted,
achieving an accuracy of 60 % on a 10-digit English vocabulary. Competi-
tive performance was first reported by Chan et al. [CEHL01], who achieved
an average accuracy of 93 % on a 10-digit vocabulary of English. A good
performance could be achieved Jorgensen et al. [JLA03] even when words
were spoken non-audibly, i.e. when no acoustic signal was produced, suggest-
ing this technology could be used to communicate silently. Manabe et al.
[MHS03] used a setup where electrodes are attached to the speakers hand,
which is moved to the face during recording.
While the former approaches used words as model units, later research [JSW+06,
WKJ+06] successfully demonstrated that phonemes can be used as basic
model units for EMG-based speech recognition, paving the way for large
vocabulary continuous speech recognition. Recent results include advances
in acoustic modeling using a clustering scheme on phonetic features, which
represent properties of a given phoneme, such as the place or the manner of
articulation. Schultz and Wand [SW10] reported that a recognizer based on
such bundled phonetic features outperforms phoneme-based models by more
than 30 %.
Today, a couple of research groups are driving EMG-based speech processing
forward [MSH+08, Lee10, JD10, DCHM12, KYHI14], some of them with
a particular focus, e.g. investigating Portuguese language specific factors
[FTD12] or focusing on disordered speakers [DPH+09]. There also exist
multimodal approaches, e.g. combining acoustic signals and EMG signals
[KNG05, SHP07, ZJEH09, DPH+09] .
Approaches with a direct transformation of EMG signals to speech will be
described in Section 3.3.
3.2 Biosignal-based Speech Interfaces
Systems that are summarized under the keyword “Silent Speech Interface”
[DSH+10], define approaches that do not need audible speech signals to pro-
cess the actual speech. Apart from the already discussed EMG-based pro-
cessing technologies, other types of input signals can be used:
• Video camera based lip reading approach [HO92].
• Permanent magnetic articulography (PMA) or electromagnetic artic-
ulography (EMA) [FEG+08, GRH+10]: Magnets are attached to the
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articulators, which enable a capturing of the varying magnetic field by
sensors located around the mouth.
• Ultrasound and optical imaging of the tongue and lips [DS04, HAC+07,
FCBD+10, HBC+10].
• Non-audible murmur (NAM) microphones [Nak05, NKSC03, HOS+10,
TBLT10, HKSS07]: type of stethoscopic microphone that still records
acoustic sound wave, but which are conducted via the body and thus
are nearly inaudible.
• Glottal activity detection: based on electroglottograph (EGG) [Rot92,
TSB+00] or vibration [BT05, PH10], which both records activity across
the larynx during speech.
• Brain computer interfaces: based on electroencephalographic [PWCS09,
DSLD10], near infrared sensors [VPH+93, FMBG08] or implants in the
speech-motor cortex [BNCKG10, HHdP+15]. The first two mentioned
approaches are mainly used for imagined speech - due to its high sen-
sitivity to motion artifacts - and only slightly related to this thesis.
However, they should be listed since they reveal insights into the pro-
cessing for silent speech interfaces.
3.3 Direct Generation of Speech from Biosig-
nals
A direct speech generation approach has advantages compared to the recogni-
tion-followed-by-synthesis technique, although this may be linked to a pos-
sible degradation of the performance, e.g. by omitting the language model.
There is no restriction to a given phone-set, vocabulary or even language,
while there exists the opportunity to retain paralinguistic features, like prosody
or speaking rate, which is essential for a natural speech communication. The
speaker’s voice and other speaker-dependent factors keep preserved. Ad-
ditionally, a direct mapping enables faster processing than speech-to-text
followed by text-to-speech and thus the ability for nearly real time computa-
tion that can also be used for a direct feedback. A couple of research groups
investigated these direct speech synthesis techniques.
Lam et al. [LLM06] introduce a first EMG-based speech synthesis approach.
Using a two layer neural network on 2 channels (a cheek and a chin channel)
of audible EMG, the authors report on a frame-by-frame feature mapping
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that is trained on seven different phonemes. The neural network is used
to generate eight different words. 70 % of these words can be synthesized
correctly. It remains unclear how this performance is evaluated.
Tsuji et al. [TBAO08] present a synthesis approach that involves a phone
recognition component, rather than a direct transformation of signals. A
neural network is used for phoneme classification, which is further processed
by hidden Markov models and the final voice generation is obtained using a
synthesizer software component. This clearly has the drawback that phone
labels are needed for training the system.
Further results on direct EMG-to-speech research are reported by Toth et al.
[TWS09], where a GMM-based technique is used without any subword-based
recognition steps. Five EMG channels are obtained from single-electrodes
recordings with 380 utterances (about 48 minutes) of training data from au-
dible EMG and speech. An average MCD of 6.37 with a standard deviation
of 2.34 is obtained. The authors additionally perform a speech recognition
experiment using the synthesized speech output. Restricting the testing vo-
cabulary to 108 words, 84.3 % of the words were recognized correctly. First
results on silent EMG-to-speech generation are also presented, however this
reduces the word recognition accuracy to 20.2 %. Due to the lack of an au-
dible reference for the silent EMG data, no MCD numbers are reported for
silent EMG data.
Ultrasound images from the tongue are used to directly generate a speaker’s
vocal tract parameters in work from Denby et al. [DS04]. The resulting
speech is stated to be of poor quality, but shows many of the desired speech
properties. Hueber et al. [HCD+07] use ultrasound and additional video
images to drive a combination of HMM and Unit Selection approach to syn-
thesize speech. In this promising approach, no objective evaluation scores are
presented. The authors state that the synthesized speech is of good quality
for correctly predicted sequences; however, the number of errors is still to high
to produce a truly usable output signal. The authors [HBDC11] addition-
ally present a GMM-based approach that converts lip and tongue motions,
captured by ultrasound and video images into audible speech. Using 1,020
training sentences they achieve an MCD of 6.2.
Non-audible murmur based transformation into whispered speech has been
investigated by Nakagiri et al. [NTKS06]. Although the recorded signals
are closely related to normal speech waves, they are nearly silently artic-
ulated and therefore can be regarded as silent speech signals. The authors
report the challenges in NAM-to-F0 conversation and thus propose a whisper
output, using NAM signals in addition with Body Transmitted Whisper sig-
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nals (BTW). Using the combination of both signals, the best MCD is stated
with 4.4 and additionally an F0 correlation coefficient of 0.62 is reported.
Converting whisper-like signals to normal speech is proposed by Tran et al.
[TBLT08]. A Gaussian mixture model approach and a neural network map-
ping is used to generate F0, resulting in 93.2 % voiced/unvoiced accuracy
using neural networks, and 90.8 % using GMMs. A correlation coefficient of
0.499 is reported on the F0 contour. The authors continue their investiga-
tions [TBLT10], reporting an MCD of 5.99, which improves to 5.77 when
visual facial information is added.
Electromagnetic articulography (EMA) data is used as a source signal in re-
search by Toda et al. [TBT04]. A GMM-based voice conversion approach is
used, a system that is also the basis for the EMG-to-speech research by Toth
et al. [TWS09]. The reported average MCD using EMA data is 5.59 with a
standard deviation of 2.23, which gets significant improvement when F0 and
power features are added to the input, resulting in 4.59 with a standard de-
viation of 1.61. This approach is improved in [TBT08], achieving an average
MCD of 4.5 with the best speaker-dependent MCD of 4.29.
3.3.1 Pitch Generation from EMG
Generating a natural prosody is one of the most challenging problems in
speech synthesis. Thus, we list the related work that was done in this field,
when instead of text or speech input, other biosignals are used. Most of
this research field is intended for people with speaking disabilities who are
forced to use an additional prosthetic speaking device: an electrolarynx. This
device can be regarded as baseline and used for comparison to the proposed
pitch generation approaches. An electrolarynx generates an excitation sound
using an electromechanical vibration of a diaphragm when a specific button
is pressed. This gives an intelligible speech output, however it sounds very
robotic and unnatural.
Considering electromyographic input, Balata et al. [BSM+14] recently re-
viewed the existing research state regarding the investigation of electrical
activity of the larynx during phonation. 27 comparable publications were
selected, which shows the interest in this field of research.
One of the first EMG-based investigations was done in 1979, where Shipp
et al. [SDM79] use a logistic regression to predict F0, using invasive needle
electrodes. [SHRH09, KSZ+09] compare an EMG-controlled electrolarynx
to a normal electrolarynx. The spectral envelope from EMG signals of face
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and neck muscle is used to set the F0 output in a threshold manner, but no
detailed comparison to the F0 signal is performed. Similar work is done by
DeArmas et al. [DMC14]. A support vector machine is used to predict F0
using two channels of EMG data from the neck muscles, achieving an average
voicing state accuracy (voiced/unvoiced accuracy) of 78.05 %.
An approach that is based on Gaussian mixture models and competes with
the work from DeArmas [DMC14] is presented by Ahmadi et al. [ARH14].
Pitch generation is performed using data from the neck muscles. Using an
improvement on the feature vector they report a correlation coefficient of 0.87
and a voiced/unvoiced accuracy of 87 %. Investigations in tonal languages
like Cantonese are reported in [YLN15].
Although surface EMG only records a summation of multiple muscles, many
of the proposed EMG-to-F0 approaches focus and motivate on the detection
of laryngeal muscles. This contradicts its usage for an application with e.g.
laryngectomees, where the voice box has been completely removed.
3.4 Summary
The related work introduced in this chapter shows the wide interest and
longstanding research in the field of direct speech generation using a biosignal
input. Although these approaches gradually improve and the used recording
devices become considerably affordable, many restrictions still exist. Some
approaches work only on specific laboratory-like environments (e.g. EMA)
or the output is restricted to a limited domain (e.g. [LLM06] train on 8
phonemes only).
Denby et al. [DSH+10] compare EMG to other biosignals and endorse its high
potential in terms of cost, non-invasiveness, silent-usage and other factors.
While Toth et al. [TWS09] introduced a first EMG-to-speech approach,
this thesis uses multi-channel grid-electrodes and advances the results by
examining different mapping approaches, paving the way towards an end-
user system.
Chapter 4
Data Corpora and Experimental
Setup
This chapter gives an overview of the EMG and speech data recordings
plus the used equipment, software and hardware. We start with an in-
troduction of the different EMG setups and the general recording setup,
concluded by details on the used corpora. Additionally, first analyses of
the recorded data are presented.
4.1 EMG and Speech Acquisition System
Two different EMG recording setups (see Figure 4.1) were used in the re-
search for this thesis:
A Single-Electrodes Setup using six EMG channels from multiple facial
electrode positions.
An Electrode Grid/Array Setup using 35 EMG channels from an elec-
trode grid on the cheek and one electrode array on the chin.
The latter was introduced in the scope of this thesis and involves an easier
electrode attachment and new opportunities for signal processing in contrast
to the generally used single-electrodes. The single-electrodes setup was first
presented in 2005 [MHMSW05] and was only slightly changed over the last
years. Details will be given in Section 4.1.2. The array-based setup is a
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Figure 4.1 – The single-electrodes recording setup (left) and electrode-array
recording setup (right).
novel recording system that was first described in [WSJS13] for EMG-based
speech recognition, although the use of electrode arrays for EMG was already
introduced in the 1980s [MMS85]. See Section 4.1.3 for further descriptions of
the array setup. For both setups an audio signal was synchronously recorded
with a standard close-talking microphone. The general process of recording
kept the same, independent from the type of setup.
4.1.1 General Recording Setup
All recorded data was obtained with a standard close-talking headset and an
EMG-recording system in parallel. Details on the recorded utterances follow
in Section 4.2. For audio recording we used an ANDREA NC95 headset with
inbuilt noise reduction. The headset microphone was connected to a Hercules
Gamesurround Muse XL Pocket LT3 USB stereo sound adapter, where the
audio signal was saved into the first audio channel (out of two). The other
channel contains an analogue marker signal used for synchronization of the
acoustic signal with the EMG signal, as described below.
We recorded two different speaking modes: audible speech and silent speech.
Recordings were done on a laptop with the in-house developed recording
software BiosignalsStudio [HPA+10]. The recording process was as follows:
The program presented a sentence of the corpus on the screen to the record-
ing participant. For recording this sentence, the subject had to press the
RECORD button and hold it while speaking this sentence. The resulting
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utterance was considered “valid“ if the pronunciation of each word in the
sentence had been articulated properly in English. If the speakers skipped
or added words or letters, produced stuttering or pauses that were longer
than a regular speech pauses, the utterance was repeatedly recorded un-
til the pronunciation of the complete sentence was valid. Furthermore, the
recording participants were allowed to practice the pronunciation if they felt
it to be necessary. We define the amount of data that was recorded between
attachment and detachment of the electrodes as one recording session. If the
electrodes were removed and attached again on the same day, we consider
this a new session. Figure 4.2 shows a screen with the existing recording ele-
Figure 4.2 – The Graphical User Interface for the data recording.
ments. During recording, only the speaker window (bottom left) is presented
to the subject, while the recording assistant inspects the EMG signals on the
EMG visualization on a second screen. The remaining windows are used for
sentence selection and EMG device management.
All recordings were performed in the same room and with the same equip-
ment and settings and were supervised by a recording assistant. For the
recording of audible speech, subjects were told to speak as normally as pos-
sible, for the recording of silent speech, subjects were instructed to imagine
a meeting situation in which he or she was talking to a person next to him
or her without generating any sound. This scenario was intended to prevent
hyperarticulation.
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4.1.2 Single-Electrodes Setup
For single-electrodes EMG recording, we used a computer-controlled biosig-
nal acquisition system (Varioport, Becker-Meditec, Germany).
The recording device can use a Bluetooth connection, as well as a serial
port, to communicate with a connected computer system. The built-in A/D-
converter can be operated with different sampling rates, where a rate of
600 Hz was chosen. The single-electrodes are standard Ag/AgCl electrodes
with a diameter of 4 mm.
All EMG signals were sampled at 600 Hz (covers the main spectral part of
up to 200 Hz [Hay60]) and filtered with an analog high-pass filter with a
built-in cut-off frequency at 60 Hz. We adopted the electrode positioning
from [MHMSW05] which yielded optimal results. Our electrode setting uses
six channels and is intended to capture signals from the levator anguli oris
(channels 2 and 3), the zygomaticus major (channels 2 and 3), the platysma
(channels 4 and 5), the depressor anguli oris (channel 5) and the tongue
(channels 1 and 6). Channels 2 and 6 use bipolar derivation, whereas channels
3, 4, and 5 were derived monopolarly, with two reference electrodes placed
on the mastoid portion of the temporal bone (see Figure 4.3). Similarly,
channel 1 uses monopolar derivation with the reference electrode attached to
the nose.
Figure 4.3 – Electrode positioning of the single-electrodes setup resulting in
six EMG channels. Reference electrodes for monopolar derivation are placed
on the nose (channel 1) and on the mastoid portion of the temporal bone
(channels 3,4 and 5).
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4.1.3 Electrode-Array Setup
The data acquisition using electrode-arrays is a next step towards practical
usage. Compared to the attachment of single-electrodes the setup is much
easier and less time consuming. In addition, a higher amount of EMG chan-
nels is available due to the large number of electrodes.
Figure 4.4 – Left side: Electrode array positioning: electrode grid is posi-
tioned on the cheek, small array under the chin. Right-hand side: Channel
numbering of the 4× 8 cheek electrode grid, and the 8 electrode chin array.
For array-based EMG recording we use the multi-channel EMG amplifier
EMG-USB2 produced and distributed by OT Bioelettronica [Ot2]. The
EMG-USB2 amplifier allows to record and process up to 256 EMG channels,
supporting a selectable gain of 100 – 10,000 V/V, a recording bandwidth of
3 Hz – 4,400 Hz, and sampling rates from 512 to 10,240 Hz. After some initial
experiments, we chose an amplification factor of 1,000 V/V, a sampling fre-
quency of 2,048 Hz, and a high-pass filter with a cutoff frequency of 3 Hz and
a low-pass filter with a cutoff frequency of 900 Hz. These numbers follow the
suggestions in [FC86]. For power line interference reduction and avoidance
of electromagnetic interference, we use the amplifier-integrated Driven Right
Leg (DRL) noise reduction circuit [WW83]. To activate the DRL noise re-
duction circuitry, a ground strip is connected to the recording participant at
a position with no bioelectrical activity (wrist or ankle). Using the provided
cable, the strip is connected to the DRL IN connector. An additional ground
strip must be connected at a point with no bioelectrical activity on the sub-
ject and to the DRL OUT connector. To ensure that we have no interference
from the muscles of the right hand when pushing the recording buttons, we
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attach all strips to the left wrist. In our recording setup, we always use
the DRL noise reduction circuitry. The electrode arrays and the electrolyte
cream were acquired from OT Bioelettronica as well. The cream is applied
to the EMG arrays in order to reduce the electrode/skin impedance.
We capture signals with two arrays, as illustrated in Figure 4.4: One cheek
array consists of four rows of 8 electrodes with 10 mm inter-electrode distance
(IED), and one chin array containing a single row of 8 electrodes with 5 mm
IED. The original electrode array includes 8 rows of 8 electrodes, which is
too disturbing to the speaker when the array is attached to the face. We
therefore cut off the 2 outer rows of the array, so our modified array contained
4 × 8 electrodes. The numbering of the final electrode channels is depicted
in Figure 4.4. We use a bipolar derivation mode, thus the signal differences
between two adjacent channels in a row are calculated. We therefore obtain
a total of 35 signal channels out of the 4× 8 cheek electrodes and the 8 chin
electrodes [WSJS13].
EMG-Array-positioning
Processing speech by means of EMG signals requires signals at least from
the cheek area and the throat, where tongue activity can be captured. Also,
we rely on the fact that the articulatory activity is rather symmetric on both
sides of the face, so that recording one side of the face suffices. It has turned
out to be very difficult to capture signals in the close vicinity of the mouth,
since neither single-electrodes nor electrode arrays can be attached reliably.
Since the single-electrodes positions were carefully selected and evaluated in
[MHMSW05], the array positioning was based on the prior single-electrodes
positions. The smaller 8 electrode chin array is used mainly for recording
the activity of the tongue muscles and is thus attached to the speakers neck,
where there is only little variation on the positioning possible.
We tested several different positions for the cheek electrode grid with respect
to both, the signal quality and the interference with the subject’s speech
production. The cheek array should not be attached too close to the speakers
mouth to not interfere with the speech production process. Furthermore, we
observed that it was difficult to attach the array firmly to the skin, which
resulted in movement artifacts.
The cheek array was always placed approximately 1 cm apart from the corner
of the mouth and then rotated around this focal point for further analysis.
We started with a nearly vertical position of the array and then rotated by
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approximately 20 degree clockwise for each new experiment. After 40 degree
rotation the subject was negatively affected by the recording cable connection
and we stopped. Thus, we focused on these three recording settings: vertical,
20 degree rotation, 40 degree rotation (illustrated in Figure 4.5).
We tested this setup on three speakers. Two of three clearly preferred the
middle position and since this position resulted in the least interferences for
the speaking process, we used this position for the final attachment of the
electrode grid.
Figure 4.5 – The three different positionings of the cheek electrode array:
vertical (left side), 20◦(middle), 40◦ (right-hand side).
4.2 EMG Data Corpora
Using the introduced two EMG recording setups, we grouped the recording
sessions based on the amount of recorded data. We additionally recorded
a simplified data corpus, which consists of CVCVCVCV nonsense words,
where C and V represent selected vowels and consonants. This gives us the
opportunity to have a closer look at the signal characteristics and enables
a more fine-grained investigation than using whole sentences. Thus, we use
three different corpora in this thesis, where only the latter two are used for
the EMG-to-speech transformation.
EMG-Array-AS-CV Corpus consisting of audible and silent multichan-
nel array-based nonsense words.
EMG-Array-AS-200 Corpus consisting of 200 audible and silent multi-
channel array-based EMG utterances.
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EMG-ArraySingle-A-500+ Corpus consisting of at least 500 audible ut-
terances from array-based and single-electrodes recordings.
4.2.1 EMG-Array-AS-CV Corpus
The EMG-Array-AS-CV Corpus consists of simplified acoustic and EMG
data. The spoken utterances are based on the mngu0 articulatory-phonetic
corpus [RHK11]. One male recording subject, who already participated in
multiple EMG recordings, speaks CVCVCVCV nonsense words; C and V
representing a selected vowel and consonant, that keeps constant during one
utterance. Two sessions with audible and silent data from this speaker have
been recorded on different days.
We selected five different vowels (/a/,/e/,/i/,/o/,/u/) in combination with
nine different consonants that can be grouped into:





This results in 9 · 5 = 45 audible and 45 silent speech utterances, giving a
total of 90 utterances per session. The second recording session follows the
same setup.
4.2.2 EMG-Array-AS-200 Corpus
The EMG-Array-AS-200 corpus consists of normal and silent read speech
of five recorded participants. Three of these subjects recorded multiple ses-
sions at different days to investigate intra-speaker-dependent properties. The
other subjects recorded one session each. In total, the corpus consists of 12
recording sessions. The participants were four male and one female speakers,
with their age ranging from 21 to 31 years.
Each recording session consisted of one en-bloc recording of 200 phonetically
balanced English sentences spoken in audible speech mode and one en-bloc
recording of the same 200 sentences in silent speech mode, i.e. the sentences
are identical for both the audible and silent speaking mode. The order of
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speaking mode recordings was switched between speakers to eliminate any
possibilities of ordering effects. We used three different sets of sentences,
where each speaker recorded the first sentence set in his or her first recording
session. Each sentence set consists of 200 phonetically balanced English
sentences originating from the broadcast news domain, with 20 sentences
being spoken twice; the three sets of sentences were chosen to have similar
properties in terms of phoneme coverage, length, etc.
The total set of recorded data was divided into three sets for training, devel-
opment (parameter tuning), and evaluation (test) of the forthcoming EMG-
to-Speech mapping. Of each session, we set aside 15 % of the corpus as
development set and 15 % as evaluation set. Table 4.1 lists the corpus data
sizes for the three subsets broken down by speakers.
Table 4.1 – Details of the recorded EMG-Array-AS-200 data corpus, consist-
ing of normally and silently articulated speech data.
Speaker Sex Normal speech, in [mm:ss] Silent speech, in [mm:ss]
Train Dev Eval Train Dev Eval
S1-1 m 7:00 1:28 1:25 6:51 1:25 1:27
S1-2 m 7:34 1:34 1:32 7:30 1:34 1:29
S1-3 m 7:25 1:31 1:31 7:31 1:34 1:32
S1-4 m 7:45 1:37 1:33 7:48 1:38 1:34
S2-1 m 7:08 1:30 1:29 7:40 1:34 1:36
S2-2 m 7:04 1:29 1:26 7:54 1:38 1:36
S3-1 m 7:10 1:30 1:24 5:50 1:15 1:11
S3-2 m 7:33 1:41 1:43 6:37 1:32 1:30
S3-3 m 7:19 1:31 1:42 5:33 1:09 1:18
S3-4 m 7:43 1:37 1:35 5:31 1:11 1:09
S4-1 f 6:59 1:27 1:27 6:40 1:23 1:22
S5-1 m 9:27 2:00 2:00 8:53 1:58 1:51
Total 90:07 18:55 18:47 84:18 17:51 17:35
4.2.3 EMG-ArraySingle-A-500+ Corpus
While the EMG-Array-AS-200 corpus is designed to foster the investiga-
tion of multiple sessions and the different speaking modes silent and audible
speech, the EMG-ArraySingle-A-500+ corpus aims at providing large data
from few speakers to study high-performance for session-dependent systems.
We therefore focus on few sessions with a large amount of recording data.
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Since the usage of wet electrodes gives only a limited recording time (due
to quality degradation) and since a concentrated/consistent engagement of a
speaker has only a limited amount of time, we restrict the speaking mode to
normal audible speech.
The corpus consists of six sessions from three speakers with different amount
of data. Four sessions incorporate around 500 phonetically balanced English
utterances that are based on [SW10], which consist of the same utterances
from the EMG-Array-AS-200 corpus. Two larger sessions exist, which addi-
tionally incorporate utterances from the Arctic [KB04] and TIMIT [GLF+93]
corpora, giving a total of 1,103 utterances for the smaller and 1,978 utter-
ances for the bigger of these two large sessions.
Like before, the corpus data was divided into three sets for training, devel-
opment, and evaluation. Of each session, we set aside 10 % for development
data. A set of 10 sentences (plus repetitions) were selected for evaluation.
Those were identical for all speakers and all sessions and also included in the
the EMG-Array-AS-200 corpus for comparison reasons.
Table 4.2 gives detailed information about the durations of the recorded
utterances from the EMG-ArraySingle-A-500+ corpus.
Table 4.2 – Details of the recorded EMG-ArraySingle-A-500+ data corpus,
consisting of normally articulated speech data with at least 500 utterances.
Session Sex Length, in [mm:ss] # of utterances
Train Dev Eval Train Dev Eval
Spk1-Single m 24:23 02:47 01:19 450 50 20
Spk1-Array m 28:01 03:00 00:47 450 50 10
Spk1-Array-Large m 68:56 07:41 00:48 984 109 10
Spk2-Single m 24:12 02:42 00:49 447 49 13
Spk2-Array m 22:14 02:25 01:10 450 50 20
Spk3-Array-Large f 110:46 11:53 00:46 1,771 196 10
Total 278:32 30:28 05:39 4,552 504 83
4.3 Whisper Corpus
For investigations on prosodic differences between acoustic data, we addi-
tionally recorded a database with normal audible and whispered read speech
of 9 persons, entitled WA-200 Corpus. Each person recorded 200 sentences
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per speaking mode, i.e. a total of 400 sentences. The corpus consists of 200
phonetically balanced English sentences originating from the broadcast news
domain, with 20 sentences being spoken twice. All sentences were recorded
using a standard close-talking head mounted microphone (Andrea Electron-
ics NC-8) and a Samsung Galaxy S2 smartphone microphone in parallel. The
phone setting for noise cancellation was applied.
The head mounted microphone was positioned about 3 cm to the right of the
test person’s mouth. The speakers were instructed to hold the smartphone
as though they were making a regular phone call with their left hand, so that
no interference with the head mounted microphone existed.
The used software and the general process of recording is the same as in
the EMG-based recordings. While the head mounted microphone recordings
were automatically segmented by the recording software, the smartphone
recordings had to be segmented after the recording. This was realized by
emitting different sine beep sounds at the start and end of every utterance.
These beeps were then recorded by the smartphone microphone and later
used to semi-automatically segment the recordings, by searching for start
and end beeps. We additionally manually rechecked every recording session
in order to correct minor segmentation errors.
For the data collection, six male and three female speakers were recorded,
with age ranging from 21 to 33 years. Each recording session consisted of
Table 4.3 – Details of the recorded WA-200 data corpus, consisting of nor-
mally articulated and whispered speech data.
Speaker Sex Normal speech, in [mm:ss] Whisp. speech, in [mm:ss]
Train Dev Eval Train Dev Eval
101 m 08:53 1:49 1:53 08:33 1:44 1:45
102 m 10:23 2:03 2:08 10:40 2:09 2:16
103 m 07:25 1:28 1:33 08:24 1:41 1:46
104 m 09:14 1:50 1:56 09:56 2:01 2:05
105 m 07:46 1:33 1:38 08:42 1:42 1:51
106 m 08:34 1:42 1:50 09:01 1:46 1:56
107 f 08:52 1:48 1:52 08:50 1:47 1:52
108 f 08:17 1:39 1:42 09:17 1:50 1:55
109 f 10:37 2:09 2:14 10:13 2:04 2:09
Total 80:01 16:01 14:46 83:36 16:44 17:35
one en-bloc recording of 200 phonetically balanced English sentences spoken
in audible speech and one en-bloc recording of 200 phonetically balanced
52 Data Corpora and Experimental Setup
English sentences spoken in whispered speech. The order of both recording
blocks was switched with different speakers to eliminate any possibilities of
ordering effects. In order to assure a consistent pronunciation of words, all
recording sessions were supervised by a recording assistant.
Finally, the total set of recorded data was divided into three sets for training,
development, and evaluation. For both speaking modes, we set aside 15 %
of the corpus as development set and 15 % as evaluation set, with identical
utterances in both, the audible and the whispered part. In order to allow for
speaker-dependent as well as speaker-independent experiments, the three sets
are shared across speakers, i.e. each speaker appears in training, development
and evaluation set. Table 4.3 lists the corpus data sizes for the three subsets
broken down by speakers.
Chapter 5
Challenges and Peculiarities of
Whispered and EMG-based
Speech
The relation between articulatory muscle contraction and acoustic speech
has been investigated since several decades [TM69, GHSS72, KP77,
Hir71] and even silent articulation of speech was already investigated
in 1957 [FAE58]. It is an important step to have a closer look at the
individual peculiarities of the EMG signal and to quantify the relation-
ship between acoustic and EMG signals.
5.1 Relations between speech and EMG
For a first signal analysis we used data from the simplified spoken utterances,
described in Section 4.2.1. Investigating complex sentences from the broad-
cast news domain, makes a signal analysis more complicated than using sim-
pler sentences consisting of basic constant and vowel phrases. Additionally,
when using complex sentences, the obtainment of phone labels introduces a
source of errors and thus is less reliable.
For an improved inspection of the EMG data, we filter out unwanted noise
data. Therefore, we use a spectral subtraction technique [Bol79] - an approach
that is usually used to suppress acoustic noise data in speech recordings. The
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first recording part (250 ms) that belongs to a pause before the subject starts
to speak is considered to be noise data. This noise data is assumed to be
stationary and thus can be subtracted in the frequency domain. Therefore,
the power spectrum of the 250 ms noise signal is calculated and subtracted
to give the estimated clean signal spectrum. The estimated power spectrum
is combined with the original phase information and an application of the
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Figure 5.1 – Process flow of spectral subtraction used for EMG signal clean-
ing.
Figure 5.1 shows the process flow of the spectral subtraction, while Figure 5.2
demonstrates an exemplary application to our EMG data. Note that due to
the small inter-electrode distance many channels show redundant signals.
For simplicity we show only 6 different channels: channel 2 and 5, which
belong to the chin electrode array, plus channels 11, 16, 26 and 32 from the
electrode grid on the cheek (see Chapter 4.1.3 for details on the EMG-array
setup). It is clearly visible how spectral subtraction helps for the visual signal
inspection.
As a first investigation we compared the simultaneously recorded acoustic
signal and the EMG signal. Both signals are synchronized using an additional
marker signal to ensure a parallel signal. Figure 5.3 gives an example for the
utterance “babababa”, showing the spectrogram of the acoustic signal, plus







































Figure 5.2 – EMG signals from – top to bottom – channels 2, 5 (chin array)
+ 11, 16, 26 and 32 (cheek electrode grid) of the utterance “babababa”. Raw
data before (left) and after using spectral subtraction (right).
one EMG channel from the chin array (channel 2) and one EMG channel
from the cheek array (channel 19). A couple of observations can be made:
• Both EMG signals clearly differ from each other, especially regarding
onset and offset.
• The opening of the jaw is more represented in the chin array channel
2, which can be seen in the onset/offset similarities of channel 2 and
the acoustic channel. During the articulation of “a”, the jaw muscles
contract, which is represented by the EMG signal in channel 2.
• The EMG signals precede the acoustic signal, e.g. when considering the
beginning of the utterance. While the recording directly starts with an
amplitude raise in EMG channel 19, the first b can be acoustically
perceived after approximately 200 ms. In general, the delay between
detected onset of muscle activity and the concrete realization of force
is known as electromechanical delay (EMD) [CK79]. This delay and its
effect on the acoustics-to-EMG delay will be discussed in the upcoming
Sec. 5.1.1.
5.1.1 Delay between EMG and speech signal
This section aims at the direct investigation of the delay on a signal-basis.
In 1956 it was already published [FAB56] that the invasively recorded laryn-
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Figure 5.3 – Spectrogram of the audio (top) and the raw EMG signals of
cheek-array channel 2 (middle) and chin-array channel 19 (bottom) from the
utterance “babababa”. The first two occurrences of “b” and “a” are illustrated
by vertical lines.
geal EMG signal occurs 0.3 s before the acoustic signal is recorded by the
microphone.
Later work [JSW+06] empirically estimated the delay between the articula-
tory EMG signal and the simultaneously recorded speech signal. They varied
the amount of delay and explored which one achieved best classification re-
sults on an EMG-based speech recognizer for their further scientific work.
The result was an amount of 50 ms.
Scheme et al. [SHP07] also examined this anticipatory EMG effect and stated
that “coarticulation effects may even be exaggerated in MES due to anticipa-
tory muscle contractions which occur while prepositioning muscles for artic-
ulation.” They also varied the offset and obtained the classification accuracy,
which gives peak performance on using a delay of 100 ms.
Chan et al. [CEHL02] investigated the delay using a temporal misalignment
between 400 ms and 600 ms for the labels, in steps of 25 ms. On a ten-word
vocabulary an LDA and a Hidden Markov Model (HMM) classifier were
tested on two subjects. Best EMG-based speech recognition results were
achieved when a 500 ms delay is used. While the temporal misalignment
has only a small effect on the HMM classifier, the LDA results perform
significantly worse, when the alignment is differed from the 500 ms delay.
The general effect of the temporal delay between detected onset of mus-
cle activity and the realization of force is known as electromechanical de-
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lay (EMD) [CK79]. This is investigated in a more sophisticated analysis,
the DIVA model (Directions Into Velocities of Articulators) [GGT06], which
gives explanations for the time it takes for an action potential in a motor
cortical cell to affect the length of a muscle. The authors divide this amount
of time into two components: (1) the delay between motor cortex activation
and activation of a muscle as measured by EMG, and (2) the delay between
EMG onset and muscle length change. The first delay is measured according
to Meyer et al. [MWR+94] to be 12 ms, while the authors measure a 30 ms
delay for the second component using electromyographic observations on the
tongue. Thus, a delay of 42 ms between movement onset and neuromuscular
activation is used.
Having a biologically motivated look at this topic, we can estimate the sound
propagation speed with 340 meter per second, and estimate the human vocal
tract length with 0.2 m. This would result in a 0.588 ms delay. Hence, the
pure acoustic signal propagation time can be considered a minor influence
on the EMG-to-acoustic signal delay, even when the begin of innervation is
estimated at its pulmonary origin.
Thus, the main impact can be explained by the electromechanical delay
(EMD) [CK79]. However, the EMD determination is not trivial [CGL+92]. It
is highly muscle-dependent and may be between 30 ms and 100 ms , depend-
ing also on the difference of initiation from resting level versus non-resting
level [CK79].
Having these delay observations from the literature, we follow [JSW+06] in
using a delay of 50 ms between EMG and acoustic signal. This number is
in accordance to the described electromechanical delay effect and covers our
own investigations for signal analyses.
5.2 Relations between different speaking modes
While we already introduced the definitions of the investigated different
speaking modes in Section 2.5.2, we will now investigate the speaking mode
properties using the EMG-Array-AS-CV corpus and the whispered speech
containing WA-200 corpus. This especially includes a comparison on a EMG
signal basis.
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5.2.1 Whispered Speech
Comparison to Normal Speech There is a huge amount of research
done on acoustic differences between whispered and normal speech (see Sec-
tion 2.5.2 for details on whispered speech production). According to [ITI05]
there is an upward shift of formant frequencies of vowels in whispered speech,
compared to normal speech, while voiced consonants have lower energy at
frequencies up to 1.5 kHz. Jovicic and Saric [JŠ08] quantify the power dif-
ferences between whispered and normal speech. While unvoiced consonants
have only minor power differences (max. 3.5 dB), the power of voiced conso-
nants is reduced by 25 dB in whispered speech.
Tran et al. [TMB13] created an audiovisual corpus to analyze whispered
speech. They observed that most of the visual differences between modes are
observed in lip spreading. Other aspects describe that the orofacial area is
preserved during whisper speech.
Quantification of Difference To quantify the acoustic discrepancy be-
tween whispered and normally spoken speech, we do a first evaluation on the
recorded Whisper Corpus WA-200 introduced in Section 4.3. We compute
the Mel Cepstral Distortion (MCD) between MFCCs of original whispered
utterances and the corresponding normally spoken utterances, averaged over
all utterances of each speaker. The computation of the MCD is performed
on a frame-by-frame basis. To align the frames of the normally spoken to the
corresponding frames of the whispered utterances, (Dynamic Time Warping)
alignment (see Section 2.8) is used. The results are presented in Table 5.1.
The high MCD values are not surprising since the distortion is calculated be-
tween normal audible speech and the whispered recordings without applying
any mapping strategy. These numbers are meant to serve as baselines for
further investigations. The range between speakers is also quite large, vary-
ing between 8.17 and 10.69 with the head mounted microphone and ranging
from 6.44 to 8.51 with the smartphone, indicating that the style of whispering
may be rather individual.
The MCD values of the recordings with the smartphone are significantly
lower. Listening to single whispered utterances indicates a better intelligi-
bility of the whispered smartphone recordings. We assume that the noise
suppression technology and similar integrated voice amplifications in the
smartphone may help for achieving these good results in whispered speech.
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Table 5.1 – Mel Cepstral distortions (MCD) between whispered and normal
speech of the WA-200 corpus, per speaker.












First myoelectric-based investigations on silent and audible speech had been
published in the 1950s [FAB56, FAE58], investigating the delay between
EMG and the acoustic speech signal.
[Jan10] showed that no significant difference between the duration of normal
and silently mouthed utterances exist, concluding that the missing acoustic
feedback does not result in variations of the speaking rate. The same obser-
vation holds with our EMG-Array-AS-200 corpus, described in Section 4.2.2.
Analyzing Table 5.1, some speakers tend to speak faster in silent mode, others
clearly speak slower. Thus, indicating to be a speaker-dependent phenom-
ena, no significant general speaker-independent difference can be outlined.
The same work presented the existence of significant differences in the am-
plitude and the spectral properties between silent and audible EMG. These
differences were mostly prominent for speakers exhibiting constantly low ac-
curacies, when a silent speech recognition system is used. Figure 5.4 gives
an example for the spectral curves of a “good” and a “bad” silent speaker.
While a “bad” silent speaker shows high discrepancies between audible and
silent EMG in the spectral domain on the left figure, a “good” speaker shows
very similar spectral curves.
Figure 5.5 shows two channels (channel 2 from the cheek array, channel
19 from the chin electrode-grid) from the audible EMG and silent EMG of
the utterance “babababa”. A visual comparison of the raw EMG signals,
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Figure 5.4 – Power spectral densities of whispered/silent/audible EMG from
a speaker with constantly high Word Error Rates (left) and from a speaker































Figure 5.5 – EMG signals of channels 2 and 19 from the normally articulated
(top) and the silently mouthed (bottom) utterance “babababa”.
reveals no fundamental different properties. The same holds when a power
spectral density comparison is investigated for the recordings of the EMG-
Array-AS-CV corpus. The similarities between audible and silent EMG can
be explained by the fact that the speaker that is recorded in the EMG-
Array-AS-CV corpus is very experienced in speaking silently. Following the
observations in [Jan10] this justifies the similar signal characteristics. The
performance of silent versus audible EMG will be investigated in the following
chapters.
Chapter 6
Mapping using Gaussian Mixture
Models
This chapter presents a first feature transformation approach to convert
EMG-features into acoustic speech based on Gaussian mixture models.
This approach was originally introduced for voice conversion [SCM98],
i.e. converting acoustic speech of one speaker into acoustic speech of
another speaker. This thesis applies this approach to EMG-to-speech
mapping. Additionally, we introduce an application where whispered
input is transformed into normal audible speech.
Figure 6.1 gives a high level overview of the EMG-to-speech conversion sys-
tem. We already discussed the types and backgrounds for the input EMG
and speech signals and introduced the details of preprocessing steps to build
representative features that will be used for the upcoming feature transfor-
mation. The first approach for generating MFCCs and F0 from input EMG
features is entitled Gaussian Mapping (red box in Figure 6.1). Details and
evaluations will follow in this chapter.
6.1 Theoretical Background
Gaussian mixtures are based on multi-dimensional Gaussian distributions,
i.e. the Gaussian probability density functions, which are defined for d di-
mensions as follows:
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Figure 6.1 – Structure of the proposed EMG-to-speech approach.









A Gaussian distribution is defined by its d-dimensional mean µ and its d×d-
dimensional covariance matrix Σ. |Σ| is the determinant of the covariance
matrix Σ.
To increase the model accuracy a Gaussian mixture model λ is used, consist-
ing of a weighted sum of M Gaussians. This defines a probability density





µm and Σm are mean and covariance matrix of the m-th Gaussian, and wm
represents the associated mixture weight, which is subject to the following
constraints:
wm ≥ 0 and
M∑
m=1
wm = 1. (6.3)
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Gaussian mixtures with a sufficient number of mixtures can approximate any
distribution. The parameters of a GMM λ = w, µ,Σ are usually learned by
applying the Expectation Maximization (EM) algorithm [DLR77].
6.1.1 General Gaussian Mapping Approach
The mapping approach based on Gaussian mixture models (GMMs) was first
used by Stylianou et al. [SCM95] and further modified by Kain [KM98] to
learn a joint distribution of source and target features. The approach was
also later investigated by Toda et al.[TBT04], applying this approach for
articulatory-to-acoustic mapping. Its applicability for Silent Speech Inter-
faces based on Non-Audible Murmur (NAM) has been shown in previous
studies [NTSS12]. Thus, we expect that the method is also applicable to
EMG-to-speech conversion. The algorithm is frame-based and relatively ef-
ficient in terms of computation, so it can be applied continuously in close
to real-time [TMB12]. No vocabulary or language constraints exist, making
the algorithm flexible for its use with data that was not previously seen in
training.
The mapping consists of a training and a conversion phase. The training
stage needs parallel data from source and target features to train the GMMs,
while the conversion stage only uses source feature data for the conditional
probability density function to generate the estimated features.
GMM Training
Source and target feature vectors at frame t are defined as xt = [xt(1), . . . , xt(dx)]
>
and yt = [yt(1), . . . , yt(dy)]
>, respectively. dx and dy denote the dimension
of xt and yt, respectively.
A GMM is trained to describe the joint probability density of source and
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where N (·;µ,Σ) denotes the Gaussian distribution with mean vector µ and
covariance matrix Σ. m denotes the mixture component index, and M de-
notes the total number of mixture components. The parameter set of the
GMM is denoted by λ, which consists of weights wm, mean vectors µ
(x,y)
m





m represent the mean vectors of the mth mixture component for the
source and the target features, respectively. Σ(xx)m and Σ
(yy)
m represent the
covariance matrices and Σ(xy)m and Σ
(yx)
m represent the cross-covariance ma-
trices of the mth mixture component for the source and the target features,
respectively.
The GMM is trained by first running K-means algorithm (see Chapter 2.7.1)
on the training data and then by refining the Gaussian models by application
of the Expectation Maximization algorithm [DLR77]. This is based on an
iterative method of alternating expectation (E) and maximization (M) steps.
E: The current parameters are used to estimate the likelihood.
M: Based on maximization of the likelihoods the parameters are estimated.
This is either done for a fixed number of iterations or stopped when the
difference of likelihoods between two iterations is below a given threshold.
After the training, the GMM describes the joint distribution P of source
features xt and target features yt.
GMM Conversion based on Mimimum Mean-Square Error
The conversion method is based on work from [SCM98, KM98] and is per-
formed based on the minimization of the mean-square error (mse) of expec-
tation
εmse = E[‖y −F(x)‖2], (6.6)
where E[] denotes expectation and F represents the feature mapping func-
tion.
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where ŷt is the estimated target feature vector at frame t and































P (m|xt, λ) is the conditional probability density of the m-th Gaussian com-
ponent given the feature vector xt. The given equation can be calculated by
applying Bayes theorem.




m , which can be computed
by solving a least squares problem, based on the relations between source and
target data. Details can be found e.g. in Stylianou et al. [SCM98].
Note that there exist variations for the implementation of covariance matrices
like the usage of diagonal covariances to reduce computational load. Since
we are interested in the best possible output and since we perform a mapping
from EMG features to acoustic features, we apply full covariance matrices.
6.1.2 Maximum Likelihood Parameter Generation
There exist some modifications to the introduced general Gaussian Mapping
approach. One prominent extension is the consideration of time-contextual
information on the target acoustic domain. This is realized with an imple-
mentation known as Maximum Likelihood Parameter Generation (MLPG)
[TBT07]. Instead of using only source and target vectors xt and yt, addi-
tional context-information using ∆yt =
yt+1−yt−1
2
is included to estimate the
target parameter trajectory. The general training is only slightly adapted,










> and an additional function for
EM training, that takes the whole feature sequence into account, not only
single frames. The mapping itself is performed using maximum likelihood
estimation [TBT07]:
ŷ = arg max
y
P (Y |X,λ) , (6.8)
where X and Y are source and target feature matrices (consisting of feature
vectors in addition to their delta features) and λ represents the set of GMM
parameters.
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6.2 Mapping on Whispered Data
In a first experiment, we train session-dependent whisper-to-normal conver-
sion systems for all speakers in our Whisper WA-200 data corpus (see Chap-
ter 4.3). We trained a Gaussian mapping for the MFCC features, i.e. a
mapping which takes MFCCs of whispered speech as source features and
outputs MFCC features of audible speech as target features. In the final
vocoding step, the generated MFCC features and the generated F0 contour
are converted into an audible sound file using the MLSA filter.
In a first step, we evaluated the systems with the Mel Cepstral Distortion
(MCD) measure. To align the frames of the normally spoken to the cor-
responding frames of the whispered utterances, the DTW (Dynamic Time
Warping) alignment algorithm was used on the corresponding MFCCs. Ta-
ble 6.1 shows the MCDs for this whisper experiment. We calculate the MCD
between aligned MFCCs of source whispered utterances and target audible
utterances and determine this value the baseline MCD of this experiment,
which results in an average MCD of 7.77 of this data corpus.
Table 6.1 – Evaluation results between whispered and normal speech, base-
line Mel Cepstral Distortions (MCD) and Gaussian mapping results: MCDs,
Unvoiced/Voiced(U/V)-Accuracies and F0 correlation coefficients (r).
Speaker Baseline Gaussian Mapping
MCD MCD U/V Acc. r
101 6.44 4.79 83.5 0.669
102 7.12 5.16 84.8 0.743
103 8.37 5.03 76.3 0.554
104 8.46 5.21 76.1 0.553
105 8.22 5.25 80.5 0.633
106 8.29 5.71 73.6 0.472
107 7.75 5.35 76.5 0.580
108 8.51 5.66 65.7 0.430
109 6.75 5.02 78.1 0.626
MEAN 7.77 5.24 77.2 0.584
The results in Table 6.1 indicate that large improvements on the MCD cri-
terion can be achieved by Gaussian Mapping on all speakers. A mean MCD
improvement of 2.56 can be achieved, which is a relative improvement of
32.9 %. Comparing the average MCD of 5.24 to the literature (e.g. Tran et
al. [TBLT10] report 5.99 using whisper-like NAM to speech mapping), this
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represents decent results, although it should be noted that a direct compar-
ison is not possible due to a multitude of different properties (e.g. speakers,
setup, corpus).
6.2.1 Speaker-Independent Evaluation
To investigate the effect of speaker-independence, we train 9 different speaker
independent systems with 16 Gaussian Mixture Models (GMMs) in a leaving-
one-out cross validation manner which works as follows: For each system, we
mark one speaker as test speaker. Training is performed on the training
data of the remaining 8 speakers, testing is performed on the development
set of the defined test speaker. In this section we report the results of these
speaker-independent systems with respect to the impact of adaptation using
the Maximum Likelihood Linear Regression (MLLR) approach. The training
data of the defined test speaker is used for adapting the mean and covariances
of the Gaussian mixture models. The data is additionally normalized, using
a simple normalization scheme as follows: the maximum absolute value of
the amplitude is determined, followed by normalization using the inverse of
this value, such that the amplitude ranges between 0 and 1.
MLLR is an adaptation scheme for Gaussian mixture models which is specif-
ically designed to “modify a large number of parameters with only a small
amount of adaptation data” [GW96]. The implementation is based on the
details given in [GW96].
MLLR consists of two key parts: In the first step, the Gaussian distribu-
tions are clustered by similarity. We perform the clustering by computing
a regression tree, where each node consists of a split of a set of nodes. By
descending the tree, the set of all Gaussian distributions are split up in in-
creasingly fine-grained partitions. The split for each node is computed by
applying a K-Means clustering (see Section 2.7.1 for details). In the second
step, the regression tree allows to adapting a set of similar Gaussians simul-
taneously, thus these Gaussians share their adaptation data, and adaptation
is performed even if a Gaussian has not received any training data at all.
The results for the MLLR mean adaptation can be seen in Table 6.2. Nor-
malizing the audio results in a slight MCD improvement. When we apply
MLLR to the normalized audio data, we achieve an average MCD reduction of
0.58 compared to the un-normalized, un-adapted baseline system, which is a
relative improvement of 11.1 % compared to the session-dependent Whisper-
to-Speech mapping and an improvement of 40 % comparing to the baseline.
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Table 6.2 – Whispered speech speaker-dependent (SD) versus speaker-
independent with adaptation results: Mel Cepstral Distortions (MCD),
Unvoiced/Voiced(U/V)-Accuracies and F0 correlation coefficients (r).
Speaker SD Gaussian Mapping + Adaptation
MCD U/V-Acc. r MCD U/V-Acc. r
101 4.79 83.5 0.669 4.11 83.9 0.687
102 5.16 84.8 0.743 4.43 86.0 0.757
103 5.03 76.3 0.554 4.43 77.7 0.585
104 5.21 76.1 0.553 4.67 79.2 0.620
105 5.25 80.5 0.633 4.59 80.9 0.640
106 5.71 73.6 0.472 5.00 73.2 0.533
107 5.35 76.5 0.580 4.99 76.7 0.632
108 5.66 65.7 0.430 5.12 71.4 0.488
109 5.02 78.1 0.626 4.58 78.0 0.640
MEAN 5.24 77.2 0.584 4.66 78.6 0.620
Increasing the amount of training data, even when using data from different
speaker, helps in improving the results.
6.3 Mapping on EMG Data
In the training part we use the simultaneously recorded EMG and audio
signals of the same utterance. Since these signals have been synchronously
recorded, no alignment is needed for the audible EMG data. However, we
delay the EMG signal by 50 ms compared to the speech signal in order to
compensate for electromechanical delay. The EMG-TD15 features are re-
duced to 32 dimensions via an LDA and combined with MFCC features into
a single sequence of feature vectors. Note that we use the same frame shift
for both EMG and audio signals, so the EMG and audio feature sequences
have identical number of frames.
6.3.1 EMG-to-MFCC
Maximum Likelihood Parameter Generation (MLPG) Evaluation
The MLPG-based Gaussian Mapping variation introduced in Section 6.1.2
takes into account temporal dynamics. Thus, ∆-information is added, re-
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Figure 6.2 shows the MCDs for EMG-ArraySingle-A-500+ data sessions and
gives a comparison of using MLPG (blue bars) versus the baseline results
without MLPG (red bars). There is only a marginal difference between both
approaches resulting in an average MCD of 5.95 with MLPG versus 5.91 with-
out MLPG. Only Speaker2-Array gets an improved MCD, while the other
five sessions obtain a degradation. Although other reports [TBT07] state
promising improvements using contextual information with MLPG, we can
not gain a performance boost in terms of MCD. Listening to the resulting
output also showed no perceptional difference between both approaches. We
assume that the inclusion of stacking adjacent features in the EMG prepro-
cessing part, already covers enough temporal information and thus MLPG
can achieve no further improvements. We therefore perform no further in-
vestigations in using MLPG and use the previously described frame-based
Gaussian mapping approach.

































































Figure 6.2 – Comparison of Maximum Likelihood Parameter Generation
(MLPG) method on the EMG-ArraySingle-A-500+ corpus.
Gaussian mixtures
In the next experiment we evaluate the number of Gaussian mixture compo-
nents to obtain the best performance in terms of MCD. We vary the number
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of mixture components between 16 and 128 and train the Gaussian Mapping
with the training data. Figure 6.3 shows the Mel Cepstral Distortions using
those mixture components. Three out of six sessions get best results with





































































































Figure 6.3 – Mel Cepstral Distortions with different numbers of Gaussian
mixtures evaluated on the EMG-ArraySingle-A-500+ corpus.
64 Gaussian mixture components, with only small differences to the results
with 128 Gaussian mixtures. Since there is only minimal improvement when
the number of Gaussians is raised from 64 to 128, we stopped raising the
mixtures with 128. Speaker1-Array-Large achieves the best result with an
MCD of 5.12, while Speaker3-Array-Large obtains an MCD of 6.21, showing
a high MCD variation between speakers. When investigating array-based
recordings versus single-electrodes-recordings, no tendency to a further im-
provement can be seen. While speaker 2 achieves better MCDs with the array
setup (5.6 versus 5.81), speaker 2 performs better with the single-electrodes
setup (5.43 versus 5.86).
Comparing these results to the related work from the literature, we achieve
well performing results. Hueber et al. [HBDC11] report an MCD of 6.2
using about 1,000 training utterances on a similar GMM-based mapping
from video/ultrasound data to speech. Toth et al. [TWS09] use a GMM-
based EMG-to-speech transformation obtaining an MCD of 6.37 when they
use 380 utterances (48 minutes) for training.
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Dimensionality Reduction
Canonical Correlation Analysis The training of an LDA for reducing
the amount of input dimensions needs phonetic alignments, that are obtained
by a speech recognition system on the simultaneously recorded acoustic data.
This process is a potential source for errors, since there are no perfect align-
ments, especially when it comes to myographic data. As a consequence of
this severity, we investigate the application of canonical correlation analysis
(CCA), a transformation that can use the MFCCs for supervised training
instead of discrete phone labels. Similar to the feature reduction with LDA,
we compute a subspace projection from the stacked TD15 features that max-
imizes the correlation between the TD15 features and the MFCCs (instead
of labels) of the corresponding speech recording. Additionally, we stack the
MFCC feature vectors with their 5 adjacent MFCCs (left and right) to in-
clude contextual information and to increase the dimension of the resulting
subspace. Since the subspace dimensionality is determined by the dimension-
ality of the MFCC target data used for the supervised training, including the
stacking results in a 11 ∗ 25 = 275-dimensional subspace. We use only the 32
subspace components that yield the highest correlation. This number is also
used for the final LDA feature reduction. Figure 6.4 shows the CCA results
and the MCDs obtained with LDA feature reduction, both using Gaussian
Mapping with 64 mixtures.





































































Figure 6.4 – EMG-to-MFCC mapping results using Canonical Correlation
Analysis (CCA) versus Linear Discriminant Analysis (LDA) preprocessing.
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While the average MCD is improved from 5.70 to 5.64, three out of six
sessions perform better with LDA preprocessing. The best session-dependent
result from Spk1-Array-Large gains also a significant (p < 0.05) MCD loss
from 5.18 to 5.33, implying that the use of phone information still helps in
producing low MCDs. However, using CCA feature reduction, we not only
discard the need for phone alignments, we even slightly improve the mean
MCD, making this technique a capable replacement for LDA.
Silent Speech Data
So far all experiments on EMG-to-speech transformation described in this
section were done on audible EMG data. Mapping on EMG signals that
are recorded when the words are spoken non-audibly is a challenging topic.
While the main attention of this thesis is dedicated to the feasibility and
general improvements on a direct EMG-to-speech approach, we also want to
explore real silent speech data.
For a first baseline system we use the Gaussian models that were trained on
audible speech and evaluate the mapping on EMG signals from silent test
data. Since there is no parallel acoustic data for the silent speech recordings,
and thus no acoustic reference data, we can not compute the MCD like before.
Therefore, we compare the output data with the audible data from the same
session. This data is textually the same, but may of course have differences
since it was not simultaneously recorded to the input EMG data. Due to the
different signal lengths, we align the synthesized silent data and the reference
acoustic data using DTW. This DTW alignment also has effects on the final
MCD, since the alignment is improved compared to a simple frame-to-frame
MCD comparison. Thus, it would be unfair to compare the MCDs from
the converted silent data to the MCDs we obtained in the previous EMG-
to-MFCC experiments. We therefore use a slightly modified DTW-MCD for
the audible EMG data, which precedes a DTW alignment to the input before
MCD computation.
Although converted audible EMG data (namely the resulting MFCCs) and
the simultaneously recorded acoustic data have the same duration, a DTW
with MCD cost function gives better results than a simple frame-to-frame
MCD.
Figure 6.6 shows the Gaussian Mapping DTW-MCDs resulting from three
different mappings on audible and silent EMG data with 16 mixtures:
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1. The baseline results using audible EMG for training and testing (Aud
Train - Aud Test),
2. Using audible EMG data for training, and silent EMG data for testing
(Aud Train - Sil Test),
3. Using silent EMG data for training and testing (Sil Train - Sil Test).
The latter is not trivial, since there is no synchronously recorded acoustic
data that can be taken as target data. Since the EMG-Array-AS-200 corpus
contains audible and silent data per session, we can use the acoustic data and
align this data to the silent EMG data using DTW. Since a DTW distance
metric between acoustic MFCC features and EMG features seems not rea-
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Figure 6.5 – Feature distances and the DTW paths (red line) calculated
between acoustic MFCC features stemming from two utterances of the same
sentence (left) and the DTW for the corresponding electromyographic power
feature (right).
To investigate the DTW alignment and to obtain a correct DTW path, we
start by looking at the audible speaking mode. We use two different ut-
terances stemming from the same sentence. This has the advantage that
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we can use the DTW alignments that are created on the acoustic features,
and additionally can compare the DTW path that is created between the
EMG features. The “acoustic DTW” is often used in speech processing, and
thus we can use it as a valid target for the novel “electromyographic DTW“
to achieve well-performing features/parameters/channel combinations. We
reduce the 35 EMG channels to selected 5 different channels to decrease re-
dundant information and to exclude artifact-prone channels. Two of these
resulting channels are obtained from the inside area of the chin array, while
the remaining three channels are taken from the middle of the electrode-grid.
We intentionally used no edge channels of the arrays, since they are prone to
artifacts. We then use a simple power feature that is also included in our TD
feature set (see Section 2.6.3 for feature details). Figure 6.5 shows feature
distances and the DTW paths of two acoustic features stemming from two
utterances of the same sentence (left) and the DTW path of the correspond-
ing electromyographic features (right). Although the two outlined distance
matrices stem from completely different feature domains (acoustic MFCCs
versus EMG power), a similar DTW path can be obtained, which encourages
a useful electromyographic alignment that can be also applied for aligning
silent EMG and audible EMG. We thus use this electromyographic DTW
technique to align the source silent EMG data to the target acoustic data,
which is necessary for the training in the ”Sil Train - Sil Test“ experiment.














































































































































Figure 6.6 – Gaussian Mapping on Silent Speech Data from the EMG-Array-
AS-200 corpus. Results are computed using audible EMG train and silent
EMG test data (red bar), silent EMG train and test data (blue bar) and
audible EMG train and test data (yellow bar). Final Mel Cepstral Distortions
are aligned using DTW.
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The obtained results from the three different mappings are depicted in Fig-
ure 6.6. Looking at the results, it can easily be seen that using silent EMG
data on models trained on audible EMG obtains a high MCD degradation
from an average MCD of 5.54 to 6.81 compared to the Aud Train - Aud Test
scenario. The high discrepancy between silent and audible MCD results can
also be observed within a single speaker. While previous work [JWS10] dif-
ferentiated between ”good“ and ”bad“ silent speakers, the Gaussian mapping
outputs indicate a more complicated - probably session-dependent - result.
Regarding the MCDs from speaker 1, the first session differs in 0.7, while the
remaining three sessions differ in at least 1.2. Using silent EMG on models
that are also trained on silent EMG, considerably reduces the average MCD
from 6.81 to 6.35. However, it should be noted that since the audible refer-
ence data was not simultaneously recorded, the obtained MCD results give
only a limited validity.
6.3.2 EMG-to-F0
In previous work from Toth et al. [TWS09] the fundamental frequency (F0)
of simultaneously recorded audible speech was used for the final synthesis of
speech waveforms. For the final application of EMG-to-speech mapping, not
only spectral information but also F0 information is essential to be estimated
directly from EMG data.
We thus use the introduced Gaussian Mapping approach and replace the
target MFCCs with F0 features.
The data for the GMM training consists of EMG feature vectors as the source
data and F0 vectors as the target data.
In the conversion part, segmental feature vectors of the source EMG data
are constructed in the same manner as in the training part.
Figure 6.7 and 6.8 show the experimental results for different numbers of
Gaussian mixtures on the EMG-ArraySingle-A-500+ corpus. We obtain an
average correlation coefficient of 0.61 with the best session result of 0.65
on Spk1-Array. The mean voiced/unvoiced accuracy achieves 78.5 %, where
Spk1-Array-Large retains an accuracy of 82 %. The results indicate that it
is possible to estimate F0 contours from EMG data. Comparing this to the
literature, where e.g. [TBLT08] generate F0 from whispered speech input
with 93.2 % voiced/unvoiced accuracy and a correlation coefficient of 0.499,
our mapping gets worse voicedness results, but a better correlation coefficient.
[ARH14] presented EMG-based pitch generation on neck muscles solely and
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Figure 6.7 – Voiced/Unvoiced accuracies for EMG-to-F0 Gaussian Mapping
on the EMG-ArraySingle-A-500+ corpus.

























Figure 6.8 – Correlation Coefficients for EMG-to-F0 Gaussian Mapping on
the EMG-ArraySingle-A-500+ corpus.
reported a correlation coefficient of 0.87 and a voiced/unvoiced accuracy of
87 %.
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While the objective evaluation is a valid technique to investigate the per-
formance of incremental changes in the system, it remains unclear how a
final user judges the EMG-to-F0 conversion. Maybe an omission of F0 can
also produce natural output? To investigate this hypothesis we conduct the
following experiment: We use the MFCCs from the reference audio file, and
create three different “artificial” excitations:
1. the converted EMG-to-F0 output,
2. white Gaussian noise, resulting in unvoiced speech that sounds whisper-
like, entitled 0 F0
3. a constantly flat F0 contour, resulting in a robotic-like speech output.
We also add the unmodified reference speech recording (reference), plus the
re-synthesized reference recording (resynth). The latter one is obtained by
using extracted speech features (MFCCs + F0) from the target audio with
the MLSA filter to produce a “re-synthesized” reference. This reference con-
tains the quality reductions from feature processing and vocoding steps and
thus represents the best output we can achieve with our synthesis setup. A
listening test is performed to investigate the user’s acceptance on naturalness,
where the listening test participant is confronted with the question “How nat-
ural does the presented speech recording sound?, please rate between very
unnatural and very natural.” The formulation of this question follows the
naturalness test from the Blizzard challenge [PVE+13]. A continuous slider,
which is internally scaled on the interval between 0 and 100, is given and the
five output variations EMG-to-F0, 0 F0, flat F0, reference and resynth are
presented in randomized order. This setup combines the direct comparison
of the five variations and the quantification to a final naturalness score. We
randomly selected three different utterances from four different speakers, re-
sulting in twelve utterances, i.e. each of the 12 utterances is synthesized in
5 variations. Thus, a total of 60 utterances are played to the participant.
In total 20 participants listened to 60 utterances each and evaluated the
naturalness.
Figure 6.9 and 6.10 show the listening test results.While Figure 6.9 gives the
mean naturalness scores for each participant, Figure 6.10 shows the direct
comparison of the three F0 methods, discarding reference and resynth. Thus,
Figure 6.10 shows the number of times the respecting method was preferred.
Some notable observations can be made from the listeners judgments:
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Figure 6.9 – Mean results from the naturalness listening test. 20 participants
rated the naturalness from 0 (very unnatural) to 100 (very natural). The error
bars represent 95 % confidence intervals.

























Figure 6.10 – Results from the naturalness listening test. Preference com-
parison of the three F0-generating methods: Robotic-like flat F0, whisper-like
0 F0 and EMG-to-F0 mapping.
• The highest difference on naturalness is found to be between reference
(naturalness score 81 from 100) and resynthesized (score 41 from 100)
output.
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• The EMG-to-F0 generation significantly (p < 0.01) gives the most
natural output (naturalness score 28) among the assessed generation
methods. 0 F0 obtained the second best naturalness score with 22.
Considering a direct comparison (Figure 6.10) averaged over all lis-
tened utterances, 59 % preference was given towards the EMG-to-F0
mapping versus 35 % preference on the 0 F0 approach.
• Comparing the simple F0 generation techniques 0 F0 versus flat F0,
the unvoiced 0 F0 significantly (p < 0.001) outperforms the flat F0
results (naturalness score 22 versus 7), implying that the whisper-like
output is regarded more natural than the robotic-like F0 generation.
• 7 out of 20 participants prefer the whisper-like 0 F0 output over EMG-
to-F0 output. Four of them even regarded it better than the target
resynthesized approach.
• 10 out of 20 participants perceived the different approaches in the same
order: Reference and resynth clearly give best naturalness, followed by
EMG-to-F0, 0 F0 and flat f0 in descending order. Nonetheless, the
variances across participants are quite high.
These results show the significant preference of the EMG-to-F0 mapping over
simple artificial F0 generation techniques.

Chapter 7
Mapping using Unit Selection
Approach
This chapter presents a second approach (see red box in Figure 7.1)
for our proposed conversion system that is based on Unit Selection.
This corpus-based concatenation technique was introduced in the 1980s
[Sag88] and has since become a popular approach for speech synthesis
[HB96] known to produce output with a high naturalness.
7.1 Theoretical Background
Unit Selection can be regarded as a corpus-based synthesis approach with the
key idea that a speech corpus is used as acoustic inventory, which is utilized to
select a best matching sequence of segments during the final Unit Selection
application. Appropriate subword units are selected from this inventory -
defined as codebook - and concatenated to produce a final natural-sounding
speech output.
We first build a database consisting of source (e.g. EMG feature) and target
(e.g. acoustic feature) segments. We extract segments of a fixed frame num-
ber and refer to this amount of frames as unit width wu. To create a larger
amount of segments in the database, we shift the segments by one frame at a
time, rather than shifting by the whole unit. Together, the (source) feature
segment and the associated speech segment (target) build one unit.
82 Mapping using Unit Selection Approach
Figure 7.1 – Structure of the proposed EMG-to-speech approach.
In general, the target of the proposed Unit Selection approach is to generate a
natural-sounding waveform that resembles the original utterance. The basic
entity of processing is called a “unit”. In the EMG-to-speech system a unit
consists of simultaneously recorded EMG and audio segments, as illustrated
in Figure 7.2.
Figure 7.2 – A basic Unit, consisting of source EMG and target MFCC
segments used for the proposed Unit Selection approach.
When the codebook is set up, the final application of the conversion can
start. During this process the source feature test sequence is also split up
into overlapping segments of the same width, as shown in Fig. 7.3. We also
vary the shift between two consecutive segments, which we define as unit
shift su.





Figure 7.3 – Splitting of the test sequence, here with unit width wu = 11
and unit shift su = 3.
The desired units are then chosen from the database by means of two cost
functions, target cost ct between source EMG segments and the concatenation
cost cc between target acoustic segments[HB96]. The target cost measures
the similarity between an input test segment and a candidate database unit.
The concatenation cost gives the distance between two adjacent units to
ensure that the candidate unit matches the previously selected unit. Figure
7.4 illustrates how the cost functions for selecting one unit are evaluated.
Test EMG
target cost(  ,   )
concatenation






Figure 7.4 – Illustration of combination of target (top) and concatenation
(bottom) cost during Unit Selection.
In a simple metric, the target cost can be calculated as the mean Euclidean


















whereDE denotes the dimensionality of the source EMG features and s
(t)(k, d)
denotes the d-th dimension of the k-th frame of the segment at time index
t. For EMG-to-speech mapping our choice for the target cost is the cosine-
distance instead of the Euclidean distance, since we achieved better perfor-
mances in preliminary experiments. The cosine-distance is defined between
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resulting in values in in the interval [0, 2] (lower is better).
The concatenation cost is based on the mel cepstral distance at the point
of concatenation to ensure a proper smoothness of the acoustic output. It
can also be interpreted as the scaled mean Euclidean distance between the















db (k, d)− t
(t)
db (k + su, d))
2, (7.3)
where DA denotes the dimensionality of the target audio features and ou =
wu − su is the number of overlapping frames of two units.
If two units have a natural transition, meaning they originated from the
same utterance with starting points i and i + su, they are favored because
the overlapping frames are the same, resulting in a concatenation cost of 0.
Additionally, a weight for the two cost functions is needed to balance natu-
ralness and distinctiveness. If the relative weight of the concatenation cost
is too high it results in fluent speech that may differ heavily from the tar-
get phone sequence; if it is too low, the synthesized speech sounds chopped
and unnatural. Since the ranges are specific for certain features, the optimal
weights depend on the feature used for Unit Selection.
The search for the optimal unit sequence is illustrated in Figure 7.5 and can
be implemented as a Viterbi search through a fully connected network [Vit67].
The goal is to minimize the overall cost of the chosen sequence, consisting of
the combination from target cost and concatenation cost. As an alternative
search approach, we use a greedy selection of the lowest costs for each test
unit. We implemented both search variations, but decided to evaluate the
EMG-to-speech mapping on the greedy approach. This technique may give
suboptimal results compared to a full Viterbi search, however we can still
achieve decent results more quickly.
After determining the optimal unit sequence, the overlapping audio segments
are smoothed using a weight function as proposed by [WVK+13]. We define
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Figure 7.5 – Illustration of the search for the optimal unit sequence. s
(t)
t are




n are database source and target segments,
respectively. Dashed lines represent target cost (sketched exemplarily only for
one database unit at each time), solid lines represent concatenation cost.
n as the number of units which share a frame, illustrated by the hatched
frames of the chosen segments in Fig. 7.6. Since this number of units n varies
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i=1 exp(−0.2 · a[i]) is used for normalizing the weights to sum
to 1. Figure 7.6 shows an example of the smoothing process: The hatched
frames of the chosen segments are weighted and added up to create one
output frame. This process is repeated at each frame.
Finally, after obtaining the final acoustic feature sequence the speech output
can be generated using the MLSA filter on the resulting MFCC and F0
frames.




Figure 7.6 – Creating the output sequence from the chosen audio segments.
7.2 Cluster-based Unit Selection
Since a well-performing Unit Selection system relies on sufficient coverage of
speech data, there are two obvious improvements on the codebook:
• Adding more units to the codebook.
• Improving the general quality of the codebook.
While the first item adds more confusability and an increase in search time,
the second possibility is to be preferred. Another problem by just increasing
the amount of codebook data lies in the inter-personal and even inter-session
differences of the source feature signal - especially in the EMG signal - caused
by variation in electrode positioning and skin properties.
7.2.1 K-Means Codebook Clustering
For the optimization of the unit codebook, we propose a clustering approach
that uses the k-means algorithm (see Chapter 2.7.1) to achieve prototypical
unit representations and to additionally reduce the general size of the unit
codebook.
Initialization
The initialization step can be performed in several different ways. Our imple-
mentation chooses the first K input vectors X1..K as initial centroids M1..K .
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Assignment
In the assignment step, a cluster assignment is computed for each input
vector by finding the centroid that the current input vector has the minimal
distance to.
Centroid Re-Computation
After all input vectors are assigned, these new assignments are used to re-
compute the centroid for each cluster as the arithmetic mean of all the vectors
that are assigned to it.
This process is iterated until a termination condition is met. One possible
way is running the algorithm until only some fraction of cluster assignments
change. In this work, clustering is stopped when the assignment of less than
0.1 % of vectors are changed during an iteration. To speed-up the experi-
ments, a parallelized GPU implementation of the K-Means algorithm, em-
ploying the NVidia CUDA toolkit, is used [Giu]. The output of the algorithm
is the cluster assignments for all vectors.
Like mentioned before, adding more units to the codebook may imply a wider
acoustic diversity and thus may improve the synthesis output. The problem
of finding suitable units is still problematic, and even hampered since adding
redundant or even unnecessary units will not help in improving the system.
Additionally, including too much data in the codebook definitely slows down
the unit search and the synthesis.
The goal of the proposed unit clustering is, to not only reduce the size of
the codebook, but also to improve the representability of each single unit. In
this way, we hope to be able to use less units to generate a better output.
Two typical reasons, that are responsible for suboptimal Unit Selection re-
sults, are alleviated by a codebook clustering approach:
• the non-availability of a proper unit in the codebook,
• the selection of an improper unit, although a correct one is available.
Clustering the available codebook units can have an impact on these prob-
lems, since the initial basic units are changed into a more prototypical version
of the acoustic and electromyographic segments they represent.




















Figure 7.7 – Creation of cluster units from basic units. The units are first
assigned to a cluster by performing K-Means clustering, then new cluster units
are created.
Cluster Unit Creation
The creation of cluster units is depicted in Figure 7.7. At first, the k-means
algorithm is applied to build a combination of each unit from the set of
basic units. The cluster assignments resulting from this step are then used
to build the final cluster units. A cluster of multiple units is turned into
one single cluster unit by computing the arithmetic mean of all source and
target features belonging to the units that are assigned to that cluster. The
resulting cluster units are used for a new codebook and can be utilized to
perform unit selection based on the target cost and concatenation cost as
described above.
7.3 Oracle: Mapping using Identical Source
and Target Speech Data
To get the “golden line” with the best possible result on our recorded data,
we conduct a preliminary oracle experiment without the previously described
clustering approach. The goal is to evaluate the general feasibility of the
proposed Unit Selection approach and to investigate whether the amount of
training data is sufficient.
Source and target segments consist of identical acoustic features, which are
taken as source and target features. The source segment of each unit consists
of the audible MFCCs and the target segment contains the MFCCs plus the
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F0 feature. Since only audible data is used in this approach, we refer to this
experiment as Aud-to-Aud mapping.
The Unit Selection system is trained as described in Section 7.1 and tested
on unseen data that is not included in the codebook to investigate if enough
units are available and to evaluate the best possible result given the selected
parameters. Table 7.1 shows the results, in terms of MCD on the MFCC
data and additionally the the F0 Unvoiced/Voiced-accuracies and the F0
correlation coefficients.
Table 7.1 – Aud-to-Aud oracle experiment (using acoustic data for code-
book creation) results on the EMG-ArraySingle-A-500+ corpus: MCDs,
Unvoiced/Voiced(U/V)-Accuracies and F0 correlation coefficients (r).
Speaker-Session MCD U/V-Acc. r
Spk1-Single 3.62 88.8 0.779
Spk1-Array 3.59 91.4 0.835
Spk1-Array-Large 3.09 86.5 0.721
Spk2-Single 3.50 86.1 0.698
Spk2-Array 3.84 91.0 0.822
Spk3-Array-Large 3.47 83.3 0.682
MEAN 3.52 87.9 0.756
Best MCD results are obtained with the “large” sessions, i.e. the sessions
that contain the largest amount of training data. Although Spk3-Array-
Large contains the most speech data, Spk1-Array-Large gives a lower MCD
suggesting that the latter speaker/session speaks more consistently. The
observation that a high amount of codebook data not necessarily gives the
best results, additionally holds with the F0 evaluation. Spk1-Array and
Spk2-Array perform best on U/V-accuracy and F0 correlation coefficients,
although Spk1-Array-Large and Spk-3-Array-Large use a considerably higher
amount of training data.
7.3.1 Unit Evaluation
Figure 7.8 depicts the unit size and unit shift evaluation of one exemplary
speaker. Reducing the unit shift su, results in a reduction of MCD. This is (at
least partly) based on the effect that a lower unit shift results in an increased
overlap, which means that a higher amount of codebook units are used for
the final mapping feature sequence. Thus, bad units can be compensated by
a higher amount of other units. The unit width wu has a minor influence,
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Figure 7.8 – Unit size and unit shift variation and its influence on the mel
cepstral distortion.
especially for small unit shifts. There is a tendency of higher unit widths
resulting in lower MCDs. Thus, we perform our Unit Selection experiments
with a unit size of wu = 15 and a unit shift of su = 2. Using a frame shift of
10 ms and a frame size of 27 ms, this results in a unit width of 167 ms.
7.4 Mapping using Whispered Speech Data
To the best of our knowledge, there is no (frame-based) Unit Selection ap-
proach for the conversion from whispered speech into normal speech described
in the literature. Closest related work is proposed by [TBLT08], using Gaus-
sian mixture models and a neural network mapping to generate F0 from
whispered speech input. This results in 93.2 % voiced/unvoiced accuracy
using neural networks, and 90.8 % using GMMs. A correlation coefficient of
0.499 is reported on the F0 contour. The authors proceed their investigations
in [TBLT10], reporting an MCD of 5.99.
We use session-dependent whisper-based conversion systems for each of the
nine speakers of our Whisper data corpus, introduced in Section 4.3. Two
different evaluations are performed: an MFCC-to-MFCC conversion, that
uses whispered MFCC features to estimate MFCCs of audible speech, plus
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an MFCC-to-F0 transformation, that uses whispered MFCC to compute an
F0 contour, which are part of the target segment inside a single unit. All
this is done in a frame-by-frame fashion, without considering any additional
contextual information. To align the MFCC features of the normally spoken
to the corresponding MFCC features of the whispered utterances, DTW (Dy-
namic Time Warping) is used. We evaluate the basic Unit Selection approach
on our Whisper-Corpus WA-200. For the issue of misaligned whispered and
audible training utterances, we use dynamic time warping (DTW) on the
MFCC features.
Table 7.2 – Evaluation results between whispered and normal speech, base-
line Mel Cepstral Distortions (MCD) and Unit Selection results: MCDs,
Unvoiced/Voiced(U/V)-Accuracies and F0 correlation coefficients (r).
Speaker Baseline Unit Selection
MCD MCD U/V Acc. r
101 6.44 4.93 85.04 0.664
102 7.12 5.19 86.13 0.710
103 8.37 5.37 78.87 0.566
104 8.46 6.02 77.55 0.541
105 8.22 5.41 84.40 0.673
106 8.29 6.29 76.27 0.426
107 7.75 5.85 78.88 0.564
108 8.51 6.52 74.15 0.436
109 6.75 5.23 82.79 0.605
MEAN 7.77 5.64 80.45 0.576
We calculate the MCD between aligned MFCCs of source whispered utter-
ances and target audible utterances and determine this value the baseline
MCD of this experiment, which results in an average MCD of 7.77. The
Unit Selection mapping reduces the average distortion to 5.64, representing
an MCD reduction of 2.13. An average Unvoiced/Voiced accuracy of 80.45 %
with an F0 correlation coefficient of 0.576 can be achieved. Thus, Unit Se-
lection can be regarded a valid approach to generate both F0 and normal
MFCCs from whispered input.
7.5 Mapping using EMG Data
Since Unit Selection requires a certain amount of speech data for the code-
book, we concentrate the evaluation of this approach on the EMG-ArraySingle-
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A-500+ corpus only. The EMG-Array-AS-200 corpus contains only 200 ut-
terances per session with 140 used for training – approximately 7 minutes
training data – which gives only unsatisfactory results.





































































Figure 7.9 – EMG-to-speech Unit Selection MCDs of the EMG-ArraySingle-
A-500+ corpus with Aud-to-Aud mapping reference.
The results of the basic Unit Selection system (without Unit Clustering) are
depicted in Figure 7.9, in addition to the golden line of the acoustic data
based approach Aud-to-Aud. An average MCD of 6.14 is obtained, show-
ing high inter-session dependencies. While Spk1-Array-Large results in a
considerably low MCD of 5.44, Spk3-Array-Large performs worst with an
MCD of 6.82, although this session contains the most training data. Since
Spk3-Array-Large performed on average in the previous Aud-to-Aud experi-
ment, this implies that the session may contain EMG recording problems or
articulation inconsistencies.
Figure 7.10 depicts the F0 evaluation for the Unit Selection mapping. An av-
erage Voiced/Unvoiced-accuracy of 76.2 % is obtained, with an F0 correlation
coefficient of 0.505.
7.5.1 Cluster-based EMG Unit Selection
To investigate the quality of the codebook for unit clustering, we evaluate
the effect of reducing the amount of units in the codebook drastically. The
experiment is performed on a single session from the EMG-ArraySingle-A-
500+ corpus in a cross-evaluation setup: For every training utterance, a
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U/V-Accuracy F0 Correlation Coefficient
Speaker-Session
Figure 7.10 – EMG-to-F0 Unit Selection evaluation of the EMG-ArraySingle-
A-500+ corpus: Unvoiced/Voiced-accuracy (blue bars) and F0 correlation co-
efficients (red bars). Error bars denote standard deviation.
unit codebook is created from the training set with that utterance held out.
Conversion is then performed for the held out utterance and the list of units
that was used to create the output is saved. This process is repeated with
acoustic features as both source and target features, like in the previous
Aud-to-Aud evaluation. This configuration outputs the best possible audio
sequence that can be created using the available units from the codebook.
When we reduce the codebook to units that were used at least once, both
in the Aud-to-Aud conversion (leaving only units that provide good output)
and EMG-to-Aud conversion, the size of this new codebook is 17,836 units,
down from 159,987. This near tenfold reduction leads to a much quicker
conversion and has only a minor affect to the mel cepstral distortion at all.
The reduced codebook achieves an average MCD of 5.9 on the development
set, compared to 5.85 with the original codebook.
From this result, it is obvious that reducing codebook redundancy can be
done without considerably reducing the mel cepstral distortion. It also shows
that reducing the codebook size without a loss of MCD is feasible and does
not require the use of any particularly complicated methods - simply restrict-
ing the codebook to units that are useful is already sufficient.
We use the proposed unit clustering to reduce the codebook to a defined
amount of cluster units that is varied between 500 and 13,000 cluster units.
Figure 7.11 depicts the results of this cluster evaluation for Spk1-Array. The
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Figure 7.11 – Mel Cepstral Distortions for Unit Selection mapping using
Unit Selection baseline and different cluster unit counts for the proposed Unit
Clustering approach. The error bars show the standard deviation.
clustering approach clearly helps to reduce the MCD, while the concrete
number of cluster units has a minor influence. While there is a notable MCD
reduction from the 5.99 baseline, the cluster count variations are between
5.13 and 5.29, a difference that is only slightly perceivable when the output
is synthesized.































































Figure 7.12 – Mel Cepstral Distortions on the EMG-ArraySingle-A-500+ cor-
pus for Unit Selection mapping using Unit Selection baseline and the proposed
Clustering approach. The error bars show the standard deviation.
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Figure 7.13 – EMG-to-F0 Unit Selection mapping results, basic Unit Selec-
tion (without Clustering) versus Unit Clustering: Voiced/Unvoiced Accuracy
and correlation coefficient r between output and target F0 contour. The error
bars show the standard deviation.
Finally, we apply the Unit Clustering to the full EMG-ArraySingle-A-500+
corpus (see Figure 7.12), which results in an average MCD of 5.36 using
6000 cluster units compared to 6.14 in the baseline Unit Selection. While
all sessions obtain a significant (p < 0.001) MCD reduction, the best result
achieves Spk1-Array-Large with an MCD of 4.86, while the highest MCD
reduction is observed with Spk3-Array-Large: The baseline MCD of 6.82 is
reduced to 5.82. Comparisons to the other proposed mapping approaches
are investigated in Chapter 9.

Chapter 8
Mapping using Deep Neural
Networks
This chapter introduces the third approach (red box in Figure 8.1) for a
direct conversion system: Artificial Neural Networks. Although they are
known for decades, neural networks gained much popularity in recent
years. Generation of speech using neural networks has been published by
e.g. [KP04, AGO15] using a multilayer perceptron on electromagnetic
articulography, electropalatography and laryngography data [KP04], or
a deep architecture for articulatory inversion (generating articulatory
configurations from speech data) [UMRR12]. Two different artificial
neural networks are investigated in this chapter: a classic feed-forward
network and a novel recurrent neural network.
8.1 Theoretical Background
Artificial neural networks (ANNs) are computational models that are in-
spired by biological networks, consisting of interconnected simple processing
units entitled neurons, that exchange information. The connections between
neurons are adapted by different weights. This enables the ANN to be tuned
and to learn different characteristics. ANNs can be specified by different
parameters, e.g. the type of interconnection between the neurons (recurrent,
or feed-forward), the type of activation function that passes the input to the
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Figure 8.1 – Structure of the proposed EMG-to-speech approach.
output (some logistic function or a rectified linear function) and the type of
learning to update the different weights.
We evaluate the direct feature mapping approach on two different kinds of
neural networks:
1. Classical feed-forward networks
2. Recurrent Neural Networks (RNNs), i.e. Long Short-Term Memory
(LSTM) networks [HS97]
8.1.1 Feed-Forward Network
The simplest kind of ANN is a feed-forward type of architecture that consists
of three consecutive layer types:
1. Input layer: n-dimensional input data is directly associated to n inputs.
2. Hidden layer(s): the central component of the neural network.
3. Output layer: m-dimensional output is obtained from m output neu-
rons in this layer.
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To model more complicated representations, multiple levels of hidden layers
are introduced, which is known as Deep Neural Networks. In theory every
layer gets more details onto the to-be-learned output, like building up dif-
ferent layers of abstraction. For a visual classification task, the first hidden
layer would learn to recognize edges, while the second layer would learn more
complex structures like circles, etc [PMB13].
The activation function of the last layer acts as an output function, e.g. a
soft-max function that is used for classification problems, or a linear output
function that may be applied for regression tasks, like the generation of
speech from electromyographic features.
In general, neural networks can model complex, non-linear functions, but
are bound to many parameters like the number/type of hidden layers and
the number of neurons per layer. Given these topological parameters, the
ANN needs to be trained, such that a target function represented by a set
of observations is learned in an optimal sense. The most prominent way
of training neural networks, is the backpropagation of errors, in conjunction
with an optimization like stochastic gradient descent (SGD). The weights of
the network are updated based on the error between the network’s output
and the training data. This delta error is propagated beginning from the
output to the input. This results in the weight update ∆w:
∆w = −α ∂ε
∂w
,
where α is known as the learning rate and the “−” enables the direction
to a minimum. The choice of α has a strong influence on the convergence
behavior of the training.
Figure 8.2 shows the architecture of the employed five-layer neural network
which we use for mapping the input features to the acoustic space of audible
speech. The topology is chosen on empirical basis from prior experiments and
confirmed by related work that uses similar architectures [BHG+15, AGO15].
The neural network is trained to map an n-dimensional input feature vector
to the target features of audible speech, i.e. if G(xt) denotes the mapping of
xt, then the error of the mapping is given by ε =
∑

















Figure 8.2 – Structure of the neural network used to convert input features
to target Mel Frequency Cepstral Coefficients on a frame-by-frame basis.
where
g̃(w, b,x) = w · x+ b
and
g(w, b,x) = ReL(g̃(w, b,x))
Here, w(n) and b(n) represent the weight and bias matrices of the hidden
and output layers and ReL denotes the rectified linear activation function
ReL(x) = max(0, x). Our own preliminary experiments gave good results us-
ing this setup and also other researchers state that substituting logistic units
with ReL units results in improved accuracy and fast convergence [ZRM+13].
For the feed-forward neural networks, we ran our first experiments using the
Computational Network Toolkit [YES+14], but later sticked to the brain-
storm implementation [GS15].
8.1.2 Long Short-Term Memory Network
A Long Short Term Memory (LSTM) network is a specific type of recurrent
neural networks (RNNs), introduced in 1997 [HS97] and enable a long-range
temporal context by using memory cell units that store information over a
longer period of time. LSTMs are state of the art for a couple of problems,
e.g. recognition of speech [GMH13, SSB14] or hand-writing [DKN14]. The
addition of RNNs is motivated in their ability to cope with temporal depen-
dencies directly by the network model, instead of stacking feature frames at
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the preprocessing level. This is realized by introducing recurrencies into the
network model which allow to use the activation patterns from the previous
time steps as an input to the current one.
The main element of an LSTM is a memory cell that can maintain informa-
tion over time. This is accompanied by non-linear gating units that regulate
the data flow into and out of the memory cell. The schematic structure can
be seen in Figure 8.3. Since its introduction in 1997 the LSTM architecture
experienced some modifications (e.g. the first version did not have forget
gates). The implementation that is used in this work, matches to the bidi-
rectional LSTM type that is described in [GS05]. For a description of the
historic development of LSTMs, we refer to [GSK+15].
There are four units that are connected to the input: a block input, an
input gate, output gate and a forget gate. The latter three multiplicative
gates determine whether the connected values are propagated into or out of
the inner memory cell. The input gate can stop the gate input values, the
forget gate resets the cell memory and the output gate triggers the output
values. To enable the recurrence, the block output is connected back to the
block input and to all three gates. The self connected units in the middle
represent the Constant Error Carousel (CEC). When no new input or errors
are presented, the CEC’s inner values remain constant and are stored by
the self-connection. There also exist peephole connections (not shown in
Figure 8.3), which directly link the memory cell to the three gates and help
to learn precise timings.
The training of LSTMs is performed using backpropagation through time
[Wer90], where the training sequences are processed in temporal order. The
bidirectional LSTMs that are used in this work, also use the future con-
text. In the training stage all layers are duplicated, thus one network pro-
cesses the data in forward order, while the duplicate is processing the data
in backward order. It has been shown in speech recognition applications
[GS05, WZW+13], that this bidirectional approach outperforms classical
LSTMs. The usage of LSTMs for text-to-speech synthesis has been pre-
viously been investigated in [FQXS14]. However, it should be noted that the
bidirectional characteristic limit the online capability of a feature mapping,
due to its usage of future time context.
We optimized most of the LSTM parameters session-dependently and in ac-
cordance with the underlying application. The momentum was chosen fixed
with 0.9, as well as the number of 2 hidden layers. LSTM research [GSK+15]
and our own preliminary experiments showed that these factors have only
minor influence on the system performance. To determine the number of




Figure 8.3 – Structure of a long short-term memory network.
memory blocks per layer, we varied the numbers from the literature using
our own input data. The speech feature enhancement in [WZW+13] used
three hidden layers, consisting of 78, 128 and 78 memory blocks. We use
this as orientation and vary different combinations of hidden layer numbers
(from 1 to 4) with memory blocks per layer (60, 80 and 100). We obtained
best results using two hidden layers, consisting of 100 and 80 memory blocks.
To avoid overfitting, we stopped training after 20 epochs without improve-
ment of the validation sum of squared errors. Input and output data was
normalized to zero mean and unit variance.
For the evaluation of Long Short-Term Memory (LSTM) networks, we used
the CUda RecurREnt Neural Network Toolkit (currennt) implementation
[WB15]. All LSTM experiments were done using an Intel Core i7 950 CPU
with an Nvidia GeForce GTX 970 graphic device.
8.2 Mapping on Whispered Speech
Applying DNNs on whispered speech data is no novel approach, but can give
us insights into the feature transformations that are hard to investigate on
a complicated signal like the EMG signal. Since the source and target fea-
tures are speech features, we have a the same preprocessing steps for source
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and target features and can directly investigate the general feasibility of the
feature transformation. Research on whispered Mandarin speech recognition
using DNNs was recently presented [LML+15], reporting significant improve-
ments to a baseline GMM approach. The direct generation of speech from
whispered input, with a high focus on F0 generation, was proposed by Li
et al. [LMDL14]. They use multiple restricted Boltzmann machines and
compare their results to a GMM-based approach (see Section 6 for details to
this Gaussian mapping). A voiced/unvoiced accuracy of 90.53 % is reported,
with an F0 correlation coefficient of 0.61.
We train session-dependent whisper-based conversion systems for each of
the nine speakers of our Whisper data corpus, introduced in Section 4.3.
Two different DNNs are trained: an MFCC-to-MFCC conversion, that uses
whispered MFCC features to estimate MFCCs of audible speech, plus an
MFCC-to-F0 transformation, that uses whispered MFCC to compute an F0
contour. All this is done in a frame-by-frame fashion, without considering
any additional contextual information. We use DTW (Dynamic Time Warp-
ing) to align the MFCC features of the normally spoken utterances to the
corresponding MFCC features of the whispered utterances.
8.2.1 Feed Forward DNN
We train three hidden layers for 100 epochs, using a decreasing learning rate.
Dropout [SHK+14], which means randomly dropping units from the neural
network training, is used to suppress overfitting.
Table 8.1 gives the evaluation results of the proposed DNN system, using the
Mel Cepstral Distortion (MCD) measure on the output and target MFCC
features plus the voiced/unvoiced accuracy and correlation coefficient r be-
tween output and target F0 contour. Baseline MCD refers to the distance
between unaltered whispered and target normal speech MFCCs. The DNN
mapping gives a significant improvement from an average MCD of 7.77 to
5.46. The F0 results look also encouraging, resulting in an average voiced-
ness accuracy of 79 % and a correlation coefficient of 0.65. Comparing this to
the literature [TBLT08] (93.2 % voiced/unvoiced accuracy using neural net-
works, correlation coefficient of 0.499), we get worse voicedness results, but
a better correlation coefficient. Detailed results of the voicedness evaluation
are depicted in Figure 8.4. Most of the errors are unvoiced frames that are
falsely mapped as voiced frames (17 % U → V rate), compared to only 4 %
V → U rate.
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Table 8.1 – Whisper-to-Speech feed-forward DNN mapping results, per
speaker: Mel Cepstral Distortions (MCD) between MFCCs, Unvoiced/Voiced
(U/V) Accuracy and correlation coefficient r between output and target F0
contour.
Speaker Baseline Deep Neural Network
MCD MCD U/V Acc. r
101 6.44 4.71 84.14 0.705
102 7.12 5.01 85.90 0.772
103 8.37 5.32 78.98 0.625
104 8.46 5.68 78.69 0.643
105 8.22 5.34 82.78 0.688
106 8.29 6.06 76.28 0.535
107 7.75 5.65 76.92 0.658
108 8.51 6.29 67.93 0.555
109 6.75 5.09 79.39 0.689
MEAN 7.77 5.46 79.00 0.652
8.2.2 Long Short-Term Memory Networks
As already explained in Section 8.1.2, we train two hidden LSTM layers based
on related work [GSK+15]. Input and output features are z-normalized.
Table 8.2 – Whisper-to-Speech LSTM mapping results, per speaker: Mel
cepstral distortions (MCD) between MFCCs, Unvoiced/Voiced(U/V) Accu-
racy and correlation coefficient r between output and target F0 contour.
Speaker Baseline Long Short Term Memory Network
MCD MCD U/V Acc. r
101 6.44 4.52 86.85 0.754
102 7.12 4.77 87.37 0.798
103 8.37 5.03 81.68 0.679
104 8.46 5.46 79.63 0.656
105 8.22 5.09 83.55 0.734
106 8.29 5.72 78.30 0.580
107 7.75 5.44 75.54 0.714
108 8.51 5.99 66.95 0.598
109 6.75 4.85 79.73 0.729
MEAN 7.77 5.21 79.96 0.693
Table 8.2 gives the LSTM evaluation results, using the Mel Cepstral Dis-
tortion (MCD) measure on the output and target MFCC features plus the
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Figure 8.4 – Voicedness results of the DNN-based Whisper-to-Speech map-
ping. X→ Y representing X = reference, Y = output, e.g. U→ V are unvoiced
frames recognized as voiced.
voiced/unvoiced accuracy and correlation coefficient r between output and
target F0 contour. Compared to the feed-forward DNN-based whisper map-
ping, we get an improvement from an average MCD of 5.46 to 5.21. The F0
results achieve also an accuracy gain, resulting in an average voicedness ac-
curacy of 79.96 % instead of 79.0 % and a correlation coefficient of 0.69 from
0.65. Detailed results of the voicedness evaluation are depicted in Figure 8.5.
8.3 Mapping on EMG data
Tsuji et al. [TBAO08] introduced an EMG-based neural network approach
for phone classification and parts of this thesis have also been publicated in-
troducing a direct speech feature regression [DJS15]. Kello and Paul [KP04]
presented a DNN-based mapping approach from articulatory positions (elec-
tromagnetic articulography (EMA), electropalatograph (EPG) and laryngo-
graph data) to acoustic outputs, obtaining a word identification as high as
84 % conducted in a listening test. A similar articulatory-to-acoustic map-
ping approach based on Deep Neural Networks (DNN) was presented by
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Figure 8.5 – Voicedness results of the LSTM-based Whisper-to-Speech map-
ping. X→ Y representing X = reference, Y = output, e.g. U→ V are unvoiced
frames recognized as voiced.
[BHG+14] and further investigated in [BHG+15]. They trained on elec-
tromagnetic articulography (EMA) data which was recorded simultaneously
with the articulated speech sounds. Objective and subjective evaluations on
a phone-basis instead of sentences reached a phone recognition accuracy of
around 70 %.
We investigate the direct EMG-to-speech mapping based on the proposed
artificial neural network types: feed-forward DNN and Long Short Term
Memory networks. We estimate the neural network parameters during train-
ing using corresponding EMG and speech data. In the final conversion stage
EMG signals from the development set are converted to acoustic speech fea-
tures, i.e. MFCCs and fundamental frequency.
To avoid bias towards numerically larger EMG- or audio features, the signal
is normalized to zero mean and unit variance. Since some sessions contain
channels with noise and artifacts and since we ran into memory issues with
the two sessions with high amount of data, we reduced the number of input
channels for these sessions by manually discarding noisy and artifact-prone
channels. Table 8.3 shows the selected number of channels and source feature
dimensionality the evaluated sessions.
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Session Used Channels TD0 Dim. TD15 Dim.
Spk1-S All 6 30 930
Spk1-A All 35 175 5425
Spk1-A-Large 18 of 35 90 2790
Spk2-S All 6 30 930
Spk2-A All 35 175 5425
Spk3-A-Large 15 of 35 75 2325
Table 8.3 – Number of used channels and source feature dimensionality per
session.
8.3.1 Feed Forward DNN
We use a five layer feed forward neural network with the DNN setup de-
scribed in Section 8.1.1 and perform the following experiments with different
combinations of epochs, mini-batch sizes and learning rates per session and
report the best results.
As depicted in Figure 8.2, we use the EMG feature vector input, followed
by three hidden layers g with different sizes concluded by a final regression
layer g̃ having as many nodes as the number of acoustic output parameters,
resulting in an “hourglass” configuration with a c2 = 512 node bottleneck in
the center surrounded by a c1 = 2500 node computation layer between input
and bottleneck and a c3 = 1024 node computation layer between bottleneck
and output. The DNN structure is chosen on empirical basis from prior
experiments [JWH+14, DJS15] and our own experience showed only marginal
differences using other topologies.
Once the training process has converged, we get a set of weight and bias
matrices which represent the mapping function from source EMG features to
target acoustic speech features. These matrices can be used in the conversion
stage to transform an EMG feature vector to a feature vector of the audible
speech.
Figure 8.6 depicts the results for the EMG-ArraySingle-A-500+ corpus. All
DNN parameters were optimized independently per session on an additional
development set, that consisted of 5 % of the training set. This 5 % develop-
ment set was separated from the training set and used for the error function
during training. The neural network parameters with the lowest error on this
5 % validation set were retained.
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Figure 8.6 – Mel Cepstral Distortions on the EMG-ArraySingle-A-500+ cor-
pus for DNN-based mapping using different EMG feature sets: TD0 vs TD15
vs TD15-LDA vs TD15-CCA-32 vs TD15-CCA-52 features. The error bars
show the standard deviation.
While comparable mapping approaches use a feature reduction technique
to make the transformation of high dimensional EMG data feasible, neural
networks can handle high-dimensional data per se. While e.g. an LDA com-
putation needs phone label information, the usage of direct features need
no label alignment and is thus even less error-prone. Having those advan-
tages it shows that using high-dimensional TD15 data gives best MCD results
compared to Canonical Correlation Analysis (CCA) and Linear Discriminant
Analysis (LDA) feature reduction, resulting in an average MCD of 5.29 using
TD15 with the best session giving an MCD as low as 4.69. However, it should
be mentioned that not all sessions achieve best MCD results with TD15 fea-
tures. Although the differences are not significant, Spk1-Array (p = 0.22)
and Spk2-Array (p = 0.1) perform best results with the CCA preprocessed
TD15 feature. Spk1-Single (p = 0.02), Spk1-Array-Large (p < 0.001) and
Spk3-Array-Large (p = 0.04) perform significantly best with the TD15 fea-
ture set.
A considerable MCD reduction can be achieved by using TD15 feature stack-
ing. While unstacked TD0 features obtain an average MCD of 6.82, using
adjacent feature information in TD15 boosts the MCD to 5.29. This im-
plies that DNNs have difficulties in modeling time-context information by
themselves and Section 8.3.2 will investigate how LTSMs will handle this
information.
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Independent Component Analysis
To exploit the nature of the array-based recordings and to eliminate redun-
dancies, we use Independent Component Analysis (ICA) (see Chapter 2.7.2
for details) for a decomposition of the raw EMG signal into statistically in-
dependent single components, which are used for the further preprocessing
steps. Since the multi-channel array electrodes are positioned in close prox-
imity to each other, adjacent electrodes record similar signals, which justifies
the ICA application. We modify the logistic infomax ICA algorithm [BS95],
as implemented in the Matlab EEGLAB toolbox [DM04]. We separate the
EMG channels into two sets: one set representing the chin array, one set
for the cheek array. The ICA transformation is then computed for both ar-
ray sets independently per session, using only the training data sets. We
interpret the obtained components as new input signals and select which of
these new components are deemed as artifacts and discard the selected noise
components. This is followed by the standard TD15 feature computation.
Figure 8.7 shows the MCD results on the EMG-ArraySingle-A-500+ corpus.






































































Figure 8.7 – Mel Cepstral Distortions on the EMG-ArraySingle-A-500+ cor-
pus for EMG-to-MFCC DNN mapping results with Independent Component
Analysis preprocessing (ICA-TD15) and without ICA (TD15). The error bars
show the standard deviation.
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An average MCD of 5.17 marks the best MFCC output that was obtained
so far, with the best session (Spk1-Array-Large) achieving an MCD of 4.51.
Since ICA utilizes the multi-channel array setup, the MCDs on the single-
electrodes setup with only six channels get a small performance degradation.
The improvement on Spk2-Array is not significant (p > 0.05), while the
others are (Spk1-Array p < 0.01, Spk1-Array-Large and Spk3-Array-Large
p < 0.001). In general, this experiment shows that the separation into inde-
pendent components from multi-channel array input helps the neural network
to improve the mapping results.
EMG-to-F0
An additional neural network is trained using the best performing TD15
feature-set with target F0 features instead of MFCCs. Results are shown in
Figure 8.8.
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Figure 8.8 – EMG-to-F0 DNN mapping results, without ICA (blue/yellow
bars) and with ICA preprocessing (red/green bars): Voiced/Unvoiced Accu-
racy and correlation coefficient r between output and target F0 contour. The
error bars show the standard deviation.
Adding the proposed ICA preprocessing gives generally a little U/V-accuracy
improvement from 79.9 % to 80.96 % , with a raised correlation coefficient
from 0.657 to 0.68. The results per session are additionally depicted in Fig-
ure 8.8. Since ICA performs well on high-dimensional input data, we see
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only slight differences on the single-electrodes data. Comparing these results
to the Whisper-to-F0 mapping, where we achieved 79 % V/U-accuracy with
a correlation coefficient of 0.65, the EMG-to-F0 output is encouraging.
Silent Data
After obtaining and improving our results on the EMG-ArraySingle-A-500+
corpus, we investigate the application of neural networks on silent EMG data.
Therefore, we use the best performing TD15 setup. As already discussed in
Chapter 6, we lack matching target data in the silent EMG domain. Thus,
we evaluate three different experimental setups:
• The baseline EMG-to-speech mapping using audible EMG for train and
test data (Aud Train - Aud Test).
• Using audible EMG data for training the neural network, and silent
EMG data for testing (Aud Train - Sil Test).
• Using silent EMG data for training and testing (Sil Train - Sil Test).
The latter is difficult since we need to use the target acoustic data in training
and testing, which is not exactly matching the EMG signals. To compensate
for the temporal differences, we apply dynamic time warping (DTW) to align
the silent EMG signal with the acoustic data. We still face the problem that
the silent EMG signal and the acoustic signal are not simultaneously recorded
and thus may include inconsistencies that may not be fully alleviated by
DTW. Figure 8.9 depicts the Mel Cepstral Distortions for the silent and
audible EMG data of the EMG-Array-AS-200 corpus.
While the training on silent EMG data improved the results in the Gaussian
mapping approach (see Section 6.3.1), only three sessions (S1-2, S2-4, S4-1)
benefit from the usage of silent EMG data in DNN-based training. When a
feature reduction technique (i.e. LDA) is applied, a similar result is obtained.
Although the Sil Train - Sil Test MCDs get further reduced to an average of
6.81, the Aud Train - Sil Test setup performs still better with a mean MCD
of 6.6.
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Figure 8.9 – DTW-aligned Mel Cepstral Distortions using feed-forward DNNs
for audible EMG training with silent EMG testing (blue bars), silent EMG
training with silent EMG testing (red bars) and audible EMG training with
audible EMG testing (yellow bars), evaluated on the EMG-Array-AS-200 cor-
pus. Error bars denote standard deviation.
8.3.2 Long Short-Term Memory Networks
Context Feature Evaluation
One of the promising benefits of LSTMs is the intrinsic modeling of time-
contextual information, thus including the context-information from the fea-
ture domain directly into the mapping/modeling part. An interesting inves-
tigation is to look at the performance of an LSTM, when different context-
based features are presented. Therefore, we train LSTM networks with dif-
ferent kinds of EMG feature sets:
1. Context-independent TD0 features,
2. high dimensional context-dependent (15 preceding and succeeding frames)
TD15 features,
3. TD15+LDA features: TD15 features, that are post-processed with an
LDA to reduce the feature vector to 32 dimensions,
4. TD15+CCA (32) features: TD15 features, that are post-processed with
a CCA to reduce the feature vector to 32 dimensions,
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5. TD15+CCA (52) features: TD15 features, that are post-processed with
a CCA to reduce the feature vector to 52 dimensions.
Details on the dimension reduction techniques can be found in Section 2.7.
The LDA is optimized to maximize discriminability of the phone classes,
while the CCA is trained to optimize the correlation to stacked MFCC fea-
tures.
Figure 8.10 shows the MCD results for all six sessions of the EMG-ArraySingle-
A-500+ corpus. The results show that for all of the examined sessions, the





























































































































Figure 8.10 – Mel Cepstral Distortions on the EMG-ArraySingle-A-500+
corpus for LSTM-based mapping from different EMG feature sets: TD0 vs
TD15 vs TD15-LDA vs TD15-CCA-32 vs TD15-CCA-52 features. The error
bars show the standard deviation.
high dimensional TD15 setup performs worst, while TD0 features without
context information are notably better. This implies that the LSTM network
indeed is capable of learning the temporal context by itself. The results can
be further improved when stacking and feature reduction is used, achieving
an average MCD of 5.43 with LDA preprocessing and 5.51 using CCA feature
reduction, which can be improved to 5.38, when a 52 dimensional post-CCA
feature is retained. Thus, using CCA shows two advantages compared to
LDA: It does not require phone alignments for training, and it results on
average in a better performance in terms of MCD.
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Multitask Learning
Multitask Learning [Car97] is a machine learning approach where a secondary
related task is added to a primary main task with the intention to improve the
model by learning commonalities of both tasks. Both tasks are learned jointly
and in theory generalization is obtained by adding an additional information
source. In the context of neural network based EMG-to-speech mapping, a
secondary target feature is presented for training, e.g. an LSTM is trained to
predict two different features: MFCCs plus phone class labels. Since these
primary and secondary tasks are related, the hypothesis is that the network
weights will be shared among tasks, which leads to a better representation of
the feature relationship and thus an improved performance of the mapping.
When the multitask neural network parameters are learned, the final feature
mapping of the primary task can be obtained as before: simply mapping
EMG features to MFCCs. Thus, there is no need to include phone labels
into the vocoder component, they are only required during training. To
apply the multitask learning approach, we use our previously best LSTM
setup and change the output layer to 71 dimensions. The first 25 dimensions
present the MFCC output while the remaining 46 dimensions correspond to
the 45 English phone classes plus a silence class. For each frame the feature
vector entry of the current phone is set to 1, while the others are set to 0.
A second variation is the usage of “subphones”, which further divides each
phone p into three position-dependent phone classes: p-begin, p-middle p-
end, representing the begin, middle and end of a single phone. Thus, we use
an 161-dimensional vector instead of the previous 71-dimensional feature. In
a third experiment setup we use a simple delta feature for the secondary task
target, i.e. the derivative of the MFCC feature sequence.
Figure 8.11 shows the evaluation results for the EMG-ArraySingle-A-500+
corpus.
Multitask learning with additional phone class information gives no notable
improvement over the TD15+CCA-to-MFCC baseline system. While two
sessions give a slight MCD improvement, 4 sessions perform even worse,
possibly based on the increased amount of training dimensions or due to
inaccuracies in the phone alignment. Using delta features for the secondary
task reveals a slight and constant (however not significant with p ≈ 0.3)
improvement on all six sessions and thus obtains the best results of a mean
MCD of 5.35 with the LSTM-based mapping approach.
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Figure 8.11 – Mel Cepstral Distortions on the EMG-ArraySingle-A-500+
corpus for LSTM-based mapping using Multi Task Learning. The error bars
show the standard deviation.
EMG-to-F0
For a final evaluation of audible EMG-to-speech mapping, we estimate F0
information directly from EMG data of th EMG-ArraySingle-A-500+ corpus.
We thus use the introduced LSTM approach and replace the target MFCCs
with F0 features. Figure 8.12 shows the evaluation results for the EMG-
ArraySingle-A-500+ corpus.
Silent Data
As already evaluated with DNNs in Section 8.3.1, we investigate the appli-
cation of LSTMs on silent EMG data. Due to the lack of simultaneously
recorded target data in the silent EMG domain, we use DTW alignment and
evaluate three different experimental setups:
• The baseline results using audible EMG for train and test data (Aud
Train - Aud Test).
• Using audible EMG data for training the LSTM, and silent EMG data
for testing (Aud Train - Sil Test).
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Figure 8.12 – EMG-to-F0 LSTM mapping results: Voiced/Unvoiced Accu-
racy and correlation coefficient r between output and target F0 contour. The
error bars show the standard deviation.
• Using silent EMG data for training and testing (Sil Train - Sil Test).
Figure 8.13 shows the Mel Cepstral Distortions for the three setups on the
EMG-Array-AS-200 corpus. It can be observed that generally the MCD for
silent test data is notably higher (average MCD of 7.14) than for audible
test data (average MCD of 5.79), revealing the differences between silent
EMG and audible EMG. Using the DTW-aligned silent EMG data for DNN
training and testing, improves the MCD to 6.65.
8.3.3 Comparative Summary
Table 8.4 summarizes the evaluation results obtained in this chapter to pro-
vide a final comparison of DNN and LSTM results.
Table 8.4 – Comparative summary of LSTM and DNN experiment results.
Whisper-to-Speech EMG-to-Speech
MCD U/V r MCD U/V r Sil. MCD
LSTM 5.21 80.0 0.693 5.35 80.8 0.691 6.65
DNN 5.46 79.0 0.652 5.17 81.0 0.680 6.60
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Figure 8.13 – DTW-aligned Mel Cepstral Distortions using Long Short Term
Memory networks for audible EMG training with silent EMG testing (blue
bars), silent EMG training with silent EMG testing (red bars) and audible
EMG training with audible EMG testing (yellow bars), evaluated on the EMG-
Array-AS-200 corpus. Error bars denote standard deviation.
Comparing both approaches, the LSTM network performs better using input
whispered speech data, while the DNN performs best MCD results using
EMG data. Since the DNN achieves best results using TD15 features, the
coupling of feature reduction and feature mapping outperforms the LSTM,
which is not capable of dealing with high-dimensional feature input. This
may also explain, why the whisper-to-speech LSTM outperforms the DNN
when 25-dimensional input MFCCs are used and thus no feature reduction
is necessary. On the contrary, the best session-dependent MCD result could
be obtained with the feed-forward network, resulting in an MCD of 4.51.
While the DNN can also handle high-dimensional input with remarkably
good results, the LSTM-based mapping performs best with low-dimensional
data that must be obtained by a feature reduction technique.
Although the current mapping setup works on a per-utterance basis, it is
advisable to prefer the DNN approach to the LSTM setup. Especially con-
sidering the property that the bidirectional LSTM has a clear disadvantage
when it comes to real-time applications, an aspect (among others) that will





While the last chapters introduced three different techniques for the
EMG-to-speech mapping, this chapter gives a comparison of the pro-
posed approaches. Objective output evaluations of the generated acous-
tic output as well as quantitative run-time analyses are presented. This
is concluded by a subjective qualitative evaluation represented by a lis-
tening test conducted on ten participants, which rated the output quality.
9.1 Objective Comparison between Mapping
Approaches
In the following sections we will perform two different objective output qual-
ity evaluations on the proposed EMG-to-speech mapping approaches: map-
ping performance based on mel cepstral distortions (MCD), and the perfor-
mance of the synthesized output on an automatic speech recognition system.
This is concluded by a third objective evaluation: a quantitative comparison
of the conversion times of the proposed EMG-to-speech approaches.
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9.1.1 Mel Cepstral Distortion Comparison
In the previous chapters, we optimized and evaluated three different ap-
proaches for the direct transformation of EMG features to speech: Gaussian
mapping, neural network based techniques (LSTMs and feed-forward DNNs)
and Unit Selection. Figure 9.1 shows the mel cepstral distortions on the
















































































































Figure 9.1 – MCD Comparison on the evaluation set of all investigated
EMG-to-speech mapping approaches: Deep Neural Networks (DNN), Long
Short Term Memory Networks (LSTM), Unit Selection (UnitSel) and Gaus-
sian Mapping (GausMap). The error bars display standard deviation.
While there is only little difference between LSTM and Unit Selection (mean
MCD of 5.46 vs 5.42), DNNs significantly (p < 0.01) give the best results with
an average MCD of 5.21. Gaussian Mapping obtains the highest mean MCD
with 5.69. The best session-dependent result is achieved on the Spk1-Array-
Large session with an MCD of 4.56. Although Spk3-Array-Large contains
the largest amount of training data (111 minutes versus e.g. 28 minutes with
Spk1-Array), the MCD is above the average MCD of 5.21, indicating that
the speaker encountered inconsistencies during recording the data. When
a comparison of array-based recordings versus single-electrodes recordings
is made, no superiority in terms of MCD can be stated. While speaker 1
achieves better results on EMG-array data, speaker 2 obtains lowest MCDs
with the single-electrodes recording.
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9.1.2 Speech Recognizer Evaluation
To interpret the EMG-to-speech synthesis results, we additionally use an au-
tomatic speech recognition (ASR) system [SW10] to decode the synthesized
evaluation sentences. The goal of this evaluation approach is to objectively
evaluate the general intelligibility of the converted speech output rather than
a spectral similarity with a reference utterance. The acoustic model of the
recognizer consists of Gaussian mixture models. The number of Gaussians
is determined by a merge-and-split algorithm [UNGH00]. The recognizer
is based on three-state left-to-right fully continuous Hidden-Markov-Models
using bundled phonetic features (BDPFs) for training and decoding. Pho-
netic features represent properties of a given phoneme, such as the place or
the manner of articulation, which can improve an acoustic speech recognizer
[KFS02]. Since a phonetic feature is generally shared by multiple phonemes,
the usage of combined training data can make use of these phonemes in order
to train a phonetic feature model more reliably than a single phone model.
Thus, a BDPF-based recognition system performs well on small data sets,
like they exist in the scope of this thesis, compared to general speech domains
where many hours of training data exist. Following the work from [SW10]
we use a set of nine phonetic features: Voiced, Consonant, Vowel, Alveolar,
Unround, Fricative, Unvoiced, Front, Plosive. These phonetic features addi-
tionally can be grouped into bundles, e.g. “voiced fricative”, giving the term
bundled phonetic features.
We train the acoustic speech recognizer on the synthesized training set that
was generated from the EMG input and test on the synthesized evalua-
tion set. This is done on each of the proposed EMG-to-speech mapping
techniques: Gaussian Mapping, DNN-based mapping, LSTM-based mapping
and cluster-based Unit Selection. We use the array-based EMG data from
Speaker 1 and Speaker 2 (contained in our EMG-ArraySingle-A-500+ cor-
pus), which was also used in related work [WSJS13] and gives us the option
for a comparison to the EMG-based speech recognition results reported by
Wand et al. [WSJS13].
For decoding, we use the evaluation data corpus together with a trigram
language model estimated on broadcast news. To ensure comparability to
[WSJS13], we restrict the decoding vocabulary to three different sizes: 108,
905 and 2,111 words, including word variants.
We use the Word Error Rate (WER) to measure the performance. The hy-
pothesis and reference text are aligned and the number of insertions, deletions
and substitutions (ni, nd, ns) are counted. Thus, for n words in the reference,
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the WER can be calculated as:
WER =
ni + nd + ns
n
· 100 %.
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Figure 9.2 – Word error rates of a speech recognition system trained and
tested on two different speakers with Deep Neural Network (DNN) versus
Gaussian Mapping versus Long Short Term Memory (LSTM) versus Unit Se-
lection (with Clustering) output. Three different decoding vocabulary sizes
(including variants) were used: 108, 905 and 2,111 words.
mapping obtains the best word error rates, confirming the good results that
were previously reported in the MCD evaluation. The Gaussian Mapping
output achieves second best results in the ASR evaluation, e.g. with a WER
of down to 3.5 % (Spk2) using a small vocabulary of 108 words, which also
marks the best session-dependent ASR result. Since the Gaussian Mapping
uses GMMs that are trained on MFCCs, while the acoustic model GMMs
of the recognition system are trained on phone classes, we are not expecting
a systematic bias of the ASR system. The listening test in Section 9.2 will
additionally investigate the output quality of the mapping approaches. In-
creasing the vocabulary size raises the WER notably. However, this WER
growth has a stronger effect on Spk2 than on Spk1. While a dictionary
extension from 108 words to 2,111 words approximately doubles the WER
on Spk1, Spk2 has at least a threefold WER increase. This indicates that
the output from Spk2 is more confusable. While a small vocabulary can
compensate this effect, a large amount of words reduces the discriminability.
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Comparing the obtained word error rates to related work that uses the same
setup and a similar corpus on an EMG-based ASR system [WSJS13], our re-
sults are encouraging. Wand et al. [WSJS13] achieve an average word error
rate of 10.9 % on a vocabulary of 108 words with 160 training utterances,
while we can report a mean WER of 7.3 % using our Gaussian Mapping
approach. Toth et al. [TWS09] observed the effect that “WER results for
EMG-to-speech are actually better than results from training the ASR sys-
tem directly on the EMG data”. Our higher amount of training data may
result in the fact that we get even better results, thus a direct compari-
son is complicated, but shows that we achieve very good results when the
synthesized output is used on an ASR system.
9.1.3 Run-Time Evaluation
Since one of the motivations for the direct transformation from EMG to
speech is its fast processing time, we will evaluate the real-time capability
of the proposed conversion approaches. Thus, we evaluate the conversion
time of the validation set on the EMG-ArraySingle-A-500+ corpus using the
proposed mapping techniques. A few statements should be kept in mind for
this quantitative run-time comparison:
• Only the conversion time for mapping EMG features to MFCC features
is stated. The additional model-loading, synthesis time and file-I/O is
assumed to be constant between different mapping approaches and thus
omitted in the comparison evaluation.
• Mapping is done on complete utterances (although in an online sit-
uation this frame-to-frame mapping could in theory be started in an
incremental fashion – except for LSTMs, which need complete utter-
ances).
Since we want to evaluate the best performing parameter setups per map-
ping approach, the input EMG feature set depends on the mapping ap-
proach. Thus, we use two different input EMG feature sets: 32-dimensional
TD15+LDA-features and the high-dimensional TD15 features. The TD15
dimensionality depends on the session, ranging from 930 dimensions on the
single-electrode recordings to 5,425 dimensions on the 35-channels array
recordings. The Gaussian mapping is set up with 64 Gaussian mixtures. In-
creasing the number of Gaussians is linearly related to the conversion time,
i.e. using 32 Gaussians approximately halves the conversion time.
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The result of the quantitative run-time evaluation for the corpus-based ap-
proaches (cluster-based unit selection versus baseline unit selection) can be
found in Table 9.1, while Table 9.2 presents the conversion times of the
model-based approaches: Feed-forward Neural network (DNN) versus Long
Short Term Memory (LSTM) network versus Gaussian Mapping (GMM).
All times were obtained on an Intel Core i7-2700 CPU running at 3.5 GHz.
The numbers in brackets state the real-time factors: the ratio of conversion
time to the duration of the utterances, i.e. the sum of the development set
(see Chapter 4.2.3). Thus, a real-time factor of 1 means that 1 second of
input requires 1 second pure conversion time. The Unit Selection conversion
Table 9.1 – Computation time and real-time factor on the development set
for the baseline unit selection system as well as cluster-based unit selection
using 6,000 cluster units.
Session
Time taken for conversion in
[hh:mm:ss] (RT-Factor)
Baseline Clustering
S1-Single 1:02:39 (22.5) 0:05:02 (1.8)
S2-Single 1:03:05 (23.4) 0:05:57 (2.2)
S1-Array 1:23:11 (27.7) 0:05:29 (1.8)
S2-Array 0:46:24 (19.2) 0:04:22 (1.8)
S1-Arr-Lrg 10:27:06 (81.6) 0:27:35 (2.3)
S3-Arr-Lrg 27:02:22 (136.5) 0:17:34 (2.3)
times are heavily related to the amount of training/codebook data, since the
unit search is calculated on the whole codebook. Thus, the “Large”-sessions
obtain considerably high conversion times. Therefore, the proposed baseline
Unit Selection is less useful for real-time setup and even with the proposed
unit clustering approach, which considerably reduces computation time, the
real-time factor stays above 1.
Compared to the Unit Selection results, the model-based neural network and
Gaussian Mapping approaches are independent from the amount of training
data, since they only need to load the previously trained models. However,
they are heavily influenced by input dimensionality and length of recordings
(see Chapter 4.2.3). The neural network conversion time is faster than all
the other compared approaches. Even with a high-dimensional feature in-
put (S1-Array and S2-Array having a input feature 5,425 dimensions), the
mapping is performed below 0.1 times real-time, making this method the
preferred choice for an online EMG-to-speech system. Using the reduced 32-
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Table 9.2 – Computation time and real-time factor on the development
set for DNN, LSTM and Gaussian Mapping (GMM) approaches using high-
dimensional TD15 features and 32-dimensional LDA processed features.
Session Time taken for conversion in [sec] (RT-Factor)
DNN(TD15) LSTM(LDA) LSTM(TD15) GMM(LDA)
S1-Single 2.9 (0.02) 5.6 (0.03) 26.6 (0.16) 42.7 (0.26)
S2-Single 2.9 (0.02) 5.4 (0.03) 23.4 (0.14) 41.4 (0.26)
S1-Array 12.3 (0.07) 6.1 (0.03) 161.4 (0.90) 45.7 (0.25)
S2-Array 10.2 (0.07) 4.7 (0.03) 144.9 (1.00) 35.5 (0.24)
S1-Arr-Lrg 14.6 (0.03) 15.5 (0.03) 139.9 (0.30) 118.7 (0.26)
S3-Arr-Lrg 16.2 (0.02) 23.4 (0.03) 155.4 (0.22) 181.5 (0.25)
dimensional feature input, Gaussian mapping still achieves 0.25 times real
time, not excluding it from a possible real-time application.
9.2 Subjective Quality Comparison: Listen-
ing Test
The MCD score is a perceptually motivated distance measure and thus corre-
lates with human perception of speech quality [Kub93]. However, this quite
simple Euclidean distance measure inherits some drawbacks: e.g. there is
no judgment of the naturalness or prosodic information. For this reason, we
conduct a set of subjective listening test evaluations, where participants were
asked to listen to the outputs of the proposed EMG-to-speech systems and
compare them to each other.
Listening Test Setup
All listening tests were performed as a combination of comparison test and
opinion-score test with an additionally given reference. The participating
subject listens to five synthesized output variations that were obtained from
the same sentence using the proposed EMG-to-speech mapping approaches:
Mapping using Deep Neural Network (DNN), Long Short Term Memory
(LSTM) network, Unit Selection and Gaussian Mapping. Additionally, a
re-synthesized reference recording (resynth) of the utterance was presented.
This resynth variant is obtained by using extracted speech features (MFCCs
+ F0) from the target audio with the MLSA filter to produce a “re-synthesized”
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reference. This reference contains the quality degradations from feature pro-
cessing and vocoding steps and thus represents the best output we can achieve
with our synthesis setup.
The best performing parameters for each mapping approach were used (see
details in the previous three chapters) to generate MFCC and F0 features
from the input EMG signals. The participant has to score the speech qual-
ity of an utterance on a continuous slider, which is internally scaled to the
interval [0, 100]. The listening test was implemented as a browser-based
system[KZ14]. Subjects can always go back to previous sentences to change
their ratings. Following instructions were presented before the listening test
can be started:
• Please listen to the audio files using quality headphones.
• Please rate the quality of the given utterance, ranging from bad to
excellent on a continuous scale using the slider.
Additionally, we instructed the participants to arrange the sliders of the
presented variations from one utterance to directly compare the five different
variations to each other.
We randomly selected ten different evaluation-set utterances from the three
different speakers of the EMG-ArraySingle-A-500+ corpus, i.e. each of the ten
utterances is synthesized in 5 variations. Thus, a total of 50 utterances are
played to the listening test participant. For speakers with multiple sessions
in the corpus, we discarded the session with the worst MCD to reduce the
amount of utterances the participant has to listen to. We also wanted to cover
the inclusion of array-based and single-electrode sessions into the listening
test files. Thus, utterances from Spk1-Array-Large, Spk1-Array, Spk2-Single
and Sp3-Array-Large were used.
In total, 10 German listeners (aged between 19 and 30 years) participated in
the test. The participants had no known hearing impairments and no partic-
ular speech synthesis expertise. Figure 9.3 and 9.4 depict the results. While
Figure 9.3 shows the mean opinion scores of each participant, Figure 9.4 out-
lines the direct comparison of the four mapping approaches, discarding the
resynth-reference. Thus, Figure 9.4 shows the number of times the respecting
method was preferred.
The resynthesized speech from the acoustic target data obtains a mean opin-
ion score (MOS) of 61 (max 100), implying a considerable quality loss due
to the acoustic feature processing. Investigating the EMG-to-speech pref-
erences, most of the participants perceived the different approaches in the
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Figure 9.3 – Results from the evaluation listening test comparing the pro-
posed EMG-to-speech mapping approaches: Deep Neural Networks (DNN),
Gaussian Mapping (GausMap), Long Short Term Memory networks (LSTM)
and Unit Selection (UnitSel). An additional reference utterance (Resynth) is
given. 10 participants rated the speech quality from 0 (bad) to 100 (excellent).
Error bars represent standard deviation.
























Figure 9.4 – Results from the evaluation listening test. Preference compari-
son of the proposed EMG-to-speech mapping approaches.
same way: best output quality is obtained with DNNs, followed by Gaussian
Mapping, which is succeeded by LSTMs. Unit Selection achieves the worst
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opinion scores and was never preferred in a single utterance. On average,
the participants preferred the DNN-based output in more than 50 % of the
cases. A comparison of these results to the ASR evaluation from the previous
section reveals a similar outcome: best performance on DNN output, while
Unit Selection results are ranked last.
However, there are noticeable variations between listeners judgments. E.g.
the resynth-reference output is evaluated with opinion scores between 36 and
81, and also the DNN-based EMG-to-speech mapping obtains opinion scores
in the range between 9 and 40. This implies that the acceptance of a distorted
speech output is in a large part very user-dependent.
Since the MOS difference between reference and EMG-to-speech is still im-
provable, we investigate the possible errors on the synthesized signal. Fig-
ure 9.5 shows the spectograms from the DNN-based EMG-to-speech output
and additionally the resynthesized reference signal from an exemplary ut-
terance taken from Spk-1-Array-Large. Both spectrograms show similar out-
puts, although two potentials for improvement on the EMG-to-speech output
can be spotted: 1.) there are minor artifacts (marked by a black star) that
are probably erroneously generated by single frames and 2.) some detailed
spectral contours are blurred (e.g. the marked area in the black box). It
seems that these kinds of errors are not properly modeled by our proposed
EMG-to-speech approach.
To additionally explore the variations between the four investigated sessions,
we separate the listening test results into the obtained scores per session.
The left part of Figure 9.6 depicts the opinion scores per session. Similar to
the previous evaluations, Spk1-Array-Large obtains best results with a mean
opinion score of 28 (from 100), while Spk3-Array-Large tends towards lower
opinion scores. We additionally compare these findings with the objective
Mel Cepstral Distortion evaluation from Section 9.1.1. Therefore, the right
part of Figure 9.6 displays a scatter plot of the four sessions and the four
EMG-to-speech approaches comparing MCDs with MOS. While lower MCDs
imply better performance, mean opinion scores act vice versa. Thus, a high
MOS should be associated with a low MCD.
The scatter plot party confirms this hypothesis. For all Unit Selection, as
well as all DNN-based outputs, an increased MOS implies a reduced MCD.
However, the worst MCD of 6.17 achieves a “mid-range” MOS of 14. Thus,
we can state that an objective measure like MCD is adequate for a first
quality indication, but being close (or far) to a reference thus not necessarily
mean that the output is perceived well (or bad).
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Figure 9.5 – Example spectrograms of DNN-based EMG-to-speech output
(top) and resynthesized reference (bottom) of the utterance “He is trying to
cut some of the benefits.”


































































Figure 9.6 – Left side: Results from the evaluation listening test per session.
Right-hand side: Comparing opinion scores from the listening test to Mel
Cepstral Distortion.
9.3 Summary
In this chapter we directly compared the investigated EMG-to-speech ap-
proaches against each other. The feed-forward DNN mapping achieves the
best results in multiple evaluations: the best mapping performance in terms
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of MCD (best session with 4.56), speech recognizer performance and opinion
scores in the listening test. Additionally, DNNs are computationally very
fast for EMG-to-speech mapping and thus show clear superiority over the
other investigated approaches.
Chapter 10
Conclusion and Future Work
This chapter concludes the thesis giving a short summary of the results
and the main aspects that were tackled in this thesis. This is concluded
by a list of arising research questions and suggestions for potential fu-
ture work
10.1 Conclusion
This thesis presented a direct transformation from surface electromyographic
signals of the facial muscles into acoustic speech. While many silent speech
approaches today use a speech recognition component, the proposed direct
speech generation has advantages over a recognition-followed-by-synthesis
technique: There is no restriction to a given phone-set, vocabulary or even
language, while there exists the scope to retain paralinguistic information,
like prosody or speaking rate, which is crucial for natural speech communi-
cation. The speaker’s voice and other speaker-dependent factors keep pre-
served. Additionally, a direct mapping enables faster processing than speech-
to-text followed by text-to-speech and thus the option for nearly real-time
computation is given.
The main aspects that were tackled in this thesis are as follows:
• Data collection of simultaneous facial electromyographic and acoustic
speech signals. While previous EMG/speech recordings were often lim-
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ited to 50 utterances, the recordings performed in the scope of this
thesis use sessions with up to 2 hours of parallel EMG and speech data.
• Application and comparison of three different state-of-the-art machine
learning approaches for the purpose of directly transforming EMG sig-
nal to speech: A statistical transformation based on Gaussian mixture
models entitled Gaussian Mapping, a database-driven approach known
as Unit Selection and a feature mapping based on Deep Neural Net-
works. Several sets of parameters for these methods were evaluated
on a development data set, achieving MCD scores of up to 4.51. A
final round of comparative evaluations, objective as well as subjective,
were performed and revealed that the Deep Neural Network approach
performs best in several categories. Using a speech recognizer on the
synthesized output obtains a word error rate (WER) of up to 19.2 %
with a vocabulary size of 2,111 words, which improves down to 3.5 %
WER when the vocabulary is reduced to 108 words.
• Transformation of EMG signals recorded during silent articulation into
acoustic speech output. While many silent speech researchers are per-
forming on data that is generated during normal articulation, we intro-
duce experiments on silent speech, even for the training of the mapping
system where no parallel acoustic data exists. Therefore, we established
a dynamic time warping approach that works on silent EMG data and
enables an average MCD reduction from 6.81 to 6.35.
• Abolition of the need for label transcriptions (phone-level time align-
ments). The adoption of Canonical Correlation Analysis performs a
feature dimensionality reduction using target acoustic features instead
of label information, which would need a recognizer component that is
prone for potential decoding errors.
• A realization of Whisper-to-Audible speech mapping with focus on
prosody preservation could be achieved, resulting in an F0 generation
that performs with a mean voiced/unvoiced accuracy of 80 % and a
correlation coefficient of 0.69.
• The feasibility of real-time processing is investigated and evaluated with
a real-time factor lower than 0.1 using the proposed feed-forward Deep
Neural Network approach.
The performance of EMG-based and other biosignal-based speech interfaces
has slowly, but steadily been improved over the last years. While the ap-
proach presented in 2009 [TWS09] introduced a mel cepstral distortion of
6.37, the results of this thesis raise the best performance in terms of MCD
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to 4.51. To compare these MCD numbers to related work, we list the other
approaches that are most relevant and report MCD scores. Hueber et al
[HBDC11] achieve an MCD of 6.2 on transforming lip and tongue motions,
captured by ultrasound and video images into audible speech. The reported
average MCD by Toda et al. [TBT04] using Electromagnetic Articulography
(EMA) data is 5.59. The same approach is improved by Toda et al. [TBT08],
achieving an average MCD of 4.5 with the best speaker-dependent MCD of
4.29. While EMA recordings need specific laboratory-like environments, the
EMG-to-speech mapping is clearly more user-friendly.
10.2 Suggestions for Future Work
Although the obtained results outline the ongoing success in EMG-based
speech processing, several avenues of research still arise. Among them are:
• Further improvements of the EMG recording hardware. Although the
current array and grid-based electrode technology is more user-friendly
compared to multiple single-electrodes, the attachment is still cumber-
some. Additionally, the recording device is clumsy and immobile and
prevents the application of EMG-based speech processing from gen-
eral usage. Recently introduced epidermal electronics [KLM+11] and
small-sized recording devices will definitely achieve user acceptance and
applicability. Wei et al. [WRH+14] have already introduced such a de-
vice for the application with EMG, which is a next step towards a
handy facial EMG-device which again pushes forward EMG-to-speech
end-user research and acceptance.
• Further investigations on acoustic feedback realized by real-time/online
usage. Since we showed the theoretical applicability of near-real time
usage, a logical next step is the investigation of acoustic feedback to
the silently articulating speaker. A direct acoustic feedback enables
the user to learn, improve and gain a finer control for his or her silent
articulation, leading to a system that can be realized in a user-in-the-
loop scenario. The user adapts according to the acoustic feedback and
additionally the system can directly adapt to the user’s utterances.
• Further investigations on speaking mode and speaker differences. The
previously mentioned acoustic feedback can help to compensate for
speaking-mode differences and may reveal speaker-dependent peculiar-
ities. Additionally, direct acoustic phone-level information can be per-
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mitted from the generated speech output and not from the error-prone
phonetic alignments that a recognition system would be involved with.
Yet, no EMG-based speech processing system has been used at an end-user
or clinical setting, although one of the most promising applications is the
usage on speech-disabled persons. We hope that the findings presented in
this thesis have contributed towards achieving this.
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