By means of Mawhin's continuation theorem, a kind of p-Laplacian differential equation with a deviating argument as follows:
Introduction
In recent years, some researchers used Mawhin's continuation theorem to study the existence of periodic solutions to some p-Laplacian differential equations with a deviating argument [1] [2] [3] . For example, Cheung and Ren [1] studied the existence of T -periodic solutions to a p-Laplacian Liénard equation with a deviating argument as follows:
ϕ p x (t) + f x(t) x (t) + g x t − τ (t) = e(t).
( In [4] , Lu and Ge studied the existence of periodic solutions to a second-order differential equation with a deviating argument
x (t) = f t, x(t), x t − τ (t) , x (t) + e(t). (1.3)
By assuming that f has the decomposition
such that 
β, g(t, x), h(t, x) and p(t, x) are continuous on R × R with g(t + T , x) ≡ g(t, x), h(t + T , x) ≡ h(t, x) and p(t + T , x) ≡ p(t, x), ∀x ∈ R.
In present paper, we continue to study the existence of periodic solutions to a p-Laplacian differential equation with a deviating argument in the following form:
x (t) = f t, x(t), x t − τ (t) , x (t) + e(t)
, (1.6) where p > 1 is a constant, ϕ p : R → R, ϕ p (u) = |u| p−2 u, f ∈ C(R 4 , R) with f (t + T ,
, τ and e ∈ C(R, R) with τ (t + T ) ≡ τ (t) and e(t +T ) ≡ e(t), T > 0, is a constant. Clearly, Eqs. (1.1) and (1.3) are all special cases of Eq. (1.6). By using Mawhin's continuation theorem, some new results are obtained. The interest is that the main results (Theorems 3.2 and 3.3) are all related to the deviating argument τ (t), and we allow the degree with respect to the variables x 0 , x 1 of f (t, x 0 , x 1 , x 2 ) to be grater than p − 1, which is different from condition (1.2). Furthermore, even if for the case of p = 2, the conditions imposed on f and the approaches to estimate a priori bounds of periodic solutions are different from the corresponding ones of [4] . For example, we do not required f satisfied conditions (1.4) and (1.5).
Main lemmas
The following lemma is crucial for us to investigate the relation between the existence of periodic solutions to Eq. (1.6) and the deviating argument τ (t). [4] .) Let n 1 > 1, α ∈ [0, +∞) be constants, s ∈ C(R, R) with s(t + T ) ≡ s(t), and
Lemma 2.1. (See
Now, we recall Mawhin's continuation theorem which our study is based upon. Let X and Y be real Banach spaces and L : 
In order to use Mawhin's continuation theorem to study the existence of T -periodic solutions for Eq. (1.6), we should consider the following system:
where q > 1 is a constant with
) is a T -periodic solution to Eqs. (2.1), then x 1 (t) must be a T -periodic solution to Eq. (1.6). Thus, in order to prove that Eq. (1.6) has a T -periodic solution, it suffices to show that Eqs. (2.1) has a Tperiodic solution. Now, we set C T = {φ:
It is easy to see that Eqs. (2.1) can be converted to the abstract equation
So L is a Fredholm operator with index zero. Also let projectors P : X → ker L and Q : Y → Im Q defined by
and let K to represent the inverse of L| ker P ∩D(L) . Obviously, ker L = Im Q = R 2 and
where
From (2.4) and (2.3), one can easily see that N is L-compact on Ω, where Ω is an arbitrary open, bounded subset of X.
For the sake of convenience, we list the following assumptions which will be used for us to study the existence of T -periodic solutions to Eqs. (2.1) in Section 3.
such that
where l, n, α, β, γ , m are all non-negative constants with n p. 
Main result
is an arbitrary solution of equation Lx = λNx, for some λ ∈ (0, 1). Then
Let t 0 be the maximum point of
. Then x 1 (t 0 ) = 0, which together with the first equation of (3.1) lead to 1) . Furthermore, we can conclude
This proves (3.2) . From the second equation of (3.1), we have
In the same way, if t 1 is the minimum point of x 1 (t) on R, then by using assumption [H 2 ], we can obtain
Now, we begin to prove that there is a constant ξ ∈ R such that
3) and the continuity of x 1 (t) on R, we see that there is a constant t 2 ∈ R such that
we have
From (3.6) and (3.7), we see in either Case 1 or Case 2 that (3.5) always holds. Since ξ ∈ R is a constant, there must be an integer k and a point t * ∈ [0, T ] such that ξ = kT + t * . So 
.
Proof. Consider the equation
where L and N are defined by (2.2) and (2.3), respectively. Let
From Theorem 3.1, we see
On the other hand, by substituting x 2 (t) = ϕ p ( 1 λ x 1 (t)) into the second equation of (3.8), we get
Multiplying both sides of Eq. (3.10) by x 1 (t) and integrating them on the interval [0, T ], we have
So by (2.5)
It follows from (3.11) and (2.7) that
By using Lemma 2.1, we see
So it follows from (3.12) and Γ = max{C p β + α − l, 0} that
, where t * is defined by Theorem 3.1, and then w(0) = w(T ) = 0. From [6] , we see
Substituting the above formula into (3.13), we have
By using Minkowski's inequality, it is easy to see
i.e.,
which together with (3.9) lead to
Again from the first equation of (3.8), we have
and from the second equation of (3.8), we have 
Substituting (3.15) into the above formula, we have
So from (3.16) and (3.17), we see that conditions (1) and (2) of Lemma 2.2 are satisfied. The remainder is to verify condition (3) of Lemma 2.2. In order to do it, let
It is easy to see that there is a sufficiently small ε 0 > 0, such that the equation QN (x) = (0, 0) , i.e.,
In view of dim QN 0 = 1, it follows that
Therefore, by using Lemma 2.2, we see that equation where l, n, α, β, γ , m are all non-negative constants with n p and
where C p is a constant defined by Theorem 3.1, then we have the following result. 
