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BINARY MODULES AND THEIR ENDOMORPHISMS
HANS SCHOUTENS
ABSTRACT. Based upon properties of ordinal length, we introduce a new class of mod-
ules, the binary modules, and study their endomorphism ring. The nilpotent endomor-
phisms form a two-sided ideal, and after factoring this out, we get a commutative ring.
In particular, any binary module without embedded primes is isomorphic to an ideal in a
reduced ring.
1. INTRODUCTION
In [8] and [7], we introduced a new invariant, (ordinal) length, which is defined on the
class of all Noetherian modules, and is a transfinite extension of ordinary length. This
length, denoted len(M), measures the longest descending chain of submodules in M ,
and, if M has finite Krull dimension, can be written in Cantor normal form as len(M) =
a1ω
d1 + · · · + asω
ds
, for some unique natural numbers d1 > · · · > ds and ai 6= 0 (note
that neither sum nor multiplication of ordinals is commutative, and so we always need to
write these terms in descending order; see §2 below for more details on ordinals). Here d1
turns out to be the dimension of M and we call ds its order.
Whereas ordinary length is additive on exact sequences, we can no longer hope for this
to be true in the transfinite case. Instead, we only have semi-additivity ([8, Theorem 3.1]).
Although by definition a combinatorial invariant, we exhibit its homological nature in [7]
by linking it to the fundamental cycle cyc(M) of a moduleM (which in turn is determined
by its zero-th local cohomology; see Theorem 3.2 below). In this paper, we study modules
whose fundamental cycle is binary, meaning that the only coefficients are either zero or
one. An example of such a module is any module whose length is a binary ordinal (i.e., all
ai = 1 in the Cantor normal form). Using the interplay between semi-additivity and the
cohomological characterization of a module’s length, we are able to give some structure
theorems for these binary modules.
The degree of the fundamental cycle will be called the valence v of M . We can com-
pletely characterize the univalent modules (v = 1) as the modules that are isomorphic to
an ideal in a domain. Our main interest, however, lies in the description of End(M), the
endomorphism ring of a binary module M . For arbitrary modules, End(M), like its sub-
ring of all automorphisms, is poorly understood, and in general highly non-commutative.
Our main result (Theorem 7.4) says that if M is binary, then the set of nilpotent endomor-
phisms forms a two-sided ideal and after factoring this out, we get a commutative ring. In
particular, we show (Theorem 7.9) that if M is a binary module without embedded primes,
then there are no nilpotent endomorphisms, and so End(M) is commutative. We may then
invoke a result by Vasconcelos ([9]) to conclude that M can be embedded as an ideal of
R/AnnR(M) (thus generalizing the univalent case).
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2. ORDINALS
A partial ordering is called a partial well-order if it has the descending chain condition,
that is to say, any descending chain must eventually be constant. A total order is a well-
order if every non-empty subset has a minimal element.
Recall that an ordinal is an equivalence class, up to an order-preserving isomorphism, of
a total well-order. The class of all ordinals is denoted O; any subset of O has an infimum
and a supremum. For generalities on ordinals, see any elementary textbook on set-theory.
Let me remind the reader of the fact that ordinal sum is not commutative: 1 + ω 6= ω + 1
since the former is just ω. We will adopt the usual notations except that we will write nα
for the n-fold1 sum α+ · · ·+ α.
We will be concerned only with ordinals of finite degree, that is to say, those strictly
below ωω, and henceforth, when we say ‘ordinal’, we tacitly assume it to be of finite
degree. Any such ordinal has a unique Cantor normal form
(1) α = adωd + · · ·+ a1ω + a0
with an ∈ N. The support of α, denoted Supp(α), consists of all i for which ai 6= 0. The
maximum and minimum of the support of α are called respectively its degree and order.
The sum of all ai is called the valence of α. The ordering ≤ on ordinals corresponds to
the lexicographical ordering on the tuples of ‘coefficients’ (ad, . . . , a0). We also need a
partial ordering given by α  β if and only if ai ≤ bi for all i, where, likewise, the bi
are the coefficients in the Cantor normal form of β. We express this by calling α weaker
than β. Note that the total order ≤ extends the partial order . Any two ordinals α and
β have an infimum and a supremum with respect to this partial order , which we denote
respectively by α ∧ β and α ∨ β. One easily checks that these are the respective ordinals
pdω
d+· · ·+p0 and qdωd+· · ·+q0, where pi and qi are, for each i, the respective minimum
and maximum of ai and bi.
Apart from the usual ordinal sum, we make use of the natural or shuffle sum α ⊕ β
given in Cantor normal form as (ad + bd)ωd + · · ·+ a0 + b0. Note that the shuffle sum is
commutative, and α + β will in general be smaller than α ⊕ β. In fact, we showed in [8,
Theorem 7.1] that the shuffle sum is the largest possible ordinal sum one can obtain from
writing both ordinals as a sum of smaller ordinals and then rearranging their terms. Now,
α  β if and only if there exists γ such that α ⊕ γ = β. We call α a binary ordinal, if all
coefficients ai are equal to 1 or 0.
Given any e ≥ 0, we will write
(2) α+e :=
d∑
i=e+1
aiω and α−e :=
e∑
i=0
aiω
i,
where the ai are given by (1). Loosely speaking, of α, these are respectively the part of
order strictly bigger than e, and the part of degree at most e. In particular, α = α+e +α−e =
α+e ⊕ α
−
e .
3. THE LENGTH OF A MODULE
All rings will be commutative, Noetherian, of finite Krull dimension, and all modules
will be finitely generated. Throughout, if not specified otherwise,R denotes a (Noetherian)
ring and M denotes some (finitely generated) R-module. By Noetherianity, the collection
1If viewed as ordinal multiplication, this would usually be written α · n, but our notation follows the more
conventional one for multiples in semi-groups.
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of submodules of M ordered by inverse inclusion is a partial well-order. In particular, any
chain in this order is (equivalent to) an ordinal. The supremum of all possible ordinals
arising as a chain in this way is called the length of M and is denoted lenR(M) or simply
len(M). This is not the original definition from [8], but it is proven in [8, Theorem 3.10]
to be equivalent to it. It follows from the Jordan-Ho¨lder theory that this ordinal length
coincides with the usual length for modules of finite length. The order of a module is
by definition the order of its length, and will be denoted ord(M); the valence val(M) is
defined to be the valence of len(M).
Define the finitistic length of a module M as the supremum finlen(M) of all len(N)
with N ⊆ M and len(N) < ω. By Noetherianity, M has a largest submodule H of finite
length, and hence finlen(M) = len(H). Define the cohomological rank of a module M as
coh(M) :=
⊕
p
finlen(Mp) · ω
dim(p).
Note that this is well-defined since finlen(Mp) 6= 0 if and only if p is an associated prime
of M . In fact, finlen(Mp) is equal to the length of the zero-th local cohomology of Mp.
For our purposes, we reformulate cohomological rank in terms of the fundamental cycle of
M , given as the formal sum
cyc(M) :=
∑
finlen(Mp)[p],
where p runs over all (associated) primes of M . Recall that a (Chow) cycle on R is an
element in the free Abelian group on generators [p], where p runs over all prime ideals in
R. Hence a cycle is a formal sum D =
∑
ai[pi]. We say that D  E, if ai ≤ bi for all i,
for E =
∑
i bi[pi]. We call a cycle D effective if 0  D. To the effective cycle D, we now
associate an ordinal (of finite degree)
o(D) :=
⊕
i
aiω
dim(pi).
In particular, coh(M) = o(cyc(M)). We can now formulate the two main theorems
on ordinal length: the first, from [8], is combinatorial in nature; the second, from [7], is
homological.
3.1. Theorem (Semi-additivity). For any exact sequence 0 → N → M → Q → 0, we
have inequalities
(3) len(Q) + len(N) ≤ len(M) ≤ len(Q)⊕ len(N)
Moreover, if the sequence is split, then the last inequality is an equality. 
3.2. Theorem (Cohomological rank). Length equals cohomological rank, that is to say,
len(M) = coh(M). 
3.3. Corollary. The degree of len(M) is equal to the dimension of M ; its order ord(M)
is equal to the minimal dimension of an associated prime, and its valence val(M) is equal
to the degree of its fundamental cycle. In particular, R is a d-dimensional domain if and
only if len(R) = ωd.
Proof. The first assertions are immediate from Theorem 3.2. For the last assertion, one
direction is also immediate, so assume len(R) = ωd. If I is a non-zero ideal, then
len(R/I) < ωd, and hence dim(R/I) < d by the first assertion. A moment’s reflection
then yields that R must be a domain. 
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The first assertion in the next result is immediate from Theorem 3.2 and the left exact-
ness of finitisitic length; the second is proven in [7] using both main theorems.
3.4. Theorem. If N ⊆ M , then len(N) is weaker than len(M). Conversely, if ν 
len(M), then there exists a submodule N ⊆M of length ν. 
A special case is when there is equality: we call a submoduleN ⊆M open, if len(N) =
len(M). In [7], we show that by taking as an open basis the open submodules and their
co-sets, we get a topology on M , called the canonical topology. Any morphism M → N
is continuous with respect to the respective canonical topologies. For instance, if (R,m)
is local and has positive depth, then its canonical topology refines the m-adic topology.
Recall that a submodule N ⊆M is called essential (or large), if it intersects any non-zero
submodule non-trivially.
3.5. Corollary. An open submodule is essential. In particular, any embedding of two
submodules of the same length is essential.
Proof. Let N ⊆ M have the same length and let H be an arbitrary submodule. Suppose
H∩N = 0, so thatH⊕N embeds as a submodule ofM . In particular, len(H)⊕len(N) ≤
len(M) by semi-additivity (Theorem 3.1), forcing len(H), whence H , to be zero. 
4. BINARY MODULES
The main topic of this paper is the study of a class of modules characterized by the
particular shape of their fundamental cycle: we call a module binary, if its fundamental
cycle cyc(M) is a sum of distinct prime ideals. More precisely, given a finite set S of
primes, let
1S :=
∑
p∈S
[p].
This is a binary cycle and any binary cycle is obtained this way (we call S its support). So,
M is binary if and only if cyc(M) = 1Ass(M), and, by Theorem 3.2, its length is given
by the formula
(4) len(M) =
⊕
p∈Ass(M)
ωdim(p).
In particular, the valence of a binary module is equal to the number of its associated primes.
An Artinian module is binary if and only if it is simple. Reduced rings are examples of bi-
nary rings, but also non-reduced rings can be binary, as for instance the ring in Remark 4.7
below. Any direct sum R/p1 ⊕ · · · ⊕ R/ps, with all pi different, is a binary module as its
fundamental cycle is [p1]+ · · ·+ [ps], called a split binary module. Not all binary modules
are split:
4.1. Example. Any module whose length is a binary ordinal is an example of a binary
module. Such a module has the additional property that any two associated primes have
different dimension. Here is an example of a binary module with non-binary ordinal length:
let p and q be two distinct prime ideals of the same dimension, d, say, and let M be given
by an exact sequence
(5) 0→ R/p→M → R/q→ 0.
With µ =: len(M), using the last assertion in Corollary 3.3, semi-additivity yields ωd +
ωd ≤ µ ≤ ωd⊕ωd, showing that µ = 2ωd, and so its fundamental cycle must have degree
two. Clearly, p is an associated prime of M . On the other hand, localizing the above exact
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sequence at q shows that Mq is equal to the residue field of q, and so its finitisitic length is
one. In particular, cyc(M) must contain the subcycle [p] + [q], and since the fundamental
cycle has degree two, it must be equal to the latter. In contrast, if we let p = q in (5), then
the same argument shows that len(M) = 2ωd, but this is not a binary module since its
fundamental cycle is now 2[p].
The next two corrolaries are immediate from respectively Theorem 3.4 and Theorem 3.2.
4.2. Corollary. Any submodule of a binary module is again binary. 
4.3. Corollary. A module M is binary if and only if the finitistic length of any localization
Mp is either zero or one. 
Since the associated primes of Mp are those associated primes of M contained in p,
Corollary 4.3 gives:
4.4. Corollary. Any localization of a binary module is again binary (over the localization
of the ring). 
I do not know whether the cycle version of Theorem 3.4 holds (i.e., if D  cyc(M),
can we find a submodule N with cyc(N) = D?), but here is a special case, which also
shows the ubiquity of binary modules:
4.5. Proposition. Any module M contains a split binary submodule with the same associ-
ated primes as M .
Proof. Let p1, . . . , pv be an enumeration of the associated primes of M . Realize each pi
as an annihilator pi = Ann(xi), and let N be the submodule generated by all xi. Since
Rxi ∼= R/pi, any non-zero multiple of xi also has annihilator pi. This shows that any two
submodulesRxi and Rxj are disjoint, and henceN ∼= R/p1⊕· · ·⊕R/pv is a split binary
submodule. 
If follows easily from Theorem 3.4, that len(N∩N ′)  len(N)∧len(N ′) and len(N)∨
len(N ′)  len(N +N ′). Our first main result on the structure of modules of binary length
is false in general (but see [7, Corollary 7.7] for a partial result):
4.6. Theorem. Given a moduleM of binary length and submodulesN,N ′ ⊆M , we have
(6) len(N ∩N ′) = len(N) ∧ len(N ′)
Proof. By (4), this will follow from the equality
(7) Ass(N ∩N ′) = Ass(N) ∩ Ass(N ′).
The direct inclusion is immediate, so assume p is a common associated prime of N and
N ′. Since p is then also an associated prime of M , the finitistic length of Mp is one. Let H
be the unique submodule of length one in Mp. Since Np and N ′p also have finitistic length
one, they both must contain H , whence so does their intersection (N ∩N ′)p, showing that
p is an associated prime of N ∩N ′, thus proving (7). 
4.7. Remark. The inequality len(N) ∨ len(N ′)  len(N +N ′), however, will in general
be strict: for instance, with R = K[x, y]/(x2, xy), a binary ring of length ω+1, both y and
x+ y have annihilator (x), and hence len((y)) = len((x+ y)) = ω, but len((y, x+ y)) =
ω + 1. Theorem 4.6 can fail in binary modules having associated primes of the same
dimension: suppose p 6= q have both dimension d, then R/p ⊕ R/q is binary of length
2ωd, but the intersection of the two submodules R/p and R/q, both of length ωd, is 0.
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4.8. Proposition. In a binary module, a submodule is open if and only if it is essential.
Proof. One direction is Corollary 3.5. For the converse, suppose M is binary and N ⊆M
is essential but its length ν is strictly smaller than µ := len(M). Hence there must be some
associated prime of M which is not associated to N . Let a ∈M be such that Ann(a) = p.
Since Ra ∼= R/p, any non-zero element in Ra has again annihilator equal to p. Since
N is essential, some non-zero element of Ra must lie in N , showing that p ∈ Ass(N),
contradiction. 
4.9. Proposition. Let M be a binary module and choose elements xi ∈ M so that the
Ann(xi) give all the associated primes of M . Then a submodule N is open if and only if
N ∩Rxi 6= 0, for all i.
Proof. IfN is open in M , then N∩Rxi must be open in Rxi, and hence in particular, non-
zero. Conversely, since each non-zero multiple of xi has the same annihilator as xi, we get
from N ∩Rxi 6= 0 that Ann(xi) is an associated prime of N . Hence Ass(M) = Ass(N),
proving in view of (4) that N is open. 
4.10. Corollary. In a binary ring R, any maximal embedded prime is open.
Proof. Let p1, . . . , pv be all associated primes of R, with p := pv maximal and embedded.
Choose xi such that pi = Ann(xi). It suffices by Proposition 4.9 to show that xi ∈ p, for
all i. Since xvp = 0 and p is not contained in pi, for i < v, we get xv ∈ pi, for i < v.
Since p is embedded, it contains at least one pi for i < v, showing that xv ∈ p. Moreover,
since xixv = 0, we get xi ∈ Ann(xv) = p, for all i < v. 
4.11. Lemma. Given a submodule N ⊆ M , we can find a submodule N ′ ⊆ M such that
N ∩N ′ = 0 and N +N ′ is essential.
Proof. Let N ′ ⊆M be maximal among the submodules for which N ∩N ′ = 0. IfN+N ′
is not essential, there exists a non-zero submodule H such that (N + N ′) ∩ H = 0. It
follows that N ∩ (N ′ + H) = 0. Indeed, if a lies in N ∩ (N ′ + H) we can write it as
a′ + h with a′ ∈ N ′ and h ∈ H , and hence a − a′ = h, being in (N + N ′) ∩ H , must
be zero, so that a = a′ lies in N ∩ N ′, whence is zero. Hence, by maximality H ⊆ N ′,
contradiction. 
Immediately from Lemma 4.11 and Proposition 4.8, we get
4.12. Proposition. In a binary module M , any submodule N has a quasi-complementN ′
in the sense that N ∩N ′ = 0 and N +N ′ is open. 
In [6], Schenzel introduced the dimension filtration D0(M) ⊆ D1(M) ⊆ · · · ⊆
Dd(M) = M , where De(M) is the submodule of all elements a ∈ M with dim(a) ≤ e,
for each e ≤ d := dim(M). By Theorem 3.2, the least e for which De(M) 6= 0 is the
order of M . We show in [7], that each subsequent quotient Di(M)/Di−1(M) has length
equal to the degree i term in the Cantor normal form of len(M). Let us just prove this here
for binary modules:
4.13. Proposition. Let M be a binary module of length µ, let e ≤ dim(M), and let ve
be the number of associated primes of M of dimension e. Then De(M), M/De(M) and
De(M)/De−1(M) are binary modules of length µ+e , µ−e , and veωe respectively.
Proof. Put M ′ := De(M) and M¯ := M/M ′. That the length of M ′ is equal to µ−e
is immediate from (4). By [6, Corollary 3.2] (although the ring is assumed to be local
there, the argument goes through without this assumption), the associated primes of M¯
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are exactly the associated primes of M of dimension strictly bigger than e. Let p be such
an associated prime. Hence M ′p = 0, so that Mp ∼= M¯p. It follows from Corollary 4.3
that M¯ is binary. By (4), its length is then ω+e . Let M ′′ := De−1(M). By the same
argument, M/M ′′ is binary, whence so is M ′/M ′′, as it is a submodule. As M ′/M ′′
is unmixed of dimension e, its associated primes are those of dimension e, showing that
len(M ′/M ′′) = veω
e by (4). 
5. BINARY MODULES OF SMALL VALENCE
We can completely describe the univalent modules, that is to say, the modules of length
equal to ωd, for some d.
5.1. Theorem. A module M is univalent if and only if its annihilator is a prime ideal p
and M is isomorphic to an ideal of R/p.
Proof. If p is a d-dimensional prime ideal, thenR/p has length ωd by Corollary 3.3. More-
over, any non-zero submodule of a univalent module is open, whence again univalent.
Converserly, assume M is univalent, say len(M) = ωd. By (4), it has a unique associ-
ated prime, p, and R/p has dimension d. Since Mp is Artinian and has finitisitc length one
by Corollary 4.3, its length is actually equal to one. In particular, pMp = 0. Since p is the
unique associated prime ideal, this implies pM = 0. As p is a minimal prime of Ann(M),
it must be equal to the latter. So upon killing p, we may assume that R is a domain with
field of fractions K and M is faithful. Let a ∈ M be non-zero. Hence Ra ∼= R/Ann(a)
is open. Since any proper residue ring of a domain has strictly smaller dimension, whence
cannot have length ωd, we must have Ra ∼= R, showing that M is torsion-free. Since M
has rank one, it embeds in R, proving the claim. 
Goldie [1] calls a module M compressible if it admits a monomorphism into any of its
non-zero submodules.
5.2. Corollary. A module M is compressible if and only if it is univalent.
Proof. Suppose M is compressible. If M is not univalent, then there exists a non-zero
α  len(M) which is strictly smaller. By Theorem 3.4, there then exists a submodule N
of length α, in which M by assumption embeds, whence len(M) ≤ α, contradiction.
Assume next that M is univalent. Replacing R with R/Ann(M), we may assume by
Theorem 5.1 that R is a domain and M embeds as an ideal in it. On the other hand, any
non-zero submodule N ⊆ M must also be univalent with unique associated prime the
zero ideal. In particular, R ⊆ N . Composing this with the embedding M →֒ R gives
M →֒ N . 
Before we discuss higher valence, we need the following:
5.3. Lemma. Let M be a binary module, let p be an associated ideal, and let pM be the
kernel of the localization map M →Mp. Then pM and M/pM are binary and len(M) =
len(pM)⊕ len(M/pM). In fact, the associated primes of M/pM are precisely those of M
that are contained in p.
Proof. Let S be the associated primes ofM contained in p. In other words, S = Ass(Mp).
Write len(M) = µ′⊕σ, where σ is the shuffle sum of all ωdim(g) with g ∈ S. PutN := pM
and M¯ := M/N . As M¯ is a submodule of Mp, we have Ass(M¯) ⊆ S. Fix some g ∈ S.
Localization yields M¯g = Mg forcing Ng = 0, so that g is associated to M¯ but not to N .
It follows that S = Ass(M¯) and so M¯ is binary by Corollary 4.3, of length σ by (4). By
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semi-additivity, we get µ′ ⊕ σ = len(M) ≤ len(N) ⊕ σ, forcing µ′ ≤ len(N). Since
Ass(N) ⊆ Ass(M) \ S, Theorem 3.2 then forces this to be an equality. Formula (4) now
gives len(N) = µ′. 
5.4. Remark. LetM be binary and p a minimal prime ofM . In that case, pM is the (unique)
p-primary component of 0 in M . Since Mp has length one by (4), it is isomorphic to the
residue field Frac(R/p). In particular, pMp = 0, showing that pM ⊆ pM . This inclusion
can be proper, as the module given by the maximal ideal m of R as in Remark 4.7 shows,
where pm = 0, so that this cannot be its p-primary component; instead p = (x) is.
Next we turn to bivalent modules. There are two cases, the unmixed one, where the
length is 2ωd, and the binary length case, where the length is the binary ordinal ωd + ωe
with e < d.
5.5. Proposition. A module M is bivalent if and only if there exist two prime ideals p and
q, ideals I ) p and J ) q, and an exact sequence
(8) 0→ J(R/q)→M → I(R/p)→ 0.
Moreover, if M has binary length, then dim(q) < dim(p).
Proof. Assume first we have such an exact sequence, and let d and e be the respective
dimension of p and q, where in the unmixed case d = e, and in the binary length case,
d > e. By Theorem 5.1, we have len(I/p) = ωd and len(J/q) = ωe. Applying semi-
additivity to (8) yields ωd + ωe ≤ len(M) ≤ ωd ⊕ ωe. Since both sides are equal, M has
length ωd + ωe.
For the converse, assume first that M has binary length ωd + ωe with e < d. In
particular, M has dimension d. Let M ′ := De(M). By (4), the length of M ′ is ωe.
Hence, by Theorem 5.1, we can find an e-dimensional prime ideal q and an ideal J strictly
containing it so that M ′ ∼= J(R/q). By semi-additivity, len(M/M ′) + ωe ≤ ωd + ωe,
showing that len(M/M ′) ≤ ωd. Since M/M ′ must have dimension d, its length is at
least ωd. Hence M/M ′ is again univalent, whence isomorphic to I(R/p) for some d-
dimensional prime ideal p and some ideal I strictly containing p, giving the desired exact
sequence (8).
So remains that case thatM is unmixed and d = e. By Lemma 5.3, both pM andM/pM
are univalent of length ωd, so that (8) is immediate by Theorem 5.1. 
5.6. Remark. For arbitrary valence v, the same argument shows, by induction on v, that on
a module of binary length, the dimension filtration (see the discussion preceeding Propo-
sition 4.13) has univalent subsequent quotients, and each of these is therefore isomorphic,
by Theorem 5.1, to some ideal in some domain.
6. ENDOMORPHISMS
As before, R is a finite-dimensional Noetherian ring and M a finitely generated R-
module. We denote the (possibly non-commutative) ring of endomorphisms of M by
End(M). As an R-module, it is finitely generated. We call a submodule N ⊆ M in-
variant, if for every endomorphism f ∈ End(M), we have f(N) ⊆ N . We will call
N ⊆ M almost invariant, if it is an open submodule of an invariant module. To an endo-
morphism f on a module M of length µ, we associate two submodules, its kernel ker(f),
and its image f(M), of respective lengths κ and θ (fixed throughout). By Theorem 3.4, we
have κ, θ  µ, and by Theorem 3.1, we also have
(9) θ + κ ≤ µ ≤ θ ⊕ κ.
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We say that f satisfies the rank-nullity theorem, if µ = κ ⊕ θ. We call an endomorphism
reductive, if ker(f) ∩ f(M) = 0.
6.1. Proposition. Any endomorphism has a power which is reductive.
Proof. One easily checks that an endomorphism f is reductive if and only if ker(f) =
ker(f2). The ascending chain of submodules ker(f) ⊆ ker(f2) ⊆ . . . must by Noetheri-
anity become stationary, say, ker(fn) = ker(fm), for all m ≥ n. In particular, fn is then
reductive. 
6.2. Proposition. A reductive endomorphism satisfies the rank-nullity theorem.
Proof. Since ker(f) and f(M) are disjoint, they generate a submodule tec(f) := ker(f)+
f(M) ∼= ker(f)⊕ f(M) of M of length κ⊕ θ by semi-additivity. Hence κ⊕ θ ≤ µ and
the other inequality is given by (9). 
6.3. Remark. One also easily checks that an endomorphism f is reductive if and only if f
is injective on f(M) if and only if f(M) ∼= f2(M). Hence, for arbitrary f , as an abstract
R-module, tec(f) := ker(fn) + fn(M) is well-defined up to isomorphism, for n ≫ 0
(namely, for any n for which f is reductive), and is called the tectonics of f . Of course, as
a submodule, it depends on n, but all these submodules are open (and isomorphic). Both
results together yield:
6.4. Corollary (Eventual rank-nullity theorem). Any endomorphism admits a power satis-
fying the rank-nullity theorem. 
6.5. Corollary. An endomorphism is open if and only if it is monic, if and only if it is
essential.
Proof. If f : M → M is open, then in particular its image is open, and so is that of any
power fn. Taking n sufficiently big so that fn is reductive, the tectonics of f , having
by Remark 6.3 the same length as M whence as fn(M), must be equal to the latter, and
so fn must be monic, whence so must f itself be. Conversely, if f is monic, then M is
isomorphic to f(M), showing that the latter is open, and the same is true for the restriction
of f to any open submodule, proving that f is open. The last equivalence is now also
clear since an essential morphism is clearly monic, and an open morphism is essential by
Corollary 3.5. 
6.6. Corollary. An element a ∈ R is M -regular if and only if aM is open. 
Let us call a submodule N ⊆M low, if dim(N) = ord(M).
6.7. Theorem. An endomorphism with low kernel satisfies the rank-nullity theorem.
Proof. Let f be an endomorphism with low kernel, and let θ be the length of its image.
Let e be the order of M , which by assumption is then also the dimension of ker(f). By
Corollary 3.3, the length of M is equal to ν + aωe, for some ordinal ν of order at least
e+ 1 and some a ∈ N, and by Theorem 3.4, the length of ker(f) is equal to bωe, for some
b ≤ a. By (9), we have θ+ bωe ≤ ν + aωe ≤ θ⊕ bωe. The latter inequality forces ν ≤ θ.
Since θ is weaker than len(M) = ν + aωe by Theorem 3.4, it is of the form θ = ν + rωe.
The above inequalities now yield that a = b + r, showing that f satisfies the rank-nullity
theorem. 
Since a module is unmixed if and only if its dimension equals its order, we immediately
get:
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6.8. Corollary. Any endomorphism on an unmixed module satisfies the rank-nullity theo-
rem. 
6.9. Corollary. An endomorphism whose kernel is essential is nilpotent.
Proof. Suppose f ∈ End(M) has an essential kernel. Then so is the kernel of any power
fn. Taking n sufficiently big so that fn is reductive, we get ker(fn)∩fn(M) = 0 whence
fn(M) = 0. 
6.10. Remark. The converse, however, may fail in general (but not for binary modules as
we shall see in Theorem 7.4 below). For instance the endomorphism (a, b) 7→ (0, a) on
R2 is nilpotent, but its kernel is not essential.
7. ENDOMORPHISMS OF BINARY MODULES
Because of its more restricted lattice of submodules, a binary module M also has fewer
endomorphisms, allowing us to describe End(M) in more detail. The easiest case is of
course the univalent case:
7.1. Corollary. The endomorphism ring of a univalent module is commutative. In fact, it
is a subring of the residue field of the unique associated prime.
Proof. By Theorem 5.1, upon replacingR byR/Ann(M), we may assumeM is a faithful
univalent module over a domain R. Let K be its field of fractions. By the same theorem,
M is isomorphic to an ideal I ⊆ R, and it remains to observe that End(I) is a subring
of K . Indeed, fix an arbitrary non-zero element a ∈ I , let f be an endomorphsim, and
put r := f(a). I claim that f is equal to multiplication with r
a
∈ K . Indeed, this follows
immediately from the equalities af(x) = f(ax) = xf(a) = xr, for x ∈ I . 
7.2. Corollary. If M is a binary module of valence v, then ker(fv) = ker(fv+1), for any
endomorphism f ∈ End(M). In particular, fv satisfies the rank-nullity theorem.
Proof. We induct on v, where the case v = 1 is immediate from Corollary 7.1. Let p be an
associated prime of M of maximal dimension and put M ′ := pM . Since M ′ is easily seen
to be invariant, and has valence v−1 by Lemma 5.3, induction yields ker(fv−1) = ker(fv)
on M ′. To show that the claimed equality holds, let x ∈ M be such that fv+1(x) = 0.
We need to show that fv(x) = 0. There are two cases, depending on whether the induced
endomorphism f¯ on M/M ′ is zero or monic, the only two possibilities by Corollary 7.1.
In the former case, we have f(M) ⊆ M ′. In particular, f(x) ∈ M ′ lies in ker(fv) =
ker(fv−1), so that fv(x) = 0. So assume f¯ is monic. This means that if the annihilator
of an element is p, then so is the annihilator of its image. In particular, Ann(x) 6= p since
fv+1(x) = 0. Hence x ∈ M ′, whence also f(x) ∈ M ′, and we already showed that this
yields fv(x) = 0.
In particular, fv is reductive, whence satisfies the rank-nullity theorem by Proposi-
tion 6.2. 
So, for a binary module M of valence v, there is a more uniform way of defining the
tectonics of an endomorphism f by letting tec(f) be the submodule ker(fv) + fv(M).
Note that End(M) of a univalent module M can be bigger than R/Ann(M) (in the ter-
minology of [9], a univalent module need not be balanced): consider as module the ideal
m := (x, y) in the one-dimensional domain K[x, y]/(x2 − y3). Multiplication by x/y
is then an endomorphism of m. Note that by [9], over a reduced ring, a module with
commutative, reduced endomorphism ring is isomorphic to an ideal, so we cannot always
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expect commutativity for higher valence (but see Theorem 7.9 below). In fact, in general,
due to lack of commutativity, the set of nilpotent endomorphism does not need to form an
ideal. However, for binary modules, this is the case, and the nilpotents are precisely the
obstruction to commutativity. To prove this, we first derive a general result:
7.3. Lemma. Given a module M , the subset of End(M) of all endomorphisms with es-
sential kernel is a two-sided ideal, and so is the subset of all endomorphisms with open
kernel.
Proof. We will prove both cases simultaneously (which for binary modules of course coin-
cide by Proposition 4.8). Let LM be the set of endomorphisms with essential (respectively,
open) kernel, and let f, g ∈ LM . Since the kernel of f + g contains the essential (open)
submodule ker(f) ∩ ker(g), it lies again in LM , showing that LM is closed under sums.
Let h ∈ End(M) be arbitrary and put K := ker(f). Since the kernel of hf contains
K , we have hf ∈ LM , showing that LM is a right ideal. To prove it is also a left ideal,
we must show that fh has a essential (respectively, open) kernel. Assume first that K is
essential, and let x 6= 0 be arbitrary. We need to show that some non-zero multiple of x
lies in the kernel of fh. There is nothing to do if h(x) is zero, so assume it is not. Since K
is essential, it must contain some non-zero multiple sh(x). In particular, sx is a non-zero
element in the kernel of fh, as required. If K is open, then so is h−1(K) by continuity
([7, Theorem 5.6]), and the latter lies inside the kernel of fh. 
7.4. Theorem. Let M be a binary module of valence v. An endomorphism f on M is
nilpotent if and only if its kernel is open if and only if fv = 0. The set of all nilpotent
endomorphisms on M is a two-sided ideal N, which is nilpotent, whenever M has no
Z-torsion. Moreover, End(M)/N is commutative.
Proof. By Corollary 7.2, an endomorphism is nilpotent if and only if its v-th power is
zero. Let K be the kernel of f . If K is open, f is nilpotent by Remark 6.10. To prove
the converse, we prove by induction on v that if f is nilpotent, then its kernel K is open.
The case v = 1 is trivially satisfied by Corollary 7.1, and so we may assume v > 1. Let
p be an associated prime ideal of M of maximal dimension. Put M ′ := pM , which is a
binary module of valence v − 1 by Lemma 5.3. As M ′ is invariant, the restriction f ′ of
f to M ′ is a nilpotent endomorphism of M ′, so that K ∩M ′ is open by induction. In
particular, since M ′ has the same associated primes as M except for p, the fundamental
cycles cyc(M ′) and cyc(K) must be the same except possibly at p. Therefore, we get
cyc(K) = cyc(M) once we show that p is an associated prime ofK . The endomorphism
f¯ induced by f onM/M ′, being again nilpotent, must be zero, sinceM/M ′ is univalent by
Lemma 5.3. This means that f(M) ⊆ M ′. Hence, for some s /∈ p, we have sf(M) = 0,
showing that sM ⊆ K . Let x ∈ M be such that Ann(x) = p. Since sx 6= 0, it too has
annihilator equal to p, and as it belongs to sM ⊆ K , we showed that p is an associated
prime of K .
By Lemma 7.3, the nilpotents form a two-sided ideal N. If M has no Z-torsion, then
the ideal is nilpotent by the Nagata-Higman Theorem ([2, 5]). Finally, again by induction
on v, let us show that some power of a commutator h := fg − gf is zero, where the case
v = 1 is immediate by Corollary 7.1. Applying our induction hypothesis to the induced
endomorphismsh′ and h¯ onM ′ andM/M ′ respectively (keeping the notation from supra),
we can choose n big enough so that hn is zero on M ′, and has image insideM ′. Therefore,
h2n = 0. 
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7.5. Remark. Let w be the least power such that fw = 0 for each nilpotent endomorphism
f . By the above, w is at most the valence v, but we will improve this upperbound in
Theorem 7.13 below. To apply the Nagata-Higman theorem, it suffices to assume that
M has no w!-torsion. Razmyslov’s proof of the Nagata-Higman Theorem gives w2 as an
upperbound for the nilpotency of N, but the exact value is not known in general (and is
conjectured by Kuzmin to be w(w+1)/2; see [3] for a discussion and an easy proof of the
Nagata-Higman theorem). If w = 2, one easily sees that the nilpotency is at most three:
Let f, g, h ∈ N. Since (f + g)2 = 0, we get fg + gf = 0, proving that any two nilpotent
endomorphisms anti-commute. Applied to f and gh, we get fgh = −ghf . Using now the
anti-communication of f and h, and then that of f and g, we get
fgh = −g(hf) = g(fh) = (gf)h = −(fg)h
and hence 2fgh = 0. Since M has no 2-torsion, fgh = 0, as we wanted to show.
7.6. Corollary. On a binary module, the sum of a monic and a nilpotent endomorphism is
again monic.
Proof. Let M be binary, and let f, h ∈ End(M) with h monic and f nilpotent. We need
to show that g := h + f is monic, so assume not. By Theorem 7.4, the kernel of f
is open, whence essential by Corollary 3.5, and so there exists a non-zero element x in
ker(f) ∩ ker(g). However, then also h(x) = 0, contradiction. 
7.7. Remark. I do not know whether the same holds true for epic endomorphisms (note
that an epic endomorphism is in fact an automorphisms). We do have that if u is an
automorphism which is central in End(M) (e.g., given by multiplication with a unit of
R), then u + f is again an automorphism whenver f is nilpotent: simply multiply with
g′ := un−1 + un−2f + · · · + ufn−2 + fn−1, to get g′ ◦ (u − f) = un, where n is such
that fn = 0.
7.8. Example. Let R = K[x, y]/(x2, xy) be the bivalent ring of length ω + 1 from Re-
mark 4.7, and let M be its maximal ideal, of the same length. One checks that an endomor-
phism f on M is uniquely determined by a triple (u, v, p) with u, v ∈ K and p ∈ K[y],
given by f(x) := ux and f(y) := vx + py. Among these, the nilpotent ones must have
u = p = 0, and the bijective ones are given by the conditions u 6= 0 and p(0) 6= 0. It
follows that End(M) is not commutative, but the sum of a nilpotent and automorphism is
again an automorphism. The kernel of any non-zero nilpotent endomorphism is (x, y2).
Let us call a module semi-prime if its annihilator is radical.
7.9. Theorem. If M is a binary R-module without embedded primes, then it is semi-prime
and isomorphic to an ideal of R/Ann(M). In particular, End(M) is a commutative,
reduced ring.
Proof. Let pi, for i = 1, . . . , v, be the associated primes of M . By assumption, they are
all minimal, so that we have a primary decomposition
(0) = p1M ∩ · · · ∩ pvM
(see, for instance, [4, Theorem 6.8]). By Remark 5.4, we have an inclusion piM ⊆ piM ,
for each i, and so we get
(10) (0) = p1M ∩ · · · ∩ pvM.
As always Ann(M) ⊆ p1 ∩ · · · ∩ pv, and as the opposite inclusion follows from (10),
we see that M is semi-prime. Let us next show, by induction on the valence v of M , that
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End(M) has no nilpotent elements. The case v = 1 is immediate from Corollary 7.1, so
we may assume v > 1. Since piM is a submodule of piM , which itself has valence strictly
less than v by Lemma 5.3, we may apply our induction hypothesis to the restriction of f
to piM , showing that f is zero on piM . Fix an arbitrary x ∈M . By what we just proved,
pi ⊆ Ann(f(x)), for all i. However, since any proper annihilator ideal is contained in
some associated prime, and since there are no inclusion relations among the associated
primes, we must have f(x) = 0, proving the claim. By Theorem 7.4, therefore, End(M)
is commutative. By the main result in [9], we then obtain that M is isomorphic to an ideal
of the reduced ring R/Ann(M). 
Let us call a module M top-compressible, if it embeds in any of its open submodules.
For trivial reasons, any module of finite length is top-compressible (as there are no non-
trivial open submodules). A reduced ring R is top-compressible. Indeed, if I is an open
ideal, then it must have the same associated primes as R. For each such associated prime
pi, choose xi ∈ I with annihilator pi. It follows that (x1, . . . , xv) is split binary, that is to
say, isomorphic to R/p1 ⊕ · · · ⊕ R/pv. In particular, the annihilator of x1 + · · · + xv is
p1 ∩ · · · ∩ pv = (0), showing that R ∼= Rx ⊆ I .
7.10. Lemma. Any open, and more generally, any almost invariant submodule, of a binary
top-compressible module is again top-compressible.
Proof. Let M be top-compressible. Suppose first that N ⊆ M is open (whence almost
invariant). If W ⊆ N is open, then W is open in M and hence M embeds in it, whence
so does N . This proves that N is top-compressible. So we reduced to proving the result in
case N is invariant. Let W be open in N . By Proposition 4.12, we can find W ′ ⊆M with
W ∩W ′ = 0 and U :=W+W ′ open in M . By assumption, there exists an endomorphism
f ∈ End(M) with f(M) ⊆ U . Since N is invariant, f(N) lies in N , whence in N ∩ U .
One easily checks that the latter is equal to W . 
7.11. Corollary. A binary module M without embedded primes is top-compressible.
Proof. We may assume M is faithful over R. Theorem 7.9 shows that R is reduced and
M is isomorphic to an ideal I of R. Since R and M have the same associated primes and
both are binary, they have the same length, showing that I is open. Since reduced rings are
top-compressible, we are done by Lemma 7.10. 
7.12. Remark. If there are embedded primes, the result might be false: for instance, if
(R,m) is a local ring of depth zero (like the binary ring in Remark 4.7), then m is open,
but since it has non-zero annihilator, it cannot contain R. In fact, a binary ring is top-
compressible if and only if it has no embedded primes: one direction is Corollary 7.11,
whereas the converse follows from Corollary 4.10: if there were an embedded prime, take
a maximal one, which is then open but has non-zero annihilator, so it can never contain R.
7.13. Theorem. Let M be a binary module an let w be the length of Ass(M) as a partially
ordered set. If f ∈ End(M) is nilpotent, then fw = 0.
Proof. Let f be a nilpotent endomorphism. We induct on w, where the case w = 1 is
covered by Theorem 7.9 (recall that w is just the maximal length of a chain of associated
prime ideals). Divide Ass(M) into two disjoint sets Π := Min(M), the set of all mini-
mal primes, and its complement, Ω, the set of all embedded primes. For any p ∈ Π, by
Lemma 5.3, the associated primes of pM are all associated primes except p, whereas p is
the only associated prime of M/pM . In particular, the endomorphism induced by f on
M/pM must be zero by Corollary 7.1. It follows that f(M) ⊆ pM . Since this holds for all
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p ∈ Π, the image f(M) lies in the intersection N of all pM . By Theorem 4.6, the length of
N is determined by the intersection of the Ass(pM), and one easily verifies that the latter
intersection is equal to Ω. Hence N is a binary module such that Ass(N) = Ω has length
w − 1. Since N is easily seen to be invariant, the restriction of f to N is, by induction, an
endomorphism whose (w − 1)-th power is zero. As f(M) ⊆ N , we get fw(M) = 0, as
we wanted to show. 
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