A model for competing (resp. complementary) risks survival data where the failure time can be left (resp. right) censored is proposed. Product-limit estimators for the survival functions of the individual risks are derived. We deduce the strong convergence of our estimators on the whole real half-line without any additional assumptions and their asymptotic normality under conditions concerning only the observed distribution. When the observations are generated according to the double censoring model introduced by Turnbull, the productlimit estimators represent upper and lower bounds for Turnbull's estimator.
1. Introduction. Consider the problem of nonparametric inference with competing risks survival data. The novelty we propose is that the failure time can be left-censored, for instance, at the time the study starts. For simplicity, we consider two distinct competing risks of failure, the extension to more than two competing risks being straightforward. Let T and V 1 denote the latent independent lifetimes for each cause of failure. The failure time is min(T, V 1 ) and it can be censored from the left by a censoring time U 1 . The observations are independent copies of a lifetime Y , a finite nonnegative random variable and a discrete random variable A with values in {0, 1, 2}, where 2 indicates a left-censored failure time, while 0 and 1 correspond to an observation equal to T and V 1 , respectively. If T is the lifetime of interest, we say that Y is a twice censored observation of T . Associated with the problem of competing risks is the dual problem of complementary risks where the observed failure time is the maximum of the lifetimes for each cause of failure (e.g., [1] ). The extension we consider here is that the 2. Latent variables models. The random variables we consider take values in R + = [0, ∞] endowed with B + the Borel σ-field. If X is such a variable, F X denotes its distribution.
For the first latent model considered (call it Model I), let T and V 1 be two lifetimes and let U 1 be a left-censoring time. Assume that T , V 1 and U 1 are independent. Suppose that Y and A are observed, where Y = max[min(T, V 1 ), U 1 ] and
Define the observed subdistributions of Y as
where B is a Borel set in [0, ∞]; the distribution of Y is H = H 0 + H 1 + H 2 . In Model I, the subdistributions of Y can be expressed in terms of the distributions of the latent variables as follows:
[necessarily H 0 ({0}) = H 1 ({0}) = 0]. If S 1 = min(T, V 1 ) and H 01 = H 0 + H 1 , the three equations imply
This indicates that the problem of inverting the model, that is, expressing the distributions of the latent variables in terms of the subdistributions of Y , can be solved in two steps. First, determine the distributions of U 1 and S 1 as in an independent left-censoring model. Next, use these distributions and the first equation in (1) to recover the distribution of T .
As an application of Model I, consider a reliability system which consists of three components U 1 , T and V 1 , with T and V 1 in series and U 1 in parallel with this series system (see, e.g., [8] , Chapter 15) . The lifetimes of U 1 , T and V 1 are independent and when the system fails we are able to determine which component failed at the same time as the system. Morales, Pardo and Quesada [9] propose the application of this model to study a certain cause of death for trees on a farm.
For our second latent model (call it Model II ), let U 2 and T be two lifetimes and let V 2 be a right-censoring time. Suppose T , U 2 and V 2 are independent. The observed variables are Y and A, where
In Model II , the relationship between the subdistributions of Y and the distributions of the latent variables is described by the equations
[necessarily H 0 ({0}) = 0]. If S 2 = max(U 2 , T ) and H 02 = H 0 + H 2 , we obtain
These relations show that Model II can be inverted in two steps. First, as in an independent right-censoring model, recover the distributions of V 2 and S 2 from H 02 and H 1 . Second, use the distributions of V 2 and S 2 and the first equation in (3) to determine the distribution of T .
Model II can be interpreted as follows: consider a system consisting of three components U 2 , T and V 2 with independent lifetimes. Put T and U 2 in parallel and V 2 in series with this parallel system (see also [2] , page 767). Again, assume that we are able to determine which component failed at the same time as the system.
3. Inversion formulae. Recall that if F is a probability distribution on (R + , B + ), the associated hazard measure is L([0, t]) = − ln F ((t, ∞]). Two more hazard measures can be defined,
and
, which we call the predictable and the unpredictable hazard measure, respectively. The three hazard measures have the same continuous parts. Moreover, their point masses are in bijection:
. The probability distribution F can be expressed as
where π is the product-integral (e.g., [6] ). The mass of L at infinity is irrelevant for F and
Similarly, by reversing time, the reverse hazard measure associated to
. Moreover, the predictable and unpredictable reverse hazard measures are defined as
respectively. The three reverse hazard measures have the same continuous parts and their point masses satisfy
Given a nonnegative measure on (R + , B + ), we can always define a probability distribution on the same space by considering this measure as being one of L, L − or L + (resp. M , M − or M + ) and using the relations above. For instance, in the independent right-censoring model, one defines
, with H 0 the subdistribution of the uncensored data. Then, by the equations of the model, the distribution corresponding to this L − is nothing else than the distribution of the lifetime of interest. The reverse hazard measures M , M − and M + are the counterparts of L, L − and L + to be used in left-censoring models. We can invert our models using the hazard measures above. Since, apart from mild conditions at the origin, the inversion formulae below apply to any subdistributions (H 0 , H 1 , H 2 ), we deduce them without any reference to the latent variables.
For inverting Model I, assume H 0 ({0}) = H 1 ({0}) = 0. In view of (2), proceed as for inverting a left-censoring model and define the predictable reverse hazard measures
and let F I 2 and F I 01 be the corresponding distributions. By this definition, we have
In the second step of the inversion, note that the first equation in (1) and the definition of
. This suggests defining the predictable hazard measure
Let F I T be its associated distribution. For Model II , assume H 0 ({0}) = 0. Look at the relation (4) and, exactly as in a right-censoring model, define the predictable hazard measures
.
In the second step of the inversion, by the first equation in (3) and the definition of
. Consequently, define the predictable reverse hazard measure
and let F II T be its associated distribution. Now, consider the identification problem. If Model I is correct, we look for conditions ensuring that
By similar arguments, if Model II is correct,
4. Comparisons with the doubly censored data model. The models we propose are closely related to the model for doubly (left and right) censored observations introduced by Turnbull [14] . In Turnbull's model the lifetime T is independent of the censoring variables (L, R) and L ≤ R. The observations are independent copies of Y and A, where
, the equations of the model are
Note that the assumptions of the model imply
In Turnbull's model T is censored from the left by L and from the right by R and the observation Y is always the variable in the middle. This is different from the censoring mechanisms we consider: in Model I the variable min(T, V 1 ) is left-censored, while in Model II the variable max(U 2 , T ) is right-censored.
Turnbull [14] proposed a nonparametric maximum likelihood estimator that can be obtained as the implicit solution of the equations (8) . The implicit definition of Turnbull's estimator makes its asymptotic properties quite difficult (see [7] ). Moreover, a numerical algorithm is needed for the applications.
We are interested in the relationship between our F I T , F II T and F T identified by Turnbull's model. In fact, for any subdistributions H 0 , H 1 and H 2 with H 0 ({0}) = H 1 ({0}) = 0,
where F T is the distribution of T identified by Turnbull's model. Indeed, in Model I use definition (6) and
In Turnbull's model [relations (8) and (9)] we have
Next, the definition of M − 2 , the last equation in (8) and equation (9) imply
Deduce that the measure M − 2 is smaller than the measure M − L . Therefore, 
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Meanwhile, in Turnbull's model,
Next, use the definition of L 
[this is a consequence of (9)] to deduce
Clearly, the measure L + 1 is smaller than the measure L + R and, therefore, 
With these definitions, the product-limit estimator of F T in Model I is
where
The product-limit estimator of F T in Model II is given by
, where
When the doubly censored data model is considered, our product-limit estimators represent lower and upper bounds for Turnbull's estimator. These bounds may serve for the numerical algorithms used to compute Turnbull's estimator. 6. Strong convergence. We study the strong (almost sure or a.s.) uniform convergence of F I nT and F II nT . Since, in fact, the estimators F I nT and F II nT are built as explicit functionals of the empirical distribution, we deduce their asymptotic behavior, in particular, the strong convergence, whatever the properties of the underlying censoring mechanism are. Hereafter, we use the following rule: the subscript n indicates the empirical version of the quantities we consider. Moreover, if µ is a nonnegative measure on (R
and f is a measurable function, µ(f ) = f (t)µ(dt).
For the strong convergence, we recall a result of Rolin [12] , an extension of the strong law under right-censorship proved by Stute and Wang [13] . Let H = 1≤r≤g H r be a probability distribution decomposed into g subdistributions.
and consider the measure
and in the mean.
The same result holds if we define the predictable reverse hazard measures 
Consider (2), deduce
Consequently, in the expression of the predictable hazard measure defining F I
T [see (6)], we get rid of F I 2 and obtain
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Theorem 6.2. If f is a nonnegative Borel measurable function defined on (R
Theorem 6.2 is a direct consequence of the following lemma.
Proof. (i) First, Theorem 6.1 implies that any empirical distribution function defined by the empirical reverse hazard measures of Model I converges uniformly on [0, ∞]. Now,
The second member of the inequality tends to zero almost surely because
a.s.
(ii) First, looking at the definition of M − 01 , by a simple computation,
Using definition (6) for the predictable hazard measure defining F I T , we have
. Now, almost surely
, which is strictly positive. Since
a new application of Theorem 6.1 provides the result.
Denote by t 0k the left endpoint and by t 1k the right endpoint of the support of H k , k = 0, 1, 2. We have the following corollary of Theorem 6.2. Note that the strong uniform convergence of F I nT is obtained without any additional assumption, apart from that of i.i.d. observations and the condition H 0 ({0}) = H 1 ({0}) = 0. The strong uniform convergence of F II nT can be obtained in a similar way. Define
and consider F II 0 , F II 2 , the corresponding distributions. After some manipulations we can get rid of F II 1 in the definition (7):
Next, apply Theorem 6.1 (see [10] for the details). and is in the sense considered by Pollard [11] , that is, D[a, b] is endowed with the ball σ-field.
Given the explicit form of F I nT and F II nT , a convenient approach for proving weak convergence is the delta method (e.g., [5] and [15] , Section 3.9). For proving Hadamard differentiability, the denominators appearing in the maps used to define F I T and F II T should stay away from zero. Therefore, we have to complete the delta method with a tool for treating the endpoints of the intervals on which weak convergence is finally proved.
Lemma 7.1 ( [11] , page 70). Let X, X 1 , X 2 , . . . be random elements of (D[a, b], · ) with the distribution of X concentrated on a separable set. Suppose, for each ε, δ > 0 there exist approximating random elements AX, AX 1 , AX 2 , . . . such that AX n AX, P ( X − AX > δ) < ε and
For brevity, we consider only the asymptotic normality of F I nT ; similar arguments apply for F II nT . The empirical central limit theorem yields
Now, we prove that
) and √ n(F I n2 − F I 2 ) converge weakly to Gaussian limits. The computation of the covariance structures for the limit processes in this section is elementary, albeit tedious (see [10] for some formulae). ∞] ) and M − n2t be the corresponding estimator. Assume that
where t 00 = inf{t :
where (G, G 0 , G M ) is a zero-mean Gaussian process with
where (G, G 0 , G 3 ) is a zero-mean Gaussian process with For the weak convergence in D 3 [t 00 , ∞], consider the pathwise limit of G M σ as σ ↓ t 00 , which exists in view of (11) . It remains to verify (10) √ nM − 2 ((t 00 , U )) → 0, in probability, where U = min i Y i . To ensure (a), reverse the time and apply the arguments usually used to check the "tightness at τ H = sup{t : H([0, t]) < 1}" when proving weak convergence for Nelson-Aalen and Kaplan-Meier estimators (see [3] , Theorem 6.2.1, [4] .
Let u λ n = sup{s : √ nF I 2 ((t 00 , s)) ≤ λ} (see also [16] ). We have P ( √ nF The convergence to zero is true because, in view of (11), → 0, n → ∞.
