The bottleneck governing infectious disease transmission describes the size of the 45 pathogen population transferred from a donor to a recipient host. Accurate quantification 46 of the bottleneck size is of particular importance for rapidly evolving pathogens such as 47 with previous bottleneck size estimates for this dataset, it is considerably higher than the 66 bottleneck sizes estimated for influenza from other datasets. 67 68 Author Summary
influenza virus, as narrow bottlenecks would limit the extent of transferred viral genetic 48 diversity and, thus, have the potential to slow the rate of viral adaptation. Previous studies 49 have estimated the transmission bottleneck size governing viral transmission through 50 statistical analyses of variants identified in pathogen sequencing data. The methods used 51 by these studies, however, did not account for variant calling thresholds and stochastic 52 dynamics of the viral population within recipient hosts. Because these factors can skew 53 bottleneck size estimates, we here introduce a new method for inferring transmission 54 bottleneck sizes that explicitly takes these factors into account. We compare our method, 55 based on beta-binomial sampling, with existing methods in the literature for their ability to 56 recover the transmission bottleneck size of a simulated dataset. This comparison 57 demonstrates that the beta-binomial sampling method is best able to accurately infer the 58 simulated bottleneck size. We then apply our method to a recently published dataset of 59 influenza A H1N1p and H3N2 infections, for which viral deep sequencing data from 60 inferred donor-recipient transmission pairs are available. Our results indicate that 61 transmission bottleneck sizes across transmission pairs are variable, yet that there is no 62 significant difference in the overall bottleneck sizes inferred for H1N1p and H3N2. The 63 mean bottleneck size for influenza virus in this study, considering all transmission pairs, 64
was Nb = 196 (95% confidence interval 66-392) virions. While this estimate is consistent 65 Introduction 86 Infectious disease transmission relies on the transfer of a pathogenic organism from 87 one host to another. This transfer is characterized by a transmission bottleneck, defined as 88 the size of the founding pathogen population in the recipient host. Accurate quantification 89 of transmission bottleneck sizes for pathogenic organisms is critical for several reasons. 90
First, bottleneck sizes impact levels of genetic diversity in recipient hosts, and thereby 91 impact the rate at which pathogens can adapt to host populations, with smaller bottleneck 92 sizes slowing rates of adaptation [1, 2] . Second, when cooperative interactions occur within 93 a pathogen population (e.g., [3, 4] ), or when viral complementation and cellular coinfection 94 are critical for producing viral progeny (e.g., [5] ), bottleneck sizes will necessarily impact 95 initial pathogen replication rates, with larger bottleneck sizes enabling the occurrence of 96 these interactions and thus facilitating within-host replication. Finally, transmission 97 bottleneck sizes impact the ability to accurately reconstruct who-infected-whom during an 98 ongoing epidemic [6] , such that estimation of the transmission bottleneck size can point to 99 cases which may be problematic, and for which a certain class of phylodynamic inference 100 methods (such as [7] ) might be particularly useful. 101
The transmission bottleneck size has been estimated for a number of pathogenic 102 organisms, including pathogens of plants [8] [9] [10] [11] [12] [13] and animals [14] [15] [16] [17] [18] [19] [20] [21] [22] . While these 103 estimates have relied on the distribution of pathogen types in the infection recipients, as 104 determined by molecular and phenotypic markers or Sanger sequencing of the pathogen 105 population in donor and recipient hosts, deep sequencing data have recently started to be 106 used to gauge transmission bottleneck sizes [23] [24] [25] [26] [27] [28] [29] . Some of these studies have 107 characterized the general magnitude of transmission bottlenecks size, with results 108 indicating that narrow, selective bottlenecks tend to govern the transmission dynamics of 109 viral pathogens that are ill-adapted to their recipient hosts [24] [25] [26] . Studies that have 110 instead gauged transmission bottleneck sizes of well-adapted viral pathogens using deep 111 sequencing data have, in contrast, generally found that they tend to be loose, with many 112 virions initiating infection [23, 28, 29] . While many of these studies focus on assessing how 113 "loose" or "narrow" a transmission bottleneck is, other studies have attempted to more 114 quantitatively estimate transmission bottleneck sizes. One approach relied on the use of 115 barcoded influenza virus during experimental transmission studies in small mammals, with 116 results indicating that the route of transmission greatly impacts the size of the bottleneck 117 [27] . 118
In natural infections, it is not feasible to rely on barcoded or otherwise marked 119 pathogens. In these cases, statistical approaches have therefore instead been used to 120 quantify bottleneck sizes [28, 30] . Two studies have used the Kullback-Leibler divergence 121 index (developed in [30] ) to estimate the viral effective population size initiating infection 122 from deep sequencing data [28, 30] . One of these studies quantified the transmission 123 effective population size for ebola in human-to-human infections [30] . The other quantified 124 this transmission effective population size for human influenza A viruses [28] . A second 125 statistical approach used by [28] makes use of a single-generation population genetic 126 Wright-Fisher model to estimate the effective viral population size initiating infection. 127
While this approach similarly showed that the effective population size following influenza 128 virus transmission in natural human-to-human infection is large, this model yielded 129 quantitatively different results from the Kullback-Leibler approach. Further, in both of 130 these studies, it is not clear how the effective population size relates to the transmission 131 bottleneck size. It is worth noting, however, that the effective population size is generally 132 considered to be an underestimate of the true population size as it represents the minimum 133 population size necessary to establish observed levels of genetic diversity. 134
Both of these approaches [28, 30] analyze only variants that are identified as present 135 in both the donor and the recipient. But the absence of a donor variant in a recipient host is 136 also informative, and ignoring such missing variants can significantly bias transmission 137 bottleneck size estimates. Another limitation of both approaches is that they do not consider 138 the effect stochastic dynamics early in infection may have on variant frequencies in the 139 recipient. To address these concerns, we here introduce a new method for estimating the 140 transmission bottleneck size of pathogens. This method accounts for stochastic dynamics 141 occurring during viral replication in the recipient and further accounts for variant calling 142 thresholds that are used in calling a variant present or absent in a sample. We refer to this 143 method as the beta-binomial sampling method, based upon the method's derived likelihood 144 expression. Using a simulated dataset, we compare the beta-binomial sampling method to 145 two methods of bottleneck size inference that are present (in some form) in the current 146 literature: the presence/absence method and the binomial sampling method. This 147 comparison demonstrates that the beta-binomial sampling method is able to recover the 148 true bottleneck size of the simulated dataset, whereas the 2 other methods infer biased 149 estimates by failing to account for variant calling thresholds or stochastic dynamics in the 150 recipient host. Finally, we apply the beta-binomial sampling method to an existing next 151 generation sequencing dataset of influenza A virus infections to estimate the transmission 152 bottleneck size in natural human-to-human flu transmission. bottleneck sizes in the approaches we consider in this study. Deep sequencing data consist 156 of short reads at various sites in the genome, obtained from both the infected donor and the 157 recipient at, generally, a single time point for each individual. The short read data are used 158
to identify viral variants in the donor and recipient hosts. Comparison of these variants' 159 frequencies across donor-recipient transmission pairs allows us to infer the transmission 160 bottleneck size (Nb), the number of virions comprising the founding viral population at the 161 onset of infection in the recipient host. We specifically define Nb as the number virions that 162 successfully establish lineages that persist to sampling; there may be additional virions that 163 transiently replicate in the recipient host but quickly die out. 164
Given the extent of sequencing error in deep-sequencing data, there can be a high 165 degree of noise in the short read data and, thereby, in the extent of polymorphism present 166 at nucleotide sites. We present methods for inferring the transmission bottleneck size from deep 180 sequencing data, paying special attention to the effects of 'false negative' variant calls. We 181 first introduce the beta-binomial sampling method that we have developed for bottleneck 182 size inference, which further incorporates the effects of stochastic pathogen dynamics in 183 recipient hosts. For comparison, we then summarize two existing methods of bottleneck 184 size inference in the literature: the presence/absence method and the binomial sampling 185 method. Of note, all three of these methods assume that the genetic diversity of the 186 pathogen is entirely neutral, such that selection does not impact variant frequency 187 dynamics. These methods further assume independence between variant sites. We address 188 the limitations of these assumptions in the Discussion. 189
Bottleneck size inference allowing for stochastic pathogen dynamics in the recipient 190
host. 191
The beta-binomial sampling method for inferring the bottleneck size allows variant 192 allele frequencies in the recipient host to change between the time of founding and the time 193 of sampling (see Figure 1 ) as the result of stochastic pathogen replication dynamics early 194 in infection. We consider two implementations of the beta-binomial sampling method: an 195 approximate version that assumes infinite read depth and an exact version that incorporates 196 sampling noise arising from a finite number of reads. The derivation of the beta-binomial 197 sampling method can be found in the Methods. 198 In the approximate version, the likelihood of a transmission bottleneck size Nb, 199
given variant frequency data at site i, is given by: 200
where νR,i is the variant frequency at site i in the recipient and ‫ߥ‪ܽሺ‬ݐܾ݁_‬ ோ, |݇, ܰ − ݇ሻ is 201 given by the beta probability density function parameterized with shape parameters k and 202
Nb-k, and evaluated at νR,i. The term ‫ܾ݊݅_‬൫݇|ܰ , ߥ , ൯ denotes the binomial distribution 203 evaluated at k and parameterized with Nb number of trials and a success probability of νD,i, 204
where νD,i is the variant frequency at site i in the donor. If the donor variant at site i is not 205 detected in the recipient, this may be because it is truly absent from the recipient or because 206 it falls below the variant calling threshold. To allow for both of these possibilities, the 207 likelihood that the transmission bottleneck size is Nb, given that the variant at site i was not 208 detected, is given by: 209
where T is the variant calling threshold and p_beta_cdf(ߥR,i < T | k, Nbk) is given by the 210 beta cumulative distribution function evaluated at the variant calling threshold. 211
In the exact version of the beta-binomial sampling method, we incorporate 212 sampling error by modifying equations (1) and (2) to consider the number of variant reads 213 and the number of total reads at variant site i, Rvar,i and Rtot,i, respectively. The likelihood 214 expression for the bottleneck size at site i becomes: 215
where ‫ܴ‪ܾܽ݅݊൫‬ݐܾ݁_‬ ௩, หܴ ௧௧, , ݇, ܰ ൯ is given by the beta-binomial probability density 216 function evaluated at ܴ ௩, .and parameterized with ܴ ௧௧, number of trials and parameters 217 k and Nb. If the donor-identified variant at site i is not detected in the recipient, we again 218 construct the likelihood that allows for this variant to either be absent from the recipient or 219 below the variant calling threshold: 220
where, in this case, ‫ܴ‪ܾܽ݅݊_݂ܿ݀൫‬ݐܾ݁_‬ ௩, < ܴܶ ௧௧, ห݇, ܰ ൯ is given by the beta-binomial 221 cumulative distribution function evaluated at the number of reads that would qualify as 222 falling at the variant calling threshold. 223
We expect that the maximum likelihood estimate (MLE) of Nb inferred with the 224 approximate method will converge to the MLE of Nb inferred with the exact method when 225 read coverage is high. The benefit of using the approximate version, when appropriate, is 226 that the incorporation of sampling error is computationally intensive. 227
Once transmission bottleneck sizes have been estimated using either the 228 approximate or exact beta-binomial sampling method, the probability that a variant 229 is truly present/absent in the recipient and the probability that a variant is simply 230 called present/absent in the recipient (under the assumption of infinite coverage) can 231 be determined for any given donor variant frequency. 232
Existing methods for inferring transmission bottleneck sizes 233
Presence/absence method of bottleneck size inference. The simplest approach to 234 estimating transmission bottleneck sizes from pathogen deep-sequencing data is to 235 calculate variant frequencies in donor hosts and then use information on the 236 presence/absence of these variants in recipient hosts to quantify bottleneck size. Studies 237 that have adopted this approach include [9, 36] . Given a variant i present at frequency vD,i 238 in the donor, and a founding population size of Nb, the probability that the variant was not 239 transferred to the recipient is simply given by ൫1 − ‫ݒ‬ , ൯ ே ್ [9,36]. Correspondingly, the 240 probability that at least one virion in the founding population carried the variant allele is 241 given by 1 − ൫1 − ‫ݒ‬ , ൯ ே ್ . From these expressions, the likelihood of the founding 242 population size Nb in a donor-recipient pair is simply calculated by multiplying the 243 probabilities of the observed outcomes across the variant sites: 244
where j indexes the viral variants that are absent in the recipient, k indexes the viral variants 245 that are present in the recipient, Vabsent is the total number of variants which are called 246 absent in the recipient, and Vpresent is the total number of variants that are called present in 247 the recipient. The total number of variants identified in the donor is given by Vabsent + 248
Vpresent. 249
The presence/absence method considers only the detection of donor-identified 250 variants in the recipient host and, therefore, is especially prone to the effects of false 251 negative variants. Moreover, accounting for the variant calling threshold to ameliorate 252 these effects is not possible with this method. Due to the inability of this method to account 253 for false negatives, we expect that the transmission bottleneck estimates inferred with the 254 presence/absence method will be considerably lower than the bottleneck size estimates 255 inferred by the beta-binomial sampling method. 256
Binomial sampling method of bottleneck size inference. The second approach, or class 257 of approaches, from the literature for inferring transmission bottleneck sizes is based on a 258 binomial sampling process. Studies that have adopted this general kind of approach include 259 [28,30]. We describe a version of this approach that parallels the beta-binomial sampling 260 method we described above. The binomial sampling approach makes use of donor-261 identified variant frequencies in the donor and both the number of variant reads and the 262 number of total reads in the recipient, at each donor-identified variant site. The likelihood 263 expression for the bottleneck size, given these data at site i, is given by: 264
where ‫ܾ݊݅_‬ ቀܴ ௩, ቚܴ ௧௧, , ே ್ ቁ is given by the binomial probability density function 265 evaluated at ܴ ௩, . The term ‫ܾ݊݅_‬൫݇|ܰ , ߥ , ൯ is again given by the binomial distribution. 266
For variants called as absent in the recipient host, the likelihood of the transmission 267 bottleneck size is given: 268
where ‫݂݀ܿ_ܾ݊݅_‬ is the binomial cumulative distribution function. Derivation of the 269 binomial sampling method can be found in the Methods section. 270
The sole difference between the beta-binomial sampling method and the binomial 271 sampling method is that the binomial sampling method does not account for stochastic 272 dynamics of the pathogen early on in the recipient. These stochastic dynamics enable the 273 frequencies of variants in a recipient at the time of sampling to differ from those at the time 274 of founding ( Figure 1 ). Because the binomial sampling method does not incorporate this 275 source of frequency variation, we expect there to be smaller frequency deviations between 276 variants in donor-recipient pairs under the assumption of a single-generation binomial 277 sampling model as compared to a model that allows for these stochastic dynamics, for a 278 given bottleneck size. To explain a given pattern of donor-recipient frequency pairs, Nb 279 estimates are thus expected to be significantly lower for the binomial sampling method 280 than for the beta-binomial sampling method. Application of the binomial sampling method 281 will therefore yield a conservative (lower-bound) estimate of Nb, as previously remarked 282 upon [30] . 283
Results

284
Results on simulated data. 285
To examine the ability of the three methods described above to accurately infer 286 transmission bottleneck sizes, we used a simulated dataset of one donor-recipient pair 287 (Methods). The dataset was generated under the assumption of stochastic pathogen 288 dynamics in the recipient host between the time of infection and the time of sampling. 289
While this assumption matches the assumption for the beta-binomial sampling method, we 290 feel that it is also biologically the most realistic assumption. In this dataset, 109 out of the 291 500 donor-identified simulated variants were called absent in the recipient host ( Figure  292 2A). The majority of these variants were present in the recipient host, but below our variant 293 calling threshold of 3% and, therefore, were 'false negatives'. The beta-binomial sampling 294 method, as expected, recovers the true bottleneck size of 50 virions ( Figure 2B ). In contrast, 295
both the presence/absence method ( Figure 2C ) and the binomial sampling method ( Figure  296 2D) significantly underestimate the simulated bottleneck size. The underlying reasons for 297 these methods' inability to recover the true bottleneck size differ. For the presence/absence 298 method, this underestimation can be attributed to 'false negative' variant calls. For the 299 binomial sampling method, we were able to statistically account for the variant calling 300 threshold effects; the underestimation of this method, therefore, is solely attributed to this 301 method not accounting for stochastic pathogen dynamics in the recipient. The binomial 302 sampling method instead assumes deterministic viral growth from the time of founding to 303 the time of sampling (see Methods). Because more sampling stochasticity is present at 304 smaller bottleneck sizes, the binomial sampling method underestimates the simulated 305 bottleneck size in its attempt to reproduce observed variation in variant frequencies by 306 inappropriately constricting Nb. 307
Given that the binomial sampling model and the beta-binomial model fit to the same 308 data, the relative performance of these models can be assessed using model selection 309
approaches. The maximum likelihood obtained using the beta-binomial sampling method 310 was significantly higher than the maximum likelihood obtained using the binomial 311 sampling method ( Figure 2B ,D; legend), indicating that the beta-binomial sampling model 312 is statistically preferred over the binomial sampling model. We can further take into 313 consideration the smoothness of the likelihood curves in our choice of model, with multi-314 modal/rugged likelihood curves being undesirable outcomes. In Figure 2E Given an estimate of the transmission bottleneck size, the probability that a variant 326 is transferred to a recipient host can be calculated using the expression 1 − ൫1 − ߥ , ൯ ே ್ , 327
where νD,i is the frequency of variant i present in the donor host and Nb is the bottleneck 328 size estimate. In Figure 3A , we plot this probability of variant transfer over a range of donor 329 variant frequencies for the simulated dataset. In this figure, we further plot 'observed' 330 probabilities of variant transfer, given a variant calling threshold of 3% on the simulated 331 dataset. Finally, we plot in this figure the 'observed' probabilities of variant transfer as 332 predicted under the beta-binomial sampling method, evaluated at the transmission 333 bottleneck size estimated. We see, first, that the true probabilities of variant transfer greatly 334 exceed those that are observed in the dataset given the variant calling threshold of 3%. 335
However, the method's calculated predictions of observed variant transfer probabilities fall 336 within the 95% confidence intervals for the probabilities of variant transfer observed in the 337 dataset. 338
As described in the Models section, the exact beta-binomial sampling method we 339 developed accounts for sampling noise arising from finite read coverage. If we ignore 340 sampling noise, we can estimate bottleneck sizes more rapidly using the approximate 341 method, described by equations (1) and (2). In Figure 3B we show bottleneck size estimates 342 over a range of different coverage levels for both the exact and approximate beta-binomial 343 sampling methods. At high coverage levels (>200 reads), both implementations of the beta-344 binomial sampling method yield similar bottleneck size estimates and are able to recover 345 the simulated bottleneck size of 50 virions. For lower levels of coverage, however, this 346 approximation starts to fail and will lead to a considerable underestimation of Nb, indicating 347 that the approximate beta-binomial sampling method is inappropriate for low coverage 348 levels. We also note that even at high coverage, a slight overestimation of the bottleneck 349 size is apparent. The overestimation can be attributed to the rare false positive identification 350 of variants in the recipient (instances of a variant that is absent in the recipient being called 351 present) and, more generally, a slight inflation of variant frequencies with sequencing error. 352
Overestimation no longer occurs when these methods are applied to datasets that are 353 simulated in the absence of sequence error (results not shown). 354
Transmission Bottleneck Size Estimation for Human Influenza A Virus 355
We first applied the beta-binomial sampling method for inferring transmission 356 bottleneck sizes to the influenza A/H1N1p transmission pairs identified in a previously 357 studied influenza NGS dataset described in detail in [28] . We point the reader to this The approach considered the combined set of variants that were present at frequencies ≥1% 362 and that were shared by 8 identified household donor-recipient pairs (a total of 26 variants). 363
In contrast to their analysis, we estimated transmission bottleneck sizes for each of 9 364 transmission pairs separately, using a minimum variant frequency cutoff of 3% to call 365 variants. We used a 3% cutoff based on concordance results from replicate sequencing to estimate effective population size was chosen to allow for more sites to be included in 368 their analysis. Our analysis, using a total of 289 variants, estimated MLE bottleneck sizes 369 ranging from 49 to 276 virions across the H1N1p transmission pairs ( Figure 4A ). The 370 bottleneck sizes inferred by the approximate beta-binomial sampling method did not differ 371 significantly from those inferred by the exact method for any of the transmission pairs. 372
This was expected, given high coverage levels across variant sites. 373
To summarize our results for the bottleneck size estimates for the H1N1p 374 transmission pairs, we estimated parameters of a negative binomial distribution using all 375 of the variant frequencies across the transmission pairs (see Methods). This negative 376 binomial distribution was chosen because our results shown in Figure 4A indicated that the 377 variance in transmission bottleneck sizes is likely to exceed the mean. We further fit a 378
Poisson distribution to these same data, and the negative binomial distribution was 379 statistically preferred over the Poisson distribution using AIC, indicating that, while a 380 single infection may be initiated by a Poisson-distributed number of virions, different 381
infections are likely to be initiated by founding population sizes that vary in their mean. 382
The MLE of the negative binomial distribution's parameters was r = 5 and p = 0.966, Figure 4B ). Again, as expected, the Nb 396 sizes inferred by the approximate beta-binomial sampling method did not differ 397 significantly from those inferred using the exact beta-binomial sampling method. We again 398 fit a negative binomial distribution to all of the variants across the transmission pairs and 399 estimated MLE parameters of r = 9 and p = 0.966, resulting in a mean H3N2 transmission 400 bottleneck size of Nb = 256, and a 95% range of 131-413 virions ( Figure 4B) . We again 401 observed that the overall bottleneck size estimate for H3N2 was consistent with Poon et 402 al.'s estimate, though the bottleneck size estimates varied considerably between 403 transmission pairs. 404
Overall influenza A transmission bottleneck sizes. We next sought to determine whether 405 influenza A/H1N1p and influenza A/H3N2 virus subtypes statistically differed from one 406 another in bottleneck sizes. We found that the H1N1p and H3N2 distributions of 407 transmission bottleneck size MLEs did not differ significantly from one another (p = 0.15 408 using the Kolmogorov-Smirnov test). Given this finding, we fit a negative binomial 409 distribution to all of the variants across both subtype datasets, arriving at a MLE of r = 4 410 and p = 0.980 for the parameters of the negative binomial distribution. These parameters 411 correspond to a mean bottleneck size of Nb = 196 and a 95% range of 66-392 virions 412 ( Figures 4A, 4B) . We show the probability density function for this negative binomial 413 distribution in Figure 5A . We further plot the expected probability of variant transfer for 414 this bottleneck size estimate ( Figure 5B) , similar to what we show for the simulated dataset 415
in Figure 3A is much less likely than it is, given bottleneck size estimates based on variant frequencies. 420
Discussion
421
Here, we have introduced a new method for estimating the transmission bottleneck 422 size of pathogens from next generation sequencing data from donor-recipient pairs. We 423 have further analyzed how well this beta-binomial sampling method performs in 424 comparison to two existing methods in the literature: the presence/absence method and the 425 binomial sampling method. Using a simulated dataset, we have demonstrated that both the 426 presence/absence method and the binomial sampling method (for different reasons) 427 systematically underestimate the transmission bottleneck size and that the latter can lead 428 to undesirable rugged likelihood curves. In contrast, the beta-binomial sampling method, 429 as expected, is able to recover the simulated bottleneck size ( Figure 2B ) and is able to 430 accurately predict the probability that a donor variant would be identified in a recipient 431 host under a given variant calling threshold ( Figure 3A) . Application of the beta-binomial 432 sampling method to a previously published H1N1p and H3N2 NGS dataset showed a high 433 degree of heterogeneity between bottleneck size estimates across transmission pairs 434 ( Figure 4) . A negative binomial distribution was fit to all of the variants, yielding an overall 435 mean Nb of 196 virions and a 95% range of 66 -382 virions ( Figures 4A, 4B, 5A) . 436
The bottleneck sizes that we estimated for the H1N1p and H3N2 transmission pairs for the low Nb estimate is that the 'competitive mixture' method they used to calculate 470 bottleneck size considers only two viral populations, analogous to the estimates derived 471 from a single variant in the methods we considered. The competitive mixture method is, 472 thus, highly susceptible to fluctuations between donor and recipient variant frequencies 473 arising from stochastic viral dynamics in the recipient. Thus, for the same reason that the 474 binomial sampling method we described here underestimates bottleneck sizes, we would 475 expect this competitive mixture method to considerably underestimate bottleneck sizes. 476
Yet, this method is free of one of the necessary assumptions made for each the three 477 methods that we considered, namely that the variants considered are independent. The 478
independence assumption is clearly violated in this data set given extensive genetic linkage 479 within influenza gene segments [39] . We can, however, somewhat control for the effects 480 of linkage by selecting only one variant per gene segment. This data-thinning approach still 481 assumes independence across gene segments that, while not ideal, may be supported by The methods we considered make other assumptions that may have also impacted 486 transmission bottleneck size estimates. These assumptions include that: (1) donor-487 identified variants did not originate de novo in any recipient hosts, (2) variants were 488 biallelic, and (3) variants were selectively neutral. Significant levels of de novo evolution 489 of variants in recipient hosts would artificially increase estimated bottleneck sizes. 490
Therefore, these methods may not be appropriate for pathogens causing chronic infections, 491 such as HIV, where sampling of the recipient host can occur years after infection initiation. 492
However, we do not expect substantial de novo evolution of variants to occur over the 493 course of an acute influenza infection based on recent findings [37] and the observation 494 that the vast majority of recipient-identified variants were also present in the donor. 495
Therefore, we do not expect this assumption to have significantly influenced our bottleneck 496 size estimates for influenza virus. 497
We also do not expect that the second assumption-that loci are biallelic-to have 498 biased our bottleneck size estimates. This is because no sites used in our bottleneck size 499 calculations contained more than one variant allele above our variant calling threshold of 500 3%. This assumption, however, could be removed in future uses of the beta-binomial 501 sampling method by appropriately modifying the likelihood expressions to account for 502 more than one variant per site. 503
The third assumption of selective neutrality is the one that could greatly affect the 504 accuracy of our bottleneck size estimates if not met. Selection, either for or against a 505 variant, would lead to larger differences in variant frequency between a donor and a 506 recipient host than would be expected for neutral variants. Larger differences in variant 507 frequencies would bias the estimated transmission bottleneck sizes towards smaller values. 508
Thus, our bottleneck size estimates, which assume neutrality, are necessarily conservative 509
estimates. 510
In this study, we have developed a new statistical approach that can be used to 511 accurately infer transmission bottleneck sizes for acute viral infections, such as influenza, 512 RSV, and norovirus, using NGS data from identified donor-recipient pairs. This beta-513 binomial sampling method accounts for the possibility of 'false negatives' variants that are 514 not called as present due to necessary variant calling thresholds. The method further 515 accounts for changes in variant frequencies between the time of recipient infection and the 516 time of pathogen sampling from the recipient that arise due to stochastic replication 517 dynamics early in infection. Given the importance of the transmission bottleneck size in 518 regulating the rate of pathogen evolution at the level of the host population, estimation of 519 the transmission bottleneck size is a necessary component in the analysis of pathogens 520 important to public health. Though methods such as viral tagging to estimate the bottleneck 521 size for experimental infections exist, these techniques are not applicable for natural 522 infections. Hence this work provides a strong foundation for future estimation of bottleneck 523 sizes from viral sequence data that, importantly, can be applied to clinical samples. 524
Materials and Methods
525
Development of the beta-binomial sampling method. Here, we derive the beta-binomial 526 sampling method for inferring transmission bottleneck sizes from pathogen NGS data. The 527 final likelihood expressions for this method are provided in equations (3) and (4). As 528 described above, the method allows variant frequencies in the recipient host to change 529 between infection and sampling (Figure 1 ) due to stochastic pathogen dynamics occurring 530 during the process of replication. More concretely, early in the infection when there are 531 only a small number of replicating virions, stochasticity in viral growth is expected to have 532 a large effect. For a stochastic birth-death process with a constant birth rate λ and a constant 533 death rate ߤ, the probability mass function for the viral population size originating from a 534 single virion that successfully establishes is given by [41] : 535
where t is the time of sampling and ߟ ௧ = ఒ൫ ሺഊషഋሻ ିଵ൯ ఒ ሺഊషഋሻ ିఓ . For the bursty replication that 536 characterizes many viruses, (M1) is still approximately true at long times with an adjusted 537 value of ߟ ௧ . 538
The population sizes stemming from each of the Nb founding virions, contingent on 539 their successful establishment, are thus geometrically-distributed random variables. As 540 these population sizes are likely to be very large at the time of sampling, we can 541 approximate them as being exponentially-distributed random variables. Under this 542 approximation, the distribution of the fractions of the population that descend from each of 543 the founding virions is distributed as Dirichlet(1,1,…1) , with Nb 1's, one for each ancestor. 544
A subset k of these founder virions carry the variant allele; the remaining subset of these 545 founder virions (Nb-k) carry the reference allele. Collapsing the Dirichlet distribution yields 546 that the fraction of the population carrying the variant allele is distributed as Beta(k, Nb-k). 547
Remarkably, this fraction does not depend on the within-host viral birth rate λ, the death 548 rate μ, the time of sampling t, or the burstiness of replication. To get the overall likelihood 549 of population bottleneck size Nb, we simply have to consider all possible scenarios of how 550 many virions out of the total Nb virions transferred carried the variant allele. Under the 551 assumption that the founding pathogen population is randomly sampled from the pathogen 552 population of the donor host, the probability that the founding population of Nb virions 553 carries k variant alleles is given by the binomial distribution ‫ܾ݊݅_‬൫݇|ܰ , ߥ , ൯ ≡ 554
where the number of trials is given by 555
Nb and the success probability is given by ߥ , , the frequency of variant i in the donor. Thus, 556 the overall likelihood of population bottleneck size Nb for variant i is given by: 557
where νR,i is the frequency of variant i in the recipient and the term ‫ߥ‪ܽ൫‬ݐܾ݁_‬ ோ, |݇, ܰ − ݇൯ 558 is given by the beta probability density function, evaluated at ߥ ோ, . This expression is 559 provided in the main text as equation (1). 560
Accommodating sampling noise arising from a finite number of reads is simple, 561 leading to minor modifications to the above equation (M2): 562
where Rvar,i is the number of reads of the variant allele in the recipient sample at site i, and 563
Rtot is the total number of reads at that site. The term ‫ܴ‪ܾܽ݅݊൫‬ݐܾ݁_‬ ௩, หܴ ௧௧, , ݇, ܰ ൯ is 564
given by the beta-binomial distribution evaluated at ܴ ௩, and parameterized with ܴ ௧௧, as 565 number of trials and parameters k and Nb. Expression (M3), reproduced in the main text as 566 equation (3), thus incorporates both noise from the sampling process itself and from the 567 process of stochastic pathogen growth. The overall likelihood of bottleneck size Nb for a 568 transmission pair is simply the product of the site-specific likelihoods. 569
As previously mentioned, we expect that variant calling thresholds will impact the 570 likelihood calculations used in the bottleneck size estimation. These thresholds will force 571 some variant alleles in the recipient viral population to be called absent when they are 572 actually present at frequencies below the value of the chosen threshold. Since true absence 573 of a variant allele is more likely at smaller bottleneck sizes, conservative variant calling 574 thresholds will bias Nb estimates to lower values. Simply excluding variants that are called 575 absent from the analysis, however, will also bias bottleneck size estimates, this time 576 towards higher values. To get around this, we do not recommend simply lowering the 577 variant calling threshold because NGS sequencing error can give rise also to false positives, 578 thereby inappropriately inflating bottleneck size estimates. Instead, we recommend 579 accommodating below-threshold variants in the following way. For a donor-identified 580 variant i that is called absent in the recipient (whether truly absent or just called absent), 581 the likelihood of the transmission bottleneck size is given by the following expression: 582
where T is the variant calling threshold (e.g., of 3%) and ‫ߥ‪ܽ_݂ܿ݀ሺ‬ݐܾ݁_‬ ோ, < ܶ|݇, ܰ − ݇ሻ 583 is given by the beta cumulative distribution function evaluated at the variant calling 584 threshold. This expression is reproduced in the main text as equation (2). We can again 585 incorporate the effects of sampling noise by considering the number of reads at the variant 586 site with the expression: 587
where, in this case, ‫ܴ‪ܾܽ݅݊_݂ܿ݀൫‬ݐܾ݁_‬ ௩, < ܴܶ ௧௧, ห݇, ܰ ൯ is given by the beta-binomial 588 cumulative distribution function evaluated at the number of reads that would qualify as 589 falling at the variant calling threshold. This expression reproduces equation (4) of the main 590
text. 591
Once the transmission bottleneck sizes have been estimated using the beta-binomial 592 sampling method, the probability of true variant presence/absence in the recipient host can 593 be determined for any given donor variant frequency. Similarly, the probability that a 594 variant is called present/absent can be determined for any given donor frequency vD,i, given 595 a sufficiently high read count in the recipient host. Given a high read count, the probability 596 that a variant is called present in the recipient is given by:
The binomial sampling method. 599
In contrast to the beta-binomial sampling method, the binomial sampling method 600 implicitly assumes that the infecting virus population is subject to deterministic dynamics 601 between the time of infection and the time at which the recipient virus is sampled and, thus, 602 that the sampled pathogen population in the recipient perfectly reflects the founding 603 pathogen population under the common assumption of selective neutrality. The founding 604 pathogen population is, as in the beta-binomial sampling method, assumed to be randomly 605 sampled from the pathogen population of the donor host. The site-specific likelihood of the 606 transmission bottleneck size Nb is therefore given by: 607
where ‫ܾ݊݅_‬൫ܴ ௩, หܴ ௧௧, , ݂ ൯ = ൬ ܴ ௧௧,
. This expression 608 reproduces equation (6) in the main text. The overall likelihood of transmission bottleneck 609 size Nb is calculated by multiplying across all site-specific likelihoods. 610
The above expression incorporates sampling noise, which is important when only 611 a small number of reads are available. With an increasing number of reads, sampling noise 612 necessarily goes down, making ‫ܾ݊݅_‬ ቀܴ ௩, ቚܴ ௧௧, ,
This will result in dramatic differences in likelihood values between small values of Nb, 614 and more generally, multi-modal likelihood curves that are very sensitive to specific variant 615 frequencies in the recipient host. 616
One basic issue with this approach is therefore the assumption of where differences 617 the fraction of the viral population that carries the variant allele is given by ܰ ௩ ሺ‫ݐ‬ሻ/ሺܰ ௩ ሺ‫ݐ‬ሻ + 629 ܰ ሺ‫ݐ‬ሻሻ, which simplifies to ݇ ܰ ⁄ . 630
The bottleneck size estimates inferred with the binomial sampling method are again 631 subject to the effects of 'false negative' variant calls. We can modify the binomial sampling 632 method to incorporate the variant call threshold in a way similar to how the threshold 633 frequency was incorporated into the beta-binomial sampling method. For a donor-634 identified variant i that is called absent in the recipient (whether truly absent or just called 635 absent), the likelihood of the transmission bottleneck size is: 636
(M7)
This expression reproduces equation (7) in the main text. The probability that the number 637 of variant reads falls below the level required for the variant to be called present is given 638 by the binomial cumulative distribution function: 639
where උܴܶ ௧௧, ඏ is the largest integer smaller than ܴܶ ௧௧, . 641
As with the beta-binomial sampling method, once transmission bottleneck sizes 642 have been estimated using the binomial sampling method, the probability of true variant 643 presence/absence in the recipient host can be determined for any given donor variant 644 frequency. Similarly, the probability that a variant is called present/absent can be 645 determined for any given donor frequency νD,i, provided information on the total read count 646 in the recipient. Specifically, in the case of a high number of reads, the probability that a 647 variant is called present (whether it is absent or present in the recipient host) is given by 648
, where ‫ܤ‬ሺ݇, ܰ , ܶሻ is a Boolean function that 649 evaluates to 1 if ே ್ > ܶ and 0 otherwise. 650
Simulated deep-sequencing data 651
To illustrate the use of the methods used to estimate Nb, we generated a mock deep-652 sequencing dataset via simulation. For this dataset, we assumed a single donor-recipient 653 pair, with 500 independent donor-identified variants. Independently for both the donor and 654 the recipient, we drew the total number of reads at each of the 500 sites from a normal 655 distribution with a mean of 500 reads and a standard deviation of 100 reads. Draws from 656 the normal distribution were rounded to the nearest integer and those that fell at 0 or below 657 were discarded. For the donor, we then first determined "true" variant frequencies at each 658 of these sites by drawing from an exponential distribution with mean frequency of 0.08. 659
Variants with observed frequencies below the variant calling threshold of 0.03 or above 660 0.50 were discarded. To determine the number of variant reads at a given site in the donor, 661
we drew from a binomial distribution with the number of trials being the total read count 662 at that site in the donor and the probability of success being given by that site's "true" 663 variant frequency in the donor. We then incorporated sequencing error by again using 664 draws from binomial distributions. Specifically, we determined the number of "true" 665 reference reads in the donor that were misclassified as variant reads and the number of 666 "true" variant reads in the donor that were correctly classified as variant reads, based on an 667 assumed sequencing error rate of 1%. The total number of observed variant reads at a given 668 site in a donor was then calculated as the sum of the misclassified reference reads and the 669 correctly classified variant reads. Observed variant frequencies in the donor were then 670 calculated by dividing the number of observed variant reads by the total number of 671 observed reads at each site. In this manner, we simulated 500 variants, with observed 672 frequencies in the range of 3-50%. The lower bound value of 3% was our assumed variant 673 calling threshold; the upper bound value of 50% coincided with a variant allele always 674 being the minority allele. 675
For the recipient, we simulated the total number of variant reads at each site by first 676 simply determining at each site the number of virions in the founding population that 677 carried the variant allele, under the assumption of a transmission bottleneck size of Nb = 678 50. This was done by, at each site, drawing from a binomial distribution with the number 679 of trials being Nb and the probability of success being the "true" variant frequency at that 680 site in the donor. For the simulated data set, we first determined the "true" fraction of the 681 viral population carrying the variant allele at the time of sampling by drawing from a beta 682 distribution with the shape parameter being the number of variant alleles in the founder 683 population and the scale parameter being the difference between the founding population 684 size of Nb and the number of variant alleles in the founder population. The "true" number 685 of variant reads was then determined by drawing from a binomial distribution with the 686 number of trials being the total number of reads at that site and the probability of success 687 being the fraction of the population at the time of sampling that carried the variant allele. 688
We then obtained the total number of variant reads at a given site in a recipient by 689 introducing sequencing error to the "true" number of variant reads and the "true" number 690 of reference reads. 691
Application to Influenza A deep sequencing data 692
We applied the three methods for bottleneck size inference described in in the Models 693 section to the influenza A deep-sequencing data examined in [28] . In this study, Poon and 694 colleagues identified donor-recipient transmission pairs based on household information 695 and the genetic similarities between the viral populations in infected hosts. We base our 696 analyses on these already-identified transmission pairs. In some cases, there were several 697 members of the household who became infected. In this subset of cases, rather than 698 considering all feasible pairwise combinations of who-infected-whom, we assumed that 699 the index case transmitted to multiple household members. With this assumption, the 9 700 identified transmission pairs for influenza A subtype H1N1p were 681_V1(0) host are shown in black, calculated directly from the simulated dataset using 3% frequency 759 bins. 95% confidence intervals assume the probability of variant transfer follows a 760 binomial distribution with the number of trials being the number of donor-identified 761 variants present in a frequency bin and the success probability given by the calculated 762 probability of transferred variants observed in the frequency bin. Probabilities of donor-763 identified variants being truly present in a recipient host are shown in purple, given 764 bottleneck size estimates from the beta-binomial sampling method. Probabilities of donor-765 identified variants being called present in a recipient host are shown in gray, given 766 bottleneck size estimates from the beta-binomial sampling method. (B) Nb estimates for 767 simulated datasets that differ in coverage levels. At each coverage level, 5 datasets were 768 generated, under the same parameters and assumptions as the dataset shown in Figure 2A . 769
The exact beta-binomial sampling method and the approximate version of this method were 770 both used to estimate Nb for each dataset. Nb maximum likelihood estimates and 95% 771 confidence intervals are shown, in purple for the exact beta-binomial sampling method and 772 in pink for the approximate method. 773 
