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Abstract We discuss infinitesimal isometries of the middle surfaces and present some
characteristic conditions for a function to be the normal component of an infinitesimal
isometry. Our results show that those characteristic conditions depend on the Gaus-
sian curvature of the middle surfaces: Normal components of infinitesimal isometries
satisfy an elliptic problem, or a parabolic one, or a hyperbolic one according to the
middle surface being elliptic, or parabolic, or hyperbolic, respectively. In those cases, a
problem of determining an infinitesimal isometry is changed into that of 1-dimension.
Then we apply those results to the energy functionals of bending of shells which has
been obtained as two-dimensional problems by the limit theory of Γ-convergence from
the three-dimensional nonlinear elasticity. Therefore the limit theory of Γ-convergence
reduces to be a one-dimensional problem in the those cases.
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1 Introduction
Let M ⊂ IR3 be a smooth surface and let Ω ⊂M be a bounded, open set. A map V :
Ω→ IR3 is said to be an infinitesimal isometry on Ω if〈
DˆXV,X
〉
= 0 for X ∈Mx, x ∈ Ω,
where 〈·, ·〉 is the Euclidean metric of IR3 and Dˆ denotes the covariant differential of the
Euclidean space IR3. We denote by IS 1(Ω, IR3) all H1 infinitesimal isometries on Ω.
The study of infinitesimal isometries has been a long history, see [1, 14, 47, 48, 52]
and many others. Their purposes were to establish ”infinitesimal rigidity” for some closed
surfaces and their interests were not on the structure of infinitesimal isometries themselves.
For a detail survey along this direction, we refer to [52].
Our interests in the space IS (Ω, IR3) of infinitesimal isometries are motivated by the
recent lower dimensional models for thin structures(such as membrane and shells) through
Γ-convergence. This approach has lead to the derivation of a hierarchy of limiting theories
and provides a rigorous justification of convergence of three-dimensional minimizers to
minimizers of suitable lower dimensional limit energies.
Given a 2-dimensional surface Ω, consider a shell Sh of middle surface Ω and thickness
h, and associate to its deformation u the scaled per unit thickness three dimensional
nonlinear elastic energy E(u, Sh). The Γ-limit Iβ of the energies
h−βE(u, Sh)
are identified as h→ 0 for a given scaling β ≥ 0.
When Ω is a subset of IR2 (i.e., a plate), such Γ-convergence was first established by
[32] for β = 0, then by [22, 23] for β ≥ 2 (also see [43] for the results for β = 2 under
additional conditions). In case of 0 < β < 5/3 the convergence was obtained by [18],
see also [15]. Other significant results for plates concern the derivation of limit theories
for incompressible materials [16, 17, 54], for heterogeneous materials [50], and through
establishing convergence of equilibria, rather than strict minimizers [38, 39].
When Ω is an any surface, the first result by [33] relates to scaling β = 0 and mod-
els membrane shells. The limit energy I0 depends only on the stretching and shearing
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produced by the deformation of the middle surface Ω. Then the limit energy I2 in the
case of β = 2 was given by [21]. This scaling corresponds to a flexural shell model, where
the only admissible deformations are those preserving the metric of Ω. Then the energy
I2 depends on the change of curvature by the deformation. The limit energies Iβ are
obtained by [35] for scaling β ≥ 4. Based on some quantitative rigidity estimate due to
[22], [35] demonstrates that the first term in the expansion u−R, in terms of h, belongs
to the space IS (Ω, IR3) of infinitesimal isometries. That means that there is no first order
change in the induced metric of the meddle surface Ω. The corresponding limit energy
Iβ consists of the bending energy which is given by the first order change of the second
fundamental form of Ω for β > 4. In the case of β = 4, [35] also shows that, if the middle
surface Ω is approximately robust, the Γ-limit is still a bending term. Moreover, in the
scaling regime of 2 < β < 4 the limit Iβ is given by [34] which reduces to be the pure
bending energy again.
As shown by [34, 35], the limit energy functionals Iβ of the Γ-convergence for all
β > 2 are over the space IS (Ω, IR3) of infinitesimal isometries. Then the space IS (Ω, IR3)
naturally plays a crucial role in the analysis of shells. The aim of the present paper is to
understand the space IS (Ω, IR3).
We now give heuristic overview of our results, whose precise formulations will be pre-
sented in the sections later. Let N be the unit normal field of surface M and let X (Ω) be
all vector fields on Ω. For V ∈ H1(Ω, IR3), we decompose as
V =W + wN for W ∈ X (Ω), w ∈ H1(Ω).
We look for conditions on functions w such that there are vector fields W ∈ X (Ω) to
guarantee V ∈ IS 1(Ω, IR3).
First, Section 2 is devoted to treating the structure of V = W ∈ IS 1(Ω, IR3) corre-
sponding to the zero normal component w = 0. Such an infinitesimal isometry is said to
be a Killing field. Through there are rich results on Killing fields ([46]), we focus on the
relations between a Killing field and the Gaussian curvature function. In particular, we
show that the dimension of the Killing field space is 3 if Ω is of constant curvature and is
not larger than 1 in the case of non-constant curvature (Corollaries 2.1, 2.2, and Theorem
2.3). Furthermore the explicit formulas of Killing fields are given in terms of the Gaussian
curvature function (Theorem 2.2).
Let H1is (Ω) denote all functions w ∈ H1(Ω) such that there are W ∈ X (Ω), which are
perpendicular to all Killing fields inH1(Ω, IR3), to ensure that V =W+wN ∈ IS 1(Ω, IR3).
Section 3 shows that w ∈ H1is (Ω) if and only if w satisfies an equation (3.18) (Theorem
3.1).
The type of the equation (3.18) is subject to the Gaussian curvature function: It is
elliptic, or parabolic, or hyperbolic according to ellipticity, or parabolicity, or hyperbolicity
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of the middle surface Ω, respectively. The three cases are studied, respectively, in Sections
4, 5, and 6. Our results show that the problem to determine whether w ∈ H1is (Ω) is
actually that of 1-dimension in the above three types, respectively.
As a consequence of those theories, we present a condition for the middle surface Ω
which can guarantee that H1is (Ω) ∩ C∞(Ω) is dense in H1is (Ω) in the norm of H1(Ω)
(Theorems 4.3 and 6.3): There is a point o ∈ Ω such that Ω is star-shaped with respect
to o and
Ω ⊂ expo Σ(o),
where expoΣ(o) is the interior of the cut locus of o. Such an issue is actually not trivial. In
general, even though Ω is elliptic, an element V ∈ IS 1(Ω, IR3) may not be approximated
by smooth infinitesimal isometries. An interesting example, discovered by [14] (also see
[52]), is a closed smooth surface of non-negative curvature for which the infinitesimal
rigidity holds true: All C∞ infinitesimal isometries are trivial. But there is a C2 non-
trivial infinitesimal isometry. Therefore H1is (Ω) ∩ C∞(Ω) is not dense in H1is (Ω) for this
surface.
In Section 7 we apply the above theories to the limit energy Iβ of Γ-convergence for
the scaling β > 2. Then the limit energy functional is changed into a one-dimensional
formula over a function space with one variable (Theorem 7.1). In particular, we present
the explicit formulas of the limit energy functionals for a spherical shell (Theorem 7.2)
and a cylinder shell (Theorem 7.3), respectively, under the nonlinear isotropic materials.
Here we do not use the traditional methods, adopted in the classical linear thin shell
theories. Their starting point is to assume that the middle surface is given by a coordinate
path: Ω is the image in IR3 of a smooth map defined on a connected domain of IR2, rooted
from classical differential geometry. The classical models use the traditional geometry and
end up with highly complicated resultant equations. In these, the explicit presence of the
Christoffel symbols, makes some necessary computations too complicated. We view the
middle surface Ω as a 2-dimensional Riemannian manifold with the induced metric to make
everything coordinates free as far as possible. When necessary, some special coordinates
are chosen to simplify computations as in modelling and control for the classical thin
shells, see [4, 5, 6, 7, 8, 9, 20, 31, 37, 57, 58, 59, 60] and many others.
2 Killing Fields in Dimension 2
We shall present explicit formulas of Killing fields in terms of the Gaussian curvature
function (Proposition 2.1 and Theorem 2.2).
LetM ⊂ IR3 be a smooth surface with the induced metric g from the Euclidean metric
of IR3. Let Ω ⊂ M be an open set with smooth boundary Γ. Denote by X (Ω) all vector
fields on Ω. Let W ∈ X (Ω) be given. Let α(t) be the 1-parameter group generated by W ,
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i.e.,
α˙(t, x) =W (α(t, x)), α(0, x) = x for x ∈ Ω. (2.1)
W is said to be a Killing field on Ω if and only if α(t) are local isometries. It is easy to
check that W is a Killing field on Ω if and only if V = W is a C∞ infinitesimal isometry
on Ω, that is,
DW (X,Y ) +DW (Y,X) = 0 for X,Y ∈Mx, for all x ∈ Ω, (2.2)
where D is the Levi-Civita connection of the induced metric g and DW is the covariant
differential of vector field W .
Let
KF (Ω, T ) = { all C∞ Killing fields on Ω }. (2.3)
Then ([46])
dim KF (M,T ) ≤ 3.
For the purpose of application to bending of shells here, we only need to consider H1
Killing fields. To this end, we introduce some common notions in Riemannian geometry.
Let T k(Ω) be all k-th order tensor fields on Ω where k is a nonnegative integer. In
particular, T 0(Ω) is all functions on Ω and T (Ω) = X (Ω). For each x ∈M , the k-th order
tensor space T kx on Mx is an inner product space defined as follows. Let e1, e2 be an
orthonormal basis of Mx. For any α, β ∈ T kx , x ∈M , the inner product is given by
〈α, β〉T kx =
2∑
i1=1,··· ,ik=1
α(ei1 , · · · , eik)β(ei1 , · · · , eik) at x. (2.4)
Note that the right hand side of (2.4) is free of choice of orthonormal bases. In particular,
for k = 1 the definition (2.4) becomes
g(α, β) = 〈α, β〉T 1x = 〈α, β〉 , ∀ α, β ∈Mx,
that is, the induced inner product of Mx of M from IR
3. Let L2(Ω, T k) be the Soblev
spaces of all k-th order tensor fields on Ω with inner products
(T1, T2)L2(Ω,T k) =
k∑
i=0
∫
Ω
〈T1, T2〉T kx dg for T1, T2 ∈ L
2(Ω, T k).
Let
H1(Ω, T ) = { W | W ∈ X (Ω), W ∈ L2(Ω, T ), DW ∈ L2(Ω, T 2) }
with norm
‖W‖H1(Ω,T ) =
(
‖w‖2L2(Ω,T ) + ‖DW‖2L2(Ω,T 2)
)1/2
.
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Denote by H1kf (Ω, T ) all W ∈ H1(Ω, T ) with the relations (2.2) being true for almost
everywhere on Ω and the norm of H1(Ω, T ). Then
KF (M,T ) ⊂ KF(Ω, T ) ⊂ H1kf (Ω, T ). (2.5)
We have
Theorem 2.1 Let Ω ⊂M be an open set. Then
H1kf (Ω, T ) = KF (Ω, T )
and
dim KF (M,T ) ≤ dimH1kf (Ω, T ) ≤ 3. (2.6)
Proof Let W ∈ H1kf (Ω, T ). By Lemma 4.4 in [58], we have
∆W = 2κW for x ∈ Ω, (2.7)
where ∆ is the Hodge-Laplace operator in the metric g and κ is the Gaussian curvature
function of M . Then the ellipticity of the operator ∆ implies that W is C∞ on Ω,
that is, W ∈ KF (Ω, T ). Then the left hand side of the inequality (2.6) follows from (2.5).
Moreover, the right hand side of the inequality (2.6) is given by the equations (2.14)-(2.16)
later. ✷
Remark 2.1 In general, dim KF (M,T ) 6= dimH1kf (Ω, T ), see Corollary 2.2 and Ex-
ample 2.1 later.
Let o ∈ M be fixed and let expo : Mo → M be the exponential map in the metric g.
For any v ∈ Mo with |v| = 1, then there is a unique t0(v) > 0 (or t0(v) = ∞) such that
the normal geodesic γ(t) = expo tv is the shortest on the interval [0, t0]. Let
C(o) = { t0(v)v | v ∈Mo, |v| = 1 }, Σ(o) = { tv | v ∈Mo, |v| = 1, 0 ≤ t < t0(v) }.
The set expo C(o) ⊂M is said to be the cut locus of o and the set expo Σ(o) ⊂M is called
the interior of the cut locus of o. Then
M = expoΣ(o) ∩ expo C(o).
Furthermore, expo : Σ(o) → expoΣ(o) is a diffeomorphism and C(o) is a zero measure
set on Mo. Then expoC(o) is a zero measure set on M since it is the image of the zero
measure set C(o), that is, expoΣ(o) is M minus a zero measure set.
We introduce the polar coordinate system at o ∈ M as follows. Let e1, e2 be an
orthonormal basis of Mo. Set
σ(θ) = cos θe1 + sin θe2 for θ ∈ [0, 2pi). (2.8)
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Consider a family of two parameter curves on M given by
F(t, θ) = expo tσ(θ) for tσ(θ) ∈ Σ(o).
Then
∂t =
∂
∂t
F(t, θ) = expo∗ σ(θ), ∂θ =
∂
∂θ
F( t , θ) = t expo∗ σ˙(θ). (2.9)
In particular,
g = d t 2 + f2( t , θ)dθ2 for x = expo t σ(θ) ∈ expoΣ(o),
where f(t, θ) is the solution to the problem{
ftt(t, θ) + κ(t, θ)f(t, θ) = 0,
f(0, θ) = 0, ft(0, θ) = 1,
(2.10)
where κ is the Gaussian curvature function on M and κ(t, θ) = κ(F(t, θ)).
Let
T = ∂t, E =
1
f
∂θ for x ∈ expoΣ(o)− {o}. (2.11)
Then T, E is a frame field on expo Σ(o)−{o}. Let D denote the Livi-Civita connection of
the induced metric g on M. We have
DTT = 0, DTE = 0, DET =
ft
f
E, DEE = −ft
f
T (2.12)
for x ∈ expo Σ(o)− {o}.
Let
W = ϕ(t, θ)T + φ(t, θ)E,
where ϕ = 〈W,T 〉 and φ = 〈W,E〉 . Then
DTW = ϕtT + φtE, DEW =
1
f
(ϕθ − ftφ)T + 1
f
(φθ + ftϕ)E. (2.13)
Then the relation (2.2) is equivalent to

ϕt(t, θ) = 0,
fφt − ftφ+ ϕθ = 0,
φθ + ftϕ = 0.
(2.14)
The first equation in (2.14) yields
ϕ(t, θ) = 〈W,σ(θ)〉 (o). (2.15)
Next, we calculate the first order derivative of the second equation in (2.14) with respect
to t and use the equations (2.15) and (2.10) to have{
φtt + κφ = 0,
φ(0) = 〈W, σ˙(θ)〉 , φt(0) = DW (e2, e1).
(2.16)
It follows from (2.15) and (2.16) that
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Proposition 2.1 Let (M,g) be of constant curvature κ. Let Ω ⊂ M be an open set
and let o ∈ Ω. For W ∈ KF(Ω, T ), we have
W = 〈W (o), σ(θ)〉T + (af + ft 〈W (o), σ˙(θ)〉)E (2.17)
for x in a neighborhood of o, where f is given by (2.10) and a = DW (e2, e1).
Let M be a sphere with curvature κ > 0. Let W ∈ KF(M,T ). Then f = 1√
κ
sin
√
κt
for t ∈ (0, pi√
pi
) and the formula (2.17) holds true for all x ∈ expoΣ(o). It is easy to check
that W , given by (2.17), is C∞ at expoC(o), which is the antipodal point of o. Then
dim KF (M,T ) = 3.
It follows Theorem 2.1 that
Corollary 2.1 Let M ⊂ IR3 be a closed sphere of constant curvature κ > 0 and let
Ω ⊂M be an open set. Then
dimH1kf (Ω, T ) = 3.
Let o ∈ Ω be given. Ω is said to be star-shaped with respect to o if for any x ∈ Ω
there is a shortest geodesic contained in Ω connecting x and o. Since for any W (o) ∈Mo
and a number a = DW (e2, e1) given, the problems (2.15) and (2.16) have solutions for all
x ∈ expo Σ(o), it follows that
Corollary 2.2 Let M ⊂ IR3 be a surface with zero curvature. Let Ω ⊂ M be star-
shaped with respect to o ∈ Ω and
Ω ⊂ expo Σ(o). (2.18)
Then
dimH1kf (Ω, T ) = 3. (2.19)
Remark 2.2 The condition (2.18) is necessary for the equation (2.19). This is because
a vector field W , which is given by (2.17), can not guarantee W is C∞ on Ω ∩ expoC(o),
see Example 2.1 below.
Example 2.1 Consider a cylinder
M = { (x, z) | x = (x1, x2) ∈ IR2, |x| = 1, z ∈ IR }.
Let b > 0 and let
Ω = { (x, z) | |x| = 1, |z| < b }.
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Let o = (1, 0, 0). Then
Ω ∩ expo C(o) = { (−1, 0, z) | |z| < b }, f(t, θ) = t,
and the vector field
W = tE
is not well defined on Ω ∩ expo C(o). In this case, it is easy to check that
dimH1kf (Ω, T ) = 2.
In particular,
dim KF (M,T ) = 2.
Lemma 2.1 Let κ be the Gaussian curvature function of M and let W be a Killing
field on Ω. Then
〈∇κ,W 〉 = 0 for x ∈ Ω, (2.20)
D2κ(∇κ,W ) = 0 for x ∈ Ω. (2.21)
Proof Let o ∈ Ω be given. We have
κθt = (f 〈∇κ,E〉)t = ft 〈∇κ,E〉+ fD2κ(E,T ),
which gives
κθt(0) = 〈∇κ, σ˙(θ)〉 .
Let ϕ and φ be given by (2.15) and (2.16), respectively. Using the equations (2.10)
and (2.16) and the third equation in (2.14), we obtain
0 = φ
(3)
θ (0) + f
(4)(0)ϕ(0) = −κθt(0)φ(0) − κt(0)φθ(0)− κ(0)φθt(0)− 2κt(0)ϕ(0)
= −〈∇κ,W 〉 (o),
that is, the formula (2.20) is true at o, where the following formula is used
φθ(0) = 〈W, σ¨(θ)〉 = −〈W,σ(θ)〉 ,
φθt(0) = [DW (σ˙(θ), σ(θ))]θ = −DW (σ(θ), σ(θ)) +DW (σ˙(θ), σ˙(θ)) = 0.
Since o ∈ Ω can be any point, the formula (2.20) follows.
Finally using (2.20), we have
0 = ∇κ 〈∇κ,W 〉 = D2κ(∇κ,W ) + 〈∇κ,D∇κW 〉 = D2κ(∇κ,W ). ✷
Let (M,g) be orientable. Let X be a vector field on Ω. We define a vector field QX
on Ω by
QX = 〈X, e2〉 e1 − 〈X, e1〉 e2 for x ∈ Ω, (2.22)
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where e1, e2 is an orthonormal basis ofMx with an positive orientation. It is easy to check
that the vector field QX is well defined.
We have
Theorem 2.2 Let (M,g) be orientated and let κ be the Gaussian curvature function.
Let Ω ⊂M be a connected open set and let
|∇κ| > 0 for x ∈ Ω.
Then
dimH1kf (Ω, T ) = 1 (2.23)
holds true if and only if the following formulas are true
D2κ(∇κ,Q∇κ) = 0 for x ∈ Ω, (2.24)
〈Q∇κ,∇∆κ〉 = 0 for x ∈ Ω, (2.25)
where ∆ is the Laplacian of the metric g. Moreover, W ∈ H1kf (Ω, T ) has a formula
W = ceh0Q∇κ, (2.26)
where c is a constant and h0 is a solution to the problem
∇h = |∇κ|
2∆κ− 2D2κ(∇κ,∇κ)
|∇κ|4 ∇κ. (2.27)
Proof By Lemma 2.1, we look for Killing fields in the form
W = ehQ∇κ, (2.28)
where h is a function on Ω.
Let o ∈ Ω be given. Let e1, e2 be an orthonormal basis of Mo with an positive
orientation. Let σ(θ) be given by (2.8). Then
T = T (t, θ), E = E(t, θ)
forms an orthonormal basis of MF(t,θ) with the positive orientation for F(t, θ) ∈ Ω. For
convenience, we denote
E1 = T, E2 = E,
and
pi = 〈∇p,Ei〉 , pij = D2p(Ei, Ej), pijk = D3p(Ei, Ej , Ek),
for i, j, k = 1, 2, where p is a function on Ω. Then
W = ehκ2E1 − ehκ1E2.
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Using the relations
DE1E1 = DE1E2 = 0, DE2E1 =
ft
f
E2, DE2E2 = −
ft
f
E1,
we obtain {
e−hDE1W = (h1κ2 + κ12)E1 − (h1κ1 + κ11)E2,
e−hDE2W = (h2κ2 + κ22)E1 − (h2κ1 + κ12)E2.
It follows from the above formulas that W is a Killing field if and only if

h1κ2 + κ12 = 0,
h2κ1 + κ12 = 0,
−h1κ1 + h2κ2 + κ22 − κ11 = 0.
(2.29)
Then the formula (2.28) defines a Killing field if and only if there is a solution h to the
problem (2.29).
Now we solve the problem{
h1κ2 + h2κ1 + 2κ12 = 0,
−h1κ1 + h2κ2 + κ22 − κ11 = 0,
(2.30)
to have (
h1
h2
)
= − 1|∇κ|2
(
2κ2κ12 + κ1(κ11 − κ22)
2κ1κ12 − κ2(κ11 − κ22)
)
. (2.31)
It is easy to check that a solution of (2.29) is a solution of (2.31) if and only if the formula
(2.24) holds. Then the formula (2.28) defines a Killing field if and only if the formula
(2.24) holds true and h satisfies the problem (2.31).
Next, let us show that there is a solution to the problem (2.31) if and only if the
formula (2.25) holds true. To this end, we let
X = h1E1 + h2E2,
where (h1, h2)
τ is given by the formula (2.31). We review the vector field X as a 1-form.
It follows from the Poincare lemma that the problem (2.31) has a solution if and only if
dX = 0 for x ∈ Ω,
since Ω is star-shaped with respect to o, where d denotes the exterior differentiation.
We assume that the formula (2.24) holds true to compute dX. By [56], we have
dX = E1 ∧DE1X + E2 ∧DE2X = [E1(h2)− E2(h1) + h2ft/f ]E1 ∧ E2.
Using (2.29) and (2.31), we obtain
E2(h1)κ
2
2 = κ12κ22 − κ2κ122 + [h2|∇κ|2 + κ1κ12]ft/f, (2.32)
11
E2(h1)(κ
2
2 − κ21) = 2h1κ1κ12 + κ12(κ11 + κ22) + κ1(κ112 − κ222)
+κ2(κ11 − κ22)ft/f. (2.33)
It follows from (2.32), (2.33), and (2.31) that
E2(h1)|∇κ|2 = −2h1κ1κ12 − κ12(κ11 − κ22)− 2κ2κ122
−κ1(κ112 − κ222) + h2|∇κ|2ft/f. (2.34)
Similarly, we have
E1(h2)|∇κ|2 = −2h2κ2κ12 + κ12(κ11 − κ22)− 2κ1κ121 + κ2(κ111 − κ221). (2.35)
From (2.34), (2.35), and (2.30), we obtain
[E1(h2)− E2(h1) + h2ft/f ]|∇κ|2
= 2κ12[h1κ1 − h2κ2 + κ11 − κ22]− κ1(κ112 + κ222) + κ2(κ111 + κ221)
= 〈Q∇κ,∇∆κ〉 , (2.36)
where the following formulas have been used
κ121 = κ112 + κ2κ, κ122 = κ212 = κ221 + κ1κ,
E2(∆κ) = κ112 + κ222 + 2(κ12 − κ12)ft/f = κ112 + κ222, E1(∆κ) = κ111 + κ221.
To complete the proof, it remains to show that the formula (2.31) is the same as (2.27).
Let
X = [2κ2κ12 + κ1(κ11 − κ22)]E1 + [2κ1κ12 − κ2(κ11 − κ22]E2.
Since 〈X,Q∇κ〉 = 2D2κ(∇κ,Q∇κ) = 0, we have
X =
〈X,∇κ〉
|∇κ|2 ∇κ.
A simple computations shows that
〈X,∇κ〉 = 2D2κ(∇κ,∇κ) − |∇κ|2∆κ,
which completes the proof. ✷
It follows from Lemma 2.1 and Theorem 2.2 that
Theorem 2.3 If the Gaussian curvature function κ is not constant on Ω, Then
dimH1kf (Ω, T ) ≤ 1.
Moreover, if there is a point o ∈ Ω such that
[〈Q∇κ,∇∆κ〉]2 + [D2κ(∇κ,Q∇κ)]2 > 0 at o,
then H1kf (Ω, T ) = {0}.
12
3 Infinitesimal Isometries
We shall give some characteristic conditions on a function w for which there exists a
vector field W such that V =W + wN is to be an infinitesimal isometry (Theorem 3.1).
Let M be a surface with the induced metric g from IR3. Let N be the unit normal
field of M . Let Π be the second fundamental form of M . Let Ω ⊂ M be an open set.
For w ∈ H1is (Ω), there exists a unique vector field W on Ω, which is perpendicular to
H1kf (Ω, T ) in H
1(Ω, T ), such that (W,w) is to be an infinitesimal isometry on Ω, that
satisfies
DW (X,X) + wΠ(X,X) = 0 for X ∈Mx, x ∈ Ω, (3.1)
where D is the Levi-Civita connection of the induced metric g.
Let o ∈ Ω be such that Ω is star-shaped with respect to o. Let the frame field T and
E be given in (2.11). Let
W = ϕ(t, θ)T + φ(t, θ)E for x = F(t, θ) ∈ Ω ∩ expoΣ(o),
where ϕ = 〈W,T 〉 and φ = 〈W,E〉 . In the sequel all our computations are made on the
region Ω ∩ expoΣ(o).
Similar to (2.14), the relation (3.1) is equivalent to

ϕt + wΠ(T, T ) = 0,
fφt − ftφ+ ϕθ + 2fwΠ(T,E) = 0,
φθ + ftϕ+ fwΠ(E,E) = 0,
ϕ(0) = 〈W,σ(θ)〉 , φ(0) = 〈W, σ˙(θ)〉 .
(3.2)
Let ϕ solve the first equation in (3.2) with the initial data ϕ(0) = 〈W,σ(θ)〉 . Then
ϕ = 〈W0, σ(θ)〉 −
∫ t
0
wΠ11ds. (3.3)
As in (2.16), a similar computation shows that φ solves the second equation in (3.2) if and
only if it satisfies {
φtt + κφ = P (w),
φ(0) = 〈W, σ˙(θ)〉 , (3.4)
where
P (w) = −2w1Π12 + w2Π11 − wΠ121 for x ∈ Ω, (3.5)
w1 = 〈Dw,T 〉 , w2 = 〈DW,E〉 , Π12 = Π(T,E), Π121 = DΠ(T,E, T ),
etc. Furthermore, differentiating the third equation in (3.2) with respect to the variable t
and using the first equation of (3.2) yield
0 = φtθ + fttϕ+ ft[wΠ(E,E) − wΠ(T, T )] + f [wΠ(E,E)]t for t > 0. (3.6)
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Letting t→ 0 in (3.6), we obtain another initial data for the problem (3.4)
φt(0) = −w(o)Π(σ(θ), σ˙(θ)). (3.7)
Let k be an integer. Let T k(M) be all tensor fields of rank k on M . Let
RXY : T
k(M)→ T k(M)
be the curvature operator where X, Y ∈ X (M) are vector fields. For K ∈ T k(M), We
have the following formulas, called the Ricci identities,
D2K(· · · ,X, Y ) = D2K(· · · , Y,X) + (RXYK)(· · · ). (3.8)
The above formulas are very useful when we have to exchange the order of the covariant
differentials of a tensor field.
We seek some conditions on w such that the problem (3.1) has a vector field solution
W .
Lemma 3.1 Let M be orientable. Let (W,w) be an infinitesimal isometry of Ω. Then〈
D2w,Q∗Π
〉
+ wκ tr Π = 〈∇κ,W 〉 for x ∈ Ω, (3.9)
where Q is defined by (2.22), κ is the Gaussian curvature function, and ∇, tr are the
gradient, the trace of the induced metric of M , respectively.
Proof Let o ∈ Ω be any point. Then there is ε > 0 such that the geodesic ball
centered at o with the radius ε is contained in Ω. Therefore, the systems (3.2) and (3.4)
make sense for (t, θ) ∈ [0, ε) × [0, 2pi).
From (3.4) and using the symmetry of DΠ, we have
φttθ + κθφ+ κφθ = −2(w1Π12)θ + (w2Π11)θ − (wΠ121)θ
= −2f(w12Π12 + w1Π122)− 2ft[w2Π12 + w1(Π22 −Π11)]
+f(w22Π11 + w2Π112) + ft(2w2Π12 − w1Π11)
−f(w2Π121 + wΠ1212)− ftw(2Π221 −Π111)
= f(w22Π11 − 2w12Π12 − 2w1Π122 − wΠ1212)
+ft[w1(Π11 − 2Π22) + w(Π111 − 2Π221)], (3.10)
which yields
φ
(3)
θ (0) = w22Π11 − 2w12Π12 − 2w1Π122 − wΠ1212
+[w1(Π11 − 2Π22) +w(Π111 − 2Π221)]′(0)
−κ′θφ(0)− κ′φθ(0) − κφ′θ(0)
= w11(Π11 − 2Π22) + w22Π11 − 2w12Π12 + 2w1(Π111 − 3Π221)
+w[Π1111 − 3Π2211 + 2κ(Π22 −Π11)]
−〈∇κ, σ˙(θ)〉 〈W, σ˙(θ)〉+ 〈∇κ, σ(θ)〉 〈W,σ(θ)〉 , (3.11)
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where the following formulas have been used
Π1212 = Π2211 +RTED
2Π(T,E) = Π2211 + κ(Π11 −Π22) (by (3.8)),
φ′θ(0) = wκ(Π11 −Π22).
On the other hand, using the equation (2.10) and the first equation in (3.2), we obtain
(ftϕ)
(3)(0) = [f (4)ϕ+ 3f (3)ϕ′ + 3f ′′ϕ′′ + f ′ϕ(3)](0)
= −2κ′ϕ(0) − 3κ(0)ϕ′(0) + ϕ(3)(0)
= −2 〈∇κ, σ(θ)〉 〈W,σ(θ)〉 − w11Π11 − 2w1Π111
+w(3κΠ11 −Π1111) at o. (3.12)
Moreover, we have
(fwΠ22)
(3)(0) = f (3)(0)w(o)Π22(o) + 3(wΠ22)
′′(0)
= 3w11Π22 + 6w1Π221 + w(3Π2211 − κΠ22) at o. (3.13)
Finally, using the third equation in (3.2), we obtain from (3.11)-(3.13)
0 = (φθ + ftϕ+ fwΠ22)
(3)(0)
= w11Π22 − 2w12Π12 +w22Π11 + wκ(Π11 +Π22)
−〈∇κ, σ˙(θ)〉 〈W, σ˙(θ)〉 − 〈∇κ, σ(θ)〉 〈W,σ(θ)〉
=
〈
D2w,Q∗Π
〉
+ wκ tr Π− 〈∇κ,W 〉 at o.
✷
Let s ≥ 0 be given. Let Φ0(t) and Φ(t, s) solve the problem{
Φ0tt(t) + κ(t)Φ0(t) = 0 for t ≥ 0,
Φ0(0) = 1, Φ0t(0) = 0,
(3.14)
and {
Φtt(t, s) + κ(t)Φ(t, s) = 0 for t ≥ s,
Φ(s, s) = 0, Φt(s, s) = 1,
(3.15)
respectively. Note that
Φ(t, 0) = f.
Let w be a function on Ω and Wo ∈Mo. Let
φ = Φ0(t) 〈Wo, σ˙(θ)〉 − w(o)Π(σ˙(θ), σ(θ))f +
∫ t
0
Φ(t, s)P (w)(s)ds, (3.16)
where P (w) is given by (3.5). Then φ solves the problem (3.4) and (3.7).
We have
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Theorem 3.1 Let M be orientable and let Ω be star-shaped with respect to a point
o ∈ Ω. Then w ∈ H1is (Ω) if and only if it is in the form of
w = u(x) + 〈Wo, N〉 (x) for x ∈ Ω ∩ expo Σ(o), (3.17)
where Wo ∈Mo is a constant vector and u is a solution to the problem
Aou+ u(o)Π(σ(θ), σ˙(θ))κ2f = 0 for x ∈ Ω ∩ expoΣ(o), (3.18)
where
Aou =
〈
D2u,Q∗Π
〉
+ uκ trΠ + κ1
∫ t
0
uΠ11ds− κ2
∫ t
0
Φ(t, s)P (u)(s)ds. (3.19)
Remark 3.1 Since Ω is star-shaped with respect to o, a simply computation shows
that
|u(o)| ≤ C(‖u‖H1(Ω) + ‖u‖L2(Γ)) for u ∈ H1(Ω). (3.20)
Then the second term in the left hand side of (3.18) makes sense for u ∈ H1(Ω).
Remark 3.2 As a constant vector Mo on Ω, or a translation displacement of Ω,
(W˜o, 〈WoN〉) is a trivial infinitesimal isometry where Wo = W˜o + 〈Wo, N〉N. Then a
solution u to the problem (3.18) is itself in H1is (Ω).
Remark 3.3 The formula (3.17) depends on the choice of the point o ∈ Ω. If the point
o can be chosen to be an umbilical point of M ([19]), then κ(o) ≥ 0 and
Π(o) =
√
κ(o)g,
which yields
Π(o)(σ(θ), σ˙(θ)) = 0 for θ ∈ (0, 2pi].
In this case the equation (3.18) becomes
Aou = 0 for x ∈ Ω. (3.21)
Another case for which (3.21) holds true is that o ∈ Ω can be chosen such that
κ2 = 0 for x ∈ Ω. (3.22)
Proof of Theorem 4.1 Necessity Let w ∈ H1is (Ω). Let a vector fieldW⊥H1kf (Ω, T )
be such that (W,w) is an infinitesimal isometry. Let
W (o) = Wˆ (o) + 〈W (o), N〉N for x ∈ Ω.
Let
U =W − Wˆ (o), u = w − 〈W (o), N〉 for x ∈ Ω.
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Then (U, u) is an infinitesimal isometry field with U(o) = 0. Using the formulas (3.3) and
(3.16) in the formula (3.9) where (W,w) is replaced by (U, u), we have the formula (3.19)
for u.
Sufficiency Let u solve the problem (3.18). It will suffice to prove that there is a
vector field U ∈ X (Ω) such that (U, u) is an infinitesimal isometry. We define
U = ϕT + φE for x ∈ Ω ∩ expoΣ(o),
where
ϕ = −
∫ t
0
uΠ11ds, φ = −u(o)Π(σ˙(θ), σ(θ))f +
∫ t
0
Φ(t, s)P (u)ds. (3.23)
Then the equation (3.18) means that〈
D2u,Q∗Π
〉
+ uκ tr Π = 〈∇κ,U〉 for x ∈ Ω ∩ expoΣ(o). (3.24)
Clearly, ϕ and φ satisfy the first equation and the second equation in (3.2). To complete
the proof, it remains to show that ϕ and φ, given by (3.23), solve the third equation in
(3.2). For this end, we let
η = φθ + ftϕ+ fuΠ22 for x ∈ Ω ∩ expoΣ(o).
Using (2.10), (3.10), and (3.24), we compute
η′′ = φ′′θ + f
(3)ϕ+ 2f ′′ϕ′ + f ′ϕ′′ + f(uΠ22)′′ + 2f ′(uΠ22)′ + f ′′uΠ22
= φ′′θ − (fκ′ + f ′κ)ϕ− 2fκϕ′ + f ′ϕ′′ + f(uΠ22)′′ + 2f ′(uΠ22)′ − fκuΠ22
= φ′′θ + f [(uΠ22)
′′ − κuΠ22 − 2κϕ′ − κ′ϕ] + f ′[2(uΠ22)′ − κϕ+ ϕ′′]
= −(κθφ+ κφθ + fκ′ϕ+ f ′κϕ)
+f [(uΠ22)
′′ − κuΠ22 − 2κϕ′] + f ′[2(uΠ22)′ + ϕ′′]
+f [u22Π11 − 2u12Π12 − 2u1Π122 − uΠ1122]
+f ′[u1(Π11 − 2Π22) + u(Π111 − 2Π122)]
= −[f 〈∇κ,U〉+ κ(φθ + f ′ϕ+ fuΠ22)] + f(
〈
D2u,Q∗Π
〉
+ uκ trΠ)
+f ′(u1Π11 + uΠ111 + ϕ′′)
= f(
〈
D2u,Q∗Π
〉
+ uκ trΠ− 〈∇κ,U〉)− κη + f ′(uΠ11 + ϕ′)′
= −κη, (3.25)
where the following formula has been used
RE1E2Π(E1, E2) = κ(Π11 −Π22)(by (3.8)).
Moreover, we have the initial data
η(0) = φθ(0) + ϕ(0) = 0, η
′(0) = φ′θ(0) + ϕ
′(0) + u(o)Π22(o) = 0,
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which imply by the equation (3.25) that (U, u) is an infinitesimal isometry. ✷
If surface M is given as a graph, an infinitesimal isometry function w ∈ H1is (Ω) can
be written as an explicit formula in the Cartesian orthogonal coordinate system. Let
M = { (x, h(x)) |x = (x1, x2) ∈ IR2 }, (3.26)
where h is a smooth function on IR2. Let
V (p) = (u1, u2, u) for p ∈M. (3.27)
We then have
Theorem 3.2 ([1], [47], [48], [52]) Let Ω˜ ⊂ IR2 be a star-shaped with respect to a point
o˜ ∈ Ω˜. Then there are functions u1, u2 such that V is an infinitesimal isometry on
Ω = { (x, h(x)) |x ∈ Ω˜ }
if and only if u solves the problem
d˜ivA(x)∇˜u = 0 for x ∈ Ω˜, (3.28)
where d˜iv and ∇˜ are the divergence and gradient of IR2 in the Euclidean metric, respec-
tively, and
A(x) =
(
hx2x2 −hx1x2
−hx1x2 hx1x1
)
for x ∈ Ω˜. (3.29)
Based on Theorem 3.2, we shall work out a formula for w as follows.
It follows from (3.26) that
Mp = { (α,α(h)) |α = (α1, α2) ∈ IR2 } for p = (x, h(x)) ∈M.
Moreover,
N = η(∇˜h,−1), η = 1√
1 + |∇˜h|2
,
Π((α,α(h)), (β, β(h))) = ηD˜2h(α, β) for (α,α(h)), (β, β(h)) ∈Mp, (3.30)
κ(p) = η4(hx1x1hx2x2 − h2x1x2) for p ∈M,
where D˜2h is the Hessian of h in the Euclidean metric of IR2.
Let o = (0, 0, 0). Consider the polar coordinates (t, θ) in the induced metric g of M
initiating from o. Consider a 1-parameter family of geodesics given by
F(t, θ) = expo tσ(θ),
18
where
σ(θ) =
cos θ√
1 + h2x1
(1, 0, hx1) +
sin θ√
(1 + h2x1)(1 + |D˜h|2)
(−hx1hx2 , 1 + h2x1 , hx2). (3.31)
Let
F(t, θ) = (r(t), h(r(t))),
where r(t) = (r1(t), r2(t)) is a curve in IR
2. Then(
r¨, D˜2h(r˙, r˙) +
〈
D˜h, r¨
〉)
= D˜F˙ F˙ = DF˙ F˙ −Π(F˙ , F˙)N = −Π(r˙, r˙)N,
which yields
r¨(t) + η2D˜2h(r˙(t), r˙(t))D˜h = 0 for t > 0, (3.32)
with the initial data
r(0) = 0, r˙(0) = σ(θ). (3.33)
Set
Xi(t, s) = D˜r˙(s)[(ri(s)− ri(t))Q∇˜h(s)] for x = r(t) ∈ R2, i = 1, 2, (3.34)
where Q∇˜h = (hx2 ,−hx1).
Theorem 3.3 Let M be given by (3.26) and let w ∈ H1is (Ω) be given. Then there is
a solution u to the problem (3.28) such that
w/η =
〈
Z, D˜h
〉
+ hx1(x)
∫ t
0
[X2(t, s)(u) − ux1 r˙(h)]ds
−hx2(x)
∫ t
0
[X1(t, s)(u) + ux2 r˙(h)]ds − u(x) for x = r(t) ∈ R2, (3.35)
where Z ∈ IR2 is a constant vector.
Proof Since w ∈ H1is (Ω), there is a unique displacement field V = (u1, u2, u) in IR3
such that
w = 〈V,N〉 ,
〈
D˜XV,X
〉
= 0 for X ∈Mx, x ∈ Ω.
By Theorem 3.2, the third component u of V solves the problem (3.28). We shall obtain
u1 and u2 in terms of u.
By Lemma 3 of Chapter 12 in [52], there is a vector field Y = (ψ1, ψ2, ψ) such that
D˜XV = X × Y for X ∈Mx, x ∈ Ω, (3.36)
where × denotes the exterior product. Letting X = (1, 0, hx1) and X = (0, 1, hx2) in
(3.36), respectively, we obtain
Y = (−ux2 , ux1 , ψ), (3.37)
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u1x1 = −hx1ux1 , u1x2 = ψ − hx2ux1 , u2x1 = −ψ − hx1ux2 , u2x2 = −hx2ux2 . (3.38)
It follows from (3.38) that {
u1 = z1 +
∫ t
0 [ψr˙2 − ux1 r˙(h)]ds,
u2 = z2 −
∫ t
0 [ψr˙1 + ux2 r˙(h)]ds,
(3.39)
where z1 and z2 are constants.
Next, we compute ψ. Since the curvature operator of IR3 in the Euclidean metric is
zero,
−D˜XD˜ZV + D˜ZD˜XV + D˜[X,Z]V = 0 (3.40)
for vector fields X, Z on Ω.
Using the formula (3.36) in the identity (3.40), we obtain
X × D˜ZY = Z × D˜XY.
In particular, taking X = (1, 0, hx1) and Z = (0, 1, hx2), respectively, yield{
ψx1 = −hx1ux1x2 + hx2ux1x1 ,
ψx2 = −hx1ux2x2 + hx2ux1x2 ,
which give
ψ =
〈
∇˜u,Q∇˜h
〉
−
∫ t
0
〈
∇˜u, D˜r˙Q∇˜h
〉
ds. (3.41)
Inserting the formula (3.41) into the formula (3.39), we have{
u1 = z1 +
∫ t
0 [X2(t, s)(u) − ux1 r˙(h)]ds,
u2 = z2 −
∫ t
0 [X1(t, s)(u) + ux2 r˙(h)]ds.
(3.42)
Then the formula (3.35) follows from (3.42). ✷
4 Elliptic Surfaces
LetM be a surface in IR3. M is said to be elliptic if the fundamental form Π is positive
for all x ∈M. Assume thatM be elliptic throughout this section. Then the problem (3.18)
will become an elliptic one (Theorem 4.1).
We introduce another metric on M by
gˆ = Π for x ∈M.
Proposition 4.1 Let M be elliptic. Then for w ∈ C2(M),
κ∆Πw +
1
2κ
Q∗Π(∇κ,∇w) = 〈D2w,Q∗Π〉 for x ∈M, (4.1)
where ∆Π is the Laplacian of the metric gˆ = Π and Q : X (Ω) → X (Ω) is the operator,
given by (2.22).
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Proof Let o ∈M be fixed. Consider the polar coordinates in the induced metric g
∂t = T, ∂θ = fE.
Note that the above (∂t, ∂θ) is no longer the polar coordinates in the metric gˆ = Π.
In the coordinate system (∂t, ∂θ), we have
gˆ = gˆ11dt
2 + gˆ12(dtdθ + dθdt) + gˆ22dθ
2,
Gˆ =
(
gˆij
)
=
(
Π11 fΠ12
fΠ12 f
2Π22
)
, det Gˆ = κf2, Gˆ−1 =
1
κf2
(
f2Π22 −fΠ12
−fΠ12 Π11
)
.
Moreover,
wtθ = fw12 + f
′w2, wθθ = f2w22 − ff ′w1 + fθw2.
Using those formulas, we obtain
κ∆Πw =
κ√
κf
[(
√
κf
Π22
κ
wt)t − (
√
κf
Π12
κf
wt)θ − (
√
κf
Π12
κf
wθ)t + (
√
κf
Π11
κf2
wθ)θ]
=
〈
D2w,Q∗Π
〉
+ {
√
κ
f
[(
fΠ22√
κ
)t − (Π12√
κ
)θ]−Π11}w1 − 2f
′
f
Π12w2
+{√κ[( Π11√
κf
)θ − (Π12√
κ
)t] +
fθ
f2
Π11}w2
=
〈
D2w,Q∗Π
〉
+
1
2κ
(κ2Π12 − κ1Π22)w1 − 2f
′
f
Π12w2
+[2
f ′
f
Π12 +
1
2κ
(κ1Π12 − κ2Π11)]w2
=
〈
D2w,Q∗Π
〉− 1
2κ
Π(Q∇κ,Q∇w).
✷
Let Ω ⊂M with boundary Γ. Instead of the usual inner product of L2(Ω), we use the
following inner product on L2(Ω)
(w, v)L2
Π
(Ω) =
∫
Ω
wvdgΠ for w, v ∈ L2(Ω).
We denote by L2Π(Ω) the above space.
It is well known that the negative Laplacian operator −∆Π on Ω with the Dirichlet
boundary condition is a positive selfadjoint operator on L2Π(Ω) and
D(∆Π) = H
2(Ω) ∩H10 (Ω).
Moreover, we extend the domain H2(Ω) ∩H10 (Ω) of ∆Π to H10 (Ω) such that
∆Π : H
1
0 (Ω)→ H−1(Ω) (4.2)
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is an isomorphism. We let
Bw = B ow +w(o)κ2
κ
Π(σ(θ), σ˙(θ))f for x ∈ Ω ∩ expoΣ(o), (4.3)
where
B ow = 1
2κ2
Q∗Π(∇κ,∇w) + w tr Π + κ1
κ
∫ t
0
wΠ11ds
−κ2
κ
∫ t
0
Φ(t, s)P (w)(s)ds for x ∈ Ω ∩ expoΣ(o). (4.4)
Remark 4.1 Let o ∈ Ω. Since Ω ∩ expoC(o) is zero mensurable and
Ω = [Ω ∩ expo Σ(o)] ∪ [Ω ∩ expo C(o)],
Bw is defined by (4.3) on Ω almost everywhere.
Consider the operator Ao, defined by (3.19). It follows from (3.19) and (4.1) that
Aow + w(o)κ2Π(σ(θ), σ˙(θ)) = κ(∆Πw + Bw). (4.5)
Since for Wo ∈ Mo, (W˜o, 〈Wo, N〉) is a trivial, smooth infinitesimal isometry where
W0 = W˜o + 〈Wo, N〉N, it follows from Theorem 3.1 and (4.5) that
Theorem 4.1 Let Ω ⊂M be elliptic and star-shaped with respect to o ∈ Ω. Then
H1is (Ω) = { w | w ∈ H1(Ω), ∆Πw + Bw = 0 }. (4.6)
Next, we consider the structure of solutions to the equation ∆Πw+ Bw = 0 in H1(Ω).
Since ∆−1Π w ∈ H10 (Ω) for w ∈ H−1(Ω), we have the following estimates
‖B o∆−1Π w‖H−1(Ω) ≤ C‖∆−1Π w‖L2
Π
(Ω) ≤ C‖∆−1Π w‖H10 (Ω) ≤ C‖w‖H−1(Ω) for w ∈ L
2(Ω),
which yield
Lemma 4.1 The operator B o∆−1Π : H−1(Ω)→ H−1(Ω) is a compact operator.
Consider the operator ∆Π+ B with the domain D(∆Π+ B ) = H10 (Ω). Denote by B ∗
the adjoint operator of B with respect to the inner product of L2Π(Ω). Then
B ∗ = B ∗o +
(κ2
κ
[Π(σ(θ), σ˙(θ))f ], ·
)
L2
Π
(Ω)
δ(o), (4.7)
where δ(o) ∈ H−1(Ω) is the Dirac function at o and
D(∆Π + B ∗) = H10 (Ω).
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Let
V 0(Ω) = {ϕ |ϕ ∈ H10 (Ω), ∆Πϕ+ B ϕ = 0 }, (4.8)
V 0∗(Ω) = {ϕ |ϕ ∈ H10 (Ω), ∆Πϕ+ B ∗ϕ = 0 }, (4.9)
V 0∗(Γ) = {ϕν |ϕ ∈ V 0∗(Ω) }. (4.10)
It follows from Lemma 4.1 and the formula (4.7) that
∆−1Π B ∗ = (B o∆−1Π )∗ +
(κ2
κ
[Π(σ(θ), σ˙(θ))f ], ·
)
L2
Π
(Ω)
∆−1Π δ(o) :
L2Π(Ω) → L2Π(Ω) is a compact operator. Then V 0(Ω) and V 0(Γ) are subspaces of finite
dimension.
We discompose H1is (Ω) as a direct sum in H
1(Ω) as
H1is (Ω) = V 0(Ω)⊕ V ⊥0 (Ω). (4.11)
We have
Theorem 4.2 Let V 0∗(Ω) = { 0 }. Then w ∈ V ⊥0 (Ω) if and only if there is a unique
ψ ∈ H1/2(Γ) such that
w = w0 −∆−1Π (I + B∆−1Π )−1 Bw0, (4.12)
where w0 ∈ H1(Ω) is the unique solution to the problem{
∆Πw0 = 0 for x ∈ Ω,
w0 = ψ for x ∈ Γ.
(4.13)
If V 0∗(Ω) 6= { 0 }, then w ∈ V ⊥0 (Ω) if and only if there is a unique ψ ∈ H1/2(Γ)
satisfying
(ψ,ϕν)L2
Π
(Γ) = 0 for all ϕ ∈ V 0∗(Ω), (4.14)
such that (4.13) and (4.12) hold.
Proof By Theorem 3.1, what we are looking for is a solution w ∈ H1is (Ω) to the
problem {
∆Πw + Bw = 0 for x ∈ Ω,
w = ψ for x ∈ Γ. (4.15)
Let w0 ∈ H1(Ω) be the solution to the problem (4.13) and let v = w − w0. Then the
problem (4.15) is equivalent to solve
∆Πv + B v = −Bw0 for some v ∈ H10 (Ω). (4.16)
Let u = ∆Πv. Then the problem (4.16) is the same to the problem
u+ B∆−1Π u = −Bw0. (4.17)
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By the Fredholm theorem ([30]), the problem (4.17) is solvable if and only if
(Bw0, ϕ)L2
Π
(Ω) = 0 (4.18)
for all ϕ ∈ V where
V = {ϕ ∈ L2Π(Ω) |ϕ+ (B∆−1Π )∗ϕ = 0 }. (4.19)
It is easy to check that
V = V 0∗(Ω) = {ϕ ∈ H10 (Ω) |∆Πϕ+ B ∗ϕ = 0 }.
Clearly, if V 0∗(Ω) = { 0 }, the claim is true. We assume that V 0∗(Ω) 6= { 0 }. Let
ψ ∈ H1/2(Γ) be such that (4.14) is true. Then it follows from (4.14) that
(Bw0, ϕ)L2
Π
(Ω) = (w0, B ∗ϕ)L2
Π
(Ω) = −(w0,∆Πϕ)L2
Π
(Ω) = −(ψ,ϕν)L2
Π
(Γ) = 0,
for all ϕ ∈ V 0∗(Ω). Then the problem (4.15) has a solution w, given by (4.12). Moreover,
a simply computation shows that if w is a solution to the problem (4.15), then the condi-
tions (4.14) hold. Then the proof is complete. ✷
If Ω is of constant curvature, it follows from the formulas (4.3) and (4.4) that
Bw = 1
2κ2
Q∗Π(∇κ,∇w) + w tr Π.
We then have Bw ∈ C∞(Ω) whenever w ∈ C∞(Ω). Let Ω be star-shaped respect to
o and be not of constant curvature. Consider a solution w0 to the problem (4.13). If
ψ ∈ C∞(Γ), then w0 ∈ C∞(Ω). Furthermore, by the formula (4.3), Bw0 is C∞ on
Ω ∩ expoΣ(o). Therefore from the formula (4.12), w is also C∞ on Ω ∩ expoΣ(o). Since
C∞(Γ) is dense in H1/2(Γ), the ellipticity of the operator ∆Π implies the following density
result.
Theorem 4.3 Let Ω ⊂ M be elliptic which is star-shaped with respect to o ∈ Ω.
Moreover, suppose that one of the following assumptions holds true: Ω is of constant
curvature, or
Ω ⊂ expo Σ(o). (4.20)
Then the strong H1(Ω) closure of
H1ib (Ω) ∩C∞(Ω)
agrees with H1ib (Ω).
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Remark 4.2 Let Ω be bounded and be not of constant curvature. If Ω∩expoC(o) 6= ∅,
we only have
B u ∈ L2(Ω)
when u ∈ C∞(Ω) where the operator B is defined by (4.3). A condition like (4.20) is
necessary for the above density result. An interesting example is given by [14] (see [34]
or [52]), where Ω is a closed smooth surface of non-negative curvature for which C∞
infinitesimal isometries consist only of trivial fields, whereas there exist non-trivial C2
infinitesimal isometries. Therefore H1is (Ω)∩C∞(Ω) is not dense in H1is (Ω) for this surface.
By Theorem 4.4, if V 0(Ω) = { 0 }, an infinitesimal isometry function w ∈ H1is (Ω) is
completely given by its boundary trace w ∈ H1/2(Γ). However, in general V 0(Ω) 6= { 0 }
even for a spherical cap, see Theorem 4.6 later. Next, we consider several cases for which
the relations V 0(Ω) = { 0 } hold. This problem closely relates to the first eigenvalue of
−∆Π with the Dirichlet boundary condition. Let λ1 be the first positive eigenvalue of
−∆Π on L2Π(Ω).
Let κΠ be the curvature function of M in the metric gΠ = Π. Let ρΠ = ρΠ(x, o) be the
distance function from x ∈M to o ∈M in the metric gΠ = Π. For a > 0, let
µ(a) = sup
ρΠ≤a
κΠ.
Then µ(a) is an increasing function in a ∈ [0,∞). Let a0 > 0 be given by
µ(a0)a
2
0 =
pi
2
.
Lemma 4.2 Assume that there is 0 < a < a0 such that
Ω ⊂ {x |x ∈M, ρΠ(x) < a }.
Then
λ1 ≥ 1
4
µ(a) ctg 2
√
µ(a)a (4.21)
Proof The Laplace operator comparison theorem yields
∆ΠρΠ ≥
√
µ(a) ctg
√
µ(a)a > 0 for x ∈M, ρΠ < a. (4.22)
Let O ⊂⊂ Ω be an open set with a boundary ∂O. It follows from (4.22) that
Vol (∂O) =
∫
∂O
1dΓ ≥
∫
∂O
〈∇ρ, ν〉Π dΓΠ =
∫
O
∆ΠρΠdgΠ
≥
√
µ(a) ctg
√
µ(a)aVol (O).
Then the estimate (4.21) follows from the Cheeger theorem ([51]). ✷
We have
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Theorem 4.4 There is a > 0 such that, if
Ω ⊂ {x |x ∈M, ρΠ(x) < a },
then
V 0(Ω) = { 0 },
where V 0(Ω) is given by (4.8).
Proof For w ∈ H2(Ω) ∩H10 (Ω), using the estimate (4.21), we have
−(w, ∆Πw + B ∗w)L2
Π
(Ω) = −(∆Πw + Bw, w)L2
Π
(Ω) = ‖|∇Πw|‖2L2
Π
(Ω) − (Bw,w)L2Π(Ω)
≥ 1
2
‖|∇Πw|‖2L2
Π
(Ω) − C‖w‖2L2
Π
(Ω)
≥ [1
8
µ(a) ctg 2
√
µ(a)a− C]‖w‖2L2
Π
(Ω).
The proof is complete. ✷
A Elliptic Surface of Revolution Let h be a smooth function on [0, b) with h(0) = 0
such that
1
s
h′′(s)h′(s) > 0 for s ∈ [0, b). (4.23)
Let
M = { (x, h(|x|)) |x = (x1, x2) ∈ IR2, |x| < b }. (4.24)
We have
Theorem 4.5 Let o = (0, h(0)) and let Ω ⊂ M be a bounded open set which is star-
shaped with respect to o. Then
V 0(Ω) = { 0 }, (4.25)
where V 0(Ω) is given by (4.8).
Proof We shall do a careful computation by the formula (3.35). For this end, we
make some preparations.
By the formula (3.31), we have
σ(θ) = (cos θ, sin θ).
Let X, Y be vector fields on IR2. Then
D˜2h(X,Y ) = [h′′(|x|) − h
′(|x|)
|x| ]
〈X,x〉 〈Y, x〉
|x|2 +
h′(|x|)
|x| 〈X,Y 〉 . (4.26)
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We look for a solution to the problem (3.32)-(3.33) in a form of r(t) = α(t)σ(θ) where
α(t) > 0 for t > 0 It is easy to check from (4.26) that such α(t) is a positive solution to
the problem {
α′′(t) + η2(α(t)σ(θ))h′′(α(t))h′(α(t))α′2(t) = 0 for t > 0,
α(0) = 0, α′(0) = 1.
(4.27)
Moreover, the solution α(t) to the problem (4.27) is actually the solution to the problem

α′(t) =
1√
1 + h′2(α(t))
for t > 0,
α(0) = 0.
(4.28)
Furthermore, a simple computation shows that α(t) is also the solution to the problem
(2.10). Then
α(t) = f(t), F(t, θ) =
(
r(t), h(r(t))
)
=
(
f(t)σ(θ), h(f(t))
)
for t ≥ 0.
We obtain
T = D˜∂tF = f ′(t)
(
σ(θ), h′(f(t))
)
, E =
1
f
D˜∂θF =
(
σ˙(θ), 0
)
. (4.29)
We shall prove that the problem{
∆Πw + Bw = 0 for x ∈ Ω,
w = 0 for x ∈ Γ, (4.30)
has the unique zero solution. Let w be a solution to the problem (4.30). By the proof of
Theorem 3.1, (W,w) is an infinitesimal isometry, where
W = ϕT + φE,
ϕ = −
∫ t
0
wΠ11ds, φ = −w(o)Π(σ˙(θ), σ(θ))f +
∫ t
0
Φ(t, s)P (w)ds.
Then
W (o) = 0. (4.31)
Let
W + wN = (u1, u2, u),
where u is a solution to the problem (3.28) and u1, u2 are given by (3.42). Since N(o) =
(0, 0, 1), it follows from (4.31) that
u1(o) = 0, u2(o) = 0, u(o) = w(o).
By (3.42), we have
z1 = z2 = 0.
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Moreover, using (3.35), we obtain
w/η = h′(f(t)) cos θ
∫ t
0
X2(t, s)(u)ds − h′(f(t)) sin θ
∫ t
0
X1(t, s)(u)ds
−[1 + h′2(f(t))]u(x) + h′(f(t))
∫ t
0
u(r(s))h′′(f(s))f ′(s)ds, (4.32)
where Xi are given by (3.34). On the other, a simple computation shows that
cos θX2(t, s)(u) = −{h′(f(s)) + [f(s)− f(t)]h′′(f(s))]f
′(s)
f(s)
uθ cos θ sin θ
= sin θX1(t, s)(u). (4.33)
It follows from (4.32) and (4.33) that
wη = η2h′(f)
∫ t
0
u(r(s))h′′(f(s))f ′(s)ds − u(x) for x = r(t) ∈ Ω. (4.34)
We now apply the maximum principle to the elliptic problem (3.28) to know that there
is x0 ∈ Γ such that
u(x0) = sup
x∈Ω
u(x).
We may assume that u(x0) ≥ 0. Otherwise, we consider −u. Let r(t0) = x0. Then the
formula (4.34) yields
u(x0) = η
2h′(f)
∫ t0
0
u(r(s))h′′(f(s))f ′(s)ds ≤ u(x0) h
′2(f(t0))
1 + h′2(f(t0))
,
which gives u(x0) = 0. Next, we consider −u and have infx∈Ω u = 0. Then u ≡ 0 on Ω.
Finally, we obtain w ≡ 0 on Ω by (4.34). ✷
A Spherical Cap Let M be a sphere of constant curvature κ > 0 with the induced
metric g from IR3. Then the second fundamental form of M is given by
Π =
√
κg. (4.35)
Then √
κ∆Πw = ∆w, Bw = 2
√
κw,
where ∆ is the Laplacian of M in the induced metric g from IR3.
Let o ∈M be given. Let ρ(x) = ρ(x, o) be the distance from x ∈M to o in the induced
metric g of M . Set
Ω(a) = {x |x ∈M, ρ(x) < a } for 0 < a ≤ pi√
κ
.
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Then for 0 < a <
pi√
κ
, Ω(a) is a spherical cap with a nonempty smooth boundary
Γ(a) = {x |x ∈M, ρ(x) = a }.
It follows Theorem 4.1 that w ∈ H1ib (Ω(a)) if and only if w satisfies the problem
∆w + 2κw = 0 for x ∈ Ω(a). (4.36)
Moreover,
V 0(Ω(a)) = V 0∗(Ω(a)) = {ϕ |∆ϕ + 2κϕ = 0, ϕ|Γ(a) = 0 }.
We have
Theorem 4.6 

V 0(Ω(a)) = { 0 } for 0 < a < pi
2
√
κ
,
V 0(Ω(a)) 6= { 0 } for pi
2
√
κ
≤ a ≤ pi√
κ
.
(4.37)
Proof Let λ1(a) be the first positive eigenvalue of −∆ on Ω(a) with the Dirichlet
boundary condition on Γ(a). By [11], [42], the first positive eigenvalue of −∆ of the
sphere M without boundary is 2κ. Since C∞0 (Ω(a1)) ⊂ C∞0 (Ω(a2)) ⊂ C∞0 (M) for all
0 < a1 ≤ a2 ≤ pi√κ , then H10 (Ω(a1)) ⊂ H10 (Ω(a2)) ⊂ H1(M) in the following sense: For
h ∈ H10 (Ω(a)), we define h = 0 for x ∈M/Ω(a). Then
2κ = inf{
∫
M |∇h|2dg∫
M h
2dg
|h ∈ H1(M) }
≤ inf{
∫
Ω(a2)
|∇h|2dg∫
Ω(a2)
h2dg
|h ∈ H10 (Ω(a2)) } = λ1(a2) ≤ λ1(a1). (4.38)
Since
∆ρ =
√
κ ctg
√
κρ for x ∈M, x 6= o,
it is easy to check that the following function
ϕ(x) = cos
√
κρ(x) for x ∈M
is an eigenfunction of −∆ of the sphere M without boundary corresponding to the eigen-
value 2κ. Clearly, ϕ is also an eigenfunction of −∆ on Ω( pi
2
√
κ
) with the Dirichlet boundary
condition on Γ( pi
2
√
κ
) corresponding to an eigenvalue 2κ, which implies, by (4.38), that
λ1(a) = 2κ for
pi
2
√
κ
≤ a ≤ pi√
κ
,
which means
V 0(Ω(a)) 6= { 0 } for pi
2
√
κ
≤ a ≤ pi√
κ
.
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Next, we assume that
0 < a <
pi
2
√
κ
.
Let o = (0, 0, 0) and let the semi-sphere Ω(
pi
2
√
κ
) be given by
Ω(
pi
2
√
κ
) = { (x, h(|x|)) |x ∈ IR2, |x| < 1√
κ
},
where
h(s) =
1√
κ
−
√
1
κ
− s2 for s ∈ [0, 1√
κ
).
Since
h′′(s)h′(s)s−1 =
1
1− κs2 for s ∈ [0,
1√
κ
),
it follows from Theorem 4.5 that V 0(Ω(a)) = { 0 } for 0 < a < pi
2
√
κ
. ✷
Remark 4.3 The relations (4.37) mean that, for the first eigenvalue λ1(a) of −∆ on
Ω(a) with the Dirichlet boundary condition on Γ(a),

λ1(a) > 2κ for 0 < a <
pi
2
√
κ
,
λ1(a) = 2κ for
pi
2
√
κ
≤ a ≤ pi√
κ
.
Remark 4.4 If a =
pi√
κ
, then Ω(a) = M. Since a sphere is rigid, any infinitesimal
isometry of M is trivial, see [48].
5 Parabolic Surfaces
A surface M is said to be parabolic if
κ = 0, Π 6= 0 for all x ∈M.
Let M be parabolic and orientable. Let Ω ⊂ M. It follows from Theorem 3.1 that w ∈
H1is (Ω) if and only if w ∈ H1(Ω) solves the problem〈
D2w,Q∗Π
〉
= 0 for x ∈ Ω.
We assume that there is a vector field E ∈ X (M) such that
DˆEN = 0, |E| = 0 for x ∈M. (5.1)
Let p0 ∈ M be given. We consider a parabolic coordinates (t, s) on M as follows. Let
curves r and ζ : IR→M be given by{
r˙(t) = E(r(t)) for t ∈ IR,
r(0) = p0,
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and {
ζ˙(s) = QE(ζ(s)) for s ∈ IR,
ζ(0) = p0,
respectively, where the operator Q : Mp → Mp for p ∈ M is given by (2.22). Let two
parameters families α(t, s) and β(t, s) be given by

∂α
∂t
(t, s) = E(α(t, s)) for t ∈ IR,
α(0, s) = ζ(s),
and 

∂β
∂s
(t, s) = QE(β(t, s)) for s ∈ IR,
ζ(t, 0) = r(t),
respectively. Then
α(t, s) = β(t, s) for (t, s) ∈ IR2,
∂t =
∂α
∂t
(t, s) = E, ∂s =
∂β
∂s
(t, s) = Q
∂α
∂t
(t, s).
We have
Theorem 5.1 Let M be a parabolic surface and orientable. Let (t, s) be the parabolic
coordinates on M . Then
H1ib (M) = {w0(s) + w1(s)t | w1, w0 ∈ H1(IR), t ∈ IR }. (5.2)
Proof Consider the frame field E1 = E, E2 = QE. By (5.1), we have
D∂t∂t = Dˆ∂t∂t+Π(∂t, ∂t)N =
∂2α
∂t2
(t, s)
=
〈
∂2α
∂t2
(t, s),
∂α
∂t
(t, s)
〉
∂α
∂t
(t, s) +
〈
∂2α
∂t2
(t, s),
∂β
∂s
(t, s)
〉
∂β
∂s
(t, s)
+
〈
∂2α
∂t2
(t, s), N
〉
N
=
1
2
∂
∂t
∣∣∣∂α
∂t
(t, s)
∣∣∣2∂α
∂t
(t, s) +
1
2
∂
∂t
〈
∂α
∂t
(t, s), Q
∂α
∂s
(t, s)
〉
∂β
∂s
(t, s)
+
∂
∂t
〈
∂α
∂t
(t, s), N
〉
N = 0. (5.3)
It follows from (5.1) and (5.3) that
0 =
〈
D2w,Q∗Π
〉
= D2w(E,E)Π(QE,QE) =
∂2w
∂t2
Π(QE,QE).
Since Π(QE,QE) 6= 0, we have the formula (5.2). ✷
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A Cylinder Let a > 0 be given. Consider a cylinder
M = { (x, z) |x = (x1, x2) ∈ IR2, |x| = a, z ∈ IR }.
Then
N =
1
a
(x, 0).
Let E = (0, 0, 1) = ∂z. Then
DˆEN = 0, |E| = 1.
Consider the parabolic coordinates (z, θ), given by
(x, z) = (a cos θ, a sin θ, z).
Let b > 0 be given and let
Ω = { (x, z) | |x| = a, |z| < b }, T = { x | x ∈ IR2, |x| = a }. (5.4)
Then, by Theorem 5.1,
H1is (Ω) = {w0 + w1z |w0, w1 ∈ H1(T), |z| < b}. (5.5)
Remark 5.1 (i) Clearly, H1is (Ω) ∩C∞(Ω) is dense in H1is (Ω).
(ii) Let Ω be given in (5.4) with a = 1. Let w0 ∈ H2(T) and w1 ∈ H3(T) be given.
Then an infinitesimal isometry corresponding to w = −w′0(θ) + zw′′1(θ) ∈ H1is (Ω) is given
by
V = (w0(θ)− zw′1(θ))∂θ + w1(θ)∂z +wN
=
(
− w0(θ) sin θ − w′0(θ) cos θ, w0(θ) cos θ − w′0(θ) sin θ, w1(θ)
)
+z
(
w′1(θ) sin θ + w
′′
1(θ) cos θ, −w′1(θ) cos θ + w′′1(θ) sin θ, 0
)
=
(
R(w0, w
′
0), w1
)
+ z
(
−R(w′1, w′′1), 0
)
where
R =
(
− sin θ − cos θ
cos θ − sin θ
)
.
A Conical Surface Let a > 0 and let
M = { (x, z) | |x| = a|z|, x = (x1, x2) ∈ IR2, z ∈ IR }.
Then
N =
1√
1 + a2
(
x
|x| ,−1).
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Consider the parabolic coordinates (z, θ), given by
(x, z) = z(a cos θ, a sin θ, 1).
Let b1, b2 > 0 be given and let
Ω = { (x, z) | |x| = az, b1 < z < b2 }, T = { x | x ∈ IR2, |x| = 1 }.
Since Dˆ∂zN = 0, we have from Theorem 5.1
H1is (Ω) = { w0 + w1z | w0, w1 ∈ H1(T), b1 < z < b2 }. (5.6)
6 Hyperbolic Surfaces
A surface M is said to be a hyperbolic surface if
κ < 0 for x ∈M.
Let M be a hyperbolic surface and orientable. We assume that surface M is given by a
family of two parameter curves
M = { α(s, ς) ∈ IR3 | (s, ς) ∈ IR×T }, (6.1)
which satisfies
〈∂s, ∂ς〉 = 0, Π(∂s, ∂s) < 0, Π(∂s, ∂ς) = 0 for x ∈M, (6.2)
where
T = { x ∈ IR2 | |x| = 1 }.
Let ς = (cos ϑ, sinϑ) for ϑ ∈ [0, 2pi). Then
∂ς =
∂α
∂ϑ
(s, ς).
We consider the structure of the operator
〈
D2w,Q∗Π
〉
. Let
E1 =
∂s
|∂s| , E2 =
∂ς
|∂ς| .
By (6.2), we have
|∂s|2|∂ς|2 〈D2w,Q∗Π〉 = D2w(∂s, ∂s)Π(∂ς, ∂ς) +D2w(∂ς, ∂ς)Π(∂s, ∂s)
= Π(∂ς, ∂ς)wss +Π(∂s, ∂s)wϑϑ
+Π(∂ς, ∂ς)D∂s∂sw +Π(∂s, ∂s)D∂ς∂ςw.
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Let Ω ⊂M be given by
Ω = { α(s, ϑ) | (t, ς) ∈ (0, b)×T }, (6.3)
where b > 0 is given. We fix o ∈ Ω to be such that Ω is star-shaped with respect to o.
Let
a(s, ϑ) = −Π(∂s, ∂s)
Π(∂ς, ∂ς)
.
By Theorem 3.1, w ∈ H1is (Ω) if and only if w ∈ H1(Ω) is a solution to the problem
wss = (a(s, ϑ)wϑ)ϑ + B˜w, (6.4)
where
B˜w = −aϑ(s, ϑ)wϑ −Π−1(∂ς, ∂ς)[Π(∂ς, ∂ς)D∂s∂sw +Π(∂s, ∂s)D∂ς∂ςw]
−|∂s|−2|∂ς|−2Π−1(∂ς, ∂ς)[wκ tr Π + κ1
∫ t
0
wΠ11ds+ κ2
∫ t
0
Φ(t, s)P (w)(s)ds
+w(o)Π(σ(θ), σ˙(θ))κ2f ], (6.5)
where the four factor of the third term in the right hand side of (6.5) is given by Theorem
3.1. Clearly, the linear operator
B˜ : H1(Ω)→ L2(Ω), (6.6)
is bounded.
We introduce a family of self-adjoint operators on L2(T) by
A(s)u = −
(
a(s, ϑ)uϑ
)
ϑ
, D(A(s)) = H2(T) for s ∈ [0, b].
Consider a family of operators on H1(T)× L2(T)
A(s) =
(
0 I
A(s) 0
)
, D(A˜(s)) = H2(T)×H1(T) for s ∈ [0, b].
Let
H`m(T) = { u ∈ Hm(T) | (u, 1)L2(T) = 0 } for m = 0, 1.
Lemma 6.1 The operator family { A(s) }0≤s≤b generates a unique evolution system
U(s, λ) for 0 ≤ λ ≤ s ≤ b on H1(T)× L`2(T). In particular, there exist constants C(b) > 0
and ω(b) > 0 such that
‖U(s, λ)‖ ≤ C(b)eω(b)(s−λ) for 0 ≤ λ ≤ s ≤ b. (6.7)
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Proof We introduce the equivalent norms on Hm(T)×Hm−1(T) by
‖(u, v)‖m =
( 1
2pi
(u, 1)2 + sup
0≤s≤b
[(Am(s)u, u)L2(T) + (A
m−1(s)v, v)L2(T)]
)1/2
for (u, v) ∈ Hm(T)×Hm−1(T), m = 1, 2, and 3, respectively, where H0(T) = L2(T) and
A0(s) = I. Note that
(
Hm(T)×Hm−1(T), ‖ · ‖m
)
is not a Hilbert space in general.
Let
0 < λ1(s) ≤ λ2(s) ≤ · · · ≤ λk(s) ≤ · · ·
be all positive eigenvalues of A(s) and let their corresponding eigenfunctions be {ϕk }
such that {(2pi)−1/2, ϕk } forms an orthonormal basis of L2(T). Then for each s ∈ [0, b]
the operator A(s) generates a C0 group semigroup Ss(t) on H
1(T)× L2(T), given by
Ss(t)
(
u
v
)
=
(
c0
0
)
+
∑
k
ake
√
λkit
(
1√
λk
ϕk
iϕk
)
+
∑
k
bke
−√λkit
(
1√
λk
ϕk
−iϕk
)
, (6.8)
where
c0 =
1
2pi
(u, 1)L2 ,
{
ak + bk =
√
λk(u, ϕk)L2 ,
ak − bk = −i(v, ϕk)L2 ,
and (u, v) ∈ H1(T)× L`2(T) is real.
Let Ss(t)(u, v) =
(
Ss1(t),Ss2(t)
)
. It follows from (6.8) that
(
A(s)Ss1(t),Ss1(t)
)
L2
+ ‖Ss2(t)‖2L2 =
∑
k
(|ake
√
λkit + bke
−√λkit|2 + |ake
√
λkit − bke−
√
λkit|2)
= 2
∑
k
(|ak|2 + |bk|2) = 1
2
∑
k
[λk(u, ϕk)
2
L2 + (v, ϕk)
2
L2 ] =
1
2
[(A(s)u, u)L2 + (v, v)L2 ],
which yield
‖Ss(t)(u, v)‖1 ≤ ‖(u, v)‖1 for (u, v) ∈ H1(T)× L`2(T), s ∈ [0, b].
Similarly, we have
‖Ss(t)(u, v)‖2 ≤ ‖(u, v)‖2 for (u, v) ∈ H2(T)× H`1(T), s ∈ [0, b].
Then the proof is complete by Theorem 3.1 of Chapter 5 in [44]. ✷
Theorem 6.1 For any w0 ∈ H1(T) and w1 ∈ L2(T) with (w1, 1)L2(T) = 0, there is a
unique w ∈ H1is (Ω) such that
w(0, ϑ) = w0(ϑ), ws(0, ϑ) = w1(ϑ). (6.9)
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Proof The problem (6.4) and (6.9) is equivalent to the first order system

∂
∂s
(
w
ws
)
=
(
0 I
A(s) 0
)(
w
ws
)
+
(
0
B˜w
)
for (s, ς) ∈ (0, b) ×T,
(w(0), ws(0)) = (w0, w1) for ς ∈ T.
(6.10)
Let (w0, w1) ∈ H1(T) × L`2(T) be given. Let b ≥ η > 0 be given. Consider a Banach
space, given by
Xη = L
1
(
0, η;H1((0, η) ×T)
)
.
Consider a linear operator F : Xη → Xη, given as follows. For u ∈ Xη, Fu is defined as
the first component of
U(s, 0)(w0, w1) +
∫ s
0
U(s, λ)(0, B˜ u)dλ for 0 ≤ s ≤ η, (6.11)
where the operator B˜ is given by (6.5) and U is the evolution system in Lemma 6.1. Then
a solution w ∈ Xη to the problem (6.10) for 0 ≤ s ≤ η if and only if w is a fixed point of
the operator F in Xη.
Let u0 be the first component of the first term in (6.11). For u ∈ Xη, let Gu be the
first component of the second term in (6.11). Then
Fu = u0 +Gu for u ∈ Xη.
Moreover, we have, by (6.7) and (6.6),
‖(Gu)(s)‖H1((0,η)×T) = ‖
∫ s
0
U(s, λ)(0, B˜ u)dλ‖H1(T)×L2(T)
≤ C(b)
∫ s
0
eω(b)(s−λ)dλ sup
0≤s≤η
‖ B˜ u‖L2(T)
≤ C(b)
ω(b)
(eω(b)η − 1)‖u‖Xη for 0 ≤ s ≤ η, u ∈ Xη.
Then for η > 0 small, G is a strictly contractive map on Xη which implies that F has a
unique fixed point w ∈ Xη, given by
w =
∞∑
k=0
Gku0 for 0 ≤ s ≤ η.
Then w is a solution to the problem (6.10) for 0 ≤ s ≤ η. Moreover, the solution w can
be extended to s ∈ [0, b] since the problem (6.10) is linear. ✷
Remark 6.1 Let Ω be given by (6.3) and let o ∈ Ω be fixed. In general
Ω ∩ expoC(o) 6= ∅,
where expoC(o) is the cut locus of o. Then the operator B˜ , given by (6.5), does not map
C∞(Ω) into C∞(Ω). Then Theorem 6.1 does not imply density results.
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Let M be given by (6.1). To obtain density results, we need to choose Ω such that
Ω ⊂ expoΣ(o). For this end, we let
Ω = { α(s, ϑ) ∈M | s ∈ (0, b), ϑ ∈ (0, ϑ0) }, (6.12)
where b > 0 and 0 < ϑ0 < 2pi. Let o ∈ Ω be fixed. Let
M1 =M/{α(s, ϑ1) | s ∈ IR }, ϑ0 < ϑ1 < 2pi.
Since (M1, g) is simply connected and curvature negative, we have
expo Σ(o) =M1.
In this sense
Ω¯ ⊂ expo Σ(o). (6.13)
By similar arguments as for Theorem 6.1, we have
Theorem 6.2 Let Ω be given by (6.12). For h1, h2 ∈ H1(0, b), w0 ∈ H1(0, ϑ0), and
w1 ∈ L2(0, ϑ0) given, there is a unique w ∈ H1is (Ω) such that
w(s, 0) = h1(s), w(s, ϑ0) = h2(s), w(0, ϑ) = w0(ϑ), ws(0, ϑ) = w1(ϑ).
By similar arguments as in Theorem 4.3, it follows from Theorem 6.2 and the relation
(6.13) that
Theorem 6.3 Let Ω be given by (6.12). Then the strong H1(Ω) closure of
H1ib (Ω) ∩C∞(Ω)
agrees with H1ib (Ω).
We present two examples which satisfy the assumptions (6.2) to end this section.
A Segment Surface of Revolution Let
M˜ = { α(r, ϑ) | r ≥ 0, ϑ ∈ (0, 2pi] },
where
α(r, ϑ) = (r cos ϑ, r sinϑ, log(1 + r2)).
Then
∂r = (cos ϑ, sinϑ,
2r
1 + r2
), ∂ϑ = r(− sinϑ, cos ϑ, 0),
N =
2r√
1 + 6r2 + r4
(cos ϑ, sinϑ,−1 + r
2
2r
).
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We have
Π(∂r, ∂r) =
2(1 − r2)
(1 + r2)
√
1 + 6r2 + r4
,
Π(∂ϑ, ∂ϑ) =
2r2√
1 + 6r2 + r4
, Π(∂r, ∂ϑ) = 0,
κ =
1
|∂r|2|∂ϑ|2Π(∂r, ∂r)Π(∂ϑ, ∂ϑ) =
4(1− r4)
(1 + 6r2 + r4)2


> 0 for 0 < r < 1;
= 0 for r = 1;
< 0 for r > 1.
We let
M = { α(r, ϑ) | r > 1, ϑ ∈ [0, 2pi) }.
Then the assumptions (6.2) hold true.
A Hyperboloid of one Sheet Let
M = { (x, z) | x = (x1, x2) ∈ IR2, z2 + 1 = x21 + x22 }.
Consider a family of two parameter curves
α(r, ϑ) =
(
r cosϑ, r sinϑ,
√
r2 − 1
)
for r > 1, ϑ ∈ [0, 2pi).
Then
∂r = (cos ϑ, sinϑ,
r√
r2 − 1), ∂ϑ = r(− sinϑ, cos ϑ, 0),
N = η(cos ϑ, sinϑ,−
√
r2 − 1
r
),
η =
r√
2r2 − 1 ,
Π(∂r, ∂r) = − η
r(r2 − 1) , Π(∂r, ∂ϑ) = 0, Π(∂ϑ, ∂ϑ) = rη.
The assumptions (6.2) hold.
7 Bending of Shells
We shall apply the theories in Sections 3-6 to the limit energy functionals of the Γ-
convergence to reduce bending of shells to a one-dimensional problem in the elliptic case,
or parabolic case, or hyperbolic case, respectively.
LetM be a connected, oriented surface in IR3 with the normal field N . Suppose that g
is the induced metric of the surfaceM from the standard metric of IR3. A family {S h}h>0
of shells of small thickness h around Ω is given through
S h = { p | p = x+ zN(x), x ∈ Ω, −h/2 < z < h/2 }, 0 < h < h0.
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The projection onto Ω along N will be denoted by pi. We will assume that 0 < h < h0,
with h0 sufficiently small to have pi well defined on each S
h.
To a deformation u ∈ W 1,2( S h, IR3), we associate its elastic energy (scaled per unit
thickness):
Eh(u) =
1
h
∫
S h
W (∇ˆu)dp, (7.1)
where ∇ˆ denotes the gradient of the Euclidean space IR3. Here, the stored energy density
W : IR3×3 → [0,∞] is assumed to be C2 in a neighborhood of SO (3), and to satisfy the
following normalization, frame indifference and nondegeneracy conditions
∀F ∈ IR3×3, ∀R ∈ SO (3), W (R) = 0, W (RF ) =W (F ),
W (F ) ≥ C dist 2(F, SO(3))
(with a uniform constant C > 0). In the study of the elastic properties of thin shells S h,
a crucial step is to describe the limiting behavior, as h→ 0, of minimizers uh to the total
energy functional
J(u) = Eh(u)− 1
h
∫
S h
〈
fh, u
〉
dp, (7.2)
subject to applied forces fh. It can be shown that if the forces fh scale like hα, then
Eh(u) ∼ hβ where β = α if 0 ≤ α ≤ 2 and β = 2α − 2 if α > 2. The main part of the
analysis consists, therefore, of characterizing the limiting behavior of the scaled energy
functionals
Eh
hβ
, or more generally, that of
Eh
eh
, where eh is a given sequence of positive
numbers obeying a prescribed scaling law.
The first result in this framework is due to [33], who studied the scaling β = 0. This
leads to a membrane shell model with energy depending only on stretching and shearing
of the mid-surface. The case β = 2 has been analyzed in [21] and it corresponds to
geometrically nonlinear bending theory, where the only admissible deformations are the
isometries of the mid-surface, while the energy expresses the total change of curvature
produced by the deformation.
In [35], the limiting model has been identified for the range of scalings β ≥ 4, based on
some estimates in [22]. In these cases, the admissible deformations u are only those which
are close to a rigid motion R and whose first order term in the expansion of u − R with
respect to h is given by RV , where V ∈ IS 1(Ω, IR3) is an infinitesimal isometry on Ω.
Let V ∈ IS 1(Ω, IR3). Then there exists a matrix A such that
Aτ (x) = −A(x), DˆXV = A(x)X, X ∈Mx, x ∈ Ω. (7.3)
For β > 4 the limiting energy is given only by a bending term, that is, the first order
change in the second fundamental form of Ω, produced by V ,
I(V ) =
1
24
∫
Ω
Q2
(
x, Ξ(V )
)
dg for V ∈ IS 1(Ω, IR3), (7.4)
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where
Ξ(V ) = (Dˆ∗(AN)−AΠ)tan, (7.5)
and corresponds to the linear pure bending theory derived in [13] from linearized elasticity.
In (7.5), Dˆ∗(AN) is the transpose of Dˆ(AN), given by
Dˆ∗(AN)(τ, η) =
〈
Dˆτ (AN), η
〉
for τ, η ∈Mx, x ∈ Ω.
In (7.4), the quadratic forms Q2(x, ·) are defined as follows:
Q2(x, Ftan) = min
a∈IR3
Q3(F + a⊗N), Q3(F ) = D2W (I)(F,F ).
The form Q3 is defined for all F ∈ IR3×3, while Q2(x, ·) for a given x ∈ Ω is defined on
tangential minors Ftan = (〈Fτ, η〉)τ, η∈Mx of such matrices.
For β = 4 the Γ-limit, which turns out to be the generalization of the von Krmn
functional [23] to shells, also contains a stretching term measuring the second order change
in the metric of Ω,
I˜(V,Btan) =
1
2
∫
Ω
Q2
(
x, Btan − 1
2
(A2)tan
)
dg +
1
24
∫
Ω
Q2
(
x, Ξ(V )
)
dg
for V ∈ IS 1(Ω, IR3). This involves a symmetric matrix field Btan belonging to the finite
strain space
B =
{
L2 − lim
h→0
sym ∇ˆwh | w ∈W 1,2(Ω, IR3)
}
,
where
sym ∇˜w(τ, η) = 1
2
(
〈
∇˜wτ, η
〉
+
〈
∇˜wη, τ
〉
) for τ, η ∈Mx, x ∈ Ω.
The space B emerges as well in the context of linear elasticity and ill-inhibited surfaces
[24, 49].
It was further shown in [35] that for a certain class of surfaces, referred to as approxi-
mately robust surfaces, the limiting energy for β = 4 reduces to the purely linear bending
functional (7.4). Elliptic surfaces happen to belong to this class [35].
Moreover, [34] has proved that the limit energy of the range of scalings 2 < β < 4 for
elliptic surfaces is still given by (7.4).
Here we focus on the limit energy (7.4) and reduce it from over the space IS 1(Ω, IR3)
to over the space H1is (Ω) to give mathematical formulas, as in [58].
Let T0 ∈ T 2(M) be the third fundamental form of surface M , given by
T0(τ, η) =
〈
DˆτN, DˆηN
〉
for τ, η ∈Mx, x ∈M.
We now describe the limiting energy formula (7.4) in the common denotation in Rie-
mannian geometry. For simplicity, we restrict ourselves to the case when the stored-energy
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function is isotropic (that is to say, W (F ) = W (R1FR2) for all F ∈ M3×3 and all R1,
R2 ∈ SO(3)). In this case, the second derivative of W at the identity is
D2W (I)(A,A) = 2µ|E|2 + λ( tˆrE)2, E = A+A
τ
2
,
for some constants µ, λ ∈ IR.
Lemma 7.1 Let µ > 0 and 2µ+ λ > 0. For G ∈ T 2(Ω) symmetric,
Q2(x,G) = 2µ|G|2T 2x +
λµ
µ+ λ/2
tr 2G for x ∈ Ω, (7.6)
where | · |T 2x is given by (2.4) and tr is the trace in the induced metric g.
Proof Let x ∈ Ω be given and let
F = { F | F ∈M3×3, symmetric }, F0 = { a⊗N +N ⊗ a | a ∈ IR3 }.
We introduce an inner product on F by
〈F1, F2〉∗ = 2µ 〈F1, F2〉+ λ tˆrF1 tˆrF2 for F1, F2 ∈ F.
Then (F, 〈·, ·〉∗) is an inner product space.
Let e1, e2 be an orthonormal basis of Mx. Then F1, F2, F3 forms an orthonormal basis
of (F0, 〈·, ·〉∗), where
Fi =
ei ⊗N +N ⊗ ei
2
√
µ
, F3 =
1√
2µ + λ
N ⊗N.
Then for F ∈M3×3 symmetric with G = Ftan, we have
Q2(x,G) = min
a∈IR3
Q3(F + a⊗N) = |F −
3∑
i=1
〈F, Fi〉∗ Fi|2∗
= 2µ|F −
3∑
i=1
〈F, Fi〉∗ Fi|2 + λ( tˆrF − 〈F,F3〉∗ tˆrF3)2
= 2µ[
2∑
ij=1
〈F, ei ⊗ ej〉2 + ( λ
2µ+ λ
)2(
2∑
i=1
〈F, ei ⊗ ei〉)2]
+λ(
2µ
2µ + λ
)2(
2∑
i=1
〈F, ei ⊗ ei〉)2
= 2µ|G|2T 2x +
2µλ
2µ + λ
tr 2G.
✷
Let k be a nonnegative integer and let T ∈ T k(Ω) be a kth-order tensor field on Ω.
The internal product of X with T is a k − 1-th order tensor field i (X)T, defined by
i (X)T (X1, · · · ,Xk−1) = T (X,X1, · · · ,Xk−1) for X1, · · · , Xk−1 ∈ X (M). (7.7)
Lemma 7.2 Let V ∈ IS 1(Ω, IR3) with V =W + wN. Then
Ξ(V ) = i (W )DΠ+Π(D·W, ·) + Π(·,D·W ) + wT0 −D2w, (7.8)
where Ξ(V ) is given by (7.5), D is the Levi-Civita connection of the induced metric g, and
· denotes the position of variables.
Proof It follows from (7.3) that
AX = DXW + wDˆXN + [X(w) −Π(W,X)]N for X ∈Mx, x ∈ Ω.
Then
〈AN,X〉 = −〈N,AX〉 = Π(W,X) −W (w) for X ∈Mx, x ∈ Ω. (7.9)
Since 〈AN,N〉 = 0, the identity (7.10) yields
AN = i (W )Π−Dw.
Let x ∈ Ω be given. We compute the identity (7.8) at the point x. Let e1, e2 be an
orthonormal basis of Mx such that
DˆeiN = λiN, λi = Π(ei, ei) for i = 1, 2.
Let E1, E2 be a frame field normal at x such that
Ei = ei at x for i = 1, 2.
We have at x
Ξ(V )(τi, τj) = Dˆ
∗(AN)(τi, τj)−AΠ(τi, τj) = 〈Dτi(AN), τj〉 − 〈AΠτi, τj〉
= DΠ(W, τj , τi) + Π(DτiW, τj)− τiτj(w) + λi 〈τi, Aτj〉
= DΠ(W, τj , τi) + Π(DτiW, τj) + Π(DτjW, τi) + wλiλj − τiτj(w),
which yields the identity (7.8). ✷
Remark 7.1 The identity (7.8) shows that the tensor field Ξ(V ), gievn by (7.4), is
exactly the change of the linearized curvature tensor of the middle surface Ω, introduced
by [29], also see [3, 10] or [58], in the case of infinitesimal deformations.
Consider a deformation ϕ : Ω → IR3. After the deformation, the middle surface be-
comes
Ω¯ = { ϕ(x) | x ∈ Ω }.
Let Π¯ be the second fundamental form of Ω¯. Then the change of curvature tensor of the
middle surface is defined by
G = ϕ∗Π¯−Π,
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which is a 2-th tensor field on Ω.
Consider a small deformation
ϕ(x) = x+ V (x) for x ∈ Ω
with V = W + wN ∈ IS 1(Ω, IR3). Let N¯ be the normal of Ω¯. After linearization ([58]),
we have
N¯(ϕ(x)) = i (W )Π−Dw +N for x ∈ Ω.
Let x ∈ Ω be given and let E1, E2 be a frame field normal at x with the positive
orientation. Then
Linearization (ϕ∗Π¯−Π)(Ei, Ej) = Linearization [
〈
Dˆϕ∗EiN¯ , ϕ∗Ej
〉
−Π(Ei, Ej)]
=
〈
DˆEi [ i (W )Π−Dw], Ej
〉
+
〈
DˆEiN, ϕ∗Ej
〉
−Π(Ei, Ej)
= DΠ(W,Ei, Ej) + Π(DEiW,Ej) + Π(DEjW,Ei)
+wT0(Ei, Ej)−D2w(Ei, Ej) at x,
that is, by (7.8),
Ξ(V ) = Linearization (ϕ∗Π¯−Π).
Let Ω ⊂M be elliptic and star-shaped with respect to o ∈ Ω. We further assume that
for any ψ ∈ H1/2(Γ) the problem (4.15) has a unique solution w = λ(ψ) ∈ H1(Ω). By
Theorem 4.1, there is a uniqueW = Λ(ψ) ∈ H1(Ω, T ) which is perpendicular to H1kf (Ω, T )
such that V = Λ(ψ) + λ(ψ)N is an infinitesimal isometry. Then for any V ∈ IS 1(Ω, IR3),
we have a formula in the form of
V =W + Λ(ψ) + λ(ψ)N for W ∈ H1kf (Ω, T ), ψ ∈ H1/2(Γ).
By Theorem 2.1, dimH1kf (Ω, T ) ≤ 3. Then the limit energy (7.4) of the Γ-convergence
becomes a functional over a one-dimensional space
I(V ) = I˜(α,ψ) for (α,ψ) ∈ IR3 ×H1(Γ). (7.10)
Similar situations happen when the meddle surface Ω is parabolic or hyperbolic. It follows
from Theorems 4.1, 5.1, and 6.1 that
Theorem 7.1 Let the meddle surface Ω be elliptic, or parabolic, or hyperbolic. Then
the limit energy formula (7.4) of the Γ-convergence reduces to be a one-dimensional prob-
lem.
We shall write out explicit formulas of (7.10) for spherical shells and cylinder shells,
respectively, before ending this section.
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Bending of Spherical Shells Let M be the sphere of curvature κ > 0 and let g be
the induced metric of M from IR3. Then the third fundamental form of M is given by
T0 = κg.
Let o ∈ M be fixed. Let ρ(x) = ρ(x, o) be the distance function from x ∈ M to o in
the induced metric g. For 0 < a ≤ pi√
κ
, let
Ω(a) = { x | x ∈M, ρ(x) < a }, Γ(a) = { x | x ∈M, ρ(x) = a }. (7.11)
Let V = W + wN be an infinitesimal isometry on Ω(a). By the formulas (7.8) and
(4.35), we have
Ξ(V ) =
√
κ(DW +D∗W ) + κwg −D2w = −κwg −D2w. (7.12)
In particular, for V =W ∈ H1kf (Ω, T ) a Killing field,
Ξ(V ) = 0.
By Theorem 4.1, w ∈ H1is (Ω) if and only if w solves the problem{
∆w + 2κw = 0 for x ∈ Ω(a),
w = ψ for x ∈ Γ(a). (7.13)
Then it follows from (7.12) and (7.13) that
tr Ξ(V ) = 0 for x ∈ Ω. (7.14)
Furthermore, we have
Lemma 7.3 Let V =W + wN be an infinitesimal isometry with w ∈ H1is (Ω). Then
|Ξ(V )|2T 2x =
1
2
∆|Dw|2 + κdivw∇w for x ∈ Ω. (7.15)
Proof Recall that the Weitzenbo¨ck formula(Theorem 1.27 in [58]) reads
|D2w|2T 2x =
1
2
∆|Dw|2 + 〈∆Dw,Dw〉 − Ric (Dw,Dw) for x ∈ Ω, (7.16)
where ∆ is the Hodge-Laplacian in the metric g applying to vector fields and Ric (·, ·) is
the Ricci curvature tensor. Since Ric = κg and 〈∆Dw,Dw〉 = −〈D(∆w),Dw〉 , we have,
by (7.13) and (7.16),
|D2w|2T 2x =
1
2
∆|Dw|2 + κ|Dw|2 for x ∈ Ω. (7.17)
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From (7.12) and (7.17), we obtain
|Ξ(V )|2T 2x = |κwg +D
2w|2T 2x = 2κ
2w2 + 2κw
〈
g,D2w
〉
T 2x
+ |D2w|2T 2x
=
1
2
∆|Dw|2 + κ(|Dw|2 − 2κw2)
=
1
2
∆|Dw|2 + κdivw∇w for x ∈ Ω.
✷
Let V ⊥0 (Ω(a)) be given in (4.11). By Theorem 4.6, V ⊥0 (Ω(a)) = H1ib (Ω(a)) for 0 <
a <
pi
2
√
κ
. We define a linear operator Θ : L2(Γ(a))→ L2(Γ(a)) by
Θψ = wρ,
where w ∈ V ⊥0 (Ω) is the solution to the problem (7.13). Then D(Θ) = H1/2(Γ(a)) for
0 < a ≤ pi√
κ
.
Theorem 7.2 Let Ω(a) and Γ(a) be given in (7.11). Then the bending energy (7.4) of
the Γ-convergence becomes the following one-dimensional problem
I˜(ψ) =
µ
12
∫
Γ(a)
[2ψτ (Θψ)τ − κψΘψ −
√
κa ctg (
√
κa)(|Θψ|2 + |ψτ |2)]dΓ (7.18)
for ψ ∈ H1/2(Γ(a)), where τ is the unit tangential vector field along Γ(a).
Proof Let τ = τ(ρ) be the unit tangential vector field along Γ(ρ) for 0 < ρ ≤ a. Then
Dρ, τ forms a frame field on Ω(a). We have
DDρDρ = 0, DDρτ = 0, (7.19)
DτDρ =
√
κρ ctg (
√
κρ)τ, Dτ τ = −
√
κρ ctg (
√
κρ)Dρ. (7.20)
Moreover, the equation in (7.13) gives
D2w(Dρ,Dρ) = −2κw −D2w(τ, τ)
= −wττ −
√
κa ctg (
√
κa)wρ − 2κw for x ∈ Γ(a). (7.21)
It follows from the formulas (7.15) and (7.19)-(7.21) that∫
Ω(a)
|Ξ(V )|2T 2x dg =
∫
Γ(a)
[D2w(Dρ,Dw) + κwwρ]dΓ
=
∫
Γ(a)
[wρD
2w(Dρ,Dρ) + wτ (wρτ − 〈Dw,DτDρ〉) + κwwρ]dΓ
=
∫
Γ(a)
[2wτwρτ −
√
κa ctg (
√
κa)(w2ρ +w
2
τ )− κwwρ]dΓ. (7.22)
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Finally, we use the formulas (7.22), (7.14) and (7.6) in the formula (7.4) to obtain
(7.18). ✷
Bending of a Cylinder Shell Let a > 0 and let
Ω = { (cos θ, sin θ, z) | θ ∈ [−pi, pi), |z| < a }. (7.23)
Then
∂z = (0, 0, 1), ∂θ = (− sin θ, cos θ, 0).
Let w ∈ H1is (Ω) be given. By Theorem 5.1,
w = w0 + w1z, w0, w1 ∈ H1(T).
Let W ∈ X (Ω) be such that V = W + wN is an infinitesimal isometry. A simple compu-
tation shows that
W = [
∫ θ
0
(θ − η)w1(η)dη + c1]∂z − [
∫ θ
0
[w0(η) + w1(η)z]dη + c2]∂θ,
where c1, c2 are constants and
Ξ(V )(∂z, ∂z) = 0, Ξ(V )(∂z, ∂θ) = −
∫ θ
0
w1(η)dη − w1θ,
Ξ(V )(∂θ, ∂θ) = −w −wθθ.
Using the above formulas, we obtain
Theorem 7.3 Let Ω be given by (7.23). Then the bending energy (7.4) of the Γ-
convergence becomes the following one-dimensional formula
I˜(w0, w1) =
∫ pi
−pi
{µa
3
[
µ+ λ
2µ + λ
(w0 + w0θθ)
2 + (w1θ +
∫ θ
0
w1(η)dη)
2]
+
µ(µ+ λ)a3
3(2µ + λ)
(w1 + w1θθ)
2
}
dθ for (w0, w1) ∈ H1(T)×H1(T).
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