Abstract. We give asymptotic results for the number of empirical laws that one must observe in order for one of them to be close to a certain distribution.
Introduction
Let Xx, X2, ... be a sequence of random variables in the interval [0,1] defined on a probability triple (Q, sé , P). Let Fmy" be the empirical distribution function on [0, 1] defined by . n+m-l Fm,nit) = -£ ho,t](Xi), i=m and let F" be the ordinary empirical distribution function given by Fx > " . We are interested in the following question: through what number of the Fm>n for fixed « must one search to find any chosen distribution function G ? Roughly speaking, the answer is enl, where / is the large deviation rate for the empirical law at the chosen distribution. The results are applications of large deviation results for the empirical distribution. We will assume that the process (Xn)n>x is a chain with complete dependence on the past in Theorem 2.2, and we will assume it is i.i. = / p(dx) i n(x,dxx) n(x,xx,dx2)---n(x, xx, ... , x"_i, dxn) J Ja¡ Ja2 Ja" where x = (... , x_2, x_i, xo) £ [0, l]~N . Chains of infinite order were introduced by Onicescu and Mihoc [8] . One of their examples was the Polya urn scheme, which is now considered a basic example of an exchangeable sequence. A general discussion with further applications is in [4] . Recently these processes have been studied in connection with symbolic dynamics (see [3] ). V(Tu)y(X)\ dG(y).
Minor variations on the arguments of Dinwoodie [5] for the compact state space S = [0, 1] give the following large deviation theorem uniform in the initial distribution. The uniformity in the starting point is not discussed explicitly in this reference but follows easily from the methodology. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
The fact that X vanishes at a unique point Fo is established in Example 3.2 of [5] . This is based on the result that points where X vanishes have a certain invariance property for T, and an ergodic theorem of Ionescu Tulcea [7] shows that this property is satisfied by only one distribution F0 under (2.1). We will use the lower bound of Theorem 2.1 to derive the following theorem, which is closely related to the law of Erdös and Rényi [6] . Proof. We show that for each e > 0, Pu < lim sup max min \\Fm " -GA\ < e > = 1. Proof. The proof is a simplified version of the previous proof. D
