Abstract. In this paper generalization of Jacobi and Gauss-Seidel methods, introduced by Salkuyeh in 2007, is studied. In particular, convergence criteria for these methods are discussed. A generalization of successive overrelaxation (SOR) method is proposed, and its convergence properties for various classes of matrices are discussed. Advantages of generalized SOR method are established through numerical experiments.
1. Introduction. The idea of solving large square systems of linear equations by iterative methods is certainly not new, dating back at least to Gauss [1823] . Jacobi, Gauss-Seidel and SOR methods are most stationary iterative methods that date to the late eighteenth century, but they find current application in problems where the matrix is sparse.
Consider the linear system of equations
where A ∈ R n,n , and b ∈ R n . If A is a nonsingular matrix with nonzero diagonal entries, then Jacobi, Gauss-Seidel, and SOR (Successive Over-relaxation) methods for solving (1.1) are given respectively as,
where D, −E, −F are the diagonal, strictly lower and upper triangular part of A, respectively.
2. Generalized Jacobi and Gauss-Seidel Method. In this section we describe GJ and GGS iterative procedures, introduced in [3] , and check the convergency of these methods for SPD-matrices, L-matrices and for H-matrices.
Let A = (a ij ) be an n × n matrix and T m = (t ij ) be a banded matrix of bandwidth 2m + 1 defined as Then GJ and GGS methods defined in [3] for the system (1.1) are defined respectively as,
2)
that is, corresponding to the splittings
−1 F m are the respective iterative matrices for GJ and GGS methods. Note that if m = 0, then (2.2) and (2.3) will reduce to Jacobi and Gauss-Seidel methods, respectively.
We now define the classes of matrices, considered to study the convergence of the mentioned methods.
Definition 2.1. [6, 1, 8] An n × n matrix A = (a ij ) is said to be strictly diagonally dominant (SDD) if
is said to be symmetric positive definite (SPD) if A is symmetric and x T Ax > 0 for all x = 0.
Definition 2.3. [6, 1] A matrix A ∈ R n,n , is said to be an M -matrix if A can be written as A = sI − B, where B ≥ 0 (i.e., B is entrywise nonnegative), and s ≥ ρ(B).
Definition 2.4. [6, 1] A matrix A ∈ C n,n is said to be an H-matrix if its comparison matrix H(A) = (m ij ) with m ii = |a ii | and m ij = −|a ij |, is an M -matrix.
Definition 2.5. [6, 1] A matrix A ∈ C n,n is said to be an L-matrix if for each i, a ii > 0 and a ij ≤ 0, for i = j.
Jacobi and Gauss-Seidel method converge for SDD and M -matrices [6, 1, 10] . In [3] , author proved that GJ and GGS methods converge for both these classes of matrices, as stated below:
Theorem 2.6.
[3] Let A be an SDD-matrix. Then for any natural number m ≤ n, GJ and GGS methods converge for any initial guess x 0 .
Theorem 2.7. [3] If
A is an M -matrix, then for a given natural number m ≤ n, both GJ and GGS methods are convergent for any initial guess x 0 .
As it is known that both Jacobi and Gauss-Seidel methods also converge for SPDmatrices, L-matrices and for H-matrices [1, 10, 4, 8] , we now discuss the convergence of GJ and GGS for these classes. Theorem 2.8 is used to show that convergence of GJ and GGS methods.
Following theorem gives charaterization of M -matrices, which is used to prove the convergence of GJ and GGS method for H-matrices. Theorem 2.9.
[1] Let A be a matrix with off-diagonal entries are non-positive and A is nonsingular. Then following statements are equivalent: 
Let λ be any eigenvalue of M −1 N , and let x = 0 such that M −1 N x = λx, that is,
Since M 1 is an Z-matrix and H(A) ≤ M 1 , so M 1 is an invertible M -matrix and hence by Theorem 2.9 M Proof. Let A be an H-matrix. Consider the generalized Gauss-Seidel splitting of
As we know that GGS method converges for M -matrices, so ρ(M
Let λ be any eigenvalue of M −1 N , and let x = 0 such that
and GGS method converges.
Following examples show that neither GJ nor GGS may converge for SPD and for Lmatrices. If M 1 = T 1 , and
1 N 1 ) = 30.1584 > 1. This shows that neither GJ nor GGS converge.
Example 2.14. Let us consider the L-matrix
.0952, so both GJ and GGS do not converge. Note that the matrix A is an L-matrix, but not an M -matrix.
3. Generalized SOR method. Successive Over-relaxation (SOR) method is a variant of Gauss-Seidel method, which can be used to accelerate the convergence of Gauss-Seidel method. If D, − E and −F are respectively, diagonal, strictly lower triangular, and strictly upper triangular parts of a matrix A, SOR iterative method [2] for solving the linear system (1.1) is given by,
In equation (3.1), ω is called as relaxation factor. Note that SOR method (3.1) is corresponding to the splitting
For ω = 1, SOR method (3.1) coincide with Gauss-Seidel method, which therefore also called as relaxation. For 0 < ω < 1, the precise name of (3.1) is underrelaxation method, whereas the term overrelaxation suits ω > 1. But we use the term SOR for (3.1). It is well known that if 0 < ω < 2, then SOR method (3.1) converges.
We now introduce generalized SOR method, called as GSOR method, similar to that of GJ and GGS . 
is the iterative matrix for the GSOR method (3.2). Note that the method (3.2) is corresponding to splitting ωA = (
We now discuss convergence analysis of GSOR method for various class of matrices.
Following theorem gives a necessary condition for convergence of SOR method. We now state the classes of matrices for which SOR method converges, and check the convergence of GSOR method for these classes. Since GGS method may not converge for L-matrices, GSOR method also may not converge for ω = 1. Following example shows that even if 0 < ω < 1, GSOR method (3.2) may not converge for L-matrices. Example 3.8. Consider the L-matrix A defined in example 2.14. Take m = 1, and
1 N 1 ) = 2.6705 > 1. Hence, GSOR method doesn't for converge for L-matrices. Again if we take ω = 0.4, then ρ(H GSOR ) = 0.6 < 1. In this case GSOR method converges. Note that 0 < ω < 1 for both the examples.
Remark 3.9. From example 3.8 and example 2.14, we observe that Theorem 3.7 does not hold for GJ and GSOR methods.
Next important class of our consideration is the class of M -matrices. From the following theorem, it is known that if 0 < ω ≤ 1, then SOR method converges for M -matrices. We now prove the convergence of GSOR method for nonsingular M -matrices, for which we require the concept of regular splitting of a matrix and few characterizations of Mmatrices. 1 N 1 ) < 1. We now show that M 1 is an M -matrix. Note that M 1 is an Z-matrix. Since A is an M -matrix, by Theorem 2.9 there is x > 0 such that Ax > 0. Now,
Hence there is x > 0 and M 1 x > 0, which implies M Proof. If 0 < ω ≤ 1, then it is true by Theorem 3.13. Let ω > 1. Consider the matrix G = (I − ωT
. It suffices to show that ρ(G) < 1. Let λ = ρ(G) and x ≥ 0 be the Perron vector of G so that Gx = λx, which implies (ωT
1+ρ(HGJ ) , since λ ≥ 1. This is a contradiction. Hence GSOR method converges.
Remark 3.15. Theorem 3.14 shows that if ρ(B GJ ) is small, then GSOR method may converge for 1 < ω < 2.
Following theorem assures the convergence of SOR method for SDD matrices whenever 0 < ω ≤ 1.
n,n is a SDD-matrix, then Jacobi method converge for A.
Also if 0 < ω ≤ 1, then SOR method also converges.
In next theorem we extend the above theorem for GSOR method.
Theorem 3.17. If 0 < ω ≤ 1, GSOR method converges for SDD-matrices.
Proof. Let A be a SDD-matrix. Consider the decomposition
Take
Next, we show that |λω| |λ − 1 + ω| < 1 and
Thus, |λ − 1 + ω| ≥ |λω| ≥ ω implies that |λω| |λ − 1 + ω| ≤ 1 and
Let S = T m − αE m − βF m , where α = λω λ − 1 + ω and β = ω λ − 1 + ω , so that |α| ≤ 1, |β| ≤ 1. We now show that S is a SDD-matrix. Note that
This shows that S is SDD-matrix and hence invertible, which is a contradiction to the fact that det S = 0 . So |λ| < 1. Thus GSOR method converges for SDD-matrices.
In Theorem 2.11 and 2.12, we proved that GS and GGS methods converge for the class of H-matrices. We now prove it for GSOR method. Suppose that λ ∈ σ(M −1 N ) and |λ| ≥ 1. Then, 4. Numerical Illustration. In this section numerical examples are considered to illustrate the convergence of methods discussed in this paper. Consider the equation 
The equations in (4.2) can be written as the system of linear equations Ax = b, where x and b are vectors of length n 2 and of the form
The co-efficient matrix A is an n 2 × n 2 block band matrix with block-bandwith 3 in the form
Numerical experiment is done by taking g(x, y) as x + y, 0, exp(xy) and − exp(4xy) in (4.1) and the function f (x, y) is choosen so that the exact solution of the system is x = [1, 1, . . . , 1] T . The initial approximation x 0 of the solution is chosen to be the zerovector, maximum number of iteration considered is 10000, and the stoppong criteria is chosen as
Results obtained for the different functions g using different methods considered in the previous sections are listed below in terms of number of iterations and timing in seconds, for n = 20, 30, 40. For GJ, GGS and GSOR methods, we take m = 1, and in addition to that we let ω = 1.5 for both SOR and GSOR methods. Note that the matrix A is an M-matrix. 5. Conclusion. In this paper we considered generalization of Jacobi, Gauss-Seidel and SOR iterative methods for solving system of linear equations. In [3] , author provided a generalization of Jacobi (GJ) and Gauss-Seidel(GGS) methods and proved that these two methods converge for strictly diagonally dominant matrices and for M -matrices. In this paper, we have proved the convergence of GJ and GGS methods for H-matrices. Examples have been considered to illustrate the fact that these methods may not converge for symmetric positive definite matrices and for L-matrices.
We have proposed GSOR method, a generalization of SOR method, by generalizing diagonal matrices to banded matrices. We have proved that GSOR method converges for strictly diagonally dominant matrices, M -matrices, and for H-matrices. Also, illustrated the fact that GSOR method may not converge for symmetric positive definite matrices and for L-matrices. Numerical experiment shows that GSOR method is more effective than conventional SOR method, GJ and GGS method.
