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3.2に示す．




































報 (provenance data) が改ざんなどに対して堅牢であることを示しており [30]，provenance
data によって訓練データを分割し，各 IoTデバイスを検証している．本研究と想定している
環境が近いことから，Baracaldoらの手法を本稿における既存手法として位置付けている．






































(Dataset includes poisonous data)．そして，有害データを含んだデータセットを提案手法に
よる防御システムに通すことによって有害データを訓練データから除く．このプロセスによっ
て得られたデータを提案手法による防御後のデータセット (Dataset after defense method)と
し，このデータによって訓練したモデルを提案手法による防御後のモデル (Defensed model)
とする．




証データ (以下，それぞれ「filtered train set」, 「filtered validation set」という．)
を生成する．filtered train set でモデルを学習させ，対象デバイスのデータがフィル
タリングされたモデル (以下「filtered model」という．)を生成する (図 4.3)．filtered
modelと unfiltered modelの filtered validation setに対する精度を比較し，デバイス
のモデル精度に対する影響度を評価する．
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2. 各デバイスのデータを有害データに置き換えたデータセットをそれぞれ作成し，それ
を用いて訓練されたモデル「adversarial model」を生成する．(1)で用いた unfiltered






図 4.3 filtered model 生成の流れ．
上記の工程を，デバイスの数だけ繰り返す．除去されずに残ったデータを防御後のデータと
し，そのデータで学習させたモデルを，提案手法による防御後のモデルとする．
提案手法のアルゴリズムを示したものを Algorithm 1 に示す．アルゴリズム中で使用する
記号の定義は表 4.1 に示す．提案手法は入力として D，clf，device info を渡してもらう．
第 4章 提案手法 15
device infoとは，各データの出所を表すデバイス識別子のリストである．まず，手法の中で
オリジナルデータセット D を訓練・検証データ (Dtr，Dval)に分割する．ここで生成した検
証データは，手法内でモデルの精度を確認する際にテストデータとして使用される．Indtr，
Indval はそれぞれD中におけるDtr，Dval の対応を表したインデックスのリストである．次
に，Dtr と Dval から，device infoとそれぞれ Indtr，Indval を用いて，各デバイスのデー
タに分割する．本手法では，データ別ではなくデバイス別に正常・有害の検証を行うため，
データをデバイスによって分けて処理する必要がある．ここからデバイスごとの処理に入る．
train segment，valid segment はそれぞれ，デバイス i から提供された訓練データと検証
データを指す．ここではまず，フィルタリング処理 filtering()によって filtered dataを定
義する．フィルタリング処理では，単純にDtr，Dval からそれぞれデバイス iのデータを除い
ている．ここまでの処理が，図 4.3中で示されている処理に対応している．
また，for 文中では 4.2 節で説明する Negative impact と，4.3 節で示す Adversarial
impactを計算する．これらの値を用い，関数 remove data()によって除去すべきと判断した








D Dataset before protecting
clf Classifier before training
device info Identifier of the device that corresponds to the data
Dprotected Dataset after protecting by the proposed method
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Algorithm 1 Proposed method
1: Input: D, clf , device info
2: Output: Dprotected
3: Munfil, Mfil, Madv ← clf.copy()
4: Dtr, Dval ← train valid segment(D)
5: /∗ Store train and valid index list ∗/
6: Indtr ← List of index Dtr in D
7: Indval ← List of index Dval in D
8: /∗ Split data by device ∗/
9: train segments← segment by class(Dtr, device info[Indtr])
10: valid segments← segment by class(Dval, device info[Indval])
11: /∗ Validate each device and determine which data to remove ∗/
12: for device idx, (train segment, valid segment) in zip(train segments,
valid segments) do
13: i← device idx
14: n data← |train segment|+ |valid segment|
15: /∗ Generate filtered data ∗/
16: filtered traini ← filtering(Dtr, train segment)
17: filtered validi ← filtering(Dval, valid segment)
18: /∗ Train each model ∗/
19: Munfil.fit(Dtr)
20: Mfil.fit(filtered traini)
21: /∗ Calculate Ineg and Iadv
∗/
22: Ineg ← calc neg(filtered validi, Munfil, Mfil)
23: Iadv ← calc adv(train segment, filtered traini, filtered validi, Mfil, Madv)
24: /∗ Remove poisonous data ∗/
25: Dtr, Dval ← remove data(Dtr, Dval, filtered traini, filtered validi, Ineg, Iadv,
i, n data)
26: end for
27: Dprotected ← append(Dtr, Dval)
28: return Dprotected








度に対する影響を評価する．モデルの精度に対する影響度合い Ineg を，unfiltered model
の filtered validation set に対する精度 (unfiltered score) と，filtered model の filtered
validation setに対する精度 (filtered score)の差を取ることによって定義する．
Ineg = filtered score− unfiltered score (4.1)
Ineg の値は高ければ高いほど，モデルの精度に対して悪影響を及ぼしていることを意味する．
つまり，提案手法では Ineg の値が高いほど有害データとしての可能性が高いと判断される．
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式 4.1の値が 0以下であった場合，モデルの精度への影響が少なくとも悪くはないとし，4.3




Ineg を算出する関数 calc neg を Algorithm 2に示す．関数の入力には，モデルの精度を算
出するために用いる検証データ filtered validi と，各モデルMunfil, Mfil を必要とする．ア
ルゴリズムは単純に，入力された二つのモデルの精度を入力された検証データによって算出
し，それぞれ unfiltered score，filtered scoreに精度のデータを格納する．ここでの精度計
算する処理が，アルゴリズム内の関数 score()に対応している．その後，Ineg に式 4.1の結果
を格納し，関数 calc neg の出力として返す．
Algorithm 2 calc neg
1: Input: filtered validi, Munfil, Mfil
2: Output: Ineg
3: unfiltered score← score(Munfil, filtered validi)
4: filtered score← score(Mfil, filtered validi)







4.2のとおり，adversarial scoreと filtered scoreの差を adversarial impact (Iadv) として
定義する．











害判定の要素となっている Ineg と比較した時，正常デバイスに対する adversarial scoreが
unfiltered score より低い値となることが想定されるため，正常デバイスに対する Iadv が
Ineg の値を下回らず，結果的に正常デバイスの誤検出を防ぐことができると考えられる．有害
デバイスに関しては，adversarial scoreと unfiltered scoreの値が近い値になるため，正常
デバイスに比べ検出されやすいと考えられる．
Iadv を算出する関数 calc adv を Algorithm 3 に示す．入力として，対象となるデバ
イスのデータ train segment と，フィルタリング後の訓練・検証データ filtered traini,
filtered validi，および filtered traini で訓練されたモデルMfil，学習前のモデルMadv を
必要とする．Ineg を算出するアルゴリズムと異なり，関数 calc adv ではまず有害データを
生成する必要がある．そこで，関数 generate poisonによって train segmentを用いて有害
データを生成する．generate poison は，防御システム (提案手法) のユーザーなどが任意に
決定するため，具体的なアルゴリズムは使用する攻撃手法に依存する．本研究における実験時
は，Biggioら [15]が提案した攻撃手法を使用した．生成した有害データは Dp へ格納し，そ
の後 filtered traini と Dp を結合したデータを adversarial dataに格納する．これにより，
adversarial dataはデバイス iが有害デバイスだと仮定した時の unfiltered dataを仮想的に
再現できたことになる．その後，filtered scoreと adversarial scoreの精度を関数 score()
によって算出する．算出した精度を式 4.2に基づいて計算し，Iadv に結果を格納し，Iadv を関
数 calc adv の出力として返す．
Algorithm 3 calc adv
1: Input: train segment, filtered traini, filtered validi, Mfil, Madv
2: Output: Iadv
3: Dp ← generate poison(train segment)
4: adversarial data← append(filtered traini, Dp)
5: Madv.fit(adversarial data)
6: filtered score← score(Mfil, filtered validi)
7: adversarial score← score(Madv, filtered validi)
8: Iadv ← filtered score− adversarial score
9: return Iadv
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4.4 データ除去




0.0 if Ineg ≤ 0;
Ineg
Iadv
if 0 < Ineg < Iadv;
1.0 else;
(4.3)

















データ除去率を算出するアルゴリズムを，Algorithm 4 に示す．関数 remove data では，
訓練・検証データ Dtr, Dval と，それぞれのフィルタリング後のデータ filtered traini,
filtered validi，除去率の計算に使われる Negative impactと Adversarial impactそれぞれ
Ineg, Iadv，そして対象となるデバイスのデータ数 n dataを入力値としている．
この関数の処理は，式 4.3にしたがって条件分岐を行い，その中で除去率が決定される．ア




なくてかつ Ineg が 0を超えた場合，つまり式 4.3において真ん中の場合かどうかを判断して
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いる．この条件に当てはまった場合，除去率の定義式にしたがい，Ineg を Iadv で割った値を
除去率として算出する．除去率が算出されたら，対象デバイスのデータ数 n data を使って，
訓練・検証それぞれで除去するデータの数を決定する．その後，次の節で説明する除去優先度





Algorithm 4 remove data
1: Input: Dtr, Dval, filtered traini, filtered validi, Ineg, Iadv, n data
2: Output: Dtr, Dval
3: if Ineg > 0 ∧ Ineg ≥ Iadv then
4: /∗ Remove all data obtained from device i ∗/
5: Dtr ← filtered datai
6: Dval ← filtered validi
7: else if Ineg > 0 then
8: /∗ Remove some of the data obtained from device i ∗/
9: removal rate← Ineg/Iadv
10: n delete← n data ∗ removal rate
11: n delete train, n delete valid← n delete/2
12: pri train, pri valid← det priority(removal rate)
13: Dtr ← delete(Dtr, n delete train, pri train)
14: Dval ← delete(Dval, n delete valid, pri valid)
15: end if















この機能のアルゴリズムを Algorithm 5 に示す．この関数 det priority は，入力として
訓練・検証データそれぞれ Dtr，Dval，デバイス識別子 i，対象デバイスのデータそれぞ
れ train segmenti，valid segmenti，フィルタリング後のデータそれぞれ filtered train，
filtered validを用いる．除去優先度は二次元平面で決定するため，データの次元が２次元よ
り大きい場合，次元を下げる必要がある．そのために，本研究では主成分分析 (PCA)を用い







ら，priority arrayを訓練と検証にわけ，それぞれ pri train，pri validに格納する．この二
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Algorithm 5 det priority
1: Input: Dtr, Dval, i, train segmenti, valid segmenti, filtered train, filtered valid
2: Output: pri train, pri valid
3: priority array ← ϕ
4: clf ← SV C
5: if Dtr.feature > 2 then
6: /∗ Compress features into two dimensions i ∗/
7: decomp← PCA(n components = 2)
8: decomp tr ← decomp.fit transform(train segmenti)
9: decomp val← decomp.fit transform(valid segmenti)
10: decomp unfil← decomp.fit transform(Dtr)
11: else
12: decomp tr ← copy(train segmenti)
13: decomp val← copy(valid segmenti)
14: decomp unfil← copy(Dtr)
15: end if
16: decomp segment← append(decomp tr, decomp val)
17: /∗ Generate mechgrid ∗/
18: xx, yy ← meshgrid
19: clf.fit(decomp unfil)
20: Z ← clf.predict(xx, yy)
21: Z ← Z.reshape(xx.shape)
22: for j < |train segmenti|+ |valid segmenti| do
23: /∗ Define priority ∗/
24: distance← calc distance(boundary, decomp segment[j])
25: location← is opposite(Z, xx, yy, decomp segment[j])
26: priority array ← append(priority array, array(location, distance))
27: j ← j + 1
28: end for
29: pri train, pri valid← train val(priority array)







• 有害データを一切含まないデータで訓練されたモデル (Perfect defense)














• Environmental Sensor Telemetry Data
• Air Quality Data
それぞれのデータセットにおける実験設定，および実験結果について次の節から順に説明
する．
第 5章 評価実験 25
5.2 MNIST
5.2.1 実験設定


















れ図 5.1 (b)と図 5.1 (c)に示す．F1-scoreに関しては，閾値を 0.2とした既存手法に比べ提
案手法の数値は大幅に上回っていることがわかる．しかし，閾値が 0.0における既存手法は，
ほとんど提案手法と同じ値を取っている．これらの結果については，提案手法における除去
率の式 (式 4.3)における Ineg ≤ 0の場合において，除去率を 0.0と定義していることが，閾
値 0.0における既存手法と同じような結果となった要因と考えられる．Accuracyに関しても，
全体的に提案手法の数値が上回っている．
図 5.2(a)，(b)は，それぞれ上記の実験における Precisionと Recallの結果を示している．
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図 5.3は，図 5.1での実験における検出精度 F1-scoreの値のばらつきを箱ひげ図で示した
ものである．図からもわかる通り，既存手法と提案手法は概ね同じような形状をしていること
から，検出の安定性に関しては優位性を得られなかった．
(a) モデルの予測精度 (b) 検出精度 F1-score (c) 検出精度 Accuracy
図 5.1 各防御後モデルの予測精度と有害データ検出精度の結果 (除去優先度なし)．
(a) 検出精度 Precision (b) 検出精度 Recall
図 5.2 各防御手法における有害データ検出精度の結果 (除去優先度なし)．
第 5章 評価実験 27





本来の MNIST データとは異なり，本実験では MNIST を二値分類のタスクとして使用
しているため，比較的タスクが簡単になっている．そのため，図 5.4(a) に示されている各
防御手法を実施した後のモデルの精度をみると，全体的に高い結果となっている．しかしな


















(a) モデルの予測精度 (b) 検出精度 F1-score (c) 検出精度 Accuracy
図 5.4 各防御後モデルの予測精度と有害データ検出精度の結果 (除去優先度あり)．
(a) 検出精度 Precision (b) 検出精度 Recall
図 5.5 各防御手法における有害データ検出精度の結果 (除去優先度あり)．
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たがって，提案手法は有害データの割合が全体の半数程度までのとどまる間は，既存手法より
も安定した防御性能を示したと言うことができる．
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図 5.7 Synthetic Data (attack parameter = 0.5))．
本実験では攻撃パラメータを３種類 (0.3, 0.5, 0.7)でそれぞれ実験した．5.2節の実験と同
様，環境は総デバイス数を 10 とし，各デバイスが提供するデータは 100 と設定した．また，
既存手法の閾値も 5.2節と同様の設定である．
5.3.2 結果
各攻撃パラメータ attack parameter における，各防御を適用した後のモデルの精度を表し














図 5.11は，有害データの割合に関する，正常デバイスと有害デバイスの Ineg の値の関係を
示している．この図を見ると，比較的有害データが少ない設定の方が，正常デバイスと有害デ









(a) 各防御後モデルの精度 (b) 検出精度 F1-score (c) 検出精度 Accuracy
図 5.8 モデルの精度と有害データの検出率に関する結果 (attack parameter = 0.3)．
(a) 各防御後モデルの精度 (b) 検出精度 F1-score (c) 検出精度 Accuracy
図 5.9 モデルの精度と有害データの検出率に関する結果 (attack parameter = 0.5)．
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(a) 各防御後モデルの精度 (b) 検出精度 F1-score (c) 検出精度 Accuracy
図 5.10 モデルの精度と有害データの検出率に関する結果 (attack parameter = 0.7)．
図 5.11 有害データの割合に対する Ineg の値の結果．
図 5.12は，図 5.9での実験 (attack parameter = 0.5)における検出精度 F1-scoreの値の
ばらつきを箱ひげ図で示したものである．この結果を見ると，5.2での実験における箱ひげ図
(図 5.3)に比べると大きな差はないが，細かく見ると有害データの割合が 40%と 60%の場合
を除き，提案手法の箱が比較的高い位置，あるいは小さい形を取っている事がわかる．
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図 5.12 各防御手法における検出精度のばらつきの結果．
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表 5.1 Environmental Sensor Telemetry Data
Notation Description Units
ts timestamp of event epoch
device unique device name string
co carbon monoxide ppm (%)
humidity humidity percentage
light light detected? boolean
lpg liquid petroleum gas ppm (%)
motion motion detected? boolean
smoke smoke ppm (%)
temp temperature Fahrenheit
実験設定は 5.2節や 5.3節の実験と同様に，総デバイス数を 10としている．各デバイスに











表 5.2は，上記の実験において，有害デバイス数が 3から 5の設定におけるそれぞれのデバ
イスの Ineg の値を示している．この結果は前述している通り 10回平均をとった値だが，有害
デバイス数が 4つに，すなわち有害データの割合が 40%になった途端に有害デバイスにおけ
る Ineg の値が全て 0になっている．Ineg の定義は，4.2節の式 4.1の通り，filtered modelの
精度から unfiltered modelの精度を引いた値となっている．この値が 0を取るということは，
二つのモデルの精度がどちらも極端な値 (0や 1)をとっている，もしくは極端な値ではないが
filtered model と unfiltered model とで全く同じ精度になっているという二通りが考えられ
る．今回の場合，図 5.13(a)を見ると精度が極端な値をとっていないことから，極端な値では
ないが精度が同じ値になっていることがわかる．つまり，一つの有害デバイスのデータがデー
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タセット中に含まれるか含まれないかの要素が，モデルの精度に影響していないことになる．
(a) モデルの予測精度 (b) 検出精度 F1-score (c) 検出精度 Accuracy
図 5.13 各防御後モデルの予測精度と有害データ検出精度の結果 (除去優先度なし)．
(a) 検出精度 Precision (b) 検出精度 Recall
図 5.14 各防御手法における有害データ検出精度の結果 (除去優先度なし)．
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表 5.2 図 5.13の実験における各デバイスの Ineg
デバイス No. 有害：8-10 有害：7-10 有害：6-10
1 0.0003 -0.002 0.004
2 0.012 -0.001 0.002
3 -0.018 -0.013 -0.0001
4 -0.025 -0.012 -0.002
5 -0.020 -0.008 0.014
6 -0.031 -0.011 0
7 -0.004 0 0
8 0.008 0 0
9 0.033 0 0
10 0.057 0 0
図 5.15は，図 5.13での実験における検出精度 F1-scoreの値のばらつきを箱ひげ図で示し
たものである．この結果を見ると，図 5.13や 5.14と同様に有害データの割合が 40%以降は
既存手法も提案手法も外れ値として何回か検出する程度で，ほとんどの結果が検出率 0である




いを表す指標 negative impactIneg が安定していた事が考えられる．既存手法は Ineg の値を
固定値の閾値で判定しているため，Ineg の値が安定しているとそれに合わせて検出精度も安
定して高い精度を維持できる事ができる．しかし，提案手法は Ineg の他に Iadv の指標を元に
ファジーな除去率を決定しているため，判定の変動要素が多いため，今回のような Ineg が安
定する設定の場合は既存手法に安定性の観点では劣ってしまうと考えられる．
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図 5.15 各防御手法における検出精度のばらつきの結果．
図 5.16および 5.17は各デバイスのデータ数が 100，有害デバイスに含まれる有害データの
割合が 50%の時の実験結果を示している．この実験設定では，除去優先度を定義してデータ
を除去している．図 5.16(a)はモデルの予測精度の結果を表しているが，全体的に上記の設定
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(a) モデルの予測精度 (b) 検出精度 F1-score (c) 検出精度 Accuracy
図 5.16 各防御後モデルの予測精度と有害データ検出精度の結果 (除去優先度あり)．
(a) 検出精度 Precision (b) 検出精度 Recall
図 5.17 各防御手法における有害データ検出精度の結果 (除去優先度あり)．
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図 5.18 各防御手法における検出精度のばらつきの結果．
図 5.19および 5.20は，各デバイスのデータ数が 20，有害デバイスに含まれる有害データの






















(a) モデルの予測精度 (b) 検出精度 F1-score (c) 検出精度 Accuracy
図 5.19 各防御後モデルの予測精度と有害データ検出精度の結果 (攻撃手法: label flip)．
(a) 検出精度 Precision (b) 検出精度 Recall
図 5.20 各防御手法における有害データ検出精度の結果 (攻撃手法: label flip)．
第 5章 評価実験 41
図 5.21 各防御手法における検出精度のばらつきの結果．












図 5.23(a)，(b)はそれぞれ有害データ検出に関する Precisionと Recallの結果である．こ
れらの結果を見ると，Recallに関しては大きな優位性が見られなかったのに対し，Precision







(a) モデルの予測精度 (b) 検出精度 F1-score (c) 検出精度 Accuracy
図 5.22 各防御後モデルの予測精度と有害データ検出精度の結果 (除去優先度なし)．
(a) 検出精度 Precision (b) 検出精度 Recall
図 5.23 各防御手法における有害データ検出精度の結果 (除去優先度なし)．













6.2 各デバイスの Adversarial Impact
Baracaldoら [29]の手法では，有害・無害の判定基準となる閾値が各デバイスに対して一定
とされている. 一方で，本稿における提案手法では各デバイスに対して固有の閾値となる Iadv
が定義される. 提案手法における，正常デバイスの Iadv と有害デバイスの Iadv の値を表 6.1
に示す. この結果から，Iadv に関しては正常デバイスの方が比較的有害判定されやすい値と
なっていることがわかる. 直感的には，有害デバイスの Iadv が小さい値の方が，検出精度が向
上すると考えられる. 第 5章で示した結果において，提案手法の精度が既存手法に比べて低く
ないのは，正常デバイスの Ineg が 0以下で Iadv に関係なく正常判定されていることと，有害
デバイスの Ineg が Iadv に近い値をとりデータ除去率が高くなったことの 2点の要因が考えら
れる.
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