Review of Information Retrieval models by Kumar, Praveen et al.
International Journal of Research and Engineering
ISSN: 2348-7860 (O) | 2348-7852 (P) | Vol. 04 No. 04 | April 2017 | PP. 
http://digital.ijre.org/index.php/int_j_res_eng/article/view/268
Copyright © 2016 by authors and International Journal of Research and Engineering
This work is licensed under the Creative Commons Attribution International License (CC BY). 
http://creativecommons.org/licenses/by/4.0/.
 
 
Review of Information Retrieval models
Author(s): Hema
Affiliation:
 Abstract: A large number of information of all the domains are 
available online in the form of hyper text in web pages.
from different disciplines are consulting different web sites to 
fetch information according to their need. It is very difficult to 
remember the names of the websites for a specific domain for 
which the user wants to search. So a search is a system which 
mines information from the world wide web and present it to 
the user according to its query. Information retrieval 
system(IRs) works for search engine arranges the web 
documents systematically and retrieves the result according to 
the user query. In this paper we discuss the widely used 
information retrieval models, their evaluation parameters and 
application. 
 
Keywords:- search engine, Information Retrieval, world wide 
web. 
 
Introduction  
The meaning of the term information retrieval 
broad. As an academician theory, Information retrieval (IR) 
is retrieving unstructured (text) documents that satisfy
information need from within large collections 
stored on computers. According to the above definition 
information retrieval can be used by librarians, paralegals, 
and similar professional searchers. Millions of peoples are 
using information retrieval in web search engines for finding 
their desired information. Information retrieval is fast 
becoming the dominant form of information access. IR
deals with other kinds of data and information problem other 
than mentioned above. Unstructured data means information 
that is semantically not correct and cannot be used by the
computer structure. It is the opposite of structured data, the 
example of structured data is RDBMS, which 
product inventories and personnel records
companies. In reality, almost no data are truly 
“unstructured”. This is definitely true of all text data if you 
count the latent linguistic structure of human languages. But 
even accepting that the intended notion of structure is overt 
structure, most text has specific format, such as headings, 
paragraphs and footnotes, which are highlighted 
document (such as the coding underlying web pages). IR is 
also used to facilitate “semi structured” search such as 
finding a document where the title contains c++
body contains templates. The area of information retrieval 
also covers supporting users in browsing or filter document 
repositories or further processing a set of retrieved 
documents. Given a set of documents, clustering is the task 
of coming up with a good grouping of the documents based 
on their contents. It is similar to arrangin
bookshelf according to their topic. Given a set of titles, 
standing information necessity, or other categories (such as 
accuracy of texts for age group of different
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classification is deciding of 
set of documents belongs to. 
manually classifying documents and then 
classify new documents automatically. Information retrieval 
systems differentiate by the scal
is useful for distinguishing 
search, provides facilities to mine millions of web 
documents stored on various computers located 
geographically at distinguish locati
are required for document 
systems that work efficiently at 
handling particular aspects of the web, such as 
benefit of hypertext of site to boost their search engine 
rankings, given the commercial importance of the web. At 
the other extreme is personal information retrieval
last few years, operating systems 
retrieval. Email programs provide
classification: they at least provide a spam (junk mail) filter, 
and commonly also provide either manual or automatic 
means for classifying mail so that it can be placed directly 
into particular folders. There are various distinguish
such as handling the broad range of document types on a 
personal computer, and making the search system 
maintenance free and sufficiently lightweight in terms of 
startup, processing, and disk space usage that it can run on 
one machine without annoying its owner. In
space of business, institutional, and domain
where retrieval might be provided for collections 
corporation’s internal documents, a database of patents, or 
research articles on agriinformatics
documents are stored on centralized file systems and one or 
a more machines will provide 
The figure below shows retrieval
 
IRs perform the following activities to achive its goal
1.In indexing the documents are arranged with 
terms in the document. 
2.Removal of unnecessary words, frequently used words 
which have less contribution in giving the watage to the 
document with respect to terms of the document.
3 
which classes, if any, each of a 
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3.Retrieving of documents according to the user query.
 
Evaluation parameters for the IRs 
The performance of identifying correct documents by the 
IRs according to the user query has been measured via three 
metrics: precision, recall, and F-measure. Precision is the 
percentage of correctly identified documents over
documents indexed by the IRs, while Recall is the 
percentage of correctly identified document over all the 
correctly identified document and unidentified document. 
Suppose the number of correctly identified web 
C, the number of wrongly identified web documents are 
and the number of not identified web document is M, then 
the precision of the approach is given by the expression 
given below 
          P = C/ (C + W)  (1) 
and the recall, R, of the approach is  
          R = C/ (C + M)  (2) 
F-measure incorporates both precision and recall. F
measure is given by 
          F = 2PR/ (P + R)           (3) 
 
 
2. Boolean retrieval model 
The Boolean retrieval model is a model for information in 
which any user query can be posted which is in the form of a 
Boolean expression of terms, that is, the terms are 
with the operators AND, OR, and NOT. The model views 
each document as just a set of words. 
The Basic assumptions of IR are collection of fixed 
collection of documents and motive is to retrieve documents 
with information that is relevant to the user’s information 
need and helps the user complete a task. The retrieval model 
considers each document as relevant or irrelevant according 
to the user query. The figure below shows the visualization 
of Boolean retrieval model among the three set of 
documents.   
2.1 INDEX CREATION IN BOOLEAN RETERIVAL 
MODEL 
Let us now consider a more realistic scenario, 
simultaneously using the opportunity to introduce some 
terminology and notation. Suppose we have N
documents. By documents we mean whatever units we have 
decided to build a retrieval system over. 
chapters of a book. The group of documents over which 
retrieval operation is performed is known as the (doc
collection. It is also referred to as a corpus (a 
Suppose each document contains about 2000
5 book pages). If we assume an average of 5
including spaces and punctuation, then 
collection is of about 8 GB in size. Typically, there might be 
about M = 600,000 distinct terms in these documents. There 
is nothing special about the numbers we have chosen, and 
they might vary by an order of magnitude or more, but they 
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 words long (4–
 bytes per word 
the document 
give us some idea of the dimensio
problems we need to handle.
This idea is central to the first major concept in information 
retrieval, the inverted index
terms to the parts of a document where they occur. 
index, or sometimes inverted 
information retrieval. The basic 
illustrated in Figure 2.1a. 
We keep a dictionary of terms (
term, a list of records of documents 
the term. Each item in the list 
appeared in a document is called a 
called a postings list (or inverted list), and all the postings 
lists taken together are referred to as 
dictionary has been arranged
postings list is sorted by document ID. 
 
 
Fig 2.1 a Indexing of documents
 
3. Vector space model 
The representation of a collection
a common vector space is known as the 
Dot Product 
We denote by V (d) the vector derived from document 
with one component in the vector for each dictionary term. 
The set of documents in a collection then may be viewed as 
a set of vectors in a vector space.
cosine similarity 
    Calculating the similarity between two documents 
d2 is to calculate the cosine similarity 
representations ܸሺ݀1ሻሬሬሬሬሬሬሬሬሬሬሬሬԦ and ሬܸሬሬ
sim(
|ܸሺ݀ଵሻሬሬሬሬሬሬሬሬሬሬሬԦ| |ܸሺሬሬሬሬሬ
 
The dot product Ԧܺ. ሬܻԦ of two vectors is defined as 
.ܻଓሬሬሬԦ   Let ܸሺ݀ሻሬሬሬሬሬሬሬሬሬԦ denote the document vector for d, with M 
components ܸ1ሺ݀ሻሬሬሬሬሬሬሬሬሬሬሬሬԦ …… ܸܯሬሬሬሬሬሬሬ
The Euclidean length d is defined to be 
Length Normalization 
Unit vector ܸሺ݀ଵሻሬሬሬሬሬሬሬሬሬሬሬԦ = ܸሺ݀ଵሻ / 
        ܸሺ݀ଶሻ = ܸሺ݀ଶሻሬሬሬሬሬሬሬሬሬሬሬԦ 
 ݏ݅݊ሺ݀ଵ, ݀ଶሻ = ܸሺ݀ଵሻሬሬሬሬሬሬሬሬሬሬሬԦ
 
This represented as dot product of the normalized versions 
of the 2 document vectors. This measure is the cosine of the 
angle θ between the two vectors.
4. Applications of IRs 
 
There are various applications of 
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d1 and 
of their vector 
ሺ݀2ሻሬሬሬሬሬሬሬሬሬԦ  
d1,d2) = ܸሺ݀ଵሻሬሬሬሬሬሬሬሬሬሬሬԦ . ܸሺ݀ଶሻሬሬሬሬሬሬሬሬሬሬሬԦ / 
݀ଶሻ|ሬሬሬሬሬሬሬሬԦ 
∑M i=1 ܺଓሬሬሬሬԦ 
ሺ݀ሻሬሬሬሬሬሬሬԦ.   
ට∑ ܯ ௜ୀଵ ܸଶଓሺ݀ሻሬሬሬሬሬሬሬሬሬሬሬሬሬԦ     
ܸሺ݀ଵሻሬሬሬሬሬሬሬሬሬሬሬԦ 
/ |ܸሺ݀ଶሻሬሬሬሬሬሬሬሬሬሬሬԦ|    
 . ܸሺ݀ଶሻሬሬሬሬሬሬሬሬሬሬሬԦ 
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i. This system is adopted by search engine to retrieve 
information in the form of documents according to the user 
query. 
 
Ii.Grouping of documents within a cluster and class, 
according to keyword based or semantic based. 
 
iii. Various  page rank  algorithms are used in IRs, which 
assigns wattage to the web documents, which further used 
by search engine to give ranked result to the user according 
to its query. 
 
5. Conclusion 
At last we make a conclusion that, information retrieval is a 
process of finding and fetching the knowledge based 
information from cluster or collection of documents. This 
REVIEW paper deals with the basics of the information 
retrieval. In first section we are defining the information 
retrieval system with their basic measurements and 
evaluation parameter of a good IRs. After this we concerns 
with traditional IR models and also discuss about the 
indexing technique used in Boolean retrieval model of IRs. 
This paper also includes the applications of IRs. 
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