We present a new method for approximating solutions to the incompressible miscible displacement problem in porous media. At the discrete level, the coupled nonlinear system has been split into two linear systems that are solved sequentially. The method is based on a hybridizable discontinuous Galerkin method for the Darcy flow, which produces a mass-conservative flux approximation, and a hybridizable discontinuous Galerkin method for the transport equation. The resulting method is high order accurate. Due to the implicit treatment of the system of partial differential equations, we observe computationally that no slope limiters are needed. Numerical experiments are provided that show that the method converges optimally and is robust for highly heterogeneous porous media in 2D and 3D.
Introduction
Miscible displacement is a fundamental concept in geophysics, and it is applicable as a model for groundwater movement and enhanced oil recovery [1, 2, 3, 4, 5, 3] . The equations that govern miscible displacement form a system of coupled nonlinear partial differential equations. Numerous techniques have been proposed to resolve the nonlinearity in the miscible displacement system, for instance, implicit-explicit, semi-implicit, and fully implicit methods (see [6] for a literature review of these approaches). Moreover, the choice of discretization is also a critical decision in the solution process. Accuracy, mass balance, and efficiency of implementation are all valid concerns. With respect to the Darcy flow system, incorrect approximations to the velocity can cause oscillations and instability when used in the convection-dominated transport system. Utilizing compatible discreizations (as defined in [7] ) for flow and transport maintains local/global mass conservation, which provides stability and accuracy in the numerical methods.
Mixed finite element (MFE) methods have the compatibility property when the velocity space is taken to be H(div, Ω) conforming. However, MFE results in a semi-definite saddle-point system, which needs specialized block solvers, especially in the high order regime. Through hybridization [8, 9] , the MFE method is called a hybrid mixed finite element technique (HMFE), and becomes more practical in some regards. Namely, one is able to significantly reduce the number of degrees of freedom, as well as generate a symmetric positive definite system. This is possible by introducing a certain Lagrange multiplier such that the degrees of freedom associated with the velocity u and pressure p can be eliminated to obtain a globally coupled system for the multiplier only. A combined HMFE-discontinuous Galerkin method for miscible displacement was examined in [10] .
Discontinuous Galerkin (DG) methods are popular methods, in part because they have a number of attractive features, e.g. high accuracy, local mass conservation, completely discontinuous approximations that expose parallelism and allow for hp-adaptation, and they are able to handle nonconforming meshes [11] . On the other hand, DG methods in general have more degrees of freedom than their continuous counterparts, and this causes major challenges for linear solvers. The hybridizable discontinuous Galerkin method (HDG) addresses this issue [12, 13, 14] . Similar to the HMFE method, a global system solely in terms of the approximate trace of the concentration variable can be obtained. To do this, we prescribe a specific numerical flux for the approximate concentration variable. The numerical flux is defined such that we can express it and the approximation to the concentration, in terms of an additional unknown defined on the skeleton of the mesh. To ensure that the numerical trace is single valued, we require that the normal component of the numerical flux across the element boundaries is continuous. In this paper we consider an HDG method for both Darcy flow and transport. An approach related to the HDG scheme called the hybrid high order method (HHO) was applied to the miscible displacement problem in [15] . Here they consider a variety of meshes in 2D, such as triangular, Cartesian, Kershaw, and hexagonal-dominant meshes. In their framework upto degree three polynomials are considered, and it is demonstrated that a piecewise linear basis provides the best balance between computational efficient and accuracy. Our work examines polynomials upto degree sixteen, and several challenging benchmarks are considered in heterogeneous porous media. The connection between HHO and HDG is not fully understood at this time [16] .
For higher orders, hybridization can significantly reduce the number of degrees of freedom, as well as the total number of nonzeros in the discretization matrix [17, 18] . The reduction in degrees of freedom (and total nonzeros in discretization operators) is of great importance, as we use high order accurate approximations for the simulation of complex flow-transport systems. Furthermore, since our algorithm decouples flow and transport, at every time step, multiple linear systems are to be solved. In the most simple situation only two linear solves are needed per time step, one for obtaining the pressure and velocity and the other for concentration. In some situations one could lag the pressure/velocity update and use it for multiple time steps before obtaining a new profile. However, iterative coupling and high order time stepping may be utilized to enhance the solution, which increases the number of linear solves that are needed per time step. Efficient linear solvers are required for this class of problems [19] , as the dominant cost occurs during this phase of the simulation.
The HDG method with polynomial degree k boasts optimal order of accuracy k + 1 in the L 2 norm for all approximate variables, possesses a local postprocessing that can enhance the accuracy of the scalar variable (with a order of accuracy k + 2), and retains favorable aspects of DG methods (e.g. local mass conservation, ability to handle unstructured meshes, etc.). The HDG method for flow and for transport are compatible in the sense that is defined in [7] ; which means that stronger discrete analogs of global conservation for flow, and local conservation for transport are satisfied. Further more, if more accuracy is desired, one can resort to a simple element by element postprocessing that projects the flow velocity into an H(div, Ω) conforming subspace. This postprocessing is available since the scalar and flux unknowns converge optimally and the normal component of the numerical flux for the HDG method is single valued [12] . To the best of our knowledge, there are very few papers on HDG for complex porous media flows. Recently, we applied the HDG method to two-phase flows in [20] Examples of standard DG methods for miscible displacement can be found in [21, 6] . Classical primal non-compatible DG methods that are used for the Darcy system require special attention.
The totally discontinuous Darcy velocity must be constructed by taking the gradient of pressure (which reduces the accuracy of the Darcy velocity a full order). Further, a non-compatible Darcy velocity can cause oscillations and instability when used in the convection-dominated transport given by equation (2) . As such, weighted average stabilization [22] and velocity reconstructions must be utilized [23, 24] . In comparison, the HDG method gives optimal convergence rates of k + 1 for both pressure and Darcy velocity approximations, and if an H(div, Ω) conforming velocity is required, projections with optimal convergence rates exist [12] . The scheme presented in this paper is high order accurate. It also admits a discrete local mass balance, has a velocity that has a numerical trace with a continuous normal component, and allows for hybridization, which significantly reduces the total number of degrees of freedom.
An outline of the paper is is given. Section 2 contains the model problem and section 3 the numerical scheme. Simulations are shown in section 4. Conclusions follow.
Model problem
The displacement of one incompressible fluid by another in the domain Ω ⊂ R d (for d = 2, 3) over the time interval (0, T ) is governed by the following three coupled equations:
The primary unknowns are the pressure of the fluid mixture denoted by p, the concentration of the solvent in the fluid mixture denoted by c, and the velocity denoted by u. The dispersion-diffusion tensor is denoted by D(u), φ is the porosity of the medium, µ is the viscosity of the fluid mixture, and K is the permeability of the porous medium. For simplicity, we assume that on each element, K is a scalar. We note that K can vary spatially. The functions q I and q P are the flow rates at injection and production wells respectively, andc is the fluid concentration prescribed at the injection wells. We assume that the dispersion-diffusion tensor depends on the velocity:
where α t , and α l are the tangential and longitudinal dispersivities, respectively. The molecular diffusivity is denoted by d m . For the viscosity, we assume the common quarter-power mixing law [25] 
where µ s (respectively, µ o ) is the viscosity of the solvent (respectively, resident fluid). The system is completed by no flow boundary conditions and an initial condition for the concentration:
where n denotes the outward unit normal vector to Ω.
Discretization
Here we describe the spatial discretization for the miscible displacement system. Sections 3.1 and 3.2 require some notation that we clarify. We assume that the domain Ω has been partitioned into a non-overlapping set of elements, E h . The skeleton of the mesh, denoted by Γ h , consists of all unique edges (or faces in 3D) of the mesh. The collection of all element boundaries is denoted by ∂E h , and is distinct from Γ h , as interior edges (or faces) are duplicated.
The set Q k is the typical tensor product finite element space; whose members are tensor products of polynomials of degree k in each coordinate direction. The symbols denoting inner products have a special distinction depending on its arguments and the underlying domain of integration. Given E ∈ E h , and e ∈ Γ h , we have
To facilitate high order approximation we use a nodal basis, which is nodal at Gauss-LobattoLegendre points, and we use Gauss-Legendre points and weights for high order quadrature. Invoking a change of variables we evaluate our basis on the reference element (or edge/face) using barycentric interpolation of the second kind [26] . This approach obviates usage of generalized Vandermond matrices, or their inversion.
Pressure and velocity approximation 3.1.1. Hybridizable discontinuous Galerkin
A HDG method is used to discretize equations (1). The following discrete spaces are needed:
The HDG method seeks
The numerical traces are given as follows:
The HDG system written in matrix form can be expressed as
and isolating interior unknowns gives
Due to the discontinuous nature of HDG, the inverted matrix in equation (7) can be applied in an element by element manner. The equation that enforces continuity of the normal component of the numerical trace of the Darcy velocity is
We can condense the interior unknowns to obtain a globally coupled system only defined in terms of P , the pressure on the mesh skeleton,
where
We note that the expressions for H and F can be obtained at the element level. The HDG method for Darcy flow has a number of appealing features, notably:
• Static condensation reduces the total number of degrees of freedom. This is especially important for discontinuous Galerkin methods which give rise to a large number of unknowns. The plethora of unknowns is increased even further by problems in high dimensions and higher order polynomial approximation spaces.
• HDG allows for flexibility in the selection of approximation spaces in comparison to MFE.
• HDG possesses a local mass balance property, which can be crucial for coupled flow-transport problems [7] .
• The approximations for u h , p h , and p h all converge at the optimal rate of k + 1 in the L 2 norm..
• The numerical trace of u h has its normal component continuous, which renders the HDG method a compatible discretization [7] .
Concentration approximation 3.2.1. Hybridizable discontinuous Galerkin
In this section we describe the HDG method used to discretize the convection-diffusion equation (2) . Let
It is assumed that the velocity u h has been computed. We utilize the discontinuous finite element spaces as stated in equation (3) . The HDG method seeks
We use explicit formulas for the dispersion-diffusion tensor (see subsection 4.1), which means that we can analytically precompute its inverse. The numerical traces take the following formc
where τ is a stabilization term that is piecewise constant on element boundaries. Following [27, 28] , given e ∈ Γ h , we set
Further details on the selection of τ can be found in [12] . The choice of τ becomes less important as the polynomial order increases, since the numerical dissipation is on the order of O(h k+1 ). HDG methods for the convection-diffusion problem have been studied by numerous authors, including the case of convection-dominated diffusion, and small diffusion coefficients [29, 12, 27, 30, 31] .
Equations (10), (11) ,and (12) give rise to the following matrix system
Due to the discontinuous nature of HDG, the inverted matrix in equation (13) can be applied in an element by element manner. The equation that enforces continuity of the normal component of the numerical trace is JQ + GC + H C = R c .
We can condense the interior unknowns to obtain a globally coupled system only defined in terms of C, the concentration on the mesh skeleton, H C = F:
We note that the expressions for H and F can be obtained at the element level. The HDG method for transport has a number of appealing features, notably:
• It is locally conservative.
• Static condensation reduces the total number of degrees of freedom, as well as total number of nonzero entries in the discretization matrix. This is especially important for discontinuous Galerkin methods, as they give rise to a large number of unknowns compared to continuous Galerkin.
• The normal component of the numerical flux q h is continuous.
• The approximations for q h , c h , and c h all converge at the optimal rate of k + 1 in the L 2 norm.
Semi-implicit algorithm
The semi-implicit algorithm is described here. The Darcy system (1) is split from the transport system (2). We first solve the Darcy problem, given a concentration profile. The HDG method simultaneously recovers both the pressure and velocity. After the velocity is obtained, we insert it into the transport system to generate an updated concentration profile. The HDG scheme is formulated in Algorithm 1. Let t n denote the time at step n, and n nsteps be the number of time steps to be taken. The time step size is given by ∆t. A superscript of n denotes the nth time step, so that
Initial conditions correspond to n = 0.
Algorithm 1 Semi-implicit HDG method for the miscible displacement problem. t n+1 ← t n + ∆t. 7: end for
Reduced computational cost of hybridization
A key feature of hybridization is that it reduces the total number of degrees of freedom (DOFs) compared to their classical counterparts [32] . Specific information regarding total degrees of freedom and total nonzero entries in the discretization matrix for different element types can be found in [17, 18, 33] . For clarity we consider some quantitative examples to illustrate this point.
Example 1 (2D quadrilateral mesh)
We consider a 2D uniform mesh of the unit square with N × N quadrilateral elements (N elements in each coordinate direction Fig. 1 visualizes this ratio, for sample k and N . From Fig 1b, it is evident that for a given polynomial order, increasing the number of elements decreases the ratiõ r. However, much more substantial reductions forr are obtained if the polynomial degree is increased, which is clear from Figs 1a and 1b. For N > 2 and k > 1, the HDG method has fewer DOFs than classical DG. For k = 3 and large N , classical DG has almost twice the number of DOFs compared to HDG.
Example 2 (3D tetrahedral mesh)
In 3D the situation is similar. Here we consider the unit cube, which is partitioned into N × N × N hexahedra (N hexahedra in each coordinate direction). Each hexahedron is then divided into 5 tetrahedra. Let P k (E) denote the space of polynomials of degree at most k on the domain E. Here the DOFs for classical DG methods are 5(k +3)(k +2)(k +1)N 3 /6, since there are 5N 3 elements and (k+3)(k+2)(k+1)/6 = dim P k (E). For HDG we have (k+2)(k+1)(6N 3 +2N 2 )/2 DOFs, since there are 6N 3 + 2N 2 faces and (k + 2)(k + 1)/2 = dim P k (e). We then havẽ r := HDG DOFs DG DOFs < 1, whenever k > (3 + 6N −1 )/5. From Fig. 2 , we observe that the same conclusions can be drawn as the previous example in 2D. The HDG method benefits much more from large k, this is depicted in Figs. 2a and 2b . For k > 0 and N > 3, the HDG method will have fewer DOFs than classical DG. 
Numerical experiments
Four numerical experiments are given in this section to test our algorithm. We use implicit Euler time stepping for all of the following experiments. The initial concentration is zero for all numerical experiments; except for subsection 4.1, where it is determined from the manufactured solution.
Manufactured solution in 2D
To test the convergence properties of our method, we use the method of manufactured solutions. The domain is set to be the unit square, and is partitioned into N × N quadrilateral elements. For simplicity, we use Dirichlet boundary conditions, which are obtained through the following prescribed solutions:
p(x, y, t) = 1 + xy tanh(1 − x) tanh(1 − y) exp(−t), c(x, y, t) = cos(t) sin(πx) sin(πy)/(2π) 2 .
Initial conditions are easily acquired from the above expressions. We set ∆t = 0.1/((k + 1)N k ), and T = 0.5. For ease of generating the source and sink functions, a homogeneous permeability taken. Also, the standard quarter power mixing law is used:
with mobility ratio µ o /µ s = 2. We remark that D(·) is assumed to be symmetric and uniformly positive definite. Moreover, the dispersion-diffusion tensor is of size d×d, where d is the underlying dimension. We set d m = 1.0, α t = (1.8) · 10 −6 and α l = (1.8) · 10 −5 . The molecular diffusion coefficient, time step, and permeability are selected such that proper convergence rates may be extracted. The porosity is fixed constant, φ ≡ 0.2. Table 1 shows the results of the HDG scheme. We observe that the expected convergence rates are met. The HDG scheme results in optimal rates of k + 1 in the L 2 norm for all approximate variables. 
Homogeneous permeability in 2D
Here we test our method in a homogeneous medium Ω = [0, 1000] 2 . Initially, the concentration is set to zero. The dispersion-diffusion tensor coefficients are set as d m = 10 −9 , α t = (1.8)·10 −6 and α l = (1.8) · 10 −5 . Viscosity is same as subsection 4.1, andc ≡ 1. The homogeneous permeability is K ≡ 10 −10 . We define the source terms such that they are piecewise constant with compact support. That is, q I is nonzero on [0, 100] × [0, 100] and q P is nonzero on [900, 1000] × [900, 1000]. The non zero constants are determined by the following constraint
The solvent fluid is injected at the lower left corner, and displaces the fluid mixture to the upper right corner. Similar test problems can be found in [34] . A uniform quadrilateral mesh of 1024 elements is used, with discontinuous piecewise quartic basis functions. The simulation runs to T = 10 days, and we provide snapshots at t = 2.5, t = 5.0, t = 7.5, and t = 10. Our splitting algorithm allows for large timesteps, and in this case we fix ∆t = 0.1 days. The simulation results are displayed in Fig. 3 . As the problem is convection-dominated, localized overshoot and undershoot do occur, but remain bounded. We also study the effect of the polynomial order. In Fig. 5 , we show the concentration contours at t = 7.5 for polynomial orders k ∈ {1, 2, 4, 8} on a mesh with 256 elements. Features near the concentration front (especially close to the production well) become more defined as the polynomial order is increased. To get a better sense for the convergence of the method, we examine the profile along the line y = x at t = 7.5 for polynomial orders varying from piecewise linears to piecewise octics. Fig. 4 shows the profiles. As the polynomial order is increased, the concentration front is smoother, and the approximations converge. The lower order approximations are less smooth and more diffusive. (a) k = 1
Figure 5: Polynomial order study at t = 7.5, on a coarse mesh with 256 elements. As the polynomial order increases, the resolution of the concentration front is sharper.
Permeability lens in 2D
In this experiment the domain is Ω = [0, 1000] 2 , and the permeability is 10 −10 everywhere except the lens [250, 500] × [250, 500], where it is 1000 times smaller. This region of lower permeability acts as an impenetrable area, where the fluid mixture must avoid. All other parameters are the same as in subsection 4.2. The concentration at various times is depicted in Fig. 6 , on a mesh with 1024 elements and k = 4. As expected, the concentration avoids the region of lower permeability, while still traveling towards the production well. With high order approximations we are able to resolve the lens boundary with a fine resolution. Fig. 7 portrays the effect of increasing the polynomial order on a coarser mesh of 256 elements. The polynomial degrees vary as: k = 1, 2, 4, 8, 16. We fix t = 7.5, and increase the polynomial order in a geometric sequence. All polynomial orders tested are able to capture the region of low permeability. Piecewise linears and quadratics give the most diffusive approximations, causing the concentration front to merge faster. Increasing the polynomial order has the impact of sharpening the borders of the lens. Further, the approximation is less diffusive, revealing that the two concentration plumes do not fully merge at t = 7.5. When using high order approximations, we are able to generate quality simulations on coarser meshes. (a) k = 1
Figure 7: Polynomial order study at t = 7.5, on a fixed mesh with 256 elements. As the polynomial order increases, the approximation quality improves significantly.
Highly heterogeneous media in 2D (SPE Project)
For this numerical experiment, the domain Ω = [0, 1000] 2 is heterogeneous, where we take various permeability (horizontal) slices from the SPE10 comparative solution project model 2 [35] . The porosity is fixed at 20%. These permeability slices are scaled to a 64 × 64 grid, instead of the native 60 × 220 grid. In all experiments we use a mesh with 4096 quadrilateral elements, and discontinuous piecewise quartic basis functions. All other parameters are the same as in subsection 4.2. Figs. 9a, 9b, and 9c show the selected permeability layers, which vary over the Figs. 8g, 8h, and 8i . This example demonstrates that the HDG method is robust for highly heterogeneous porous media. 
Permeability lens in 3D
In this section we validate our HDG method in 3D. In particular, we examine an analogy of the numerical experiment conducted in subsection 4.3. The domain is now Ω = [0, 1000]
3 . The permeability lens described in subsection 4.3 is extruded in the z-direction, so that the region of lower permeability is a pillar. Production and injection wells are placed at opposite ends of the domain (e.g. near the origin and the coordinate (1000, 1000, 1000)). The remaining parameters are the same as in subsection 4.3.
We use a structured mesh with 3072 tetrahedral elements, and piecewise quartic basis functions. Fig. 10 shows the Darcy velocity field for this simulation. The flow avoids the low permeability pillar, and travels from the source to the sink, which is clearly visible in Fig. 10a. Fig. 10b plots the flow field from a different angle. Fig. 10 . This is the expected outcome for a quarter-five spot simulation with a permeability contrast in 3D.
(a) t = 2.5 days (b) t = 5 days (c) t = 7.5 days Fig. 12d ), we take a 32 × 64 × 16 sample from the SPE10 comparative solution project model 2 [35] . A quarter-five spot problem is set up as follows: we place an injection well at the coordinate (0, 0, 25) and a production well at (50, 100, 25), with Ω q I = Ω q P = 1.5. The mesh consists of 174080 tetrahedral elements, and we use piecewise cubic basis functions. All other parameters are the same as in subsection 4.2. The concentration at various times is displayed in Figs. 12a, 12b , and 12c. It is evident that the concentration exhibits the expected behavior, since it travels from the injection well to the production well. This example illustrates that the HDG method for miscible displacement remains robust for highly heterogeneous porous media in 3D.
Conclusion
We presented a new discretization for the miscible displacement problem. The algorithm splits the system Darcy system and the transport equations. The subsequent linear PDEs are solved sequentially in an implicit fashion. We observe numerically that no slope limiters are needed. A key feature of our approach is that we use high order hybridized finite element discretizations in space. This allows us to retain all favorable aspects DG methods, with the added bonus of increased accuracy, superconvergent postprocessing, and significantly fewer degrees of freedom for high order polynomials [14, 32] .
Accurate simulations are obtained using a HDG method for both the Darcy system the transport system. This is possible due to HDG being compatible discretizations [7] ; so local and global mass conservation is retained. For the HDG method, given sufficiently smooth solutions, the concentration, pressure, gradient of concentration, and velocity all converge at the rate of k + 1 in the L 2 norm [27] . Classical primal DG methods do not share this property, and in some cases they are not compatible discretizations. In this situation, they require a H(div) flux reconstruction for the velocity variable, which often lowers accuracy.
Our framework does not satisfy a discrete maximum principle in general, unlike other approaches [36] . Overshoot and undershoot do occur (under 10%), which is to be expected in the high order regime for convection-dominated problems. Increasing the polynomial order reduces overshoot/undershoot phenomena as well as dissipation and dispersion. Another benefit of high order approximations is that they give us the opportunity to use coarser meshes than those typically used for low order discretizations. The hybridization technology allows us to consider polynomial orders that are computationally intractable for traditional DG methods; in this paper we utilize polynomial orders up to k = 16.
We have shown through several 2D and 3D numerical experiments that the HDG method for the miscible displacement problem is high order accurate, and robust for realistic heterogeneous media. Additionally, it is capable of static condensation, which significantly reduces the total number of degrees of freedom for high polynomial orders, compared to classical DG methods.
