We present an image classification based approach to large scale action recognition from 3D skeleton videos. Firstly, we map the 3D skeleton videos to color images, where the transformed action images are translation-scale invariance and dataset independent. Secondly, we propose a multi-scale deep convolutional neural network (CNN) for the image clas sification task, which could enhance the temporal frequency adjustment of our model. Even though the action images are very different from natural images, the fine-tune strategy still works well. Finally, we exploit various kinds of data aug mentation methods to improve the generalization ability of the network. Experimental results on the largest and most challenging benchmark NTU RGB-D dataset show that our method achieves the state-of-the-art performance and outper forms other methods by a large margin.
INTRODUCTION
Action recognition is an important research area in computer vision, which has a wide range of applications, e.g., hu man computer interaction, video surveillance, robotics, and etc. Currently, the cost-effective depth sensor combining with real-time skeleton estimation algorithms can provide reliable joint coordinates [1] . As an intrinsic high level representa tion, 3D skeleton is valuable and comprehensive for summa rizing a series of human dynamics in the video, and thus ben efits general action analysis [2] . Besides its succinctness and effectiveness, it has a significant advantage of great robust ness to illumination, clustered background, and camera mo tion. Based on these advantages, 3D skeleton based activity analysis has drawn great attentions [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] .
Previously, hand-crafted skeleton features have been de vised to capture the spatial configuration while Dynamic Time Warpings (DTW), Fourier Temporal Pyramid (FTP) or Hidden Markov Models (HMMs) have been employed to model the temporal information [3] [4] [5] [6] [7] . However, these hand-crafted features are always shallow and dataset-dependent, thus limiting their performance.
Recently, deep learning based methods have achieved great success in high-level computer vision tasks such as im age recognition, classification and semantic segmentation. As for the 3D skeleton based action recognition problem, Re current Neural Networks (RNNs) have been widely adopted [8] [9] [10] [11] [12] [13] [14] . RNNs could effectively extract the temporal infor mation and learn the contextural information well. However, RNNs tend to overemphasize the temporal information espe cially when the training data is insufficient, thus leading to over-fitting.
Convolutional Neural Networks (CNNs) have also been applied to this problem [15, 16] . However, different from the RNNs, how to effectively represent 3D skeleton data and feed into deep CNNs is still an open problem. Wang et al. [15] proposed the Joint Trajectory Maps (JTM), which represents both spatial configuration and dynamics of joint trajectories into three texture images through color encoding, and then fed these texture images to CNNs for classification. Du et al. [16] proposed to represent each skeleton sequence as an image, where the temporal dynamics of the sequence are encoded as changes in columns and the spatial structure of each frame is represented as column.
Inspired by [16] , we propose to map the 3D skeleton video to a color image, where the color image achieves translation and scale invariance. The proposed mapping could easily han dle the translation and scale changes in 3D skeleton data, thus is more distinctive, and dataset independent. Although the ac tion images are very different from natural images, the widely used pre-trained deep CNN model like AlexNet [17] , VG GNet [18] , ResNet [19] could still be transferred to it well. It is especially valuable when there is insufficient annotated skeleton videos. The fine-tune strategy could avoid training millions of parameters afresh and improve the performance significantly. We propose a simple yet effective multi-scale pre-trained deep CNN to enhance the frequency adjustment ability of our method. With this powerful translation and scale invariant image mapping method, we exploit specially de signed augmentation methods such as random frame dropping out, Gaussian demonstrate the effectiveness our proposed framework.
Our main contributions are summarized as following:
• We propose a translation-scale invariant image map ping for 3D skeleton video data. This mapping could avoid the translation and scale influence of the skeleton data, thus is more distinctive and dataset independent.
In addition, we also exploit different kinds of data aug mentation specially designed for 3D skeleton data.
• We propose a multi-scale deep CNN to enhance the fre quency adjustment ability of our method.
• Experimental results on the largest benchmark NTU RGB-D dataset show that our method achieves the state-of-the-art performance.
METHOD
Our framework consist of 3 parts (1) Due to the coordinate difference in 3D skeleton and im age, proper normalization is needed. Du et al. [16] pro posed to quantify the float matrix to discrete image repre sentation with respect to the entire training dataset. Specit' ically, given the joint coordinate cjk (x, y, z), the correspond ing pixel value z)k is defined as .
( cjk -Cmin ) plk = floor 255 * , Cm ax -Cmin (1) where Cm ax and Cmin are the maximum and minimum of all joint coordinates in the training set respectively. j k represent the k-th channel (x, Y , z) of the j-th skeleton video sequence.
floor is the rounding down function. However, as the nor malization is conducted with respect to the entire training dataset, the resultant action image is not translation or scale invariant, i.e., an action conducted far away from the cam era will have a different action image with the same action conducted near the camera. Similarly, the normalization also could not guarantee scale invariant in encoding the skeleton video. 
where c� ax and d;: in are the maximum and minimum coor dinate value of the k-th channel (x, y, z) of the j-th skeleton video sequence.
Compared with Du et at. [16] , our image mapping method owns the following properties: 1) Translation invariant: Our image mapping transforms the 3D coordinates with re spect to the minimum coordinate in each sequence rather than the entire training dataset, thus the translation in 3D does not affect the action video as illustrated in Fig. 2. 2 ) Scale in variant: Similarly, by normalizing the 3D skeleton coordi nates with respect to the 3D variation along the three axis in each sequence, the scale change has also been eliminated. 3) Dataset independent: As the minimum and maximum coor dinates are extracted from each sequence independently, the normalization is thus independent to each specific skeleton video sequence. Lastly, our normalization is isometric to each coordinate x, y, z, thus the relative scale in different axis has been well preserved.
Our Du et al. [16] Fig. 3 . Comparison between the mapping results from [16] and our method.
Action recognition through multi-scale CNN
Our overall multi-scale CNN architecture is presented in Fig. 4 . Our CNN architecture could be built on the fully-CNN based pre-trained model like ResNet [19] .
The multi-scale structure is motivated by the resolution and frequency. Under our skeleton mapping framework, if we fix the size of the convolution kernel, different input size will bring different frequency variance. The multi-scale (multi frequency) input often includes rich cues to the activity recog nition problem.
In order to reduce the amount of the parameters in our model, the weights of the Fully-CNN parts are shared by all the different resolution inputs. Then global pooling is per formed on the correspondent feature maps which is critical to result in the same size feature vectors. In order to further regularize the training, we put on the softmax loss on the all output of different resolution as well as the average of them.
Data augmentation
Data augmentation has been proved as an effective way in deep CNN based image classification. In this paper, we have encoded the 3D skeleton data to RGB images. In order to aug ment the dataset and leap the classification performance, we have specially designed different data augmentation strate gies, such as 3D coordinate random rotation, Gaussian noise, random frame dropout, video crop and etc.
EXPERIMENTS
To the best of our knowledge, NTU RGB-D dataset [11] is the largest action recognition dataset. We adopt the same train test protocol as in [15] . Our experiments are conducted on the CNN toolbox:caffe [20] , The network is trained by SGD. We choose momentum of 0.9 and weight decay of 0.0004. The initialization learning rate is set to 0.001 and divided by 10 when the loss is not decrease un tile smaller than 0.00001. Table 1 .
Performance comparison on the NTU RGB-D dataset [11] 
Method
Cross subject Cross view Lie Group [5] 50.08% 52.76% Dynamic Skeletons [7] 60.23% 65.22% HBRNN [8] 59.07% 63.97% Part-aware LSTM [11] 62.93% 70.27% ST-LSTM + Trust Gate [12] 69.20% 77.70% JTM+CNN [15] 76.32% 81.08% STA-LSTM [13] 73.4% 81.2% Proposed Method 84.6% 90.9%
Experimental results and analysis
In Table 1 , we report the performance comparison between our method and the state-of-the-art methods. Clearly, our pro posed method achieves the best performance in both cross subject and cross-view evaluation. Our method outperforms the current state-of-the-art methods with a margin of 8% in cross-subject evaluation and 9% in cross-view evaluation.
To demonstrate the effectiveness of our translation-scale invariant image mapping and our data augmentation method, we compared with other skeleton data image mapping method and the results are presented in Table. 2, which clearly demon strates the effectiveness of our image mapping method. For a fair comparison, all the encoded action images are fine-tuned on the Alexnet [17] . and the result of Wang et al. is quoted from [15] directly, in order to avoid the hyper-parameter set ting influence. Lastly, we compared the performance of different pre trained CNN net in Table 3 . It is obvious that our multi-scale network structure also improves the performance. In this paper, we present a skeleton based action recognition method by using both translation-scale invariant image map ping and multi-scale deep CNNs. Experiments on the large scale challenging NTU RGB-D dataset show that our method outperforms the state-of-the-art methods by a large margin.
