Neuron is the most important building block in our brain, and information processing in individual neuron involves the transformation of input synaptic spike trains into an appropriate output spike train. Hardware implementation of neuron by individual ionic/electronic coupled device is of great importance for enhancing our understanding of the brain and solving sensory processing and complex recognition tasks. Here, we provide a proof-of-principle artificial neuron with multiple presynaptic inputs and one modulatory terminal based on a proton-coupled oxide-based electric-double-layer transistor. Regulation of dendritic integration was realized by tuning the voltage applied on the modulatory terminal. Additionally, neuronal gain control (arithmetic) in the scheme of temporal-correlated coding and rate coding are also mimicked. Our results provide a new-concept approach for building brain-inspired neuromorphic systems.
Introduction
Our brain can perform a simple cognitive task by consuming only ~20 W of power because it processes information using energy-efficient, highly parallel, event-driven architectures as opposed to clocked serial processing [1] [2] [3] . At the single neuron level, information processing involves the transformation of input synaptic spike trains into an appropriate output spike train. In the beginning, individual neuron was regarded as the simple linear summation and thresholding device, and even low level computations, such as multiplication of signals, had to be carried out by groups of neurons 4, 5 . However, mounting theoretical work suggested that single neuron could act as more powerful computational units [6] [7] [8] . Communication between neurons in the brain occurs primarily through synapses made onto elaborate treelike structures called dendrites. Dendritic processing is highly nonlinear, and such dendritic nonlinearities enhance processing capabilities at the single-neuron level [9] [10] [11] [12] [13] [14] .
The idea of building bio-inspired adaptive solid-state devices has been around for decades.
In the past five years, artificial synapses have been demonstrated on a broad spectrum of two terminal devices, such as Ag 2 S atom switch, WO x memristor, HfO x -based resistive switching, and Ge 2 Sb 2 Te 5 -based phase change switch [15] [16] [17] [18] [19] [20] [21] [22] . Recently, artificial synapses based on three-terminal transistors gated by ionic liquid or solid electrolyte films have also attracted considerable attention. In such synaptic transistors, the voltage pulses applied on the gate are usually regarded as the pre-synaptic spikes and the channel conductance is usually regarded as synaptic weight 21, 21 .
Neurons have elaborate dendritic trees that receive thousands of synaptic inputs, and dendritic signal integration is one of the fundamental building blocks of information processing in the brain. In the year of 1992, Shibata et al proposed a new-concept device with many input gates that are capacitively coupled to a floating gate, and named it neuron MOS transistor 23 . Results Figure 1a shows the schematic image of a neuron with branched dendrites, which can collect, integrate and modulate the presynaptic inputs and transmit the output spikes to other neurons through the axon. Two types of presynaptic inputs are correlated to such processes:
the driving inputs that can make the relevant neuron fire strongly, while the modulating input that can alter the effectiveness of the driving input 24, 25 . Figure 1b shows a schematic image of our oxide-based neuron transistor fabricated on a proton conducting phosphorus-doped synapses and establish the spatial and temporal correlated functions 3 . The EPSC amplitude, which is the difference between the peak current and the base current, is defined as the response/output of our artificial neuron.
A fundamental computation of neurons is the transformation of incoming synaptic information into specific patterns of synaptic output 30, 31 . An important step of this transformation is dendritic integration, which includes addition of unitary events occurring simultaneously in separate regions of the dendrite arbor (spatial summation) and addition of nonsimultaneous unitary events (temporal summation) 31 . What's more, regulation of such transformation through neural circuit elements could have important implications for the computing and memory-related functions [31] [32] [33] [34] . Figure 2a schematically shows shunting inhibition, an essential mechanism for regulating the responses of neurons. Excitatory input causes inward postsynaptic current that spreads to the soma, however, when the inhibitory and excitatory inputs are stimulated together, the depolarizing current leaks out before it reaches the soma 35 . In our experiment, dendritic regulation responses were measured by applying a modulatory input (spike or bias) on the modulatory terminal (P m ) and a synchronous driving input spikes V 1 (1.0 V, 10 ms) on P 1 . As shown in Therefore, when V m = -0.5 V, the output nonlinearity for full range of stimuli was superlinear;
when V m = 0 V, the output nonlinearity was nearly linear; when V m = 0.5 V, the output nonlinearity was sublinear. Such results show that the nonlinearity of spatial summation can be regulated by intentionally tuning the modulatory input, indicating the potential implication for neural computing.
Next, the implementation of neuronal arithmetic in individual neuron transistor is discussed.
Neuronal arithmetic refers to the multiplicative or additive modulation on input-output relationship by tuning the modulatory input 5, [36] [37] [38] [39] . The neuronal coding is often classified into two categories: temporal correlated coding (correlation in the input timing) and rate coding (correlation in the input rate) 40, 41 . Figure 4a schematically shows the neuron temporal correlated coding scheme in which a neuron encodes the information through the precise timing of the presynaptic inputs. To reproduce this coding scheme in our oxide-based electronic dendrite, we applied two asynchronous driving inputs on P 1 and P 2 , respectively, and investigated the modulation effects of P 2 on P 1 . When a presynaptic spike (0.5 V, 10 ms) was applied on P 1 , the EPSC amplitude (A 0 ) was ~210 nA. This EPSC amplitude (A 1 ) can be tuned by a preceded presynaptic spike on P 2 , as shown in Fig. 4b , where the time interval ∆T is 150 ms. When a positive presynaptic spike (0.5 V, 10 ms) on P 2 was used, the EPSC amplitude (A 1 ) is ~250 nA (Fig. 4b, left) , higher than A 0 . In contrast, when a negative presynaptic spike (-0.5 V, 10 ms) on P 2 was used, the EPSC amplitude (A 1 ) is ~180 nA (Fig.   4b , right), lower than A 0 . To gain more information on the effect of P 2 on P 1 , A 1 /A 0 was defined as the facilitation/depression ratio and plotted as a function of ∆T, as shown in Fig. 4c . When
∆T was 20 ms, the facilitation ratio was 136%.The facilitation ratio decreased gradually with increasing ∆T. In contrast, the depression ratio was 66%, which increased gradually with increasing ∆T. Both the facilitation and depression ratios were approaching to 100% at very large ∆T, where the relation between the two spikes was very weak. The ratio can be fitted by 
42-44
The results indicate that our artificial dendrite could be potentially applied in patternrecognition, sensory processing, etc., based on the temporal correlated coding scheme.
Next, we discuss the realization of neuronal arithmetic in rate coding mode in the neuron transistor. Figure 5a schematically shows the neuron rate coding scheme. Asynchronous excitatory synaptic input trains with certain mean frequency are triggered from multiple presynaptic neurons. When two Poisson distribution trains (1.0 V, 10 ms) at 20 Hz were applied on P 1 and P 2 , respectively, EPSC amplitude reached the peak value of ~610 nA at the most intensive region of the spike (Fig. 5b) . With changing the mean frequency of the input trains, the EPSC amplitude can be tuned, as shown in Fig. 5c , where the EPSC amplitudes (F(f)) were plotted versus the mean frequency (f) of the dendritic inputs. The EPSC amplitude increases with increasing the frequency, due to the enhanced coupling at lower time interval between the presynaptic spikes (see Supplementary Note 3). In the case of rate coding, the neural input-output relationship is defined as the relationship between the frequency of the input spike and the dendritic output. As shown in Fig. 5d , Thus, multiplicative output modulation of rate coding scheme was also realized.
Discussion
At present, artificial synapses based on two terminal memristors or phase-change memory devices are very pupular for neuromorphic engineering applications [15] [16] [17] [18] [19] [20] . Recently, artificial synapses based on three-terminal transistors have also gained considerable attention. It was reported that the advantages of three-terminal transistors over two-terminal resistive switches included reduced sneak path problem and the ability for concurrent signal transmission and long term potential, which is similar to neural circuits and which removes the need for complex circuit timing algorithms 45 . Neuron transistors with multi-gate structure proposed by our group are particularly favorable for artificial neuron constrcution. For complex neuromorphic computation application, high integration density is required. At present, the device size of our proof-of-principle devices is large. In the future, In conclusion, our investigation presents the first demonstration of oxide-based neuron transistors (artificial neuron) with multi-gate structure based on the EDL modulation.
Regulation of dynamic range of dendritic response and spatial summation were experimental demonstrated.What's more, multiplicatively neural output modulation were also realized in such artificial neuron due to the proton-related lateral electric-double-layer modulation. As these functions are highly correlated to neural computations such as pattern recognition, sensory processing, etc., our artificial neurons could be potentially as a building block for neuromorphic computing systems.
Methods

Fabrication of the laterally-coupled neuron transistors.
Laterally coupled IZO-based transistors were fabricated on glass substrates at room temperature. Firstly, phosphorus-doped nanogranular SiO 2 films with a thickness of about 500 nm were deposited on the glass substrate by plasma enhanced chemical-vapor deposition (PECVD) using SiH 4 /PH 3 (95%/5%) mixture and high-purity O 2 as the reactive gases. Then, a 30 nm thick patterned indium-zinc-oxide (IZO) channel layer was deposited on the P-doped SiO 2 electrolyte films by radio-frequency (RF) magnetron sputtering with the aid of a nickel shadow mask. The sputtering was performed using an IZO ceramic target with a RF power of 100 W and a working pressure of 0.5 Pa. The channel width and length were 240 µm and 80 µm, respectively. Finally, patterned 100-nm thick aluminum (Al) source/drain and gate electrodes (240 µm×200 µm) were deposited through another nickel shadow mask by thermal evaporation method.
Electrical Measurements.
Electrical measurements were performed on a semiconductor parameter characterization system (Keithley 4200 SCS) at room temperature and a relative humidity (RH) of 50%. 
where Α, t w ,τ, β and Ι 0 are the PSC amplitude, the voltage pulse width, a time constant, a stretch index and the base current, respectively.
In the PPF case, an EPSC triggered by a presynaptic spike on P 1 reaches the maximum of Α at the end of the pulse (t=t w ). After that, the current loss yields the Eq.
(1) and reaches to a value of when the following pulse with the time interval of ∆T is applied on P 2 . We assumed such temporal summation is linearity, thus the EPSC amplitude at t=ΔT is , where A 0 is the EPSC amplitude triggered by the presynaptic spike on P 2 . The amplitude ratio of A 1 /A 0 is
Where Β is a proportionality coefficient correlated to the weight of the two dendrite inputs.
Supplementary Note 2: Algebraic transformation of temporal correlated coding
The data in Fig. 3d can be well fitted by (3) where k and B are constant coefficients. The right section of the function is deduced from Eq. (2). The fitting parameters of Fig. 3d are k=0 .31, B=10, τ=1.16 ms, β=0.36
and t w =10 ms.
Supplementary Note 3: Algebraic transformation of rate coding
The EPSC at V m =0 V can be fitted by atransformativesigmoid function which is applied in many natural processes, such as thelearning curves of the complex system. [5] The function is
where κ, α, β, γ and δ are constant coefficients, respectively, and f is the mean frequency of the Poisson-distributed train. The data in Fig. 4c can be well fitted by Eq.
(3) with A=2.55×10 -7 , α=0.33, β=0.81, γ=0.17 and δ=0.81.
By applying modulatory input, as the case in Fig. 4d , the data can be fitted by (4) with A=2.55×10 -7 , k=0.77, α=0.33, β=0.81, γ=0.17 and δ=0.81.
