Abstract. Finite mixture models can be used in estimating complex, unknown probability distributions and also in clustering data. The parameters of the models form a complex representation and are not suitable for interpretation purposes as such. In this paper, we present a methodology to describe the finite mixture of multivariate Bernoulli distributions with a compact and understandable description. First, we cluster the data with the mixture model and subsequently extract the maximal frequent itemsets from the cluster-specific data sets. The mixture model is used to model the data set globally and the frequent itemsets model the marginal distributions of the partitioned data locally. We present the results in understandable terms that reflect the domain properties of the data. In our application of analyzing DNA copy number amplifications, the descriptions of amplification patterns are represented in nomenclature used in literature to report amplification patterns and generally used by domain experts in biology and medicine.
Introduction
In data analysis, the model should absorb the essentials about the data measured from a phenomenon and abstract away the irrelevant details about a particular data set. Parsimonious representations aim at particularly compact and simplified models. These kind of models offer an appealing basis for understanding and describing a phenomenon of interest. Previously, we have investigated parsimonious model representations in ecology [12] , where we predicted nutrient concentrations in coniferous trees with a sparse regression methodology. In a time series prediction context, we have proposed a fast input selection method for long-term prediction [14] using a filter strategy. This strategy selects a possibly non-contiguous set of autoregressive variables with linear techniques and builds more complex non-linear prediction models using only the selected variables. In our experience, the parsimonious models are highly desired by domain experts, for instance, in biology, medicine, and ecology. In the models mentioned above, we have included roughly ten percent of the variables (in fact, parameters) compared to the models represented by all the parameters (full models). The sparse models still produce as accurate predictions as the full models. Another line of research where an attempt is made to concisely describe a data set is reported in [15] . We have presented a tool for automatically generating data survey reports for the modeler to be aware of the properties of the data set. While technically slightly different, the spirit still remains the same as in the current work: the focus is on describing the cluster structure and the contents of the clusters. The aim of the current paper is to present a way to summarize a finite mixture model for 0-1 data concisely and with a simple, domain-compatible representation.
Our research has been motivated by work in analyzing DNA copy number amplifications represented as 0-1 data by profiling [9] and by mixture modeling [13] . The mixture modeling approach offers an elegant way to model DNA amplification patterns in a probabilistic framework. However, the mixture models are summarized by arrays of numerical probability values that are hard to grasp. Therefore, we investigate how to describe the essential properties of the mixture models through the parameters of the models, or alternatively through the clustered data sets. Our proposed solution is based on the maximal frequent itemsets which are extracted from the clustered data sets. The descriptions are represented in the style of the descriptions used in literature to report amplification patterns and generally used by domain experts.
The rest of the paper is organized as follows: Sect. 2 describes the DNA copy number amplification data and our previous research in this context. Sect. 3 describes mixture models in the analysis of 0-1 data and the partitioning scheme for dividing the data in to cluster-specific data sets. The main topic of the paper -how to describe the mixture model for 0-1 data in a compact and understandable fashion -is explained in Sect. 4 . Experiments are reported in Sect. 5 and the paper is summarized in Sect. 6. The nomenclature for the chromosome regions, which is used in the experimental part of the paper, is described in Appendix A.
DNA Copy Number Amplification Database
We have analyzed the database of DNA copy number amplifications collected with a bibliomics survey from 838 journal articles covering a publication period of ten years from 1992 until 2002 (for details, see [9] ). DNA copy number amplifications are localized chromosomal aberrations that increase the number of copies of a chromosomal region from two to at least five. In the database, the DNA copy number amplifications are recorded for N = 4590 cancer patients in d = 393 chromosomal regions covering the whole human genome, and the observed data are the presence (x ij = 1) or the absence (x ij = 0) of DNA copy number amplifications for the patient i in the chromosomal region j, where i = 1, . . . , 4590 and j = 1, . . . , 393. For the case including only chromosome 1 presented later in the paper, the dimensions of the data are N = 446 and d = 28. The nomenclature for the chromosome regions used later in this paper is briefly described in Appendix A. In our previous work, we have analyzed a large 0-1 database of DNA copy number amplification patterns in human neoplasms [9] . We characterized the genome-wide data with cancer-specific amplification profiles with a probabilistic interpretation and clustered the data with hierarchical clustering. Amplification-based clustering demonstrated that cancers with similar etiology, cell-of-origin or topographical location have a tendency to obtain convergent amplification profiles [9] . Furthermore, we applied independent component analysis (ICA) [7] to identify amplification hot spots, which are sparse, genome-wide factors defining statistically independent amplification sites in the data.
Mixture Models of DNA Copy Number Amplifications
Finite mixture models are widely used in data analysis and pattern recognition due to their flexibility and solid theoretical basis. The finite mixture model is parameterized by the number of components J and their corresponding mixing proportions π j with non-negativity constraints π j ≥ 0 and necessary constraint J j=1 π j = 1 so that the distribution integrates to one. Each of the component distributions is parameterized by a vector of parameters θ j = (θ j1 , . . . , θ jd ). Considering the class of mixture models with J Bernoulli distribution components, each with dimensionality d, the model is summarized with J +J ×d = J ×(1+d) parameters and the appropriate conditional independence and independence assumptions. The probability of the data vector x = (x 1 , . . . , x d ) can be calculated as
Learning from the data is most conventionally done in the framework of maximum likelihood estimation using the iterative Expectation-Maximization (EM) algorithm [3, 16] . Recently, we modeled a refined version of the DNA copy number amplification database containing only malignant tumors, or cancers, and modeled the DNA copy number amplification patterns with finite mixtures of Bernoulli distributions in a chromosome-specific manner [13] . Model selection was performed for each chromosome in order to select an appropriate number of component distributions using a 5-fold cross-validation procedure repeated ten times. As a result, we got 23 mixture models for chromosomes 1, 2, . . . , 22, X with altogether 111 component distributions. The Y chromosome was left out of the analysis due to lack of data. In our example model for the DNA copy number amplifications in chromosome 1, we have 6 component distributions and the data dimension d = 28, so we have 6×(1+28) = 174 parameters. The resulting model (see Fig. 1 ) is determined in terms of the maximum likelihood estimates of the parameters, which might be hard to interpret since the parameters of the model may have different roles and do not obey any simple geometric similarity observable by the human eye. The subsequent problem is to consider the result set and think of the best possible way to convey the model to experts in biology and medicine. The details of the mixture modeling is reported in [13] . Here, we concentrate on presenting the models with a compact and understandable description. The description also has a direct relevance to diagnostic patterns of amplification that can be used by experts in their research or clinical work. 1p32  1p31  1p22  1p21  1p13  1p12  1p11  1q11  1q12  1q21  1q22  1q23  1q24  1q25  1q31  1q32  1q41  1q42  1q43  1q44 Component j The clustered DNA copy number amplification data is illustrated. Each horizontal line is one data vector; black areas mark ones and the white areas are zeroes in the data. The grey horizontal lines mark the partitions determined by the six probabilistic amplification patterns in the mixture model (see Fig. 1 ). The data in the clusters can easily be characterized, underlying the goodness of the clustering model and enabling compact and understandable cluster-specific descriptions of the model and the data.
The finite mixture model can be used in clustering by associating a cluster with each of the component distributions. Following the probabilistic approach, we can partition the original data set by allocating each data vector in to a cluster with the maximum posterior probability given the data vector. This maximum posterior allocation can be written with the help of Bayes's theorem as
Since the denominator in Eq. 2 is constant for all component distributions j, it is sufficient to partition the data vector x in to the cluster j * using
The clustering of the data set in to J = 6 partitions is illustrated in Fig. 2 . In the following, we will consider the analysis of the clustered data.
Compact Description of the Mixture Models
We consider two alternative approaches to describe the multivariate Bernoulli distributions for modeling 0-1 data. The first approach is based on describing the model directly through the parameters of the mixture model (Sect. 4.1 and Sect. 4.2). The second approach to describe the model is with the help of the cluster-specific data sets that are achieved when the original data have been partitioned (Sect. 4.3). Our methodological contributions concentrate on the latter (describing the model though the data), but in the following, we also explore ways to characterize the model in terms of the parameters. It is also instructive to see how the methods are related to each other.
Modes of the Component Distributions
The simplest of all descriptions (and also the most compact) is to describe the model in terms of the modes of the respective component distributions. By definition, this only highlights the most probable elements of the data vectors described by the component distributions of the mixture model. If local chromosomal areas are sought for diagnostic purposes, this may be an ideal choice. However, this might suffer from the extremely simplified representation that is not faithful to the original data. For instance, if there are two distinct large probabilities, only one will be represented by the mode. For instance, component 2 of our example model in Fig. 1 can hardly be summarized by a mode, and neither can component 3, which has a large contiguous range of high probabilities.
Hypothetical Mean Organism
In bacteriology (see [5] and references), biochemical profiles of bacterial strain have been summarized by means of replacing probabilities θ ij with their quantized counterparts a ij as
The profiles formed by the a ij are called hypothetical mean organisms and abbreviated HMO. They represent the vectors of probabilities with their most likely realizations by quantizing each of the parameters to the most likely value of the each component of θ j (either one or zero). One noteworthy aspect is that this could in fact be a non-existent case in the data set and more importantly, could be an impossible real-world situation. Nonetheless, it describes one realization that characterizes the parameters with the minimum quantization error.
Maximal Frequent Itemsets from Clustered Data
A conceptually different approach to describe the model is through the data sets that are created by partitioning the data by the maximum posterior rule in the hard clustering way (see Eq. 3). Then, any description of the cluster (and therefore the component distribution of that cluster), is calculated as a function of the clustered data sets. As mentioned before, the goal of the description is to be compact and understandable, so that domain experts can take full advantage of the modeling effort. Since our data is 0-1 data, any description must be specific to the nature of data. Frequent itemsets are one such description. Frequent itemsets are disjunctions of a set of attributes that co-occur in the data set.
As a typical example, imagine a market basket with possible items X = {milk, butter, bread}. If, for instance milk and butter, occur together in baskets with frequency of over 70 percent, we say that the {milk, butter} itemset is 0.7-frequent. The Apriori algorithm for calculating the frequent itemsets is one of the classical algorithms [1, 8] in data mining. However, if a market basket with items {milk, butter, bread} is a frequent itemset with our pre-specified frequency threshold, all of its subsets are also frequent. This is the so-called anti-monotonicity property of frequent itemsets. For description purposes, this is somewhat wasteful, and certainly not compact. Instead, we turn our attention to maximal frequent itemsets [2] , which are defined to be the largest (in cardinality) frequent itemsets that exceed the threshold. A set of maximal frequent itemsets is several orders of magnitude smaller than the usual set of frequent itemsets, making them ideal in providing compact descriptions of the items in the database [2] . In the above case, only the itemset {milk, butter, bread} would be reported, and not any of its subsets. We have used an algorithm for finding maximal frequent itemsets called MAFIA [2] . The algorithm uses a search strategy that integrates a depth-first traversal of the itemset lattice with effective pruning mechanisms and it is especially efficient when the itemsets in the database are very long [2] . The need for mining maximal frequent itemsets becomes clear when we look at the results, which are long indeed, and impractical to mine with the Apriori algorithm [1, 8] . In our experiments, we have chosen to use the frequency threshold σ = 0.5, since then the extracted (maximal) frequent itemset would be present in the majority of cases in the cluster data. This could be further motivated by some majority voting protocol.
Previously, we have used the mixture of Bernoulli distributions in clustering 0-1 data in order to derive frequent itemsets from the cluster-specific data sets [6] . We investigated whether the frequent itemsets extracted in the clusters would be any different from the ones extracted globally. First, we clustered the data with a mixture of multivariate Bernoulli distributions and subsequently extracted frequent itemsets from the cluster-specific data sets. We introduced an L 1 -norm based distance measure between sets of frequent itemsets and concluded that the frequent itemsets are markedly different from those extracted from the data set globally. On the basis of this previous work, we can expect different frequent itemsets to emerge from local, cluster-specific data sets and for them to describe the contents of the cluster more accurately. Frequent itemsets approximate in essence the marginal distribution of data, but can be also used as a basis in estimation of the joint distribution with the principle of maximum entropy [10, 6] .
The novelty in this paper compared to our previous work [6] is the real application that we are tackling, and we are trying to extract a compact and understandable description of the phenomenon. Furthermore, we are extracting descriptions of one model selected through a model selection procedure and not quantifying the differences over a range of models. Technically, we revert to maximal frequent itemsets and the translated descriptions based on those.
Experiments
We now describe the experimental work in training the mixture models from data and extracting maximal frequent itemsets from the cluster-specific data sets. The compact and understandable descriptions are based on the maximal frequent itemsets. The descriptions are presented in the original naming scheme for chromosomal regions. This nomenclature [11] is presented briefly in Appendix A. In our example chromosome 1, the chromosomal regions are coded with 28 regions based on the banding structure. The list of regions is: 1p36.3, 1p36.2,  1p36.1, 1p35, 1p34.3, 1p34.2, 1p34.1, 1p33, 1p32, 1p31, 1p22, 1p21, 1p13,  1p12, 1p11, 1q11, 1q12, 1q21, 1q22, 1q23, 1q24, 1q25, 1q31, 1q32, 1q41, 1q42 , 1q43, 1q44. If we have an amplification of the three first chromosomal regions 1p36.3, 1p36.2, and 1p36.1 (denoted as a range 1p36.1-1p36.3) , the corresponding data vector would be x = (1, 1, 1, 0, . . . , 0) .
During the analysis of all chromosomes, the model selection procedure was used to select an appropriate complexity of the mixture model by varying the number of component distributions from J = 2, . . . , 20. We trained 50 models by repeating 5-fold cross-validation ten times and selecting the model complexity with the largest validation log-likelihood. In one chromosome, this was seen to result in a model in which several component distributions were modeling Fig. 1 and the clustered data in Fig. 2 . The hypothetical mean organisms (HMO) are expressed in terms of the quantized probabilities aij . The modes of the component distributions are only given in cases when there is a clear single peak in the component distribution. Our compact descriptions (in the last column) are summarized as ranges from the contiguous maximal frequent itemsets extracted from the clustered data sets. The HMOs and our compact descriptions happen to describe the same chromosomal regions, although they are created using different paths.
essentially the same data. In this case, a simpler model was selected by hand based on a hump of the validation likelihood. In all other chromosomes, a model selection procedure was followed.
Characterization of the Patterns
Repeating our proposed procedure for all chromosomes (except chromosome Y, which was discarded due to a low number of DNA copy number amplifications), we get in total 140 amplification patterns described by the maximal frequent itemsets with the frequency threshold σ = 0.5. The amplification patterns span a total of 337 chromosomal bands with some overlap between them. It is possible to have many itemsets for one component distribution; typically, they would be overlapping. The descriptions for the chromosome 1 example are listed in Table 1 .
To summarize the length distribution of all the itemsets, we extracted the following statistics: the average number of items in the itemsets is 5.1 and the median is 3. The 10th and 90th percentiles of the number of items are 1 and 12, respectively. The maximum number of items is 27. The large size of the individual itemsets underlines the impossibility of extracting frequent itemsets from the cluster-specific data: the number of all frequent itemsets (all subsets of the maximal frequent itemsets) would be about 146 million and would not be of any use in describing the models. The mixture models seem to offer a nice way to model the domain with a probabilistic approach and with an excellent generalization ability, which is the ability to describe the general behavior of the amplification patterns. One characteristic of the identified models is their contiguous, smooth nature, which makes it very plausible for them to occur in nature. A surprising finding about the descriptions is that most of them describe contiguous chromosomal regions, that is, spatially connected areas of the chromosome, although the extraction happens independently for the individual items. As the DNA copy number amplifications are expected to occur in the spatial manner [9] , this speaks for the good quality of both the mixture model and the extracted descriptions.
As a reference, we extracted maximal frequent itemsets with a frequency threshold σ = 0.5 from all the data from chromosome 1 and got the following two itemsets: {1q21, 1q22} and {1q22, 1q23}. Another comparison would be to extract maximal frequent itemsets with σ = 0.5/6, the number 6 being the optimal number of clusters found with the aid of the model selection procedure. The resulting collection of itemsets was {1p31}, {1p22}, {1p36.1, 1p36.2, 1p36 .3}, three overlapping itemsets with three items between 1p35 and 1p32, and a long itemset covering the whole 1q-arm. Two findings are striking: some spurious results emerge (1p36.1-1p36.3) and some results (1q-arm) shadow other interesting results found through partitioning of the data.
Another way to investigate the nature of the patterns is to compare them to some external data. One such data set that has close connections to DNA copy number amplifications is the fragile sites, which are discussed in more detail in our previous work [9] . There are 117 listed fragile sites in the genome (excluding the Y chromosome), of which 104 fragile sites map to our defined amplification patterns and 65 map to the ends of the amplification patterns. We would be interested to know if there is an unexpectedly large number of fragile sites in the ends of our amplification patterns, since this would indicate a possible explanation for DNA breakage associated with the amplification. We have compared the frequency of fragile sites in the ends of the amplification patterns and compared it with the frequency of fragile sites inside the patterns. A hypothesis test was executed with the help of a permutation test [4] . The frequency of fragile sites in the end regions is 0.3693 and inside the patterns it is 0.3086. Running the permutation test with 10000 repetitions, essentially sampling from the distribution of the null hypothesis by randomly picking 104 sites from the set of all possible sites, mapping them to the amplification patterns and calculating the frequency of border patterns and inside patterns, we get the differences for the random placements for the fragile sites. The p-value is calculated as a tail integral of the empirical distribution where the frequency of samples exceeds the true difference between the frequencies (one-tailed test). The resulting p-value is 0.0069, implying statistical significance of the findings. In absolute terms, the difference between the frequencies may not seem that large, but the relative difference is substantial. Thus, we claim scientifically relevant findings, as well.
Summary and Conclusions
Finite mixture models are a probabilistically sound and elegant way to model data, but can be hard to understand and describe compactly. In this paper, we have presented a way to describe the component distributions of the mixture models by describing the underlying cluster-specific data in terms of maximal frequent itemsets. The mixture model is used to model the whole data set as a sum distribution in the global fashion and the frequent itemsets model the marginal distributions of the partitioned data in a local fashion; partitions coincide with the underlying structure of the data. In our case study in the analysis of DNA copy number amplification data, the cluster structure is well identified and the extracted maximal frequent itemsets summarize the marginal distributions in the clusters compactly. The descriptions are presented using the terminology used in literature, providing a compact and understandable summary of the models.
chromosomal regions can be transformed to 0-1 data according to the amplification status of the corresponding regions x = (x 1 , x 2 , x 3 , . . . , x 27 , x 28 ) = (x 1p36.3 , x 1p36.2 , x 1p36.1 , . . . , x 1q43 , x 1q44 ). The 0-1 data is used in the modeling; the proposed methodology produces compact descriptions of the models in the terminology originally used by domain experts.
