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NO-ARBITRAGE SYMMETRIES
I. L. DEGANO, S.E.FERRANDO, AND A.L. GONZALEZ
ABSTRACT. The no-arbitrage property is widely accepted to be a centerpiece of mod-
ern financial mathematics and could be considered to be a financial law applicable to
a large class of (idealized) markets. The paper addresses the following basic question:
can one characterize the class of transformations that leave the law of no-arbitrage in-
variant? We provide a geometric formalization of this question in a non probabilistic
setting of discrete time, the so-called trajectorial models. The paper then character-
izes, in a local sense, the no-arbitrage symmetries and illustrates their meaning in a
detailed example. Our context makes the result available to the stochastic setting as a
special case.
Keywords: No arbitrage symmetry, convexity preserving maps, non-probabilistic mar-
kets.
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1. INTRODUCTION
The principle of no-arbitrage plays a fundamental role in modern financial mathe-
matics, see [Fo¨llmer & Schied (2011)] and references therein (we mostly restrict our
comments and developments to a discrete time setting). In plain language, the as-
sumption of no-arbitrage means that risky asset models should rule out apriori the
possibility of making a profit without taking in any risk. This hypothesis implies a
pricing methodology based on martingale stochastic processes, this is the risk-neutral
valuation ([Bingham & Kiesel (2004)]), and as such plays the role of a financial law.
Its empirical validity has been studied ([Kamara & Miller (1995)]) and even if arbi-
trage opportunities may be available they are believed to be rare, short lived and hard
to profit from. One could compare the notion of no-arbitrage to a physical law that
applies in idealized conditions such as the principle of inertia and think of it as a fun-
damental financial law applicable to a large class of (idealized) markets. With this
point of view in mind, and as a preliminary step, we pose the question: can we charac-
terize the class of transformations that leave the law of no-arbitrage invariant? This is
much akin to Galilean/Lorentz transformations leaving the class of inertial frames in-
variant. Therefore, we look for no-arbitrage preserving transformations (referred also
as no-arbitrage symmetries) mapping a set of financial events into another set of finan-
cial events with the property that the no-arbitrage property holds for both classes of
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events. One is also interested in providing a financial interpretation to such set of sym-
metries (much like Galilean/Lorentz transformations having a physical interpretation)
and exploring some financial implications.
The financial events mentioned in the previous paragraph have to be linked to finan-
cial transactions as it is the latter that fall under the scope of the no-arbitrage principle.
In most situations, each such transaction involves two goods X and Y and a price XY (t)
so that X = XY (t) Y . XY (t) is the integer number of units of asset Y required to pur-
chase one unit of asset X . In terms of dimensional units [XY (t)] = [X ]/[Y ] and the
reference asset Y is called the (chosen) numeraire ([Vecer (2011)]). This discussion
suggests that an analysis of the no-arbitrage principle could be done in terms of prices
and numeraires (numeraire free approaches are also possible) and that is the way we
proceed in the paper.
The setting where we precisely pose and answer the above raised question is a set
of sequences of multidimensional prices that evolve in discrete time. That type of set
is called a trajectorial model (for a set of risky assets); in our investigation there is no
need to assume any probability structure on such a set. In this way we can work on a
more general setting than the (discrete time) stochastic framework and the question we
study becomes a natural one unencumbered by unnecessary additional structure. We
also briefly indicate how our main results, characterizing no-arbitrage transformations,
apply to the stochastic setting as a special case.
Thementioned trajectorial framework has been developed in [Ferrando et al (2019b)]
and [Degano et al (2018)] (see also [Ferrando & Gonza´lez (2019)]) for the 1-dimensional
case with a 0 interest rate bank account as numeraire and is here extended to the d-
dimensional case and a general numeraire (but we restrict ourselves to finite time,
as opposed to unbounded or infinite discrete time as in [Ferrando et al (2019b)] and
[Ferrando & Gonza´lez (2019)], respectively). It then follows that the global notion of
no-arbitrage, i.e. involving several time steps, can be reduced to the one step notion
of no-arbitrage. This is a classical reduction in discrete and finite time and allows to
concentrate our efforts in the local notion (i.e. involving one step into the future) of
no-arbitrage.
We can now be more precise about our search for no-arbitrage preserving transfor-
mations.
Definition [Disperse sets] Consider a set E ⊆ Rd; E is called disperse if for each
h ∈ Rd: [h ·Y = 0 ∀ Y ∈ E] or [infY∈E h ·Y < 0 & supY∈E h ·Y > 0], where h ·Y
represents the euclidean inner product.
We prove in the paper (by means of Proposition 6, Proposition 3 and Definition 8)
that the notion of a set being disperse is equivalent to the risky assets (one step time
evolution) obeying the no-arbitrage principle. Therefore, our original question on no-
arbitrage preserving transformations becomes: characterize the set of transformations
that leave the disperse property invariant. We are then in the context of the modern
view of a geometry where we study the set of transformations that leave certain prop-
erties of a space of points invariant.
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We work on a self contained framework for financial markets centered on a set
of (mutidimensional) trajectories modeling a collection of assets with the possibil-
ity that any of them could play the role of a numeraire asset. No probability mea-
sures, filtrations, cardinality or topological assumptions are required of the trajectory
set. The approach singles out local trajectory properties that can be used to consis-
tently build an associated option price theory. The paper does not pursue this latter
possibility as we focus on symmetry transformations (option pricing developments
are in [Ferrando et al (2019b)] for the 1-dimensional case). Such trajectory properties
have already made their appearance in the stochastic literature ([Dalang et al. (1990)],
[Bender et al. (2010)], [Jarrow et al (2009)]). To relate to the well established sto-
chastic approach ([Fo¨llmer & Schied (2011)]) the reader could think that our paper
concentrates on financial developments that only depend on the support of a given
stochastic process independently of any possible probability distribution. Some con-
nections with the stochastic setting are developed in [Ferrando et al (2019b)], the refer-
ence [Ferrando & Gonza´lez (2019)] provides a first mathematical step to extend some
martingale notions from the standard setting to a trajectorial setting.
The subject of the paper is the study of fundamental symmetry transformations asso-
ciated to the no-arbitrage principle in a non-probabilistic setting. Results are obtained
with minimal assumptions and, in this way, providing a wider financial context for
their availability.
We describe the contents of the paper. Section 2 introduces the setting which is
centered on a trajectory space. Section 3 studies the notions of no-arbitrage and 0-
neutrality (a weakening of no-arbitrage) in trajectory based markets. Section 3.1 intro-
duces local conditions (i.e. properties that are conditioned on a given state of affairs
and involve one step into the future) which are necessary and sufficient to establish
no-arbitrage and 0-neutrality. These local conditions play the analogue role of the
martingale condition in stochastic markets. Section 4 develops purely geometric re-
sults in Rd , independent of any financial setting, that form the backbone to derive
the set of no-arbitrage and 0-neutral symmetries. Section 5 characterizes two classes
of transformations, one preserving the local no-arbitrage property and the other class
preserving the 0-neutral property. In particular, we prove that a change of numeraire
belongs to both such classes of transformations. The uncovered transformations can
then be considered to be symmetries satisfied by price relationships and we provide
an illustrative example. Appendix A provides proofs for results in the main body of
the paper. Appendix B develops some results on convex analysis that we rely upon.
Finally, we use the words arbitrage-free and no-arbitrage interchangeably.
2. GENERAL TRAJECTORIAL SETTING
We introduce the mathematical setting of a dynamic financial market with a finite
number of assets whose initial prices are known. Uncertainty of future prices is given
by a set of multidimensional sequences that we call trajectories. The trading strate-
gies are given by portfolios that will be successively re-adjusted, taking into account
the information available at each stage. The present paper is essentially self-contained
We extend work presented in [Degano et al (2018)] and [Ferrando et al (2019b)]. The
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latter reference presents a non-probabilistic one-dimensional, discrete time, setting to
price European options. The reference [Degano et al (2018)] provides examples and
a computational algorithm to evaluate price bounds for European options. A detailed
discussion and justification of why a trajectorial modeling approach is worth study-
ing is presented in [Ferrando et al (2019b)] as well as in [Degano et al (2018)]. The
present paper extends the setting from those two papers to the multidimensional case.
There is empirical evidence suggesting that liquid markets do not allow for arbi-
trage opportunities. Therefore, and from a modeling point of view, the no-arbitrage
principle assumes that market models should not contain arbitrage strategies. The
no-arbitrage assumption allows to develop a theory constraining relative prices. We
remark in passing that under the weaker condition of 0-neutrality (see Definition 6 as
well as [Ferrando et al (2019b)]), it is possible to obtain well defined price bounds for
European options.
More precisely, we consider a market with d+ 1 assets that evolve in a fixed time
interval [0,T ]. The model will be discrete in the sense that the trading instances are
indexed by integer numbers. Given s0 = (s
0
0,s
1
0,s
2
0, . . . ,s
d
0) ∈ R
d+1, as initial prices of
assets Sk, we will denote by a trajectory S, a sequence taking values in Rd+1 such that
Si = (S
0
i ,S
1
i ,S
2
i , . . . ,S
d
i ) with S0 = s0.
A portfolio will be a sequence of functions defined on the trajectory sets which we
will denote by
Φ = (H0,H) = {(H0i ,H
1
i , . . . ,H
d
i )}i≥0.
Each coordinate H
j
i , 0≤ j ≤ d represents the portfolio holdings at stage i, for the j-th
asset with [H ji ] = 1S j (a unit of asset S
j). The asset values and the invested amounts
can take values in general subsets of the real numbers.
The portfolio re-balancing stages may be triggered by arbitrary events of the market
without the need to be directly associated with time. To incorporate this greater degree
of generality we will add a new source of uncertainty to the trajectories’ coordinates
(these additional coordinates are relevant when constructing specific models). We will
denote them byW = {Wi}i≥0, theWi can be vector valued and take values in arbitrary
sets. In financial terms, this new variable can represent any observable value of interest,
such as volume of transactions, time, quadratic variation of trajectories, etc., as in
[Ferrando et al (2019a)].
In case one intends to price financial derivatives in the proposed setting, we add a
finite time horizon T . We will use a positive integer m, to indicate the stage at which
the trajectory reaches the time T . This new variable plays a key role in calculating the
fair price interval for options, although it does not intervene in the market properties.
Definition 1 (Trajectory set). Consider Σ = {Σi} a given family of subsets of R
d+1,
Ω = {Ωi} is a family of sets and Θ⊆N. For given s0 ∈R
d+1 and w0 ∈Ω0, a trajectory
based set S is a subset of
S∞(s0,w0)≡ {S= {Si ≡ (Si,Wi,m)}i≥0 : Si ∈ Σi, Wi ∈Ωi, m ∈ Θ} ,
such that (S0,W0) = (s0,w0). The elements of S will be called trajectories.
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It is important to note that if S˜ = {(S˜i,W˜i, m˜)} and Sˆ = {(Sˆi,Wˆi, mˆ)} are two trajec-
tories, S˜i could unfold at a different time than Sˆi. That is, the index i will be associated
with portfolio re-balances stages but they will not be necessarily associated to (uni-
form) time. It is only assumed that the stage i+ 1 occurs temporarily after the stage
i.
We defineM :S →N as the projection on the third coordinate of S, that is: M(S) =
m. The results and properties that appear in this section only involve the first coordinate
Si nonetheless, we will continue using the notation that includes the coordinatesWi for
consistency.
To build an adequate market model, we are going to require that any portfolio be
non-anticipative. The non-anticipativity of the portfolios expresses the fact that invest-
ments must be made at the beginning of each period, so that they can not anticipate
specific future price changes.
Definition 2 (Portfolio). Let S be a trajectory set, a portfolio Φ is a sequence of
(pairs of) functions Φ ≡ {(H0i ,Hi)}i≥0 with H
0
i : S → R and Hi : S → R
d such that
for all S,S′ ∈ S , with S′i = Si for all 0 ≤ i ≤ k, where k < min{M(S),M(S
′)}, then
Φk(S) = Φk(S
′).
For a portfolio Φ, H
j
i (S) represents the number of units held for the j-th asset during
the period between i and i+ 1. Therefore, H
j
i (S) S
j
i is the value invested in the j-th
asset at stage i, while H
j
i (S) S
j
i+1 is the value just before rebalancing at the end of the
period. So, the total value of the portfolio Φ at the beginning of the period i is
H0i (S)S
0
i +Hi(S) ·Si ≡ H
0
i (S)S
0
i +
d
∑
j=1
H
j
i (S) S
j
i ,
and at the end of the period, the value of Φ will change to
H0i (S)S
0
i+1+Hi(S) ·Si+1 = H
0
i (S) S
0
i+1+
d
∑
j=1
H
j
i (S) S
j
i+1.
In the next re-balancing, the investor will invest Φi+1; in general, H
0
i+1(S) S
0
i+1+
Hi+1(S) ·Si+1 may be different fromH
0
i (S) S
0
i+1+Hi(S) ·Si+1. In this latter case, it fol-
lows that some units of the assets were added or removed, without replacement, from
the portfolio. However, this situation is precluded for many applications. For example,
if the goal is to look for a “fair” price for a certain financial contract, this value should
be the minimum necessary to cover the obligations generated by the contract, that is,
any injection or withdrawal of money will affect this property. This reasoning justifies
the use of the following concept.
Definition 3 (Self-financing portfolio). A portfolio Φ is called self-financing if for all
S ∈S and i≥ 0,
(1) H0i (S) S
0
i+1+Hi(S) ·Si+1 = H
0
i+1(S) S
0
i+1+Hi+1(S) ·Si+1.
The self-financing property means that the portfolio is re-balanced in such a way
that its value is preserved. From this property it is clear that the accumulated gains
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and losses resulting from price fluctuations are the only sources of variation of the
portfolio:
(2) H0k (S) S
0
k +Hk(S) ·Sk = H
0
0 S
0
0+H0 ·S0+
k−1
∑
i=0
(
H0i (S) ∆iS
0+Hi(S) ·∆iS
)
,
for k ≥ 0, where ∆iS
0 = S0i+1− S
0
i and ∆iS = Si+1− Si. The value H
0
0 S
0
0 +H0 · S0
represents the initial investment corresponding to the portfolio coordinate Φ0.
We will mention below some examples of strategies that will be used later.
Example 1. (1) The null portfolio Φ = 0,
0(S) = {(0,0)}i≥0 for all S ∈S
where 0 is the null vector of Rd .
(2) Set h ∈ R and h ∈ Rd , we will define by constant portfolio Φ = h by
h(S) = {(h,h)}i≥0 for all S ∈S .
(3) Set Φ = {(H0i ,Hi)}i≥0 a self-financing portfolio. We will denote by −Φ to the
sequence of functions {(−H0i ,−Hi)}i≥0. It is easy to see that −Φ is a self-
financing portfolio.
(4) Set Φˆ = {(Hˆ0i , Hˆi)}i≥0 and Φ˜ = {(H˜
0
i , H˜i)}i≥0 two portfolios. We define Φ ≡
Φˆ+ Φ˜ to be the sequence
Φ = {Hˆ0i + H˜
0
i , Hˆi+ H˜i}i≥0.
2.1. Numeraire. To be definite, we will consider that the real numbers Ski express the
price of asset Sk in a common currency, a unit of which we denote generically by $.
That is, in terms of dimensions [Ski ] = $/1Sk where 1Sk is one unit of asset S
k (it is well
known that an algebra of dimensions is available through dimensional analysis as in
[Whitney (1968)]). Notice that [Hki ] = 1Sk . On the other hand, for financial reasons,
it is important to work with an arbitrary reference asset; this is achieved by taking a
reference asset as nume´raire. For example, in some cases it is useful to select the value
of a bank account as nume´raire.
Toward this end, we will assume from here onward that S0i > 0 for all i ≥ 0. This
hypothesis will allow us to use S0 as nume´raire. For each S ∈ S , we will build a
sequence of relative prices X(S) = {(X(Si),Wi,m)}i≥0 where X : D ⊆ R
d+1 → Rd is
a perspective function defined by
(3) X(s)≡
(
s1
s0
, . . . ,
sd
s0
)
, D≡ {s= (s0, . . . ,sd) ∈ Rd+1 : s0 > 0}.
The numerical value of X j(Si) (i.e. stripped from its units), is the number of units of
the asset S0, now the nume´raire, which are required to acquire one unit of the S j asset.
Remark 1. Notice the above definition of X singles out s0 but of course any other
coordinate could be used (relying on the 0-component simplifies the notation). In fact,
and for more generality, one could replace s0 by a linear map B(s)> 0 on sk > 0. We
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do not pursue here this possibility but our results will apply to such numeraire by just
moving to a new trajectory market with s0 = B(s).
Given S ∈S and k ≥ 0, we will denote by VΦk (S) the relative value of the portfolio
Φ ∈H given by
VΦk (S)≡ H
0
k (S)+Hk(S) ·X(Sk).
Clearly VΦk (S) =
Φk(S)·Sk
S0
k
, then VΦk (S) can be interpreted as the value of the portfo-
lio at the beginning of the stage k expressed in units of the nume´raire. In addition,
GΦk (S) will denote the profits generated up to the stage k associated with Φ ∈H for a
trajectory S ∈S , that is
(4) GΦk (S)≡
k−1
∑
i=0
Hi(S) ·∆iX(S) for k ≥ 0 where ∆iX(S) = X(Si+1)−X(Si).
GΦk (S) reflects, in terms of the nume´raire, the net gains accumulated by the portfolio
Φ at the beginning of the k-th stage.
A self-financing portfolio for a path S ∈S will also be self-financing for the X(S)
sequence.
Proposition 1. Let S be a space of trajectories, and let Φ be a portfolio on S . Then
the following statements are equivalent:
(1) Φ is self-financing.
(2) H0i−1(S)+Hi−1(S) ·X(Si) = H
0
i (S)+Hi(S) ·X(Si) for all S ∈S and i≥ 0.
(3) VΦk (S) =V
Φ
0 +G
Φ
k (S) = H
0
0 +H0 ·X(S0)+
k−1
∑
i=0
Hi(S) ·∆iX(S) for all k ≥ 0.
Proof. Note that Proposition 5.7 of [Fo¨llmer & Schied (2011)] is valid even in cases
where we do not have a market indexed by pre-set time stages. Therefore the same
idea used in that result applies to our setting. 
Remark 2. From the previous Proposition, we know that the H0 component of a self-
financed portfolio Φ satisfies
(5) H0k (S)−H
0
k−1(S) =−(Hk(S)−Hk−1(S)) ·X(Sk).
Given that
(6) H00 =V
Φ
0 −H0 ·X(S0),
the sequence H0 is completely determined by the initial investmentVΦ0 and H by means
of the previous equations.
Remark 3. For a given set of portfolios H , in virtue of Remark 2, and display (4)
(which depends on Φ = (H0,H), just through H) we will set the definition
(7) HS ≡ {H : (H
0,H) ∈H }
for later use.
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Definition 4 (Trajectory market). Given s0 ∈ R
d+1, w0 ∈ Ω0, a trajectory based set
S ⊆ S∞(s0,w0) and a portfolio set H , we say that M = S ×H is a trajectory
based market if it satisfies the following properties:
(1) For each S ∈S , the coordinate S0i > 0 for all i≥ 0.
(2) All Φ ∈H are self-financing and Φ = 0 belongs to H .
(3) For each (S,Φ) ∈ M there exists NΦ(S) ∈ N such that Φk(S) = ΦNΦ(S) = 0
for all k ≥ NΦ(S).
We will say that the market is semi-bounded if for each Φ ∈H there is nΦ ∈ N such
that NΦ(S) ≤ nΦ for all S ∈ S and it is n-bounded, for n ∈ N, if NΦ(S) ≤M(S) ≤ n
for each pair (S,Φ) ∈M . A portfolio set H obeying items (2) and (3) above will be
called admissible.
The third property of the previous definition states that the adjustments of the port-
folio Φ for a trajectory S will end at, or before, the stage NΦ(S)− 1, which means
that the portfolio was liquidated on, or before, the period NΦ(S). In this case, the
corresponding portfolio will be called liquidated.
The above setting incorporates, as a special case, a discrete time stochastic model.
Given a processY = {Yi = (Y
0
i , . . . ,Y
d
i )}i≥0 on a probability space (Ω,P)with filtration
F = {Fi}i≥0 and F0 trivial, Y
k
i : Ω → R, Y
k
i ∈ Fi. We can then define S = {S =
{(Si ≡ Yi(ω))}i≥0 : for some ω ∈ Ω}. One can also define a set of trajectories S
by means of a sequence of admissible stopping times τ = {τi}i≥0: S ∈ S then S =
{(Si ≡ Yτi(ω)(ω))}i≥0 for some ω ∈ Ω. Another way to proceed is to use a given
collection of such sequences of stopping times, for the details we refer to Section 6 in
[Ferrando et al (2019b)].
3. ARBITRAGE AND 0-NEUTRALITY
A model for common market situations should not allow for investors that are able
to generate a profit in a transaction without any risk/possibility of losing money. Such
an investment opportunity is called an arbitrage opportunity.
Definition 5 (Arbitrage opportunity). Given a trajectory based market M =S ×H ,
Φ ∈H is an arbitrage opportunity if:
• ∀S ∈S , VΦNΦ(S)≥V
Φ
0 .
• ∃S∗ ∈S such that VΦNΦ(S
∗)>VΦ0 .
We say that M is arbitrage-free if H does not contain arbitrage opportunities.
The particular case S0i = 1, for all i, gives X(Si) = (S
1
i , . . . ,S
d
i ); i.e. the original
currency is the asset S0 and is being used as numeraire and so [S0i ] = $/$. Currency, if
included as a traded asset and in the presence of a riskless bank account with non-zero
interest rates, will lead to an arbitrage as per Definition 5. That is, currency, under
the mentioned conditions will be banned as a traded asset whenever we assume a no
arbitrage market (as well as a 0-neutral market). Notice the relevant discussion in
[Vecer (2011)] about arbitrage and non-arbitrage assets, currency being an arbitrage
asset (as contrasted to an interest bearing money market acc
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Our use of an arbitrary value for VΦ0 in the definition of an arbitrage opportunity
is nonstandard, textbook definitions require VΦ0 ≤ 0 (see [Fo¨llmer & Schied (2011)]).
One can see that the existence of an arbitrage as per Definition 5 is equivalent to the
existence of an arbitrage portfolio Φ˜ with V Φ˜0 = 0 and so proving the equivalence of
our definition and the standard definition. This equivalence allows also to show that
Definition 5 is invariant under a change of numeraire and so the latter transformation
will be a no arbitrage symmetry according to our definitions, this we show explicitly
in Corollary 2.
The arbitrage-free condition is sufficient for the model to provide fair option prices
(a well known result in the classical financial literature.) One can relax the arbitrage
free criteria to the requirement that the largest of the minimum possible gains that
can be obtained by means of the strategies available in the market is 0. This notion
was originally presented in [Britten-Jones & Neuberger (1996)] (as equivalent with
arbitrage-free) and then formally defined and clarified for the case of a single risky
asset in [Ferrando et al (2019b)] and [Degano et al (2018)].
Definition 6 (0-neutral market). Let M = S ×H be a trajectory based market. We
say that M is 0-neutral if
sup
Φ∈H
{
inf
S∈S
GΦNΦ(S)
}
= sup
Φ∈H
{
inf
S∈S
[
NΦ(S)−1
∑
i=0
Hi(S) ·∆iX(S)
]}
= 0.
In [Ferrando et al (2019b)] it is shown that this property is also sufficient to obtain a
pricing interval for financial derivatives. The next Proposition shows that 0-neutrality
is weaker than arbitrage-free.
Proposition 2. Let M =S ×H be an arbitrage-free trajectory based market. Then,
M is 0-neutral.
Proof. We are going to prove it by contraposition. Note that if M = S ×H is a
trajectory based market, 0 ∈H , then it is always true that
sup
Φ∈H
{ inf
S∈S
GΦNΦ(S)} ≥ 0.
That is, if M is not 0-neutral, there exist a portfolio Φ such that
inf
S∈S
GΦNΦ(S)> 0.
Thus GΦNΦ(S)> 0 for all S ∈S . Then
VΦNΦ(S) =V
Φ
0 +G
Φ
NΦ
(S)>VΦ0
for all S ∈S . Then Φ is an arbitrage porfolio. 
It is clear how to generate simple examples of 0-neutral markets which contain arbi-
trage (see [Ferrando et al (2019b)] and [Degano et al (2018)]). Following [Pliska (1997),
Section 1.2] it is possible to define another properties of the market, closely related to
0-neutral and arbitarge-free, namely dominant portfolios and law of one price. Under
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the appropriate hypotheses, the following chain of implications for a trajectory based
market holds:
Arbitrage-free⇒ No dominant portfolios⇒ 0-neutral⇒ Law of one price.
At this point, we have introduced enough properties of multidimensional trajectory
markets in order to address our goal of characterizing no-arbitrage symmetry transfor-
mations.
3.1. Relationships Between Local and Global Properties. From the definitions, it
is not clear how to construct arbitrage-free or 0-neutral markets. For the case of semi-
bounded markets, one can obtain necessary and sufficient conditions, only involving
local properties of the trajectory set, implying trajectorial markets that are arbitrage-
free (or 0-neutral). Such characterizations play an analogous role to the equivalence
of no arbitrage stochastic markets and the possibility to equivalently modify the sto-
chastic process into a martingale process. In fact, in the arbitrage-free case the local
trajectorial conditions correspond to a probability free notion of a martingale sequence
(see [Ferrando & Gonza´lez (2019)]). We will use these characterizations to pose and
answer our opening question on no-arbitrage preserving transformations.
At the k-th stage, the information about the future available to investors is that S is
an element of the set
S(S,k) ≡
{
S′ ∈S : S′i = Si,0≤ i≤ k and M(S
′)> k
}
⊆S .
We will call the pair (S,k) a node and will refer to the set S(S,k) as trajectory set
conditioned at the node (S,k). The future information contained in S˜∈S(S,k) depends
on the past only through S0, . . . ,Sk. The multiple number of trajectories emanating
from a node reflects the non-deterministic nature of the assets’ time evolution. As
trajectories unfold more coordinates become available and so the investor increases
his knowledge about possible future scenarios. This is expressed mathematically as
S(S,k′) ⊆S(S,k)
for k′ > k. The following notation will also be used
(8) ∆X(S(S,k))≡ {∆kX(S
′) : S′ ∈S(S,k)} ⊆ R
d ,
where ∆kX(S
′) = X(S′k+1)−X(S
′
k) has been introduced before.
We will refer as local to any property relative to a node (S,k) and only involving
elements of ∆X(S(S,k)).
The definitions below, are the local counterpart of those of arbitrage-free and 0-
neutral for the whole market. We are then going to derive the global properties from
the local ones.
Definition 7 (Local notions). Given a trajectory based market M = S ×H , let S ∈
S and k ≥ 0.
(1) (S,k) is called an arbitrage-free node with respect to H if
[Hk(S) ·∆kX(S
′) = 0 ∀S′ ∈S(S,k)] or [ inf
S′∈S(S,k)
Hk(S) ·∆kX(S
′)< 0],
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for all H ∈HS (the latter as in (7)).
(2) (S,k) is called a 0-neutral node with respect to H if, for all H ∈HS :
inf
S′∈S(S,k)
Hk(S) ·∆kX(S
′)≤ 0.
M is called locally arbitrage-free (0-neutral) if each (S,k) is an arbitrage-free (0-
neutral) node w.r.t. H . A node that is not arbitrage-free w.r.t. H , will be called an
arbitrage node w.r.t. H .
Notice that an arbitrage-free node w.r.t. H is always 0-neutral w.r.t. H . Clearly,
there are natural examples of nodes which are 0-neutral w.r.t. H but no arbitrage-free
w.r.t. H (hence these are arbitrage nodes). It is then of interest to indicate that there
are results ([Ferrando et al (2019b)]) that justify option prices obtained for general 0-
neutral markets (in particular these markets may contain 0-neutral nodes which are
arbitrage nodes w.r.t. H ).
Admittedly, attaching the qualifier “w.r.t. H ” to some of the above notions does
not play a substantial role in the paper. In fact, Proposition 3 below provides sufficient
conditions on trajectory nodes that imply that those nodes are arbitrage-free (0-neutral)
w.r.t. any (admissible) H .
The conclusions in Proposition 3 below are consequences of characterizations given
by Propositions 6 and 7 in Section 4.1.
Proposition 3. Given a trajectory set S , consider a node (S,k).
(1) If:
(9) 0 ∈ ri
(
co
(
∆X(S(S,k))
))
.
then (S,k) is an arbitrage-free node w.r.t. any (admissible) H .
(2) If:
(10) 0 ∈ cl
(
co
(
∆X(S(S,k))
))
.
then (S,k) is a 0-neutral node w.r.t. any (admissible) H .
According with these results we introduce the following notions which will play a
crucial role for the remaining of the paper.
Definition 8 (H -Independent local properties). A node (S,k) is called arbitrage-free
if (9) is satisfied; it is called 0-neutral if (10) is satisfied. We call S locally arbitrage-
free (locally 0-neutral), if every node (S,k) is arbitrage-free (0-neutral).
Remark 4. The above definitions rely on a numeraire (through the perspective func-
tion X). We will show in Section 5 that once the properties hold for one numeraire,
they hold for any numeraire.
Therefore, if S is locally arbitrage-free (locally 0-neutral), then M = S ×H is
locally arbitrage-free (locally 0-neutral) for any (admissible) H .
Remark 5. Condition (9) appears in the stochastic literature as equivalent to one step
arbitrage-freemarkets [Cutland & Roux (2012), Lemma 3.42], [Elliot & Kopp (2005),
Prop 3.3.4], [Fo¨llmer & Schied (2011), Cor 1.50] , [Jacod & Shirayev (1990) ].
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The local notions in Definition 8 allow us to ensure global conditions on a trajec-
tory based market. In particular, the results in the rest of this section characterize an
arbitrage-free market (0-neutral) by means of arbitrage-free (0-neutral) nodes w.r.t.H .
Theorem 1 (No arbitrage: local implies global). If M =S ×H is locally arbitrage-
free (as per Definition 7) and semi-bounded, then M is arbitrage-free (as per Defini-
tion 5).
See proof in Appendix A.
In order to establish a converse to Theorem 1, consider ξ ∈ Rd , S ∈ S and k ≥ 0,
let us define the function ξ
(S,k)
i : S → R
d , for any i≥ 0, by
ξ
(S,k)
i (S
′) =
{
ξ if i= k and S′ ∈S(S,k).
0 otherwise.
GivenV0, we can obtain from the equations (5) and (6) a sequence of functions {ξ
0
i }i≥0
in such a way that the sequence
(11) Ξ(S,k) = {(ξ 0i ,ξ
(S,k)
i )}i≥0
be self-financing. Also, defining NΞ(S,k)(S
′) = k+1 for all S′ ∈S , it is easy to see that
Ξ(S,k) is a portfolio. We will call this type of portfolios as restricted portfolios at the
node (S,k).
Proposition 4 (No arbitrage: global implies Local). If M = S ×H is arbitrage free
and the restricted portfolios belong to H then, S is locally arbitrage-free (as per
Definition 8). In particular M is locally arbitrage-free.
See proof in Appendix A.
We now carry out a similar analysis for the notion of 0-neutral. The following
Theorem shows that a trajectory based market will be 0-neutral if it is locally 0-neutral.
Theorem 2 (0-neutral: local implies global). Let M = S ×H be a semi-bounded
trajectory market. Then if M is locally 0-neutral (as per Definition 7) then, M is
0-neutral (as per Definition 6).
See proof in Appendix A.
Proposition 5 (0-neutral: global implies local). Let M = S ×H be a 0-neutral
trajectory market such that the restricted portfolios belong to H . Then, any node
(S,k) is a 0-neutral node (in particular, (S,k) is 0-neutral with respect to H ).
See proof in Appendix A.
4. GEOMETRIC CHARACTERIZATIONS
We develop geometric characterizations for the local notions introduced in the pre-
vious section. Definition 9 below is a stronger version of Definition 7 that dispenses
of the qualifier “w.r.t. H ” present in the latter definition.
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4.1. Local Geometric Characterizations.
Definition 9 (Disperse and 0-neutral sets). Consider a set E ⊆Rd; E is called disperse
if for each h ∈ Rd:
(12) [h · y= 0 ∀ y ∈ E] or [ inf
y∈E
h · y< 0 & sup
y∈E
h · y> 0].
E is called 0-neutral if for each h ∈ Rd:
(13) [ inf
y∈E
h · y≤ 0 & sup
y∈E
h · y≥ 0].
Notice that (13) is equivalent to just requiring the validity of one of the two inequali-
ties appearing in the conjunction in (13). Similarly, (12) is equivalent to [h ·y= 0 ∀ y∈
E] or [infy∈E h ·y< 0] (this later inequality could be replaced by [supy∈E h ·y> 0]). We
have written Definition 9 in its present form for emphasis.
Results and notions from convex analysis that we will rely upon in this section are
detailed in Appendix B.
Proposition 6. Let E ⊆ Rd .
E is disperse iff 0 ∈ ri(co(E)).
Proof. Assume first that E is disperse. In order to proceed to deduce a contradiction,
we assume that 0 /∈ ri(co(E)); by the separation Theorem 8, there exists ξ ∈ Rd such
that:
• ξ · x≥ 0 for all x ∈ ri(co(E)), and
• ξ · x∗ > 0 for some x∗ ∈ ri(co(E)).
Then, by means of Proposition 11, it follows that for all x ∈ ri(co(E))
(αx+(1−α) y) ∈ ri(co(E) for all y ∈ E and α ∈ (0,1].
Therefore,
ξ · (αx+(1−α) y) = αξ · x+(1−α)ξ · y≥ 0 for all y ∈ E and α ∈ (0,1].
It then follows that ξ · y≥ 0 for all y ∈ E. This contradicts the fact that E is disperse.
Conversely, assume that 0 ∈ ri(co(E)). We may assume there exists yˆ ∈ E such
that h · yˆ 6= 0. It is enough to establish that infy∈E h · y< 0, we may then assume there
exists y∗ ∈ E such that h · y∗ > 0. As y∗ ∈ co(E) and 0 ∈ ri(co(E)), it follows from
Proposition 13 in Appendix B that there exists ε > 0 such that
−εy∗ ∈ co(E).
Then, it follows from Theorem 9 that there exists y(1), . . . ,y(d+1) ∈ E such that
−εy∗ = λ1y
(1)+ · · ·+λd+1y
(d+1) with
d+1
∑
i=1
λi = 1, λi ≥ 0.
Then
0>−ε (h · y∗) =
d+1
∑
i=1
λi
(
h · y(i)
)
.
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Therefore, there must be some 1≤ j ≤ d+1 such that h · y( j) < 0, and then
inf
y∈E
h · y< 0.

Similarly to Proposition 6, the following result characterizes the 0-neutral property of
E.
Proposition 7. Let E ⊆ Rd .
E is 0−neutral iff 0 ∈ cl(co(E)).
Proof. Assume E is 0-neutral and 0 /∈ cl(co(E)). Since the closure of a convex set is
a convex set (Proposition 12) and closed, by Theorem 8 in Appendix B, it follows that
there exists ξ ∈ Rd such that infξ · y> 0 where the infimum is over all y ∈ cl(co(E)).
Thus
inf
y∈E
ξ · y> 0,
which contradicts our hypothesis.
Assume now 0 ∈ cl(co(E)). It is enough to show that infy∈E h · y ≤ 0 for any h ∈
R
d . To proceed by contradiction, assume there exists h ∈ Rd , and ε > 0 such that
ε < infy∈E h · y ≤ h · y for all y ∈ E (otherwise we are done). From our hypothesis,
there exists a sequence {x j}
∞
j=1 ⊆ co(D) such that x j → 0 as j→ ∞. By Theorem 9 in
Appendix B, for each x j there exists y
(1, j), . . . ,y(d+1, j) ∈ E such that
x j = λ
j
1y
(1, j)+ · · ·+λ
j
d+1y
(d+1, j) with
d+1
∑
i=1
λ
j
i = 1, λ
j
i ≥ 0.
Then
0 = h ·0= h ·
(
lim
j→∞
x j
)
= lim
j→∞
(
h · x j
)
=
= lim
j→∞
d+1
∑
i=1
λ
j
i
(
h · y(i, j)
)
≥ lim
j→∞
d+1
∑
i=1
λ
j
i ε = ε.
which is a contradiction, thus, we conclude. 
Lemma 1 below uses the following notation, for E ⊂ Rd , and x0 ∈ R
d , let
E− x0 ≡ {x− x0 : x ∈ E} ⊂ R
d.
Since the translation tx0 : R
d → Rd , given by tx0(x) = x− x0, is of the form (30) in
Appendix B, and an homeomorphism, the lemma below follows.
Lemma 1.
0 ∈ ri(co(E− x0)) iff x0 ∈ ri(co(E)) .
0 ∈ cl(co(E− x0)) iff x0 ∈ cl(co(E)) .
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4.2. Convexity Preserving Maps. In order to identify transformations that preserve
no-arbitrage (0-neutrality) and in view of Proposition 6 (Proposition 7) and Lemma 1
we first look for transformations F :Rd →Rd
′
preserving relative interiors or closures
of convex sets in Rd .
The notions introduced below are expanded in Appendix B where we also provide
due references and introduce related definitions and further results.
Definition 10 (Strict inversely convexity preserving). Let V and V′ be real linear
spaces, and C ⊂ V a nonempty convex subset. A map g : C→ V′ is called strict in-
versely convexity preserving if
(14) g((x,y))⊆ (g(x),g(y)) for all x,y ∈C,
where (x,y) = {tx+(1− t)y : 0 < t < 1} (with a similar definition for [x,y], see Ap-
pendix B). Moreover, g is said to preserve segments strictly if equality holds in (14).
The next lemma provides necessary and sufficient conditions on a transformation F
in order to preserve ri(co(E)), for E ⊂ Rd .
Lemma 2. Let C ⊆ Rd be a convex set, x ∈C and E ⊂C.
F :C→ Rd
′
is a strict inversely convexity preserving map if and only if
x ∈ ri(co(E)) implies F(x) ∈ ri(co(F(E))) .
Proof. Let x ∈ ri(co(E)) and b′ ∈ co(F(E)). Assume first that F(C) is contained in
a straight line. Fix b ∈ co(E), from Corollary 4, there exists a ∈ co(E) such that
x ∈ (a,b). Then by hypothesis on F and Proposition 14, F(a),F(b) ∈ F(co(E)) ⊂
co(F(E)), and
F(x) ∈ F((a,b))⊂ (F(a),F(b)).
Now, since co(F(E)) is a segment, because it is contained in a straight line, it follows
that:
If b′ ∈ (F(x),F(b)), or F(b) ∈ (F(x),b′) then
F(x) ∈ (F(a),b′)⊂ co(F(E)).
On the other hand F(x) ∈ (F(b),b′)⊂ co(F(E)). Thus in any case by Corollary 4
F(x) ∈ ri(co(F(E))) .
If F(C) is not contained in a straight line, by Theorem 7, F preserves segments
strictly, then co(F(E)) = F(co(E)), so b′ = F(b) with b ∈ co(E).
As before, there exists a ∈ co(E) such that x ∈ (a,b). Then
F(a) ∈ co(F(E)) and
F(x) ∈ F((a,b)) = (F(a),F(b)),
which also leads to F(x) ∈ ri(co(F(E))).
To establish the converse, consider the case E = {a,b} then
(a,b) = ri(co(E)) and (F(a),F(b)) = ri(co(F(E))) .
Now from our hypothesis,
(15) F(x) ∈ (F(a),F(b)), for any x ∈ (a,b),
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therefore, F is strict inversely convexity preserving. 
Observe that, from Lemma 2, Proposition 6 and Lemma 1, F is strict inversely
convexity preserving if it preserves disperse sets.
In a similar way than before, F preserves cl(co(E)), if for x∈ [a,b] = cl(co({a,b}))
it holds that
F(x) ∈ cl(co({F(a),F(b)})) = [F(a),F(b)].
That is, F need to be inversely convexity preserving (see Proposition 14 in Appendix
B). However this condition on its own is not sufficient (see next Lemma and Example
2.)
Lemma 3. Let C ⊆ Rd a convex set, E ⊂ C and F : C→ Rd
′
a continuous inversely
convexity preserving map. If x0 ∈ cl(co(E)), then
F(x0) ∈ cl(co(F(E))) .
Proof. By continuity of F , for all E ⊆ C holds F(cl(E)) ⊆ cl(F(E)). Furthermore,
since F is a inversely convexity preserving map,
F(co(E))⊂ co(F(E)).
Thus, since x0 ∈ cl(co(E)),
F(x0) ∈ F(cl(co(F(E)))⊆ cl(F(co(E))⊆ cl(co(F(E))) .

Example 2. The hypothesis of continuity in Lemma 3 can not be removed, to see this
consider F : R→ R given by
F(x) =
{
x if x≤ 0
x+1 if x> 0,
is inversely convexity preserving, but not continuous and 0 ∈ cl((0,1]), but
F(0) = 0 /∈ [1,2] = cl(co(F((0,1]))).
4.3. Induced Transformations. As indicated in Section 2.1, we have taken a stan-
dard view in which the original sequency Si is given in a currency numeraire and then
the sequence X(Si) is given in another (arbitrary) numeraire. Since we look for trans-
formations between trajectories of financial markets that preserve their local properties
we will be dealing with two associated functions, f and F the former acting on Si and
the latter on X(Si). So we will have R
d+1 f−→Rd
′+1 and Rd
F
−→Rd
′
. One could proceed
differently and develop an approach which abstracts away this multiplicity; nonethe-
less, we have decided to proceed the way we do as in practice that is how data is usually
presented. This decision makes our results more readily applicable albeit at the price
of some complications.
Let X and X ′ be the perspective functions over Rd+1 and Rd
′+1 respectively, as
defined in (3). Since local properties are based on properties of discounted values, the
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function f should induce a function F : Rd → Rd
′
, in such a way that the following
diagram commutes,
(16) dom X
f
//
X

dom X ′
X ′

Im X ⊂ Rd
F
// Im X ′ ⊂ Rd
′
that is, for s ∈ dom X , F(X(s))≡ X ′( f (s)). Therefore, if X(s) = X(s˜) for s, s˜ ∈ dom X
we will require that X ′( f (s)) = X ′( f (s˜)), which gives a condition on f as we describe
next.
Assume s= (s0, . . . ,sd), s˜= (s˜0, . . . , s˜d), then(
s1
s0
, . . . ,
sd
s0
)
= X(s) = X(s˜) =
(
s˜1
s˜0
, . . . ,
s˜d
s˜0
)
⇔ s=
s0
s˜0
s˜,
from where f needs to satisfy
(17) f (λ s) = µλ ,s f (s), λ , µλ ,s > 0, for any s ∈ R
d+1.
We will require (17) in our main result Theorem 4 (as well as in Theorem 5).
Lemma 2 shows that a map F preserving no-arbitrage is necessarily strict inversely
convexity preserving. Lemma 4, item 1, below provides sufficient conditions on f to
establish the said property of F; on the other hand, Example 3 shows that the assump-
tions on f , while being sufficient, are not necessary.
Lemma 4. Let f : dom X → dom X ′ be a function satisfying (17). Then, there exists a
unique map F : Im X → Im X ′ which makes commutative the diagram (16). Moreover
(1) If f is (strict) inversely convexity preserving then F is (strict) inversely convex-
ity preserving.
(2) F is continuous iff f is continuous.
Proof. For all x ∈ Im X there exist s ∈ dom X such that X(s) = x. The only way to
define F is then F(x) = X ′( f (s)) for all x ∈Rd and it is well defined by condition (17).
Let’s see that F is a strict inversely convexity preserving map if f is assumed to
satisfy that property. Fix xˆ, x˜ ∈ Im X and let x ∈ Im X such that
x= α xˆ+(1−α)x˜ with 0< α < 1.
Then, there exists sˆ, s˜ ∈ dom X such that X(sˆ) = xˆ and X(s˜) = x˜. Moreover, since X is
a strict segment preserving map (Theorem 6), there exists β ∈ (0,1) such that
x= X(β sˆ+(1−β )s˜).
Then since X ′ is strict segment preserving,
F(x) = X ′ ( f (β sˆ+(1−β )s˜)) ∈
(
X ′( f (sˆ)),X ′( f (s˜))
)
= (F(xˆ),F(x˜)) .
The proof for the case inversely convexity preserving, is similar. This gives item 1.
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For item 2., observe that the perspective functions X ,X ′ are continuous and open.
The last assertion follows because if Q is an open cube in Rd , and a0 < b0 positive real
numbers, then
X((a0,b0)×Q) =
⋃
r∈(a0,b0)
1
r
Q,
is open in Rd . Thus, by composition F is continuous iff f is continuous. 
Example 3. The converse in item 1 of Lemma 4 is not valid. Consider f : {(x,y,z) ∈
R
3 : x> 0}→ {(x,y,z) ∈ R3 : x> 0} given by
f (x,y,z) = (
x
x2+ y2
,
y
x2+ y2
,
z
x2+ y2
).
The induced function F is the identity function on R2 but f is not inversely convexity
preserving because (1,0,0) ∈ ((1,−1,0),(1,1,0)), but
f (1,0,0) = (1,0,0) /∈ ( f (1,−1,0), f (1,1,0)) = ((1/2,−1/2,0),(1/2,1/2,0)).
Under the additional hypothesis that Im F contains a nondegenerate triangle, the
next Theorem characterizes those f : dom X → dom X ′ inducing a strict inversely
convexity preserving map F . That hypothesis on Im F is equivalent to Im F not being
contained in a straight line. As a complement, Lemma 5 shows that this last condition
on Im F holds iff Im f is not contained in a 2 dimensional subspace.
The appearance of “0” in
f 0(s)
L0(s)
below merely reflects our arbitrary choice of S0 as
numeraire, choosing Sk as numeraire will result in the appearance of
f k(s)
Lk(s)
in the next
result (see Section 6 for an example).
Theorem 3. Assume f : dom X → dom X ′ satisfying (17), induces a strict inversely
convexity preserving map F, such that ImF is not contained in a straight line. Then
(18) f (s) =
f 0(s)
L0(s)
L(s),
with f 0 (its first coordinate function) satisfying (17), L : Rd+1 → Rd
′+1, a linear map,
with and L0, f 0 > 0 on s0 > 0, (L0 the first coordinate of L).
Conversely, if f has the form (18) and satisfies the properties listed after that formula
display, then it induces a strict inversely convexity preserving map F.
Proof. Let us consider first that dom X = {s∈Rd+1 : si > 0 ∀i}, so dom F = {x ∈Rd :
xi > 0 ∀i} is convex, then by Theorem 7
(19) X ′( f (s)) = F(X(s)) =
(A1(X(s))+b1, ...,Ad
′
(X(s))+bd
′
)
B(X(s))+ c
.
It then follows that for 1≤ i≤ d′,
f i(s)
f 0(s)
= F i(X(s)) =
Ai(X(s))+bi
B(X(s))+ c
=
ai,1
s1
s0
+ · · ·+ai,d
sd
s0
+bi
B1 s
1
s0
+ · · ·+Bd s
d
s0
+ c
.
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Which can be written as f i(s) = f 0(s)
Li(s)
L0(s)
, with
Li(s) = bis0+ai,1s
1+ · · ·+ai,ds
d, and L0(s) = cs0+B1s1+ · · ·+Bdsd.
From where, defining L(s) = (L0(s),L1(s), · · · ,Ld
′
(s)), (18) holds with the expected
conditions, since f 0 satisfies (17) because f do, and both f 0,L0 > 0 on s0 > 0.
Assume now that dom X = {s ∈ Rd+1 : s0 > 0}, which implies that dom F = Rd ,
then by [Pa´les (2012), Cor 1], (19) can be written with B(x)+ c ≡ 1. Consequently
(18) holds with L0(s) = s0.
Conversely, if f has the form (18) with the required conditions, then satisfies (17),
because f0,L,L
0 satisfy (17), by hypothesis and linearity respectively, consequently
by Lemma 4 there exists F such that F(X(s)) = X ′( f (s)). Let’s show that F is strict
inversely convexity preserving.
X ′( f (s)) =
(
L1(s)
L0(s)
, · · · ,
Ld
′
(s)
L0(s)
)
,
where for 1≤ i≤ d′
Li(s)
L0(s)
=
ai,0s
0+ · · ·+ai,ds
d
a0,0s0+ · · ·+a0,dsd
=
ai,0+ai,1
s1
s0
+ · · ·ai,d
sd
s0
a0,0+a0,1
s1
s0
· · ·a0,d
sd
s0
=
ai,0+A
i(X(s))
a0,0+B(X(s))
.
With Ai(x)= ai,1x
1+ · · ·+ai,dx
d , and B(x)= a0,1x
1+ · · ·+a0,dx
d in the last expression.
Defining A= (A1, · · · ,Ad
′
) and b= (a1,0, · · · ,ad′,0), it follows that
(20) F(x) =
b+A(x)
a0,0+B(x)
,
Which is strict inversely convexity preserving by Theorem 6. 
Lemma 5. Assume f : dom X→ dom X ′ is a function satisfying (17) and F the induced
function as in Lemma 4. Then, ImF is contained in a straight line iff Im f is contained
in a 2-dimensional subspace.
Proof. Assume that f (s) = (y0, . . . ,yd
′
) then
F(X(s)) = X ′( f (s)) =
1
y0
(y1, . . . ,yd
′
).
It follows that
ImF = {z ∈ Rd
′
: (1,z) ∈ λ (Im f ), for some λ > 0}.
If Im f ⊂ pi , a 2-dimensional subspace, then
ImF ⊂ {z ∈ Rd
′
: (1,z) ∈ pi},
and this set is contained in the straight line pi ∩{y0 = 1} ⊂ Rd
′+1.
Conversely, assume there exist s1,s2,s3 ∈ dom X such that f (s1), f (s2), f (s3) are l.i.
Since ImF is contained in a straight line, it follows that there exists α ∈ R such that
F(X(s3)) = αF(X(s1))+(1−α)F(X(s2)) = αX ′( f (s1))+(1−α)X ′( f (s2)),
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which leads to the contradiction
f (s3) =
f 0(s3)
f 0(s1)
α f (s1)+
f 0(s3)
f 0(s2)
(1−α) f (s2).

5. NO ARBITRAGE INVARIANCE
This section studies a class of transformations that do not change a given node’s
local properties of being arbitrage-free (this latter notion as per Definition 8). We
also provide an explicit characterization for such symmetry transformations, this is
achieved under a general, and weak, condition restricting their ranges.
As a special case, we will prove that the no-arbitrage property is unchanged under
a change of nume´raire. We also describe the similar results that apply for the prop-
erty of 0-neutral and, therefore, need also pursue some developments that apply to this
concept as well. In general, the class of transformations studied should represent sym-
metries obeyed by any type of functional relationship among asset’s prices resulting
from no arbitrage considerations. In particular, if prices S satisfy a h(S) = 0 relation,
one then expects h(S′) = 0 where S and S′ are related by a no-arbitrage symmetry as
per Definition 11 below. This fact is illustrated with an example in Section 6.
Let M = S ×H and M ′ = S ′×H ′ be trajectory based markets, with d+ 1
assets, and d′+1 assets respectively. A transformation of M onto M ′, will be given
by a function f : Rd+1 → Rd
′+1 which will be called a market transformation. That
is, to a trajectory S= (S,W,m) ∈M corresponds a trajectory S′ = (S′,W ′,m′) ∈M ′,
where S′k = f (Sk), k ≥ 0, andW
′,m′ are transformed in consequence. For instance, if
W represents the quadratic variation of the logarithm of the assets prices, then
W ′k =
k−1
∑
i=0
(log f (Si+1)− log f (Si))
2.
This example illustrates a case whenW ′ can be obtained from S′. In other cases, when
this is not possible,W ′ and m′ should be prescribed but, how this is actually done does
not affect the developments in the present section.
Definition 11. Amarket transformation f , as above, which leaves invariant the arbitrage-
free property (0-neutral property), as per Definition 8, of a given market’s node will
be called a no-arbitrage symmetry (0-neutral symmetry).
Therefore, if the node (S,k) is arbitrage-free so will be (S′,k) if f is a no-arbitrage
symmetry (similarly for a 0-neutral symmetry). This remark also shows that the com-
position of no-arbitrage symmetries (0-neutral symmetries) is a no-arbitrage symmetry
(0-neutral symmetry). We may refer to either type of symmetry as NAS (No-Arbitrage
Symmetries) when there is no need to be specific.
Remark 6. The above notions depend on a choice of numeraire through Definition 8
but we will prove in Corollary 2 that a symmetry transformation remains as such under
a numeraire change. Of course the interest is in general symmetry transformations
f : Rd+1 → Rd
′+1 that behave so for any possible node in any possible trajectory
NO-ARBITRAGE SYMMETRIES 21
market (with corresponding dimension d) and that is the type of characterization we
pursue.
Recall from Definition 7 that local conditions are based on properties of the incre-
ment set ∆X(S(S,k)), where (S,k) is a node of the market model. This set is totally
determined by the values taken by the trajectories in the stage k+ 1 and the value of
Sk. To make this fact explicit, for each node (S,k) we introduce a notation for the set
of reachable prices:
Σk(S) ≡ {Sˆk+1 : Sˆ= (Sˆ,Wˆ , mˆ) ∈S(S,k)} ⊆ R
d+1.(21)
The next proposition (which follows from Lemma 1 in Section 4.2) shows that local
conditions can be rewritten in terms of the set Σk(S).
Proposition 8. Given a trajectory based set S , S = {(Si,Wi,m)}i≥0 ∈ S and an
integer k ≥ 0.
(1) The node (S,k) is arbitrage-free if, and only if,
X(Sk) ∈ ri(co(X(Σk(S)))) .
(2) The node (S,k) is 0-neutral if, and only if,
X(Sk) ∈ cl(co(X(Σk(S)))) .
Theorem 4 (Arbitrage-free invariance). Assume f : dom X → dom X ′ to be a map sat-
isfying (17) and that the function F, induced by Lemma 4, is strict inversely convexity
preserving. Given a trajectory based market M = S ×H , let S ∈ S and k ≥ 0. If
(S,k) is an arbitrage-free node, then (S′,k), where S′i = f (Si) i≥ 0, is an arbitrage-free
node in a transformed market M ′ = S ′×H ′, i.e.
0 ∈ ri(co({X ′( f (Sˆk+1))−X
′( f (Sk)) : Sˆ ∈S(S,k)}))⊆ R
d′
and so f is a no-arbitrage symmetry.
Proof. We know from Lemma 4 that there exists F : dom X→ dom X ′ given by F(x) =
X ′( f (s)), where s ∈ dom X such that X(s) = x. Thus, since by hypothesis it is a strict
inversely convexity preserving map, from Lemma 2 and Lemma 1, it follows (by taking
x0 = X(Sk)) that
0 ∈ ri(co({F(x)−F(x0) : x ∈ X(Σk(S))})),
or, equivalently,
0 ∈ ri(co({X ′( f (Sˆk+1))−X
′( f (Sk)) : Sˆ ∈S(S,k)})).

Remark 7. By Lemma 4 item 1, if f is strict inversely convexity preserving, then the
induced F satisfies the hypothesis of Theorem 4. Also notice that if Im F contains a
nondegenerate triangle, by Theorem 3, f is of the form given by (18).
Corollary 1 (Explicit Characterization). Assume f : dom X → dom X ′ satisfies (17).
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(1) If f is a no-arbitrage symmetry (as per Definition 11) for any market and Im f
is not contained in a 2-dimensional subspace then f is characterized by ex-
pression (18).
(2) Conversely if f has the form (18) then it is a no-arbitrage symmetry for any
possible market.
Proof. We recall that (17) assures the existence of the induced function F as in Lemma
4. Assume f is a no-arbitrage symmetry from a marketM onto a marketM ′. Then, by
Theorem 4 and Lemma 2, the induced F must be strict inversely convexity preserving.
Moreover, if Im f is not contained in a 2-dimensional subspace Lemma 5 implies that
Im F is not contained in a straight line. Finally by Theorem 3 f takes the form (18).
This proves 1.
For the converse, if f has the form (18), the converse of Theorem 3 implies that
the induced function F is strict inversely convexity preserving. Thus by Lemma 2 and
Theorem 4 f is a no-arbitrage symmetry for any possible market. 
Observe that the composition of no-arbitrage symmetries of the form (18) is again
of this form.
A transformation of interest in financial terms is the one that changes the market
model’s nume´raire. Let’s assume that the first asset S1 is strictly positive for every
trajectory in S , so the first coordinate can take the place of an alternative nume´raire
for the model. For each S ∈ S , we will denote the sequence of prices relative to S1
by Y (S) = {(Y (Si),Wi,m)}i≥0 where Y : D
′ ⊂ Rd+1 → Rd is the perspective function
over the second coordinate:
(22) Y (s)≡
(
s0
s1
,
s2
s1
, . . . ,
sd
s1
)
D′ ≡ {s= (s0, . . . ,sd) ∈ Rd+1 : s1 > 0}.
Y j(Si) represents the value of the j-th asset in units of the new nume´raire. We will
prove next the following proposition that will be useful for the coming results.
Proposition 9. Let σ be the permutation onRd+1 that interchanges the first coordinate
with the second and X the perspective function on Rd+1 (defined in (3)). Then, Y =
X ◦σ over D”≡ {s ∈ dom X : s1 > 0}. Furthermore, σ is a strict segment preserving
map.
Proof. Fix s ∈ D”, then σ(s) ∈ dom X and
(X ◦σ)(s) = X
(
s1,s0, . . . ,sd
)
=
(
s0
s1
, . . . ,
sd
s1
)
= Y (s).
Since σ is a linear map, it follows from Theorem 6 in Appendix B, that it is a strict
segment preserving map. 
We are now in a position to show that the arbitrage-free condition on a trajectory
based market M is independent of the choice of nume´raire. For this, we will state the
following Corollary.
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Corollary 2. Let M = S ×H a semi-bounded trajectory based market such that
S1 > 0 for all S ∈S and H contains the class of restricted portfolios (11). If M is
arbitrage-free with S0 as nume´raire, then M is arbitrage-free with S1 as nume´raire.
Proof. From Proposition 9 above, it follows that Y = X ◦ σ on the set D” ≡ {s ∈
dom X : s1> 0}, where σ is the permutation of the first coordinate by the second. Also,
since M is arbitrage-free, it follows from Proposition 4 that M is locally arbitrage-
free. Then, any node (S,k) in the market is arbitrage-free (all notions with S0 as
nume´raire). As σ verifies the hypothesis of Theorem 4, we can ensure that
0 ∈ ri
(
co
(
∆Y (S(S,k))
))
≡ ri
(
co
(
{Y (Sˆk+1)−Y (Sk) : Sˆ ∈S(S,k)}
))
,
for all (S,k), or, in other words, every node is arbitrage-free with respect to the nume´raire
S1. Then, it follows from Theorem 1, that M is arbitrage-free with respect to the
nume´raire S1. 
Our goal is now to find market transformations f that preserve 0-neutral nodes (i.e.
0-neutral symmetries). From Lemma 3 we know that the induced transformation F
needs to be continuous and inversely convexity preserving in order to preserve the clo-
sure of convex sets. The following Theorem shows that these conditions are, somehow,
sufficient to obtain a 0-neutral symmetry as per Definition 11.
Theorem 5 (0-neutral invariance). Let f : dom X → dom X ′ be a continuous map
satisfying (17) and the function F, induced by Lemma 4, is inversely convexity pre-
serving. Given a trajectory based market M = S ×H , let S ∈ S and k ≥ 0. If
(S,k) is a 0-neutral node, then (S′,k) is a 0-neutral node in the transformed market
M ′ = S ′×H ′, i.e.
X ′( f (Sk)) ∈ cl
(
co
(
X ′( f (S(S,k)))
))
and so f is a 0-neutral symmetry.
Proof. We know from Lemma 4, in Section 4.2, that there exists a continuous map F :
R
d → Rd
′
given by F(x) = X ′( f (s)), where s ∈ dom X such that X(s) = x. Moreover,
by hypothesis it is inversely convexity preserving.
Thus, since by hypothesis X(Sk) ∈ cl
(
co
(
X(S(S,k))
))
, from Lemma 3 in Section
4.2, it follows that,
X ′( f (Sk)) ∈ cl
(
co
(
X ′( f (S(S,k)))
))
.

By the converse of Theorem 3, if f is given as in the expression (18), with the
prescribed conditions, then the induced funtion F has the expression (20). Therefore,
it is also inversely convexity preserving and continuous by Theorem 6; then f preserves
0-neutral nodes and so it is 0-neutral symmetry.
In the 0-neutral market definition, the selection of an explicit nume´raire is required.
Consider, as in Corollary 2, a trajectory based markets such that S1 > 0 for all trajec-
tories, this will allow to take that coordinate as an alternative nume´raire.
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Corollary 3. Given a semi bounded trajectory based market M = S ×H such that
S1 > 0 for all S ∈ S . If (S,k) is a 0-neutral node with respect to the nume´raire S0,
then it is also with respect to the nume´raire S1. In particular, if M is locally 0-neutral,
it will also be 0-neutral for any choice of nume´raire.
Proof. From Proposition 9 it followsY = X ◦σ over the setD”= {s∈ dom X : s1 > 0},
where σ is the permutation of the first coordinate by the second. Since σ verifies the
hypothesis of Theorem 5, then
0 ∈ cl
(
co
({
Y (Sˆk+1)−Y (Sk) : Sˆ ∈S(S,k)
}))
and (S,k) is a 0-neutral node with respect to the nume´raire S1. We can conclude that if
M is locally 0-neutral with respect to the nume´raire S0, then it will also be 0-neutral
with respect to the nume´raire S1. Therefore, it follows from Theorem 2, that if M is
locally 0-neutral for S0, M will be 0-neutral for any other choice of nume´raire. 
6. EXAMPLE
We will provide a slightly non-traditional development on the call-put parity rela-
tionship. This is a simple relation among prices of certain assets; it is derived in many
textbooks and can be obtained through a no-arbitrage based proof. We will derive it
under the weaker hypothesis of 0-neutrality and relate the relationship to NAS (No-
Arbitrage Symmetries). Our main point of revisiting the call-put parity is that it will
allow us to provide an explicit example of NAS (besides a change of numeraire) as
well as to illustrate their meaning in this context.
6.1. Call-Put Parity Under 0-Neutrality. Consider an arbitrary time evolution of
four assets St ≡ (Ct ,Pt,Yt ,Bt), 0≤ t ≤ T . We require,
CT = (YT −BT )+,PT = (BT −YT )+, and BT = K where K is a constant.
That is: C is a European call written on asset Y , with strike K and expiration T . Simi-
larly for the European put P. B is a bond. Clearly (CT −PT −YT +BT ) = 0, which can
be thought as a boundary condition. Under an appropriate no-arbitrage assumption the
call-put parity is the following result [Musiela & Rutkowski (2005), Cor 1.4.2]:
(23) (Ct −Pt−Yt +Bt) = 0, ∀ 0≤ t ≤ T.
That is, no-arbitrage, under the said conditions, constraints the evolution of the four
assets accordingly to (23).
We will add details on dimensions that are neglected in the above formulation, dis-
pensing with units/dimensions is standard in the literature but making them explicit is
relevant to our philosophy as a change of units should be a NAS (but we do not explore
this view in the paper). We will insert appropriate dimensions/units whenever relevant
but switch (or alternate) to suppressing units (as usual) whenever the relevant dimen-
sions have been made clear. We write Z = (Z)[Z] where (Z) is the (dimensionless)
numerical value and [Z] the dimensional units of the variable Z respectively.
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We will have [Ct ] =
1$
1C
which would require (see below) the insertion of a dimen-
sional constant a with units [a] = 1S
1C
with (a) representing the number of shares asso-
ciated to a call option. We will take (a) = 1 but an arbitrary value of (a) will have the
effect of multiplying the call-put parity by (a) (usually, in practice (a) = 100). So a
represents the number of shares per call contract, this is not an artificial insertion as it
is a feature of traded options. Similarly Pt will contain a dimensional constant b with
[b] = 1S
1P
with (b) representing the number of shares associated to a put option, we will
take (b) = (a) = 1 in order to derive the put-call parity relationship (as indicated, one
can multiply the resulting expression by an arbitrary dimensionless number (a)).
In order to provide a derivation of (23) under 0-neutrality, we first express the above
setting in our trajectorial framework. The above formulation is in continuous time
but we consider this to be a nonessential point (as we argue below). We will work
with trajectories of the form Si = (Si, ti,m) = (S
0
i ,S
1
i ,S
2
i ,S
3
i , ti,m) = (Ci,Pi,Yi,Bi, ti,m)
where 0 = t0 < t1 < .. . < tm = T . Clearly, the times ti are trajectory dependent; as a
particular case we could take ti =
i T
M
, 0≤ i≤M for a given constantM. Given that the
argument will apply to any trajectory set with these coordinates we can approximate
any arbitrary time t by takingM larger.
Let S denote any 0-neutral trajectory set with the above introduced coordinates and
that obeys
S0M(S) =CM(S) = a (S
2
M(S)− [K] S
3
M(S)))+ = a (YM(S)−K
1$
1B
)+,
S1M(S) = PM(S) = b ([K] S
3
M(S)−S
2
M(S)))+ = b (K
1$
1B
−YM(S))+,
and S3M(S) = BM(S) = (K)
1$
1B
for all S. K is a dimensional constant with [K] =
1B
1S
,
K represents the number of bond units per share and so K
1$
1B
is the strike price. So we
have [Ci] = [a]
1$
1Y
, [Pi] = [b]
1$
1Y
, [Yi] =
1$
1Y
and [Bi] =
1$
1B
. Moreover, assumeM(S) =m to
be a stopping time in the sense that if S′k = Sk for all 0≤ k≤M(S) thenM(S
′) =M(S).
Finally, we also assume tM(S) = T . Such S will be called admissible.
The previous call-put parity is now written with units and taking (a) = (b):
(24) β (Si)≡ (1C Ci−1P Pi−1Y Yi+1B Bi) = 0, ∀ 0≤ i≤M.
That is, no-arbitrage, under the said conditions, constraints the evolution of the four as-
sets accordingly to (24). (24) holds if and only if 1B pi(X(Si))≡ 1B[(
Ci
Bi
)−( Pi
Bi
)−(Yi
Bi
)+
1)] = 0 where, as defined before X(SM(S)) = (
S0
M(S)
S3
M(S)
,
S1
M(S)
S3
M(S)
,
S2
M(S)
S3
M(S)
) = (
CM(S)
BM(S)
,
PM(S)
BM(S)
,
YM(S)
BM(S)
)
(notice that we are abusing the notation by using S3 as numeraire instead of the usual
S0).
To establish (24), we will return now to the usual practice of suppressing the units,
in particular, in the proof below when we write X(Si) it will be interpreted as the
coordinates without the dimensions i.e. ((Ci
Bi
),( Pi
Bi
),(Yi
Bi
)).
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6.2. Proof of Call-Put Parity. Let Π≡{x∈R3 : pi(x1,x2,x3) = x1−x2−x3+1= 0}.
Consider an admissible trajectory set as described above; according to Proposition 5.2
item 2: X(SM(S)−1) ∈ cl(co(X(ΣM(S)−1(S)))). Clearly cl(co(X(ΣM(S)−1(S)))) ⊆ Π
and therefore pi(X(SM(S)−1)) = 0. Continuing the argument by induction we obtain
pi(X(Si)) = [(
Ci
Bi
)−( Pi
Bi
)−(Yi
Bi
)+1] = 0 for all 0≤ i≤M(S) which is our version of the
call-put parity. The result is here established solely under the hypothesis of 0-neutrality
that is weaker than the no-arbitrage assumption.
6.3. An Example of a NAS. Let us introduce the following transformation:
Ci →C
′
i =
Pi
Yi Bi
, Pi → P
′
i =
Ci
Yi Bi
,Yi → Y
′
i =
1
Yi
, Bi → B
′
i =
1
Bi
.
So
(Ci,Pi,Yi,Bi)→ (C
′
i,P
′
i ,Y
′
i ,B
′
i) =
1
Yi Bi
(Pi,Ci,Bi,Yi,).
We then have (we are disregarding dimensional constants with numerical value 1):
C′M(S) = (Y
′
M(S)−B
′
M(S))+ = (
1
YM(S)
−
1
K
)+
P′M(S) = (B
′
M(S)−Y
′
M(S))+ = (
1
K
−
1
YM(S)
)+.
In financial terms, the transformed variables C′i,P
′
i are prices of a call and a put
options, respectively, but now depending on the price of the same assetYi but expressed
in terms of shares per currency unit. This is not equivalent to using Y as the numeraire.
Notice that
C′i−P
′
i −Y
′
i +B
′
i =
1
Yi Bi
(Pi−Ci−Bi+Yi) = 0.
In fact, we will argue that → is indeed a NAS. We change notation to touch basis
with the formal notation in the paper, let: s→ s′ being given by s′ = f (s). where,
with the notation s ≡ (s0,s1,s2,s3), f (s0,s1,s2,s3) =
(s1,s0,s3,s2)
s2s3
and notice that if
L(s0,s1,s2,s3) ≡ (s1,s0,s3,s2), a linear function, we obtain: f (s) = f
3(s)
L3(s)
L(s). So f
has the form (18) and by Corollary 1 item 2, f is a no-arbitrage symmetry. In fact,
f preserves 0-neutrality as well and this follows from the converse of Theorem 3 and
Theorem 5.
6.4. Call-Put Parity Under a No-Arbitrage Symmetry. Let us now see the effect
on the call-put parity relation after applying a no-arbitrage symmetry. Towards this
goal, consider f to be a no-arbitrage symmetry satisfying (17) and such that Im f is not
contained in a 2-dimensional subspace. From Corollary 1, we have f (S0i , . . . ,S
4
i ) =
f (Si) =
f 3(Si)
L3(Si)
L(Si) where f
3,L3,L are as in Theorem 3. Then
F(X(Si)) = F(
S0i
S3i
,
S1i
S3i
,
S2i
S3i
) = (
C′i
B′i
,
P′i
B′i
,
Y ′i
B′i
) = (
L0(Si)
L3(Si)
,
L1(Si)
L3(Si)
,
L2(Si)
L3(Si)
).
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All in all, we will then take (with some abuse of notation):
F(x) =
A(x)+b
B(x)+ c
where (B(x)+ c)> 0,
with A : R3 → R3 and B : R3 → R both linear transformations (notice that we have
reproduced computations from Theorem 3).
Before proceeding to a computation we need to impose that the boundary condition
behaves as follows:
(25) C′T = (Y
′
T −B
′
T )+,P
′
T = (B
′
T −Y
′
T )+,
that is, the corresponding transformed price coordinates are prices of a call and a put
on the transformed asset. Such an imposition is necessary for the derivation to follow
and prescribes that the boundary condition is invariant under F .
We briefly sketch an argument establishing
(26) pi(F(X(Si))) =
aF
B(x)+ c
pi(X(Si)),
where aF ≡ (a1,1− a2,1− a3,1− a4,1) and a j,k are the matrix coordinates of a matrix
representation of A. The relationship (26) makes it immediate that pi(X(Si)) = 0 im-
plies pi(F(X(Si))) = 0 and hence reflecting the notion of symmetry embodied by F .
The implication pi(X(Si)) = 0 =⇒ pi(F(X(Si))) = 0 is known to us without recourse
to (26), this is so because f is a no-arbitrage symmetry and so a 0-neutral symmetry
and given that S is assumed to be 0-neutral so will then be S ′ (this trajectory set
obtained from S by acting with f on the trajectories S ∈S ).
Given that pi is linear it is enough to consider the case F(x) = A(x) and establish the
existence of aF such that pi(F(X(Si))) = aF pi(X(Si)).
To start, substracting the two equations in (25) we obtain:
(27) (a1,1−a2,1)CT +(a1,2−a2,2)PT +(a1,3−a2,3)YT +(a1,4−a2,4)BT =
(a3,1−a4,1)CT +(a3,2−a4,2)PT +(a3,3−a4,3)YT +(a3,4−a4,4)BT .
It turns out, that in order to establish pi(F(X(Si))) = aF pi(X(Si)), we will only need to
obtain some relationships among the matrix entries ai, j. For reasons of space we only
sketch the derivations which follow from (27). First, let YT > BT and equating coeffi-
cients ofYT (equating coefficients of variables does require some minimal assumptions
on YT and BT which we do not make explicit) we obtain
(28) (a1,1−a2,1)+(a1,3−a2,3) = (a3,1−a4,1)+(a3,3−a4,3),
a similar relation is obtained for the coefficients of BT . Two more analogous relation-
ships among coefficients are obtained from the case YT < BT . The said relationships
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allow to evaluate as follows
pi(F(X(Si))) = pi(A(Si)) = a1,1Ci+a1,2Pi+a1,3Si+a1,4Bi
− a2,1Ci−a2,2Pi−a2,3Si−a2,4Bi−a3,1Ci−a3,2Pi
− a3,3Si−a3,4Bi+a4,1Ci+a4,2Pi+a4,3Si+a4,4Bi
= (a1,1−a2,1−a3,1+a4,1)Ci+(a1,2−a2,2−a3,2+a4,2)Pi
+ (a1,3−a2,3−a3,3+a4,3)Si+(a1,4−a2,4−a3,4+a4,4)Bi
= aF pi(X(Si)).
7. CONCLUSION
The paper poses and solves the following basic question: what transformations, act-
ing on financial events, leave the no-arbitrage property invariant? Such transformations
are called no-arbitrage symmetries (NAS) and are interpreted as mapping financial
events to financial events. We make use of results from convex analysis and a general
non-probabilistic framework to characterize and provide explicit expressions for the
NAS. We take advantage of a formulation of arbitrage free markets (as per Section 4)
in terms of geometric assumptions of the trajectories in discrete time. The problem
formulation naturally provides the characterization, in a local sense, of no-arbitrage
preserving transformations.
The transformed variables, i.e. the output values of NAS, do require an interpre-
tation as the original setting is abstract and general. For example, in the example of
Section 6 we have to impose that boundary conditions should also be invariant under
NAS and in so doing we required that two of the transformed variables acted as call
and put options on the two remaining transformed variables. From such a general point
of view we think that the result of applying a NAS to financial events are admissible
prices for financial events but the latter will require an interpretation that will depend
on the context and the specific NAS under consideration.
APPENDIX A. RESULTS AND PROOFS FROM SECTION 3
The following simple characterization of 0-neutral markets is used in one of ours
results.
Proposition 10. A trajectory based market M = S ×H is 0-neutral if and only if,
for each Φ ∈H and ε > 0 there exist Sε ∈S such that
(29)
NΦ(S
ε)−1
∑
i=0
Hi(S
ε) ·∆iX(S
ε)< ε.
Proof. Suppose first M is 0-neutral. From the definition follows that for any ε > 0
inf
S′∈S
[
NΦ(S
′)−1
∑
i=0
Hi(S
′) ·∆iX(S
′)
]
≤ 0< ε
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for all Φ ∈H . Then, for each Φ there exist SΦ ∈S such that
NΦ(S
Φ)−1
∑
i=k
Hi(S
Φ) ·∆iX(S
Φ)< ε
for any ε > 0. Thus we proved the necessary condition.
For the sufficient condition, fix ε > 0, then, by hypothesis, for each Φ ∈H there is
Sε ∈S such that
NΦ(S
ε)−1
∑
i=0
Hi(S
ε) ·∆iX(S
ε)< ε.
Then, for each Φ ∈H
inf
S′∈S
[
NΦ(S
′)−1
∑
i=0
Hi(S
′) ·∆iX(S
′)
]
< ε.
Since ε > 0 was chosen arbitrarily, it follows that
inf
S′∈S
[
NΦ(S
′)−1
∑
i=0
Hi(S
′) ·∆iX(S
′)
]
≤ 0
for all Φ ∈H . Therefore, since 0 ∈H , we conclude that M is 0-neutral. 
Proof of Theorem 1
Proof. Assume M is locally arbitrage-free and semi-bounded; fix Φ ∈ H once and
for all. If for all nodes (S,k), Hk(S) ·∆kX(S
′) = 0 holds for all S′ ∈S(S,k) then
GΦNΦ(S) =
NΦ(S)−1
∑
i=0
Hi(S) ·∆iX(S) = 0
for all S ∈S and so
VΦNΦ(S) =V
Φ
0 +G
Φ
NΦ
(S) =VΦ0 , ∀S ∈S ;
therefore, Φ is not an arbitrage opportunity.
We may then assume that there exists a trajectory S(0) ∈ S and an integer k ≥ 0
such that at the node (S(0),k), Hk(S
(0)) ·∆kX(S) 6= 0 for some S ∈S(S(0),k).
Then, by Definition 7, 1., it is possible to choose k1, 0≤ k1 ≤ k, the smallest integer
such that, for 0 ≤ j < k1, H j(S) ·∆ jX(S) = 0 for all S ∈ S(S(0), j), and there exists
S(1) ∈ (S(0),k1) such that
k1
∑
i=0
Hi(S
(1)) ·∆iX(S
(1))< 0.
Consider the case when for all k1 < k≤NΦ(S
(1)), Hk(S
(1)) ·∆kX(S
(1)) = 0 holds (such
case we label (∗)); then
GΦNΦ(S
(1)) =
NΦ(S
(1))−1
∑
i=0
Hi(S
(1)) ·∆iX(S
(1))< 0,
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under condition (∗) we have then established that Φ is not an arbitrage opportunity.
Otherwise, i.e. when the case (∗) does not hold, we proceed by induction. Assume
that for i ≥ 1 it was obtained the strictly increasing sequence of non negative inte-
gers (k j)
i
j=1 and S
( j) ∈ S(S( j−1),k j), 1 ≤ j ≤ i, such that for k j−1 < k < k j, (k0 = 0),
Hk(S
( j)) ·∆kX(S
( j)) = 0, and Hk j(S
( j)) ·∆k jX(S
( j))< 0. In particular
ki
∑
j=0
H j(S
i) ·∆ jX(S
i)< 0.
The same argument that we used for the node (S(1),k1) above, but now applied to
(S(i),ki), and the inductive hypothesis gives the logical alternatives:
a) Φ is not an arbitrage opportunity by condition (*),
b) the inductive hypothesis holds for i+1.
Due to our hypothesis that M is semi-bounded and that Φ is fixed, we remark that
the alternative b) becomes, eventually, empty and so the alternative a) holds for i large
enough. Since Φ is arbitrary, M is arbitrage free. 
Proof of Proposition 4
Proof. We proceed by contrapositive. Assume S is not locally arbitrage-free. There-
fore, there is a node (S,k) which is not arbitrage-free, i.e. by Proposition 6 (in subsec-
tion 4.1), ∆X(S(S,k)) is disperse, so there exists ξ ∈ R
d such that
• ξ ·∆kX(S
′)≥ 0 for all S′ ∈S(S,k), and
• there exists S∗ ∈S(S,k) such that ξ ·∆kX(S
∗)> 0.
Since by hypothesis Ξ(S,k) belongs to H , it follows from Proposition 1 that
VΞ
(S,k)
N
Ξ(S,k)
(S′) = ξ ·∆kX(S
′)≥ 0,
for all S′ ∈S and there exists S∗ ∈S such that
VΞ
(S,k)
N
Ξ(S,k)
(S∗) = ξ ·∆kX(S
∗)> 0.
Therefore, Ξ(S,k) is an arbitrage opportunity. 
Proof of Theorem 2
Proof. Fix Φ ∈H and ε > 0. We are going to show that there exists Sε ∈S such that
(29) holds.
Fix S ∈S , given that (S,0) is a 0-neutral node w.r.t. H , it follows that there exists
S(1) ∈S = S(S,0) such that H0(S) ·∆0X(S
(1))< ε2 .
Then, if NΦ(S
(1)) = 1,
NΦ(S
(1))−1
∑
i=0
Hi(S
(1)) ·∆iX(S
(1))<
ε
2
< ε.
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IfNΦ(S
(1))> 1, in the same way than before, we can choose a finite sequence (S( j))nj=1
with n≤ nΦ such that for 2≤ j ≤ n,
S( j) ∈S(S( j−1), j−1) and
j−1
∑
i=0
Hi(S
( j)) ·∆iX(S
( j))<
j
∑
i=1
ε
2i
< ε.
Since M is semi-bounded, there exists 0≤ n≤ nΦ such that
NΦ(S
(n))−1
∑
i=0
Hi(S
(n)) ·∆iX(S
(n))<
n
∑
i=0
ε
2i
< ε.
So (29) holds with Sε = S(n). Thus, since Φ ∈ H was chosen arbitrarily, it follows
from Proposition 10 that M is 0-neutral. 
Proof of Proposition 5
Proof. Suppose M is 0-neutral but some node (S,k) is not 0-neutral, it then follows
from Proposition 7 (in subsection 4.1) that there exists ξ ∈ Rd satisfying
inf
S′∈S(S,k)
ξ ·∆kX(S
′)> 0 for all S′ ∈S(S,k).
By hypothesis, Ξ(S,k) ∈H (see the definition preceding Proposition 4). Then
inf
S′∈S(S,k)

NΞ(S,k)(S′)−1∑
i=k
Ξ
(S,k)
i (S
′) ·∆kX(S
′)

> 0,
which is a contradiction. Therefore (S,k) is a 0-neutral node. 
APPENDIX B. CONVEX ANALYSIS
For x,y ∈ Rd we define the closed segment [x,y] and the open segment (x,y) by
[x,y]≡ {tx+(1− t)y : 0≤ t ≤ 1} and (x,y)≡ {tx+(1− t)y : 0< t < 1}.
To begin, let’s remember the notion of relative interior which will be very important in
the characterizations of local properties.
Definition 12 (Relative interior). Let E ⊂ Rd a convex set. The relative interior of E,
that we will denote by ri(E), is the interior of the set relative to its affine hull, that is,
ri(E) = {x ∈ E : B(x,r)∩ aff E ⊆ E for some r > 0}.
The following property relates the notions of closure and relative interior.
Proposition 11 ([Rockafeller (1970), Teorema 6.1]). Let E ⊂ Rd a non empty convex
set. Then, for each x ∈ ri(E),
αx+(1−α)y ∈ ri(E)
for all y ∈ cl(E) and for all α ∈ (0,1].
The Proposition that follows describes one of the most important properties of the
closure and the relative interior of convex sets.
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Proposition 12. Let E ⊂ Rd a convex set. Then cl(E) and ri(E) are convex sets.
The following characterizations of the relative interior for convex sets are useful.
Proposition 13 ([Rockafeller (1970), Corollary 6.4.1]). Let E ⊂Rd a convex set. Then
the relative interior of E is the set of all points x ∈ E such that for all y ∈ E there exist
some ε > 0 with
x− ε(y− x) ∈ E.
Corollary 4. x ∈ ri(E) iff for any b ∈ E there exists a ∈ E such that x ∈ (a,b).
Proof. From Proposition 13, if x ∈ ri(E), for b ∈ E there exist some ε > 0 with
a≡ x− ε(b− x) ∈ E, so x=
1
1+ ε
a+
ε
1+ ε
b ∈ (a,b).
Conversely if x= t a+(1− t)b, with t ∈ (0,1), then
x−
1− t
t
(b− x) = a ∈ E.

In the following results we will describe some operations that preserve convexity.
These operations are helpful in determining or establishing when a set is convex. Given
a map g : Rd → Rd
′
, we are going to present two properties of preservation of convex
sets by g introduced in [Pa´les (2012)]. We say g preserves convexity if g(E) is convex
for all convex subset E ⊆ Rd . Analogously, we say that g−1 preserves convexity or g
is inversely convexity preserving if g−1(E ′) is convex whenever E ′ is a convex subset
of g(Rd
′
). The following results are immediate.
Proposition 14. Let g : Rd → Rd
′
,
(1) g preserves convexity if and only if [g(x),g(y)]⊆ g([x,y])
for all x,y ∈ Rd .
(2) g is inversely convexity preserving if and only if g([x,y]) ⊆ [g(x),g(y)] for all
x,y ∈ Rd .
Note that it follows from the previous Proposition that a convexity preserving func-
tion which is, at the same time, inversely convexity preserving satisfy [g(x),g(y)] =
g([x,y]) for all x,y ∈ Rd . This motivates the following definition.
Definition 13 (Segment preserving). We say that a map g : Rd → Rd
′
preserves seg-
ments if [g(x),g(y)] = g([x,y]) for all x,y ∈ Rd . If (g(x),g(y)) = g((x,y)) for all
x,y ∈ Rd we say that g preserves segments strictly.
Then, g preserves segments if and only if g preserves convexity and preserves con-
vexity inversely. Clearly, if g preserves segments strictly, then preserves segments, the
converse, however, may not be valid.
The obvious candidates to be functions that preserve segments strictly are the affine
functions. Recall that a function g : Rd → Rd
′
is affine if it is the sum of a linear
function plus a constant, that is, g(x) = Ax+b, where A ∈Rd×d
′
and b ∈ Rd
′
. There is
a larger class of functions which also preserve segments strictly.
NO-ARBITRAGE SYMMETRIES 33
Theorem 6 ([Pa´les (2012), Thm 1]). Let A :Rd→Rd
′
and B :Rd→R linear functions,
b ∈ Rd
′
and c ∈ R. Let D= {x ∈ Rd : B(x)+ c> 0}, then: g :D→Rd
′
given by
(30) g(x) =
A(x)+b
B(x)+ c
preserves segments strictly.
Consider the function X : Rd+1 → Rd with dom X = {x ∈ R : x > 0}×Rd defined
in (3) by
X(x) =
1
x0
(x1,x2, . . . ,xd).
This function called, perspective function, scales or normalizes vectors, so the first
component is one, and then drops the first component. Since it has the form (30), then
preserves segments strictly.
The following result is key to our analysis.
Theorem 7 ([Pa´les (2012), Thm 2]). Let C ⊂ V be a nonempty convex subset and
g :C→V′ be a strict inversely convexity preserving function such that Im f contains a
nondegenerate triangle. Then, there exist A :V→V′, and B :V→R linear functions,
b ∈ V′, and c ∈ R, such that
B(x)+ c> 0 for x ∈C,
and
(31) g(x) =
A(x)+b
B(x)+ c
.
Moreover, by [Pa´les (2012), Thm 1] g preserves segments strictly, this latter notion
means that equality holds in (14).
We will present below the Separation Theorem that we use to prove the Proposition
6.
Theorem 8 ([Fo¨llmer & Schied (2011), Prop A.1]). Suposse E ⊂ Rd is a non empty
convex set such that 0 /∈ E. Then, there exists a ∈ Rd such that a · x ≥ 0 for all x ∈ E
and a · x0 > 0 for at least one x0 ∈ E. Furthermore, if inf
x∈E
‖x‖d > 0, then we can find
a ∈ Rd such that infx∈E |a · x|> 0.
Next we will define the convex hull of a set.
Definition 14 (Convex hull). The convex hull of a set E ⊂ Rd , that we will denote by
co(E), is the smallest convex set containing E.
One of the most important characterizations of the convex hull is the Carathe´odory
Theorem.
Theorem 9 (Carathe´odory theorem). Let E ⊂ Rd . Then
co(E) =
{
d+1
∑
i=1
λixi : xi ∈ E,λi ≥ 0,
d+1
∑
i=1
λ = 1
}
.
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