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Multi-User Video Streaming Over Multi-Hop
Wireless Networks: A Distributed, Cross-Layer
Approach Based on Priority Queuing
Hsien-Po Shiang and Mihaela van der Schaar
Abstract—Emerging multi-hop wireless networks provide a
low-cost and ﬂexible infrastructure that can be simultaneously
utilized by multiple users for a variety of applications, including
delay-sensitive multimedia transmission. However, this wireless
infrastructure is often unreliable and provides dynamically vary-
ing resources with only limited Quality of Service (QoS) support
for multimedia applications. To cope with the time-varying
QoS, existing algorithms often rely on non-scalable, ﬂow-based
optimizations to allocate the available network resources (paths
and transmission opportunities) across the various multimedia
users. Moreover, previous research seldom optimizes jointly the
dynamic routing with the adaptation and protection techniques
available at the medium access control (MAC) or physical (PHY)
layers. In this paper, we propose a distributed packet-based cross-
layer algorithm to maximize the decoded video quality of multiple
users engaged in simultaneous real-time streaming sessions over
the same multi-hop wireless network. Our algorithm explicitly
considers packet-based distortion impact and delay constraints
in assigning priorities to the various packets and then relies on
priority queuing to drive the optimization of the various users’
transmission strategies across the protocol layers as well as across
the multi-hop network. The proposed solution is enabled by the
scalable coding of the video content (i.e. users can transmit and
consume video at different quality levels) and the cross-layer
optimization strategies, which allow priority-based adaptation to
varying channel conditions and available resources. The cross-
layer strategies – application layer packet scheduling, the policy
for choosing the relays, the MAC retransmission strategies, the
PHY modulation and coding schemes – are optimized per packet,
at each node, in a distributed manner. The main component of the
proposed solution is a low-complexity, distributed, and dynamic
routing algorithm, which relies on prioritized queuing to select
the path and time reservation for the various packets, while
explicitly considering instantaneous channel conditions, queuing
delays and the resulting interference. Our results demonstrate the
merits and need for end-to-end cross-layer optimization in order
to provide an efﬁcient solution for real-time video transmission
using existing protocols and infrastructures. Importantly, our
proposed delay-driven, packet-based transmission is superior in
terms of both network scalability and video quality performance
to previous ﬂow-based solutions that statically allocate resources
based on predetermined paths and rate requirements. In addi-
tion, the results provide important insights that can guide the
design of network infrastructures and streaming protocols for
video streaming.
Index Terms—Cross-layer optimized video streaming, dis-
tributed video transmission, dynamic routing, multi-hop wireless
networks, priority queuing.
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I. INTRODUCTION
I
N THIS paper, we focus on multiple users (referred to
interchangeably as applications, peers or stations) transmit-
ting delay-sensitive video bitstreams across the same multi-
hop wireless local area network (WLAN). Such wireless
infrastructures often provide dynamically varying resources
with only limited support for the Quality of Service (QoS)
required by real-time multimedia applications. Hence, efﬁcient
solutions for multimedia streaming must accommodate time-
varying bandwidths and probabilities of error introduced by
the shared nature of the wireless medium and quality of the
physical connections. In the studied distributed transmission
scenario, users need to proactively collaborate in sharing the
available wireless resources, in order to ensure that the various
multimedia applications are provided with the necessary QoS.
Such collaboration is needed due to the shared nature of
the wireless infrastructure, where the cross-layer transmission
strategy deployed by one user impacts and is impacted by the
other peers.
Prior research on multi-user multimedia transmission over
multi-hop wireless networks has focused on centralized, ﬂow-
based resource allocation strategies based on a pre-determined
rate-requirement [1], [2]. These solutions are not scalable
to the network size or the number of users and attempt to
solve the end-to-end routing and path selection problem as a
combined optimization using algorithms designed for Multi-
Commodity Flow [3] problems. Such an optimization ensures
that the end-to-end utility function (beneﬁt) is maximized
while satisfying constraints on individual link capacities. For
instance, in [4], a dynamic routing policy based on queuing
backpressure is proposed, which ensures that the average delay
is bounded for the various users as long as the transmission
rates are inside the capacity region of the network. However,
the ﬂow-based optimization does not guarantee that explicit
packet-based delay constraints are met for video applications.
These network layer research papers do not consider the
real-time adaptation to time-varying channel conditions, video
characteristics and encoding parameters (that inﬂuence packet-
based delay constraints). Importantly, they do not take into
account the loss tolerance provided by video applications,
which can be exploited by the wireless network to support a
larger number of users. Therefore, these solutions often lead to
inferior network efﬁciency and suboptimal resulting qualities
for the video users.
Alternatively, the majority of the video-centric research
does not consider the protection techniques available at lower
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layers of the protocol stack (MAC, PHY) and/or optimizes
the video transport using purely end-to-end metrics, thereby
excluding the signiﬁcant gains of cross-layer design [5], [6],
[7]. Recent results on the practical throughput and packet loss
analysis of multi-hop wireless networks have shown that the
incorporation of appropriate utility functions (that take into
account speciﬁc parameters of the protocol layers such as
the expected retransmissions, the error rate and bandwidth
of each link [7], as well as expected transmission time [8])
can signiﬁcantly impact the actual performance. In [9], an
integrated cross-layer optimization framework was proposed
that considers the video quality impact. However, the solution
proposed in [9] considers only the single user case, where
a set of paths and transmission opportunities are statically
pre-allocated for each video application. This leads to a
sub-optimal, non-scalable solution for the multi-user case,
which ignores important problems such as inefﬁcient routing
and time allocation to avoid interference among neighboring
nodes. In summary, while signiﬁcant contributions have been
made to enhance the separate performance of the various
OSI layers, no framework exists that integrates distributed
and adaptive routing and resource allocation with cross-layer
optimization for efﬁcient multi-user multimedia streaming
over multi-hop wireless networks.
In this paper, we propose such an integrated cross-layer
solution for multiple video users. Our solution relies on the
users’ agreement to collaborate by dynamically adapting the
quality of their multimedia applications to accommodate the
more important ﬂows/packets of other users. Unlike commer-
cial multi-user systems, where the incentive to collaborate is
minimal and there are often free-riders, we investigate the
proposed approach in an enterprise network setting where
users exchange accurate and trustable information about their
applications (e.g. packet priorities). In our setting, the impor-
tance of the packets is determined based on their contribution
to the overall distortion of a particular video as well as their
delay deadlines. This information is encapsulated in the header
of each transmitted packet and is used by intermediate nodes
to drive the cross-layer transmission strategies. Moreover, our
priority queuing approach also enables path diversity gains due
to the delay-optimized dynamic routing, since the packets of
the same application may be transmitted over different paths
between the source and destination peers.
To increase the number of simultaneous users as well as to
improve their performance given time-varying network condi-
tions, we deploy scalable video coding schemes that enable
a ﬁne-granular adaptation to changing network conditions
and a higher granularity in assigning the packet priorities.
In our set-up, each user has a distinct source-destination
pair. We assume a directed acyclic multi-hop overlay network
[10] that can convey (in real-time) information about the
expected delay for each priority class from a speciﬁc node to
the destination. Each receiving node performs polling-based
contention-free media access [19] that dynamically reserves a
transmission opportunity interval in a service interval (SI). The
network topology and the corresponding channel condition of
each link are assumed to remain unchanged within the SI.
Each node maintains a queue containing video packets from
various users and correspondingly determines the transmission
strategies based on the network information feedback from the
neighbor nodes of the next hop. At intermediate nodes, we
select the next hop based on a shortest-delay policy similar
to the Bellman-Ford routing algorithm [12]. However, in our
approach, we explicitly consider the packet deadlines and
their priorities. Based on this intermediate node selection, we
determine the expected delay for the packet and relay this
information via the overlay network to the previous nodes.
The main contributions of this paper are listed below.
1. Packet-based vs. ﬂow-based/layer-based solutions
We introduce a novel video streaming approach based on
priority queuing that enables us to optimize the cross-layer
transmission strategies per packet. The proposed cross-layer
adaptation differs from existing solutions for multimedia trans-
mission over multi-hop networks, where the path (or limited
multiple paths) is predetermined for the entire bitstream or
layer [9]. Moreover, the MAC retransmission and PHY link
adaptation are often not considered for these ﬂow-based/layer-
based solutions [2]. Our approach is based on a multi-path
routing algorithm that determines the next relay per packet.
The proposed priority and delay-driven approach allows us
to avoid global optimizations based on pre-determined rate
requirements or path selections, which are not adaptive to
network changes, the number of users or streamed video
content characteristics.
2. Distributed solution based on dynamic routing vs.
conventional centralized solutions
Existing research [2], [6] poses the problem of multi-
user resource allocation and cross-layer adaptation over ad-
hoc wireless networks as a static, centralized optimization
that maximizes the utility (e.g. video quality) of the various
users given pre-determined channel (capacity) constraints [15]
and video rate requirements. These solutions have several
limitations. First, the video bitstreams are changing over time
in terms of required rates, priorities and delays. Hence, it is
difﬁcult to timely allocate the necessary bandwidths across the
wireless network infrastructure to match these time-varying
application requirements. Second, the delay constraints of the
various packets are not explicitly considered in centralized
solutions, as this information cannot be relayed to a central
resource manager in a timely manner. Third, the complexity of
the centralized approach grows exponentially with the size of
the network and number of video ﬂows. Finally, the channel
characteristics of the entire network (the capacity region of the
network) need to be known for this centralized, oracle-based
optimization. This is not practical as channel conditions are
time-varying, and having accurate information about the status
of all the network links is not realistic.
Alternatively, in our solution, we optimize the cross-layer
strategies (dynamic routing, MAC retransmission limit, and
PHY modulation and coding scheme) per packet at the various
intermediate nodes, in a distributed manner, which allows us
to efﬁciently adapt to changes in the video bitstream, channel
characteristics, and network resource. This approach is well
suited for the informationally decentralized nature of the
investigated multi-user video transmission problem. We also
discuss the required information/parameters exchange among
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3. Priority queuing with interference consideration
Our solution aims at minimizing the packet loss rate of the
packets in higher priority video classes based on the proposed
priority queuing analysis. The analysis is performed for net-
work environments with and without transmission interference
consideration. To cope with the interference problems that
exist in multi-hop networks due to the broadcast nature of the
wireless medium, we adopt a polling-based, contention-free
MAC that allocates transmission opportunities at each node to
the various classes/packets based on their priorities [19]. To
analyze the expected waiting time for the various packets in
the presence of interference, we apply a novel virtual queuing
method based on the “service-on-vacation” queuing model.
4. Bottleneck identiﬁcation
Using our priority queuing analysis, we can estimate the ex-
pected packet loss at the transmitter side. This information can
be used by the application layer to decide how many quality
layers are transmitted or to adapt its encoding parameters (in
the case of real-time encoding) to improve its video quality
performance given the current number of users, priorities
of the competing streams and network conditions, but also,
importantly, to alleviate the network congestion. Note that
our analysis provides this network bottleneck identiﬁcation for
each priority class, which is used in our solution to simplify
the routing decision strategies. Furthermore, this information
can be exploited to improve the network infrastructure such
that it can support various multimedia application scenarios
under different levels of network congestion.
The rest of this paper is organized as follows. Section II
introduces the multi-user video streaming speciﬁcation (video
priority classes, network speciﬁcation, cross-layer parameters
etc.) and subsequently gives the cross-layer optimization prob-
lem formulation and highlights the need for a distributed per-
packet solution. In Section III, we present our distributed solu-
tion which involves dynamically selecting relays that minimize
the end-to-end packet loss probability of the higher priority
video packets of the various users. In Section IV, we present
the queuing delay analysis required in the proposed solution
to determine the expected delay at each node. Based on the
expected delay, a relay will be dynamically selected. In this
section, we do not consider the effect of interference, as is the
case in wireless networks where the nodes can simultaneously
transmit and receive in orthogonal channels. Subsequently,
in Section V, our analysis is extended to a wireless network
environment where the transmission is performed in the same
channel, and thus the interference needs to be considered. In
Section VI, we show that the proposed distributed routing
algorithm converges to a steady-state under certain assump-
tions. Finally, Section VII presents our simulation results, and
Section VIII concludes the paper.
II. MULTI-USER VIDEO STREAMING SPECIFICATION
A. Video Priority Classes
We assume that there are V video users (with distinct
source-destination pairs) sharing the same multi-hop wireless
infrastructure. In [23], it has been shown that partitioning a
scalable embedded video ﬂow (stream) into several priority
classes (quality-layers) can improve the number of simulta-
neously admitted stations in a congested 802.11a/e WLAN
infrastructure, as well as the overall received quality. Similarly,
in this paper, we categorize the video units (video packets,
video subbands, video frames) of the video bitstream into
several priority classes. We adopt an embedded 3D wavelet
codec [25] and construct video classes by truncating the
embedded bitstream [23]. We assume that the packets within
each class have the same delay deadline (see e.g. [13], [23]
for more detail on how the delay is computed per class). For a
video sequence υ, we assume there are Nυ classes, and these
video classes are characterized by:
• λυ, a vector of the quality impact of the various video
classes. We prioritize the video classes based on this
parameter. The video classes are organized in an embed-
ded bitstream in terms of their video quality impact, i.e.
λ1 ≥ λ2 ≥ ...≥ λNυ.
• Rυ, a vector of the rate requirements of the various video
classes.
• dυ, a vector of the delay deadlines of the various video
classes. Due to the hierarchical temporal structure de-
ployed in 3D wavelet video coders (see [13], [29]), the
lower priority packets also have a less stringent delay
requirement, i.e. d1 ≤ d2 ≤ ...≤ dNυ. This is the reason
why we can prioritize the video bitstream only in terms
of the quality impact. However, if the used video coder
did not exhibit this property, we need to deploy alterna-
tive prioritization techniques λvideo
k (λk,d k) that jointly
consider the distortion impact and delay constraints (see
the more sophisticated methods discussed in e.g. [28],
[33]).
• Lυ, a vector of the average packet lengths of the various
video classes.
• Psucc
υ , a vector containing the probabilities of success-
fully receiving the packets in the various video classes at
the destination.
We denote the video classes using fk, which can be char-
acterized by the elements λk,R k,d k,L k,Psucc
k in the above
mentioned vectors.
At the client side, the expected received video quality for
video υ can be modeled using any desirable video rate-
distortion model:
Q
rec
υ = Fυ (λυ,Rυ,dυ,Lυ,P
succ
υ ), (1)
represented by the function Fυ (·) which can be computed
as in e.g. [13], [24], [29], based on the successfully received
video classes.
We assume that the client implements a simple error
concealment scheme, where the lower priority packets are
discarded whenever the higher priority packets are lost [13].
This is because the quality improvement (gain) obtained from
decoding the lower priority packets is very limited (in such
embedded scalable video coders) whenever the higher priority
packets are not received. For example, drift errors can be
observed when decoding the lower priority packets without
the higher priority packets [29]. Hence, we can write:
P
succ
k =
 
0,if P succ
k
   =1and fk
  ≺ fk
(1 − Pk)=E [I (Dk ≤ dk)], otherwise,
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where we use the notation in [28] - fk
  ≺ fk to indicate that
the class fk depends on fk
 . Speciﬁcally, if fk and fk
  are
classes of the same video stream, fk
  ≺ fk means k
 
<kdue
to the descending priority (λk
 >λk). This error concealment
policy facilitates our priority queuing solution, which will be
discussed in Section III. Pk represents the end-to-end packet
loss probability for the packets of class fk. Dk represents the
experienced end-to-end delay for the packets of class fk. I (·)
is an indicator function. Note that the end-to-end probability
P succ
k depends on the network resource, competing users’
priorities as well as the deployed cross-layer transmission
strategies vector, which will be discussed in more detail in
Section III-C.
B. Network Speciﬁcation
Let   =[ Γ ,C] represent the network speciﬁcation, where
Γ represents the given network graph, and C represents the
interference matrix. The network graph Γ deﬁnes the network
nodes (including the source nodes, destination nodes and
relays) and the available transmission links in the multi-hop
wireless network. The interference matrix C deﬁnes whether
or not two different links can transmit simultaneously, and
will be discussed in Section V in more detail. Besides the
V source-destination pairs, we assume the network graph Γ
consists of H hops with Mh intermediate nodes (relays) at
each h-th hop (0 ≤ h ≤ H − 1). The number of source
and destination nodes are the same, i.e. M0 = MH = V ,
and each node will be tagged with a distinct number mh
(1 ≤ mh ≤ Mh) as shown in Fig. 1. The other parameters in
the ﬁgure will be deﬁned in the following subsection.
C. Cross-Layer Joint Transmission Strategy Vector
Next, we deﬁne the transmission strategies of video units
(video packets) at various layers across the network. Let us
deﬁne the cross-layer joint strategies vector
STR =
 
STRh,mh (ϑ)|ϑ =1...Ntot,
1 ≤ mh ≤ Mh and 0 ≤ h ≤ H − 1
 
as a vector of transmission strategies that can be deployed for
packets present in the queue at the various nodes. Ntot is the
total number of packets.
STRh,mh (ϑ ∈ fk)
=
 
πh,mh,β k,h+1,mh+1,γMAX
k,mh,mh+1 (ϑ),θ k,mh,mh+1 (ϑ)
 
represents the cross-layer transmission strategies for a packet ϑ
at the intermediate node mh at the h-th hop. Next, we describe
the cross-layer transmission strategies.
• Application Layer
The packet headers are extracted at the various relays,
to determine the packet priority, delay deadlines and packet
lengths required for our cross-layer solution. Based on this
information, the packet scheduling πh,mh should transmit a
packet in the highest priority class fk (i.e. the class with the
highest quality impact) that is present in the queue at the node
mh. Thus, the packets with the largest quality contribution
are scheduled ﬁrst for transmission. The packets for which
the delay deadline has expired are discarded from the queue.
In other words, the higher priority packets are transmitted to
the level that the network can accommodate, while the lower
priority packets are queued and will be dropped if their delays
exceed the delay deadline.
• Network Layer
We deﬁne βk,h,mh as the percentage of packets in priority
class fk (fraction of time) to select the node mh as its relay
at the h-th hop. We refer to this term as the relay selecting
parameter. By assigning relays according to the relay selecting
parameter, multiple paths can be chosen for the packets fk in
class , i.e. 0 ≤ βk,h,mh ≤ 1. The relay selecting parameters
provide a routing description across the network with multi-
path capability. Whenever an intermediate node mh is not
reachable for class fk,t h e nβk,h,mh =0 . Since the total
number of intermediate nodes in the h-th hop is Mh,w eh a v e  Mh
mh=1 βk,h,mh =1 . Note that since each class fk has a
pre-determined destination (i.e. mH = υ), the relay selecting
parameter at the last hop (βk,H,mH) is equal to ‘1’, if mH
is the destination of the class, and ‘0’, otherwise. Instead
of selecting a ﬁxed relay for all packets of class fk,t h e s e
video packets select the intermediate nodes mh+1 as their
relay according to the corresponding βk,h+1,mh+1.A tt h e
intermediate nodes in the h-th hop, βk,h,mh are the incoming
relay selecting parameters, and βk,h+1,mh+1 are the outgoing
relay selecting parameters. The proposed dynamic routing
solution is based on priority queuing while considering the
lower layer goodput (effective transmission rate after factoring
in packet losses) of all the possible link choices. We will
discuss the relay selecting mechanism in Section III-B in more
detail. Note that different paths can be selected for packets in
the same class.
• MAC Layer
At the MAC layer, we assume the network deploys a
protocol similar to that of IEEE 802.11a/e [19], which enables
packet-based retransmission and polling-based time allocation.
Let γMAX
k,mh,mh+1 (ϑ) represent the maximum number of re-
transmissions for packet ϑ of priority class fk over the link
(mh,m h+1)a tt h eh+1-th hop. The optimal retransmission
limit is adapted based on the delay dk deadline of the packet,
which will be discussed in more detail in Section III-C.
• PHY Layer
Let θk,mh,mh+1 (ϑ) denote the modulation and coding
scheme used for packet ϑ of class fk for transmission
over the link (mh,m h+1)a tt h eh+1-th hop. (This is af-
fected by the packet length). Let Tk,mh,mh+1
 
θk,mh,mh+1
 
and pk,mh,mh+1
 
θk,mh,mh+1
 
represent the corresponding
transmission rate and packet error rate (as shown in Fig.
1). In this paper, the goodput over the link is deﬁned
as T
goodput
k,mh,mh+1
 
θk,mh,mh+1
 
= Tk,mh,mh+1
 
θk,mh,mh+1
 
·  
1 − pk,mh,mh+1
 
θk,mh,mh+1
  
.
In Section III-C, we will discuss the various cross-layer
strategies in more detail.
D. Problem Formulations
• Centralized Problem Formulation
The conventional formulation of the multi-user wireless
video transmission problem can be regarded as a cross-layer774 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 25, NO. 4, MAY 2007
Fig. 1. The multi-hop overlay network model with V video users and K priority classes.
optimization that maximizes the overall video quality:1
STR
opt = argmax
STR
V X
υ=1
Q
rec
υ (λυ,Rυ,dυ,Lυ,P
succ
υ ,(STR, )),
(3)
with the constraint that all successfully received packets must
have their end-to-end delay Dk smaller than their correspond-
ing delay deadline dk (i.e. for every ϑ,ϑ ∈ fk,D k (ϑ) ≤ dk).
Due to the informationally decentralized nature of the multi-
users video transmission over multi-hop networks, a central-
ized solution for this optimization problem is not practical. For
instance, the optimal solution depends on the delay incurred
by the various packets across the hops, which cannot be
timely relayed to a central controller. Instead, we propose
a distributed packet-based solution to optimize the quality
of the various users sharing the same multi-hop wireless
infrastructure.
• Proposed Distributed Problem Formulation
Based on the proposed prioritized video classes and de-
ployed error concealment strategy, a distributed cross-layer
optimization can be formulated as a per-hop minimization of
the end-to-end packet loss rate at the node mh of the h-th
hop:
STR
opt
h,mh (ϑ
∗ ∈ fk) = argmax
STR
Rk · P
succ
k (STRh,mh (ϑ
∗), )
= argmin
STR
Pk (STRh,mh (ϑ
∗), ) (4)
where we minimize Pk for the selected packet ϑ∗ ∈ fk in
the queue of the node mh according to the scheduling πh,mh,
with the delay constraint Dk (ϑ∗) ≤ dk.
Note that in a directed acyclic multi-hop network shown
in Fig. 1, the end-to-end packet loss probability Pk can be
decomposed based on the hop-by-hop packet loss probability
Pk,h:
Pk =1−
 
H−1  
h=0
(1 − Pk,h)
 
, (5)
where Pk,h represents the packet loss probability incurred due
to delay deadline expiration during a speciﬁc hop h,g i v e n
that the packet was not lost in the previous hop. In the next
1A Max-Min fairness criterion can also be appiled to address the fairness
issue, which will affect the prioritization λk values accordingly.
section, we present our distributed cross-layer solution of Eq.
(4) based on the dynamic routing over such multi-stage overlay
structure.
III. A DISTRIBUTED PACKET-BASED SOLUTION BASED
ON PRIORITY QUEUING
In this section, we present our distributed packet-based
solution. We show that the packet priorities (determined by λk
for class fk) and their delay constraints (dk) drive the selection
of optimal transmission strategies at the different layers in a
distributed manner at each hop.
A. Required Information Feedback Among Network Nodes for
the Distributed Solution
The proposed distributed approach not only simpliﬁes the
proposed cross-layer solution but also makes it adaptive to the
varying network characteristics, as it does not require feedback
about the entire network status. At each node, the transmission
strategies for the prioritized video packets are determined
based on the information feedback from the neighboring
nodes. In order to implement the mentioned distributed so-
lution for multimedia transmission based on priority queuing,
the following two types of information feedback to a node mh
are provided:
• E
 
Delayk,mh+1
 
: the expected delay from nodes mh+1
to the destination node of the packets of class fk (this
information can be relayed by the overlay infrastructure
and is required for the dynamic routing solution, which
will be discussed in Section III-B).
• SINR: the Signal-to-Interference-Noise-Ratio (SINR)
from the nodes mh+1 in the next hop that are able to
establish a link with node mh according to the network
graph Γ. This information can easily be extracted from
existing 802.11 WLAN standards [19].
We provide a block diagram in Fig. 2 that indicates the
parameters/information that need to be exchanged across
layers/various nodes in the proposed cross-layer transmission
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Fig. 2. Integrated block diagram of the proposed distributed per-packet algorithm.
B. Self-Learning Policy for Dynamic Routing
In this section, we provide our dynamic routing solution
that minimizes the end-to-end packet loss probability Pk (see
Eq. (4)). By deﬁnition Pk = E [I (Dk >d k)] and thus,
minimizing Pk is equivalent to minimizing the expected end-
to-end delay E [Dk], given a ﬁxed delay deadline dk for the
packets of class fk.
To minimize the end-to-end delay over the multi-stage
overlay structure shown in Fig. 1, we propose a dynamic
routing policy to determine the relay selecting parameters.
Recall that each node mh maintains and feeds back to the
previous hop the expected delay from itself to the destination
E [Delayk,mh] for each class fk. E [Delayk,mh] becomes the
cost that will be minimized at each stage, and will be updated
at each node using the information feedbackfrom the nexthop.
Note that E [Delayk,mh] equals E [Dk], if the node mh is the
source node of the class fk packets. Speciﬁcally, the expecta-
tion of delay to the destination of each class can be determined
at node mh as Eq. (6) [30], where E
 
Delayk,mh+1
 
is given
by the information feedback obtained from the nodes of the
next hop, and the relay selecting parameter βk,h+1,mh+1 is
chosen such that E [Delayk,mh] is minimized. E [Wk,mh] is
the average queuing delay at the current relay queue, which
can be obtained using the priority queuing analysis introduced
in Section IV. In a congested network, Eq. (6) is dominated
by the second term (the accumulated queuing delay in the rest
of the network). Thus, we can simplify this equation as Eq.
(7). To determine the relay selecting parameter βk,h+1,mh+1,
we apply the following soft minimum (probabilistic) policy to
enable transmission across multiple paths:
βk,h+1,mh+1 =
Coeffk
1+κE
 
Delayk,mh+1
 ϕ. (8)
Coeffk are normalized coefﬁcients to make sure that the
summation of the percentages (fraction) equals to one:
Coeffk =
⎛
⎝
 
mh+1∈Mk,h+1
1
1+κE
 
Delayk,mh+1
 ϕ
⎞
⎠
−1
,
(9)
where κ and ϕ are constants. Eq. (8) is inspired from the
balking arrival probability in queuing theory [18]. The value
of κ is set depending on the arrival rate according to [18].
The term ϕ weighs the average delay E
 
Delayk,mh+1
 
such
that the routing policy favors paths leading to signiﬁcantly
lower delays to the destination. Mk,h+1 represents a set of
nodes mh+1 in the h+1-th hop that feedback the information
E
 
Delayk,mh+1
 
.W es e tβk,h+1,mh+1 =0for the nodes
whose information feedback is not received, indicating that
node mh+1 is not connected to node mh using the overlay
infrastructure [10]. We refer to this relay selecting policy as
the self-learning policy, since the decision of βk,h+1,mh+1
will inﬂuence the future information feedback. The complete
algorithm of the proposed self-learning policy including the
information feedback is given in the Appendix. The self-
learning policy will dynamically adapt the relay selection to
minimize the delay through the network. Finally, the next relay
mh+1 can be determined for the packet ϑ∗ at the node mh
according to the percentage (time fraction) βk,h+1,mh+1.
This method is inspired by the Bellman-Ford shortest
path (delay) routing algorithm [12] that minimizes the end-
to-end delay across the network. Our routing algorithm
reduces to the well-known Bellman-Ford algorithm when
βk,h+1,mh+1 =1to the node mh+1 that feedbacks the smallest
E
 
Delayk,mh+1
 
(which can be implemented using a large
ϕ). Note that our algorithm is prioritized and the delay of
class fk will be inﬂuenced by equal or higher priority trafﬁc,
which will be discussed in more details in Section IV.
C. Delay-Driven Policy for MAC/PHY
If a node mh+1 is selected with probability βk,h+1,mh+1
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E [Delayk,mh]= m i n
βk,h+1,mh+1
⎛
⎝E
 
Wk,mh
 
βk,h+1,mh+1,T
goodput
k,mh,mh+1
  
+
Mh+1  
mh+1=1
βk,h+1,mh+1E
 
Delayk,mh+1
 
⎞
⎠ (6)
E [Delayk,mh]=E [Wk,mh]+ m i n
βk,h+1,mh+1
⎛
⎝
Mh+1  
mh+1=1
βk,h+1,mh+1E
 
Delayk,mh+1
 
⎞
⎠ (7)
can determine the corresponding transmission rate Tk,mh,mh+1
and the packet error rate pk,mh,mh+1 f o rt h el i n kb ys e -
lecting θk,mh,mh+1 based on the link adaptation scheme
presented in [14]. To describe the channel conditions, we
assume as in [20] that each wireless link is a memoryless
packet erasure channel. The link packet error rate for a ﬁxed
packet of length Lk bits is pk,mh,mh+1
 
θk,mh,mh+1,L k
 
=
1 −
 
1 − BER
 
θk,mh,mh+1
  Lk,w h e r eBER
 
θk,mh,mh+1
 
is the bit error rate when the modulation scheme θk,mh,mh+1 is
selected. The packet error rate and the effective transmission
rate (goodput) can be approximated using the sigmoid function
as in [20]:
pk,mh,mh+1
 
θk,mh,mh+1,L k
 
=
1
1+eζ(SINR−δ), (10)
T
goodput
k,mh,mh+1 =
Tk,mh,mh+1
 
θk,mh,mh+1
 
1+e−ζ(SINR−δ) (11)
where SINR is the Signal-to-Interference-Noise-Ratio, and
ζ and δ are constants corresponding to the modulation and
coding schemes for a given packet length [20]. This method
maximizes the goodput given the average packet length Lk of
the speciﬁc class over a selected link (mh,m h+1) based on
the SINR feedback.
For a ﬁxed T
goodput
k,mh,mh+1, we choose the retransmission limit
γMAX
k,mh,mh+1 for the selected packet ϑ∗ in the priority class
fk such that the delay constraint is satisﬁed. Speciﬁcally, let
delaycurr
h,mh (ϑ∗) represent the current measured delay incurred
by the selected packet from the source to a current node mh.
The maximum retransmission limit for the packet of class fk
over the link from mh to mh+1 is determined based on the
delay deadline dk (where  ·  is the ﬂoor operation) [23]:
γ
MAX
k,mh,mh+1 (ϑ
∗)
=
⎢
⎢
⎢
⎣
T
goodput
k,mh,mh+1
 
dk − delaycurr
h,mh (ϑ∗)
 
Lk
⎥
⎥
⎥
⎦ − 1. (12)
D. Complexity Analysis in Terms of Route Selection
• Complexity of a conventional centralized approach
(exhaustive search)
Assume that we have a total of K =
 V
υ=1 Nυ classes
across the users in an H-hop network. Let us assume the
maximum number of the intermediate nodes that can be
selected as a relay for a class fk packet at the h-th hop
is Ck,h. The maximum number of possible end-to-end paths
is
 H
h=1 Ck,h then . Thus, the total complexity (in terms
of the number of path combinations) of a centralized ex-
haustive search can be up to
 K
k=1
 H
h=1 Ck,h. Due to the
informationally decentralized nature of the wireless multi-hop
network, the control overhead of the centralized approach can
induce a signiﬁcant amount of delay (inefﬁcient when the
number of hops is large) for doing the optimization. Hence,
the distributed approach is proposed and its complexity is also
investigated.
• Complexity of the proposed distributed relay selecting
algorithm
In our distributed approach, for a packet (of class fk)a t
the node mh at the h-th hop, the complexity is Ck,h (i.e.
Ck,h is the number of relays that can be selected). Thus, the
complexity for the packet over the H hops is
 H
h=1 Ck,h.
Then, the total complexity by considering all the different
classes equals
 K
k=1
 H
h=1 Ck,h.
IV. MULTI-HOP PRIORITY QUEUING ANALYSIS FOR
MULTIMEDIA TRANSMISSIONS
In this section, we present the analysis of the expected
queuing delay E [Wk,mh] (that forms E [Delayk,mh])a n d
packet loss probabilities Pk,h,mh using queuing theory. Based
on these values, a relay will be dynamically selected. In this
section, we do not consider the effect of interference. In the
next section, we extend our analysis to a network environment
where the interference is considered. Before introducing the
queuing model, several assumptions for the priority queuing
analysis are made in Section IV-A. Then in Section IV-B,
we determine the end-to-end packet loss probability Pk by
considering a simple 2-hop network structure (with only one
set of intermediate nodes), which we refer to as the “elemen-
tary structure.” We further extend this result by cascading the
elementary structure to create a general H-hop network (with
H − 1 sets of intermediate nodes) in Section IV-C.
A. Assumptions for Priority Queuing Analysis
The priority queuing analysis is based on the following
assumptions:
1) We assume that the arrival trafﬁc at each intermediate
node is from various video sources and is assumed to
be a Poisson process. This approximation is reasonable
if the number of intermediate nodes is large enough and
the selection of paths is relatively balanced. We model
the queues in the intermediate nodes as preemptive-
repeat priority M/G/1 queues [18]. For our analysis, we
do not apply the non-preemptive model because when a
packet with higher priority arrives at the queue, it willSHIANG AND VAN DER SCHAAR et al.: MULTI-USER VIDEO STREAMING OVER MULTI-HOP WIRELESS NETWORKS 777
Fig. 3. Priority queuing analysis system map.
interrupt future transmissions (i.e. the retransmission of
the same packet when this is lost or the transmission of
a lower priority packet). The preempted packet will be
retransmitted later.
2) We assume the transmission rate and the packet error
rate for each link are ﬁxed in a SI, as these are
determined, as discussed in Section III, by selecting the
appropriate modulation and coding scheme using the
link adaptation mechanism. As an example, let us con-
sider a link from node mn to node mh+1. The selected
θk,mh,mh+1 determines the physical transmission rate
Tk,mh,mh+1 (Eq. (11)) and packet error rate pk,mh,mh+1
(Eq. (10)) for class fk over this link. Each packet will
be retransmitted until it is either successfully received or
discarded because its delay deadline dk was exceeded.
In summary, assuming the packet length of a class fk is
ﬁxed to be Lk, with a header length LHeader, we can
formulate the service time for a packet as a geometric
distribution from these assumptions. If Xk,mh,mh+1 is
the service time, then the probability of there being
exactly i transmissions (including retransmissions) will
be Eq. (13), where Timeo denotes the time overhead
including the time of waiting for the acknowledgement,
polling delay, and the expected background trafﬁc in the
contention-based period, etc [19].
3) We assume that the queue waiting time dominates the
overall delay (i.e. the transmission delay across the
various network hops is relatively small).
Fig. 3 illustrates the deployed priority queuing at each
intermediate node. Given the application layer video priorities
and class characteristics, the relay selecting parameters of the
network layer, the retransmission strategy at the MAC layer,
and the modulation and coding scheme at the PHY layer, we
can determine the average input rate and the service time for
the packets in a certain class, thereby obtaining a steady state
waiting time distribution for all video priority classes. In the
next subsection, we analyze the video quality problem using
priority queuing analysis for our elementary structure with
only one set of intermediate nodes (a 2-hop structure).
Fig. 4. The elementary structure.
B. Priority Queuing Analysis for an Elementary Structure
We ﬁrst analyze the priority queuing model for an el-
ementary structure. The elementary structure is an overlay
2-hop network with V video streams and one set of M
intermediate nodes (relays) between sources and destinations,
as illustrated in Fig. 4. A packet of class fk will be routed from
its source through an intermediate node m with percentage
βk,m toward its destination. Each intermediate node contains a
queue that schedules the waiting packets based on their header
information (quality impact parameter λk and delay deadline
dk).
From the geometric distribution assumption above, the ﬁrst
and second moment of the service time at queue m are (using
the approximation p
γ
MAX
k,m +1
k,m   1):
E [Xk,m]=
  Lk,m
 
1 − p
γ
MAX
k,m +1
k,m
 
Tk,m (1 − pk,m)
≈
  Lk,m
T
goodput
k,m
(14)
E
 
X2
k,m
 
=
  L2
k,m (1 + pk,m)
T 2
k,m (1 − pk,m)
2. (15)
For a class fk, which is relayed through the intermediate node
m,l e t  Lk,m be the effective packet “length,” which includes
both the video packet Lk length and the time overhead Timeo
(as in Eq. (13)). Tk,m and pk,m are the transmission rate and
packet error rate for the packets of class fk that are transmitted
through the intermediate node m to the destination. Note that
the modulation and coding strategy changes depending on the
chosen link status, and this will consequently impact2 Tk,m
and pk,m (see Eq. (10), Eq. (11)).
Let ηk,m be the average arrival rate of the Poisson input
trafﬁc of queue m for class fk. Given the relay selecting
parameters βk,m,w eh a v e :
ηk,m = βk,mRk (1 − Pk,0), (16)
where Pk,0 =P r o b (Wk,0 >d k) is the packet loss probability
at the source queue due to packet expiration and can be
2To simplify the notation, here as well as in the subsequent part of the
paper, we do not explicitly state the dependency of the throughput, goodput,
packet error rate, etc. on the optimal modulation strategy chosen for that link,
but assume that this is implicitly considered.778 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 25, NO. 4, MAY 2007
Prob
 
Xk,mh,mh+1 = i ×
 
Lk + LHeader
Tk,mh,mh+1
+ Timeo
  
=
 
1 − pk,mh,mh+1
 
p
i−1
k,mh,mh+1, for i ≤ γMAX
k,mh,mh+1 +1 , (13)
calculated from the queue waiting time Wk,0 tail distribution
for each class.
Let E [Wk,m] be the average waiting time of class fk that
goes through node m. For a preemptive-priority M/G/1 queue,
the priority queuing analysis gives the following result [12]:
E [Wk,m]=
k P
i=1
ηi,mE
ˆ
X
2
i,m
˜
2
„
1 −
k−1 P
i=1
ηi,mE [Xi,m]
«„
1 −
k P
i=1
ηi,mE [Xi,m]
«.
(17)
Based on this expected average waiting time, the probability of
packet loss due to the expiration can be calculated by the tail
distribution of the waiting time (see Eq. (18)). In Eq. (18), we
adopt the G/G/1 tail distribution approximation based on the
work of [16], [17]. Let us now express this probability in terms
of the packet delay deadline dk. This probability of packet loss
(at the intermediate node m) is denoted Pk,m (recall that the
waiting time is assumed to dominate the overall delay):
Pk,m = Prob(Wk,m + E [Wk,0] >d k), (19)
where E [Wk,0] is the expected queuing delay of the packets at
the source queue, which dependson the number of packets of a
class in one GOP. Then, the end-to-end packet loss probability
Pk for class fk can be calculated as:
Pk =1− (1 − Pk,0)
 
1 −
M  
m=1
βk,mPk,m
 
. (20)
We can observe from the above derivation that the resulting
end-to-end packet loss probability for each class fk is affected
by the various cross-layer parameters(as shown in Eq. (4)): the
relay selecting parameters βk,m, the modulation and coding
scheme θk,mh,mh+1 that affects the average queue waiting
time. Finally, the received video quality can be estimated by
substituting Eq. (20) into Eq. (1).
C. Generalization to the Multi-Hop Case
We now extend our analysis to a general directed acyclic
multi-hop overlay network (as shown in Fig. 1) by cascading
the elementary structure. Importantly, note that the deployed
structure is very general and any multi-hop network that can
be modeled as a directed acyclic graph can be modiﬁed to
ﬁt into this overlay structure by introducing virtual nodes
[11]. We introduce virtual nodes with zero service time for
users that have a smaller number of hops, and ﬁx the path for
particular classes to pass through the virtual node (by setting
βk,h,mh =1 ). Methods to construct such overlay structures
given a speciﬁc multi-hop network and a set of transmitting-
receiving pairs can be found in [21], [22].
The network is assumed to have H hops from sources to
destinations. All the queues in the intermediate nodes perform
a preemptive-repeat priority M/G/1 model as mentioned in the
previous subsection. For the queue at node mh,l e tηk,h,mh be
the average arrival rate between the h-th hop and (h+1)-th
hop (1 ≤ h ≤ H − 1), and Pk,h−1 be the packet loss due to
delay expiration from the previous hop. Rk,h is the updated
arrival rate of class fk for all the intermediate nodes between
the h-th hop and (h+1)-th hop, and we set Rk,0 = Rk for the
source nodes. Then, the average arrival rates ηk,h,mh have the
following recursive relationship:
Rk,h =( 1− Pk,h−1)Rk,h−1, (21)
ηk,h,mh = βk,h,mhRk,h. (22)
Eq. (21) illustrates that the video rate was reduced from hop
to hop due to the packet deadline expiration. Eq. (22) shows
that the average input rate is distributed based on the relay
selecting parameters at the h-th hop.
Recall that Xk,h,mh is the service time of the priority M/G/1
queue at node mh between the h-th hop and (h+1)-th hop.
Given the relay selecting parameters, we can obtain the ﬁrst
two moments of the service time (see Eq. (23)). Similarly,
recall Wk,mh is the queue waiting time at node mh for video
class fk. Then, the expected average value can be calculated
similarly to Eq. (17) (see Eq. (24)). Therefore, the expectation
of the waiting time E [Wk,h] over the h-th hop for packets of
class fk is:
E [Wk,h]=
 Mh
mh=1
βk,h,mhE [Wk,mh]. (25)
The probability of packet loss due to the expiration becomes
Eq. (26). Similar to Eq. (19), the probability of packet loss
at the node mh is the waiting time tail distribution when the
accumulated waiting time exceeds the delay deadline. Then,
the expected hop-by-hop packet loss probability of the hop h
is:
Pk,h =
 Mh
mh=1
βk,h,mhPk,h,mh. (27)
Recursively, we can write
(1 − Pk,H−1) · Rk,H−1 =
H−1  
h=0
(1 − Pk,h) · Rk. (28)
Finally, the received video quality can be estimated by substi-
tuting Eq. (27) into Eq. (5) and Eq. (1). Note that the model
can be applied even for the 1-hop case, the average waiting
time at the source E [Wk,0], and the packet loss probability
Pk,0 =P r o b (Wk,0 >d k) can be obtained using the above
equations.
V. PRIORITY QUEUING ANALYSIS CONSIDERING
INTERFERENCE OF WIRELESS NETWORKS
In Section IV, we determined the priority queuing analysis
without considering the interference of other simultaneous
transmissions. This can be considered as being the case in a
network with multiple orthogonal channels for transmission.
However, for regular wireless networks, the interference is
severely rooted in the broadcasting nature of the medium.
Hence, it is important to include the performance degradationSHIANG AND VAN DER SCHAAR et al.: MULTI-USER VIDEO STREAMING OVER MULTI-HOP WIRELESS NETWORKS 779
Prob(Wk,m >t ) ≈
 
k  
i=1
ηi,mE [Xi,m]
 
exp
⎛
⎜
⎜
⎜
⎝
−
t
k  
i=1
ηi,mE [Xi,m]
E [Wk,m]
⎞
⎟
⎟
⎟
⎠
. (18)
E [Xk,h,mh] ≈
Mh+1  
mh+1=1
βk,h+1,mh+1
  Lk
Tk,mh,mh+1
 
1 − pk,mh,mh+1
 ,
E
 
X2
k,h,mh
 
≈
Mh+1  
mh+1=1
βk,h+1,mh+1
  L2
k
 
1+pk,mh,mh+1
 
T 2
k,mh,mh+1
 
1 − pk,mh,mh+1
 2, (23)
E [Wk,mh]=
k  
i=1
ηi,h,mhE
 
X2
i,h,mh
 
2
 
1 −
k−1  
i=1
ηi,h,mhE [Xi,h,mh]
  
1 −
k  
i=1
ηi,h,mhE [Xi,h,mh]
 . (24)
Pk,h,mh = Prob
⎛
⎝Wk,mh >d k −
h−1  
j=0
E [Wk,j]
⎞
⎠
≈
 
k  
i=1
ηi,h,mhE [Xi,h,mh]
 
exp
⎛
⎜
⎜
⎜
⎜
⎝
−
 
dk −
h−1  
j=0
E [Wk,j]
  
k  
i=1
ηi,h,mhE [Xi,h,mh]
 
E [Wk,mh]
⎞
⎟
⎟
⎟
⎟
⎠
(26)
due to the interference effect. First, we introduce two matrices
to describe the interference in Section V-A. Then, in Section
V-B, we present the priority queuing analysis with the virtual-
queue service time modiﬁcation.
A. Incidence Matrix and Interference Matrix
In [15], a rate matrix was introduced to describe the state
of the network at a given time. In [6], an elementary capacity
graph was used to represent the physical layer state of the
various links. In [26], a node-link incidence matrix was used.
Here, we assume a similar incidence matrix to describe a
network with n nodes and l links. This matrix is deﬁned as
A =[Aij]n×l,w h e r ei is the nodes’ index, and j is the index
of directional links:
Aij =
⎧
⎨
⎩
1, if link j ﬂows into node i
−1, if link j ﬂows out of node i
0, otherwise
. (29)
The existence of links is determined by the SINR value, i.e.
links having a SINR below a predetermined value are not
considered viable [20].
Additionally, we introduce here a matrix C to charac-
terize the interference in the multi-hop network. Two types
of interference are considered in this paper. One type of
interference is the transmission rate decrease due to the SINR
degradation. The other type of interference, which is referred
as the feasibility of simultaneous transmission links, is from
the fact that in a regular wireless network environment, a
node cannot transmit and receive data at the same time,
and it cannot transmit two ﬂows and receive two ﬂows at
the same time due to the wireless radio limitation. First, let
B =[Bjk]l×l = ATA.I fBjk > 0, there exists transmitter-
receiver interference between link j and k.I fBjk < 0,t h e r e
exists transmitter-transmitter or receiver-receiver interference
between link j and k.I fBjk =0 , there exists no second type
of interference between link j and k. The interference matrix
C =[Cjk]l×l is deﬁned as:
Cjk =
 
1, if Bjk =0
0, if Bjk  =0 . (30)
Note that the interference matrix C is deﬁned to observe the
feasibility of simultaneous transmission links. Link j and link
k could transmit simultaneously if and only if Cjk =1 .
Given the interference matrix C,t h es e tΦ={Φz}
represents all the combinations of transmission links that can
transmit simultaneously. A combination Φz must satisfy the
following condition:
 
j,k∈Φz
Cjk =1 . (31)
We denote link lh =( mh,m h+1) to be the link connecting
node mh with node mh+1. Denote the air-time fractions
rΦz as the average time portion (a probability) for the link
combination Φz to happen in a SI [19]. Note that
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In general, the decision on the routing as well as the nodes
participating in the video streaming session depend largely
on a number of system-related factors that transcend the
video streaming problem [9] (e.g. node cooperation strate-
gies/incentives and network coordination and routing policies
imposed by the utilized protocols). Hence, such information
can be provided by the negotiation and arbitration of the
polling-based contention-free MAC protocol statistically. We
deﬁne PR
(I)
Φz,lh as the probability that a particular combination
of links that simultaneously transmit (i.e. Φz) occurs, given
that the link lh is transmitting:
PR
(I)
Φz,lh =
 
0, if lh / ∈ Φz
rΦz P
lh∈Φi rΦi , if lh / ∈ Φz . (32)
B. Virtual-Queue Service Time Modiﬁcation
Since our model has only one server per queue at each
intermediate node, only one transmission can take place at a
time from the same queue. However, we still have to avoid
the case that a receiver simultaneously receives more than one
packet from distinct nodes. In fact, for a regular polling-based
wireless network with a single channel, the packets are kept
in the servers while waiting for the interfering transmission
to ﬁnish the service. Hence, we assume that the servers at
each intermediate node form a “virtual queue” to the same
destination [31]. In a virtual queue, packets of different queues
wait in turns at the servers to be transmitted to the same
destination. The concept is similar to the “service on vacation”
[12] in queuing theory, and the waiting time of the virtual
queue can be regarded as the “vacation time.” The total sojourn
time (queue waiting time plus the transmission service time)
of the virtual queue now becomes the actual service time at
each of the intermediate nodes. As the packet in the server
is waiting in the virtual queue, the node is able to receive
packets from the previous hop. For simplicity, we assume that
the receiving process can still be approximated as a regular
Poisson process. In addition, the arrival process of the virtual
queue is also assumed to be an M/G/1 priority queue.
Let   ηk,mh+1 be the average arrival rate of class fk to the
virtual M/G/1 queue that has node mh+1 as its destination.
Next, we denote all random variables for the virtual queues
with a tail on it.
  ηk,mh+1 = βk,h+1,mh+1Rk,h, (33)
where Rk,h is the updated input rate after the h-th hop deﬁned
in Eq.(21).
Denote Xk,lh,Φz as the service time of the priority M/G/1
queue in the node mh, when the transmission is on the link
lh =( mh,m h+1) in the combination Φz. Both the ﬁrst
moment and the second moment need to be modiﬁed, since the
channel is different due to the SINR degradation from simulta-
neous transmissions. Tk,mh,mh+1 is changed into Tk,lh,Φz,a n d
pk,mh,mh+1 is changed into pk,lh,Φz.L e t  Lk,lh,Φz represent
the new effective packet length including the time overhead
Timeo for MAC operations similar to Eq.(14). The ﬁrst three
moments of Xk,lh,Φz become (assuming p
γ
MAX
k,lh +1
k,lh,Φz   1):
E [Xk,lh,Φz] ≈
  Lk,lh,Φz
Tk,lh,Φz (1 − pk,lh,Φz)
,
E
 
X2
k,lh,Φz
 
≈
  L2
k,lh,Φz (1 + pk,lh,Φz)
T 2
k,lh,Φz (1 − pk,lh,Φz)
2,
E
 
X
3
k,lh,Φz
 
≈
  L3
k,lh,Φz
 
1+4 pk,lh,Φz + p2
k,lh,Φz
 
T 3
k,lh,Φz (1 − pk,lh,Φz)
3 . (34)
Let   Sk,mh+1 be the service time of the virtual queue having
destination node mh+1. The ﬁrst moment of service time for
class fk of this virtual M/G/1 queue can be obtained as:
E
 
  Sk,mh+1
 
=
Mh  
mh=1
βk,h,mhE
 
  Sk,mh,mh+1
 
=
Mh  
mh=1
βk,h,mh
 
z
PR
(I)
Φz,lhE [Xk,lh,Φz],
(35)
where E
 
  Sk,mh,mh+1
 
is the statistical average service time
from intermediate node mh to node mh+1 through all the
possible transmission combinations Φz. The second and the
third moment are similarly:
E
 
  S2
k,mh+1
 
=
Mh  
mh=1
βk,h,mh
 
z
PR
(I)
Φz,lhE
 
X2
k,lh,Φz
 
,
E
 
  S
3
k,mh+1
 
=
Mh  
mh=1
βk,h,mh
 
z
PR
(I)
Φz,lhE
 
X
3
k,lh,Φz
 
(36)
Let random variable   Wk,mh+1 be the waiting time of the
virtual queue with node mh+1 as its destination. From the
Pollaczek-Khinchin formula, the ﬁrst moment of   Wk,mh+1 for
the virtual queue [12] is:
E
 
  Wk,mh+1
 
=
k  
i=1
  ηi,mh+1E
 
  S2
i,mh+1
 
2
 
1 −
k  
i=1
  ηi,mh+1E
 
  S2
i,mh+1
   (37)
Using the Takacs recurrence formula [18], we have the second
moment:
E
 
  W2
k,mh+1
 
=2 E
 
  Wk,mh+1
 2
+
k  
i=1
  ηi,mh+1E
 
  S3
i,mh+1
 
3
 
1 −
k  
i=1
  ηi,mh+1E
 
  S2
i,mh+1
   (38)
The expected virtual queue waiting time E
 
  Wk,mh+1
 
are
the same through all the intermediate nodesm mh, since the
packets eventually join the same virtual queue (to node mh+1).
However, the sojourn time   Dk,mh,mh+1 of the virtual queue
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intermediate nodes mh to the same mh+1 are different. The
ﬁrst moment and the second moment of the sojourn time are:
E
 
  Dk,mh,mh+1
 
= E
 
  Wk,mh+1
 
+ E
 
  Sk,mh,mh+1
 
(39)
E
 
  D2
k,mh,mh+1
 
≈ E
 
  W 2
k,mh+1
 
+2 E
 
  Wk,mh+1
 
E
 
  Sk,mh,mh+1
 
+ E
 
  S2
k,mh,mh+1
 
(40)
Note that Eq. (40) is obtained by ignoring the correlation of
the waiting and service time. Finally, the service time of the
priority M/G/1 queue at the intermediate node can be modiﬁed
as (similar to Eq. (23)):
E
 
  Xk,mh
 
=
Mh+1  
mh+1=1
βk,h+1,mh+1E
 
  Dk,mh,mh+1
 
,
E
 
  X2
k,mh
 
=
Mh+1  
mh+1=1
βk,h+1,mh+1E
 
  D2
k,mh,mh+1
 
(41)
Let W
(I)
k,mh be the waiting time for a packet of class fk that
goes through an intermediate node mh when the interference
effect is considered (see Eq. (42)). The expectation of the
waiting time over the h-th hop for packets of class fk is (as
in Eq.(25)):
E
 
W
(I)
k,h
 
=
 Mh
mh=1 βk,h,mhE
 
W
(I)
k,mh
 
(43)
The probability of packet loss of class fk at intermediate node
mh due to the expiration now becomes Eq. (44).
VI. CONVERGENCE DISCUSSION OF THE SELF-LEARNING
ALGORITHM
Next, we show that the self-learning routing algorithm will
converge to a steady-state under certain assumptions:
Lemma: Given a set of ﬁxed (pre-
determined) outgoing relay selecting parameters  
βk,h+1,mh+1|mh+1 =1 ,...M h+1,k=1 ,...,K
 
,
the incoming relay selecting parameters
{βk,h,mh|mh =1 ,...M h,k=1 ,...,K} will converge
to a steady-state, under the assumption that the network
condition is not changing over time, and given stationary
statistics for the video sources.
Proof: Since all the βk,h+1,mh+1 a r eﬁ x e da n dt h en e t -
work condition is not changing, the ﬁrst two moments of the
service time E [Xk,h,mh] and E
 
X2
k,h,mh
 
remain constant
over time (see Eq. (23)). Thus, the balking arrival queues
converge to a steady state (see [18] for more details) having
the average queue waiting times E [Wk,mh]. In addition,
the ﬁxed βk,h+1,mh+1 also implies that the expected delays
E
 
Delayk,mh+1
 
from the relay mh+1 (in the next hop)
are ﬁxed over time for every class of trafﬁc. Consequently,
from Eq.(7), E [Delayk,mh] will also converge to a steady
state for every node mh (at the current hop). This ensures
that the incoming relay selecting parameters βk,h,mh will
also have a steady-state, because they only depend on these
E [Delayk,mh] (see Eq. (8)).
TABLE I
THE CHARACTERISTICPARAMETERS OF THE VIDEO CLASSES OF THE
TWO VIDEO SEQUENCES
Theorem: The self-learning policy over an H-hop directed
acyclic overlay network will converge to a steady-state solu-
tion for the relay selecting parameters.
Proof: Since the relay selecting parameters βk,H,mH
at the last hop are ﬁxed according to the pre-determined
destination node of each trafﬁc class, the relay selecting
parameters βk,H−1,mH−1 will converge in time to a steady-
state according to the above Lemma. Then, starting from the
last hop, the relay selecting parameters of the entire multi-hop
infrastructure will converge sequentially to a steady-state.
VII. SIMULATION RESULTS
In this section, two video sequences “Mobile,” and “Coast-
guard” (16 frames per GOP at a frame rate of 30 Hz) are
compressed using an embedded scalable video codec [25].
Each scalable bitstream is separated into 4 classes (Nυ =
4,K=8 ). The characteristic parameters of the video classes
of the two video streams are given in Table I (see [13], [23]
for more details on how to determine these parameters). In
the simulation, the packet length Lk is up to 1000 bytes.
No further fragmentation is performed at the lower layers
(network or MAC layer). The application playback delay
deadline is set to 0.533 seconds. We analyze the performance
of our algorithms in terms of the received video quality
(PSNR) of the various users. We compare our analytical results
based on a steady-state analysis of the proposed distributed
solution with the simulation results obtained using a multi-
hop overlay network test-bed [10].
In our simulation, we captured the packet-loss pattern under
different channel conditions (described in the paper by the link
SINR) using our wireless streaming test-bed [10]. In this way,
we can assess the efﬁciency of our system under real wireless
channel conditions and link adaptation mechanisms currently
deployed in state-of-the-art 802.11a/g wireless cards with
802.11e extension. Link adaptation selects one appropriate
physical-layer mode (modulation and channel coding) depend-
ing on the link condition, in order to continuously maximize
the experienced goodput [10]. The various efﬁciency levels
are represented by varying the available time fraction for the
contention-free period in the polling-based MAC protocol,
which induces the various available transmission rates for the
video packets over the links. In our elementary structure, these
network efﬁciency levels are represented by the transmission
rate multiplier Tm ranging from 0.3 Mbps to 0.6 Mbps. A
larger transmission rate multiplier gives a higher network
efﬁciency.
In the analytical results, we determine the end-to-end packet
loss rate based on the average measured SINR and the average782 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 25, NO. 4, MAY 2007
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Fig. 5. (a) Network settings of the elementary structure. (b) Analytical average end-to-end waiting time of the 8 video classes.
TABLE II
ANALYTICAL AND SIMULATIONRESULTS FOR UNIFORMRELAY SELECTINGPARAMETERSOVER THE ELEMENTARYSTRUCTURE
Tm obtained for each link from the test-bed over the duration
of the simulation experiments. Fig. 5 shows the elementary
structure with the two video streams and four intermediate
nodes. The analytical expected end-to-end delays E [Dk] of
the packets in the eight classes are also shown for different
network efﬁciency levels. The dashed line represents the
delay deadline. Once the end-to-end delay exceeds the delay
deadline, the packets in that class are dropped. Table II shows
the results of the end-to-end packet loss probability for each
video class using our priority queuing approach. The almost-
binary results (0 or 100%) obtained by our packet loss analysis
are due to the fact that in Eq.(44), we approximate delaycurr
k,mh
(current delay, see Eq. (12)) using
 h−1
j=0 E
 
W
(I)
k,j
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Fig. 6. (a) Network settings of the 6 hop overlay network (by cascading the elementary structure). (b) Analytical average end-to-end waiting time of the 8
video classes.
Fig. 7. (a) Primary paths of the 6-hop overlay network using self-learning policy. (b) Analytical average end-to-end waiting time of the 8 video classes.
TABLE III
ANALYTICAL AND SIMULATIONRESULTS FOR UNIFORMRELAY SELECTINGPARAMETERSOVER THE 6-HOP NETWORK
 h−1
j=0 W
(I)
k,j , i.e. we use the expected waiting time instead of
the exact waiting time, as this is only known instantaneously,
at each queue, during the streaming simulation. Note though
that the estimations of Pk are accurate enough for the im-
portant classes, thereby leading to an accurate video quality
estimation.
In Fig. 6, we consider a larger network (the 6-hop network)
with the same network settings as in Fig. 5. By increasing
the number of hops, both the average queue waiting time
and the end-to-end packet error rate increase. Comparing the
results in Table III with the results in Table II, the error
between the analytical and simulation results decreases, since784 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 25, NO. 4, MAY 2007
TABLE IV
ANALYTICAL AND SIMULATIONRESULTS FOR SELF-LEARNINGPOLICY RELAY SELECTINGPARAMETERS(THE ANALYTICAL RESULTS ARE
APPROXIMATEDACCORDING TO THE PRIMARYPATH SELECTED BYT H ESELF-LEARNINGPOLICY)
TABLE V
COMPARISON OF THE DYNAMICSELF-LEARNINGPOLICYWITH THE
CONVENTIONALFIXEDSINGLE-PATH AND MULTI-PATH ALGORITHMS
the assumption that the waiting time dominates the overall
delay is more accurate in a larger network. The accuracy of
the analysis could be further improved by separating the video
into a larger number of classes.
The results of the proposed self-learning policy are shown in
Table IV. Note that in Table II and Table III, we use a uniform
relay selection among the intermediate nodes of each hop.
The resulting primary paths are marked in bold arrows in the
network plot of Fig. 7. We observe signiﬁcant improvements
in terms of end-to-end packet loss and video qualities using
the self-learning policy. Interestingly, similarly to the Bellman-
Ford algorithm, we found that this policy tries to transmit the
two video streams over distinct paths in order to limit the
effect of interference and congestion among the ﬂows.
In Table V, we compare the proposed “Self-learning Pol-
icy” with a state-of-the-art routing algorithm [27] –“Fixed
Optimal Path” and a multi-path routing algorithm [32] –
“Fixed Multi-path.” In “Fixed Optimal Path,” we statically
select the links for transmission such that the goodput is
maximized (determined a single path per class). In “Fixed
Multi-path,” besides the optimal path, several loop-free link-
disjoint paths are also statically selected per class. As our
dynamic “Self-learning policy,” the proposed priority queuing
framework is also deployed for the other two algorithms using
the same network settings. The simulation results show that the
proposed dynamic routing approach signiﬁcantly outperforms
the static routing algorithms, since it provides the ability to
alleviate congestion and interference.
VIII. CONCLUSIONS
In this paper, we present a novel distributed cross-layer
streaming algorithm for the transmission of multiple videos
over a multi-hop wireless network. The essential feature
behind our approach is the priority queuing, based on which,
the most important video packet is selected and transmitted at
each intermediate node over the most reliable link, until it is
successfully transmitted or its deadline is expired. Besides the
application layer scheduling and MAC layer retransmission
policy, the transmission strategy over the network includes
selecting the optimal modulation and coding scheme. Impor-
tantly, our end-to-end cross-layer strategy also includes the
selection of the appropriate relay nodes for multi-hop routing.
We introduce a self-learning policy for dynamic routing that
minimizes the end-to-end packet loss for each class of the
video streams. The end-to-end packet loss probabilities are
estimated given the information feedback from the nodes of
the next hops. The proposed distributed algorithm is fully
adaptive to changes in the network, number of users, priorities
of the users.
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Appendix The Self-Learning Algorithm
1. Initialization: Set βk,h,mh as uniform distribution at each node of each hop.
2. For each service interval
3. For each priority class
4. For hop h+1 (0 ≤ h ≤ H − 1) at each node mh
5. Receive the E
 
Delayk,mh+1
 
from all the nodes mh+1 at the end of this hop.
6. Determine βk,h+1,mh+1 using Eqs. (8) and (9).
7. Estimate the E [Wk,mh] using Eq. (42).
8. Feedback to the nodes mh−1 of the previous hop h with E [Delayk,mh] using (7).
9. Send packets according to βk,h+1,mh+1.