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1. Introduction
The one-dimensional nonlinear equation of vibration of a beams which is given by
∂2 y
∂t2
+ α ∂
4 y
∂x4
−
(
β + γ
L∫
0
(
∂ y
∂x
)2
dx
)
∂2 y
∂x2
= 0, (1.1)
has been proposed by Woinowsky-Krieger [20]. Here, L is the length of the beam while α, β, and γ are positive physical
constants. The nonlinear part of (1.1) stands for the extension effect for the beam whose ends are held a ﬁxed distant apart
in its transverse vibrations.
Some mathematical problems related to (1.1) have been previously studied by several authors. Some of them include
Ball [3], Bernstein [4], Dickey [7], and references therein.
As a general form of (1.1), we consider the following equation with appropriate boundary and initial conditions:
∂2 y
∂t2
+2 y −m
(∫
Ω
|∇ y|2 dx
)
y + g
(
∂ y
∂t
)
= 0, (1.2)
where Ω ⊂ Rn, and m is a function satisfying some conditions. Many researches have been devoted to the study of Eq. (1.2)
(see Brito [5], Medeiros [14], Oliveira and Lima [16], etc.). Here, we must take into account problems related to elastic string
vibrations proposed by Kirchhoff [10]. These problems related to elastic string vibrations have been studied extensively
under various data conditions. For instance, we can quote Arosio [2], Spagnolo [19], Pohozaev [17], Lions [12], Nishihara and
Yamada [15], and their long rolls of references.
The above mentioned researches were mainly concerned with the well-posedness under the various data conditions and
their decays. However, other applications of these problems, such as optimal control or identiﬁcation problems, have not yet
been studied.
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in which g(·) = 0. We formulate our optimal control problem as follows. The control system is described by the following
equation with clamped boundary conditions:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂2 y(v)
∂t2
+2 y(v)−
(
1+
∫
Ω
∣∣∇ y(v)∣∣2 dx)y(v) = f + Bv in (0, T ) ×Ω,
y(v) = ∂ y(v)
∂ν
= 0 on (0, T ) × ∂Ω,
y(v;0, x) = y0(x), ∂ y
∂t
(v;0, x) = y1(x) in Ω.
(1.3)
Here B is a controller, v is a control, and y(v) denotes the state for a given v ∈ U , where U is a Hilbert space of control
variables. Let Uad ⊂ U be an admissible set. Without loss of generality, we set all relevant physical constants in (1.1) to unity.
Consequently, we employ m(·) of (1.2) as m(s) = 1+ s. Nevertheless, we would like to mention that the expansions in this
paper can also be applied to a more general m(·) of (1.2) satisfying m ∈ C1[0,∞), m(s) ν > 0, ∀s ∈ [0,∞).
It is an important as well as challenging problem to extend the optimal control theory to practical nonlinear partial
differential equations. Indeed, optimal control problems applied to practical quasilinear partial differential equations have
not yet been studied, although a recent article on this subject has been published by Hwang and Nakagiri [8].
The aim of this study is to extend the optimal control theory to the practical quasilinear wave equation (1.2). Let us
explain brieﬂy the contents of this paper. In Preliminaries, we state the well-posedness of (1.3). In particular, the regularity
of the weak solution of (1.3) is clariﬁed by using the method employed by Lions and Magenes [13]. Based on this result, we
study the optimal control problems. First, we propose the quadratic cost functional J (v), as studied by Lions [11], which
is to be minimized within Uad. We show the existence of u ∈ Uad, which minimizes the quadratic cost. Then, we establish
the necessary conditions of optimality of an optimal control u for various observation cases. For this purpose, we prove the
Gâteaux differentiability of the nonlinear mapping v → y(v), which is used to deﬁne the associate adjoint system. Finally,
when deducing the optimality condition for the velocity observation case, we used the regularization method proposed by
Lions [11] to overcome some diﬃculties.
2. Preliminaries
Let Ω be an open, bounded, and connected set of Rn with a smooth boundary Γ . The scalar products and norms on
L2(Ω) and Hk0(Ω), k = 1,2, are denoted by (·,·)2, | · |2 and ((·, ·))k , ‖ · ‖k , k = 1,2, respectively. The scalar product and norm
on [L2(Ω)]n are also denoted by (·,·)2 and | · |2, respectively. Then, by virtue of Poincaré inequality and [1], we can replace
these scalar products and norms in the following manners,
(
(φ,ψ)
)
1 = (∇φ,∇ψ)2, ‖φ‖1 = |∇φ|2,(
(φ,ψ)
)
2 = (φ,ψ)2, ‖φ‖2 = |φ|2,
respectively. Let us denote the topological dual spaces of Hk0(Ω), k = 1,2, by H−k(Ω), k = 1,2. We denote their duality
pairing between Hk0(Ω) and H
−k(Ω) by 〈φ,ψ〉k,−k , k = 1,2. Finally, it becomes apparent that each natural topological
imbedding
H20(Ω) ↪→ H10(Ω) ↪→ L2(Ω) ↪→ H−1(Ω) ↪→ H−2(Ω)
is continuous and compact.
For the sake of simplicity, we set Q = (0, T )×Ω , Σ = (0, T )×Γ for T > 0, and we omit the integral variables throughout
this paper.
We consider the following equation of vibration of an extensible beam with clamped boundary:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2 y
∂t2
+2 y − (1+ |∇ y|22)y = f in Q ,
y = ∂ y
∂ν
= 0 on Σ,
y(0, x) = y0(x), ∂ y
∂t
(0, x) = y1(x) in Ω,
(2.1)
where f is a forcing function, y0 and y1 are the initial data, and ν is an outward unit normal vector tailing on Γ .
The following variational formulation is used to deﬁne the weak solution of (2.1).
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⎪⎪⎩
〈
y′′(·),φ〉−2,2 + (y(·),φ)2 − (1+ ∣∣∇ y(·)∣∣22)(y(·),φ)2 = ( f (·),φ)2
for all φ ∈ H20(Ω) in the sense of D′(0, T ),
y(0) = y0, y′(0) = y1,
(2.2)
where W(0, T ) is a Hilbert space given by
W(0, T ) ≡ {g ∣∣ g ∈ L2(0, T ; H20(Ω)), g′ ∈ L2(0, T ; L2(Ω)), g′′ ∈ L2(0, T ; H−2(Ω))}
equipped with the norm
‖g‖W(0,T ) =
(‖g‖2
L2(0,T ;H20(Ω))
+ ‖g′‖2L2(0,T ;L2(Ω)) + ‖g′′‖2L2(0,T ;H−2(Ω))
) 1
2 .
By referring to the article by Oliveira and Lima [16], we state the following existence theorem.
Theorem 2.1. Assume that y0 ∈ H20(Ω), y1 ∈ L2(Ω), and f ∈ L2(0, T ; L2(Ω)). Then, there exists a weak solution of (2.1) satisfying
y ∈ W(0, T ) ∩ L∞(0, T ; H20(Ω))∩ W 1,∞(0, T ; L2(Ω)). (2.3)
In order to prove the regularity and uniqueness of the weak solutions of (2.1), we follow the step mentioned in Lions
and Magenes [13, pp. 275–278]. First, we require the following lemma provided in Lions and Magenes [13].
Lemma 2.1. Let X , Y be two Banach spaces, X ⊂ Y with dense, and X being reﬂexive. Set
Cw
([0, T ]; Y )= { f ∈ L∞(0, T ; Y ) ∣∣ 〈 f (·), ξ 〉Y ,Y ′ ∈ C([0, T ]), ∀ξ ∈ Y ′},
then
L∞(0, T ; X) ∩ Cw
([0, T ]; Y )= Cw([0, T ]; X).
Corollary 2.1. Assume that y is a weak solution of (2.1). Then, we can assert that
y ∈ Cw
([0, T ]; H20(Ω)), y′ ∈ Cw([0, T ]; L2(Ω)).
Proof. From Dautray and Lions [6] or Lions and Magenes [13], it is clear that W(0, T ) ↪→ C([0, T ]; L2(Ω)) ∩
C1([0, T ]; H−2(Ω)). Therefore, the proof of this lemma is the immediate consequence of Lemma 2.1 obtained by set-
ting X = H20(Ω), Y = L2(Ω) to have y ∈ Cw([0, T ]; H20(Ω)) and by setting X = L2(Ω), Y = H−2(Ω) to have y′ ∈
Cw([0, T ]; L2(Ω)). 
This regularity of the weak solutions of (2.1) can be improved by proving the following lemma.
Lemma 2.2. Let y be the weak solution of (2.1). Then, for each t ∈ [0, T ] we have the following energy equality:
∣∣y′(t)∣∣22 + ∣∣y(t)∣∣22 + 12
(
1+ ∣∣∇ y(t)∣∣22)2 = 2
t∫
0
( f , y′)2 ds + |y1|22 + |y0|22 +
1
2
(
1+ |∇ y0|22
)2
. (2.4)
Proof. We can prove this lemma by analogy with the proof stated by Lions and Magenes [13, Lemma 8.3]. In fact, we can
obtain (2.4) by replacing A(t) and f of Lions and Magenes [13, Lemma 8.3], by 2 and f + (1+ |∇ y|22)y, respectively. 
The energy equality (2.4) implies the following uniqueness and regularity of the weak solutions of (2.1).
Corollary 2.2. The weak solution of (2.1) is unique.
Proof. We assume y1 and y2 to be the weak solutions of (2.1). Then, we can obtain the following equality of y1 − y2:
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= 2
t∫
0
((
1+ |∇ y1|22
)
y1 −
(
1+ |∇ y2|22
)
y2, y
′
1 − y′2
)
2 ds
= 2
t∫
0
((
1+ |∇ y1|22
)
(y1 −y2)+
(|∇ y1|22 − |∇ y2|22)y2, y′1 − y′2)2 ds. (2.5)
On the basis of the observation
|∇ y1|22 − |∇ y2|22 = (∇ y1 − ∇ y2,∇ y1 + ∇ y2)2,
the last integrand of (2.5) can be represented as follows:
2
(
1+ |∇ y1|22
)(
y1 −y2, y′1 − y′2
)
2 + 2(∇ y1 − ∇ y2,∇ y1 + ∇ y2)2
(
y2, y
′
1 − y′2
)
2. (2.6)
Applying the Cauchy–Schwarz and Young inequalities to (2.6), we have
(2.6) 2
(
1+ C2)|y1 −y2|2∣∣y′1 − y′2∣∣2 + 4C2|∇ y1 − ∇ y2|2∣∣y′1 − y′2∣∣2

(
1+ C2)|y1 −y2|22 + (1+ C2)∣∣y′1 − y′2∣∣22 + 2c0C2|y1 −y2|22 + 2c0C2∣∣y′1 − y′2∣∣22, (2.7)
where C > 0 is a constant depending only on the data, and c0 is an imbedding constant from H20(Ω) into H
1
0(Ω). Combin-
ing (2.5) with (2.7) and applying the Gronwall inequality to it, we have y1 = y2. 
Finally, we arrive at the following theorem.
Theorem 2.2. Let y be the weak solution of (2.1). Then (after a possible modiﬁcation on a set of measure zero), y ∈ C([0, T ]; H20(Ω))∩
C1([0, T ]; L2(Ω)). Furthermore, the solution mapping S({y0, y1, f }) = y of
S : H20(Ω) × L2(Ω)× L2
(
0, T ; L2(Ω))→ C([0, T ]; H20(Ω))∩ C1([0, T ]; L2(Ω)) is continuous. (2.8)
Proof. Since y ∈ W(0, T ) ↪→ C([0, T ]; H10(Ω)), we obtain |∇ y(·)|2 ∈ C([0, T ]). Therefore, by analogy with the proof stated
by Lions and Magenes [13, Theorem 8.2], we can make use of (2.4) to show that
t → ∣∣y′(t)∣∣22 + ∣∣y(t)∣∣22
is continuous. Moreover, the equality (2.4) implies (2.8) by routine estimate. 
3. Quadratic cost optimal control problems
In this section, we study the quadratic cost optimal control problems for extensible beam equation (2.1) using the
framework of Lions [11]. Let U be a Hilbert space of control variables and B an operator,
B ∈ L(U , L2(0, T ; L2(Ω))), (3.1)
called a controller. We consider the following controlled system:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2 y(v)
∂t2
+2 y(v)− (1+ ∣∣∇ y(v)∣∣22)y(v) = f + Bv in Q ,
y(v) = ∂ y(v)
∂ν
= 0 on Σ,
y(v;0, x) = y0(x), ∂ y
∂t
(v;0, x) = y1(x) in Ω,
(3.2)
where y0 ∈ H20(Ω), y1 ∈ L2(Ω), f ∈ L2(0, T ; L2(Ω)), and v ∈ U is a control. Using Theorem 2.2 and (3.1), we can deduce
that the solution map v → y(v) of U into W(0, T ) is well deﬁned and continuous.
The observation of the state is assumed to be given by
z(v) = C y(v), C ∈ L(W(0, T ),M), (3.3)
where C is an operator called the observer, and M is a Hilbert space of observation variables. The quadratic cost function
associated with the control system (3.2) is given by
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where Yd ∈ M is a desired value of y(v), and R ∈ L(U ,U) is symmetric and positive, i.e.,
(Rv, v)U = (v, Rv)U  d‖v‖2U , (3.5)
for some d > 0. Let Uad be a closed convex subset of U , which is called the admissible set. An element u ∈ Uad, which
attains the minimum value of J (v) over Uad, is called the optimal control for the cost (3.4).
As indicated in Introduction, the optimal control problem, which has been extensively discussed in [11], is summarized
in the following manner:
• Find a minimizer u ∈ Uad such that inf{ J (v) | v ∈ Uad} = J (u).
• Give the characterizations of such a u (optimality condition).
First, the existence of an optimal control u for the cost (3.4) is guaranteed by the following theorem.
Theorem 3.1. Assume that the hypotheses of Theorem 2.1 are satisﬁed. Then, there exists at least one optimal control u for the control
problem (3.2) with cost (3.4).
In proving Theorem 3.1, we need the following compactness lemma.
Lemma 3.1. Let X , Y and Z be Banach spaces such that the imbeddings X ⊂ Y ⊂ Z are continuous and the imbedding X ⊂ Y is
compact. Then a bounded set of W 1,∞(0, T ; X, Z) = {g | g ∈ L∞(0, T ; X), g′ ∈ L∞(0, T ; Z)} is relatively compact in C([0, T ]; Y ).
Proof. See Simon [18]. 
Proof of Theorem 3.1. Set J = infv∈Uad J (v). Since Uad is non-empty, there is a sequence {vn} in U such that
inf
v∈Uad
J (v) = lim
n→∞ J (vn) = J .
Obviously { J (vn)} is bounded in R+ . Then, by (3.5) there exists a constant K0 > 0 such that
d‖vn‖2U  (Rvn, vn)U  J (vn) K0. (3.6)
This shows that {vn} is bounded in U . Since Uad is closed and convex, we can choose a subsequence (denote again by {vn})
of {vn} and ﬁnd a u ∈ Uad such that
vn → u weakly in U (3.7)
as n → ∞. From now on, each state yn = y(vn) ∈ W(0, T ) corresponding to vn is the solution of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y′′n +2 yn −
(
1+ |∇ yn|22
)
yn = f + Bvn in Q ,
yn = ∂ yn
∂ν
= 0 on Σ,
yn(0) = y0, y′n(0) = y1 in Ω.
(3.8)
By (3.6) the term Bvn is estimated as
‖Bvn‖L2(0,T ;L2(Ω))  ‖B‖L(U ,L2(0,T ;L2(Ω)))‖vn‖U
 ‖B‖L(U ,L2(0,T ;L2(Ω)))
√
K0d−1 ≡ K1. (3.9)
Hence, it follows from the equality (2.4) associated with Gronwall inequality, that
∣∣y′n(t)∣∣22 + ∣∣yn(t)∣∣22 + (1+ ∣∣∇ yn(t)∣∣22)2  C(|y0|22 + |∇ y0|22 + |y1|22 + ‖ f ‖2L2(0,T ;L2(Ω)) + K 21) (3.10)
for some C > 0. Combining (3.10) and (3.8), we deduce that
{yn} is bounded in W(0, T ) ∩ L∞
(
0, T ; H20(Ω)
)∩ W 1,∞(0, T ; L2(Ω)). (3.11)
Therefore, by using Rellich’s extraction theorem, we can ﬁnd a subsequence of {yn}, say again {yn}, and ﬁnd y ∈ W(0, T )
such that
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yn ⇀ y weakly∗ in L∞
(
0, T ; H20(Ω)
)
as n → ∞, (3.13)
y′n ⇀ y′ weakly∗ in L∞
(
0, T ; L2(Ω)) as n → ∞. (3.14)
Since H20(Ω) ↪→ H10(Ω) is compact, we can apply Lemma 3.1 to (3.11) with X = H20(Ω), Y = H10(Ω), and Z = L2(Ω) to
verify that {yn} is pre-compact in C([0, T ]; H10(Ω)). Hence, we can ﬁnd a subsequence {ynk } ⊂ {yn}, if necessary, such that
ynk (t) → y(t) in H10(Ω) for ∀t ∈ [0, T ] as k → ∞. (3.15)
Therefore (3.12) and (3.15) imply
|∇ ynk |22ynk ⇀ |∇ y|22y weakly in L2
(
0, T ; L2(Ω)) as k → ∞. (3.16)
We replace yn by ynk and take k → ∞ in (3.8). Then, by the standard argument in Dautray and Lions [6, pp. 561–565], we
conclude that limit y is a weak solution of⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2 y
∂t2
+2 y − (1+ |∇ y|22)y = f + Bu in Q ,
y = ∂ y
∂ν
= 0 on Σ,
y(0, x) = y0(x), ∂ y
∂t
(0, x) = y1(x) in Ω.
(3.17)
Moreover, from the uniqueness of the weak solutions, we conclude that y = y(u) in W(0, T ), which implies that
y(vn) → y(u) weakly in W(0, T ). Since C is continuous in W(0, T ) and ‖ · ‖M is lower semi-continuous, it follows that∥∥C y(u) − zd∥∥M  lim infn→∞ ∥∥C y(vn)− zd∥∥M .
It is also clear from lim infk→∞ ‖R 12 vn‖U  ‖R 12 v‖U that lim infk→∞(Rvn, vn)U  (Ru,u)U . Hence,
J = lim inf
n→∞ J (vn) J (u).
However, since J (u) J by deﬁnition, we conclude that J (u) = infv∈Uad J (v). This completes the proof. 
Remark 3.1. It should be noted that when the control system is linear, we can quote Lions [11, pp. 15–16] to show the
uniqueness of the minimizers for quadratic cost functions. However, there are no general answers or methods for nonlinear
control systems, because the characterization of minimizers is given by the variational inequality within the closed convex
admissible set Uad via the Gâteaux derivative of solution mapping u → y(u). As discussed in Lions [11, pp. 15–16], in linear
control problems, we can use the explicit form of the Gâteaux derivative of solution mapping to prove the uniqueness of
the minimizers. On the other hand, in nonlinear control problems, as we will show later, the Gâteaux derivative of solution
mapping is given as a weak solution of the linearized problem. Therefore we cannot use the Gâteaux derivative directly as
we did in the case of linear problem.
In this section, we will characterize the optimal controls by giving the necessary conditions for optimality. For this, it is
necessary to write down the necessary optimality condition
D J (u)(v − u) 0 for all v ∈ Uad (3.18)
and analyze (3.18) in view of the proper adjoint state system, where D J (u) denotes the Gâteaux derivative of J (v) at v = u.
In other words we must prove that the mapping v → y(v) of U into W(0, T ) is Gâteaux differentiable at v = u. First, we
observe the continuity of the mapping. The lemma shown below follows immediately from Theorem 2.2.
Lemma 3.2. Let w ∈ U be arbitrarily ﬁxed. Then,
lim
λ→0 y(u + λw) = y(u) strongly in W(0, T ). (3.19)
The solution map v → y(v) of U into W(0, T ) is said to be Gâteaux differentiable at v = u if for any w ∈ U , there exists
a Dy(u) ∈ L(U ,W(0, T )) such that∥∥∥∥1λ
(
y(u + λw)− y(u))− Dy(u)w∥∥∥∥W(0,T ) → 0 as λ → 0.
The operator Dy(u) denotes the Gâteaux derivative of y(u) at v = u, and the function Dy(u)w ∈ W(0, T ) is called the
Gâteaux derivative in the direction w ∈ U , which plays an important role in characterizing the optimal condition.
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v = u in the direction v − u ∈ U , say z = Dy(u)(v − u), is a unique weak solution of the following problem⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2z
∂t2
+2z − (1+ ∣∣∇ y(u)∣∣22)z − 2(∇ y(u),∇z)2y(u) = B(v − u) in Q ,
z = ∂z
∂ν
= 0 on Σ,
z(0, x) = 0, ∂z
∂t
(0, x) = 0 in Ω.
(3.20)
Proof. Let λ ∈ (−1,1), λ = 0. We set w = v − u and
zλ = λ−1
(
y(u + λw)− y(u)).
Then, zλ satisﬁes the following in weak sense⎧⎨
⎩ z
′′
λ +2zλ −
(
1+ ∣∣∇ y(u + λw)∣∣22)zλ = 1λ
(∣∣∇ y(u + λw)∣∣22 − ∣∣∇ y(u)∣∣22)y(u)+ Bw in Q ,
zλ(0) = 0, z′λ(0) = 0 in Ω.
(3.21)
We use the simple equality
1
λ
(∣∣∇ y(u + λw)∣∣22 − ∣∣∇ y(u)∣∣22)= (∇zλ,∇ y(u + λw)+ ∇ y(u))2.
To estimate zλ we multiply the weak form of (3.21) by 2z′λ and use the above equality. Then, we have
d
dt
{∣∣z′λ(t)∣∣22 + ∣∣zλ(t)∣∣22}= 2(∇zλ(t),∇ y(u + λw; t)+ ∇ y(u; t))2(y(u; t), z′λ(t))2
+ 2((1+ ∣∣∇ y(u + λw; t)∣∣22)zλ(t), z′λ(t))2 + 2(Bw(t), z′λ(t))2. (3.22)
We integrate (3.22) over [0, t] to have
∣∣z′λ(t)∣∣22 + ∣∣zλ(t)∣∣22 = 2
t∫
0
(∇zλ,∇ y(u + λw)+ ∇ y(u))2(y(u), z′λ)2 ds
+ 2
t∫
0
((
1+ ∣∣∇ y(u + λw)∣∣22)zλ, z′λ)2 ds + 2
t∫
0
(
Bw, z′λ
)
2 ds. (3.23)
By Cauchy–Schwarz and Young inequality, we can estimate each of the integrands of (3.23) as follows:∣∣2(∇zλ,∇ y(u + λw)+ ∇ y(u))2(y(u), z′λ)2∣∣ 4C2|∇zλ|2∣∣z′λ∣∣2
 4c0C2|zλ|2
∣∣z′λ∣∣2  2c0C2|zλ|22 + 2c0C2∣∣z′λ∣∣22, (3.24)∣∣2((1+ ∣∣∇ y(u + λw)∣∣22)zλ, z′λ)2∣∣ 2(C2 + 1)|zλ|2∣∣z′λ∣∣2

(
C2 + 1)|zλ|22 + (C2 + 1)∣∣z′λ∣∣22, (3.25)∣∣2(Bw, z′λ)2∣∣ 2|Bw|2∣∣z′λ∣∣2  |Bw|22 + ∣∣z′λ∣∣22, (3.26)
where c0 is an imbedding constant from H20(Ω) to H
1
0(Ω) and C is a positive constant depending only on the data. Com-
bining (3.23) with (3.24)–(3.26), we have
∣∣z′λ(t)∣∣22 + ∣∣zλ(t)∣∣22  (2+ C2(2c0 + 1))
t∫
0
(∣∣z′λ∣∣22 + |zλ|22)ds + ‖Bw‖2L2(0,T ;L2(Ω)). (3.27)
By applying the Gronwall’s inequality to (3.27), we obtain∣∣z′λ(t)∣∣22 + ∣∣zλ(t)∣∣22  C0‖Bw‖2L2(0,T ;L2(Ω)), (3.28)
where C0 is a constant. The inequality (3.28) provides the boundedness of zλ in W(0, T ) via (3.21). Therefore, we can infer
that there exists a z ∈ W(0, T ) and a sequence {λk} ⊂ (−1,1) tending to 0 such that
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zλk ⇀ z weakly
∗ in L∞
(
0, T ; H20(Ω)
)
as k → ∞, (3.30)
z′λk ⇀ z
′ weakly∗ in L∞
(
0, T ; L2(Ω)) as k → ∞. (3.31)
From Lemma 3.2 and (3.29), we can easily know that(
1+ ∣∣∇ y(u + λkw)∣∣22)zλk ⇀ (1+ ∣∣∇ y(u)∣∣22)z weakly in L2(0, T ; L2(Ω)) as k → ∞. (3.32)
And also by Lemma 3.2 and (3.29) we can deduce that(∇zλk ,∇ y(u + λkw))2 → (∇z,∇ y(u))2 in C([0, T ])
as k → ∞. Therefore, we can obtain that
1
λk
(∣∣∇ y(u + λkw)∣∣22 − ∣∣∇ y(u)∣∣22)y(u) = (∇zλk ,∇ y(u + λkw)+ ∇ y(u))2y(u) → 2(∇z,∇ y(u))2y(u)
strongly in L2
(
0, T ; L2(Ω)) as k → ∞. (3.33)
Hence from (3.29) to (3.33) it is fulﬁlled that zλ → z = Dy(u)w weakly in W(0, T ) as λ → 0 in which z is a weak solution
of (3.20). Consequently the solution mapping v → y(v) of U into W(0, T ) is Gâteaux differentiable in weak topology of
W(0, T ). But this convergency can be improved by showing the strong convergence of {zλ} also in the topology of W(0, T ).
Subtracting (3.21) from (3.20) and denoting zλ − z by φλ , we see that φλ satisfy the following in the weak sense:{
φ′′λ +2φλ −
(
1+ ∣∣∇ y(u + λw)∣∣22)φλ = 1(yλ)+ 2(yλ, zλ) in Q ,
φλ(0) = 0, φ′λ(0) = 0 in Ω.
(3.34)
Here in (3.34), for λ ∈ (−1,1) we set
1(yλ) =
(∣∣∇ y(u + λw)∣∣22 − ∣∣∇ y(u)∣∣22)z,
2(yλ, zλ) =
(∇zλ,∇ y(u + λw)+ ∇ y(u))2y(u)− 2(∇z,∇ y(u))2y(u).
From Lemma 3.2 and (3.33) we know that
1(yλ), 2(yλ, zλ) → 0 strongly in L2
(
0, T ; L2(Ω)) as λ → 0. (3.35)
We multiply φ′λ in the weak form of (3.34) and integrate it over [0, t] to have
∣∣φ′λ(t)∣∣22 + ∣∣φλ(t)∣∣22 = 2
t∫
0
(
1(yλ)+ 2(yλ, zλ),φ′λ
)
2 ds + 2
t∫
0
((
1+ ∣∣∇ y(u + λw)∣∣22)φλ,φ′λ)2 ds. (3.36)
The integral parts of the right member of (3.36) can be estimated as follows:
∣∣∣∣∣2
t∫
0
(
1(yλ)+ 2(yλ, zλ),φ′λ
)
2 ds
∣∣∣∣∣ 2
t∫
0
∣∣1(yλ)+ 2(yλ, zλ)∣∣2∣∣φ′λ∣∣2 ds

t∫
0
∣∣1(yλ)+ 2(yλ, zλ)∣∣22 ds +
t∫
0
∣∣φ′λ∣∣22 ds, (3.37)
∣∣∣∣∣2
t∫
0
((
1+ ∣∣∇ y(u + λw)∣∣22)φλ,φ′λ)2 ds
∣∣∣∣∣ 2(C2 + 1)
t∫
0
|φλ|2
∣∣φ′λ∣∣2 ds

(
C2 + 1)
t∫
0
|φλ|22 ds +
(
C2 + 1)
t∫
0
∣∣φ′λ∣∣22 ds, (3.38)
where C > 0 is a constant depending only on the data. We replace the right-hand side of (3.36) by the right members
of (3.37) and (3.38). And we apply the Gronwall inequality to the replaced inequality, then we arrive at∣∣φ′λ(t)∣∣22 + ∣∣φλ(t)∣∣22  C2∥∥1(yλ)+ 2(yλ, zλ)∥∥2L2(0,T ;L2(Ω)), (3.39)
where C2 is a constant. By virtue of (3.35) and (3.39) it is clear that
444 J. Hwang / J. Math. Anal. Appl. 353 (2009) 436–448φλ → 0 in C
([0, T ]; D()) as λ → 0, (3.40)
φ′λ → 0 in C
([0, T ]; L2(Ω)) as λ → 0. (3.41)
Finally, by (3.34), (3.40) and (3.41), it is followed that
zλ(·) → z(·) strongly in W(0, T ) as λ → 0. (3.42)
This completes the proof. 
Theorem 3.2 means that the cost J (v) is Gâteaux differentiable at u in the direction v − u and the optimality condi-
tion (3.18) is rewritten by
(
C y(u) − zd,C
(
Dy(u)(v − u)))M + (Ru, v − u)U
= 〈C∗ΛM(C y(u) − zd), Dy(u)(v − u)〉W(0,T )′,W(0,T ) + (Ru, v − u)U  0, ∀v ∈ Uad, (3.43)
where ΛM is the canonical isomorphism M onto M ′ . For simplicity, we consider the following two types of observations C
of distributive and terminal values.
1. We take M = L2(Q )× L2(Ω) and C ∈ L(W(0, T ),M) and observe z(v) = C y(v) = (y(v; ·), y(v; T )) ∈ L2(Q )× L2(Ω).
2. We take M = L2(Q )× L2(Ω) and C ∈ L(W(0, T ),M) and observe z(v) = C y(v) = y′(v; ·) ∈ L2(Q ).
3.1. Case of distributive and terminal values observations
In this subsection we consider the cost functional expressed by
J (v) =
∫
Q
∣∣y(v)− Yd∣∣2 dxdt +
∫
Ω
∣∣y(v; T ) − Y Td ∣∣2 dx+ (Rv, v)U , ∀v ∈ Uad ⊂ U , (3.44)
where Yd ∈ L2(Q ) and Y Td ∈ L2(Ω) are desired values. Let u be the optimal control subject to (3.2) and (3.44). Then the
optimality condition (3.43) is represented by∫
Q
(
y(u)− Yd
)
z dxdt +
∫
Ω
(
y(u; T ) − Y Td
)
z(T )dx+ (Ru, v − u)U  0, ∀v ∈ Uad, (3.45)
where z is the weak solution of Eq. (3.20). Now we will formulate the adjoint system to describe the optimality condition
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2p(u)
∂t2
+2p(u) − G(y(u), p(u))= y(u)− Yd in Q ,
p(u) = ∂p(u)
∂ν
= 0 on Σ,
p(u; T , x) = 0, ∂p
∂t
(u; T , x) = −y(u; T , x) + Y Td (x) in Ω,
(3.46)
where
G(y(u), p(u))= (1+ ∣∣∇ y(u)∣∣22)p(u) + 2(∇ y(u),∇p(u))2y(u).
Then we note that
G(y(u), ·) ∈ L(H20(Ω), L2(Ω)), (3.47)
and by integration by parts that
(G(y(u),ψ), φ)2 = (ψ,G(y(u),φ))2 for all φ,ψ ∈ H20(Ω). (3.48)
Taking into account the observation conditions y(u)− Yd ∈ L2(Q ) = L2(0, T ; L2(Ω)), −y(u; T )+ Y Td ∈ L2(Ω), and (3.47),
we can employ the linear theory of Dautray and Lions [6, pp. 570–589] to ensure that (3.46), after reversing the direction
of time t → T − t, admits a unique weak solution p(u) ∈ W(0, T ) ∩ C([0, T ]; H20(Ω)) ∩ C1([0, T ]; L2(Ω)).
Now, we can provide the characterization for the optimal control u of the quadratic cost (3.44) as follows.
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⎪⎪⎪⎪⎪⎪⎩
∂2 y(u)
∂t2
+2 y(u)− (1+ ∣∣∇ y(u)∣∣22)y(u) = f + Bu in Q ,
y(u) = ∂ y(u)
∂ν
= 0 on Σ,
y(u;0, x) = y0(x), ∂ y
∂t
(u;0, x) = y1(x) in Ω,
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2p(u)
∂t2
+2p(u) − G(y(u), p(u))= y(u)− Yd in Q ,
p(u) = ∂p(u)
∂ν
= 0 on Σ,
p(u; T , x) = 0, ∂p
∂t
(u; T , x) = −y(u; T , x) + Y Td (x) in Ω,
T∫
0
(
p(u), B(v − u))2 dt + (Ru, v − u)U  0, ∀v ∈ Uad.
Proof. We multiply both sides of the weak form of Eq. (3.46) by z(t) and integrate it over [0, T ]. Then, we have
T∫
0
〈
p′′(u), z
〉
−2,2 dt +
T∫
0
〈
2p(u), z
〉
−2,2 dt −
T∫
0
(G(y(u), p(u)), z)2 dt =
T∫
0
(
y(u)− Yd, z
)
2 dt. (3.49)
By the terminal value conditions of p in (3.46), equality (3.48), Eq. (3.20) for z, we can perform integration by parts and
verify that the left-hand side of (3.49) yields
(
p(u; T ), z(T ))2 +
T∫
0
〈
p(u), z′′ +2z〉2,−2 dt −
T∫
0
(
p(u),G(y(u), z))2 dt
= −(y(u; T ) − Y Td , z(T ))2 +
T∫
0
(
p(u), B(v − u))2 dt. (3.50)
Therefore, by combining (3.49) and (3.50), we can deduce that the optimality condition (3.45) is equivalent to
T∫
0
(
p(u), B(v − u))2 dt + (Ru, v − u)U  0, ∀v ∈ Uad.
Hence, this theorem is proved. 
3.2. Case of velocity observations
We consider the following velocity cost functional expressed by
J (v) =
∫
Q
∣∣∣∣∂ y∂t (v) − Yd
∣∣∣∣
2
dxdt + (Rv, v)U , ∀v ∈ Uad, (3.51)
where Yd ∈ L2(Q ). Let u be the optimal control subject to (3.2) and (3.51). Then, the optimality condition (3.43) is rewritten
as ∫
Q
(
∂ y(u)
∂t
− Yd
)
∂z
∂t
dxdt + (Ru, v − u)U  0, ∀v ∈ Uad, (3.52)
where z is the weak solution of Eq. (3.20). Now, we formulate the following adjoint system to describe the optimality
condition for this observation case
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂2p(u)
∂t2
+2p(u) +
T∫
t
G
(
y(u),
∂p(u)
∂t
)
ds = ∂ y(u)
∂t
− Yd in Q ,
p(u) = ∂p(u)
∂ν
= 0 on Σ,
p(u; T , x) = 0, ∂p
∂t
(u; T , x) = 0 in Ω.
(3.53)
Remark 3.2. In addition to (3.47), the following condition is also satisﬁed:
G(y(u), ·) ∈ L(L2(Ω), H−2(Ω)). (3.54)
Therefore, from the well-posedness results (for example Dautray and Lions [6, pp. 661–662], Hwang and Nakagiri [9])
for the second order integro-differential equations, it is conﬁrmed that (3.53), after reverse of time direction t → T − t ,
admits a unique weak solution p(u) ∈ W(0, T )∩ C([0, T ]; H20(Ω))∩ C1([0, T ]; L2(Ω)) under the data conditions ∂ y(u)∂t − Yd ∈
L2(0, T ; L2(Ω)).
The optimality condition for the optimal control u for the cost (3.51) is given by the following theorem.
Theorem 3.4. The optimal control u for (3.51) is characterized by the following system of equations and inequality:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂2 y(u)
∂t2
+2 y(u)− (1+ ∣∣∇ y(u)∣∣22)y(u) = f + Bu in Q ,
y(u) = ∂ y(u)
∂ν
= 0 on Σ,
y(u;0, x) = y0(x), ∂ y
∂t
(u;0, x) = y1(x) in Ω,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂2p(u)
∂t2
+2p(u) +
T∫
t
G
(
y(u),
∂p(u)
∂t
)
ds = ∂ y(u)
∂t
− Yd in Q ,
p(u) = ∂p(u)
∂ν
= 0 on Σ,
p(u; T , x) = 0, ∂p
∂t
(u; T , x) = 0 in Ω,
−
T∫
0
(
∂p(u)
∂t
, B(v − u)
)
2
dt + (Ru, v − u)U  0, ∀v ∈ Uad.
Remark 3.3. To prove Theorem 3.4, we must multiply (the weak form of) (3.53) by z′ . Then, by performing integration
by parts, as in the proof of Theorem 3.3, we can obtain the optimality condition given in Theorem 3.4. However, we note
that it is just formal procedure. Actually it is meaningless to multiply (3.53) by z′ because we can just guarantee that
z′ ∈ C([0, T ]; L2(Ω)). To overcome this diﬃculty, we use the regularization method explained in Lions [11, pp. 286–288] to
induce the optimality condition of Theorem 3.4.
Proof of Theorem 3.4. As explained above, we prove this theorem by the regularization method. For this purpose, we extend
the time domains of Eqs. (3.20) and (3.53) to Rt by introducing ψ and φ as the solutions of⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ψ ′′ +2ψ − G(y(u),ψ)= { B(v − u) in Q ,
0 otherwise,
ψ = ∂ψ
∂ν
= 0 on Rt × ∂Ω,
ψ(0) = 0, ψ ′(0) = 0
(3.55)
and
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⎪⎪⎪⎪⎪⎪⎪⎩
φ′′ +2φ +
T∫
t
G(y(u),φ′)ds = { y′(u)− Yd in Q ,
0 otherwise,
φ = ∂φ
∂ν
= 0 on Rt × ∂Ω,
φ(T ) = 0, φ′(T ) = 0,
(3.56)
respectively.
Then, we have
ψ = z in Q , φ = p(u) in Q ,
and we formally obtain
∫
Rt
(
y′(u) − Yd, z′
)
2 dt =
∫
Rt×Ω
(
φ′′ +2φ +
T∫
t
G(y(u),φ′)ds
)
ψ ′ dt dx. (3.57)
Let ρn(t) = ρn be a regularizing sequence on Rt . Then, the right-hand side of (3.57) becomes equal to
lim
n→∞
∫
Rt
〈(
φ′′ +2φ) ∗ ρn +
( T∫
t
G(y(u),φ′)ds
)
∗ ρn,ψ ′ ∗ ρn
〉
−2,2
dt = lim
n→∞ Xn. (3.58)
By integration by parts in Xn , we have
Xn =
∫
Rt
(
(−φ′ ∗ ρn,ψ ′′ ∗ ρn)2 +
〈(
2φ
) ∗ ρn,ψ ′ ∗ ρn〉−2,2 + (G(y(u),φ′) ∗ ρn,ψ ∗ ρn)2)dt. (3.59)
Using the equality ψ ′′ = B(v − u)−2ψ + G(y(u),ψ), (3.59) can be represented again by
Xn =
∫
Rt
(−φ′ ∗ ρn, B(v − u) ∗ ρn)2 dt + Y 1n + Y 2n , (3.60)
where
Y 1n =
∫
Rt
(〈
φ′ ∗ ρn,
(
2ψ
) ∗ ρn〉2,−2 + 〈(2φ) ∗ ρn,ψ ′ ∗ ρn〉−2,2)dt,
Y 2n =
∫
Rt
((G(y(u),φ′) ∗ ρn,ψ ∗ ρn)2 − (φ′ ∗ ρn,G(y(u),ψ) ∗ ρn)2)dt.
We immediately know that Y 1n = 0 by integration by parts, and
Y 2n →
∫
Rt
((G(y(u),φ′),ψ)2 − (φ′,G(y(u),ψ))2)dt as n → ∞.
Then, (3.48) implies Y 2n → 0 as n → ∞. Consequently we observe that
lim
n→∞ Xn =
∫
Rt
(−φ′, B(v − u))2 dt. (3.61)
Therefore, combining (3.61) with (3.57) via (3.58), we arrive at the optimality condition of this theorem. 
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