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Small World(p = 0.2) 11 0.19 8.88 46.74 6532
Random 8 0.52 10.02 19.26 2393
Random Regular 8 0.58 7.66 13.21 1848
Optimized(2nd eigenvalue) 7 0.76 12.50 16.45 1542
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Table 6.2:
H
H
H
H
H
H
H
H
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condition
number
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Table 6.3:
H
H
H
H
H
H
H
H
2
condition
number
Regular(100node) 25 0.019 6.24 328.42 56093
Optimized(100node) 5 1.14 8.38 7.34 907
Regular(500node) 125 0.0008 6.25 7812.50 1604837
Optimized(500node) 7 0.81 10.00 12.30 1443
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H
H
H
H
H
H
H
H
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condition
number
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