Abstract-A probabilistic pursuit-evasion game from the literature is used as an example to study constrained communication in multi-robot systems. Communication protocols based on time-triggered and event-triggered synchronization schemes are considered. It is shown that by limiting the communication to events when the probabilistic map updated by the individual pursuer contains new information, as measured through a map entropy, the utilization of the communication link can be considerably improved compared to conventional time-triggered communication.
I. INTRODUCTION
Multi-robot systems have many advantages compared to single-robot systems, including improved flexibility, sensing, and reliability. For most mobile robot systems, one needs to address challenges related to sensor noise, self-localization, and partial knowledge of the environment. For a multi-robot system, the inter-robot communication adds to this list. In practice, every communication channel has a limited bandwidth, which is due to the physical laws on the achievable data rate and to that channels might be shared with other users. The performance of the multi-robot system is often highly dependent on the utilization of the communication network. Still, integrated design of communication protocols has so far gained little attention in the literature of multirobot systems, cf., [I] , [2] .
The main contribution of this paper is to illustrate how information theory [3] , [4] can be used in the design of a multi-robot system, in order to optimize the communication utilization with respect to a control performance. We let a pursuit-evasion game [5] , [ 6 ] , [7] , [SI with several pursuers serve as a prototype system, since it is a good representative for many multi-robot tasks. In particular we consider a probabilistic approach for pursuit-evasion where each pursuer build a probabilistic map of the environment [7] , [9] . Map entropy is used as an information measure of the probabilistic map. It establishes an event-triggered communication scheme for the pursuers, which is compared with a time-triggered scheme with periodic communications. The considered multirobot problem can be viewed as a realistic benchmark problem for the design of integrated control and communication systems. Recent work in that area has focused mainly on stabilizability under limited communication, e.g., [IO] The paper is organized as follow. In Section II we extend the pursuit-evasion model of Hespanha et al. [7] by introducing an explicit broadcasting communication protocol for the pursuer, in which they synchronize their probabilistic maps by broadcasting the current map to each other. Two particular communication schemes are discussed in Section ID: timetriggered and event-triggered. The synchronization events are in the latter based on the probabilistic map entropy. In Section IV quantization is utilized to cope with bandwidth limitations. It is shown that the map entropy can be used to quantize the probabilistic map in an efficient way. Simulation results are presented in Section V.
PURSUIT-EVASION WITH COMMUNICATION
We consider a pursuit-evasion game with np > 1 pursuers, P I , . . . , PnPl and one randomly moving evader. Following Hespanha et al. [7] , we suppose that the game is played in a finite-dimensional square space, uniformly partitioned in n: < 00 cells denoted
Each cell can be occupied by the evader, a pursuer or an obstacle. Neither the evader nor the pursuers can occupy a cell with an obstacle, although the evader and a pursuer can share a cell. The latter corresponds to a capture of the evader.
We assume discrete time t E 7 = (0,1,2,. . . }. The motions of the pursuers and the evader are modelled as a controlled Markov chain, see [8] for details. Pursuer Pz, i = 1,. . . np, senses at each time instance t E 7 the triple ZZ(t) = {sz(t)>oz(t),ez(t)} where s z ( t ) E X is the position of the pursuer, o,(t) C X is a measurement of the obstacle locations sensed by the pursuer, and e z ( t ) E X is the corresponding measurement of the evader'. We assume that all sensors (detecting position, obstacles, and evader) are ideal, and thus are not affected by measurement noise etc. The measurement space is denoted 2 = X x 2x x X , where 2x is the power set of X .
'Boldface indicates a random variable and the nomial typeface its realization.
A. Synchronization
We extend the pursuit-evasion model of Hespanha et al. by introducing limited pursuer communication. Pursuers gather individual sensor information, make local decisions and communicate at synchronization time instances T E 7. Transmitted data Y , is in this paper a probabilistic map, as introduced in next section. A synchronization is depicted in Figure 1 : the network is simultaneously accessed by all pursuers when a synchronization is performed. In the paper we consider two types of synchronization: time-triggered and event-triggered. A E 7 is the synchronization period. An event-triggered synchronization occurs at a time T~ E 7, at which a prespecified event takes place.
B. Probabilistic Map
The probabilistic map for a pursuer is the probability mass function for the position of the evader conditioned on the available data up to time t. where ZE E {zz(0), . . . , z z ( t ) } . is the sequence of measurements taken by pursuer P, up to time t and xe(t) E X is the position of the evader at time t.
~
The probabilistic map is a square matrix, where each element is given by equation (I) . The map is updated through a twostep algorithm: a measurement step in which P(xe(t) = zelZ; = Zt) is computed using the current measurements, and a prediction step in which s+l(ze, Zt) is computed using an evader motion model, see [7] for details. The game starts with an a-priori probabilistic map $h,-l(ze, 0) that we assume to be the uniform distribution.
C. Control Policy
Let u,(t) denote the control action of P,, which gives the position of P, at time t + 1. We consider greedy control policies with constrained motion for the pursuer, i.e.,
where N(si) are all neighboring cells of the current position si of Pi. Thus, at t the control policy moves P i to a neighboring cell ' U, which maximizes the conditional At a synchronization time T E I, each pursuer P i broadcasts probability of finding the evader at t + 1. The greedy policy does not maximize the local probabilistic map @f+,, but the probabilistic map p;,, which we let depend also on the probabilistic maps received through the network; hence the greedy policy (2) 
ENTROPY-TRIGGERED SYNCHRONIZATION
In this section we introduce an event-triggered synchronization scheme based on the map entropy. We use the notation for element II: = ( k , l ) E K of the probabilistic map of Pi and we let M i ( t ) denote the corresponding matrix. Inspired by information theory [4] we make the following definitions. 
A. Synchronization based on dynamic threshold
Let a synchronization event be triggered whenever otheiwise.
A(t + 1) = with X(0) = XO > 0 with ?-k being the time for synchronization k and 0 < a < 1.
The decreasing dynamic threshold is natural since the map entropy is in most cases decreasing with time.
B. Syncltronization based on relative map entropy
Let us consider a synchronization scheme based on the relative map entropy D that triggers a synchronization event whenever the local probabilistic map differs sufficiently much from the previously broadcasted map. Synchronization k is carried out when q A f ( q I l A f ( T k -1 ) > < Tk-1 < t i.e., a synchronization is performed when the relative entropy between the current probabilistic map and the last synchronized probabilistic map is larger than a positive constant (.
C. Discussion
The idea behind event-triggered synchronization based on the map entropy is that the map entropy should reflect the amount of information in the probabilistic map. It is then natural to expect that the map entropy decreases as a pursuer moves around gathering more and more information about the environment. Simulations show that this is often the case, in particular in the earlier part of a game. However, it is easy to construct counter examples in which the map entropy increases at one or more times before the evader is captured; thus in general H ( A d i ( t ) ) is not a decreasing function. On the other hand, for a static evader it is straightforward to show that H ( A f ' ( t ) ) is a decreasing function. This follows from that at each step the number of zero elements ~( t ) of A P ( t ) is non-decreasing, while all other elements are equal to 1/(1 -Z ( t ) ) .
Iv. BANDWIDTH LIMITATIONS
In order to cope with communication bandwidth limitations, it is natural to send only the part of the probabilistic map Ad that contains most of the information2. The idea is to transform the map A f into a new map K , denoted reproduction probabilistic map. The map K should contain almost all information in Ad but should require less bits to be encoded. We consider a vector quantization 
Q, we
The choice of granularity in the block partition, i.e., the order of the sub-matrices, should be chosen such that d(Ad, K ) is small. This corresponds to a small loss of information in the quantization. Trade-off between quantization granularity and distortion is treated by the rate distortion theory [16]. An analytical characterization of this trade-off seems to be hard to obtain in our case. We therefore consider two heuristic approaches.
A. Uniforin quantization
For uniform quantization, the block partition of Q is such that the order of all blocks are equal, ni = n. An illustrative example is shown in Figure 2 
B. Non-uniform quantization
A possible non-uniform quantization is illustrated in Figure 2(b) . This corresponds to a "divide-and-conquer" scheme, which is known as vector quantization with QuadTree In each recursion step, the current block is divided into four sub-matrices. Three of them are quantized using (3), while the remaining sub-block is partitioned into four sub-blocks, and so on. The recursion stops when the smallest block has reached a preassigned dimension n. Compared with uniform quantization, one advantage of the non-uniform quantization is the possibility of an on-line termination of the quantization if the loss of information is too high, i.e., if the distortion measure d(Ad, K ) is too large. Solving the recursion (4), we find that the number of values to transmit is in the order of log nz + n2. is about the same. Hence, event-triggered synchronization allows a more efficient utilization of the communication channel. This fact is also illustrated in Figure 4 . The main difference between the two event-triggered schemes is mainly the distribution of synchronization times. We see that when using relative map entropy the pursuers tend to communicate more regularly. This is due to that new information is available quite regularly for the pursuers and this information triggers the synchronization events in this scheme. In Figure 5 the uniform and non-uniform quantization strategies are compared. The results are for a game with two pursuers and one evader on an environment that consists of nz = 322 cells. The synchronization is time-triggered with period A = 20. The quantization map Q has been chosen so that the dimension of the sub-matrices Ici is n2 = 82. 
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented communication protocols based on time-triggered and event-triggered synchronization for a distributed pursuit-evasion game. The event-triggered schemes were based on the entropy of the probabilistic map. Simulations showed that by limiting the communication to certain events, the utilization of the communication link can be considerably improved compared to conventional time-triggered communication with uniformly distributed synchronization times. Two vector quantization maps were considered in order to cope with bandwidth limitations. A distortion measure based on the map entropy was introduced to evaluate the compression of the probabilistic map. The communication schemes developed in the paper can be applied in cases when a probabilistic map has to be sent through a network channel to a decision maker. This is common in mobile robotics: examples include localization of robots using occupancy grids [ 181, [ 2 ] . A related problem of our current interest is optimal localization of mobile sensors, which share a bandwidth limited communication channel. 
