We consider the extremal behaviour of Markov chains. Rootz en 18] gives conditions for stationary, regenerative sequences so that the normalized process of level exceedances converges in distribution to a compound Poisson process. He also provides expressions for the extremal index and the compounding probabilities, though in general it is not easy to evaluate these. We show how in a number of instances Markov chains can be coupled with two random walks which, in terms of extremal behaviour, bound the chain from above and below. Using a limiting argument it is shown that the lower bound converges to the upper one, yielding the extremal index and the compounding probabilities of the Markov chain. Fluctuation properties of random walks can be characterised accurately using Gr ubel's FFT technique 9]. His algorithm for the stationary distribution of a G/G/1 queue is adapted for the extremal index; it yields approximate, but very accurate results. Compounding probabilities are calculated explicitly in a similar fashion. The technique is applied to: (i) the G/G/1 queue; (ii) G/M/c queues; (iii) autoregressive conditional heteroscedastic (ARCH) processes, whose extremal behaviour de Haan et al. 6] characterized using simulation.
Introduction
Let fX k g be a stationary process with state space S R (the real numbers) and stationary (marginal) distribution function F. It is well-known (cf. Leadbetter exists such that the maximum M n = max 1 k n X k satis es P(M n u n ) ? F n 1 (u n )] ! 0; for sequences u n = u n ( ) with n(1 ? F(u n )) ! > 0, as n ! 1. The parameter 1 is called the extremal index of fX k g.
For stationary, regenerative sequences satisfying some additional requirements, Rootz en 18] shows that the normalized process of level exceedances converges in distribution to a compound Poisson process on R + , and he provides expressions for the extremal index 1 and the compounding probabilities.
We will consider Harris recurrent Markov chains which are asymptotically homogeneous, that is, they satisfy the additional property that the conditional increment X k+1 ? X k , given X k = x, converges to a random variable with E < 0, as x ! 1.
Perhaps the rst one to note that the extremal properties for this class of Markov chains can be described in terms of level exceedances of the random walk S k = 1 + : : : + k was Aldous in his book on clumping heuristics 2]. This feature was noticed by Rootz en for the G/G/1 queue (cf. Rootz en 18], Section 6), by de Haan et al. 6 ] for ARCH processes, and in a more general context by Smith 19] and Perfekt 17] .
In this article we present an algorithm, based on Gr ubel's 9] algorithm for the stationary waiting time of stable G/G/1 queues. Apparently, this queueing result was already known to Ackroyd 1] , though Gr ubel, unaware of this, provided a rm theoretical basis. This algorithm allows one to compute the extremal index for positive recurrent Harris chains satisfying the weak convergence of the conditional increment given above, and with marginal distribution F belonging to the domain of attraction of the Gumbel distribution. The compounding probabilities of the Poisson process of level exceedances can be computed as well. Numerical results are very accurate when the tails of the distribution of the limiting step size are su ciently at. The algorithm is given in Section 3.
In order to determine whether in speci c cases this algorithm can be applied, we provide su cient conditions that are easy to verify (Section 2, Theorem 1). Although these conditions may be strict, we think that they do contribute to the theory of extremes for stationary Markov processes, mainly because the condition
(for suitable sequences u n and p n ; see Perfekt 17] , Smith 19] ), which is di cult to verify in practice, is absent from Theorem 1.
Finally, in Section 4, we apply the method to the following cases: (i) G/G/1 queues, (ii) G/M/c queues, (iii) ARCH processes.
Theory
Let fX k g be a stationary Markov chain with state space S R and stationary distribution F. We consider the case where the right endpoint of F is +1. The chain can be represented recursively by 
Let fS k g denote the random walk with step .
Remark. A process structure as described here is often found in queueing theory. For instance, let X k be the waiting time of the k-th customer in a G/G/ Below we prove an easy variant of Corollary 4.2 of Rootz en 18]. In his corollary, Rootz en shows for regenerative processes satisfying some additional requirements on the mean cycle lengths, that the extremal index can be calculated as the limit of the conditional probability that the process does not exceed level u n during the rst delayed regeneration cycle, given that the process starts above level u n . We show that in the present case it su ces to consider the process until it hits the regeneration set (?1; a] \ S for the rst time.
A set R S is called a regeneration set if R is recurrent (for all x 2 S we have that P x ( R < 1) = 1, where R is the hitting time of R), and if there exists a number p 2 (0; 1], a positive integer r and a probability measure with the property that 
for some sequence u n = u n ( ) with n(1 ? F(u n )) ! , for some > 0. Proof. We rst show that EN a < 1 and EC 0 < 1. This follows from Gut ( 11] , Theorem 8.1), since for k < N a the Markov chain is dominated by the random walk X 0 +S a k , which has negative drift and so EN a cE(X 0 ? a)
where the constant c > 0 depends only on the value of a and the distribution of a . Letand P( sup
This expression can be made arbitrarily small, since p does not depend on u. 2
Remark. In the original corollary, Rootz en assumes that EC We are ready to formulate our main result. Theorem 1. Suppose fX k g satis es condition (2) and the sandwich (3), and for each m the set (?1; a m ] \ S is a regeneration set with aperiodic cycle length. Suppose that for some m 0 condition (6) with a = a m 0 is ful lled. Suppose further that for u ! 1,
! (x; 1); (10) for some non-degenerate measure on R + , then the extremal index 1 of fX k g is equal 
Proof. Condition (10) implies F 2 D( ) and (x; 1) = e ? x for some positive ; it also implies EX + 0 < 1. As in the lemma, the domination of fX k g in (a m ; 1) by a random walk with negative drift implies that EC 0 < 1, for any m m 0 . The method of proof is that we establish, for each a m and for n ! 1,
It then follows (with n := un ) that lim sup
where the equality follows from the weak convergence of n to the absolute continuous probability measure and the fact that the integrals both are convolution integrals evaluated at the point 0. Similarly, we have lim inf n!1 P( sup 
Hence (11) follows when we prove that for each a m and for n ! 1 the sandwich (13) holds. For brevity, replace a m by a. From (3) , by coupling of the steps of the Markov chain and the random walks, we can construct for X 0 > a and k N a , X 0 + S k X k X 0 + S a k ; a.s.
Further, we have T a := inffk : X 0 + S k ag N a R a := inffk : X 0 + S a k ag, and N a C 0 . From these inequalities, for arbitrary n,
Since condition (6) is ful lled for some a m 0 , it is ful lled for each a m > a m 0 . Hence, Lemma 1 implies that for all but a nite number of a's, lim n!1 P( sup Na k C 0 X k > u n jX 0 > u n ) = 0: (19) This establishes the left hand side of (13) . Now use the left hand side of (17) to conclude P( sup 1 k C 0 X k u n j X 0 > u n ) P( sup 1 k Ta X 0 + S k u n j X 0 > u n ): (20) Because T a is the hitting time of the set (?1; a] by the random walk fS k g, which has negative drift, we have for n ! 1,
The sandwich (13) is now immediate from (18) to (21). This nishes the proof of (11).
The proof of (12) follows the same lines and is therefore omitted. 2 Remark. Note that without the convergence am d ! one would still obtain bounds on 1 :
3 Computation
Suppose that for a stationary Markov chain fX k g the conditional increment X k+1 ? X k ,
given X k = x, converges in distribution to a random variable , and that the distribution of X 0 , given X 0 > x, converges to an exponential distribution with parameter , as x ! 1. De ne T l = S 0 (l) , the l-th smallest of S 0 1 ; S 0 2 ; : : :, and P l (x) = P(T l x), all for l 1. (To use P(T l < x) instead would seem more natural, but P l is convenient, and without consequence as it is integrated with respect to an exponential density).
Using the Wiener-Hopf factorization algorithm by Gr ubel 9], a discrete approximation to the distribution of M = inffS 0 k : k 0g can be obtained. Combined with (26), which reads in this notation:
this yields the recursion.
The actual calculation scheme is as follows. As in Gr ubel's algorithm, it is based on Fourier transforms (FT) of discrete approximations to relevant distributions. Gr ubel's algorithm yields the FTs of M, L and m L . The product of the FTs of M and ? yields the FT of P 1 . The + and ? operators are easily implemented, so by applying (27) we get P ? 2 from P 1 , and then P 2 from (28). P 3 is derived from P 2 in the same manner. Thus, recursively, one obtains the FTs of the P l . Formula (25) is evaluated easily: by convolution with the exponential distribution. All this has been implemented in Matlab; the code is available from the authors. Matters related to the accuracy of results obtained this way are discussed in the next section. 
so if (30) can be solved, the extremal index is known. For exponential, uniform, Erlangk, and deterministic service times, among others, this can be done either explicitly or through a simple iteration procedure. For these distributions and for two values of (0.5 and 0.9) we shall below compare exact values for the extremal index 1 to the values obtained with the numerical procedure. Some error considerations are in order, however, as several factors a ect the accuracy of the numerical procedure. In order to use the fast Fourier transform, probability distributions have to be replaced by discretized, truncation versions on grid points kh, Here, as in the case described by Gr ubel 9] 2 )). Our experience indicates that the e ect of the truncation is best assessed through the amount of neglected probability mass, i.e., the total mass outside the interval that supports the discrete approximations (both for and the exponential distribution with parameter ). If is the maximum of these missing masses, for given m and h, then the following rule of thumb seems to hold: the error in the value of the extremal index 1 extrapolated from the cases (m; h) and (m=2; 2h) is smaller than max(10 ; h 2 ). There are few hard results on these issues, fewer of practical use; see Embrechts et al. 7] for a more elaborate discussion, and Gr ubel and Pitts 10] In the table below exact values are compared against the numerical answers, again with m = 2 13 . The rule of thumb stated above seems very reliable for 1 , and it is based on evidence from a di erent array of cases; it seems inadvisable, however, to extend this rule to the other thetas, without more evidence or a theoretical footing for this error estimate. The 
