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1. INTRODUCTION
Over the last 20 years, the Adomian decomposition approach has been
applied to obtain formal solutions to a wide class of both deterministic and
w xstochastic PDEs 1]4 . However, when initial andror boundary conditions
w xhave to be imposed, there are still difficulties that can be encountered 5 .
Further, mainly direct and well-posed problems have been investigated in
the past, and the purpose of this paper is to extend the application of the
decomposition method for solving inverse and ill-posed problems. This is
discussed in the field of heat conduction applications, where several
inverse boundary value problems have physical motivation, but the same
analysis also applies for the wave equation.
Let us consider, for simplicity, the homogeneous, linear one-dimensional
heat conduction parabolic partial differential equation, namely,
› 2 u › u
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Higher dimensional, inhomogeneous, and nonlinear associated equations
w xmay be treated, in principle, based on the same analysis, 3, 4 .
w xFollowing 6 we define the linear operators
L s › 2r› x 2 , L s ›r› t 2Ž .x x t
Ž .and write 1 as
w xL y L u s 0. 3Ž .x x t
By defining the one- and twofold integration inverse operators Ly1 andt
y1 Ž .L we can formally obtain from 3 thatx x
Ly1L u s Ly1L u , Ly1L u s Ly1L u , 4Ž .t t t x x x x x x x x t
from which it follows that
u x , t s p x q Ly1L u x , t ,Ž . Ž . Ž .t x x
5Ž .
u x , t s f t q xg t q Ly1L u x , t ,Ž . Ž . Ž . Ž .x x t
Ž . Ž . Ž .where the terms p x , f t , and g t are to be determined from the initial
andror boundary conditions, if prescribed. A complete specification of
these initial and boundary conditions would lead to a well-known direct
heat conduction problem. However, there are many practical applications
in which difficulties are experienced in measuring or producing the appro-
priate boundary conditions due to the inaccessibility of attaching boundary
sensorsrthermocouples. In such cases data are not available over the
entire boundary of the body, but instead are overspecified on the remain-
ing portion of the boundary, or are given at some interior points, giving
w xrise to inverse heat conduction problems 7 . Typical practical applications
include determination of the temperature and the heat flux at the highly
heated outer surface of a reentry vehicle in the atmosphere from measure-
ments taken inside the body, calorimeter-type instrumentation, combus-
tion chambers, etc.
2. THE GENERALIZED INVERSE HEAT
CONDUCTION PROBLEM
We consider a one-dimensional inverse problem in heat conduction in
Ž . Ž .which the temperature and the heat flux histories f t and g t on the0 0
Ž .left boundary x s 0 are desired and unknown, and the temperature and
Ž . Ž .the heat flux histories f t and g t , respectively, are measured at the1 1
Ž .right boundary x s 1, namely,
› u
u 1, t s f t , 1, t s g t , t ) 0. 6Ž . Ž . Ž . Ž . Ž .1 1› x
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In this case, the inverse operator Ly1 can be formally defined asx x
x x9y1L s dx9 dx0 . 7Ž .H Hx x
1 1
If we now define
u x , t s f t q x y 1 g t , 8Ž . Ž . Ž . Ž . Ž .0 1 1
Ž .then we can seek the solution u x, t of the generalized inverse heat
Ž . Ž .conduction problem 3 and 6 based on Adomian's decomposition ap-
proach, as
‘
u s u , 9Ž .Ý n
ns0
where
u s Ly1L u , n G 0. 10Ž .nq1 x x t n
Ž .Conditions for the convergence of the decomposition series 9 were
w x Ž .investigated in 8 . Let us now apply the recurrence relationship 10 with
Ž .the starting term 8 , which successively yields
2 3x y 1 x y 1Ž . Ž .
X Xy1u s L L u s f t q g t , 11Ž . Ž . Ž .1 x x t 0 1 12! 3!
4 5x y 1 x y 1Ž . Ž .
Y Yy1u s L L u s f t q g t , 12Ž . Ž . Ž .2 x x t 1 1 14! 5!
and, in general,
2 n 2 nq1x y 1 x y 1Ž . Ž .y1 Žn. Žn.u s L L u s f t q g t . 13Ž . Ž . Ž .n x x t ny1 1 12n ! 2n q 1 !Ž . Ž .
Ž . Ž .Based on 9 and 13 we obtain the general representation of the solution:
2 n 2 nq1‘ x y 1 x y 1Ž . Ž .
Žn. Žn.u x , t s f t q g t . 14Ž . Ž . Ž . Ž .Ý 1 1½ 52n ! 2n q 1 !Ž . Ž .ns0
Ž . w x w xFormula 14 was previously obtained in 9 and 10 based on the separa-
tion of variables technique, with natural extensions to cylindrical and
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spherical coordinates. A further generalization when the boundary x s 1
Ž . w xis replaced by a moving boundary x s s t can be found in 11 . However,
extensions to higher dimensions using the separation of variables tech-
nique are not as feasible as with the decomposition method. For example,
if we consider a two-dimensional inverse generalized heat conduction
problem, namely,
› 2 u › 2 u › u
q y s 0, 0 - x - 1, 0 - y - 1, t ) 0, 15Ž .2 2 › t› x › y
subject to
u 1, y , t s f y , t , u 1, y , t s g y , t ,Ž . Ž . Ž . Ž .1 x 1
16Ž .
u x , 1, t s f x , t , u x , 1, t s g x , t ,Ž . Ž . Ž . Ž .2 y 2
Ž . Ž .then the analogies of 8 and 10 would give
1u x , y , t s f y , t q x y 1 g y , tŽ . Ž . Ž . Ž .0 1 12
qf x , t q y y 1 g x , t , 174Ž . Ž . Ž . Ž .2 2
1 y1 y1 y1 y1u s L L q L L y L L y L L u , n G 0,nq1 x x t y y t x x y y y y x x n2
18Ž .
y y 9 Ž . 2 2where L s H dy9H dy0. For the test example u x, y, t s x q y q 4 t,y y 1 1
Ž . Ž .Eqs. 17 and 18 immediately give
x 2 q y2Ž .
u s 4 t q q x q y y 1,0 2
3 3 3
2 2u s x q y y x q y q ,Ž .Ž .1 4 2 2
3 3 3
2 2u s y x q y q x q y y ,Ž .Ž .2 8 4 4 19Ž .
3 3 3
2 2u s x q y y x q y q ,Ž .Ž .3 16 8 8
nnq1 nq13 y1 3 y1 3 y1Ž . Ž . Ž .
2 2u s x q y q x q y q ;n G 1.Ž .Ž .n n nnq1 2 22
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Ž .Now using the decomposition 9 yields the exact solution
n‘1 3 1
2 2u s 4 t q x q y q yŽ . Ý ž /2 4 2ns0
n‘3 1
q x q y y 1 1 y yŽ . Ý ž /2 2ns0
s 4 t q x 2 q y2 20Ž .
as required. Using the separation of variables technique, this solution
could not be obtained as easily.
Remark. Let us consider a one-dimensional heat conduction experi-
Ž .ment within a rod of unit length in which the temperature f t s 2 t q 11
Ž .and the heat flux g t s 2 are both prescribed at the end x s 1. Then1
Ž . Ž . 214 easily gives the exact solution u x, t s x q 2 t with only two terms in
Ž .2the series expansion: u s 2 t q 2 x y 1 and u s x y 1 . At this stage, it0 1
Ž .should be noted that the formal solution 14 gives the exact solution only
Ž . Ž .when the prescribed data f t and g t are exact and Holmgren analyti-1 1
Ž . w xcal differentiable such that the series 14 converges uniformly 12 . How-
ever, in practice the data are always contaminated with noise and the most
one can hope to measure is continuous data. In such a situation, one
w xshould first filter the data; for example, by using mollifiers 13 . Subse-
quently we describe how the mollification method can be used to enable
Adomian's decomposition method to be applicable to noisy continuous
data.
Ž .Since the formal solution 14 is unstable if noisy data f and g are1 1
prescribed, the ill-posed problem is closely approximated by a well-posed
problem whose solution is easily obtained using the decomposition method.
For this new well-posed problem, the existence, uniqueness, and stability
of the solution are proved and an error estimate of how well this solution
approximates the initial solution of the ill-posed problem is established.
Ž .In this setup the unknown temperature u x, t satisfies the heat conduc-
Ž .tion Eq. 1 subject to the overspecified boundary conditions at x s 1
Ž .given by 6 , with the corresponding approximate measured temperature
Ž . Ž .and heat flux functions f t and g t , respectively. The inverse prob-1m 1m
lem then requires the determination of the underspecified boundary values
of the temperature and heat flux at x s 0, namely,
› u
w xu 0, t s f t , y 0, t s g t , t g 0, 1 , 21Ž . Ž . Ž . Ž . Ž .0 0› x
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with the corresponding estimate temperature and heat flux functions
Ž . Ž .f t and g t , respectively.0 m 0 m
At this stage we assume that all the functions involved belong to the
space S, namely,
x 2
0 xS s f g C y‘, ‘ N f x s f 0 exp if x g y3d , 0 ;Ž . Ž . Ž . ŽŽ .22½ x y 3dŽ .
2x y 1Ž . ws f 1 exp if x g 1, 1 q 3d ;Ž . .Ž .2 2x y 1 y 3dŽ . Ž .
x ws 0 if x g y‘, y3d j 1 q 3d , ‘ 22Ž .Ž .Ž . 5
Ž .where d ) 0 is a prescribed constant. From definition 22 it is easy to see
that the maximum norm on S is well defined since
5 5 < < < <f s max f x s max f x - ‘ ;f g S. 23Ž . Ž . Ž .
Ž . w xxg y‘ , ‘ xg 0, 1
Ž .Applying the Fourier transformation with respect to time to 1 yields
u x , w s iwu x , w , x , w g 0, 1 = y‘, ‘ . 24Ž . Ž . Ž . Ž . Ž . Ž .Ã Ãx x
Ž .Equation 24 is a second-order ordinary differential equation in x which
has the solution
u x , w s A w exp ab x q B w exp yab x ,Ž . Ž . Ž . Ž . Ž .Ã
25Ž .
x , w g 0, 1 = y‘, ‘ ,Ž . Ž . Ž .
Ž < < .1r2 Ž . Ž .where a s w r2 , b s 1 q i sign w , and the coefficients A w and
Ž .B w are determined from the Fourier transformed boundary conditions
Ž . Ž . Ž .6 . After some calculus, it follows from 25 , using 21 , that
sinh abŽ .Ã Ãcosh abf w f wŽ .Ž . Ž .0 1abs . 26Ž .ž / ž /g w g wŽ . Ž .Ã Ã0 1 0yab sinh ab ycosh abŽ . Ž .
Ž . Ž . Ž .From 26 it can be seen that obtaining the functions f t and g t from0 0
Ž . Ž .f t and g t amplifies the error in a high-frequency component by the1 1
ŽŽ < < .1r2 .factor exp w r2 , showing that the inverse problem is highly ill-posed
in the high-frequency components. For any function f g S we define now
w xits d mollification by 13
‘





r t s exp y . 28Ž . Ž .d 1r2 2ž /dp d
Ž . Ž .From 27 and 28 it is easy to see that the mollified convolution
‘Ž . w xJ f g C y‘, ‘ . The mollification method 13 then stabilises the ill-d
posed problem by attempting to reconstruct the d mollifications J f andd 0
Ž . Ž . Ž .J g of the functions f and g , respectively. Mollifying 1 , 6 , and 21d 0 0 0
with respect to t, we obtain the associated problem
J u x , t s J u x , t , x , t g 0, 1 = 0, ‘ , 29Ž . Ž . Ž . Ž . Ž . Ž . Ž .d d x xt
J u 1, t s J f t , J u 1, t s J g t , t ) 0, 30Ž . Ž . Ž . Ž . Ž .d d 1m d x d 1m
J u 0, t s J f t , J u 0, t s J g t , t ) 0. 31Ž . Ž . Ž . Ž . Ž .d d 0 m d x d 0 m
‘Ž .Since f and g g S, it follows that J f and J g g C y‘, ‘ , and1m 1m d 1m d 1m
Ž . Ž .then the solution of the problem 29 and 30 can be obtained using the
w Ž .xdecomposition method see 14 as
2 n 2 nq1‘ x y 1 x y 1Ž . Ž .Ž . Ž .n nJ u x , t s J f t q J g t .Ž . Ž . Ž . Ž . Ž .Ýd d 1m d 1m½ 52n ! 2n q 1 !Ž . Ž .ns0
32Ž .
Ž . Ž .THEOREM 1 Existence of solution . The solution gi¤en by Eq. 32 exists,
Ž .i.e., the series in¤ol¤ed con¤erges uniformly and absolutely for x, t g
w x w .0, 1 = 0, ‘ .
Proof. It is sufficient to study the absolute convergence of series of the
form
2 n‘ x y 1Ž . Ž .n w xJ f t , x , t g 0, 1 = y‘, ‘ , 33Ž . Ž . Ž . Ž . Ž .Ý d2n !Ž .ns0
where f g S. Initially, we will show that for any d ) 0 and for any e ) 01
Ž .there is a C s C d , e ) 0 such that1 1 1
C 2n !Ž .1Ž .n< <J f t F ;n G 0, ; t g y‘, ‘ . 34Ž . Ž . Ž . Ž .d 2 n1 q eŽ .1
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Since f g S and
‘ ‘
< < 5 5 < < 5 5 5 5J f t F f r t y s ds s f r t y s ds s f - ‘,Ž . Ž . Ž . Ž .H Hd d d
y‘ y‘
35Ž .
Ž . 5 5then 34 holds for n s 0 by taking C s f . Assuming that n ) 0, then1
Ž .from the definition 27 we have
n
‘ dŽ .nJ f t s r t y s f s dsŽ . Ž . Ž . Ž .Ž .Hd dndty‘
‘
Žn.< < < <F r s f t y s ds. 36Ž . Ž . Ž .H d
y‘
Ž . w xBased on 28 we have 14
n 2 2y1 H srd exp ys rdŽ . Ž . Ž .nŽn.r s s , 37Ž . Ž .d 1r2 nq1p d
w xwhere H is the Hermite polynomial of order n. However, it is known 14n
that there is an A f 1.08 such that
1r22 n< <H z - A exp z r2 2 n! . 38Ž . Ž . Ž .Ž .n
Ž . Ž .Now from 36 ] 38 it is easy to see that for any d ) 0 and for any e ) 01
Ž .there is C s C d , e ) 0 such that1 1 1
1r2n
‘A 2 n! C 2n !Ž . Ž .1Ž .n< < < <J f t F f s ds FŽ . Ž . Ž .Hd 1r2 nq1 2 np d y‘ 1 q eŽ .1 39Ž .
;n G 0, ; t g y‘, ‘ .Ž .
Ž .Since f and g g S, then J f and J g will satisfy 39 . Then1m 1m d 1m d 1m
2 n 2 nq1x y 1 x y 1Ž . Ž .Ž . Ž .n nJ f t q J g tŽ . Ž . Ž . Ž .d 1m d 1m2n ! 2n q 1 !Ž . Ž .
2 n1 q e x y 11 w xF C 1 q , x , t g 0, 1 = 0, ‘ . 40Ž . . Ž .1½ 5 ž /2n q 1 1 q e1
Ž .Then the series 32 expressing J u is majorized by the convergent powerd
series
2 n‘ 1 q e x y 11 w xC 1 q , x g 0, 1 . 41Ž .Ý1 ½ 5 ž /2n q 1 1 q e1ns0
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Ž .By similar arguments J u , J u , and J u may be shown to exist and bed t d x d x x
Ž .the same as the result of term-by-term differentiation in 32 . Conse-
Ž .quently, the exact formula 32 holds, proving the existence of the solution
Ž . Ž .J u. By using 31 and 32 at x s 0 we can determine the mollifiedd
boundary temperature J f , J f and the mollified heat flux J g , J g .d 0 d 0 m d 0 d 0 m
The uniqueness of the solution follows from the analyticity of the
Ž . Ž . Ž .solution 32 of the problem 29 and 30 in the spatial variable x. Next,
Ž .we will show that solution 32 also depends continuously on the overspeci-
Ž . Ž .fied boundary data f t and g t .1m 1m
Ž . Ž . Ž .THEOREM 2 Stability of the solution . The problem 29 ] 31 is formally
stable with respect to perturbations in the o¤erspecified data.
Proof. Let us assume that the exact and measured data functions f ,1
g , f , g g S satisfy the error bounds1 1m 1m
5 5 5 5f y f F e , g y g F e . 42Ž .1 1m 1 1m
Ž .Repeating the same procedure as the one used to obtain 34 , we obtain,
after some calculus,
5 5 y1 5 5 y1J f y J f F 2e exp d , J g y J g F 3e exp d . 43Ž . Ž . Ž .d 0 d 0 m d 0 d 0 m
Ž .Inequalities 43 indicate that for a fixed d ) 0, the errors tend to 0 as
Ž . Ž .e “ 0. This shows that the mollified inverse problem 29 ] 31 is formally
stable with respect to perturbations in the input data.
Ž .THEOREM 3 Error estimate . If the desired exact boundary data f and0
1Ž . Ž5 X 5 5 X 5.g belong to S l C y‘, ‘ and max f , g F M, then0 0 0
Md
y15 5f y J f F q 2e exp d ,Ž .0 d 0 m 1r2p
44Ž .
Md
y15 5g y J g F q 3e exp d .Ž .0 d 0 m 1r2p
5 5Proof. We will prove the error estimate only for f y J f , since the0 d 0 m
5 5derivation of the error estimate for g y J g is virtually the same.0 d 0 m
Using the fact that f is an M-Lipschitz function, we have0
‘
< <f t y J f t s r t y s f t y f s dsŽ . Ž . Ž . Ž . Ž .Ž .H0 d 0 d 0 0
y‘
‘ Md
< <F M r t y s t y s ds s . 45Ž . Ž .H d 1r2py‘
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Ž . Ž .Based on 43 and 45 and using the triangle inequality, we obtain the
Ž .error estimates 44 , namely,
Md
y15 5 5 5 5 5f y J f F f y J f q J f y J f F q 2e exp d .Ž .0 d 0 m 0 d 0 d 0 d 0 m 1r2p
46Ž .
Choosing
y1y1r2d s d s ln e ) 0, 47Ž . Ž .
we obtain an error estimate for both f and q , which converges to 0 as0 0
Ž .e “ 0. Indeed, the choice 47 yields, for small e ) 0, the error estimate
M y1y1r2 1r25 5 5 5max f y J f , g y J g F ln e q 3e 48Ž . Ž . 40 d 0 m 0 d 0 m 1r2p
with the right-hand side tending to zero as e “ 0.
3. THE INVERSE HEAT CONDUCTION PROBLEM
w xThe inverse heat conduction problem, as formulated in 13 , requires
Ž . Ž .solving 3 subject to the overspecified boundary conditions 6 , plus an
initial condition at t s 0, namely,
u x , 0 s p x , 0 F x F 1. 49Ž . Ž . Ž .
This type of initial boundary value problem seems more realistic because
Ž .there is no a priori guarantee that 14 when applied at t s 0 would satisfy
Ž . Ž .49 . For this condition to be satisfied, the temperature f t and the heat1
Ž .flux g t should be specified over a time interval including t s 0.1
Let us then define the inverse operator Ly1 ast
ty1L s dt9 50Ž .Ht
0
Ž . y1 Ž .and then adding the relations in 5 , but with L defined by 7 so thatx x
Ž . Ž . Ž . Ž . Ž .f t replaces f t and x y 1 g t replaces xg t , results in1 1
1 y1 y1u x , t s u x , t q L L q L L u x , t , 51Ž . Ž . Ž . Ž .0 t x x x x t2
where
1u x , t s f t q x y 1 g t q p x . 52Ž . Ž . Ž . Ž . Ž . Ž .Ž .0 1 12
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w xThen the Adomian decomposition approach gives 6
1 y1 y1u s L L q L L u , n G 0. 53Ž .nq1 t x x x x t n2
Ž . Ž .Applying the recurrence relation 53 with the starting term 52 we obtain
the first terms:
2 31 x y 1 x y 1 1Ž . Ž .
X Xu s f t q g t q tp0 x , 54Ž . Ž . Ž . Ž .1 1 14 2! 3! 4
4 5 21 x y 1 x y 1 1 tŽ . Ž .
Y Y Ž i¤ .u s f t q g t q p xŽ . Ž . Ž .2 1 18 4! 5! 8 2!
1
q f t y f 0 q x y 1 g t y g 0 q p xŽ . Ž . Ž . Ž . Ž . Ž .Ž .1 1 1 18
y x y 1 p9 1 y p 1 , 55Ž . Ž . Ž . Ž .
2 3 61 x y 1 x y 1 x y 1Ž . Ž . Ž .
X X Zu s f t q g t q f tŽ . Ž . Ž .3 1 1 116 2! 3! 6!
7x y 1Ž .
Zq g tŽ .17!
1 t 3
Ž¤ i.q p xŽ .
16 3!
2 31 x y 1 x y 1Ž . Ž .
X X X Xq f t y f 0 q g t y g 0Ž . Ž . Ž . Ž .Ž . Ž .1 1 1 116 2! 3!
t 1
q p0 x y x y 1 p- 1 y p0 1 q tp0 x . 56Ž . Ž . Ž . Ž . Ž . Ž .
16 16
EXAMPLE. Let us consider the inverse heat conduction problem with
Ž . 2 Ž .the exact solution u x, t s x q 2 t, with the boundary data f t s 2 t q 11
Ž . Ž . Ž . 2and g t s 2, and initial data u x, 0 s p x s x . Then it is easy to see1
Ž . Ž . Ž .immediately that 52 and 54 ] 56 give
1 12 2w x w xu x , t s x q 2 t q 2 x y 1 , u x , t s 2 t q x y 2 x q 1 ,Ž . Ž .0 12 4
1 12 2w x w xu x , t s 2 t q x y 2 x q 1 , u x , t s 2 t q x y 2 x q 1 ,Ž . Ž .2 38 16
57Ž .
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Ž .and, in general, by mathematical induction, using 53 , we can conclude
that
1
2w xu x , t s 2 t q x y 2 x q 1 , n G 1. 58Ž . Ž .n nq12
Ž .Hence using the decomposition 9 we obtain
‘ ‘ ‘




In many cases in practice, Cauchy data, i.e., both temperature and heat
flux, cannot be specified at the same location; instead only one boundary
value can be prescribed, with another condition specified at an interior
Ž .location x g 0, 1 inside the specimen under investigation. In such situa-0
w xtions we have to solve a direct problem in the region x , 1 , which then0
provides the Cauchy data at x s x for an inverse problem formulated in0
w xthe region 0, x . These inverse heat conduction problems, which have0
w xmany concrete practical applications 7 , are described in the next three
sections.
4. THE MIXED INVERSE HEAT
CONDUCTION PROBLEM
Ž .The mixed inverse heat conduction problem requires solving Eq. 3
Ž .subject to the initial condition 39 and to the mixed conditions
› u
u x , t s h t , 1, t s g t , t ) 0, 60Ž . Ž . Ž . Ž . Ž .0 1› x
Ž .where x g 0, 1 is the location of a sensorrthermocouple measuring the0
interior temperature. Clearly, when x s 1 we retrieve the inverse heat0
conduction formulation from Section 3 whilst when x s 0 we deal with a0
Ž .mixed direct problem for the heat equation. The input data 60 suggest
defining the inverse operator Ly1 asx x
x x9y1L s dx9 dx0 61Ž .H Hx x
x 10
and the initial starting term
1u x , t s h t q x y x g t q p x . 62Ž . Ž . Ž . Ž . Ž . Ž .Ž .0 0 12
LESNIC AND ELLIOTT94
EXAMPLE. We consider the same example as before, but instead of
Ž . Ž . 2f t s 2 t q 1 we specify h t s 2 t q x . Then applying the recurrence1 0
Ž . Ž .relation 53 with the starting term 62 we obtain
1 2 2u s x q 2 t q 2 x y 2 x q x ,Ž .0 0 02
1 2 2u s x q 2 t y 2 x q 2 x y x ,Ž .1 0 04 63Ž .
1 2 2u s x q 2 t y 2 x q 2 x y x ,Ž .2 0 08
Ž .and, in general, by mathematical induction, using 53 , we can conclude
that
1
2 2u x , t s 2 t q x y 2 x q 2 x y x , n G 1. 64Ž . Ž .n 0 0nq12
Ž .Hence using the decomposition 9 we obtain
‘ ‘ 2 ‘x02 yny1 ynw xu s u s x q 2 t 2 q x y x q 1 y 2Ý Ý Ýn 0ž / ž /2ns0 ns0 ns1
s x 2 q 2 t 65Ž .
as required.
5. THE DIRICHLET INVERSE HEAT
CONDUCTION PROBLEM
Ž .The Dirichlet inverse heat conduction problem requires solving Eq. 3
Ž .subject to the initial condition 49 and to the Dirichlet conditions
u x , t s h t , u 1, t s f t , t ) 0. 66Ž . Ž . Ž . Ž . Ž .0 1
Ž .Clearly, when x s 1, Eq. 66 gives a single condition and the problem0
has a nonunique solution, whilst when x s 0 we have the direct Dirichlet0
problem for the heat equation.
w xFor the Dirichlet problem for the heat equation, Adomian 6 initially
suggested defining
1 x y xŽ .0
u x , t s p x q h t q f t y h t 67Ž . Ž . Ž . Ž . Ž . Ž .Ž .0 12 1 y x0
Ž . y1and using the recurrence relation 53 with the operator L defined byx x
x x9y1L s dx9 dx0 . 68Ž .H Hx x
x x0 0
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With this definition the decomposition method, when applied to the
Ž . ytp 2 Ž . w xexample u x, t s e sin p x , showed slow convergence. In 5 , Ado-
mian then modified the approach and proposed defining
u x , t s p x 69Ž . Ž . Ž .0
and using the recurrence relation
u s Ly1L u , n G 0, 70Ž .nq1 t x x n
Ž .for which a rapid convergence of the series 9 to the correct limit was
obtained. However, if we consider the same test example as before,
Ž . 2 Ž .namely, u x, t s x q 2 t, with the prescribed Dirichlet data h t s 2 t q
2 Ž .x and f t s 2 t q 1, it is easy to see that using the recurrence relation-0 1
Ž . Ž . y1ship 53 with the initial starting term 69 and the operator L asx x
Ž .defined by 68 produces a rapidly convergent series, but to an incorrect
Ž . 2 Ž .Ž .limit, namely, u x, t s x q 2 t q x y x 1 y x r2, whilst the recur-0 0
Ž . Ž .rence relationship 70 with the starting term 69 produces the correct
convergence immediately. However, if we now consider an example in
Ž .which the initial temperature is p x s 0, but with nonzero Dirichlet data,
then the latter recurrence produces only the trivial solution, which again is
w xincorrect. This type of restriction was, however, mentioned in 15 . Finally,
Ž . Ž . w xwe mention that a similar approach to 53 and 67 was applied in 16 for
the Dirichlet problem for the wave equation, but unfortunately with no
Ž .illustration, probably because their test example, namely, u x, t s
yt 2 Ž . Ž .e sin x , does not satisfy the wave equation and, therefore, the series 9
w xcannot converge to that solution claimed in 16 . Based on these com-
ments, it seems that the previous proposed approaches of the decomposi-
tion method for solving the Dirichlet problem for the heat or wave
equations seem, as yet, rather not so rigorous.
In this study for the Dirichlet problem we still propose using recurrence
Ž . Ž . y1relation 53 with the starting term 67 , but define the operator L byx x
x x y xx9 1 x 90y1L s dx9 dx0 y dx9 dx0 . 71Ž .H H H Hx x 1 y xx x x x00 0 0 0
Ž . 2Then for the example u x, t s x q 2 t we obtain
1 2u s x q 2 t q x 1 q x y x ,Ž .0 0 02
1 2u s 2 t q x y x 1 q x q x ,Ž .Ž .1 0 04 72Ž .
1 2u x , t s 2 t q x y x 1 q x q x ,Ž . Ž .Ž .2 0 08
and, in general, by mathematical induction, we can conclude that
1
2u x , t s 2 t q x y x 1 q x q x , n G 1. 73Ž . Ž . Ž .Ž .n 0 0nq12
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Ž .Hence using the decomposition 9 we obtain
‘ ‘ ‘x 1 q x y xŽ .0 02 yny1 ynw xu s u s x q 2 t 2 q 1 y 2Ý Ý Ýn ž /2ns0 ns0 ns1
s x 2 q 2 t 74Ž .
as required.
6. THE NEUMANN INVERSE HEAT
CONDUCTION PROBLEM
Ž .The Neumann inverse heat conduction problem requires solving Eq. 3
Ž .subject to the initial condition 49 and to the Neumann conditions
› u › u
x , t s q t , 1, t s g t , t ) 0. 75Ž . Ž . Ž . Ž . Ž .0 1› x › x
Ž .Clearly, when x s 1, Eq. 75 gives a single condition and the problem0
has a nonunique solution, whilst when x s 0 we deal with the direct0
Neumann problem for the heat equation.
Ž . y1Conditions 75 suggest defining the operator L and the starting termx x
as
2
x x y xŽ .x9 10y1L s dx9 dx0 y dx9, 76Ž .H H Hx x 2 1 y xŽ .x x x00 0 0
1
u x , t s p x q x y x q tŽ . Ž . Ž . Ž .0 02
2x y xŽ .0q g t y q t q c t , 77Ž . Ž . Ž . Ž .Ž .1 2 1 y xŽ .0
Ž .respectively, where c t is an unknown function to be determined.
Ž . 2 Ž .Then for the example u x, t s x q 2 t the recurrence relation 53
Ž .starting with the term 77 yields
x 2 c tŽ .02u s x y q , u s t , u s 0, u s 0 ;n G 2.0 1 2 n2 2
78Ž .
Ž .Hence using the decomposition 9 we obtain
c t x 2Ž . 02u s x q t q y . 79Ž .
2 2
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Ž . Ž . 2Imposing that u satisfies Eq. 1 and the initial condition p x s x we
Ž . 2 Ž . 2immediately find that c t s 2 t q x and hence u x, t s x q 2 t, as0
required.
7. CONCLUSIONS
In this paper the Adomian decomposition method was made applicable
to inverse problems in which the input data may consist of arbitrary
continuous functions, not necessarily smooth or analytical. In this respect
the decomposition method is shown to have practical potential, because
real data are rarely analytical or even smooth, but rather continuous only.
In such a situation an approximate stable solution can also be obtained by
using the mollification method. Existence, uniqueness, stability, and error
estimates have all been established. Furthermore, the decomposition
method is extended to mixed boundary value problems, and a certain
criticism of the previous works on investigating the Dirichlet or Neumann
problems is discussed and clarified. The same analysis is also applicable for
the wave equation › 2r› x 2 s › 2r› t 2 by defining the twofold time opera-
y1 t t 9 Ž . Ž .tor L s H dt9H dt0 and using u x, 0 q tu x, 0 in the definition of thet t 0 0 t
Ž .starting term u x, t . Finally, extensions of the method to higher dimen-0
sional, inhomogeneous, and nonlinear situations can be accommodated.
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