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Jacobi structures in R3
F. Haas∗
UNISINOS - Cieˆncias Exatas e Tecnolo´gicas
Av. Unisinos, 950
93022-000 - Sa˜o Leopoldo, RS, Brazil
The most general Jacobi brackets in R3 are constructed after solving the equations
imposed by the Jacobi identity. Two classes of Jacobi brackets were identified,
according to the rank of the Jacobi structures. The associated Hamiltonian vector
fields are also constructed.
I. INTRODUCTION
Jacobi brackets have all properties of Poisson brackets, except from the fact that they
are not necessarily derivations. A manifold endowed with a Jacobi bracket is called a Ja-
cobi manifold. In this context, Jacobi manifolds are natural generalizations of Poisson,
contact and locally conformal symplectic manifolds. Jacobi manifolds were introduced by
Lichnerowicz1 and, in a local Lie algebra setting, by Kirillov2 The general properties of Ja-
cobi manifolds are discussed, for instance, in references 3 and 4 below. Some recent advances
on the study of Jacobi manifolds can be found in references from 5 to 16.
The present work is devoted to the explicit construction of Jacobi structures. Although
contact and locally conformal symplectic manifolds are general concrete examples of Jacobi
manifolds, there is a lack of knowledge of other possible classes of Jacobi brackets even for
low dimensional manifolds. An exception in this regard is given by linear Jacobi structures
on vector bundles17. This is to be compared with the Poisson manifolds case, where, in
recent years, there has been much work for the explicit construction of Poisson structures,
generalizing the well-known case of Lie-Poisson structures18-22. In particular, there have been
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2intensive efforts in the derivation of new classes of three-dimensional Poisson structures,
with application to three-dimensional dynamical systems23-31. More recently, Ay et al.32
have found the general solution of the determining equation for Poisson structures in R3.
The purpose of the present work is to extend this result, obtaining the general form of Jacobi
structures in R3. Our approach is not applicable to generic three-dimensional manifolds.
The paper is organized as follows. In Section II, we briefly review the basic definitions
about Jacobi manifolds. In Section III, we consider the specific case of Jacobi structures
in R3. The determining equations for Jacobi brackets in R3 are obtained and solved. In
Section IV, the associated Hamiltonian vector fields are discussed. Section V is reserved to
our conclusions.
II. JACOBI MANIFOLDS
Here we review the essential results about Jacobi manifolds. More detailed accounts on
the subject can be found in references from 1 to 4. By definition, a Jacobi structure on a
manifold M is a 2-vector Λ and a vector field E on M such that
[Λ,Λ] = 2E ∧Λ , [E,Λ] = 0 , (1)
where [ , ] is the Schouten-Nijenhuis bracket33. Let C∞(M,R) be the algebra of C∞ real-
valued functions onM . If (M,Λ,E) is a Jacobi structure, then the space C∞(M,R) endowed
with a mapping { , } : C∞(M,R)× C∞(M,R) → C∞(M,R) becomes a local Lie algebra in
the sense of Kirillov2. This so-called Jacobi bracket { , } is defined by
{f, g} = Λ(df, dg) + fE(g)− gE(f) , (2)
for all f, g ∈ C∞(M,R). The Jacobi bracket is R-bilinear, skew-symmetric and satisfies the
Jacobi identity. In other words,
{c1f + c2g, h} = c1{f, h}+ c2{g, h} ,
{f, g} = −{g, f} , (3)
{{f, g}, h} + {{g, h}, f}+ {{h, f}, g} = 0 ,
3for all f, g, h ∈ C∞(M,R) and c1, c2 ∈ R. The local Lie algebra character of C
∞(M,R) is
assured by
support {f, g} ⊆ support f ∩ support g , (4)
for all f, g ∈ C∞(M,R).
In addition, the Jacobi bracket is a first-order differential operator in each of its arguments
using ordinary multiplication of functions,
{fg, h} = f{g, h}+ {f, h}g − fg {1, h} , (5)
for all f, g, h ∈ C∞(M,R). As apparent from (5), the Jacobi bracket is not a derivation unless
the constant unit function has a vanishing Jacobi bracket with all functions in C∞(M,R).
It happens if and only if the vector field E vanish, E ≡ 0. If E ≡ 0, then (M,Λ) is a Poisson
manifold. In this sense, Jacobi manifolds are generalizations of Poisson manifolds. Exam-
ples of manifolds with Jacobi but not Poisson structures are contact and locally conformal
symplectic manifolds.
As shown by Lichnerowicz1, any Jacobi structure (M,Λ,E) can be associated to a higher-
dimensional Poisson structure (Π,M × R), defined by
Π(x, t) = exp(−t)
(
Λ(x) +
∂
∂t
∧E
)
, (6)
where (x, t) are local coordinates in (Π,M×R). While equation (6) provides a simple recipe
to obtain a Poisson structure from a Jacobi structure in a lower dimensional manifold, it is
not trivial to construct a Jacobi structure in the manifold M itself. Hence the importance
of deriving concrete examples of Jacobi structures in manifolds like R3, for instance.
In a local coordinate chart xi, for i = 1, . . . , n with n = dimM, we have the following
expressions for the tensor field Λ, the vector field E and the Jacobi bracket of two functions
f and g,
Λ =
1
2
Λij ∂i ∧ ∂j , E = E
i∂i , (7)
{f, g} = Λij ∂if ∂jg + f E
i ∂ig − g E
i ∂if .
4The summation convention was used, as well as the notation ∂i = ∂/∂x
i. In addition, the
Schouten-Nijenhuis bracket conditions (1) traduces into
Λim∂mΛ
jk + Λjm∂mΛ
ki + Λkm∂mΛ
ij + ΛijEk + ΛjkEi + ΛkiEj = 0 , (8)
Ek∂kΛ
ij − Λik∂kE
j + Λjk∂kE
i = 0 . (9)
As can be verified, equations (8-9) are completely equivalent to the Jacobi identity for the
Jacobi bracket (2). In this context, we call (8-9) the Jacobi equations. The general solution
for the Jacobi equations yields the general form of the Jacobi structures in Rn. Ay et al.
have solved the Jacobi equations for n = 3 and E = 0, that is, the Poisson case in R3. In
the next Section we allow for non-vanishing vector fields E, looking for the general class of
Jacobi structures in R3.
III. JACOBI STRUCTURES IN R
3
Consider the R3 case, introducing a vector field A = Ai∂i according to
Λij = εijkA
k , (10)
using the Levi-Civita symbol εijk. In other words, A = (Λ
23,Λ31,Λ12). In terms of this
vector field A, the Jacobi equations (8-9) are rewritten as
A · (∇×A−E) = 0 , (11)
E× (∇×A) +A∇ · E = ∇(A · E) , (12)
using standard symbols of vector calculus in R3.
Using (11-12) we can proceed to construct Jacobi structures using the well-known lan-
guage of vector calculus in R3. Before we do that, it is interesting to interpret geometrically
equation (11). Consider (M,Λ,E) a given Jacobi structure and let Λ♯ : T ∗M → TM be the
vector bundle map associated with Λ. In other words, for all p ∈ M , ζ, η ∈ T ∗pM ,
Λ(ζ, η) =
〈
η,Λ♯(ζ)
〉
, (13)
5where 〈 , 〉 denotes the natural pairing. In terms of the vector field A, the last equation
shows that the image of the vector bundle map Λ♯ is the plane orthogonal to A. Taking into
account (11), written as A ·E = A · ∇ ×A, we conclude that the condition A · ∇ ×A 6= 0
would imply that the vector E does not belong to the image of Λ♯, or, in other words,
that the rank of the Jacobi structure is everywhere 3. On the other hand, the condition
A · ∇ ×A ≡ 0 would imply that the vector E takes its values in the image of Λ♯. Together
with A 6= 0, that means that the rank of the Jacobi structure would be everywhere 2.
Now consider the calculation of Jacobi structures. For A ≡ 0, equations (11-12) are iden-
tically satisfied for arbitrary E, but this will not produce very interesting Jacobi structures.
Disregarding the too trivial case A ≡ 0, we conclude that equation (11) is equivalent to
E = ∇×A− g×A , (14)
for some vector field g in R3, to be determined. The Poisson case E = 0 is obtained for
∇×A = g ×A . (15)
As shown by Ay and coworkers in a different notation32, the general solution for (15) is given
by
A = µ∇ψ , (16)
for µ, ψ ∈ C∞(R3,R). The solution (16) has shown to be valid32 also in the neighborhood
of some classes of irregular points, where A = 0. The corresponding vector field g is given
by
g =
∇µ
µ
. (17)
Returning to the not necessarily Poisson case and substituting the form (14) into (12),
we get the following condition,
∇(A · ∇ ×A) = g (A · ∇ ×A)−A (A · ∇ × g) . (18)
In the remaining part of the Section we examine the general solution for (18), thus
determining the possible classes of Jacobi structures in R3. We consider two cases, according
to the rank of the Jacobi structure.
6A. Rank 3 Jacobi structures
Suppose
A · ∇ ×A 6= 0 . (19)
In this situation, (R3,Λ) is certainly not a Poisson structure, with 2-vector Λ specified by
(10). However, we can construct Jacobi structures defining a vector field h such that
g = ∇φ+ h , (20)
for
φ = ln (A · ∇ ×A) . (21)
Of course the function φ is not well defined unless A · ∇ ×A is not identically vanishing.
Inserting (20) into (18), the result is
h (A · ∇ ×A)−A (A · ∇ × h) = 0 . (22)
Cross product with of (22) with A gives
A× h = 0→ h = αA , (23)
for an arbitrary real-valued function α on R3. We can take α ≡ 0 without loss of generality,
since, according to (14) and (20), this function will add nothing to the vector field E. Hence,
in the rank 3 case the determining equation (18) is solved for any vector field A satisfying
A · ∇ × A 6= 0, taking g = ∇φ with φ given by (21). The corresponding vector field E
follows from (14). After using some vector identities, the result is
E = eφ ∇×
(
e−φA
)
. (24)
Using (2), (10) and the above solution E, we get the Jacobi bracket between any functions
f, g ∈ C∞(R3,R),
{f, g} = A · ∇ f ×∇ g + eφ (f∇ g − g∇ f) · ∇ × (e−φA) . (25)
7It takes a simpler form for φ = constant, in which case
{f, g} = A · ∇ f ×∇ g + (f∇ g − g∇ f) · ∇ × A . (26)
In conclusion, the Jacobi bracket (25) has three free ingredients, namely the three compo-
nents of the vector field A, as long as A ·∇×A is not identically null. For simplicity, we do
not consider the behavior of the solution in the neighborhood of points into domains Ω ⊂ R3
where A · ∇ ×A = 0.
On R3, rank 3 Jacobi structures are in one to one correspondence with contact 1-forms.
Specifically, giving a contact 1-form θ on R3 such that θ∧dθ 6= 0, there is a Jacobi structure
(R3,Λ,E) satisfying Λ ∧ E 6= 0 and iθ(Λ) = 0, iE(θ) = 1. In the case of the rank 3 Jacobi
structures of this Section, using cartesian coordinates we can show that
Λ ∧E = A · E
∂
∂x
∧
∂
∂y
∧
∂
∂z
= A · ∇ ×A
∂
∂x
∧
∂
∂y
∧
∂
∂z
6= 0 . (27)
Since Λ∧E is nowhere zero, there is a contact 1-form θ associated to this Jacobi structure.
It can be shown that
θ = e−φAidxi . (28)
satisfies
iθ(Λ) = −e
−φ(A×A) · ∇ = 0 , (29)
iE(θ) = e
−φA · (∇×A−∇φ×A) = e−φA · ∇ ×A = 1 , (30)
the last equality following from the definition of φ. Moreover,
θ ∧ dθ = e−φ dx ∧ dy ∧ dz , (31)
which never vanishes. Therefore, the 1-form θ given by (28) qualifies as the contact 1-form
associated to rank 3 Jacobi structures in R3. As a corollary, we conclude that
dθ = e−φ (∂iA
j − Aj∂iφ) dx
i ∧ dxj (32)
is a symplectic structure on the vector bundle ker θ→ R3 defined as the set of vector fields
orthogonal to A at every point.
8Another way to interpret the above construction is in terms of the characteris-
tic distribution2-3 of the Jacobi structure (R3,Λ,E), defined as the subbundle D of
T (R3) spanned by the set of all Hamiltonian vector fields. In other words, Dp =
Span{Λ♯(ζ)(p),E(p), ∀ζ ∈ T∗(R3)} is the fiber at a point p ∈ R3. The characteristic
distribution of a Jacobi structure is completely integrable, defining a foliation whose leaves
are contact manifolds or locally conformal symplectic manifolds. The leaves of the foliation
can be represented as the level sets of a function f(x, y, z). In terms of the vector fields A
and E, the determining equations of the foliation are given by
A×∇ f = 0 , (33)
E · ∇ f = 0 . (34)
For the rank 3 Jacobi structures of this Section, inserting (24) into (34) and considering
equation (33) gives
∇×A · ∇ f = 0 , (35)
which is redundant since ∇×A ·∇ f = ∇· (A×∇ f) = 0 in virtue of (33). Hence, for rank
3 Jacobi structures in R3 the vector field A is always normal to the leaves of the foliation,
as stated in (33).
B. Rank 2 Jacobi structures
For
A · ∇ ×A ≡ 0 , (36)
the determining equation (18) simplifies to
A · ∇ × g = 0 , (37)
excluding the trivial case A = E = 0. As shown by Ay and coworkers32, the general solution
for (36) is given in terms of two scalar functions µ and ψ, as in equation (16). Using (16),
the equation (37) traduces into
∇ψ · ∇ × g = ∇ · (g ×∇ψ) = 0 , (38)
9showing that the vector field g ×∇ψ is solenoidal. Hence, there are real smooth functions
ξ1 and ξ2 on R
3 such that
g ×∇ψ = ∇ξ1 ×∇ξ2 (39)
in a neighborhood U of every regular point of g×∇ψ. We exclude the trivial case ∇ψ = 0.
Inversion of (39) gives
g =
∇ψ × (∇ξ1 ×∇ξ2)
|∇ψ|2
+ α∇ψ , (40)
where α is an arbitrary real-valued smooth function on R3 and
∇ψ · ∇ξ1 ×∇ξ2 = 0 (41)
for consistency with (39). Equation (41) imply a functional dependence between ψ, ξ1 and
ξ2,
ψ = ψ(ξ1, ξ2) . (42)
Since we have solved the determining equation (18), we can construct the vector field E,
using equations (14), (16) and (40). This procedure gives
E = ∇µ×∇ψ − µ∇ξ1 ×∇ξ2 . (43)
The corresponding Jacobi bracket reads
{f, g} = µ∇ψ · ∇f ×∇g + (f∇g − g∇f) · (∇µ×∇ψ − µ∇ξ1 ×∇ξ2) (44)
Notice that the real function α in (40) does not appear in the final form of the Jacobi bracket.
Therefore, the Jacobi structure described by (44) has only four ingredients, namely µ, ξ1, ξ2
and ψ(ξ1, ξ2).
The presence of the function µ in the Jacobi bracket can be eliminated by a conformal
transformation. Indeed15, if (M,Λ,E) is a Jacobi structure in a manifoldM , then (M, Λ˜, E˜)
is also a Jacobi structure in M , where Λ˜ and E˜ are obtained from the conformal change
Λ˜ = λΛ , E˜ = λE+Λ♯(dλ) , (45)
10
for any λ ∈ C∞(R3,R). Applying such a conformal transformation to everywhere rank 2
Jacobi structures in R3 using λ = 1/µ gives
Λ˜ij = εijk ∂kψ , E˜ = −∇ξ1 ×∇ξ2 , (46)
with no presence of the arbitrary function µ. However, this does not means that µ is to be
taken as irrelevant in applications for dynamical systems, for instance.
A Jacobi structure everywhere of rank 2 on R3 determines a foliation of R3 whose leaves
are locally conformal symplectic surfaces2-3. Perhaps the simplest way to describe such a
foliation is in terms of the characteristic distribution of the Jacobi structure, as following
from (33-34). Representing, as before, the leaves of the foliation as the level sets of a function
f(x, y, z) and using (16) and (43) in (34), we get
E · ∇ f = −µ∇ξ1 ×∇ξ2 · ∇ f ≡ 0 , (47)
showing that f = f(ξ1, ξ2). When we insert this result into (33) with A given by (16), we
conclude that
∂ψ
∂ξ1
∂ f
∂ξ2
−
∂ψ
∂ξ2
∂ f
∂ξ1
= 0 , (48)
showing that f and ψ are functionally dependent. In conclusion, for rank 2 Jacobi structures
in R3 there exists a locally conformal symplectic foliation whose leaves can be represented
by the level sets of the function ψ(x, y, z) entering the Jacobi bracket.
The degenerate character of rank 2 Jacobi structures in R3 allows to search for Casimir
functions associated to the Jacobi bracket. These Casimir functions can be defined in analogy
with the Casimir functions of degenerate Poisson manifolds. In other words, we define
Casimir functions as the non constant functions having a vanishing Jacobi bracket with any
other function on R3. Let a Casimir function be denoted by C = C(x, y, z). In terms of the
vector fields A and E, we have
{f, C} = (∇C ×A− CE) · ∇f + fE(C) ≡ 0 (49)
for an arbitrary smooth function f ∈ C∞(R3,R). Since f is arbitrary, equation (49) is
11
decomposed in two parts,
∇C ×A = CE , (50)
E(C) = 0 . (51)
Observe that the Casimirs are preserved by the flow of the vector field E. In addition,
notice that, for C 6= 0, equation (51) follows from (50) taking the scalar product with ∇C.
Therefore, (50) is sufficient for the construction of the Casimirs. T
For C 6= 0, scalar product of (50) with A implies
A · E = 0 , (52)
incidentally the condition for rank 2 Jacobi structures in R3. Therefore, non trivial Casimirs
can exist only in the case of rank 2 Jacobi structures, as expected. As will be explicitly shown
in what follows, the condition (50) is not only necessary but also sufficient for the existence
of non trivial Casimirs.
Equation (50), written in terms of A as given in (16) and E as given in (43), reads, after
some simple algebra considering µ 6= 0,
∇Γ×∇ψ = −∇ξ1 ×∇ξ2 , (53)
where
Γ = ln
(
C
µ
)
. (54)
After solving (53) for Γ, the Casimirs follows trivially from (54).
Scalar product of (53) with ∇Γ gives
∇Γ · ∇ξ1 ×∇ξ2 = 0 , (55)
showing that
Γ = Γ(ξ1, ξ2) . (56)
Inserting this information on the functional dependence of Γ in (50), we get
(
∂Γ
∂ξ1
∂ψ
∂ξ2
−
∂Γ
∂ξ2
∂ψ
∂ξ1
+ 1
)
∇ξ1 ×∇ξ2 = 0 . (57)
12
Since this equation holds for arbitrary ξ1, ξ2, we conclude that
∂Γ
∂ξ1
∂ψ
∂ξ2
−
∂Γ
∂ξ2
∂ψ
∂ξ1
= −1 . (58)
Equation (58) can be solved by the method of characteristics. The characteristic equations
can be written as
dξ1
∂ψ/∂ξ2
= −
dξ2
∂ψ/∂ξ1
= −dΓ . (59)
One of the characteristics is readily identified as ψ(ξ1, ξ2). Without loss of generality, suppose
∂ψ/∂ξ1 6= 0 in some neighborhood. Then, the inverse function theorem allows to consider
ξ1 = ξ1(ξ2;ψ), written locally as a function of ξ2 and ψ. This allows writing the general
solution for (58) according to
Γ =
∫
ξ1=ξ1(ξ2;ψ)
dξ2
∂ψ/∂ξ1
+ Γ¯(ψ) , (60)
where Γ¯ is an arbitrary function of the indicated argument.
Equation (60), together with (54), provides a recipe to compute the Casimirs of a given
rank 2 Jacobi structure in R3. Perhaps it would be interesting to provide a concrete example
of the procedure. Consider a rank 2 Jacobi structure in R3 defined by
ξ1 = x , ξ2 = y , ψ = x
2 + y2 , µ = 1 . (61)
With (60) and then (54), we obtain the Casimirs in the form
C = C¯(r2) eθ/2 , (62)
using cylindrical coordinates and defining
C¯(ψ) = eΓ¯(ψ) . (63)
In addition, we observe that in this case the leaves of the foliation of R3 in locally conformal
symplectic surfaces are given by the cylinders defined by ψ = x2 + y2 = constant.
In the next Section, we discuss the Hamiltonian vector fields associated to the two types
of Jacobi structures derived.
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IV. HAMILTONIAN VECTOR FIELDS ASSOCIATED TO JACOBI
STRUCTURES IN R
3
For a function H ∈ C∞(M,R), the Hamiltonian vector field vH associated with H is
defined by1
vH = Λ
♯(dH) +HE . (64)
In this context, the function H is said to be the Hamiltonian for the vector field vH . In
particular,
v1 = E , (65)
that is, the unit function H = 1 is a Hamiltonian associated to any vector field E. In this
sense, any dynamical system in a manifold M can be viewed as a Hamiltonian system with
Jacobi structure given by Hamiltonian function H = 1, vector field E being the dynamical
vector field itself and tensor field Λ ≡ 0. In addition,
v{f,g} = [vf ,vg] , (66)
for any f, g ∈ C∞(M,R), so that the mapping which associates a function with the corre-
sponding Hamiltonian vector field is a Lie algebra homomorphism. Finally, notice that the
Hamiltonian is not always a constant of motion, even if time-independent. In fact, for a
time-independent Hamiltonian function,
dH
dt
= HE(H) . (67)
Hence, H is a constant of motion if and only if it is preserved by the flow associated to the
vector field E.
In a local coordinate chart xi, for i = 1, . . . , n with n = dimM, the Hamiltonian vector
field at (64) and the corresponding Hamilton equations in M are then
x˙i = viH = Λ
ij∂jH +HE
i , (68)
where vH = v
i
H∂i. For R
3 and in terms of the vector field A, the result is
r˙ = ∇H ×A+HE , (69)
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where r = (x, y, z). The expression (69) can be used to compute the Hamiltonian vector
fields associated to the Jacobi structures of Section III. The two classes of Jacobi structures
are treated separately.
A. Hamiltonian vector fields associated to rank 3 Jacobi structures
The class of Jacobi structures described in subsection III.A yields the following Hamilton
equations, taking E as in (24),
r˙ = ∇× (HA) +HA×∇φ , (70)
with Hamiltonian H and φ as in (21).
At first sight, it appears that a simple rescaling A → A¯ = HA would be sufficient to
incorporate H into the new vector field A¯, eliminating one irrelevant function. However,
the dependence of φ on A prevents this possibility. Indeed, consider A¯ and φ¯ given by
A¯ = HA , φ¯ = ln(A¯ · ∇ × A¯) . (71)
With these definitions, (70) reads
r˙ = ∇× A¯+ A¯×∇φ¯+ 2
∇H
H
× A¯ . (72)
The last term in (72) is H-dependent. Therefore, we are left with a dynamical system
(70) determined by four functions, namely the three components of A and the Hamiltonian
function H .
Among the whole class (70), an interesting subclass is provided by the choices
∇×A = λA , H = 1 , (73)
where λ ∈ C∞(R3,R) is an arbitrary smooth function . With the choice (73), we get
r˙ = λA+A×∇φ , (74)
so that the Hamiltonian vector field is immediately decomposed into a parallel and a per-
pendicular part to the vector field A.
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As seen in (73), A is in the class of the force free vector fields34. For instance, a force
free field is given by the Arnold-Beltrami-Childress (ABC) vector field,
A = (a sin z + c cos y, b sin x+ a cos z, c sin y + b cosx) , (75)
for a, b, c real non negative parameters. In this case, λ = 1. The ABC flow is known to be
generically non integrable. For instance, for a = b = c there is even an analytic proof of non-
integrability35. Inserting (75) into (74), we would obtain a perturbed ABC flow endowed
with a Jacobi bracket structure. It would be interesting to investigate the integrability
properties of such a system.
To conclude, notice that the dynamical vector field vH associated to (70) is not necessarily
solenoidal, because
∇ · vH = ∇φ · ∇ × (HA) , (76)
an expression which may be non vanishing.
B. Hamiltonian vector fields associated to rank 2 Jacobi structures
The class of Jacobi structures described in subsection III.B yields the following Hamilton
equations,
r˙ = ∇(µH)×∇ψ − µH∇ξ1 ×∇ξ2 . (77)
Without any loss of generality, for this class of dynamical systems we can set H = 1, thanks
to the rescaling µ→ µH . Hence, we adopt the choice H = 1 in the following. The dynamical
system (77) contains four free functions, namely µ, ξ1, ξ2 and ψ(ξ1, ξ2).
Notice that ψ is a constant of motion if time-independent, because
dψ
dt
= −µ∇ψ · ∇ξ1 ×∇ξ2 = 0 . (78)
Therefore, to obtain a Hamiltonian description of a dynamical system in R3 using a Jacobi
structure of the extended Poisson type, one must know a first integral. This is a most
restrictive condition, in comparison with the case of the previous subsection.
16
Using (50) and (51) and taking H = 1, one can show that the Casimirs of the rank 2
Jacobi structures in R3 are preserved by the flow of the associated Hamiltonian vector field,
vH(C) = 0 , (79)
where C is any Casimir function. Since one can readily derive all Casimirs from the recipe
described by equations (54) and (60), we conclude that a constant of motion ψ plus a rank 2
Jacobi structure amounts to complete integrability, with the corresponding time-independent
constants of motion being ψ and C.
To conclude, we observe that the Hamiltonian vector field vH associated to (77) (with
H = 1) is not necessarily solenoidal,
∇ · vH = −∇µ · ∇ξ1 ×∇ξ2 , (80)
which may be non vanishing.
V. CONCLUSION
The two admissible classes of Jacobi structures in R3 were constructed. For simplicity,
neighborhood of points into domains Ω ⊂ R3 where the vector field A vanish were not
considered. In this sense the results of the work are not completely general.
One of the reasons why Poisson structures are so ubiquitous rests in their applications
for dynamical systems18-32. Certainly Jacobi structures have been not already applied at
the same level in connection with dynamical systems. The results of Section IV shows the
possible classes of Hamiltonian vector fields endowed with Jacobi structures in R3. This is a
first step towards a more detailed examination of the possibilities opened by Jacobi structures
for dynamical systems. For instance, one can ask about the existence of some kind of energy-
Casimir method for Hamiltonian systems on Jacobi manifolds. In addition, notice that the
inverse problem of the construction of a non trivial Jacobi bracket associated to a given
dynamical system was not considered here. This seems to be a difficult task. For instance,
due to the dependence of the φ function on A, the equation (70) is a nonlinear equation for
17
A for a given dynamical vector field. However, the class of Hamiltonian equations in the
subsection IV.A is possibly more interesting for applications, since one need not to obtain a
first integral for it. In contrast, the Hamiltonian description at subsection IV.B have to be
constructed in terms of a function ψ which was shown to be a first integral for the dynamical
system, if ∂ψ/∂ t = 0. Therefore, it is more difficult to derive Jacobi structures of the type
of subsection IV.B, considering non integrable dynamical systems in R3.
Recently, there has been interest on Leibniz manifolds36, that is, manifolds endowed with
brackets satisfying the derivation property but not necessarily the Jacobi identity. These
Leibniz manifolds provide another possible alternative to generalize Poisson manifolds. It
would be interesting to extend the results of the present work to Leibniz structures in R3.
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