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Abstract
Empirical measurements on DNA under tension show a jump by a factor of
≈ 1.5− 1.7 in the relative extension at applied force of ≈ 65− 70 pN, indi-
cating a structural transition. The still ambiguously characterised stretched
‘phase’ is known as S-DNA. Using atomistic and coarse-grained Monte Carlo
simulations we study DNA over-stretching in the presence of organic salts
Ethidium Bromide (EtBr) and Arginine (an amino acid present in the RecA
binding cleft). We present planar-stacked triplet disproportionated DNA as
a solution phase of the double helix under tension, and dub it ‘Σ DNA’, with
the three right-facing points of the Σ character serving as a mnemonic for
the three grouped bases. Like unstretched Watson-Crick base paired DNA
structures, the structure of the Σ phase is linked to function: the partitioning
of bases into codons of three base-pairs each is the first stage of operation
of recombinase enzymes such as RecA, facilitating alignment of homologous
or near-homologous sequences for genetic exchange or repair. By showing
that this process does not require any very sophisticated manipulation of
the DNA, we position it as potentially appearing as an early step in the de-
velopment of life, and correlate the postulated sequence of incorporation of
amino acids (GADV then GADVESPLIT and then the full 20 residue set of
canonical amino acids) into molecular biology with the ease of Σ-formation
for sequences including the associated codons. To further investigate the de-
pendence of stretching behaviour on the concentration of intercalating salt
molecules, we present a physically motivated coarse-grained force-field for
DNA under tension and use it to qualitatively reproduce regimes of force-
extension behaviour which are not atomistically accessible.
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Chapter 1
Introduction
1.1 Part I : DNA Structure and function
The discovery of the double helical structure of DNA [12] was iconic because
the structure immediately illuminates the mechanism by which DNA can
store and duplicate information. Further, the twisting and untwisting of the
DNA double helix provides it with a range of peculiar mechanical properties:
DNA can, for example supercoil to be packed in confinements such as viral
capsids (compaction), or stretch twice its original length upon applying force
with a negative twist-stretch coupling constant [13].
1.1.1 DNA molecule
The DNA double helix consists of two polynucleotide chains each composed
of four different nucleotides: adenine (A), thymine (T), guanine (G) and
cytosine (C). Each nucleotide has three parts: a nitrogenous base, a five-
carbon sugar (which in DNA is called deoxyribose) and a phosphate group.
Each nucleotide in one strand has a complementary one on the opposing
strand. Nucleotides are covalently linked together in a chain and in this
way form the backbone of the DNA. The chains are directional, and in a
DNA duplex the directionality of the two non-covalently linked chains will
be opposite. The direction of DNA replication is referred to as 5′ → 3′, so
when a duplex is pictured the first or ‘sense’ strand is by convention 5′ → 3′
(following the DNA structure from the bottom to top of the page) and the
complementary or ‘antisense’ strand is 3′ → 5′.
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Chains are connected to each other by hydrogen bonds. Each nucleotide
in one strand has a complementary one on the opposing strand. A is paired
with T via two hydrogen bonds and C is paired with G via three hydrogen
bonds. A and G are called purines and T and C are known as pyrimidines.
Figure 1.1: Figure shows the structure of four nucleotides, G, C, A and T. Each base (gray circle) is
connected to the sugar (red circle) which for DNA is called deoxyribose and then connected to a phosphate
group (yellow) to make a complete nucleotide. A and G are called purine nucleotides (bases with a double
aromatic ring), C and T are called pyrimidine nucleotides (with a single aromatic ring).
Due to the phosphate groups, DNA is highly charged. In the cellular envi-
ronment, this highly charged polyanion is partly neutralized by counter-ions
like Na+ and Mg2+ which help to stabilize DNA structure by screening in-
tramolecular repulsion [14,15]. This counter-ion environment is not necessar-
ily created by monatomic salt ions: proteins, small bioorganic molecules [16]
and monovalent and divalent inorganic cations can do the same job [17]. The
mode and extent of neutralization of the negative charge has great impact
on the structure and function of DNA.
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Figure 1.2: The canonical structure of DNA double helix B-DNA along with two alternate forms (A-
DNA and Z-DNA) which are formed under certain conditions (low humidity and high salt concentra-
tions, respectively). Phosphate backbone is shown in pink and bases are coloured separately(A(blue),
C(green), T(yellow) and G(cyan)). DNA models were made with 3DNA [1] with the sequence
d(GGCGGCGGCGGCGACGACGACGAC).
In different environmental conditions DNA can adopt different structures
like A-DNA, which is the result of dehydration of DNA (Fig.1.2) [18], or
Z-DNA which is a left handed structure formed in high salt conditions or
negative supercoiling1 [20,21]. Z-DNA is often associated with cellular stress
or DNA-damage [22].
The sugar moiety of nucleotides can have different conformations based
on the arrangement of carbon atoms of the sugar ring. Each ring has five
carbons which cannot lie in the same plane. The C2′ atom of the sugar
ring stands out of the plane on the same side as the base. This form of the
sugar is called C2′endo. In A-DNA, sugar puckering is C3′endo. Structural
parameters of the B-DNA are shown in Table 1.1.
1Z-DNA is largely found in DNA near to an active transcription locus. When RNA
polymerase moves along the DNA it introduces negative torsional strain which leads to
formation and stabilization of Z-DNA near the transcription start site making it a locally
metastable conformation [19].
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Table 1.1: Structural parameters of B-DNA.
Structural Parameter B-DNA
direction of helix rotation right handed
base pairs per turn 10.5
axial rise 3.32A˚
pitch 34.8A˚
base pair tilt -6◦
rotation per base pair 34.3◦
diameter of helix 20 A˚
sugar pucker C2′ endo
1.1.2 DNA stabilizing forces
1.1.2.1 Stacking interactions in DNA
Besides hydrogen bonds, stacking interactions are the most important forces
keeping the DNA strands together. It is believed that London dispersion
forces and Coulombic interactions are the main sources of the direct stacking
interactions between DNA bases, while the indirect hydrophobic interaction
also plays a strong role. Stacking has a major impact on DNA functions
related to bending, opening of base-pairs, and intercalation. A very impor-
tant aspect of stacking interactions is their role in conformational transitions
during over-stretching (especially the B to S transition) which currently ap-
pear to be mainly governed by cooperative breakage of stacking interactions.
Different combinations of base-pairs have different stacking energies [10,23].
Measuring stacking interactions experimentally or theoretically is very com-
plicated, especially with experimental techniques, as it is hard to exclude
the influence of factors like hydration, counter-ion interactions or hydrogen
bonding [24–28]. Table 1.2 shows the most recent experimentally defined
single-stack free energies between 10 base-pair steps [8].
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AT CG GC TA
AT -1.36 -2.03 -1.60 -2.35
CG -0.81 -1.64 -2.06
GC -1.39 -3.42
TA -1.01 −3.5
−3
−2.5
−2
−1.5
−1
−0.5
∆
G
[k
ca
l/
m
ol
]
Table 1.2: Free energies of ten base-pair steps measured between two separate DNA duplexes interacting
end-to-end. Here a table entry, eg. GC × AT = 1.39, indicates the stacking free energy of a hypothetical
duplex eg. GA · TC measured, however, in the absence of the backbone linkages GA and TC. (Table
reproduced from data in [8].)
Further experimental studies on 30 different 300 bp long DNA duplexes
with a single nick at the same place but with different neighboring bases
showed that GC (GC · GC/2) is the most stable pair (-2.4 kcal/mol) while
TA (TA · TA/2) is the least stable one (-0.05 kcal/mol) Table 1.3 [9].
Table 1.3: Stacking free energies (in kcal/mol) for different combinations of nucleotides (table reproduced
from data in [9].)
A T G C
A -1.11 -1.34 -1.06 -1.81
T -0.19 -1.11 -0.55 -1.43
G -1.43 -1.81 -1.44 -2.17
C -0.55 -1.06 -0.91 -1.44
1.1.2.2 Hydrogen bonds
Hydrogen bonds in DNA have both electrostatic and covalent character and
are reinforced by pi polarization [29]. There is a translational and rotational
entropy penalty for bases making hydrogen bonds but there is a total entropy
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gain upon releasing water molecules into the bulk water surrounding the DNA
molecule. In summary DNA stability is attributed to:
• Stacking interactions (dispersion forces and also electrostatic between
stacked bases)
• Electrostatic repulsive interactions between phosphate groups
• Screening effect of counterions on phosphates
• Hydrophilic interactions between sugar-phosphate and water
• Hydrophobic interactions between bases and water
• Hydrogen bonding between complementary base pairs
It is a very difficult task to identify the contribution of each of these sta-
blizing forces to the total stability of DNA, but many theoretical and exper-
imental investigations confirm the major importance of stacking interactions
among the others.
1.1.3 DNA helical parameters
One helical turn of B-DNA contains about 10.5 base pairs that are almost
perpendicular to the helical axis. This whole arrangement makes a cylinder
of 20 A˚ diameter with two grooves, a major and a minor one. In B-DNA
the distance between bases is 3.4 A˚ , which is called the “Rise”. There are a
set of orientational and translational parameters which are used to describe
base-pair configuration. Tilt, Roll, Twist angles and Shift, Slide, Rise trans-
lations define neighboring base-pair steps and the Buckle, Propeller Twist,
opening angles and Shear, Stagger, Stretch displacements position comple-
mentary bases (Fig. 1.3). It should be mentioned that this set of parameters
can be defined based on a local helix axis between two base-pairs or can also
be defined globally relative to an overall helix axis. In this respect quantities
can differ considerably. For example rise along the global helix axis is 2.9
A˚ , whereas the rise calculated from local axes will be the difference between
stacked base pairs, 3.4 A˚. Translational and rotational parameters are shown
in Fig. 1.3.
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Figure 1.3: Standard definitions of various rotations and translations involving two bases of a pair or
two successive base pairs (Image taken from [2]).
Moderate compression or extension of B-DNA thickens or narrows the
double helix, with accompanying widening or narrowing of the minor groove
and positive or negative inclination of base pairs. Detailed analysis of base-
pair parameters can help to understand the exact mechanism of DNA over-
stretching.
In the usual double-helical configuration, rotational and translational de-
grees of freedom are severely restricted. This means that parameters such
as propeller twist, roll and tilt can change only within narrow ranges. The
stretching of DNA can remove severe spatial constraints on rise-dependent
orientation variables. As many of the steric clashes are removed upon DNA
stretching, propeller twist, roll and tilt have more room to change and as
a consequence the balance between van der Waals interactions and electro-
static interactions changes [30]. An analysis of over-stretched-DNA helical
parameters is provided in the atomistic simulation section.
1.1.4 DNA torsion angles
Each nucleotide conformation in DNA is defined by seven torsion angles.
Because covalent bonds are relatively stiff with respect to stretch, these an-
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gles are commonly revealed as the important degrees of freedom particularly.
Rotations around the ζ and  torsions give rise to two different conformers
called BI and BII where BI stands for /ζ in a trans/gauche conformation
and BII for gauche/trans [31]. It is shown that BI/BII transitions are asso-
ciated with base destacking [32].
Table 1.4: Nucleic acid backbone parameters, six main torsion angles (α, β, γ, δ,  and ζ) around the
covalent bonds defined in the figure along with the glycosidic bond χ..
Torsion angle α β γ δ  ζ χ
B-DNA -30 136 31 143 -141 -161 -98
1.2 Hypotheses in relation to the Origin of
life
1.2.1 RNA World
All forms of life with some minor exceptions share the same universal genetic
code (UGC). It is widely believed that a “freeze” or arrest of changes in
the genetic code at some point happened because any further change would
impact so many coded proteins as to have lethal consequences. What we
know today as the “central dogma of molecular biology” presents the flow of
genetic information as in the order DNA → RNA → protein (Fig. 1.4).
Proteins are not the only molecules capable of having enzymatic action,
as RNA can also form enzymes [33, 33]. It is widely believed that RNA
was the first molecule familiar in modern organisms to be able to carry out
self-replication and mutation and in this way evolve itself, what is called the
RNA World hypothesis [34]. There is no strong evidence that RNA existed
before DNA and there are serious concerns about the theory of RNA world
(RNA is unstable in water above freezing due to a self-catalyzed cleavage
reaction [35]) and it seems that the problems associated with this theory
are far from being solved [36]. On the other hand the fact that the active
site catalysing peptide bond formation lies within the core of a folded RNA
enzyme (“ribozyme”) does suggest the existence of an RNA world [37] or an
RNA-peptide world.
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DNA Replication(DNA→ DNA)
RNA
Protein
Transcription
Translation
Figure 1.4: The graph shows the accepted ‘central dogma of molecular biology’ in which information
is stored primarily in DNA, in the genetic code, which is then transferred to the RNA through the
transcription process and finally manifested in the functional form, the protein molecule, through the
translation mechanism.
Here we ask what was molecular biology at the dawn of life before it
evolved to the sophisticated form which we know today? The RNA-protein
world hypothesis can provide answers for some of the questions about the
molecular biology of life at the beginning. For several reasons it is believed
that RNA is evolutionary prior to DNA. First, building blocks of DNA (de-
oxyribonucletides) are made from RNA building blocks (ribonucleotides),
second DNA replication is dependent on an RNA primer while RNA synthe-
sis can start from a single ribonucleotide, and finally RNA synthesis machin-
ery is less efficient than DNA (50 units per-second for RNA comparing to
500-1000 units for DNA, which provides the DNA with the advantage of fast
replication).
RNA can cleave and join other RNA molecules, bind to co-factors and
have enzymatic activity just like proteins, in fact it has been mentioned that
many co-factors that are used by proteins are residual pieces of RNA [38].
RNA enzymatic activity creates a primitive self-replicating molecule which is
able to increase the complexity of its own population and also of its chemical
environment. By having autocatalytic intron2 removal and reshuﬄing the
exons create more complex molecules.
The main problem with the RNA world hypothesis is that prebiotic syn-
thesis of nucleotides is difficult to reproduce under conditions which are be-
lieved to resemble those of the primitive earth, mainly due to the instability
of nucleotides in water above 0◦C. Another main concern which challenges
the RNA world theory is the tenuously modelled chemistry for self-replication
2After RNA is transcribed the joined sequence is composed of introns and exons. In
the process of maturation introns are removed by RNA splicing and exons are attached
together to make the final copy of RNA.
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of RNA. It was theorised for a long time that in early stages of life RNA was
both the gene and the enzyme and was thus able to replicate itself. Re-
cently it has been shown that a catalytic cycle of moderately complex RNA
molecules can replicate itself and expand exponentially, even starting from
micromolar concentrations in warm slightly salted water, which helps to give
some credibility to the RNA world hypothesis [39]. Here we summarise the
main objections to this hypothesis:
1. The complexity of the RNA makes it seem unlikely to arise prebiotically
2. RNA is inherently an unstable molecule
3. The catalytic abilities of RNA are too limited
A comprehensive review which addresses the challenges and counterargu-
ments to the RNA world hypothesis is provided by Bernhardt [40].
1.2.2 RNA-Protein world
It has been suggested that the first proteins were short homo-oligo pep-
tides possibly made of Lysine (because of its chemical simplicity) or Argi-
nine/Ornithine in an abiotic process3. Short oligo-peptides of these residues
can bind RNA by balancing its charge [41]. In the process of synthesizing
the first oligo peptides those which can increase the fidelity of the process
were enhanced. The fact that peptidyl transferase activity still resides in
ribosomal RNA strongly implies that extension of protein chains is an RNA
catalyzed process and not a protein-catalysed one, so RNA enzymology pre-
cedes protein enzymology. Based on the recent high resolution structures
of ribosomes [42, 43] the core of protein synthesis machinery is composed of
RNAs, and proteins decorate the outside of this core so clearly the ribosome
is a ribozyme [44]4.
1.2.3 From RNA to DNA
In modern organisms DNA replication requires a plethora of proteins, strongly
challenging the idea of the origin of life as “DNA”. So the question here is
how cell machinery has moved from RNA to DNA and why?
3It should be mentioned that it is believed Arginine was an evolutionary invader to
usurp the Ornithine.
4For a recent comprehensive review reader is referred to [45].
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It is believed that the first step in emergence of DNA was formation of
U-DNA [46]5 and that later U was replaced by T (T-DNA). The next step
should have been the appearance of enzymes which first could replicate DNA
from RNA (called reverse transcriptases) and later DNA from DNA (DNA
polymerases). In a general conception DNA replaced RNA as the genetic
material because it is more stable than RNA and can be repaired more faith-
fully. The main contributor to DNA stability relative to RNA is the removal
of the 2′ oxygen from the sugar moiety [47]6.
Figure 1.5: The evolution of genetic material. Supposedly the starting genetic material was RNA with
the ability of catalytic activity which in modern biology is observed in ribosomes. It is also believed that
the first peptides were synthesized from RNA in the form of homo-oligo peptides. RNA has also served
as genetic material with the directional evolution to U-DNA and the modern DNA that we know today.
5This is the genome of some modern viruses.
6This reactive oxygen can attack the phosphodiester bond and this is the reason why
RNA is so prone to strand breakage.
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1.3 Evolution of the genetic code: functional
orientation
We ask the question here: how was the genetic code structured in the begin-
ning of life? Why is the genetic code in the triplet form (three base-pairs per
codon) and not doublets or quadruplets? There are three groups of theories
about the origin and evolution of the genetic code:
• Stereochemical theories
• Physicochemical and ambiguity reduction
• Coevolutionary theories
1.3.1 Stereochemical theories
Stereochemical theories state that the interaction between anticodons or
codons and amino acids defines the origin of the genetic code [48, 49]. Ex-
perimental results have shown weak and relatively non-specific interactions
between amino acids and their cognate triplets [50]. In modern biology this
interaction is mediated by tRNA, the presence of which in early forms of life
is highly arguable. A statistical analysis of the affinity of RNA aptamers for
8 amino acids (phenylalanine, isoleucine, histidine, leucine, glutamine, argi-
nine, tryptophan, and tyrosine) [51] which provided evidence for this theory
has been debunked by applying more rigorous statistical approaches [52].
1.3.2 Physicochemical theories
Codons for many amino acids differ by only one base from chemically similar
amino acids. Physicochemical reasoning examines the selective pressure of
reducing deleterious coding distance based effects between amino acids which
are coded by codons differing only in one base [53]. The ambiguity reduction
theory follows the same logic. It claims that those codons differing in only
one base correspond to those amino acids which are physicochemicaly similar
and evolution has pushed the genetic code towards a structure giving reduced
possibility for dramatic mutations from a single base-pair change [54]. It is
postulated for example that the minimisation of translation errors is the main
theme dictating the code structure, a postulate which is argued against in
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the coevolution view. The modern genetic code does seem to possess physico-
chemical optimality or near-optimality, however the level of optimality shown
is not sufficient to uniquely determine it.
1.3.3 Co-evolution theories
The idea of co-evolution (of the genetic code together with the associated pro-
tein machinery) begins by observing that there is a biosynthetic relationship
between amino acids such that there are some primary amino acids (perhaps
five to ten) which emerge from simple chemistry, while other amino acids are
produced in the modern cell from these precursor amino acids [3,55], requir-
ing an expenditure of metabolic energy. Based on this theory the genetic
code structure reflects the order of evolutionary appearance of amino acids,
which is determined by their biosynthetic relationships: newer amino acids
must ‘steal’ space in the genetic table, taking (less sterochemically favourable,
therefore less-often used) codons which previously belonged to their chem-
ical precursor so as to cause minimum disruption. The precursor-product
relationships of amino acids are summarised in Fig. 1.6.
The co-evolution idea has received considerable corroboration within the
literature [56–60]. This theory does not ignore the fact that physicochemical
properties of amino acids are reflected in the genetic code but asserts that this
is achieved without very strongly restricting the structure of the code [61,62].
The observation that a few position swaps of amino acids in the genetic code
could have increased the code’s optimisation level considerably leads us to
this conclusion that physicochemical properties have been important but not
fundamental [63].
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Ala, A
Arg, R
Ser, S
Thr, T Met, M
Asn, N
Lys, K
Trp, W
Cys, C
Phe, F
Tyr, Y
Val, V
Leu, L
Citrulline
Ornithine
His, H Gln, Q
Gly, G
Asp, D
Glu, E
Pro, P
Ile, I
GADV PHASE ONE NON-CANONICAL PHASE TWO
Figure 1.6: The coevolution theory states that the genetic code should reflect the biosynthetic relation-
ship between amino acids. Here these relationships are summarized, skipping non-amino acid components
of the network for the sake of simplicity, and also omitting non-canonical amino acids other than Ornithine
and Citrulline. The GADV set is at the centre of the network, while the most complex amino acids are
at the periphery and the ESPLIT set of intermediate-complexity amino acids are between the centre and
the edge (Graph based on Wong 1975 ) [3].
1.3.4 Minimum functional genetic code: The GADV
world
Following functional reasoning focused on the simplest useful system of amino
acids, “SNS” and “GNC” theories arise [64]. In the SNS theory it is hypothe-
sized that a functional early genetic code might have had the structure ‘SNS’
(where S (strong) signifies ‘G or C’ and and N signifies ‘any base’), allowing
16 codons, comfortably specifying 10 amino acids with enough redundancy to
meet physico-chemical restrictions which would be more important in a world
with less efficient protein enzymes. By placing stronger chemical restrictions,
and seeking the minimal code capable of coding for globular proteins a GNC
model arises, having only four codons. In this theory the four amino acids
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(Gly[G], Ala[A], Asp[D] and Val[V]) encoded by the GNC code are put for-
ward as the minimal set for functional proteins. This GNC code draws the
line of a minimal genetic code as the simplest one generating water soluble,
foldable and functional proteins. Fig. 1.7 shows the supposed evolution of
the genetic code7.
7This criterion excludes theories which state that for example Ala coded by GCU (where
U stands for Uracil) can be the minimal genetic code, because polyalanine is insoluble in
water and does not form any known functional globular protein [65].
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Figure 1.7: The supposed evolution of the genetic code. Here N stands for “anything”. It is presumed
that the primary genetic code was composed of four codons with the preference of starting with a “G”
and ending with a “C”. In the SNS theory “S” stands for a strong nucleotide (G or C). This “10 amino
acid” stage of the evolution of amino acids is quite similar to Wong’s “phase I” period. Highlighted amino
acids show the ones in the GADV world hypothesis. At the end we have the modern genetic code.
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Ornithine
Citrulline
Argininosuccinic acid
Arginine
Urea
Figure 1.8: The urea cycle through which Arginine is synthesized (or broken down) in modern organisms.
In normal conditions, metabolic energy is expended to generate Arginine from Ornithine and urea.
1.4 Arginine: the mysterious amino acid
An apparent anomaly in the UGC is that there are 6 codons (9.8% of the
total genetic code) for Arginine while its frequency in modern proteins is
usually less than 5% [66]. Therefore it is hypothesised that this structure is
an evolutionary relic of some other, less metabolically expensive, amino acid
which is no longer coded for directly. It has been suggested that Arginine
became more common in modern organisms following the evolution of the
urea cycle, and due to having a higher affinity for Ornithine tRNA, has
replaced it in the codon table. Arginine has particularly important structural
features: its positive charge and flexible chain allow electrostatic interactions
with polyanions like DNA or RNA. The importance of this will be discussed in
more detail in chapter 3. In the Arginine userpation hypothesis it is believed
that in the early stages of life there was no need for positive amino acids with
complex structure like Arginine or Lysine, and that Ornithine functioned as
the only coded positive amino acid. As a stronger base, the replacement of
Ornithine by Arginine allowed proteins to have more robust structure and a
wider range of catalytic activity [67]. The helix propensity of Alanine/X-rich
sequences where X is some basic amino acid increases in the order: propionic
acid < butyric acid < ornithine < lysine [68].
Although theories of the origin of life assumed that basic amino acids like
Arginine and Lysine were among the least abundant amino acids, recently
it has been shown that Arginine random synthesis is significantly enhanced
by enviroments rich in cyanide and hydrogen sulfide [69, 70], which may be
relevant to conditions on the early earth. Arginine functionality is also very
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interesting as Arginine-rich oligopeptides can strongly bind to both DNA and
RNA [71, 72], and proteins such as protamine8 (which causes DNA conden-
sation) are Arginine rich [73].
1.5 Part III: Mechanical properties of DNA
The molecular structure of DNA has been known for more than 60 years,
but our knowledge about the balance of forces that determine its mechani-
cal properties and the way it reacts to different imposed stresses, like over-
stretching and over-twisting, remains poor. The DNA double helix is among
the stiffest of all biopolymers and responds to applied stresses in ways which
are poorly represented by classical polymer theories.
DNA is one of the longest molecules in nature. A human chromosome
for example is a few centimetres long. To squeeze such a lengthy molecule
into a micron-size nucleus, DNA is bent and wrapped around histones, form-
ing the bead-on-a-string structure of chromatin. DNA is typically found in
a highly compact “supercoiled” configuration. The bending and torsional
properties of DNA are essential to an understanding of its compactification
in the nucleus.
DNA is composed of repeating structural units which consist of a ribose-
phosphate to which four different groups can be linked: adenine(A), gua-
nine(G), cytosine(C) or thymine (T). DNA differs from most polymers in
that it is formed by the winding around each other of two ribose-phosphate
polymer chains, interlocked by hydrogen bonds. This double helical structure
prevents the relaxation of torsional stress by rotation about a single covalent
bond as common with usual polymers. Moreover, the stacking of the bases
on top of each other provides DNA with an unusually large flexional rigid-
ity. It takes 50 times more energy to bend a double-stranded DNA (dsDNA)
molecule into a circle than to perform the same operation on single stranded
DNA (ssDNA). Moreover, the phosphates in DNA’s backbone make it one of
the most densely charged natural polymers known [74]. DNA-binding pro-
teins can use the polymer’s electrostatic potential to cling to DNA while they
diffuse along the molecule.
Considering the central dogma of molecular biology which frames the flow
8Protamines are small, arginine-rich, nuclear proteins that replace histones in the hap-
loid phase of spermatogenesis and are essential for denser packing of DNA. These proteins
bind to the phosphate backbone of the DNA through the Arginine-rich domain and then
DNA is folded into a toroid which is an O-shaped structure.
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of information as from DNA to RNA and then to protein, the structure of
DNA poses some formidable mechanical problems to the cellular machinery
which has to read the genetic code buried inside the double helix. DNA
polymerase enzymes need to have access to the bases and the only way is
to unwind the DNA, separating two strands. Thus, as a polymerase enzyme
proceeds along the molecule the DNA upstream of the transcription complex
is over-wound, whereas downstream it is under-wound. The protein machin-
ery has adapted to exploit the unique physical properties of DNA, functioning
as motors capable of moving along torsionally constrained DNA molecules.
Understanding of all these highly complex processes demands that first we
understand the mechanical response of DNA under stress.
1.6 Elastic properties of DNA
Almost all tasks performed by DNA in the cell, including replication, tran-
scription and various interaction with proteins are influenced by its elastic
properties in relation to stretching, bending and twisting.
Following is the list of DNA elastic properties:
• Contour length L or Lc,
• End-to-end distance LR, Rc,
• Cross-section dimensions: width bi, height h0, diameter d of the outer
contour circumference, width bi, height hi of the inner contour,
• Cross-section area Ac, Acsec,
• Helix parameter rp0 = kp0 = 2pi/S0, where S0 is a helix pitch,
• Spring constants j, jθ, js, pulling force F, Fq,
• Persistence length lp, Abp,
• Kuhn segment bk = 2lp,
• Twist-stretch coupling gp,
• Stretch modulus Estm, Estr = EAc, Young’s modulus E, shear modulus
G,
• Poisson’s ratio νp,
• Specific gravity ργ,
• Ultimate tensile strength(UTS) σt, yield stress σe, endurance limit σen.
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At the molecular level, the Langevin force is due to thermal shocks from
the environment. On the level of a nanometer size bead used in pulling ex-
periments, these shocks correspond to a force of about 0.03 pN. Molecular
motors in the cell can exert much larger forces (f ≈ 6 pN) in order to dis-
place sub-micron-sizes objects. GC rich and AT rich sequences have different
number of hydrogen bonds so they have different stickiness. GC rich regions
require a force of 15 pN to separate strands, whereas AT rich sections require
only 10 pN [75]. Large forces encountered at the molecular level, 1000 pN are
associated with the rupture of covalent bonds. For biology and biotechnology
the interesting range of forces is between 0.1 pN at which the molecule re-
sponds and 100 pN at which structural transitions happen. Mechanical force
at the molecular level is involved in the action of many enzymes for tasks
such as replication or transcription and generally for those which translocate
with respect to DNA.
In many cases where DNA interacts with proteins, the double helix is
severely deformed from the classical form by being bent, stretched and twisted.
For example the bacterial protein RecA which has nonspecific binding to ds-
DNA can lengthen the DNA by a factor of 1.5 [76]. Experiments have shown
that RecA binds strongly to stretched DNA partly as a result of spontaneous
thermal stretching fluctuations.
A continuous double helix has two helical curves inscribed on the same
cylinder of radius Ra. A parametric description of these two helical curves is
given by:
r1(t) = (Racost1, Rasint1, rst1)
r2(t) = (Racost2, Rasint2, rs(t2 + δψ)
(1.1)
where rs is the helix factor, and the angle ψ represents the angular shift
between the two helical lines, in cut with a plane perpendicular to the central
axis of the helices. If this angle is different from pi, then the two helices make
an asymmetric pattern with a well-defined major and minor grooves, meaning
that in the direction of the long axis of the helix with radius Ra the separation
of helical lines is uneven. This unevenness of separation has an important
meaning for the structural properties of the double helical DNA.
1.6.1 How stiff is DNA
The WLC model [77] predicts that DNA has a local stiffness but a global flex-
ibility. So, over nanometer length scales DNA is among the stiffest biopoly-
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mers. It is not exactly clear why DNA is so stiff and this question remains
controversial. It is assumed that favorable base pair stacking interactions or
backbone phosphate charge repulsions are the major contributors.
Local and long-range electrostatic effects have different roles in DNA
structure and stiffness. Based on the theory of Manning [14], the high neg-
ative charge density of DNA creates a layer of mobile and hydrated counte-
rions along the DNA surface. The valence of the counterions determines the
extent of neutralization of DNA charge, more than the bulk counterion con-
centration. The enthalpic attraction of the counterion to the DNA balances
the entropic cost of localizing the ion even at very low bulk concentration.
ξ, called the linear charge density parameter governs counterion binding to
DNA [78]:
ξ ≡ e
2
kBTb
(1.2)
where e is the charge on an electron,  is the bulk dielectric constant
of the solvent and b is the average axial charge spacing of the DNA. The
quantity e2/(kBT ) = `B is the Bjerrum length for the pure solvent, the
separation distance at which the electrostatic interaction between two ele-
mentary charges (e) is comparable in magnitude to the thermal energy scale
(kBT ).
Manning theory is expanded to include the contribution of phosphate
charge to DNA stiffness [79]. In this model, bare DNA charge produces an
electrostatic stretching force on DNA due to phosphate-phosphate repulsion.
In this context the term “null” DNA was coined to refer to a structure of
DNA with no electrostatic charge. This model for null DNA consists of fully
charged DNA supplemented by an applied compression force that is equal
but oppositely directed to the internal electrostatic tension present in charged
DNA. This model relates the DNA persistence length P and the persistence
length of the null isomer P ∗, requiring also the Debye screening length κ−1
for the solution, the polymer radius R, the charge spacing b (inverse of the
linear charge density) and the valnce Z of the counterions. [14]:
P =
(pi
2
)2/3
R4/3(P ∗)2/3Z−2`−1B
[
(2Zξ − 1) κbe
−kb
1− e−κb − 1− ln(1− e
−κb)
]
(1.3)
The important result of this theory is that the relationship between the
bending persistence length of DNA and the persistence length of its null
isomer is multiplicative and not additive. The model also shows how the
electrostatic properties of the solution govern the DNA persistence length.
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While Manning theory gives a useful overview, there is significant con-
troversy in explaining and discussing the stiffness of DNA. There is exper-
imental evidence that DNA stiffness is dominated by base stacking rather
than charge repulsion [80, 81]. Thus, balance of the forces responsible for
the bending stiffness of DNA is not clearly understood. Understanding the
source of these forces would allow us to engineer DNA-like polymers with
altered stiffness. Besides such an understanding would shed light on how
DNA compactification happens in eukaryotic DNA.
1.6.2 DNA contour length and persistence length
The persistence length provides useful information about structural rigidity
of a polymer and the energetic cost of deforming it [82]. Lots of information
is currently available about the persistence length of DNA, because of the
importance of understanding DNA bendability [83] and because information
on this lengthscale is available via microscopy and other relatively basic ex-
perimental techniques. It is believed that ∼50 nm is the smallest value to
which the persistence length can be pushed to by neutralizing phosphate re-
pulsions in DNA. Various methods provide different values for the persistence
length of DNA, 45-53 nm (132-156 bp) and it has been shown that is largely
independent of monovalent salt concentration above 20 mM [84]. It should
be mentioned that divalent ions can reduce the persistence length of DNA
below 50 nm [83,85].
Under thermal excitations DNA can bend, twist or stretch. Based on the
WLC model directional changes in the chain contour length cost energy which
is quadratically dependent on bending angle. Above the persistence length
the chain directional correlation becomes negligible [86]. It is indicated that
the apparent stiffness of DNA is lower in living cells than would be predicted
from in vitro measurements. Softening of DNA with respect to both bending
and twisting is observed in vivo [87]. Some early studies suggested enhanced
DNA softness to bending (7-fold) and twisting (2-fold) relative to naked DNA
studies in solution [88]. Recent statistical mechanical studies of DNA bending
and DNA looping induced by proteins revise these estimates to 1.6 fold and
3-fold [89]. In eukaryotic DNA in vitro and in vivo studies suggest a 2-fold
reduction in the DNA bending persistence length from 50 to 27 nm [90].
It is hypothesized that cellular DNA in general displays unexpected flex-
ibility because of negative supercoiling and DNA bending proteins. It has
been proposed that DNA bending proteins can decrease the apparent persis-
tence length of DNA by introducing random sites of bending and kinking [91].
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These groups of proteins called architectural proteins have a definite role in
enhancing the flexibility of DNA. One striking finding about these groups
of proteins is that expression of structurally unrelated eukaryotic HMGB9
proteins can revive DNA looping in E. coli cells lacking HU proteins10 which
are just found in prokaryotes [92]. Results of this kind suggest a fundamental
mechanism for architectural proteins altering DNA in vivo.
1.6.3 DNA elasticity theory
The elastic stiffness of DNA can be parametrized by its contour length, L0,
persistence length LP and elastic modulus K0. When the length of a polymer
is much longer than LP entropic considerations dominate because of the
numerous configurations that polymer may adopt. As previously mentioned
these two parameters are interrelated in the WLC model. A long enough
linear DNA is a flexible polymer with end-to-end mean squared distance
R0 = (bL0)1/2, here b is the Kuhn monomer size. The bending costs an
energy per length of kBTAκ2/2 where κ = |∂2sr| here is the curvature (the
reciprocal of bending radius) and where A is the characteristic length over
which a bend can be made with energy cost kBT .
Separation of the ends of a DNA by an amount z  L0 costs free energy
F = 3kBTz2/(2R20) and requires a force f = ∂F/∂z = 3kBTz/(2AL). Below
the characteristic force of kBT/A, the extension z is small compared to L0
and the linear force law is valid. Considering 1kBT/nm = 4.1(pN), for DNA
persistence length of 50 nm, kBT/A = 0.08 pN , so the force needed to extend
DNA within the entropic regime is small.
1.7 DNA over-stretching
The development of single-molecule techniques has provided the ability to
study the mechanical properties of individual macro-molecules. Optical and
magnetic tweezers are the two most important techniques used in single
molecule studies of DNA.
9These proteins are members of the high mobility group (HMG) superfamily with
a unique DNA binding domain which can bind non-B-type DNA structures (like bent
or kinked). Their actionas DNA chaperones influences processes in chromatin such as
transcription and replication.
10This is a histone-like protein in bacteria. Its main function is to inhibit DNA super-
coiling and to regulate DNA replication process.
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Optical tweezers operate by harnessing the momentum carried by pho-
tons. In this technique ones can apply force and measure tension. Optical
tweezers cover the intermediate force range from 0.1 pN to 1 nN [93] and pro-
vide angstrom position resolution and millisecond time resolution. The very
first force-extension (F-X) relationships were measured for single molecules
of DNA with this technique.
Magnetic tweezers, in comparison to atomic force microscopy (AFM) and
optical tweezers, have many advantages which include no heating, throughput
and force stability [94]. Force range of magnetic tweezers for short tethers
(< 1 µm) is ∼1-100 pN [94]. The advent of novel kinds of magnetic tweezers
also allows direct measurements of torque and twist in DNA.
1.7.1 Biological implications of DNA stretching
Homologous recombination is a process in the cell which includes exchanging
of DNA strands and is important for DNA repair and recombination. In
prokaryotes this process involves the formation of long helical filaments of
the RecA protein on DNA. These proteins cause large deformations in the
double helix, extension by 50% and unwinding by 40% with respect to B-
DNA relaxed structure. In this process DNA undergoes a series of structural
changes that results in locally destabilizing the DNA [95].
Stretching of DNA will affect its structural features like helical pitch and
backbone conformation. It also changes the conformation of base pairs. In
normal DNA (B-DNA) rotational and translational degrees of freedom are
restricted but as the double helix is stretched some of these stringent spatial
constraints are removed. Stretching also reduces the clashes between base
pairs and causes changes in orientation variables at base steps like propeller
twist, roll or tilt11. All these conformational changes have a deep effect on
DNA interaction with proteins, ligands and other macromolecules.
It has been shown that twist is one of the base-pair parameters which is
most affected by stretch and it is a variable that most influences backbone
conformation [96]. Most variables of DNA conformation initially show more
flexibility as the rise increases, due to unstacking of bases, but fluctuation of
11In total there are six intra base-pair degrees of freedom of which Shear, Stretch and
Stagger are translations around the X-, Y- and Z-axis respectively and Buckle, Propeller
and Opening are rotations around the X-, Y- and Z-axis. There are also six inter base-pair
degrees of freedom of which Shift, Slide and Rise are translations around the X-, Y- and
Z-axis and Tilt, Roll and Twist are rotations around the X-, Y- and Z-axis.
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these variables decreases again as the rise is increased further.
All these structural changes could have important biological relevance.
For example Lebrun et al. have suggested that amino acid side chains of
TATA-box binding protein are intercalated between base-pairs [97]. It has
also been discussed that sign reversal of the propeller twist would change
the position and orientation of H-bonding groups on the edges of bases,
which consequently would affect the interactions with amino acids [96]. DNA
stretching in chromatin facilitates its compaction and would influence site
recognition by nuclear factors. Crystal structure analysis showed that ‘nor-
mal’ stretching occurs at the equivalent of one to two base-pairs per nucleo-
some which consists of 146 bp.
1.7.2 Different scenarios of DNA over-stretching
One of the most controversial topics in DNA force spectroscopy is the dras-
tic increase in length which happens at a force of ∼65-70 pN. This phe-
nomenon can equivalently be discussed as the formation of a plateau in the
force-extension curve. In search of theories to explain this plateau, two dis-
tinct pictures arise. The first is a thermodynamic theory which argues base
separation in the regions of DNA with low GC content, such that DNA
over-stretching amounts to a kind of DNA melting [98, 99]. The second the-
ory proposes that during the DNA over-stretching it is the base-stack only
which is disrupted and base-pairing remains intact or almost-intact as B-
DNA transforms to a new ordered or mostly-ordered form of DNA called
“S” [100–103]. In a cycle of stretching and shortening hysteresis happens.
Possible explanations for hysteresis in such a system provides a discriminat-
ing test of the two scenarios presented for overstretched DNA [104]. It is
hypothesized that the experimentally observed asymmetry in the hysteresis
could be explained only when S-DNA formation is allowed [104]. There are
both experimental and theoretical sets of evidence support each proposition.
In the following sections each model will be discussed in more detail.
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Table 1.5: Summary of different theories concerning the behaviour of over-stretched DNA.
Theory Explanation Base stacking
vs. pairing
Final confor-
mation
Ref.
Thermodynamic
theory
Force induced
melting
(FID) of
DNA
Disruption
or change of
base-pairing
ssDNA Rouzina
et
al. [105]
Structural tran-
sition
Some 1st-
order phase
transition
Disruption of
base-stacking
S-DNA Lebrun et
al. [97]
Mixed confor-
mations
FID and
phase transi-
tion
Disruption of
base stacking
and pairing
ssDNA,S-
DNA,B-DNA
Zhang et
al. [106]
Alternative
structured
theory
Phase transi-
tion
Interdigitation
of base-pairs
Zip-DNA Balaeff et
al. [6]
Σ-DNA the-
ory
Planar 2/3
stacked
base-pairs
Triplet
base-stacks
with a
big gap in
between
triplets
Σ-DNA Current
work
An issue of concern here is the methods used to study DNA over-stretching.
Different kinds of ligands which have preferential binding to ssDNA or ds-
DNA are used in the experiments and it has been shown that base pairing
is broken in the presence of many or all ssDNA binding ligands. Those
experiments which try to represent a clear picture of DNA melting during
over-stretching utilize fluorescent binding ligands [107,108] which may be an
intrinsic flaw of all studies of this kind. It is discussed that ssDNA bind-
ing ligands and proteins may bias the over-stretching transition from S-DNA
towards melting by stabilizing the ssDNA [109]. There is an opposing argu-
ment that states most of these ligands or proteins bind ssDNA slowly and
in consequence are unable to affect the DNA melting equilibrium [110, 111].
Table 1.5 summarizes different views on DNA overstretching conformational
transitions.
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1.7.3 Stretched or S-DNA
Different experimental groups have shown that when DNA is placed under
tension of more than 65 pN, it transforms from its B-form to a new form or
forms with extension approximately 1.7 times the B-form length [75,101,112].
This extended DNA is called “S-DNA”. The Helix radius of S-DNA is shorter
than B-DNA and bases are sometimes tilted [101] or remain almost untilted
[113]. Tilting of the bases gives rise to a ladder-like structure in the S state
of the DNA [114]. An estimation of the DNA twist stiffness measurements
suggest that a not completely ladder-like form of the DNA occurs in the
overstretching transition from B- to S-form. A remnant helicity of the DNA
persists in its over-stretched state which is about one turn every 37.0 base
pairs [115].
Theoretical analysis of DNA stretching data from some of the experi-
ments has led to the conclusion that under physiological conditions (pH 7.5
with 150 mM Na+) the force-extension curves of overstretched DNA could
not be explained based on the formation of ssDNA [104, 116]. Analysis of
the competition between force-driven formation of the S-DNA and ss-DNA
(“unpeeling”) showed that S-DNA and unpeeling require similar free energies
and are likely to compete near 65 pN. So, it was concluded that factors that
affect base pair stability could potentially determine whether the transition
leads to formation of S-DNA or strand unpeeling. Particularly it is predicted
that high salt concentrations and low temperatures favour S-DNA [103]. A
thorough analysis of the effects of environment (salt, temperature and se-
quence composition) on DNA over-stretching in the absence of DNA-binding
ligands or proteins has shown that for a DNA with free ends or nicks, there
are two competing modes of over-stretching: (1) formation of a stretched
double-stranded structure (S-DNA), or alternately unpeeling of one of the
strands [117]. It should be stressed that formation of the unpeeled state is
crucially dependent on the presence of a nick along the DNA, without a nick
no unpeeling can occur due to topological constraints.
Aside from melting, numerical simulations of DNA over-stretching typ-
ically lead to one of two characteristic conformations, either a narrow he-
lix with highly inclined base pairs or a flat unwound ribbon (eg. [118]).
As mentioned the essential feature of S-DNA is that bases remain paired.
An elegant experiment which excludes the discussed problematic effects of
DNA-binding dyes [119] (by Maaloum et al.) has shown that the transition
observed in DNA stretching is a pseudo first-order transition from B-DNA to
some S-DNA where the helix diameter changes from 2.4 nm to 1.2 nm with
27
Chapter 1. Introduction
a ∼65% reduction in the number of turns. Maaloum et al. also show that
stretched DNA molecule in their system is not melted into two separated
strands. This work also relates the observation of ssDNA to the utilization
of ssDNA-binding ligands or dyes and stresses that this kind of transition
depends strongly on the ligands present.
It is interesting that even before the structure of DNA was discovered
by X-ray crystallogarphy, Wilkins et al. suggested from an experiment that
stretched DNA undergoes a transition to a structure with tilted bases which
is two times longer than the relaxed molecule [120]12. In this picture DNA
still remains in a helix form but is extremely extended.
1.7.3.1 DNA topology and torsional constraints
There are three mathematical quantities which are basic to DNA topology:
twist (Tw), writhe (Wr) and linking number (Lk). Twist represents the total
number of double helical turns in a segment of DNA. Writhe is a property
of the spatial course of the DNA and is defined as the number of times the
double helix crosses itself if the molecule is projected in two dimensions. The
helix-helix crossovers are assigned a positive or negative value based on the
orientation of the DNA axes. The numerical term that describes the sum of
the twist and writhe is the linking number:
Lk = Tw +Wr (1.4)
Under torsional constraint, the sum of the twist and the writhe of the DNA
molecule is a constant. The torsionally unconstrained DNA has the ability
to change its twist so the linking number can change. In Fig. 1.9 it is shown
how change in twist can change the linking number of DNA. In a torsionally
relaxed DNA with closed ends, the structural transition due to the increasing
applied force results in the formation of an underwound DNA which has
∼ 37.5 bp per turn.
12In this study stretching of sodium thymonucleate fibres was studied by streaming
solutions. At 50% humidity conditions these fibers are partly crystalline and birefringence
and ultra-violet dichroism are all negative. In contrast the stretched DNA is positively
birefringent and is non-crystalline and non-dichroic. It is interesting that this fiber is
stable at 50% humidity but returns to the negative form when placed in a more humid
place and the length shrinks from 1.5 to 1. They conclude from optical studies that purine
and pyrimidine rings rotate during the extension and lie on average at about 45◦ to the
axis if the fibre, this means a 45◦ tilting.
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Figure 1.9: DNA can be untwisted and opened up by reducing the linking number and in this way
relieve torsional tension. A circular DNA is shown with two different linking numbers imposed. Each
dot represents a full turn of DNA which based on standard definitions is 10.5 base pairs. Writhe is a
more difficult quantity that describes the amount of coiling of a closed curve (in this case DNA) in three
dimensional space. An informal definition of writhe is as a positive or negative integer: if two strands cross
and the strand underneath goes from right to left, the the writhe is positive but if the lower strand goes
from left to right the writhe is negative. This definition unfortunately depends on the chosen projection,
so should in theory be averaged over all projections. In practice writhe is most easily available via eqn. 1.4.
DNA models were made with NAB [4].
1.7.4 Force-induced DNA melting
As mentioned earlier at a force of about 65 pN, dsDNA elongates to about
1.7 times the normal B-DNA contour length. In an alternative scenario to
the formation of S-DNA it is speculated that dsDNA is converted to ssDNA
(or melted) in the course of the over-stretching transition [121]. The peeling
of one strand from its complementary strand during over-stretching is visual-
ized by single molecule fluorescence imaging [105,108]. Pioneers of this theory
have stated that force induced DNA melting can essentially explain all of the
phenomena associated with the over-stretching transition [98]. However, a
force-induced melting mechanism cannot explain some observations in differ-
ent experiments. For example, the force response of over-stretched DNA is
inconsistent with that of one ssDNA or two non-interacting ssDNA, which
implies that there is no complete dissociation of two strands, a fact which
is observed [119] experimentally in AFM studies of DNA over-stretching. In
addition the observed fact that extended DNA immediately returns to the B-
DNA with relatively modest hysteresis upon retraction implies a non-melting
mechanism [103,122–124]. Although it should be mentioned that the occur-
rence of hysteresis depends on solution conditions such as ion strength [112].
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Summarizing the results of more than 20 years of debate we can say that
if the DNA has low base-pair stability (high AT content, low salt or high
temperature) peeled ssDNA is selected for torsion-unconstrained topologies,
while bubble is selected for torsion-unconstrained end-closed topologies [123].
If the sequence has high base-pair stability, S-DNA is selected for both end-
opened and end-closed DNA constructs. Recently it has been shown that
DNA duplexes as short as 60 base-pairs can be over-stretched by 51% without
strand separation [124].
1.7.5 Beyond S: Zip-DNA
S-DNA or melted DNA are not the only two documented phases of extended
DNA. At very high forces, a novel zipper-like structure can manifest if melting
is bypassed [125]. In zipper DNA, base-pairs are broken and the nucleobases
from the opposite strands interdigitate forming a continuous aromatic stack.
In a further simulation study it was shown that when large forces are applied
quickly, zip-DNA self-assembles from force melted DNA, whereas when forces
are applied more gradually zip-DNA is formed by passing through S-DNA
as an intermediate [6].
1.7.6 Different pulling schemes
DNA can be stretched either from its 3′ or 5′ ends or from both ends and its
behaviour is different in each case. Experimental results on 5′ vs 3′ stretching
modes are different and inconsistent. Some experiments show no difference
in rupture profile and emphasize a symmetrical stretch [126] while the most
recent one shows DNA behaviour upon stretching from 3′ or 5′ to have sig-
nificant differences [127]13. Seemingly the main variable is the pattern of
transmission of the stretching force around the double helix as the tension is
increased gradually during the experiment or simulation.
13Theoretical results of Lebrun and Lavery [100] show an energetic preference for the
5′ fiber structure over the 3′ ribbon structure which might be due to the simplicity of the
distance-dependent dielectric solvent model which they have used [118].
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1.7.7 Concluding remarks: FIM or S-DNA?
Authors in favor of FIM (force induced melting) model present this model
as the only valid model which can explain over-stretched DNA structure and
dismiss the S-DNA model. A recent review on FIM gives an overview of the
problem and the proposed model but does not include the critiques of FIM
existing in the literature [128].
There are at least two problems with FIM theory. First is that the force-
extension measurements done on ssDNA do not match those of over-stretched
DNA. Second is that the extension of two separated strands to the full length
of overstretched DNA requires ∼130 pN force, much larger than those ob-
served at transition. So there are two scenarios for for the over-stretched
DNA: one of S-DNA and another one of FIM. S-DNA is in most cases pre-
dicted to be thermodynamically slightly more stable than FIM. Therefore
FIM should happen primarily in AT-rich regions or at DNA ends or nicks,
but might also coexist as a minority phase alongside S-DNA, given that the
thermodynamic penalty for melting out of S is anyway not large. As previ-
ously mentioned, usage of ssDNA binding proteins would stabilize the melted
regions and lead to the conclusion that FIM is the preferred thermodynamic
pathway in the presence of these proteins. The same concerns are raised in
the usage of glyoxal which react with open GC base-pairs and stabilizes them
in the open state [110]. Overall, stabilizing melted regions of DNA could bias
the overstretching pathway from S-DNA towards FIM.
There are some experimental results of over-stretching DNA under twist
which provide a simple explanation within a combination of S-, P-, B- and
Z-DNA forms and it is not clear how these data can fit into the FIM model
[115,129].
In conclusion, there is experimental evidence supporting S-DNA model
which contradict FIM, and vice versa. Here we try to resolve this issue by
presenting new simulations and a new model for over-stretched DNA (chap-
ters 3 and 4), discuss the role of intercalators in this process, and provide
some observations relating to the role of DNA stretching in early biology.
1.8 DNA Intercalation
DNA intercalators are a group of molecules mostly containing aromatic het-
erocycles. These ligands intercalate between base pairs of DNA. Intercala-
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tors are typically flat, but it has been shown that some biologically active
compounds with greater molecular thickness like steroid hormones could fit
stereospecifically between base pairs [130]. Computer modeling shows that
goodness of fit of certain small molecules into DNA intercalation sites corre-
lates with the degree of biological activity but not with strength of receptor
binding. The importance of these findings is that specific sequences in DNA
into which ligands best intercalate are found in the consensus sequences of
genes activated by nuclear receptors, implying that intercalation is central
to the mode of action of these ligands [131].
Figure 1.10: Examples of classical intercalators. (Image taken from [5]).
There are certain carcinogens like benzopyrenes which are aromatic, flat
molecules with the same thickness as base-pairs, which intercalate. Interca-
lation is also the mode of action of anticancer drugs like actinomycin D [132]
and topotecan [133].
One of the conformational changes of DNA is unwinding in which base-
pairs separate and form a cavity. The shape and size of the cavity is depen-
dent upon the degree of unwinding. When the cavity reaches the approximate
width of 4 A˚ it becomes possible to insert flat, aromatic moieties in between
the bases.
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1.8.1 DNA-RecA and DNA-RAD51 interaction
In the cell, homologous recombination is a process which consists of exchang-
ing DNA strands, creating a pair of duplexes which mostly match (are ho-
mologous) but may contain some mismatches. This process is important for
DNA repair and for creating genetic diversity in sexual reproduction [134].
RecA, the main protein involved in this process (in bacteria) operates by cre-
ating a filamentous structure around the DNA. Within the active filament,
the DNA is stretched by ∼50% with respect to B-DNA [135] and unwound
by 15◦ per base-pair step, ∼40% less than its standard helical twist [136].
This is an unusual conformation for DNA which can not be attained with-
out the help of an external force. In this case these forces are provided by
interactions with the RecA protein. So what is the mechanistic reason for
the DNA to be stretched and unwound to this degree?
Linear dichroism (LD) has shown that bases of DNA, in this filament,
are on average roughly perpendicular to the filament axis [137] which is seen
in DNA-RecA complex (Fig. 1.11). Structural studies of a tetranucleotide
DNA strand bound to a RecA dimer with NMR show an average axial base
separation of 5.1 A˚ which is stabilized by stacking interactions between sugar
C2′ methylene groups and the following 3′ base [138].
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Figure 1.11: Figure shows the RecA-DNA complex (a) and separated DNA (b) (pdb:3cmt). Com-
plexed DNA with RecA is stretched in a unique way producing triplets (b) in which base-pairs remain
perpendicular relative to the helix axis.
As previously mentioned when DNA is stretched mechanically it elon-
gates 70% with respect to B-DNA in contrast to the RecA-stretched form
of DNA which is elongated by 50%. Both forms are unwound, although to
a different extent. Experimental studies of DNA over-stretching have mea-
sured a helicity of 38 bp/turn for S-DNA which corresponds to a pitch of
220 A˚. These numbers for the RecA-DNA complex are 18.3 bp/turn and
∼100 A˚. Therefore, RecA-stretched DNA is likely to be a sort of virtual or
real intermediate between B-DNA and S-DNA. It has been shown that RecA
polymerizes at least 20 times faster on a double-stranded DNA in the S-form
than on B-form [76,139,140]. It should be mentioned that initiation of RecA
polymerization did not occur within 10 min of RecA addition in the absence
of external force, but took place in a few seconds when a 65 pN stretching
force was applied [141].
Regarding the structural changes induced in DNA by RecA filaments, it is
important to mention that protein filaments constitute a dielectric medium
lower than that of bulk water, so the DNA side which is in contact with
protein would experience a different medium than the opposite side which is
contact with water. By pulling the DNA at its 3′ by a factor of 1.5 the same
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unwinding value as that observed in the RecA filament can be achieved [142].
It should be mentioned that only at this exact degree of stretching DNA bases
are perpendicular to the helix axis.
It has been shown recently that human RAD51 protein, a eukaryotic
homologue of Escherichia coli RecA, as in the case of RecA, engages ssDNA
and dsDNA in nucleotide triplet clusters [143].
We remark that intercalation-like gaps of a similar width have also been
inferred following a result of force-induced transition in cross-linked DNA
films [144].
1.9 Stretching forces in nature
The most obvious example of a stretching force being directly applied to DNA
in the cell occurs during cell division. The forces exerted on chromosomes
during prometaphase have been measured in grasshopper spermatocytes [145]
and vary from 0.3 to 0.8 nN. Since these forces are sufficient to cause a helix
to ladder transition in free DNA, it is possible that such a structural tran-
sition occurs, particularly near the centromere region, and that the altered
form of the DNA plays a role in control of cell division. Hydrodynamic forces
are also supposed to act upon DNA and cause DNA stretching when in a
geometry of ’extensional flow’ [146] which could be supposed as the primary
source of DNA stretching in the dawn of life when no complicated enzymes
like those in modern biology existed. DNA extension in micro-channels in ex-
perimental set ups within the range of relative extension of ∼1.5 is observed
in various studies [146,147]. These experiments show DNA molecules which
are in high velocity gradients are stretched from the coiled conformation and
aligned with the flow direction [148]. The degree of stretching and the experi-
enced drag force depends on the initial position of the DNA molecule within
the fluid. It is interesting that the mean normalized value of extension L/L0
reaches a maximum at 1.52, in agreement with the value of extended DNA
within the RecA protein filaments [147].
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Figure 1.12: Figure shows a graphic representation of an experimental system to study flow extension in
DNA dilute solution. Some DNA is aligned in the direction of the flow and stretches while some molecules
might remain in the coiled conformation.
1.10 Axial distribution of DNA over-stretch
deformations, formation of triplets
The distribution of the elongation in a stretched DNA is a complicated pro-
cess. If we assume that B-DNA is stretched uniformly by 50% and the bases
remain perpendicular to the axis this would produce a 5.1 A˚ base separation
and in this way stacking interactions would be completely disrupted [149].
The loss of stacking energy is not favourable for DNA. If we assume that
the stretch is distributed uniformly along the DNA, a 1.7 A˚ space would be
created in between each base-pair which is not enough to even accommodate
a water molecule. If we assume that the total stretch is distributed non-
uniformly along the DNA axis, in a way that stacking is partially conserved
and in-between is disrupted completely, we would be able to propose a mech-
anism for DNA elongation and its biological activity of elongation as well.
In the case of RecA, base separation is non-uniform with consecutive groups
of stacked base-pairs in triplet clusters followed by a big gap which reaches
8 A˚.
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2.1 Triplet Propensity Calculation
As mentioned in the introduction, stacking interactions play an important
role in stabilizing DNA. When DNA is overstretched by applying an ex-
ternal force, equilibrium rise value (2.8-3.4 A˚) starts to increase until after
a certain value (5.6 A˚ [150]) the stacking interaction is said to be broken.
The thermodynamic stability of DNA depends on the extent to which bases
stack upon each other. Stacking interactions are sequence dependent [9]. It
is believed that electron correlation interactions are a significant source of
stacking energies in DNA so different combinations of purines and pyrim-
idines (with different electronic properties) should result in significantly dif-
ferent stacking contributions to DNA stability. If we assume for example a
a dinucleotide of A·T1 whether this dinucleotide is flanked by purine·purine,
purine·pyrimidine, pyrimidine·pyrimidine or pyrimidine·purine stacking in-
teractions would be different and so would be the stabilization.
In this section we investigate, based on literature datasets for the sequence-
dependent dinucleotide stacking free energy, the free energy associated with
partitioning a DNA duplex into triplet structure with stack breaks in a reg-
ular pattern of period three.
1Dot indicates base-paired dinucleotide.
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2.1.1 Stacking interaction
Stacking involves hydrophobic, electrostatic and dispersion components [151,
152]. It is still a controversial field of study and there is no agreement between
researchers which force is dominant in stacking. For example Luo et al. be-
lieve nonelectrostatic interactions are dominant forces [151] while McKay et
al. emphasize the role of attractive interactions between partial charges of
bases [153]. Guckian et al. discuss that hydrophobic effects dominate the
stacking interaction but dispersion forces and electrostatic interactions con-
tribute substantially to the base stacking [154]. All four bases have significant
charge localization and distinctive electrostatic fingerprints.
Figure 2.1: Stacking interaction between two nucleotides (CG) in an ssDNA.
2.1.2 Free energies of stacked bases
Measurement of stacking free energies in DNA is extremely difficult both the-
oretically and experimentally. There is as much as disagreement regarding
factors contributing to stacking interactions as there is for free energy values
generally over the 16 different combinations of dinucleotide stacks AA, AG,
AC, etc. Typically, empirical force fields and solvent models (based on classi-
cal mechanics) are used to calculate free energy of base stacking. The current
ffs (AMBER [155], CHARMM [156], GROMOS [157] and OPLS-AA [158])
used in most of the calculations employ an additive model for electrostatic
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forces in which atoms have fixed partial charges. Additive representation of
electrostatic interactions limit the accuracy of calculations done with em-
pirical ffs, especially for stacking interactions in DNA [159, 160]: because of
the delocalized pi electrons, aromatic rings have a large (and anisotropic)
polarizability which leads to a significant departure from the isotropic two-
body description of interactions. It has been shown that this polarizability
increases the thermal stability of DNA [161].
In Table 2.1 base stacking free energies from three different sources are
summarized.
Table 2.1: Total base stacking free energies (kcal mol−1) in B-DNA from three different sources. The
Honig [10] and MacKerell [11] datasets are theoretical calculations and the Kamenetskii [9] data are
experimental values.
Sequence Honig(theoretical) Kamenetskii(experimental) MacKerell(theoretical)
AA -6.53 -1.11 -6.02
AC -5.0 -1.81 -5.83
AG -7.03 -1.06 -8.38
AT -5.32 -1.34 -7.15
CA -4.92 -0.55 -3.48
CC -4.36 -1.44 -2.31
CG -5.07 -0.91 -7.59
CT -4.64 -1.06 -5.82
GA -7.41 -1.43 -9.69
GC -5.76 -2.17 -11.6
GG -7.79 -1.44 -5.81
GT -5.93 -1.81 -5.53
TA -5.25 -1.11 -5.07
TC -4.78 -1.43 -4.82
TG -5.25 -0.55 -5.21
TT -4.92 -1.11 -3.92
2.1.3 Calculation method
To calculate the triplet propensity we proceed from the data sets giving
base-pair step formation energies via a brute-force Monte Carlo approach.
Initially a random sequence of 60 amino acids is drawn with equal probability
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for each of the “phase one” amino acids. A DNA duplex is then defined
by randomly drawing a codon for each amino acid (based on those codons
available in the modern “universal” genetic code). In order to have equal
sequence content in both strands, the initial sequence is then concatenated
with its complement, generating a palindromic test DNA sequence of 360
bp. Defects are then inserted at random into the sequence such that 1/3 of
base steps are broken, and allowed to equilibrate their positions for 150 MC
steps per defect present, where an MC step is a defect repositioning attempt
via Metropolis Monte Carlo at 300K. This long sequence then serves as a
“reservoir” of stack breaks: in order to find the triplet propensity for a given
test codon, it and its complement are inserted into the reservoir duplex and
re-equilibrated for a further for 30 steps/defect before collecting statistics
for the distribution of stack breaks. The triplet propensity ∆Gτ is stated
simply as a negative log probability for breaks to form at each end of the
test codon but not inside it. The calculation was repeated (with different
reservoir sequences) until convergence, which was validated by comparing
redundant codons: the ∆Gτ for all pairs such as GGA·TCC and TCC·GGA
was verified to differ at worst in the third significant figure.
Stacking energies are directional (crucially, GC·GC is stronger than CG·CG),
here when writing a sequence the direction 5′ → 3′ is assumed. From the
tabulated data of Friedman and Honig [10], if we approximate the stacking
energy for complementary duplex DNA as the sum of the stacking ener-
gies for the two base-steps, the weakest step is CG·CG (-10.14 kcal/mol).
We therefore hypothesize that a series of codons of the form GNC (where N
means “anything”) should have the special property of partitioning naturally
at the codon boundary C to G when under tension. We make a statistical
analysis based on the stack breaking free energies, to produce a measure of
the propensity for a given codon, when embedded in a wider sequence, to
partition extension to the codon boundaries.
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2.1.4 Triplet Propensity Results
(a) Honig et al.
Amino Acid codon · anticodon ∆Gτ /kBT
G GGC·GCC 1.71
A GCC·GGC 1.72
S* AGC·GCT 1.86
D GAC·GTC 2.01
V GTC·GAC 2.02
T* ACC·GGT 2.07
R. AGA·TCT 2.16
E* GAA·TTC 2.19
F. TTC·GAA 2.20
N. AAC·GTT 2.25
I* ATC·GAT 2.30
K. AAA·TTT 2.43
P* CCC·GGG 2.59
L* CTC·GAG 2.70
Y. TAC·GTA 3.33
C. TGC·GCA 3.38
H. CAC·GTG 4.28
W. TGG·CCA 4.33
Q. CAA·TTG 4.53
M. ATG·CAT 4.56
(b) Kamenetskii et al.
Amino Acid codon · anticodon ∆Gτ /kBT
T* ACC·GGT 1.38
G GGT·ACC 1.38
S* AGT·ACT 1.52
A GCC·GGC 1.56
I* ATC·GAT 1.57
D GAT·ATC 1.58
V GTC·GAC 1.61
N. AAT·ATT 1.63
R. AGA·TCT 2.39
E* GAA·TTC 2.55
F. TTC·GAA 2.55
K. AAA·TTT 2.61
P* CCC·GGG 3.19
C. TGT·ACA 3.33
L* CTC·GAG 3.55
M. ATG·CAT 4.44
H. CAT·ATG 4.45
Y. TAT·ATA 4.57
W. TGG·CCA 5.15
Q. CAA·TTG 5.43
(c) MacKerell et al.
Amino Acid codon · anticodon ∆Gτ /kBT
T* ACT·AGT 1.30
S* AGT·ACT 1.30
D GAT·ATC 1.46
I* ATC·GAT 1.47
A GCT·AGC 1.47
R. CGT·ACG 1.68
E* GAG·CTC 1.82
L* CTC·GAG 1.82
V GTC·GAC 1.91
N. AAT·ATT 2.01
K. AAG·CTT 2.39
Y. TAT·ATA 3.09
F. TTC·GAA 3.59
H. CAT·ATG 3.92
M. ATG·CAT 3.93
Q. CAG·CTG 4.34
G GGT·ACC 4.80
P* CCT·AGG 4.82
C. TGT·ACA 4.97
W. TGG·CCA 8.31
Figure 2.2: Triplet formation free energies with Honig (a), Kamanetskii (b) and McKerrel (c) datasets.
The  symbol indicates a member of the GADV set, while * indicates a phase I amino acid.
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2.2 Discussion
Tabulating this information for the 20 canonical amino acids (showing the
triplet propensity for the most triplet-prone codon available to each amino
acid) we can see a clear pattern of reduced triplet disproportionation energy
for the primordial ‘phase I’ amino acids (Figure 2.2). This pattern is par-
ticularly evident for the Honig dataset, which made the fullest treatment of
solvation forces out of the two theoretical calculations and is therefore the
most relevant.
2.2.1 Roles for Triplet Disproportionation
Minimisation of read frame errors: the calculated favourable partition-
ing into triplets for particular codons does not necessarily relate only, or at
all, to the formation of long triplet-ordered DNA structures. In transcrip-
tion, recombination and also in replication of DNA, codon boundaries must
be correctly identified in order to avoid read frame errors. This simple calcu-
lation using existing data shows that such errors should be reduced in those
genetic codes (GADV and phase I) which are supposed to be relatively old
in evolutionary history.
Origin of the triplet genetic code: the three base-pair structure of the
genetic code may have arisen specifically via the GNC code, which was highly
inefficient from a purely informational point of view, due to the physical re-
quirement to partition codons into triplets in the absence of the sophisticated
enzymatic machinery which later evolved to maintain the NNN triplet code
in modern organisms.
2.2.2 Phase I amino acids: Importance of Arginine
Depending on whether a given amino acid was in the beginning supplied
by the environment or produced biosynthetically (potentially a difficult dis-
tinction if early life was more ‘open’ than modern cellular life forms), it is
categorized as either phase I or phase II [162]. It is hypothesized that life
must at some point have functioned with only phase I amino acids as biosyn-
thesis by definition presumes the presence of some existing life form. The
dramatic pattern evident in the tabulated partitioning energies is that codons
for phase I amino acids overwhelmingly have relatively favourable free ener-
42
2.2. Discussion
gies to partition into triplets aligned to their boundaries. The exception to
this pattern is interesting: Arginine (R) is not listed in Wong and Bronskill’s
1975 tabulation of phase I amino acids [3], possibly due to the large energetic
cost needed to synthesize it from citrulline in modern organisms [163]2.
It has been advanced that the CGN and AGN (where N = ‘anything’)
codons which yield Arginine in the modern genetic code previously coded for
the chemically similar non-canonical amino acid Ornithine [168], and that
the function of this codon was usurped in a presumably dramatic evolution-
ary event when selection advantage was found in having access to the more
strongly basic Arginine molecule. The original phase one list GADVESPLIT
contains no basic amino acids at all making the addition of Ornithine seem
valuable in order to form a good range of folded proteins, and the replacement
of Ornithine with Arginine a beneficial evolutionary step in giving access to
a stronger base.
Arginine stands out for a second reason: the DNA-binding recombinase
RecA achieves triplet disproportionation by cradling the negatively charged
DNA in a large number of positively charged R side-chains (and some K).
Thus we should perhaps not be surprised if a phase of biochemical evolution
in which control of triplet disproportionation is important should have some
means to produce either Arginine or similar moderately bulky basic residues.
2.2.3 Minimisation of read-frame errors: too strong to
be a purely steganographic effect
The main statement of this chapter, that the phase I part of the genetic code
is structured so as to support a minimisation of read-frame errors by physi-
cally favouring the partition into codon-aligned triplets, is related to a known
subtle and remarkable property of the genetic code. This property is that
its redundancy is structured almost-optimally so as to support overlapping
codes orthogonal to the primary code specifying amino acids [169], allowing
the evolution of sequence changes altering DNA structure and interactions
even within protein coding regions, without changing the coded protein. The
overall flexibility of the genetic code in allowing arbitrary steganographic
codes is not however sufficient to explain the strong pattern which we ob-
2Arginine is essential for virus replication [164,165]. The fact that viruses have emerged
early in evolution of life [166] and their reproduction is essentially dependent on Arginine
violates the Wong et al. hypothesis that Arginine was not present in early forms of life.
Viral DNA synthesis continues in the absence of Arginine but formation of virions is
inhibited [167].
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serve: Figures 2.2 and 2.3 show that codons for phase one amino acids are
significantly more able to encode this partitioning than those in phase II. We
further observe that the residues advanced by Ikehara et al. [64] as forming
the minimal set for a functional proteome (marked  in Figure 2.2) are also
those which partition most naturally into triplets.
We should note that the calculation of stacking energies by Friedman &
Honig is a very elegant paper but is not the most recent attempt to measure
this quantity. On the experimental side, Protozanova, Yavchuk & Frank-
Kamenetskii have measured free energy of stacking for base-pair steps in a
nicked DNA duplex [9]. It is attractive to generalise these stacking free ener-
gies for nicked DNA to the intact DNA double helix, however NMR analyses
have shown that the broken phosphodiester bond pushes the conformation
away from canonical B-form [170–172] which leaves a question mark over
the data. Protozanova et al. report values of -0.91 and -2.17 kcal/mol for
CG·CG and GC·GC stacks, while further experimental results for associa-
tion of completely free duplex ends by Kilchherr et al. report -2.06 and -3.42
kcal/mol [8], (chapter 1, Table 1.2).
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(a) Honig et al.
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(b) Kamenetskii et al.
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(c) MacKerell et al.
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Figure 2.3: Triplet formation free energies and triplet disproportionation propensity with Honig,
Kamenetskii and McKerrell data-sets. The  symbol indicates a member of the GADV set, while *
indicates a phase I amino acid.
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Calculations by Lemkul and MacKerell [11] make a more complex treat-
ment of the base stacking interactions, arriving at values for the key CG·CG
and GC·GC comparison of -7.59 versus -11.69 kcal/mol, but a less sophis-
ticated treatment of the solvation. Overall, while there is significant dis-
agreement on the magnitude (and sometimes the ranking) of the 10 stacking
energies for complementary base pair steps, the key feature of a weak CG
stack which points to the existence of a GNC triplet code is preserved. Re-
peated calculations of triplet formation free energies with the Kamenetskii
et al. and MacKerell et al. data sets show the same privileged status for
the GADV and phase one amino acids as those based on the Honig data-set
(Fig. 2.3), although many details are different, and also in the MacKerell et
al. calculation the residue Glycine loses its privileged triplet status almost
entirely due to a very weak reported value for the GG·CC stack (Fig. 2.3).
2.2.4 Quantum corrections to stacking energy
There are many quantum mechanics (QM) calculations which show that
stacking energies are overestimated in current classical mechanical force fields.
For example it has been shown that AMBER-99 parameters produce artifacts
which are the result of dramatically overstabilized base-base stacking [150]3.
Murata et al. have also found that the reversible work to unstack an aqueous
purine dinucleotide is ∼5.0 kcal/mol, one order of magnitude higher than ex-
perimental results [173,174]. It is widely assumed that accurate base stacking
energetics simply cannot be achieved within fixed charge classical MMs, but
it has been shown that careful calibration of 1/r6 dispersion term performs as
well as CCSD(T)4 calculations for predicting stacking enthalpies of aromatic
compounds [175].
It has been shown that for stacked configurations, the current AMBER
nonbonded parameters exhibit unfavorable repulsive interactions at inter-
base separation distances of 2.9-3.1 A˚ while CCSD(T) interaction energies
are negative and favourable at these distances. This difference shows an
inaccuracy in the LJ σ parameter that modulates the r−12 steric repulsion
term of the nonbonded potential. The drawback of experiment in defining
stacking energies is its inability to distinguish between base-base, base-sugar
and sugar-sugar clustering. PMF calculations are used to solve this problem
3Base stacking in an empirical potential typically consists of a Lennard-Jones term and
a Coulombic term with fixed atomic point charges.
4Coupled cluster is a numerical technique for describing many-body systems. This
method provides an unbiased solution to the time-independent Schro¨dinger equation.
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in a way that the energy profiles obtained are converted into stacking equi-
librium constants with a distance cutoff of 5.6 A˚5 to differentiate stacked and
unstacked conformations [150].
The tests used to validate nucleic acid parameters are exclusively focused
on maintenance of unstretched dsDNA structural properties so they are un-
able to recognise if overestimated dispersion forces result in overstabilization
of base stacking or not. Existing protocols for deriving MM parameters from
three major families of ffs (AMBER, CHARMM, GROMOS) do not include
any consideration of dispersion effects from high level QM calculations in the
parametrization process.
Point charges which are included in ffs are derived from HF/6-31(G) cal-
culations [177], but HF charge distributions are intentionally overpolarized
for simulations in water. Banas et al. have shown that the differences be-
tween QM and MM stacking and pairing energies is the result of inaccuracy
of the van der Waals ff term [174]. The two following forms are usually used
for vdW interactions in ffs: (1) the standard LJ potential:
E6−12vdW =
√
ij
[(Ri +Rj
rij
)12 − 2(Ri +Rj
rij
)6]
(2.1)
or (2) an exponential repulsion term in combination with a damped disper-
sion term:
E6−12vdW =
√
ij
[ 6
ζ − 6 exp
(
ζ
(
1− rij
Ri +Rj
))
− ζ
ζ − 6
(Ri +Rj)6
r6ij + (
Ri+Rj
α
)6
] (2.2)
In both forms R and  parameters correspond to VDW radii and well depth
respectively. In the exponential form the scaling parameter ζ is used to
account for long range dispersion interaction.
Banas et al. have shown that ff stacking energies are overstabilized by
about 25% [174]. This effect could be due to anisotropy of the dispersion
(VDW) interaction [178]. While the VDW ff term is isotropic the actual dis-
persion of nucleic acid bases is strongly anisotropic. Consequently, dispersion
interaction is relatively weakened in the stacking direction and strengthened
in the H-bonding direction compared to the isotropic case. This effect is not
included in the ffs, so stacking interactions are overestimated. So it is likely
5The distance criterion is originally proposed in [176].
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that ignoring dispersion anisotropy in the ff is the source of overestimation
of stacking energies. Anisotropy can also affect hydration of nucleobases and
as a result cause overstabilization of stacked nucleobases [179].
It has been noted that charge penetration effects become highly attractive
when rise is < 4 A˚ and dominate the electrostatic contribution to the inter-
action energy [159]. These charge penetration effects are the reason why at
short ranges MM deviates significantly compared to ab initio methods. MM
models quickly become very repulsive during close contacts which is due to
insufficiently attractive MM electrostatics. So as the rise is decreased the
errors in the oversimplified MM point charge model grow rapidly due to the
exponential increase in the charge penetration contribution.
Distribution of the electrostatic potential in bases is dipole-like and they
prefer large overlap of the rings due to dispersion attraction. The ff assumes
that the electronic structure of bases is fixed but in reality it responds to
polarization effects and this makes the ff electrostatic term unphysical which
causes deviations from QM electrostatics at short intermolecular distances.
Another problem of ffs describing stacking is that real atoms do not have radii
and are not necessarily spherical which causes large anisotropic polarizability
of bases in the base pairing direction. Therefore ff description of atoms as
VDW spheres with a fixed radius (isotropic description) causes overestima-
tion of base stacking which leads to overstabilization of stacked bases in MD
simulations.
Extensive MD simulations with revised AMBER parameters to calculate
stacking free energies confirm the recent concerns that computed stacking
free energies are too favourable relative to experiment [180]. We will discuss
in the atomistic simulation results section that the apparent discrepancy be-
tween simulations and experiment [113] in capturing Σ-DNA in the absence
of intercalating cations (Arg or EtBr) might be due to the fact that current
MM ffs are not able to describe stacking interactions properly and by over-
stabilizing these interactions produce kinetic or thermodynamic traps [181].
Such traps could be overcome in the presence of bulky cations and this may
be a reason that the triplet disproportionation pattern is observed in simu-
lation in the presence of these cations [182].
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3.1 Introduction
3.1.1 Triplet Disproportionation
Under tension in aqueous solution with small or monatomic counterions,
the DNA duplex stretches, unwinding if not topologically constrained, and
eventually denatures. The extension against force shows a jump by a factor
of ≈ 1.5 − 1.7 (depending on sequence, pulling geometry and solution) at
≈ 65 − 70 pN [183–185]. Several models have been proposed to explain
the sudden increase in length, which is widely agreed to be the signal of a
collective structural transition. The formation of regions of single stranded
DNA (ssDNA) [186] or of ladder-like stretched and untwisted double stranded
DNA (dsDNA) have been suggested [101, 114, 187]. At modest extensions
of sequences not dominated by AT base pairs, we expect to see a partly
untwisted ladder-like structure, in which the base pairs remain intact but
the rise per base pair is equilibrated to a new value of ∼5.8 A˚, compared to
the rise in unstretched B-DNA of 3.4 A˚. In general, this stretched phase is
known as S-DNA. For GC-rich structures having strong hydrogen bonding
the base pairing is preserved in the S-DNA structure, and the base stacking
is also somewhat preserved by tilting and sliding of the base pairs. Tilting
of the base pairs increases the solvent-exposed area while permitting them
to remain in contact such that a complete water gap does not open between
them.
Change in the inclination as a function of applied force strongly depends
49
Chapter 3. Results: Section II
on the pulling scheme. It is shown that in the 5′5′ pulling mechanism, tilt
angle increases gradually until the terminal H-bonds are disrupted while in
the 3′3′ pulling regime tilt angle is decreased and no early breakage of H-
bonds occurs [127,127,188–190].
The most readily available description of DNA under tension is the em-
pirically measured force-extension curve [75, 191], which provides a clear
signal of some kind of transition but no atomistic-level information. This
is supplemented by fluorescence and polarised-light studies [108, 192, 193],
and by atomistic simulations which are able to provide explicit descriptions
of the DNA but which are limited in the accessible timescales and system
sizes [100,114,189]. We have in the introduction and previous chapter 2 dis-
cussed the formation of regular structures of planar, triplet-disproportionated
and stacked bases, however atomistic simulations to date have shown instead
the irregular formation of ‘denaturation bubbles’ [194, 195], different from
the formation of regular triplets both in the irregularity of the spacing and
in the large disruption of base planarity and base-pairing near to the solvent
filled cavities formed.
3.1.2 Mechanism of action of RecA
DNA is often subjected to tension in its biological context, for purposes
including transport, transcription and tertiary structure manipulation. A
striking example of this is the crystal structure of DNA bound to the RecA
protein [196], a snapshot of the fundamental process of sexual reproduction:
the recombination of homologous DNA from two parent organisms. In this
structure the extended protein-bound DNA chain does not adopt an S-like
configuration, but rather disproportionates into groups of three bases, with
planar base stacking retained within each triplet (Figure 3.1). This triplet
disproportionation has also been observed in solution when bound to RecA
[192].
RecA belongs to a family of ATPases1 which perform homologous recom-
bination, a process which both maintains the integrity of the genome and
also creates genetic diversity. The mechanism of action of RecA is such that
RecA, ATP and single-stranded DNA (ssDNA) form a helical filament that
binds to double stranded DNA (dsDNA), then searches for homology and
finally does the exchange of the complementary strand producing a new het-
1ATPases are proteins that catalyze the decomposition of ATP into ADP and release
energy which is used in some enzymatic reaction.
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eroduplex. In this process DNA is underwound and stretched globally but at
the codon level it remains in B-form. This fact restricts the homology search
to WC type base pairing.
In detail, RecA binds to ssDNA in an ATP-dependent manner and forms
a helical nucleoprotein filament that has ∼6.2 RecA proteins per turn and ∼3
nucleotides per RecA protein [197]. Then DNA is underwound and stretched
with ∼18.5 nucleotides per turn and an average rise of ∼5.1 A˚ per nu-
cleotide [198]. The RecA-ssDNA form a presynaptic complex that searches
for ssDNA-dsDNA homology and when it is found strand exchange results in
the formation of a postsynaptic complex in which the complementary strand
of the donor duplex is paired with the original ssDNA. Hydrolysis of ATP
which is stimulated by DNA binding dissociates all DNA, releasing the new
heteroduplex and a displaced ssDNA from the donor duplex [196].
Figure 3.1: DNA encapsulated within the RecA complex is extracted from (pdb: 3cmt) for dsDNA and
(pdb: 3cmw) for ssDNA. Groups of three stacked base-pairs form the peculiar feature of Σ-DNA. The
triplet disproportination is seen in both the ss- as well as ds-DNA.
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3.1.3 Sigma DNA
Orderly triplet formation when complexed is in contrast to the current best
estimates of the structural behaviour when extended in solution, however we
are led to examine whether the triplet phase can be stabilised in solution
and if so, should it be considered a canonical biologically active structure of
DNA on the same footing as the A, B and Z forms. Using molecular dynamics
simulations of duplex DNA with an applied force, we do not observe that the
triplet structure is stable in an aqueous solution of monatomic counterions,
however we do find that it is stable without specific complex to a structured
enzyme, in a solution of terminus capped monomeric Arginine peptides (Ac-
Arg+-NHMe Cl−).
We present planar-stacked triplet disproportionated DNA as a solution
phase of the double helix under tension, and dub it ‘Σ-DNA’, with the three
right-facing points of the Σ character serving as a mnemonic for the three
grouped bases. As for the unstretched Watson-Crick base paired DNA struc-
tures, we remark that the structure of the Σ phase is linked to function: the
partitioning of bases into codons of three base-pairs each is the first phase
of operation of recombinase enzymes such as RecA, facilitating alignment
of homologous or near-homologous sequences. By showing that this process
does not require any very sophisticated manipulation of the DNA, we posi-
tion it as potentially appearing as an early step in the development of life,
and correlate the postulated sequence of incorporation of amino acids (phase
one and phase two [3, 199, 200]) into molecular biology with the ease of Σ-
formation for sequences including the associated codons for phase one amino
acids.
We also note that the machinery of nucleotide to peptide translation
occurs necessarily with reference to triplets of bases, so that further investi-
gation into the Σ phase of single and double strands of RNA and DNA might
be a valuable source of insight into the origins not only of recombination, but
also of protein synthesis.
3.1.4 Sequence-Dependence of disproportionation
It is not clear what form the original genetic code had, as it is likely to
have co-evolved to some extent with the associated enzymes of transcription
and translation. We can make a guess about the history of the genetic code
by considering the chemical complexity of the different amino acids: it is
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hypothesised that a list of so-called ‘phase I’ amino acids were present earlier
in evolution than the ‘phase two’ amino acids, based on the complexity of
the cellular machinery used in current organisms to synthesize, for example,
Methionine (M) from Threonine (T) [200,201]. If the genetic code in the time
of a much simplified amino-acid alphabet already had the current structure
of three base-pairs per codon it was therefore highly redundant at this time.
In the current triplet code, the ‘phase I’ amino acids supposed to have
been incorporated earliest into biology (a list of GADVESPLIT) are coded
by triplets which have a specific statistical tendency: the energetic cost to
break base-stacking at the triplet boundary is low, relative to the complete
modern genetic code. We motivated the statistical observation of preferential
triplet disproportionation in the phase one genetic code in chapter 2. We
now analyse atomistic simulation data to show that disproportionation into
codon-aligned triplets occurs spontaneously under tension for appropriate
sequences and solution conditions.
Beyond the pairwise hydrophobic and electrostatic interactions of base
stacking (covered by the classic calculations used as input to generate Tables
2.2 and 2.3) the potential importance of complex entropic, structural and
solvent effects make it necessary to carry out a full atomistic molecular dy-
namics investigation of DNA under tension. Given the expected importance
of sequence effects, simulations were run both with a low-entropy sequence
of d[G12C12] (encoding 4 glycines and 4 prolines) and a sequence chosen to
show strong triplet disproportionation based on table 2.2, [GGC]4[GAC]4 ·
[GTC]4[GCC]4, encoding four repeats each of the high-scoring amino acids
Gly and Asp on the first strand, then Val and Ala on the complementary
strand (the GADV set of Ikehara et al. [64]).
3.2 Simulation protocol
3.2.1 Steered molecular dynamics(SMD)
Given a molecular process a reaction path can be defined along which the
process proceeds in the configurational space. The progress of the simu-
lation can be monitored and described by the reaction coordinate. In this
context a ‘potential of mean force’ (PMF) can be defined: a PMF is a free
energy profile along the reaction coordinate and is determined through the
Boltzman-weighted average over all degrees of freedom orthogonal to the
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reaction coordinate [202]. To observe relevant processes in biomolecular sys-
tems using molecular dynamics usually time-scales greater than nanoseconds
are needed. SMD is a way to accelerate processes by applying external steer-
ing forces in a controlled way [203].
In a typical SMD simulation the system is steered by applying a constraint
such as a time-varying harmonic potential that moves along the defined path
in the configuration space. For more than three decades DNA mechanical
properties have been probed experimentally via imposed pulling forces using
AFM or laser traps [204–206], SMD is a way to complement these techniques
by providing a close atomistic analogue of the experiments.
This method is like umbrella sampling in which the center of the restraint
is time dependent:
Vrest(t) =
1
2k(x− x0(t))
2 (3.1)
where x could be a collective or more straightforward variable such as the
distance or angle between atoms, in DNA overstretching typically a simple
distance restraint. Here we controlled the distance between the centre of
geometry of the end two bases of the duplex and a fixed point at a large
distance above the centre axis of the DNA.
3.2.2 Detailed Simulation Setup
The DNA duplexes were stretched by an additional 100 A˚ from their relaxed
lengths, over a time period of 150 ns, giving a stretching rate of 0.029 A˚ ns−1
bp−1. Because of the apparent importance of Arginine, based on table 2.2
and on the RecA structure [196], simulations were run both in NaCl and in
a solution of Ac-Arg-NHMeCl, with the capped arginine molecule replacing
sodium as the positive counterion.
Molecular structures were prepared using the Nucleic Acid Builder (NAB)
[4]. Salt was represented using the Joung–Cheatham parameters for ions [207]
and the TIP3P model of water was used for solvation [208]. The ethidium
molecule was represented using the GAFF [209] with partial charges and
bond parameters assigned via the ANTECHAMBER tool [210]. Simula-
tions were run using the GPU-accelerated implementation of pmemd [211]
in the AMBER16 package [212] using the AMBER 99SB+bsc0 force field
parameters for the biomolecules [213, 214]. Generated DNA fragments were
simulated in a rectangular periodic box with 10 A˚ distance from the DNA
to the box boundaries. Sodium and chloride ions were added so as to give
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an electrically neutral system with approximately physiological Cl− concen-
tration (order 0.1M). The SHAKE algorithm [215] was used to constrain all
bonds involving hydrogen atoms. To calculate electrostatic interactions, the
particle mesh Ewald sum was employed with a 2 fs time step [216]. The
direct part of the Lennard–Jones interactions was cut off at 8 A˚.
EtBr and Arginine intercalators were initialised in the bulk solvent rather
than being manually inserted between base pairs: this approach is likely to
underestimate the amount of intercalator bound at a given extension, but
has the advantage that no bias is introduced with respect to the binding site
or pose. The simulation trajectories were collected at a rate of one frame per
2 ps.
Table 3.1: Sixteen instances of 150 ns were run for each system, giving a cumulative simulation time of
14.4 µs. Effective concentration of 88 intercalants in 9 k water molecules is ∼0.5 M. 70 and 24 Na+ ions
in a box size of approximately 40 × 40 × 210 A˚ corresponds to a concentration of ∼0.33 and ∼0.1 M
respectively.
DNA sequence Total number of atoms Number of Arg/EtBr Na+
(GGC)4(GAC)4· (GTC)4(GCC)4 35584 None 70(24 Cl−)
(GGC)4(GAC)4· (GTC)4(GCC)4 + EtBr 32357 88 24(66 Br−)
(GGC)4(GAC)4· (GTC)4(GCC)4 + Arg 35592 None 70(24 Cl−)
G12C12· G12C12 35592 None 70(24 Cl−)
G12C12· G12C12 + EtBr 32359 88 24(66 Br−)
G12C12· G12C12 + Arg 32357 88 24(66 Cl−)
For each calculation, 16 independent instances were prepared and equili-
brated in the B conformation for 10 ns. Pulling of the DNA then took place
using steered molecular dynamics, for 16 instances of six different systems,
over a time period of 150 ns (giving a pulling rate of 0.066 A˚ ns−1). Due to
the slow kinetics of intercalator dissociation in unstretched DNA, which for
typical mono-intercalators is of the order of one per second ( [217]), binding
of intercalators was essentially irreversible in silico except via extensionally
driven conformational change. The choice to make multiple 150 ns simu-
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lations rather than fewer multi-microsecond runs was a decision to pursue
good stochastic sampling of an explicitly non-equilibrium process, rather
than attempting the computationally very challenging goal of equilibrium-
like sampling, which is not achieved even on the laboratory timescale of <1
s per cycle of extension and relaxation.
3.3 Results: Spontaneous Triplet Dispropor-
tionation Under Tension, Amplified in the
Presence of Organic Cations
3.3.1 Preference for GC rich sequences
We find that for CG-rich sequences encoding phase one amino acids, the
triplet-disproportionated Σ-phase of DNA is observed, with the strongest
triplet formation taking place in the presence of the terminus-capped Argi-
nine residues (Ac-Arg-NHMe) (Fig. 3.2). Fig. 3.2 shows a regular pattern of
vertical gaps with spacing 3 bp, over a large range of extensions. The low
entropy sequence in the presence of Arginine shows some weak structure at
high extensions, due to exclusion effects which disfavour binding of cations
to adjacent sites. In the high entropy sequence, some structure of period
three is seen, even in the absence of Arginine, however this is relatively weak
(as suggested by the order-1 kBT free energies of disproportionation in table
2.2). The triplet-disproportionated structures show the essential features of
Σ-DNA (Fig. 3.3) as seen in the RecA bound crystal: preserved Watson-Crick
base-pairing, approximately planar orientation of the bases and a large cavity
every third base pair. Extending beyond approximately 3 A˚ leads to breakup
of the Σ phase and also to loss of Watson-Crick hydrogen bonding, as the
bases interdigitate with each other and hydrogen bond to the backbone.
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Figure 3.2: Kymographs of rise per bp-step under imposed whole-DNA extension. Triplet dispropor-
tionation is strongly evident in (b), while the strain is spread most evenly in (c). Presence of arginine in
a homogeneous sequence (a) or presence of CG steps in the absence of arginine (d) induce only weakly
structured disproportionation.
The average base-pair inclination in the high entropy sequence [GGC]4
[GAC]4 · [GTC]4 [GCC]4 in the presence and absence of intercalators up to
the extension point of 1.5 follows the same pattern and remains flat (Fig. 3.10
b,d,f) which indicates that base pairs were on average perpendicular with re-
spect to the helix axis as oberserved experimentally by [124,137,218] although
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almost all base pairs had significant positive or negative inclination. In the
presence of intercalators this trend continues after an extension of 1.5 but
shows a sudden drop for the duplexes in NaCl after a relative extension of
1.7. For the low entropy sequence d[G12C12], the change of average inclina-
tion up to an extension of 1.5 is the same as for the high entropy sequence.
The bare sequence and the one in the presence of Arginine reach a maximum
inclination at a relative extension of 1.6-1.7 and drop afterwards (Fig. 3.10
a,c) but in the presence of EtBr a continuous increase is observed after ex-
tension 1.5, followed by a second flat region after extension 1.6 (Fig. 3.10
e).
Figure 3.3: The primordial sequence partitions under tension predominantly at the CG steps, forming
triplets (a), with Watson-Crick hydrogen bonding and planar base stacking preserved subject to some
thermal disorder (a,b). Triplets are stabilised by one or two Arginines intercalating the stretched base
steps (b,c) with non-specific binding that tends to place the charged end of the side-chain close to the
phosphate, and partially or entirely excludes water from between the bases. (c) is a zoomed and rotated
view of the highlighted cavity in (b).
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3.3.2 Base-pair classification
We choose to classify base pair steps according to the following rules (Fig. 3.4):
• β:(‘Base-paired and stacked’): one or more Watson-Crick hydrogen
bonds were preserved for each pair in the step, with rise < 5.6 A˚.
• ζ:(‘Zipper’): one or more hydrogen bonds were present between each
base and the backbone of the opposite strand.
• σ:(‘Space’): one or more WC hydrogen bonds were preserved for each
pair in the step, rise was ≥ 5.6 A˚, and at least one of the two vertical
pairs of bases was completely separated, with no contact ≤ 3.5 A˚.
• τ : (‘Tilted’): one or more WC hydrogen bonds were preserved for each
pair in the step, rise was ≥ 5.6 A˚, but one or more atomic contacts
remained for each vertical pair of bases.
• µ:(‘Melted or mismatched’): WC hydrogen bonding to the opposite
base was disrupted, and not replaced with zipper hydrogen bonding.
Hydrogen bonds were defined for triangles donor-H-acceptor such that the
angle at H was greater than 135◦ and the distance donor-acceptor was less
than 3 A˚ (cpptraj defaults) [219]. The rise cutoff for stack breaking was
made at 5.6 A˚ based on [150]. An atomic contact was defined as a distance
< 3.5 A˚. Examples of each conformation are shown in (Fig. 3.4). Averages
were collected over steps [3. . . 21] of the 23 steps available in the sequences
studied, in order to minimise end effects.
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β: base-paired, stacked
τ : base-paired, tilted
σ: base-paired, no stack
ζ: hyperstretched zipper
µ: melted or mismatched
Figure 3.4: Example base-pair conformations (all of sequence GG·CC) classified by the type of stacking
and hydrogen bonding present. Note that the initials β, τ , σ, ζ, µ do not refer to phases (collective
structures) but local conformations. A step labelled as ’β’ would for example be consistent with the A,
B, C, Z or Σ phases, all of which include base stacking and Watson-Crick hydrogen bonding.
Fig. 3.9 shows the proportions of different local conformations consistent
with different phases. Examples of each conformation are shown in figure 3.4.
Local conformations were classified according to the physical interactions
which were either broken or preserved, with Watson-Crick hydrogen bonds
and planar base stacking giving way over medium extensions of 1.3-1.5 to
a complex regime in which regions of melted base pairs (no or mismatched
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hydrogen bonding) compete with regions in which the Σ phase dominates
with WC hydrogen bonding preserved, but with stacking periodically either
broken or reduced by non-collective tilting.
At extensions beyond 1.7, in the absence of intercalator molecules the
zipper phase emerges. In the presence of intercalators, the zipper phase
is destabilised and WC base-paired conformations are stabilised. Although
the count of conformations consistent with the Σ phase increases again at
high extension with intercalators, the threefold periodicity is weakened. The
presence of the Σ phase (in the full sense of two β-steps alternating with
one σ-step) reaches a maximum average proportion of about 30%, with the
remainder at this point made up mostly of melted or indeterminate configu-
rations, or of boundary regions between melted and structured phases (Fig.
3.9 h,l).
3.3.3 Zipper DNA
At extensions beyond 1.7 in the absence of intercalator molecules zipper DNA
emerges (Fig. 3.5). In this structure bases of the DNA strands interdigitate
with each other and make a single base aromatic stack. This structure was
first predicted by Lohikoski et al. [125]. Similar motifs have been observed
in experiments, although they were extended only a few base pairs [6] and
in theoretical studies [220]. Zip-DNA does not require base pair complemen-
tarity.
61
Chapter 3. Results: Section II
Figure 3.5: Figure shows formation of zipper DNA in the absence of intercalator molecules when exten-
sion is beyond 1.7. In this structure the bases of the DNA interdigitate, the reason that this conformation
is called zip-DNA. Analysis of the electron properties of this structure shows a great magnitude of increase
in pi-pi interactions between nucleobases compared to B-DNA [6].
(a) Zipper-DNA+ARG (b) Zipper-DNA+EtBr
Figure 3.6: Figure shows the formation of zipper-like DNA in extensions above 1.7 in the presence of
Arginine molecules as intercalators as well as EtBr. Hydrogen bonds are more preserved in the Zipper-
DNA in the presence of Arginine. Interdigitation of bases are more obvious in the presence of EtBr.
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Figure 3.7: A snapshot of highly overstretched DNA in the presence of EtBr. An EtBr molecule has
intercalated between base pairs (gray molecule). For more clarity EtBr molecules in the surrounding are
removed.
In the presence of intercalators, including Arginine, the zipper DNA is
destabilized and WC base-paired conformations are stabilized (Fig. 3.6a)
while in the presence of EtBr some motifs of interdigitated base pairs are
observed (Fig. 3.6b).
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Figure 3.8: One or two Arginine molecules can intercalate in gaps created in the Σ-DNA at the relative
extension of 1.5. Arginine molecules interact with DNA in a non-specific way which tends to place the
charged end of the side chain close to backbone phosphate. The surrounding Arginine molecules are
removed for the clarity. Arginine moieties are shown in gray.
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Figure 3.9: Base-pair steps (4 bases) were classified by local conformation as β: base-paired and stacked,
µ: melted, ζ: zipper, as planar with broken stacking (σ) or as τ : tilted. The left panels (a„c,..,k) show the
three major states of the DNA, with a melting transition over extensions 1.2-1.6, followed (in the absence
of intercalator) by a hyper-stretched zipper conformation. The right panels (b,d,..,l) show the incidence of
states (σ,τ) in which the rise exceeds 5.6 A˚, with preserved Watson-Crick hydrogen bonding. In systems
with intercalator and a triplet coding sequence (h,l); steps at the codon boundary (p3) have an enhanced
proportion of σ states, peaking in the extension range 1.4-1.5.
3.3.4 Change of inclination during overstretching
DNA structure is characterized by different geometrical parameters like twist,
helical rise and inclination. In B-DNA base pairs are normal to the helix
axis while in A-DNA (which forms in low humidity conditions) base pairs
are tilted, with contraction of the double helix. When DNA is overstretched,
tilt starts to increase depending on the way that force is applied to the DNA.
Pulling can be done on either the 5′5′ , 3′3′ or the geometrical center of both
ends. As the pulling force increases bases start to tilt and hydrogen bonds
starts to break, this is the general view of overstretched DNA. As shown in
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Fig. 3.10 this pattern changes when DNA is overstretched in the presence
of intercalators. Monitoring the changes of planarity of the base stacking is
important in elucidating the structural changes that DNA undergoes while
stretching. Stack breaks could be avoided by collective tilting of the bases
[118]. The change of average inclination for the high entropy sequence during
extension with or without cations is small (Fig. 3.10) which is consistent with
the recent experimental results [113]. This is the prominent feature of Σ-DNA
in which stacking interactions is conserved in a triplet base-stacked pattern.
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Figure 3.10: Average inclination of the low and high entropy sequences in the presence and absence of
intercalators (Arginine and EtBr). Average inclination for the high-entropy sequence d[(GGC)4(GAC)4]
remains relatively flat up to extension 1.5 and beyond, even without intercalant (b,d,f). For the low
entropy sequence d[(G)12(C)12] average inclination remains flat up to extension 1.5 but it experiences a
sudden change after the extension passes 1.5 (a,c). In the presence of EtBr inclination increases smoothly
after the extension point of 1.5 and reaches the second flat region of extension beyond 1.6 (e).
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Figure 3.11: Inter-run variation of the proportion of different local conformations of different phases.
Trends are consistent between instances up to extensions of > 1.5, where (especially without intercalator)
strong kinetic lock-in becomes evident.
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Figure 3.12: Proportion of each classified conformation versus time, at constant extension of 1.45,
averaged over 16 instances and also smoothed over a 1ns window. The proportion of each conformation
remains approximately constant over 300ns.
3.4 Discussion
The discussion of DNA over-extension has been consistently controversial
from its beginning, as the complexity in response to a surprisingly large num-
ber of relevant variables (sequence content [75], solution conditions [184],
temperature [221], intercalators, pulling geometry, pulling speed, and now
also the specific codon content) which appears from an overview of the lit-
erature seems at first to be a simple case of contradictory results. Here we
have tried to make a deeper examination of the codon content and solution
condition variables to clarify this controversy, and especially to shed light
on the elusive phase of DNA first proposed by Norde´n which we have called
Σ [113].
In the previous chapter (2) and in [182] we calculated that although the
aqueous solution environment does not strongly drive triplet partitioning,
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that a distinct hierarchy of triplet formation energies with respect to sequence
features should exist. The triplet formation energy estimates showed that
sequences coding for ‘stage one’ amino acids hypothesized to have appeared
early in evolution (plus Arginine) are more likely than otherwise to partition
into triplets at the codon boundaries when under tension.
In order to investigate this phenomenon we carried out pulling simulations
of DNA duplexes encoding stage one amino acids, in the presence of Arginine
and also of EtBr, as well as control simulations using low-entropy sequences,
and in aqueous conditions with monatomic salt only. In order to observe
strong triplet disproportionation both a bulky organic cation (specifically
Arginine) and a sequence selected from codons yielding phase-one amino
acids was required, with the combination of these two factors operating in a
non-additive way to produce a solution structure of stacked base-pair triplets.
Overstretching the Σ-duplex led to formation of interdigitated zipper DNA,
stretching without cofactors or appropriate sequence led to disordered but
not fully denatured structure consistent with other experiments [6, 113] and
simulations [114].
We attempted to reductively study the factors driving Σ formation of
DNA, which we deem to be force (applied via filament formation in the case
of RecA, but capable of being applied in many ways), sequence content, and
the presence of cationic amino acids (as part of a structured protein today,
possibly not so in early biology). We have found that these factors operate
collectively to drive Σ formation, in competition with tilting or melting of
the DNA base pairs. We do not rule out Σ-DNA as a long-lasting stable
collective structure of DNA while under tension in solution, however we are
also not able to strongly confirm this as the microsecond time-scale accessed
is considerably shorter than the longest (1-second) equilibration time-scale
of the physical system.
We note that non-Σ conformations may still have an average inclination
of zero, which casts some doubt on the claim from polarized light studies of
base pairs [192] having no inclination when DNA is stretched in solution.
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4.1 Thermodynamics of DNA Stretching in
the Presence of Intercalators via a Coarse-
grained Model
All-atom force fields, since their emergence in the 1980s [222], have evolved
significantly and are able to reproduce structural changes from pico- to mi-
crosecond timescales [223, 224]. The longest all atom simulations on DNA
reported to date have been a few microseconds long for a dodecamer sequence
and hundreds of nanoseconds for a 150 bp long DNA [225], but studying some
of the most important and interesting biological problems requires access to
longer timescales which rules out direct use of all atom simulations. To
obtain reliable statistics for some rare dynamical events like large confor-
mational transitions or the flying in-and-out of bases (breathing motion) we
need to run long timescale simulations. This is computationally demand-
ing, and most energy is spent on microscopic fluctuations which average out
during long timescales. We can use coarse-graining as a way to disregard
irrelevant atomistic noise and facilitate the sampling of the more interesting
long timescale behavior.
Unfortunately the field of DNA coarse graining is lagging behind those
related to lipids or proteins and relatively few realistic CG models are avail-
able [226–229]. Most of the CG models available for DNA address only
certain facets of DNA physics and are useful only for the designed purpose.
DNA is a highly charged macromolecule, so correctly handling of electro-
static forces is difficult. Besides, many-body effects of the ionic environment
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should be taken into account.
The way that microscopic details are coarsened is based either on a top-
down or a bottom-up approach. In the top-down approach, the force field
is chosen based on either a structural intuition or empirical data. In the
bottom-up approach, the Hamiltonian is parametrized using all-atom sim-
ulations as a reference matching forces of energies for given conformations.
Both approaches rest on the reliability the input data.
Studies on DNA extensibility started [120] even before the X-ray struc-
ture of DNA was defined [12,230]. The structural response of DNA to over-
stretching has been controversial since the first single molecule experiments
on λ-DNA [191]. To explain a sudden length increase in DNA at forces
∼65-70 pN, multiple theories have been presented [6, 75, 184, 221]. Two ma-
jor attempts to explain the collective transition in DNA structure can be
summarized in (a) the thermodynamic theory [98, 99] which proposes DNA
melting and strand separation as the main mechanism for length increase
and (b) the structural transition theory [100–103] which represents ‘S-DNA’
as the structure in which base pair stacking is broken while base pairing is
maintained. The force at which overstretching happens depends on ionic
strength [186], presence of nicks in the DNA backbone [129] and on the GC
content of the sequence [75].
Recently we have suggested on the basis of MD simulations that for spe-
cific coding sequences (especially for codons of the pattern GNC, where N in-
dicates ‘anything’), and in the presence of appropriate intercalating cations,
that a period three structure coined as Σ-DNA, with relevance to biologi-
cal function [196], exists [182](see chapter 2). This conformation has been
strongly suggested from experimental data even for a bare DNA sequence in
a solution of monatomic counterions [113]. As the boundary CG·CG is the
weakest of all base pair steps [10] (including the step GC·GC), for codons
matching the GNC pattern, extension is naturally partitioned to the codon
boundary (chapters 2 and 3). This observation provides a physical motiva-
tion for the early appearance of GNC codons in evolutionary history, and for
the fact that they code for amino acids (GADV) which are among the most
commonly appearing even in modern vertebrates [231]. For codons of other
patterns this observation also holds albeit to a lesser extent, with decreasing
propensity to form triplets with respect to the evolutionary newness of the
amino acid earlier in the universal genetic code [182] (chapter 2).
DNA mechanical properties can be vastly altered by intercalators, which
are often used as fluorescent probes or as drugs [217,232–234]. Based on the
preferred DNA binding mode, intercalators can be classified as mono-(like
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ethidium bromide), bis-(like YOYO-1 [235]) or threading (like ruthenium
complexes [236]); with different effects on DNA mechanical properties. The
DNA force-extension profile is substantially changed in the presence of in-
tercalators [232]. Intercalators are widely used as fluorescence probes to
visualize DNA structural changes upon interaction with proteins and en-
zymes, therefore it is important to understand how they change DNA be-
haviour and consequently affect the study. Many potent anticancer drugs also
bind DNA as intercalators such as (doxorubicin(adriamycin) [237], daunoru-
bicin (daunomycin) [238], ditercalinium [239] and mitoxantrone [238, 240]
(see chapter 1 Fig. 1.10)). As intercalation alters mechanical properties,
stretching also effects properties of the bound intercalator, particularly the
fluorescence quantum yield [241–243].
It has been shown that destacking of DNA bases is a necessary step for
action of DNA recombinase enzymes such as RecA which is facilitated in the
presence of EtBr [244, 245]. Several different studies have shown that in the
absence of ATP, RecA filament is in the inactive (unextended) conformation
but in the presence of ATP the filament adopts an extended form [246,247].
The same extensibility is observed in the ss- and ds-DNA enveloped within
the extended form of RecA filament [248]. DNA elongation which is achieved
by increased spacing between bases in both ss- and ds-DNA facilitates homol-
ogous alignment. The fact that EtBr initiates the formation of DNA-RecA
complex (even in the absence of ATP) implies that DNA conformation is
changed so as to promote binding to RecA, in a triplet disproportionated
form which we call “Σ-DNA”. This disproportionation creates regular inter-
bp spacing which increases the homologous pairing [249].
It is also discussed that the presence of intercalators causes significant
changes in the quasiequilibrium force versus extension curve shifting the
B to S transition to higher forces as well as decreasing the width of the
transition plateau implying possible modifications in the structure of the S
phase [232]. So simulated stretching of DNA in the presence of cofactors
like EtBr is supposed to reduce the barrier and the collectivity associated
with the structural transition of B to S. Here it is shown that overstretched
DNA in the presence of (at least some) intercalator adopts a new structure
in which base stacking is preserved in bunches of three base-pairs with a
big gap in between each group of triplets. We have already named this new
form of DNA Σ-DNA [182]. Formation of Σ-DNA in the presence of simple
intercalators provides a candidate simple mechanism for DNA recombination
in early forms of life where complicated enzymatic machinery like modern
biology was not present.
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Monte Carlo simulation is used here to provide a better understanding of
DNA conformational change pathways, with emphasis on the newly discov-
ered form of DNA (Σ-DNA). Considering the effect of intercalator concentra-
tion and the impossibility of doing MD simulations at very low intercalator
concentrations (large water/EtBr ratio) we have developed a MC model to
simulate the intercalation effect at very low concentrations in accordance
with experimental values which are typically millimolar or less, due to the
strong binding affinities (mM = 1 intercalator per 55000 water molecules).
4.2 Two-bead CG model of DNA
A two bead model based on the study of Sayar et al. [7] is introduced and then
further developed. The parameters of the base model were extracted from
full-atomistic DNA simulations via Boltzmann inversion, with no fitting for
structural or mechanical properties. With only two beads the model captures
the major structural features of DNA, such as: (1) the helicity and the pitch,
(2) backbone directionality and (3) major and minor groove structure which
results in the anisotropic bending rigidity. The accuracy of this CG model
is mostly limited by the accuracy of the force field used in the full atomistic
simulation which serves as a starting point.
4.2.1 The Model
The model is composed of two types of superatoms (P and B) per nucleotide,
representing the collective motion of the backbone phosphate group + sugar
(P) and the nucleic acid base (B). Here B superatoms are considered generic
with no base specificity. The cartesian coordinates of P superatoms are
chosen as the centre of mass of the atoms (O3′ , P, O1P, O2P, O5′ , C4′ , O4′ ,
C1′ , C3′ , C2′), while B superatoms are placed at the centre of mass of the
atoms (N9, C8, N7, C5, C6, N3, C4) for purines and (N1, C6, C5, C4, N3,
C2) for pyrimidines.
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Figure 4.1: CG model of DNA molecule based on the superatoms B and P, where the former represents
the phosphate backbone and the sugar group, and the latter represents the nucleic-acid bases. The
superatoms Pi,Bi from the first strand and the superatoms P2n−i,B2n−i from the second strand form the
nucleic acid base pairs which are connected by hydrogen bonds in the original system. The intrastrand
bonds PiBi, BiPi+1, PiPi+1, BiBi+1 are shown by solid lines. The interstrand bonds BiB2n−i and
PiP2n−i are shown by dashed lines. φ iPBPB and φ
i
BPBP are the dihedral angles defined by Pi, Bi,
Pi+1, Bi+1 and Bi, Pi+1, Bi+1, Pi+2 respectively. Similarly, θ iBPB and θ
i
PBP represent the bond angles
defined by Bi−1, Pi, Bi and Pi, Bi, Pi+1. The dihedral angle stiffness is explicitly included in the CG
potential, whereas the bond angle stiffness arises implicitly, mostly due to the intrastrand PP and BB
bonds (Image taken from [7].)
4.2.2 Interactions
The effective interactions incorporated into the model are four bonded and
two dihedral potentials that maintain the local single-strand geometry: (1)
harmonic bonds PiBi, BiPi+1 and Bi−1Bi that fix the intrastrand superatom
distances as well as the angles θPBP i and θBPBi; (2) dihedral potentials asso-
ciated with the angles φPBPBi and φBPBP i. All four harmonic bond potentials
have the form:
Vb(r) =
1
2Kb(r − r0)
2 (4.1)
where the stiffness constants, Kb, and the equilibrium bond lengths, r0, differ
as listed in Table I. In particular, the differences between PiBi and BiPi+1
bond parameters reflects 5′ → 3′ directionality of the molecule.
The choice of harmonic bond potentials PiPi+1 and Bi−1Bi over true
angular potentials increases computational efficiency without significantly
distorting the equilibrium distributions. The torsional stiffness of the di-
hedral angles φ iPBPB and φ iBPBP defined respectively by the superatoms
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PiBiPi+1Bi+1 and Bi−1PiBiPi+1 is modeled by the potential,
Vd = Kd[1− cos(φ− φ0)] (4.2)
Table 4.1: Force constants of the SAK model.
Interaction type Equilibrium Positions Force constants
PiBi bond r0=5.45A˚ Kb=7.04 kBT/A˚2
BiPi+1 bond r0=6.09A˚ Kb=16.14 kBT/A˚2
PiPi+1 bond r0=6.14A˚ Kb=20.36 kBT/A˚2
BiBi+1 bond r0=4.07A˚ Kb=15.93 kBT/A˚2
PBPB dihedral φ0=3.62 rad Kd=25.40 kBT/rad2
BPBP dihedral φ0=3.51 rad Kd=27.84 kBT/rad2
where, again, the two stiffness coefficients, Kd for BPBP and PBPB dihe-
dral angles and their equilibrium values, φ0, are separately determined from
the full-atomistic simulation data.
In addition to the intrastrand interactions, two interstrand potentials that
stabilise the double-stranded structure of the model are also defined. The
first interaction, which is among BiB2n−i superatoms, reflects the hydrogen
bonding between the nucleic acid bases A-T or G-C. The second interstrand
interaction is a pair-specific potential among Pi and P2n−i and stabilises the
positioning of the two strands on opposite sides of the helical axis by main-
taining the particular arrangement of the four superatoms which represent
complementary nucleotides. In this model all the hydrogen bonds are rep-
resented by a single inter-BB interaction, which is not sufficient to prevent
such folding of the strands. Therefore, one other interstrand interaction is
included in the Hamiltonian: a Lennard-Jones excluded volume potential
between all superatom pairs (except PiPi+2) that do not otherwise interact
maintains the self-avoidance of the DNA chains. The excluded volume of the
superatoms is represented via a repulsive Lennard-Jones interaction:
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ULJ(r) =
 4
[(
r0
r
)12 − ( r0
r
)6
+ 0.25
]
r < r0
0 r ≥ rcut
(4.3)
The upward shift of the ULJ is to avoid a jump discontinuity at rcut. In
this way the truncated potential would be exactly zero at the cut off distance.
For all B-B and B-P pairs r0 = 5.35 A˚ and rcut = 6 A˚, whereas for all
P-P pairs these values are doubled. Superatom pairs that are bonded and
all PiPi+2 pairs are excluded from these Lennard-Jones interactions.
The force constants and the equilibrium values for bond and dihedral po-
tentials which are used in this model are obtained from the thermal fluctua-
tions of the associated superatoms via Boltzmann inversion. The fluctuation
data is obtained from molecular dynamics (MD) trajectories of full-atomistic
benchmarking study [250]. Boltzmann inversion of the probability distribu-
tions for each type of bond length, bond angle, and dihedral angle yields
potentials of mean force (PMFs). These PMF curves were used by the au-
thors of our reference model to obtain force constants for the intrastrand
bonded interactions by means of harmonic fits.
The BiB2n−i interaction is incorporated into the model via a tabulated
potential kindly provided by Sayar et al. In the reference paper, the tabulated
potential is obtained via a piece-wise continuous curve fit to the PMF data.
The numerical values of the potential at a number of points are stored in a
table and used in our MC program. The PiP2n−i PMF curve also displays
an equilibrium separation. In this model only the repulsive part of this
interaction is modeled via a tabulated potential.
Based on the initials of the authors, we call this force field (ff) “SAK” [7].
In summary the effective interactions included in this force field are:
• Harmonic bonds
• Dihedral torsions
• Repulsive-only Lennard-Jones interactions
• A tabular potential specific to paired bases stabilizing the double-helix
structure
Electrostatics are not modeled explicitly. As the model is parametrised it is
suitable for physiological salt concentration [7].
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4.2.3 Modifications to the SAK force field (SAK*ff and
SAKI)
In order to model DNA under tension, the SAK ff was modified slightly (we
call the new form SAK*ff). A cutoff of 5.6 A˚ was added to the (otherwise
harmonic) base stacking attraction, allowing bases to de-stack after reach-
ing a separation great enough that water could hypothetically enter between
them, screening any dispersion forces and reducing the energetic cost to fur-
ther separate the bases.
In the same spirit, a distance-dependence was added to the dihedral terms
of the Hamiltonian, such that for a B-B super atom distance greater than
5.6 A˚ the energetic cost to untwist this dihedral angle (BPBP) is reduced
quickly to zero, reflecting the physical origin of DNA twist as arising from
the competition between the backbone length and the shorter length scale of
the base stacking.
The forcefield was then further modified to include the effect of inter-
calation (SAKI), which is also introduced mathematically here. An integer
valued hidden state s is added to the model per base pair, such that it can
have three values s ∈ {0(B −DNA), 1(S −DNA), 2(I −DNA)}:
(1) Bonds:
I = 0
Vb(r) =
{
min(12kb(r − r0)2, Vmax)
}
r < rdestack SAKff
I = 1
Vb(r) =
{
min(kb(12(r − r0)2 + (rdestack − r0)(r − rdestack)) + λ), Vmax + λ)
}
r > rdestack SAK∗ff
I = 2
Vb(r) =
{
min(12kb(r − rintercal)2 + , Vmax)
}
SAKI
(4.4)
where Kb is the stiffness constant, r0 is the equilibrium bond length,
rdestack is the bond length beyond which bases start to destack, rintercal is
defined based on the maximum bond length of intercalated bases (∼6.0A˚).
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Figure 4.2: Original SAK bond potential along with modified SAK*ff for stretched DNA and SAKI for
intercalated DNA are shown based on the equation 4.4.
A combined harmonic-nonharmonic potential as shown in Fig. 4.2 is
composed of 7 regions:
1. Harmonic part
2. Stack melted/water entering
3. Force into zipper formation
4. Zipper
(2) Dihedral torsions: For a dihedral BPBP or PBPB if r is defined as
the distance B to B:
Vd =

Kd[1− cos(φ− φ0)] r < rdestack
Kd[1− cos(φ− φ0)]/[5(r − rdestack) + 1] r > rdestack
(4.5)
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Figure 4.3: As the DNA is overstretched and rise reaches the threshold of 5.6 A˚ chirality of the DNA
molecule starts to diminish.
In Fig.4.3 changes of the dihedral torsion is shown. As the DNA is over-
stretched and undertwisted the chirality of the dihedral angle starts to di-
minish.
4.3 Monte Carlo simulation of DNA
The Monte Carlo sampling applied here proceeds according to the Metropo-
lis prescription, which involves optimizing the sampling of the configuration
space and hence convergence via importance sampling consistent with Boltz-
mann statistics and microscopic reversibility. Monte Carlo moves are not
bound to be local. They can be tailored to alter large portions of a chain,
thereby promising efficient equilibration. Five different Monte Carlo moves
are designed for this study of which is explained briefly.
4.3.1 A brief overview of the Monte Carlo method
In equilibrium statistical mechanics thermodynamic properties are calculated
as ensemble averages over all points x in a high dimensional configuration
space Γ. In the canonical ensemble the average of an observable A(x) is given
by
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〈A〉 =
∫
dx A(x)Peq(x) =
1
Z
∫
dx A(x)[ exp(−βU(x))] (4.6)
In general, the integral cannot be solved analytically. Monte Carlo (MC)
simulations provide a numerical approach to this problem by generating a
random sample of configuration space points x1, ..., xm, ..., xM according to
some distribution Ps(x). 〈A〉 is then estimated by:
A¯ =
∑M
m=1A(xm)e−βU(xm)/Ps(xm)∑M
m=1 e
−βU(xm)/Ps(xm)
=
∑M
m=1A(xm)W (xm)∑M
m=1W (xm)
(4.7)
Here the “weight” W (x) = Peq(x)/Ps(x) in introduced. It should be noted
that while 〈A〉 is a number, A¯ is still a random variable. Whether A¯ repre-
sents a good estimate for 〈A〉 depends on the total number M of configura-
tions used and for a given M on the choice of Ps(x).
Ps(x) should approximate Peq(x) as closely as possible to obtain mean-
ingful results from MC simulations. Regarding this fact, two approaches are
considered:
1. Static MC methods: Static methods generate a sequence of statistically
independent configuration space points from the distribution Ps(x). In this
case one has to tune the algorithm cleverly so that weights W (x) do not get
out of hand.
2. Dynamic MC methods: These methods generate a sequence of correlated
configuration space points via some stochastic process which has Peq(x) as its
unique equilibrium distribution. This process is usually taken to be a Markov
process [251]. A Markov process is one which has no “memory”. That is, the
probability for the occurrence of the future configuration x depends only on
the present configuration x′ and not on the other configurations that the
process visited in the past.
4.3.2 Translational move
In most Monte Carlo studies a strategy is defined by the translational dis-
placement of a single particle. Here, the step size is adjusted to attain a 30-
50% acceptance rate, which produces satisfactory convergence. The method
is called adaptive step-sizing. This move is done through iterations of the
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following steps for N particles:
1. Randomly pick one of N particles.
2. Perturb each of the x, y, z coordinates by a predefined step size.
3. Compute the change in potential energy due to the particle move.
4. Apply Metropolis criterion to accept or reject the movement.
4.3.3 Crankshaft move: rigid rotation
In this move a consecutive group of N particles are selected starting and
ending at P super-atoms. An axis of rotation is selected based on the centre
of mass of the start and end of the cluster and rotated by an angle τ . The
angle of rotation is changed adaptively during the simulation to give an
acceptance rate of ∼30%. A Rotation matrix in 3D based on Euler angles is
used for this move.
4.3.4 Topology changing rotation
Response of DNA to over-stretching depends on whether it is torsionally
relaxed or constrained. In this regard a complex MC move is designed which
helps to untwist or over-twist the DNA. The accepted move causes a quarter-
turn opening of the DNA and decrease or increase of the twist. Quarter-turns
(pi2 ) are made possible by rotations at the periodic boundaries.
4.3.5 Extension move
In this move force is applied on DNA by altering the periodic boundary
conditions along the z-axis. Fi is the external force applied on the DNA with
the extension step dz so the term Fdz contributes to the change of internal
energy of the DNA molecule. The term
F∆z (4.8)
is included in the Boltzman factor of the Metropolis acceptance criterion,
e(βF∆z) (4.9)
where ∆z is the extension step. So ∆E would be
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min
[
1, e−β(∆E−F∆z)
]
(4.10)
4.3.6 intercalation move
Assuming the work done on DNA is in the form of mechanical work (ex-
tension) and chemical work (intercalating particles), this move takes into
account the chemical potential (µ) of the intercalator (EtBr). Thus the ther-
modynamics of the system is affected by the imposed force [103] which is the
additional source of work done on the system as well as by the interacting
particles which bring the chemical potential into play [252]. In the same way
as the mechanical work the chemical potential term,
µ
∑
i
Ni (4.11)
is added to the standard Metropolis criterion, where µ is the chemical poten-
tial and N is the number of intercalated super-atoms, changing the energy
of the system at different intercalating particle concentrations, such as the
acceptance term becomes
min
[
1, e−β(∆E+µ
∑
i
Ni)
]
(4.12)
4.3.7 Pulling Scheme
Pulling experiments are done in different schemes. Force can be exerted on
3′3′, 5′5′ or 3′5′ ends of a DNA molecule. Differences are found in the response
of the overstretched DNA with regard to the pulling mechanisms [127]. In
our model extension force is applied via the periodic boundaries of the sim-
ulation, a pulling mechanism which suppresses unpeeling. The initial setup
of the configuration is such that the DNA is topologically closed, however
a Monte carlo move is included such that the linking number can relax to
the equilibrium value for the given extension. The effect of different pulling
mechanisms on the mechanical response of DNA is out of the scope of the
current study as we have limited the pulling scheme to uniform application
of force via the PBC.
In Fig. 4.7 a snapshot of the DNA configuration at F = 150 pN is shown
as it is forced through the overstretching transition. As the DNA is stretched,
the base steps do not increase isotropically. As expected for an anharmonic
model, as individual base steps pass the threshold for the BB stacking inter-
action, they then extend further, allowing neighbouring bases to relax.
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Figure 4.4: Pulling force is applied via the periodic boundaries. This pulling mechanism prevents the
unpeeling of DNA strands.
The lengthscale of the stretched BB-rise is significant in that this is com-
parable to the PP bead equilibrium separation in the SAK and SAK* force
fields: on breaking of the BB stacking interaction, the force is then transferred
to the sugar-phosphate backbone after liberating about 2 A˚ of extension.
4.4 Mapping an atomistic model onto the CG
model: analysis of DNA structural pa-
rameters
In order to be able to use standard programmes for structural analysis of
DNA, which are implemented with respect to atomistic descriptions, we have
used the NAB module of the Amber suite [253] to map an atomistic model
onto the CG model of DNA. The P and B superatoms are aligned to onto
O3′ , P, O1P, O2P, O5′ , C4′ , O4′ , C1′ , C3′ , C2′ and C4, C5, C6, C8, N3, N7,
N9 for purines(GUA) or C2, C4, C5, C6, N1, N3 for pyrimidines (CYT). The
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workflow is such that each frame of the CG model is mapped onto a corre-
sponding atomistic model and then fed into 3DNA for further analysis (Fig.
4.5). As 3DNA does not conveniently account for periodic DNA structures,
the first and last two base-pairs are ignored in the analysis. It has already
been shown that rise, roll and twist are the step parameters of importance
in the intercalation process [254].
MC Frames of CG model
Map an Atomistic Model(NAB)
3DNA Analysis
Figure 4.5: For convenient visualisation and analysis we map specific atom groups for all-atom DNA
onto the superatoms of the SAK∗ ff model.
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Figure 4.6: Mapping an atomistic model onto the CG model. P and B superatoms are shown in orange
and green respectively and atomistic model is represented with sticks.
4.5 Intercalators and force-extension curves
The influence of intercalating molecules on the mechanical behavior of DNA
can be studied by investigating force-extension curves. Several experimental
studies have been performed on the shape of the force-extension curve of
dsDNA as a function of intercalator concentration [217,232].
Both studies have measured several force-extension curves for varying
concentrations of particles. The curves are equilibrium curves; they are mea-
sured on time scales that allow the system to equilibrate. The curves with
relatively high concentrations of intercalator show different qualitative behav-
ior than the zero-concentration curves. The experimentally observed effect
of intercalator-induced shift of the overstretching transition, towards higher
forces, is reproduced (Fig. 4.11).
When particles bind to DNA via intercalation, they alter the local struc-
ture of the DNA molecule in a different way than overstretching does. A
planar molecule or a planar part of a molecule is inserted between normally
neighboring base pairs in a plane perpendicular to the helical axis. It was
experimentally observed [255, 256] that a bound intercalator inhibits other
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intercalators from binding at adjacent binding sites on the DNA molecule.
This is called the “neighbor-exclusion” principle [257]. This exclusion prin-
ciple is not caused by direct repulsion between intercalated molecules, but is
a result of intercalator-induced structural changes in the dsDNA. An impor-
tant consequence of the exclusion principle would be the fact that a saturated
DNA molecule has only half its binding sites occupied. This is in accordance
with the experimentally observed 1.5-fold elongation (instead of 2-fold) of
the DNA molecule at saturation [258].
Yan and Marko [259] predicted that at high stretching forces the maxi-
mum binding could be increased to one intercalating molecule per base pair.
Indeed, Vladescu [232] showed that at high stretching forces the overall con-
tour length of saturated DNA (0.68 nm per base pair) was twice as long as
for B-DNA (0.34 nm per base pair). This violation of the neighbor-exclusion
principle is attributed to the fact that the exclusion is mediated by structural
changes in the DNA backbone. Apparently the strong stretching forces then
cancel these structural changes.
4.5.1 Parametrization of ff SAK-Intercalators (SAKI)
Based on the theoretical studies of van der Schoot et al. [260] we assign a
free energy penalty  to a segment in the intercalated state, which shows that
B-DNA is the preferred state in the absence of any force. As the CG model of
DNA does not discriminate between bases, this parameter (along with other
parameters which will be explained) can be considered as averages over all
nucleobases in the DNA.
From experimental data of the overstretching transition [112] it is clear
that it is cooperative in nature. In other words, as soon as the helix over-
stretches at some location along the DNA molecule, it does so everywhere.
This is indicative of the existence of a free energy cost upon the creation
of an “interface” between BDNA and overstretched DNA. At this interface
there is a segment in the dsDNA molecule that adopts properties of both
B-DNA and overstretched DNA. This intermediate state is energetically un-
favorable, resulting in a free energy cost for such an interface. In terms of
our model, such an interface exists between a base-pair in state 0 (B-DNA)
and a base-pair in state 1 (stretched DNA). We assign a free energy penalty
to each such interface and call it the cooperativity parameter and use the
symbol λ for it.
dsDNA stretches locally to twice its normal contour length if an interca-
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lator is bound. If an intercalator binds the dsDNA, the free energy penalty
λ might be overcome by the free energy bonus for binding. At moderate
stretching forces, a bound intercalator prohibits other intercalators to bind
at adjacent binding sites on the dsDNA. The neighbor-exclusion principle
leads to an 1.5-fold elongation of the contour length at saturation, but as
mentioned previously, it is theoretically predicted that at high stretching
forces the maximum binding could be increased to one intercalator per base
pair [260].
4.5.1.1 Cooperativity parameters for the three-state model
A free energy is associated with changing a base-pair from B-DNA to inter-
calated DNA. The free energy penalty for state Si = 2 (intercalated) is more
complicated than the penalty for state Si = 1 (stretched), because particle
binding is involved. The intercalator studied in this model is assumed to be
mono-intercalator, one intercalator can bind per base-pair. The free energy
penalty related to changing a base-pair from state 0 to state 2 and binding
an intercalator, ∆E, is given by:
∆G = − µ (4.13)
The first term,  is the free energy penalty that is associated with changing
the dsDNA from state 0 to state 2. This free energy contains contributions
from binding of the intercalator and deformation of the DNA. It also contains
a contribution related to the interaction of unbound intercalators with the
surrounding solution [261]. The second term is the chemical potential, µ,
of free intercalators in solution, which are available for binding to the DNA
molecule which is defined as the Gibbs free energy per particle. The chemical
potential term expresses that more particles bind to the dsDNA if more
particles are available in the solution. Assuming the solution is ideal, the
chemical potential µ is given by
µ = kBT ln
(
C
55.6
)
(4.14)
In the experimental setup to study DNA overstretching in the presence of
intercalators [262], only one dsDNA molecule was available, thus, the number
of binding locations is much smaller than the number of free intercalators.
So we can treat µ as a constant that only depends on the experimentally
controlled intercalator concentration.
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Figure 4.7: A snapshot of the base-pairs in the overstretched DNA. The DNA is underwound and
stretched globally but locally it adopts a B-DNA like conformation. The Σ triplet repeating unit of
stacked base-pairs is evident. Each triplet is separated from adjacent triplet base-pairs by a gap. Base-
pair structure of the triplets closely resembles B-DNA with a base pair separation of ∼ 3.6A˚. Backbone
atoms (green) are shown in a continuous manner to discriminate them from bases (red). The step going
from one triplet to the next has a stretched base-base distance of ∼ 8.4 A˚ (inset shows the big gap between
each triplet cluster with the next one).
Now we have a three state model of DNA, any of these states can be
neighbors to each other, so we need more than one cooperativity parameter
to correctly describe DNA interaction with the intercalator. The Neighbor-
exclusion principle inhibits two neighboring base-pairs from both being in
state 2 but in the high force regime the exclusion principle can be violated.
A free energy penalty for a 2/2-interface, δ is introduced in the model, which
is positive, to explain the experimental observations; at low forces the penalty
prevents a 2/2-interface from occuring, but at high forces the amount of work
done becomes important. State 2 is the longest state, so if the stretching
force is sufficiently large it might overcome the free energy penalty δ and
allow neighboring particles to both be in state 2.
A lower value of δ shifts the overstretching transition to higher forces and
makes it easier for two intercalators to be next to each other. Based on the
experimental results a range of values is selected for δ which is 2.5 < δ < 5.5
kBT .
Based on the work of Biebricher et al. [217] a free energy penalty, η, is
introduced for a 1/2-interface, showing that intercalated dsDNA molecules
do not overstretch cooperatively. A positive value of η is essential for the
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shift of the overstretching force [260]. This suggests that intercalated DNA
is stabilized against overstretching. So, a base-pair in the ground state (state
0, B-DNA) has more difficulty overstretching (to state 1) if other base-pairs
are in the intercalated state (state 2).
Table 4.2: The cooperativity parameters of the 3-state CG-DNA model. The row number gives the state
of the i th base-pair, while the column number gives the state of base-pair i+ 1. The symbols in the table
give the free energy penalties that are associated with the interfaces between segment i and i+ 1. In this
study λ, δ and η are all positive.
Si+1 = 0 Si+1 = 1 Si+1 = 2
Si = 0 0 λ 0
Si = 1 λ 0 η
Si = 2 0 η δ
The free energy penalty δ, penalizes interfaces between two intercalated
base-pairs and is thus responsible for the neighbor-exclusion principle. Ex-
tensive simulations for parametrization of the force-field showed that the
window of chemical potentials that shift the overstretching transition is a
function of δ. The second variable which needed to be parametrized is 
(free energy binding of the intercalators). The binding free energy of dsDNA
intercalation is a free energy bonus of at least ∼ 20 kBT and the question is
why this interaction free energy is so large?
Atomistic simulations showed that stacking energies between ethidium
and A-T base pairs, at a mutual distance of 0.33 nm (approximately the dis-
tance between ethidium and the nearest base pair in intercalated dsDNA),
are in the order of ∼ 38 kBT [263]. Sˇponer et al. showed the stacking ener-
gies between different base pairs are in the order of −11 kBT to −19 kBT ,
depending on the type of nucleotide [264]. The difference between these in-
teractions gives an indication of the binding free energy for intercalation,
which is in the order of −20 kBT . Rˇeha and co-workers attributed this large
interaction free energy to electrostatic and dispersion forces, as the interca-
lator moiety is charged and polarizable [263]. Hydrophobic forces are also
suggested to play a role in ethidium-dsDNA interactions [265]. So ethidium
molecules break their interaction with water molecules upon intercalation.
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4.5.2 DNA over-stretching in the absence and pres-
ence of intercalators
The most frequently collected observable in DNA-stretching is the force-
extension curve. Fig. 4.8 shows a calculated curve for the modified force
field (SAK* ff), accounting for base destacking and weakening of angular
restraints with unstacking. The free energy penalty of λ can reproduce the
experimental results regarding the start point of collective transition which
causes the DNA to over-stretch to ∼1.7 its original length as well as the
extent of the plateau.
Figure 4.8: Force-extension curve for duplex DNA overstretching obtained from one Monte Carlo simu-
lation. Each data point corresponds to a single simulation at constant force.
Due to the simplicity of the model and the environment, particularly the
lack of base specificity and ignorance of thermal agitations over-stretching
happens at higher forces comparing to experiment, in good agreement with
atomistic simulations and qualitative but less good agreement with experi-
ments [261, 266]. Here we have chosen a 24 base-pair long DNA to observe
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the structural transition. Our reasons are that first we can compare our re-
sults with our MD simulations [182](see chapter 3) and second, as it has been
shown, the cooperativity length for the B to S transition in DNA is ∼22-25
base pairs [267,268].
Figure 4.9: Figure shows the kymograph of rise per base-pair for the DNA extension in the absence of
intercalators for a single simulation.
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Figure 4.10: Snapshots of overstretched DNA conformation in the absence of the intercalator. DNA
untwisting happens as the force is increased gradually until the DNA is completely untwisted and forms
the “zipper-like DNA”. Green and orange beads represent the bases and the backbone respectively.
As shown in the Fig. 4.10 DNA over-stretching in the absence of the
intercalator results in the gradual unwinding of the DNA until the linking
number drops to zero and the so-called “Zip-DNA” is formed. In the absence
of an intercalator over-stretching is locally anti-cooperative but shows no
long-range pattern of disproportionation into triplets.
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Figure 4.11: Calculated force-extension curve of DNA over-stretching in the absence of intercalator and
25nM concentration of intercalator. As expected the transition force is shifted to higher values in the
presence of intercalator and the width of the transition plateau decreases in qualitative agreement with
experimental results. A collective transition to over-stretched DNA happens at 150 pN in the absence
of the intercalator. Early simulation results have found that when the twist is allowed to drop, the
over-stretching transition force is ∼150 pN.
In the Fig. 4.12 it is shown that over-stretched intercalated DNA (25 nM
of EtBr) adopts a new conformation consistent with Σ-DNA. This structure
shows triplet disproportionation. These results are in accordance with our
previous proposition regarding the formation of Σ-DNA [182] and with early
predictions of Takahashi et al. [245] which proposed RecA binding to dsDNA
is accelerated in the presence of intercalator EtBr. Here our results show EtBr
could facilitate RecA binding to DNA through formation of triple base-pair
stacks.
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Figure 4.12: Kymograph of rise per base-pair of DNA over-stretching in the presence of intercalators
for a single simulation. Triplet disproportionation is evident in the strained DNA.
Fig. 4.13 shows that DNA over-stretching in the presence of an inter-
calator (EtBr (25 nM)). The structure is inhomogeneous in a way that is
consistent with Σ-DNA or triplet disproportionation. These results provide
an explanation of the stimulation of complex formation between RecA-DNA
in the presence of the EtBr [244,245,269] and are consistent with previously
reported MD results of DNA over-stretching in the presence of a bulky in-
tercalator (see chapter 3 [182]). It seems that the interaction of EtBr with
DNA provides the RecA with the conformation which is required to form the
final complex, an inhomogeneously stretched structure.
95
Chapter 4. Results: Section III
Figure 4.13: DNA over-stretching in the presence of an intercalator produces a unique conformation in
which stretch is spread nonhomogeneously. Stacking interaction is preserved within the triplets with the
rise parameter within the range of B-DNA. Stacking is broken between consecutive triplets providing a
big gap assumed to be necessary for base flipping and homology search in recombination.
4.5.3 Rationale for Unequal Partitioning of Extension
The unequal partition of extension in the the SAKI model could be attributed
to the free energy penalties associated with the interaction of intercalant with
DNA. We can compare this by defining the case in which unequal partition is
energetically favourable to equal partition, the term on the right indicates the
energetic cost of partitioning the extension for three base-pair steps into only
one step, illustrating this with the following counterexample of a harmonic
potential, where the left side shows the cost of three extensions of size δ,
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while the right side shows the cost of one extension with size 3δ.
∑
i=1,3
kδ2 < k(3δ)2 (4.15)
3kδ2 < 9kδ2 (4.16)
in the harmonic case the partitioning is clearly unfavourable. If we set a
threshold xmax however:
∑
i=1,3
kδ2 < kx2max (4.17)
3δ2 < x2max (4.18)
we then see a clear and interesting expression for the situation in which
the unequally partitioned extension becomes favourable: xmax < δ
√
3, or the
threshold for the hydrophobic interaction is less than
√
3 times the extension
per base pair. From the backbone chemistry we have a second criterion, that
3δ ≤ ∼ 6.0 A˚: this prevents us from employing a partitioning into more
than three base pairs [113,124].
In physical DNA, the partitioning into triplet repeats (rather than, for
instance a situation in which a one-third section of the DNA is extended
and the remainder is relaxed) could arise from kinetic factors in that exten-
sion is transferred to neighbouring base-steps when a given step passes its
cutoff interaction distance. In the Monte Carlo model however the triplet
partitioning is found to be an equilibrium structure, so it is necessary to
consider the apparent anti-cooperativity of step formation. The short-range
anti-cooperativity of step formation sits together with the apparent global
cooperativity of the S-DNA transition, shown by the sudden step in the
system-wide extension. Based on the current results, we coin a new name for
this conformation of DNA which conveys triplet disproportionation, Σ-DNA.
4.5.4 Shifting the overstretching transition
The first intercalator-induced effect that we analyze is the striking change
in the force extension curves; the shift of the overstretching force towards
higher forces as a function of the intercalator (Fig. 4.11). Intercalated base
pairs have a different length and a different free energy penalty than non-
intercalated base pairs, thus they influence the force-extension curve. How-
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ever, for a shift in the overstretching force to occur another parameter of
the model is essential: the cooperativity parameter η. Thus η represents a
free energy penalty associated with an intercalated base pair neighboring an
overstretched base pair.
If η was equal to 0, states 1 and 2 could independently occur. This would
lead to a macroscopic state where states 0, 1 and 2 are all present. At forces
larger than the original overstretching force, state 1 has a lower free energy
than state 0, so most base-pairs in state 0 are excited in state 1, while the
intercalated base-pairs (state 2) are unaffected. Furthermore, the presence
of intercalated base-pairs would break the cooperativity of the overstretching
transition, because it allows the chain to have base-pairs in state 0 and base-
pairs in state 1 in the chain simultaneously, without paying the free energy
penalty λ.
However, this picture completely changes when η is larger than 0. This
penalizes a 1/2-interface, and states 1 and 2 cannot freely mix. State 1 now
pays a free energy penalty for interfaces with both state 0 and state 2.
So, why does the overstretching force increase with µ? This is also an
immediate consequence of η. It is caused by the fact that the overstretch-
ing transition does, in the presence of intercalators, not start from a chain
with all segments in state 0. Instead, some base-pairs are in state 2 at the
original overstretching force. Not only the base-pairs in state 0, but also
the base-pairs in state 2, need to change into state 1 at the overstretching
transition. However, changing a base-pair from state 2 to state 1 costs more
free energy than changing a base-pair from state 0 to state 1 at that force.
Thus, changing the partly intercalated chain into a completely overstretched
chain is more difficult than changing a completely state 0 chain to a com-
pletely overstretched chain. So the force needs to do more work before the
overstretching transition is realized, and the overstretching transition shifts
towards higher forces.
4.6 Conclusions
Homologous pairing through disproportionation of DNA is a process com-
mon to very different organisms, often mediated by structurally quite differ-
ent proteins [249]. The common factor in homologous pairing is structural
deformation of the DNA, forming triplet stacked base-pairs, which provides
a framework for efficient homology search and recombination.
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Here we show that physically motivated changes to existing models of
DNA can lead to a model which captures the untwisting and over-stretching
behaviour of DNA in a computationally inexpensive coarse-grained model.
We show that triplet disproportionation of base-pairs, a common structural
change of DNA in homologous recombination, can be driven using the com-
bination of simple intercalator molecules and applied force. By adding a
three-valued hidden-variable to our Hamiltonian (in order to track the inter-
calation and stretching status for given bases) and making trivial adjustments
to the interaction potentials, effective only away from their minima, we find
that the modelled DNA assumes a new conformation commensurate with
the Σ DNA structure. In the absence of intercalators, over-stretching of our
model shows only weak periodicity, an observation which is in accord with
reported MD simulations [182]. DNA over-stretching in the presence of an
intercalator results in the formation of a unique DNA conformation in which
stacking is preserved with a pattern of three base-paired B-DNA like bases
with conserved stacking.
The observation based on modelling that Σ-DNA structure is favoured
only in the presence of intercalator is consistent with the possibility that
intercalation stabilizes the base-pairs against melting under extensional force
[270]1.
4.7 Disproportionated stretched DNA: a global
mechanism?
The Σ DNA structure is not specific to RecA but also observed in other
structurally unrelated proteins which are involved in recombination [249].
dsDNA extended structure with big gaps in between triplet stacked base
pairs is a prerequisite for homologous recombination as this process involves
base pair switching. The fact that SAK*-I force field, when parametrized to
model DNA stretching in the presence of the intercalator EtBr, is able to
manifest a triplet disproportionated conformation suggests that the strand-
extension step of the operation of recombinase enzymes is driven by quite
simple physics which the small-molecule intercalators are able to reproduce.
It is interesting that different proteins involved in homologous pairing
(HP) which are structurally and evolutionary distinct like ATP-independent
HP protein, yeast mitochondrial Mhr1, RecT from a cryptic temperature
1It is also interesting that the intercalated DNA is stretched ∼1.5-fold.
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bactriophage, bacterial RecO; and ATP-dependent HP proteins like Rad51
and RecA use a common extended DNA structure as an intermediate for
HP [249].
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5.1 The Sigma Hypothesis
The crystal structure of RecA-ssDNA and RecA-dsDNA complexes shows
a novel and interesting extended structure of DNA: groups of triplet base
stacks with a conformation near B-form in a near perpendicular orientation
to the helical axis [196]. These structures proved the initial speculations
of nucleobase perpendicularity in the recombination complex proposed by
Norde´n.
It was recently shown using tweezers that a GC rich sequence (60% GC)
can undergo a reversible overstretching transition to form a unique confor-
mation which is extended ∼1.5 and remains base-paired [124]. This is the
same extension which is seen in DNA complexed with RecA protein [196]. It
was suggested that this range of extension is attainable based on a period-
three stacking of bases [95] in accordance with the crystal structure of DNA
in complex with RecA which is also extended inhomogeneously.
It was further claimed that the stretched structure of a GC rich sequence
at a relative extension of 1.5 should probably be a very similar to the one
which is found in RecA-DNA complex; a non-homogeneous stretched DNA
with triplet base-stacks [113]. In a discussion with an author of that paper
(Norde´n) we have coined for this structure the name Σ-DNA. It should be
mentioned that such a structure is not consistent with experimental data
when pulling is done either at the 5′5′ ends or at the 5′3′ ends, only at
3′3′ . The authors of the experimental paper have argued that this extended
form of DNA is a stable or metastable structure which can be formed in free
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solution1.
5.2 Findings of this Thesis
5.2.1 Sequence Dependence of Triplet Formation
By making a rough calculation of the free energy cost to partition the DNA
duplex into a Σ structure, we found a strong and interesting sequence depen-
dence of this energy in that sequences for amino acids supposed to be older
in evolutionary history require less free energy to partition into the triplet
form. We also find that this energy is still positive, even at imposed exten-
sion, which appears to count against the Σ hypothesis in its strong form that
the ordered Σ phase can form in free solution without cofactors.
The trend in triplet propensity appears immediately relevant to recombi-
nation, and to suggest an enhanced or important role for triplet dispropor-
tionation or for Σ formation in the early Earth, however there exist further
possible explanations for the trend in triplet propensity. It is possible that the
local formation of individual codon triplets, for instance as part of transcrip-
tion, is or was the determining factor in selecting for a genetic code with the
observed pattern of triplet propensities. The fact that a three-base stacking
arrangement is also observed in mRNA-ribosome-tRNA complex [271] sup-
ports the assumption that triplet base stacks can act as a recognition element
and the rather general idea that the origin of the genetic code could have a
physical explanation related to triplet formation in some way.
5.2.2 Detailed Observation of Sigma formation, en-
hanced by Arginine
To make a more detailed analysis of the Σ formation process, atomistic sim-
ulations were carried out with a choice of cofactors and sequences. An evolu-
tionarily old sequence with high triplet propensity indeed showed very strong
triplet disproportionation, although only in the presence of free Arginine, an
amino acid present in the RecA binding cleft and believed by many to have
some important role in interacting with nucleic acids in an early nucleic
1Over-stretching experiments can be done in the presence of urea to reduce the hydra-
tion effect and put the emphasis on stacking interactions.
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acid/peptide world.
Although the formation of period three structure was strongly enhanced
in a non-additive way by the choice of ancient sequence and Arginine co-
factor, the resulting structure did not appear as symmetrical and orderly as
would be expected, for instance, from an X-ray crystal structure. A certain
amount of thermal disorder is expected from molecular dynamics simula-
tions, reflecting the real situation of biomolecules in solution, however if Σ
can be characterised as a solution phase based on the simulation data is must
be seen as one which has a high inherent disorder or which is very close in
energy to a more disordered or partially melted S phase: statistically classi-
fiying triplets as Σ or non-Σ, a peak population of approximately 25% Σ was
observed (around the extension of 1.5) with the remainder of triplets (groups
of three bp i.e. of four steps) including tilted, melted or mismatched bases,
or breaks not aligned to the codon boundary.
5.2.3 Coarse-Grained Modelling of DNA Extension
Atomistic simulation of DNA is expensive, slow and very limited in the
lengthscales which can be probed. In the atomistic simulations carried out,
a duplex of 24bp (and the associated solution) consumes a significant pro-
portion of the memory of the computing accelerators employed, while being
only just larger than the cooperativity length of 22bp required to see a sharp
transition [272]. While a four bead/bp model of DNA may seem to be less
rigorous than one which includes all atoms, in some ways it can be more
so in that it permits more fully equilibrated simulations to be run, and also
should permit analysis of the scaling behaviour of extension-related phase
transitions to be made.
A simple coarse-grained model for the behaviour of duplex DNA under
tension was developed (using a physically motivated Hamiltonian and pa-
rameters) and demonstrated to give correct force-extension behaviour. It
was observed that this model produced a triplet disproportionation transi-
tion to a Σ-like phase, which should permit its use in the future to make
more ambitious and thermodynamically rigorous analyses of this transition.
The order of chapters in this thesis is different to the chronological sequence
of events: the observation of triplet disproportionation in the coarse-grained
model in fact provided the inspiration to run the calculations documented
in the first two results chapters, and viewing a coarse-grained simulation
structure also inspired the term Σ-DNA.
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5.3 Sigma-DNA in multiple pairing processes?
It is interesting that different proteins involved in homologous pairing (HP)
which are structurally and evolutionary distinct like ATP-independent HP
protein, yeast mitochondrial Mhr1, RecT from a cryptic temperature bac-
triophage, bacterial RecO; and ATP-dependent HP proteins like Rad51 and
RecA use a common extended DNA structure as an intermediate for HP.
The meiotic recombination protein Dmc1 also uses triplet formation [273],
defining this process as the basis of sexual reproduction. It is also worth
mentioning that while RecA and Rad51 untwist the DNA while extending
it, Mhr1 promotes HP without untwisting the DNA, although unfortunately
at this time there is no detailed information on how this takes place.
HP involves base pair exchanges, which requires a break of base stacking
(and pairing), for which the Σ structure may be a widely occuring inter-
mediate state. Our findings of a buried or fossilised physical tendency for
DNA to break easily into triplets probably relate to most homologous pair-
ing processes, however those mediated via Mhr1 would seem likely to be an
exception.
Σ conformation is seen in crystal structures of DNA complexed with
Rad51. Linear dichroism studies of DNA-Rad51 complex suggest that ty-
rosine is intercalated between DNA bases and this facilitates the formation
of triplet disproportionated DNA [274]. Although the somewhat tyrosine-like
(planar and aromatic) intercalator EtBr was found in the atomistic simula-
tions here not to strongly promote Σ formation, the Rad51 results are an
interesting suggestion that Arginine may not be unique in its effects.
5.4 Towards a Minimal Recombination Sys-
tem
The full ATP-hydrolysing mechanism of recombination via such proteins as
RecA and Rad51 in modern organisms seems to be implausibly sophisticated
for proteins constructed only of GADVR, or even of GADVESPLITR, how-
ever the process of recombination is (while not fundamental to life) very
important in preventing DNA damage and also in accelerating evolution by
permitting the exchange of genetic information. Did earlier organisms take
advantage of their simpler and more redundant genetic code to operate a sim-
pler recombination mechanism? The results from atomistic simulation show
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that given a simplified genetic code, simple disordered Arginine peptides are
sufficient to accelerate at least part of the recombination process, reducing
the free energy cost to form triplets and effectively acting as catalysts for the
first stage of the strand exchange mechanism.
5.5 New Stretching Studies With an Evolu-
tionary Perspective
This work presents for the first time a link between nucleic acid stretching
physics and evolutionary history. It is to be hoped that this new perspective
will lead to significant further work. In closing, several spurs to curiosity
remain:
• Does the enhanced triplet disproportionation of ancient DNA generalise
to U-DNA, or RNA?
• Can the newly discovered physical tendencies of GNC-code nucleic acid
polymers make the design of any sort of minimal life-systems more
straightforward?
• Can the solution Σ phase be confirmed with any atomistic-level exper-
imental information?
• If classical forcefields are corrected for their known deficiencies, will the
Σ phase be stabilised, or disappear?
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