The traditional RBF neural network has the problem of slow training speed and low efficiency, this paper puts forward the algorithm of improvement of RBF neural network by AdaBoost algorithm combined with PSO, to 
. Topological structure chart of RBF network
In Figure 1 , , , … , is the input vector of the training sample, m is the total number of input sample, the corresponding actual output is ,where m,n and i values can be different; the basis function is the i implied layer output function; is the i weights between the implied layer and output unit. The implied layer basis functions belong to local non-negative nonlinear function, and the optional function is shown in Table 1 . 
AdaBoost Algorithm
AdaBoost is an iterative algorithm, training different weak classifiers in the same training set, and then constructs multiple weak classifiers into strong classifiers, with better classification performance [13] . AdaBoost algorithm is simple with high classification accuracy, and does not need feature selection. When the weak classifier is constructed into a strong classifier, it does not need to change the original classifier, and the upper limit of classification error rate will steadily decline along with training. According to the classification of each sample and the classification accuracy of the previous whole data set, the algorithm resets the weights of sample, as each iterative computation needs to update the weights, and setting the weak classifier with better classification effect has greater weights than other classifiers. The updated weights data is passed to the lower classifier to continue training, and each training classifier is fused by the weighted voting mechanism; after N cycles, N weak classifiers are obtained, and the last strong classifiers are obtained according to the superposition of N weak classifiers by the calculated weights.
The main steps of AdaBoost iterative algorithm are: Iterating circularly, updating samples to find the distribution of the best weak classifier at present, and then calculating the error rate of each weak classifier, finally constructing the weak classifiers, which have been trained for several times, into strong predictors.
Improvement of PSO Algorithm
RBF neural network mainly studies three parameters, which are respectively RBF center , , RBF width, and the connection weights between implied layer and output layer, the values of these three parameters influence the prediction accuracy of RBF neural network model to a large extent, and the common algorithms of these three parameters are mainly the orthogonal least squares (OLS), k-means algorithm and PSO algorithm, genetic algorithm and ant colony algorithm, etc.
PSO algorithm has a stronger global searching ability, simple realization principle and other advantages, we can consider using PSO algorithm for optimization of three important learning parameters in RBF model, while PSO is a global optimization algorithm, it needs longer time to train the data sets, and it is easy to fall into local minimum. In order to obtain the optimal parameters in RBF, we need to improve on the basis of the traditional PSO algorithm and thus improve the optimizing capability of the standard algorithm. In literature, it respectively proposes four methods to optimize parameters of RBF by using the improved PSO algorithm, and to a certain extent, it improved the training ability of the network. The traditional PSO algorithm is constantly updating the particle velocity and position value in training sets by the following two mathematical formulas:
In formula (1), and are the velocity and position of the particle, and are the history optimal position of the particle and the population, is inertia weight, and are acceleration learning factors, with non-negative values, and eventually achieve the optimal state; meeting the below conditions , and * 0,1 * are the learning ability of particles; * 0,1 * expresses the collaboration between different particles.
In PSO algorithm, the particles are evolved through two parameters and , and in order to avoid particles falling into local optimum, and improve the searching ability of other particles in new area in the late algorithm, this algorithm adds a random variable  by the distribution of Gaussian (0,1) in formula (1), and calculates the parameters ,
In formula (2), we add the second random search factor , when the particle optimizes that new position is not better than the current position, we need to start the next optimization in 
Therefore, this paper uses the improved iterative formula (3) and (4) to optimize the update speed and position of particles, and finally outputs the optimal particle that is the optimal parameter of RBF neural network kernel function.
The Improvement of RBF Prediction Model Based on AdaBoost Combined PSO
This paper firstly uses the improved PSO algorithm that is mentioned in section 2.3 to optimize these three parameters , , and in RBF neural network, and constructs N RBF weak predictors by using the generated parameters, and finally uses AdaBoost algorithm continuously adjusting weights to obtain strong predictors, which are generated by multiple weak predictors.
Determination of RBF Model Parameters
The constructor function of RBF in Matlab is: [net,tr]=newb(P,T,GOAL,SPPREAD,MN,DF), and the net is thee return value of network, tr is return value of training record, and when the network data sets are trained, the newrb self-adaption increases the number of implied layer nodes, until the requirements of the target error are met. In the constructor function, P is the input vector of R x Q (R is the number of input variables, Q is the number of training sample), T is the output data matrix of the target classification vector S x Q (S is the number of output category), GOAL is the target error, SPREAD is the expansion rate of RBF. In table 1, is the parameter SPREAD value, MN is the maximum number of neurons (should exceed the total number of samples), DF is the number of the implied layer neurons, which need to add in each iteration process. In the process of training, the newrb function produces one neuron in each cycle, and the increase of each neuron can minimize error, if the requirements of precision aren't met, neurons need to constantly increase, when the error is less than the expected error or the number of implied layer neurons reaches the maximum, the training can end. Using the minimum error function E as the target evaluation function of network, can reduce the error of abnormal point, where is the desired output of network:
Strong Predictor Based on AdaBoost
Using PSO for RBF parameters optimization can generate a number of different types of RBF weak predictor, using AdaBoost algorithm based on PSO algorithm improved the structure of RBF neural network algorithm process is shown in Figure 2 . 
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The detailed steps of the algorithm are explained as follows:
Step 1: By the initialization of the training data, obtain input and output dimensionality of training sample to design the structure of network, set the weights  and threshold value (0<<1) of training network. Set the number of iteration 1, initial error 0, the weights 1, 2, … , , where n is the sample number of training set.
Step 2: Pretreat the sample data.
Step 3: Use PSO algorithm to optimize three diameters (, , ) of RBF network, and use N different RBF neural network basis functions to generate different RBF weak predictors.
Step 4: Use RBF neural network to train the weak predictor of each construction, create the regression model of system g t (x)y, t = 1, 2, …, T.. Step 5: Adjust the weights of test data. When
B is the normalized factor:
Step 6: Output strong predictor:
The Analysis of Experiments and Results

Experimental Data
At present, the public test data sets UCI of the University of California Irvine (http://archive.ics.uci.edu/ml/datasets/) have a total of 308 data sets, and this experiment adopts the data sets of Bike Sharing and Energy Efficiency in the UCI database for regression prediction.
Bike Sharing data set contains 731 pieces of public bicycle data with weather and seasonal information and has 16 attributes in total, with instant(record index)(T1), dteday(date)(T2), season(T3), yr(year)(T4), mnth(T5), holiday(T6), weekday(T7), workingday(T8), weathersit(T9), temp(Normalized temperature in Celsius)(T10), atemp(Normalized feeling temperature in Celsius)(T11), hum(Normalized humidity)(T12), windspeed(T13), casual(count of casual users)(S14), registered(count of registered users)(S15), cnt(count of total rental bikes including both casual and registered)(S16). In this experiment, the 150 groups of data selected randomly are used as training data, and the 150 groups of data are used as testing data, T3-T13 are selected as training attributes, and S16 is selected as actual output. The initial data of Bike Sharing data set is shown in Table 2 . Energy Efficiency data set contains 768 pieces of energy efficiency data of air conditioning and has 10 attributes in total, with Relative Compactnes(I1), Surface Area(I2), Wall Area(I3), Roof Area(I4), Overall Height(I5), Orientation(I6), Glazing Area(I7), Glazing Area Distribution(I8), Heating Load(O1), Cooling Load(O2). In this experiment, the 618 groups of data selected randomly are used as training data, and the 150 groups of data are used as testing data, I1-I8 are selected as training attributes, and O1 is selected as actual output and O2 for reference. The initial data of Energy Efficiency data set is shown in Table 3 . 
Experiment and Result Analysis
In the experiment, we used 3 commonly test function Griewank, Rastrigin and Schaffer to improve PSO algorithm, set key parameters of algorithm: population size for 30 and 60; the maximum number of iterations for 200; the initial acceleration factor of 2.7 and 1.5; inertial weight 0.8. In Matlab, the performance indexes of OLS, standard PSO and improved PSO algorithm are shown in Table 4 . The simulation results show that the improved PSO algorithm is better than the standard PSO algorithm and the least square method. Use 10 RBF neural networks combined with PSO to form a weak predictor sequence, the strong predictor's prediction error absolute value and weak predictor's mean prediction error absolute value of the data sets of Bike Sharing and Energy Efficiency are as shown in Figure 3 and Figure 4 respectively. The decline curves in the process of network training of datasets of Bike Sharing and Energy Efficiency are as shown in Figure 5 and Figure 6 respectively, and the prediction error of Bike Sharing and Energy Efficiency are as shown in Table 5 and Table 6 , and the mean error absolute value is shown in Table 7 .
The regression states of network training of the datasets of Bike Sharing and Energy Efficiency are as shown in Figure 7 and Figure 8 respectively. From Figure 3 we can see, in the prediction error value of the datasets of Bike Sharing, the strong predictor's prediction error with a red point is smaller than the weak predictor's prediction error with a blue point, the strong predictor's prediction error is smaller on the whole, and has a better prediction result. From Figure 5 we can see the error mean square of the dataset training of Bike Sharing shows a decline curve with a faster convergence rate, and achieve the best effect of validation set of 0.0194 in the 18th step, where the error curve will begin to flatten, and the error value won't change basically, with a better effect. From Figure 7 we can see the predicted training set of the strong predictor R = 0. 95627, validation set R = 0. 94412, the test set R = 0. 941, and the overall R = 0. 95219, with a very good regression prediction result.
From Figure 4 we can see, in the prediction error value of the datasets of Energy efficiency, the strong predictor's prediction error value with a red point is smaller than the weak predictor's prediction error with a blue point, the strong predictor's prediction error is smaller on the whole, and has a better prediction result. From Figure 6 we can see the error mean square of the dataset training of Energy efficiency shows a decline curve, and achieve the best effect of validation set of 0. 0086in the 20th step, where the error curve will begin to flatten, and the error value won't change basically, with a better effect. From Figure 8 we can see the predicted training set of the strong predictor R = 0. 99787, validation set R = 0. 98427, the test set R = 0. 98189, and the overall R = 0. 98656, with a very good regression prediction result. This paper uses respectively the improved RBF and AdaBoost of standard RBF and PSO to predict the test samples of the improved RBF construction strong predictor, to measure TELKOMNIKA ISSN: 1693-6930 
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64 the performance of model, and the Table 7 shows the prediction results, where the average error of absolute value of the improved RBF strong predictor based on AdaBoost algorithm combined with PSO falls nearly 47% in two data sets of Bike Sharing and Energy efficiency. Through the Matlab simulation experiment of UCI data sets, the result shows AdaBoost algorithm combined with PSO to improve the RBF neural network construction, which is introduced in this paper, has better prediction results and can significantly improve the prediction accuracy of RBF neural network.
Conclusion
RBF neural network has been widely used in classification, regression field, and achieved a better effect, but it is still easy to fall into local minimum value and other problems. This paper improves the key parameters of the standard RBF neural network by using PSO to generate a series of weak predictors, and combined with AdaBoost algorithm constructs and improve a strong predictor, this method has optimized the parameters of traditional RBF neural network, and improved the prediction precision, for the reference of the RBF neural network application.
