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GENERALIZATIONS OF MENCHOV-RADEMACHER THEOREM AND
EXISTENCE OF WAVE OPERATORS IN SCHRO¨DINGER EVOLUTION
SERGEY DENISOV, LIBAN MOHAMED
Abstract. We obtain generalizations of the classical Menchov-Rademacher theorem to the case
of continuous orthogonal systems. These results are applied to show the existence of Moller wave
operators in Schro¨dinger evolution.
1. Introduction
The celebrated Menchov-Rademacher Theorem (see, e.g., [10]) gives a general condition for a.e.
convergence of the orthogonal series:
Theorem 1.1 (Menchov-Rademacher). Suppose tφnpxqu, n P N is orthonormal system in L2p0, 1q
and the sequence tanu satisfies
l
def“
8ÿ
n“1
a2n log
2pn` 1q ă 8 .
Then, the series
ř8
n“1 anφnpxq converges for a.e. x P p0, 1q. Moreover, if
mpxq def“ sup
nPN
ˇˇˇˇ
ˇ nÿ
j“1
ajφjpxq
ˇˇˇˇ
ˇ
defines a maximal function, then
}m}L2p0,1q 6 Cl1{2
with some absolute constant C.
This result can be easily modified to cover orthonormal systems in L2µp0, 1q where µ is a measure
on p0, 1q. In this paper, we prove an analog of this result for the orthogonal system with “continuous”
parameter of orthogonality and apply it to show existence of wave operators for Schro¨dinger evolution.
We start with the following definitions.
Definition. We say that f P L2locpR`q if
(1.1)
ż a
0
|fprq|2dr ă 8
for all a ą 0.
Definition. Let a pair pP, σq consist of a function P pr, kq : R` ˆ R Ñ C and a measure σ on R.
We say that pP, σq is a continuous orthonormal system if
(a) for σ-a.e. k P R, P pr, kq P L2locpR`q,
(b) for every f P L2pR`q and every a ą 0, we haveż
R
ˇˇˇˇż a
0
fprqP pr, kqdr
ˇˇˇˇ2
dσpkq “
ż a
0
|fprq|2dr .
Our first result is the following theorem.
Theorem 1.2. Suppose pP, σq is continuous orthonormal system and
L
def“
ż
R`
|fprq|2 log2p2 ` rqdr.
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Then, the sequence
"ż n
0
fprqP pr, kqdr
*
converges for σ-a.e. k P R. Moreover, if
Mpkq def“ sup
nPN
ˇˇˇˇż n
0
fprqP pr, kqdr
ˇˇˇˇ
,
then }M}L2σpRq ď CL1{2 with some absolute constant C.
Definition. We will call continuous orthonormal system pP, σq normalized if there is a continuous
positive function κ defined on R such that
(1.2) κ´1 P L8pRq, K def“ sup
r>0
ż
R
|P pr, kq|2
κpkq dσ ă 8 .
For the normalized systems, the previous theorem can be improved in the following way.
Theorem 1.3. Consider the normalized continuous orthonormal system pP, σ, κq and suppose that
f logp2` rq P L2pR`q, then
(1.3)
ż
R
sup
tą0
ˇˇˇˇż t
0
fprqP pr, kqdr
ˇˇˇˇ2
dσ
κpkq . p}κ
´1}L8pRq `Kq
ż 8
0
|fprq|2 log2p2` rqdr .
Moreover, as RÑ8,
(1.4)
ż R
0
fprqP pr, kqdr Ñ
ż 8
0
fprqP pr, kqdr
for a.e. k with respect to measure σ.
One example of continuous orthonormal system is given by solutions tP pr, kqu to the Krein system
[5, 12]. The Krein system is the following linear system of differential equations
(1.5)
"
P 1pr, kq “ ikP pr, kq ´AprqP˚pr, kq, P p0, kq “ 1
P 1˚pr, kq “ ´AprqP pr, kq, P˚p0, kq “ 1
, k P C, r > 0 .
In this paper, we will always assume that the coefficient A P L2locpR`q. The Cauchy problem (1.5) has
the unique solution pP pr, kq, P˚pr, kqq. In [12] (see also, e.g., [4]), Krein showed that tP pr, kqu with
r > 0 and k P R can be viewed as continuous analogs of polynomials, orthogonal on the unit circle.
In particular, there is a measure σ on R, which satisfiesż
R
dσpkq
1` k2 ă 8 ,
and the following property
(1.6)
ż
R
ˇˇˇˇż a
0
fprqP pr, kqdr
ˇˇˇˇ2
dσ “
ż a
0
|fprq|2dr
holds for every f P L2pR`q. In other words, a pair pP, σq gives an example of continuous orthonormal
system. Notice that (1.6) allows us to define the generalized Fourier transformż 8
0
fprqP pr, kqdr
as an element of L2σpRq.
Under a mild extra assumption on coefficient A, the system pP, σq becomes normalized and the
previous theorem can be applied. More precisely, the following lemma holds.
Lemma 1.4. Suppose the coefficient A in Krein system belongs to the Stummel class, i.e.,
(1.7) }A}St def“ sup
r>0
ˆż r`1
r
|Apρq|2dρ
˙1{2
ă 8 .
Then,
(1.8) sup
rą0
ż
R
|P pr, kq|2
1` k2 dσ . 1` }A}
2
St .
Moreover, we have (1.3) and (1.4) with κpkq “ 1` k2 and K . 1` }A}2St.
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The proof of this Lemma is given in Appendix.
Another application of our general results to the Krein systems is given in the following Lemma.
Lemma 1.5. Suppose the coefficient in Krein system satisfies Aprq logp2` rq P L2pR`q, thenż
R
ˆ
sup
ρăr1ăr2
ˇˇˇˇż r2
r1
ApxqP px, kqdx
ˇˇˇˇ˙2
dσ
1` k2 “(1.9)ż
R
ˆ
sup
ρăr1ăr2
|P˚pr2, kq ´ P˚pr1, kq|
˙2
dσ
1` k2 . p1` }A}
2
2q
ż 8
ρ
|Aprq|2 log2p2` rqdr , ρ ą 0 .
Moreover, for Lebesgue a.e. k P R, there is a limit Πpkq “ limrÑ8 P˚pr, kq.
Theorem 1.2, Theorem 1.3 and Lemma 1.5 are proved in the second section. In section 3, we apply
Lemma 1.5 to show existence of wave operators for Schro¨dinger evolution which is our central result.
Consider
H “ ´B2xx ` v
on R` with Dirichlet boundary condition at zero and denote by H0 “ ´B2xx the free Schro¨dinger
operator with the same Dirichlet condition at zero. The Moller wave operators (see, e.g., [15]) are
defined by
W˘pH,H0q def“ lim
tÑ˘8
eitHe´itH0 ,
where the limit is the strong limit in L2pR`q. The main result of our paper is the following theorem.
Theorem 1.6. Suppose v “ a1 ` q where q P L1pR`q, a is absolutely continuous on R`, and
(1.10) a1 P L8pR`q, a logp2 ` rq P L2pR`q .
Then, the wave operators W˘pH,H0q exist.
The existence of wave and modified wave operators for Schro¨dinger and Dirac equations was exten-
sively studied in the scattering theory of wave propagation, see, e.g., the classical papers by Agmon
[1], Ho¨rmander [9], and a book by T. Kato [11] on the subject. The case v P LppR`q, 1 6 p ă 2
was considered in [3] where the existence of modified wave operators was proved. See [6] for later
developments. In [4], the presence of wave operators was established for Dirac equation with potential
in L2pR`q. This result is optimal on LppR`q scale. For more general potentials in Dirac equation
and connection to Szego˝ condition on measure σ, see [2]. Some related recent results, including the
multidimensional setting, can be found in, e.g., [7, 8, 13].
Notation
(1) If f is defined on R, pf denotes its Fourier transform:
pfpkq def“ 1?
2π
ż
R
fpxqe´ikxdx .
The inverse Fourier transform is defined asqfpkq “ f_pkq def“ 1?
2π
ż
R
fpxqeikxdx .
(2) Symbol C8pRq stands for infinitely smooth functions defined on the real line and C8c pRq
denotes the space of smooth functions with compact support.
(3) We will use the symbol Cpa1,...,akq to indicate a nonnegative function which depends on pa-
rameters pa1, . . . , akq. The actual value of C can change from one formula to another.
(4) If E is a set on the real line, Ec denotes its complement.
(5) For two non-negative functions f1p2q, we write f1 . f2 if there is an absolute constant C such
that
f1 6 Cf2
for all values of the arguments of f1p2q. We define & similarly and say that f1 „ f2 if f1 . f2
and f2 . f1 simultaneously.
(6) If f2 is non-negative function and |f1| . f2, we write f1 “ Opf2q.
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2. Menchov-Rademacher Theorem for continuous orthogonal systems
We start by giving the proof to Theorem 1.2. It is a direct adaptation of the proof of Menchov-
Rademacher Theorem in [10] but we present it here for the reader’s convenience.
Proof of Theorem 1.2. For j P N, let Pjpkq “
ş2j
2j´1 fprqP pr, kqdr and
S1jpkq “
jÿ
l“1
Plpkq “
ż 2j
1
fprqP pr, kqdr .
Now,
}Pj}2L2σpRq “
ż
R
ˇˇˇˇ
ˇ
ż 2j
2j´1
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
dσpkq “
ż 2j
2j´1
|fprq|2dr
and so
(2.1)
ÿ
jPN
j2}Pj}2L2σpRq „
ż 8
1
|fprq|2 log2p2` rqdr .
For any a ą 0, we have
ÿ
jPN
ż a
´a
|Pjpkq|dσpkq ď
ÿ
jPN
ˆż a
´a
|Pjpkq|2dσpkq
˙1{2ˆż a
´a
dσpkq
˙1{2
6
a
σpr´a, asq
ÿ
jPN
}Pj}L2σpRqjj´1 ď
a
σpr´a, asq
˜ÿ
jPN
j2}Pj}2L2σpRq
¸1{2˜ÿ
jPN
j´2
¸1{2
.
a
σpr´a, asq
ˆż
R`
|fprq|2 log2p2` rqdr
˙1{2
“
a
σpr´a, asqL1{2 .
Since a is arbitrary large, by the theorem of Beppo Levi,
ř
jPN |Pjpkq| converges for σ-a.e. k, as does
tS1jpkqu.
Let S1pkq def“ supjPN |S1jpkq| be the maximal function over dyadic partial sums. Since S1pkq ďř
jPN |Pjpkq|, we have
}S1}L2σpRq ď
›››››ÿ
jPN
|Pj |
›››››
L2σpRq
ď
ÿ
jPN
}Pj}L2σpRq “
ÿ
jPN
j´1j}Pj}L2σpRq . L1{2(2.2)
after applying Cauchy-Schwarz inequality and (2.1).
For n P t0, 1, 2, . . . , 2Nu, we can write n “ řNm“0 ǫmpnq2N´m with ǫmpnq P t0, 1u. For j P
t0, 1, . . . , Nu, let nj “
řj
m“0 ǫmpnq2N´m.
Noting that
ˇˇˇřN
j“1 xj
ˇˇˇ2
6 N
řN
j“1 |xj |2, we have:ˇˇˇˇ
ˇ
ż 2N`n
2N
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
“
ˇˇˇˇ
ˇ Nÿ
j“1
ż 2N`nj
2N`nj´1
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
6
N
Nÿ
j“1
ˇˇˇˇ
ˇ
ż 2N`nj
2N`nj´1
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
ď N
Nÿ
j“1
2j´1ÿ
p“0
ˇˇˇˇ
ˇ
ż 2N`pp`1q2N´j
2N`p2N´j
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
and the last expression does not depend on n. Let
S2j pkq def“ sup
06nď2j
ˇˇˇˇ
ˇ
ż 2j`n
2j
fprqP pr, kqdr
ˇˇˇˇ
ˇ
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denote the maximal function over dyadic interval r2j, 2j`1s. We apply the above estimate to get
}S2N }2L2σpRq “
ż
R
sup
0ďnď2N
ˇˇˇˇ
ˇ
ż 2N`n
2N
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
dσpkq(2.3)
6
ż
R
N
Nÿ
j“1
2j´1ÿ
p“0
ˇˇˇˇ
ˇ
ż 2N`pp`1q2N´j
2N`p2N´j
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
dσpkq
“ N
Nÿ
j“1
2j´1ÿ
p“0
ż
R
ˇˇˇˇ
ˇ
ż 2N`pp`1q2N´j
2N`p2N´j
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
dσpkq
“ N
Nÿ
j“1
2j´1ÿ
p“0
ż 2N`pp`1q2N´j
2N`p2N´j
|fprq|2dr “ N2
ż 2N`1
2N
|fprq|2dr .
Taking S2 “ supjPN S2j , we note that S2 6
´ř
jPN |S2j |2
¯1{2
so
}S2}L2σpRq .
˜ÿ
jPN
j2
ż 2j`1
2j
|fprq|2dr
¸1{2
. L1{2.
Finally, we have
}M}2L2σpRq .
ż 1
0
|fprq|2dr `
ż
R
sup
jPN
ˇˇˇˇ
ˇ
ż 2j
1
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
dσpkq`
ż
R
sup
jPN
sup
2jďnď2j`1
ˇˇˇˇż n
2j
fprqP pr, kqdr
ˇˇˇˇ2
dσpkq “
ż 1
0
|fprq|2dr ` }S1}2 ` }S2}2 . L .
Convergence of the sequence
"ż n
0
fprqP pr, kqdr
*
for σ-a.e. k follows from convergence of tS1jpkqu
established above and the estimate
ż
R
ÿ
jPN
|S2j |2dσ . L which yields convergence of
ř
jPN |S2j |2 for
σ-a.e. k.

Proof of Theorem 1.3. We haveż
R
sup
tPR`
ˇˇˇˇż t
0
fprqP pr, kqdr
ˇˇˇˇ2
dσpkq
κpkq “
ż
R
sup
tPR`
ˇˇˇˇ
ˇ
ż rts
0
fprqP pr, kqdr `
ż t
rts
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
dσpkq
κpkq
. }κ´1}L8pRq
ż
R
sup
nPN
ˇˇˇˇż n
0
fprqP pr, kqdr
ˇˇˇˇ2
dσpkq `
ż
R
sup
tPR`
ˇˇˇˇ
ˇ
ż t
rts
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
dσpkq
κpkq .
The first integral was controlled in Theorem 1.2. The second one can be estimated as follows
(2.4)
ż
R
sup
tPR`
ˇˇˇˇ
ˇ
ż t
rts
fprqP pr, kqdr
ˇˇˇˇ
ˇ
2
dσpkq
κpkq ď
ż
R
sup
nPZ`
ˆż n`1
n
|fprqP pr, kq|dr
˙2
dσpkq
κpkq 6ż
R
sup
nPZ`
ˆˆż n`1
n
|f |2dr
˙ˆż n`1
n
|P pr, kq|2dr
˙˙
dσpkq
κpkq 6ż
R
8ÿ
n“0
ˆˆż n`1
n
|f |2dr
˙ˆż n`1
n
|P pr, kq|2dr
˙˙
dσpkq
κpkq 6
8ÿ
n“0
ˆż n`1
n
|f |2dr
˙ˆż n`1
n
ˆż
R
|P pr, kq|2
κpkq dσpkq
˙
dr
˙
(1.2)
6 K}f}22 ,
which proves (1.3).
To establish (1.4), we notice thatż r
0
fpρqP pρ, kqdρ “
ż rrs
0
fpρqP pρ, kqdρ`
ż r
rrs
fpρqP pρ, kqdρ .
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The first term has a limit as r Ñ8 for σ-a.e. k as follows from Theorem 1.2. For the second one, we
can write ˇˇˇˇ
ˇ
ż r
rrs
fpρqP pρ, kqdρ
ˇˇˇˇ
ˇ 6
ż rrs`1
rrs
|fpρqP pρ, kq|dρ
and the last expression goes to 0 for σ-a.e. k since the seriesÿ
nPN
ˆż n`1
n
|fprqP pr, kq|dr
˙2
converges for σ-a.e. k. This convergence follows from the following boundż
R
ÿ
nPN
ˆż n`1
n
|fprqP pr, kq|dr
˙2
dσ
κ
6
ż
R
ÿ
nPN
ˆˆż n`1
n
|fprq|2dr
˙ˆż n`1
n
|P pr, kq|2dr
˙˙
dσ
κ
6ˆ
sup
r>0
ż
R
|P pr, kq|2
κ
dσ
˙ ÿ
nPN
ż n`1
n
|fprq|2dr (1.2)ă 8 .

Before giving the proof of the Lemma 1.5, we list some basic properties of Krein systems which will
be needed later in the text. We start by making a remark that
(2.5) P pr, kq “ eirkP˚pr, kq,
provided that k P R. This identity follows directly from (1.5) and can be found in, e.g., [5].
Next, we consider an important case when A P L2pR`q. In [4] (see also original Krein’s paper [12]),
it was shown that the following properties hold under this condition:
‚ There is a function Πpkq, k P C` such that
(2.6) lim
rÑ8
P˚pr, kq “ Πpkq
uniformly over compact sets in C`. This Π is outer and the orthogonality measure σ can be written
as follows
(2.7) dσ “ dk
2π|Πpkq|2 ` dσs,
where σs is its singular part.
‚ Integrating the second equation in (1.5), we have
(2.8) P˚pr, kq “ 1´
ż r
0
ApρqP pρ, kqdρ .
Therefore
1´ P˚pr, kq “
ż r
0
ApρqP pρ, kqdρÑ rApkq def“ ż 8
0
ApρqP pρ, kqdρ ,
when r Ñ8 and convergence is in L2pR, σq norm. On the other hand, the formula (12.37) in [4] givesrApkq “ 1´Πpkq ¨ χEcs ,
where Ecs denotes the complement to Es, the support of σs. Therefore,
(2.9) lim
rÑ8
}P˚pr, kq ´Πpkq ¨ χEcs}2,σ “ 0 .
‚ From (2.8) and orthogonality, we getż
R
|P˚pr, kq ´ 1|2dσ “
ż r
0
|Apρq|2dρ .
Proof of Lemma 1.5. The second equation in (1.5) gives
(2.10) P˚pr2, kq ´ P˚pr1, kq “ ´
ż r2
r1
AprqP pr, kqdr .
Theorem 1.3 yields necessary estimate on the maximal function and convergence of P˚pr, kq σ-a.e.
The limit is equal to Π from (2.6) due to (2.9). 
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3. Wave operators for Schro¨dinger evolution: proof of Theorem 1.6
We start this section by describing a connection between Krein systems and Dirac and Schro¨dinger
operators on R`. Consider the Krein system with coefficient A P L2locpR`q. It corresponds to Dirac
operator
(3.1) D “
ˆ ´b Bx ´ a
´Bx ´ a b
˙
defined on Hilbert space pf1, f2q P L2pR`q ˆ L2pR`q, where apxq “ 2ReAp2xq, bpxq “ 2 ImAp2xq
with the boundary condition f2p0q “ 0. Indeed, define real-valued functions φ and ψ by writing
φpx, kq` iψpx, kq def“ P p2x, kqe´ikx. It can be checked [5, 12] that pφ, ψq are generalized eigenfunctions
for Dirac operator (3.1) and that 2σ is its spectral measure. Define tEpx, kqu, x > 0 by
(3.2) Epx, kq def“ P p2x, kqe´ixk.
It turns out that this is also continuous orthonormal system with respect to σ, i.e.,
(3.3)
ż
R
ˇˇˇˇż 8
0
fpxqEpx, kqdx
ˇˇˇˇ2
dσ “ }f}22 ,
for every f P L2pR`q (see [4, 12]). Making an extra assumption that A is real-valued, i.e., that b “ 0,
and absolutely continuous on R` and taking the square of D reveals the connections between Dirac
and Schro¨dinger operators. Indeed,
(3.4) D2 “
ˆ
H1 0
0 H2
˙
where H1f “ ´B2xxf ` q1f, f 1p0q ` ap0qfp0q “ 0, H2f “ ´B2xxf ` q2f, fp0q “ 0,
q1 “ a2 ´ a1, q2 “ a2 ` a1 .
Later in the proof, we will use the spectral decomposition for Dirac D and the formula (3.4) to write
a suitable expression for eitH2 .
The following result implies Theorem 1.6 thanks to Lemma 1.5.
Theorem 3.1. Suppose the coefficient A in the Krein system is real and absolutely continuous, A P
L2pR`q, A1 P L8pR`q, and
(3.5) lim
ρÑ8
ż
R
ˆ
sup
ρăr1ăr2
ˇˇˇˇż r2
r1
AprqP pr, kqdx
ˇˇˇˇ˙2
dσ
1` k2 “ 0 .
Let apxq “ 2Ap2xq and let q be real-valued function on R` satisfying q P L1pR`q. Then, taking two
operators H “ ´B2xx ` a1 ` q and H0 “ ´B2xx both with Dirichlet boundary condition at zero, we get
existence of wave operators W˘pH,H0q.
This Theorem is the central technical result of our paper. Before giving its proof, we state the
following Lemma.
Lemma 3.2. Suppose t > 0, µ is a measure on R, and ppkq, ptpkq P L2µpRq. Let }p}2,µ “ 1 and
(3.6) lim
tÑ8
}pt}2,µ “ 1, lim
tÑ8
ż
∆
|p´ pt|2dµ “ 0
for every interval ∆ Ă R. Then, lim
tÑ8 }p´ pt}2,µ “ 0.
Proof. The proof is based on a standard exhaustion principle. For every ǫ P p0, 1q, we can choose
L ą 0 such that ş∆c |p|2dµ 6 ǫ where ∆ def“ r´L,Ls. By (3.6), there is T so that
|1´ }pt}22,µ| ă ǫ,
ż
∆
|p´ pt|2dµ ă ǫ
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for t ą T . Thus, for t ą T , we also haveż
∆c
|pt|2dµ “ }pt}22,µ ´
ż
∆
|pt|2dµ “
}pt}22,µ ´
ˆ
1´
ż
∆c
|p|2dµ´
ż
∆
p|p|2 ´ |pt|2qdµ
˙
6
|}pt}22,µ ´ 1| `
ż
∆c
|p|2dµ`
ˇˇˇˇż
∆
p|p|2 ´ |pt|2qdµ
ˇˇˇˇ
.
ǫ`?ǫ,
where we used triangle inequality to estimateˇˇˇˇż
∆
p|p|2 ´ |pt|2qdµ
ˇˇˇˇ
“
ˇˇˇ
}p}2L2µp∆q ´ }pt}
2
L2µp∆q
ˇˇˇ
“´
}p}L2µp∆q ` }pt}L2µp∆q
¯
¨
ˇˇˇ
}p}L2µp∆q ´ }pt}L2µp∆q
ˇˇˇ
. }p´ pt}L2µp∆q 6
?
ǫ .
Thus, ż
R
|p´ pt|2dµ “
ż
∆
|p´ pt|2dµ`
ż
∆c
|p´ pt|2dµ 6 ǫ` 2
ż
∆c
|p|2dµ` 2
ż
∆c
|pt|2dµ .
?
ǫ
for t ą T and the proof is finished. 
Proof of Theorem 3.1. Since a2, q P L1pR`q and relative trace class perturbations do not change
existence of wave operators (Birman-Kuroda Theorem, [14], p. 27), it is enough to consider H “
H2 “ a1 ` a2. Take f P L2pR`q. We need to prove existence of
(3.7) lim
tÑ˘8
eitHe´itH0f ,
where the limit is understood in L2pR`q topology. Notice that, since both groups eitH and e´itH0
preserve L2pR`q norm, it is enough to prove existence of the limit for every f P T where T is any
dense subset in L2pR`q. We define T as follows: T def“ tf : pfo P C8c pRq, 0 R supp pfou, where fo denotes
the odd extension of f to R. From now on, we assume that f P T , }f}2 “ 1 and that tÑ `8 in (3.7)
(the case tÑ ´8 can be handled similarly). Denote f` def“ p pfo ¨χξą0q_, f´ def“ p pfo ¨χξă0q_. Working
on the Fourier side, we get
e´itH0f “ 1
π
ż
R
e´itξ
2
ˆż
R`
fpuq sinpξuqdu
˙
sinpξxqdξ “ 1
2π
ż
R
e´itξ
2
ˆż
R
fopuqe´iξudu
˙
eiξxdξ .
The last expression is equal to the restriction of eitB
2
xxfo to R
`, where B2xx is considered on all of R.
The large time asymptotics of eitB
2
xxh for h P L2pRq is known and given in Lemma 4.1 from Appendix.
Since pfopξq “ pf`pξq for ξ ą 0, it is enough to show that
(3.8) I
def“ e
itk2
1` i
ż 8
0
eix
2{p4tq
?
t
pf`px{p2tqqψpx, kqdx
has a limit in L2pR, 2σq when t Ñ `8. Indeed, the spectral measure for Dirac operator D is equal
to 2σ, the generalized eigenfunctions are pφ, ψq, and the Schro¨dinger operator is related to Dirac by
(3.4) so we can use spectral decomposition for Dirac operator to compute eitH where H “ H2. To
this end, we will use the following generalized Fourier transformˆ
f1
f2
˙
Ñ F “
ż 8
0
f1pxqφpx, kqdx `
ż 8
0
f2pxqψpx, kqdx
and the analog of Plancherel’s Theorem
}f1}22 ` }f2}22 “ }F}22,2σ .
Since f P T , pf` is supported on some interval ra, bs and a ą 0. Use (2.5) and substitute
ψpx, kq “ P˚p2x, kqe
ikx ´ P˚p2x, kqe´ikx
2i
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into (3.8) to get
(3.9) I “ I1 ´ I2 ,
where
I1 “ e
itk2
2ip1` iq
ż 2bt
2at
eix
2{p4tq
?
t
pf`px{p2tqqP˚p2x, kqeikxdx,
I2 “ e
itk2
2ip1` iq
ż 2bt
2at
eix
2{p4tq
?
t
pf`px{p2tqqP˚p2x, kqe´ikxdx .
Consider I2, the analysis of I1 is similar. Integrating by parts, we getż 2bt
2at
P˚p2x, kq
˜ż x
2at
eiu
2{p4tq
?
t
pf`pu{p2tqqe´ikudu¸1 dx “
“ P˚p4bt, kq
ż 2bt
2at
eiu
2{p4tq
?
t
pf`pu{p2tqqe´ikudu´ J2 ,
where, thanks to the second equation in (1.5),
J2 “
ż 2bt
2at
2Ap2xqP p2x, kq
˜ż x
2at
eiu
2{p4tq
?
t
pf`pu{p2tqqe´ikudu¸ dx .
For the first term, we can write
P˚p4bt, kq
ż 2bt
2at
eiu
2{p4tq
?
t
pf`pu{p2tqqe´ikudu “
pP˚p4bt, kq ´Πpkq ¨ χEcs q
ż 2bt
2at
eiu
2{p4tq
?
t
pf`pu{p2tqqe´ikudu
`Πpkq ¨ χEcs
ż 2bt
2at
eiu
2{p4tq
?
t
pf`pu{p2tqqe´ikudu .
From (4.12), we get
sup
tą1
›››››
ż 2bt
2at
eiu
2{p4tq
?
t
pf`pu{p2tqqe´ikudu
›››››
L8pRq
ă Cpfq
and (2.9) implies
lim
tÑ`8
›››››pP˚p4bt, kq ´Πpkq ¨ χEcs q
ż 2bt
2at
eiu
2{p4tq
?
t
pf`pu{p2tqqe´ikudu
›››››
2,σ
“ 0 .
From (2.7) and (4.11), we obtain
(3.10) lim
tÑ8
›››››eitk
2
Πpkq
2ip1` iq ¨ χEcs ¨
ż 2bt
2at
eiu
2{p4tq
?
t
pf`pu{p2tqqe´ikudu´ ?2πΠpkq
2i
¨ χEcs pf`pkq
›››››
2,σ
“ 0 .
The analysis for I1 is analogous, it also gives the main term converging to?
2π ¨Πpkq
2i
¨ χEcs pf`p´kq
and a correction which we call J1. Consider J1 and J2. We claim that if we show that
(3.11) lim
tÑ8
ż
∆
|J1|2dσ “ 0, lim
tÑ8
ż
∆
|J2|2dσ “ 0
for every interval ∆ Ă R, then the proof of Theorem 3.1 will be finished after application of Lemma 3.2.
Indeed, in this lemma, we set µ “ 2σ, pt “ I and the limiting function p is
p “ χEcs ¨
?
2π
Πpkq pf`p´kq ´Πpkq pf`pkq
2i
.
To apply Lemma 3.2, we notice that }I}2,2σ Ñ 1 by Lemma 4.1. Moreover, (2.7) gives }p}2,2σ “
}f}2 “ 1.
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We will prove the second identity in (3.11), the first one can be obtained similarly. For J2, we have
J2 “ ´2
ż 2bt
2at
Ap2xqP p2x, kq
˜ż x
2at
eipu
2{p4tq´kuq
?
t
pf`pu{p2tqqdu¸ dx .
One can writeż x
2at
eipu
2{p4tq´kuq
?
t
pf`pu{p2tqqdu “ ż 0
2at
eipu
2{p4tq´kuq
?
t
pf`pu{p2tqqdu` ż x
0
eipu
2{p4tq´kuq
?
t
pf`pu{p2tqqdu .
The first term does not depend on x and we can use (4.12) and (1.6) to write
(3.12)
›››››
ż 2bt
2at
Ap2xqP p2x, kq
˜ż 0
2at
eipu
2{p4tq´kuq
?
t
pf`pu{p2tqqdu¸ dx
›››››
2,σ
6 Cpfq
ż bt
at
|Apxq|2dx ,
where the last expression converges to zero as tÑ 8. For the other term, we haveż x
0
eipu
2{p4tq´kuq
?
t
pf`pu{p2tqqdu “ e´itk2 ż x
0
eipu{p2
?
tq´k?tq2
?
t
pf`pu{p2tqqdu .
The integral can be rewritten as ż x
0
eipu{p2
?
tq´k?tq2
?
t
pf`pu{p2tqqdu “ż x
´8
eipu{p2
?
tq´k?tq2
?
t
pf`pu{p2tqqdu´ ż 0
´8
eipu{p2
?
tq´k?tq2
?
t
pf`pu{p2tqqdu .
The second term is x–independent so its contribution is negligible by the argument identical to (3.12).
For the first one, we change variables and write, using the same variable u,ż x
´8
eipu{p2
?
tq´k?tq2
?
t
pf`pu{p2tqqdu “ 2 ż px´2ktq{2?t
´8
eiu
2 pf`pk ` u{?tqdu(3.13)
“ 2
ż px´2ktq{2?t
´8
eiu
2
´ pf`pk ` u{?tq ´ pf`pkq¯du` 2 pf`pkq ż px´2ktq{2?t
´8
eiu
2
du .
We can continue as followsż px´2ktq{2?t
´8
eiu
2
´ pf`pk ` u{?tq ´ pf`pkq¯du “ ż 0
´8
eiu
2
´ pf`pk ` u{?tq ´ pf`pkq¯du`ż px´2ktq{2?t
0
eiu
2
´ pf`pk ` u{?tq ´ pf`pkq¯du .
The first term in the right-hand side does not depend on x and it is uniformly bounded in k P R and
t > 1 as can be seen by integrating by parts. Thus, its contribution to }J2}L2σp∆q is also negligible.
We want to apply Lemma 4.2 from Appendix to the second term. Since we are interested in k P ∆
and x P rat, bts, then |px´ 2ktq{2t| ă Cpa,b,∆q. Hence, the Lemma is applicable with ǫ “ 1{
?
t, gpuq “pf`pk ` uq ´ pf`pkq which givesˇˇˇˇ
ˇ
ż px´2ktq{2?t
0
eiu
2
´ pf`pk ` u{?tq ´ pf`pkq¯du
ˇˇˇˇ
ˇ 6 Ca,b,∆,f{?t .
The proof of Lemma 4.2 shows that this bound is uniform in k P ∆. We substitute it and apply (1.8)
along with generalized Minkowski inequality to get¨˝ż
∆
ˇˇˇˇ
ˇ 1?t
ż 2bt
2at
|Ap2xqP p2x, kq|
ˇˇˇˇ
ˇ
2
dσ‚˛1{2 .
1?
t
ż 2bt
2at
|Ap2xq| ¨
ˆż
∆
|P p2x, kq|2dσ
˙1{2
dx
(1.8)
.
Cp∆,}A}Stq?
t
ż 2bt
2at
|Ap2xq|dx 6 Cp∆,a,b,}A}Stq
˜ż bt
at
|Apxq|2dx
¸1{2
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and the last expression converges to zero when t Ñ `8. We are only left with controlling the
contribution from the last term in (3.13), i.e.,
pf`pkq ż 2bt
2at
Ap2xqP p2x, kq
˜ż px´2ktq{p2?tq
0
eiu
2
du
¸
dx .
Let us write partition of unity
(3.14) 1 “ µ´ ` µ0 ` µ`,
where µ0 is even, smooth, supported in p´2, 2q and
0 6 µ0 6 1, µ0 “ 1 if |x| ă 1 .
Function µ` is supported on p1,8q and is non-decreasing, µ´pxq def“ µ`p´xq. Then,ż px´2ktq{p2?tq
0
eiu
2
du “
˜ż px´2ktq{p2?tq
0
eiu
2
du
¸´
µ´ppx ´ 2ktq{p2
?
tqq ` µ0p¨q ` µ`p¨q
¯
.
We will apply the following trick several times. Notice that the function F pxq def“ pşx0 eiu2duqµ0pxq P
C8c pRq thus pF P L1pRq and we can write
F ppx ´ 2ktq{p2
?
tqq “ 1?
2π
ż
R
pF pξq exppiξpx ´ 2ktq{p2?tqqdξ .
Then,
pf`pkq ż 2bt
2at
Ap2xqP p2x, kq
˜
µ0ppx´ 2ktq{p2
?
tqq
ż px´2ktq{p2?tq
0
eiu
2
du
¸
dx “
pf`pkq ż 2bt
2at
Ap2xqP p2x, kqF ppx ´ 2ktq{p2
?
tqqdx “
1?
2π
ż
R
pF pξq˜pf`pkqe´iξk?t ż 2bt
2at
Ap2xqP p2x, kq exppiξx{p2
?
tqqdx
¸
dξ .
We use generalized Minkowski inequality and (1.6) to estimate the last quantity as follows››››› 1?2π
ż
R
pF pξq˜pf`pkqe´iξk?t ż 2bt
2at
Ap2xqP p2x, kq exppiξx{p2
?
tqqdx
¸
dξ
›››››
2,σ
.
ˆż
R
| pF pξq|dξ˙ } pf`}8˜ż bt
at
|Apxq|2dx
¸1{2
and the last quantity converges to zero when tÑ8. We apply similar strategy to other terms.˜ż px´2ktq{p2?tq
0
eiu
2
du
¸
µ`ppx´ 2ktq{p2
?
tqq “ Cµ`ppx´ 2ktq{p2
?
tqq
´
˜ż 8
px´2ktq{p2?tq
eiu
2
du
¸
µ`ppx´ 2ktq{p2
?
tqq ,
where C
def“ ş80 eiu2du. Considerż 2bt
2at
Ap2xqP p2x, kqµ`ppx ´ 2ktq{p2
?
tqqdx “
ż 2bt
2at
ˆż x
2at
Ap2uqP p2u, kqdu
˙1
µ`ppx ´ 2ktq{p2
?
tqqdx
“
˜ż 2bt
2at
Ap2uqP p2u, kqdu
¸
µ`ppb ´ kq
?
tq ´
ż 2bt
2at
ˆż x
2at
Ap2uqP p2u, kqdu
˙
µ1`ppx ´ 2ktq{p2
?
tqq
2
?
t
dx .
The first term gives contributionż
R
ˇˇˇˇ
ˇ pf`pkq
˜ż 2bt
2at
Ap2uqP p2u, kqdu
¸
µ`ppb ´ kq
?
tq
ˇˇˇˇ
ˇ
2
dσ . } pf`}28 ż 2bt
2at
|Ap2uq|2du
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and the last quantity converges to zero when tÑ8. For the second one, we can write an estimateˇˇˇˇ
ˇ
ż 2bt
2at
ˆż x
2at
Ap2uqP p2u, kqdu
˙
µ1`ppx ´ 2ktq{p2
?
tqq
2
?
t
dx
ˇˇˇˇ
ˇ 6(3.15) ˆ
sup
2atăr1ăr2
ˇˇˇˇż r2
r1
Ap2uqP p2u, kqdu
ˇˇˇˇ˙
¨
ż 2bt
2at
ˇˇˇˇ
ˇµ1`ppx ´ 2ktq{p2
?
tqq
2
?
t
ˇˇˇˇ
ˇ dx .
Since µ` was chosen to be non-decreasing, one obtainsż 2bt
2at
ˇˇˇˇ
ˇµ1`ppx ´ 2ktq{p2
?
tqq
2
?
t
ˇˇˇˇ
ˇ dx . 1 .
Under the assumptions of the theorem, we get››››| pf`| ¨ sup
2atăr1ăr2
ˇˇˇˇż r2
r1
Ap2uqP p2u, kq
ˇˇˇˇ››››
L2σp∆q
Ñ 0
when tÑ8. Consider the expression˜ż 8
px´2ktq{p2?tq
eiu
2
du
¸
µ`ppx´ 2ktq{p2
?
tqq
and apply Lemma 4.3 from Appendix to write it as˜ż 8
px´2ktq{p2?tq
eiu
2
du
¸
µ`ppx ´ 2ktq{p2
?
tqq “
p2πq´1{2eix2{p4tqe´ixkeik2t
ż
R
eiξpx´2ktq{p2
?
tqΨpξqdξ ,
where Ψ P L1pRq. Then,ż 2bt
2at
Ap2xqP p2x, kqeix2{p4tqe´ixkeik2t
ˆż
R
eiξpx´2ktq{p2
?
tqΨpξqdξ
˙
dx
“ eik2t
ż
R
Ψpξqe´iξk
?
t
˜ż 2bt
2at
Ap2xqeix2{p4tqeiξx{p2
?
tq
Epx, kqdx
¸
dξ ,
where Epx, kq “ P p2x, kqe´ikx was introduced in (3.2). Using generalized Minkowski inequality and
(3.3), we get››››› pf`pkq ¨ eik2t
ż
R
Ψpξqe´iξk
?
t
˜ż 2bt
2at
Ap2xqeix2{p4tqeiξx{p2
?
tq
Epx, kqdx
¸
dξ
›››››
2,σ
.
} pf`}8 ¨ ˆż
R
|Ψpξq|dξ
˙
¨
˜ż 2bt
2at
|Ap2xq|2dx
¸1{2
and the last quantity converges to zero when tÑ8.
The contribution from the term˜ż px´2ktq{p2?tq
0
eiu
2
du
¸
µ´ppx ´ 2ktq{p2
?
tqq
can be handled in the same way. Thus,
lim
tÑ8
ż
∆
|J2|2dσ “ 0
and our Theorem is proved. 
Remark. Notice that we had to use an additional assumption about the maximal function (3.5) only
when handling (3.15). It is an intriguing question whether this extra hypothesis can be dropped.
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4. Appendix
In this Appendix, we collect results that are used in the main text. Although some of them are
standard, we provide their proofs for completeness.
Proof of Lemma 1.4. In Section 13 of [5], the following formula for the Green’s function of operator
D (i.e., the integral kernel of Rz “ pD ´ zq´1) was obtained
Gpx, y, zq “
ˆ
G11px, y, zq G12px, y, zq
G21px, y, zq G22px, y, zq
˙
“
(4.1)
¨˚
˚˝
ż
R
φpx, kqφpy, kq
k ´ z dσdpkq
ż
R
φpx, kqψpy, kq
k ´ z dσdpkqż
R
ψpx, kqφpy, kq
k ´ z dσdpkq
ż
R
ψpx, kqψpy, kq
k ´ z dσdpkq
‹˛‹‚
and σd “ 2σ. We now introduce an auxiliary parameter ρ P r1,8q to be chosen later as ρ „ 1`}A}2St.
Since |P p2x, kq|2 “ φ2px, kq ` ψ2px, kq and supkPRpk2 ` ρ2q{pk2 ` 1q . ρ2, then
(4.2) sup
x>0
ż
R
|P px, kq|2
k2 ` 1 dσ “ supx>0
ż
R
pk2 ` ρ2q|P px, kq|2
pk2 ` ρ2qpk2 ` 1q dσ . ρ supx>0
ż
R
ρ|P px, kq|2
k2 ` ρ2 dσ .
Hence, we only need to prove that
(4.3) sup
x>0
ImpG11px, x, iρq `G22px, x, iρqq . 1 .
To controlGpx, y, iρq, i.e., the integral kernel of the resolventRiρ, we will use the standard perturbation
series. If R0iρ denotes the resolvent of free Dirac operator, we write the second resolvent identity:
Riρ “ R0iρ ´RiρV R0iρ, V def“
ˆ ´b ´a
´a b
˙
and iterate it to get the series
(4.4) Riρ “ R0iρ ´R0iρV R0iρ `R0iρV R0iρV R0iρ ` . . . .
In the series (4.4), each term starting with the second one takes the form p´1qj`1pR0iρV qjpR0iρV R0iρq
and j “ 0, 1, 2, . . .. If we denote its kernel by kjpx, yq, then
(4.5) Gpx, y, iρq “ G0px, y, iρq ´ k0px, yq ` k1px, yq ` . . .
and G0px, y, zq stands for the Green’s function of free Dirac operator. Next, we will show convergence
of this series for suitable choice of parameter ρ and will provide an estimate for it.
First, we claim that for every j “ 0, 1, . . ., we have
(4.6) }kjpx, yq} 6 Cj`1 e
´ρ|x´y|{2}A}j`1St
ρpj`1q{2
,
where C is an absolute constant to be specified below. We will prove (4.6) by induction. To this end,
we use formula (4.1) and residue calculus to obtain the bound
}G0px, y, iρq} . e´ρ|x´y| ` e´ρpx`yq . e´ρ|x´y| .
Thus, for k0px, yq, we have
}k0px, yq} .
ż 8
0
e´ρ|x´ξ||αpξq|e´ρ|y´ξ|dξ, α def“ |a| ` |b| .
Continue αpξq to negative ξ by zero. We write
}k0px, 0q} .
ż 8
0
e´ρ|x´ξ|αpξqe´ρξdξ 6 e´ρx
ż x
0
αpξqdξ ` eρx
ż 8
x
αpξqe´2ρξdξ .(4.7)
Then, using Cauchy-Schwarz inequality, one has
şx
0
αpξqdξ . px ` x1{2q}A}St. By the change of
variable,
eρx
ż 8
x
αpξqe´2ρξdξ “ e´ρx
ż 8
0
e´2ρηαpx` ηqdη .
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We have ż 8
0
e´2ρηαpx ` ηqdη “
ż 1
0
e´2ρηαpx ` ηqdη `
8ÿ
j“1
ż j`1
j
e´2ρηαpx ` ηqdη 6
ˆż 1
0
e´4ρηdη
˙1{2ˆż 1
0
α2px` ηqdη
˙1{2
`
8ÿ
j“1
e´2ρj
ˆż j`1
j
α2px` ηqdη
˙1{2
.
}A}St
ρ1{2
by virtue of Cauchy-Schwarz inequality. Summing up, we get
}k0px, 0q} . px` x1{2 ` ρ´1{2qe´ρx}A}St . e
´ρx{2}A}St
ρ1{2
.
The Stummel condition is translation-invariant on the line which implies (4.6) for j “ 0:
(4.8) }k0px, yq} 6 C e
´ρ|x´y|{2
ρ1{2
}A}St .
We can write kj`1px, yq “
ş
R`
G0px, ξ, iρqV pξqkjpξ, yqdξ and use inductive assumption to conclude
that
}kj`1px, yq} 6 C1
ż
R`
e´ρ|x´ξ|αpξq ¨ }kjpξ, yq}dξ 6 C1C
j`1}A}j`1St
ρpj`1q{2
ż
R`
e´ρ|x´ξ|αpξqe´ρ|ξ´y|{2dξ .
For y “ 0, we get
(4.9)
ż
R`
e´ρ|x´ξ|αpξqe´ρξ{2dξ “ e´ρx{2 ¨ e´ρx{2
ż x
0
eρξ{2αpξqdξ ` eρx
ż 8
x
αpξqe´3ρξ{2dξ .
Then, we write
e´ρx{2
ż x
0
eρξ{2αpξqdξ “
ż x
0
e´ρη{2αpx´ ηqdη 6
ż 1
0
e´ρη{2αpx ´ ηqdη `
8ÿ
j“1
ż j`1
j
e´ρη{2αpx´ ηqdη 6
ˆż 1
0
e´ρηdη
˙1{2 ˆż 1
0
α2px´ ηqdη
˙1{2
`
8ÿ
j“1
e´ρj{2
ˆż j`1
j
α2px´ ηqdη
˙1{2
.
}A}St
ρ1{2
.
Estimating the second integral in (4.9) in a similar way, we haveż
R`
e´ρ|x´ξ|αpξqe´ρξ{2dξ 6 C2 e
´ρx{2}A}St
ρ1{2
and, using translation invariance of Stummel condition,ż
R`
e´ρ|x´ξ|αpξqe´ρ|ξ´y|{2dξ 6 C2 e
´ρ|x´y|{2}A}St
ρ1{2
.
Thus,
}kj`1px, yq} 6 C1C2C
j`1e´ρ|x´y|{2}A}j`2St
ρpj`2q{2
.
Choosing C sufficiently large, e.g., larger than C1C2, we show (4.6) for j ` 1. This proves the claim.
Now, (4.5) implies }Gpx, y, iρq} . e´ρ|x´y|{2 provided ρ “ 2Cp1 ` }A}2Stq. Thus, (4.2) finishes the
proof. 
Lemma 4.1. Let h P L2pRq. Then,
(4.10) lim
tÑ`8
›››››eitB2xxh´ 11` i eix
2{p4tq
?
t
phpx{p2tqq›››››
L2pRq
“ 0,
and, taking inverse Fourier transform,
(4.11) lim
tÑ`8
››››› 11` i
˜
eix
2{p4tq
?
t
phpx{p2tqq¸_ ´ e´itξ2 qhpξq›››››
L2pRq
“ 0 .
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Suppose ph P C8c pRq, then
(4.12) sup
tą1,α,βPR
›››››
ż βt
αt
eix
2{p4tq
?
t
phpx{p2tqqeixkdx›››››
L8pRq
ă Cphq .
Proof. Formula (4.10) can be found in [15] (see formulas (4.10) and (4.12) there). Then, (4.11) is a
direct corollary. Proof of (4.12) follows from a direct calculation:ż βt
αt
eix
2{p4tq
?
t
phpx{p2tqqeixkdx “ e´itk2?
t
ż βt
αt
exp
˜
i
ˆ
x
2
?
t
` k
?
t
˙2¸phpx{p2tqqdx
“ 2e´itk2
ż ?tp0.5β`kq
?
tp0.5α`kq
exppiξ2qphp´k ` ξ{?tqdξ .
Now, consider an integral ż l
0
exppiξ2qphp´k ` ξ{?tqdξ
for arbitrary l P R, k P R, t > 1 and let µ0 be a bump function introduced in (3.14). We haveż l
0
exppiξ2qphp´k ` ξ{?tqdξ “ ż l
0
exppiξ2qphp´k ` ξ{?tqµ0dξ ` ż l
0
exppiξ2qphp´k ` ξ{?tqp1 ´ µ0qdξ .
The first integral is bounded uniformly in all parameters since ph P C8c pRq. For the second one, we
can write ż l
0
exppiξ2qphp´k ` ξ{?tqp1 ´ µ0qdξ “ ż l
0
´
exppiξ2q
¯1php´k ` ξ{?tqp1´ µ0q
2iξ
dξ
“ exppil2q
php´k ` l{?tqp1´ µ0plqq
2il
´
ż l
0
exppiξ2q
˜php´k ` ξ{?tqp1 ´ µ0pξqq
2iξ
¸1
dξ .
The first term is uniformly bounded because 1 ´ µ0p0q “ 0. For the second one, we can show that
each resulting integral is uniformly bounded, e.g.,ˇˇˇˇ
ˇ 1?t
ż l
0
exppiξ2q
ph1p´k ` ξ{?tqp1´ µ0q
2iξ
dξ
ˇˇˇˇ
ˇ . 1?t
ż l
0
|ph1p´k ` ξ{?tq|dξ 6 }ph1}1 ,ˇˇˇˇ
ˇ
ż l
0
exppiξ2q
php´k ` ξ{?tqp1´ µ0pξqq
ξ2
dξ
ˇˇˇˇ
ˇ 6 }ph}8
ż l
0
|1´ µ0pξq|
ξ2
dξ . }ph}8 ,ˇˇˇˇ
ˇ
ż l
0
exppiξ2q
php´k ` ξ{?tqµ10pξq
2iξ
dξ
ˇˇˇˇ
ˇ . }ph}8
and (4.12) is proved. 
Lemma 4.2. Let ǫ P p0, 1q, ν ą 0, a ą 0, and |aǫ| 6 ν. We haveˇˇˇˇż a
0
eiu
2
gpuǫqdu
ˇˇˇˇ
6 Cpg,νqǫ
provided that g P C8pRq and gp0q “ 0.
Proof. We have
(4.13)
ż a
0
peiu2 q1gpuǫqu´1du “ eia2ǫ
ˆ
gpaǫq
aǫ
˙
´ ǫg1p0q ´ ǫ
ż a
0
eiu
2
ˆ
gpuǫq
ǫu
˙1
du .
We can write |gpξq| 6 Cpg,νq|ξ| for ξ P r´ν, νs and the first term is controlled by Cpg,νqǫ since |aǫ| 6 ν.
For the third one, we introduce Gpuq def“ pgpuq{uq1 P C8pRq and write
G1puq def“ Gpuq ´Gp0q, Gpuq “ Gp0q `G1puq
so that ż a
0
eiu
2
Gpuǫqdu “ Gp0q
ż a
0
eiu
2
du`
ż a
0
eiu
2
G1pǫuqdu .
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The absolute value of the first term is bounded by Cpgq uniformly in a. For the second one, we can
iterate the argument since G1 P C8pRq and G1p0q “ 0. We getż a
0
eiu
2
G1pǫuqdu “ ´0.5iǫ
ż a
0
peiu2 q1G1pǫuq
ǫu
du
“ ´0.5iǫ
˜
eia
2 G1pǫaq
ǫa
´G11p0q ´
ż a
0
eiu
2
ˆ
G1pǫuq
ǫu
˙1
du
¸
.(4.14)
Writing a rough estimate ˇˇˇˇ
ˇ
ż a
0
eiu
2
ˆ
G1pǫuq
ǫu
˙1
du
ˇˇˇˇ
ˇ 6 Cpgq|a|
and substituting it into (4.14) givesˇˇˇˇż a
0
eiu
2
G1pǫuqdu
ˇˇˇˇ
6 Cpgqpǫ` ǫ|a|q “ Cpgqpǫ` νq .
We bring it to (4.13) to finish the proof of the Lemma. 
Consider H defined as
Hpxq “
ż 8
x
eit
2
dt .
This integral can be related to the so-called erf–function whose properties are well-known. However,
our purpose is to obtain a specific representation for H for x P r1,8q and we proceed directly as
follows. We change variables and iteratively integrate by parts n times to get
Hpxq “ i e
ix2
2x
´ i
2
ż 8
x2
eiu
u3{2
du “ eix2
˜
n´1ÿ
j“0
cj
x1`2j
` c1ne´ix
2
ż 8
x2
eiu
un`1{2
du
¸
def“ eix2pH1,n `H2,nq
where tcju and c1n are some constants. Let µ` be the cutoff function that satisfies conditions: µ` is
supported on p1,8q, µ`pxq “ 1 for x ą 2, µ` P C8pRq. Define
H
pmq
1,n
def“ H1,nµ`, Hpmq2,n def“ H2,nµ` .
Lemma 4.3. Let n ą 1. We have zHpmq1,n P L1pRq, zHpmq2,n P L1pRq.
Proof. Consider H
pmq
2,n first. We have
|Hpmq2,n | 6 Cnp1 ` |x|q´p2n`1q, |BxHpmq2,n | 6 Cnp1` |x|q´p2nq, |B2xxHpmq2,n | 6 Cnp1` |x|q´p2n´1q .
Therefore,
|zHpmq2,n pξq| ă Cnp1` |ξ|q´2
and hence
z
H
pmq
2,n P L1pRq. For Hpmq1,n , consider the first term, x´1µ`. Other terms can be handled
similarly. We have x´1µ` P C8pRqXL2pRq and all of its derivatives are in L2pRq. Thus, ξj {px´1µ`q P
L2pRq for all j P Z`. Therefore, {px´1µ`qpξq P L1p|ξ| ą 1q. For |ξ| ă 1, we can write an estimate
|{x´1µ`| ă C| log ξ| ,
which can be verified directly:ż 8
1
µ`pxq
x
e´iξxdx “
ż 8
2
e´iξx
x
dx`Op1q .
For ξ P p0, 1q, ż 8
2
e´iξx
x
dx “
ż 8
2ξ
e´iu
u
du “
ż 1
2ξ
e´iu
u
du`
ż 8
1
e´iu
u
du “ Op| log ξ| ` 1q .
For ξ P p´1, 0q, the argument is analogous and we get the statement of the Lemma. 
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