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Introduction
This thesis describes the study of the isotopes of hydrogen and helium and of the
boron and carbon nuclei in the cosmic radiation. New measurements of the fluxes of
1H, 2H, 3He, 4He, between 120 MeV/n and 900 MeV/n, and of the boron and carbon
fluxes, between 400 MeV/n and 120 GeV/n, are presented at the top of the atmo-
sphere. The measurements were made with the space-borne PAMELA experiment
from July 2006 to March 2008, that is during a period of minimum solar activity
and negative solar magnetic field polarity. Such measurements can help in achiev-
ing a more detailed knowledge of the physics of cosmic ray propagation inside the
Galaxy, which is a key ingredient in interpreting cosmic ray origin, acceleration
mechanism and the possible presence of new physics.
Thesis outline
In chapter 1 a historical introduction to cosmic ray physics is provided and its major
topics discussed: from the identification of possible sources to the current paradigm
of cosmic ray (CR) acceleration. The subjects of CR propagation in the Galaxy
and their interaction with the heliosphere are introduced. The effect of the Earth
magnetic field on the possible measurement of CRs are also considered. Due to its
relevance in searches for new physics the presence of antimatter in CRs is discussed
and the possible interpretations of the most recent results are also reported. The
main motivations for the launch of the PAMELA experiment and its scientific goals
are summarized, a theoretical discussion of the topics treated in this thesis is given
along with the experimental results obtained by experiments before PAMELA.
In chapter 2 a detailed description of the PAMELA experiment is given, starting
from the Resurs satellite that houses the apparatus. The time-of-flight system and
the magnetic spectrometer are discussed in detail, being the two main detectors
used in this work. The electromagnetic calorimeter, the anti-coincidence system
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and the neutron detector are also described. The data acquisition system and the
trigger of the apparatus are discussed.
Chapter 3 describes the reconstruction of the fluxes of hydrogen and helium
isotopes. The event selections for the analysis are presented and their efficiency
discussed. The procedure developed to reconstruct the number of each species in
the event samples are introduced and the use of additional selections for the reduc-
tion of the background for 2H and 3He reconstruction is motivated. The corrections
necessary to derive the top-of-the-instrument flux are analysed and discussed and
then the isotope fluxes and their ratios are presented.
Chapter 4 describes the reconstruction of the boron and carbon fluxes. The
changes in PAMELA track finding algorithm are motivated and their consequences
discussed. The event selections for the analysis and their efficiency are presented,
with particular emphasis on the charge selection. The corrections necessary to de-
rive the top-of-the-instrument flux are analysed and discussed and then the boron
and carbon fluxes and their ratio are presented.
In chapter 5 the results obtained in this work are compared with the predictions
of some of the reference models for galactic propagation of CRs, and final conclu-
sions are drawn.
CHAPTER1
Cosmic rays
1.1 Discovery and history
Cosmic rays (CRs) are charged particles that hit the Earth’s atmosphere from outer
space at a rate of ∼ 104 per square meter per second. It is nearly impossible for a
cosmic ray to reach the ground intact, it can be deflected by the Earth’s magnetic
field, it can be absorbed in the atmosphere or it can suffer an inelastic interaction
with a nitrogen or oxygen nucleus in the air and produce secondary particles that
lead to the formation of a particle shower. Depending on the energy of the parent
particle, secondary particles in the shower can be detected at the ground.
The birth of cosmic ray physics dates back to the beginning of the 20th century
when the spontaneous discharge of shielded electroscopes was first observed. The
electroscope has been the key instrument in the study of radioactivity and ion-
ization in the first decade of the 20th century. An electroscope is made of a vertical
metal rod, usually brass, from the end of which hang two parallel strips of thin flex-
ible gold leaf. Connecting the brass rod to an accumulator the two golden leaves
would separate due to the electrostatic repulsion of the charges accumulated on
the leaves. In the presence of ionizing radiation the creation of ion/electron pairs in
the air contained within the electroscope has the effect of neutralizing the charge
stored on the golden leaves, reducing their separation at a rate proportional to the
intensity of the ionizing radiation. This characteristic allowed electroscopes to be
used as instruments to measure ionization rates. It was soon realized that even
in the absence of known radiation sources and even if shielded by more than 10
cm of lead an electroscope would discharge spontaneously. Radioactive sources in
the ground were considered responsible for this phenomenon and in 1910, in an
attempt to reduce the amount of natural ionization, Theodor Wulf took an electro-
scope to the top of the Eiffel tower [63] expecting a decrease in the discharge rate.
At the time it was believed that all the ionization was induced from γ-rays coming
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from natural radioactivity, and the γ absorption coefficient was known well enough
to predict that if this ionization had been due to γ-rays from the Earth’s surface the
intensity should have halved climbing the first 80 m of the tower and should have
disappeared on its top. Wulf ’s measurements found that between ground level and
the top of the tower (330 m) the ionization reduced from 6 ·106 ions/m3 to 3.5 ·106
ions/m3. This was the first clue that led to the discovery of cosmic rays.
Domenico Pacini, from 1910 to 1912, performed a series of experiments [72]
aimed at measuring the discharge rate of an electroscope in 3 different conditions:
at the ground, at sea level on board the Italian navy destroyer “Folgore” and below
3 m of water. His results showed that the ionization at sea level was the same
as the one on the ground, while the discharge rate of the electroscope decreased
significantly underwater. If the ionization was produced by the ground, the sea
water would have absorbed all of it, thus leading to a null measure on board of the
ship. The fact that when submerging the electroscope the ionization rate decreased
was a clear sign that the radiation was coming from above.
The actual definitive discovery was made by the Austrian physicist Victor Hess
in 1912, taking his electroscopes on a balloon flight up to 4 km above sea level. Hess
measured a decrease in the ionization rate until he reached 1.5 km of altitude, then
he found that the radiation was becoming more intense with increasing altitude.
After repeating the measurement several times Hess was finally convinced of the
extraterrestrial origin of the radiation under study. He also excluded the Sun as
a possible source for the radiation after reproducing the same results in a flight
during a near-total solar eclipse. Hess’ results were confirmed by a similar series
of balloon flights by Werner Kolhörster, extending the ionization measurements up
to 9 km.
The term “cosmic rays” (CR) was proposed for the first time by Robert Millikan
in 1925. This new kind of radiation was believed to be made of γ rays with high
penetrating power, until the invention, in 1929, of the Geiger-Muller counter and
the introduction of the concept of coincidence between two detectors allowed for
an experimental test of this hypothesis. Bothe and Kolhörster set up a couple of
Geiger counters to measure the rate of simultaneous discharges in the two detec-
tors with and without the presence of an absorber (lead or gold) in between. Placing
4 cm of gold between the two counters they observed a decrease in the rate of co-
incidences, but nevertheless the cosmic radiation had enough penetrating power
to trigger both detectors. This was a clear indication that the cosmic radiation was
able to pass through the absorber, and since it was quite hard for a γ-ray to produce
two secondary electrons able to trigger a coincidence in the two detectors this led
to the conclusion that the cosmic rays consisted of charged particles.
A confirmation of the charged nature of cosmic rays came later, with the intro-
duction in the field of particle physics of one of the most used particle detectors in
history: the cloud chamber. Initially invented and developed by Charles Wilson,
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the cloud chamber was the first particle detector that allowed particle tracks to be
seen. Its operational principle relied on the fact that whenever a supersaturated
vapour of water or alcohol is ionized it triggers the condensation of droplets where
the ionization took place. If the ionization is caused by the passage of a charged
particle, droplets will form along the ionization trail left by the travelling particle,
thus using a photographic camera an image of the particle track can be obtained.
Moreover the number of droplets is related to the amount of ionization, more ion-
ization resulting in a thicker or darker track, and this information could be used to
measure the particle energy and mass.
In 1930 Millikan and Anderson used a strong electromagnet to generate a mag-
netic field in a cloud chamber, and for the first time they were able to see clearly
the curvature of the tracks. The precision of the cloud chamber experiment was
enhanced with the introduction of a trigger circuit for the camera made by the co-
incidence of two Geiger counters, one above and one below the chamber. With the
same technique, in 1932, Carl Anderson made the first observation of a positively
charged track with the same properties of an electron track (Figure 1.1). Since an
up-going electron can mimic a positive-charged track in a cloud chamber the key in
Anderson’s experiment was the introduction of a lead plate which divided the cloud
chamber in two halves. Going through the lead plate the particle would lose energy
and the corresponding track would show a higher curvature. In this way Anderson
was able to prove that the observed track was caused by a particle with positive
charge and with the same mass as the electron.
The discovery of the positron, as it was named by Anderson in his paper, came
right on time 5 years after Dirac published his hole theory on electrons predicting
the existence of a particle with the same mass and with opposite charge: this was
the first proof of the existence of antimatter.
The discovery of antimatter was only the first hint of new physics and the study
of the cosmic radiation led to the discovery of several new particles in the following
years. Carl Anderson and Seth Neddermeyer, studying pictures of cosmic ray tracks
in a cloud chamber, observed the presence of positive and negative tracks with a
higher penetrating power than electrons and with a weaker curvature. It took until
1936 before they were confident enough to publish their results, which indicated
the existence of a new particle with a mass of ∼ 200me. The discovery of this
new particle, named mesotron by Anderson and Neddermeyer, seemed to confirm
Yukawa’s theory of strong interactions, which predicted that in order to account for
the short range of nuclear interactions they should be mediated by the exchange
of a massive particle. Yukawa’s theory gave an estimate for the particle mass of
∼ 250me, so the new particle found by Anderson and Neddermeyer was a perfect
candidate, but it showed a very weak interaction with matter where instead it
should have interacted very easily with nucleons. Nowadays we know that the
interpretation of the mesotron as mediator of the strong force was erroneous and
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Figure 1.1: A 63 MeV positron passing through a 6mm lead plate and emerging as a 23 MeV
positron. The length of the outgoing track allowed to reject the hypothesis of the particle being a
proton. Figure from [20]
we know that the particle found by Anderson and Neddermeyer is what now is
called the muon.
With the same procedure, but with a stronger magnetic field, George Rochester
and Clifford Butler discovered in 1947 a couple of events in their cloud chamber
with a track in the form of a “V” and with no incoming particle. It was immediately
clear that the “V” form was due to the decay of an unstable unknown particle and
from the decay products recorded in the photographs Rochester and Butler recon-
structed the mass of the incoming particle to be about half that of the proton. To
obtain more events of this kind they exposed the apparatus to a higher flux of cos-
mic radiation by taking it to a much higher altitude. Two years later experiments
led by Anderson in the U.S.A. and by Patrick Blackett in Europe collected more “V”
events, showing that the incoming particles were both neutral and charged. These
new kinds of particles were soon known as strange particles and mostly consisted
of particles of about half the proton mass, now known as kaons (K0, K+, K−), and
some examples of neutral particles heavier than the proton, now called Λ parti-
cles. What contributed to labelling these particles as “strange” was that they were
created by strong interaction processes, and for this reason, they were supposed to
decay by the means of strong force; instead the kaons lifetime was found to be be-
tween 10−8 and 10−10 s, too long for the decay to be mediated by strong interaction.
This issue was understood when it was discovered that the kaon decay is mediated
by the weak nuclear interaction.
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Another technique that became widely used in the field of particle physics, and
that led to another major discovery, was the use of emulsion chambers. Photo-
graphic emulsions react to the passage of fast charged particles which appear as
a trail of silver grains after the emulsion plate has been developed. However by
stacking layers of emulsion plates a three-dimensional picture of particle interac-
tions in the chamber can be obtained, and this procedure allowed Cecil Powell and
Giuseppe Occhialini to discover the pion in 1947, the particle predicted by Yukawa
in 1936. The nuclear emulsion technique made it possible for Powell and Occhialini
to study the pion decay into a muon and subsequently into an electron in a single
photograph.
Many new particles were discovered in cosmic rays until, by 1953, the increas-
ing size of particle accelerators reached a point where particles could be acceler-
ated in a laboratory to energies comparable to those of a typical cosmic ray particle.
Having the particles accelerated in a laboratory, to a chosen energy, and directed
precisely onto the target shifted the interest of particle physicists towards the use
of the particle accelerator as the main instrument for the study of particle inter-
actions, and resulted in the discovery of the antiproton by Emilio Segrè and Owen
Chamberlain at Berkeley [32]. It is worth noting that still nowadays the highest
energy reached by a particle accelerator is 10−8 times the highest energy ever ob-
served for a cosmic ray.
Cosmic ray physics focused then on subjects such as cosmic ray sources and
cosmic ray propagation in the galactic environment.
1.1.1 CR spectrum
In 1939 an experiment led by Pierre Auger showed that cosmic ray particles trig-
gered simultaneously detectors placed up to 300m apart. Not only was this a clear
indication that the particles observed at the ground were secondary particles orig-
inated by a common source, but it also allowed Auger to conclude that the energy
spectrum of cosmic rays extended at least to energies ∼ 1015 eV.
Today we know that the energy spectrum of cosmic rays extends up to 1020 eV,
at least, and can be approximated with a power-law function (as shown in Figure
1.2)
dN
dE
∝E−γ , (1.1)
with an energy-dependent spectral index which is measured to be γ' 2.7 up to the
energy of the knee (∼ 3 ·1015 eV) where it steepens to the value γ ' 3.0, causing
the spectrum to be softer. The spectral index changes again to γ' 2.7 at the ankle
energy (∼ 3 ·1018 eV). These features are still under investigation and suggest that
more than one astrophysical process is occurring in cosmic rays acceleration. In
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particular it is believed that the knee energy represents the highest energy achiev-
able by galactic sources and the steepening of the spectrum is given by the convo-
lution of the cutoffs in the spectra of the individual nuclear components, until an
additional extragalactic component takes over above the ankle.
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Cosmic Ray Spectra of Various Experiments
Figure 1.2: Differential all-particle energy spectrum of cosmic rays. Different kind of experiments
are shown in the plot [59].
Cosmic ray measurements can be divided into two major categories: direct and
indirect measurements.
Direct experiments aim to measure all the properties of the primary cosmic ray
before any interaction with the atmosphere takes place. To do so the detectors are
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taken to altitudes of tens or hundreds of kilometres with stratospheric balloons or
on board satellites and space stations in orbit around the earth. Direct measure-
ments can provide detailed information on the different species of CR, but the size
restriction for the detectors imposed by current balloon or spacecraft technology
limit both the energy range and the collectable statistics of the experiments. In
particular, direct experiments based on magnetic spectrometers can reach nowa-
days the TeV range while experiments based on calorimeters can reach energies of
100 TeV.
Indirect experiments measure the properties of the particle shower induced in
the atmosphere by CR, using the atmosphere as a calorimeter. The shower front
can be reconstructed by measuring the arrival time at the ground with an array
of detectors spread across a large surface, and both the energy and the direction
of the primary particle can be estimated. Another indirect measurement technique
uses one or more telescopes to detect the fluorescence light emitted by air molecules
(mainly N2) excited by the electromagnetic component of the shower. The amount
of fluorescence light produced is proportional to the particle content of the elec-
tromagnetic component of the shower, thus the shower longitudinal profile can be
measured thereby providing an energy measurement. Moreover using two or more
telescopes a three-dimensional estimate of the shower axis can be obtained.
The spatial distribution of the bulk of cosmic rays appears to be isotropic due
to the effect of the mean galactic magnetic field on the propagation of charged par-
ticles: their trajectory, while travelling through the Galaxy, is not a straight line.
Energetic particles with energy lower than 1015 eV have less than 1 kpc gyroradius,
which is approximately comparable to the dimension of the disk and the galactic
halo, so that the bulk of the primary radiation is considered to be of galactic origin.
Above 1015 eV cosmic rays cannot be contained in the Galaxy so they may be of
extragalactic origin but still they are bent by the galactic magnetic field, and thus
their flux appears to be isotropic. It is only at very high energies (above 1019 eV)
that it might be possible to trace back to the CR sources from just looking at their
incoming direction, similarly to what is done with photons, eventually beginning a
CR astronomy.
The Auger collaboration published a study on the anisotropy [2] of ultra-high-
energy CRs (UHECRs) where a search for the presence of a signal in the dipolar and
quadrupolar components of the angular distribution of UHECRs has been carried
out. No significant excess was found in the data when compared with the expected
99% upper limits of an isotropic distribution in both the dipolar and quadrupolar
components.
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1.1.2 Chemical composition
At energies below 1 TeV direct measurements show that cosmic rays are mostly
protons (' 86%) and helium nuclei (' 11%). Electrons (' 2%) and heavier nuclei
(' 1%) can also be found together with small traces of antimatter (positrons and
antiprotons).
The chemical composition of cosmic rays that are measured at earth is a result
of the composition of the source where they are accelerated and of the effects of
propagation from the source, throughout the Galaxy, to earth. If we were able to
infer from present data the chemical composition of CRs at the source we would
have an important clue as to what kind of astrophysical object is responsible for CR
acceleration. Figure 1.3 shows the elemental abundances of cosmic rays, measured
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Figure 1.3: Chemical composition of the cosmic radiation as measured at 1AU from the Sun (solid
line) compared to the abundances in the solar system for elements with Z = 1−30 (dashed line).
Relative abundances are normalized to the Carbon abundance, arbitrarily set to 100. Figure
adapted from [100].
at earth, compared to the chemical composition of the solar system, obtained by
the study of absorption lines in the Sun’s photosphere and from the composition of
meteorites. The picture clearly shows similarities between the CR composition and
the composition of the solar system: for instance the peaks corresponding to hydro-
gen, carbon, nitrogen, oxygen and iron, but also the odd-even effect due to the fact
that nuclei with an even mass or atomic number have a higher binding energy and
are thus less subject to fragmentation. The same data show a significant difference
regarding the abundances of lithium, beryllium and boron as well as the elements
with atomic numbers between calcium and iron, which are more abundant in CRs.
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Such elements are usually thought to be created in the nuclear interaction of cosmic
rays with nuclei forming the Inter-Stellar Medium (ISM) during the propagation of
cosmic rays from their source to earth. We can then divide the galactic cosmic rays
into two categories: primary cosmic rays, which are present at the source, were
they are accelerated and which then escape into the Galaxy, and secondary cosmic
rays, which are created as by-products of inelastic interactions between primary
cosmic rays and the ISM. The ISM is mostly composed of hydrogen, with a 10%
fraction of helium, and since spallation cross-sections for the various CR elements
can be measured in laboratory experiments measures of secondary/primary abun-
dances can give an indication of the quantity of matter traversed by CRs during
propagation from the source to earth.
1.2 CR sources
The Sun is a source of low-energy cosmic rays and since it is a typical star we
may reasonably suppose that all of the other stars in the Galaxy emit cosmic rays.
However the production rate of cosmic rays by stars similar to the Sun is too low to
account for the intensity of the cosmic radiation observed at Earth ρ¯ ∼ 1 eV/cm3
[49].
We can assume the same CR energy density throughout the whole Galaxy and
try to estimate the power required from the source to supply the observed level of
CR intensity. The volume of the galactic disk can be defined as
VD =piR2d ∼ (15kpc)2(200pc)∼ 4 ·1066cm3 ,
where R is the radius of the galactic disk and d its height. The confinement time of
a cosmic ray in the galactic disk can be estimated given the abundances of some ra-
dioactive isotopes (like 10Be) within the context of some galactic propagation model
(see Section 1.7), and is τR ∼ 6 ·106 yrs. Combining all the information we get for
the source power
Ps = ρ¯VD
τR
∼ 8 ·1040 erg/s .
Simply on the basis of this source energy requirement an explanation with the
hypothesis of SuperNovae (SNe) as sources for cosmic rays was proposed [51]. In
fact the average energy released by a SN explosion is of the order of E ∼ 1.6·1051 erg,
ejected with a mean velocity of v ∼ 5 ·108 cm/s so, since the SN rate in our Galaxy
has been estimated to be about 3 SN per century, we can figure out the total output
power of SNe to be
PSN ∼ 3 ·1042 erg/s ,
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making SNe the most plausible source of galactic cosmic rays, provided an acceler-
ation mechanism with an efficiency of order 1% exists.
Another point in favour of this hypothesis came in the 70s when it was found
that the spherical shock from the SN explosion could provide the right type of ac-
celeration for cosmic rays [24] (see section 1.2.1 for a detailed description) capable
of reproducing the power-law structure of the CR spectrum.
This hypothesis creates a strong connection between CR physics and gamma ray
astronomy. Cosmic rays escaping from the source can interact hadronically with the
surrounding ISM producing large amounts of neutral pions which then decay into
pairs of gamma rays. Observing gamma rays from pi0 decay in the surroundings of a
SuperNova would be a clear sign of CRs being accelerated [17]. Unfortunately this
is not an easy task. While GeV and TeV gamma rays from SNe are a signature of
particles being accelerated it is not clear if they are emitted by accelerated protons
or by electrons upscattering the 2.7K cosmic microwave background (CMB) via the
Inverse Compton effect (IC), since the latter contribution strongly depends on SN
environmental parameters such as gas density or magnetic field intensity which in
many cases are poorly known.
In young SN remnants (SNRs), although there is evidence of TeV gamma-ray
emission, there is also a strong component of X-rays coming from synchrotron ra-
diation. This clearly indicates the presence of TeV electrons that could also be
responsible for the TeV gamma rays [60]. The picture is quite different for the Ty-
cho supernova [52, 5] where Fermi and VERITAS data seem to prefer the hadronic
interpretation (Figure 1.4) although the leptonic scenario cannot be ruled out.
Old SN remnants also emit GeV gamma rays but at lower energies than young
SNRs. In this case the concurrent leptonic process is bremsstrahlung, which pro-
duces a power-law spectrum of gamma rays, while pi0 emission must show a sharp
cutoff for gamma rays below 65 MeV. In this energy range gamma ray telescopes
such as Fermi and Agile are the best suited detectors and can discriminate between
the two scenarios. In particular Agile observations of the SNRs W44 (Figure 1.5)
and W28 [53, 54] show a low-energy cutoff similar to what is expected in the case
of pi0 gamma ray emission, a feature also confirmed by the Fermi satellite.
It is still unclear whether young SNRs are sources of CRs acceleration or not,
while middle-aged SNR gamma-ray emission is most likely explained in terms of
hadronic pi0 production, giving credit to the paradigm of SNRs accelerating both
electrons and protons. Still it is difficult for old SNRs to accelerate particles to
energies comparable with the knee, while young SNRs are most likely to reach
such energies, so the issue of particle acceleration at the knee and beyond is still
an open one.
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Figure 1.4: Gamma-ray spectrum for the
Tycho SNR [52]. The lines show the
contribution from different emission
processes.
Figure 1.5: Gamma-ray spectrum for the
W44 SNR [53]. The yellow curve shows the
neutral pion emission from the accelerated
protons, the green curves show the electron
contribution by synchrotron (dashed curve),
Bremsstrahlung (solid curve), and IC
(dotted curve) emissions. The red curve
shows the total gamma-ray emission.
1.2.1 CR Acceleration
The power budget justification for the assumption of SNRs as cosmic ray accelera-
tors is not the only one. A stronger suggestion that this may be the case came in
1949 by the Italian physicist Enrico Fermi who developed an acceleration mecha-
nism able to predict the power-law shape of the CR spectrum and also its spectral
index [46].
Two versions of the Fermi acceleration exist1, named first-order and second-
order acceleration depending on the case where the energy gain is proportional to
β = v/c or to β2. The former is the more effective type of acceleration and it is
believed to take place directly at the source, while the latter is less effective and
could take place during propagation, which is why sometimes it is also called re-
acceleration. However both mechanisms have some features in common and will be
discussed together in order to emphasize similarities and differences.
Second order Fermi acceleration
The original proposal by Fermi was that slowly moving magnetic clouds, about
10-100 times more dense than the interstellar medium, could be responsible for
the re-acceleration of cosmic rays. If the magnetic field is stationary the particle
1In this section the description of the two versions of the Fermi acceleration follows the discus-
sion by T. Gaisser [49]
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would just invert its motion like the trapped particles in the earth radiation belts
but, if the magnetic field is moving, the particle can gain energy. Whenever a fast
moving particle enters such clouds, it is scattered by random irregularities of the
magnetic field that change the particle’s momentum. Then there is a gain or loss
of energy depending on whether the particle momentum is opposite or in the same
direction as the velocity of the cloud, respectively. Since the frontal collision is
more probable, the global effect is a gain of energy of the whole swarm of galactic
particles. Moreover, since the magnetic irregularities of the field are random, the
multiple scattering process inside the cloud can be considered as a random walk.
If we consider a relativistic particle entering a slowly moving magnetic cloud
[61], by denoting with a prime all the quantities calculated in the cloud rest frame,
a simple Lorentz transformation yields
E′1 = γE1(1−βcosθ1) , (1.2)
where θ1 is the angle between the moving direction of the particle and that of the
cloud, E1 the energy of the particle in the “lab” frame where the cloud moves with
speed V , and β and γ are referred to the cloud velocity. If we call E′2 and θ
′
2 the
energy of the particle after the collision and its exiting angle we can transform
back to the lab frame to get
E2 = γE′2(1+βcosθ′2) . (1.3)
Since we assume the hypothesis of elastic scattering we shall have E′2 = E′1, or by
substitution,
E2 = γ2E1(1−βcosθ1)(1+βcosθ′2) , (1.4)
so that the net relative energy gain in the original particle rest frame is
∆E
E
:= E2−E1
E1
= 1+β(cosθ
′
2−cosθ1)−β2 cosθ′2 cosθ1
1−β2 −1 . (1.5)
Particles scatter on the cloud from all directions, so in order to have the average
energy gain we have to take the average of equation 1.5 with respect to the two
angles θ1 and θ′2〈
∆E
E
〉
=
∫ 1
−1
d cosθ1
∫ 1
−1
d cosθ′2
∆E
E
P(cosθ1) ·P(cosθ′2) , (1.6)
where P(cosθ) is the probability distribution for the angle θ. The collision rate of
the cosmic rays with the cloud is proportional to their relative velocity v−V cosθ1,
but for ultra-relativistic particles (v → c) we can write P(cosθ1) ∝ (1−βcosθ1).
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Moreover, since the cosmic rays scatter off magnetic irregularities many times in
the cloud, their exit direction is randomized, 〈cosθ′2〉 = 0, so that
〈cosθ1〉 =
∫ 1
−1
cosθ1P(cosθ1)d cosθ1∫ 1
−1
P(cosθ1)d cosθ1
=
∫ 1
−1
(x−βx2)dx∫ 1
−1
(1−βx)dx
=−β
3
. (1.7)
Substituting the mean values into Equation 1.6 and expanding the result in Taylor
series (β2 ¿ 1) we get for the average energy gain〈
∆E
E
〉
= 1+β
2/3
1−β2 −1'
4
3
β2 . (1.8)
First order Fermi acceleration
A more efficient way of accelerating cosmic rays can be derived considering an
ideal fluid with pressure P and density ρ in which a sound velocity is defined as
cs = (∂P/∂ρ)1/2, the speed at which density perturbations travel in the fluid. For a
mono-atomic gas, the equation of state is P = Kργ with γ = 5/3. Thus if an adia-
batic compression with density ρ1 = ερ propagates, then cs ∝ ε(γ−1)/2. Hence the
sound speed increases for a compression, the dense region overruns uncompressed
regions and becomes even denser: a discontinuity (or “shock”) develops in some of
the hydrodynamical variables like the density.
Consider a stationary fluid with density ρ1 (up-stream region) and a perturba-
tion zone (down-stream region) with an over-density ρ2 moving with velocity v′2: the
two regions will be separated from a shock front moving with velocity vs. Impos-
ing that the velocity field in the fluid reflects a configuration where the up-stream
flows with velocity v1 and the down-stream with velocity v2, with the assumption
that we can neglect the contribution of magnetic and gravitational fields, the fluid
equations of motion in the reference frame of the shock front predict the following
relationship between the velocities of the two regions:
v1
v2
= γ+1
γ−1 (= 4 for a monoatomic gas) , (1.9)
from which we read that no matter how strong a shock can be, it can compress a
mono-atomic gas only by a factor four.
From the point of view of kinematics the only difference with the calculation for
the 2nd order Fermi acceleration is on the geometrical configuration of the scatter-
ing process, which results in different mean values of the cosines of the incoming
and outgoing angles. Since the front shock is planar in our approximation the nor-
malized crossing rate is given by the projection of an isotropic flux on the planar
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shock
P(cosθ1)=
{
2cosθ1 cosθ1 < 0
0 cosθ1 > 0 .
Similarly, the outgoing probability is
P(cosθ′2)=
{
2cosθ′2 cosθ
′
2 > 0
0 cosθ′2 < 0
,
so that the averages are
〈cosθ1〉 = 23 ; 〈cosθ
′
2〉 =−
2
3
.
Substituting in equation 1.5 we get〈
∆E
E
〉
= 4
3
β= 4
3
v2−v1
c
. (1.10)
Energy spectrum
We consider now a particle that undergoes scattering with the magnetic cloud many
times, thus its final energy after n collisions will be
En =E1ξn
(
with ξ= 1+ ∆E
E
)
,
and the number of collisions required to reach the energy En is
n=
ln
(
En
E1
)
lnξ
. (1.11)
If we now label the probability of escaping the magnetic cloud as pesc then the
probability to stay in the acceleration region after n crossings is (1− pesc)n, and the
fraction of particles with energy E >En is
f (En)=
∞∑
m=n
(1−pesc)m = (1− pesc)
n
pesc
= 1
pesc
(
En
E1
)1+γ (
with γ= ln(1− pesc)
lnξ
−1
)
, (1.12)
and clearly shows a power-law behaviour.
Equation 1.12 describes the integral spectrum of particles leaving the accelera-
tion region and is a power-law with spectral index γ+1. The differential spectrum
will also be a power-law but with spectral index γ. Moreover since pesc < 1 and
ξ−1< 1 the spectral index of outgoing particles will always be negative.
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If we assume Fermi first order acceleration we can also predict the spectral
index of escaping particles. We derived that ξ = 1+ 43β = 43 v2−v1c , so we have to
determine only the escape probability pesc in order to estimate the exponent γ of
the differential energy spectrum produced by shock acceleration.
The particle flux F through an infinite, planar shock front is related to the
isotropic intensity I and to the particle density n by
F (E)=piI(E)= cn(E)
4
,
assuming vs ¿ c and an efficient isotropization of cosmic rays up-stream.
In the shock rest frame there is a particle flow Fesc = v2n(E) away from the
shock front that will be lost for the acceleration process. Thus the escape probabil-
ity, expressed as the ratio of the loss and crossing flux, is
pesc = Fesc
F
= 4v2
c
, (1.13)
so that expanding in Taylor series the expression for γ we get
γ≈−1− pesc
ξ−1 =−1−
3
v1/v2−1
, (1.14)
and we find, in the strong shock approximation v1 = 4v2,
γ≈−2 . (1.15)
The exponent predicted by Fermi first order acceleration at non-relativistic shock is
therefore independent of the shock parameters and agrees with the value needed to
explain the spectrum of galactic cosmic rays. A SN explosion will eject material into
the ISM, creating a powerful shock wave that sweeps away matter as it expands
and, if the characteristic diffusion mean-free-path is much less than the shock front
curvature, the planar shock approximation holds and fist order Fermi acceleration
can take place. For these reasons it has become the most popular theory of cosmic
ray acceleration.
1.3 CR propagation
After escaping the source CRs are injected into the Galaxy and they interact with
the galactic magnetic field and the ISM. The resulting motion is a spiral trajectory
that follows the magnetic field lines with a gyroradius proportional to the momen-
tum of the single particle. The magnetic field in the Galaxy, however, presents
irregularities which scatter particles randomizing their direction. The effect of par-
ticle scattering across magnetic field irregularities turns the motion into a diffusive
18 CHAPTER 1. COSMIC RAYS
process, similar to a random walk. Moreover CRs travel throughout the ISM, and
even if the ISM is a rarefied gas of hydrogen and helium CRs lose energy due to
the ionization process and to inelastic scattering; on top of that electrons also lose
energy via bremsstrahlung and synchrotron emission.
CR propagation in the Galaxy is therefore a complex subject, that requires tak-
ing into account many different physical processes and needs input from both as-
trophysical observations and plasma theory. In this section the standard theory of
diffusive transport for CR will be discussed.
1.3.1 Diffusion theory
CR propagation2, for a single species labelled by the index i, can be described by
the transport equation:
∂ψi
∂t
= qi(x, p, t)+∇ · (Dxx∇ψi−uψi)+
∂
∂p
p2Dpp
∂
∂p
1
p2
ψi−
[
∂
∂p
p˙ψi− p3 (∇ ·u)ψi
]
− 1
τ f i
ψi− 1
τr i
ψi , (1.16)
where ψ = ψ(x, p, t) is the CR density per unit of total particle momentum p at
position x and at time t (in terms of the phase-space density f (p) it is defined as
ψ(p)dp = 4pip2 f (p)dp), q(x, p, t) is the source term that includes primary, spalla-
tion and decay contributions, Dxx is the spatial diffusion coefficient, u is the con-
vection velocity, Dpp is the diffusion coefficient in momentum space and describes
the diffusive reacceleration, p˙≡ dp/dt is the momentum gain or loss rate, τ f is the
characteristic time for loss by fragmentation and τr is the time scale for radioactive
decay.
It must be noted that diffusion is not the only process that may transport cos-
mic rays; the existence of galactic winds has been established and may suggest that
contribution by convection may be relevant in the propagation of cosmic rays. Con-
vection not only transports cosmic rays, but also may give rise to adiabatic energy
losses as the convection velocity grows far from the galactic plane.
CR diffusion on the galactic magnetic field is, however, the main transport
mechanism and explains why the CR spatial distribution appears to be highly
isotropic. The mean value of the galactic magnetic field and the power spectrum of
its irregularities determine the value and rigidity dependence of the spatial diffu-
sion coefficient Dxx. An empirical fit on CR data yields a value of Dxx ∼ (3−5) ·1028
cm2 s-1 increasing with rigidity as ρ(0.3−0.6), depending on the assumption made on
the power spectrum of the magnetic field turbulence.
2In this section the description of the CR propagation theory follows the review by Strong et al.
[94].
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Moreover particles scattering on magnetic field turbulence suffer also stochastic
re-acceleration of the same type as the one described while treating the second
order Fermi acceleration. One can show that the same process can be described as
a diffusion process in momentum space with a diffusion coefficient Dpp, related to
the spatial diffusion coefficient by the relationship Dpp = p2V 2a /(9Dxx), where Va is
the typical velocity of the perturbation waves in the magnetic field, and is called
Alfvén velocity. This acceleration process cannot act as the main CR acceleration
mechanism, otherwise the time it would take for CRs to be accelerated up to 100
GeV would be much higher than the estimated confinement time, high energy CRs
would go through a higher amount of grammage with respect to low energy CRs
and thus the secondary-to-primary ratios would increase with energy, contrary to
what is observed.
The term
∂ψi
∂t
∣∣∣
e.l.
=− ∂
∂p
(
dp
dt
ψi
)
,
describes the energy loss of the particle that may come from the particle causing
ionization of atoms in the ISM, or for electrons by processes such as bremsstrahlung,
Compton effect or synchrotron radiation.
The fragmentation loss can be parametrized as
∂ψi
∂t
∣∣∣
f
=−nvσiψi ≡ 1
τ f i
ψi ,
where n is the ISM gas density, v is the particle velocity and σi is the inelastic
scattering cross-section of the type i nucleus with ISM nuclei. Similarly for the
radioactive decay term.
The source term includes many contribution from many processes coming from
other species, so that it can be expressed as
qi(x, p, t)= si(x, p, t)+n
∑
j>i
v jσi jψ j+
∑
j>i
1
τi j
ψ j , (1.17)
where the first term on the r.h.s. of eq. 1.17 is the CR distribution at the source, the
second one takes into account the secondary production from spallation of all the
heavier nuclei j with the ISM and the third one is the contribution from radioactive
decay of other species.
While this approach is the most complete, the computation of the energy spec-
trum of cosmic rays at the solar system requires solving a set of N coupled partial
differential equations, where N is the number of active species of particles in the
cosmic radiation. This is quite an intensive task and in early days many effective
models were developed to solve approximately the transport equation. One of the
most popular formalisms for CR propagation is the leaky-box model (LBM).
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1.3.2 Leaky-box model
In the LBM, the diffusion and convection terms are approximated by the leakage
term with some characteristic escape time of cosmic rays from the Galaxy. For-
mally the leaky-box model provides a steady-state solution, assuming ∂ψ/∂t = 0,
and approximating the spatial diffusion term with
∇ · (Dxx∇ψ)=− ψ
τesc
,
leaving the equation in a simplified version
q¯i− ψi
τesc
− ∂
∂p
(p˙ψi)−
(
n¯vσi+ 1
τ f i
)
ψi+
∑
j>i
(
n¯vσi j+ 1
τi j
)
ψ j = 0 , (1.18)
which, in a couple of particular cases, can be obtained as a correct approximation to
the diffusion model. Still this formalism is useful to underline some of the physical
properties of CR propagation. For a more detailed discussion see [40].
1.3.3 The highest energy
At very high energies, 1019 eV or higher, the propagation of CRs is strongly sup-
pressed by the presence of the Cosmic Microwave Background radiation that trig-
gers the reaction
p+γCMB →∆+→

pi0+ p
pi++n
.
The CMB energy spectrum is accurately described as black-body radiation with a
temperature of ' 2.7 K. Given the photon energy distribution which corresponds
to such a temperature, the proton energy threshold is ≈ 5 · 1019 eV. This process
continues until the cosmic ray energy falls below the pion production threshold.
Due to the mean path associated with this interaction, extragalactic cosmic rays
travelling over distances larger than 50 Mpc and with energies greater than this
threshold should never be observed at earth. This suppression mechanism takes
the name of Greisen-Zatsepin-Kuzmin (GZK) effect [25]. The HiRes [1] and AUGER
[3] experiments have observed a suppression of the CR flux above ∼ 2 · 1019 eV
compatible with the effect of the GZK cutoff. The reported significance of the flux
suppression exceeds 20σ. A recent measurement of the all particle CR spectrum
above 1018 eV is shown in Figure 1.6 where the change in slope of the CR flux is
clearly visible at energies above 1019.5 eV.
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Figure 1.6: All particle CR spectrum as easured by Telescope Array, Auger, Hi-Res and AGASA
experiments. Figure from [4].
1.4 Solar modulation
1.4.1 The Sun and the heliosphere
During the last part of their voyage CRs reach the solar system and interact with
the Sun and its environment. The Sun emits constantly a stream of low-energetic
particles, which constitute the solar wind, that travel outwards through the solar
system with a velocity V ∼ 400 km/s, and that can be treated as an ideal plasma
with zero resistivity. If such a plasma is embedded in a magnetic field the condition
of magnetic flux freezing is realized, meaning that the magnetic flux through any
closed contour in the plasma, each element of which moves with the local plasma
velocity, is a conserved quantity. This means that the magnetic field lines at the
Sun surface are carried away by the solar wind as it expands in the interplanetary
space, forming the heliospheric magnetic field (HMF).
However the solar system is moving through the Galaxy causing the solar wind
to interact with the ISM and creating three different boundary regions: the ter-
mination shock (TS), the heliopause (HP) and the bow wave (BW), as depicted in
Figure 1.7. The TS is the region of the heliosphere where the solar wind velocity
becomes subsonic, causing a shock wave. The Voyager 1 satellite crossed the TS
in 2004 at a distance of 94 AU from earth while Voyager 2 crossed the TS in 2007
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Figure 1.7: Schematic representation of the heliosphere and of its boundary regions. Figure from
http://interstellar.jpl.nasa.gov/.
at 84 AU [88, 89]. The heliopause is the boundary region where the solar wind is
no longer able to sustain the pressure of the ISM and it is therefore stopped. The
HP is considered to be the boundary at which CRs travelling towards the Sun start
to feel the influence of the solar environment. Recent observations from Voyager
1 seem to suggest that the spacecraft is getting closer to the HP since, at the end
of August 2012, it measured a rapid increase in the density of galactic cosmic rays
[105]. Beyond the heliopause the flow of the galactic wind is diverted around the
heliosphere and there is the possibility that a shock front exists at ∼ 230 AU, called
the bow shock if the ISM is moving supersonically with respect to the solar system
and it is slowed down to subsonic speed. New measurements of the Local Interstel-
lar Medium (LISM) velocity with respect to the Sun by the IBEX mission suggest
that the solar system motion into the Galaxy is slower than expected and, instead
of having a bow shock formed outside the heliopause, the disturbance caused by the
solar system motion should be seen as a bow wave.
The solar surface is not rotating with the same speed at all latitudes, due to its
gaseous consistence, but instead it shows a differential rotation which gives rise to
the solar dynamo, the mechanism responsible for the flip in the magnetic polarity
of the Sun every ∼ 11 years that returns to the same magnetic configuration every
∼ 22 years. This 11-year periodicity is also referred to as solar activity cycle and,
depending on whether the orientation of the projection of the magnetic dipole on
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the solar rotation axis (A) is positive or negative, is referred to as A+ and A− state.
The periodicity is also visible in the records of the sunspot numbers that are a
natural monitor for the solar activity: when the solar activity reaches its maximum
a higher number of sunspots is recorded and vice versa. Experimental observations
indicate that during minimum solar activity conditions the solar magnetic field is
approximately dipole-like with a magnetic dipole axis almost aligned to the solar
rotation axis, while during the declining phase of the solar cycle the dipole is more
tilted. The angle between the Sun rotation axis and the magnetic axis is known as
the tilt angle α.
As said before the HMF is originated at the Sun surface, and carried away by
the solar wind. The structure of the magnetic field, as it develops into the HMF is
well described by a spiral structure of the form
B=B0
( r0
r
)2
(er− tanψeφ) , (1.19)
where er and eφ are the unit vectors in the radial and azimuthal direction, r0 is
conventionally 1 AU, ψ is the local angle of the HMF field line and B0 ' 5 nT is the
average value of the magnetic field at earth [75].
The HMF polarity in the northern hemisphere is always opposed to the one
in the southern hemisphere. This defines a co-rotating region in space that sepa-
rates the two hemispheres and serves as the heliospheric magnetic equator where
the open magnetic field lines from the poles meet, called heliospheric current sheet
(HCS). Since the dipole axis of the solar magnetic field and the solar rotation axis
are not aligned the HCS structure is not planar but shows a wavy structure with
an opening determined by the tilt angle, as illustrated in Figure 1.8.
The tilt angle α is another good proxy of the solar activity, being relatively small
α ∼ 3◦ − 10◦ at solar minimum conditions and reaching values of α ∼ 75◦ during
periods of high solar activity. However in periods of even higher solar activity the
tilt angle is not well defined, due to the chaotic structure of the HMF.
1.4.2 CRs in the heliosphere
Three different categories of cosmic rays can be identified in the solar system:
• Galactic cosmic rays (GCRs) reach the heliosphere after their propagation
through the Galaxy and then interact with the solar wind, the HMF and with
the HCS. The resulting effect is a time-dependent suppression of the CR flux
(Figure 1.10) due to the same diffusion process they experience in the Galaxy.
This process will be described in more detail in the following paragraphs.
• Anomalous cosmic rays (ACRs) are neutral atoms (mostly hydrogen, helium,
nitrogen, oxygen, neon and argon) that are ionized when they flow towards
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Figure 1.8: Drawing of the heliospheric current sheet. Figure from [102].
the Sun and then accelerated by the solar wind. The typical energy of ACRs is
between 10 and 100 MeV/n and their energy spectrum is much steeper than
the GCR spectrum. It was believed that ACRs are accelerated by diffusive
shock acceleration at the TS but Voyager 1 measurements at the TS seem to
disfavour this hypothesis, implying that the acceleration of ACRs must occur
between the TS and the HP, though it is still debated how this could happen.
• Solar energetic particles (SEPs) are produced and accelerated by solar events.
Since their first observation, when Forbush studied the large solar events of
February and March 1942, they have been observed with neutron monitors
and with detectors on balloons and spacecraft. This allowed an extensive
study of their time profiles, spectra and abundances. Today it is still an open
question whether the particle acceleration is caused by a solar flare or due to
shock waves driven by coronal mass ejections.
1.4.3 Modulation of GCRs
As already mentioned GCRs in the heliosphere suffer the same diffusion process on
magnetic field irregularities as they do in the Galaxy, but the different structure of
the HMF with respect to the galactic magnetic field creates some unique features
in this process. The resulting suppression of the GCR flux at low energies (below
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10 GeV) is called solar modulation3.
The transport equation describing solar modulation was first derived by Parker
in 1965 and reads
∂ψ
∂t
=−(V+〈vd〉) ·∇ψ+∇ · (Ks∇ψ)+
1
3
(∇ ·V ) ∂ψ
∂ logρ
, (1.20)
where ψ is the CR distribution function, as defined in Section 1.3 and ρ is the
magnetic rigidity. The terms on the r.h.s. of Equation 1.20 describe respectively:
convection against the solar wind, with velocity V, magnetic drift effects, with 〈vd〉
the average particle drift velocity, diffusion, with a symmetric diffusion tensor in
the heliosphere Ks, and adiabatic energy losses caused by the solar wind expansion.
Drift effects, due to the unique structure of the HMF, introduce a strong de-
pendence of solar modulation on the sign of the particle charge. Drift is caused by
gradients and curvature in the global HMF and the average drift velocity can be
expressed as
〈vd〉 =∇× (KdeB) ,
where eB =B/B is the unit vector pointing in the magnetic field direction and Kd is
the drift coefficient given, in the weak scattering approximation, by
Kd =K0
βρ
3B
.
with K0 being a dimensionless constant related to the intensity of the drift effects
in the heliosphere.
The unique polarity conditions of the HMF cause particles of opposite charge
to reach earth from different heliospheric directions (Figure 1.9). For example in a
solar cycle with polarity A−, like the one that ended in 2010, protons and positrons
will drift in along the HCS before reaching earth, while electrons and antiprotons
will reach earth from the polar regions of the heliosphere. Such a configuration
will make the proton flux more influenced by changes in the tilt angle also making
the HCS an important feature of the HMF from a modulation point of view. When
protons drift inwards mainly through the equatorial regions of the heliosphere (A−
polarity cycles) they encounter the dynamic HCS and get progressively reduced by
its increasing waviness as solar activity surges. This produces the sharp peaks in
the galactic CR intensity-time profiles whereas during the A+ cycles the profiles are
generally flatter, and since most of the GCRs are protons, this peak-flat alternation
can be clearly seen in neutron monitor counts as in Figure 1.10. Moreover since
particles with opposite charge travel through different regions of the heliosphere
3In this and in the following sections the subject of solar modulation will be treated following
the review from M. Potgieter [79]
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Figure 1.9: Drift trajectories for positively charged CR in the heliosphere in: a) positive polarity
phase and b) negative polarity phase.
they also sample different values for the diffusion tensor so that the two processes
of drift and diffusion cannot be really disentangled one from the other.
The first term of the transport equation represents the outward convection
caused by the solar wind velocity, usually assumed to be radial. Experimental data
are necessary to give a representation of the heliospheric conditions as close as pos-
sible to the reality in order to precisely solve the transport equation. An important
contribution in this sense was the confirmation that the solar wind velocity is not
uniform over all latitudes but that it is divided into “fast” and “slow” wind regions
during solar minimum conditions.
Apart from the convection caused by the solar wind, the last term, containing
∇·V is equally important because it describes the adiabatic energy changes of CRs.
If ∇ ·V> 0, which happens in the inner heliosphere, CRs lose energy resulting in a
characteristic spectral shape below a few hundred MeV. Beyond the TS ∇ ·V may
be mostly negative, which translates into an adiabatic heating, that could have
interesting effects for anomalous cosmic rays.
Force-field approximation
In 1968 Gleeson and Axford [55] derived an approximate solution to the trans-
port equation under the assumption of a spherically-symmetric heliosphere. They
showed that the cosmic ray intensity at a distance r from the Sun can be related to
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Figure 1.10: Variation of cosmic ray intensity and monthly sunspot activity since 1958 according to
the Germany Cosmic Ray Monitor in Kiel (GCRM) and NOAA’s National Geophysical Data Center
(NGDC), respectively. High sunspot activity correlates with low cosmic ray intensity, and vice
versa [35].
the intensity outside the solar system by the formula:
ψ(r,E, t)= E
2−m2
[E+Φ(t)]2−m2ψ(∞,E+Φ(t)) , (1.21)
where E is the particle total energy, m its mass and, assuming that diffusion of
charged particles through the magnetic field can be described by a separable coef-
ficient K = βk1(r)k2(ρ), Φ takes the role of the mean energy lost by a particle to
approach earth from an infinite distance
Φ= eZρ
k2(ρ)
φ ; φ= v
3k0
(R−1) ,
where ρ is the rigidity of the particle, k0 = K /(βρ) and R is the distance between
the earth and the HP. An example of the effect of solar modulation on the galactic
proton spectrum can be seen in Figure 1.11. Eq. 1.21 is widely used because of
its simplicity in calculating the spectrum of particles at the earth orbit. On the
other hand, this approximate solution fails to describe the charge dependence of
solar modulation and, moreover the assumption on the separability of the diffusion
coefficient is a valid approximation only above rigidities of ∼ 1 GV.
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Figure 1.11: Example of the effect of solar modulation on galactic protons as measured by the
BESS experiment [69]. The solid lines show the proton spectrum modulated according to the
different values of Φ listed in the legend.
Numerical models
Due to the increasing computing power available throughout the years it has been
possible to numerically solve the transport equation with high precision. However
a solid understanding of the transport theory, local interstellar spectra as inputs
and detailed observational knowledge of the solar wind and the HMF are required
to obtain realistic solutions of the transport equation [79].
One of the main obstacles in solving the transport equation is the lacking knowl-
edge of the spatial, rigidity and especially the temporal dependences of the ele-
ments of the diffusion tensor. In order to improve the situation a lot of work has
been done in different directions: some authors try to formulate an ‘ab initio’ the-
ory, in which the diffusion coefficients are determined on the basis of scattering and
turbulence theory and plasma physics; other approaches are partly based on fun-
damental theory but constraint by CR observations and others are primarily based
on compatibility studies between simulation models and CR observations.
A typical state-of-the-art model solves the transport equation on a five-dimensional
grid (three spatial dimensions, energy and time) using finite difference schemes
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(e.g. the Crank-Nicholson scheme, or the Alternating Direction Implicit scheme)
with boundary conditions set outside the heliosphere to match the local interstellar
spectrum [102]. Steady-state models are generally simpler since they require four
dimensions instead of five (by definition, the steady-state solution does not depend
on time) but the input parameters have to be carefully averaged. The changes in
the solar condition propagate through the heliosphere with a finite speed so that
at a certain distance from the Sun the HMF, the solar wind and the HCS tilt angle
are not the same as near the Sun, but they reflect a past condition. It takes approx-
imately six months for a change in the HMF to propagate outside the heliosphere
and in a steady-state model that is the time-span on which solar conditions have to
be averaged.
An example of such a model was used in [78] to model the time-dependence of
the galactic proton flux measured by PAMELA from July 2006 to December 2009
[11]. As can be seen in Figure 1.12 there is excellent agreement between the model
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(A color version of this figure is available in the online journal.)
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Figure 1.12: Galactic proton flux as measured by PAMELA in four ifferent periods from July 2006
to December 2009 overlaid with the corresponding computed spectra in [78].
and PAMELA data, but an enhancement of the diffusion coefficient at low energies
was necessary to accurately model the data.
There is an alternative method for solving the transport equation, which relies
on a well known mathematical equivalence between Fokker-Planck equations, such
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as the transport equation, and stochastic differential equations (SDEs). Finite dif-
ference methods are known to have several disadvantages [91], for example they
suffer numerical instability when the number of dimensions is high. Any Fokker-
Planck equation can be related to a SDE which describes a random walk process
in the phase space governed by the physical characteristics of the original diffusion
equation for a single pseudo-particle. Any SDE has two components, the first one
describes all the deterministic processes and is often called the drift term, while
the second one describes the random walk associated to the diffusion process and
is therefore called the diffusion term. At each time step the position of the pseudo-
particle is updated summing the two contributions and it is followed until it reaches
the boundary of the phase space. One of the great advantages of this method is its
high potential for parallelization and the possibility to actually visualize the parti-
cle trajectory in the heliosphere (see Figure 1.13). Moreover this approach can give
Figure 1.13: Two typical electron trajectories (gray and black lines) for A+ (left) and A− (right)
polarity. In the A− cycle electrons are transported mainly towards higher latitudes, while in the
A+ cycle the particles remain confined to low latitudes and drift outwards mainly along the HCS.
Figure from [91].
an estimate of the propagation time for different particles in the heliosphere and
of the total amount of energy lost [92], which is not possible in the finite difference
approach.
1.5 The Earth magnetic field
The earth magnetic field acts as a shield for low energy particles, deflecting them
and preventing them from being detected, depending on their energy and the in-
strument latitude. It is usually described in terms of a source function φ from which
the magnetic field can be obtained as B=−∇φ. The source function is expressed in
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terms of a multipole expansion:
φ=R⊕
∞∑
n=1
(
R⊕
r
)n+1 n∑
m=0
[
gmn cos(mϕ)+hmn sin(mϕ)
]
Pmn (cosθ) (1.22)
where, R⊕ is the earth radius, Pmn is the associated Legendre polynomial of degree
n and order m, gmn and h
m
n are weights that are adjusted to fit experimental values
of the magnetic field measured on a worldwide basis. The R⊕ factors are included
to give gmn and h
m
n the dimensions of a magnetic field.
Because of the r−(n+1) dependence of φ the importance of higher-order terms de-
creases rapidly with distance from earth. Hence, much of trapped radiation theory
is developed based on the dominant n= 1, or dipole, term.
As a first approximation, the Earth’s magnetic field can be considered a dipole
with an inclination of 11.3° respect to the Earth’s rotational axis and with its center
shifted almost 500 km from the Earth’s center.
1.5.1 The IGRF model
Through periodic measurements it is possible to estimate several of the gmn and h
m
n
coefficients to reproduce with a certain accuracy the geomagnetic field. This model
of the Earth’s magnetic field is called the International Geomagnetic Reference Field
(IGRF) and it is computed by the International Association of Geomagnetism and
Aeronomy (IAGA) [98].
The coefficients gmn and h
m
n are estimated, up to the order n = 13, every five
years and linearly interpolated between one estimate and the next one. The last
set of coefficients available has been released on January 2010 together with the
coefficients’ first time derivatives, so that at any time the user can extrapolate the
expansion coefficients.
Figure 1.14 shows the field absolute value in Gauss, between 300 and 700 km
of altitude, obtained with the last version of the full IGRF model. The picture
shows some peculiarities: first of all there is a field depression zone diametrically
opposed to the shift direction of the dipole center. This zone is called South At-
lantic Anomaly (SAA) and corresponds to the mirror point for the trajectory of a
particle trapped in the internal radiation belt. Secondly there is a 0.05 G difference
between the field at the magnetic south pole with respect to the magnetic north
pole. Moreover, besides the magnetic north pole, there is another region, just above
Siberia, where we have an analogous increment of the field.
1.5.2 Geomagnetic cutoff
To describe the effect of the geomagnetic field on galactic particles a cutoff rigidity is
associated with each orbital position: that which can be considered as the minimal
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Figure 1.14: Geomagnetic field intensity in Gauss as calculated with the full IGRF model at a
distance r = 1.075R⊕. IGRF coefficients for the year 2010 are used [98]
rigidity for a galactic charged particle to be detected by an instrument placed in
that position. The geomagnetic cutoff is higher at the equator and diminishes at
the poles, due to the dipolar nature of the geomagnetic field. An analytical solution
of the equations of motion in such a magnetic field has been found by Störmer,
expressing the cutoff rigidity as
RS =
µ0
4pi
M cos4δ
r2
(
1+
√
1−cos3δcosεsinζ
)2 , (1.23)
where r is the distance from the dipole center, M the magnetic moment of the
dipolar term, δ the magnetic latitude, ε and ζ the angles that specify the incoming
direction of the particle. For vertically incident particles the equation simplifies,
defining the Störmer vertical cutoff
Rsvl = 14.9 GV ·
cos4λ
r2
. (1.24)
A comparison between the particle rigidity and its measurement position allows to
discriminate among galactic and trapped particles. Current values for the Störmer
vertical cutoff, as calculated by Smart and Shea [87], are shown in Figure 1.15.
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Figure 1.15: Contour maps of universal time averaged computed vertical cutoff rigidities for a
450-km orbiting spacecraft [87].
1.6 Antimatter in the universe
The first equation able to combine quantum mechanics and special relativity and to
describe the spin properties of the electron was the Dirac equation, derived by Paul
Adrien Maurice Dirac in 1928. An unexpected behaviour of the Dirac equation is
the presence in the energy spectrum of solutions with negative energy.
Dirac’s first attempt to solve this problem led to the hole theory. In the hole
theory it is supposed that the void is a system where all the negative-energy states
are occupied by a “sea” of invisible electrons (called the Dirac sea) and that when-
ever an electron leaves one of these states it creates a “hole” that behaves as a
positive charged particle with the same mass as the electron. Clearly this interpre-
tation had plenty of other problems (the void has an infinite negative charge, the
presence of an infinite number of electrons, etc.) but it was the first theory able to
account for photon e+ e− pair production.
With the discovery of the positron by Anderson in 1932 the theory was vali-
dated and the existence of antimatter was established. All the problems regarding
the hole theory were solved in the context of second quantization which led to the
modern Quantum Field Theories (QFTs) where the existence of antiparticles in the
spectrum is embedded in the theory quantization process.
It was necessary to wait 22 years before the antiproton discovery, by Segrè and
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co-workers in accelerator experiment [32], and one year more for the antineutron,
while first observation of cosmic rays antiprotons dates back to 1979 in balloon-
borne experiments [28, 56] that started a wide program of direct antimatter re-
search.
1.6.1 The matter-antimatter asymmetry
In 1965 Penzias and Wilson discovered an isotropic source of electromagnetic noise
in their radiometer at the Bell Telephone Laboratories with an antenna tempera-
ture of ∼ 3K. It was then confirmed that the noise came from the detection of the
thermal radiation left over from the Big Bang, called “Cosmic background radia-
tion”. The discovery of the CMB [76] provided the evidence that the early Universe
was a hot expanding plasma of matter, antimatter and photons.
In the simple Big Bang model, the plasma in the very early Universe contains
approximately the same number of baryons, anti-baryons and photons. As the Uni-
verse expands, the density of particles and antiparticles decreases reducing the
rate of the annihilation process, effectively freezing the baryon/photon ratio at val-
ues ∼ 10−18. However the observed baryon/photon ratio in the present universe is
∼ 3 ·10−9 indirectly measured from the CMB angular spectrum. In order to repro-
duce such a high baryon/photon ratio the theory needs a mechanism for separating
matter and antimatter. Such a mechanism has been suggested by Sakharov in 1967
[85] and requires three conditions, named Sakharov conditions:
• Baryon number B violation
• C-symmetry and CP-symmetry violation
• Interactions out of thermal equilibrium
In the Standard Model (SM) of particle physics the baryon number is an ap-
proximately conserved quantum number (since it is known that perturbative cor-
rections in the SM do not violate the baryon number, but as a global symmetry the
truly conserved quantity is the difference between the baryon number and the lep-
ton number [108]). To achieve matter-antimatter asymmetry the baryon number
must not be conserved, otherwise an initial state with B = 0 could not evolve into
an asymmetric state with B 6= 0. However no evidence of B violating processes has
been observed so far.
For the same reason a violation of the C symmetry is also required. CP violation
is also necessary because in the presence of a complete CP symmetry the branching
ratios for matter decay would be identical to the branching ratio for antimatter
decay, and this would not allow any production gain of matter over antimatter. CP
violation was first discovered by J. Cronin and V. Fitch in 1964 [34] studying the
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weak decays of the neutral kaons, but the level of the symmetry breaking is too low
to produce the amount of matter-antimatter asymmetry observed in nature [84].
Even in an universe with B and CP violation matter-antimatter asymmetry
is not guaranteed. Assuming that all the asymmetry is created by the decay of a
meson M into a baryon b and a lepton ` through the processes M→ b+ ¯` and M→
b¯+`, if these reactions take place in thermal equilibrium there will be an identical
rate for the processes b+ ¯` → M and b¯+ `→ M which would imply the reaction
b¯+` b+ ¯` that will re-establish the baryon/antibaryon symmetry. Thermal non-
equilibrium is guaranteed by the fast inflationary expansion of the Universe during
its very early stages.
It is possible that the universe contains the same amount of matter and anti-
matter but that they are enclosed in different regions of the universe. In such a sce-
nario at the boundary of each domain there will constantly be annihilation of mat-
ter and antimatter that would leave a detectable signature in the spectrum of the
diffuse extragalactic gamma ray background. An accurate study of the experimen-
tal Cosmic Diffuse Gamma spectrum indicates that the antimatter/matter fraction
is less than 10−15 in the Galactic molecular clouds, than 10−10 in the galactic halo,
and than 10−5 at the level of a cluster; meaning that if antimatter exists, it is sepa-
rated at least at the level of 50-100 Megaparsec [36, 6]. Antimatter domains would
Figure 1.16: Early measurements of the p¯/p ratio. Data from Golden et al. (•) [56], Bogomolov et
al. () [28], Apparao (N) [21] and Buffington et al. (◦) [30]. Figure from [30].
also contribute by injecting antiparticles into the neighbouring domains enhancing
the spectrum of CR antiparticles. For this reason when in 1979 the first antipro-
tons were identified in CRs by the two independent teams of Bogomolov et al. and
Golden et al. [28, 56], and subsequently by Buffington and Schindler [30] (Figure
1.16), the hypothesis of a symmetric universe regained popularity. The three teams
found an antiproton spectrum exceeding the one expected by secondary production,
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especially at energies below 1 GeV where the antiproton production is suppressed
by the kinematic threshold, and various theoretical interpretations followed, such
as primordial antimatter coming from antimatter domains in a baryonic symmetric
Universe, evaporation by the Hawking effect of primordial mini black holes, or else
exotic particles annihilation.
1.6.2 Antimatter in CRs
As explained in the previous section, the existence of antimatter domains could
leave a signature in the spectra of CR antiparticles, but small quantities of anti-
matter, mainly positrons and antiprotons, are created as secondary product during
the propagation of primary CR protons in the Galaxy and represent a natural back-
ground in the search for extragalactic antimatter. On the other hand antinuclei are
thought not to be produced in secondary processes thus observing an antinucleus
with Z > 2 would provide direct evidence of the existence of antistellar nucleosyn-
thesis in an antimatter domain. Unfortunately the eventual observation of antihe-
lium nuclei would not directly imply the existence of antistars since it was present
in the primordial plasma of the early Universe and could have escaped annihilation
when the Universe expansion took the process at freeze-out condition. However, de-
pending on the initial amount of matter/antimatter asymmetry, it is possible that
no cosmogenic antihelium survived the annihilation in the early universe. Still, no
antihelium has been observed in CRs and the current experimental limits on the
He/He are reported inf Figure 1.17.
Figure 1.17: Recent upper limits for the He/He fraction in CRs. Figure from [67].
Secondary antimatter in CRs is produced mainly by primary proton and nuclei
collisions with the ISM nuclei with the subsequent production of hadrons. For
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antiprotons the main production channel is via the process
p+ pISM → p+ p+ p+ p¯ ,
if the incoming proton has a kinetic energy of at least E th = 6mp. The effect of the
energy threshold and of the steeply falling proton spectrum can be seen as a fast
decrease of the antiproton spectrum for energies lower than 1 GeV. Positrons are
produced in a similar way as final result of the decay chain of the charged pions
produced in the collision; two main processes contribute to the positron production,
in the case of p− p collisions below 3 GeV the main process is the excitation of a ∆
resonance
p+ pISM → p+ (∆→ n+pi+) ,
while for higher energies pions are produced via the process
p+ pISM → p+n+pi+ .
Kaons may be also produced
p+ pISM → X +K± ,
and from kaon decay muons and pions are produced. Charged pions also decay into
muons which then decay into positrons
µ+→ e++νe+ ν¯µ .
The first results on the low-energy antiproton excess triggered several programs
for the search of antinuclei and the measure of the spectra of CR antiparticles,
but they were not confirmed by the following experiments. The current picture
(Figure 1.18 and 1.19) seems to suggest that the antiproton flux currently observed
in CRs is consistent with the assumption of purely secondary antiprotons produced
by proton interactions with ISM nuclei.
The production of positrons can be regarded as almost homogeneous in the
galactic disk, but for high-energy electrons and positrons bremsstrahlung, syn-
chrotron and inverse Compton energy losses become dominant during propagation
so the higher the energy the closer to earth they were created. For this reason
the energy spectrum of galactic electrons is steeper than the spectrum of all the
hadrons, but the fraction of positrons in CRs is supposed to decrease with increas-
ing energy due to the effect of the energy losses and diffusion. PAMELA results on
positrons [10] showed that the positron fraction is increasing with energy above ∼ 5
GeV, differently from what was expected although there were some hints of an in-
crease from the previous TS93, HEAT and AMS-01 experiments. The most recent
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the spectrometer. For each track the maximum detectable
rigidity (MDR) was evaluated on an event-by-event basis
by propagating the estimated coordinate errors and taking
into account the track topology. The MDR was required to
be 6 times larger than the measured rigidity. This allowed
the antiproton measurement to be extended up to
180 GV=c with acceptable contamination from spillover
protons. The contamination was estimated using the
GPAMELA detector simulation which is based on the
GEANT3 package [17]. The simulation contains an accurate
representation of the geometry and performance of
the PAMELA detectors. For the spectrometer [18] the
measured noise of each silicon plane and performance
variations over the duration of the measurement were
accounted for. The simulation code was validated by com-
paring the distributions of several significant variables
(e.g., coordinate residuals, !2 and the covariance matrix
from the track fitting) with those obtained from real data.
The high-energy region of the deflection distribution was
studied before applying the MDR selection and agreement
within 20% was found between data and simulation. This
difference was taken as a systematic uncertainty on the
spillover contamination which was estimated to be ’ 30%
for the rigidity interval 100–180 GV=c.
The efficiencies were carefully studied using both ex-
perimental and simulated data [16,19,20]. The time depen-
dence of the detector performance (and therefore also
efficiency) was studied using proton samples collected
during 2 month long periods. The average global selection
efficiency was measured to be ’ 30%. The number of
(anti)protons rejected by the selection criteria due to inter-
actions and energy loss within the detector systems was
estimated using the simulation. The number of antiprotons
lost due to this selection is energy dependent and varies
from ’ 10% below 1 GeV to ’ 6% above 50 GeV. The
antiproton flux was obtained by considering the geometri-
cal factor (estimated both analytically and with simula-
tions) and the total live time which is provided by an
on-board clock that times the periods during which the
apparatus is waiting for a trigger.
The energy-binned antiproton fluxes and antiproton-to-
proton flux ratios are given in Table I. The spectrometer
resolution has not been unfolded and a systematic uncer-
tainty is included to account for this. Contamination from
pions and spillover protons has been subtracted from the
results. The first and second errors in the table represent
the statistical and systematic uncertainties, respectively.
The total systematic uncertainty was obtained quadrati-
cally summing the various systematic errors considered:
acceptance, contamination, efficiency estimation, energy
losses, interactions and spectrum unfolding.
Figure 1 shows the antiproton energy spectrum and
Fig. 2 shows the antiproton-to-proton flux ratio measured
by PAMELA along with other recent experimental data
[21–26] and theoretical calculations assuming pure
secondary production of antiprotons during the propaga-
tion of cosmic rays in the Galaxy. The curves were calcu-
lated for solar minimum, which is appropriate for the
PAMELA data taking period, using the force field approxi-
mation [27,28].
The PAMELA results reproduce the expected peak
around 2 GeV in the antiproton flux and are in overall
agreement with pure secondary calculations. The experi-
mental uncertainties are smaller than the spread in the
different theoretical curves and, therefore, provide impor-
tant constrains on parameters relevant for secondary pro-
duction calculations. For example, the antiproton flux
bands from Donato et al. [31] presented in Fig. 1 show
uncertainties on the propagation parameters (dotted lines)
and antiproton production cross sections (dashed lines) and
indicate larger uncertainties than those present in the
PAMELA measurements. Figure 3 shows the PAMELA
antiproton-to-proton flux ratio compared with a calculation
[14] (dashed line) including both a primary antiproton
component from the annihilation of 180 GeV winolike
neutralinos and secondary antiprotons. This model, based
on the nonthermal production of dark matter in the early
Universe, was proposed to explain the high-energy rise in
the PAMELA positron fraction [8]. As shown by the
dashed line in Fig. 3, a reasonable choice of GALPROP
[32] propagation parameters (dashed-dotted line) allows a
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the upper and lower limits calculated by Donato et al. [31] for
different diffusion models, including uncertainties on propaga-
tion parameters and antiproton production cross sections, re-
spectively. The solid line shows the calculation by Ptuskin et al.
[36] for the case of a plain diffusion model.
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good description of PAMELA antiproton data with the
inclusion of the wino-annihilation signal. Given current
uncertainties on propagation parameters, this primary com-
ponent cannot be ruled out. It has also been suggested that
the PAMELA positron data can be explained without in-
voking a primary component. This is possible if secondary
production takes place in the same region where cosmic
rays are being accelerated [11]. An increase in the anti-
proton [33] and secondary nuclei abundances [34] are also
predicted in this model. The solid line in Fig. 3 shows the
prediction for the high-energy antiproton-to-proton flux
ratio. While this theoretical prediction is in good agree-
ment with the PAMELA data, in this energy region it does
not differ significantly from the expectation for standard
secondary production models. Comparisons with experi-
mental secondary cosmic-ray nuclei data are needed along
with higher energy antiproton measurements. New data on
the boron-to-carbon ratio measured by PAMELAwill soon
become available, while the antiproton spectrum is likely
to be probed at higher energies by AMS-02 experiment
[35] which will soon be placed on the International Space
Station.
We have measured the antiproton energy spectrum and
the antiproton-to-proton flux ratio over the most extended
energy range ever achieved and with no atmospheric over-
burden. Our results are consistent with pure secondary
production of antiprotons during the propagation of cosmic
rays in the Galaxy. We note that the quality of our data
surpasses the current precision of the theoretical modeling
of the cosmic-ray acceleration and propagation mecha-
nisms. Improved models are needed to allow the full
significance of these experimental results to be understood.
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FIG. 3 (color). The antiproton-to-proton flux ratio at the top of
the payload obtained in this work compared with theoretical
calculations. The dotted lines show the upper and lower limits
calculated for a pure secondary production of antiprotons during
the propagation of cosmic rays in the Galaxy by Donato et al.
[37] for a diffusion reacceleration with convection model. The
dashed line is a calculation by Kane et al. [14] including both a
primary antiproton component from annihilation of 180 GeV
winolike neutralinos and secondary antiprotons (dashed-dotted
line for the secondary component). The solid line shows the
calculation by Blasi and Serpico [33] for secondary antiprotons
including an additional antiproton component produced and
accelerated at cosmic-ray sources.
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FIG. 2 (color). The antiproton-to-proton flux ratio at the top of
the payload obtained in this work compared with contemporary
measurements [21–24,26] and theoretical calculations for a pure
secondary production of antiprotons during the propagation of
cosmic rays in the Galaxy. The dashed lines show the upper and
lower limits calculated by Simon et al. [6] for the leaky box
Model, while the dotted lines show the limits from Donato et al.
[37] for a diffusion reacceleration with convection model. The
solid line shows the calculation by Ptuskin et al. [36] for the case
of a plain diffusion model.
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Figure 1.18: Antiproton flux as measured by
different experiments compared with
various theoretical predictions in a purely
secondary production scenario. Figure from
[7].
Figure 1.19: Antiproton-to-proton flux ratio
as measured by different experiments
comp red with various theoretical
predictions in a purely secondary production
scenario. Figure from [7].
esults on the positron flux and th positron fraction are shown in Figure 1.20 and
1.21.
A rising positron fraction can be interpreted with many different hypotheses.
The first one is to assume that ther is a source of high energy primary positrons
of astrophysical origin. Many authors suggest that pulsars can produce positron-
lectron pairs in their ighly magnetized and rapidly spinning magnetosphere.
Electrons can be accelerated in different regi ns of he puls r mag etosphere and
induce an electromagnetic cascade through the emission of synchrotron radiation
gamm rays above the thre hold for pair production. Then electrons a d positrons
can be accelerated and injected in the Galaxy if t e puls r has already left the par-
ent SN remnant [27]. The spectrum f the primary positrons escaping the pulsar
epends strongly on the pulsar age, since y ung pulsars ar likely to be still sur-
rounded by their nebula which confines the electrons and positrons and prevents
their inj ction in th Galaxy. The additional positron component observed in the
spectrum should result from the sum of the contribution of all the mature pulsars
throughout the Milky Way that are close enough (less than 1 Kpc). The pulsar
hypothesis has the advantage of explaining natural y th fac hat no signific nt
excess is seen in the antiproton flux, meaning that the extra antimatter component
is purely leptonic. Moreover since only pulsars relatively close to the solar sys-
tem should contribute to the observed positron excess a small but significant dipole
asymmetry is expected in the electron flux that could be detected by the Fermi
gamma ray telescope, AMS-02 [16], CALET [65] or Gamma-400 [50] experiments.
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FIG. 2: PAMELA and other recent measurements of the positron energy spectrum:
CAPRICE94 [29], HEAT94+95 [30], AMS-01 [31], Fermi [32]. The PAMELA, Fermi and AMS-01
results are from space-borne experiments. The PAMELA lower limit is that for a 90% confidence
level. PAMELA data points include both statistical and systematic errors.
from annihilating dark matter particles of mass 1.2 TeV via a dark gauge boson of mass 580
MeV to charged lepton pairs [40].
A variety of astrophysical models have also been put forward to explain the positron
excess. Pulsars are well known particle accelerators. Primary electrons are accelerated
in the magnetosphere of pulsars resulting in the emission of synchrotron gamma rays. In
the presence of the pulsar magnetic field, these gamma rays can produce positron and
electron pairs which escape into the interstellar medium after ∼ 105 years contributing to
the high-energy electron and positron cosmic-ray components (e.g., [12]). As an example,
in Figure 3 the dash-dotted line indicates a contribution to the secondary component from
astrophysical sources such as pulsars [39]. According to [39], beyond 5-10 GeV there are
9
positron fraction data (Figure 4). At energies below 5 GeV, PAMELA results are system-
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FIG. 4: PAMELA and other recent measurements of the positron fraction: TS93 [34],
HEAT94+95 [35], CAPRICE94 [29], AMS-01 [31, 33], HEAT00 [41], Aesop [36], Fermi [32], AMS-
02 [5]. The PAMELA, Fermi, AMS-01 and AMS-02 results are from space-borne experiments.
atically lower than other data (except AMS-02 [5] and Aesop data [36]). This low energy
discrepancy with data collected during the 1990s, i.e., from the previous solar cycle that
favored positively-charged particles, is interpreted as a consequence of charge-sign solar
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Figure 1.20: Positron flux as measured by
PAMELA compared with previous experiments.
Figure from [10].
Figure 1.21: Positron fraction as
measured by PAMELA compared with
results from AMS-02 [16] and previous
experiments. Figure from [10].
Another possibility is that electrons and positrons are created at the source
from p− p interactions between the accelerated CRs and the source material [26]
and thus they participate in the acceleration mechanism and are then injected in
the Galaxy. The resulting spectrum is flatter and above 20 GeV the contribution
from secondary pairs accelerated at the source should be the dominant one in the
spectrum observed at earth.
The last hypothesis to consider is the existence of some new physics beyond the
standard model that gives a signal in the CR antiparticle spectra. PAMELA and
AMS-02 results on the positron fraction can be interpreted in terms of Dark Matter
particles decaying or annihilating into particle-antiparticle pairs thus contributing
to the antimatter flux observed at earth [48]. However the absence of a signal in the
antiproton flux poses severe constraints on DM models. All the models in which the
DM particle decays or annihilates into gauge bosons or quark pairs, the so-called
hadrophilic models, are strongly disfavoured while models in which the DM par-
ticles produce mainly lepton pairs, the so-called leptophilic models, are favoured.
Moreover in order to reproduce the positron excess all the models have to assume
an enhancement of DM annihilations of the order of ∼ 102, either in the form of a
local DM over-density [33] or in the form of a cross-section enhancement [47].
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1.7 The PAMELA mission
As already anticipated in this chapter the matter/antimatter asymmetry is one of
the most fundamental open questions in modern physics. The fact that the known
Universe is composed of matter and that the small traces of antimatter that can
be found seem to have originated after the Big Bang is in contradiction with the
current knowledge of the most fundamental laws of particle physics. The level of
asymmetry that can result from the observed CP violation is too low to reproduce
the actual baryon/photon ratio in the Universe. The question, still unsolved, is
how it was possible to achieve the complete disappearance of anti-matter and/or
whether in some other portion of the Universe there is an abundance of antimatter
of primordial origin, to compensate for what we observe locally.
The energy budget of the Universe is another open problem in addition to the
matter/antimatter asymmetry, ordinary matter and electromagnetic radiation ac-
count only for 4% of all the energy in the Universe. It is estimated that 23% of the
energy density in the Universe is in the form of Dark Matter and the remaining
fraction is made up by an invisible form of energy density, called “Dark Energy”
which acts in the same way as the vacuum energy density. As already stated in
the previous section Dark Matter decays or annihilations can give a signal in the
antiparticle component of CRs.
To date, however, the measurements of cosmic rays performed by instruments
carried on stratospheric balloons (as MASS, TS93, Caprice, IMAX, BESS, ATIC,
TRACER, CREAM, ...) or in space (NINA, NINA-2, AMS-01, ...) suffered from im-
portant limitations of statistical and systematic nature. The search for rare signals
requires long periods of observation and an environment where the backgrounds
are low. The typical duration of a flight of the stratospheric balloons of the old-
est experiments, a few tens of hours, puts a serious limit on the statistic collected.
Moreover, for these and for the new long duration balloon-borne (tens of days) ex-
periments, secondary particle production in the residual air at the highest layers of
the atmosphere requires a subtraction of a large background, with the associated
uncertainties, in the measurements.
Satellite-borne experiments like PAMELA and AMS have been devised to avoid
some of these issues, since they can be maintained in orbit for years at an altitude
where the amount of secondary particles that originate from the residual atmo-
sphere on top of the satellite is negligible with respect to the main primary CR
component.
Scientific goals
The main scientific objective of the PAMELA mission is the detailed measure of the
spectra of the antimatter components of the cosmic radiation, namely antiprotons
1.7. THE PAMELAMISSION 41
Species Energy Range Particles expected in 3 years
Antiprotons 80 MeV - 190 GeV 104
Positrons 50 MeV - 300 GeV 105
Electrons 50 MeV - 500 GeV 106
Protons 80 MeV - 700 GeV 108
Helium nuclei up to 200 GeV/n 107
Carbon nuclei up to 200 GeV/n 105
Boron nuclei up to 200 GeV/n 104
Table 1.1: Design performance for the PAMELA apparatus.
and positrons. PAMELA is performing this task in a wide energy range, spanning
from hundreds of MeV to hundreds of GeV, and with a significant increase in statis-
tics at high rigidity with respect to previous experiments (Table 1.1).
The importance of such a measurement has already been stressed: any ob-
served deviation from the expected secondary spectrum could provide a hint for
new physics scenarios, constraints for cosmological models or could be read as sig-
nals from local sources. Moreover PAMELA has extended the observational upper
limit in the search of antihelium to ∼ 10−7 in the antihelium-to-helium ratio.
In addition to the study of antimatter PAMELA is measuring almost any com-
ponent of the charged cosmic radiation: protons, electrons and light nuclei spectra
up to Z = 8 can be measured. This allows to study and test different hypothe-
ses regarding CR sources and propagation and to better understand the galactic
environment in which CR propagate. This is also crucial for the analysis and un-
derstanding of the antimatter background that could hide or fake signals of new
physics. Moreover, thanks to the satellite low-cutoff orbit, PAMELA can study low
energy particles (down to 50 MeV) investigating several aspects of the solar and ter-
restrial environment. Measurements can be extended down to the solar-influenced
energy region, providing data about spectra and composition of solar energetic par-
ticles and allowing solar modulation of galactic CR over the minimum between
solar cycle 23 and 24 to be studied. Finally PAMELA is able to monitor trapped par-
ticles while traversing the Van Allen belts, and the variation of geomagnetic cutoff
while passing through regions characterized by different latitude.
Boron, Carbon and light nuclei isotopes
In the study of the antimatter in CR it is crucial to have a detailed and meaning-
ful description of the secondary background component coming from primary CR
interactions during galactic propagation. Every uncertainty on the galactic envi-
ronment and on its effect on CR propagation translates into an uncertainty on the
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secondary spectrum that can weaken any signal of new physics. The propagation
framework must be fixed from other CR observations in order to constrain the most
relevant propagation parameters with the best possible accuracy.
The most powerful tools to study CR propagation are secondary-to-primary ra-
tios, the boron-to-carbon ratio being one of the most important ones to study prop-
agation parameters. Even in a simple LBM approach the dependence of the B/C
ratio on the propagation environment can be shown.
For Carbon, neglecting the source term coming from spallation of heavier nuclei
and assuming a point-like source QC(E)δ(t), an approximate solution of Equation
1.18 is
NC(E)'QC(E)τesc .
For Boron the primary source term is usually neglected and the escape term NB/τesc
is balanced by the production term from Carbon spallation in the ISM, so that the
source term for Boron reads
q¯B =NC(E)σC→BcβCρISM ,
where σC→B is the total cross-section for Carbon fragmentation, cβC the velocity of
Carbon nuclei and ρISM the ISM particle density. The corresponding solution is
NB(E)'NC(E)τesc =QC(E)σC→BcβCρISMτ2esc .
At relativistic energies the fragmentation cross-section can be considered constant
in energy [96] and the energy dependence of the Boron-to-Carbon ratio is all en-
coded in the escape time
NB
NC
∝ τesc(E) , (1.25)
or, equivalently, in the escape length
λesc = 〈mISM〉n¯βcτesc ,
where 〈mISM〉 and n¯ are respectively the mean mass and density of the ISM. In the
LBM framework the energy dependence of λesc is derived from measurements of
the B/C ratio and it is parametrized with a broken power-law
λesc =
 λ0β
(
ρ
ρ0
)δ1
ρ < ρ0
λ0β
(
ρ
ρ0
)δ2
ρ > ρ0
,
with λ0 ' 12 g/cm2, ρ0 ' 4.7 GV, δ1 ' 0.8 and δ2 '−0.57 [99]. In the LBM approach
λesc is treated as a phenomenological parameter and to get any physical insight on
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the shape of its energy dependence one has to derive the link between the leaky-
box calculations and the diffusion models. In a simple diffusion model, with no CR
sources, the transport equation reads
∂ψ
∂t
−∇ · (D∇ψ)= 0 , (1.26)
and the Green’s function associated to Eq. 1.26 is [61]
G(x, t)= 1
(4piDt)3/2
exp
[−r2/(4piD)] , (1.27)
which is the probability to find a particle that is injected at the origin, at position x
after a time t. Using eq. 1.27 we can find the mean distance from the galactic plane
at a given time
〈|z|〉 = 1
(4piDt)3/2
∫
R3
|z| e−r2/(4piD) d3x= 2
√
Dt
pi
, (1.28)
so that the characteristic escape time assuming the galactic halo to have a height
H is
τesc = pi4D H
2 .
As already discussed in section 1.3 in a diffusion model the typical energy depen-
dence of the diffusion coefficient is
D =D0βρδ .
The break in the power-law form of λesc can be reproduced in diffusive models intro-
ducing stochastic reacceleration or convection. The problem is still open, however
reproducing the energy dependence of the LBM λesc is a good test for every propa-
gation model.
One of the alternatives to the Boron-to-Carbon ratio is to study isotopic compo-
sition of light elements such as Hydrogen and Helium (but also Lithium, Beryllium
and Boron). Hydrogen and Helium are the most abundant elements in CRs and
they offer a better statistics compared to Boron and Carbon but the mass separa-
tion required to identify the different isotopes is difficult to achieve for energies
above ∼ 1 GeV.
Deuterium and 3He are very fragile isotopes and, even though they participate
in the p-p chain reactions in the core of young stars, they are almost completely
destroyed in the process that leads to the formation of 4He so that their presence
in the cosmic radiation is primarily due to nuclear interactions of primary Helium
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with the ISM. The main production channel for both deuterium and 3He is the
spallation of primary 4He nuclei, but for deuterium there is also a contribution from
the resonant scattering p+ p→ d+pi+. This is an interesting feature of deuterium,
since it is the only secondary particle, with the exception of antiprotons, positrons
and electrons, which is produced by the propagation of primary protons in the ISM.
The cross-sections for deuterium and 3He formation are well known and shown in
Figure 1.22 and 1.23 while for the last process the cross-section is well measured
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Fig.B.1. Total inelastic (reaction) cross-section for
the quartet isotopes. The lines show our parametri-
sation (see text), the symbols are data. Top panel:
reaction on H with data from Cairns et al. (1964);
Hayakawa et al. (1964); Igo et al. (1967); Palevsky et al.
(1967); Griffiths & Harbison (1969); Nicholls et al.
(1972); Carlson et al. (1973); Sourkes et al. (1976);
Ableev et al. (1977); Klem et al. (1977); Jaros et al.
(1978); Velichko et al. (1982); Blinov et al. (1984,
1985); Abdullin et al. (1993); Glagolev et al. (1993);
Webber (1997). Bottom panel: reaction on He with
data from Koepke & Brown (1977); Jaros et al. (1978);
Tanihata et al. (1985).
for CR studies in the regime & 100 MeV/n13. Note that
3H is also produced in these reactions, but it decays in 3He
with a life time (12.2 years) short with respect to the prop-
agation time. All tritium production is thus assimilated to
3He production, but the cross-sections for this fragment are
provided as well below.
The energy of the fragments roughly follows a Gaussian
distribution (e.g. Cucinotta et al. 1993). Its impact on the
secondary flux was inspected for the B/C analysis by
Tsao et al. (1995), where an effect . 10% was found, com-
pared to the straight-ahead approximation, in which the
kinetic energy per nucleon of the fragment equals that of
the projectile. The precision sought for the cross-sections
is driven by the level of precision attained by the CR data
13 Solar modulation also ensures that only species created at
energies & GeV/n matter.
to analyse. Given the large errors on the existing data, the
straight-ahead approximation is enough for this analysis.
However, future high-precision data (e.g. from the AMS-02
experiment) will probably require a refined description.
B.2.1. 4He + p → 2H, 3H, and 3He
Recent and illustrative reviews on 4He+H reaction and the
production of light fragments is given by Bildsten et al.
(1990); Cucinotta et al. (1993); Blinov & Chadeyeva
(2008). As said earlier, we are only interested in the
total inclusive production cross-section, not in all the
possible numerous final states (see, e.g., Table 3 of
Blinov & Chadeyeva 2008). We adapt the parametrisation
of Cucinotta et al. (1993), which takes into account
separately the break-up and stripping (for 3He and 2H)
cross-sections. The former reaction corresponds to the case
where the helium nucleus breaks up leading to coalescence
of free nucleons into a new nucleus. The latter happens
via the pickup reaction where the incident proton tears a
neutron or a proton off the helium nucleus. Both reaction
and the total are shown along with the experimental data
in Fig. B.2.
The most accurate set of data (upward blue empty
triangles) are from the experiments set up in ITEP and
LHE JINR (Aladashvill et al. 1981; Glagolev et al. 1993;
Abdullin et al. 1994, summarised in Blinov & Chadeyeva
2008). Their highest energy data point (Glagolev et al.
1993) is a conservative estimate as the more or equal
to 6-prong reactions are not detailed (see Table 3 of
Blinov & Chadeyeva 2008 and Table 4 of Glagolev et al.
1993). To take into account that possibility, we consider an
error of a few mb in the plots of Fig. B.2. Let us consider
in turn each product of interest.
3He production The stripping cross-section data (d and
3He in the final state) are well fitted by Eq. (130) of
Cucinotta et al. (1993). However, the Griffiths & Harbison
(1969) and (Jung et al. 1973a) are ∼ 30% below the other
data. Actually, for the latter (filled stars) the break-up
cross-section is above other data, it may be that the end
products are misreconstructed (in this or the other exper-
iments). Nevertheless, the sum of the two—which is the
one that matters—is consistent in all data. Note that we
slightly modified the break-up cross-section provided by
Cucinotta et al. (1993) to better fit the high-energy data
points. For the latter, all the data are consistent with
one another, but for the high precision ITEP data at 200
MeV/n.
2H production The stripping cross-section is as for 3He (d
and 3He in the final state). The high-energy break-up cross-
section data (LHE JINR and Webber 1990b) are inconsis-
tent. We have decided to rescale the Webber data, to take
into account the fact that in his preliminary account of
the results (Webber 1990b), the total inelastic cross-section
is smaller than that given in a later and updated study
(Webber 1997). Still, the agreement between the two sets
is not satisfactory. The other high-energy data point is the
Innes (1957) experiment, and it suffers large uncertainties
and maybe systematics (it is for n + 4He reaction, and
the data point is provided by Meyer (1972) who relied on
13
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Hayakawa et al. (1964); Igo et al. (1967); Palevsky et al.
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Ableev et al. (1977); Klem et al. (1977); Jaros et al.
(1978); Velichko et al. (1982); Blinov et al. (1984,
1985); Abdullin et al. (1993); Glagolev et al. (1993);
Webber (1997). Bottom panel: reaction on He with
data from Koepke & Brown (1977); Jaros et al. (1978);
Tanihata et al. (1985).
for CR studies in the regime & 100 MeV/n13. Note that
3H is also produced in these reactions, but it decays in 3He
with a life time (12.2 years) short with respect to the prop-
agation time. All tritium production is thus assimilated to
3He production, but the cross-sections for this fragment are
provide as well below.
The energy of the fragments roughly follows a Gaussian
distribution (e.g. Cucinotta et al. 1993). I s impact on the
secondary fl x was inspected for the B/C analysis by
Ts o et al. (1995), where an effect . 10% was found, com-
pared to the straight-a ad approximation, in which the
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is driven by he level f precision attained by the CR data
13 Solar modulation also ensures that only species created at
energies & GeV/n matter.
to analyse. Given the large errors on the existing data, the
straight-ahead approximation is enough for this analysis.
However, future high-precision data (e.g. from the AMS-02
experiment) will probably require a refined description.
B.2.1. 4He + p → 2H, 3H, and 3He
Recent and illustrative reviews on 4He+H reaction and the
production of light fragments is given by Bildsten et al.
(1990); Cucinotta et al. (1993); Blinov & Chadeyeva
(2008). As said earlier, we are only interested in the
total inclusive production cross-section, not in all the
possible numerous final states (see, e.g., Table 3 of
Blinov & Chadeyeva 2008). We adapt the parametrisation
of Cucinotta et al. (1993), which takes into account
separately the break-up and stripping (for 3He and 2H)
cross-sections. The former reaction corresponds to the case
where the helium nucleus breaks up leading to coalescence
of free nucleons into a new nucleus. The latter happens
via the pickup reaction where the incident proton tears a
neutron or a proton off the helium nucleus. Both reaction
and the total are shown along with the experimental data
in Fig. B.2.
The most accurate set of data (upward blue empty
triangles) are from the experiments set up in ITEP and
LHE JINR (Aladashvill et al. 1981; Glagolev et al. 1993;
Abdullin et al. 1994, summarised in Blinov & Chadeyeva
2008). Their highest energy data point (Glagolev et al.
1993) is a conservative estimate as the more or equal
to 6-prong reactions are not detailed (see Table 3 of
Blinov & Chadeyeva 2008 and Table 4 of Glagolev et al.
1993). To take into account that possibility, we consider an
error of a few mb in the plots of Fig. B.2. Let us consider
in turn each product of interest.
3He production The stripping cross-section data (d and
3He in the final state) are well fitted by Eq. (130) of
Cucinotta et al. (1993). However, the Griffiths & Harbison
(1969) and (Jung et al. 1973a) are ∼ 30% below the other
data. Actually, for the latter (filled stars) the break-up
cross-section is above other data, it may be that the end
products are misreconstructed (in this or the other exper-
iments). Nevertheless, the sum of the two—which is the
one that matters—is consistent in all data. Note that we
slightly modified the break-up cross-section provided by
Cucinotta et al. (1993) to better fit the high-energy data
points. For the latter, all the data are consistent with
one another, but for the high precision ITEP data at 200
MeV/n.
2H production The stripping cross-section is as for 3He (d
and 3He in the final state). The high-energy break-up cross-
section data (LHE JINR and Webber 1990b) are inconsis-
tent. We have decided to rescale the Webber data, to take
into account the fact that in his preliminary account of
the results (Webber 1990b), the total inelastic cross-section
is smaller than that given in a later and updated study
(Webber 1997). Still, the agreement between the two sets
is not satisfactory. The other high-energy data point is the
Innes (1957) experiment, and it suffers large uncertainties
and maybe systematics (it is for n + 4He reaction, and
the data point is provided by Meyer (1972) who relied on
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Figure 1.22: Fragmentation cross-section for
the Hydrogen and Helium isotopes on ISM
Hydrogen. Figure from [37].
Figure 1.23: Fragm ntation cross-section for
the Hydrogen and Helium isotopes on ISM
Helium. Figure from [37].
in the lab frame [68] and shows a sharp p ak for an incident p oto energy of
∼ 600 MeV. This means that most of the deuterium produced by resonant proton
scattering will be produced in the energy range betwee 80-250 MeV.
A recent analysis [37] showed that the constraints to propagation models com-
ing from Hydrogen and Helium isotopes data ar similar to the ones obtained by
the analysis of the B/C ratio.
Another source of information regarding CR propagation in the Galaxy comes
from all those unstable elements with half-l fe sl ghtly shor er or comparable with
the escape tim , such as 14C, 10Be, 26Al 36Cl and 54Mn. Species with longer half-
life will behave as stable species while species with decay time much shorter will
decay almost completely and their abundance at arth will be very small [109].
The abundances of stable secondary nuclei are sensitive to the total amount of
grammage traversed during propagation, wh ch is expressed in the LBM by the
mean-free-path in the ISM λesc, while unstable secondary CRs are sensitive to the
confinement time τesc. The two quantities are related by the expression
τesc = λesc
ρISMβc
,
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Experiment Measurement Energy range Experimental technique
HEAO-3 [45] B flux, C flux, B/C 0.6 - 35 GeV/n Cherenkov detectors
CRN [97] C flux, B/C 50 - 2000 GeV/n Cherenkov and TRD detectors
ATIC [73] C flux, B/C 10 - 300 GeV/n Calorimeter
TRACER [71] B flux, C flux, B/C 0.8 - 2000 GeV/n Cherenkov and TRD detectors
CREAM [19] C flux, B/C 1 - 4000 GeV/n TRD and Calorimeter
AMS-01 [14] B/C 0.35 - 45 GeV/n Magnetic spectrometer
Table 1.2: Summary of published measurements of boron and carbon fluxes and their ratio.
and together can put constraints on the ISM density. The LBM interpretation,
however, can be misleading [94] since it would be more correct to state that stable
and unstable species together can pin down the magnitude and rigidity dependence
of the diffusion coefficient, allowing then to estimate the size of the CR propagation
region under the assumption τesc 'H2/Dxx(E).
Experimental data
Due to the low statistics available measurements of fluxes of CR nuclei require
large acceptance and long exposure time. A large number of balloon experiments
has been launched starting in the sixties with the aim of measuring the chemical
composition of CRs but the most accurate results so far come from the space-borne
experiment C2 on-board HEAO-3 [45] which measured the spectra of nuclei from
Be up to Ni in the energy range 0.6−35 GeV/n with a stack of Cherenkov detectors.
Using TRD detectors the experiment CRN [97], on-board SpaceLab-2, extended
the HEAO measurements up to the TeV region. With the development of long
duration balloon flight experiments such as TRACER [71], ATIC [73] and CREAM
[19] have been able to perform such measurement with a prolonged exposure using
calorimeters (ATIC), TRD detectors (TRACER) or both (CREAM).
The only space-borne spectrometric measurement comes from the AMS-01 flight
on-board the Space Shuttle mission STS-91 [14]. Similarly to PAMELA the AMS-01
spectrometer was equipped with several silicon microstrip detectors housed inside
a permanent magnet and placed between a time-of-flight system made up by four
hodoscope layers. The only difference is the absence of an electromagnetic calorime-
ter below the tracking system where a Cherenkov detector was placed instead.
Figure 1.24 and 1.25 show a collection of the most recent measurements of boron
flux, carbon flux, and boron-to-carbon ratio, also summarized in table 1.2.
In the energy range above 50 GeV/n the measurements from the different ex-
periments constrain the power-law index of the spatial diffusion coefficient δ to be
in the interval (0.3−0.6). The spread among the measurements due to the different
systematic effects doesn’t allow for a more precise determination of δ as shown by
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As a first approximation we may write for primary cosmic rays fluxes in steady-state condition
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Fig. 7.— Illustration of diffusive reacceleration models realized with GALPROP for different
values for δ. The best model fit to all available cosmic-ray data has δ = 0.34 (solid line).
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Figure 1.24: Boron and carbon fluxes, as measured by
different experiments [19, 71, 73, 45, 97], compared to a
theoretical prediction obtained by an empirical fit on
recent CR data [101]
Figure 1.25: Boron-to-carbon
ratio, as measured by different
experiments
[19, 71, 73, 45, 97, 14],
compared to different
theoretical predictions of the
rigidity dependence of the
spatial diffusion coefficient.
the lines in Fig. 1.25 which correspond to the same theoretical prediction for the
B/C ratio for different values of δ.
While the limiting factor for the measurement of boron and carbon nuclei is the
low statistics this is not true in the case of hydrogen and helium isotopes where
the most limiting factor is the particle identification capability of the detector, in
particular its mass resolution.
The most used technique in the GeV range to achieve isotopic separation relies
on the reconstruction of the particle mass measuring its velocity and rigidity
m= ρZ
√
1−β2
β
. (1.29)
The particle rigidity is usually measured with a magnetic spectrometer while the
velocity information comes from a time-of-flight system or a ring-imaging-Cherenkov
system.
The typical altitude for balloon flights is ∼ 40 km, corresponding to a residual
atmospheric grammage of the order of 5 g/cm2, thus the spectrum of 2H and 3He
produced in the atmosphere has to be calculated and subtracted. This procedure
introduces an important source of systematic error in the measurement since the-
oretical calculations of atmospheric fluxes from different authors usually agree on
the energy dependence of the flux but may significantly differ in the normalization
factor [86, 74, 107].
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Figure 1.26: Hydrogen isotope flux (a) and
flux ratio (b) from recent experiments
[70, 80, 13] compared with different
propagation models with (solid line) or
without (dashed line) diffusive
re-acceleration in the Galaxy.
Figure 1.27: Helium isotope flux (a) and flux
ratio (b) from recent experiments
[103, 81, 104, 23, 106, 15] compared with
different propagation models with (solid
line) or without (dashed line) diffusive
re-acceleration in the Galaxy.
Figures 1.26 and 1.27 show recent measurements of hydrogen and helium iso-
topes, respectively, measured by balloon-borne (BESS, IMAX, MASS, SMILI) and
space-borne (AMS-01) experiments summarized in table 1.3.
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Experiment Measurement Energy range Experimental technique
BESS [103, 70] 1H, 2H, 3He, 4He fluxes 0.13 - 2.4 GeV/n (H) ToF and magnetic spectrometer
2H/1H, 3He/4He, 2H/4He 0.18 - 1.33 GeV/n (He)
IMAX [80, 81] 2H/1H, 3He/4He, 2H/4He 0.2 - 3 GeV/n (H) ToF, magnetic spectrometer
0.2 - 3.7 GeV/n (He) and Cherenkov detectors
MASS [104] 2H/4He, 3He/4He 0.12 - 0.45 GeV/n (H) ToF and magnetic spectrometer
0.18 - 0.8 GeV/n (He)
SMILI 1/2 [23, 106] 3He/4He 0.1 - 1.6 GeV/n ToF, magnetic spectrometer
and Cherenkov detectors
AMS-01 [13, 15] 1H, 2H, 3He, 4He fluxes 0.09 - 0.85 GeV/n (H) ToF and magnetic spectrometer
3He/4He, 2H/4He 0.2 - 1.4 GeV/n (He)
Table 1.3: Summary of published measurements of hydrogen and helium fluxes and their ratio.
CHAPTER2
The PAMELA experiment
The PAMELA1 experiment is the most recent endeavour of the Wizard Collabo-
ration which has successfully built and flown a number of balloon experiments
(MASS89, MASS91, Tramp-Si 93, CAPRICE94 and CAPRICE98) and a satellite
experiment (NINA) devoted to the antiparticle detection in the cosmic radiation.
The PAMELA collaboration consists of a number of European groups: The Royal
Institute of Technology (Stockholm, Sweden), INFN and Physics Department of
University of Rome (Italy), Moscow Engineering and Physics Institute (Russia),
INFN and Physics Department of University of Florence (Italy), IFAC (Florence,
Italy), INFN and Physics Department of University of Trieste (Italy), INFN and
Physics Department of Naples (Italy), University of Siegen (Germany), INFN Na-
tional Laboratory of Frascati (Italy), INFN and Physics Department of University
of Bari (Italy), Ioffe Physical and Technical Institute (St Petersburg, Russia) and
Lebedev Physical Institute (Moscow, Russia).
The instrument is flying on board the Resurs DK1 satellite, thanks to the RIM
(Russian-Italian Mission) collaboration, which since 1995 has allowed Italian CR
experiments on the Russian space station MIR (SilEye experiments). The PAMELA
experiment is not the only scientific device housed on the satellite: the Arina ex-
periment for the detection of very low energy electrons and protons is also taking
data while the satellite carries out its primary task, that is taking high resolution
images of the surface of the Earth.
The PAMELA experiment was launched from the Bajkonur cosmodrome on June
15th 2006 with the aim of studying the antiparticle component of the cosmic radia-
tion [77]. The satellite is on a low-Earth elliptical orbit between 350 and 610 km of
altitude with an inclination of 70◦. The initial 3-year mission lifetime has then been
extended indefinitely and PAMELA has been continuously taking data for almost 7
years.
1A Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics.
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2.1 The Resurs DK-1 satellite
The Resurs DK1 satellite is manufactured by the Russian space company TsSKB
Progress to perform multi-spectral remote sensing of the Earth surface and acquire
high-quality images in near real-time. Data delivery to ground is realised via a
high-speed radio link.
The satellite is presented in Figure 2.1, has a mass of ∼ 6.7 tonnes and a height
of 7.4 m with a solar array span of ∼ 14 m. The satellite is three-axis stabilized with
an axis orientation accuracy of 0.2 arcmin and an angular velocity stabilization
accuracy of 0.005°/s. The orbital altitude varies between 350 km and 600 km at an
inclination of 70°. The design lifetime is three years. In September 2010 the orbit
has been changed to a nearly circular one with an altitude of ' 570 km, in order to
stabilize the satellite and to extend its lifetime.
PAMELA is housed in a pressurized container that keeps the environment stable
Figure 2.1: Schematic view of the Resurs-DK1
Satellite. PAMELA position is shown.
Figure 2.2: Resurs-DK1 Satellite: side
view.
at ideal working conditions for the instrument: it is filled with nitrogen kept at 1
atm pressure and a temperature between 0°C and 45°C. The container is connected
to the satellite body (Fig. 2.2) with a mechanical arm which can move the container
from the parked position, in which it is kept during launch, to the position held
during data acquisition mode when the container points out to space. The part of
the container above the instrument constitutes a thin additional layer (aluminium
1.7 mm thick) that charged particles encounter before being detected. PAMELA was
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launched on board a Soyuz FG rocket on the 15th of June 2006 from the Bajkonur
Cosmodrome in Kazakhstan and will stay in orbit for as long as allowed by the drag
exerted by solar activity. Since this solar minimum is exceptionally quiet and long,
the satellite has needed only one re-boost out of the three available, since the time
of launch. The PAMELA detector is 1.3 m tall and has a mass of 470 kg. The average
power consumption of PAMELA is 355 W, provided by the solar panels or batteries
of the host satellite. Most of the power consumption powers the electronics of the
instrument.
The ground segment of the Resurs DK1 system is located at the Research Cen-
ter for Earth Operative Monitoring (NTs OMZ) in Moscow, Russia. This forms
part of the Russian Space Agency (Roskosmos) ground segment designed for ac-
quiring, recording, processing and distributing data from remote sensing systems
in space. The reception antenna at NTs OMZ is a parabolic reflector of 7 m di-
ameter, equipped with an azimuth-elevation rotation mechanism, and has two fre-
quency multiplexed radio channels. The Resurs DK1 radio link towards NTs OMZ
is active 2-3 times a day. The average volume of data transmitted during a single
downlink is currently ∼ 6 GBytes, giving a total of 15 GBytes/day. Data received
from PAMELA are collected by a data-set archive server. The server calculates the
downlink session quality (the error probability per bit) and faulty down-link ses-
sions can be assigned for retransmission up to several days after the initial down-
link. The downlinked data are transmitted to a server dedicated to data processing
for instrument monitoring and control, and is also written to magnetic tape for
long-term storage. All such operations are automated to minimize the time de-
lay between the data reception and the extraction of monitoring information. After
this first level of data analysis, both raw and preliminary processed data are moved
through a normal internet line to the main storage centre in Eastern Europe, which
is located at MePHI (Moscow, Russia). From here, GRID infrastructure is used to
move raw and first level processed data to the main storage and analysis centre
of the PAMELA Collaboration, located at CNAF (Bologna, Italy), a specialized com-
puting centre of INFN. Here data are accessible to all various institutions within
the PAMELA collaboration.
2.2 The apparatus
The PAMELA apparatus is composed of the following sub-detectors, arranged as
shown in Figure 2.3:
• a time of flight system (ToF: S1, S2, S3);
• a magnetic spectrometer;
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Figure 2.3: The PAMELA detectors.
• an anticoincidence system (CARD, CAT, CAS);
• an electromagnetic calorimeter;
• a shower tail catcher scintillator (S4);
• a neutron detector.
The core of the experiment is a permanent magnet capable of providing an al-
most uniform magnetic field with an intensity of 0.43 T. Six planes of double sided
microstrip detectors are housed inside the magnet and are used to reconstruct the
trajectory, the momentum and the absolute value of the charge of incoming parti-
cles.
A scintillator ToF system (three layers, each composed of two planes orthogo-
nally segmented in bars) provides a fast trigger signal, that starts the data acqui-
sition for the whole apparatus, and allows to measure the time of flight with a ∼
300 ps precision for protons. The ToF provides an additional measurement of the
absolute value of the particle charge that is almost independent of the charge mea-
sured by the spectrometer. The ToF allows also to discriminate between particles
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coming from above the apparatus and albedo particles travelling upwards. Com-
bining this information with the bending direction in the magnetic spectrometer
allows to measure the sign of the particle charge.
A silicon-tungsten calorimeter (16.3 radiation lengths, 0.6 interaction lengths)
measures the energy released by the incident particle and performs the hadron-
lepton separation, providing topological and energetic information about the shower
development in the calorimeter. The shower tail catcher scintillator and the neu-
tron detector beneath help in the discrimination.
The spectrometer is surrounded by a plastic scintillator veto shield which de-
fines the overall acceptance of the apparatus and is used offline to reject spurious
events.
The PAMELA sub-detectors are read out and controlled by a data acquisition
system based around Actel (54SX series) Field Programmable Gate Arrays (FPGA)
and Analog Devices (ADSP-2187L) Digital Signal Processors (DSP). Connections
between different systems are realised with redundant data-strobe Low Voltage
Differential Signaling (LVDS) links. Each sub-detector is also connected to a global
trigger system and can issue alarm conditions (e.g. over-temperature, data corrup-
tion) to a house-keeping system. All the data acquisition boards (except for the
calorimeter ones) are housed in a custom crate secured to the PAMELA superstruc-
ture. In order to promote reliability, common design rules have been followed for
all electronics systems in PAMELA, e.g. over-current protection on all electronics
boards, redundant data links, redundant power connections and the use of radia-
tion qualified components.
2.2.1 The ToF system
The ToF system comprises 6 layers of plastic scintillators (Bicron BC-404) arranged
in three planes (S1, S2 and S3), each constituted by two segmented layers orthog-
onal to each other (Figure 2.4). The sensitive area of each of the two S1 layers is
33×40.8 cm2 with the first layer divided into 8 bars and the second layer divided
into 6 bars. The total sensitive area of the S2 and S3 planes is 15×18 cm2 seg-
mented into 2×2 and 3×3 orthogonal bars, respectively. The S1 and S3 layers are
7 mm thick while the S2 layers are 5 mm thick. Both ends of each scintillator bar
are glued to plastic light guides which are mechanically coupled to Hamamatsu
R5900U photomultiplier tubes (PMTs) by means of silicone pads of thickness 3 mm
(S1 and S2) and 6 mm (S3). The scintillators and light-guides are wrapped in 2
layers of 25 µm thick Mylar foil. A high-voltage divider circuit is mounted directly
behind each PMT. The high-voltage and discrimination threshold for each PMT is
chosen to optimize the performance of every given ToF bar.
The ToF electronics system converts the 48 PMT pulses into time and charge
based measurements. Since, due to power budget of the Resurs satellite, the clock
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Figure 2.4: Time of Flight System. From top to bottom: S1, S2 and S3 scintillator planes with
their light guides and photomultipliers.
of PAMELA is limited to 100 MHz, the on-board electronics cannot measure time
intervals with an uncertainty smaller than 10 ns, which is too large for a time-
of-flight measurement. To solve this issue a technique called “time-to-amplitude
conversion” has been implemented in the ToF system. When the PMT signal rises
above the noise threshold it triggers the charge of a capacitor with a known current
i until the arrival of the signal from the trigger board. The voltage stored in the
capacitor is proportional to the time between the PMT signal and the trigger from
PAMELA. The capacitor is then discharged with constant current, set to be 200
times lower than the charging current so the corresponding discharge time is 200
times longer and an error of 10 ns on the discharge time is translated to an error
on the signal arrival time of 10/200 ns = 50 ps. The procedure is illustrated in
Figure 2.5. The time of passage for each PMT depends on the hit position along
the scintillator bar, the closer to one PMT the hit is the further it is from the other
PMT attached to the same bar, which means that the time measurement has to be
calibrated with the hit information coming from an extrapolation of the track in
the spectrometer. Moreover the time it takes for the PMT signal to reach the noise
threshold has a non-linear dependence on the signal peak intensity; the correction
for this effect, known as “time-walk”, is included in the ToF calibration procedure.
Similarly, to measure the energy released in the scintillator, the output current of
the PMT is collected by a pre-amplifier that performs a rapid integration (in about
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10 ns) and gives an output proportional to the released charge. The pre-amplifier
output current is used to charge a capacitor that is then discharged at constant
current so that the discharge time is proportional to initial charge released in the
scintillator. Since the photons in the scintillator may be reabsorbed before reaching
the PMT the measured charge depends on the impact point on the scintillator. To
solve this issue information from the tracker is used to extrapolate the track back
to the ToF and calibrate the signal depending on the impact point.
Figure 2.5: Schematic illustration of the time-to-amplitude conversion.
The distance between S1 and S3 is 77.3 cm. Time-of-flight information for
charged particles passing between planes S1 and S3 is combined with track length
information derived from the magnetic spectrometer to determine the particle ve-
locity (β= v/c) and reject albedo particles. Ionisation (dE/dx) measurements in the
scintillator layers allow the particle charge to be determined at least up to Z = 8.
2.2.2 Magnetic spectrometer
The central part of PAMELA is a magnetic spectrometer consisting of a permanent
magnet and a silicon tracker. The magnetic spectrometer is used to determine the
sign of charge and the rigidity of particles up to ∼ 1.2 TV. Each spectrometer plane
measures also ionization energy losses allowing the measurement of the particle
charge up to Z = 6.
The magnet is composed of five modules forming a tower 44.5 cm high. Each
module comprises twelve magnetic blocks, made of a Nd-Fe-B alloy with a resid-
ual magnetisation of 1.3 T. The blocks are positioned as to provide an almost uni-
form magnetic field oriented along the y-direction inside a cavity of dimensions
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13.1×16.1 cm2. The dimensions of the permanent magnet define the geometrical
factor of the PAMELA experiment to be 21.5 cm2 sr. To allow precise momentum
measurements to be obtained from the reconstructed particle trajectory, the mag-
netic field has been precisely measured with a Hall probe throughout the cavity
volume and the surrounding regions. The y-component of the magnetic field mea-
sured in the z= 0 plane as a function of x and y and the y-component as measured
along the z axis are reported in Figure 2.6. The mean magnetic field inside the
cavity is 0.43 T with a value of 0.48 T measured at the centre. Any stray magnetic
field outside of the cavity can potentially interfere with the satellite instruments
and navigation systems. To attenuate the field leakage outside the cavity, the mag-
net is enclosed in a ferromagnetic shield.
Figure 2.6: Left: magnetic field intensity as a function of the x and y coordinates at z= 0 (half
height of the tracker). Right: magnetic field intensity as a function of the z coordinate at x= y= 0
(center of the transverse section).
The magnetic cavity houses six equidistant 300 µm thick silicon detector planes.
The double-sided silicon sensors provide two independent impact coordinates on
each plane. The basic detecting unit is the ladder, which comprises two sensors,
each 5.33×7.00 cm2, assembled with a front-end hybrid circuit. Each plane is built
from three ladders that are inserted inside an aluminium frame which connects
to the magnet canister. In order to limit multiple scattering in dead layers, no
additional supporting structure is present above or below the planes. Each high
resistivity n-type silicon detector is segmented into micro-strips on both sides with
p+ strips implanted on the junction side (also referred to as bending-side, along the
x-view) and n+ strips on the Ohmic side (also referred to as non-bending, along the
y-view). In the x-view, the implantation pitch is 25 µm and the read-out pitch is 50
µm. In the y-view, the read-out pitch is 67 µm with the strips orthogonal to those
in the x-view.
The front-end electronic system is based around VA1 Application Specific In-
tegrated Circuits (ASICs) which contain 128 charge sensitive pre amplifiers con-
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nected to shapers and a sample and hold circuit. The signals from the VA1 chips
are sent over 5 cm long kapton cables to be digitised by Analog-to-Digital (ADC)
boards mounted on the magnet canisters. The digitised data are transferred by
serial links to DSP-based read-out boards where they are compressed using a Zero
Order Predictor (ZOP) algorithm.
The magnetic spectrometer measures the deflection, defined as the inverse of
the particle magnetic rigidity ρ = pc/Ze, where e is the electron charge, p the mo-
mentum, c the speed of light and Z is the absolute charge. The magnetic rigidity
is the parameter that determines the dynamics of a charged particle in a magnetic
field: particles having different momentum and charge but the same rigidity be-
have in the same manner under the action of the Lorentz force. Since the y-axis
was chosen to be parallel to the field direction, the trajectory of the particle in the
xz plane can be described as a circular motion with radius R = p⊥/|q|B where p⊥ is
the perpendicular component of the momentum with respect to the magnetic field
direction.
The resolution in the deflection measurement depends on the geometrical con-
figuration of the spectrometer, on the intensity of the magnetic field and on the
spatial resolution of the silicon sensors. The latter resolution depends also on the
particle incidence angle. For normally incident tracks, tests with particle beams
(Figure 2.7) show a spatial resolution of 3.0±0.1 µm and 11.5±0.6 µm in the bend-
ing and non-bending views, respectively. While at high momentum the measure-
ment error is mainly due to the finite spatial resolution in measuring the impact
point on the detecting planes, at low momentum it is mainly due to the multiple
Coulomb scattering of the particle as it crosses the spectrometer material. The use
of double sided silicon sensors reduces the size of this effect. Figure 2.8 shows the
rigidity measurement error versus rigidity obtained on test beam proton data.
After the launch a software alignment procedure has been applied to the track-
ing system to correct the displacements of the 36 sensors that are introduced during
construction, shipment and, in particular, launch, with respect to the nominal po-
sitions. Six parameters are defined for each plane (three translation coordinates
and three rotation angles) whose values are used for the correction. They can be
obtained by real data selecting particles with a known deflection and comparing
the expected coordinates with the measured coordinates, then from the residuals of
the comparison, a χ2 can be calculated and minimized. The parameters that min-
imize the χ2 are chosen for the alignment. High energy electrons are used for this
procedure, since their rigidity is measured independently by the calorimeter.
2.2.3 Electromagnetic calorimeter
The main task of the calorimeter is to select positrons and antiprotons from like-
charged backgrounds which are significantly more abundant and to provide and
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test at GSI [8] in 2006 using a spare set of Si detector
planes. Results [9], shown in Fig. 4, indicate that nuclei up
to Z ¼ 4 can be clearly identified; on the other hand, the
single-channel saturation at "10 MIP affects the charge
discrimination capability for higher-Z nuclei.
3. Performances of the tracking system after launch
A first evaluation of the actual performances of the
tracking system Si detectors after launch has been done
through a preliminary analysis of a sample of data taken
during "12 h of flight. Data show that the tracking system
is working nominally as expected.
3.1. Thermal environment
A stable thermal environment is fundamental to
guarantee stability of operation for the various mechanical
and electronic components of the magnetic spectrometer.
The main source of heat is the VA1 chips on the Al2O3
hybrid circuits of the detector planes, compactly assembled
within the magnetic tower: for the internal planes the
double-sided hybrid circuit is positioned between two
superposed magnetic modules, with a gap of less than
4mm on each side. Convection heat transfer in the
PAMELA pressurized container filled with N2 is negligible
because of the low gravity; heat flows mainly through
radiation toward the nearby magnetic modules4 and is then
transferred to the PAMELA cooling loop pipe (with liquid
pumped by the satellite), directly connected to the external
walls of all the five modules, where thermal sensors
(AD590 [6]) are placed.
Data collected through these sensors show that the
cooling system is working efficiently:
# with all PAMELA systems powered-off the typical
module temperature is $ 21 %C, with variations of
o1 %C between different modules; after power-on,
temperature increases in a few hours to a steady value
of less than 31 %C;
# temperatures remain very stable (o1 %C variations)
along the orbit, despite the different sun lighting
conditions. The orbit duration is about 94min.
3.2. Electronic noise
Fig. 5 shows typical noise profiles taken in flight for an
X and a Y view (after common-mode noise subtraction).
Similar profiles for the 12 views are obtained at each
on-line calibration of the tracking system, which is done
about once per orbit.
Typical noise values for good channels are $ 510ENC
for X views and $ 1090 ENC for Y views; these values do
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Fig. 3. Uncertainty in rigidity measurement, obtained with proton beams
at CERN SPS. The dashed line is the bisector DR ¼ R. The fit to the four
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Fig. 4. Energy deposit per cluster (averaged on different Si detector
planes) for products of fragmentation of 12C on various targets at GSI
beam test.
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Fig. 5. Flight data: noise profiles for a Y view (DSP 3) and an X view
(DSP 6). Note the three independent ladders (1024 channels each).
4The internal walls of the modules are coated with IR absorbing paint
(Nextel Velvet Coating 811-21 with Verdunner 8061).
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Figure 2.7: The spatial resolution of the
spectrometer in the bending view. The solid line
indicates a Gaussian fit.
Figure 2.8: The uncert inty on the
rigidity measurement as a function of
the magnetic rigidity, obtained from
proton beams at CERN SPS [83]. The
dashed line corresponds to ∆ρ = ρ
while the solid line is a
parametrization of the resolution
under the hypothesis that the only two
relevant effects are multiple scattering
and spatial resolution.
to provide an energy measurement for leptons independent of the one obtained
by the spectrometer. Positrons must be identified from a background of protons
that increases from about 103 times the positron component at 1 GeV/c to ∼ 5 ·103
at 10 GeV/c, and antiprotons from a background of electrons that decreases from
∼ 5 ·103 times the antiproton component at 1 GeV/c to less than 102 times above
10 GeV/c. This means that the PAMELA apparatus must separate electrons from
hadrons at a level of 105−106. Much of this separation must be provided by the
calorimeter, i.e. electrons must be selected with an acceptable efficiency and with a
hadron contamination as small as possible.
The sampling electromagnetic calorimeter (shown in Figure 2.9 before the inte-
gration with the rest of the PAMELA apparatus) comprises 44 single-sided silicon
sensor planes (380 µm thick) interleaved with 22 plates of tungsten absorber. Each
tungsten layer has a thickness of 0.26 cm, which corresponds to 0.74 X0 (radia-
tion lengths), giving a total depth of 16.3 X0. Each tungsten plate is sandwiched
between two printed circuit boards upon which the silicon detectors, front-end elec-
2.2. THE APPARATUS 59
tronics and ADCs are mounted. The 8×8 cm2 silicon detectors are segmented into
32 read-out strips with a pitch of 2.4 mm. The silicon detectors are arranged in a
3×3 matrix and each of the 32 strips is bonded to the corresponding strip on the
other two detectors in the same row (or column), thereby forming 24 cm long read-
out strips. The orientation of the strips of two consecutive layers is orthogonal and
therefore provides two-dimensional spatial information.
Figure 2.9: The electromagnetic calorimeter with some modules partially inserted.
The longitudinal and transverse segmentation of the calorimeter, combined with
the measurement of the particle energy loss in each silicon strip, allows a high iden-
tification (or rejection) power for electromagnetic showers. Electromagnetic and
hadronic showers differ in their spatial development and energy distribution in a
way that can be distinguished by the calorimeter. The electron-hadron separation
performance of the calorimeter has been extensively studied and the calorimeter
is found to have sufficient performance to reach the primary scientific objectives
of PAMELA, providing a proton rejection factor of about 105 while keeping about
90% efficiency in selecting electrons and positrons. From simulations, an electron
rejection factor of about 105 in antiproton measurements (about 90% antiproton
identification efficiency) is demonstrated.
The calorimeter is also used to reconstruct the energy of the electromagnetic
showers. This provides a measurement of the energy of the incident electrons in-
dependent from the magnetic spectrometer, thus allowing a cross-calibration of the
two energy determinations. As shown in Figure 2.10, the constant term for the
calorimeter energy resolution has been measured as ∼ 5.5% for electromagnetic
showers generated by particles entering the calorimeter within the acceptance of
the tracking system up to an energy of several hundred GeV.
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Figure 2.10: The energy resolution of the electromagnetic calorimeter as measured from simulated
data for normal operation (black circles) and self-trigger mode (open circles).
2.2.4 The Anti-coincidence system
The PAMELA trigger system is based on the detection by some defined combination
of ToF scintillators of the passage of a particle (see section 2.3). Simulations have
shown that almost 75% of the triggers are not generated by a primary cosmic ray
passing through the PAMELA acceptance but they are due to secondary particles
produced in the interaction of the primary particle with the apparatus, as shown in
Fig. 2.11. The anti-coincidence system acts as a veto shield and it is used, during
the off-line data analysis, to identify and reject all the false-trigger events.
PAMELA features two anti-coincidence systems. The primary AC system con-
sists of 4 plastic scintillators (CAS) surrounding the sides of the magnet and one
covering the top (CAT). A secondary AC system consists of 4 plastic scintillators
(CARD) that surrounds the volume between the first two ToF planes. The CARD
detectors are scaled-down versions of CAS. The AC systems use 8 mm thick plas-
tic scintillators (Bicron BC-448M) read out by Hamamatsu R5900U PMTs. Each
scintillator is covered in two layers of reflective Tyvek material and coupled via a
7 mm thick silicone pad to the PMTs. Each CAS and CARD detector is read out
by two identical PMTs in order to decrease the possibility of single point failure.
For the same reason, and to cover the irregularly shaped area, the CAT detector is
read out by 8 PMTs. A high-voltage divider is mounted directly behind each PMT
and operated at a fixed voltage of 800 V. The scintillators and PMTs are housed in
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Figure 2.11: Schematic representations of simulated proton interactions in the PAMELA apparatus
(non-bending view shown). Left: a good trigger event without AC activity, with the lateral AC
system (CAS) represented by the outermost rectangles bracketing the tracker. Center: a false
trigger created by a particle entering the apparatus from the side generating a shower and AC
activity. Right: Particles backscattered from the calorimeter can also give rise to AC activity for
good trigger events.
aluminium containers which provide light-tightness, allow fixation to the PAMELA
superstructure and ensure that a reliable scintillator-PMT coupling is maintained.
The small fringe field from the magnetic spectrometer at the position of the PMTs
means that additional magnetic shielding is not required.
The signals from the 24 PMTs are divided between two independent data ac-
quisition boards with signals from PMTs for a given CAS or CARD detector or CAT
quadrant routed to different boards. Only binary hit information is stored from
each PMT indicating whether the deposited energy exceeds 0.5 mip (where 1 mip
is the most probable energy deposited by a normally incident minimum ionising
particle). On each board, an analogue front-end electronics system comprising an
integration/amplification and discrimination stage processes the PMT signals be-
fore they are fed into a FPGA. The core of this digital system is a 16 bit shift register
allowing hit information to be recorded in a time window of length 1.28 µs centered
on the trigger time. Within this window the hit can be located with an accuracy of
80 ns. The FPGA also allows the PMT singles rates to be monitored and controls
the data acquisition system. A DSP controls a monitoring system which is based
around 640 nm miniature LEDs glued directly to the scintillator material.
2.2.5 Shower tail catcher scintillator
The shower tail catcher scintillator (S4) improves the PAMELA electron-hadron sep-
aration performance by measuring shower leakage from the calorimeter. It also
62 CHAPTER 2. THE PAMELA EXPERIMENT
provides a high-energy trigger for the neutron detector. This scintillator is placed
directly beneath the calorimeter. It consists of a single square piece of 1 cm thick
scintillator of dimensions 48×48 cm2 which is read out by six PMTs, as shown in
Figure 2.12.
Figure 2.12: The tail scintillator S4. Figure 2.13: PAMELA neutron detector.
2.2.6 Neutron detector
The neutron detector complements the electron-proton discrimination capabilities
of the calorimeter. The evaporated neutron yield in a hadronic shower is 10–20
times larger than the one expected from an electromagnetic shower. The neutron
detector is sensitive to evaporated neutrons which are thermalised in the calorime-
ter. Joint analysis of the calorimeter and neutron detector information allow pri-
mary electron energies to be determined up to TeV energy.
The neutron detector (Figure 2.13) is located below the S4 scintillator and con-
sists of 36 proportional counters, filled with 3He and surrounded by a polyethylene
moderator enveloped in a thin cadmium layer to prevent thermal neutrons enter-
ing the detector from the sides and from below. The neutron interaction produces
protons as signal carriers, according to the nuclear reaction:
n+ 3He→ p+ 3H+γ
The counters are stacked in two planes of 18 counters, each oriented along the
y-axis of the instrument. The size of the neutron detector is 60×55×15 cm3.
2.2.7 Data acquisition system
The PSCU (PAMELA Storage and Control Unit) is the unit dedicated to handle
all slow controls, communication with the satellite, data acquisition, storage and
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downlink tasks. The PSCU contains four subsystems:
• A processor module built around a CPU based on a ERC-32 architecture
(SPARC v7 implementation) running the RTEMS real time operating system
at 24 MHz. The CPU is custom built by Laben and is fully space qualified.
• Two redundant 2 GByte mass memory modules. The modules include latch-
up detection, allowing operation to be transparently switched to the safe mod-
ule when a latch-up is detected.
• A PIF (PAMELA interface board) that performs three main tasks: communi-
cation with the IDAQ (Intermediate DAQ) system through a DMA (dynamic
memory access) controller, handling the interface with the mass memory, and
providing the interface with the VRL (Very high-speed Radio Link) module of
the satellite.
• A TMTC (Telemetry and Control) board that handles the housekeeping op-
erations of PAMELA, such as alarm, temperature and voltage monitoring
(once per second). Such monitoring is performed both directly (ADC inputs
and contact closure telemetries) and through a dedicated housekeeping board
that communicates through serial data links with the sub detector read-out
boards, with the IDAQ board and with the power supply control boards.
Data acquisition from the sub-detectors is managed by the IDAQ system at a rate
of 2 MByte/s. Upon receipt of a trigger, the PSCU initiates the IDAQ procedure
to readout data from the sub-detectors in sequence. The resulting data are stored
in the PSCU mass memory. Several times a day, the data are transferred to the
satellite on-board memory via the 12 MByte/s VRL bus where it is stored prior to
downlinking to the ground. Approximately 15 GBytes are transferred to ground
per day during 23 downlink sessions. The PSCU automatically handles the flow of
PAMELA physics tasks and continuously checks for proper operation of the appara-
tus.
The PSCU also handles communication with the Resurs satellite CPU and VRL
system. Data is downloaded to the VRL upon receipt of a dedicated command from
the Resurs CPU. The scheduling of data downloads from the PAMELAmass memory
to the VRL hard disk system is defined from ground on a daily basis. The PSCU
organizes the data acquisition cycle in ‘runs’. A run is defined as a continuous
period of data taking in which the trigger and detector configurations are constant.
These configurations are defined by the PSCU according to information stored in
on-board memory or received from ground. The duration of a run is determined
by the PSCU according to the orbital position (e.g. inside radiation belts or South
Atlantic Anomaly (SAA) or outside these areas). The orbital position also dictates
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the trigger configuration, as described in the following section. The orbital position
is derived from the ‘ascending node’ notification issued by the Resurs CPU when
the satellite crosses the equator from the southern hemisphere to the northern
hemisphere.
Additionally, the PSCU can interrupt and close a run if anomalous conditions
that require action upon the subsystems (e.g. hardware resets, etc.) are detected.
Periodically the PSCU calibrates the detectors, namely the anticounter system,
the tracker, the calorimeter and the S4 scintillator. By default, the calibration is
performed at the point of lowest CR trigger rate, i.e. the equator, upon receiving an
‘ascending node’ notification from the Resurs CPU. The frequency of calibrations
can be modified from the ground.
2.3 The trigger system
The trigger condition for PAMELA is defined by coincident energy deposits in the
ToF layers. Various configurations of layers can be selected to give the trigger
signal. The default ones used are:
• (S11 OR S12) AND (S21 OR S22) AND (S31 OR S32) outside radiation belts
and SAA;
• (S21 OR S22) AND (S31 OR S32) inside radiation belts and SAA;
since the radiation belts and the SAA are likely to saturate the S1 counting rate
but will not affect significantly the S2 and S3 scintillators because they are more
shielded. These trigger configurations can be changed from ground with dedicated
commands to the PSCU. A total of 29 configurations has been implemented on the
trigger board. Various combinations of AND or OR of the scintillator layers with or
without the calorimeter self-trigger and S4 trigger are implemented and the PMTs
can be masked on the trigger board by the PSCU.
The calorimeter is equipped with a self-trigger capability. A trigger signal is
generated when a specific energy distribution is detected in predetermined planes
within the lower half of the calorimeter. The sets of planes used in this configura-
tion can be changed with a dedicated command from ground. This allows PAMELA
to measure very high-energy (300 GeV to > 1 TeV) electrons in the cosmic radia-
tion. At present, very few measurements have covered this energy range. Since
these events are rare, it is important to have a large geometrical factor. By requir-
ing that triggering particles enter through one of the first four planes and cross at
least 10 radiation lengths, the geometrical factor is 600 cm2 sr, i.e. about a factor of
30 larger than the default PAMELA acceptance defined by the magnetic spectrome-
ter.
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Figure 2.14: The PAMELA trigger rate shown in events per minute evaluated during two
consecutive orbits (period ∼ 94 min). The trigger rate is strongly dependent on the orbital position:
NP, North Pole; SP, South Pole; E, Equator; SAA, South Atlantic Anomaly (SAA) [44].
The trigger rate observed during typical orbits is shown in Fig. 2.14. The max-
ima at ∼ 2200 events per minute (∼ 35 Hz) correspond to passages over the polar
regions (North Pole, NP and South Pole, SP) while the minima (∼ 15 Hz) corre-
spond to equatorial regions (E). The contribution from the SAA is clearly visible
(corresponding to the ∼ 70 Hz peak). Note that data is taken in the SAA using
the second default trigger configuration. The missing acquisition time after the
peaks of the SAA corresponds to the detector calibrations upon crossing the equa-
tor (about 1 min in duration). Dead and live times are monitored by two clocks that
count the time during which the data acquisition system is busy or is waiting for
a trigger, respectively. The dead time varies significantly over an orbit, due to the
significant changes in trigger rate shown in Fig. 2.14. Furthermore, if the satel-
lite crosses the SAA the dead time increases. The dead time also depends on the
trigger configuration. For an orbit not crossing the SAA the fractional dead time
is approximately 26%, i.e. the fractional live time is about 74%. As discussed pre-
viously, an automatic procedure changes the trigger configuration when entering
radiation environments thus reducing the trigger rate and, consequently, the dead
time.

CHAPTER3
H and He isotopes
As anticipated in Chapter 1 the study of the fluxes of hydrogen and helium isotopes
can provide constraints on propagation models as strong as those coming from the
boron and carbon data. Moreover hydrogen and helium nuclei are more abundant
than carbon and boron nuclei but the mass separation required to identify the dif-
ferent species is experimentally difficult to achieve on a wide energy range.
The combined use of the PAMELA spectrometer and ToF system allows the dif-
ferent isotopic species to be identified up to rigidities ρ ' 2.5 GV. Moreover the
redundancy of measurements from the other detectors (mainly the electromagnetic
calorimeter) makes it possible to separate the species independently of the ToF
information, providing a cross-check of the selection procedure.
In this chapter the selections for hydrogen and helium nuclei will be discussed
and the procedure for the reconstruction of the number of events for each isotope
will be illustrated. The efficiencies for each selection will be presented and all the
corrections implemented will be analysed.
3.1 Event selection
Hydrogen and helium are the most abundant species in CRs. Unlike other CR
components, such as positrons and antiprotons, they do not require strict particle-
identification selections to reduce a large background. This allows to define selec-
tion criteria for hydrogen and helium nuclei optimized to ensure a reliable recon-
struction of the event while having a high efficiency.
The basic selection criteria follow the ones described in previous PAMELA anal-
yses [11, 9] and aim to reject events for which a precise measurement of the particle
velocity and rigidity was not ensured.
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3.1.1 Magnetic spectrometer
As already discussed the magnetic spectrometer (hereafter also called tracking sys-
tem or tracker) reconstructs the particle trajectory inside the PAMELA magnetic
field, providing a measurement of the particle rigidity and of its energy depositions
in the silicon planes of the detector. The trajectory information is also used, to-
gether with the time-of-flight measurement from the ToF system, to determine the
particle velocity and to calibrate the dE/dx signal of the ToF photomultipliers. The
selection criteria are:
1. A single reconstructed track at least 0.15 mm away from the magnet walls
2. Number of hits on the x-view (nx) ≥ 4
3. Number of hits on the y-view (ny) ≥ 3
4. Mean dE/dx in the silicon planes consistent with a Z = 1 or a Z = 2 particle.
5. 0< (χ2)0.25 < p0+ p1η+ p2η2+ p3η3+ p4η4 (η= 1/ρ is the event deflection)
6. A positive value for the reconstructed rigidity
The first selection rejects multi-particle events with more than one track in
the spectrometer, likely to be caused by hadronic interactions at the top of the
payload, and reduces the instrument acceptance in order to avoid biases in the
track reconstruction from border effects and interactions in the magnet walls.
The second and third selections require a minimum number of hits for the track
fit. The number of hits is closely related to the uncertainty of the deflection mea-
surement
δη' σx
BL2
p
nx
(3.1)
where σx is the spatial resolution of the silicon detectors in the bending view, B the
magnetic field, and L is the lever-arm: the distance between the first and last plane
hit. However the magnetic field inside the cavity has a small residual component
along the y-axis which affects, with a weak contribution, the track fit, hence at
least three hits in the y-view are also required.
The fourth request selects hydrogen or helium nuclei according to their mean
energy release in the silicon detectors of the tracking system. The ionization energy
losses follow the Bethe-Bloch formula
−dE
dx
= 2piNar2emec2ρm
z
A
Z2
β2
[
ln
(
2meγ2v2Wmax
I2
)
−2β2−δ−2C
z
]
(3.2)
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where ρm, z and A are respectively the density, atomic number and weight of the
absorbing material, Na is the Avogadro number, re the classical electron radius,
Wmax is the maximum energy transfer in a single collision, I the mean excitation
potential of the absorbing material, δ and C are material-dependent correction fac-
tors. Since the energy release depends on the square of the particle charge the mea-
surement of the average energy released in the tracker planes for a given event at
a given rigidity can be used to discriminate between different particles, as shown
in Figure 3.1.
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Figure 3.1: The mean dE/dx in the magnetic spectrometer as a function of rigidity with the
selection bands for Z = 1 and Z = 2 events.
The fifth requirement selects events with a good fit of the track, in particular
for each event a χ2 is calculated
χ2 = 1
nx+ny−5
 nx∑
i=1
(
xi− xmeasi
)2
σ2x
+
ny∑
j=1
(
yj− ymeasj
)2
σ2y
 (3.3)
normalised to take into account that five points (three in the x-view and two in the
y-view) are the minimum requirement to fit a track in the spectrometer. For high
values of the deflection the χ2 is higher because of multiple scattering and the pos-
sibility of δ-ray emission in the silicon planes. A minimum quality of the deflection
measurements is requested by imposing an upper limit on the χ2 associated to the
track using the deflection-dependent parametrization reported in the fifth selection
and shown in Figure 3.2. The five parameters are chosen so that the χ2 upper limit
rejects 5% of the worst tracks at all energies and are summarized in table 3.1.
The last requirement ensures that the selected events have positive charge,
thus rejecting the small electron component in the selected sample.
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Hydrogen
p0 p1 p2 p3 p4
1.8095 0.952066 2.498 -1.21729 0.22343
Helium
p0 p1 p2 p3 p4
1.65281 1.0646 5.15668 -4.13264 0.94097
Table 3.1: The parameters for the χ2 cut described in the text for the two species as a function of
time.
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Figure 3.2: Track χ2 distribution as a function of the deflection η for Z = 1 (left) and Z = 2 (right)
events. The solid lines are the 95% upper limits described in the text.
3.1.2 ToF system
As already explained in chapter 2, the main task of the ToF system is to provide
a reliable measurement of the particle velocity and to reject splash-albedo parti-
cles entering PAMELA from below. The segmentation of the ToF planes also helps
rejecting multi-particle events. The selections adopted on the ToF system are:
1. A positive value (downward-going) for the time-of-flight;
2. At least one paddle hit (both TDC signals) between S11 and S12 and between
S21 and S22;
3. No more than one paddle hit (both TDC signals) on S11, S12, S21, S22;
4. On S1 and S2, if there is a hit paddle, it must be associated to the extrapolated
track from the spectrometer;
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5. On S11 and S12, no more than 2 hit PMTs outside the paddle hit by the
spectrometer track.
The first selection rejects particles coming from below the apparatus, the so-
called splash-albedo particles, that are secondary particles, resulting from the in-
teraction of the primary cosmic rays with the atmosphere, that splash back crossing
the detector from bottom to top. Figure 3.3 shows how different particles are dis-
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Figure 3.3: Particle velocity as a function of rigidity, no selections applied except the request of a
single track in the spectrometer. Particles with positive charge entering PAMELA from above lie in
the first quadrant of the plot, while positively charged albedo particles lie in the third quadrant.
Similarly negatively-charged particles occupy the second and fourth quadrant.
tributed on a (β;ρ) plane. Downward-going protons are in the quadrant ρ > 0, β> 0
and are the most abundant species. Albedo protons are also dominant in the quad-
rant ρ < 0, β < 0. Other particles in the plot are helium, deuterium and heavier
nuclei, visible below the proton band in the first quadrant, electrons at ρ < 0, β' 1,
positrons at ρ > 0, β ' 1 and so on. Pions, which are created by inelastic colli-
sions of primary protons in the 2 mm aluminium dome above the apparatus or by
protons entering the apparatus from below and interacting in the electromagnetic
calorimeter, are also visible at low rigidity where they are still non-relativistic.
The segmentation in paddles of the ToF planes provides another tool to reject
multi-particle events. A single-track primary proton is expected to hit one paddle
per each ToF plane, while a multi-particle event above the spectrometer may hit
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more than one paddle on the ToF planes S1 and S2. A careful study of this selec-
tion has led to a more soft and complex definition (selections two to five) to avoid
rejecting many events where a δ-ray may be generated and hit a paddle different
from the one hit by the primary particle.
3.1.3 Anti-coincidence system
As already mentioned in section 2.2.4, the aim of the anti-coincidence system is to
reject secondary particles during the off-line analysis.
Due to their position the three AC subsystems are sensitive to different kinds
of secondaries. CAS is mounted directly above the calorimeter and surrounds the
large amount of material of the magnet, it is therefore more sensitive to secondary
particles produced in interactions in the tracker or magnet, or back-scattered from
the calorimeter. On the other hand CAT and CARD are more exposed to showers
of particles coming from the top of the instrument, while they are less affected by
back-scattered particles in the calorimeter.
For these reasons particles with Z = 1 were selected by requiring no activity in
the CARD or CAT scintillators while no requests were made on the CAS activity.
For Z = 2 particles no selection on the AC system have been applied, since the only
contaminating events in the sample would come from the fragmentation of heavier
nuclei, which are less abundant than helium.
3.1.4 Galactic particle selection
A comparison between the particle rigidity and the local value of Rsvl makes it
possible to discriminate among galactic CRs and particles trapped in the Earth
magnetic field (see Figure 3.4). Most of the trapped albedo particles are rejected
by the request in the ToF system of a positive time-of-flight but part of the albedo
particles while spinning around the magnetic field line can enter PAMELA from
above. These so-called re-entrant albedo are particles which escape the atmosphere
with rigidity less than the local geomagnetic threshold rigidity and move to the
same geomagnetic latitude on the opposite hemisphere entering the atmosphere
with a rigidity below the geomagnetic cutoff.
To reject trapped particles the following selection is used:
ρl > k ·Rsvl (3.4)
that requires the lowest edge of the bin containing the particle measured rigidity
(ρl) to be a factor k higher than the Störmer vertical cutoff. As shown in Eq. 1.23,
the cutoff rigidity depends also on the particle incoming direction. To eliminate
this directionality effect in the definition of the cutoff rigidity a safety factor k is
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defined and it is determined by the minimum value for which all trapped particles
are rejected (see Figure 3.4, black line). In this analysis the value k= 1.3 is used.
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Figure 3.4: Particle rigidity as a function of the Störmer vertical cutoff Rsvl. The galactic
component can be seen above the red line ρ =Rsvl, while selected events lie above the black line
ρ > 1.3Rsvl.
3.1.5 Final samples
The event selections described in this section have been used to build samples of
Z = 1 (hydrogen) and Z = 2 (helium) candidates with no discrimination on the par-
ticle mass. The events passing all selections are shown in Figure 3.5 in the (β;ρ)
plane.
In the Z = 1 sample protons and deuterons can be clearly seen with small traces
of tritium nuclei. Tritium is an unstable nucleus with a half-life of ∼ 12 years which
is much shorter than the confinement time of galactic CRs in the galaxy, thus there
should be no galactic tritium in the cosmic radiation and the events seen in Figure
3.5 must come from fragmentation of heavier nuclei (mostly 4He) on the aluminium
dome.
Charge confusion between the Z = 1 and Z = 2 samples has been checked by
selecting clean samples of hydrogen and helium using the ToF dE/dx which is in-
dependent of the tracker dE/dx selection. The ToF selections are shown in Figure
3.6. Figure 3.7 shows the fraction of events in the hydrogen and helium sam-
ples built with the ToF selection reconstructed in the wrong sample by the tracker
selection. At most one hydrogen event every 105 is reconstructed by the tracker
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Figure 3.5: Sample distribution in the (β;ρ) plane for Z = 1 (left) and Z = 2 (right) candidates. The
black lines represent the expected mean velocity at a given rigidity for the different isotopic
species.
as a helium event, while less than one helium event every 103 is reconstructed as
hydrogen with the fraction decreasing with energy below 10−4 above 1 GV.
3.2 Isotope reconstruction
The basic selections listed in section 3.1 led to the definition of two samples of
events, one containing all the Z = 1 candidates, hereafter called the hydrogen sam-
ple, and the other containing the Z = 2 candidates, hereafter called the helium
sample.
Combining the velocity measurement from the ToF with the rigidity measured
by the spectrometer PAMELA is able to distinguish between particles with different
mass-to-charge ratios, according to the following equation
β=
(
1+ m
2
Z2ρ2
)−1/2
(3.5)
as already shown in Figure 3.5. The isotope reconstruction is performed by a com-
bined fit of the 1/β distribution in a fixed rigidity interval. The 1/β distribution at a
given energy, being proportional to the particle time-of-flight inside the apparatus,
is well described by a Gaussian distribution. Since fluxes and flux ratio measure-
ments are done in intervals of kinetic energy, for each isotope in the sample the
energy intervals are converted into the corresponding rigidity intervals, and for ev-
ery rigidity interval the 1/β distribution is examined. The number of events for each
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Figure 3.6: dE/dx vs. β charge selections on the six ToF planes.
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Figure 3.7: Fraction of events in the ToF Z = 1 and Z = 2 samples which are reconstructed with the
wrong charge by the tracker.
isotope is then reconstructed from a maximum-likelihood fit of the 1/β distribution
with a mixture model including two Gaussian components.
For rigidities above ∼ 2 GV the reconstruction of 2H and 3He events is biased by
the large background of 1H and 4He events, leading to an underestimation of the
reconstructed events. In order to avoid this bias two additional selections have been
introduced based on two truncated mean variables. Given N consistent measure-
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ments of an energy loss a truncated mean is defined as the mean of the n lowest
values among the N measurements. This kind of variable is often used in calori-
metric studies since it is less affected by the fluctuations induced by the right tail of
the Landau distribution. In this particular case the two variables have been chosen
to be the lowest energy release among those measured by the tracker tTr and the
lowest energy release in the ToF system tToF. The selection criteria on these vari-
ables have been optimized to reject as much 1H of 4He as possible while retaining
a high efficiency on the less abundant isotopes, and are shown in Figure 3.8. Since
the background of 4He is 10 times smaller than the 1H background no selection on
tToF has been applied.
 (GV)ρ
0.5 1 1.5 2 2.5
 
(M
IP
)
Trt
1
2
3
4
5
6
7
8
9
1
10
210
310
Z=1
 (GV)ρ
0.5 1 1.5 2 2.5
 
(M
IP
)
To
F
t
1
2
3
4
5
6
7
8
9
10
1
10
210
310
Z=1
 (GV)ρ
1 1.5 2 2.5 3
 
(M
IP
)
Trt
0
5
10
15
20
25
1
10
210
Z=2
Figure 3.8: Selections criteria on tTr and tToF for the hydrogen and helium samples.
Examples of 1/β fits are shown in Figure 3.9 for the energy bin corresponding
to the range 0.329−0.361 GeV/n for hydrogen and 0.312−0.350 GeV/n for helium.
As the top-right panel in Figure 3.9 shows, the proton rejection of the selections on
tTr and tToF is high enough that 2H becomes the dominant component in the Z = 1
sample up to rigidities of 2 GV.
3.3 Efficiencies
The selections used to derive the Z = 1 and Z = 2 samples were defined to recon-
struct a clean sample of hydrogen and helium nuclei, however some of the events
that should have been selected may be rejected by these selections.
The effect of each selection or set of selections on the sample under study must
be evaluated over a subset of events representative of the galactic flux. Such a
subset is called efficiency sample, and the efficiency ε of a generic set of selections
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Figure 3.9: Examples of 1/β fits in the energy ranges 0.329−0.361 GeV/n for hydrogen and
0.312−0.350 GeV/n for helium. Where a high background is potentially present the fit is
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is defined as:
ε= Nok
Nsel
where Nsel is the number of events in the efficiency sample and Nok is the number
of events in the efficiency sample that satisfy the selection criteria under study.
Selection efficiencies can be evaluated using flight data or relying on a Monte
Carlo simulation of the detector and its response to incoming particles. The esti-
mation from flight data is generally preferable because it avoids systematic uncer-
tainties due to the quality of the simulation in reproducing the physics involved.
The PAMELA instrument is particularly suited for the in-flight estimation of the
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efficiencies because of the redundancy information provided by different detectors.
Whenever it is not possible to build a clean efficiency sample for a given selection
a Monte Carlo simulation of the whole PAMELA apparatus based on the GEANT4
toolkit [12] is used to estimate the selection efficiency.
It must be noted that the effect of the selection cut under study must be evalu-
ated over an efficiency sample totally uncorrelated from the selection cut itself. As a
general rule when studying the efficiency of a certain detector no information from
that detector can be used to prepare the efficiency sample. This is the main reason
why in this work selection efficiencies are grouped depending on which detector
they are based on.
3.3.1 Anticoincidence and ToF selections
As already stated in Section 3.1.3 and 3.1.2 the AC and ToF selections are used
to reject multi-particle events where an inelastic interaction took place above the
first plane of the tracking system. The inefficiency of these selections is caused
by events where a single-track primary particle within the PAMELA acceptance
passes in the spectrometer, its track is fitted, and it interacts in the first planes
of the calorimeter. Backscattered secondary particles produce various hits on the
ToF planes or on the AC system and the event is therefore rejected. Events where
the emission of δ-rays causes spurious hits in the AC and ToF systems are also
discarded by these selections.
The requirement of a downward-going particle, asking a positive velocity (β> 0)
measurement by the ToF, also has to be evaluated together with the previous ones
in order to avoid possible biases. The velocity β is calculated as a weighted average
of the 12 single measurements obtained by all the possible pairs of TDC values
of the 6 ToF planes. The β evaluation is not considered reliable if most of the
single β measurement have a residual with respect to the mean value higher than
a predetermined threshold and, in such cases, a down-going particle can be rejected
by the β> 0 selection.
Since the ToF and the AC detectors are used to reject multi-particles events it is
difficult to build an efficiency sample without contaminating events and a potential
bias in the efficiency evaluation is to be expected [43]. Most of the contaminating
events are at low rigidity (below ∼ 3 GV) so it is possible to determine the energy
dependence of the efficiency at low energy from the Monte Carlo simulation and
eventually match the high energy behaviour to the flight data efficiency where no
contamination is expected. The use of the Monte Carlo simulation is unavoidable
for this study since it is not possible to select a pure sample of 2H and 3He with-
out using information from the ToF and with enough statistics to obtain a precise
determination of the efficiency.
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Figure 3.10: ToF and AC selection efficiencies for the species under study as a function of kinetic
energy.
The efficiencies for the combined selections on the ToF and AC systems are
shown in Figure 3.10 for all the species under study and in the energy range of
interest. The decreasing trend with increasing energy visible in the efficiency for
the helium isotopes is due to the increase in the hadronic cross-section. The same
trend is visible in the efficiency for hydrogen if extended to higher energy [43].
3.3.2 Track selections
It is possible to build an efficiency sample for the selections on the track from the
spectrometer, mainly by requiring non-interacting events in the electromagnetic
calorimeter and by extrapolating the trajectory from the calorimeter inside the
spectrometer, but this procedure presents two major issues: the calorimeter cannot
provide a rigidity measurement and the limited spatial resolution of the extrapo-
lated track can lead to biases in the efficiency evaluation if the track lies near the
magnet walls. Consequently it is not possible to calculate a rigidity-dependent ef-
ficiency for the tracker selections. Moreover, since a clean flight sample of 2H and
3He will also be affected by low statistics, the evaluation of this efficiency must rely
on the Monte Carlo simulation.
The Monte Carlo simulation of PAMELA has been checked on a sample of simu-
lated in-acceptance protons having both the rigidity and the spatial distribution of
the flight efficiency sample. The efficiency calculated on such a sample was found
to be in agreement with the flight estimation to better than 4% [11].
The performance of the Viking VA1 chips, used in the the readout of the tracking
system, is degrading over time, creating dead areas on the tracker planes where the
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passage of the charged particle is not recorded. Due to the reduction of the tracker
active area a decrease in the efficiency is expected. Since this decrease is related
to the electronics, the malfunctioning chips are monitored during the calibration
phase of PAMELA, and the map of malfunctioning chips can be introduced in the
Monte Carlo simulation.
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Figure 3.11: Tracker selection efficiencies for the species under study as a function of kinetic
energy in 2006 and 2007.
The efficiencies for the track quality selections are shown in Figure 3.11 for all
the species under study and in the two years considered in this analysis. The only
selection introducing an energy dependence in this efficiency is the χ2 selection.
3.3.3 Background reduction selections
The selections introduced in section 3.2 to reduce the proton background in the 2H
reconstruction and the 4He background in the 3He reconstruction have been tuned
to retain a high efficiency on 2H and 3He events. The efficiency sample has been
selected from flight data by requiring non-interacting events in the electromagnetic
calorimeter and using a truncated mean of the energy releases in the calorimeter
to separate the isotopes.
The energy dependence of the efficiencies has been cross-checked with the Monte
Carlo simulation to ensure that no contamination is present in the efficiency sam-
ple. Figure 3.12 shows the efficiencies for the background reduction cuts on 2H and
3He events in 2006 and 2007. The difference between the two time periods is due
to a change in the hardware configuration of the PMTs of the ToF system.
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3.4 Flux reconstruction
In order to derive the particle flux for each isotope the number of selected events
has to be corrected for the selection efficiency, any residual contamination in the
sample has to be subtracted and the energy distribution of the selected events has
to be propagated to the top of the payload. Selection efficiencies have been dis-
cussed in the previous section, while the remaining corrections will be explained
here.
3.4.1 Contamination
Secondary particles produced by inelastic interactions in the top of the payload may
enter the acceptance window of PAMELA passing all the selection criteria and lead-
ing to a contamination of the event sample, as sketched in Figure 3.13. The amount
of contamination coming from these events cannot be estimated from flight data so
it is derived by simulating a isotropic flux of protons and helium nuclei hitting the
PAMELA pressurized container. The Monte Carlo simulation was carried out using
the GEANT4 toolkit and the hadronic interactions were handled via the QGSP_BIC
physics list.
The major source of contamination comes from the fragmentation of galactic
4He in the 2 mm aluminium dome producing mainly 2H but also 3He. However
the contribution in the 3He sample from 4He fragmentation is found to be less
than 1% and is thus negligible with respect to the other systematic uncertainties
82 CHAPTER 3. H AND HE ISOTOPES
Figure 3.13: Pictorial representation of the fragmentation of a 4He nucleus producing a secondary
2H particle in acceptance and passing all the selections.
of the measurement. The amount of 2H contamination events is estimated from
the simulation by matching the number of simulated events with the flight sample
events and it is shown in Figure 3.14.
The Z = 1 sample also contains a small quantity of 3H events, which can be
seen in the top-right panel of Figure 3.9 as a peak around values of 1/β ' 1.9. As
previously stated, no galactic 3H can survive the propagation process and all the
tritium events in the Z = 1 sample must come from 4He fragmentation. The 2H con-
tamination predicted by the Monte Carlo simulation can be validated by comparing
the amount of 3H predicted by the simulation with the number of flight 3H events.
Figure 3.15 shows the number of 3H in the Z = 1 sample obtained with a Gaus-
sian fit of the 1/β distribution during the reconstruction of the number of 2H events
compared with the predicted amount of 3H events caused by 4He fragmentation in
the aluminium dome obtained from the Monte Carlo simulation. The agreement
of the two distributions validates the reliability of the Monte Carlo simulation in
predicting the number of secondary 2H events from 4He fragmentation.
3.4.2 Unfolding
The rigidity measured by the magnetic spectrometer is always different from the
value of the particle rigidity before it enters PAMELA because of two effects:
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• The particle loses energy crossing the aluminium dome and the first two lay-
ers of the ToF system (by ionization or, for electrons and positrons, also emit-
ting a bremsstrahlung photon).
• Sone randomization of the rigidity measurement due to the finite resolution
of the spectrometer.
Both effects cause a distortion of the particle flux because of a migration of events
from one energy bin to another. Resolution effects can be relevant at high energy
because, due to the power-law nature of the CR fluxes, there are more particles
with lower rigidity that are wrongly assigned a higher rigidity than vice-versa.
However in the energy range of interest for this analysis the most relevant effect
is the energy loss that particles experience while crossing the detector material.
Thus events in this energy range are usually reconstructed with an energy system-
atically lower than the energy they had before entering the instrument.
There are many approaches to solve this issue, for instance one can use the
Monte Carlo simulation to derive an energy-dependent correction factor defined as
the ratio between the “true” simulated spectrum and the one reconstructed by the
instrument. The accuracy of this kind of procedure strongly depends on the quality
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of the Monte Carlo simulation used to derive the correction factor and, moreover,
shows a strong dependence on the assumed spectral shape.
In this work an iterative unfolding method, based on Bayes’ theorem and pro-
posed by G. D’Agostini [38], is used. The Bayes’ theorem is stated in terms of
several independent causes (Ci, i = 1,2, · · · ,nC) and effects (E j, j = 1,2, · · · ,nE) and
it links the conditional probability P(Ci|E j) that the single observed event E j has
been due to the cause Ci, to the probability P(E j|Ci) that the i-th cause produces
the j-th effect, weighted with the a priori probability of the cause P0(Ci).
P(Ci|E j)=
P(E j|Ci) ·P0(Ci)∑nC
k=1P(E j|Ck) ·P0(Ck)
(3.6)
As expected, the probability is normalized by summing on all the possible nC causes
that produce the effect E j. In our case the cause Ci will represent a statement
such as "The energy of the event before entering PAMELA falls into the i-th energy
bin". Likewise the effect E j will represent the statement "The energy of the event
measured by the spectrometer falls into the j-th energy bin".
If nE is the number of effects and n(E j) the number of observed events for the
j-th effect, then the best estimate of the number of events due to the cause Ci is
nˆ(Ci)= 1
εi
nE∑
j=1
n(E j)P(Ci|E j) (3.7)
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where εi is the efficiency of detecting the cause Ci in any of the observed effects
and it is defined as follows:
εi =
nE∑
j=1
P(E j|Ci) (3.8)
Equation 3.6 involves the a-priori probability of the causes Ci (also called prior)
but in many physical situations this quantity is not known and the point in using
an unfolding procedure is to measure it. A practical way to overcome this issue
is to make a reasonable assumption on the prior but, in doing so, the result will
always show a dependency on the kind of prior used to obtain it. The most diffuse
approach is to use assume all the causes to be equally probable (flat prior assump-
tion), compute all the nˆ(Ci) and use them as a new prior in Equation 3.6. This
iterative procedure is performed until the difference between the last iteration and
the previous one satisfies some predefined convergence condition. In this work a χ2
test between the last iteration and the previous one is performed, and the unfolding
procedure is stopped if χ2 < 1. It can be shown that the result of such an iterative
procedure is independent of the assumption on the prior spectrum [39].
The probabilities P(E j|Ci) can be estimated with Monte Carlo methods and
constitute the elements of the smearing matrix S
Si j =P(E j|Ci)=
n(E j)
n(Ci)
∣∣∣∣
MC
In this work the smearing matrix accounts only for the bin-to-bin migration, any
instrumental inefficiency is taken into account in the efficiency evaluation as treated
in section 3.3. This implies that the εi defined in equation 3.8 only account for the
number of events that are lost because they are reconstructed outside of the energy
range of interest for the analysis.
It must be noted that all the efficiencies that are measured from flight data or
derived as a function of the spectrometer rigidity should be applied, by definition,
to the number of events before the unfolding procedure. Conversely any efficiency
that cannot rely on a measurement of the particle rigidity from the spectrometer is
evaluated on Monte Carlo events as a function of the “true” rigidity (or energy) and
should be applied after the unfolding procedure.
All the information on the physical processes involved is embedded in the ma-
trix S and in order for this procedure to reconstruct a reliable spectrum the Monte
Carlo simulation must properly simulate all the particle energy losses inside the
apparatus. The unfolding procedure has been cross-checked on the reconstruction
of the electron flux by PAMELA [8]. The energy losses suffered by electrons are
higher than for protons or heavier nuclei due to the emission of bremsstrahlung
radiation, the emitted photon is not detected by the magnetic spectrometer and
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Figure 3.16: Smearing matrices for the four isotopes under study. The color-coded scale shows the
probability for each cause-effect combination.
the energy of the electron in the tracker can be significantly lower than its initial
energy. The total energy can still be measured if both the photon and the elec-
tron reach the electromagnetic calorimeter, so the electron energy distribution as
measured by the calorimeter can be used to cross-check the unfolded energy dis-
tribution from the spectrometer. The spectrum reconstructed by the tracker and
the calorimeter from real and simulated data were compared, resulting in good
agreement [8].
The smearing matrices obtained from the simulation are shown in Figure 3.16
for all the isotopes under study. In the low-energy part a systematic trend can be
seen for which the measured energy is always lower than the generated one, due to
the particle slowdown, while the matrix becomes more symmetric at higher energy.
An additional consistency check on the unfolding procedure can be performed
by splitting the sample of simulated events into two independent sub-samples. The
first sub-sample is used to construct the smearing matrix, while the second sub-
sample is used to simulate the detector response to a known input spectrum. The
unfolding procedure is then applied to the events of the second sub-sample and the
reconstructed spectrum is compared with the “true” spectrum used to generate the
events. The result of this check is shown in Figure 3.17. The unfolded spectrum
agrees with the generated one up to statistical fluctuations of the order of 2% which
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can be considered as a systematic uncertainty from the unfolding procedure.
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Figure 3.17: Test of the unfolding procedure on simulated data. The generated 2H distribution is
shown in black, in red the distribution measured by the spectrometer and in blue the distribution
reconstructed by the unfolding procedure.
3.4.3 Geometrical factor and hadronic interactions
The geometrical acceptance of PAMELA can be estimated by defining a set of planes
(hereafter called acceptance planes) that model the geometrical properties of the
apparatus. An event is considered to be inside the acceptance if the trajectory of
the primary particle satisfies the trigger conditions and crosses all the acceptance
planes. The acceptance planes for PAMELA are shown in Figure 3.18 and they are:
• All the ToF planes needed to satisfy the trigger condition.
• The 6 tracker planes (T1 - T6).
• Two acceptance planes immediately above (CU) and below the magnet cavity
(CL).
Moreover in order to avoid introducing systematic errors in the measurements, a
fiducial cut is often applied on the nominal area of the 14 acceptance planes. In
this work a tolerance value of 0.15 cm was assumed to exclude events for which the
trajectory reconstructed by the tracking routine was found in the vicinity of lateral
walls of the magnet cavity.
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Figure 3.18: The 14 acceptance planes used to model PAMELA acceptance.
The definition of the PAMELA geometrical factor follows the work by Sullivan
[95] and it is expressed as:
GN =
∫
Ω
dω
∫
Σ
dσ · rˆ (3.9)
where dω is the solid-angle element (in the direction defined by the zenithal and
azimuthal angles θ and ϕ), rˆ is the unit vector relative to the direction (θ,ϕ), dσ·rˆ is
the effective area element under the solid angle dω and the integration boundaries
are the detector surface Σ and the total solid angle Ω.
It is not possible, in the case of the PAMELA geometry, to solve equation 3.9
analytically because of the complex geometry and of the fact that equation 3.9 is
valid only for straight particle tracks. The presence of the magnetic field introduces
an additional term in equation 3.9 [43]
GN(ρ)=
∫
Ω
dω
∫
Σ
f (x, y,θ,ϕ,ρ)dσ · rˆ (3.10)
where f (x, y,θ,ϕ,ρ) is a function that assumes the value 1 or 0 if the particle is or it
is not in the defined acceptance considering its trajectory inside the magnetic field.
The resulting geometrical factor (called nominal geometrical factor) is shown by
the black line in Figure 3.19. This calculation has been carried out numerically [82]
and cross-checked with the Monte Carlo simulation [29]; the two calculations agree
within 0.1%. Above a few hundred MV the tracks are approximately straight (due
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Figure 3.19: Nominal geometrical factor GN (black line) and the effective geometrical factor G for
the four different isotopes under study as a function of rigidity.
to the small deflection), therefore the geometrical factor is approximately constant
in rigidity with a value of 19.9 cm2 sr. Low energy particles are more deflected and
the geometrical factor decreases. This reflects in the 2% decrease between high
rigidities and 400 MV (the minimum detectable rigidity for protons).
The nominal geometrical factor only takes into account the effect of the detector
geometry and of the magnetic field in the definition of the acceptance, but particles
may be lost also due to inelastic scattering in the 2 mm aluminium container that
houses PAMELA or in the first two layers of the ToF system. An effective geometrical
factor G can be defined to incorporate the effect of particle losses caused by inelastic
interactions or elastic scattering and to take into account particles that exit the
acceptance volume because their curvature in the magnetic field is increased by
their slowdown inside the detectors
G(ρ)= [1−b(ρ)]GN(ρ) (3.11)
where b(ρ) is the fraction of events lost and it has been evaluated with the Monte
Carlo simulation. The correction factor b(ρ) can introduce an additional energy
dependence in the geometrical factor which reflects the energy dependence of the
interaction cross-section. The resulting geometrical factors are shown in Figure
3.19 together with their statistical uncertainty. About 6% of 1H events are lost due
to hadronic interactions while for 2H the fraction amounts to 10%; about 13% of
events are lost for both 3He and 4He.
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3.4.4 Live time
As discussed in section 3.1.4 galactic particles have been selected according to the
value of their rigidity compared to the value of the local Störmer vertical cutoff
Rsvl. The live time and its dependence on the vertical cutoff have been calculated
according to the procedure described in [29]. A live time histogram, with the same
binning chosen for the corresponding isotope flux, was filled as a function of Rsvl
weighting each event with the associated live time. Then the cumulative distribu-
tion was evaluated from each bin content ti as
T(E i)=
i−1∑
k=0
tk (3.12)
and it represents the live time spent by the apparatus in orbital positions where
1.3 ·Rsvl is lower than ρl . Another way of picturing the effect of the geomagnetic
cutoff is to think of the apparatus as “blind” for galactic particles with rigidity lower
than 1.3·Rsvl. An example of the live time obtained with this procedure is shown in
Figure 3.20. Since the maximum value of Rsvl is about 15 GV for rigidities greater
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Figure 3.20: Total live time for years 2006 and 2007 as a function of the Störmer vertical cutoff
Rsvl.
than 1.3 ·15 GV = 19.5 GV the live time is constant and it corresponds to the total
live time of the instrument.
3.4.5 Cutoff correction
In section 3.4.2 the reconstruction of the particle counts at the top of the instrument
has been discussed and the effect of the particle slowdown on the measured rigidity
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has been shown. However the selection for galactic particles in 3.1.4 is done by
comparing the measured rigidity with the local value of the geomagnetic cutoff.
Since the mean measured rigidity in this energy range is systematically lower than
the rigidity of the particle before entering PAMELA it may happen that a galactic
particle with ρ0 > 1.3 ·Rsvl is reconstructed with a rigidity ρ < 1.3 ·Rsvl < ρ0 and
therefore it may be discarded from the analysis.
A Monte Carlo simulation has been carried out assigning at each generated
event a value of Rsvl randomly extracted from the flight data distribution. Then
the fraction of galactic events rejected by the ρl > 1.3 ·Rsvl selection is evaluated
and a correction factor Ccut for each isotopic species is derived, shown in Figure
3.21.
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Figure 3.21: The correction factor Ccut which takes into account the particle loss due to the effect of
the slowdown on the galactic particle selection. The dashed line show a parametrization of the
correction factor.
3.5 Results
Once that the number of events has been reconstructed and the selection efficien-
cies have been evaluated the flux can be derived as
Φ(E i)= nˆ(Ci)
∆E i G(E i)T(E i)ε(E i)Ccut(E i)
(3.13)
where nˆ(Ci) is the unfolded number of events in the i-th energy bin, ∆E i is the bin
width , G(E i) the effective geometrical factor, ε(E i) the product of all the efficien-
cies to be applied after the unfolding procedure, T(E i) the instrument live time for
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Kinetic energy 1H selected events 2H selected events 2H contamination 1H reconstructed events 2H reconstructed events
(GeV/n) at top of payload at top of payload
0.120−0.132 38927 2128 202±9 63000±1000 3800±200
0.132−0.144 47689 2493 220±8 78000±1100 4600±200
0.144−0.158 58104 2888 236±9 96000±1100 5200±200
0.158−0.173 70390 3314 250±8 116000±1200 5900±200
0.173−0.190 84622 3772 262±9 140000±1300 6600±300
0.190−0.208 102408 4261 272±9 171000±1400 7600±300
0.208−0.228 123869 4781 281±8 205000±1600 8700±300
0.228−0.250 145923 5329 289±8 245000±1600 9700±300
0.250−0.274 173016 5900 296±8 289000±1800 10400±300
0.274−0.300 200767 6550 306±8 337000±1900 11600±300
0.300−0.329 231937 7403 323±10 392000±2000 13200±400
0.329−0.361 266950 8301 340±9 447000±2000 15000±400
0.361−0.395 303941 9226 353±9 509000±2000 16500±400
0.395−0.433 343790 10150 358±9 564000±2000 18500±500
0.433−0.475 382305 11037 349±8 638000±3000 20300±500
0.475−0.520 424071 11835 318±8 731000±3000 22000±600
0.520−0.570 466939 12479 259±7 788000±3000 23300±700
Table 3.2: Selected 1H and 2H events, 2H contamination and unfolded number of 1H and 2H events.
Kinetic energy 4He selected events 3He selected events 4He reconstructed events 3He reconstructed events
(GeV/n) at top of payload at top of payload
0.126−0.141 21092 1510 32900±600 2300±170
0.141−0.158 24709 1767 39600±600 2700±160
0.158−0.177 29506 2486 48000±700 3800±200
0.177−0.198 35215 3038 56300±700 4700±200
0.198−0.222 41078 3801 66300±800 5500±300
0.222−0.249 47654 4188 76700±900 6800±300
0.249−0.279 53935 5158 85700±900 8000±300
0.279−0.312 61541 6083 99000±1000 9600±300
0.312−0.350 68608 6863 111000±1800 11200±300
0.350−0.392 76090 7992 124000±1900 12900±400
0.392−0.439 83651 9497 136000±2000 14700±400
0.439−0.492 90552 10286 146000±2000 16500±400
0.492−0.551 99140 11461 158000±2000 18900±500
0.551−0.618 104636 12774 166000±2000 21600±500
0.618−0.692 110854 13381 174000±3000 23700±500
0.692−0.776 114097 14754 177000±3000 25500±600
0.776−0.870 117080 13641 180000±3000 27000±700
Table 3.3: Selected 4He and 3He events and unfolded number of 4He and 3He events.
the energy E i, and Ccut(E i) is the correction factor derived in section 3.4.5. The
selected number of events, the amount of contamination in the 2H sample, and the
reconstructed events at the top of the payload are reported in tables 3.2 and 3.4,
while the results for He are reported in tables 3.3 and 3.5.
Hydrogen isotope fluxes and their ratio are shown in Figure 3.22 while helium
isotope fluxes and their ratio are shown in Figure 3.23 with error bars display-
ing the statistical uncertainties and shaded areas the systematic uncertainties.
PAMELA data is compared to previous experiments on balloons [70, 80, 103, 81,
104, 23, 106] or in space [15, 13] and with recent theoretical predictions based on a
numerical solution of the transport equation by Vladimirov et al. [101] modulated
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Figure 3.22: Hydrogen isotope flux (a) and flux
ratio (b) measured in this work compared with
recent experiments [70, 80, 13] and with
different propagation models with (solid line)
or without (dashed line) diffusive
re-acceleration in the galaxy [101].
Figure 3.23: Helium isotope flux (a) and flux
ratio (b) measured in this work compared with
recent experiments [103, 81, 104, 23, 106, 15]
and with different propagation models with
(solid line) or without (dashed line) diffusive
re-acceleration in the galaxy [101].
using the Force-Field approach with a potential of ΦDR = 440 MV for the diffusive
re-acceleration model and ΦPD = 480 MV for the plain diffusion model.
In Figures 3.22 and 3.23, PAMELA and AMS-01 measurements are the only
ones performed at altitudes greater than ∼ 300 km with no contamination from
particle interactions in the residual atmosphere above the apparatus, while all the
other balloon-borne experiments have to correct the number of measured events
by subtracting the estimated amount of secondary atmospheric events, introduc-
ing an additional source of systematic uncertainty in the measurement. PAMELA
results agree with previous measurements, especially with BESS measurement of
the 2H/1H ratio and with IMAX measurement of the 3He/4He ratio.
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Kinetic energy 1H flux 2H flux 2H/ 1H
at top of payload (GeV/n m2 s sr)−1 (GeV/n m2 s sr)−1
(GeV/n)
0.120 - 0.132 (9.86±0.15±0.31) ·102 (34.5±2.0±1.1) (3.5±0.2±0.2) ·10−2
0.132 - 0.144 (1.064±0.014±0.030) ·103 (36.9±1.9±1.1) (3.47±0.18±0.20) ·10−2
0.144 - 0.158 (1.136±0.013±0.029) ·103 (37.3±1.7±1.0) (3.28±0.15±0.17) ·10−2
0.158 - 0.173 (1.182±0.012±0.028) ·103 (37.2±1.5±0.9) (3.14±0.13±0.15) ·10−2
0.173 - 0.190 (1.233±0.012±0.027) ·103 (36.5±1.4±0.8) (2.96±0.11±0.13) ·10−2
0.190 - 0.208 (1.300±0.011±0.027) ·103 (37.3±1.3±0.8) (2.87±0.10±0.12) ·10−2
0.208 - 0.228 (1.351±0.010±0.027) ·103 (37.6±1.3±0.8) (2.79±0.10±0.11) ·10−2
0.228 - 0.250 (1.405±0.010±0.027) ·103 (37.0±1.2±0.7) (2.64±0.08±0.10) ·10−2
0.250 - 0.274 (1.453±0.009±0.027) ·103 (35.4±1.0±0.7) (2.44±0.07±0.09) ·10−2
0.274 - 0.300 (1.486±0.008±0.027) ·103 (34.8±1.0±0.6) (2.34±0.07±0.08) ·10−2
0.300 - 0.329 (1.514±0.008±0.027) ·103 (35.1±1.0±0.6) (2.32±0.07±0.08) ·10−2
0.329 - 0.361 (1.517±0.007±0.026) ·103 (35.1±1.0±0.6) (2.31±0.07±0.08) ·10−2
0.361 - 0.395 (1.520±0.007±0.026) ·103 (34.1±0.9±0.6) (2.24±0.06±0.08) ·10−2
0.395 - 0.433 (1.484±0.006±0.025) ·103 (33.9±0.9±0.6) (2.29±0.06±0.08) ·10−2
0.433 - 0.475 (1.480±0.006±0.025) ·103 (32.9±0.8±0.6) (2.23±0.06±0.08) ·10−2
0.475 - 0.520 (1.499±0.006±0.025) ·103 (31.9±0.8±0.6) (2.13±0.06±0.07) ·10−2
0.520 - 0.570 (1.429±0.005±0.024) ·103 (30.2±0.9±0.5) (2.11±0.06±0.07) ·10−2
Table 3.4: 1H and 2H fluxes and their ratio.
Kinetic energy 4He flux 3He flux 3He/ 4He
at top of payload (GeV/n m2 s sr)−1 (GeV/n m2 s sr)−1
(GeV/n)
0.126 - 0.141 (2.31±0.05±0.05) ·102 (18.6±1.7±0.5) (8.0±0.7±0.4) ·10−2
0.141 - 0.158 (2.40±0.04±0.05) ·102 (20.7±1.5±0.5) (8.6±0.7±0.4) ·10−2
0.158 - 0.177 (2.47±0.04±0.05) ·102 (21.8±1.4±0.5) (8.8±0.6±0.4) ·10−2
0.177 - 0.198 (2.52±0.03±0.05) ·102 (24.1±1.3±0.5) (9.6±0.5±0.4) ·10−2
0.198 - 0.222 (2.54±0.03±0.04) ·102 (25.7±1.2±0.5) (1.01±0.05±0.04) ·10−1
0.222 - 0.249 (2.54±0.03±0.04) ·102 (26.6±1.1±0.5) (1.05±0.05±0.04) ·10−1
0.249 - 0.279 (2.46±0.03±0.04) ·102 (26.9±1.0±0.5) (1.09±0.04±0.04) ·10−1
0.279 - 0.312 (2.41±0.03±0.04) ·102 (27.6±0.9±0.5) (1.15±0.04±0.04) ·10−1
0.312 - 0.350 (2.33±0.03±0.04) ·102 (27.6±0.9±0.5) (1.18±0.04±0.04) ·10−1
0.350 - 0.392 (2.25±0.03±0.04) ·102 (27.4±0.8±0.5) (1.22±0.04±0.04) ·10−1
0.392 - 0.439 (2.13±0.03±0.04) ·102 (26.7±0.7±0.5) (1.25±0.04±0.04) ·10−1
0.439 - 0.492 (1.97±0.03±0.03) ·102 (25.8±0.7±0.5) (1.31±0.04±0.05) ·10−1
0.492 - 0.551 (1.84±0.03±0.03) ·102 (25.1±0.6±0.5) (1.36±0.04±0.05) ·10−1
0.551 - 0.618 (1.71±0.03±0.03) ·102 (24.8±0.6±0.4) (1.45±0.04±0.05) ·10−1
0.618 - 0.692 (1.54±0.02±0.03) ·102 (23.3±0.5±0.4) (1.52±0.04±0.05) ·10−1
0.692 - 0.776 (1.36±0.02±0.02) ·102 (21.7±0.5±0.4) (1.60±0.05±0.06) ·10−1
0.776 - 0.870 (1.190±0.019±0.021) ·102 (19.8±0.5±0.4) (1.67±0.05±0.07) ·10−1
Table 3.5: 4He and 3He fluxes and their ratio.
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3.5.1 Systematic uncertainties
The contributions to the systematic uncertainties in these measurements can be
summarized as follows:
• Selection efficiencies: The estimation of the selection efficiencies is affected
by a statistical error due to the finite size of the efficiency sample. This er-
ror was considered and propagated as a systematic uncertainty. For the effi-
ciency of the ToF and AC selections this uncertainty is 0.21% at low energy
(120 MeV/n) and drops to 0.14% at high energy (600-900 MeV/n). For the
spectrometer selections the uncertainty is 0.3% at low energy increasing to
0.4% at high energy.
• Cutoff correction: The uncertainty, due to the size of the Monte Carlo sam-
ple, on the correction factor Ccut decreases from 6% to 0.07% as the energy
increases from 120 MeV/n to 900 MeV/n.
• Contamination subtraction: The subtraction of the contamination results in
a systematic uncertainty on the 2H flux of 1.9% at low energy dropping below
0.1% at 300 MeV/n due to the finite size of the Monte Carlo sample. To test
the validity of the Monte Carlo simulation the 3H component was used (see
section 3.4.1). Simulation and flight data were in agreement within a 10% tol-
erance. This discrepancy was treated as an additional systematic uncertainty
on the estimated number of contamination events. The 10% systematic un-
certainty on the 2H contamination translates in an additional 1% uncertainty
on the number of reconstructed 2H events.
• Geometrical factor: The uncertainty on the effective geometrical factor as es-
timated from the Monte Carlo simulation is almost independent of energy
and amounts to 0.18%.
• Unfolding procedure: As discussed also in [9] two possible systematic effects
have been studied regarding the unfolding procedure: the uncertainty asso-
ciated with the simulated smearing matrix and the intrinsic accuracy of the
procedure. The former was constrained by checking for compatibility between
measured and simulated spatial residuals and was found to be negligible.
The latter was estimated by folding and unfolding a known spectral shape
(see section 3.4.2) with the spectrometer response and was found to be 2%,
independent of energy.

CHAPTER4
Boron and Carbon fluxes
In this chapter the steps for the identification of boron and carbon nuclei with the
PAMELA apparatus will be discussed and all the event reconstruction issues will
be addressed. The optimization of the track-finding algorithm for the high energy
deposits of Z = 5 and Z = 6 nuclei in the spectrometer will be explained and the per-
formances will be shown. The event selections will be discussed starting with the
charge selection, as provided by the ToF system, and with the track-quality require-
ments. All the selection efficiencies will be derived and the corrections involved in
the flux reconstruction will be reported.
4.1 Charge identification
Charge measurement in PAMELA, by means of ionization energy loss, can be per-
formed independently by the ToF system, by the magnetic spectrometer and by the
electromagnetic calorimeter. The tracking system is not particularly suited to se-
lect nuclei with Z > 3 since the high signal-to-noise ratio chosen for the readout
electronics limits the dynamic range of the detector (see section 4.2) and saturation
effects don’t allow a reliable charge identification for boron and carbon nuclei [31].
The electromagnetic calorimeter is the detector with the highest dynamic range,
capable of performing charge identification up to at least Z = 26. The charge resolu-
tion of the first silicon plane of the calorimeter is about 0.3 charge units for carbon
nuclei. The charge resolution of the calorimeter can be improved by selecting non-
interacting events and using the mean energy deposit in several calorimeter planes.
Unfortunately this procedure lowers significantly the efficiency of the charge selec-
tion.
The best choice for identification of carbon and boron nuclei is therefore the use
of ionization losses in the ToF system, which can be used to identify nuclei up to
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Z = 8. The signals of all the ToF PMTs are calibrated on a clean sample of relativis-
tic helium events selected with the tracking system, and these events are used to
derive correction factors for non-linearities in the ADC response, signal attenuation
inside the scintillator material and ageing effects. The charge resolution obtained
with the 6 layers of the ToF system is 0.2 charge units for carbon nuclei [31].
In this work boron and carbon nuclei are selected with a rigidity-dependent
dE/dx selection (hereafter named sample charge selection) on information of the
following combinations of the ToF layers: S12, the mean of S21 and S22, and the
mean of S31 and S32. A carbon or boron candidate must satisfy the selection cri-
teria on all three combinations, shown in Figure 4.1, in order to be selected in the
event sample.
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Figure 4.1: dE/dx distributions as a function of rigidity for the three ToF layer combinations used
to select boron and carbon nuclei: S12 (left), 〈S2〉 (center) and 〈S3〉 (right). The red lines show the
selection bands for the two species.
A different charge measurement can be obtained from the energy deposit in S11
and in the first layer of the electromagnetic calorimeter (hereafter named alterna-
tive charge selection). Since this selection is independent of the charge selection
chosen to build the event samples it can be used to select events for the charge ef-
ficiency sample and to study the charge mis-identification of the sample selection.
The selection bands for the S11-calorimeter measurement are shown in Figure 4.2.
The fraction of events selected with the alternative charge measurement and
wrongly reconstructed by the sample charge selection is shown in Figure 4.3. When
there are no mis-identified events a 95% upper limit is shown. As Figure 4.3 shows,
the derived upper limits on the mis-identification probability cannot rule out the
possible presence of a significant charge contamination between the two species at
high energy. However, since the mean energy release for boron and carbon events
above 20 GV is almost independent of rigidity, the mis-identification probability
can be assumed constant in the rigidity range 20−500 GV and, moreover, spillover
events can be included in the probability calculation. Spillover events have usually
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Figure 4.2: dE/dx distributions as a function of rigidity for the alternative charge selection: S11
(left) and the first layer of the electromagnetic calorimeter (right). The red lines show the selection
bands for the two species.
a rigidity comparable or higher than the MDR associated to the track fit (see section
4.2), and reconstructed with the wrong sign of the charge by the tracking system.
Nevertheless spillover events are high energy events (the lowest possible MDR for
boron and carbon events is ∼ 70 GV, see section 4.2) and can be used for this study.
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Figure 4.3: Charge mis-identification probability for boron and carbon nuclei selected with the
alternative charge measurement. Where there are no mis-identified events a 95% upper limit is
shown. A combined probability in the rigidity range 20−500 GV calculated including also spillover
events is shown by the points with dashed lines. Results are consistent with a constant
mis-identification probability above 4 GV of ' 10−3 for boron nuclei and ' 3 ·10−4 for carbon nuclei.
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The combined mis-identification probability measured in the rigidity range 20−
500 GV is shown by the dashed lines in Figure 4.3 and has a value compatible with
the ones in the rigidity range 2−10 GV, where the higher number of events allows
a rigidity-dependent evaluation of the probability.
4.2 Tracking algorithm
The PAMELA spectrometer was conceived and optimized for the detection of singly
charged particles. In particular the request of a high signal-to-noise ratio for the
silicon detectors (' 56 for clusters on the x-view strips and ' 26 for clusters on the y-
view [83]) constrains the dynamic range of the readout electronics. The saturation
threshold for a single channel of the VA1 readout chips is reached for signals of ∼ 10
MIP and saturation effects start to affect the reconstruction of clusters generated
by the passage of Z > 3 particles.
A charge deposition on a single or multiple adjacent strips is identified as a
cluster by the cluster-finding algorithm if there is at least one strip with a signal
Ss > Sn+7σn, where Ss is the strip signal, Sn is the strip noise level and σn is the
strip noise RMS. The cluster-finding algorithm then includes in the cluster all the
neighbouring strips with Ss > Sn+4σn.
For each cluster the impact point of the incident particle is reconstructed with a
position-finding algorithm, in the case of the PAMELA spectrometer the non-linear
η algorithm [90] has been adopted. The non-linear η algorithm (usually known in
literature simply as the η algorithm) considers only the two adjacent strips in the
cluster with the highest signal and, if xL is the position of the leftmost strip, the
reconstructed position is defined as
x= xL+ f (η)P , (4.1)
where P is the readout pitch, η is the fraction of the signal collected by the right-
most strip, and f (η) is defined as
f (η)=
∫ η
0
dN
dη′
dη′
/∫ 1
0
dN
dη′
dη′ , (4.2)
where dN/dη is the experimental η distribution derived from a uniform illumina-
tion of the detector (see Figure 4.4). On the y-view all the strips are read, thus the
η distribution exhibits two peaks at values close to 0 or 1, meaning that in many
events more than 90% of the signal is collected by a single strip. On the x-view
every alternate strip is read out, for a readout pitch of 50 µm, thus whenever a
particle crosses the floating strip the charge in the silicon detector is split among
the two neighbouring strips, creating a third peak around the value 0.5 in the η
distribution.
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Fig. 11. The η distribution on both sides, for data (points) and simulation (line).
In this data run tracks were approximately perpendicular to the surface of the
detector; actually the asymmetry of the junction side distribution is due to a small
inclination of the beam (∼ 0.3 deg.), reproduced in the simulation.
cluster, this quantity is proportional to the energy loss in the detector thickness.
In fact, histograms in fig. 9 follow a Landau distribution, as expected for MIP’s
crossing thin layers of material. The same agreement between data and simulation,
shown in figure for the junction side, is observed on the ohmic view. The average
shape of the cluster is shown in fig. 10: each graph has on the abscissa the strip
number around the maximum of the cluster and on the ordinate the fraction of sig-
nal collected by the corresponding strip. All the clusters (about 20000 in the data
sample) are superimposed in the histogram to obtain an average behaviour. A left–
right asymmetry (at 3σ level) can be observed in figure on the junction side for
the strips adjacent to the maximum: this difference could be explained as due to
a small shift (∼ 1µm) of the mask used to implant the strips in the silicon bulk
with respect to the mask used to define the metallic strips. As a consequence, the
capacitive coupling of a strip to the left neighbour is different from the coupling to
the right one. This possibility has been confirmed by the manufacturer. The sim-
ulation shown in fig. 10 includes such asymmetry. The good agreement between
data and simulation represents a first significant test of the general model, since the
average shape of the cluster is influenced by all the mechanisms of charge division
and rearrangement on the strips (diffusion of charge carriers, capacitive couplings,
signal–to–noise ratio).
The η variable [10,19] is the basic parameter for our following analysis. If the pair
of adjacent channels showing the highest signals are considered in each cluster, η
14
Figure 4.4: The η distribution for vertically incident particles obtained by test-beam data with
protons at CERN-SPS (points) and simulation (line) for the x-view (top) and for the y-view
(bottom). Figure from [90].
The η algorithm was developed to yield an unbiased reconstruction of the im-
pa t point by taki g into account the uneven distribution of th signal between the
two strips. If the signal of one of the two strip is saturated then the measured η
value will be shifted tow rds the value 0.5, while if both the strips are saturated
then the meas red η will be close to 0.5 independently of which strip collected the
highest signal. In such cases the systematic shift in η will lead to a wrong position
reconstruction since the algorithm is reconstructing the impact point using a η dis-
tribution that doesn’t take into account the effect of the strip saturation, worsening
the track reconstruction.
Moreover saturated clusters may show multiple peaks or similar irregularities
in the charge distribution and the cluster finding algorithm may identify multiple
clusters associated to the same charge deposit, since it looks for peaks of charge
release. During the track fit one of these “false peaks” may be wrongly associated
to the trajectory, leading to a wrong rigidity measurement.
Clusters due to δ-rays produced by the primary nucleus traversing the silicon
detectors may also be associated to the track instead of the correct nucleus cluster.
Since the production of δ-rays depends on the amount of energy lost by ionization
this effect is more pronounced for boron and carbon nuclei than for hydrogen.
These effects can be seen by analysing the residuals ∆x between the impact
points measured by the η algorithm xmeas and the position of the hit evaluated from
the reconstructed track xtrk. The residuals for candidate carbon and boron nuclei
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Figure 4.5: Residuals distribution for carbon events on the six layers of the x-view. For each layer
the distribution has been fitted with a Gaussian function and the systematic shift is estimated as
the mean of the fitted distribution.
are shown in Figure 4.5 and 4.6 for the six layers of the magnetic spectrometer
x-view. The track residuals in each layer show a systematic shift which in several
cases is greater than 2 µm, and in general, much greater than the estimated pre-
cision in the alignment of the tracker planes [9]. The track reconstruction at high
energy in such conditions yields no reliable information on the particle rigidity and
lowers significantly the maximum detectable rigidity.
In order to correct the biases in the track reconstruction in the dataset (here-
after called “standard”, or STD dataset) the processing algorithm has been mod-
ified for this analysis, leading to the definition of a new dataset (hereafter called
“retracked”, or RTRK dataset). The following procedure was developed to correct
the aforementioned issues in the track reconstruction:
• When there are high energy releases, such as in the case of boron and carbon
nuclei, the charge distribution on the strips in a given cluster may show the
presence of multiple peaks. When this happens the position finding algorithm
identifies each peak as a seed for a different cluster and the wrong seed may
be associated to the track during the track fit. These multiple “ghost” clusters
can be identified since the cluster reconstruction software assigns the same
charge release to each peak (the peaks belong to the same set of neighbouring
strips so, each time a peak is found in the distribution, the cluster-finding
algorithm creates one cluster object for each peak, and associates to each of
them the charge release of the whole charge distribution). When multiple
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Figure 4.6: Residuals distribution for boron events on the six layers of the x-view. For each layer
the distribution has been fitted with a Gaussian function and the systematic shift is estimated as
the mean of the fitted distribution.
“ghost” clusters are found, only the one associated with the seed strip with
the highest signal is kept, and the other ones are discarded.
• For non-saturated clusters, the standard η-algorithm is used for the position-
finding. For saturated clusters, a digital algorithm is used instead: the clus-
ter position is the center of the saturated strips plateau, neglecting non-
saturated strips at the tails of the cluster.
• Clusters caused by δ-ray emission can be identified since they are associated
with a charge deposit typical of a Z = 1 particle. Discarding from the track fit
all the clusters with a charge deposit lower than 5 MIP should remove all the
δ-ray clusters while retaining 100% efficiency on boron and carbon clusters.
After these cleaning steps have been performed the selected clusters are used in the
track fit. The output of this procedure is the RTRK dataset, used in this analysis.
To see that all the modifications introduced to the standard track reconstruc-
tion in the PAMELA software solve the issues caused by saturation effects in the
spectrometer, the experimental track residuals for the RTRK dataset (Figure 4.7
and 4.8) are compared with the track residuals from a Monte Carlo simulation
processed accordingly to the new track reconstruction procedure. No significant
difference between flight data and Monte Carlo simulation is seen.
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Figure 4.7: Residuals distribution for carbon events (RTRK dataset) on the six layers of the x-view.
Data residuals (points) are compared with the residuals from the MC simulation (histogram), while
the solid line is a Gaussian fit of the data. No significant offset can be seen in the distributions.
One consequence of the modified procedure is that the position resolution of the
digital algorithm is intrinsically worse than the η-algorithm resolution which, for
protons, is about 3 µm on the x-view. For the digital algorithm the spatial resolution
is
σdig = P/
p
12≈ 14.4µm , (4.3)
meaning that the maximum MDR for boron and carbon nuclei is reduced to ∼ 250
GV, a factor 14/3 lower than the proton maximum MDR. This can also be confirmed
by checking the MDR distribution for flight carbon data, shown in Figure 4.9 com-
pared to the MDR distribution for a proton sample.
The peaks in the two distributions belong to different populations, namely events
with a lever-arm of 4, 5, and 6 planes, the latter class of events being the one with
the highest MDR.
Spillover effect
The lower MDR for boron and carbon nuclei results in a more pronounced spillover
effect, meaning that events with a rigidity close or greater than the corresponding
MDR may be reconstructed with a negative rigidity. Since the lowest MDR that
can be obtained with the RTRK dataset is ∼ 70 GV in order to avoid a significant
reduction of statistics in the dataset, spillover events with negative rigidity are not
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Figure 4.8: Residuals distribution for boron events (RTRK dataset) on the six layers of the x-view.
Data residuals (points) are compared with the residuals from the MC simulation (histogram), while
the solid line is a Gaussian fit of the data. No significant offset can be seen in the distributions.
discarded and a specific rigidity bin (called “spillover” bin) is added in the analysis
to handle such type of events.
In this analysis the spillover events are defined as events with a negative rigid-
ity lower than −50 GV or with a positive rigidity greater than 400 GV. The upper
limit at −50 GV was chosen in this analysis to keep in the sample all the spillover
events while rejecting the small component at low negative rigidity due to multiple
scattering of low energy nuclei. The separation between the two types of events
can be seen in Figure 4.10 where the measured rigidity distribution of a sample of
simulated carbon events is compared with the injected rigidity distribution. The
tail of spillover events is clearly visible starting from rigidities of ∼−70 GV and it
is well separated by the multiple scattering events at rigidities −10 GV < ρ < 0 GV.
Adding the spillover bin changes the effect of the spillover from an inefficiency
(the events would have been discarded from the analysis) to a bin-to-bin migra-
tion, so they must be included in the spectrum reconstruction with the unfolding
procedure.
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Figure 4.9: MDR distribution for carbon nuclei selected from flight data compared with the same
distribution for protons. The lower MDR for carbon nuclei is due to the worse resolution of the
digital position-finding algorithm.
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Figure 4.10: Simulated and reconstructed rigidity spectra for a sample of carbon events. The
spillover events can be seen as a tail of events with rigidity lower than −50 GV on the left side of
the plot. The inset shows the same distributions in the rigidity range between −1.5 GV and 1.2 GV
to show the negative rigidity component due to multiple scattering.
4.3 Event selection
The dataset used in this analysis includes all the events recorded by the PAMELA
apparatus between July 2006 and March 2008. The basic selections adopted in
this analysis are conceptually similar to the ones adopted in chapter 3. The main
differences between the two analyses are the ones in the procedure for the charge
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identification and in the tracking algorithm presented in this chapter.
4.3.1 Magnetic spectrometer
The selections involving the tracking system are the following:
1. A single reconstructed track at least 0.15 mm away from the magnet walls;
2. Number of hits on the x-view (nx) ≥ 4;
3. Number of hits on the y-view (ny) ≥ 3;
4. A reconstructed deflection greater than −0.02 GV-1;
5. The lower edge of the bin containing the reconstructed rigidity greater than
k times the vertical cutoff (with k= 1.3);
6. 0 < χ2 < p0+ p1|η|p2 ·
[
1+ (p3 · |η|)2].
As already explained in chapter 3 the first selection ensures a single well-
reconstructed track rejecting multi-particle events caused by inelastic interactions
in the top part of the apparatus. The second and third selections impose a lower
limit for the number of hits used in the track reconstruction, increasing the rigidity
resolution of the spectrometer. The fourth selection discards all the events with
a reconstructed rigidity between −50 GV and 0 GV while the fifth request selects
only galactic particles. The sixth selection is a cut on the track χ2 calibrated to
reject 10% of the worst tracks at all energies. The mathematical expression of the
χ2 cut is different from the one presented in chapter 3; this is mostly due to the fact
that this selection has been calibrated on a wider energy range, with a different
efficiency and on a dataset obtained with a different tracking algorithm. Moreover,
due to the time-dependent behaviour of the tracking system, the χ2 distribution of
the flight data sample is not constant with time and the selection was calibrated
on three temporal bunches. The parameters obtained from the calibration are re-
ported in table 4.1 while the cuts are shown in Figures 4.11 and 4.12.
4.3.2 ToF system
The criteria adopted on the ToF system are the following:
1. A positive value for the time-of-flight;
2. An energy deposit consistent with that of a boron or carbon nucleus on S12,
〈S2〉 and 〈S3〉 (sample charge selection, see section 4.1).
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Carbon
p0 p1 p2 p3
7 July 2006 - 31 December 2006 1.62858 9.84732 1.48004 2.52565
1 January 2007 - 30 June 2007 1.69607 6.49153 1.19231 2.80954
1 July 2007 - 27 March 2008 1.87108 8.79215 1.45883 2.68122
Boron
p0 p1 p2 p3
7 July 2006 - 31 December 2006 1.00214 1.8227 0.474274 5.32885
1 January 2007 - 30 June 2007 0.79877 5.32058 0.708377 2.84073
1 July 2007 - 27 March 2008 1.69311 17.0007 1.7494 2.06967
Table 4.1: The parameters for the χ2 cut described in the text for the two species as a function of
time.
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Figure 4.11: χ2 as a function of deflection for carbon events in the three temporal bunches defined
in Table 4.1. The red lines show the selection defined by the parameters in the text.
The first selection, as already described in chapter 3, rejects albedo particles com-
ing from below the apparatus, while the second selection, described in section 4.1,
allows to define a clean boron sample and a clean carbon sample to be used for the
flux evaluation.
No requests on the number of hit paddles have been imposed since, due to the
higher probability of δ-ray emission, high Z nuclei are more likely to hit more than
one paddle on the ToF system. It is possible that the fragmentation of a heavier
nucleus (e.g. oxygen) could produce a secondary carbon or boron accompanied by
other fragments and that a selection on the number of hit paddles on the ToF or on
the AC system may help removing these events. However the resulting contami-
nation, as estimated from Monte Carlo simulations, is small, also because heavier
elements are typically less abundant than carbon.
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Figure 4.12: χ2 as a function of deflection for boron events in the three temporal bunches defined in
Table 4.1. The red lines show the selection defined by the parameters in the text.
4.3.3 Final samples
All the selections listed before led to the definition of two samples of events: one
containing all the boron candidates and the other containing all the events iden-
tified as carbon nuclei. The carbon sample is assumed to be pure 12C, since the
abundance of galactic 13C is thought to be negligible, while the boron sample is a
mixture of 10B and 11B. This aspect has to be taken into account when this kind of
measurement is performed with a magnetic spectrometer [99] since the conversion
from rigidity to kinetic energy per-nucleon depends on the particle mass, according
to:
E =
√
Z2ρ2
A2
+m2p−mp , (4.4)
under the assumption m' Amp where mp is the proton mass.
The ToF β resolution does not allow for isotopic separation on the boron sample,
not even at low energy, thus an event-by-event rigidity-to-energy conversion is not
possible. Since the aim of this analysis is to present a measurement of the boron
and carbon fluxes (and their ratio) as a function of energy, another procedure must
be adopted.
First of all an assumption has to be made on the isotopic composition of the
boron sample
FB(E)=
φ10B(E)
φ10B(E)+φ11B(E)
.
Most galactic propagation models predict a rather flat behaviour for FB as a
function of kinetic energy, with a “consensus” value of F˜B = 0.35±0.15 that can be
found in the literature [18, 42, 64]. In this work the value F˜B is used whenever
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Figure 4.13: The 10B/11B ratio as measured by recent experiments [15, 41, 58, 57] compared with a
theoretical prediction based on the GALPROP code. The red line shows the value of the ratio
corresponding to the consensus value of the 10B fraction F˜B and its uncertainty over the energy
range of interest for this analysis.
dealing with effects that can, in principle, act differently on 10B or 11B. Figure 4.13
shows a theoretical prediction for the 10B/11B ratio based on the GALPROP model
compared with experimental observations and, shown as a red box, with the value
corresponding to F˜B and its uncertainty in the energy range of interest for this
analysis.
As can be seen the choice of a 10B fraction equal to F˜B does not contradict either
theoretical predictions or experimental observations. Moreover the uncertainty as-
sociated to F˜B is very conservative and can accommodate a wide range of possible
propagation models.
Once a hypothesis on the 10B fraction has been made, the energy intervals for
the flux measurement are converted into rigidity intervals twice: once under the
assumption of a pure 10B sample and once under the assumption of a pure 11B
sample. Two rigidity histograms are built, one from each set of intervals, and the
events in the boron sample are counted in both histograms. Since the rigidity in-
tervals between the two hypotheses are different, the galactic particle selection,
that involves the lowest edge of the bin containing the particle measured rigidity,
is applied independently on each histogram. This implies that the live time, for a
given kinetic energy, is different for the two isotopes, and it is not the only correc-
tion which depends on the mass number A: the effective geometrical factor also
depends on the isotopic species because the fragmentation cross-sections depend
on the mass number, the tracking efficiency at low energy may be different for the
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two isotopes because the multiple scattering effect is more pronounced for heav-
ier species, and the smearing matrix at low energy can be different because the
slowdown affects more the lighter particles.
The flux reconstruction proceeds separately for the two hypotheses and only at
the end the two fluxes are combined to obtain a total boron flux. The procedure will
be explained in section 4.5.6, after all the corrections have been discussed.
The events that passed the boron and carbon selections are shown in Figure 4.14
and in tables 4.2 and 4.3. In the right panel of Figure 4.14 the boron histograms
corresponding to the two composition hypotheses are shown. The last bin of every
histogram is the spillover/overflow bin which, as already anticipated, contains all
the events with positive rigidity greater than ∼ 400 GV or with a negative rigidity
below −50 GV. Note that the events populating the two histograms are actually the
same: the only difference between the two cases is the definition of the rigidity bins
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Figure 4.14: Events passing the carbon (left) or boron (right) selections as a function of the
measured rigidity. The last bin is the spillover/overflow bin. Boron events are shown according to
the two different composition hypotheses described in the text.
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Kinetic energy (GeV/n) Carbon rigidity (GV) Carbon events
0.114 - 0.150 0.950 - 1.1 352
0.150 - 0.196 1.1 - 1.27 813
0.196 - 0.257 1.27 - 1.48 1479
0.257 - 0.337 1.48 - 1.72 2511
0.337 - 0.441 1.72 - 2.02 3569
0.441 - 0.578 2.02 - 2.38 5146
0.578 - 0.758 2.38 - 2.82 6651
0.758 - 0.993 2.82 - 3.37 7359
0.993 - 1.30 3.37 - 4.06 7578
1.30 - 1.71 4.06 - 4.94 7033
1.71 - 2.24 4.94 - 6.06 6369
2.24 - 2.93 6.06 - 7.50 5673
2.93 - 3.84 7.50 - 9.36 4795
3.84 - 5.03 9.36 - 11.8 3990
5.03 - 6.6 11.8 - 14.9 3270
6.60 - 8.65 14.9 - 19.1 2717
8.65 - 11.3 19.1 - 24.5 2048
11.3 - 14.9 24.5 - 31.5 1337
14.9 - 19.5 31.5 - 40.8 851
19.5 - 25.5 40.8 - 52.9 571
25.5 - 33.4 52.9 - 68.7 346
33.4 - 43.8 68.7 - 89.5 244
43.8 - 57.4 89.5 - 117 131
57.4 - 75.3 117 - 152 94
75.3 - 98.7 152 - 199 49
98.7 - 129 199 - 261 37
129 - 170 261 - 341 19
170 - 222 341 - 446 8
222 - ∞ 446 - ∞ 80
Table 4.2: Selected events in the carbon sample as a function of both kinetic energy and rigidity.
The last bin is the spillover/overflow bin and also contains all the events with measured rigidity
ρ <−50 GV.
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Kinetic energy (GeV/n) 10B rigidity (GV) 10B events 11B rigidity (GV) 11B events
0.114 - 0.150 0.950 - 1.10 36 1.04 - 1.21 80
0.150 - 0.196 1.10 - 1.27 114 1.21 - 1.40 184
0.196 - 0.257 1.27 - 1.48 259 1.40 - 1.62 449
0.257 - 0.337 1.48 - 1.72 595 1.62 - 1.89 881
0.337 - 0.442 1.72 - 2.02 1094 1.89 - 2.22 1322
0.442 - 0.579 2.02 - 2.38 1566 2.22 - 2.61 1795
0.579 - 0.758 2.38 - 2.82 1955 2.61 - 3.10 2092
0.758 - 0.994 2.82 - 3.37 2300 3.10 - 3.71 2320
0.994 - 1.30 3.37 - 4.06 2351 3.71 - 4.47 2248
1.30 - 1.71 4.06 - 4.94 2281 4.47 - 5.43 2166
1.71 - 2.24 4.94 - 6.06 1960 5.43 - 6.66 1737
2.24 - 2.93 6.06 - 7.50 1691 6.66 - 8.25 1553
2.93 - 3.84 7.50 - 9.36 1350 8.25 - 10.3 1202
3.84 - 5.04 9.36 - 11.8 1078 10.3 - 13.0 945
5.04 - 6.60 11.8 - 14.9 811 13.0 - 16.4 704
6.60 - 8.65 14.9 - 19.1 612 16.4 - 21.0 540
8.65 - 11.3 19.1 - 24.5 454 21.0 - 26.9 369
11.3 - 14.9 24.5 - 31.5 253 26.9 - 34.7 217
14.9 - 19.5 31.5 - 40.8 149 34.7 - 44.8 121
19.5 - 25.5 40.8 - 52.9 85 44.8 - 58.1 69
25.5 - 33.5 52.9 - 68.7 49 58.1 - 75.6 41
33.5 - 43.8 68.7 - 89.5 30 75.6 - 98.4 26
43.8 - 57.5 89.5 - 117 20 98.4 - 128 15
57.5 - 75.3 117 - 152 11 128 - 168 9
75.3 - 98.7 152 - 199 7 168 - 219 5
98.7 - 129 199 - 261 2 219 - 287 2
129 - 170 261 - 341 4 287 - 375 5
170 - 222 341 - 446 3 375 - 491 2
222 - ∞ 446 - ∞ 13 491 - ∞ 12
Table 4.3: Selected events in the boron sample as a function of both kinetic energy and rigidity for
both isotopic hypotheses. The last bin is the spillover/overflow bin and also contains all the events
with measured rigidity ρ <−50 GV.
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4.4 Efficiencies
4.4.1 ToF selections
In this analysis the ToF system is mainly used to identify the particle charge, no
other requests are made on the number or on the position of hit paddles due to the
higher δ-ray production that may introduce an additional inefficiency.
The efficiency sample for the charge selection is built using the alternative
charge selection introduced in section 4.1 which depends on the energy releases
on S11 and the first layer of the electromagnetic calorimeter. The efficiency of the
sample charge selection obtained on this sample is shown in Figure 4.15 for the
single-layer selections on S12, S2, and S3 and for their combination.
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Figure 4.15: The charge selection efficiencies for carbon (left) and boron events (right) for
single-layer selections and for the combined selection used for the event samples.
The use of the electromagnetic calorimeter in the efficiency sample preselection
can introduce a correlation between the alternative charge selection and the sam-
ple charge selection due to events that interact in the first layers of the calorimeter
and produce secondary particles that back-scatter on S3. Such events are present
in the flux sample so, in principle, they should be in the efficiency sample, but the
request of a minimum-ionizing boron or carbon in the calorimeter can potentially
reject interacting events. For this reason the charge selection on the electromag-
netic calorimeter is restricted to the first layer of the calorimeter, that precedes the
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first layer of tungsten, and moreover only energy deposits in the strip crossed by
the spectrometer track and the two neighbouring strips are considered, in order to
retain interacting events in the efficiency sample and avoid any possible bias.
To evaluate the effect of a possible contamination in the efficiency sample the
efficiency can be evaluated on a second sample obtained with stricter selections.
One possibility to do so is to examine the efficiencies of each ToF layer obtained
by preselecting the sample, also adding the selections on the other two layers. If
the resulting efficiency sample is cleaner than the one obtained using the S11 and
calorimeter selection only, then the efficiency should be higher than the one shown
in Figure 4.15. The efficiencies for the single-layer S2 and S3 selections on carbon
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Figure 4.16: The efficiency for the carbon charge selection on S2 obtained with the S11 and
calorimeter preselections compared with the same efficiency evaluated on a sample preselected
adding also the S12 ans S3 selections. If no contamination is present in the efficiency sample the
two efficiencies should be the same.
events obtained with the S11 and calorimeter preselection, and with the stricter
sample selection including the remaining ToF layers, are shown in Figures 4.16
and 4.17. The agreement between the two efficiencies, within the statistical uncer-
tainty, shows that no visible contamination is present in the efficiency sample.
4.4.2 Track selections
As already explained in section 3.3.2 the efficiency for the track quality selections
could be derived from flight data by building an efficiency sample of events that do
not interact in the electromagnetic calorimeter and then extrapolating the track in-
side the calorimeter back inside the magnet cavity at the expense of sample statis-
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Figure 4.17: The efficiency for the carbon charge selection on S3 obtained with the S11 and
calorimeter preselections compared with the same efficiency evaluated on a sample preselected
adding also the S12 ans S2 selections. If no contamination is present in the efficiency sample the
two efficiencies should be the same.
tics. Moreover the energy dependence of the tracking efficiency can be obtained
in this way only for low-energy events with β < 1 within the limit of the ToF res-
olution. For these reasons the tracking efficiency for boron and carbon nuclei was
obtained from the Monte Carlo simulation.
The simulated events have been processed with the same data reduction pipeline
software used for flight data, including all the modifications in the position finding
algorithm and cluster reconstruction. The time variability of the magnetic spec-
trometer has been reproduced in the simulation as already explained in section
3.3.2.
The tracker selection efficiency for carbon and boron simulated events on the
whole dataset period is shown in Figure 4.18 as a function of rigidity. The slight
energy dependence of the efficiency is caused by the χ2 selection.
In order to validate the results obtained with the Monte Carlo simulation, the
efficiency evaluated on a sample of non-interacting events in the electromagnetic
calorimeter can be compared with the same efficiency obtained from flight data
(Figure 4.19). The request of non-interacting events in the electromagnetic calorime-
ter significantly alter the event distribution inside the spectrometer planes, so the
efficiency as measured on flight data should not be used to reconstruct the flux. For
this reason the difference between the two non-interacting efficiencies is used to
correct the simulated efficiency evaluated on all the events, shown in Figure 4.18.
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Figure 4.18: Tracker selection efficiencies for the carbon (left) and boron nuclei (right) as a function
of rigidity.
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Figure 4.19: Tracker selection efficiency evaluated on a sample of non-interacting events in the
electromagnetic calorimeter on both flight and simulated data.
4.5 Flux reconstruction
4.5.1 Contamination
The boron and carbon samples contain secondary events that are by-products of the
fragmentation of heavier nuclei in the top part of the apparatus: secondary carbon
is mostly produced by oxygen spallation while secondary boron can be produced
both by oxygen and carbon spallation, with the cross-sections reported in Table 4.4.
Since the sample charge selection requires charge consistency on the S12, S2
and S3 scintillators and there are no requests on the AC activity in this analysis,
any fragmentation that occurs in the 2 mm aluminium dome above PAMELA or in
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Channel σ (b)
16O+ 27Al→ 12C ' 4 ·10−2
16O+ 27Al→ 13C ' 2 ·10−2
16O+ 27Al→ 14C ' 7 ·10−3
16O+ 27Al→ 10B ' 3 ·10−2
16O+ 27Al→ 11B ' 2 ·10−2
12C+ 27Al→ 10B ' 4 ·10−2
12C+ 27Al→ 11B ' 3 ·10−2
Table 4.4: Fragmentation cross-section for oxygen and carbon nuclei on aluminium producing
secondary carbon and boron nuclei, obtained with the EPAX parametrization [96].
the S11 scintillator producing a single secondary boron or carbon nucleus inside
PAMELA acceptance cannot be identified from flight data.
In order to estimate the amount of secondary events in the boron and carbon
samples a specific Monte Carlo simulation has been implemented, based on the
FLUKA [22] transport code. In order to save computational time only the upper part
of PAMELA, meaning all the detectors placed above the magnetic spectrometer, was
included in the simulation. Approximately 3·108 16O and 12C events have been sim-
ulated according to a isotropic power-law flux. For all the events that produced a
secondary boron or carbon in the aluminium dome or in the S11 scintillator the
trajectory was extrapolated into the magnetic cavity and all the events that were
contained in the fiducial acceptance of the spectrometer were tagged as contamina-
tion events. Events with an interaction in the S12 or in the S2 scintillators would
be discarded by the sample charge selection and are not considered in the contam-
ination evaluation. The rigidity distribution of the contaminating events has then
been folded with the measured detector effects, including the effects of the geo-
magnetic field, detection efficiencies and resolution effects, and has been scaled to
match the total live-time of the dataset. Figure 4.20 shows the flight data rigidity
distribution for the carbon and boron sample compared with the simulated amount
of contamination.
4.5.2 Unfolding
After the estimated contamination has been subtracted, the energy distribution of
the boron and carbon events at the top of the apparatus has been reconstructed
with a Bayesian unfolding procedure, already described in section 3.4.2. The only
relevant difference in this work is due to the presence of a spillover/overflow bin in
the matrix introduced to take into account all the events with a mis-reconstructed
rigidity.
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Figure 4.20: Rigidity distribution of events in the flight data samples compared with the amount of
contamination predicted by the Monte Carlo simulation.
The smearing matrices were evaluated using the same set of simulated events
that have been used for the determination of the tracking efficiency, and they are
shown in Figure 4.21. Because of the different rigidity binning a different smearing
matrix has been evaluated for each boron sample. In most of the energy range of
this analysis, between 2 and 200 GV, the smearing matrices are mainly diagonal,
while below 2 GV the reconstructed rigidity is systematically lower than the gener-
ated one due to the fact that the nucleus loses energy crossing the apparatus. Above
200 GV the events migration into the spillover/overflow bin becomes relevant due
to the effect of the spectrometer MDR.
To ensure that the introduction of the spillover/overflow bin does not bias the
spectrum reconstruction the same consistency test performed in section 3.4.2 has
been performed on a set of simulated carbon and boron events. The event sam-
ples have been split into two subsets, one used to build the smearing matrix, and
the other for the spectrum evaluation. As shown in Figure 4.22 the reconstructed
spectrum agrees with the generated one up to statistical fluctuations within 3%.
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Figure 4.21: Smearing matrices for the carbon sample (left panel) and for the two rigidity binnings
used for the boron sample (middle and right panels). The matrices are mostly diagonal, except
below 2 GV where the effect of particle slowdown is visible, and above 200 GV where the
contribution of the spillover/overflow bin becomes non-negligible due to the instrument MDR.
4.5.3 Geometrical factor and hadronic interactions
The nominal geometrical factor GN of the PAMELA apparatus, as defined in section
3.4.3 is a purely geometrical quantity that depends only on the instrument con-
figuration and on the particle magnetic rigidity. On the other hand the effective
geometrical factor G, that takes also into account the event losses due to inelastic
scattering, depends on the particle species according to its interaction cross-section.
To evaluate the effective geometrical factor for carbon and boron nuclei the same
Monte Carlo simulation setup used for the contamination estimate in section 4.5.1
has been used. To save computational time, once the event kinematic variables
have been generated, the trajectory of the nucleus inside the PAMELA magnetic
field is analytically extrapolated. This first trajectory extrapolation takes only into
account the presence of the magnetic field, no other physical effects are present.
Only the events for which the extrapolated trajectory is contained in the PAMELA
acceptance are actually simulated and saved. Approximately 3 ·108 12C, 10B and
11B events have been generated with an energy spectrum reasonably close to the
one observed in CRs. For each species the correction factor b(ρ) has been calculated
as the fraction of events for which the primary particle suffers an inelastic inter-
action before entering the spectrometer region, or for which the trajectory, once all
physical effects have been simulated, is found to lie outside the PAMELA accep-
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Figure 4.22: Test of the unfolding procedure on simulated carbon data. The generated distribution
is shown in black, in red the distribution measured by the spectrometer and in blue the
distribution reconstructed by the unfolding procedure.
tance. The latter situation can happen even if no inelastic interactions occurred
because, due to the energy losses in the aluminium dome and in the ToF layers, the
particle enters the spectrometer with a lower rigidity than the one it was generated
with. The curvature in the magnetic field will then be higher than the one extrapo-
lated before simulating the event and the event may be swept out of acceptance, as
shown in Figure 4.23.
The resulting effective geometrical factor is shown in Figure 4.24. The calcu-
lated event loss is approximately 15% for carbon nuclei and 14% for boron nuclei
above 10 GV, increasing with decreasing rigidity due to both the increasing cross-
section and to the particle slowdown. Small differences between the effective geo-
metrical factor for 10B and 11B can also be seen. At high energy, due to the fact that
the simulated boron spectrum is steeper than the carbon spectrum, the boron ge-
ometrical factor presents a higher statistical uncertainty. Since at high energy (at
least above the Fermi energy of the colliding nuclei) the fragmentation cross-section
is generally energy-independent [96] the effective geometrical factor has been as-
sumed constant above 30 GV with a value derived from a fit on the simulated data
(dashed lines in Figure 4.24).
4.5.4 Live time
Due to the two different rigidity binnings for the events in the boron sample and to
the presence of the Earth’s magnetic field the instrument live time for 10B nuclei at
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Figure 4.23: Two simulated events (x-view on the left, y-view on the right) for which the trajectory
extrapolation is inside the PAMELA acceptance (blue line) but which fall outside acceptance once
all physical effects are simulated (red line). The dashed lines represent the 14 planes that model
the PAMELA acceptance while the purple dots show the generation point and the intersections of
the particle track with the S1 and S2 planes.
a given rigidity is the same as for 12C, nuclei but it will be different for 11B nuclei.
This is because the galactic particle selection involves the lower edge of the rigidity
binning containing the event rigidity ρl , so it strongly depends on the particular
choice of the rigidity bins.
The live time for boron and carbon nuclei, obtained with the procedure ex-
plained in section 3.4.4, is shown in Figure 4.25.
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4.5.5 Cutoff correction
The particle slowdown in the ToF scintillators also causes some galactic events
to be rejected, since their measured rigidity may be lower than the one they had
before entering PAMELA and in some cases it may fall below the threshold set for
the galactic particle selection. In these cases a good galactic event may be rejected
by the requirement ρl > kRsvl. A correction factor to take into account the particles
lost due to this effect has been evaluated, for each species, with the same procedure
already detailed in section 3.4.5 and it is shown in Figure 4.26.
4.5.6 Isotopic composition
In order to reconstruct a boron flux as a function of kinetic energy the boron events,
binned according to the two possible mass hypotheses, have to be combined prop-
erly. A simple way to do so is to express the boron flux in the i-th kinetic energy bin
as a weighted average of the two fluxes obtained under the two hypotheses
φB(E i)= F˜BφB10i + (1− F˜B)φB11i (4.5)
but this assumption would lead to a wrong flux estimate. Using a weighted average
would be correct if the i-th rigidity bin for each of the two rigidity fluxes contains
10B and 11B events with the same kinetic energy, since F˜B is the 10B fraction as a
function of kinetic energy and would not be constant if expressed as a function of
rigidity.
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Figure 4.25: Instrument live time as a function of the Störmer vertical cutoff Rsvl. Due to the
different rigidity binning in the 11B hypothesis the live time is different from the one for 10B and
12C.
By construction the i-th rigidity bin, for instance, of the 10B flux contains all
the 10B and 11B events with rigidity between ρl i and ρl i+1 and the 10B fraction as
a function of rigidity is
FB(ρ)=
φ10B(ρ)
φ10B(ρ)+φ11B(ρ)
≈ φ10B(ρ)
φ10B(ρ)+ 1−F˜BF˜B φ10B(ρ11)
, (4.6)
where ρ11 is the rigidity that a 10B nucleus should have in order to have the same
kinetic energy of a 11B nucleus with rigidity ρ
ρ11 = A10Z
√
E211+2mpE11 ,
and, using
E11 =
√
Z2
A211
ρ2+m2p−mp ,
ρ11 can be expressed as a function of ρ
ρ11 = A10A11
ρ . (4.7)
Above few GeV/n, where the spectrum can be well described with a power-law func-
tion with index γ, this leads to a rigidity 10B fraction
FB(ρ)≈ 1
1+ 1−F˜BF˜B (A10/A11)
−γ
' 0.288 , (4.8)
4.5. FLUX RECONSTRUCTION 125
 (GV)
0
ρ
1 2 3 4 5 6 7
cu
t
C
0.75
0.8
0.85
0.9
0.95
1
1.05
C
12
 
B
10
 
B
11
 
Figure 4.26: The correction factor Ccut which takes into account the particle loss due to the effect of
the slowdown on the galactic particle selection. The dashed line shows a parametrization of the
correction factor.
even if, generally, the rigidity 10B fraction is not constant.
A simple toy Monte Carlo can be set up to derive a correction factor for the
two fluxes to take into account the effect of a rigidity dependent 10B fraction. This
can be done by simulating 10B and 11B with a realistic energy spectrum (e.g. taken
from a galactic propagation model that describes the available data with reasonable
accuracy) and bin the generated events according to their rigidity. In this way,
knowing how many 10B and 11B events fall into each rigidity bin, an estimate of
the rigidity 10B fraction can be obtained and the 10B flux correction factor can be
defined as
K10(E)= F˜BFB(ρ(E))
,
and, equivalently, for the 11B flux
K11(E)= 1− F˜B1−FB(ρ(E))
.
The correction factors obtained with this procedure are shown in Figure 4.27.
The boron flux can then be obtained as
φB(E i)= F˜BK10(E i)
φB10i +
1− F˜B
K11(E i)
φB11i (4.9)
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Figure 4.27: The isotope-mixing correction factors K obtained from the procedure described in the
text for the reconstruction of the boron flux as a function of kinetic energy.
4.6 Results
After all the corrections have been calculated the carbon flux can be derived as
ΦC(E i)=
NˆC(E i)
∆E i GC(E i)TC(E i)εC(E i)CcutC(E i)
,
where NˆC(E i) is the number of events in the i-th kinetic energy bin after the con-
tamination subtraction and the unfolding procedure, ∆E i is the width of the i-th
energy bin, GC(E i) the effective geometrical factor for carbon nuclei, εC(E i) the
product of all the efficiencies to be applied after the unfolding procedure, TC(E i)
the instrument live time for carbon nuclei with energy E i and CcutC(E i) the cutoff
correction factor.
To reconstruct the boron flux, the flux is first evaluated according to the two
composition hypotheses:
Φ10B(E i)=
Nˆ10B(E i)
∆E i G10B(E i)T10B(E i)ε10B(E i)Ccut10B(E i)
,
Φ11B(E i)=
Nˆ11B(E i)
∆E i G11B(E i)T11B(E i)ε11B(E i)Ccut11B(E i)
,
and then the two fluxes are combined according to equation 4.9, yielding
ΦB(E i)= F˜BK10(E i)
Φ10B(E i)+
1− F˜B
K11(E i)
Φ11B(E i) . (4.10)
4.6. RESULTS 127
For each bin the center-of-bin energy E i is calculated as the value that satisfies
the following [62]:
f (E i)= 1
∆E i
∫ E i,M
E i,m
f˜ (x)dx (4.11)
where f˜ (x) may be a theoretical model of the spectrum or the measured spectrum
itself. In this work the latter case was chosen, and the calculation was performed
with an iterative procedure in which the spectrum obtained from one iteration is
used as input for the next one until the difference between two consecutive itera-
tions is below a given threshold.
The boron and carbon fluxes are shown in Figure 4.28 and reported in table
4.5 as a function of kinetic energy. They are found to be in good agreement with
previous measurements, above 20 GeV/n, especially with the HEAO-3 fluxes [45].
At lower energy the differences between the various experiments can be explained
by the different solar conditions of the data-taking periods that caused a different
modulation of the fluxes. The boron and carbon fluxes measured by PAMELA show
no sign of spectral features in the whole energy range and a power-law fit above 20
GeV/n for both fluxes yields a value of γC = 2.72±0.06 for the carbon spectral index
and γB = 3.01±0.13 for the boron one.
The ratio of the two fluxes is shown in Figure 4.29 compared with previous
measurements and a theoretical prediction based on the work of Vladimirov et al.
[101].
4.6.1 Systematic uncertainties
The contributions to the systematic uncertainties are shown in Figure 4.30, and
can be summarized as follows:
• Selection efficiencies: The statistical error on the efficiencies, due to the finite
size of the efficiency sample, was considered and propagated as a systematic
uncertainty.
• Cutoff correction: The cutoff correction introduces a contribution to the sys-
tematic uncertainties due to the size of the Monte Carlo sample.
• Contamination subtraction and geometrical factor: The subtraction of the
contamination and the hadronic correction to the geometrical factor system-
atic uncertainty is due to the finite size of the Monte Carlo sample.
• Unfolding procedure: As explained in section 3.5.1 the uncertainty associated
with the simulated smearing matrix and the intrinsic accuracy of the proce-
dure result in a 2% systematic uncertainty, independent of energy.
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Figure 4.28: Boron and carbon fluxes obtained in this work (top panel) as a function of kinetic
energy compared with previous measurements [19, 71, 73, 45, 97] and with a theoretical prediction
based on the GALPROP model [101]. In the bottom panel the fluxes are shown multiplied by E2.7
to better show the power-law behaviour at high energy and the difference between the boron and
carbon spectral indexes. The error bars show the statistical uncertainties, the shaded areas the
systematic ones.
• Isotopic mixing: The procedure adopted in this work to reconstruct the boron
flux as a function of kinetic energy adds two different contributions to the
systematic uncertainties. The first contribution is due to the statistical uncer-
tainty on the correction factors K10 and K11, while the second one is due to the
uncertainty associated with the 10B fraction ∆F˜B = 0.15. To evaluate the sec-
ond contribution the boron flux has been estimated assuming FB = F˜B+∆F˜B
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Figure 4.29: The boron-to-carbon ratio obtained in this work as a function of kinetic energy
compared with previous measurements [19, 71, 73, 45, 97, 14] and with a theoretical prediction
based on the GALPROP model [101]. The error bars show the statistical uncertainties, the shaded
area the systematic ones.
and FB = F˜B −∆F˜B, and the difference in the reconstructed flux has been
taken as the systematic uncertainty.
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Kinetic energy 〈E〉 Carbon flux Boron flux B/C
at top of payload
(GeV/n) (GeV/n) (GeV/n m s sr)−1 (GeV/n m s sr)−1
0.44 - 0.58 0.49 (5.26±0.08±0.26) (1.73±0.04+0.09−0.08) (3.28±0.09+0.23−0.22) ·10−1
0.58 - 0.76 0.65 (4.27±0.05±0.21) (1.38±0.03+0.07−0.06) (3.24±0.07+0.23−0.21) ·10−1
0.76 - 1 0.85 (3.30±0.04±0.16) (1.102±0.020+0.059−0.050) (3.34±0.07+0.24−0.22) ·10−1
1 - 1.30 1.13 (2.45±0.03±0.12) (7.85±0.14+0.42−0.36) ·10−1 (3.21±0.07+0.23−0.21) ·10−1
1.30 - 1.71 1.50 (1.612±0.019±0.078) (5.18±0.10+0.29−0.24) ·10−1 (3.22±0.07+0.24−0.22) ·10−1
1.71 - 2.24 1.94 (1.057±0.013±0.051) (3.06±0.06+0.17−0.15) ·10−1 (2.89±0.07+0.22−0.20) ·10−1
2.24 - 2.93 2.53 (6.70±0.09±0.32) ·10−1 (1.88±0.04+0.11−0.09) ·10−1 (2.80±0.07+0.21−0.20) ·10−1
2.93 - 3.84 3.34 (3.99±0.06±0.20) ·10−1 (1.03±0.03±0.07) ·10−1 (2.59±0.09+0.23−0.21) ·10−1
3.84 - 5.03 4.36 (2.32±0.04±0.12) ·10−1 (5.8±0.2±0.4) ·10−2 (2.49±0.10+0.22−0.21) ·10−1
5.03 - 6.60 5.73 (1.31±0.02±0.07) ·10−1 (3.05±0.12+0.23−0.22) ·10−2 (2.32±0.10+0.21−0.20) ·10−1
6.60 - 8.65 7.49 (7.32±0.14±0.38) ·10−2 (1.56±0.07±0.12) ·10−2 (2.13±0.10+0.20−0.19) ·10−1
8.65 - 11.3 9.81 (3.65±0.08±0.19) ·10−2 (7.8±0.4±0.6) ·10−3 (2.13±0.12±0.20) ·10−1
11.3 - 14.9 12.9 (1.81±0.05±0.10) ·10−2 (3.6±0.2±0.3) ·10−3 (1.99±0.13+0.20−0.19) ·10−1
14.9 - 19.5 16.9 (9.0±0.3±0.5) ·10−3 (1.56±0.12+0.13−0.12) ·10−3 (1.73±0.15±0.17) ·10−1
19.5 - 25.5 22.1 (4.6±0.2±0.3) ·10−3 (6.7±0.7±0.6) ·10−4 (1.45±0.16±0.14) ·10−1
25.5 - 43.8 32.6 (1.67±0.07±0.07) ·10−3 (2.1±0.2±0.1) ·10−4 (1.22±0.13±0.09) ·10−1
43.8 - 75.3 55.7 (3.8±0.3±0.2) ·10−4 (4.2±0.6±0.3) ·10−5 (1.11±0.18±0.08) ·10−1
75.3 - 129 95.6 (8.5±0.8±0.4) ·10−5 (8.4±1.5±0.5) ·10−6 (10±2±0.7) ·10−2
Table 4.5: Boron and carbon fluxes and their ratio.
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Figure 4.30: Systematic uncertainties on the carbon (top) and boron (bottom) fluxes.
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Conclusions
New measurements of the fluxes of 1H, 2H, 3He, 4He boron and carbon have been
presented in this thesis. This work improves the statistical precision of these mea-
surements made, during the last decades, mainly with balloon-borne experiments.
Such an improvement can lead to a better understanding of cosmic ray propagation
properties, which have great importance for the study of CR acceleration, under-
standing the physical properties of our galaxy, and in the search for signatures of
new physics in CRs. The results obtained in this work are generally in good agree-
ment with the previous measurements, and the discrepancies at low energies can
be reasonably ascribed to solar modulation effects.
Comparison with models
In this work PAMELA results have been compared with a reference model of galac-
tic propagation of cosmic rays. The chosen model relies on a numerical solution of
the transport equation 1.16 in the framework of the GALPROP propagation code
[93]. The transport equation is solved on a three-dimensional grid (where the vari-
ables are the distance from the source r, the vertical distance from the galactic
plane z and the particle momentum p, assuming cylindrical symmetry) or on a
four-dimensional grid (x, y, z, p).
The distribution of the CR sources in the model is parametrized as
si(r, z)= q0i
(
r
R¯
)η
exp
(
−ξ r−R¯
R¯
− |z|
0.2 kpc
)
θ(r−Rmax) (5.1)
where q0 is a normalization constant, R¯ is the distance of the solar system from
the galactic center, and the remaining parameters are phenomenological quantities
chosen to be η= 0.5, ξ= 1 and Rmax = 20 kpc. The source spectrum is assumed as a
broken power-law with one or more breaks where the spectral index changes.
133
134 CHAPTER 5. CONCLUSIONS
The transport equation is solved starting from the heaviest nuclei (usually, 64Ni)
computing all the resulting secondary source functions, proceeding then to the nu-
clei with mass A−1. The procedure is repeated down to A = 1.
The reference model chosen in this work is the one obtained by Vladimirov et al.
[101], where the relevant parameters have been tuned to match PAMELA observa-
tion of the proton and helium fluxes up to the TeV region [9]. The model parameters
are summarized in table 5.1.
Parameter Value Description
g0 −1.9 Proton injection index for ρ < ρ˜0
ρ˜0 11 GV First break in CR injection spectrum
g1 −2.5 Proton injection index for ρ˜0 < ρ < ρ˜1
ρ˜1 300 GV Second break in CR injection spectrum
g2 −2.35 Proton injection index for ρ > ρ˜1
∆g 0.07 Spectral index difference between proton and helium
(heavier nuclei have same index as helium)
D0 5.28 ·1028 cm2/s Diffusion coefficient at ρ = 4 GV
δ 0.3 Spectral index of the diffusion coefficient
vAlf 32 km/s Alfvèn velocity
Table 5.1: Relevant injection and propagation parameters of the reference model chosen in this
work [101]
Simple fit
The reference model chosen does not seem to represent well the data obtained in
this work, and the model parameters can be further optimized to obtain a better
agreement between the GALPROP model and the PAMELA data. To do so we built
a log-likelihood function to be minimized, defined as
− logL (θ)=
nmeas∑
k=1
nk∑
i=1
1
2
[
xk(E i)− x˜k(E i|θ)
σi
]2
where xk is one of the nmeas measurements included in the fit, each with nk points,
and x˜k is the GALPROP prediction for the same measurement under the hypothesis
of a given parameter set θ.
The minimization of the log-likelihood function was performed interfacing the
Migrad minizer in the Minuit2 package (included in ROOT) with the GALPROP
libraries. During the minimization process the GALPROP code is executed many
times, making the calculations computationally intensive. For this reason the min-
imization was restricted only to four parameters of the reference model (the slope
135
δ
0.36 0.37 0.38 0.39 0.4 0.41 0.42 0.43
0
D
39.5
40
40.5
41
41.5
42
42.5
43
2710×
Figure 5.1: Contour plot of the 1-, 2-, and 3-sigma confidence intervals for δ and D0.
and normalization of the diffusion coefficient δ and D0, the solar modulation pa-
rameter Φ and a global normalization of the fluxes N), leaving the remaining pa-
rameters to their original value. The measurements included in the fit are the
Boron and Carbon fluxes and their ratio.
The fit result is summarized in table 5.2 and shown in Figure 5.1. The corre-
sponding fluxes are shown in Figures 5.2 and 5.3.
Parameter Value
δ 0.397±0.007
Φ 0.40±0.01 GV
N 1.04±0.03
D0 (4.12±0.04) ·1028 cm2/s
Table 5.2: Best-fit estimates of the chosen parameters. The errors reported are one standard
deviation confidence intervals.
PAMELA data seem to prefer models with a diffusion index near 0.4, in between
a Kolmogorov-type (δ= 1/3) and a Kraichnan-type (δ= 1/2) diffusion, although the
presence or absence in the model of galactic convection may significantly alter the
corresponding value of δ [66], making each estimate particularly model-dependent.
Future work will aim at improving this over-simplified fit of the PAMELA data
both including other measurements in the fit (proton and helium fluxes, isotopes
fluxes, etc.) and increasing the dimensionality of the parameter space.
136 CHAPTER 5. CONCLUSIONS
E(GeV/n)
0.4 1 2 3 4 5 6 7 8 910 20 30 40 50 100
-
1
 
s 
sr
 G
eV
/n
)
2
Fl
ux
 (m
-6
10
-5
10
-4
10
-3
10
-2
10
-1
10
1
10
C
B
PAMELA
Galprop
CREAM
TRACER
ATIC-2
HEAO
CRN
E(GeV/n)
0.4 1 2 3 4 5 6 7 8 910 20 30 40 50 100
1.
7
 
(G
eV
/n)
-
1
 
s 
sr
)
2
 
(m
2.
7
 
E
×
Fl
ux
 
-1
10
1
10
C
B
PAMELA
Galprop
CREAM
TRACER
ATIC-2
HEAO
CRN
Figure 5.2: Boron and carbon fluxes obtained in this work (top panel) as a function of kinetic
energy compared with previous measurements [19, 71, 73, 45, 97] and with the GALPROP fit
explained in the text. In the bottom panel the fluxes are shown multiplied by E2.7. The error bars
show the statistical uncertainties, the shaded areas the systematic ones.
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