Abstract High spatial resolution image analysis acquired over urban areas has been performed with success using Geographic Object Based Analysis (GEOBIA). However, it was observed that the use of data mining techniques in the image analysis procedures can speed up the processing time by selecting the most appropriate parameters for classification process without decreasing the classification accuracy. Therefore, this work aims at comparing some algorithms for classifying intra-urban land cover using IKONOS II images and data mining techniques. Three classification algorithms, KNN, MLP and C4.5 were analyzed.
INTRODUCTION
Recent developments in remote sensing technologies include the construction of sensors with high spatial, spectral, and radiometric resolution. As a result, it has been possible to discriminate sub-metric objects, which can benefit urban studies from remote sensing technologies [6] [10] [13] . Regarding image analysis methods, Geographic Object Based Image Analysis (GEOBIA) has been consolidated as an adequate and efficient methodology for urban land cover monitoring [3] [13] . Despite continuous advances in the image analysis area, some problems related to the feature selection and large amount of data are still troublesome [13] . Through data mining it is possible to discover useful knowledge that is implicit in the data and then to extract patterns from large amounts of data [4] [5] . As the usage of data mining methods has showed a good potential for image analysis [2] [7] , this study aims at analyzing the performance of three classification methods to classify intra-urban land cover using an IKONOS image and data mining techniques. We used the three most commonly used classifiers that are implemented in WEKA (Waikato Environment for Knowledge Analysis): KNN (K Nearest Neighbor), C4.5, and MLP (Multi Layer Perceptron). WEKA is free software that contains several tools for data pre-processing and visualization as well as algorithms for regression, classification, grouping, mining association rules, and attributes selection [11] . In the next section, we give a brief review about the classifiers used in our experiments. In Section III, we present the proposed methodology and results. Finally, Section IV presents the conclusions.
II. CLASSIFICATION METHODS
The classifier KNN is an instance-based learning algorithm in which specific instances are used in the training phase to do the forecast without the need of maintaining a derived data model [9] . The KNN classifier uses the Euclidean distance as a proximity metric for determining the similarity between nearest neighbor instances and their classes [8] . The parameter K determines the number of nearest neighbors to be used in predicting the classification. Thus, the algorithm determines a group with K training objects that are closest to a test object, and labels it according to the predominant class in this group or region [8] [11] . The lower the K value, the more sensitive the classifier is to noise. Conversely, higher K values indicate a greater possibility of inclusion points belonging to another class. Both situations can lead to incorrect predictions [8] [11] . KNN algorithm is not a didactic classifier because the distance metrics combinations used to sculpt the boundaries in the attributes space are not displayed, and thus the knowledge representation is not explicit [11] . The C4.5 classifier generates a decision tree with a structure in which a leaf can represent a class or a decision node. Each class or decision node indicates some test to be performed on an attribute value, with a branch or sub-tree for each test result [2] [8] . In the decision tree, thresholds are applied to the assigned to the left branch; otherwise, they are applied to the right branch. In the final step, classes are assigned to the terminal nodes (or leaves) of the tree. This classifier is a fairly didactic method because it allows visualization of decision rules [11] . The classifier Multilayer Perceptron is an artificial neural network that uses a supervised error-correction learning back propagation to classify instances [2] [11] . Neural networks simulate the human brain structure and it consists of an interconnected set of nodes and direct links [8] .
III. METHODOLOGY AND EXPERIMENTAL RESULTS
The experiment was performed in the same study area used by Pinho et al. [6] . The area covers a region of 12-km 2 in a southern sector of São José dos Campos municipality, which has a variety of occupation and land use patterns and therefore has a wide range of intra-urban targets (Figure 1 ).
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We used an IKONOS image II, acquired on March 13, 2001: a 1.0-m panchromatic band and 4.0-m multispectral bands (blue, green, red and near-infrared). The images are standard geometrically corrected and have an 11-bit radiometric resolution and 4.85º incidence angle. The images were fused and segmented into five levels so that a specific target could be discriminated at each level. The segmentation and feature extraction processes were performed in the Definiens software. In the training step, some segments associated with their classes were selected. This set of segments was divided into two groups: (1) a training set with 1630 instances, and (2) an evaluation set with 819 instances. Additionally, each segment was characterized by 524 attributes. These data were exported from Definiens to WEKA 3.6.0. To evaluate the classifiers, we performed a Monte Carlo simulation. For each classifier, we ran 30 iterations for each GVP (Growing Variable Parameter), represented by the Minimum number of objects per leaf (MOL), K and Number of Hidden Neurons (NHN), respectively, for C4.5, KNN, and MLP algorithms. Figure 2 shows the Monte Carlo results. Following, we present experimental results. A. C4.5 classifier For C4.5 algorithm, as MOL value increases the decision tree complexity and the classification accuracy decrease, as we can observe in Table 1 . This is due the fact that the tree becomes more generalist. On the other hand, the processing is less computationally expensive and, consequently, faster. Taking this account, we performed the Wilcoxon Signed Rank Test, which is a non-parametric statistical hypothesis test [13] , to verify if the Kappa decreasing is significant.
Thus, we consider the following hypothesis:
There is not difference among best Kappas and the others provided by each GVP value.
There is difference among best Kappas and the others provided by each GVP value. 
B. Multi Layer Percepctron classifier
The MLP classifier was tested with different NHN to evaluate its behavior in relation to this parameter. We can observe, in general, that when NHN increases so do the Kappa values. However, the greater NHN the longer is the processing time.
The same hypothesis test was applied to this algorithm, as shown in Figure 4 . 
C. K Nearest Neighbor classifier
When the K value increases the Kappa values decrease. Furthermore, the computational cost is high and increases as K increase. The same hypothesis test was applied to this algorithm, as shown in Figure 5 . 
D. Comparing the classification algorithms
For C4.5 algorithm, we observed that for MOL > 9, with confidence level of 95%, hypothesis is rejected. Then, for MOL 9 the Kappa decreasing is not significant (Figure 3 ). For MLP algorithm, for NHN < 20, with confidence level of 95%,, hypothesis is rejected, as we can see in Figure 4 . Then, for is not significant. Finally, for KNN algorithm, we observed in Figure 5 that for K > 7, with confidence level of 95%, hypothesis is not significant. Therefore, give the best GVP values for each classification algorithm, we chose their respective kappa values to perform Wilcoxon Signed Rank Test among them, as presented in Table 2 . Thus, we have the following hypothesis:
There is not difference among X and Y There is a difference between X and Y classifier, and X is better than Y.
As we observe in Table 3, was rejected for all tests, which implies that MLP algorithm is better than the others. 
III. CONCLUSION
For a large amount of data, the execution of manual tasks is difficult and time-consuming. In this sense, the use of data mining techniques can be used to reduce the processing time as well as to select the most appropriate parameters for the classification. The experimental results showed that the optimum parameters for each algorithm are: MOL = 9 (C4.5), NHN = 20 (MLP), and K=7 (KNN). This MOL value represents a more generalized and small tree. These characteristics facilitate the rules creation in GEOBIA systems as eCognition [15] , for example. Furthermore, generalized trees allow us to quickly observe the best attributes to distinguish the targets. In relation to the MLP algorithm, the classification accuracy was similar for both NHN=80 and NHN=20. However, for NHN=80 the MLP algorithm takes in average 22 minutes, and for NHN=20 it spends 5 minutes in average. In our experiments, we found that the MLP algorithm obtained better classification accuracy than the KNN and C4.5, while C4.5 was better than KNN. However, it is very difficult to translate the MLP structure into semantic networks. On the other hand, although the C4.5 algorithm have had worse classification accuracy than MLP, it is and a good alternative to be adapted to semantic networks. Besides, there are free GEOBIA softwares such as InterImage [16] and GeoDMA [7] that support semantic network implementation.
