Abstract. We investigate systems of m ≥ n polynomial equations in n complex variables, where polynomials involved are power sums, and give estimates of the solutions. These results are applied to obtain a representation of arbitrary polynomial of degree n as the average of powers (z − z j ) n .
Two basic families of symmetric polynomials in n variables x 1 , . . . , x n are elementary symmetric polynomials σ k = σ k (x 1 , . . . , x n ) and power sums s k = s k (x 1 , . . . , x n ) defined by
σ k = 0, k > n, and s k = x k 1 + · · · + x k n , k ≥ 1. These families are related by well-known identities:
These relations are linear with respect to both families σ j and s k , hence we can express members of one family in terms of members of the other family. Explicitly (2) σ
Let us note that equations (2) and (3) are equivalent, both being equivalent to (1) .
We say that a monomial As Proof. We use induction on k and relations (1) . For k = 1 we have σ 1 = s 1 as desired. Now we assume the statement is true for 1 ≤ j < k. Because of (1) and induction hypothesis we need only to prove that if As
k−i is k-regular, which can be easily checked. Our estimates of the moduli of solutions of systems of polynomial equations are based on the following theorem due to Tchakaloff, see [3] . Theorem 1. Let f i (z) be a finite set of complex polynomials of degree n, all having a positive leading coefficient. If all f i (z) have their zeros in the disk |z − z 0 | ≤ r , then polynomial F (z) = i f i (z) has all its zeros in the disk |z − z 0 | ≤ C n r, where
Further results related to the above theorem can be found in [2] .
Theorem 2. Suppose that the following system in variables z 1 , . . . , z n is given
Then it has unique solutions for z 1 , . . . , z n (up to permutations). Also |z i | ≤ C n M where C n is the constant given in (4) and M = max
Proof. Our system can be written in the form (2) and (3), we can rewrite it in an equivalent form
By the Fundamental theorem of algebra and Viet's rule, the above system has unique solution for z j (up to permutations). Since two previous systems are equivalent, the first part of our lemma is proved. Let (z 1 , . . . , z n ) be a solution; it suffices, by symmetry, to prove |z n | ≤ C n M . Let s
be power sum polynomials in z 1 , . . . , z n−1 , and let σ ′ k be the corresponding elementary symmetric polynomials. By the above lemma, it follows that σ ′ n can be expressed as a sum of n-regular monomials
a j,λ be one of them. Using (5) we get s ′ j = b j − z j n , hence we can rewrite previous monomial as
a j,λ . Hence, since our monomial is n-regular, it can be seen as a polynomial P λ (z n ) in z n of degree n, the sign of the leading coefficient is equal to (−1) a 1,λ +···+a n,λ sgnA λ = (−1) n . However, σ ′ n is identically equal to zero, hence we have equation l λ=1 P λ (z n ) = 0 where degP λ = n for all 1 ≤ λ ≤ l and all the leading coefficients of P λ have the same sign (−1)
n . Note that all such polynomials have all their zeros in the disc |z| ≤ M . Hence by Theorem 1 their sum has all its zeros in the disc |z| ≤ C n M , therefore |z n | ≤ M C n as required. f (z) = z n + a n−1 z n−1 + . . . + a 1 z + a 0 can be written in the form
where z 1 , . . . , z n are uniquely determined up to their order. Also, if M = max
then we have an estimate |z i | ≤ C n M , where C n is the constant given in (4).
Proof. Relation (8) leads to the following system of equations:
According to Theorem 1 above system has desired solution which proves the theorem. Next, motivated by Theorem 2, we consider the following system in m complex variables, where m ≥ n:
Since m ≥ n, it follows from Theorem 2 that a solution exists. We are interested in estimates of solutions. A general problem is to find the best possible constant K n,m such that for any complex numbers A 1 , . . . , A n there is a solution to the system (10) satisfying max 
Theorem 4. If m = n! then the system (10) has a solution (z k ) 1≤k≤n! such that
Proof. We proceed by induction on n. The case n = 1 is trivial, so we assume the statement is true for n. Let A 1 , . . . , A n , A n+1 be arbitrary complex numbers and set A = max 1≤j≤n+1 |A j |. By inductive hypothesis there exist complex numbers
Set ξ = exp 2πi n+1 and define (n + 1)! complex numbers
where constant K will be chosen later on. Using elementary identity n l=0 ξ lr = n + 1 if n + 1 divides r 0 otherwise we deduce that for every 1 ≤ j ≤ n and 1 ≤ k ≤ n! we have
Therefore, using (13) we have
for every 1 ≤ j ≤ n, which means that the (n + 1)! numbers w k,l satisfy the first n equations of the system (10), with m = (n + 1)!, regardless of the choice of the constant K. Next we have
, and therefore we choose K so that 
