We investigate algebraic and analytic properties of sequences of polynomials orthogonal with respect to the Sobolev type inner product
Introduction
The study of asymptotic properties for general orthogonal polynomials is an important challenge in approximation theory and their applications permeate many fields in science and engineering [16, 25, 26] . Although it may seem an old subject from the point of view of the standard orthogonality [26] , this is not the case neither in the general setting (cf. [9, 10, 16, [21] [22] [23] 25] ) nor from the point of view of Sobolev orthogonality, where it remains like a partially explored subject [3] . In fact, new results continue to appear in some recent publications [4, [6] [7] [8] [11] [12] [13] [14] [15] [18] [19] [20] .
A discrete Sobolev-type inner product is defined by
where the functions f and g belong to L 2 (μ)∩C ∞ and we assume that their derivatives exist at b k . Here μ is a finite positive Borel measure supported on an infinite subset of the real line, M k,i are real or complex numbers such that M k,N k = 0, and b k , k = 1, . . . , K , are real mass points. Let (B n ) ∞ n=0 be the sequence of polynomials such that
The study of the asymptotic properties of the sequence (B n ) ∞ n=0 has been analyzed considering the cases 'mass points inside' or 'mass points outside' of supp μ, respectively, being supp μ a compact subset of R or, more recently, an unbounded interval of the real line (see, for instance [7, 14] ). The first results in the literature about asymptotic properties for orthogonal polynomials with respect to a Sobolev type inner product like (1) appear in [15] , where the authors studied the case when there is only one mass point supporting the derivatives either inside or outside [−1, 1] and μ is a measure in the Nevai class M(0, 1). Let us remind that the support of a measure of the Nevai class consists of [−1, 1] and at most a denumerable set of real mass points located outside [−1, 1] which, when infinitely many, may accumulate only at the end points of the above interval. In particular, if μ > 0, a.e. in [−1, 1], then μ ∈ M(0, 1). In [11] , using an approach based on the theory of Padé approximants, the authors obtain the outer relative asymptotics for orthogonal polynomials with respect to the Sobolev-type inner product (1) provided that μ belongs to Nevai class M(0, 1) and the mass points b k belong to C\suppμ. The same problem with the mass points in supp μ = [−1, 1] was solved in [24] , provided that μ (x) > 0 a.e. x ∈ [−1, 1] and M k,i being nonnegative constants. The asymptotics for orthogonal polynomials with respect to the Sobolev-type inner product (1) with μ ∈ M(0, 1), some b k belonging supp μ\ [−1, 1] and M k,i complex numbers such that M k,N k = 0, was solved in [2] .
Other results corresponding to the study of asymptotics for orthogonal polynomials with respect to diagonal (resp. non-diagonal) Sobolev inner products with respect to measures supported on the complex plane can be found in [1, 4, 6, 13] . Results related to asymptotics for extremal polynomials associated to non-diagonal Sobolev norms may be seen in [12, [18] [19] [20] .
In this paper, we emphasize the role of the recurrence relations that the Sobolev orthogonal polynomials satisfy as well as their matrix interpretation in terms of a multiplication operator which is related to the evaluation of such a polynomial in the Jacobi matrix associated with the measure μ. Based on a matrix approach, we find the connection coefficients for such sequences. Thus, an efficient algorithm is given in order to deduce those recurrence coefficients.
Notice that the main idea of [2, 24] and our contribution is to compare the polynomials (B n ) ∞ n=0 with the polynomials ( p n ) ∞ n=0 orthonormal with respect to the measure μ. In order to obtain estimates of the Sobolev orthogonal polynomialsB n we follow, essentially, the same techniques used in these papers and we present an alternative proof for a special case of [11, Theorem 4] (see the proof of Theorem 1) based on the connection formulas.
The paper is structured as follows. Section 2 has an auxiliary character and provides some background as well as some technical lemmas in order to simplify the proof of Theorem 1 about the outer relative asymptotics of the polynomials (B n ) ∞ n=0 . In Sect. 3 we deduce a new matrix interpretation of the recurrence relation satisfied by the polynomial sequence (B n ) ∞ n=0 in terms of a matrix polynomial of the Jacobi matrix associated with the sequence of orthonormal polynomials ( p n ) ∞ n=0 . The analysis of the connection coefficients for such sequences constitutes a basic tool for such an approach. In Sect. 4 we give the proof of the Theorem concerning the outer relative asymptotics explained above.
Background and previous results
Let μ be a finite positive Borel measure supported on the interval [−1, 1] with infinitely many points at the support and let b k , k = 1, . . . , K , be real numbers located outside [−1, 1] with a period. For f and g in L 2 (μ) ∩ C ∞ such that there exist the derivatives at b k , we can introduce the Sobolev-type inner product be the sequence of monic polynomials of least degree such that
where P n−1 is the linear space of all polynomials with complex coefficients of degree less than or equal to n − 1. The existence ofB n ∈ P n for each n ∈ Z + follows from solving a linear system of n homogeneous equations and n + 1 unknowns. Since
It is clear that the polynomialsB n are not orthonormal with respect to (2), but it is possible to prove that, for μ belonging to the Nevai class M(0, 1) and n large enough, they are equal up to constant factors α n , with lim n→∞ α n = 1. More precisely,
, the polynomialsB n satisfy the conditions
n=0 be the sequence of orthonormal polynomials with respect to μ. In what follows, we assume that either μ > 0 a.e. on the support of μ or μ ∈ M(0, 1) with the additional assumption that none of the mass points b k belong to the support of the measure μ (cf. [16, 21, 22] ), and we denote by κ( n ) the leading coefficient of n ∈ P n with deg
Let I k be the number of coefficients M k, j , j = 0, . . . , N k , different from 0 in (1) and let J k be such that
In order to deduce asymptotic properties for the polynomialsB n , a successful strategy has certainly been to find orthogonality relations involving the polynomialsB n p n , ω N , and the monomials
Concerning this issue, we have the following result.
Lemma 2 (i)
Proof It suffices to follow the proof given in [2, Lemma 3.1], making the corresponding modifications.
Lemma 3
For n ≥ n 0 , the polynomial ω NBn has the following representation in terms of the sequence ( p n ) ∞ n=0 of orthonormal polynomials with respect to μ.
Moreover, A n, j are bounded and
Proof (5) is an immediate consequence of
,
Therefore, the coefficients A n, j are bounded, 0 ≤ j ≤ 2N , and A n,0 , A n,2N satisfy
Recurrence relations and connection coefficients
Next, we will assume that the values M k,i in the inner product (2) are nonnegative real numbers. In such a way, n 0 = 0 in Lemma 1 and we can define the sequence of orthogonal polynomials (B n ) ∞ n=0 with deg(B n ) = n. Thus, it constitutes a basis of the linear space P n .
Lemma 4
The polynomialB n has the following representation in terms of the sequence ( p n ) ∞ n=0 of orthonormal polynomials with respect to μ.
where
Proof By orthonormality of p n , we have
For 0 ≤ j ≤ n − 1, using (3) we have
Lemma 5
The polynomial p n has the following representation in terms of the sequence (B n ) ∞ n=0 .
Proof This is a straightforward result that follows by using the same arguments as in the previous lemma.
In order to write in matrix form, we introduce the following notation.
and being the following lower triangular infinite matrix
ThenB = P and (6), (7) and (5), respectively, can be written in matrix form as follows.B
and
whereH ∈ R (2N +1)×(n+N +1) is the Hessenberg matrix given bỹ
. . .
whereĤ is the matrix obtained fromH deleting its firts column, i.e.
Having in mind that ω NBn (x) ∈ span(B n−N , . . . ,B n+N ) it follows that
Finally, we obtain
These remarks can be summarized as follows.
Proposition 1
The sequence of polynomials (B n ) ∞ n=0 satisfies the following recurrence relation. On the other hand, according to Lemma 3 and Lemma 4
But,
where J is the Jacobi matrix associated with the measure μ, i.e. the matrix associated with the multiplication operator in terms of the orthonormal basis ( p n ) ∞ n=0 . Notice that
Thus,
As a conclusion, from Proposition 1 we obtain
This yields the relation between the parameters of the recurrence formula for (B n ) in terms of (α n, j ) n j=n−2N and (β n−N +k, j ) 2N k=0 . On the other hand, from Lemma 3
Here H denotes the 2N + 1 banded infinite matrix with entries h k, j = A k,k+N − j k − N ≤ j ≤ k + N , and 0 otherwise.
we will denote by (C, D T ) and C, D T the infinite matrices whose entries are (c i (x), d j (x))
and c i (x), d j (x) , respectively.
Since (P, P T ) = I , we have
From Proposition 1 we get
Here S is the 2N+1 banded infinite matrix with entries
Taking into account that B ,B T = D is a diagonal matrix according to the orthogonality of the polynomial sequence (B n ) ∞ n=0 with respect to our Sobolev inner product, then S D = H T and we get the following result.
Proposition 2 The matrices S and ω N (J ) satisfy the following connection relation
S D = ω N (J ) T .(8)
Outer relative asymptotics
We can already provide an alternative (and more simple) proof of a well-known result about the outer relative asymptotics for the polynomialsB n , which is a special case of [11, Theorem 4] . We denote by T j the jth Chebyshev polynomial of the first kind and by ϕ ± (x) := x ± √ x 2 − 1 with the assumption that the square root is positive for x > 1. 
uniformly on compact sets ofC\suppμ.
uniformly on compact sets ofC\suppμ. Now, we are going to show that the A j 's are completely determined for any sequence of nonnegative integers . In order to do it, we need to obtain a factorization of the polynomial 
According to the residue's theorem, expression (11) means that the polynomial 2N j=0 A j z j has a zero of multiplicity at least
On the other hand, 
where j 1 < j 2 < · · · < j J k are the nonnegative integers corresponding to the masses M k, j = 0.
(ii)
for each b k and m − j > 0.
Then ϕ − (b k ) is a zero of the polynomial 2N j=0 A j z j of multiplicity at least
From statement (ii) of Lemma 2, we have
As a consequence,
Hence, (14) means that ϕ + (b k ) is a zero of the polynomial 2N j=0 A j z j of multiplicity at least N k + 1 − I k . Therefore,
2N
j=0 A j z j has the following factorization
If x tends to infinity, then we find 
and this last equation determines completely A j for any sequence of nonnegative integers . Also, from (10) and (15) we can deduce that
Finally, taking into account the outer ratio asymptotics for orthonormal polynomials associated with measures in the Nevai class, as well as the fact that
on compact subsets ofC\suppμ we get
k=1 and {b j } 
where (q n ) ∞ n=0 is the sequence of orthonormal polynomials with respect to the measure ν ∈ M(0, 1) defined by ν = μ −
Even though in the previous proof we follow the ideas of the proof given in [2, Theorem 3.1], it is worthwhile to point out that the existing difference between the arguments of both proofs is the use of Lemma 2, which is necessary for us since we do not consider the mass points of μ inside supp μ.
Remark 2
It would be interesting to analyze two open problems concerning the inner strong asymptotics (resp. the outer relative asymptotics) for orthogonal polynomials with respect to Sobolev-type inner products when K = ∞ and μ belongs to the Szegő (resp. Nevai) class. Notice that when you consider standard inner products associated with measures μ belonging to the Szegő class S, i.e. ([−1, 1]) , and you add a denumerable set of mass points outside the interval [−1, 1] which accumulate at the ends of the interval, assuming that these mass points satisfy Blaschke's condition, then inner strong asymptotics for the corresponding sequence of standard orthonormal polynomials has been obtained in [17] . On the other hand, if μ > 0 a.e. in [−1, 1] and you add an infinite number of mass points outside the interval [−1, 1], then the new measure belongs to the Nevai class, but nothing is said about the outer relative asymptotics for the new sequence of standard orthonormal polynomials (see [5] ). Thus, this last situation needs a deep analysis. Of course, in the Sobolev case, when you add a denumerable set of mass points at the non standard component of the inner product, the asymptotic behavior (inner strong asymptotics for measures in the Szegő class and outer relative asymptotics in the Nevai class, respectively) of the corresponding orthonormal polynomials constitute more intriguing problems than those pointed out above.
