An extension of the expert system shell HUGIN to include continuous variables, in the form of linear additive normally distributed variables, is presented. The theoretical foundation of the method was developed by Lauritzen (1992), whereas this report primarily focus on implementation aspects. The approach has several advantages over purely discrete systems: It enables a more natural model of the domain in question, knowledge acquisition is eased and the complexity of belief revision is most often reduced considerably.
Introduction
In recent years much attention has been directed towards probabilistic reasoning in graphical models. Graphical models with directed edges are known under various synonyms, for example belief networks (Pearl 1988) or causal probabilistic networks (Andreassen et al. 1987) . In this paper the term causal probabilistic network, or CPN for short, will be used. Several algorithms for inference in CPNs have been proposed (Pearl 1986 (Pearl , 1988 Shachter 1986; Lauritzen and Spiegelhalter 1988; Shafer and Shenoy 1990) , but Cooper's proof (1990) that the general inference problem in CPNs is NP-hard, apparently limits the applicability of these methods to systems of moderate size. In the HUGIN approach (Jensen et al. 1990a (Jensen et al. , 1990b , the NP-hard problem is isolated and considered in a preprocessing phase. Thus considerable e ort can be directed towards a reduction of the overall complexity, though the problem remains intractable. In methods dealing with continuous variables (Pearl 1988; Shachter and Kenley 1989) , the complexity is reduced from exponential to polynomial order, but the inference algorithms are limited exclusively to continuous variables. In practice mixed models containing both discrete and continuous 1 variables are often needed. In the MUNIN 1 project (Andreassen et al. , 1992a (Andreassen et al. , 1992b Olesen et al. 1989 ) an intelligent assistant for diagnosis of muscle and nerve diseases is developed. The diagnosis is based on a number of ndings among these measures of nerve impulse amplitudes, velocities and latencies. Such measures are naturally expressed on a continuous scale (within some range), but the methods available up till now allow only a nite number of discrete values. The current version of MUNIN solves this problem by partitioning the relevant ranges into a number of discrete states (intervals). In order to obtain a su cient precision up to 21 states are required. This results in a huge demand on space, which, in turn, gives large response times.
CPNs with mixtures of discrete and continuous variables have several advantages. They provide a natural way of expressing measures as the ones mentioned, which results in models in better accordance with reality. Knowledge acquisition is eased as less numbers have to be speci ed during the construction of a CPN model, and the computional complexity is reduced, leading to faster response times and decreased space requirements. In the following an extension of the expert system shell HUGIN 2 to include continuous variables is presented. The result of the extension is a system that is able to handle mixed models, where some nodes are discrete and some continuous. The theory behind the method can be found in Lauritzen (1992) , whereas the focus of this paper is primarily on implementation aspects.
Section 2 gives an example CPN that will be used to illustrate the approach and in Section 3 HUGIN is brie y described. Section 4 introduces a special class of distributions, CG or Conditional Gaussian distributions, that describes mixtures of discrete and continuous variables. In Section 5 internal representations and operations of HUGIN are investigated, and nally in Section 6 the complexity of space and time requirements are analysed.
Modelling

An example CPN: Waste incineration
As an illustration of a CPN with continuous variables Lauritzen (1992) presented a simpli ed model of a waste incineration plant, where the main concern is emission of heavy metals. In order to ensure a stable running of the plant, a number of ndings are used to detect possible irregularities. The model is not intended to be a complete description of a waste incineration plant, but in the interest of simplicity the example is limited to moderate size.
The plant emits dust, that can be analysed by its light penetrability. 
Qualitative modelling
The qualitative structure of a CPN is given as a directed acyclic graph, where nodes represent domain concepts and links represent causal relations (in a broad sense) between concepts. In Figure 1 the graph for the waste incineration plant is given. Note that the lter e ciency is modelled as an ine ciency. Discrete nodes are described by a nite number of states. Each node is in exactly one of its states, but knowledge about which one will often be incomplete. Thus each node represents a random variable and a probability assigned to each state, gives the current belief for the node being in that state. In the example the three nodes \Burning regime", \Filter state" and \Type of waste" are assumed discrete, with states (Stable, Unstable), (Intact, Defect) and (Household, Industrial) respectively. The rest of the nodes are assumed continuous having real numbers as outcomes. 
Quantitative modelling of discrete variables
To complete the CPN model a numeric description of the relations has to be added. For discrete nodes this is done in terms of conditional probability tables. For each xed con guration of parent nodes a conditional probability is speci ed for each state of the node. Thus a table can be thought of as entries, one for each parent con guration, holding the distribution over the states in the node. If no parents are present, as is the case for all discrete nodes in the example, the table reduces to unconditional probabilities. The quantitative description of discrete variables are shown in Figure 2 . ) 2 ) is speci ed. In analogy with the discrete case the result is a table of distributions, with an entry for each xed con guration of discrete parents. The quantitative description of the continuous variables are shown in Figure 3 . Note that all numbers are on a logarithmic scale. For the emission of CO 2 this corresponds to a content of about 14 % respective 37 % for a stable respective unstable burning regime. The lter ine ciency is the fraction of dust slipping through the lter. By using a logarithmic scale the emission of dust can be found according to the relation \Emis-sion of dust" = \Dust produced" \Filter ine ency", where \Dust produced" is determined by the states of \Burning regime" and \Type of waste". With e.g. an intact lter and household waste, 4 % of the dust is expected to pass through the lter. The rest of the gures are to be interpreted according to their units. As the point here merely concerns relative changes we will not go in further detail. What can be observed is that the concentration of metal in the dust is assumed proportional to the concentration in the waste, and that this concentration is about three times higher in industrial than in household waste. Moreover the light penetrability decreases proportionally to the reciprocal square root of the dust concentration, another relation that is easy to express when using a logarithmic scale.
The HUGIN shell
The HUGIN shell is a general tool for construction of expert systems based on CPNs. It includes an editor for structuring of CPNs, refer to for details. After a CPN is speci ed a secondary structure, the junction tree, is constructed, see e.g. Jensen (1988) . This process partitions the total sample space into a number of smaller spaces called belief universes. A belief universe consists of a set of nodes, and a table, called a belief potential, representing the joint distribution of the nodes in the universe. The belief universes are organised in a tree structure where all operations are performed. The only basic operations required are multiplication, division and marginalisation (addition) of belief potentials. The key of the approach is that the belief in any node can be found by marginalising the belief potential of any belief universe containing the node in its nodeset (Jensen et al. 1990a) . That is, the joint sample space can be represented by a number of belief universes, thereby avoiding a representation of the total sample space. In section 5 we will take a look inside HUGIN, but rst we introduce a class of distributions known as CG-distributions.
CG-distributions
In order to integrate continuous variables in HUGIN one last assumption is needed, namely that the joint distribution of mixed collections of variables is Conditional Gaussian (CG) distributed (Lauritzen and Wermuth, 1989) . CG is to be interpreted in the sense that for a given con guration of discrete variables, the distribution of continuous variables is q-variate Gaussian.
Let denote a set of discrete variables. Each 2 has a nite set I of possible outcomes (states). A con guration i of discrete nodes thus takes a value in the space I = 2 I . Let ? denote a set of continuous variables, with j?j = q. A con guration y of continuous nodes is described by a vector y 2 R q , and a point in the joint sample space I R q is described by the pair (i; y).
The density function of a CG distribution is given by f(i; y) = (i)exp g(i) + h(i) convenient to represent explicitly in the canonical characteristics, in contrast to the approach in Lauritzen (1992) .
Observe that the product and quotient of two CG-distributions yields a new function of the type in (1), called a CG-potential. Marginalisation is carried out in two steps: rst over continuous variables then over discrete variables. The former step is carried out by integration, whereas the latter has the complication that CG-distributions are not closed under addition. This apparently leaves marginalisation unde ned, but the problem is resolved by introduction of a so-called weak marginalisation, operating on the moment characteristics. If j denotes the discrete variables to marginalise over weak marginalisation yields the moment characteristics p(i);~ (i);~ (i)], wherẽ
This de nition ensures that the result has the correct expectation~ (i) and variance~ (i) (Lauritzen 1992) . Though only these two quantities are extracted it should be stressed that the complete information to construct the joint distribution is still represented internally. For more details on CG-distributions refer to Lauritzen and Wermuth (1989) .
5 Inside HUGIN
In the following the modi cations required to deal with both continuous and discrete variables in HUGIN are exposed. The CG-distributions of mixed collections of variables constitute the basis for proofs of correctness of the methods and form the basis for internal representations. The user need not worry about them, seen from his point of view all that is needed is a speci cation of a CPN as illustrated in section 2.
Representation of CG-potentials
Belief potentials describing sets of nodes consisting of both discrete and continuous variables are also known as CG potentials. As stated in the preceeding section these are represented as tuples. They are distinguished according to their type: the moment characteristics or the canonical characteristics.
In general CG-potentials can be stored as tuples of a boolean, a number, a vector and a matrix. However, if ? = ; only the number is needed, and if = ;
only the vector and the matrix are needed. Thus we have three principal kinds of potentials: 1) tables of tuples ( ; g; h; K), 2) tables of numbers (p) and 3) tables of pairs (h; K). Space considerations claim a special structure for the second kind, whereas the last is of less importance as tables of this kind have only one element.
Shift between representation types
In order to be able to shift between the two representation types, the moment and the canonical characteristics, two switch operations are provided. These operations involve various linear algebra functions, including computation of determinants and matrix inversions. Special care has to be taken with respect to matrix inversion, as this operation is quite sensitive to computational accuracy. This problem has been analysed in detail by for example Forsythe and Moler (1967) , and the operations are based on their algorithms. The actual implementation performs a triangular matrix decomposition using a partial pivoting strategy. This has the advantage that determinants are easily found as the product of the diagonal elements in the decomposed matrix, with a change of the sign for each row interchange.
Initialisation of CG-potentials
For each con guration i of discrete parents the speci cation for a continuous variable is given by the quantities (i); (i) and (i) 2 , c.f. section 2. From the assumptions the following formulae for the canonical characteristics can be derived 8 by matching coe cients in the quadratic exponent of the CG-distribution:
For discrete nodes we simply have g(i) = log p(i). The CG-potentials are computed for all nodes and multiplied to tables in appropriate belief universes in the junction tree.
Construction of the junction tree
In order to construct a junction tree the graph constituting the qualitative structure of a CPN is manipulated. First the moral graph is formed: for each node, links are added between all of its parents (if they are not connected already) and directions are removed. Then the moral graph is triangulated. This process is analogous to the discrete case except for one point. Recall that the weak marginalisation only operates on the moment characteristics of a CG-potential. In general the matrix K of the canonical characteristic is not invertible, thereby preventing transformation of the potential to its moment characteristic. This obstacle disappears, however, if it is ensured that the initial traversal of the junction tree avoids weak marginalisations. This is obtained by a so-called strong triangulation of the moral graph of the CPN, see Leimer (1989) for details. In practice the graph is triangulated by the construction of an elimination sequence of its nodes, see e.g. Kjaerul (1990) . If we simply eliminate continuous nodes rst the triangulation is ensured to be strong. Then the belief universes are formed, the nodesets being the cliques of the triangulated graph. Finally the belief universes are linked together in a tree structure conforming to the junction tree property: for any pair of belief universes U and V all universes on the path between U and V contain U \ V .
Operations in the junction tree
Though only four basic operations are needed for computations in the junction tree things are complicated due to di erent table kinds and type characteristics. Further, as tables are most often of di erent size, some control structure has to be provided for matching entries from di erent tables. Theoretically tables are extended to be of the same structure, but in practice a separate description of the tables is held describing the structure of the Marginalisation is even more complicated as it is performed in two steps with intermediate transformations between the canonical and the moment characteristics. Moreover, the ambiguity between weak and \traditional" marginalisation has to be resolved.
Initialisation of the junction tree
With the modi ed operations from section 5.5 the junction tree is initialised by multiplication of initial CG-potentials to appropriate tables in the tree. Two traversals in the tree ensures consistency, that is, for any variable we get the correct (weak) marginal distribution by a (possibly weak) marginalisation in any belief universe containing the variable. Figure 4 shows 
Insertion and propagation of evidence
When evidence arrives to the CPN it is transferred to the junction tree. For discrete variables evidence can be inserted in only one belief universe containing the variable in its nodeset. For continuous variables things are a bit more complicated as evidence reduces the dimension of all vectors and matrices containing it. Thus all of these have to be reduced and the corresponding descriptions modi ed. The evidence is now propagated to the entire junction tree by at most two traversals. The tree is consistent again and the revised belief in non-observed variables are found by marginalisation as before. If further evidence arrives the process is repeated.
Consider again the waste incineration example and assume that we have measured the CO 2 concentration to 20 %, the light penetrability to 0.5 and that the waste is known to be industrial. Figure 5 shows the updated beliefs based on these ndings. Figure 5 : Revised beliefs with ndings entered on \CO 2 in emission", \Light penetrability" and \Type of waste".
As can be seen the emission of metal is increased, partly due to a higher concentration of metal in the waste, partly due to a larger dust emission. Further the standard deviations on the dust emission and the lter ine ciency are increased. This is due to the uncertainty of the cause of the irregularities. There is an increased possibility for the burning regime being unstable as well as the lter being defective. Based on the ndings entered it is not possible to distinguish the two defects, whereas e.g. a higher concentration of CO 2 would point uniquely on the former.
6 Complexity
The approach for probabilistic reasoning outlined in the preceeding sections involves a number of routines of which the triangulation of the graph is the most critical. Finding optimal triangulations is an NP-hard problem, but practice (Kjaerul 1990) has proven the adequacy of heuristic methods. Moreover, the triangulation process is done only once in the construction of the junction tree, so considerable resources can be devoted to this task.
The runtime behaviour of the approach is given by the size of the belief potentials which in turn is determined by the triangulation process. When evidence is propagated, the junction tree is traversed at most twice, that is, the complexity of updating a discrete junction tree is limited by the sum of the sizes of all belief tables in the tree. The belief table for a universe is sized as the product space of the state spaces of the nodes in its nodeset. We get the upper bound As can be seen the introduction of continuous variables reduces demands for both time and space. It should be mentioned, though, that the strong triangulation most often introduces extra links thereby possibly increasing the size of the largest belief universe. In special cases this might result in even larger space requirements and response time. The topology of the CPN determines whether this actually happens, but in general substantial savings should be expected.
Conclusion
An extension of HUGIN to include continuous variables has been presented. This enables a natural representation of various entities measured as real numbers. Most often the continuous variables will decrease requirements for both space and time, but in special cases it may have the opposite e ect. The reported implementation is still on the prototype level and practical experience has yet to be gained.
It is further expected that the extension will ease the knowledge aquisition process, as the continuous nodes are speci ed by normal distributions rather than tables of numbers.
The normally distributed variables are restricted to combine linearly, but other combinations can be obtained, for example by operating on a logarithmic scale. Such a transformation was adequate for the waste incineration example. So far exact e cient algorithms are only known for normally distributed values, other kinds of distributions have to be treated by approximate methods based on stochastic simulation, see e.g. Bellazzi et al. (1991) .
Finally, it should be mentioned that some approximations are possible (Lauritzen 1992) . One concerns the case where continuous nodes in the CPN are allowed to have discrete children, another concerns relaxation of the requirement of the triangulation to be strong. Both possibilities introduce some errors but these will probably be of minor importance compared to the uncertainty involved in the model construction process. However, no experience with these approximations has yet been obtained.
