Introduction
Many nonlinear dynamical systems exhibit oscillations on different time scales characterized by interchanged phases of slow and fast motion. Their analysis relies on the study of reduced systems, the properties of which are then recombined using geometric singular perturbation theory [1] . Analogous tools are increasingly available for functional differential equations [2, 3] , yet the effects of time delay on multiple time scale systems are largely uncharted territory. It is very natural to observe relaxation oscillations [4] , canard trajectories [5] [6] [7] and mixed-mode oscillations [8, 9] , phenomena that are not delay-specific and have been extensively studied in the non-delayed case [10, 11] . Here, we study delayinduced switched states as one further type of solution that naturally arises in this set-up, yet cannot be found in the non-delayed case [12] [13] [14] [15] [16] .
Let us consider the system εx (t) = −x(t) − y(t) + f (x(t − 1)) (1.1) and y (t) = ηx(t), ( where the prime denotes the derivative with respect to time. The parameters ε, η are assumed positive and sufficiently small so that (1.1) and (1.2) can be regarded as a singular perturbation problem acting on at least three different time scales ε, 1 and 1/η. Figure 1a shows an example solution where the x-component switches back and forth between negative and positive values after approximately one delay time. The switches are sharp, on short intervals of order ε. Between the switches, the solution changes slowly on time scale 1/η. Note that (1.1) and (1.2) can be transformed to an equivalent system with short time delay η, or long time delay 1/ε. This work is motivated by recent optoelectronic experiments [12] [13] [14] [15] , where delay-induced switched states were reported. Interestingly, this set-up allows for switching between regular and irregular phases reoccurring after approximately one delay time; see figure 1b for a numerically computed example trajectory showing this behaviour, together with the corresponding feedback function. In analogy to systems of coupled oscillators [17] and spatially extended systems [18] , the authors refer to them as chimaera states [19, 20] in delay differential equations. For numerical purposes, throughout the paper, we choose Mackey-Glass like [21] feedback functions f 1 (ξ ) = 1.2ξ/(1 + ξ 4 ) and f 2 (ξ ) = 2ξ/(1 + (ξ − 0.8) 4 ), which are able to reproduce the qualitative dynamical behaviour of the physical set-up, yet are easier to manipulate.
The paper is organized as follows: §2 collects preliminary results on scalar positive delayed feedback equations and establishes the necessary vocabulary. After having these premises set up, §3 lays out the conditions for the existence of delay-induced states. Sections 4-7 contain more technical results. In particular, §4 introduces the mathematical framework for delay differential equations and establishes certain basic properties of (1.1) and (1.2). In §3, we establishes the concept of a balance point of delay-induced switched states. Section 5 provides more insight into the mechanisms behind the emergence of switched states close to the balance point. In § §6 and 7, we show that the formal limit system for ε = 0 and η = 0 explains the profile of delayinduced switched states and another class of solutions that coexist. Our rigorous results are given in the form of propositions and lemmas: the proofs are included in the electronic supplementary material.
Positive delayed feedback
To set the stage, allow us to back up a little and build some intuition. Let us consider the simpler case of a scalar delayed feedback equation For the purpose of this paper, we commit to a specific case, where f is continuously differentiable and (H1) f (ξ ) = ξ possesses exactly three solutions, ξ − < 0, ξ = 0, ξ + > 0 and f (ξ ) = ξ otherwise; (H2) f satisfies the positive feedback condition in some bounded but sufficiently large [26] . Note that each switching between two different phases contains a point at which this function changes sign. Under conditions (H1) and (H2), the solution to (2.1) has a remarkable property: the number of sign changes counted on intervals of an appropriate length (that may be slightly larger than one) cannot increase [27, 28] . As a direct consequence, the number of phases counted in this way cannot increase either. Their width, however, is subject to change; it might very well decrease until a point at which its enclosing sign changes merge and the phase disappears. We refer to this process as the coarsening of a phase [29] . It is a spatio-temporal phenomenon best visualized in a spatio-temporal plot [18] (figure 2a). Here, the solution is sliced into subsequent segments of appropriate length (about one), and the slice's values are then plotted with respect to their counting number on the vertical axis, encoded in a colour map; see [18] for details. Figure 2a shows the temporal evolution of each phase in colour/grey-scale, separated by their sign changes in black. Interestingly, the amount by which the position of a sign change alters from one segment to the next seems independent of the phase width, as long as it is sufficiently large [30] . We refer to this constant trend as the drift of this sign change. If this sign change has positive slope, we refer to the corresponding drift as an up-drift δ up ; analogously we use the term down-drift δ down . Generally, up-drift and down-drift along a solution do not coincide, leading to the coarsening of phases.
This behaviour is very well studied when f is monotone [31] . In this case, the long-term behaviour of solutions to (2. to equilibrium, yet with possibly complicated transient behaviour as the number of (unstable) periodic solutions is large for small ε [34] . The dynamics is largely determined by the equilibria tugging at the solution until the 'stronger' wins. When f is monotone, the up-and down-drift along the solution can be computed explicitly; see [35, 36] and references therein. There, it is shown that two neighbouring sign changes interact weakly over exponentially small tails, and therefore they may appear independent numerically. The drift of the sign changes itself goes to zero as ε → 0, whereas d up = δ up /ε and d down = δ up /ε converges to a bounded constant. If additionally f is an odd function, the situation is so well adapted that up-and down-drift coincide to leading order in ε, allowing for super-transient solutions with transient times scaling as e −c/ε , for some c > 0. We call any function f with the property that up-and down-drift coincide balanced (not necessarily monotone or odd).
We want to remark that the case of negative delayed feedback has received equal attention [37] , and a lot of techniques for positive delayed feedback are motivated by the techniques developed for the negative feedback case [38] [39] [40] [41] [42] .
Note that our example f = f 1 in figure 1a is odd and restriction of f 1 to the values of the solution is monotone. As a direct consequence, f 1 is balanced. It is easy to show that continuous differentiability of f implies that f , when shifted along its graph by a small amount
, still satisfies (H1) and (H2). As a result, f 1 has the following property:
and f β is balanced. We call β the balance point.
In particular, β = 0 for f = f 1 . Now, obviously, our second example f 2 is neither odd nor monotone, nor is it balanced, as the corresponding solution displays coarsening (figure 2a). Nevertheless, it is straightforward to check that f 2 satisfies (H1) and (H2). In addition, we show numerically that f 2 satisfies (H3). Let us now vary y(0) as a parameter and consider the equation
with y(0) not necessarily zero. For sufficiently small y(0), the transformation
, where b is the solution of ξ = f (ξ ) − y(0) with the smallest modulus, takes equation (2.2) into equation (2.1) and our analysis above applies. We investigate numerically how the spatio-temporal behaviour of (2.2) changes as we increase y(0). In the example in figure 2a, we observe that for y(0) = 0.2 the difference of up-and down-drift of the solution is smaller, and coarsening occurs at a later time. This suggests that as we increase y(0) the difference between up-and down-drift further decreases. We show this numerically in figure 2c,d. In fact, the values of the up-and down-drift change continuously until they coincide at the balance point y(0) = β ≈ 0.514 (figure 2e). For larger values, the order of the drifts is reversed and coarsening leads to another 'winning' phase of the solution (figure 2d).
Note that throughout this process of the change of y(0), the function f y(0) satisfies (H1) and (H2), and as a result f 2 satisfies (H3). It is now intuitively clear that close to the balance point system (1.1) and (1.2), as a (small) perturbation of (2.2), exhibits a long transient solution with initial conditions close to the balance point. In fact, in the next section, we provide strong arguments in favour of these solutions not being mere transients any more, but delay-induced switched states. We conjecture that conditions (H1)-(H3) are necessary conditions on f to allow for such states.
Main result: balance point and delay-induced switched states
As we will show in §4, all solutions of (1.1) and (1.2) for η > 0 that are not converging to or identically zero are oscillating, i.e. its first component possesses infinitely many sign changes for t > 0 (propositions 4.1 and 4.2). We are interested in oscillatory solutions that satisfy the following definition motivated by the spatio-temporal plot in figure 2c. 
Definition (Delay-induced switched state). We refer to a solution x ∈ C([−1, ∞), R) of (1.1) and (1.2) as a delay-induced switched state if there exist 1 ≤ T ≤ 2 and 0 ≤ s ≤ 1 such that x(t) has a constant even number of sign changes on each interval [nT + s, (n + 1)T + s] for all n ≥ 0.
Additionally, we refer to δ = T − 1 as the drift of a delay-induced switched state. It is easy to show that δ → 0 as ε → 0. For this reason, in our numerical exploration, we show the rescaled value d = δ/ε which converges to a constant as ε → 0. See more details on the drift in [18, 29, 30] .
In a neighbourhood of the balance point β of system (2.2), it is possible to obtain delay-induced switched states for (1.1) and (1.2). This can be explained as follows: If y(t) < β, the coarsening of the solution leads to an increase of the average value (1/T) We want to remark that this mechanism resembles a locking cone with respect to the delayed self-feedback, and, indeed, similar solutions have been observed in forced systems [43] .
Our rigorous analysis in the following sections shows that the solution of (1.1) and (1.2) can be obtained as a perturbation of (2.2) (lemma 5.1) and that this perturbation contracts the distance of subsequent sign changes to a critical distance (implied by lemma 5.2). The 'largeness' of this correcting effect strongly depends on η. Too far from the balance point, it is too weak to prevent the coarsening of a phase; see figure 3a . Similarly, the time scale of this process is of importance. Closer to the balance point, the influence of η is strong enough to prevent the coarsening of one phase, but then it can lead to the coarsening towards the other; see figure 3b . We also show that the profile of the switched state can be obtained from a reduced system (proposition 6.1).
Supported by our rigorous analysis of the 'stabilization' mechanism described above as well as numerical evidence in figure 3 , we make the following conjecture. An initial condition without sign changes leads to oscillatory solutions of relaxation type, similar to that described in [8, 9] . We have included a numerical exploration and discussion of this type of oscillatory behaviour in §7. 
where
exists and is unique [44] . Here, we use the standard notation z t (φ) = z(t + θ; φ), for θ ∈ [−1, 0], respectively, for x and y, to refer to the state of the system z t ∈ C at time t ∈ [0, ∞), whenever it is convenient. Note that in order to have full invariant manifolds theory available, we would need to extend this concept of solution to the state space
, which is not strictly necessary in our case. The solution defines a C 1 semi-flow Φ t : φ → x t (φ) on C [44] . Recall that the ω-limit set ω(φ) of φ ∈ C under the semi-flow Φ t is defined to be
If z t (φ) exists for all t, z t (φ) is C 1 with a uniform bound on its derivatives for all t ≥ t 0 + 1. By the Arzela-Ascoli theorem then, ω(φ) is non-empty and compact in C (with its C 0 norm). We discuss some of the objects in ω(φ) of (1.1) and (1.2). As Φ t is C 1 we rely on the principle of linearized stability to determine the asymptotic behaviour of initial conditions close to ω(φ).
For our further analysis, it is convenient to write the solution in terms of the solution operator that takes solution segments that have length T = 1 + δ slightly larger than one from one to the next. Consider the solution segment φ n (θ ) : 
Equation (4.2) defines a map given by
which can be easily seen using the variations of constants formula. The following two propositions collect basic properties of (1.1) and (1.2). We have established that the zero equilibrium is unstable, with an arbitrary large dimension of the unstable manifold. Refer to Lichtner et al. [45] for the method of proof. As a result, we expect the deviation from it to grow exponentially for a generic small perturbation. This destabilization is due to a cascade of Hopf bifurcations as ε → 0, so one might expect periodic solutions to be the simplest objects that occur. It is intuitively clear that, for η > 0, the solution is forced to oscillate. A precise statement is given in the following proposition.
Proposition 4.1 (Zero solution). Let ε, η > 0 and f satisfy (H1) and (H2

Proposition 4.2 (Oscillatory solutions). Let ε, η > 0 and f satisfy (H1) and (H2). Then any solution z(t, φ), which does not converge to zero, possesses the following properties:
(i) There exists 0 < t < ∞, such that z 1 (t, φ) = 0.
(ii) The first component z 1 of z has infinitely many sign changes.
(iii) For all t 1 < t 2 , such that z 2 (t 1 , φ) = z 2 (t 2 , φ), it holds that
As the zero solution is unstable, we have thus established that every solution, except the zero solution and the solutions that lie on the stable manifold of the zero solution, is oscillatory for all t ≥ 0.
Stabilization mechanism of delay-induced switched states
As we have indicated in §3, initial conditions 'close' to the balance point lead to delay-induced switched states, whereas those too far from the balance point may appear as delay-induced switched states at first, yet coarsen after some possibly long transient time, and as a result no delay-induced switching can be observed any more. This can be explained by a competition between the fast ε-dynamics and slow η-dynamics. In order to investigate these processes independently, we 'split off' the η-part of the dynamics. In doing so, we provide the conceptual mechanism for the stabilization of delay-induced switched states, the more involved arguments being given as self-contained lemmas. Recall from §4 that the solution to (1.1) and (1.2) can be written in integral form
and
which can be readily checked using the variation of constants formula. Our motivation is simple: find a transformation such that the resulting solution is independent of η. 
The 
T is one-to-one, and K
As a result, we obtain a decomposition of the solution operator M ε,η
T into two parts. We use now that we have qualitative information about M ε,0 T ; see §3. In particular, the number of sign changes of a given function φ ∈ C 1 T does not increase, and the amount of which sign changes drift can be read of by our numerical studies for η = 0. In addition, we can show how K 
(iv) Assume as in (iii)
As an immediate consequence, for sufficiently small η, K ε,η T preserves number of zeros and contracts the distance between two zeros to some positive distance. Thus, if for a given ε we are sufficiently close to the balance point, the individual drift of the sign changes can be mitigated by the action of K ε,η T . Naturally, as K ε,η T influences the profile of delay-induced states, we expect small variations in the 'shape' of delay-induced switched states as opposed to the solution of (1.1) and (1.2) for η = 0. The following section discusses this effect in more detail.
Profiles of delay-induced switched states
We reason that for a given function f the 'shape' of a delay-induced switched state of (1.1) and (1.2) can be qualitatively determined from the formal limit ε = 0. The motivation is not unlike the scalar case of delayed feedback: If εx (t) acts as a small perturbation, then the solution to (1.1) and (1.2) can be sufficiently well approximated by the reduced system
Only when the derivative is large with respect to 1/ε does this viewpoint become inadequate. Using the variations of constants formula, (1.1) and (1.2) are equivalent to
The integral representation (6.3) and (6.4) of (1.1) and (1.2) allows for the following insight: as long as |x (t)| is bounded and independent of ε, i.e. |x (t)| C/ε for some C < ∞, it immediately follows that x(t) = −y(t) + f (x(t − 1)) + O(ε) for all t. On the other hand, if the derivative is large, yet only on a short interval (a, b) ⊂ [−1, 0], with |b − a| → 0 as ε → 0, and c/ε , b) . So the derivative may act as a large perturbation within (a, b). However, then, for θ ∈ (b, 1] one can easily show that this perturbation decays fast again as
This results in the solution segment on [t, t + 1] to appear closely related to the solution segment on [t − 1, t], but possibly shifted with respect to that segment. Note that although ε is supposed to be small, (1.1) and (1.2) cannot (or rather should not) be considered a 'small' perturbation of (6.3) and (6.4) as (i) εx (t) ought not be small and (ii) the nature of our problem changes from a delay differential equation to a delay difference equation. This singular perturbation point of view comes with several such technical difficulties.
Here, we focus on the analysis of the reduced system (6.1) and (6.2). The following proposition states that (6.1) and (6.2) exhibits a period-1 solution, and sufficient conditions for it to be unstable. 
Our numerics show that the solutions from the proposition 6.1 are related to the delayinduced switched states in (1.1) and (1.2). Figure 4 displays the solution to (6.1) and (6.2) for two example functions f and suitable initial conditions. Figure 4a shows a period-1 solution that switches between two distinct sets of values with opposite sign, along which it changes regularly. In fact, it changes exponentially with a small rate, and proposition 6.1(iii) determines this rate to be η/(f (x(t)) − 1). We remark that for small values of η, this trend can be approximated as
so that along such regular 'plateaus' it appears to be linear in η. Here, we assumed that f (x(t)) − 1 is uniformly bounded away from zero. In figure 4a , the parameters are chosen such that f (x(t)) < 1 along the solution. If this condition is not met for some values of x, the corresponding period-1 solution is unstable, and the numerically computed solution appears irregular for those values; see figure 4b and compare proposition 6.1(iii). This qualitatively resembles delay-induced switched states with incoherent part in (1.1) and (1.2), although the solution is more erratic than for positive ε; compare figure 1. We attribute this to the 'smoothing' effect of the term εx in (1.1) and (1.2), which is not present in (6.1) and (6.2).
The solutions shown in figure 4 correspond to well-chosen initial conditions satisfying the integral property in proposition 6.1(ii). For strictly positive (or analogously strictly negative) initial conditions, the solution to (6.1) and (6.2) does not resemble a delay-induced switched state. As a result, for such initial conditions, we do not expect delay-induced states in (1.1) and (1.2). The next section discusses this fact in more detail. class of solutions coexists with another type of solutions oscillating on a much longer time scale of order 1/η, which can be selected via the choice of initial conditions.
Coexistence with fold-induced slow-fast oscillations
To begin with, let us choose f (x) = 1.2x/(1 + x 4 ). The balance point is given by y(0) = 0 as we have argued in §2. Figure 5a shows the ω-limit set of initial conditions with y(0) = 0 and two sign changes for various η. For η = 0.001, we observe a delay-induced switch state with almost constant plateaus. The orange dashed curve in figure 5a shows the fixed points of equation (6.1) parametrized by constant y = v, i.e. the fixed points of the iteration (χ , v) → (f (χ ) − v, v) ∈ R 2 . We refer to this curve as the critical manifold. We observe that each sign change in the past causes the solution to switch to the opposite branch of the critical manifold (with opposite sign) after some time close to one. Along the critical manifold, x satisfies equation (6.5) up to an error of order ε, and as a result, x and y change with rate proportional to η on time scale 1. Therefore, as we increase η, the variations along the plateaus become more pronounced, and the range of y approximately scales proportional to η; compare figure 5a.
When instead we choose x 0 without sign changes, the picture is different. Figure 5b shows the corresponding ω-limit set and reveals a different class of solutions to (1.1) and (1.2). We remark that these solutions are reminiscent of slow-fast relaxation oscillations in systems of ordinary differential equations [1] , the techniques of which can be used to rigorously study those solutions using geometric theory for semi-flows [2, 3] . Interestingly here, the switching is not induced by a corresponding sign change in the past, but rather by a transition through a fold. Hence, we refer to such solutions as fold-induced slow-fast oscillation to distinguish them from our solutions of interest. It is beyond the scope for this article to give a detailed analysis, but we offer the following intuition: in §2, we defined the balance point y(0) = v such that the solution to
displays exponentially long transients for initial conditions that have sign changes. Let us put v = 0 for now. Then, starting with an initial condition without sign changes, the solutions preserve its sign [26] . The ω-limit set in this case may consist of the non-trivial equilibrium point, a periodic orbit or a chaotic attractor depending on f [26] . If the equilibrium is linearly stable, then the solution converges to it exponentially fast. The value of the equilibrium is given by the intersection of the critical manifold with the line {y = 0, x ≶ 0} in figure 5b. For sufficiently small η, we can then think of v = y(t) as changing adiabatically, that is the convergence to the equilibrium for v = 0 is fast, compared to the flow along the critical manifold. This mechanism gives rise to slow-fast relaxation oscillations with period of order 1/η (figure 5b). Let now f (x) = 2x/(1 + (x − 0.8) 4 ) and y(0) ≈ 0.514 as numerically determined in §3. The stability of an equilibrium x(t) = ξ = const. of (7.1) is easily determined. If |f (ξ )| > 1, there existsε > 0, such that it is unstable for all ε <ε; and it is stable for all ε > 0, otherwise. At ε =ε, the equilibrium undergoes a Hopf bifurcation with respect to ε; the proof is analogous to the zero equilibrium in §4. This condition is very much related to proposition 6.1(iv), for which we obtain delay-induced switched states with incoherent parts. The corresponding solution to initial conditions without sign changes is shown in figure 5d . This type of solution has been coined chaotic breathers [8] ; we will not discuss this type of solution in detail. However, we want to emphasize that they are likely candidates for the ω-limit set of initial condition with sign changes in (1.1) and (1.2) when is y(0) chosen too far from the balance point.
Outlook and discussion
We have investigated the delay-induced switched states in systems of the form (1.1) and (1.2), and how they arise from the formal limits ε → 0 and/or η → 0. The phenomenon itself is more general and has been observed in various slow-fast systems including time delay, such as laser systems [12, 13] and in a model of neuronal activity [16] . In our examples, we restricted ourselves to the case where switching occurred once per delayed interval, yet multiple switched solutions can be observed as well [14, 15] . Likewise, we did not investigate whether delayed-induced switched states can be reached from non-switched initial conditions. Such a transition could, for example, be induced by interaction of the solutions with a fold, similar to canard solutions [5, 6] , that may lead to a fast increase of the number of sign changes along a delay interval. We have introduced the concept of a balance point of (1.1) and (1.2), and alongside our rigorous results on the 'stabilization' mechanism close to the balance point, we included a detailed numerical exploration. A rigorous proof of the existence of delay-induced states is beyond the expository character of this article, and we will address this question in future works. A promising direction poses the customization of the asymptotic methods used to study the drift in scalar delayed feedback equations [35, 36, [38] [39] [40] [41] [42] .
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