Abstract. Our goal in this paper is to find a characterization of n-dimensional bilinear Hardy inequalities u,(0,∞) 
≤ C f p 1 ,v 1 ,R n g p 2 ,v 2 ,R n , f, g ∈ M + (R n ), when 0 < q ≤ ∞, 1 ≤ p 1 , p 2 ≤ ∞ and u and v 1 , v 2 are weight functions on (0, ∞) and R n , respectively. Since the solution of the first inequality can be obtained from the characterization of the second one by usual change of variables we concentrate our attention on characterization of the latter. The characterization of this inequality is easily obtained for the range of parameters when p 1 ≤ q using the characterizations of multidimensional weighted Hardy-type inequalites while in the case when q < p 1 the problem is reduced to the solution of multidimensional weighted iterated Hardy-type inequality.
To achieve the goal, we characterize the validity of multidimensional weighted iterated Hardy-type inequality 
Introduction
The aim of this paper is to study the boundedness of n-dimensional bilinear Hardy operators H n 2 : 
The motivation of the investigation of n-dimensional m-linear Hardy ineqalities can be explained, for instance, by the paper [18] , where a weight theory has been developed for a new multi(sub)linear maximal function
where the supremum is taken over all cubes in R n containing x with sides parallel to the coordinate axes, introduced in order to control the multilinear Calderón-Zygmund operators. Recall that, this operator is strictly smaller that the m-fold product of M, that is, the operator (u) , that is, the inequality
In one-dimensional case, the bilinear Hardy operator
As far as we know, the boundedness of
, that is, the bilinear Hardy inequality
has not been considered previously in the literature, apart from the following papers: The papers [3] and [15] work with general bilinear operators and characterize their boundedness, in the case 1/q ≥ 1/p 1 + 1/p 2 , by means of a Schur-type criterion. The boundedness of H 2 :
was characterized recently in [1] via the discretization method, and in [16] using the iteration method. The range of exponents in both papers was 1 < p 1 , p 2 , q < ∞. As in 1-dimensional case (cf. [16] ), the characterization of n-dimensional bilinear Hardy inequalities can be easily obtained using the characterizations of multidimensional weighted Hardy-type inequalites, when p 1 ≤ q (see, Theorems 5.2, 5.4 and 5.5). In the most difficult case when q < p 1 , interchanging the suprema and applying the multidimensional weighted Hardy-type inequalities, by integrating by parts, we get that inequality (1.2) is equivalent to the inequality
with 1/r 1 = 1/q − 1/p 1 (see, Theorem 5.3).
In this paper we characterize the validity of the multidimensional weighted iterated Hardy-type inequality
where 0 < p, q < ∞, 1 ≤ θ ≤ ∞, u ∈ W(0, ∞), v ∈ W(R n ) and µ is a non-negative Borel measure on (0, ∞) (see, Theorem 4.2). We are able to obtain the characterization under the additional condition that the measure µ is non-degenerate with respect to U q/p , that is, conditions (3.6) are satisfied. In 1-dimensional case there exist different solutions of iterated Hardy-type inequalities
Note that inequality (1.5) have been considered in the case p = 1 in [5] (see also [6] ), where the result was presented without proof, in the case p = ∞ in [9] and in the case θ = 1 in [10] and [23] , where the special type of weight function v was considered. Recall that the inequality has been completely characterized in [11] and [12] in the case 0 < p < ∞, 0 < q ≤ ∞, 1 ≤ θ ≤ ∞ by using discretization and anti-discretization methods. Another approach to get the characterization of inequalities (1.5) was presented in [22] . But these characterizations involve auxiliary functions, which make conditions more complicated. The characterization of the inequality can be reduced to the characterization of the weighted Hardy inequality on the cones of non-increasing functions (see, [13, 14] ). Different approach to solve iterated Hardy-type inequalities has been given in [19] . In order to characterize inequality (1.4) we will use the technique from [11] and [12] .
It should be noted that none of the above would ever have existed if it wasn't for the (now classical) well-known characterizations of weights for which the Hardy inequality holds. This subject, which is, incidentally, exactly one hundred years old, is absolutely indispensable in this part of mathematics (cf. [17, 21] ). In our proof below multidimensional analogues of such results will be heavily used from [2, 4, 20] .
The paper is organized as follows. We start with some notations and preliminaries in Section 2. The discretization and anti-discretization methods for solution of inequalities (1.4) are given in Sections 3 and 4, respectively. Finally, the solutions of multidimensional bilinear Hardy inequalities are presented in Section 5.
Notations and Preliminaries
Throughout the paper, we always denote by c or C a positive constant, which is independent of the main parameters but it may vary from line to line. However a constant with subscript such as c 1 does not change in different occurrences. By a b, (b a) we mean that a ≤ λb, where λ > 0 depends only on inessential parameters. If a b and b a, we write a ≈ b and say that a and b are equivalent. Throughout the paper we use the abbreviation LHS( * ) (RHS( * )) for the left (right) hand side of the relation ( * ). By χ Q we denote the characteristic function of a set Q. Unless a special remark is made, the differential element dx is omitted when the integrals under consideration are the Lebesgue integrals.
For x ∈ R n and r > 0, let B(x, r) := {y ∈ R n : |x − y| < r} be the open ball centered at x of radius r and c B(x, r) := R n \B(x, r).
Let Ω be any measurable subset of R n , n ≥ 1. Let µ be a non-negative measure on Ω. By M(Ω, µ) we denote the set of all µ-measurable functions on Ω. The symbol M + (Ω, µ) stands for the collection of all f ∈ M(Ω, µ) which are non-negative on Ω. The family of all weight functions (also called just weights) on Ω, that is, locally integrable with respect to measure µ non-negative functions on Ω, is given by W(Ω, µ). If the measure µ is the Lebesgue measure on I, then we omit the symbol µ in the notation.
For p ∈ (0, ∞] and w ∈ M + (Ω, µ), we define the functional · p,w,Ω,µ on M(Ω, µ) by
and it is equipped with the quasi-norm
, when θ < ∞,
and assume that U(t) > 0, t ∈ (0, ∞).
and g is a monotone function on I, then by g(a) and g(b)
we mean the limits lim x→a+ g(x) and lim x→b− g(x), respectively.
Let us now recall some definitions and basic facts concerning discretization and anti-discretization which can be found in [7] , [8] and [10] . 
The family of non-degenerate b-quasiconcave functions will be denoted by Ω b .
Definition 2.6. Assume that b is admissible and g ∈ Ω b . We say that {x k } k∈Z is a discretizing sequence for g with respect to b if
Note that if g ∈ Ω b , then there always exists a discretizing sequence for g with respect to b (see, for instance, [7, Lemma 2.7] ).
Finally, if q ∈ (0, +∞] and {w k } = {w k } k∈Z is a sequence of positive numbers, we denote by ℓ q ({w k }, Z) the following discrete analogue of a weighted Lebesgue space: if 0 < q < +∞, then
We quote some known results (see, for instance, [7, Lemma 3.1 and 3.2]).
for all non-negative sequences {a k } k∈Z .
Let {σ k } k∈Z be a geometrically increasing sequence. Then
Given two (quasi-)Banach spaces X and Y, we write X ֒→ Y if X ⊂ Y and if the natural embedding of X in Y is continuous.
The following statement is discrete version of the classical Landau resonance theorem. Proof can be found, for example, in [7] . 
Then
where 1/ρ := (1/q − 1/θ) + 1 and C stands for the norm of embedding (2.1).
We shall use the following inequality, which is a simple consequence of the discrete Hölder inequality:
3. Discretization of Inequality (1.4)
In this section we discretize the inequality
At first we do the following remarks.
ess sup
likewise, when F is a non-negative non-decreasing function on (0, ∞), then
Observe that
It is easy to see that B(x, t) is b-quasiconcave function of x for any fixed t > 0. It have been shown in [8, p. 85 ] that the relations ess sup
Remark 3.2. Let 0 < p, q < ∞. Suppose that U is admissible on (0, ∞). Assume that µ is a nonnegative Borel measure on [0, ∞) and ϕ is the fundamental function of µ with respect to U q/p , that is,
where
.
Assume that the measure µ is non-degenerate with respect to U q/p :
Then ϕ ∈ Ω U q/p , and therefore there exists a discretizing sequence for ϕ with respect to U q/p . Let {x k } be one such sequence. Then ϕ(x k ) ↑↑ and ϕ(x k )U −q/p ↓↓. Furthermore, there is a decomposition 
Proof. Applying [7, Corollary 2.13] to the U-quasiconcave function
we get that
Using Lemma 2.7,
, where
By using Lemma 2.7 on the second term, we arrive at 
Moreover, the best constant in inequality (3.1) satisfies c ≈ A.
Proof. Sufficiency. In view of (3.8) and inequality (2.2), we have that
By (3.9) and (2.2), we get that
By Lemma 3.3, using (3.10) and (3.11), we obtain LHS (3.1)
Consequently, (3.1) holds provided that A < ∞ and c ≤ A. Necessity. Assume that inequality (3.1) holds with c < ∞. By (3.8), there are 
Moreover,
By (3.1), (3.14) and (3.15), we obtain that
Then, by Proposition 2.8 we arrive at
c.
On the other hand, by (3.9), there are
where {b k } k∈Z is any sequence of positive numbers. Then, by Lemma 3.3, we have that
We also have,
Then, applying Proposition 2.8, we get that
Combining (3.17) and (3.20) , we arrive at A c.
If θ < ∞, in view of Lemma 2.7, it is evident that
implies that
Since ϕ(x k ) 1/q is geometrically increasing, we obtain that
This inequality shows that lim t→∞ v −1/θ θ ′ ,S [t,∞) must be equal to 0, because ϕ(∞) is always equal to ∞ by our assumptions on the function ϕ.
Similarly, lim t→∞ v −1 1,S [t,∞) must be equal to 0, when θ = ∞. Therefore, throughout the paper we consider weight functions v such that lim t→∞ V θ (t) = 0. Note also that the condition V θ (t) < ∞, t ∈ (0, ∞) implies lim t→∞ V θ (t) = 0, when 1 < θ ≤ ∞.
Anti-discretization of conditions
In this section we anti-discretize the conditions obtained in Lemma 3.4. 
Proof. (a) By [20, Theorem 2.2, (a) and (f)], from Lemma 3.4, we have that
By Lemma 2.7, we get that
We now prove the reverse estimate. We have that
(b) Assume that θ < ∞. By [20, Theorem 2.2, (b) and (g)], and (3.21), from Lemma 3.4, we have that
it is easy to see that
Integrating by parts, we arrive at
By Lemma 2.7, in view of Remark 3.5, we have that
Using (4.2) in (4.1) and applying Lemma 2.7, we arrive at
Consequently, A B * . Conversely, by Lemma 2.7, in view of Remark 3.5, we have that
Integrating by parts yields that
, we arrive at
Now assume that θ = ∞. In this case the proof can be done in the same line and we leave it to the reader. The only difference is that one should apply [20, Theorem 2.2, (e)] and take into account that
We now in a position to characterize inequality (3.1). 
Moreover, the best constant in (3.1) satisfies c ≈ I 1 . (ii) q < θ < p and
Moreover, the best constant in (3.1) satisfies c ≈ I 2 . (iii) p < θ ≤ q, r = θp/(θ − p) and
Moreover, the best constant in (3.1) satisfies c ≈ I 3 . (iv) max{p, q} < θ, r = θp/(θ − p) and
Moreover, the best constant in (3.1) satisfies c ≈ I 4 . (v) θ = ∞ and
Proof. 
Characterization of n-dimensional bilinear Hardy inequalities
In this section we give characterization of n-dimensional bilinear Hardy inequalities (1.1) and (1.2). The following note allows us to concentrate our attention only on characterization of (1.2). .
Interchanging the suprema, by duality, on using (3.2), we arrive at .
