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Onder het (lineaire) toewijzingsprobleem ver.staat men het volgende probleem: 
Minimaliseer 
n n 
(1. I) l l 
i=l j=l 
a .. x .. 
l.J l.J 
onder de bijvoorwaarden 
n 
( 1. 2) i = 1, ••• ,n, l x .. = 1 ' 
j=l l.J 
n 
(J.3) j = 1, ••• ,n, l x .. = 1 , 
i=I l.J 
(1.4) x .. ~ o, 
l.J 
i = 1 , ••• , n; j = 1 , ••• ,n. 
Omdat er onder de optimale oplossingen van dit probleem altijd temninste 
een is, die voldoet aan 
(1.5) x .• = 0 of 
l.J 
i = 1, .•. ,n; j = 1, ••• ,n 
(zie bijvoorbeeld [2]), zullen wij ook problemen, waarin (1.4) door (1.5) 
is vervangen, lineaire toewijzingsproblemen noemen. 
Voor een oplossing, die aan (1.5) voldoet, geldt steeds, dat bij elke i 
juist een j behoort, waarvoor x .. = 1 is en bij elke j juist een zo'n i. 
l.J 
Met een dergelijke oplossing correspondeert dus steeds een permutatie van 
de getallen 1, •• -. ,n. Het beschreven model kan dan ook gebruikt worden voor 
de formulering van verschillende volgordeproblemen, zoals dienstregelings-
problemen. Zie hiervoor bijvoorbeeld [18]. 
Een ander voorbeeld is het personeelstoewijzingsprobleem, o.a. beschreven 
2 
door Votaw en Orden ([19],[20]). Bij een dergelijk probleem wordt gevraagd 
n functies aan n personen toe te wijzen, waarbij elke persoon juist een 
functie moet vervullen. Als de kosten, die voortvloeien uit het toewijzen 
van functie i aan persoon j, alleen afhangen van de combinatie van i en j, 
kunnen zij warden voorgesteld door een getal a ..• Voert men dan variabelen 
l.J 
x .. in, die weergeven, of persoon j in 
1.J 
functie i wordt aangesteld (x .. =1) . l.J 
of niet (x •. =O), dan zorgen de bijvoorwaarden (1.2), (1.3) en (1.5) er voor, 
1.J .. 
dat aan de gestelde eisen wordt voldaan, terwijl (1.1) de totale kosten 
weergeeft, die men wil minimaliseren. 
Naast de directe toepassingen van het toewijzingsprobleem.speelt het een 
rol als relaxatie van moeilijker oplosbare problemen ([8]). 
Daar de in de praktijk voorkvmende lineaire toewijzingsproblemen dikwijls 
zeer groot zijn, zoals bij de toepassing op dienstregelingsproblemen, of 
een grote reeks van toewijzingsproblemen moet worden opgelost, zoals bij de 
toepassing als relaxati:e.van een moeilijker probleem, is het van groot be-
lang over een efficiente algoritme voor het oplossen van (1.1), .•. ,(1.4) te 
beschikken. Daar komt nog bij, dat het toewijzingsprobleem kan worden ge-
zien als specialisatie van het transportprobleem, en omgekeerd het trans-
portprobleem als specialisatie van het toewijzingsprobleem kan worden opge-
vat (vgl. Dantzig [2]). Conclusies aangaande algoritmen voor het toewij-
zingsprobleem zullen dus in het algemeen tevens van belang zijn voor cor-
responderende algoritmen voor het transportprobleem en zijn generalisaties, 
zoals de verschillende kostenstromingsproblemen (zie [7]). 
2. Algori tmen 
De meeste algoritmen voor het oplossen van (1.1), ••. ,(1.4) maken gebruik 
van de zogenaamde "complementary slackness" eigenschap voor lineaire pro-
grammeringsproblemen. Bij de formulering van deze eigenschap nemen we.eerst 
aan, dat (1.3) met -1 is vermenigvuldigd. Het bij (1.1), ••. ,(1.4) behorende 
duale probleem luidt dan: 
maximaliseer 
n 









onder de bijvoorwaarden 
(2.2) -u. +v. < a .. , 
1. J = 1.J 
3 
i = 1 , •• ~ ,n; j = 1 , ••• ,n. 
De "complementary slackness" eigenschap luidt nu als volgt: 
SteZZing 2.1: Een oplossing van (1.1), ••• ,(1.4) is dan en slechts dan opti-
maal, als ui- en vj-waarden gevonden kunnen worden, die aan (2.2) voldoen 
en waarvoor geldt: 
(2.3) u. + a .. - v. > 0 ~ x .. = O, 
1. 1.J J 1.J 
i = 1, ••• ,n; j = 1 , ••• ,n. 
De algori tmen voor ( 1.1), ... , ( I. 4) kunnen bijna alle worden ingedeeld in 
drie klassen: men onderscheidt primate, du.ale en gemengde "primal-dual" 
algoritmen. *) Al deze algoritmen zijn iteratief en eindigen, zodra een 
oplossingenpaar voor het oorspronkelijke en het duale probleem gevonden is, 
dat aan (1.2), (1.3), (1.4), (2.2) en (2.3) voldoet (vgl. stelling 2.1). De 
drie benaderingswijzen verschillen in de verzameling van bijvoorwaarden, 
waaraan in de niet-optimale stappen niet voldaan wordt, en in het criterium, 
waarmee de kwaliteit van een niet-optimaal oplossingenpaar wordt gemeten. 
Bij de primale algoritmen wordt niet voldaan aan (2.2) en wordt een rij van 
oplossingen geconstrueerd, waarvoor de waarde van (I.I) monotoon niet-stij-
gend is, bij de duale algoritmen wordt niet voldaan aan (1.4) en is de 
waarde van (2.l)_monotoon niet-dalend. Bij de gemengde algoritmen worden 




x .. < I, 
1.J 
i = I , ••• ,n 
De branch-and-bound methode, beschreven in het boek van Hillier en 
Lieberman [9], valt buiten deze indeling. Deze methode is waarschijnlijk 













w = I I 
i=l j=l 
monotoon niet-dalend. 
j = 1 , ••• ,n, 
x .. 
1J 
Bij de vergelijking van de verschillende algorithmen hebben wij getracht 
dubbel werk te vermijden door ons te beperken tot bet onderzoek van die al-
goritmen, waarvan nog niet door anderen was vastgesteld, dat zij onbevredi.-
gend werkten. Volledigheidshalve vermelden wij eerst enige conclusies, die 
uit de bestudering der literatuur getrokken kunnen worden. 
a. De zogenaamde Hongaarse methode, een gemengde algoritme, afkomstig van 
Kuhn [11], werd lange tijd als de beste methode beschouwd. Vooral de modi-
ficatie van Munkres [12], zoals beschreven [13] en geprogrannneerd [14] door 
Silver, werd bekend. Later ontstonden versies, die meer aansloten bij de 
theorie van de stromingen in netwerken volgens Ford en Fulkerson [7]. Naast 
de procedure van Silver [14], die wij hebben overgenomen en beproefd, werd 
een verbeterde versie geprogrammeerd. 
b. Er zijn slechts drie primale methoden tot de literatuur doorgedrongen: 
de simplexmethode, afkomstig van Dantzig (zie bijvoorbeeld [2]), een metho-
de van Balinski en Gomory [1] en de negatieve cykel methode van Klein [10]. 
Daar de laatstgenoemde methoden in een vergelijkende studie van Florian en 
Klein [6] veel slechtere resultaten opleverden dan de Hongaarse methode, 
hebben wij deze methoden niet verder onderzocht, wel de simplexmethode. 
c. Duale algoritmen zijn niet of nauwelijks bekend. 
d. In de laatste tijd zijn twee gemengde algoritmen gepubliceerd door 
Tomizawa [17] resp. Tabourier [16], die nog niet met andere algoritmen 
waren vergeleken. Deze algoritmen zijn door ons geprogrammeerd en getest. 
Een synthese van de beide algoritmen bleek een aanzienlijk beter resultaat 
op te leveren dan de algoritmen in hun oorspronkelijke versie. 
BesahT'ijving van de onder d genoemde aZgoT'itrnen 
5 
Wij gaan uit van een gericht netwerk met punten P0 , ••• ,Pn,Q0 , ••• ,Qn. De 
pijlen van het netwerk lopen van P0 naar P1, ••• ,Pn, van P1, ••• ,Pn naar alle 
Q1, ••• ,~ en van Ql' ••• ,Qn naar Q0 • De pijlen (P0,Pi), i = l,. .. ,n, en 
(Qj,Q0), j = 1, ••• ,n, hebben een capaciteit 1 en kosten 0, de pijlen 
(P. ,Q.) hebben capaciteit 00 en kosten a .. , i = l, ... ,n; j = 1, ••• ,n. 
1 J 1J 
De sterkte van een stroom door (P.,Q.) wordt weergegeven door x ..• Een toe-
1 J 1J 
gelaten stroom door het netwerk correspondeert met een oplossing van (2.4), 
(2.5), (1.4). Wij zullen sle~hts stromen beschouwen, die voldoen aan (1.5). 
P. zullen wij verzadigd noemen, als x .. = 1 voor zekere j, en anders onver-
1 1J 
zadigd. 
Verder krijgen wij te maken met wegen van de gedaante (P
0
,P. ),(P. ,Q. ), 
. 
1 1 1 1 J1 
(Q. ,P. ), •.• ,(P. ,Q. ),(Q. ,Q0), waarin de notatie (Q.,P.) weergeeft, dat J1 1 2 1 r Jr Jr J 1 
langs deze weg de pijl (P.,Q.) tegen de pijlrichting in doorlopen wordt. 
1 J 
Een weg heeft verder de eigenschap, dat geen enkel punt er vaker dan een 
maal in voorkomt. Een stroomvermeerderende weg, behorend bij een oplossing 






I x .• = o, 
• l 1 1 J J= 
n 
I x.. = o. 
i=l 1 Jr 
k = 1, ••• ,r, 
k = I , .•• , r-1 , 
6 
Een nieuwe oplossing van (2.4), (2,5), (1.4) verkrijgt men, als de door 
(2.8) vastgelegde waarden worden veranderd in 
k=l, ••• ,r, 
(2. 10) 
k = J, ••• ,r. 
Door deze omzetting neemt (2.6) met 1 eenheid toe en (J.J) met 
(2.11) 
Noemt men a .. de lengte van (P.,Q.) en-a .. de lengte van (Q.,P.), dan 
l.J l. J l.J J l. 
stelt (2.11) de lengte van de beschouwde stroomvermeerderende weg voor. De 
bij een oplossing van (2.4), (2.5), (1.4) behorende stroomvermeerderende 
weg, waarvoor (2.11) minimaal is, zullen wij een minimale stroomvermeerde-
rende weg noemen. 
Wij maken nu gebruik van een stelling van Jewell opgenomen als stelling 3.5 
in het boek van Ford en Fulkerson ([7], blz. 121). Voor de beschreven situ-
atie luidt deze: 
SteZZing 2.2: Levert een oplossing van (2.4), (2.5), (2.6), (1.4) de mini-
male waarde van (1.1) op onder de bijwaarde w = w, dan ontstaat door de 
overgang van (2.8) naar (2.10) een optimale oplossing onder de bijvoorwaar-
de w = w + J. 
Uit deze stelling volgt, dat (1,1), ••. ,(1.4) kan worden opgelost door middel 
van de volgende 
basisaZgori-trne: 
I. x .• := o, 
l.J 
i = 1 , ••• , n; j = I , ••• , n. ( w=O) • 
2. Bepaal een minimale stroomvermeerderende weg van P0 naar Q0 en ga over 
van (2.8) op (2.10) (w:=w+I). Herhaal deze stap tot w = n is. 
7 
De volgende van de Hongaarse methode bekende stelling is verder van belang. 
Stetting 2.3: Worden alle elementen van een rij i (kolom j) van deaf-
standsmatrix A= (a .. ) met eenzelfde bedrag b vermeerderd, dan heeft het 
l.J 
hierdoor gewijzigde toewijzingsprobleem dezelfde oplossing als_ het oor-
spronkelijke. De optimale waarde van (1.1) neemt door de wijziging toe met 
b. 
Uit stelling 2.3 volgt, dat men kan beginnen met het optellen van een groot 
getal M bij alle rijen van A behalve de eerste. Bij de eerste stap van de 
basisalgoritme wordt dan een minimale stroomvermeerderende weg gevonden, 
die begint met (P0 ,P1). Vervolgens kan men M aftrekken van de tweede rij 
van A, zodat bij de tweede toepassing van stap 2 de minimale stroomvermeer-
derende weg begint met (P
0
,P2). Dit gedachtenexperiment voortzettend komt 
men tot de conclusie, dat men in stap 2 de eerste pijl van een stroomver-
meerderende weg willekeurig kan kiezen. Deze eigenschap wordt zowel door 
Tabourier als door Tomizawa toegepast. Tomizawa kiest bovendien de laat-
ste pijl van de stroomvermeerderende weg nog willekeurig, zodat hij bij de 
s-de toepassing van stap 2 slechts te maken heeft met een sxs-deelmatrix 
van A. 
Een antler gevolg van stelling 2.3 is, dat men A mag PeducePen. In een rij-
reductie wordt elke rij van A met minimum verminderd, waarna op analoge 
wijze een kolomreductie wordt uitgevoerd. Na deze bewerkingen zijn alle 
elementen van A niet-negatief en bevatten elke rij en elke kolom tenminste 
een nul. Men behoeft dan in de eerste uitvoeringen van stap 2 geen kortste 
wegen te berekenen, daar elke weg (P
0
,P.), (P.,Q.), (Q.,Q0) met a .. = 0 de l. l. J J l.J 
minimale lengte nul heeft. Toepassing van deze eigenschap stelt Tabourier 
in staat bij de eerste niet-triviale uitvoering van stap 2 van dezelfde 
beginoplossing uit te gaan, als waarmee de Hongaarde methode begint. 
Hiermee is de algoritme van Tabourier beschreven. Voor de berekening van de 
kortste wegen wordt de algoritme van Ford gebruikt (zie bijv. [7]). 
Tomizawa transformeert A bij elke stap 2 zodanig, dat alle elementen van de 
te onderzoeken sxs-deelmatrix van A aan het eind van stap 2 voldoen aan 
8 
(2. 12) a .• > o, i = l ,_ ••• ,s; j = l, ... ,n, 
1J 
(2.13) a .. x .. = o, i = 1, .•. ,n; j = I, ... ,n. 1J 1J 
Hij maakt hierbij gebruik van de algoritme van Dijkstra [3] voor het bepa-
len van kortste routes in netwerken met niet-negatieve afstanden. 
In een netwerk met punten P1, ••• ,Pn kunnen volgens Dijkstra de kortst~ af-
standen van P
1 
naar P2 , ••. ,Pn als volgt berekend worden: 





Geef elk punt Pj' j = I, ... ,n, een merk [~j,dj], met 
{-~ j = 1. A. = J j :f, 
r 0 j = 
d. = l J al j j :f, 
2. A := -A • m m 
Bereken d +a. voor alle j met A.< O. 
m mJ J 
Is d +a.< d., dan wordt A. := -m, d. := d +a .. 
m mJ J J J m mJ 
Kies m E {g I d =mind.}. 
g J 
Herhaal deze stap tot Aj ~ O, j = I, ... ,n. 
Toelichting: In het merk [A.,d.] geeft d. telkens de tot dusver gevonden 
J J J 
kortste afstand tot P. weer. Voor A.< 0 kan eventueel in een latere stap 
J J 
nog een lagere d.-waarde gevonden worden, voor A.> 0 is d. de definitieve 
J J J 
kortste afstand. jA.j stelt de index voor van het laatste punt op de tot 
J 
dusver gevonden kortste route van P
1 
naar Pj. 
De achtereenvolgens in stap 2 gevonden definitieve d -waarden (A :=-A) m m m 
vormen een monotoon niet-dalende getallenrij. Beeindigt men de algoritme 
al, zodra A > O, dan geldt 
n 
9 
(2.14) A. < 0 ==:> d. > d • 
J J = n 
Stel nu, dat voor s = r-1 een oplossing x. ·= x = ••• = x. r-l = 1 en 
n1t h22 nr-l 
een matrix A gevonden zijn, die aan (2.12) en (2.13) voldoen. Volgens de 
algoritme van Tomizawa verloopt de r-de uitvoering van stap 2 van de basis-
algoritme dan als volgt. 
a. Reduceer rij r van A, als deze rij negatieve elementen bevat. Dan is 
voldaan aan (2.12) voor s = r. 
b. Laat de punten Pr+t'···,Pn,Qr+l'•·•,Qn en alle met deze punten verbonden 
pijlen weg en bepaal met de algoritme van Dijkstra de kortste afstanden 
d. vanuit P0 (dus P) naar de punten Q., totdat de kortste afstand d J r J r 




{ min(d. ,d ) j = 1, •.• ,r, 
c. A¾. : ::;: Av. 
:= J r 
J 
J 0 j = r+l, ••. ,n. 
d. a .. := a .. + Au. - Av. i = l, ... ,n; j = 1 , ••• ,n. 
l.J l.J ]. J 
e. Ga over van (2.8) op (2.10). 
Bewijs, dat aan het eind van de stap wederom (2.13) en (2,14) gelden: 
Stel, dat bij voortzetting van de algoritme van Dijkstra de kortste afstan-
den dj tot alle punten Q1, ..• ,Qr gevonden waren. Dan had men kunnen stellen 
- -
Auh. := Av. := d., 
J 
J J 
j = I, ... ,r 
en gold 
- -(2.15) a .. + Au. - Av. ~ o, 
l.J ]. J 
i = l, ... ,r; J = l, .... ,r 
want was dit niet het geval geweest, dan had er een kortere weg naar Q. be-
J 
staan. Er geldt echter 
10 
Liu. = min(~u. ,d ) , i = l, ... ,r, 
l. i r 
Liv. = min(6v. ,d ) , j = 1, .•. ,r. 
J J r 
Noemt men de verzameling van de punten, waarvoor de definitieve kortste af-
stand bepaald is, K, en geeft men het complement van K t.o.v. 
{P 1,. · •• ,P r'Ql, ••• ,Qr} weer door K, dan is duidelijk 
(2. 16) a .• + /J..u. - /J..v. ~ 0 
l.J l. J 
voor i = I, ... ,r; j = r+l, •.. ,n, wegens (2.12), /J..ui ~ 0, /J..~j = 0, _ 
voor alle i en j met P. E K, Q. E K, wegens (2. 15), /J..u. = /J..u., /J..v. = /J..v., 
l. - J l. - l. J - J 
voor alle i en j 
voor alle i en j 
met P. EK, Q. EK, wegens (2,12) /J..u. = d, /J..v. < d , 
1. J 1. r J = r 
met P. EK, Q. EK, wegens (2.15), /J..u. = Ku., /J..v. < ~v., 
l. _J - l. l._ J = J 
en voor alle i en j met P. E K, Q. E K, wegens (2.12), Liu. = d , /J..v. = d . 
1. J 1. r J r 
Verder blijkt uit de procedure van Dijkstra, dat voor de pijlen (P.,Q.) op 
l. J 
de kortste weg van P naar Q steeds geldt 
r r 
/J..v . = a. . + /J..u. , 
J l.J l. 
zodat (2.13) geldt voor alle in (2.8) en (2.10) vermelde x .. -waarden. Voor 
l.J 
de oude toewijzingen x .. = I blijft (2.13) gelden wegens a .. = 0 en 
l.J l.J 
/J..uh = /J..v .• 
j J 
Daar de algoritme begint met x .. = 0, i = 1, ••• ,n; j = l, .•. ,n, volgt uit 
l.J 
het bovenstaande, dat de algoritme van Dijkstra op de beschreven wijze kan 
worden toegepast. 
Een vergelijking van de algoritmen van Tabourier en Tomizawa valt sterk in 
het voordeel van de laatste uit. Het is immers bekend ([4],[5]), dat voor 
de berekening van de kortste afstand tussen twee punten in een netwerk met 
n punten 0(n2) berekeningen nodig zijn, als de afstanden niet-negatief zijn, 
maar O(n3), als dit niet het geval is. Bovendien heeft men bij de algoritme 
van Tabourier steeds te maken met een netwerk met n punten en bij de algo-
11 
ritme van Tomizawa bij des-de uitvoering van stap 2 van de basisalgoritme 
met een netwerk mets punten (in feite spelen slechts de punten Q• een rol). . J 
.. 
Een eerste verbetering van de algoritme van Tomizawa kan verkregen worden 
door op de wijze van Tabourier uit te gaan van de beginoplossing van de 
Hongaarse methode. 
Een tweede verbetering verkrijgt men door evenals Tabourier in stap 2 de 
eindpijl van de stroomvermeerderende weg vrij te laten. Weliswaar moet dan 
in stap 2 telkens een netwerk met n knooppunten Q. worden onderzocht, maar 
J 
men kan de algoritme van Dijkstra beeindigen, zodra van een van de onver-
zadigde Q. de definitieve afstand berekend is. 
J 
Het bewijs van de toepasbaarheid van de algoritme van Dijkstra kan voor de 
gewijzigde algoritme vrijwe~ onveranderd worden overgenomen. 
VoorbeeZd van de opZossing van een probZeem d.m.v. de gewijzigde aZgoritme 
van Tomiza]J)a. 
7 12 9 11 5 
5 10 7 8 12 
Zij A = 14 15 13 12 8 
8 13 1 1 14 7 
10 9 7 6· 13 
Na reductie ontstaat de matrix uit tableau 2.1. De beginoplossing is met 
sterretjes aangegeven. 
A • :;a' -1 -3 ?-1 -3 ~+3 
J 
~ J Jf 2 4 y 3 4 0 -
0 2 4 3 6 o* ·-
2 o* 2 1 ---------3_ 
' 
7 -
0 6 4 4 4 0 
I 3 3 7 0 
4 o* 0 0 7 
Tableau 2.1: Beginoplossing 
12 
Toelichting bij de Au.-kolom en de X. en d.-rijen: 
1 J J 
Begonnen wordt met het vermelden van Au
3 
= 0 (rij 3 correspondeert met het 
eerste niet verzadigde punt P.). Daarna worden•de voorlopige waarden van 
1 ' 
X. end., J. = J •••• ,S, vermeld: X. := -3, d. := a3 .• Daar dS = min d. J J • ' J J J . J 
J=l, ••• ,S 
wordt vervolgens AS:= 3, Au1 := ds• Nagegaan wordt, of dj' j = 1, ••• ,4, 
verlaagd kunnen worden. Dit is het geval voor j = l en j = 3: d
1 
:= 0+2, 
d3 := 0+3. Daar nu d1 = min dj wordt x1 :~ -x1, Au2 := d 1• In de j=l, .•. ,4 
dJ.-rij vinden hierna geen veranderingen meer plaats. d
3 




onverzadigd, zodat de algoritme van Dijkstra afgebroken kan worden. 
Uit de d.-rij volgt nu: 
J 
Av1 = Au2 = 2, Av2 =Aus= 3, Av3 = 3, Av4 = 3, AvS = Au 1 = ·O. Verder was 
uitgegaan van Au3 = 0 en heeft rij 4 nog geen enkele rol gespeeld: Au4 = O. 







0 1 0------3-------0 
I 
I 
o* 1 o 2 9 
I 
I 
----- --4------·1 .. -----· 1------. 1 -------0 
-1 0 0 4 0 
s o* 0 0 
D.m.v. de X. in tableau 2.1 kan de aangegeven stroomvermeerderende weg wor-
J 
den afgelezen. Na de verandering van de oplossing begint de volgende stap 
met de reductie van rij 4. Het eindtableau wordt 
Aj 4 -4 2 -3 I 
« 0 l 0 l 0 J 
0 0 I o* 3 0 
0 o* I 0 2 9 
0 4 l 1 l o* 
0 0 l l s l 
s o* 0 0 10 
Tableau 2.2 





I * . 0 0 Q------?--------0 
< I * < I Q---------0--------0 1 9 
I < 
I I * 4 O 1 0--------0 
I 
---- --0 0 1 4 1 
6 o* o 11 
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zodat de oplossing van het probleem wordt: x41 = x52 = x23 = 1. 
Opmerking 
Uit de beschrijving van de rlgoritme volgt, dat de som van de 6u. en 6v., 
1. J 
die in de achtereenvolgende stappen zijn berekend, de optimale waarden van 
de duale variabelen opleveren. Aangezien in het eindtableau aan (1.2), 
(1.3), (1.4), (2.2), (2,3) is voldaan, was voor het bewijs van de geldig-
heid van de algoritme van Tomizawa toepassing van stelling 2.2 niet nodig 
geweest. 
3. Vergelijking van de prestaties van enige algoritmen 
Voor verschillende algoritmen werden ALGOL-programma's geschreven, die op 
de EL-XS installatie van het Mathematisch Centrum werden beproefd. Enige 
rekentijden (in sec.) zijn vermeld in tabel 3 .1. De probleemnummers zijn 
van de gedaante abed, waarbij ab de waarde van n aangeeft. Verder geldt bij 
C = 0 a .. aselect, geheel, 0 < a .. < 10 
1.J = l.J 
C = 1 a .. aselect, geheel, 0 < a .. < 50 
l.J = l.J 
C = 2 a •. aselect, geheel, 0 < aij < 250 1.J 
C = 3 a •. aselect, 0 < aij < l.J 
C = 4 a .• ontleend aan 
l.J 
dienstregelingsprobleem, geheel, 0 < a .. 
= 1.J 
< 40 
C = 5 gelijk aan a .. bij C = 4, vermeerderd met aselect getal E • •, 
l.J l.J 
0 < e:ij < 0,01. 
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De kolomopschriften geven weer: 
HJ Hongaarse methode volgens [14]. 
H2 Verbeterde algoritme voor de Hongaarse methode, transformaties in 
de A-matrix worden uitgevoerd. 
H3 
s 
Eenvoudiger versie van H2, waarbij geen transformaties Worden uit-
gevoerd, maar de duale variabelen worden bijgewerkt. 
Simplexmethode volgens de standaardprocedure voor bet transport-
probleem, A-matrix opgeslagen in bet trommelgebeugen, wordt daar-
van rij voor rij naar het kerngebeugen overgebracbt. 
Ta Tabourier 
To Tomizawa, uitgaande van de beginoplossing van de Hongaarse metbode, 
duale variabelen worden bijgewerkt. 
V Verbeterde algoritme van Tomizawa, duale variabelen worden bijge-
werkt. 
Uit tabel 3.1 blijkt, dat de Hongaarse algoritmen gunstiger werken naarmate 
bet probleem sterker duaal ontaard is, terwijl de andere algoritmen biervoor 
ongevoelig zijn. Verder blijkt het ongunstig te zijn om matrices te trans-
formeren. 
Ten opzichte van de andere algoritmen vallen bij toenemende n de rekentij-
den voor de Hongaarse algoritmen in verbouding steeds slecbter uit. 
Niet in tabel 3.1 opgenomen resultaten tonen aan, dat tronnnelgebruik,bij de 
Hongaarse algoritmen leidde tot een toename van de rekentijd met gemiddeld. 
50%, terwijl deze toename bij de simplexmetbode bij toenemende n steeds 
verder afnam (bij n=75 gemiddeld 2,5 sec.). 
Daar weinig geexperimenteerd is met de progrannnering van de verbeterde al-
goritme van Tomizawa, kan men verwacbten, dat met deze algoritme zeer gun-
stige resultaten te bereiken zijn. Ook de simplexmetbode beboeft ecbter nog 
niet gebeel te worden afgescbreven, daar recent enige ideeen over de pro-
grannnering van deze methode zijn ontwikkeld ([15]), die mogelijk betere 
resultaten zullen opleveren. 
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~ H1 H2 H3 s Ta To V . 
2501 1,85 1,92 11,74 4,41 2,70 2, 14 
2502 1,57 1 ,66 10,03 4,33 2,48 2,25 
2503 2,03 2, 10 9,22 4,79 2,59 2,21 
2511 2,96 2,53 10,85 7,53 3,47 2,20 
2512 2,32 1,95 8,62 2,88 1,74 
2513 2.71 2,12 12,27 2,78 1, 97 
2521 4, 19 11,64 2,40 1,62 
2522 4,71 9, 72 2,51 2, 11 
2523 2,56 8,95 2,24 1,39 
2531 4,08 11,62 3,24 I ,81 
2532 4,33 10,02 2,96 1 ,82 
2533 2, 72 10,08 3,43 I ,66 
5001 4,50 5,33 19,73 12,94 10,96 
5002 5,84 25,94 12,65 10,49 
5003 6, 19 21,50 12,98 11 ,44 
5011 12,03 31, 74 16,80 7,88 
5012 13, 17 37,56 17,51 9,79 
5013 10, 12 34,07 17, 17 8,67 
5021 22,72 18,29 33, 11 20,60 9,34 
5022 35,06 23,48 16,88 44,46 50,34 21 ,36 9, 10 
5023 39,97 27,43 19, 77 38,90 49 ,01 23,99 12,72 
5031 92,63 56,56 36,31 33, 15 54,22 20,45 l 0, 19 
5032 55,22 35,79 24,63 31, 76 4 I ,87 20,63 9,09 
5041 37, 14 27, 17 21, 77 42, 11 25,86 10,75 
5051 97,50 76,56 36,91 30,37 13, 17 
7511 25,30 27,84 75,73 64, 16 32,80 
7512 25,52 24,54 66,22 63,97 24,97 
7513 25,69 24,34 72,63 50, 16 21 ,96 
7531 163,79 105,30 67,32 69,96 19,08 
7532 145,55 104,39 95,31 77,09 22,96 
Tabel 3. 1 
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Appendix: ALGOL-procedure voor de verbeterde algoritme van 
Tomizawa 
real procedure assignment(n,i,j,aij,x,u,v,eps); value n,eps; 
liiteger n,!,j; ~ aij,eps; integer arrey x; array u,v; 
begin integer iO,jO,k; real a,bg,dj,h,s,min,ui,vj; 
integer array y,labl 1 :n]; ~ array d[ 1 :n]; 
bg:= O; 
for j:= 1 step 1 until n do x[j]:= y[j]:= lab[j]:= o; 
fur· i:= 1 step 1 until n do 
begin· for j: = 1 step 1 until n do 
beglii a: = aij; if bg<a then bg: =a; 
if if a+ui<()then t~else j=1 then 
begiii ui:= -a; jO:= j eiid"" 
end; -
u[ i] : = ui; if 1=1 V min+ui>O then min:= -ui; 
1! y[jO]=O then begin y[jO]:= i; x[i]:= jO ~ 
end; 
bg: = (bg-min)Xn; 
for j := 1 step 1 until n do 
v[j]:= if y[j]=O then bg else o; 
for· i: =1 step 1 until n ao-
begin ui:= u[i]; -
for j:= 1 step 1 until n do 
begin vj: = v[j ]; if vj>epsthen 
end 
begin a:= aij+ui; if a<vj then 
begin v[j]:= a;lab[j]~ end 
end -
end;-
for j : = 1 step 1 until n do 
begin i:= lab[j]; if i=O then else if x[i]=O then 
begin x[ i] : = j;y[ j ] : ;;-r eiid"" -
~; -
for i:= 1 step 1 until n do if x[i]=O then 
begin ui:= u[iJ; - - - -
1: 
~; 
for j := 1 step 1 until n do if y[j ]=O then 
begin a:= aij; - - -
if a+ui-v[ j ] < eps then 
begin x[i] := j; y[j] := i; goto l ~ 
~; 
for iO: = 1 step 1 until n do if x[ iO] =O then 
begin min:= bg; i:= iO; - - -
~ j : = 1 step 1 until n do · 
begin d[j]:= dj:= aJ..J-v[jT; lab[j]:= -iO; 
g dj<min ~ begin min:= dj; jO:= j end 
~; 
u[ iO] : = -min; 
if min=O then else 
fur j: = 1 step 7until n do d[ j]: = d[ j ]-min; 
i:= y[jO]; g i=O ~ goto end.kw; min:= o; 
for k: = 1 stjp 1 until n do · 
begin lab[jO := -Iab[jo];h:= min+u[i]; min:= bg; 
----ror j: = 1 step 1 until n do if lab[ j ]<O then 
begins:= E+a'Ij-v[j]; dj:~dTj]; -
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if dj>s then begin d[j]:= dj:= s; lab[j]:= -i end; 
if dj<min then begin min:=dj; jO:= j end -
end;- - -
i:= y[jO]; _!! i=O ~~end.kw 
end.kw: lab[jO]:= -lab[jO]; 
for j : = 1 rrp 1 until n do 
begin h: = lab[j J<O then min else d[j ]; 
v[j]:=v[j]+h; i:= y[j]; if°i>o then u[i]:= u[i]+h 
~; - --
for k:= jO while k>O do 
begin y(k]:= i:= lab[k]'; jO:= x[i]; x[i]:= k ~ 
end; 
assignment:= sum(j, 1 ,n,-u[j ]+v[j]) 
end; 

