Many reasons can be cited for the desire to harness the power of nonlinear anisotropic diffusion in image processing. Perona and Malik proposed one of the pioneering models which, while numerically viable, proves mathematically ill-posed. This discrepancy between its analytical properties and those of its numerical implementations spurred a significant amount of research in the past twenty years or so. An overview of the latter is the topic of this article. §1. Introduction Mathematical image processing was profoundly influenced by the introduction of two prototypical models in the late 80ies, early 90ies: Mumford-Shah [60] and Perona-Malik [62] . The first is a variational model as it is formulated by means of the functional
§1. Introduction
Mathematical image processing was profoundly influenced by the introduction of two prototypical models in the late 80ies, early 90ies: Mumford-Shah [60] and Perona-Malik [62] . The first is a variational model as it is formulated by means of the functional
where a possibly non-smooth minimizer u is sought for which the length l(Γ) of its discontinuity set Γ, in a typical two dimensional setting, is penalized. Away from the set Γ, the first terms enforces smoothness, while the second penalizes overall deviation from the observed data u 0 . The smoothing operator K models any blurring present in the image. When K = id, one deals with the "pure" The corresponding PDE reads (4) u t = ∇ · 1 1 + |∇u| 2 ∇u = 1 1 + |∇u| 2 ∂ τ τ u + 1 − |∇u| 2 1 + |∇u| 2 ∂ νν , and clearly allows for backward diffusion in direction ν normal to the level sets of the function u for large enough gradients, while always maintaining a forward nature in tangential direction(s) τ . For this very reason, equation (4) is customarily become labeled as a, if not the example of, anisotropic diffusion. The two models above, or related ones derived from them, are typically used for so-called low level image processing tasks such as denoising, deblurring, or segmentation, to name only the most common. In such a context, u 0 represents a given image which needs to be enhanced (read denoised, deblurred, or segmented, respectively). It explicitly appears in (1) and enters into (4) as the initial condition for the Cauchy problem. The Mumford-Shah model (1) presents non-trivial numerical challenges and has therefore lead to a variety of approximations (often in the sense of Γ-convergence) including an early one by Ambrosio and Tortorelli [3] which replaces the perimeter term by an approximating bulk integral. It is, in a way, remarkable that, on the contrary, the Perona-Malik model (4) poses significant mathematical challenges while delivering better behaved numerical implementations than expected.
The focus of this overview paper is on anisotropic diffusion and no further mention will be made of the numerous subsequent developments in the variational arena revolving around or inspired by the Mumford and Shah model. It is only pointed out in passing that a, at least formal, connection between (1) and (4) was found by Chan and Vese [19] (see also the overview article by Kawohl [53] ).
In the early 90ies Perona and Malik [62] proposed a nonlinear model for image processing in order to replace/improve on previous techniques based on linear filtering followed by edge identification and reconstruction. Linear filtering essentially amounts to solving a linear heat equation u t = ∆u , u(0, ·) = u 0 , whereas the second phase requires an edge detector typically based on the use of |∇u| or |∆u| such as is the case for the Canny or for the Marr-Hildreth edge detectors [16, 59] . Perona and Malik's idea consisted in combining the two steps into a single one by integrating edge detection into a nonlinear diffusion equation modulated by a diffusivity varying according to the local geometric features of the image. While they actually consider a discrete model in their paper, its "apparent" continuos counterpart has come to be known as the Perona-Malik equation. For the sake of completeness it should be mentioned that they also considered e −|∇u| 2 as an alternative diffusivity function and that only the qualitative behavior of the flux function ∇ϕ really matters. For this reason only (3) is considered in this paper. Perona and Malik observe in [62] that "solutions" should, contrary to the case of linear backward diffusion, satisfy a maximum principle, thus excluding the possibility of L ∞ -instability. This is later proved to be true for weak C 1 -solutions by Kawohl and Kutev [54] and independently by Weickert [72] . The existence of a backward regime, however, makes (4) ill-posed. A fact that was first formalized in a paper by Kichenassamy [55] in 1996.
Numerical experiments strongly suggest that the ill-posedness of (4) manifests itself through the staircasing effect, so-called for its characteristic appearance (see Figure 1 ). In the intervening years after the original publication of [62] many attempts were made to either -gain a satisfactory understanding of (4). -find well-posed models preserving salient features of (4). -produce a mathematically sound "rationale" for the behavior of typical solutions observed in numerical experiments.
The rest of the paper is devoted to providing a representative (albeit possibly incomplete) overview of these attempts. §2. Results about the Perona-Malik equation
While the Perona-Malik equation is an example of a forwardbackward diffusion and, as such, it is ill-posed, its instability does not manifest itself at the level of the function values of its solutions since
as was proved in [54] and was already mentioned above. Numerical experiments strongly suggest that ill-posedness affects the behavior of the gradient of the solution leading to the staircasing phenomenon. [55] of
, as n → ∞ .
According to this definition, piecewise constant functions are generalized steady-states. In particular, this would indicate that the location of discontinuity points do not migrate with time. This is in contrast with the behavior of generalized solutions of (4) which are piecewise smooth (but not piecewise constant) solutions of which exhibit moving discontinuity locations according to
where [f ] denotes the jump of a function f across a space-time discontinuity curve. More can be found in the original paper [55] .
Observe that this concept of generalized solution is such that no equation is found which is satisfied by the limiting function but rather such that the residual P (u n ) converges to zero in the very weak sense of distributions. It is worthwhile pointing out that, while piecewise constant functions seem to steal the show in numerical experiments, they cannot be allowed as stationary solutions of (4) in any standard sense since the term 1 1+|∂ x u| 2 cannot be made sense of since it is a non-convex nonlinearity of a measure for such piecewise constant functions. Notice also that numerical experiments indicate that the location of singularities do not move, if present and/or once formed, but that their intensity (jump height) is observed to decrease as a function of time.
The emphasis of [54] is, by contrast, mainly on weak C 1 -solutions of (4). In particular, the authors show the non-existence of weak global C 1 -solutions to transcritical initial data and, that, beyond (5), no comparison principle can hold for solutions in general. If two comparable initial data are separated by a fully subcritical initial datum or an alternative very specific structure condition is satisfied, a comparison principle still holds. Paper [54] also contain other results concerning the transcritical region, uniqueness, and other qualitative properties.
In a series of papers Gobbino and collaborators investigate questions pertaining classical solutions to (4) . In [40] the authors analyze the behavior of the subcritical region extending some related results about the one dimensional case contained in [54] . They show that this region grows as a function of time in the one dimensional setting as well as in the radially symmetric case, while it can be non-expanding in higher dimensions, in general. Since they are able to exactly characterize the growth rate in the radially symmetric case, they also devise a class of initial conditions for which finite time blow up has to occur. In essence initial conditions with large enough gradients in the supercritical regime cannot decrease their gradient fast enough for it to have disappeared by the estimated time the subcritical region would have to have conquered the whole domain. This contradiction means that such a solution has to become singular. While this results and the one contained in [54] yield non-existence of smooth solutions in general, Ghisi and Gobbino showed in [38] that the set of initial conditions for which a classical solution can be constructed in some small interval of time (depending on the initial datum) is actually dense in C 1 . The proof is constructive and is based on alternatingly solving the equation forward and backward in the subcritical and supercritical regimes, respectively. Such solutions on adjacent time cylinders can then be successfully glued together to generate a rich enough class of initial data to yield density. For the sake of completeness let [41] and [37] be mentioned. In the first the authors show that time-independent affine functions are the only C 1 solutions of the one dimensional Perona-Malik equation on the whole real line. In the second paper various a priori estimates are obtained including a total variation estimate for C 2 -solutions. While global C 1 -solutions of (4) cannot exist to transcritical initial data in a one-dimensional setting, this turns out not to be the case in higher dimensions. In [39] the authors indeed describe a family of smooth solutions with transcritical initial data which become subcritical in finite time, and, therefore, exist globally.
Smooth and classical solutions to the Perona-Malik equation certainly yield some insight into its properties. Such solutions are, however, unlikely to be observable in numerical experiments as they are highly unstable. If one is interested in explaining numerical results, a more appropriate type of solutions need to be found/considered. Zhang and co-authors [65, 75, 20 ] make this very point in a series of papers where they investigate existence, uniqueness, and stability of certain weak solutions. The common starting point of these articles consists in recasting the original equation in one and two dimensions as a (non-evolutionary) differential inclusion problem. This opens the door to the use of a set of (relaxation) technologies developed to deal with microstructures in material science [26, 5, 6, 27, 74] . The main idea is to exploit the non-convexity of (2) to prove non-uniqueness (and instability) of weak (W 1,∞ -and Young measure) solutions. Consider the function
which, in one space dimension, has the form depicted in Figure  2 . The construction performed in [75, 20] in order to show the existence of infinitely many Young measure solutions in one and two dimensions begins by fixing a center of mass solution u * (for the Young measure solution) obtained by solving the uniformly parabolic equation associated to σ * (s). The flux function σ * is chosen to yield uniform parabolicity, to coincide with σ in a small neighborhood of the origin, and to become affine at infinity with positive slope (see Figure 2 ). The initial data u 0 are required to be smooth, u 0 ∈ C 3+α , and to satisfy homogenous Neumann boundary conditions. Notice that this enforces subcriticality close to the boundary. In a carefully chosen region, the gradient of u * is then replaced by the appropriate convex combination of the two gradient values satisfying σ * (∇u * ) = σ(s) and ∇u * s via a laminate type construction yielding the effective gradient ∇u * . The solutions constructed in this fashion are classical for small gradients, satisfy homogeneous Neumann boundary condition (in a classical sense), and have bounded gradients which can be estimated (indirectly) in terms of the gradient of the initial condition. The non-uniqueness of such solutions essentially stems from the apparent arbitrariness of the choice of the "center of mass flux", i.e. of σ * . It is also clear that the construction does not deliver all standard classical solutions that exist purely within the subcritical regime since the flux function is also modified in the region in which it is monotone increasing. For this very same reason, this construction cannot deliver staircasing solutions even as it highlights important consequences of the lack of convexity of (2) as it excludes the onset of very large gradients by confining the support of the Young measure component of the solution to a region which is bounded away from zero and from infinity. The convexification ϕ * * of a non-convex energy functional ϕ would typically deliver the natural (and unique) center of mass for the construction of Young measure solutions. The relaxation of (2) is identically zero, which means σ * = 0 in this case. Thus the natural center of mass evolution would be any time independent function u(t, ·) ≡ u 0 . Indeed if a laminate construction were possible using a combination of gradients with zero and infinite size, staircasing solutions would be described by them. Even in such an event, however, the relative volume fraction of the different gradients could not be uniquely determined. Intuitively staircasing solutions would be obtained by letting the coincidence region [σ * = σ] shrink to the origin. This point of view is taken in [45] where a forward-backward regularization of (4) is proposed. By using similar ideas but a more sophisticated construction, Zhang [75] also shows the existence of infinitely many W 1,∞ -solutions for (4) in the one dimensional case. The construction yields a class of solutions without uniqueness and which doesn't include all classical solutions for reasons similar to the ones given above.
To better illustrate the basic idea of Zhang's approach, the two dimensional result of [20] is described in some detail. First observe that (4) can be rewritten as
if div (t,x) denotes the space-time divergence operator. It is known that the above implies the existence of a vector field ψ such that
it would follow that
since div(curl) = 0 in the sense of distributions. The problem is then reduced to constructing a bounded sequence (
is a center of mass solution as described above, obtained from a σ * as in Figure  2 , and satisfying
The construction relies on the solvability of a relaxed problem curl ψ Du ∈ L(u) and an explicit device by which the solution of the relaxed problem can be successively modified to get closer and closer to satisfying (7) in a sense leading to (8) . The gradient Young measure ν (t,x) generated by (∇ (t,x) u j ) j∈N yields a Young measure solution of the original Perona-Malik equation, i.e. satisfying
and
While the details of the procedure are not given here, it is pointed out that the construction of the center of mass solution requires an initial datum u 0 ∈ C 3,1 (Ω) and a modified flux function σ * derived from the original taking into consideration the value of ∇u 0 ∞ . Again non-uniqueness stems in essence from the arbitrariness of the effective flux function σ * . §3. Regularizations and Relaxations
Spatial Regularizations
In [68] Weickert contends that "regularization is modeling". While undoubtedly interesting from a mathematical point of view, the question of capturing some or all solutions of the Perona-Malik equation through an approximation procedure, is somewhat in conflict with the pragmatic need for viable alternate (image) models. Regularizations and (time-)relaxations of (4) are an important source of such alternatives and are therefore of independent interest as they essentially rely on their own distinct "edge detectors". This is an important point as it makes engineering and studying the mathematical properties of regularizations a worthwhile investigative goal.
Regularization is typically taken to mean the replacement of the unknown in an equation's nonlinear term, in the situation at hand 1 1+|∇u| 2 , by a more regular version of it. In [17] , the authors propose the use of a Gaussian kernel for the purpose, yielding
As the a priori-bound in the L ∞ -norm (5) remains valid for the regularized equation, one readily obtains that
The equation therefore never degenerates and solutions can exist globally as shown in [17] . This approach has the disadvantage of re-introducing blur into solutions (at least for small scales, initially) and thus blunting the sharpening capabilities of PeronaMalik. This is one of the reasons why alternative, milder regularizations were sought. An important feature of the PeronaMalik equation is that it admits, at least on a purely formal level (as already mentioned when discussing [55] ), piecewise constant functions (built from characteristic functions of sets with smooth boundaries) as steady-states. This lends some heuristic justification to the strong sharpening effect of the equation. Any standard regularization such as that of [17] does not preserve this salient and, arguably, essential property of (4). Some authors have attempted to overcome this short-coming. Cottet and Germain [25] , for instance, looked for a model which would not exhibit trivial dynamical behavior. They implement the idea by considering the regularized reaction-diffusion model
and then deriving a linearized/discrete version of it with the desired properties. The matrix A ε is chosen as (essentially) the orthogonal projection to the direction τ ε perpendicular to ∇u ε where u ε is a mollified version of u, i.e. such that
whereas the reaction term satisfies
Notice that, unlike [17] , this regularization does not formally approach (4) in the limit of vanishing ε. It actually converges to a diffusionless limiting equation. The reaction term is indeed essential in their analysis which is limited to special piecewise constant functions of the form
for D satisfying some assumptions. This reaction-diffusion is taylormade to have the above type of piecewise constant functions behave like almost steady-states and thus generates a non-trivial behavior of solutions. Their effort to devise a model with this kind of properties underscores the desire to obtain well-posed models with non-trivial dynamics of Perona-Malik type. In a similar vein of truly anistropic diffusions, Weickert in [71] (see also [68, 72, 69, 70] ) proposed two models, one which he termed edgeenhancing and one labeled as coherence enhancing. The first more closely mimics the Perona-Malik paradigm in that the diffusion tensor While the diffusion so obtained never inverts its direction it still can degenerate in direction perpendicular to level sets of u. In the second model a measure of local coherence is introduced via the spectral gap µ 1 − µ 2 which is obtained from the eigenvalues 0 ≤ µ 2 ≤ µ 1 of J ρ (∇u σ ) = K ρ * ∇u σ ∇u T σ , where K ρ serves a regularizing purpose. The choice of tensor is similar to the above. One takes a diffusion tensor with the same eigenvectors v 1 and v 2 as J ρ and sets the corresponding eigenvalues to
where α ∈ (0, 1).
A well-posed model proposed in [47] shows that a strong edgeenhancing character is not incompatible with spatial regularization. The idea is to weaken the nonlinear diffusion coefficient in Perona-Malik only very slightly by the use of fractional derivatives. The corresponding model reads (12) u t − ∇ · 1 1 + |∇ 1−ε u| 2 ∇u = 0 .
P. Guidotti
The fractional gradient can be defined component-wise in various ways. In [47] the authors choose to work in a periodic setting and to define it through its Fourier symbol in a standard way. Well-posedness (the problem is no longer of forward-backward type) is not the only benefit of this model. It actually turns out that the use of slightly less than one derivative, obtained choosing ε ∈ (0, 1/2), allows one to prove that characteristic functions of smooth sets (or combinations thereof) are stationary solutions of the equation and greatly influence the dynamic behavior of the equation. Numerical experiments show that typical solutions do relatively quickly evolve towards a piecewise constant function in their vicinity and subsequently converge to a trivial steadystate over the long run. Latter convergence is slow and occurs through gradual decrease in the size of the jumps. Implementations of Perona-Malik show that this indeed happens on a much longer time scale than the "simplification" to piecewise constancy. As (12) is locally well-posed, it suppresses the initial phase of almost instantaneous singularity formation (onset of staircasing) observed in implementations of Perona-Malik and related to lack of convexity. It does so, however, without preventing singularity formation all together. Analytical results concerning (12) and a related model are obtained in [44, 46] and [43] . These results are mostly local in time, however, and thus fall short of clarifying the interesting issue of global existence of smooth or weak solutions for the model relating to potential finite time singularity formation, which would help better understand the numerical findings. Known PDE techniques do not seem to apply in this case. While it is possible to regularize the equation by adding viscosity and obtain limits for approximating sequences of solutions, it is not clear how to carry the equation to the limit. This is a price paid by the loss of variational structure incurred when introducing the fractional derivative. It is also observed that there is a nice transition from Perona-Malik to classical linear diffusive behavior as wanders from 0 to 1 as shown in [46] in the one dimensional case.
An even milder regularization was proposed in [45] where the Perona-Malik equation is regularized by a viscous term (δ > 0) (13) u t − ∇ · [ 1 1 + |∇u| 2 + δ]∇u = 0 Even after regularization, the equation remains of forward-backward type (at least for δ < 1/8). It is the formal gradient flow of the modified energy functional (14) P M δ (u) = 1 2 Ω log(1 + |∇u| 2 ) + δ|∇u| 2 dx , which, unlike (2), is eventually convex. This regularization preserves the time scale of singularity formation but reduces staircasing ("microstructured" jumping) to a milder micro-structured ramping with alternate gradients of finite size (which depends on δ). Functional (14) has a non-trivial convexification which can be taken as to uniquely (and naturally) determine a center of mass solution in a Young-measure type construction of weak solutions. While [45] follows a procedure first devised in [31] (see also [21, 57] for precursors in the elliptic case) in order to construct weak Young measure valued solutions of (13), an approach based on minimizing movements (see [2] or the classical [30, 28] ) can also be taken to directly construct a center of mass solution first and, only, subsequently generate a Young measure solution explicitly by exploiting the specifics of the flux function. While (as in [65, 75, 20] ) general Young measure solutions are not unique, those constructed in this fashion are (see [45, 31] ). Regularizations of this type were subsequently considered in [48] by using the p-Laplacian in place of the Laplacian, i.e., using
. Gamma convergence techniques allow to identify a time scale such that the vanishing viscosity limit (δ = 0) solutions of the associated gradient flows satisfy the Total Variation minimization flow
The proof is carried out f orp = 2 in [23] . Notice that the relaxation of the limiting functional for p = 1 does coincide with the T V functional. From a dynamical point of view, regularization (13) could be called a micro-ramping phenomenon by which the effective (center of mass) solution is actually Hölder (even Lipschitz) continuous while its gradient exhibits a micro-structure (captured by a Young-measure) comprised of alternating gradients of small and large size. See [45] for more detail and Figure 3 for a one dimensional illustration. Micro-ramping would formally be replaced by stair-casing in the limit of vanishing viscosity on the fast time scale of its occurrence. The slow time scale is indeed captured by the Gamma limit mentioned above. Fourth order regularizations have also been considered. In [9] this approach is taken in the one dimensional context. The driving energy functional is modified to
The authors of [9] are able to capture the long time behavior of the equation (evolution of piecewise constant data) by using Γ-convergence techniques in combination with the appropriate scaling. Latter reads ε 2 = ν 4 log(1 + 1/ν 2 ) and is motivated by an estimate of the energy of a single jump discontinuity which also leads to the rescaled energy
This family of energies L 1 -Γ-converges to
an energy defined on L 1 [0, 1] which is finite on a subspace of SBV [0, 1] -functions with vanishing absolutely continuous part of the derivative. The constant γ has to be chosen appropriately and [u] x is the jump of u at x ∈ J(u), where J(u) is the not necessarily finite jump set of u. They also studied the minimizing movements evolution engendered by this energy originating in initial data with finitely many and with infinitely many jumps. In the case of finitely many jumps, the evolution is mostly determined by a system of ODEs for the jump height with the exception of finitely many "singularization" times at which one or more jump discontinuities disappear (their size vanishes). The location of discontinuities (as long as they are present) is an invariant of the evolution.
Temporal regularizations/relaxations
The Perona-Malik equation can also be regularized by convolution or relaxation in time. The latter approach is proposed in an early image processing paper by [61] . In this paper the authors suggest to delay or smooth out the effect of the nonlinearity by replacing (4) by the system
In both case some delay (ω −1 > 0) along with some regularization (ρ and σ > 0) is introduced in an effort to partially tame the strength of the original nonlinearity. Perona-Malik is recovered in the limit as ω → ∞, σ → 0, and ρ → δ, where δ now denotes the Dirac distribution. Weickert in [68] cites [63] as a reference that P.L. Lions, in a private communication to Mumford, claimed that (16) is a well-posed regularization of (4). A number of researcher have taken up the analysis of variations of the above models. Among them one finds [24, 7, 8, 1] . The last paper considers a regularization of (4) by time convolution with a positive kernel θ u t = ∇ · 1 1 + θ * t |∇u| 2 ∇u , where θ * t |∇u| 2 (t) = t 0 θ(t − τ )|∇u| 2 (τ ) dτ . This model turns out to be locally well-posed and globally well-posed when the support of θ is bounded away from zero, so that the nonlinearity does not include information up to the present time. It is referred to [1] for a detailed account. However, the rationale put forth by the author for considering this time-delayed model is its formal connection to a semi-explicit Euler discretization of the original (4)
where the nonlinearity would be evaluated at the previous time step. The authors of [24] considered the following relaxation
where L is a matrix-valued function representing the diffusion tensor connected to the gradient of u by the second equation. If L is assumed to be initially positive definite, F to be bounded with bounded continuous derivative with nonnegative definite range, and G σ (for σ > 0) to be a bounded C 1 -kernel with bounded derivative, it is proved in [24] that the system possesses a unique solution on any time interval in appropriately chosen function spaces. Finally in [7, 8] the limiting case where ρ becomes the Dirac delta function is considered with the modified relaxation equation
where F is introduced as a technical device (read regularizing truncation) to ensure the validity of a priori estimates. More recently [64] analyzes the well-posedness of a model of type (17) with relaxation equation given by
for a parameter λ ∈ (0, 1) which can be chosen dynamically in numerical implementations. §4. Semi-discrete models Regularizations of the type described above have the distinct advantage of working in any space dimension. This is particularly important when it comes to applications to image processing where the dimension is typically at least two. In dimension one, however, more detailed analyses can often be performed. In such a context, an appealing alternative to regularizations of the type described in the previous section is given by spatial discretization. This way the PDE reduces to an ODE system and the mathematical problems stemming from concavity of the continuous limiting equation can be avoided altogether. Such regularizations do, furthermore, mimic numerical schemes used in practical implementations of the model and their analysis can shed light on the observed behavior of such algorithms. Particularly well understood is the long time behavior of (4) which can be captured by letting the mesh size of the discretization converge to zero by concurrently speeding up the evolution in order to capture a nontrivial limit in the sense of Γ convergence. This approach is taken in a number of papers concerning the one dimensional case including [11, 12, 10, 9, 22] . Paper [12] contains a result on the asymptotic expansion (in the sense of Γ-convergence) of the discrete Perona-Malik functional and [10] derives a system of ODEs connecting jump sizes and locations describing the evolution of piecewise constant initial data in a long time limit of the semidiscrete Perona-Malik scheme with Dirichlet boundary conditions which reads (18) u
Here D ± n stand for the for forward and backward difference quotients of the piecewise constant function u on [0, 1] with a finite number of jump discontinuities at the grid points of a uniform grid of mesh size 1/n for n ∈ N . For convenience the collection of all such functions is denoted by P C n . For technical reasons some of the results contained in these two papers do, however, not apply to the precise nonlinearity in (18) nor can they handle the evolution beyond the first singularization time. Latter is the time when plateaus of piecewise constancy of the solution merge removing one or more discontinuities. Relying on these results and making an elegant use the theory of maximal slope curves [30, 29, 2] , the authors of [22] obtain a complete description of the asymptotic slow time evolution of limiting solutions to (18) with more natural (from the application point of view) Neumann boundary conditions. They are able to obtain a global in time evolution by renormalizing the driving energy after each singularization in the following manner. The discrete Perona-Malik energy for which (18) can be viewed as a gradient flow is given by
A reinterpretation of an asymptotic expansion of [12] yields 
are defined on the space P C n and on the subspace of piecewise Lipschitz and subcritical functions P S D , i.e. satisfying the subcriticality inequality |D + u(x)| < 1 on their regularity subintervals and having jumps located at exactly k points collected in the set D. The functionals G k n lead, up to the renormalization term, to an accelerated version of the gradient flow associated to (19) with acceleration factor given by the number of grid points. The renormalization term k log n is important but inconsequential as far as the associated gradient system on P C n
is concerned. All function spaces used can be thought of as subspaces of L 2 (0, 1) and the all functionals are thought of as being defined on the latter, extending the original by the value ∞ if necessary. Then, in essence, it is possible to describe the limiting evolution of initial data in P C D via the limiting system of ODEs given by (20) (20) has to be interpreted as to evolve initial data with no jump trivially (constant in time) and piecewise constant ones with exactly k jumps by the given equations up to the first singularization time where the number of jumps has necessarily to decrease (otherwise the solution could be continued a little longer). It then evolves the newly created piecewise constant functions according to (20) with a different k reflecting the new number of jumps. This evolution is well-defined as it can be shown that solutions are Hölder An alternative approach to taking the vanishing mesh size limit on a mesh dependent time scale was taken in [35] . Instead of speeding up the evolution by rescaling time, the author chooses the threshold parameter κ of
as a function of the mesh size h (of a uniform grid on [0, 1]). The relation leading to a distinguished non-trivial limit for the evolution of piecewise smooth initial data with discontinuities at a finite number of points is given by κ(h) = h −1 , in which case nonlinear boundary conditions are obtained in the limiting problem across the discontinuity points and linear diffusion away from these. If 
is the jump at d i for i = 1, . . . , n − 1, then the limiting problem can be formulated as
The idea of choosing a mesh size dependent parameter to obtain an interesting limit was already present in [18] where it was used in a stationary context for the Mumford-Shah functional (1) . As rescaling κ is at least formally akin to rescaling time, the limiting system also qualitatively captures the medium and long time behavior of solutions to numerical experiments with diffusive behavior away from the discontinuities and jump height reduction at the discontinuities. As in [22] , a Hölder continuity argument allows the author of [35] to continue solutions beyond singularization times when one or more jumps vanish. For a detailed analysis it is referred to the original paper. Finally in [36] a (partial) twodimensional comparison principle (other than the one of [54] ) is obtained. Latter is subsequently applied in order to derive an interesting stability property of the (one dimensional) numerical scheme for (4) which shows that small enough "random" perturbations to initial data are quickly reabsorbed during the evolution, in agreement with numerical observations. §5. A Hybrid Model
Since the ill-posedness and instability of Perona-Malik in its continuous formulation manifests itself in the onset of an uncontrolled number of jumps (captured qualitatively by Youngmeasure valued solutions discussed earlier), another approach can be taken which avoids this issue completely by preventing the unstable region to loose thickness in the limit. This is done in [56] where the author proposes a new image model by which the jump set is given and fixed but jump size is allowed to evolve. More precisely let u : Ω → R be an image which is slowly varying away from an edge set Γ (in fact a finite union of Lipschitz curves). Then u is evolved from its inital value I by the gradient flow of the functional (22)
so that it is smoothed out away from Γ and the size of its jumps is reduced over time. The nonlinear terms are chosen so that G behaves like F in the subcritical region and becomes quadratic at infinity, whereas F is of Perona-Malik type. The parameter h measures the edge "thickness". It is referred to the original article for a comprehensive description and for the rationale behind this choice. Assuming that G − λ| · | 2 and F + µ| · | 2 are convex for some choice of λ, µ ∈ [0, ∞), nonlinear semigroup theory ( [14] ) can be applied to obtain an exponentially growing semigroup and, thus, a unique solution to the evolutionary inclusion problem
on L 2 (Ω). As the assumptions suggest, the result is obtained by shifting the generator to ∂E K (u) + 2βu and treating ∂E K (u) as a 24 P. Guidotti Lipschitz perturbation of the shifted operator. The resulting semigroup is therefore exponentially growing in general. Thus PeronaMalik's instability has been effectively tamed but only mildly, as exponential divergence of nearby initial data over the long run shows. This model, like the one proposed in [47] , has the benefit of delivering a well-posed model which predicts and agrees with numerical observations. Unlike the latter, however, it requires that the discontinuity set be known and fixed in advance. §6. Fourth Order Models
Finally it should be mentioned that, while the mathematical community focussed on obtaining satisfactory insight into the Perona-Malik model and its many modifications, the more applied or application oriented community followed, among other avenues the trail of fourth order models. The motivation was almost always to try and prevent the cartoonish look generated by second order methods due to their strong tendency to produce piecewise constant output. Without any claim of completeness, here is a list of references to modeling papers [66, 67, 73, 58, 33, 32, 4, 51, 52, 49] where higher order models are considered and another, [13, 42, 34, 50] , of papers dealing with related mathematical questions. Mathematical results are much more scarce for higher order methods than for their second order counterpart and many important basic questions remain open. §7. A Final Remark PDE based methods in image processing are only one of a variety of techniques employed in practice. While they often enjoy the advantage of allowing for a geometric interpretation and a clean theoretical analysis, they typically lead to slower numerical implementations. Therefore statistical and/or wavelet-based methods are often preferred (see [15] and references therein). These, however, fall far outside the scope of this paper, which aimed at presenting an overview of the research activities of the past twenty years engendered by the Perona-Malik model only.
