Abstract. We propose an algorithm for multistage stochastic linear programs with recourse where random quantities in different stages are independent. The algorithm approximates successively expected recourse functions by building up valid cutting planes to support these functions from below. In each iteration, for the expected recourse function in each stage, one cutting plane is generated using the dual extreme points of the next-stage problem that have been found so far. We prove that the algorithm is convergent with probability one.
Introduction
Numerous real-world problems in applications, such as transportation (Ref. 1) , production planning (Ref. 2) , financial planning (Ref. 3) , and many other fields (Refs. 4 and 5) , can be formulated as two-stage or multistage stochastic linear programs with recourse. The characteristics of such a problem can be summarized as follows: (i) a stage usually represents a time period; (ii) the very beginning of the first stage is viewed as here and now; (iii) at the beginning of each stage, we know deterministically all the data in this stage, but know only probabilistically all the data in future stages;
(iv) at the beginning of the first stage, decisions must be made before the realization of random data in future stages; (v) once random data in a stage becomes known, correction (i.e., recourse) actions are allowed to compensate the decisions for this stage made earlier; (vi) the goodness of the decision making is measured by the total cost, consisting of the deterministic cost in the first stage and total expected cost in the future stages.
Methods for stochastic linear programs can be generally classified into those which use a fixed sample of realizations (scenario-based methods) and those which iteratively sample realizations as the algorithm progresses (sampling-based methods).
Scenario-based methods normally approximate a stochastic problem using a relatively small set of realizations which allow the problem to be solved as a (typically large) linear program. Two-stage problems may be approximated using hundreds or in special cases thousands of scenarios, but multistage problems are normally restricted to much smaller samples. Once a set of scenarios has been generated, most scenario-based methods treat this sample as representing the entire problem which they then strive to solve to optimality. Examples of algorithms designed for this class of problems includes the diagonal quadratic approximation method of Mulvey and Ruszczynski (Ref. 6) , augmented Lagrangian decomposition method of Rosa and Ruszczynski (Ref. 7) , L-shaped method of Van Slyke and Wets (Ref. 8) , its generalization to multistage problems by Birge (Ref. 9) , and scenario aggregation method of Rockafellar and Wets (Ref. 10) . All these algorithms provide optimal solutions to what are normally approximations of the original problem.
Sampling-based methods represent explicitly the complete sample space, which may be of infinite size for all practical purposes. Examples include the stochastic linearization method (Refs. 11 and 12), auxiliary function method (Ref. 13) , stochastic decomposition (Ref. 14) , sample path optimization (Ref. 15) , and stochastic hybrid approximation method (Ref. 16 ). All these methods use successive samples to develop algorithms that converge in some probabilistic sense in the limit. In practical settings, statistical methods have to be used to determine convergence criteria and the solution properties after a finite number of iterations (Ref. 14) .
A popular strategy to counteract the exponential growth of multistage models has been to develop successive approximations of the recourse function. It is well known (see, for example, Refs. 8 and 17) that the expected recourse function in a two-stage program can be replaced with a series of Benders cuts, where the recourse function is represented using a fixed sample. Birge (Ref. 9) extends this approach to multistage problems by proposing a nested Benders decomposition algorithm. The basic version of this method involves a forward pass through the time periods, using a specific set of cuts, and then a backward pass, where new cuts are generated. Other authors have studied variations of this strategy (Refs. [18] [19] [20] [21] [22] to represent the history, whereas we use it only to denote events within a time period). Clearly, the size of H t grows exponentially with the number of stages, making nested Benders decomposition impractical for even medium-sized problems.
In this paper, we propose a new convergent algorithm for multistage stochastic linear programs with recourse that satisfy the following assumptions:
(Al) random quantities in different stages are independent; (A2) the sample space of random quantities in each stage is discrete and finite; (A3) random quantities appear only on the right-hand side of the linear constraints in each stage; (A4) the feasible region of the problem in each stage is always nonempty and bounded.
As mentioned earlier, Assumption (A2) is necessary for all scenariobased methods. Assumptions (A3) and (A4) are made in many samplingbased methods including the stochastic decomposition method of Higle and Sen (Ref. 14) . The nested Benders decomposition method of Birge (Ref. 9) assumes (A2) and (A3). We note that the result that we are going to present can be extended, after some refinement, to more general cases including the case where not only the right-hand side vectors, but also the matrices B t linking neighboring stages are stochastic, and also including the case where the feasible region of the problem in each stage can be infeasible or unbounded.
Features of our method include:
(a) At each iteration, we solve a linear program for a single realization w t eQ t (as opposed to each h,eH t ) at each stage t. As a result, the computational requirements of the procedure per iteration grow linearly with the number of stages and the size of the sample space per stage.
(b) We perform a simple comparison over the entire sample space Q t at each stage t. Thus, Q t may be large (say, in the tens or even hundreds of thousands), but must be finite. (c) Our method successively approximates the expected recourse function by building up valid cutting planes to support these functions from below. (d) We prove that the algorithm converges in the limit, but do not provide finite convergence.
Because we use only a partial sample [item (a) above], rather than the full sample required by other methods, we call our method cutting-plane and partial-sampling (CUPPS) algorithm. On the other hand, the full pass over the sample space in item (b) implies that the space must be finite, in contrast with true sampling techniques such as stochastic decomposition. Our method is closest to the nested Benders decomposition method of Birge (Ref. 9) and stochastic decomposition method of Higle and Sen (Ref. 14) .
The research contribution of the paper is the presentation of a new algorithm for solving multistage stochastic programs, which is convergent in probability, and which is computationally tractable for problems with large numbers of outcomes per stage and large numbers of stages. The primary limitation of our method is shared by all cutting-plane algorithms, which is slow convergence when we are approximating high-dimensionality problems. Since the relative advantage of CUPPS over the classical nested Benders decomposition in terms of execution time per iteration is obvious, we do not present any numerical experiments. Our belief is that experimental work must be conducted in the context of a specific application with an algorithm that is able to take advantage of the structure of that problem. This paper is organized as follows. In Section 2, we present the core idea of the CUPPS algorithm when applied to a two-stage problem and compare it to the L-shaped algorithm and stochastic decomposition algorithm. In Section 3, we present the details of the CUPPS algorithm. In Section 4 we give some preliminary results, and in Section 5 we establish the convergence of this algorithm. Finally, we conclude the paper in Section 6.
Core Idea and Comparison
In this section, we present briefly the core idea of our CUPPS method when applied to a two-stage problem and compare it to the two closest existing methods: the stochastic decomposition (SD) method of Higle For the problem of our interest that satisfies Assumption (Al), the formulation (1) can be rewritten equivalently in the following recursive form:
where the recourse function is defined by, for t = 2, and QT+1=0.
The core idea of the CUPPS method is to successively approximate the expected recourse function in each stage by valid cutting planes that are generated based on a known subset of dual extreme points of the next-stage problem. To be specific, let us consider the two-stage problem given by (2-7) with T=2. For solving this problem, each iteration k of the CUPPS algorithm involves two steps.
The first step solves an approximated problem LP1, which is as follows:
where (10) represents the k cuts generated so far. These cuts are generated in the second step and approximate the expected recourse function Q2(x1) by supporting it from below. Note that initially the algorithm approximates Q2(xi) by the first cut that is trivial, z> -oo. Let xk1 denote the solution to problem (8) (9) (10) (11) .
In the second step, first the algorithm randomly draws a sample, denoted as wk2 from Q2, then solves problem LP2 with x1=xk1 and 0)2 = 0)2. Assumption (A4) guarantees that both the optimal primal and dual solutions to this problem can always be found. Let nk be the dual solution of this problem. Notice that, in problem LP2, x1 and w2 appear only on the right-hand side. Thus, for any given xu1 and xv1 with u=v, and for given w2t, w2jeQ2 with i=j, any dual extreme point of problem LP2 with x1 = xu1 and w2 =w2i is also a dual extreme point of the problem with xt=xu1 and w2 = w2j. Let be the set of all dual extreme points of problem LP2 generated up to iteration k. Based on the dual extreme points in Dk, the algorithm then generates a new cut, with coefficients (scalar a k+1 and vector B k+1 ) given by Note that, for large problems, the summation over all possible outcomes in Q 2 in Eq. (13) and the maximum operator applied in Eq. (14) represent the computational bottleneck of the procedure.
As we show in Section_4, the cut generated this way is valid for the expected recourse function Q 2 (x 1 ), in that it supports Q 2 (w 1 ) from below, but may not be tight, as illustrated in Fig. 1 , top. The effort for generating (13) and (14) . This cut is then added to problem (8-11). The whole procedure is then repeated.
By comparison, the SD algorithm shares similar steps, except that it not only generates new cuts, but also updates previously generated cuts. By contrast, the LS algorithm, not only solves just one problem LP 2 with It is easy to see that a k+1 and B k+1 given by (17) satisfy Furthermore, it is not difficult to see that the cut given by (17) is valid; hence, by (18) , it is a tight cut for the expected recourse function Q 2 (x 1 ) and touches the function at the point x k 1 , as shown in Fig. 1 (bottom) . The computational effort involved here consists of solving q 2 linear programs and performing O(q 2 ) basic operations in (17) .
From the above comparison, it is quite clear that, to generate a cut, the LS algorithm needs the most computational effort, while the SD algorithm needs the least computational effort among these three algorithms. On the other hand, the quality of the cuts generated by the LS algorithm is the best in terms of their tightness. Thus, for two-stage problems, the CUPPS algorithm can be viewed as a method lying between the SD algorithm and the LS algorithm. The CUPPS algorithm attempts to build valid cuts, instead of stochastic cuts as in the SD algorithm, by using available dual extreme points that have been generated, instead of solving all the problems associated with the samples as in the LS algorithm.
For multistage problems, the core ideas of the nested Benders decomposition algorithm of Birge (Ref. 9) and of the CUPPS algorithm are similar to their respective counterparts for two-stage problems described above. Hence, we do not compare them here. The details of the CUPPS algorithm are described in Section 3. See Ref. 9 for the details of the nested Benders decomposition algorithm.
CUPPS Algorithm
In each iteration, the CUPPS algorithm solves an approximated problem LP t , denoted as AP t for each t= 1,2,..., T-1, and a problem LP T . In problem AP t , the expected recourse function Q t+1 (x t ) is approximated by some cuts that support it from below. After solving problem AP t or LP T , the algorithm generates a cut that is valid for the expected recourse function Q t (x t -1 ) and adds this cut to problem AP t-1 . In the course of the algorithm, the approximated problems AP t , for t=1, ...,T-1, approximate the original LP, more and more accurately.
In each iteration, the algorithm generates one cut for each expected recourse function Q t (x t -1 ) for t = 2,..., T. At the very beginning, the algorithm uses the following initial cut to support the function Q t (x t-i ) from below:
Certainly, this is a valid cut. Thus, there are a total of k +1 cuts in problem AP t right after iteration k.
Suppose that, right after iteration k-1, the approximated problems AP1 and APt, for t = 2,..., T-1, are as follows:
where (26) represents k cuts that have been generated up to iteration k -1 for the expected recourse function Qt+1(xt). We describe later how these cuts are generated.
Then, in the next iteration (i.e., iteration k), the CUPPS algorithm first solves problem AP1. Let the primal and dual solutions be denoted by (xk1, zk2) and (nk1,pk1), where rk1 and pk1 are the vectors representing the dual solutions corresponding to (21) and (22) . Next, for each t = 2, . .. , Tin this order, first the algorithm draws a sample (denoted by (wkt) from Qt, then solves problem AP, for t<T (or problem LPT for t=T), with xt-1 = xkt-1 and wt = wkt, and gets the primal and dual solutions, denoted by (xkt,zkt+1) and (xkt, Zkt+1) (or by xkT and nkr), where nkt and pkt are the vectors representing the dual solutions corresponding to (25) [or (6) in problem LPT] and (26).
For t = 2 , . . . , T, denote Dkt = set of all the dual extreme points generated so far right after iteration k for problem APt, for t<T, or problem LPT for t=T. Then, after problem APt (or LPT) is solved in iteration k -1 , this set of dual extreme points is updated by, for t = 2 T -1 , and for i=T Note that elements in the set Dkt may have different dimensions. Elements generated earlier have smaller dimensions than those generated later.
Throughout this paper, whenever we calculate the inner product of or compare two vectors with different dimensions, we assume that the vector with smaller dimension is extended by attaching zeros to it such that it has the same dimension as the other vector. We show in Section 5 that any element in Dkt generated earlier than iteration k, if extended accordingly by attaching zeros to it, is still a dual extreme point of problem APt formed later than iteration k.
Based on the dual extreme points in the set Dkt that have been generated so far, the algorithm then generates a new cut [i.e., the (k+ l)th cut] for the function Q t ( x t -1 ) . This cut is given by with where, for any O,eO, and 2<t<T-1, and for any and for 2<1<T,a|is the vector defined as This new cut (30) is added to the preceding problem APt-1. Then, the algorithm moves forward to solve the next problem APt+1. Similarly, a new cut is generated and added to the preceding problem AP,. Finally, the algorithm solves problem LPT, generates a new cut, and adds this cut to problem APT-1. This ends iteration k. Now we are ready to give the details of the CUPPS algorithm.
CUPPS Algorithm.
Step O. For t= 1, 2 , . . . , T -1 , formulate the initial approximated problem APt with only one initial cut given by (19) . Let the set of dual extreme points D1t = o for all t = 2, 3 , . . . , T. Set the iteration counter k = 1. Step 1. Solve problem AP1. Get the optimal primal solution (xk1,zk2) and optimal solution value Qk1.
Step 2. For t = 2, . . ., T-1 in this order, do the following. Draw a random sample (wkt from Qt. For given xt-1 = xkt-1 and wt=wkt, solve problem APt. Get the optimal primal solution (xkt, zkt+1), optimal solution value Qkt(xkt-1,wkt), and optimal dual solution (rkt, pkt). Get the latest set of dual extreme points Dkt by (28). Generate the (k+ l)th cut given by (30). Add this cut to problem APt-1.
Step 3. Draw a random sample (wkT from QT. For xT-1= xkT-1 and wT=wkT, solve problem LPt. Get the optimal primal solution xkT, optimal solution value Q T ( X k t -1 , wkt), and optimal dual solution nkT. Get the latest set of dual extreme points DkT by (29). Generate the (k+ l)th cut given by (30) with t= T. Add this cut to problem APT-1.
Step 4. Set k = k+l; go to Step 1.
Preliminary Results
In this section, we prove that all the cuts generated in the CUPPS algorithm for the expected recourse function Q,(x,-1), Vt = 2,..., T, are valid; that is, they support Q , ( x , -1 ) from below. Also, we give two basic results that are used in Section 5.
Define, for any k>1 and 1< t<T-1,
Lemma 4.1. In the CUPPS algorithm, each cut added to problem APT-1 is a valid cut for the function QT(XT-1 ).
Proof. Clearly, in problem A P t -1 , the very first cut given by (19) with t = T-1 is valid for QT(xT-1). Now, consider the kth cut in APT-1 for any k>2. Clearly, for any given XT-1 and wTi, for any i = 1 , . . . , q T 
, nT ( X k T -1 , w T i , D k T ) is a dual feasible solution to problem LPT with a given
First multiplying by p Tt , then summing over all i on the both sides, we have
This shows that the kth cut in AP T-1 is valid for Q T (X t-1 ). D Lemma 4.2.
In the CUPPS algorithm, for any t with 1 < t<T-1, and for any k with K> 1, every element in the set D k t is a dual extreme point of problem AP t formed right after any iteration j with j>k-1.
Proof. First, it is easy to see that any element (n t , p t ) in the set D k t
is a dual extreme point of problem AP t generated in some iteration i with i<k. Let DP1 denote the dual of problem AP t formed right after iteration i-1. Then, (n t , p t ) is an extreme point of problem DP1. Let DP2 denote the dual of problem AP t formed right after iteration j for any given j>k. Then, in order to prove the lemma, we only need to show that (n t , p t ), if extended by adding a proper number of zeros to its end, is also an extreme point of problem DP2. Since the algorithm adds one cut to problem AP t in each iteration, and once a cut is added it will always be there, problems DP1 and DP2 are the same, except that in DP2 there are j-i more columns. Thus, (n t , p t ) is feasible to DP2 if we extend it by adding j-i zeros to its end. Denote this extended vector by (n t , p + t ), where
In the following, we show that (n t , p t + ) is an extreme point of DP2. We prove it by contradiction. If it is not, then there exist two different solutions of DP2, denoted by (n 
., T-1, each cut added to problem AP r is a valid cut for the function Q r+1 (x t ).
Proof. We prove this by induction on T. For r = T-1, this result has been proved in Lemma 4.1. Now, assume that, for any given t< T-1, this result is true for r = t. We need to prove that this result is also true for t = t-1. For any given k> 1, it is easy to see that, right after iteration k, problem AP t is equivalent to the following problem:
where F k t+1 (x t ) is a piecewise linear function formed by the k cuts in (26). By the induction assumption, these cuts are valid for the function Q t+1 (x t ); then, On the other hand, the feasible region of problem (41) is the same as that of problem LP t . So, it must be true that the optimal objective function value of problem (41) This shows that the (k+ l)th cut in problem AP t-1 , generated right after problem AP t is solved in iteration k, is a valid cut for the function Q t (x t-1 ). This shows that the result is true when r = t-1. Therefore, by induction, we have shown the lemma. D
Lemma 4.4. The following properties all hold:
Proof. These results are straightforward from Lemmas 4.1 and 4.3. Thus, we omit the proofs for them. D Remark 4.1. If we run infinitely many iterations of the CUPPS algorithm, then with probability one, each particular sample w ti , for any i= 1,... ,q t and t = 2,..., T, will be drawn infinitely many times.
Proof. In one iteration of the CUPPS algorithm, exactly one sample is drawn from Q t , for each t = 2,...,T. For any given t and i, with 2<,t<T and 1<i<q t , the probability that the sample w ti is drawn out in one iteration is p ti >0. If we run infinitely many iterations of the algorithm, then by the well-known Borel-Cantelli lemma (see e.g. Ref. 24) , the probability that w ti , is drawn out for infinitely many times is one. This shows the result. D Remark 4.2. Given any LP of the form min{c T x \ Ax = b, x > 0}, define B to be the set of all possible right-hand side vectors b such that there exists an optimal solution to the LP with bEB. Define a function f(b) over the set B, to be the optimal objective value of the LP with be38. Then, the function f is continuous in the set B; i.e., for any given e>B and beSS, there is a 5 > 0 such that
Limiting Behavior of the Algorithm
In this section, we analyze the limiting behavior of the CUPPS algorithm and prove that the algorithm is convergent with probability one (wpl). First, Lemma 5.1 provides bounds on certain convergent sequences. Then, we prove convergence using a classical inductive proof. Lemma 5.2 demonstrates the convergence of the solution value of problem AP T-1 to that of problem LP T-1 . Finally, Lemma 5.3 shows that the result is true, by induction, for all remaining stages. The heart of our proof is contained in Lemma 5.2, while the inductive proof in Lemma 5.3 is similar in style to that of Lemma 5.2. Since J is infinite, by Remark 4.1, in the iterations keJ, any particular sample w Ti eQ T can be drawn infinitely many times wpl, which means that every set j t , for 1 <i<q T , is infinite wpl.
For each 1<,i<q T , let r i be the first element in A that is greater than v. Now, consider the algorithm in iterations r 1 , r 2 ,. .., r qr . In iteration r t , the algorithm solves problem LP T with X T-1 =xr T-1 and w=w Ti. This generates the optimal dual solution r r T of LP T . So, for 1 <*i<>q T , Let r be the first element in j that is greater than max{r 1 , r 2 ,. . . ,r qT }. Clearly, before iteration r, the algorithm has already generated the dual extreme point r Proof. We prove the lemma by induction on T. When T = T-1, this lemma is exactly Lemma 5.1 and hence holds. Suppose that this lemma holds when r = t. We need to prove that it also holds when t = t-\. The proof technique is similar to that of Lemma 5.2. Thus, we provide only a sketch of proof.
For any given infinite subset k of N, suppose that, when r = t-1, conditions (i) and (ii) of the lemma are satisfied. Now, consider any iteration n and n>N and nej. In iteration n, the algorithm solves problem AP t-1 , with given x t-2 = x n t-2 and w t-i = w On the other hand, by Lemma 4.4, the sequence {Q k t } keN is nondecreasing. We know that, if a monotone sequence has a convergent subsequence that converges to some value, then the whole sequence must converge to that value. Therefore, the sequence {Q On the other hand, we know that Thus, Now, in the set k, we take the limit on both sides of (73). Since the sequence {x . We know that, if a convergent sequence has a subsequence that converges to some value, then the whole sequence converges to that value, so the following must be true:
Hence, Since x k 1 is a feasible solution to problem LP 1 , for any kek, then by Assumption (A4), the limit x°1 of the sequence {x k 1 } kejr must be a feasible solution to problem LP 1. Therefore, (74) implies that the solution x°1 is actually optimal to problem LP 1 . This shows the theorem. D
Conclusions
In this paper, we have proposed the CUPPS algorithm, a samplingbased algorithm, for solving multistage stochastic linear programs. We have proved that the algorithm is convergent with probability one.
We believe that multistage stochastic linear programs are much harder than two-stage ones. It is unlikely that a scenario-based algorithm is capable of solving a multistage problem with the sample space in each stage containing 1000 samples. For such a problem with T as small as 3, there are 10 6 scenarios. Standard methods, such as the diagonal quadratic approximation method of Mulvey and Ruszczynski (Ref. 6 ) and augmented Lagrangian decomposition method of Rosa and Ruszczynski (Ref. 7) , that reformulate the stochastic problems as a deterministic equivalence, are certainly incapable of dealing with such a problem. We also doubt that the nested Benders decomposition algorithm of Birge (Ref. 9 ) can handle such a problem, because one iteration alone involves solving at least 3000 linear programs. We believe that sampling-based methods that require only to solve a small number of linear programs in each iteration are more likely to be successful in solving multistage stochastic linear programs involving a large number of samples in each stage. The CUPPS algorithm proposed in this paper is the first such method that is convergent for multistage stochastic linear programs.
