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Abstract
The aim of this work is to analyse the stability and the convergence for the quadrature rule of interpolatory-
type, based on the trigonometric approximation, for the discretization of the Cauchy principal value
integrals
∫ 1
−1
f()=( − t) d. We prove that the quadrature rule has almost optimal stability property be-
having in the form O((logN +1)=sin2 x), x=cos t. Using this result, we show that the rule has an exponential
convergence rate when the function f is di;erentiable enough. When f possesses continuous derivatives up
to order p¿ 0 and the derivative f(p)(t) satis<es H>older continuity of order 	, we can also prove that the
rule has the convergence rate of the form O((A + B logN + N 2)=Np+p), where  is as small as we like, A
and B are constants depending only on x. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: primary 65D30; secondary 65D32; 41A10
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1. Introduction
Recently, Kim and Choi [5] have considered interpolatory-type quadrature rules for one-dimensional
Cauchy principal value integrals
Q(f; t) =
∫ 1
−1
f()
− t d= lim→0
(∫ t−
−1
+
∫ 1
t+
)
f()
− t d; |t|¡ 1 (1.1)
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based on the trigonometric interpolations. By making use of the change of variable  = cosy and
t = cos x, the Cauchy integral Q(f; t) can be written as follows:
Q(f(cos ·); cos x) =
∫ 
0
f(cosy) sin y
cosy − cos x dy
=
∫ 
0
h(y) sin y − h(x) sin x
cosy − cos x dy
:=H (h; x); say; (1.2)
where h(y) = f(cosy). The second equation of (1.2) follows from the fact∫ 
0
1
cosy − cos x dy = 0; x∈ (0; ) (1.3)
which can be proved by using the de<nition of the Cauchy principal value integral and the following
inde<nite integral:∫
1
cosy − cos x dy =
1
sin x
log
∣∣∣∣sin((x + y)=2)sin((x − y)=2)
∣∣∣∣ :
The rule of [5] for H (h; x) is based on the interpolation polynomial
phN (x) =
N∑
k=0
′′ aNk cos(kx); (1.4)
where the coeMcients aNk are determined to satisfy the interpolation polynomial conditions
h(xNk ) = p
h
N (x
N
k ); x
N
k =
k
N
; 06 k6N (1.5)
and given as follows:
aNk =
2
N
N∑
j=0
′′ h(xNj ) cos(kx
N
j ); 06 k6N: (1.6)
A summation symbol with double primes denotes a sum with <rst and last terms halved. Combining
(1.4) and (1.6), we rewrite the interpolation polynomial phN (x) as follows:
phN (x) =
N∑
k=0
′′ h(xNk )l
N
k (x); (1.7)
where
lNk (x) =
2
N
N∑
j=0
′′ cos(jxNk ) cos(jx): (1.8)
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Using (1.2) and (1.7), the rule of [5] for H (h; x) is de<ned by approximating h(y) and h(x) by
phN (y) and p
h
N (x), respectively. The formula is given by
H (h; x) = HN (h; x) + RN (h; x)
HN (h; x) = H (phN ; x) =
N∑
k=0
′′ h(xNk )!
N
k (x); (1.9)
where
!Nk (x) =
∫ 
0
lNk (y) sin y − lNk (x) sin x
cosy − cos x dy
=
1
N
N∑
j=0
′′ cos(jxNk )(Ij+1(x)− Ij−1(x)); (1.10)
where Ij(x) are de<ned by
Ij(x) =
∫ 
0
sin(jy)− sin(jx)
cosy − cos x dy; x∈ (0; ) (1.11)
and satisfy the following recurrence relations [5]:
Ij+2(x) = 2 cos xIj+1(x)− Ij(x) + 2 (−1)
j + 1
j + 1
; j¿ 0 (1.12)
with initial values
I−1(x) =−I1(x); I1(x) = 2 log
∣∣∣tan x
2
∣∣∣ and I0(x) = 0 (1.13)
or equivalently,
Ij+2(x) =
sin((j + 2)x)
sin x
I1(x) + 2
j∑
k=0
(−1)k + 1
k + 1
sin((j − k + 1)x)
sin x
; j¿ 0 (1.14)
which can be derived by using relation (1.12) and mathematical induction (see Lemma 2.1). We
note that rule (1.9) is exact when the function h is a trigonometric polynomial of degree 6N . That
is, rule (1.9) is of interpolatory-type.
De<ne N (x) by
N (x) =
N∑
j=0
′′ |!Nk (x)|: (1.15)
Then N (x) is very important numerically. Indeed, if h1 and h2 are two functions such that
sup
x∈[0;]
|h1(x)− h2(x)|6 ;
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then from (1.9), we see that
|HN (h1 − h2; x)|6 N (x): (1.16)
This inequality shows that N (x) gives a stability of the quadrature rule (1.9). That is, when N
increases, the magnitude of the right-hand side of (1.16) depends only on that of N (x). Hence, we
shall call N (x) the stability factor of the quadrature rule (1.9).
Mathematically, the stability analysis for a quadrature rule enables us to analyse the convergence
for the rule with a di;erentiable function. Indeed, if g is any function for which H (g; x) and HN (g; x)
exist, then from (1.9), we have
RN (h; x) =H (h; x)− HN (h; x)
=H (h− g; x) + H (g; x)− HN (g; x) + HN (g− h; x):
For a given positive integer N , if we choose g to be any trigonometric polynomial of degree 6N ,
then since pgN (x) = g(x) and H (g; x)− HN (g; x) = H (g− pgN ; x) = 0, we have that
RN (h; x) = H (rN ; x)− HN (rN ; x); (1.17)
where rN (x)=h(x)−pgN (x). Two equations (1.16) and (1.17) show that the growth of the remainder
RN (h; x) depends on behaviours of rN (x) and N (x). Our purpose in this paper is to analyse the
stability and convergence for rule (1.9).
In Section 2, we will show that the stability factor N (X ) has the following behaviour (see
Theorem 2.5):
N (x)6C
(
logN + 1
sin2 x
)
; (1.18)
where C is a constant independent of N and x.
Monegato [7] considered interpolatory-type quadrature rules for (1.1) based on a Lagrange inter-
polation polynomial at given node points. When the chosen node points are the zeros of N th-degree
Legendre polynomial, Elliott and Paget [2] showed that the stability factor has the behaviour of the
form O(K + L logN ) for some constants K and L depending on the pole value t. Using this result
and the knowledge of the Lebesgue constant of the form (see [6])
max
−16t61
N∑
k=1
|lk(t)|=O(logN ); (1.19)
where lk(t) is the Lagrange interpolation polynomial associated with the set of nodes {cos(k=N )},
Monegato [8] showed that the stability factor has the behaviour of the form O((logN )2) provided
that the node points are chosen as cos(k=N ). Hence, we can see that the present quadrature rule
has better stability properties than that of [8].
From the result (1.18) and some preliminary results for rN (x) = h(x) − phN (x) given in (3.4)–
(3.6), we prove that the error RN (h; x) has a uniform bound
|RN (h; x)|=O
(
N logN
2N−1
)
(1.20)
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provided that f(t) is (N + 2)-times continuously di;erentiable. This result enables us to use the
polynomial phN common to the set of approximations {HN (h; x)} for a set of values of x in (0; )
and to construct an automatic algorithm by using the same procedure as in [4]. A similar exponential
convergence for rule (1.9) is proved in [5] for an analytic function f.
It is known that the integral Q(f; t) of (1.1) exists for H>older continuous functions of any order
greater than zero (see [1, Lemma 1]). By the aid of the bound (1.18) for N (x), we will prove that
the error RN (h; x) has the following convergence rate (see Theorem 3.3):
|RN (h; x)|=O
(
A+ B logN + N 2
Np+	
)
; (1.21)
where ¿ 0 is as small as we like, A and B are constants depending only on x, when the function
f() possesses continuous derivatives up to order p¿ 0 and the derivative f(p)() satis<es H>older
continuity of order 	.
For simplicity of our analysis, throughout this paper, we assume that the number N is of the form
N = 2m; m= 2; 3; 4 : : : :
2. Estimation of the stability factor N (x)
In this section we shall examine the behaviour of the stability factor N (x) of (1.9). To do this,
we state some formulae for trigonometric polynomials of the form: for % not multiple of 2,
n∑
j=0
′′ cos(j%) =
sin(n%) cos(%=2)
2 sin(%=2)
(2.1)
and
n∑
j=0
sin(j%) =
cos(%=2)− cos((n+ 1=2)%)
2 sin(%=2)
(2.2)
which are used several times in this paper.
According to the recurrence relation (1.12), we have the following expression for Ik(x).
Lemma 2.1. The functions Ik(x) de9ned in (1.11) have the explicit forms
Ik(x) =
sin(kx)
sin x
I1(x) + 2
k−2∑
j=0
(−1) j + 1
j + 1
sin((k − j − 1)x)
sin x
; k¿ 2; (2.3)
where I1(x) is given in (1.13).
Proof. We <rst note Eq. (2.3) is correct for k = 2. This is easily veri<ed by using I0(x) = 0 and
I2(x) = 2 cos xI1(x) + 4; which follows from the recurrence relation (1.12). Next; we use induction
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with respect to k. For the induction step of k − 1 to k; we use the recurrence relations (1.12) in
Ik(x) = 2 cos xIk−1(x)− Ik−2(x) + 2 (−1)
k + 1
k − 1
=
sin(kx)
sin x
I1(x) + 4 cos x
k−3∑
j=0
(−1) j + 1
j + 1
sin((k − j − 2)x)
sin x
;
− 2
k−4∑
j=0
(−1) j + 1
j + 1
sin((k − j − 3)x)
sin x
:
This proves the formula (2.3).
In the following lemma, we consider the alternative expression for lNk (x).
Lemma 2.2. The functions lNk (x) de9ned in (1.8) have the following alternative expressions:
lNk (x) =
(−1)k
N
sin(Nx) sin x
cos xNk − cos x
; x = xNk (2.4)
for 06 k6N . Furthermore; we have
lNk (xk) =
{
1; 0¡k¡N;
2; k = 0; : : : ; N: (2.5)
Proof. Using the formula (2.1) and the de<nition of lNk (x); we can easily check Eq. (2.5). Since
2 cos x cosy = cos(x + y) + cos(x − y); the equation of lNk (x) given in (1.8) can be written as
lNk (x) =
1
N
N∑
j=0
′′ (cos(j(x + xNk )) + cos(j(x − xNk ))):
Hence; identity (2.1) gives
lNk (x) =
cos x+x
N
k
2 sin
x−x Nk
2 sin(N (x + x
N
k )) + sin
x+x Nk
2 cos
x−x Nk
2 sin(N (x − xNk ))
N (cos xNk − cos x)
(2.6)
Since xNk = k=N ;
sin(N (x ± xNk )) = (−1)k sin(Nx):
Thus; the desired Eq. (2.4) follows from Eq. (2.6).
Using the above two Lemmas 2.1 and 2.2, and formula (2.1), we have the following expression
for !Nk (x).
P. Kim, B.I. Yun / Journal of Computational and Applied Mathematics 149 (2002) 381–395 387
Lemma 2.3. The quadrature weights !Nk (x) de9ned in (1.10) have the explicit expressions
!Nk (x) =


(−1)k
N
sin2 xIN (x)− sin2 xNk IN (xNk )
cos xNk − cos x
; x = xNk ;
(−1)k
2N
((N + 1)IN+1(x)− (N − 1)IN−1(x)); x = xNk ;
(2.7)
where IN (x) is given in (2.3).
Proof. Substituting (2.4) into (1.10) yields
!Nk (x) =
(−1)k
N
∫ 
0
sin(Ny) sin2 y
(cosy − cos x) (cos xNk − cosy)
dy; (2.8)
where we used the property (1.3). To show the <rst equation of (2.7); we <rst assume that x = xNk .
Then; since
1
(cosy − cos x) (cos xNk − cosy)
=
1
cos xNk − cos x
(
1
cosy − cos x −
1
cosy − cos xNk
)
Eq. (2.8) for !Nk (x) can be written as
!Nk (x) =
(−1)k
N
A(x)− A(xNk )
cos xNk − cos x
; (2.9)
where
A(x) =
∫ 
0
sin(Ny) sin2 y
cosy − cos x dy:
Then from property (1.3); we can rewrite A(x) as follows:
A(x) = sin2 x
∫ 
0
sin(Ny)
cosy − cos x dy +
∫ 
0
sin2 y − sin2 x
cosy − cos x sin(Ny) dy
= sin2 x
∫ 
0
sin(Ny)
cosy − cos x dy −
∫ 
0
(cosy + cos x) sin(Ny) dy
= sin2 x
∫ 
0
sin(Ny)
cosy − cos x dy −
2N
N 2 − 1
= sin2 xIN (x)− 2NN 2 − 1 : (2.10)
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Substituting (2.10) into (2.9); we can obtain the desired <rst expression of (2.7). We now consider
the case x = xNk . Then from (2.8) and integration by parts; we <nd that
!Nk (x) =
(−1)k+1
N
∫ 
0
sin(Ny) sin y
d
dy
(
1
cosy − cos x
)
dy
= (−1)k
∫ 
0
cos(Ny) sin y
cosy − cos x dy +
(−1)k
N
∫ 
0
sin(Ny) cosy
cosy − cos x dy:
Since cos(Ny) sin y = (sin((N + 1)y) − sin((N − 1)y))=2 and sin(Ny) cosy = (sin((N + 1)y) +
sin((N − 1)y))=2; by using the de<nition of Ik(x); the above expression for !Nk (x) becomes
!Nk (x) = (−1)k
(
N + 1
2N
IN+1(x)− N − 12N IN−1(x)
)
:
Hence; we complete the proof.
The previous two Lemmas 2.1 and 2.3 allow us to obtain the following bound for !Nk (x).
Lemma 2.4. Let !Nk (x) be the weights expressed by (2.7) and let x
N
k be the node points de9ned
in (1.5). Then we have that
|!Nk (x)|6


9:5
N |cos x − cos xNk |
; x = xNk ;
4
sin2 x
; x = xNk
(2.11)
for 0¡k¡N .
Proof. To show the <rst inequality of (2.11); if we de<ne a function tk(x) by
tk(x) =
k∑
j=0
sin((N − 1− 2j)x) sin x; k¿ 0
and t−1(x) = 0; then from (2.3); we have
sin2 xIN (x) = sin(Nx) sin xI1(x) + 4
N=2−1∑
j=0
1
2j + 1
(tj(x)− tj−1(x))
= sin(Nx) sin xI1(x) +
N=2−2∑
j=0
8tj(x)
(2j + 1) (2j + 3)
+
tN=2−1(x)
N − 1 : (2.12)
Since
tk(x) =
sin((N − 1)x)
2
k∑
j=0
(sin((2j + 1)x)− sin((2j − 1)x))
+
cos((N − 1)x)
2
k∑
j=1
(cos((2j + 1)x)− cos((2j − 1)x));
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we can see that
tk(x) =
sin((N − 1)x)
2
(sin((2k + 1)x) + sin x) +
cos((N − 1)x)
2
(cos((2k + 1)x)− cos x)
= sin((N − k − 1)x) sin((k + 1)x):
Thus;
|sin2 xIN (x)|6 4 +
∣∣∣sin x log tan2 x
2
∣∣∣ :
If we let t = sin x; then∣∣∣sin x log tan2 x
2
∣∣∣ = 2|t log((1 +√1− t2)=t)|
6 2t log
2
t
6
4
e
:
Hence; we see that
|sin2 xIN (x)|6 4(1 + 1=e)¡ 5:5: (2.13)
On the other hand; from (2.12); we can easily see that
|sin2 xNk IN (xNk )|6 4: (2.14)
Now combining the <rst equation of (2.7); (2.13) and (2.14); we can get the desired <rst inequality
of (2.11). The second inequality of (2.11) easily follows from the second equation of (2.7) and the
inequality (2.13).
Lemmas 2.2 and 2.3 enable us to <nd the following main theorem for the stability factor N (x).
Theorem 2.5. The stability factor N (x) de9ned in (1.15) satis9es
N (x)6C
(
logN + 1
sin2 x
)
; x∈ (0; ) (2.15)
for some constant C independent of N and x.
Proof. To show (2.15); from Lemma 2.3; we can assume that x∈ (xNl ; xNl+1) for some <xed l;
0¡l¡N=2; without loss of generality. We then split the stability factor N (x) into four parts as
follows:
N (x) = A1(x) + A2(x) + A3(x) + A4(x); (2.16)
where
A1(x) = (|!N0 (x)|+ |!NN (x)|)=2; A2(x) = |!Nl (x)|+ |!Nl+1(x)|
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and
A3(x) =
N=2∑
k=0
k =l; l+1
|!Nk (x)|; A4(x) =
N−1∑
k=N=2+1
|!Nk (x)|:
From the <rst inequality of (2.11); we can estimate A1(x) as follows:
A1(x)6
9:5
2N
(
1
1− cos x +
1
1 + cos x
)
=
9:5
N sin2 x
: (2.17)
To estimate A2(x); we make use of the generalized law of mean with the <rst equation of (2.7) and
equation (2.3). We then have that for some (1k and (2k between x and xNk ;
!Nk (x) =
(−1)k
N

 sin x sin(Nx)
cos xNk − cos x
I1(x)
+4
N=2−1∑
j=0
1
2j + 1
sin((N − 2j − 1)x) sin x − sin((N − 2j − 1)xNk ) sin xNk
cos xNk − cos x


=
(−1)k
N
(
N cos(N (1k) sin (1k + sin(N(1k) cos (1k
sin (1k
I1(x)
+4
N=2−1∑
j=0
1
(2j + 1) sin (2k
((N − 2j − 1) cos((N − 2j − 1)(2k) sin (2k
+sin((N − 1− 2j)(2k) cos (2k
)
;
which gives
|!Nk (x)|6 2|I1(x)|+ 8
N=2−1∑
j=0
1
2j + 1
− 4
6 2|I1(x)|+ 4 + 8
∫ N=2−1
0
1
2x + 1
dx
6 2|I1(x)|+ 4 log(eN )
for k = l; l+ 1. Thus; we have that
A2(x)6 4|I1(x)|+ 8 log(eN ): (2.18)
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To estimate A3(x); we observe that
|cos x − cos xNk | =
∣∣∣∣2 sin x + xNk2 sin x − x
N
k
2
∣∣∣∣
¿
2x
2
|x − xNk |
¿


2x
N
(l− k); k = 1; 2; : : : ; l− 1;
2x
N
(k − l− 1); k = l+ 2; : : : ; N=2:
Thus; inequality (2.11) gives
A3(x)6
9:5
2x
[
l−1∑
k=1
1
l− k +
[N=2]∑
k=l+2
1
k − l− 1
]
6
9:5
2x
N∑
k=1
1
k
6
9:5
2x
log(eN ): (2.19)
By using the inequality
|cos x − cos xNk |¿
√
2

|xNk − x|¿
√
2
N
(k − l− 1); xNl ¡ x¡xNl+1¡xNk
from inequality (2.11) we can also estimate A4(x) as follows:
A4(x)6
9:5√
2
N−1∑
k=[N=2]+1
1
k − l− 1
6
9:5√
2
N∑
k=1
1
k
=
9:5√
2
log(eN ): (2.20)
Substituting (2.17)–(2.20) into (2.16); we can get the asymptotic behaviour (2.15).
We can claim that the behaviour (2.15) for N (x) is almost optimal in considering the Lebesgue
constant de<ned in (1.15) associated with the Lagrange interpolation polynomials at the nodes k=N .
In order to test the estimation (2.15), according to the formulas (1.14) and (2.7), we calculate the
stability factor N (x) varying the node number N from 2 to 128 for <xed pole values i=11,
i = 1; 2; : : : ; 5. In Table 1, we list these values. For each <xed pole value x, Table 1 shows that
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Table 1
Evaluation of N (x) according to (1.14) and (2.3)
x Stability
2(x) 4(x) 8(x) 16(x) 32(x) 64(x) 128(x)
=11 3.9487 3.8836 6.3066 7.0761 8.8943 10.3457 11.4384
2=11 2.4607 4.8586 5.6945 7.4992 8.9482 10.0489 11.4731
3=11 3.1785 3.5679 5.7334 7.1986 8.7634 9.9581 11.5832
4=11 3.1952 4.3305 6.0726 7.5007 8.6489 10.094 11.3502
5=11 2.5246 5.0122 5.9662 7.3201 8.5758 10.175 11.5712
the stability factor N (x) increases by about 1 when the number of nodes N varies as N = 2k ,
k = 1; 2; : : : ; 7. Hence, we see that estimation (2.15) substantiates the actual growth presented in
Table 1.
3. Convergence analysis
If we let
pN (x) =
N∏
j=0
(cos x − cos xNj ); 06 x6  (3.1)
then for the Lagrange interpolation formula (1.4), we have
h(x) = phN (x) + rN (x); (3.2)
where
phN (x) =
N∑
j=0
pN (x)
(cos x − cos xNj )
∏N
k=0
k =j
(cos xNj − cos xNk )
h(xNj ) (3.3)
and
rN (x) =
pN (x)f(N+1)(((x))
(N + 1)!
; −1¡((x)¡ 1: (3.4)
Here, the mean-value point ((x) depends continuously on x and
d
dx
f(N+1)(((x)) =
f(N+2)(*(x))
N + 2
(3.5)
for some −1¡*(x)¡ 1 (see [3,10, (18)] and the references therein).
If we let t = cos x and tj = cos xNj , then the polynomial pN (x) of (3.1) becomes
pN (x) =pN (cos−1t)
= 2−N+1(t2 − 1)UN−1(t);
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where UN−1(t) is the Chebyshev polynomial of the second kind. That is,
pN (x) =−sin x sinNx2N−1 : (3.6)
Using two expressions (3.4) and (3.6), we have the error estimation for the quadrature rule (1.9).
Theorem 3.1. Let f(t) be a (N +2)-times continuously di?erentiable function and h(x)=f(cos x).
Then the quadrature rule (1.9) has the following uniform error bound:
|RN (h; x)|6CM N logN2N−1 ; (3.7)
where C is independent of h and N and
M =max
{
maxt∈[−1;1] |f(N+1)(t)|
(N + 1)!
;
maxt∈[−1;1] |f(N+2)(t)|
(N + 2)!
}
:
Proof. If we let rN (x) = h(x)− phN (x); then it follows from (1.9) and (1.17) that
|RN (h; x)| = |H (rN ; x)− HN (rN ; x)|
6 |H (rN ; x)|+max
x
|rN (x)|
N∑
k=0
′′ |!Nk (x)|:
Hence; Eq. (2.15); (3.4) and (3.6) give
|RN (h; x)|6 |H (rN ; x)|+ maxt∈[−1;1] |f
(N+1)(t)|
(N + 1)!
N logN
2N−1
: (3.8)
To bound H (rN ; x); we make use of the fact (3.1) and rN (0)= rN () = 0. Then integration by parts
yields
H (rN ; x) =
∫ 
0
rN (y) sin y
cosy − cos x dy
=−
∫ 
0
r′N (y) log|cosy − cos x| dy:
Hence; from (3.4); (3.5) and (3.6); we see that
|H (rN ; x)|6 maxt∈[−1;1] |f
(N+2)(t)|
(N + 2)!
N
2N−1
∫ 
0
|log |cosy − cos x‖ dy
and the desired result follows at once from this and the inequality (3.8).
In the rest of the section, we shall derive a bound for the error RN (h; x) = H (h; x) − HN (h; x)
when the function f(cos x) is H>older continuous. To this end, we quote the following known results
(see Ref. [9, p. 279] and references therein).
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Lemma 3.2. Suppose the function f(t) possesses continuous derivatives up to order p¿ 0 and the
derivative f(p)(t) satis9es H@older continuity of order 	. Then there exists a polynomial pN (t) of
order N such that for r(k)N (t) = f
(k)(t)− p(k)N (t);
|r(k)N (t)|=O(N−p−	+k); k = 0; 1; : : : ; p (3.9)
and
|r(k)N ()− r(k)N (t)|
|− t| =O(N
−p+k−	+2); k = 0; 1; : : : ; p; (3.10)
where ¿ 0 is as small as we like.
Using this Lemma 3.2 and the previous Theorem 2.5, we have the following convergence theorem
for the quadrature rule (1.9).
Theorem 3.3. Let us consider the quadrature rule (1.9). Suppose the function f(t) possesses con-
tinuous derivatives up to order p¿ 0 and the derivative f(p)(t) satis9es H@older continuity of order
	. Then the remainder term RN (h; x) = H (h; x)− HN (h; x) satis9es
|RN (h; x)|=O
(
A+ B logN + N 2
Np+	
)
; (3.11)
where ¿ 0 is as small as one like; A and B are constants depending only on x.
Proof. Let pN be any trigonometric polynomial of degree 6N . Then by (1.17); we <nd that
RN (h; x) = H (rN ; x)− HN (rN ; x); (3.12)
where rN (x) = h(x)− pN (x). The quadrature rule (1.9) shows that
|HN (rN ; x)|6 max
t∈[−1;1]
|f(t)− pN (cos−1 t)|N (x):
Now Eqs. (2.15) and (3.9) give
|HN (rN ; x)|=O((K1 + L1 logN )N−p−	); (3.13)
where K1 and L1 are constants depending only on x. For estimating H (rN ; x); we make use of the
change of variable y = cos−1; x = cos−1 t and the fact (1.3). If we let QrN (t) = f(t)− pN (cos−1 t);
then we <nd that
|H (rN ; x)|6 | QrN (t)|
∣∣∣∣log 1− t1 + t
∣∣∣∣+
∫ 1
−1
1
|− t|1−
| QrN ()− QrN (t)|
|− t| d:
Since ∫ 1
−1
1
|− t|1− d¡∞; ¿ 0
the bound (3.10) shows that
|H (rN ; x)|=O((K2 + L2N 2)N−p−	); (3.14)
where K2 and L2 are constants depending on x and ¿ 0 is as small as we like. Finally substituting
(3.13) and (3.14) into (3.12); we can complete the proof.
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