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ABSTRACT
Traditional approaches to evolvable hardware (EHW),
using a direct encoding, have not scaled well with increases
in problem complexity. To overcome this there have been
moves towards encoding a growth process, however there
has not been a great deal of success with these. In this paper
we present a morphogenetic EHW system that uses a vari-
able length chromosome on which a gene expression model
is encoded. We show that this is able to solve a signal rout-
ing problem, and scales well to larger, more complex, prob-
lems.
Keywords: Evolvable Hardware, JBits, Morphogenesis,
Gene Expression, Variable-length Chromosome.
1. INTRODUCTION
Evolvable hardware (EHW) involves the generation and evo-
lution of circuits, which are evaluated for their fitness in
producing the behaviour required to solve a given problem.
EHW is generally implemented on reconfigurable hardware,
such as field programmable gate arrays (FPGAs), which
consist of a lattice of cells, with the outer cells connect-
ing to pins on the chip for input and output, and the inner
cells being either memory blocks (BRAM) or configurable
logic blocks (CLBs). CLBs typically consist of some ar-
rangement of basic logic gates, multiplexers, and flip flops.
The functionality of the CLBs and the connections between
them can be configured, by downloading a bitstream to the
chip, to produce the desired circuit. FPGAs allow evolv-
ing solutions to be tested in situ, which is well suited to
embedded applications such as robot controllers and image
processing.
While evolvable hardware has proven to be successful
for small circuits, it has not been able to scale to larger,
more complex circuits. Encoding a growth process (known
as morphogenesis) in the chromosome has been seen as a
way of solving this. To date there has been little success in
applying morphogenesis to EHW on FPGAs. See the work
of Haddow, et al. [1], Gordon and Bentley [2] and more
recent work by Gordon [3], for example.
We have implemented a morphogenesis system for EHW
that is the result of an in-depth examination of biological de-
velopment and the target FPGA architecture (the Xilinx Vir-
tex series). By extracting the features from biology that we
judged to be useful and applicable to development within
the constraints of EHW, we have conceived a complete bio-
inspired morphogenetic EHW system that includes biolog-
ically inspired genetic operators, variable length chromo-
some structure, redundant genetic code, and a morphogene-
sis process driven by gene expression and simple inter-cell
signaling that are closely tied to the underlying logic gate-
level architecture of the target FPGA. Furthermore, we are
able to do this without limiting the set of FPGA resources
available, while ensuring that damaging configurations can-
not occur. The implementation of this model is presented
in section two. Section three presents the results of using
our morphogenetic system to solve a signal routing prob-
lem, and in section four we conclude.
2. IMPLEMENTATION
In nature, organisms are comprised of collections of cells,
each of which has a copy of the one or more chromosomes
on which genes are encoded. Cells also contain enzymes
and structures responsible for synthesising proteins from in-
formation encoded in the genes, and proteins produced by
genes or received from extra-cellular signaling. There are
also other structural and metabolic features that are neces-
sary for cell maintenance in a biochemical environment.
Genes are located on the chromosome by special se-
quences of DNA (DeoxyriboNucleic Acid), indicating the
gene’s initiation site (containing a promoter region and reg-
ulator regions), a coding region, and terminator site. RNA
(RiboNucleic Acid) polymerase recognises promoter regions
for beginning transcription of the gene’s coding region. Bind-
ing of proteins at sites on the regulatory regions adjacent to
the promoter may either inhibit or enhance the transcription
of the associated gene. In the coding region DNA is tran-
scribed to RNA up until the RNA polymerase reaches the
terminator site. The RNA sequence, which like DNA uses
an alphabet comprised of 4 bases, is grouped into triplets
that are known as codons. Each codon is decoded, using the
genetic code, to a specific amino acid from which proteins
are constructed.
Proteins are both cellular building blocks and regula-
tory signals, by which the expression of genes is controlled.
Genes code for proteins, and the decoding of these genes is
regulated by the binding of proteins in the cell to the regula-
tory regions of the gene. It is this feedback mechanism that
allows cell behaviour and structure to be regulated by genes.
In the same manner, other cells can be affected through the
production of inter-cellular signaling proteins, so as to co-
ordinate the organism’s development. This process of coor-
dinating cell behaviours through gene regulation and inter-
cellular communication is known as morphogenesis.
To use morphogenesis with evolvable hardware requires
several things. Firstly, a model of the cell, its processes,
and a way of updating all the cells in the system to pro-
duce a morphogenesis process, along with a means of tying
this process to the FPGA configuration; secondly a means
of configuring the FPGA; also a method of extracting the
specification of the morphogenesis process from the chro-
mosome; and lastly the evolutionary process itself, includ-
ing genetic operators and circuit evaluation. These issues
are discussed in the following sections.
2.1. Cell Model and Morphogenesis Process
We have created a simple cell model loosely based on prokary-
ote (bacterial) cells, containing a single chromosome, pro-
teins and a number of RNA polymerase enzymes for tran-
scribing DNA (doubling in functionality here as ribosome
which translates the transcribed messenger RNA to proteins).
The genes encoded on the chromosome may have transcrip-
tion by free polymerase activated or repressed according to
the binding of proteins in the cell (local) or detectable by
the cell (signaling proteins) to the gene enhancer and repres-
sor regulatory regions, respectively. This model is based on
a view of the cell as a set of parallel processing elements
(genes) that are controlled by the interactions between their
programs encoded in the chromosome and their environ-
ment as represented by proteins detectable by the cell.
To tie this cell model to the FPGA, so as to be able to
construct circuits, each logic element, comprised of a func-
tion generator-flip flop pair and its associated routing lines,
is mapped to a simulated cell, while each of its gate-level
logic resources are represented by a protein in the cell, thus
allowing cell behaviour to be controlled by the state of the
underlying FPGA logic. Inter-cellular communication is
implemented using the state of routing resources shared be-
tween cells (i.e. a line that connects from one to the other)
to transmit directed inter-cellular protein signals (instanta-
neously).
Cell updates involve updating protein bindings to gene
regulatory regions, calculating gene activations, binding free
polymerase to genes, and transcription of gene coding re-
gions to produce proteins. It is this process that is responsi-
ble for growing digital circuits on the FPGA.
Updating the binding of proteins to regulatory regions
involves querying the state of the FPGA resources with sig-
nature sequences, given by the bind code, that match sub-
sequences of the bind site. If the queried FPGA resource’s
setting matches that specified on the bind site, the resource
is considered to be bound to that site, noting that FPGA re-
sources can be bound to several bind sites concurrently.
Each regulator, whether enhancer or repressor, has an
associated metric (M ), which is calculated as
M =
Nb√∑Nb
i=1D(Bi)
with Nb being the number of bind sites, and D the distance
between the closest edge of the bind site (Bi) and the pro-
moter. A gene’s activation (G) can then be calculated as:
G = E−RE+R ; where E and R are the gene’s enhancer and
repressor activation metrics. The sign in the result indicates
whether the gene is repressed (negative activation level) or
enhanced, while the magnitude gives an indication of the
relative strength of the more strongly activated regulatory
region’s importance.
Once all the genes’ activations have been calculated,
for each free RNA polymerase, if a random threshold is
exceeded (to indicate that it is ready to bind) then a gene
with positive activation is randomly chosen for transcrip-
tion, with any activateable gene’s probability proportional
to its strength of activation in relation to the sum of all posi-
tive gene activations in the cell. When a gene is transcribed,
the polymerase moves along the gene coding region, tran-
scribing one base at a time to generate codons which are
translated into FPGA settings using the genetic code. Tran-
scription of genes is done at a fixed rate (number of bases
per cell update), and as each gene product is translated it is
released into the cell by configuring the associated FPGA
resource.
The morphogenesis process is produced by stepping
through time in a discrete manner, at each time step up-
dating all the cells in the system according to a predefined
ordering. Currently we use a scheme where the first cells to
be updated are the cells that correspond to the circuit inputs
and outputs, and from these the ordering spreads out to fill
the rest of the cell matrix. Note that cells are updated non-
atomically, in other words, each one’s state is updated as it
is processed, rather than being done all at the same time -
i.e. order counts.
2.2. Configuring the FPGA
The Virtex FPGA, like other FPGAs, is configured by down-
loading a configuration bitstream to it. Early EHW work
on FPGAs was able to generate circuits by directly ma-
nipulating the FPGA bitstream. This is no longer possible
due to the proprietary nature of modern FPGA bitstreams,
which are generally generated by FPGA design software
from schematics or a hardware description language such
as VHDL. The level of abstraction provided by FPGA de-
sign software doesn’t allow the fine-grained access to the
FPGA structure that is required for gate-level EHW, while
also requiring time consuming compilation and place and
route phases.
The alternative to these, for the Virtex series of FPGAs,
is the JBits Java application programming interface, through
which fine grained access to the FPGA structure is possible
[4]. JBits provides access to all the configurable resources,
such as look up tables (LUTs) that implement Boolean func-
tions, flip flops, routing lines, etc, which are able to be
individually configured to create or modify circuits on the
FPGA. JBits operates on a configuration bitstream which is
then downloaded onto the FPGA ready for use.
JBits can be used both for configuring and query-
ing the FPGA logic-gate level configuration, as required
for implementing an EHW morphogenesis process driven
by the gate level state. Resources are accessed us-
ing the set() and get() methods on the FPGA bit-
stream, indexed by CLB (or BRAM or IOB) row and
column, and their resource class (the JBits class within
the com.Xilinx.JBits.Virtex.Bits package, for
example com.xilinx.JBits.Virtex.Bits.OUT0)
and class attribute (generally an inner class of the resource
class, for example OUT0.OUT0). The set() method also
allows the resource to be set to one of the predefined settings
in the resource class, (OUT0.S0 YQ for example).
2.3. Decoding The Chromosome
As we wish for our morphogenesis system to be as flex-
ible as possible, we have used a variable length chromo-
some with genes and their regulatory regions being iden-
tified by special sequences rather than by location. This
means that we require no prior knowledge of how many
genes are needed or how many pre-conditions are required
to trigger the expression of a gene. Chromosomes are read
(and genes transcribed) in one direction only, with the di-
rection towards the start of the chromosome referred to as
upstream, and the end as downstream.
To go from a variable length chromosome, containing
several genes separated by ’junk’ regions, to a growth pro-
cess coupled to the FPGA state, requires several stages in
a pipelined process. Firstly, the chromosome preprocessor
parses the chromosome to locate genes, their coding and
regulatory regions. These regions are extracted and then
decoded using, respectively, a genetic code and bind code
to produce an intermediate text-based representation of the
FPGA resources that are to be configured, for gene prod-
ucts, or queried for testing binding of FPGA resources to
regulatory regions. This intermediate form is then converted
(removing underspecified entries and optionally mapping
resources or settings to subsets) to another text-based for-
mat containing the JBits constant names for FPGA gate-
level logic resources, which can then be used with a text-
based JBits interface. The resulting decoded chromosome is
then passed to the morphogenesis system which creates data
structures to represent this gene expression model, which in
turn, is used to direct the morphogenesis process. The steps
involved are outlined in Fig. 1.
Figure 1: Chromosome to FPGA Configuration Process
2.3.1. Chromosome Preprocessor
The function of the chromosome preprocessor is to parse
the chromosome and extract all the information required
for specifying the morphogenesis process, eliminating the
need to re-parse and extract, translate and collate informa-
tion from the chromosome more than once.
Chromosomes contain numerous genes that code for re-
sources (proteins), and which have their expression regu-
lated by binding of resources to bind sites within regulatory
regions. The rest of the chromosome is junk that doesn’t
participate in gene coding or control, but may act as a scratch
pad for evolution. Genes are identified by a fixed promoter
sequence (0202) with a gene start codon (203) downstream,
and terminated by a stop codon (one of 022, 023, or 032).
After genes are located, their coding regions, lying be-
tween the start and stop codons, are decoded into a list of
gene products, according to the genetic code. The gene’s
enhancer is the region upstream from the promoter, while
the repressor is downstream preceding the coding region.
Within these regulatory regions DNA sequences are reversed,
folded and interleaved, before being decoded to locate bind
sites, identified by bind start and stop sequences. A list of
binding FPGA resources is produced for each bind site us-
ing a bind code, related to the genetic code, but used to de-
termine the signature sequences of FPGA resources. Unlike
the genetic code, the bind code includes both local and con-
necting resources. The latter are routing resources that have
the state of the other (non-local) end queried, as used to im-
plement inter-cellular signaling.
2.3.2. Genetic Code
In nature DNA is transcribed to RNA, which is then grouped
into triplets that are known as codons. Each codon is de-
coded to a specific amino acid from which proteins are con-
structed. The mapping from the 64 available codons to
amino acids is known as the genetic code. We have emu-
lated nature and used a codon-based genetic code, in which
most single base mutations will result in either no change or
a change to a related gene product (especially for mutations
in the third base of a codon), to decode gene coding regions
to FPGA configurations. This is done by decoding codons
to an intermediate representation which specifies an FPGA
resource (for example a LUT), the resource’s attribute (e.g.
the ’F’ LUT), and the setting to be applied to this (e.g. a
16 bit LUT configuration). These can then be further de-
coded to produce JBits class constants and settings values
for manipulating the FPGA configuration bitstream.
FPGA resources are encoded by mapping each resource
type, including attribute, to a specific codon, as given in a
resource decode table (the genetic code), and then by fur-
ther encoding that resource’s settings with the following
codons according to the resource’s own code. As an ex-
ample, the codons <200><210><121>would be decoded
as: resource-attribute = SliceIn, LUT; with 2 attribute-
settings codons <210><121>. These are then decoded
to: <210> = G2 (the resource’s attribute - a LUT input);
<121> = 9 (the selected input line setting). The resulting
resource, attribute, and setting is ’SliceIn, G2, 9’.
2.3.3. Conversion to Text-based JBits
The resource, attribute, and settings returned by the genetic
code still needs to be translated to a format that is usable
with the JBits set() or get() methods. The set()
method is used to configure FPGA resources at the gate
level, and takes the CLB row and column, a bits constant,
defined within the resource’s class in the
com.xilinx.JBits.Virtex.Bits package, that in-
dicates which bits in the CLB to configure, and a value
constant, defined within the same class, that indicates what
value to set the bits to. The get() method is used to query the
current gate level state of an FPGA resource, and so takes
the CLB row and column and a bits constant, and returns a
JBits value constant.
Each resource has an associated function that converts
from the resource, attribute, setting given by decoding the
codons, to textual representations of JBits bits and value
fields. For example ’SliceIn, G2, 9’ is the LUT G in-
put 2 multiplexer, with its input selected as the 9th available
line, corresponding to SINGLE WEST20. ’SliceIn, G2’
would be converted to a bits field of S0G2.S0G2, while
’G2, 9’ gives a value field of S0G2.SINGLE WEST20.
The resulting converted values can then be used to config-
ure the FPGA resource in the appropriate CLB.
LUTs bits fields are dealt with in the same manner as
with multiplexer resources, but value fields are here 16 bit
truth tables, that are decoded from the 4 codons in the set-
tings field, each of which specifies 4 bits by ignoring the last
base in each codon, and converting the 8 remaining bases
from base-4 to binary.
The conversion process from resource, attribute, and set-
ting to JBits bits and value constants also allows us to limit
the resource settings we use. For example, we can limit
slice outputs to use only synchronous signals from the reg-
istered slice outputs. It can also be used to limit which of
the shared CLB-wide resources are used by a given logic
element, for example, limiting particular out bus lines to be
used by particular logic element outputs.
2.3.4. Text-based JBits Interface
We need a way of translating from text-based values ex-
tracted and decoded from the chromosome to JBits con-
stants. Furthermore, as we are manipulating the FPGA at
the logic gate level, we need to ensure that damaging config-
urations cannot occur, and we wish to do this without intro-
ducing unnecessary limitations on which FPGA resources
are available. This has been achieved through the use of
a text-based interface to JBits, which takes a textual rep-
resentation of the JBits resource (bits) and setting (value)
constants, and converts these to their associated integer ar-
ray values using the Java reflect package [5] to dynamically
access the JBits class constant fields based on their name (a
String). Using this interface also enables us to ensure that
damaging configurations are avoided, by checking if con-
figuring the given resource to the provided setting would
cause contention, where more than one output drives the
same line. If this is the case, then the resource is not set.
Using this interface also gives us the ability to freely mix
standard gate-level configuration settings with higher level
constructs that we have devised.
2.4. Evolutionary Process
To evolve the population, a stable state genetic algorithm
with tournament selection without replacement is used. At
each generation a breeding tournament is conducted to de-
termine which chromosomes will be mated. An elimina-
tion tournament is also conducted, the losers of which are
removed from the population, to be replaced with the off-
spring of the winners of the breeding tournament.
Child chromosomes are produced by firstly applying the
crossover operator to the parent chromosomes, the resulting
two chromosomes may have inversion applied, which in-
volves the reversal of a random section of the chromosome,
followed by mutations of single bases, and lastly random
bases may be inserted or deleted at random locations on the
chromsome with a given probability.
As we are using variable length chromosomes, we have
implemented a specialised crossover operator, known as ho-
mologous crossover, which taking inspiration from nature
performs crossover at a point on the parent chromosomes
with a large degree of similarity (homology). This is done
using a variant of the longest common substring algorithm,
implemented using Ukkonen’s algorithm for constructing
suffix trees in linear time [6]. However, rather than choosing
the longest common substring, a common substring is ran-
domly chosen biased towards longer substrings. One-point
crossover is then performed at the boundary of the randomly
chosen subsequence.
Mutation in our system is also biologically inspired, to
take advantage of the redundancy in the genetic code, such
that many of these mutations will have no effect on the en-
coded protein, and thus aid in evolutionary search. Muta-
tions of a single base may be of two kinds: transversions, in
which a ’0’ and ’2’, or ’1’ and ’3’ is swapped, and transi-
tions in which a ’0’ and ’1’, or ’2’ and ’3’ is swapped.
Once a child chromosome is produced, it is evaluated by
decoding it and passing the resulting information to a circuit
evaluation program that instantiates it and steps through the
morphogenesis process. Each time a growth step has been
completed, the fitness of the generated circuit is able to be
evaluated, according to some criterion. Rather than needing
to pre-specify the number of growth steps required to gen-
erate the desired circuit configuration, a simple but effec-
tive scheme, is used. A minimum number of growth steps
is specified (m), and growth is continued if the maximum
phenotype fitness for this genotype has increased in the last
m
2 growth steps, or if the phenotype fitness is still increas-
ing. The genotype’s resulting fitness is then given by the
maximum phenotype fitness achieved during growth.
2.4.1. Anti-Gene-Bloat
Due to the use of variable length chromosomes, it is possible
for chromosomes to grow without bound. To prevent this we
penalise unnecessary growth, which we measure in terms of
the number of genes on the chromosome. This approach is
used as chromosome length is tied to the number of genes
encoded on the chromosome, and due to the fact that it is
actually the number of genes that is the limiting factor in
our implementation: as the number of genes increases, so
does the time required to update each cell. In biology chro-
mosome growth is constrained by cell space, whereas in our
model chromosome growth is effectively constrained by cell
processing time. The anti-gene-bloat mechanism is imple-
mented as part of the fitness evaluation function as follows.
After a chromosome in the population has been evaluated, if
it is not the fittest chromosome evaluated so far and its num-
ber of genes (Gc) is greater than the rounded down mean of
the best chromosome’s gene count (Gmax) and the problem
specific gene ceiling (Gceil), then its fitness (Fc) is scaled
down by the ratio by which the number of genes exceeds
this mean; ie.
Fc = Fc ∗ mean(Gmax, Gceil)
Gc
3. EXPERIMENTS
To test the ability of the EHW morphogenesis system to
generate circuits and compare its performance to a direct
encoding on a fixed-length binary chromosome, we ran two
sets of experiments using both approaches. The first exper-
iments involved signal routing on a 5x5 CLB matrix (con-
taining 100 cells) from an input in the center of the West
edge of the matrix to an output at the center of the East
edge. Evolution must also connect the input and output
cells to dedicated routing CLBs on the outside (of the evolv-
able region) neighbour. For the second set of experiments
we increased the size of the CLB matrix to 8x8 (contain-
ing 256 cells), and the number of inputs and outputs to 4
each. Inputs are placed in the center of the West edge of the
CLB matrix, with 2 input locations per CLB, while outputs
are spread evenly across the East edge of the CLB matrix,
requiring evolution to learn not just how to connect hori-
zontally across the matrix, but also how to spread vertically
from the middle outwards. Fitness, in both cases, was based
on how much progress was made in routing a signal, pos-
sibly inverted, from the inputs to the outputs. Note that we
don’t care what the relationship between the different inputs
and outputs are, only that all inputs are connected and one
or more of these drive the outputs.
For each set of experiments twenty evolutionary runs
were done with a population size of 100. The crossover rate
was set at 80%, mutation at 2% per base, inversion at 5% per
chromosome, and for the variable length chromosomes used
with the morphogenetic approach, a base insert/delete rate
of 0.1% was used with 50-50 chance of insertion or dele-
tion. Each evolutionary run was continued until a solution
with 100% fitness was found or until a sufficient number of
generations had passed without an improvement in the max-
imum fitness attained (1000 generations for the first set of
experiments, and 1500 for the second). Morphogenesis was
done for a minimum of 30 growth steps in both cases.
In both sets of experiments the morphogenesis ap-
proach was able to find a 100% solution every time. Mor-
phogenesis took an average of 458.5 generations to solve
the first experiments, with a standard deviation (SD) of
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283.9556 generations, while in the second set of exper-
iments an average of 1001.7 generations was required
(SD=510.5647). The number of genes required, on aver-
age, to solve these problems dropped from 9.9 (SD=7.9067)
in the first to 5.65 (SD=2.9429) in the second set of exper-
iments, while the number of growth steps increased from
36.95 (SD=11.7629) to 49.95 (SD=13.7016). The aver-
age length of chromosomes also decreased from 5690.35
(SD=4965.6841) to 3461.4 (SD=1843.2137), while the used
percentage of the chromosome slightly increased from
17.9315% (SD=4.0376) to 19.2748% (SD=7.5029).
In the first set of experiments the direct encoding ap-
proach was able to find a 100% solution in 13 out of the 20
runs, with the average number of generations required for
successful runs being 531.0769 generations (SD=340.5768).
For the second set of experiments, this approach was unable
to find any 100% solution, with maximum fitness values
reaching a mean of 86.6406% (SD=3.0930%), and taking
on average 4647.1 generations (SD=1756.9). The best run,
which reached 93.75% at generation 9954, was continued
up to 35,000 generations, reaching a maximum of 96.875%
at generation 16302.
Figure 2 show the mean maximum fitness over all runs
for both approaches on the two experiments (up to genera-
tion 5000). From this it is evident that the morphogenetic
approach (denoted by MG) not only outperforms the direct
encoding approach (denoted by GA), but also scales very
well, with the more complex problem (MG8x8) keeping
pace with the simpler problem (MG5x5) up until the last
few fitness percentage points, which corresponds to con-
necting all 4 outputs, at which stage a few runs lag behind.
4. CONCLUSION
We have presented the implementation of our morphogenetic
EHW system and shown that it is possible to generate cir-
cuits using a biologically inspired growth process driven by
the interactions between FPGA gate-level logic state and a
gene expression model encoded on a variable length chro-
mosome, containing junk regions and a redundant genetic
code. Furthermore, this approach consistently outperforms
a direct encoding approach to EHW, and importantly, scales
well with an increase in circuit size and complexity.
In the work presented in this paper, we deliberately lim-
ited the set of FPGA resources available to evolution, so
that we could test the ability of our system to solve complex
structural problems, which are a necessary prerequisite for
evolving circuits with complex behaviours. In future work
we will increase the set of FPGA resources available to evo-
lution, and introduce higher-level logic constructs (for spec-
ifying LUT functions), with which we will attempt to evolve
non-trivial functional circuits.
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