We introduce a method that can register challenging images from specular and poorly textured 3D environments, on which previous approaches fail. We 
Introduction
Despite a long history of research in 3D tracking [5, 14] , it is still very challenging to reliably register poorly textured, specular objects. This is a clear obstacle to the development of Robotics and Augmented Reality applications in industrial environments, where such objects can typically be found.
In this paper, we introduce an approach that we refer to as "Descriptor Fields" and that resolves this issue. We rely on a dense image alignment framework [15, 2, 7, 1, 18, 19] . Dense alignment is attractive because it globally exploits most of the image information, even when local image features such as interest points or edges are ambiguous. However it typically relies directly on image intensities, which is prone to fail in presence of non-Lambertian effects such as specularities, or when the objects do not exhibit convenient textures. Moreover, a multi-scale approach is typically required for robust alignment, where low-pass filters are applied to the signals to align. When the signals are the image intensities, or a linear combination of them, low-pass filtering rapidly deteriorates information.
We therefore propose to use a more robust local descriptor in place of the pixel intensities. As shown in Fig. 1 , our descriptor allows us to handle challenging imaging artifacts such as a strong lamp moving in a highly specular, poorly textured environment. Our descriptor is computed from a small set of convolutional filters applied to the images, which makes it suitable for real-time applications. However, instead of relying on the simple linear transformation of the intensity signal issued by the convolutions, we apply a non-linear operation that separates the descriptors' positive values from the negative ones. Our experimental results show that this step is crucial for obtaining the best tracking performances.
This can be explained by the fact that, thanks to our non-linear operation, our Descriptor Fields remain discriminant even after low-pass filtering. As a result, large Gaussian kernels can be used to significantly broaden the region of convergence of the alignment optimization algorithms, which is an important factor for robustness. Our approach is somehow related to the recent "Distribution Fields" (DFs) method [23] . However our experiments show that, on our challenging sequences, DFs fail even more often than simple image intensities.
In the remainder of this paper, we first introduce related work. We then describe our Descriptor Fields, and compare them against state-of-the-art methods on challenging sequences.
Related work
The literature on 3D tracking is vast and many different approaches have been proposed. The first Computer Vision methods were based on image contours [5, 3] ; however, these are relatively fragile in practice. For example, in the environment depicted in Fig. 1 , the object contours are perturbed by their reflections on the metallic surface and the contours of the specularities in the background. Then feature point-based methods [26, 28, 8] became popular because they are more robust, but they are suitable only for textured and Lambertian environments. We tested (a) (b) (c) (d) Figure 1 . Given a partial 3D model of the environment such as the one shown in (a), we register the input images by aligning them with one reference view of the environment. The virtual teapot and the green model for the box in the middle of the image correctly overlaid in the input image show that our approach registered image (d) correctly, despite the strong lamp changing the illumination and partially occluding the scene. By contrast, aligning the images based on the pixel intensities as it is usually done completely fails, as shown in (c).
PTAM [8] , a state-of-the-art SLAM system on our datasets without success.
With the growing computational power of modern devices, dense image alignment approaches [15, 2, 7, 1, 18, 16, 19] have become very attractive, because they are not limited to edge or keypoint features and exploit most of the image information. Efficient optimization algorithms have been developed for this purpose, such as the Inverse Compositional Algorithm (ICA) [1] or the Efficient Secondorder Method (ESM) [17] .
These methods look for the pose of an input image by aligning the pixels of this image with those of a registered template. The quality of the alignment is typically asserted by the sum of squared differences of the location intensities. This assumes that the visible surfaces are Lambertian, and is not robust to specularities that appear, for example, on metallic surfaces. To handle specularities better, [24] proposes to split the tracked surface, such as a CD cover, into patches and normalize the patches independently. Although this significantly improves the robustness, it is not clear how to split an arbitrary surface, especially in 3D. [9] proposed a method to exploit specularities lying on such surfaces to improve the accuracy of the registration, but this works only in controlled environments.
Another family of approaches learn a distance function that can be optimized to track the target [20, 21] . Such approaches can be robust to challenging artifacts, but they are mostly suited for some specific targets such as a human face, and less to a general 3D scene, as they require a cumbersome learning stage.
Recent works have focused on detecting and tracking poorly textured objects [6] ; however, they have not been demonstrated on specular objects. As tracking in [6] is done using a 3D reconstruction of the scene obtained with a depth camera, it is unlikely to perform well on specular objects as a 3D reconstruction of such objects is also difficult to obtain, even with a depth camera.
We show that we can rely on a simple local descriptor, computed for each image location, in place of the location intensity to significantly improve the image alignment in case of challenging illumination effects. Moreover, using our descriptor also widens the basin of attraction in a way related to Distribution Fields (DFs) [23] . DFs represent the image using histograms, but they have been demonstrated only with pixel intensities, and can handle only limited illumination changes.
Our method is also related to dense descriptors [25, 27] , as we compute a descriptor at each pixel location. We show here what really matters in a local descriptor for robust alignment, and how it can be obtained with simple operations. As a result, our descriptor is much better suited to real-time applications as it is much lighter while sufficient for robustness.
Dense Alignment for Camera Tracking
Our general framework for camera registration is very similar to the ones of previous works. We describe it in this section for completeness. The next section will describe our main contribution, the Descriptor Fields.
We assume that we have a partial 3D model of the scene such as the one shown in Fig. 1(a) , and a small set of registered images T = {T i } of this scene that we refer to as templates. 1 Given an input image J, we estimate the camera pose p for this image by aligning J with one of the templates T . To find an appropriate T given J, we use the same method as in [8] and pick the template that maximizes the normalized cross-correlation with J.
As shown in Fig. 2 , alignment is done based on a transfer function W (x, p T , p). This function backprojects image location x on the scene 3D model using p T , the pose for template T , to find its corresponding 3D location, and returns the 2D projection of this 3D location under pose p. We look for the pose p that transfers the image locations in T to locations in J that are similar according to some criterion. More exactly, we consider the following objective function:
where p T is the camera pose for template T and d(I, x) is a function that returns a descriptor for location x in a generic image I, and take:
In previous dense alignment works, d(I, x) is almost always taken as I(x), the intensity in image I at location x. The Distribution Fields method considers a function that returns a vector where all values are 0 but one, and which depends on the interval I(x) belongs to. In this paper, we show how to compute d(I, x) for much better performances when complex illumination changes occur.
Several algorithms have been proposed to efficiently optimize functions in the form of Eq. (1), including the Lucas-Kanade (LK) algorithm [15, 1] , the Inverse Compositional Algorithm (ICA) [1] , and the Efficient Second Order Method (ESM) [17] .
In practice, a multi-scale approach is used to optimize Eq. (1) by taking and considering the intermediate objective function:
where
with G σ a Gaussian kernel of standard deviation σ. The optimization scheme starts with a large value for σ, optimizes F (p; σ) to obtain a first estimate p of the actual pose, decreases σ, optimizes F (p; σ) again starting from p, and iterates for a fixed number of iterations.
This multiscale optimization scheme is important in practice as low-pass filtering increases the basin of convergence, but it also degrades the localization of the minimum of the original function in Eq. (1). In our implementation, the optimization is initialized with the camera pose for the template T . We use 4 scales, with σ initialized to a fixed parameter σ max for the coarsest scale, and divided by 2 between each scale level.
The next section discusses how we compute the d function to improve the convergence when the images exhibit challenging artifacts.
Descriptor Fields
As mentioned in the previous section, a very common choice for the function d(I, x), which appears in Eq. (1) and on which image alignment is based, is simply Figure 2 . The transfer function W (x, pT , p) backprojects image location x on the scene 3D model using pose pT , the pose for template T , to find its corresponding 3D location, and returns the 2D projection of this 3D location under pose p.
that is, the pixel intensity in image I at location x. However, this option is very sensitive to complex light changes, especially in the absence of texture, as our evaluations presented in the next section will show. To improve robustness, [23] proposed to use instead a vector of the form:
for a fixed number of quantization bins n. Thanks to this "explosion" of the image intensities, large Gaussian kernels can be applied as in Eq. (4) in a multiscale approach to broaden the basin of attraction of the objective function, without blending the intensities together and loosing the image information. Unfortunately, this approach can only handle moderate changes in illumination, and failed on our test sequences. While they have never been used for direct image alignment -to the best of our knowledge-it seems interesting to use "local jets" for the d function [4, 22, 10, 11] . Local jets are vectors often used as local descriptors and efficiently computed by convolving an image with a series of filters:
where the f i filters are typically Gaussian derivatives kernels. We experimented with this approach and the results will be detailed in the next section. We also considered the following function, which is at the core of our Descriptor Fields: 
These operations are simple but fundamental, and we found the last descriptor given by Eq. (9) to be much more effective than the first version of Eq. (8), as exemplified in Fig. 3 : when strong Gaussian smoothing is applied by the multiscale optimization described in Section 3, the intensity signal flattens making it difficult to align across two images. The same phenomenon happens to the local jet of Eq. (8), where positive and negative values eliminate each other during the low-pass filtering by a Gaussian kernel. By contrast, the descriptor of Eq. (9) is much more resilient, and stays discriminant after strong Gaussian smoothing. This yields an objective function with a large basin of attraction and a well localized minimum, which is key for robustness of the alignment.
In the next section, we evaluate these different functions, together with different optimization algorithms, on several challenging sequences.
Experimental Results
In this section, we first describe the datasets we used to evaluate our approach and the evaluation framework, and then present and discuss the results of the evaluation.
Datasets
There is no benchmark for the evaluation of 3D tracking algorithms on the challenging environments we consider, therefore we created our own datasets, in two different environments:
• Experimental Setup Dataset: Fig. 1 illustrates this first dataset. It is made from an experimental setup, where the background is covered with aluminum foil, and the foreground is made of non-textured boxes. A strong lamp can be moved freely in the scene. Since the aluminum foil is very reflective, the images contain many specularities that move with the lamp. The lamp can also partially occlude the scene. We used only one template and the 3D model made of 168 triangles shown in Fig. 1(a)-(b) . We captured two video sequences. The first one is made of 394 frames, the camera remains still, and the lamp is moved around. The second video is made of 365 frames, and both the camera and the light source move.
• ATLAS Dataset: Fig. 4 shows images from this second dataset. This dataset was captured in the LHC particle detector of ATLAS experiment at CERN. We captured a first video made of 209 frames with a fixed camera and a strong moving light source. The second video is longer, with 683 frames, and is much more challenging. The camera moves sometimes very fast, which results in motion blur. The light source generates very bright specularities in an extremely dark environment. This mimics the conditions of images captured by a camera mounted on the helmet of a worker in the LHC. We used the very simple 3D model showed in Fig. 4(a) made of just 12 triangles, and 24 templates.
Moreover, in order to give an example of how our approach behaves in a Lambertian environment, we report the results of the tests performed on a video sequence of 414 frames showing the popular STOP sign of the METAIO Dataset ( [13] ) printed on a sheet of paper, with limited motion blur and stable illumination conditions. For this sequence we employed the same workflow described above, retrieving the full 3D pose with a 3D model (made of 2 triangles) and 11 templates.
We tested PTAM, the state-of-the-art SLAM method of [8] , on the two specular scenes. After several attempts, we managed to initialize the 3D tracking under ambient light; however, tracking was lost as soon as a lamp was switched on. This attests the difficulty of our datasets, and shows that a feature point-based approach, such as PTAM, is not adapted.
To obtain the ground truth camera poses for our datasets, we had to register the images by manually matching 3D points on the scene models with their 2D reprojections in the images, and use these correspondences to estimate the camera poses with a PnP algorithm [12] . Our testing datasets, as well as some supplementary material, are available on the project page at http://cvlab.epfl.ch/ research.
Evaluation Framework
We evaluated different possibilities for the d function in Eq. (1) including the ones discussed in Section 4. In the following, we will refer to them as:
• Intensity: the simple case when d(I, x) = I(x);
• Magnitude of image gradient: in this case, d is taken as 2 , the magnitude of the image gradient at location x. Like our descriptors, it is a non-linear function of the image intensities;
• 1 st -order local jet: the simple local jet
as given in Eq. (8), where G x and G y are the first derivatives of the Gaussian kernel of standard deviation 1.0;
• 1 st -and 2 nd -order local jet: the simple local jet as given in Eq. (8), with G xy , f 5 = G yy , the first and second derivatives of the Gaussian kernel of standard deviation 1.0.
• 1 st -order Descriptor Fields: in this case, d returns our descriptor as given in Eq. (9), with f 1 = G x and f 2 = G y , the first derivatives of the Gaussian kernel of standard deviation 1.0;
• 1 st -and 2 nd -order Descriptor Fields: in this case, d returns our descriptor as given in Eq. (9), with In all our experiments, the Distribution Fields method [23] , as summarized in Eq. (6), performed badly whatever the values for n: it successfully registered no more than 10% of the frames. This is due to the fact that local specularities heavily alter the distribution of pixels in the bins of intensity histograms, so that Distribution Fields are totally unsuitable in presence of heavy light changes, even if image intensities are normalized before computing the descriptors.
Before computing these descriptors we first normalized the image intensities by subtracting their mean and dividing them by their standard deviation, as it improved the performances of all the methods.
Each of these descriptors was tested together with the Lucas-Kanade (LK) algorithm [15, 1] , the Inverse Compositional Algorithm (ICA) [1] , and the Efficient Second Order Method (ESM) [17] . We optimized the parameters of each method to obtain the best performances. Table 1 summarizes the results of our experiments. We report the percentage of frames that were correctly registered, together with the average number of iterations required for convergence. To decide if a frame was correctly registered or not, we computed a rotation error R err and a translation error t err . The rotation error was taken as the distance between the exponential maps for the estimated pose and for the ground truth, and the translation error as the distance between the camera centers for these two poses. If at least one of these errors is larger than a threshold, then we consider that the frame is not correctly registered. We use rot = 0.07 for the threshold on the rotation error, and transl = 0.05 for the threshold on the translation error. As shown in Fig. 5 , the values of these thresholds are not critical: when a frame is not correctly registered, the rotation and translation errors tend to be very large.
Evaluation
As can be seen in the table, the results with our Descriptors Fields are consistently better than the other approaches, for all the videos and the optimization methods.
In all the specular video sequences, our descriptor with first-order Gaussian derivatives outperforms all other approaches based on first-order derivatives. Using both firstand second-order derivatives can further improve performances at a higher computational cost.
Figs. 6 and 7 show some images from our datasets augmented with virtual objects using the poses estimated with our first-order Descriptor Fields. The virtual objects are consistently integrated in the images, which assesses that the camera poses were correctly estimated.
Conclusion
We presented a local descriptor that makes dense alignment methods much more robust to various imaging artefacts. It is efficient and very simple to implement. It should therefore be very easy to integrate it into existing imple- mentations of image alignment algorithms, to improve their robustness.
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