Abstract This paper proposed an automatic method for the classification of meningioma subtypes based on the unsupervised color segmentation method and feature selection scheme. Firstly, a color segmentation method is utilized to segment the cell nuclei. Then the set of shape feature vectors which are calculated from the segmentation results are constructed. Finally, a k-nearest neighbour classifier (kNN) is used to classify the meningioma subtypes. Experiment shows that the classification accuracy of 85 % is achieved by using a leave-one-out cross validation approach on 80 meningioma images.
meningioma can be categorized into four subtypes: fibroblastisch, meningotheliomatoes, psammomatoes and transitional. Computerized image analysis may enable an objective, standardized, and time-saving assessment of these prognostic features. Several automatic meningioma classification methods are proposed. Qureshi et al. [1] proposed a method based on discriminant wavelet packets (DWP) and learning vector quantization (LVQ) to classify the meningioma subtypes. In [2] , an adaptive discriminant wavelet packet transform and local binary patterns (LBP) is utilized for meningioma subtype classification. In [3] , a multiresolution analysis technique is introduced to resolve the issue of intra-class texture variation on the basis of stability of adaptive discriminant wavelet packet transform (ADWPT). However, most methods on meningioma classification fail to consider the features of the shape of the regions of interests (ROI). In this paper, an automated classification method is presented to classify the meningioma subtypes based on an unsupervised segmentation scheme and shape features.
The Proposed Method
The proposed method contains two steps. In the first step, the density inhomogeneity in the gray level images is corrected and the density of cell nuclei is enhanced. Then a color segmentation scheme is utilized to segment the ROI. In the second step, a ten dimensional feature vector for each image is calculated by using the segmentation results. Subsequently, a k-nearest neighbor classifier [4, 5] is used to classify the meningioma subtypes.
Region of Interests Segmentation
As a preprocessing, the original color image (such as Fig. 335.1a ) is converted into L* a* b* color space. Then the a channel (such as Fig. 335 .1c) after image inverting is convolved by using a Gaussian kernel. Subsequently, the generated image (such as Fig. 335.1d ) is subtracted with L channel (such as Fig. 335 .1b) in order to enhance the cell nuclei and correct the density inhomogeneity of the background. An example of the enhanced result see Fig. 335 .1e.
In the first step, the color information is used to segment the ROI. Specifically, due to the fact that the cell nuclei exhibits lower intensity compared with other tissues in the density enhanced image (such as Fig. 335 .1e), a low threshold is used to segment ROI in order to make sure the segmentation results are true positives. Then the segmentation results (such as Fig. 335 .1f) are used as masks to extract the corresponding color pixels in the original color image. Then the AE (the color difference in CIEL* a* b* color space) is calculated for every pixel in the image between that pixel's color and the average L* a* b* color within the mask region:
; where L, A and B are the pixel color values for each channel. L mean , A mean and B mean are the mean values in the mask region for each channel. Subsequently, we use the mask region Mask to calculate the threshold T tolerance :
where mean(Á) and std(Á) denote the mean and standard deviation values, respectively. Then we use the L * a * b * color in the corresponding region to estimate all other similar color regions. The acquired values (L mean , A mean , B mean ) are used to calculate AE for all the pixels in the original color image. Each color pixel value is calculated in a 3 9 3 window, if k = i AE/9 \ T tolerance , the pixel will be segmented as ROI. Finally, some small gaps within the ROI are filled by using the morphology method. An example of the segmentation result is shown in Fig. 335.1g. 
Feature Selection and Classification
In the second step, we extract eight local features and two global features. For the local features, we label the previous binary segmentation results (assuming each label as a ROI). For each label, eight features are calculated according to the shape of each ROI. In addition, two additional features are extracted from the whole image. All the feature details are shown as 
For each label, we extract features vector which is instituted from 1 to 8 in Table 335 .1. Then the average of the eight features is calculated as a single vector. The global features from 9 to 10 on the whole ROI labels are also extracted. The eight dimensional features and two additional global features can generate a ten dimensional feature vector which is used for modelling and testing in this work. The k-nearest neighbor classification [4, 5] is a statistical pattern recognition method. In this step, it is used to assign samples (as ten dimensional vectors) to one of the meningioma subtypes (fibroblastisch, meningothelioma-toes, psammomatoes and transitional) by searching for samples in a learning set with similar values in a predefined feature space. The learning set consists of pre-classified samples, which are added to the feature space according to their feature values. A vector extracted from a new image is classified by comparison with the K learning samples that are closest in terms of Euclidian distance to it in the feature space. The most frequent class among the K learning samples is assigned to new image. According to the meningioma shape features which are extracted from the meningioma segmentation results, the meningioma subtypes can be modelled by using kNN.
Experiments
To evaluate the cell nuclei segmentation method, the 80 meningioma images (resolution 1300 9 1030 pixels) are used to evaluate the proposed classification method. The meningioma datasets are obtained from neurosurgical resections at The major axis length of the ellipse region which has the same standard second-order central moment in each label 3
Minor axis length
The minor axis length of the ellipse region which has the same standard second-order central moment in each label 4 Perimeter It is computed by calculating the distance around the boundary of each labelling region 5 Eccentricity The eccentricity of the ellipse region which has the same standard second-order central moment in each label 6 Extent The proportion of the pixels in each labelling region and the minimum bounding rectangle of this labelling region 7
Equivalent diameter
The diameter of a circle which have the same area with the labelling region 8
Convex area The number of pixels within the minimum convex polygon of each label 9
Opacity The proportion of the number of pixels within all the cell nuclei region and the number of pixels in the whole image 10
Label number The total number of cell nuclei in the image the Bethel Department of Neurosurgery in Bielefeld, Germany. It contains four different kinds of meningioma subtype: fibroblastisch, meningotheliomatoes, p-sammomatoes and transitional. Each subtype includes 20 images. The microtome sections were stained with haemalaun and eosin, dehydrated and coverslipped mounting medium. The meningioma images were required by using Zeriss Axio-Cam HRc color camera at standardized 3200 K light temperature.
To evaluate the classification result, four subtypes (fibroblastisch, meningotheliomatoes, psammomatoes and transitional) are used, including all the 80 meningioma images in the meningioma dataset. In the first, the color information is used to segment all the images. Then ten dimensional feature vector is extracted from each image. Subsequently, the Euclidean distance in a kNN classifier was used to measure the similarity between feature vectors and leave-one-out cross validation was used for evaluation. Specifically, all the extracted feature vectors from the datasets which contain 80 meningioma images are divided into eighty parts. Then the seventy-nine parts is used to train by turn and left one part as test data. The mean of eighty times estimation will be regard to the algorithm accuracy. Table 335 .2 shows the confusion matrix of classification by using the local and global features. Our classification accuracy is 85 %. Table 335 .3 shows the classification accuracy for each subtypes as well as the overall mean. In [1] , the classification accuracy of 80 % is achieved by using discriminant wavelet packets (DWP) and learning vector quantization (LVQ). In [2] , the overall agreement is equal to 83.75 % by using local binary pattern (LBP) and adaptive discriminant wavelet packet transform (ADWPT) features. Comparing with [1, 2] , our result shows improvement in the overall mean (Avg). 
Conclusion
This paper presents an automatic meningioma classification approach. The proposed method has the following advantages. Firstly, this color segmentation scheme and feature selection method can achieve the purpose of unsupervised classification of the different meningioma subtypes. Secondly, according to the classification results, our method is more robust than some state-of-the-art methods. In the future, some observed issues will be addressed on three aspects. Firstly, the multi-scale feature based on the size of the cell nuclei will be investigated. Secondly, the application on the other kinds of cell nuclei by using the proposed method will be further investigated. Thirdly, more state-of-the-art methods will be used to compare with the proposed method.
