Abstract. Young's lattice is a prototypical example of differential posets. Differential posets have the Robinson correspondence, the correspondence between permutations and pairs of standard tableaux with the same shape, as in the case of Young's lattice. Fomin introduced generalized Schur operators to generalize the method of Robinson correspondence in differential posets to the Robinson-Schensted-Knuth correspondence, the correspondence between certain matrices and pairs of semi-standard tableaux with the same shape. We define a generalization of Schur polynomials as expansion coefficients of generalized Schur operators. We generalize the Pieri's formula to the generalized Schur polynomials.
Introduction
Young's lattice is a prototypical example of differential posets defined by Stanley [8, 9] . Young's lattice has the Robinson correspondence, the correspondence between permutations and pairs of standard tableaux whose shapes are the same Young diagram. This correspondence was generalized for differential posets or dual graphs (generalizations of differential posets [2] ) by Fomin [1, 3] . (See also [7] .)
Young's lattice also has the Robinson-Schensted-Knuth correspondence, the correspondence between certain matrices and pairs of semistandard tableaux. Fomin [4] introduced operators called generalized Schur operators, and generalized the method of the Robinson correspondence to that of the Robinson-Schensted-Knuth correspondence. We define a generalization of Schur polynomials as expansion coefficients of generalized Schur operators.
A complete symmetric polynomial is a Schur polynomial associated with a Young diagram consisting of only one row. Schur polynomials satisfy Pieri's formula, the formula describing the product of a complete symmetric polynomial and a Schur polynomial as a sum of Schur polynomials:
h i (t 1 , . . . , t n )s λ (t 1 , . . . , t n ) = µ s µ (t 1 , . . . , t n ), where the sum is over all µ's that are obtained from λ by adding i boxes, with no two in the same column, h i is the i-th complete symmetric polynomial, and s λ is the Schur polynomial associated with λ.
In this paper, we generalize the Pieri's formula to generalized Schur polynomials.
Remark 1.1. Lam introduced a generalization of the Boson-Fermion correspondence [5] . In the paper, he also showed Pieri's and Cauchy's formulae for some families of symmetric functions in the context of Heisenberg algebras. Some important families of symmetric functions, e.g., Schur functions, Hall-Littlewood polynomials, Macdonald Polynomials and so on, are examples of them. He proved Pieri's formula using essentially the same method as the one in this paper. Since the assumptions of generalized Schur operators are less than those of Heisenberg algebras, our polynomials are more various than his; e.g., some of our polynomials are not symmetric. An example of generalized Schur operators which provides non-symmetric polynomials is in Section 4.3. See also Remark 2.10 for the relation between [5] and this paper. This paper is organized as follows: In Section 2.1, we recall generalized Schur operators, and define generalized Schur polynomials. We also define a generalization of complete symmetric polynomials, called weighted complete symmetric polynomials, in Section 2.2. In Section 3, we show Pieri's formula for these polynomials as Theorem 3.2. We also see that Theorem 3.2 becomes simple for special parameters, and that weighted complete symmetric polynomials are written as linear combinations of generalized Schur polynomials in a special case. Other examples are shown in Section 4.
Definition
We introduce two types of polynomials in this section. One is a generalization of Schur polynomials. The other is a generalization of complete symmetric polynomials.
2.1. Generalized Schur Polynomials. First we recall generalized Schur operators defined by Fomin [4] . We define a generalization of Schur polynomials as expansion coefficients of generalized Schur operators.
Let K be a field of characteristic zero that contains all formal power series of variables t, t
, V is the vector space consisting of all finite linear combinations of elements of Y and V is the vector space consisting of all linear combinations of elements of Y . The rank function on V mapping v ∈ V i to i is denoted by ρ. We say that Y has a minimum ∅ if Y i = ∅ for i < 0 and Y 0 = {∅}.
For a sequence {A i } and a formal variable x, we write A(x) for the generating function i≥0 A i x i .
Schur operators with {a m } if the following conditions are satisfied:
• {a m } is a sequence of elements of K.
• U i is a linear map on V satisfying
are not linear operators on V but linear operators from V to V .
Remark 2.3. Let , be the natural pairing, i.e., the bilinear form on 
We call these polynomials s and ρ the ordinary rank function mapping a monomial ax n to its degree n. In this case, dim V i = 1 for all i ≥ 0 and dim V i = 0 for i < 0. Hence its basis Y is identified with N and has a minimum c 0 , nonzero constant. Define D i and U i by
, where ∂ is the partial differential operator in x. Then D(t) and U(t) are exp(t∂) and exp(tx). Since D(t) and 
}.
Since ∂ and x commute with t, the following equations hold:
It follows from direct calculations that
Hence it follows that
and
Lemma 2.8. Generalized Schur polynomials satisfy the following equations:
Generalized Schur polynomials also satisfy the following equations:
Proof. It follows by definition that
Since v = ν∈Y ν, v ν for v ∈ V , the following equations hold:
Remark 2.9. Rewriting generalized Cauchy identity [4, 1.4 . Corollary] with our notation, we obtain Cauchy identity for generalized Schur polynomials:
Remark 2.10. In this remark, we construct operators B l from generalized Schur operators D(t 1 ) · · · D(t n ) and U(t n ) · · · U(t 1 ). These operators B l are closely related to the results of Lam [5] . Furthermore we can construct other generalized Schur operators
where I is the identity map. For positive integers l, we inductively define b l , B l and B −l by
where
the sums are over all partitions λ of l such that λ 1 < l. Let b l = 0 for any l. It follows from direct calculations that
for positive integers l = k. If U i and D i respectively commute with U j and D j for all i, j, then {B l , B −l |l ∈ Z >0 } generates the Heisenberg algebra. In this case, we can apply the results of Lam [5] . See also Remark 2.15 for the relation between his complete symmetric polynomi-
. . , t n ) and our weighted complete symmetric polynomials h
, where the sum is over all i's such that λ i > 0.
Although U i and D i do not commute with U j and D j , we can define dual generalized Schur operators
where the sums are over all partitions λ of l. In this case, it follows from direct calculations that a(t) · a ′ (−t) = 1.
Weighted Complete Symmetric Polynomials.
Next we introduce a generalization of complete symmetric polynomials. We define weighted symmetric polynomials inductively.
Definition 2.11. Let {a m } be a sequence of elements of K. We define the i-th weighted complete symmetric polynomial h {am} i (t 1 , . . . , t n ) by
By definition, for each i, the i-th weighted complete symmetric polynomial h {am} i (t 1 , . . . , t n ) is a homogeneous symmetric polynomial of degree i.
Remark 2.12. In general, the formal power series i h {am} i (t) equals the generating function a(t) = a i t i by the definition of weighted complete symmetric polynomials. Since the weighted complete symmetric polynomials satisfy the equation (1), we have
Example 2.13. When a m equals 1 for each m, h {1,1,...} j (t 1 , . . . , t n ) equals the complete symmetric polynomial h j (t 1 , . . . , t n ). In this case, the formal power series i h i (t) equals the generating function a(t)
Example 2.14. When a m equals
Remark 2.15. Let {b m } be a sequence of elements of K. We define
n . These polynomials satisfy the equation
. . , t n ).
Main Results
In this section, we show some properties of generalized Schur polynomials and weighted complete symmetric polynomials.
Throughout this section, let D(t 1 ) · · · D(t n ) and U(t n ) · · · U(t 1 ) be generalized Schur operators with {a m }.
3.1. Main Theorem. In Proposition 3.1, we describe the commuting relation of U i and D(t 1 ) · · · D(t n ), proved in Section 3.3. This relation implies Pieri's formula for our polynomials (Theorem 3.2), the main result in this paper. It also follows from this relation that the weighted complete symmetric polynomials are written as linear combinations of generalized Schur polynomials when Y has a minimum (Proposition 3.6).
First we describe the commuting relation of U i and D(t 1 ) · · · D(t n ). We prove it in Section 3.3. 
hold for all i.
These equations imply the following main theorem. 
Proof. It follows from Proposition 3.1 that
This
Proof. It follows from Theorem 3.2 that
Lemma 2.8 implies
If Y has a minimum ∅, Theorem 3.2 implies the following corollary. 
where u 0 is the element of K that satisfies U 0 ∅ = u 0 ∅. (t 1 , . . . , t n ) equals ν s ν , where the sum is over all ν's that are obtained from λ by adding i boxes, with no two in the same column. On the other hand, u 0 is 1, and h {1,1,1,...} i (t 1 , . . . , t n ) is the i-th complete symmetric polynomial h i (t 1 , . . . , t n ) (Example 2.13). Thus Corollary 3.4 is nothing but the classical Pieri's formula. Theorem 3.2 means Pieri's formula for skew Schur polynomials; for a skew Young diagram λ/µ and i ∈ N,
where the first sum is over all κ's that are obtained from λ by adding i boxes, with no two in the same column; the last sum is over all ν's that are obtained from µ by removing j boxes, with no two in the same column.
In the case when Y has a minimum ∅, weighted complete symmetric polynomials are written as linear combinations of generalized Schur polynomials. 
Example 3.7. In the prototypical example Y (Example 2.6), Proposition 3.6 means that the Schur polynomial s (i) corresponding to Young diagram with only one row equals the complete symmetric polynomial h i .
Example 3.8. In the second example N (Example 2.7), Proposition 3.6 means that the constant term of exp(∂(t 1 +· · ·+t n ))·
Some Variations of Pieri's Formula.
In this section, we show some variations of Pieri's formula for generalized Schur polynomials, i.e., we show Pieri's formula not only for s 
We obtain the equation (3) from the equation (5) by applying * .
Since D(t 1 ) · · · D(t n ) and U(t n ) · · · U(t 1 ) are generalized Schur operators with {a m },
are also generalized Schur operators with {a m }. Applying the equation (3) 
, we obtain the equation (2) and (4), respectively. Theorem 3.10 (Pieri's formula). For each µ ∈ Y k and each v ∈ V , generalized Schur polynomials satisfy the following equations:
It follows from Proposition 3.9 that
For generalized Schur operators
Corollary 3.11. For all v ∈ V , the following equations hold:
Proof. We obtain this proposition from Theorem 3.4 by applying to generalized Schur operators U * (t 1 , . . . , t n ) and D * (t 1 , . . . , t n ).
where u 0 and d 0 are the elements of K that satisfy
Proof. We obtain this proposition by applying Theorem 3.6 to generalized Schur operators
3.3. Proof of Proposition 3.1. In this section, we prove Proposition 3.1, i.e.,
It follows from the equation
We apply the relation (6) to D(t n ) and U i to have
holds. It follows that
holds.
It follows from this relation (7) that
Since the monomials a l−j ′ t l−j ′ n do not depend on k, the equations
does not depend on k. Hence it follows inductively that H i+k,k (t 1 , . . . , t n ) does not depend on k, either. Hence we may writẽ H i−j (t 1 , . . . , t n ) for H i,j (t 1 , . . . , t n ).
It follows from the equations (6) and (7) that
SinceH i (t 1 , . . . , t n ) equals the i-th weighted complete symmetric polynomial h {am} i (t 1 , . . . , t n ), Proposition 3.1 follows.
More Examples
In this section, we consider some examples of generalized Schur operators. Let Y be the set of shifted shapes, i.e.,
For λ ⊂ ν ∈ Y , let cc 0 (λ \ ν) denote the number of connected components of λ \ ν that do not intersect the main diagonal, and cc(λ \ µ) the number of connected components of λ \ ν. For λ ∈ Y , D i are defined by
where the sum is over all ν's that are obtained from λ by removing i boxes, with no two box in the same diagonal. For λ ∈ Y , U i are defined by
where the sum is over all µ's that are obtained from λ by adding iboxes, with no two box in the same diagonal. In this case, since D(t) and U(t) satisfy U are respectively Q λ/µ (t 1 , . . . , t n ) and P λ/µ (t 1 , . . . , t n ), where Q λ/µ (t 1 , . . . , t n ) and P λ/µ (t 1 , . . . , t n ) are the shifted skew Schur polynomials.
In this case, Proposition 3.6 reads as
It also follows from Proposition 3.12 that h {1,2,2,2,...} i (t 1 , . . . , t n ) = P (i) (t 1 , . . . , t n ).
Furthermore, Corollary 3.4 reads as
where the sum is over all µ's that are obtained from λ by adding i boxes, with no two in the same diagonal. 
are generalized Schur operators with {1, 1, 0, 0, 0, . . .}. In this case, for λ, µ ∈ Y , generalized Schur polynomials s λ,µ U ′ equal s λ ′ /µ ′ (t 1 , . . . , t n ), where λ ′ and µ ′ are the transposes of λ and µ, and s λ ′ /µ ′ (t 1 , . . . , t n ) are skew Schur polynomials.
In this case, Corollary 3.6 reads as
where e i (t 1 , . . . , t n ) denotes the i-th elementally symmetric polynomials. Furthermore, Corollary 3.4 reads as
where the sum is over all µ's that are obtained from λ by adding i boxes, with no two in the same row. For a skew Young diagram λ/µ and i ∈ N, Theorem 3.2 reads as
where the first sum is over all κ's that are obtained from λ by adding i boxes, with no two in the same row; the last sum is over all ν's that are obtained from µ by removing j boxes, with no two in the same row.
Planar Binary
Trees. This example is the same as [6] . Let F be the monoid of words generated by the alphabet {1, 2} and 0 denote the word of length 0. We identify F with a poset by v ≤ vw for v, w ∈ F . We call an ideal of poset F a planar binary tree or shortly a tree. An element of a tree is called a node of the tree. We write T for the set of trees and T i for the set of trees of i nodes. We respectively call nodes v2 and v1 right and left children of v. A node without a child is called a leaf. For T ∈ T and v ∈ F , we define T v to be {w ∈ T |v ≤ w}. First we define up operators. We respectively call T ′ a tree obtained from T by adding some nodes right-strictly and left-strictly if T ⊂ T ′ and each w ∈ T ′ \ T has no right children and no left children. We define linear operators U i and U ′ i on KT by
where the first sum is over all T ′ 's that are obtained from T by adding i nodes right-strictly, and the second sum is over all T ′′ 's that are obtained from T by adding i nodes left-strictly.
Next we define down operators. For T ∈ T, let r T be {w ∈ T |w2 ∈ T. If w = v1w ′ then v2 ∈ T . }, i.e., the set of nodes which have no child on its right and which belong between 0 and the rightmost leaf of T . The set r T is a chain. Let r T = {w T,1 < w T,2 < · · · }. We define linear operators D i on KT by
for w ∈ T such that w2 ∈ T . Roughly speaking, D i T is the tree obtained from T by evacuating the i topmost nodes without a child on its right and belonging between 0 and the rightmost leaf of T . These operators D(t ′ ), D ′ (t ′ ) and U(t) satisfy the following equations: is not symmetric. Remark 4.1. Let T be a tree and m a positive integer. We call a map ϕ : T → {1, . . . , m} a right-strictly-increasing labeling if
• ϕ(w) ≤ ϕ(v) for w ∈ T and v ∈ T w1 and • ϕ(w) < ϕ(v) for w ∈ T and v ∈ T w2 . We call a map ϕ : T → {1, . . . , m} a left-strictly-increasing labeling if
• ϕ(w) < ϕ(v) for w ∈ T and v ∈ T w1 and • ϕ(w) ≤ ϕ(v) for w ∈ T and v ∈ T w2 . We call a map ϕ : T → {1, . . . , m} a binary-searching labeling if
• ϕ(w) ≥ ϕ(v) for w ∈ T and v ∈ T w1 and • ϕ(w) < ϕ(v) for w ∈ T and v ∈ T w2 . The inverse image ϕ −1 ({1, . . . , n + 1}) of a right-strictly-increasing labeling ϕ is the tree obtained from the inverse image ϕ −1 ({1, . . . , n}) by adding some nodes right-strictly. Hence we identify right-strictlyincreasing labellings with sequences (∅ = T 0 , T 1 , . . . , T m ) of m+1 trees such that T i+1 is obtained from T i by adding some nodes right-strictly for each i.
Similarly, we identify left-strictly-increasing labellings with sequences (∅ = T 0 , T 1 , . . . , T m ) of m + 1 trees such that T i+1 is obtained from T i by adding some nodes left-strictly for each i. For a binary-searching labeling ϕ m : T → {1, . . . , m}, by the definition of binary-searching labeling, the inverse image ϕ −1 m ({m}) equals {w T,1 , . . . , w T,k } for some k. We can obtain a binary-searching labeling ϕ m−1 : T ⊖ ϕ where the first sum is over all right-strictly-increasing labellings ϕ on T , the second sum is over all left-strictly-increasing labellings φ on T , and the last sum is over all binary-searching labellings ψ on T .
