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Abstract
In this paper we first identify some integrability and regularity issues
that frequently occur in fractional calculus of variations. In particular, it is
well-known that Riemann-Liouville derivatives make boundary singularities
emerge. The major aim of this paper is to provide a framework ensuring the
validity of the fractional Euler-Lagrange equation in the case of a Riemann-
Liouville derivative of order α ∈ (0, 1). For this purpose, we consider the
set of functions possessing p-integrable Riemann-Liouville derivatives and we
introduce a class of quasi-polynomially controlled growth Lagrangian.
In the first part of the paper we prove a new fractional fundamental (du
Bois-Reymond) lemma and a new fractional integration by parts formula in-
volving boundary terms. The proof of the second result is based on an integral
representation of functions possessing Riemann-Liouville derivatives. In the
second part of the paper we give not only a necessary optimality condition of
Euler-Lagrange type for fractional Bolza functionals, but also necessary opti-
mality boundary conditions. Finally we give an additional application of our
1
results: we prove an existence result for solutions of linear fractional bound-
ary value problems. This last result is based on a Hilbert structure and the
classical Stampacchia theorem.
Keywords: fractional Riemann-Liouville derivative; fundamental lemma; integra-
tion by parts; Euler-Lagrange equation; boundary value problem; existence result.
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1 Introduction
We first introduce some notations available in the whole paper. Let m be a nonzero
integer and let ‖ · ‖ be the Euclidean norm of Rm. Let (a, b) ∈ R2 such that a < b.
For any 1 ≤ p ≤ ∞, by Lp := Lp((a, b),Rm) (resp. W1,p := W1,p((a, b),Rm)) we
denote the usual p-Lebesgue space (resp. p-Sobolev space) endowed with its usual
norm ‖ · ‖Lp (resp. ‖ · ‖W1,p) and by p
′ := p
p−1
we denote the usual adjoint of
p. By AC := AC([a, b],Rm) we denote the classical space of absolutely continuous
functions on [a, b]. Finally, by C∞c := C
∞
c ([a, b],R
m) we denote the classical space
of smooth functions on [a, b] with compact supports contained in (a, b).
Fractional calculus of variations, a well-known strategy. Fractional calculus
is the mathematical field that deals with the generalization of the classical notions
of integral and derivative to any positive real order, see [18, 25] for a detailed study.
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It has numerous applications in various areas of science, mainly to study anomalous
processes. Many physical applications can be found in the monograph [15].
The introduction of the fractional operators in calculus of variations is due to
F. Riewe in [24] where he aimed at giving a fractional variational structure to some
non conservative systems. Since [24], numerous necessary optimality conditions
of Euler-Lagrange type were obtained for functionals depending on different no-
tions of fractional integrals and/or derivatives (Riemann-Liouville, Caputo, etc.).
These fractional functionals have different forms and are defined on different func-
tion spaces with different initial/boundary conditions. It is not our aim to give a
state of the art here. We refer to [1, 3, 4, 5, 6, 11, 12, 22, 23] and to the monographs
[19, 21] for numerous examples.
The above results are mostly based on a common strategy that we can briefly
sum up as follows. Let us consider a functional of type:
Φ : E −→ R
q 7−→
∫ b
a
L(τ, q(τ), (Oαa+q)(τ)) dτ,
where E is a function space, L : (t, x, v) ∈ [a, b] × Rm × Rm 7−→ L(t, x, v) ∈ R is
a regular Lagrangian and Oαa+ is a left-sided fractional operator (Riemann-Liouville
integral or Caputo derivative for example) of order α ∈ (0, 1). The first variation
δΦ(q, h) of the functional Φ at a point q ∈ E in a direction h ∈ E such that
h(a) = h(b) = 0 is given by:
δΦ(q, h) =
∫ b
a
Lx(τ, q(τ), (O
α
a+q)(τ)) · h(τ) + Lv(τ, q(τ), (O
α
a+q)(τ)) · (O
α
a+h)(τ) dτ.
Using a fractional integration by parts formula on the second term of the integrand,
one obtains:
δΦ(q, h) =
∫ b
a
[
Lx(τ, q(τ), (O
α
a+q)(τ)) + O
α
b−(Lv(·, q,O
α
a+q))(τ)
]
· h(τ) dτ,
where Oαb− is the right-sided fractional operator associated with O
α
a+. Finally, the
fundamental lemma (recalled in Lemma 1) concludes that a necessary condition for
critical points of the functional Φ is given by the following fractional Euler-Lagrange
equation:
Lx(t, q(t), (O
α
a+q)(t)) + O
α
b−(Lv(·, q,O
α
a+q))(t) = 0, t ∈ [a, b] a.e.
Some integrability and regularity issues. Note that some integrability and
regularity issues occur in the above strategy, in particular in the case where Oαa+ is
the Riemann-Liouville derivative. For instance:
1. The functional Φ is well-defined provided that the integrability of L(·, q,Oαa+q)
is satisfied for any q ∈ E. For example, in the case where q(a) 6= 0 and Oαa+ is
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the Riemann-Liouville derivative, Oαa+q admits a singularity at t = a, even if q
is a smooth function. Hence, the integrability of L(·, q,Oαa+q) is not ensured,
even if L is smooth.
2. The same issue occurs in the derivation of the first variation δΦ(q, h).
3. The use of a fractional integration by parts formula requires that Lv(·, q,O
α
a+q)
satisfies some regularity hypotheses. In particular, one has to ensure that
Oαb−(Lv(·, q,O
α
a+q)) is well-defined and has to prove that the scalar product
Oαb−(Lv(·, q,O
α
a+q)) · h is integrable.
4. In the literature, necessary optimality conditions are mostly concerned with
functions q satisfying fixed boundary conditions of type q(a) = qa and q(b) =
qb. Consequently, variations h are mostly assumed to vanish at t = a and
t = b and then no boundary term emerges in the fractional integration by
parts formula. In the case where authors would like to treat functions q with
free boundary values and to obtain necessary optimality boundary conditions,
variations h that do not vanish at t = a and t = b have to be considered. In
such a case, fractional boundary terms would emerge in the fractional inte-
gration by parts formula provided that Lv(·, q,O
α
a+q) satisfies some regularity
hypotheses.
As a consequence, the choice of the function space E, with respect to the left-sided
fractional operator Oαa+ considered, is crucial in order to valid each step of the above
strategy. The choice of variations h is also capital.
Contributions of this paper. It is well-known that Riemann-Liouville deriva-
tives make boundary singularities emerge. In this paper, our major aim is to provide
a framework ensuring the validity of each step of the above strategy in the case where
Oαa+ is the left-sided fractional Riemann-Liouville derivative of order α ∈ (0, 1). For
this purpose:
1. We consider the function space E = ACα,pa+ being the space of functions q
possessing p-integrable left-sided fractional Riemann-Liouville derivatives of
order α ∈ (0, 1), see Definitions 1, 2, 3, 4 in Sections 2, 3.
2. We introduce a class of quasi-polynomially controlled growth Lagrangian L
ensuring the integrability of the integrands considered in the previous para-
graphs, see Definitions 5, 6 in Section 4.
Using integral representations of functions q ∈ ACα,pa+ (given in Proposition 5), we
prove a new fractional integration by parts formula involving boundary values, see
Theorem 2. Studying fractional Bolza functionals, this new formula will allow us
to derive not only a necessary optimality condition of Euler-Lagrange type but also
necessary optimality boundary conditions, see Theorem 3.
4
To conclude this paragraph, let us recall two versions of the classical fundamental
lemma:
Lemma 1 (classical fundamental lemma, version 1) If q ∈ L1 and∫ b
a
q(τ) · h(τ) dτ = 0
for any function h ∈ C∞c , then q = 0 a.e.
Lemma 2 (classical fundamental lemma, version 2) If q1, q2 ∈ L
1 and∫ b
a
q1(τ) · h(τ) + q2(τ) · h
′(τ) dτ = 0
for any function h ∈ C∞c , then q2 ∈ AC (more precisely, it has an absolutely con-
tinuous representative) and q′2(t) = q1(t), t ∈ [a, b] a.e.
In the previous summarized strategy, a fractional integration by parts formula is
used and Lemma 1 concludes. Recall that the use of a fractional integration by
parts formula requires regularity hypotheses on Lv(·, q,O
α
a+q) and the existence of
Oαb−(Lv(·, q,O
α
a+q)). Note that Lemma 2 is more interesting since we get a gain of
regularity on q2 and the existence of its derivative. In this paper, we prove a frac-
tional variant of Lemma 2 (see Theorem 1) proving the regularity of Lv(·, q,O
α
a+q)
and the existence of Oαb−(Lv(·, q,O
α
a+q)).
Another application: an existence result. In [20], the authors obtain the ex-
istence of extremals in the case of a fractional functional associated with a quadratic
Lagrangian L. In [7], an existence result for solutions of general fractional Euler-
Lagrange equations is investigated: the existence of a minimizer is obtained under
suitable assumptions of regularity, coercivity and convexity. Similar methods were
developed in [8, 9] in order to obtain existence results for minimizers of functionals
of different forms and depending on different notions of fractional derivatives.
In this paper, we give an additional application of the fractional fundamental
lemma (obtained in Theorem 1) and of the fractional integration by parts formula
(obtained in Theorem 2): we prove an existence result for solutions of linear frac-
tional boundary value problems, see Theorem 4. Our method is based on the Hilbert
structure of ACα,2a+ and the classical Stampacchia theorem.
Organization of the paper. The paper is organized as follows. In Section 2
we give some basic recalls on fractional calculus and we prove a new fractional
fundamental lemma (Theorem 1). In Section 3, from an integral representation
of functions possessing fractional Riemann-Liouville derivatives, we derive a new
fractional integration by parts formula (Theorem 2). The two last sections are
devoted to applications of the previous results to necessary optimality conditions
for fractional Bolza functionals (Section 4, Theorem 3) as well as to existence of
solutions for some linear boundary value problems (Section 5, Theorem 4).
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2 A fractional fundamental lemma
The aim of this section is to prove a fractional counterpart of Lemma 2. Section 2.1
gives some basic recalls on fractional calculus and the main result is derived in
Section 2.2.
2.1 Preliminaries on fractional calculus
By the left- and right-sided fractional Riemann-Liouville integrals of order α > 0 of
q ∈ L1 we mean the following functions
(Iαa+q)(t) :=
1
Γ(α)
∫ t
a
q(τ)
(t− τ)1−α
dτ, t ∈ [a, b] a.e.,
(Iαb−q)(t) :=
1
Γ(α)
∫ b
t
q(τ)
(τ − t)1−α
dτ, t ∈ [a, b] a.e.
Recall that Iαa+, I
α
b− are linear continuous operator from L
p to Lp for any 1 ≤ p ≤
∞, see [25, Theorem 2.6 p.48]. The two following propositions have been proved
respectively in [25, Equation (2.21) p.34] and [25, Corollary of Theorem 3.5 p.67].
Proposition 1 If α1, α2 > 0, then (I
α1
a+I
α2
a+q)(t) = (I
α1+α2
a+ q)(t), t ∈ [a, b] a.e. for
any q ∈ L1.
Proposition 2 If α > 0, 1 ≤ p ≤ ∞, 1 ≤ r ≤ ∞ and 1
p
+ 1
r
≤ 1 + α (additionally,
we assume that p > 1 and r > 1 when 1
p
+ 1
r
= 1 + α), then
∫ b
a
(Iαa+q1)(τ) · q2(τ) dτ =
∫ b
a
q1(τ) · (I
α
b−q2)(τ) dτ
for any q1 ∈ L
p, q2 ∈ L
r.
For the following proposition, we refer to [13] (Property 1), [14, Theorem 4 p.575]
(Property 2) and [25, Theorem 3.6 p.67] (Property 4). Note that Property 3 can
be easily derived from Property 2, see also discussions in [14, p.578] and [25, Para-
graph 3.3 p.91].
Proposition 3 Let α ∈ (0, 1), 1 ≤ p ≤ ∞ and q ∈ Lp. The following statements
are satisfied:
1. if 0 < α < 1 = p then Iαa+q ∈ L
r for every 1 ≤ r < 1
1−α
;
2. if 0 < α < 1
p
< 1 then Iαa+q ∈ L
r for every 1 ≤ r ≤ p
1−αp
;
3. if 0 < α = 1
p
< 1 then Iαa+q ∈ L
r for every 1 ≤ r <∞;
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4. if 0 ≤ 1
p
< α < 1 then Iαa+q ∈ L
∞.
Actually, in the last case, Iαa+q can be identified to a Ho¨lderian continuous function
with exponent α− 1
p
vanishing at t = a.
Remark 1 Analogous of Propositions 1 and 3 for the right-sided fractional integral
hold true.
2.2 Main result
Recall that a function q : [a, b] −→ Rm is absolutely continuous if and only if there
exists a couple (c, ϕ) ∈ Rm × L1 such that
q(t) = c+ (I1a+ϕ)(t), t ∈ [a, b]. (1)
In this case, c = q(a) and ϕ(t) = q′(t), t ∈ [a, b] a.e.
Remark 2 A fractional counterpart of the integral representation (1) is given in
Proposition 5.
Recall the following definitions (see [25, Definition 2.4 p.44]):
Definition 1 We say that q ∈ L1 possesses a left-sided Riemann-Liouville deriva-
tive Dαa+q of order α ∈ (0, 1) if the function I
1−α
a+ q has an absolutely continuous
representative. In this case, I1−αa+ q is identified to its absolutely continuous represen-
tative and Dαa+q is defined by D
α
a+q :=
d
dt
(I1−αa+ q).
Definition 2 We say that q ∈ L1 possesses a right-sided Riemann-Liouville deriva-
tive Dαb−q of order α ∈ (0, 1) if the function I
1−α
b− q has an absolutely continuous
representative. In this case, I1−αb− q is identified to its absolutely continuous represen-
tative and Dαb−q is defined by D
α
b−q := −
d
dt
(I1−αb− q).
Using the method of the proof presented in [7, proof of Theorem 2] we obtain the
following fractional counterpart of Lemma 2.
Theorem 1 (fractional fundamental lemma) If α ∈ (0, 1), q1 ∈ L
1, q2 ∈ L
1
and ∫ b
a
q1(τ) · h(τ) + q2(τ) · (D
α
a+h)(τ) dτ = 0
for any h ∈ C∞c , then q2 possesses a right-sided fractional Riemann-Liouville deriva-
tive and (Dαb−q2)(t) = −q1(t), t ∈ [a, b] a.e.
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Proof. For any h ∈ C∞c , h(t) = (I
1
a+h
′)(t), t ∈ [a, b]. From Proposition 1,
(I1−αa+ h)(t) = (I
1
a+I
1−α
a+ h
′)(t), t ∈ [a, b] a.e., where I1−αa+ h
′ ∈ L∞ ⊂ L1. Thus, I1−αa+ h
has an absolutely continuous representative. Then, h possesses a left-sided frac-
tional Riemann-Liouville derivative given by Dαa+h = I
1−α
a+ h
′ ∈ L∞. Consequently,
our assumption and Proposition 2 imply
∫ b
a
q1(τ) · h(τ) + (I
1−α
b− q2)(τ) · h
′(τ) dτ = 0
for any h ∈ C∞c . Lemma 2 concludes the proof.
Remark 3 In the limit case of α = 1, the above lemma leads to the classical fun-
damental lemma (Lemma 2).
3 A fractional integration by parts formula
As usually, let Iαa+(L
p) and Iαb−(L
p) respectively denote the ranges of the operators
Iαa+, I
α
b− on L
p for any 1 ≤ p ≤ ∞.
Remark 4 In particular, if q ∈ Iαa+(L
1) with q = Iαa+ϕ, ϕ ∈ L
1, then q possesses
a left-sided Riemann-Liouville derivative given by Dαa+q = ϕ, see [25, Theorem 2.4
p.44]. Analogous result for the right-sided derivative holds true.
From the previous remark and Proposition 2, the following fractional integration by
parts formula follows, see [25, Corollary 2 p.46].
Proposition 4 If α ∈ (0, 1), 1 ≤ p ≤ ∞, 1 ≤ r ≤ ∞ and 1
p
+ 1
r
≤ 1 + α
(additionally, we assume that p > 1 and r > 1 when 1
p
+ 1
r
= 1 + α), then
∫ b
a
(Dαa+q1)(τ) · q2(τ) dτ =
∫ b
a
q1(τ) · (D
α
b−q2)(τ) dτ
for any q1 ∈ I
α
a+(L
p), q2 ∈ I
α
b−(L
r).
The aim of this section is to extend Proposition 4 to all functions q1, q2 possess-
ing fractional Riemann-Liouville derivatives. Our result will be valid under the
additional assumptions Dαa+q1 ∈ L
p and Dαb−q2 ∈ L
r with 0 ≤ 1
p
< α < 1 and
0 ≤ 1
r
< α < 1.
An integral representation for functions possessing fractional Riemann-Liouville
derivatives is given in Section 3.1. Section 3.2 is devoted to the functional spaces
ACα,pa+ and AC
α,p
b− . The main result is stated in Section 3.3.
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3.1 Integral representations
Let us give a fractional counterpart of the integral representation (1).
Proposition 5 (integral representation) Let α ∈ (0, 1) and q ∈ L1. Then, q
has a left-sided Riemann-Liouville derivative Dαa+q of order α if and only if there
exists a couple (c, ϕ) ∈ Rm × L1 such that
q(t) =
1
Γ(α)
c
(t− a)1−α
+ (Iαa+ϕ)(t), t ∈ [a, b] a.e. (2)
In this case, c = (I1−αa+ q)(a) and ϕ(t) = (D
α
a+q)(t), t ∈ [a, b] a.e.
Remark 5 Note that the above fractional integral representation (2) is given in
[25, Equality (2.61) p.45] as a necessary condition for functions possessing left-
sided Riemann-Liouville derivative of order α ∈ (0, 1) and the authors give a sketch
of the proof, see the last sentence in the proof of [25, Theorem 2.4 p.44]. For sake of
completeness, we give here a complete proof of this result and we prove that (2) is
also a sufficient condition. Moreover, the uniqueness of the couple (c, ϕ) is stated.
Proof of Proposition 5. Let us assume that q ∈ L1 has a left-sided Riemann-
Liouville derivative Dαa+q. This means that I
1−α
a+ q is (identified to) an absolutely
continuous function. From the integral representation (1), there exists a couple
(c, ϕ) ∈ Rm × L1 such that
(I1−αa+ q)(t) = c+ (I
1
a+ϕ)(t), t ∈ [a, b], (3)
with (I1−αa+ q)(a) = c and D
α
a+q(t) =
d
dt
(I1−αa+ q)(t) = ϕ(t), t ∈ [a, b] a.e. From Propo-
sition 1 and applying Iαa+ on (3) we obtain
(I1a+q)(t) = (I
α
a+c)(t) + (I
1
a+I
α
a+ϕ)(t), t ∈ [a, b] a.e. (4)
The result follows from the differentiation of (4). Now, let us assume that (2) holds
true. From Proposition 1 and applying I1−αa+ on (2) we obtain
(I1−αa+ q)(t) = c+ (I
1
a+ϕ)(t), t ∈ [a, b] a.e.
and then, I1−αa+ q has an absolutely continuous representative and q has a left-sided
Riemann-Liouville derivative Dαa+q. The proof is complete.
Of course, in an analogous way one can prove:
Proposition 6 (integral representation) Let α ∈ (0, 1) and q ∈ L1. Then, q
has the right-sided Riemann-Liouville derivative Dαb−q of order α if and only if there
exist a constant d ∈ Rm and a function ψ ∈ L1 such that
q(t) =
1
Γ(α)
d
(b− t)1−α
+ (Iαb−ψ)(t), t ∈ [a, b] a.e. (5)
In this case, d = (I1−αb− q)(b) and ψ(t) = (D
α
b−q)(t), t ∈ [a, b] a.e.
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3.2 Functional spaces ACα,pa+ and AC
α,p
b−
By analogy with the set AC having the integral representation (1), we introduce the
following fractional counterpart ACα,pa+ as the set of all functions that have integral
representation (2) with ϕ ∈ Lp. We similarly introduce ACα,pb− as the set of all
functions that have integral representation (5) with ψ ∈ Lp.
Definition 3 For every α ∈ (0, 1) and every 1 ≤ p ≤ ∞, we denote by ACα,pa+ :=
ACα,pa+ ([a, b],R
m) the set of all functions q ∈ L1 that have a left-sided Riemann-
Liouville derivative Dαa+q ∈ L
p.
Definition 4 For every α ∈ (0, 1) and every 1 ≤ p ≤ ∞, we denote by ACα,pb− :=
ACα,pb− ([a, b],R
m) the set of all functions q ∈ L1 that have a right-sided Riemann-
Liouville derivative Dαb−q ∈ L
p.
The following proposition gives an integrability result for functions that belong to
ACα,pa+ and AC
α,p
b− .
Proposition 7 Let α ∈ (0, 1) and 1 ≤ p ≤ ∞. Then, the inclusions ACα,pa+ ⊂ L
r
and ACα,pb− ⊂ L
r hold for any 1 ≤ r < 1
1−α
.
Proof. Recall that Iαa+ϕ ∈ L
r for any ϕ ∈ L1 and any 1 ≤ r < 1
1−α
, see Proposi-
tion 3. Then the inclusion ACα,pa+ ⊂ L
r easily follows from the integral representa-
tion (2). The inclusion ACα,pb− ⊂ L
r can be analogously derived.
The following proposition gives an explicit class of functions that belong to ACα,pa+
and ACα,pb− in the case where α ∈ (0, 1) and 1 ≤ p <
1
α
.
Proposition 8 Let α ∈ (0, 1). The inclusion AC ⊂ ACα,pa+ ∩ AC
α,p
b− holds provided
that 1 ≤ p < 1
α
.
Proof. Let q ∈ AC given by (1). Then
(I1−αa+ q)(t) =
c
(1− α)Γ(1− α)
(t− a)1−α + I1a+(I
1−α
a+ ϕ)(t),
= I1a+
(
c
Γ(1− α)(· − a)α
+ I1−αa+ ϕ
)
(t),
for a.e. t ∈ [a, b]. Since ϕ ∈ L1, I1−αa+ ϕ ∈ L
p for any 1 ≤ p < 1
α
, see Proposition 3.
Note that the function c
Γ(1−α)(·−a)α
also belongs to Lp for any 1 ≤ p < 1
α
. Then,
q possesses a left-sided fractional Riemann-Liouville derivative of order α ∈ (0, 1)
given by Dαa+q =
c
Γ(1−α)(·−a)α
+ I1−αa+ ϕ. Hence, D
α
a+q ∈ L
p for any 1 ≤ p < 1
α
. A
similar proof states that Dαb−q ∈ L
p for any 1 ≤ p < 1
α
.
The following proposition gives another example of explicit functions that belong
to ACα,pa+ and AC
α,p
b− for some 1 ≤ p ≤ ∞ satisfying 0 ≤
1
p
< α < 1.
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Proposition 9 Let us consider:
F = {q ∈ AC | q(a) = 0 and q′ ∈ Lr for some 1 < r ≤ ∞}.
Then the inclusion
F ⊂
⋃
1≤p≤∞
0≤ 1
p
<α
ACα,pa+
holds true for any α ∈ (0, 1).
Proof. Let α ∈ (0, 1) and let q ∈ F. From (1), q = I1a+ϕ with ϕ ∈ L
r for some
r > 1. Then q = Iαa+(I
1−α
a+ ϕ) and q possesses a left-sided Riemann-Liouville deriva-
tive given by Dαa+q = I
1−α
a+ ϕ, see Remark 4. In the case where 0 < 1 − α <
1
r
< 1,
Proposition 3 gives Dαa+q ∈ L
p with p = r
1−(1−α)r
satisfying 1
p
< α. In the case where
1
r
= 1−α then Proposition 3 gives Dαa+q ∈ L
p for every 1 ≤ p <∞, so in particular
for some p satisfying 1
p
< α. In the case where 0 ≤ 1
r
< 1 − α < 1, Proposition 3
gives Dαa+q ∈ L
p with p = ∞ satisfying 1
p
< α. As a conclusion, in all cases the
inclusion F ⊂ ACα,pa+ is proved for some 1 ≤ p ≤ ∞ such that 0 ≤
1
p
< α < 1.
Remark 6 The right-sided analogous proposition can be similarly derived.
In what follows, we are specially interested in the case 0 ≤ 1
p
< α < 1. In such
a case, for any ϕ ∈ Lp, Iαa+ϕ can be identified to a continuous function vanishing at
t = a, see Proposition 3. Similarly, Iαb−ψ can be identified to a continuous function
vanishing at t = b for any ψ ∈ Lp.
In the sequel, in the case 0 ≤ 1
p
< α < 1, we consider the following pointwise
identification for every q ∈ ACα,pa+ :
q(t) =
1
Γ(α)
c
(t− a)1−α
+ (Iαa+ϕ)(t), t ∈ (a, b], (6)
where ϕ = Dαa+q ∈ L
p and c = (I1−αa+ q)(a). Hence, q is well-defined at t = b. The
analogous pointwise identification is considered for every q ∈ ACα,pb− :
q(t) =
1
Γ(α)
d
(b− t)1−α
+ (Iαb−ψ)(t), t ∈ [a, b), (7)
where ψ = Dαb−q ∈ L
p and d = (I1−αb− q)(b). Hence, q is well-defined at t = a.
3.3 Main result
The following theorem on the integration by parts for fractional Riemann-Liouville
derivatives holds.
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Theorem 2 (fractional integration by parts formula) If 0 ≤ 1
p
< α < 1 and
0 ≤ 1
r
< α < 1, then
∫ b
a
(Dαa+q1)(τ) · q2(τ) dτ =
∫ b
a
q1(τ) ·D
α
b−q2(τ) dτ
+ q1(b) · (I
1−α
b− q2)(b)− (I
1−α
a+ q1)(a) · q2(a) (8)
for any q1 ∈ AC
α,p
a+ , q2 ∈ AC
α,r
b− .
Proof. Let q1, q2 be given by (6), (7) with c ∈ R
m, ϕ ∈ Lp and d ∈ Rm, ψ ∈
Lr, respectively. The assumption 0 ≤ 1
p
< α < 1 ensures that 1 ≤ p′ < 1
1−α
.
Then, ACα,rb− ⊂ L
p′ (see Propositon 7) and
∫ b
a
(Dαa+q1)(τ) · q2(τ)dτ is well-defined.
Proposition 2 gives
∫ b
a
(Dαa+q1)(τ) · q2(τ) dτ =
∫ b
a
ϕ(τ) · q2(τ) dτ
=
d
Γ(α)
·
∫ b
a
ϕ(τ)
(b− τ)1−α
dτ +
∫ b
a
ϕ(τ) · (Iαb−ψ)(τ) dτ
= (Iαa+ϕ)(b) · d+
∫ b
a
(Iαa+ϕ)(τ) · ψ(τ) dτ.
Similarly (but without using Proposition 2), it holds
∫ b
a
q1(τ) · (D
α
b−q2)(τ) dτ = c · (I
α
b−ψ)(a) +
∫ b
a
(Iαa+ϕ)(τ) · ψ(τ) dτ.
The following equality follows:
∫ b
a
(Dαa+q1)(τ) · q2(τ)− q1(τ) · (D
α
b−q2)(τ) dτ = (I
α
a+ϕ)(b) · d− c · (I
α
b−ψ)(a).
Equalities (Iαa+ϕ)(b) = q1(b) −
1
Γ(α)
c
(b−a)1−α
, (Iαa+ψ)(a) = q2(a) −
1
Γ(α)
d
(b−a)1−α
, c =
(I1−αa+ q1)(a) and d = (I
1−α
b− q2)(b) conclude the proof.
Remark 7 In the limit case of α = p = q = 1, the above theorem leads to the
classical integration by parts formula given by:
∫ b
a
q′1(τ) · q2(τ) dτ = q1(b) · q2(b)− q1(a) · q2(a)−
∫ b
a
q1(τ) · q
′
2(τ) dτ
for any q1, q2 ∈ AC.
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4 Application to critical points of Bolza funtion-
als
In this section we use the fractional fundamental lemma (Theorem 1) and the frac-
tional integration by parts formula (Theorem 2) to investigate the critical points of
fractional Bolza functionals. We prove that such points satisfy an Euler-Lagrange
equation with appropriate boundary conditions.
In the whole section, we fix α ∈ (0, 1) and 1 ≤ p ≤ ∞ and we assume that
0 ≤ 1
p
< α < 1. Let us consider the following Bolza functional
Φ : ACα,pa+ −→ R
q 7−→
∫ b
a
L(τ, q(τ), (Dαa+q)(τ)) dτ + ℓ((I
1−α
a+ q)(a), q(b))
where L is a Lagrangian, i.e. a continuous mapping of class C 1 in its two last
variables
L : [a, b]× Rm × Rm −→ R
(t, x, v) 7−→ L(t, x, v),
and ℓ is a mapping of class C 1
ℓ : Rm × Rm −→ R
(x1, x2) 7−→ ℓ(x1, x2).
Recall that the first variation δΦ(q, h) of the functional Φ at the point q ∈ ACα,pa+ in
the direction h ∈ ACα,pa+ is defined by (see [2])
δΦ(q, h) := lim
λ→0
Φ(q + λh)− Φ(q)
λ
.
By a critical point of Φ we mean a point q ∈ ACα,pa+ such that δΦ(q, h) = 0 for any
h ∈ ACα,pa+ .
In Section 4.1 we introduce the notion of quasi-polynomially controlled growth for
L. In Section 4.2, under this assumption, we prove that Φ admits a first variation
and the main result is next derived.
4.1 Quasi-polynomially controlled growth for Lagrangian L
Let us introduce a set Pα,pM containing quasi-polynomial functions.
Definition 5 Let 1 ≤ M ≤ ∞. By Pα,pM we denote the set of all quasi-polynomial
functions
P : (t, x, v) ∈ [a, b]× Rm × Rm 7−→ P (t, x, v) ∈ R+
that can be written as follows
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p <∞ p =∞
M <∞
P (t, x, v) =
N∑
k=0
ck(t)‖x‖
s1,k‖v‖s2,k
with


s2,k
p
≤ 1
M
if s1,k = 0
(1− α)s1,k +
s2,k
p
< 1
M
if s1,k > 0
P (t, x, v) =
N∑
k=0
ck(t, v)‖x‖
s1,k
with
(1− α)s1,k <
1
M
M =∞ P (t, x, v) = c0(t) P (t, x, v) = c0(t, v)
where N ∈ N, ck are continuous mappings with nonnegative values and s1,k, s2,k are
nonnegative reals.
The interest of these quasi-polynomial functions is given in the following lemma.
Lemma 3 For any 1 ≤M ≤ ∞ and any P ∈ Pα,pM , we have
P (·, q, Dαa+q) ∈ L
M
for any q ∈ ACα,pa+ .
Proof. Since q ∈ Lr for every 1 ≤ r < 1
1−α
(see Proposition 7) and Dαa+q ∈ L
p for
any q ∈ ACα,pa+ , one can easily obtain this result from Ho¨lder’s inequalities.
We introduce the following notion.
Definition 6 The growth of L is said to be quasi-polynomially controlled if there
exist P0 ∈ P
α,p
1 ,
1
α
< s ≤ ∞, P1 ∈ P
α,p
s and P2 ∈ P
α,p
p′ such that
1. |L(t, x, v)| ≤ P0(t, x, v);
2. ‖Lx(t, x, v)‖ ≤ P1(t, x, v);
3. ‖Lv(t, x, v)‖ ≤ P2(t, x, v);
for any (t, x, v) ∈ [a, b]× Rm × Rm.
It can be noted that the more α is close to 1 and/or the more p is large, then the
less the quasi-polynomially controlled growth of L is a restrictive assumption.
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4.2 Main result
The quasi-polynomially controlled growth of L ensures the existence of the first
variation of Φ.
Lemma 4 If L has a quasi-polynomially controlled growth, then the functional Φ
is well-defined on ACα,pa+ and has the first variation δΦ(q, h) at any point q ∈ AC
α,p
a+
and in any direction h ∈ ACα,pa+ , given by
δΦ(q, h) =
∫ b
a
Lx(τ, q(τ), (D
α
a+q)(τ)) · h(τ) +Lv(τ, q(τ), (D
α
a+q)(τ)) · (D
α
a+h)(τ) dτ
+ ℓx1((I
1−α
a+ q)(a), q(b)) · (I
1−α
a+ h)(a) + ℓx2((I
1−α
a+ q)(a), q(b)) · h(b).
Proof. The first variation of the mapping q ∈ ACα,pa+ 7−→ ℓ((I
1−α
a+ q)(a), q(b)) ∈ R
obviously exists. Then, we assume that ℓ = 0 in the sequel of the proof. Well-
definedness of Φ and δΦ follows from the quasi-polynomially controlled growth of L
and from Lemma 3. Indeed, for any q ∈ ACα,pa+ , one has:
1. L(·, q, Dαa+q) ∈ L
1;
2. Lx(·, q, D
α
a+q) ∈ L
s and h ∈ Ls
′
since 1
α
< s ≤ ∞ and h ∈ Lr for every
1 ≤ r < 1
1−α
;
3. Lv(·, q, D
α
a+q) ∈ L
p′ and Dαa+h ∈ L
p.
Let us write Φ as the superposition Φ = Φ2 ◦ Φ1 where
Φ1 : q ∈ AC
α,p
a+ 7−→ L(·, q, D
α
a+q) ∈ L
1,
Φ2 : q ∈ L
1 7−→
∫ b
a
q(τ) dτ ∈ R.
Of course, linear and continuous mapping Φ2 is Frechet differentiable on L
1 and
the differential at any point q ∈ L1 is equal to Φ2. So (see [2, section 2.2.2]), it is
sufficient to show that Φ1 has the first variation δΦ1(q, h) at any q ∈ AC
α,p
a+ and in
any direction h ∈ ACα,pa+ , given by
δΦ1(q, h) = Lx(·, q, D
α
a+q) · h+ Lv(·, q, D
α
a+q) ·D
α
a+h.
Indeed, it can be checked with the aid of the Lebesgue dominated convergence the-
orem and the Mean value theorem.
Now, we shall prove that critical points of Φ are solutions to a boundary value
problem.
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Theorem 3 If L has a quasi-polynomially controlled growth and if q ∈ ACα,pa+ is a
critical point of Φ, then Lv(·, q, D
α
a+q) ∈ AC
α,s
b− and
(Dαb−Lv(·, q, D
α
a+q))(t) = −Lx(t, q(t), (D
α
a+q)(t)), t ∈ [a, b] a.e., (9)
Lv(a, q(a), (D
α
a+q)(a)) = ℓx1((I
1−α
a+ q)(a), q(b)), (10)
(I1−αb− Lv(·, q, D
α
a+q))(b) = −ℓx2((I
1−α
a+ q)(a), q(b)). (11)
Equation (9) is the so-called Euler-Lagrange equation. Equalities (10) and (11) are
boundary conditions.
Proof. Let q ∈ ACα,pa+ be a critical point of Φ. Then Lemma 4 leads to
∫ b
a
Lx(τ, q(τ), (D
α
a+q)(τ)) · h(τ) + Lv(τ, q(τ), (D
α
a+q)(τ)) · (D
α
a+h)(τ) dτ
+ ℓx1((I
1−α
a+ q)(a), q(b)) · (I
1−α
a+ h)(a) + ℓx2((I
1−α
a+ q)(a), q(b)) · h(b) = 0 (12)
for any h ∈ ACα,pa+ .
Note that (I1−αa+ h)(a) = h(b) = 0 for any h ∈ C
∞
c ⊂ AC
α,p
a+ . Then we have
∫ b
a
Lx(τ, q(τ), (D
α
a+q)(τ)) · h(τ) + Lv(τ, q(τ), (D
α
a+q)(τ)) · (D
α
a+h)(τ) dτ = 0,
for any h ∈ C∞c . Theorem 1 implies that Lv(·, q, D
α
a+q) ∈ AC
α,s
b− and Equation (9)
holds true almost everywhere.
Let us observe that the boundary conditions (10), (11) are satisfied. Indeed,
from (9) and integrating by parts (see Theorem 2), we obtain
∫ b
a
Lv(τ, q(τ), (D
α
a+q)(τ)) · (D
α
a+h)(τ) dτ = −
∫ b
a
Lx(τ, q(τ), (D
α
a+q)(τ)) · h(τ) dτ
+ (I1−αb− Lv(·, q, D
α
a+q))(b) · h(b)− Lv(a, q(a), (D
α
a+q)(a)) · (I
1−α
a+ h)(a),
for any h ∈ ACα,pa+ . Therefore, Equality (12) becomes
[
ℓx2((I
1−α
a+ q)(a), q(b)) + (I
1−α
b− Lv(·, q, D
α
a+q))(b)
]
· h(b)
+
[
ℓx1((I
1−α
a+ q)(a), q(b))− Lv(a, q(a), (D
α
a+q)(a))
]
· (I1−αa+ h)(a) = 0 (13)
for any h ∈ ACα,pa+ .
Now, let us fix any i ∈ {1, . . . , n} and let us consider the function h(t) =
(0, . . . , 0, (Iαa+1)(t), 0, . . . , 0) with the nonzero i-th coordinate function. It belongs to
ACα,pa+ , h(b) = (0, . . . , 0, (I
α
a+1)(b), 0, . . . , 0) and Proposition 5 gives (I
1−α
a+ h)(a) = 0.
Since i ∈ {1, . . . , n} is arbitrary and (Iαa+1)(b) > 0, (13) implies that
(I1−αb− Lv(·, q, D
α
a+q))(b) = −ℓx2((I
1−α
a+ q)(a), q(b)).
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Let us consider the function
h(t) = (0, . . . , 0,
1
Γ(α)
1
(t− a)1−α
+ (Iαa+θ)(t), 0, . . . , 0),
with θ = −Γ(α+1)
Γ(α)(b−a)
. It belongs to ACα,pa+ , Proposition 5 gives
(I1−αa+ h)(a) = (0, . . . , 0, 1, 0, . . . , 0)
and the value of θ ensures that h(b) = 0. Thus, (13) implies that
Lv(a, q(a), (D
α
a+q)(a)) = ℓx1((I
1−α
a+ q)(a), q(b)).
The proof is complete.
Example 1 Let 1 < r <∞ and let L be given by L(t, x, v) = ‖x‖r+ ‖v‖r. Then, L
has a quasi-polynomially controlled growth for any α ∈ ( 1
r′
, 1) and any r ≤ p ≤ ∞.
Consequently, Theorem 3 can be applied for any α ∈ ( 1
r′
, 1) and any r ≤ p ≤ ∞.
For example, in the case r = 2 and α ∈ (1
2
, 1), the Euler-Lagrange equation
associated with Φ is given by
Dαb−D
α
a+q = −q.
Moreover, if ℓ = 0, the boundary conditions are given by
(Dαa+q)(a) = 0,
(I1−αb− D
α
a+q)(b) = 0.
5 Application to linear boundary value problems
The aim of this section is to investigate an existence result for solutions of the
following linear boundary value problem
(Dαb−D
α
a+q)(t) + q(t) = f(t), t ∈ [a, b]a.e., (14)
(I1−αa+ q)(a) = qa, q(b) = qb, (15)
where α ∈ (1
2
, 1), f ∈ L2 and qa, qb ∈ R
m. Our strategy is to use a Hilbert structure
of ACα,2a+ and the classical Stampacchia theorem (see [10]) recalled below.
Proposition 10 (Stampacchia theorem) Let (H, ‖ · ‖H) be a real Hilbert space
and K ⊂ H be a nonempty closed convex set. Let a : H ×H −→ R be a continuous
and coercive bilinear form and let φ : H −→ R be a continuous linear form. Then,
there exists exactly one point x ∈ K such that a(x, y−x) ≥ φ(y−x) for any y ∈ K.
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In what follows, we assume that p = 2 and α ∈ (1
2
, 1). In particular, ACα,2a+ ⊂ L
2.
We endow ACα,2a+ with the scalar product
〈q1, q2〉ACα,2a+
=
∫ b
a
q1(τ) · q2(τ) dτ +
∫ b
a
(Dαa+q1)(τ) · (D
α
a+q2)(τ) dτ
and by ‖ · ‖ACα,2a+
we denote the generated norm, that is:
‖q‖ACα,2a+
= (‖q‖2L2 + ‖D
α
a+q‖
2
L2)
1/2, q ∈ ACα,2a+ .
Lemma 5 The functional space (ACα,2a+ , ‖ · ‖ACα,2a+
) is a Hilbert space.
Proof. Let us prove that ACα,2a+ is complete. Let (qn)n∈N ⊂ AC
α,2
a+ be a Cauchy
sequence. Then (qn)n∈N and (D
α
a+qn)n∈N are Cauchy sequences in the complete
space (L2, ‖ · ‖L2). By q and u we denote their respective limits in (L
2, ‖ · ‖L2). Our
aim is to prove that q ∈ ACα,2a+ and D
α
a+q = u. Theorem 2 leads to
∫ b
a
(Dαa+qn)(τ) · h(τ)− qn · (D
α
b−h)(τ) dτ = 0
for any n ∈ N and any h ∈ C∞c . Passing to the limit on n, we obtain
∫ b
a
u(τ) · h(τ)− q · (Dαb−h)(τ) dτ = 0
for any h ∈ C∞c . The counterpart of Theorem 1 for the right-sided fractional deriva-
tive concludes the proof.
Lemma 6 The set
K = {q ∈ ACα,2a+ ; (I
1−α
a+ q)(a) = qa, q(b) = qb}
is a nonempty closed and convex subset of ACα,2a+ .
Proof. The convexity of K is obvious. To prove that K is nonempty, it is sufficient
to consider
q(t) =
1
Γ(α)
qa
(t− a)1−α
+ (Iαa+θ)(t), t ∈ (a, b]
with θ = Γ(α+1)
(b−a)α
qb −
Γ(α+1)
Γ(α)(b−a)
qa. Let us prove that K is closed. Let (qn)n∈N be a
sequence of K tending to q in ACα,2a+ . Our aim is to prove that (I
1−α
a+ q)(a) = qa and
q(b) = qb. Since (qn)n∈N tends to q in (L
2, ‖·‖L2), we have (I
1−α
a+ qn)n∈N tends to I
1−α
a+ q
in (L2, ‖ · ‖L2). Since (D
α
a+qn)n∈N = (
d
dt
(I1−αa+ qn))n∈N tends to D
α
a+q =
d
dt
(I1−αa+ q) in
(L2, ‖ · ‖L2), we conclude that (I
1−α
a+ qn)n∈N tends to I
1−α
a+ q in (W
1,2, ‖ · ‖W1,2). From
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the compact embedding of (W1,2, ‖·‖W1,2) in the set of continuous functions endowed
with the usual uniform norm (see [10]), we conclude that ((I1−αa+ qn)(a))n∈N tends to
(I1−αa+ q)(a) and then (I
1−α
a+ q)(a) = qa. Finally, the integral representation of qn at
t = b gives
qb =
1
Γ(α)
qa
(b− a)1−α
+
1
Γ(α)
∫ b
a
Dαa+qn(τ)
(b− τ)1−α
dτ
for any n ∈ N. Passing to the limit on n leads to q(b) = qb and concludes the proof.
Finally, we prove
Theorem 4 The linear boundary value problem (14)-(15) has a solution q ∈ ACα,2a+ .
Proof. Let us consider the continuous coercive bilinear form a : ACα,2a+×AC
α,2
a+ −→ R
given by
a(q1, q2) = 〈q1, q2〉ACα,2a+
, q1, q2 ∈ AC
α,2
a+ ,
the continuous linear form φ : ACα,2a+ −→ R given by
φ(q) =
∫ b
a
f(τ) · q(τ) dτ, q ∈ ACα,2a+
and the nonempty closed convex set K defined in the previous lemma. The classical
Stampacchia theorem gives the existence of a function q ∈ K such that
∫ b
a
q(τ) · (q(τ)− q1(τ)) dτ +
∫ b
a
(Dαa+q)(τ) · ((D
α
a+q)(τ)− (D
α
a+q1)(τ)) dτ
≥
∫ b
a
f(τ) · (q(τ)− q1(τ)) dτ (16)
for any q1 ∈ K. Considering the above inequality with functions q1 = q ± h ∈ K
with h ∈ C∞c we assert that
∫ b
a
(q(τ)− f(τ)) · h(τ) +Dαa+q(τ) ·D
α
a+h(τ) dτ = 0
for any h ∈ C∞c . The fractional fundamental lemma (Theorem 1) concludes.
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