Abstract-The performance of multiimage alignment, bringing different images into one coordinate system, is critical in many applications with varied signal-to-noise ratio (SNR) conditions. A great amount of effort is being invested into developing methods to solve this problem. Several important questions thus arise, including: Which are the fundamental limits in multiimage alignment performance? Does having access to more images improve the alignment? Theoretical bounds provide a fundamental benchmark to compare methods and can help establish whether improvements can be made. In this work, we tackle the problem of finding the performance limits in image registration when multiple shifted and noisy observations are available. We derive and analyze the Cramér-Rao and Ziv-Zakai lower bounds under different statistical models for the underlying image. We show the existence of different behavior zones depending on the difficulty level of the problem, given by the SNR conditions of the input images. The analysis we present here brings further insight into the fundamental limitations of the multiimage alignment problem.
I. INTRODUCTION
M ULTI-IMAGE alignment consists in registering a group of images to a common reference. The multi-image alignment problem is ubiquitous in many fundamental image processing applications such as high dynamic range imaging [1] , [2] , super resolution [3] , [4] , burst denoising [5] and burst deblurring [6] , [7] . Indeed, this problem is of great importance for very different domains, such as biomedical imaging, astronomy and remote sensing, where due to physical or biological constraints the photographing system captures a series of unregistered and often noisy images.
Various methods have been proposed for multi-image alignment [4] , [8] - [12] and a great amount of effort is being invested to further improve their performance, mostly in applications that deal with very low signal-to-noise ratio (SNR) conditions [13] . Hence, an important question arises: Which are the fundamental limits on multi-image alignment performance? Theoretical performance bounds provide a fundamental benchmark to compare different methods and can help establish whether improvements can be made. In this work, we tackle the problem of finding the performance limits in image registration when multiple shifted and noisy observations are available. Theoretical statistical performance bounds are of great interest and have been used in a wide variety of signal processing problems. One of the most widely used approaches, probably because of its simplicity, is the Cramér-Rao bound (CRB) [14] , which establishes a lower bound on the variance of any unbiased estimator of the parameter of interest. For instance, CRBs have been previously used to establish performance limits in pairwise image alignment [15] - [17] , super-resolution [3] , high dynamic range imaging [18] and image denoising [19] , among others. Another example is the bound proposed by Ziv and Zakai [20] and its extensions [21] - [23] . They proposed to relate the mean squared error of the estimator to the probability of error in a binary detection problem, leading in general to tighter bounds than the CRB. Examples of the application of the Ziv-Zakai bound (ZZB) to practical problems can be found in pairwise image alignment [24] and time delay estimation [25] , [26] , among others. Both the CRB and the ZZB will be computed here for multi-image alignment.
Image registration can easily become very complex with the kind of scene motions we face in real world scenarios. Many different motion models have been derived to cover such levels of complexity, ranging from global affine to complex nonrigid transformations. In this work, we focus on global translation which, despite being the most basic motion model, is of great interest because it is present in almost all applications and many complex non-rigid transformations can be locally approximated by 2D translations. The considered motion model is thus given by
where z(x) is the observed image at pixel position x, u is the underlying image, τ τ τ is the 2D translation vector and n(x) is additive white Gaussian noise independent of u. A fundamental aspect that has to be considered when computing a performance bound for the image alignment problem under Model (1) , is how to characterize the underlying image u. Even if the parameter of interest is the shift vector τ τ τ , assumptions have to be made about u and each assumption will lead to different performance bounds. For instance, u could be considered as deterministic, known or unknown, or as a realization of a known random process.
Various performance bounds have been derived for the pairwise image alignment problem (i.e., registration between two images) assuming a deterministic known underlying image. Examples of this are the CRB for translation estimation derived by Robinson and Milanfar [15] , the CRB for general parametric registration introduced by Pham et al. [16] and Yetik and Nehorai [17] , and the ZZB derived by Xu et al. [24] for rigid pairwise registration including translation and rotation. More recently, Uss et al. [27] proposed a modified CRB for translation estimation assuming a fractal brownian motion model for the underlying image.
Regarding multi-image alignment, a specific case was analyzed by Rais et al. [28] , who computed the CRB for the registration of a group of Earth satellite images that were uniformly translated, i.e., all shifts are multiples of a single unknown value that needs to be estimated. In [3] , Robinson and Milanfar presented a thorough statistical performance analysis on super-resolution, of which multi-image registration is typically a major component. They studied translation estimation and image reconstruction jointly, thus assuming an unknown underlying image. This work shed light on image super-resolution, giving important insight into which are the main bottlenecks for improving performance. They derived bounds for the combined problem under two different assumptions for u: the CRB assuming an unknown deterministic image and a Bayesian CRB assuming a Gaussian prior for u. In both cases, and assuming aliasing free images, the computed CRB for the multiple shifts estimation was independent of the number of available images.
It is interesting to remark that the problem of image translation estimation is closely related to the problem of time delay estimation of a signal observed at two or more spatially separated receivers [25] , [26] . Indeed, our analysis follows and extends the results from [26] to the case where multiple noisy versions of the same flat spectrum signal are observed, each with a different shift.
In this work, we derive and analyze various performance bounds for the multi-image alignment problem under two different models for the underlying image u. First, we consider u to be deterministic and unknown. Under this image model, we compute the CRB and a Bayesian CRB assuming a generalized Gaussian prior for the shifts. Second, assuming a stochastic Gaussian model for the underlying image u, we derive the CRB and the extended Ziv-Zakai bounds (EZZB).
A thorough analysis is conducted, which unveils the similarities between these seemingly different approaches. We find a per-region behavior depending on the difficulty level of the problem, given by the SNR conditions. For certain SNR values, performance depends on the number of images. Also, it degrades dramatically below a given threshold, until reaching a region where the SNR is too low to enable alignment.
In order to assess the tightness of the computed bounds, we compare them to the alignment accuracy obtained by the maximum likelihood estimator (MLE). The MLE, besides being a widely used estimator, is known to be asymptotically efficient and also efficient for any number of observations in various problems [18] . A per-region behavior depending on the SNR level, similar to the one predicted by the EZZB, is observed for the MLE as well. We find that all the computed bounds are very tight in very high SNR conditions, where the MLE achieves them and is thus efficient. For such high SNR, we find that the alignment performance only depends on the ratio between the energy of the image gradient and the noise level, and does not depend on the number of available images. Hence, for very high SNR, multi-image alignment can be performed in a pairwise fashion without losing information.
However, this is not the case for low SNR where the performance shows a dependence on the number of images, until reaching a steady state error for extremely low SNR where alignment is not possible. The SNR values delimiting these regions, which are of particular importance in practice, are also derived and found to depend on the number of available images. Therefore, increasing the number of images is useful since, not only it improves the achievable performance, but it also shifts This article is organized as follows. Section II presents the problem from a statistical perspective. Sections III and IV are devoted to the computation and analysis of the different performance bounds. Section V presents a comparison of all the computed bounds whose accuracy is assessed in Section VI. Section VII summarizes the conclusions.
II. MULTI-IMAGE REGISTRATION: AN ESTIMATION PROBLEM
In what follows, we present the image model used throughout the article for the derivation of the different performance bounds. Also, we introduce the performance indicators used to evaluate the translation estimators. Table I summarizes the notation used in the article.
A. Image Model
Let us consider the image aquisition model:
where z i (x) is the observed i-th image at pixel position
is the underlying continuous image generating the noisy shifted observations,
T ∈ R 2 is the 2D translation vector of frame i with respect to image u (frame zero, τ τ τ 0 = 0), and n i (x) is additive Gaussian noise. A variance stabilization transform [29] , [30] can be used in the case of signal-dependent variance.
In practice, we do not have access to the continuous images but to a finite discretization of them. We will assume that all the images are band-limited and sampled according to the Nyquist sampling theorem. We will additionally assume that the energy of the signal outside the observed sampling grid is negligible. These two assumptions guarantee an almost perfect interpolation of the continuous images from the digital ones. Thus, under this ideal framework, we are able to compute image derivatives or image shifts (or any other linear operator) directly from the discrete samples. Although we will omit the details for simplicity, all the considered operators could be computed via Fourier interpolation (e.g., using the DFT). Let us assume that the digital images are indexed into vectors of size N p = m r × m c pixels, where m r and m c are the number of rows and columns respectively.
T ∈ R 2K be the concatenation of all 2D unknown translations, and
T ∈ R (K +1)N p be the concatenation of the (K + 1) observed images. The goal in multi-image alignment is then to estimate τ τ τ from z.
B. Performance Evaluation
Let us call θ θ θ the vector of parameters to be estimated, e.g., θ θ θ = τ τ τ . Given any estimateθ θ θ(z) of θ θ θ, its performance can be measured through the error correlation matrix,
where =θ θ θ − θ θ θ is the error with respect to the real parameter value and E z|θ θ θ [·] is the expected value over the observed data distribution given θ θ θ. The fundamental limits on the estimation of θ θ θ can be stated through the family of performance bounds which consider the parameter as an unknown deterministic quantity and provide a limit on R . Examples of this family are the Cramér-Rao [14] , Bhattacharyya [31] , Barankin [32] , and Abel [33] bounds, among others. In some cases, prior information is known about θ θ θ. This motivates the development of the Bayesian bounds, which model the parameter as a random variable with a known prior distribution, and give a limit on the expected error correlation matrix under the joint distribution of the data and the parameter
Examples of Bayesian bounds are the Bayesian Cramér-Rao [34] , the Ziv-Zakai [20] , and the Weiss-Weinstein [35] bounds. A more practical performance indicator is the mean squared error of the estimated parameters, which corresponds to the trace of the error correlation matrix. We refer hereafter as mean squared error (MSE) to the trace of R and expected mean squared error (EMSE) to the trace of R .
In the following sections, we compute and analyze variants of two performance bounds for the multi-image alignment problem, the Cramér-Rao [14] and the Extended Ziv-Zakai lower bounds [23] . The performance analysis is conducted under two different hypothesis for the unknown underlying image: u is a deterministic unknown image (Section III), and u is a realization of a zero mean Gaussian random process with known covariance matrix (Section IV). Although the Gaussian model is over-simplistic [36] , it is nonetheless interesting, not only because of its practicality, but also because it has proven to be very powerful for locally modeling natural images in several applications [37] - [40] .
III. PERFORMANCE BOUNDS: DETERMINISTIC IMAGE MODEL
In this section, we assume that u is an unknown deterministic digital image and the noise in the digital observations n has a diagonal covariance matrix σ 2 I. Even if the goal of multi-image registration is to estimate τ τ τ and not u, the latter is unknown and needs to be accounted for in the analysis. This kind of parameters, whose estimation is not of direct interest but have to be accounted for, are commonly referred to as nuisance parameters [41] . Hence, the parameter vector becomes
T , where we are only interested in estimating τ τ τ from the (K + 1) noisy observed images z.
A. Cramér-Rao Lower Bound: Deterministic Image Model
The performance of any unbiased estimatorθ θ θ(z) of θ θ θ is bounded by the CRB [14] 
where J is the Fisher information matrix (FIM) given by
and (z; θ θ θ) = log(p(z; θ θ θ)) is the logarithm of the likelihood function. The FIM in this case can be expressed as
where the term J uu captures the information provided by the image only, the term J τ τ τ τ τ τ captures the available information of the translations and J uτ τ τ represents the information provided by the intercorrelation between u and τ τ τ . Using the block matrix inversion principle [42] , the inverse of J can be expressed as
where S τ τ τ and S u are the Schur complements of the submatrix regarding τ τ τ and u respectively, namely,
It can be shown that for multi-image registration, S
−1
τ τ τ is given by (see Appendix A)
where I K is the identity matrix of size K × K, 1 is a vector of ones of size K, ⊗ is the Kronecker product between matrices,
and u x , u y are the derivatives of the latent image u in the horizontal and vertical directions, respectively. Equation (5) gives a bound on the covariance matrix of any unbiased estimator of θ θ θ. Therefore, from (5) and (8) , the MSE of the estimated translations is bounded by the trace of S −1 τ τ τ [43] ,
Hence, we define the CRB under a deterministic image model (CRBD) as,
According to the CRBD, the registration error is proportional to the noise level and inversely proportional to the energy of the gradient. A similar result is presented by Robinson and Milanfar [3] , who derived the CRB for the super-resolution problem. Multi-image registration can be seen as a particular case of the super-resolution problem, where the under-sampling operator is equal to the identity matrix.
Performance independence of K: An unexpected result is that the bound (15) does not depend on the number of images K. This means that this fundamental limit of multi-image registration performance is the same for a set of 2 or any other number K of images. Nevertheless, unlike what is stated in [3, Ap. III], this does not imply that registration can be done pairwise without loss of information. The CRB gives a lower bound on performance but it does not guarantee the existence of an efficient estimator that reaches this bound. In practice, depending on the problem, the CRB may or may not be tight. Hence, the independence of the CRB on the number of images K, does not imply that registration can be done pairwise without loss of information.
As it will be shown experimentally in Section VI, for the multi-image registration problem, the CRBD is tight in high SNR conditions, where we observe indeed that registration can be done pairwise without loss of accuracy. However, it is not necessarily tight in low SNR conditions. In that case, there are other bounds, which are dependent on K, that are closer to what the actual performance estimators can achieve.
Case with known underlying image: The bound on (15) corresponds to the translations estimate error when the real image u is unknown, which is usually the case in practice. In previous works [15] , [16] , however, the CRB has been computed for the pairwise image registration problem when the only unknown parameters are the shift values.
In that case, the FIM for the multi-image registration problem (7) simplifies to
and the CRB for the case where u is known becomes,
Therefore, the MSE bound, assuming the underlying image u is known, is half that of the case when u is unknown. When u is known, and the first image in the set is assumed to be aligned (i.e., τ τ τ 0 = 0), all the other images can be pairwise aligned to the known reference. Indeed, in that case, the different observed images are conditionally independent given the known underlying image. Hence, there is no gain in using the rest of the images for estimating the translation of one image and the limiting factor in the pairwise alignment is the noise in one image. On the other hand, when u is unknown, the bound doubles. This may represent a best case scenario where the limiting factor is twice the noise, corresponding to the pairwise alignment of two noisy images.
B. Bayesian Cramér-Rao With Prior on Shifts
A natural question that arises after finding that the fundamental performance limit given by the CRBD (15) does not depend on the number of images, is whether this limit can be improved if some prior information about the shifts is known. Intuitively, having more images could improve the alignment performance in the case where u is unknown. Let us imagine the case of an algorithm that uses an estimation of the latent image u to estimate the shifts. One could expect that the estimation of u could be improved by having more images, for example by reducing the noise, and thus leading to a better estimate of the shifts.
A Bayesian version of the CRB bound can be computed to include prior information on the unknown parameters. The Bayesian Cramér-Rao bound (BCRB) gives a lower bound on the expected error correlation matrix under the joint data and parameter distribution
where J B is the Bayesian Fisher information matrix given by
and (z, θ θ θ) = log(p(z, θ θ θ)) is the logarithm of the joint likelihood function.
Generalized Gaussian prior on shifts: Let us consider a centered generalized Gaussian prior distribution for each component of τ τ τ . This family of densities, indexed by the parameters c > 0 and δ > 0, is given by
where
and Γ denotes the gamma function. The case of c = 2 corresponds to the Gaussian density, while the distribution approaches the uniform density with variance δ 2 as c → ∞. Given (K + 1) independent samples following model (2) , and assuming that u is an unknown deterministic image and τ τ τ is a random variable following the generalized Gaussian prior (21), the Bayesian FIM is given by (see Appendix B)
with
. Therefore, including a prior on the translations adds the term J p to the classical FIM given in (7) .
Then, the Schur complement of the submatrix regarding τ τ τ , becomes (see Appendix B)
and
The EMSE of the translations under the given prior is then lower bounded by
As a first observation, let us point out that adding prior information on the translations makes the bound dependent on the number of images K. Fig. 1 shows a comparison of the CRB (u known and unknown) and the BCRB for different number of images K with a Gaussian prior (c = 2) with δ = 1. Note that both bounds are very similar for high SNR values. This means that if the SNR is high enough, there is no gain in having prior knowledge about the shifts. However, for low enough SNR and large enough K, the prior bounds the errors on the shift estimates and the BCRB is below the CRBD and approaches the bound for a known image CRBD kn until it reaches a steady-state value equal to the variance of the prior.
Notice that the example shown in Fig. 1 corresponds to a pretty tight prior (δ = 1), meaning that an accurate interval for the shifts is known a priori. Remarkably, even under this seemingly favorable condition, the reduction of the BCRB is observed only for a very low SNR range and for a very large number of images. This suggests a very limited impact of this shift prior in practice, being useful only for very low SNR conditions, a tight prior of the shifts interval, and a very large number of images.
The generalized Gaussian prior approaches the uniform distribution when c → ∞. Thus, for any fixed δ, λ → 0 as the shift prior approaches a uniform distribution. In this case, the prior information becomes irrelevant and the performance is bounded by the CRBD, which is independent of K. However, this does not mean that having more images will not help estimating the shifts. As mentioned previously, if the CRBD is overoptimistic and cannot be attained, a tighter bound may still exist, that does depend on the number of images.
IV. PERFORMANCE BOUNDS: STOCHASTIC IMAGE MODEL
In this section, we consider a zero-mean Gaussian stochastic model for the underlying unknown image u.
As stated before, our goal is to estimate the K shifts between every pair of K + 1 images given by (2), or equivalently in the Fourier domain, from
where ß denotes 2D image Fourier transforms,
represents the 2D Fourier spatial frequency and · denotes the inner product operation. We now assume that the signal samples u are drawn from a stationary zero-mean Gaussian process with spectral density S(ω ω ω). The additive noise is modeled by the zero-mean Gaussian process n i with spectral density N (ω ω ω), assumed to be independent of the underlying signal u. 2 . In addition, we will assume that the Fourier coefficients of u are uncorrelated at the considered spatial frequencies.
Let l(l x , l y ) = 1, . . . , M, with M = m c + m r 2 + 2, index all the considered 2D frequencies ω ω ω l . The Fourier transform of the (K + 1) observed images can then be arranged into a vector
Under Gaussian assumptions for the noise and the underlying image, and given that the Fourier coefficients of u are uncorrelated,z follows a complex Gaussian distribution with zero mean and covariance matrix given by
where each matrix Σ Σ Σ τ τ τ (ω ω ω) has size (K + 1) × (K + 1) and is composed by
A. Cramér-Rao Lower Bound: Stochastic Image Model
In order to compute the CRB for the shifts estimation in the multi-image alignment problem under model (2), we first compute the corresponding FIM matrix. For the considered complex Gaussian processẑ, it is given by [14, Ap. 15C]
where i, j = 1, . . . , K, and h, q ∈ {x, y} index the two components of each 2D shift vector τ τ τ i = [τ i x , τ i y ]
T . Carrying out the indicated operations (see Appendix C) we get
Hence, we have
The error covariance matrix of any unbiased estimate of the shifts is thus bounded by
and the MSE is lower bounded by the trace of J
. (38) If S(ω ω ω) and N (ω ω ω) are rotationally symmetric (i.e., rotation invariant), it can be shown that ρ x,y = 0 and ρ x,x = ρ y ,y . In this case, we define the CRB under the Gaussian stochastic image model (CRBS) as
Notice that, unlike the CRBD (15), the CRBS (39) does depend on the number of images K.
High SNR: Under high signal-to-noise conditions, the CRBS for a rotation invariant process (39) simplifies to
This bound is indeed independent of the number of images K and agrees with the deterministic CRB given by (15) (see Appendix C).
To help further understand the behavior of the computed bound, next we analyze its behavior both for natural and flat spectrum images.
Natural images:A typical natural image presents complex structure that is difficult to model accurately. One classical assumption, is that the power spectrum of natural images falls quadratically with the Fourier frequency [44] - [46] . Although simplistic, this is in fact reasonable if we consider that natural images have a relative contrast energy that is scale invariant [47] . Let us assume that the considered underlying image follows this law, that is,
where S n is a known parameter, and W ∈ (0, 2π] models the signal bandwidth. Also, we will assume that the additive noise spectrum has a constant value N in the frequency band [−
and is zero otherwise. Let us define the signal-to-noise ratio as the ratio between the power of the derivative and the noise power
For the case of a natural image (41), the SNR is then
and the CRBS bound for natural images becomes (see Appendix C)
which does not depend on K. The breaking point from the asymptotic (very high SNR point) occurs approximately when 2π(K + 1)SNR n ≈ W 2 , which happens at,
This implies that, if SNR n SNR K =1 n 1 , having access to more than two images will not improve the bound. This absolute breaking point happens at approximately SNR n 1
. Flat spectrum images:Another helpful case is to study the behavior of the CRBS when the underlying signal u has a flat power spectral density, that is,
Similarly, we assume that the additive noise spectrum N (ω ω ω) has a constant value of N in the frequency band [−
2 and is zero otherwise.
The signal-to-noise ratio (as defined in (42)) for white signals becomes
In this case, the CRB bound for flat spectrum images is (see Appendix C)
In particular, when SNR w → ∞ we have
which does not depend on the number of images K. The breaking point is when both terms in (49) are approximately equal, which happens at (46)), for simplicity, we refer hereafter to both SNR n 1 and SNR w 1 as SNR 1 . Fig. 2 shows the CRBS bounds for both image models, with different number of images K and varying SNR levels. Both image models have very similar behavior. There is a very high SNR zone where the bounds depend linearly with the SNR level (SNR > SNR 1 ). Within this SNR region, having access to more images does not have an impact on the bound. In moderate to low SNRs (SNR < SNR 1 ) both Cramér-Rao stochastic bounds depend super-linearly with the SNR (i.e., performance degrades faster at low SNR values than in the very high SNR region). Increasing the number of images pushes back SNR 1 , increasing the SNR range where performance is linear with SNR. The performance is linear with image size N p in both cases on the whole SNR domain.
An alternative approach to include an image model is to compute a Hybrid Cramér-Rao bound (HCRB). 1 Similarly to what was done in Section III-B, one can compute a HCRB including the desired model as an image prior and then compute the expected FIM under this prior. Robinson and Milanfar [3] computed such bound for the super-resolution problem assuming a Gaussian model for the image similar to the one presented here. Although related, these two bounds are different. The HCRB gives a bound on the expected MSE under the given image prior. This can be seen as an average bound for the different likelihoods obtained for each given possible value of the image. On the other hand, the CRB on Equation (39) gives the bound based on the expected likelihood under the given image model. Under some regularity conditions, it is possible to show that the CRB is always tighter than the HCRB [48, Thm. 1]. Nevertheless, in many applications the computation of the HCRB is much simpler than the CRB, leading to a reasonable alternative.
B. Extended Ziv-Zakai Lower Bound
In general, the CRB is known to be tight in high SNR but overoptimistic in low SNR conditions. Various Bayesian bounds have been derived to obtain tighter and more accurate predictions of the MSE behavior in the entire SNR range. One example of this is the bound proposed by Ziv and Zakai [20] , which relates the expected MSE (EMSE) of the estimator over a given prior, to the probability of error in a binary detection problem.
Consider the estimation of a 2K-dimensional random vector θ θ θ with a prior distribution p θ θ θ , based upon an observation vector z. The extended Ziv-Zakai lower bound (EZZB) on the EMSE 1 Hybrid in the sense that there are random and deterministic parameters.
of any estimateθ θ θ of θ θ θ over p θ θ θ is given by [23] 
where a is any 2K-dimensional vector, V{·} is the valley-filling function, 2 and P min (δ δ δ), δ δ δ ∈ R 2K , is the probability of error in the binary detection problem The Ziv-Zakai bound is based on the probability of correctly choosing the parameter to be estimated between two possible values: ϕ ϕ ϕ or ϕ ϕ ϕ + δ δ δ. The bound is found by integrating the minimum error along all possible estimated values (in general ruled by both δ δ δ and ϕ ϕ ϕ), weighted by their prior probability of occurrence, and by bounding the minimum probability of error in this binary detection problem.
If the probability of error is only a function of the offset between the hypothesis, i.e., P min (ϕ ϕ ϕ, ϕ ϕ ϕ + δ δ δ) = P min (δ δ δ), which is precisely the case in our translation estimation problem, the bound simplifies to
Thus, to compute the EZZB of the shift estimation problem we need to compute A(δ δ δ) and the probability of error P min (δ δ δ). If we assume the shifts θ θ θ to be uniformly distributed
The probability of error P min (δ δ δ) for the case of multi-image registration is given by (see Appendix D)
Flat spectrum signals: As done for the CRBS case, let us consider the particular case of flat spectrum signals defined previously by Equation (47) . The EZZB was not analyzed for the quadratically decaying spectrum due to the intractability of the corresponding computations. The analysis presented hereafter closely follows and extends the work by Weinstein and Weiss [26] to the case of multiple signals.
For simplicity, the following analysis is restricted to onedimensional signals. The extension to two-dimensional signals is straightforward in the case where the image is assumed to be drawn from a white random process (full bandwidth flat spectrum, i.e., W = 2π). In this case, knowing the translation in one direction does not give any additional information to the estimation of the other one. As a consequence, the 2D image can be rearranged into a one-dimensional vector by concatenating its rows without loss of information regarding the estimation of the translation along the columns. Following this remark, in this section, we will consider one-dimensional signals having length N p = m r × m c and W = 2π.
The EZZB corresponding to the estimation of one single component is given by (see Appendix E)
, c 2 =
Analysis of the EZZB: different SNR regions:
The EZZB behaves differently in low and high SNR regimes, as dictated by the two terms in Eq. (62) and as illustrated in Fig. 3(a) EZZB w
Indeed, in the high SNR regime, the EZZB approaches the CRBS under the stochastic image model given by (49) .
ii) Low SNR:. On the other hand, in a very low SNR scenario, SNR w 1, a → 0, b → 0 and c → 0. Thus,
which is the variance of the shifts prior. iii) Transition zone:. The transition from the low-SNR to the high-SNR region starts when the two terms have a similar contribution to the bound, that is,
We could (arbitrarily) say that the transition is completed when the bound reaches half the asymptotic value, i.e.,
Equations (68) and (69) characterize the limit SNR levels of the transition zone. Let SNR 2 be the SNR level that satisfies (68) and SNR 3 the SNR level satisfying (69). Within this transition region the bound is essentially dominated by the behavior of Φ( √ 2b). Fig. 3 shows how this region changes when varying the number of images K, the prior D and the image size N p . The threshold SNR 2 , below which the EMSE decreases significantly and worsens exponentially with the SNR, depends on the number of available images K. This is probably the most important consequence of having access to more images. Fig. 3(b) shows how this threshold can be pushed back several dBs by increasing K, until reaching a limit. Note that this critical SNR level SNR 2 also depends on the image size N p . As a consequence, increasing the image size reduces the performance bound and pushes this SNR limit as shown in Fig. 3(c) .
On the other hand, as illustrated in Fig. 3(d) , the threshold SNR 2 is not significantly affected by the shift prior parameter D. This means that, for practical D values (e.g., D ≥ 1), having a tighter shift prior does not push back SNR 2 significantly. Nevertheless, as expected, the steady state EMSE predicted by EZZB does decrease with D.
V. COMPARISON OF PERFORMANCE BOUNDS
In this section, we analyze and compare the behavior of the previously computed CRB and EZZB bounds. To this effect, it is important to make the distintion that the CRB is a bound on the MSE while the EZZB and the BCRB are bounds on the EMSE over a given prior for the shifts.
To simplify the discussion, let us consider the case of white signals. Fig. 4 shows a comparison of the CRB bounds (deterministic (CRBD) and stochastic (CRBS) image models), the BCRB (with Gaussian shift prior of variance λ 2 = 1) and the EZZB (with uniform [0, D] shift prior, D = 20) assuming an image of size 50 × 50 pixels. For the CRBD and the BCRB cases, that depend on a deterministic signal, we used a realization from the white random process used in CRBS and EZZB. Based on the SNR values, the behavior of the bounds can be characterized into four regions i-iv.
i) Very high SNR: (SN R ≥ SN R 1 ):
In this region, all bounds agree. The same fundamental limit is predicted for both the MSE and the EMSE. This limit does not depend on the shift value nor on the width of the prior, within practical limits for λ and D (D, λ ≥ 1). The performance bound only depends on the total image gradient energy and the noise level, and it is linear with the SNR and image size N p . Hence, a very important remark is that, in this SNR region, all bounds predict that having access to more than two images (K > 1) or having a more accurate shift prior (a smaller λ or D within practical limits) will not lead to better performance. The threshold defining this region, SNR 1 , depends on the number of images K (see Eq. (51)). It does not depend, however, on the variance of the prior (D, λ) nor on the image size (N p ).
ii) High SNR (SN R 1 ≤ SN R ≤ SN R 2 ): In this region, the CRBS and the EZZB agree, while the CRBD and the BCRB are overoptimistic. The main differences with the very high SNR region is that the CRBS and the EZZB improve with increasing number of images K, and their dependence on the SNR is super-linear. In the limit, when K → ∞, the EZZB and CRBS approach the CRBD (same behavior as in very high SNR). In this region, performance is linear with the image size N p .
iii
The EZZB predicts a threshold SNR 2 below which the EMSE decreases significantly, and worsens exponentially with the SNR. This critical SNR level can be improved by increasing the number of available images K [up to some limit, see Fig. 3(b) ] or the image size N p . Nevertheless, the threshold does not depend considerably on the shift prior D [see Fig. 3(d) ].
iv) Saturation: (SN R ≤ SN R 3 ):
The EZZB predicts a critical SNR below which no alignment is possible, and thus the error is dominated by the shifts prior (the EMSE is essentially given by the variance of the prior).
VI. PERFORMANCE BOUNDS TIGHTNESS ASSESSMENT
The bounds derived in Sections III and IV set an upper limit on the best possible performance of any estimator, but there is no guarantee about the existence of an estimator reaching that performance. Therefore, by only looking at the bounds, it is hard to draw conclusions about the actual achievable alignment performance in practice. Indeed, there could always exist a tighter bound, with a different behavior than the computed ones, that gets closer to best achievable performance. Hence, assessing the tightness of the derived bounds to the actual alignment performance becomes critical to close this gap.
In what follows, we compare the empirical performance of the maximum likelihood estimator (MLE) to the CRBD, CRBS and EZZB. MLE is perhaps the most widely used estimator in statistical parameter estimation problems. It is asymptotically efficient [14] , and also efficient for any number of samples in various problems [18] . Because it was observed that, under a reasonable assumption on the shifts prior and a finite number of images (see Fig. 1 ), the BCRB is very close to the CRBD, we do not assess the tightness of the former bound directly.
A. Maximum Likelihood Estimation
Given (K + 1) independent samples following Model (2), and assuming u is an unknown deterministic image, the MLE of
T is the value that maximizes the log-likelihood,
where we discarded the terms independent of [u, τ τ τ ]. The functional in (70) is an example of a separable non-linear least-square problem, so it can be written in terms of τ τ τ MLE only [4] , as
whereû(x) is given byû(
Functional (71) is non-convex and different approaches can be followed to find a local minimum [4] . One such approach consists in alternating two steps: first compute the average of the frames aligned with the current estimate of the shifts; second align each image against the current average by choosing the shift that maximizes the L 2 distance to the average. In our implementation, we used image correlation [49] as an approximation to the L 2 distance. We initialize the iterative algorithm by aligning each image to the first one in the set, and take those translations as initial values. Because the shifts simulated in our experimental evaluation are independent of each other (see Section VI-B), the results are independent of the image chosen as reference for initialization. This may not be the case for other types of motion. We refer hereafter to this approximation of the MLE as MLE avg .
B. Experimental Analysis
An experimental analysis is conducted in order to compare the performance of the MLE to the previously introduced bounds. For this purpose, synthetic data is generated according to Model (2) . For the underlying image u, we considered both, natural images [ Fig. 5(a) ] and flat spectrum images (realizations of a uniformly distributed random variable). The shifts τ τ τ i are uniformly sampled in [−5, 5] 2 . Different noise levels σ 2 and number of images K are evaluated. The performance was computed by averaging the estimation errors over 100 tests for each particular configuration (K, σ 2 ). The squared bias of the MLE avg experiments was on average, in all the conducted experiments, four orders of magnitude smaller than the estimator variance. Hence, we report the root mean squared error (RMSE) of the MLE avg , which is dominated by its variance given that the method is almost unbiased. Fig. 5(c) shows the results obtained by the MLE avg using as underlying image the examples in Fig. 5(a) , for different number of images (K = 1, 10, 50) and SNR levels. The results are compared to the CRBD (Eq. (15)) and to the CRBS (Eq. (44)) for K = 10. Fig. 5 shows the results of the MLE avg for K = 1 (pairwise alignment) and K = 10 on a flat spectrum image, compared to the CRBS and EZZB. For both natural and flat spectrum images, we identify four different regions of behavior of the MLE avg depending on the SNR value. A similar behavior was predicted by the EZZB for flat spectrum images (compare Figs. 5(b) to 4) .
For very high SNR, all bounds agree and the MLE avg attains the optimal performance, which is independent of the number of images. Thus, under very high SNR, the alignment can be performed pairwise without loss of accuracy and MLE is an optimal estimator. For moderate to high SNR, a different behavior is observed for flat spectrum and natural images. For flat spectrum images, the MLE avg still attains the limiting performance given by the CRBS and is thus optimal. For natural images, on the contrary, the MLE avg performance is close to the CRBS but it is not tight. A possible reason for this is the non-optimality of the MLE avg , for which a critical drawback is that it does not use image prior information. Moreover, for this SNR region, the MLE avg performance clearly improves with increasing number of images. Because the CRBS bound for K = 1 is outperformed when using more images, we can conclude that pairwise registration is not optimal under moderate to high SNR levels (see Fig. 5) .
Similarly, as predicted by the EZZB for white signals, we observe a transition zone where performance degrades dramatically to finally converge to a flat zone. The flat region corresponds to SNR levels that are too low to enable alignment at all, and it is explained by the shifts prior assumed by the EZZB. Even though the MLE avg does not implicitly assume a shift prior, the current implementation uses the correlation between the images (which can only be computed for shifts smaller than the image size) thus indirectly imposing a uniform shift prior. For flat spectrum images and pairwise alignment, the EZZB accurately predicts the SNR threshold that defines the beginning of this transition region. However, for the multi-image case the MLE avg algorithm performs worse than the prediction given by the EZZB [see Fig. 5(b) ]. One reason for this might be that the initialization of the non-convex optimization in MLE avg is performed using the pairwise registration to one of the input images, which is certainly not optimal. Nevertheless, as predicted by EZZB, the breaking point of the MLE avg is pushed back several dBs when using more images in the registration (see Fig. 5 ).
VII. CONCLUSION
In this work, we analyzed the fundamental performance limits in image registration when multiple shifted and noisy observations are available. We derived and analyzed Cramér-Rao and extended Ziv-Zakai bounds under different statistical models for both the underlying image and the shift vectors.
The first clear finding is that there is a per-region behavior depending on the difficulty level of the problem, given by the SNR conditions (see for example Figs. 4 and 5). At very high SNR, the performance is linear with both, the SNR and the image size, and it is independent of the prior information on the shifts and the number of available images. Indeed, all computed bounds agree, and the MLE achieves the bounds. Hence, doing pairwise alignment using the MLE gives the optimal performance. Assuming a stochastic image model, in high to moderate SNR scenarios, the performance is super-linear with the SNR and linear with the image size. Increasing the number of images widens the region where performance is linear with the SNR (very high SNR), so it improves registration. This is true for both considered stochastic image models: flat power spectral density or with quadratic decay. Also, this agrees with the empirical MLE performance in this SNR range. According to the computed extended Ziv-Zakai bound, there exists a critical SNR below which performance degrades dramatically. Having access to more images or increasing the image size helps to push the SNR levels at which this transition zone starts. In very low SNR, the performance saturates to a value essentially given by the prior variance on the shifts. In this SNR region no alignment is possible.
In general, having access to more images improves the performance up to a certain limit. The exception is within the very high SNR region, where pairwise alignment is optimal. Increasing the image size always improves performance, linearly reducing the performance bounds and pushing the critical thresholds delimiting the transition and saturation zones. The studied shifts priors only had an impact at low SNR levels.
As future work, we would like to analyze the impact of having more complex shift priors, for instance modeling correlation between the acquired frames (e.g., modeled by a random walk). We would also like to extend the present analysis to more general forms of misalignment, e.g., given by a general isometry or an affine relation between the images, as well as to more general noise models, such as correlated noise.
In addition, targeting a particular class of images, could help to develop better image priors. This will have an impact on the moderate to low SNR levels, since the performance in high SNR is found to be independent of the image prior. Indeed, MLE avg has proven to be optimal when registering white noise signals (for the considered image size), but suboptimal for natural images in moderate SNR conditions. Including prior image information, for example through a Bayesian approach such as minimizing the expected MSE or computing the Maximum a Posteriori, could help to close the gap between the fundamental limit and the MLE performance.
APPENDIX A CRAMÉR-RAO BOUND: DETERMINISTIC IMAGE MODEL
Let z be (K + 1) independent samples following (2), and assuming u is an unknown deterministic image, the log-likelihood function of z with
T is given by
where we discarded the terms independent of θ θ θ. To compute the CRB we first compute the FIM
Hence,
where I N p is the identity matrix of size N p × N p (idem for I K ), 1 is a vector of ones of size K, ⊗ is the Kronecker product, u x , u y are the derivatives of the latent image u in the horizontal and vertical directions respectively, and
Using the block matrix inversion principle [50] , the inverse of J D can be expressed as
From (74)- (76) and (79) we have,
The Cramér-Rao bound in (15) follows from (80).
APPENDIX B BAYESIAN CRAMÉR-RAO BOUND WITH SHIFTS PRIOR
Let z be (K + 1) independent samples following model (2) , and assuming that u is an unknown deterministic image and τ τ τ is a random variable following a generalized Gaussian prior p(τ τ τ ) given by (21) , the joint log-likelihood (z, θ θ θ),
T is given by (z, τ τ τ ; u) = log p(z|τ τ τ ; u) + log p(τ τ τ ). Hence, from (20) the Bayesian FIM becomes
(81) Next, from (73),
For the generalized prior (21) , it can be shown that [51] 
where (81)- (83),
Using the block matrix inversion principle [42] , the inverse of J B can be expressed as
where J uu , J τ τ τ τ τ τ and J uτ τ τ are given by (74)-(76). Hence,
The Bayesian Cramér Rao bound in (27) follows from (89).
APPENDIX C CRAMÉR-RAO BOUND: STOCHASTIC IMAGE MODEL
Letz be given by (29) . This random variable follows a complex Gaussian distribution with zero mean and covariance matrix Σ Σ Σ given by (30) . The FIM corresponding to the complex Gaussian processẑ is given by [14, Ap. 15C] 
Using the Sherman-Morrison formula [42] ,
To simplify notation we avoid in the following the dependence on ω ω ω. Hence we have
Substituting (96) in (90) and computing the derivatives,
Then, the error on the shifts estimates is bounded by 
High SNR performance: When the signal-to-noise ratio is very high, i.e., S(ω ω ω)/N (ω ω ω) 1, we have that
Let us assume the noise is white with N (ω ω ω) = σ 2 . Since,
Then, the CRBS for a rotation invariant process (Eq. (101)) under high SNR simplifies to
This bound is independent of the number of images K. As we show at follows, it agrees with the deterministic CRB. Let u be a deterministic image with N p 1 pixels, that we assume rotation invariant for simplicity. We can approximate the power spectral density by its empirical power spectrum S d (ω ω ω). Then,
For a rotation invariant image u, we have that
Next, we have that the deterministic CRB in (15) , for a rotation invariant signal, can be rewritten as
That is, the stochastic CRB bound in high SNR agrees with the deterministic CRB. Flat Spectrum signals: Let us consider the particular case of flat spectrum signals, as defined by (47) . We will also assume that the additive noise spectrum is flat in the same frequency band [− 
Thus, rewriting (109) in terms of the SNR as defined in (48), we obtain that the CRB (Eq. (101)) for white images is:
Natural images: One classical assumption when modeling natural images is that the power spectrum falls quadratically with the Fourier frequency. Let us assume that the considered underlying image follows this law, with a power spectrum given by (41 
Due to symmetry,
The approximation in (113) is done by changing the area of integration from [0, . This is the maximum overlapping circular region that covers the same area as the original one. Thus, under the considered natural image model, the CRB in (101) can be approximated by
where SNR n is defined in (43) .
APPENDIX D EXTENDED ZIV-ZAKAI BOUND: PROBABILITY OF ERROR
The computation of the Extended Ziv-Zakai bound requires computing the probability of error P el min (ϕ ϕ ϕ, ϕ ϕ ϕ + δ δ δ), for the equally likely hypothesis case. This probability can be tightly approximated [41, Eq. (2.243)] by
dt. Assuming that the Fourier coefficients at different frequencies are statistically uncorrelated this becomes
where Σ Σ Σ τ τ τ (ω ω ω) is defined in (91). By doing some algebra manipulations one can see that
(120) Next, from (93) we can rewrite the determinant in the second term of (119) as,
(122) Thus substituting (120) and (121) in (119) one obtains,
Thus,
and the point such that μ (s m ) = 0 is s m = 1/2. Then μ(
.
(126) Finally, the probability of error can be approximated by
APPENDIX E EXTENDED ZIV-ZAKAI BOUND FOR WHITE SIGNALS
To simplify the analysis we consider one-dimensional random signals with a constant power spectral density
and zero otherwise, and zero-mean Gaussian noise with flat spectrum N (ω) = N in the same frequency band. We closely follow the deduction in [26] .
First, assuming N p 1, let us approximate a(δ δ δ) and b(δ δ δ) in (128) for the particular case of white signals,
To evaluate the Extended Ziv-Zakai bound in estimating one single component of τ τ τ = [τ 1 , τ 2 , . . . , τ M ], we can choose without loss of generality a = [1, 0, . . . , 0] in (55). Thus, evaluation of the EZZB requires computing
where we have defined
Note that to solve (132) one needs to maximize 
which is a direct consequence of log(1 + x) − 
The last inequality is due the fact that sin 2 (x) ≤ x 2 . This leads to an upper bound on γ, Equation ( 5 . Note that this lower bound on the probability of error is valid for the whole domain of h and thus can be used to obtain a lower bound on the performance of any estimator of τ τ τ . For the case δ δ δ = [h, 
Next, we have the following lower bound
When K is very large, the factor (1 −
2 ) significantly attenuates the probability of error. In this particular case, δ δ δ = [h, 0] may lead to a tighter lower bound. Nevertheless, we will not consider this scenario. 
To further simplify the lower bound we can split the domain of integration of h, that is [0, D], and make each one valid in a region. Let h * = √ 2b/c. This point is close to the intersection of f 1 (h) and f 2 (h). Thus,
Substituting (151) 
From (152), (154) and (155), we get the EZZB bound in (62).
