The recent advances in computer technology that have produced the mini-and the microcomputer have stimulated great interest in the subject of digital control, and have highlighted the problems that face the engineer who wishes to implement a computer-based control system.
In the design of digital control systems (Franklin and Powell, 1980) , it is possible to go through the design process entirely in the ? 40mahx (Knowies, 1978) , often using adaptations of well-tried s-domain techniques (Whitbeck and Hofmann, 1978) , or to approach the problem directly in the ~-domain, the controller transfer function F(s) in digital form (Kaiser, 1963; Slater and Levy, 1~7~;I'~~urn~n and Baradello, 1979; Baurr~~ister, 1973) . The latter process, converting ~'~s~ to F(z), is sometimes called emulation; it is usually regarded as a viable approach only if sampling rates can be kept high. With traditional methods of performing the conversion, this stricture is justified, especially in the case of on-line control with significant computation time.
The design method presented here adopts the philosophy of emulation but performs the transition from to z in such a manner as to make due allowance for computation time, which greatly increases the scope of the simpler design process associated with emulation.
2. ~eri~atior~ of the method 2.1 Ex~slanatian
The approach described in this paper makes use of the difference equation rather than the z-transfc~rm, though it is often convenient to express the results in terms ofz.
This section of the paper begins by deriving a general relationship between the difference and the differential equation, and then proceeds to make use of this relation- ship in describing a method of computing the coefficients of a digital algorithm. A number of simple examples are adduced to illustrate the method in operation.
The computer samples the incoming signaly(t) at intervals c~f h seconds and may therefore compute the series:
.Ys-~O.Y~~>~'~1.Y~~°~J''~'s.. '~°Gd~,y(t°°rtlZ) ... (1) where ao,Ci,... an are any set of constant coefficients.
Expanding the terms in Eqn (1) + b1x(t -h) + bzx(t -+ b3x(t -3h)
Therefore,
But, by the process described in section 2.1, Given Eqns (14) to (17), the value of the sampling interval h, and the transfer function to be represented, it is a simple matter to write a computer program that will assemble the matrix Q from its components Ql to Q6 (see Appendix I).
Having formed ~, a matrix inversion produces (?*B in which the first column provides the values of the required coefficients (see Eqn (13)).
Some examples
To illustrate the application of the method, a number of examples are used which are small enough to be carried out by hand with no need of formal matrix inversion. (20) is different from the original (Eqn (13)) only in respect of the submatrix ~5, which is now given by: (21) The point about Eqn (24) is that the order of the matrix T and the elements within it are determined solely by the number of a-coefficients in the algc~rithrn, ~'.~! , so having chosen11.fA we may write down ~' b~ inspection.
The elements of T come directly from the Taylor expansion and, if we describe the ra~ ~ r~ T-matrix as Tm .
-, -.. -...,.. ' (27) where ao to r~~ are given in Eqn (26). Note that since D = 0, F(z) produces an estimate of the output of.F'~s~ at time t seconds, the latest sampling instant.
(ii) If one is computing on-line, the time required to calculate the output of the digital filter will probably not be negligible (four multiplications and a summation are required) and a time delay of one sampling interval will, therefore, be generated between the output value and the moment in time at which it is valid.
To avoid this, the digital algorithm can be designed to estimate the output of F'~s~ at time ~ t + h seconds and thus make the digital computation available at the moment to which it is appropriate. As a second example, therefore, Therefore, analogous to Eqn (22) (1 -Z-1)2 (v) An interpolation algorithm to estimate the value of a signal y (t) between samples. In this instance let us suppose the samples are recorded, we are not on-line, and that it is required to estimate the value ofy (t) at a point 0.7 of a sampling interval from the nth sample towards the n + lth.
It is known that the accuracy of the calculation is improved in general if there are equal numbers of samples on either side of the pivot; so, arbitrarily choosing a fourpoint estimator, there are two on each side, samples n -1 and before the pivot and n + 1 and + 2 after. Regarding the n + 2th sample as 'the latest', the pivot is 1.3 sampling intervals before the latest sample, so D = -1.3. The transfer function F (s) in this case is simply l. :0/ 1.~, ie, the ratio of two zero-order polynomials in which rna = no = 1.0. In accordance with the suggestion that the minimum denominator in F (z) be used at all times,lVIB 
