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Resumen 
 
Actualmente nos encontramos en una época donde la difusión de contenidos 
multimedia como por ejemplo videos se está volviendo una necesidad. Gracias 
al avance de la tecnología esa difusión es posible  ya que actualmente somos 
capaces de acceder a  internet prácticamente desde cualquier lugar. Pero esa 
información que deseamos enviar ha de ser adaptada al usuario.  
 
El objetivo que se plantea con este proyecto es ser capaces de adaptar el 
contenido en tiempo real, es decir, a ser capaces de manipular los datos de 
forma instantánea o mejor dicho conforme se producen.  
 
En cuanto a las posibilidades que tiene el proyecto de ser utilizado tenemos 
múltiples propuestas dos de las que más futuro presentan actualmente seria la 
TVp2p y el mundo de la video conferencia.  
  
Para ello lo que haremos será la unión de dos flujos multimedia transmitidos 
de forma simultánea  en uno único. 
 
Como herramientas para el desarrollo del proyecto utilizaremos las librerías de 
RTP para gestionar el protocolo de transporte y como librerías para la 
manipulación de los datos FFMPEG. Ambas son open source y están hechas 
en C. 
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Overview 
 
 
We are now in an era in which broadcasting multimedia content such as video 
is becoming a necessity. Thanks to advances in technology that diffusion is 
possible since we are now able to access the Internet virtually anywhere. But 
we want to send that information must be adjusted to the user. 
 
The objective set for this project is to be able to adapt content in real time, ie to 
be able to manipulate the data instantly or rather as they arise. 
 
Regarding the possibilities of the project we use two of the many proposals that 
would further the TVp2p currently have and the world of video conferencing.  
   
To do what we do is the union of two multimedia streams transmitted 
simultaneously in one single.  
 
As tools for project development libraries use RTP to manage the transport 
protocol and libraries for data manipulation FFMPEG . Both are open source 
and are made in C. 
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INTRODUCCIÓN 
 
Gracias al avance tecnológico somos capaces de ver videos, escuchar música 
o cualquier contenido multimedia que sea transmitido. Esto es gracias al 
aumento del ancho de banda y a la expansión de internet por todo el planeta, 
como también al aumento de las capacidades de computación tanto de 
ordenadores como de teléfonos móviles.  
 
Este hecho ha dado pie a la proliferación de la utilización de tecnologías como 
la video conferencia, la TVp2p o otras aplicaciones de difusión multimedia. 
 
A raíz de estas tecnologías y de las múltiples plataforma tanto de difusión como 
de recepción se plantea un proyecto que sea capaz de transcodificar y 
multiplexar flujos en tiempo real.  Con el objetivo de adaptar en tiempo real la 
información de tal modo que los usuarios puedan disfrutar del contenido en 
cualquier sitio y con cualquier dispositivo, sin tener  ningún tipo de limitación 
tanto temporal como de medio de reproducción.  
 
En cuanto a la organización de este trabajo es de la siguiente manera: 
 
 El primer capítulo consta de la explicación de la problemática, definición 
de los objetivos a cumplir y una pequeña representación gráfica con el 
escenario de nuestro proyecto. 
 
 En el segundo capítulo contiene una explicación teórica de los 
conceptos utilizados. Sistemas de codificación de video, protocolos de 
transmisión y el funcionamiento de la aplicación. 
 
 En el tercero se explica las principales características de diseño del 
proyecto y los módulos que contiene. 
 
 En el cuarto se introducirán las tecnologías utilizadas y su respectiva 
justificación.  
 
 Para finalizar  se realizará una breve evaluación de los objetivos y de la 
problemática que ha surgido a la hora de realizar la implementación.  La 
hoja de ruta que hemos seguido para la realización del proyecto y un 
apartado de posibles mejoras o futuras implementaciones.   
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CAPITULO 1. SITUACIÓN Y PLANTEAMIENTO 
 
Este primer capítulo es el punto de partida de nuestro proyecto, donde se 
expondrá las bases de la problemática que se ha deseado resolver y los 
posibles usos de nuestro trabajo. 
1.1.    Problema 
 
El problema que se ha propuesto solucionar con este proyecto es  el de ser 
capaces de manipular en tiempo real los flujos multimedia transmitidos. Como 
punto de partida se propone una aplicación que sea capaz de unir dos flujos en 
uno haciendo una composición de las dos imágenes.  
 
Para ello hemos de ser capaces de desencapsular los flujos multimedia  
tratarlos y posteriormente transmitirlos.   
 
Como tecnología de transmisión y recepción utilizaremos el protocolo 
UDP/RTP (Real-time Transport Protocol). En cuanto a la tecnología para el 
tratamiento haremos uso de las librerías FFMPEG.   
 
 
1.2. Casos de uso 
 
Para explicar mejor en qué consiste el proyecto sin entrar en la parte técnica de 
la arquitectura propondremos dos posibles integraciones de nuestro proyecto 
en tecnologías ya existentes. Los casos de usos serán una aplicación de 
videoconferencia y de TVp2p. Donde plantearemos dos entornos con posibles 
usos de nuestro proyecto. 
 
 Caso de uso 1. 
 
Supongamos que tenemos tres usuarios todos ellos poseen un sistema 
capaz de establecer una videoconferencia, es decir, un ordenador 
conectado a internet, un dispositivo capturador de video (webcam) y un 
micro.  
Imaginemos que los tres usuarios desean establecer una comunicación. De 
tal manera que cada usuario tiene establecidas dos conexiones. Tal y como 
se muestra en la figura.  
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Usuario 1 Usuario 2
Usuario 3
Aplicación 
Sistema de captura 
mediante webcam y 
reproductor de media 
Datos emitidos desde la 
webcam
Datos tratados por la 
aplicación
 
 
Fig. 1.2.1 Esquema de un sistema de video conferencia con nuestra aplicación 
 
Una vez establecidas las conexiones y suponiendo que el sistema 
funciona correctamente. Los usuarios transmitirían el contenido de sus 
webcams a nuestra aplicación y nuestra aplicación tratará la información 
retransmitiendo el contenido. De esta forma todos los usuarios serán 
capaces de visualizar el contenido de todas las emisiones incluida la 
suya en un reproductor. Por lo que seriamos capaces de establecer 
multicomferencias.  
 
Usuario 1 Usuario 2 Usuario 3
Aplicación 
Composición resultante de 
todos los flujos de datos 
Imágenes emitidas por
 la webcam
 
Fig. 1.2.2 Esquema de tratamiento del contenido desde el usuario hasta la 
aplicación 
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Usuario 1 Usuario 2 Usuario 3
Aplicación 
Contenido final que 
visualizara el usuario
 
 
Fig. 1.2.2 Esquema de tratamiento del contenido desde el la aplicación hasta 
los usuarios 
 Caso de uso 2. 
 
Consideremos ahora que utilizamos un sistema TVp2p donde se obtiene 
una la lista de canales, el usuario decide unirse a uno de ellos. Pero se da 
cuenta que en ese mismo instante hay otro canal que también desea ver. 
Utilizando la aplicación propuesta para este proyecto somos capaces de 
recibir ambos canales y reproducirlos en una sola pantalla permitiendo 
verlos de forma simultanea. 
 
 
Fig. 1.2.3 Esquema de un sistema de TVp2p con nuestra aplicación 
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Usuario 1
Aplicación 
Flujo resultante de la unión 
del contenido de lo dos 
canales
Canal TV1 Canal TV2
 
Fig. 1.2.4 Esquema de tratamiento de todo el contenido 
 
 
1.3.  Propuesta 
 
A continuación expondremos de forma esquemática la composición del 
proyecto con una representación grafica del funcionamiento. 
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Fig. 1.3 Planteamiento básico. 
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El funcionamiento es el siguiente: 
 
1. Las fuentes envían el contenido multimedia utilizando UDP/RTP 
 
2. El gestor  RTP es el encargado de desencapsular el contenido que se 
envía desde las fuentes. Para posteriormente ser tratado. 
 
3. Una vez llegados a este punto y conforme se va desencapsulando el 
contenido de los paquetes RTP es descodificado y codificado en 
imágenes con formato ppm, para poder hacer la unión de ambos flujos. 
 
4. Una vez ambos flujos están unidos se reencapsula la información y se 
transmite al destino. 
 
 
1.4.  Objetivos 
 
Antes de continuar se expondrán los objetivos que se han marcado para la 
realización del proyecto.   
 
1- Transparencia. Ante todo la aplicación se ha de poder ejecutar sin tener 
la necesidad de  que el usuario sepa el funcionamiento interno del 
sistema. 
 
2- Modular. Hemos de ser capaces de dividir el proyecto en partes 
independientes intentando de esta forma ser capaces de modificar un 
modulo sin hacer cambios en el resto. 
 
3- En tiempo real. Con esto nos referimos a que la aplicación debe ser 
capaz de tratar la información conforme es desencapsulada. Intentando 
no añadir retraso en el tratamiento.  
 
4- Multi flujo. Ha de ser capaz de obtener la información de varios flujos de 
datos.  
 
5- Multi codificados. Los flujos pueden utilizar diferentes codificaciones. 
 
Llegados a este punto si no se cumplieran todos, se propondrán las soluciones 
para obtenerlos en futuras implementaciones. 
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CAPITULO 2. CONCEPTOS TEÓRICOS 
 
Una vez expuesto el objetivo del proyecto y un breve esquema del 
funcionamiento introduciremos los conceptos teóricos  básicos que hacen falta 
para su comprensión. Cabe decir que en anexos y referencias esta en detalle el 
contenido de los conceptos que nombraremos ahora. 
2.1. RTP (Real-time Transport Protocol rfc 1889) 
 
RTP son las siglas de Real-time Transport Protocol (Protocolo de Transporte 
de Tiempo real). Es un protocolo de nivel de sesión  utilizado para la 
transmisión de información en tiempo real, como por ejemplo audio y vídeo en 
una video-conferencia. Junto a RTP tenemos el protocolo RTCP el cual sería el 
encargado de la capa de control del protocolo. RTP será encapsulado en UDP.  
 
 
 
 
Fig. 2.1 Esquema simplificado del encapsulado RTP 
 
2.2.Tratamiento del color 
 
Actualmente el tratamiento del color por parte de las imágenes se basa en dos 
tipos la codificación YUV y la codificación RGB. De los dos tipos el más 
utilizado es el YUV ya que añade factores de compresión a la imagen por lo 
que obtenemos la primera reducción de volumen de datos.  
 
2.3. Compresión de video  
 
En la actualidad el desarrollo y la importancia que tienen los codificadores ha 
ido en aumento. Esto es debido a que cada vez buscamos más calidad de 
imagen utilizando menos capacidad de almacenamiento. Para ello es 
imprescindible utilizar técnicas de compresión de datos. En este caso 
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hablaremos de compresión de video. Donde se expondrá brevemente en qué 
consiste ya que la teoría matemática que está detrás es demasiado extensa y 
no es necesaria para comprender el funcionamiento. 
 
 Video compresión: Es la compresión de la información de un video digital. 
Para ello utiliza dos mecanismos clave la compresión de imágenes y la 
compresión de movimiento.  
 
2.3.1.Compresión de imagen 
 
La compresión de imagen consiste en la búsqueda de redundancias entre 
pixels con el objetivo de no copiar dos contenidos iguales o muy parecidos de 
este modo se reduce el volumen de datos con la perdida mínima de  
información. Para ello se deben realizar los siguientes pasos: 
 
 Transformación: En primer lugar, la imagen se divide en macro bloques, 
de 8x8 píxeles usualmente, que serán codificados por separado 
utilizando la Transformada de Coseno Discreta (DCT). 
 
 
Fig. 2.3.1.1 Aplicación del DCT en un macrobloque 
 
 
De este modo, la redundancia espacial será eliminada transformando la 
señal en un nuevo espacio donde su representación es más compacta. 
 
 Promediado: Una vez obtenidos los coeficientes transformados de cada 
píxel del macro bloque, se pueden promediar, o no, mediante tablas de 
cuantización (Q) cuyos valores resultan de estudios psicovisuales. 
Utilizado estas tablas obtendremos una pérdida de información ya que 
destruye las altas frecuencias. Aunque por otro lado obtendremos más 
compresión a la imagen. Dicha compresión puede ser controlada usando 
diferentes valores de la tabla, kQ con k>1. 
 
 
Fig. 2.3.1.2 Formula de la aplicación de la aplicación de la cuantización (Q) 
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 Escaneo: El siguiente paso es leer los coeficientes transformados que 
serán transmitidos y ordenarlos de tal manera que cuando los reciba el 
receptor, éste sepa dónde va cada coeficiente con el fin de realizar la 
DCT inversa. Dichos coeficientes serán los que contienen la mayor parte 
de la energía de la señal. Típicamente se utiliza el escaneo "Zigzag" que 
lee los coeficientes siguiendo un patrón determinado en forma de zig-
zag. 
 
 
 
 
Fig. 2.3.1.3 Mecanismo de zig-zag con el resultado tras aplicarlo 
 
Como resultado del proceso de cuantización existirán muchos valores a 0 para 
transmitir, por este motivo se utilizará codificación de longitud fija (RLC) para 
transmitir el número de ceros en vez de cada cero uno a uno. Dicho de otro 
modo, enviará un palabra código única en vez de una cadena de ceros. 
Además se llevará a cabo una codificación de longitud variable (VLC) que usa 
palabras código más cortas para los valores que más frecuentemente 
aparecen. 
2.3.2.Compresión de movimiento 
 
Para imágenes en movimiento, como en el caso del vídeo, existe una 
redundancia temporal añadida a las imágenes en general. Puesto que en los 
sistemas actuales de video se utiliza un mínimo de 25 imágenes por segundo, 
las imágenes sucesivas son muy parecidas excepto en los cambios de plano.  
De esta forma el sistema de compresión de video digital consta de almacenar 
únicamente las variaciones entre imágenes ahorrando bits y comprimiendo.  
 
Para ello hacemos uso de los vectores diferencia que serán los encargados de 
indicarnos como y hacia donde se ha movido cierta imagen ahorrando de esta 
manera aun más bits 
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En la imagen siguiente podemos ver el funcionamiento y la representación de 
los vectores diferencia. 
 
 
Fig. 2.3.2 Muestra del funcionamiento de los vectores de movimiento 
 
Ahora que disponemos de los conceptos básicos de compresión de video 
introduciremos un concepto más. El cual es el fundamental para la 
descodificación de nuestro sistema.  
2.3.3. Imágenes I, P y B 
 
 Imágenes I: Se utilizan para descodificar las otras imágenes que 
componen el video y pueden ser utilizadas como puntos de acceso 
aleatorio para empezar a descodificar los videos a partir de cualquier 
momento.  
 
 Imágenes P: Son las imágenes predichas con referencia a una imagen 
que puede ser de tipo I o P anterior en el tiempo. 
 
 Imágenes B: Son las imágenes predichas con referencia a dos 
imágenes que pueden ser de tipo I o P, una anterior y una posterior en el 
tiempo.  
 
 
Fig. 2.2.3 Secuencia de imágenes (IBBPBBPBBI) 
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Los vectores inferiores indican las referencias predictivas que hay entre ellas. 
 
Esta sería la explicación general de cómo funcionan los codificadores.  Esta es 
una información vital a la hora de descodificar en tiempo real. Ya que los datos 
no son directamente tratables esto es  debido a que la información ha sido 
codificada haciendo referencia a datos pasados o futuros por lo que es 
imprescindible disponer de unos mínimos buffers para  ser capaces de 
decodificarla. 
 
Esos buffers vienen determinados por el GOP. 
 
 Group of pictures(GOP): El GOP es un grupo de imágenes sucesivas 
dentro de un stream codificado de vídeo. Cada stream de vídeo 
codificado consiste en sucesivos GOPs, y es desde las imágenes que 
contienen estos GOPs desde donde se generan las imágenes visibles. 
 
La estructura GOP suele estar referenciada por dos números, por 
ejemplo, M=3,N=12. El primero de ellos nos dice la distancia que hay 
entre dos imágenes tipo I o P. El segundo no dice la distancia que hay 
entre dos imágenes enteras, es decir, entre dos imágenes tipo I: es la 
longitud del GOP.  
 
 
En cuanto a los codificadores hay una cantidad muy extensa por lo que nos 
centraremos en explicar el más utilizado actualmente que es H.264 o MPEG-4 
parte 10 ya que es el más potente debido a que esta pensado para gestionar 
contenidos en HD(high definition).   
 
2.4. H.264 
H.264: Codificador de video pensado para la codificación de altas 
resoluciones con la mayor calidad y el mínimo volumen. La estructura es 
similar a los codificadores clásicos empleando los mecanismos de 
codificación de video tanto de imagen como de movimiento aunque con 
ciertas modificaciones. Las modificaciones son las siguientes: 
 
 Tipos de imágenes: Podemos encontrar las mismas imágenes que en 
las normas precedentes (Imágenes I, P y B ) y dos nuevas, la SP 
(Switching P) y la SI (Switching I) que sirven para codificar la transición 
entre dos flujos de vídeo. Permiten, sin enviar imágenes intra muy 
costosas en tiempos de procesamiento, pasar de un vídeo a otro 
utilizando predicción temporal o espacial como antes, pero con la 
ventaja que permiten la reconstrucción de valores específicos exactos 
de la muestra aunque se utilicen imágenes de referencia diferentes o un 
número diferente de imágenes de referencia en el proceso de 
predicción. 
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 Compensación de movimiento: El proceso de compensación de 
movimiento es diferente de las normas precedentes puesto que propone 
una gran variedad de formas y de particiones de bloques. De cara a la 
compensación de movimiento, cada macrobloque, aparte del tamaño 
original (16x16 píxeles), puede ser descompuesto en sub-bloques de 
16x8, 8x16 o 8x8 píxeles. En este último caso, es posible descomponer 
a su vez cada sub-bloque de 8x8 píxeles en particiones de 8x4, 4x8 o 
4x4 píxeles. Antes, el estándar más novedoso introducía particiones de 
8x8. Esta variedad de particiones proporciona una mayor exactitud en la 
estimación, a lo que se suma una precisión que puede llegar hasta un 
cuarto de píxel. 
 
 Transformada  
o Tamaño (8x8) no hay variación con respecto al sistema antiguo 
o Coeficientes enteros: lo que permite evitar los errores de 
redondeo habituales en la DCT clásica (coeficientes irracionales) 
y garantizar un ajuste perfecto entre la transformación directa y la 
inversa. 
o Precisión finita: Otra consecuencia favorable de la característica 
anterior es que se puede calcular sin exceder los 16 bits de 
precisión. 
o Eficiencia: Se puede implementar exclusivamente por medio de 
sumas y desplazamientos binarios. 
 
 Cuantificación: El rango dinámico del QP ha aumentado respecto a 
normas precedentes, puesto que los valores van de 0 a 51. Los macro 
bloques se cuantifican utilizando un parámetro de control que puede 
cambiar adaptándose al bloque en cuestión. Además, para poder 
conseguir los mejores resultados visuales la cuantificación de la 
crominancia es más esmerada que la de luminancia. 
 
 Filtro de "deblocking": integra un filtro antibloques que mejora la 
eficacia de compresión y la calidad visual de las secuencias de vídeo 
eliminando efectos indeseables de la codificación como por ejemplo el 
efecto de bloques. 
 
 Exploración de los coeficientes: Existen dos modos de exploración de 
los coeficientes transformados: "zig-zag" y "zig-zag inverso". 
 
 Codificación entrópica: Por lo que respecta a los sistemas de 
codificación siguen siendo los mismos. 
 
 Adaptación a la red: Conceptualmente los algoritmos están divididos en 
dos capas: 
 
o Una primera capa de codificación de vídeo VCL (Video Coding 
Layer) que se ocupa de representar eficazmente el contenido de 
vídeo. 
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o Una capa de adaptación a la red NAL (Network Adaptación Layer) 
que está dirigida más particularmente a adaptar el formato de 
datos de vídeo al soporte de transmisión. 
 
 
En cuanto a la transmisión de los datos junto a RTP se hará uso del 
encapsulador MPEG-TS el cual está pensado específicamente para el 
transporte de contenido multimedia proporcionando unas cabeceras extra para 
la posterior decodificación.  
 
2.5. MPEG-2 TS 
 MPEG-2 TS: Es un protocolo de comunicación para audio, vídeo y datos 
especificado en los estándares de MPEG-2. Los flujos binarios de vídeo y 
audio de cada programa se comprimen independientemente formando 
cada uno de ellos una “corriente elemental” (ES – Elementary Stream). 
Cada una de estas corrientes elementales se estructura en forma de 
paquetes llamados PES (Packetized Elementary Stream). Estos 
paquetes de video y audio, así como de otros datos de un mismo 
programa, pasan posteriormente a un multiplexor donde se conforma un 
solo tren binario. Para esta multiplexión, el grupo de estándares de 
MPEG-2 distingue entre dos posibilidades: la conformación de una 
“corriente de programa” (PS – Program Stream) y la conformación de una 
“corriente de transporte” (TS - Transport Stream). 
 
 
 Fig. 2.5.1 Generación de los paquetes TS 
 
 
14   
 
 
 
Fig. 2.5.2 Estructura de las cabeceras MPEG-2 TS
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CAPITULO 3. DISEÑO 
 
Anteriormente se ha explicado los conocimientos que hacen falta para entender 
un poco el diseño de la aplicación. Ahora nos centraremos un poco más en 
explicar cada modulo en qué consisten y como pretendemos obtener los 
objetivos planteados. 
 
Como recordatorio los enumeraremos de nuevo:  
 
1- Transparencia. 
 
2- Modular 
 
3- En tiempo real. 
 
4- Multi flujo. 
 
5- Multi codificados. 
 
3.1.  Arquitectura 
 
Como se ha mencionado anteriormente la aplicación consta de dos planos. El 
primer plano englobaría las primeras capas del modelo OSI llegando hasta el 
nivel de sesión y el segundo plano ocuparía al nivel de aplicación. Dentro de el 
primer plano encontramos nuestro gestor de flujos el cual está dividido en dos 
el Desencapsulador/Encapsulador y el Payload.  El segundo plano se compone 
por el gestor de datos con el Decodificador  y el manipulador de datos. A 
continuación podemos ver una representación grafica de dichos planos los 
cuales se explicaran con más detalle posteriormente. 
 
 
GESTOR DE FLUJOS
Desencapsulado/
Encapsulador  
Payload
GESTOR DE DATOS
Decodificador
Manipulador de 
los datos
 
 
Fig. 3.1. Arquitectura de los elementos  
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3.1.1. Gestor de flujos 
 
Este elemento es el encargado de obtener los datos que nos llegan de 
diferentes fuentes multimedia.  
 
Como fuentes de nuestro proyecto utilizaremos varias emisiones en MPEG-TS 
con VLC (video Lan) ya que nos proporciona una emisión fiable y en formato 
MPEG-TS del contenido codificado en múltiples codecs.  
 
 Desencapsulador/Encapsulador:  Este modulo es el encargado de 
gestionar todas las conexiones como la de obtener el payload y la 
información de las cabeceras.   
 
 Payload: Es el encargado mediante la información de las cabeceras de 
almacenar el contenido de una distancia de dos Intras en un fichero. 
 
 
3.1.2. Gestor de datos: 
 
Es el elemento encargado de manipular los datos que nos llegan de las 
fuentes. 
  
 Decodificador: Es el encargado de decodificar la información que se va 
almacenando  en el fichero de forma.  
 
 Manipulador de datos: Es el encargado una vez decodificada la 
información de los flujos de unir ambas imágenes en una sola. 
 
3.2. Diseño 
 
El diseño está planteado de esta forma ya que intentamos separar la parte de 
gestión de los datos que nos llegaran por la red de la parte de la manipulación 
de la media. 
 
El objetivo de realizar esta separación es el de hacer una aplicación modulada. 
Ser capaces de modificar lo que deseamos hacer al archivo una vez 
decodificado sin que afecte al resto de las partes del sistema. Esto nos 
proporciona una gran libertad a la vez que sirve como posible punto de partida 
para múltiples aplicaciones. 
 
Una vez explicadas las motivaciones nos adentraremos un poco más en su 
funcionamiento y como están diseñadas. 
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GESTOR DE FLUJOS
Desencapsulado/
Encapsulador  
Payload
GESTOR DE DATOS
Decodificador
Manipulador de 
los datos
Fuente Multimedia Fuente Multimedia
Transmisión mediante 
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Datos 
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Datos 
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multimedia 
Transmisión mediante 
UDP/RTP 
 
 
 
 
Fig. 3.2 Arquitectura Completa del sistema 
 
 
3.2.1. Desencapsulador/Encapsulador 
 
Como se ha dicho son los encargados de obtener la información útil que será 
tratada para ello haremos uso tanto de las cabeceras RTP como de las 
cabeceras MPEG-TS. Por lo que refiere a las MPEG-TS nuestro objetivo es 
poder obtener siempre un GOP. De tal forma que seamos capaces de obtener 
siempre secuencias completas de intra a intra para no tener nigun error en la 
decodificación. Para ello aremos uso de las cabeceras MPEG-TS y la 
información contenida en el elementary stream. Por lo que respecta al 
funcionamiento del encapsulado de MPEG-TS esta explicado con detalle en los 
anexos.  
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IP UDP RTP MPEG-2 TS Payload
RTP MPEG-2 TS Payload
Payload
 
 
Fig. 3.2.1 Esquema de la función del des encapsulador  
 
 
 
El problema de hacer esto es que si los primeros datos que nos llegan son de 
una imagen B esos datos los desestimaremos ya que solo guardaremos de 
Intra a Intra. En cuanto a tiempo de pérdida de información dependerá de la 
secuencia de N y M que tengamos. Pero no sería jamás superior a 1 segundo.  
Ya que cada 1 segundo como máximo volvemos hacer grabación de una Intra.  
 
En cuanto a  aplicaciones a tiempo real este retraso de un segundo es abismal 
pero hay que tener en cuenta que cualquier aplicación actual tiene un startup 
de más de un segundo y no estamos hablando de un delay de 1 segundo sino 
una puesta en marcha del sistema.  Aunque una vez el sistema se inicie hay 
que tener presente que el buffer de intras jamás puede superar los 150ms esto 
es debido a que eliminaríamos la sensación de continuidad entre los 
integrantes de la comunicación.  A pesar de ello la integración de este buffer 
permite la posibilidad de trabajar con contenido sin codificar y con contenido 
codificado en múltiples codecs. 
 
 
Fig. 3.2.1.1 Ejemplo del funcionamiento del buffer 
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3.2.2.Payload 
 
Este modulo será el encargado de con la información útil extraída por el 
desencapsulador grabarlo en un fichero.  
 
 
Fig. 3.2.2 Esquema de la función del Payload 
   
Por lo que respecta al volcado de datos al fichero no se le añade ningún tipo de 
cabeceras de ningún tipo ni tampoco añadimos formato únicamente guardamos 
la información tal y como la vamos extrayendo.  
 
 
Porque almacenar el contenido en ficheros? Esta es una limitación muy grande 
que se nos presento a lo largo del proyecto debido a que las librerías de 
decodificación trabajan sobre fichero  y el hecho de modificarlas nos suponía 
una gran cantidad de tiempo. Por otra parte el hecho de no trabajar con ellas 
nos suponía una gran desventaja. Debido a que nuestra pretensión es hacer 
una aplicación actual y compatible con el mayor numero de decodificadores 
posibles. Por ese motivo decidimos implementar un sistema que volcara en un 
archivo de forma temporal el contenido de payload entre esas dos Intras. 
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3.2.3.Decodificador 
 
Mediante las librerías FFMPEG que mencionaremos posteriormente. Hacemos 
una búsqueda del tipo de códec que utilizan los datos. Descodificamos los 
datos y posteriormente los codificamos en un formato manejable. Como 
formatos manejables tenemos el bmp y ppm entre otros.  Ya que son formatos 
sin compresión donde la estructura de los pixels es muy fácil y de esta forma es 
bastante simple editarla.  
 
 
 
 
 
 Fig. 3.2.3 Esquema de la función del Decodificador 
 
 
3.2.4.Manipulador de datos 
 
Conforme tenemos esos datos del decodificador los modificamos creando la 
unión entre ambas imágenes  tal que las dos imágenes quedan una al lado de 
la otra.  
 
 
Fig. 3.2.4.1 Esquema de la función del Manipulador de datos 
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Finalmente  la imagen llegará desde la capa de gestión de datos. Donde se la 
pasamos a la de gestión de flujos que será la encargada de transmitirla  de 
nuevo haciendo el proceso de encapsulado a la inversa, aunque esta vez sin la 
necesidad de encapsular en MPEG-TS. Esto es porque el receptor no 
necesitara ir descodificando el contenido sino que lo obtendrá listo para la 
visualización. 
 
IP UDP RTP Payload
RTP MPEG-2 TS Payload
Payload
 
 
Fig. 3.2.4.2 Esquema del re encapsulado de los datos  
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CAPITULO 4. TECNOLOGIA E IMPLEMENTACIÓN 
 
Como tecnología utilizada tras estudiar las posibilidades que había se ha 
utilizado un lenguaje de programación en C. A pesar de que se trata de un 
lenguaje más complicado que la posible utilización de java o c# proporcionaba 
algo que ambos no nos ofrecían una gran cantidad de librerías robustas y con 
gran desarrollo y la velocidad de procesado que nos proporciona la opción de 
trabajar directamente con la maquina sin la utilización de maquinas virtuales 
 
Como desventajas de esta elección es la versatilidad que nos ofrece sobre todo 
java a la hora de portar nuestros proyectos a diferentes sistemas operativos. 
 
Ahora explicaremos el principal motivo de la elección de c como lenguaje: 
 
4.1 FFMPEG.  
 
FFMPEG son las siglas de un pack de librerías de decodificación. 
Posiblemente estemos hablando de las más completas actualizadas que 
existen. No es de extrañar que aplicaciones como MPlayer (reproductor 
multimedia de Linux), considerado por la comunidad encoder como el mejor 
reproductor, VLC e incluso Windows media player las utilizan. Esto y el hecho 
de que sean open source da muchas posibilidades.  
 
En cuanto a la documentación en la página oficial no dispone de una api como 
tal para el desarrollo. Pero si una gran comunidad por lo que respecta a los 
foros. Aún así al ser unas librerías tan potentes otras organizaciones 
colaboradoras han desarollado api’s del funcionamiento. También es posible 
encontrar tutoriales paso a paso donde te enseñan lo básico para realizar tu 
primera aplicación. 
 
Todo esto fue lo que me determino por el uso de estas librerías y exceptuando 
el problema con respecto a la lectura de fichero el resto a sido de fácil 
implementación.  
 
4.2 RTP lib 
 
Estas librerías fueron realizadas en 1998 por la universidad de Columbia han 
tenido mejoras y son también de las más utilizadas. Hay que mencionar que 
también se encuentran en java pero por desconocimiento creía que sería capaz 
de pasarle a FFMPEG el puntero que señalara el inicio al payload  y 
desconocía como indicarlo en java.  Por eso y para evitar posibles fallos entre 
los modulos. Debido a que no me interesaba limitar las compatibilidades 
porque eso haría de mi aplicación un sistema menos modular. Me decante por 
las librerías en C. 
Cabe decir que están muy bien documentadas.  
También en el pack de las librerías consta de dos ejemplos muy útiles que 
pueden utilizarse como guía para posibles aplicaciones. 
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Como alternativas a la decodificación no había muchas ya que FFMPEG al ser 
de distribución libre y estar respaldado por mucha gente tiene el control sobre 
las futuras alternativas.  
 
Aún así no hace falta que utilicemos de forma directa las librerías para ello y 
dependiendo siempre de la aplicación hay múltiples wrappers utilizando el java 
medria framework como vinculo de enlace entre las librerías de FFMPEG y la 
tecnología java.  
Esto da lugar a aplicaciones como Xunggle. A pesar de que la facilidad para la 
implementación es notable el funcionamiento interno se nos presenta como una 
caja negra, por lo que gestionar los datos que es uno de nuestros principales 
objetivos nos supone una tarea complicada. También hay que remarcar que las 
aplicaciones de este estilo que insertan una capa intermedia entre las librerías 
de FFMPEG y java por lo general funcionan con compilaciones propias de las 
librerías  FFMPEG por lo que no sabemos hasta que punto la compatibilidad 
con todos los codificadores de las librerías funcionan. Por estos miedos y por el 
de no saber si java sería capaz de gestionar datos de forma lo suficientemente 
rápida para la aplicación que deseamos implementar nos decantamos por la 
utilización de las librerías de forma directa. 
También hay que decir que FFMPEG tiene su propio sistema RTP aunque no 
quise utilizarlo ya que limitaba la modulación de los elementos.  
 
4.3 C 
 
Lenguaje de programación eficiente y rápido debido que permite accesos a 
memoria  a que esta compilado para el sistema en que se programe. Esto lo 
hace más robusto pero nos impide el hecho de la exportación. Es cierto que no 
soporta la programación orientada objetos sinónimo de modulación. Pero 
permite la utilización de struct muy utilizadas por parte de FFMPEG.  
 
Como punto en contra al ser un sistema de programación compilado requiere 
ser compilado en cada sistema operativo i arquitectura de procesador, por lo 
que una aplicación en una maquina podría no ir en otra por tener estructuras 
internas diferentes. Por lo que el código debe ser adaptado a cada sistema. 
 
4.4 VLC 
 
VLC (VideoLAN  Client) Hago una mención especial a este programa libre ya 
que es el que he utilizado para realizar las pruebas como fuente emisora.  
Porque proporciona múltiples opciones de emisión entre ellas el encapsulado 
en MPEG-TS y implementa las librerías FFMPEG de tal manera que aseguro 
que  la codificación que realice será la misma que yo pueda reproducir. 
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Fig. 4.4 Captura con las diferentes posibilidades de emisión del VLC 
 
Como funcionalidades extra VLC proporciona una herramienta de composición 
de videos llamada Mosaic. La cual haciendo uso de su capacidad para enviar 
flujo y recibirlo es capaz de hacer una composición de imágenes como en 
nuestro proyecto. Cabe decir que el descubrimiento de esta herramienta fue 
descubierto cuando se llevaba buena parte del proyecto en marcha por lo que 
no ha podido ser estudiada detenidamente aunque es remarcable para posibles 
aplicaciones alternativas.  
 
 
Fig. 4.5 Representación grafica del Mosaic. 
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4.5 Implementación 
 
Ahora que ya tenemos el diseño bien delimitado y las tecnologías a utilizar. 
Explicaremos la estructura del  código de la aplicación. Pero antes de nada 
representaremos el entorno de desarrollo que hemos utilizado.  
 
Fente VLC SO UNIX 
APLICACIÓN
VLC receptor
Red privada Ethernet
RTP_LIB
FFMPEG
Transmisión UDP/RTP 
encapsulado en MPEG-2 TS
Transmisión UDP/RTP 
 
  
 Fig. 4.5 Esquema del entorno de trabajo utilizado 
 
 
4.5.1  Estructura de la aplicación final 
 
Como hemos visto en la parte de diseño hemos definido 4 modulos 
diferenciados: 
4.5.1.1 Modulo de gestión de flujos. 
 
setup_connection RTPReceive
Conexión entrante
Payload
Gestor de Flujos
 
 
Fig. 4.5.1.1 Esquema simplificado de las funciones básicas del sistema de 
Gestión de flujos (Recepción) 
 
En el inicio de la aplicación principal abrimos tantos sockets como conexiones 
vamos a tener, es decir, que en nuestro caso no tenemos un servidor 
constantemente escuchando la llegada de nuevas conexiones.  
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Para la apertura de esos sockets lo hacemos mediante el setup_conection el 
cual nos proporcionara el puntero de lectura al socket. 
 
Seguidamente de forma secuencial el setup conection le proporcionara el 
puntero de lectura a RTPReceive que será el encargado de ir leiendo los datos 
e irlos desencapsulando. 
 
Posteriormente llamaremos a la función Payload que será la encargada de 
determinar el inicio de la escritura de los ficheros temporales.  
 
Cabe decir que este es un breve esquema de forma muy reducida de las 
principales funciones de la capa de gestión de flujos. Donde hemos obviado los 
sistemas de persistencia y control de las conexiones. A pesar de que este 
integrado.  
4.5.1.2. Modulo de gestión de datos 
 
Las funciones av_open_input_file, av_find_stream_info, avcodec_find_decoder, 
avcodec_decode_video e img_convert. Todas ellas son funciones de las 
librerias FFMPEG. Todas ellas y en orden secuencial son las encargadas de 
proporcionarnos las imágenes que modificaremos.  
 
Gestor de Datos
av_open_input_file
av_find_stream_info
avcodec_find_decoder
Fichero creado 
por el payload
Modificador de los datos 
avcodec_decode_video
img_convert
 
 
Fig. 4.5.1.2 Esquema simplificado de las funciones básicas del sistema de 
Gestión de datos 
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Para ello el funcionamiento es el siguiente primero abrimos el archivo 
interpretando las cabeceras, mediante a las cabeceras del archivo las cuales 
serán las cabeceras en que ha sido codificado en un inicio. Intentaremos ser 
capaces de interpretar los datos para ello buscaremos la información del 
stream si tenemos éxito. Buscaremos el decodificador que según el códec en 
que ha sido codificado. Mediante el códec decodificaremos el video y una vez 
decodificado haremos el tratamiento a ppm. 
 
He considerado que los nombres eran auto descriptivos por lo que la 
enumeración a sido directamente de las funciones que realizan. 
 
Una vez llegados a este punto la información simplemente ha de ser 
ensamblada en el Modificador de los datos. 
Para finalizar el ciclo esa información a de volver al gestor de flujos. 
 
 
Gestor de Flujo
Setup_conection
RTPSend
Fichero 
modificado listo 
para enviar
 
 
Fig. 4.5.1.3 Esquema simplificado de las funciones básicas del sistema de 
Gestión de flujos (Transmisión) 
 
 
Finalmente crearemos el socket de salida llamando de nuevo a la función 
Setup_conection donde volveremos a pasar el puntero de escritura en el 
socket. 
Este puntero se lo proporcionaremos a la función RTPSend que será la 
encargada de reencapsular los datos y transmitirlos. 
Para acabar tras haber explicado toda la estructura uniremos a cada parte del 
esquema de diseño los funciones implementadas de tal manera que podamos 
ver una visión global del proyecto. 
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UDP/RTP con encapsulado 
MPEG-2 TS
Datos 
encapsulados
Generación del 
fichero temporal
Datos 
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.Setup_conection
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Fig. 4.5.1.4 Esquema simplificado de todo el sistema 
 
4.6.Problemática 
 
Este proyecto siempre ha sido muy ambicioso en cuanto a codificación ya que 
se ha pretendido realizar una estructura que fuera capaz de soportarlos todos, 
concretamente H264.  
 
Este hecho a dado lugar a problemas en el sistema ya que los buffers de 
almacenamiento de h264 son demasiado complejos para tratarlos en un 
sistema a tiempo real.  
 
También hay que añadir que a pesar de que el diseño lo permita en un sistema 
de video conferencia no podemos tener contenido comprimido. Esto es debido 
a que si utilizamos codificadores añadiremos retraso a la aplicación. Lo cual es 
totalmente inadmisible en videoconferencia donde la latencia máxima no puede 
superar los 150ms. 
 
En cuanto a MPEG-TS hasta bien entrada el inicio de la implementación no nos 
dimos cuenta de que necesitábamos esta herramienta. Por lo que la creación 
del des encapsulador  no se ha podido realizar. 
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CAPITULO 5. CONCLUSIONES 
 
Para concluir este trabajo en este ultimo capitulo se ha intentado hacer un 
pequeño resumen de las conclusiones extraídas con el desarrollo de la 
aplicación, como el impacto medioambiental que supone el desarrollo y la 
implementación de está.  
5.1. Conclusiones 
 
Como conclusiones sobre el trabajo la mejor forma de evaluarlo es 
comprobando los objetivos. 
 
Por lo que los objetivos que se han cumplido son los siguientes: 
  
 Transparencia. Podemos ejecutar la aplicación de tal manera que el 
usuario no hace falta que sepa nada del funcionamiento interno del 
sistema. 
 
 Modular. Cada modulo es independiente por lo que la modificación de 
cada uno de ellos no afecta al otro. 
 
 En tiempo real. Dependiendo del códec.  
 
 Multi flujo. Es capaz de tratar varios flujos de forma simultanea 
 
 Multi codificados.  Si únicamente hablamos del modulo de decodificación  
si, en cambio si hablamos de toda la aplicación el resultado es no. 
 
 
 
 
Entrando en un tema más personal en cuanto a las conclusiones cabe decir 
que este proyecto me ha servido  para profundizar mucho en tema de codecs 
transmisión multimedia y como no en la ampliación de mis conocimientos en 
programación y diseño.  
 
También he aprendido mucho acerca del funcionamiento de las librerías 
FFMPEG. Aunque a pesar de ello solo he logrado rascar un poco en la 
superficie. En un futuro me gustaría a profundizar mucho más ya que las 
posibilidades que ofrecen son muy amplias.  
 
También querría hacer hincapié en que la transcodificación en tiempo real es 
algo que se esta empezando a desarrollar y las posibilidades en aplicaciones 
son increíbles. 
 
Desde la adaptación de video para diferentes dispositivos como la capacidad 
de modificar los contenidos a la vez que se producen.  
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Para acabar dar las gracias a todos aquellos que me han ayudado tanto en la 
búsqueda como en el desarrollo de la aplicación.  
5.2. Impacto medioambiental 
 
El impacto medioambiental del proyecto se centra principalmente en que las 
posibles aplicaciones sobre todo en el campo de la videoconferencia pueden 
dar lugar a la eliminación de emisiones de dióxido de carbono y otros gases 
contaminantes. Esto es debido a que es posible eliminar viajes en medios de 
transporte contaminantes simplemente realizando las reuniones utilizando la 
videoconferencia y como la aplicación está diseñada para ser multipunto. Estas 
comunicaciones pueden ser entre distintas sedes. Por otro lado el hecho de 
usar los dispositivos electrónicos de una videoconferencia también genera un 
gasto energético eso no quiere decir que sea contaminante ya que la 
producción energética actual se centra cada día más en una generación con 
fuentes renovables. 
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CAPITULO 7.  ANEXOS Y REFERENCIAS 
 
7.1 ACRONIMOS 
 
TVp2p: Tecnología peer to peer de que permite visionar canales de televisión 
emitidos utilizando redes descentralizadas. Donde los propios usuarios de los 
canales son los que lo transmiten. 
 
FFMPEG:  Es una colección de software libre que puede grabar, convertir y 
hace streaming de audio y vídeo. Incluye libavcodec, una biblioteca de códecs. 
FFmpeg está desarrollado en GNU/Linux, pero puede ser compilado en la 
mayoría de los sistemas operativos, incluyendo Windows. El proyecto comenzó 
por Gerard Lantau, un seudónimo de Fabrice Bellard, y ahora es mantenido por 
Michael Niedermayer. Es destacable que la mayoría de los desarrolladores de 
FFmpeg lo sean también del proyecto MPlayer, más un miembro del proyecto 
Xine y que FFmpeg esté hospedado en el servidor del proyecto MPlayer. 
 
YUV: Define un espacio de color en términos de una componente de 
luminancia y dos componentes de crominancia. Codifica una imagen o vídeo en 
color teniendo en cuenta la percepción humana, permitía el ancho de banda 
reducido para los componentes de crominancia, de ese modo típicamente hace 
que los errores de transmisión o las imperfecciones de compresión se oculten 
más eficientemente a la percepción humana que usando una representación 
RGB "directa". 
 
Las siguientes ecuaciones se usan para calcular Y, U y V a partir de R, G y B: 
Y = 0,299R + 0,587G + 0,114B 
U = 0,492(B − Y) 
 
= − 0,147R − 0,289G + 0,436B 
V = 0,877(R − Y) 
 
= 0,615R − 0,515G − 0,100B 
 
RGB: Del inglés Red, Green, Blue; "rojo, verde, azul".Es un modelo de color 
basado en la síntesis aditiva, con el que es posible representar un color 
mediante la mezcla por adición de los tres colores luz primarios. 
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7.2 RTP 
 
RTP: Real-time Transport Protocol (Protocolo de Transporte de Tiempo real). 
Es un protocolo de nivel de sesión  utilizado para la transmisión de información 
en tiempo real, como por ejemplo audio y vídeo en una video-conferencia. 
Junto a RTP tenemos el protocolo RTCP el cual sería el encargado de la capa 
de control del protocolo. RTP será encapsulado en UDP. 
La estructura de las cabeceras es como se muestra en la figura: 
   0                   1                   2                   3 
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
   |V=2|P|X|  CC   |M|     PT      |       sequence number         | 
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
   |                           timestamp                           | 
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
   |           synchronization source (SSRC) identifier            | 
   +=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+ 
   |            contributing source (CSRC) identifiers             | 
   |                             ....                              | 
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
Fig. 7.1 Estructura de las cabeceras RTP 
 
 
La cabecera está compuesta de los siguientes campos: 
 
 Número de versión de RTP (V - versión number): 2 bits. La versión 
definida por la especificación actual es 2. 
 
 Relleno (P - Padding): 1 bit. Si el bit del relleno está colocado, hay uno o 
más bytes al final del paquete que no es parte de la carga útil. El último 
byte del paquete indica el número de bytes de relleno. El relleno es 
usado por algunos algoritmos de cifrado. 
 
 
 La extensión (X - Extensión): 1 bit. Si el bit de extensión está colocado, 
entonces el encabezado fijo es seguido por una extensión del 
encabezado. Este mecanismo de la extensión posibilita 
implementaciones para añadir información al encabezado RTP. 
 
 Conteo CSRC (CC): 4 bits. El número de identificadores CSRC que 
sigue el encabezado fijo. Si la cuenta CSRC es cero, entonces la fuente 
de sincronización es la fuente de la carga útil. 
 
 
 El marcador (M - Marker): 1 bit. Un bit de marcador definido por el perfil 
particular de media. 
 
 La carga útil Type (PT): 7 bits. Un índice en una tabla del perfiles de 
media que describe el formato de carga útil.  
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 El número de Secuencia: 16 bits. Un único número de paquete que 
identifica la posición de este en la secuencia de paquetes. El número del 
paquete es incrementado en uno para cada paquete enviado. 
 
 Sellado de tiempo: 32 bits. Refleja el instante de muestreo del primer 
byte en la carga útil. Varios paquetes consecutivos pueden tener el 
mismo sellado si son lógicamente generados en el mismo tiempo - por 
ejemplo, si son todo parte del mismo frame de vídeo. 
 
 
 SSRC: 32 bits. Identifica la fuente de sincronización. Si la cuenta CSRC 
es cero, entonces la fuente de carga útil es la fuente de sincronización. 
Si la cuenta CSRC es distinta a cero, entonces el SSRC identifica el 
mixer(mezclador). 
 
 CSRC: 32 bits cada uno. Identifica las fuentes contribuyentes para la 
carga útil. El número de fuentes contribuyentes está indicado por el 
campo de la cuenta CSRC; Allí puede haber más de 16 fuentes 
contribuyentes. Si hay fuentes contribuyentes múltiples, entonces la 
carga útil son los datos mezclados de esas fuentes. 
 
 
 EH: El tamaño de este dato debe ser CC×32 en bits 
Datos: El tamaño de los datos debe ser de X×((EHL+1)×32) donde EHL 
es la longitud de la extensión del la cabecera en unidades de 32 bits. 
 
 
 
