Introduction
System reconfiguration is necessary in cases of new or changed requirements, software updates, and in case of erroneous software. Usually the execution has to be stopped for system reconfiguration, then the new software is loaded into the system and finally, the execution is started again now based on the updated software. Many real-time systems have the additional requirement that the reconfiguration should not interfere with the running real-time application. Real-time applications should not be interrupted during their execution. Dynamic real-time reconfiguration is therefore a particularly challenging problem.
We propose a method for dynamic real-time reconfiguration based on a real-time Java system running on a multithreaded microprocessor or microcontroller. An existing class is dynamically loaded and replaced by a new version without missing any deadlines.
The hardware basis is a multithreaded processor core that allows to schedule instructions such that one or more realtime threads are isolated from additional helper threads, i. e. the helper thread execution must not influence the execution time of the real-time threads. The basic idea is to load the new class file concurrently to the reconfigurable realtime application. Loading, optimizing and initializing the new class is done as a helper thread in a thread slot separate to the application thread(s).
After the full preparation of the new class, the reconfigurable real-time application switches from the old to the new class at the end of a real-time event handling. The reconfigurable real-time application is enhanced by a method that checks if a new version is available and performs the switching. This overhead must be added to the worst-case execution time (WCET) of the reconfigurable real-time application. The overhead in our implementation concerns 246 additional clock cycles.
We demonstrate our method within our real-time Java system -the KOMODO 1 Java Machine (KJM) -that is based on a multithreaded Java microcontroller -the KOMODO microcontroller [10] . The microcontroller directly handles Java class files by including an execution stage that processes Java bytecodes. An important technique applied in the KOMODO system is multithreading. It enables the system to handle several real-time programs at the same time. The hardware scheduler of the KOMODO microcontroller guarantees the isolation of the threads by the processorinternal guaranteed percentage scheduling scheme.
The next section introduces the KOMODO system, which is the base system for our reconfiguration. Our approach is described in detail in section 3 by first introducing the class loader and second its usage for reconfiguration. The dynamic reconfiguration is evaluated in section 4. Section 5 presents related work considering reconfiguration of embedded systems. Section 6 concludes this paper.
The KOMODO System

The KOMODO Microcontroller Architecture
The objective of the KOMODO project is to design a multithreaded Java microcontroller and to develop a real-time system for it. We started the project with a software simulator of the processor. The second step was the implementation on a FPGA 2 . 
Figure 1. Hardware scheme of the KOMODO microcontroller
The microcontroller has a four-stage pipeline and can handle four threads. Figure 1 shows its hardware scheme. On the top there is the instruction fetch unit that includes program counters (PC) for the four different threads. The second stage is the instruction decode unit; it contains four instruction windows and communicates with the microcode ROM. The thread to be executed is selected in each cycle by the priority manager. The third stage is the operand fetch unit. The fourth stage consists of three parts. Depending on the instruction type the memory is accessed, or the instruction is executed in the ALU, or the I/O unit is accessed. Most operations access the stack, which has to be available separately for each thread.
The complexity of the bytecodes varies heavily. Most of the bytecodes are simple; they are executed directly by one opcode in the ALU in one clock cycle, e. g. the bytecode for adding two values. More complex bytecodes are executed by microcodes consisting of up to 50 opcodes, e. g. a return from a method. The most complex bytecodes are executed as trap routines. They need some hundred up to sev-2 field programmable grid array eral thousand clock cycles for execution. An example is a virtual method call.
The Scheduler
The main reason for the use of multithreading is not the utilization of latencies arising by certain instructions, but the possibility to guarantee real-time deadlines for multiple programs or program parts. For that each real-time program or partial program is executed in a separate thread slot. The priority manager is responsible for the distribution of the processing time to the threads. Several scheduling schemes are implemented in the priority manager. The most important scheme is the GP (guaranteed percentage) scheduling scheme [4] , which has been specifically developed for the KOMODO system. In this scheme each thread is assigned a percentage of the processing time. In each scheduling interval of 100 clock cycles the scheme guarantees that each thread executes its assigned percentage in processor cycles.
Helper Threads in the KOMODO System
For system programming we extended the helper thread concept [12] to the operating system level. Helper threads perform operating system tasks in another thread slot concurrent to the application. On the KOMODO microcontroller as a Java system we use helper threads for three different kinds of operating system tasks: First, interrupts are handled with dedicated threads. This is contrary to conventional microcontrollers, which use interrupt service routines (ISRs) for event handling. These ISRs interrupt the application program execution. Longer interruptions may be critical for real-time systems. The second application is the garbage collection. The KOMODO garbage collector [7] runs in a separate thread slot and gives the space allocated by unreferenced objects back to free memory. The third application is the class loader that is the object of this paper.
In case of a new thread (thread class constructor) the next free thread slot is assigned. It is the application programmer's responsibility to assign only as many threads as thread slots are available. The thread management does not distinguish between Java threads and helper threads.
Class Structure on the Real-Time KJM
A class file is the main structure in the programming language Java. It contains all information for the execution of a Java program. Before the class loader for dynamic reconfiguration can be introduced the specific class structure of the KJM must be understood.
On the KOMODO system all Java classes are loaded prior to the start of the application to enable real-time (in contrast to J2SE). A unique class table references all classes.
The methods of each class are referenced by a method table, which is available for each class. For instance and static fields, there are corresponding lists.
The search for a class in the class table on each method invocation would violate the real-time requirements. So for fulfilling hard real-time these searches have to be eliminated. For that we introduced the optimization techniques resolving and the quick variants, both known from Sun's picoJava-II project [11] . All references point to the constant pool, which is a class-wide storage for all constants including strings. Resolving replaces the entries of the constant pool pointing to the strings by indices to the position of the method in the method table. So the search for the method is not needed any more. The quick variants go one step further. They replace the bytecode by the quick variant of the bytecode containing all needed indices. A third optimization technique is introduced, which is called m quick. In this variant, three often-used bytecodes are implemented in microcode instead of trap routines. This avoids the overhead of the trap calls and returns.
The disadvantage of these optimizations is, that they destroy the dynamics of Java. All references are static and they cannot be changed any more. The advantage is the much better worst-case execution time. For example the bytecode invokevirtual used for virtual method calls needs only 65 clock cycles for the execution as a quick variant (invokevirtual_quick). For the non-optimized variant and the resolved variant, no worst-case execution times can be given, because the time for execution depends on the position of the searched class in the class table, which may be in general arbitrarily large. Only if the class table is limited, e. g. in our case to 136 classes, we are able to give worst-case execution times. In this case the worst-case execution time is 4 583 clock cycles for the standard variant and 557 clock cycles for the resolved variant. A more detailed analysis of the worst-case execution times in the Komodo system can be found in [1] .
Reconfiguration by the KOMODO Class Loader
The Class Loader
The KOMODO system comprises two different shapes of the class loader. An external class loader runs on the simulator and helps to create a memory image that can be loaded onto the prototype board for execution. The internal class loader is executed directly on the KOMODO system. Because the class loader is a Java class itself, an external class loader is needed to load it into the memory. The internal class loader has two tasks: it loads newly needed Java classes and it is able to replace an existing Java class by a new one. In the following we refer to the internal class loader, because it is the one that enables dynamic reconfiguration. The internal class loader is executed in a separate thread slot as a helper thread.
The lost dynamics caused by the introduction of the optimized techniques is returned by the dynamic class loader, which gives the possibility to replace already loaded classes.
Loading a New Class on the KOMODO System
The class loading process of the internal class loader consists of ten steps. These are These steps mostly comply with the steps needed for the class loading process of standard Java. The differences are the point of time where the parent class is loaded, and the missing processing of the interfaces and attributes in the KOMODO system.
For the management of the fields and methods there are dedicated tables. They do not only contain the methods and attributes declared in the actual class, but also the ones inherited by the parent class, its parent class etc. This results in an overhead in the table structures, because inherited elements are referenced by several tables. But this is the only way to guarantee a constant access time to an element. Otherwise the generations of all ancestral classes would have to be searched for the element and a limitation of the number of generations would be required to guarantee a constant worst-case execution time.
The inheritance works as follows: first, the corresponding table of the parent class is adopted. Then the references to overwritten methods are replaced and newly declared methods are added to the table end. Fields cannot be overwritten, so their handling is easier.
Replacing an Existing Class on the KOMODO System
The replacement of an existing class is performed in the same way as the loading of a new class. It is not necessary that all object instances of a class must be deleted before an exchange. But for allowing the presence of instances a special treatment of the new class is needed. The fields (instance variables) of an object are arranged within the instance object in a certain order. This order may not be changed in the replaced class; otherwise the access to the fields would contain an erroneous reference. The method tables require the same; otherwise the references generated by the optimizing techniques would point to wrong methods. New fields are fields that do not exist in the old class, but are declared in the new class. They have to be appended to the table end. For the class exchange the procedures for the class loading can be used. They have to be adapted in some parts.
Switching to the New Class
After having done the dynamic loading, the class loader switches to an active wait state. The replacement of the class has to be initiated by the application thread itself. It has to call the method replaceByNewVersion(), which is contained in the class ReconfigurableObject. Every class that ought to be reconfigurable must be a descendant of this class. The method for reconfiguration is part of the application and should be called in a moment, when real-time event handling is completed.
In the replace method the class table entries of the old and the new classes are exchanged. The entries of the new class are at the end of the class table. They are exchanged with the entries of the old class, which are placed within the class table. The old entries cannot be overwritten. They have to be exchanged with the new fields, because they are needed for the deletion of the tables used by the old class. After the replacement, all references to the class structures point to the new class.
When the exchange is finished, the class loader, which is still in the active waiting position, continues its work. The finishing job is the deletion of all elements of the old class. Before methods can be deleted, the class loader has to check if the new class, ancestral classes, or son classes do not use them any more. After the deletion the class loader has finished one class exchange cycle. It can go on by exchanging the next class.
The synchronization between the class loader and the application thread can be implemented in two ways. The way stated above is the active waiting that wastes processor resources in the waiting loop. The alternative is synchronization with the methods wait() and notify(). In this implementation the class loader threads suspends and waits until it is woken up again. The application thread wakes up the class loader after a successful replacement. During the wait state, other threads can utilize the unused clock cycles. The disadvantage is the number of instructions needed for the synchronization. As we will see in the evaluations, it lengthens the process of the class exchange significantly.
Usage of the Class Loader
A real-time application program may look as follows:
Application application = new Application(); while(true) { hwSuspend(threadBit); application.execute(); application.replaceByNewVersion(); } First, the application object is created. Then an endless loop is started. The thread performs a suspend and waits for the next event. This event wakes up the thread, which continues its work. The event is handled in the execute() method. Afterwards the replace method is called. If a new version of the class Application is available, it will be replaced by exchanging it with the new version. Otherwise the program continues without any action. Finally the loop is finished and the execution is suspended again.
Restrictions
The KOMODO class loader is not designed for large systems or large numbers of classes. The applications are small scale embedded systems not needing hundreds of classes.
A limitation arises if classes are mutually dependent. Because the class loader is only able to load one class at once mutual dependencies are not supported. If two classes should be reconfigured that refer to each other in the new version, then it's the programmer's job to make the reconfiguration possible. He has to modify one class so that it does not contain a reference to the second one. Then this class can be reconfigured. Second, the other class can now be reloaded and at last the final version of the first class containing the reference to the second class.
The structure of derived classes is not supported by the class loader, i. e. if a class is reconfigured and obtains new fields or methods, these fields or methods are not added to derived classes.
Discussion
The presented class loader is executable on the KOMODO system only. It is geared to be executed on a Java platform.
By some changes it can be adapted to other Java systems. For that the KOMODO specific parts have to be replaced.
The underlying principle of the class loader is independent of Java; it can be used by any other multithreaded system. But for that some changes in the program structure are required. The KJM class loader benefits from the organization of the program structures in class and method tables. Each method call has a reference to the method table, which points to the methods. Thus a class exchange becomes easier because only one reference has to be changed and not all method calls that may be distributed all over the program code. For carrying the class loader functionality to other languages, a method table has to be introduced. All method invocations have to point to this table, which points to the code of the methods. Along this way fast and countable exchange times for methods are possible.
Evaluations
For a real-time system, it is important, that the reconfiguration has a predictable execution time. For that, the execution time for the replacement is analyzed by counting the needed clock cycles for execution, and the execution time is measured by counting the clock cycles in an example application.
WCET Analysis
The class loading process is executed as a separate thread slot. It does not interfere with the execution of the application thread. Nevertheless the method for the replacement of the class has to be called by the application thread. It needs 125 bytecodes for its execution. These bytecodes partially consist of complex instructions, which have to be executed with the aid of trap routines. So the number of needed clock cycles is much higher. Table 1 shows the needed clock cycles for the class exchange. In the rows there are the different optimization tech-
and the application. The first column is the synchronization using the Java methods wait() and notify(). The second column stands for the active waiting of the class loader.
The values in the first column were determined by counting the clock cycles for the exchange of one example class. Thus they are average values but no worst-case execution times. The values in the second column were determined by a worst-case execution time analysis. One of the 125 bytecodes has a variable execution time; the remaining bytecodes need 181 clock cycles for execution. In the first two variants the number of needed clock cycles varies depending on three variables: the position of the corresponding class in the class table, the position of the corresponding method in the method table and the number of local variables in the method. These variables have to be set to maximum values. Only with a limitation a worst-case execution time analysis is possible. The resulted values in the table are accomplished in that way.
As can be seen, the worst-case execution times of the second column are lower than the measured values of the first row. So the method of active waiting is the better choice for a hard real-time system. Assuming a clock frequency of 300 MHz, the time for a class exchange of the optimized techniques is lower than 1 µs.
Measurements
First, the execution time of the class loader is examined. For this the loading time for a specific class is measured. We took the main class of the Dhrystone for Java benchmark [9] that we adapted onto the KOMODO system. We removed the parts containing multidimensional arrays, which are not supported by the KOMODO system.
In figure 2 the execution times for the different optimization techniques are depicted. We varied the percentage of the class loader thread. The non-optimized version needs most time for execution. As we would expect, the execution time lowers when the percentage rises. The optimized variants are much faster. They have to produce the optimized variants for the class to be loaded, but they take advantage of the optimizations by a faster execution. There are no big differences between these variants. The fastest execution time is still more than 13 million clock cycles. But assuming a clock frequency of only 10 MHz, the execution time is less than 2 seconds. This time for the loading process does not seem to be so long any more. Here we have to point out again that the class loader itself has no need to fulfill real-time requirements. In the second test series we wanted to determine the average waiting time for reconfiguration. These times are shown in figure 3 . For this, a new class was loaded and the time was measured, that elapses from the finish of the class loading to the finish of the replacement. As application thread we used again the main class of the Dhrystone benchmark. time for the benchmark is 6 785 clock cycles. As we would expect, the waiting time with a percentage of 80 % is about the half value of the execution time.
Previously we showed the analyzed values for the additional clock cycles needed when a class is exchanged. We want to check these values in the third test series.
As benchmark we used a PID controller that handles regular external events. PID stands for proportional, integral and differential; this is the function of the controller. It starts with an initial value and is supplied with a new value in each period. With these two values it calculates the new proportional, integral and differential values. After each calculation it suspends the execution. It is woken up at the beginning of the next period. We used the simulator to count the number of clock cycles needed for the execution of the benchmark. The execution consists of two parts: the benchmark itself and the additional code for the reconfiguration. The measured clock cycles are shown in figure 4 . 
Related Work
Reconfiguration can take place in different levels. The reconfiguration proposed in this paper is based on the KO-MODO system and works on the JVM level, which corresponds to the operating system level.
Reconfigurable hardware is able to change the functionality of hardware assuming that a problem can be solved faster on specifically targeted hardware systems than on general-purpose processors. The hardware reconfiguration either concerns only parts of the chip or the whole chip. A partly reconfiguration for example could adapt functional units in the execution stage to make actual calculations faster. Typically the reconfiguration is done during run-time of the application but not capable of guaranteeing real-time requirements. The time for a complete reconfiguration dropped from the size of microseconds to the size of nanoseconds [5, 6] . Dynamic hardware reconfiguration is an active research field.
An approach for dynamic reconfiguration has been developed for the middleware CORBA. It is executed as a service. This reconfiguration tool is very coarse grained; the costs for a reconfiguration are in the size of seconds (0.5 to 1.8 s) [2] . This granularity is much coarser than the granularity intended by the KOMODO class loader.
For the middleware OSA+ [3] that has been ported to the KOMODO system, a possibility for reconfiguration is under development. For that the KOMODO class loader can be called by the middleware to load a new class version. In this way the middleware can replace its services by new versions.
There exist lots of solutions for real-time Java. Most of them offer dynamic loading, which is one of the important features of Java. But they do not offer a possibility for dynamically reloading classes. Liang and Bracha [8] describe the Java class loader in a detailed way and go into using it for reloading classes. They present the occurring problems and hence assume an ideal system with many limitations. The KOMODO class loader faces these limitations and reduces them.
Conclusions
In this paper we presented a class loader for a Java microcontroller. It is not only able to load new classes onto the system, but it also can replace loaded classes by new versions. In a worst-case analysis we have shown that a worst-case execution time can be given. This was checked by measurements. The class loader together with a small code for replacement in the application offers the possibility to dynamically reconfigure a real-time system by exchanging classes successively. This exchange can be done without interrupting the execution of the application threads.
