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Abstract
Tree-child networks are a recently-described class of directed acyclic
graphs that have risen to prominence in phylogenetics (the study of evo-
lutionary trees and networks). Although these networks have a number of
attractive mathematical properties, many combinatorial questions concern-
ing them remain intractable. In this paper, we show that endowing these
networks with a biologically relevant ranking structure yields mathemati-
cally tractable objects, which we term ranked tree-child networks (RTCNs).
We explain how to derive exact and explicit combinatorial results concern-
ing the enumeration and generation of these networks. We also explore
probabilistic questions concerning the properties of RTCNs when they are
sampled uniformly at random. These questions include the lengths of ran-
dom walks between the root and leaves (both from the root to the leaves
and from a leaf to the root); the distribution of the number of cherries in the
network; and sampling RTCNs conditional on displaying a given tree. We
also formulate a conjecture regarding the scaling limit of the process that
counts the number of lineages in the ancestry of a leaf. The main idea in this
paper, namely using ranking as a way to achieve combinatorial tractability,
may also extend to other classes of networks.
1 Introduction
Tree-child networks are a class of directed acyclic graphs (DAGs) introduced by [4]
as a way to model reticulated phylogenies (that is, phylogenies that take into ac-
count the possibility of hybridization or horizontal gene transfer). In addition
to being biologically relevant, tree-child networks are mathematically interesting
combinatorial structures and have thus gained attention recently to become one
of the most studied classes of phylogenetic networks. Although they are simpler
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and more structured than arbitrary phylogenetic networks, they are nevertheless
notoriously hard to study. For instance, their enumeration is still an open prob-
lem [8, 12] and there is no known algorithm to sample them uniformly (although
recursive procedures to enumerate them have recently been introduced [3, 5], as
well as asymptotic methods [9]). As a result, relatively little is known about the
properties of “typical” tree-child networks.
In this paper, we introduce a new class of phylogenetic networks that we term
ranked tree-child networks, or RTCNs for short. These networks correspond to
a subclass of tree-child networks that are endowed with an additional structure
ensuring that they could have resulted from a time-embedded evolutionary process,
something that is not required of tree-child networks.
Besides being arguably more biologically relevant than tree-child networks, one of
the main advantages of RTCNs is that they are much easier to study. For instance,
we show that there exist explicit formulas for the number of leaf-labeled RTCNs, as
well as simple procedures to sample them uniformly at random (or even uniformly
at random subject to some natural constraints such as containing a fixed number
of reticulations, or displaying a given tree). These features make it possible to
gain some insight into the structure of uniform RTCNs.
The structure of this paper is as follows. We begin by describing the class of of tree-
child networks, and then define the new class of RTCNs. We then collect together
statements of the main results of this paper. In Section 2, we use forward-in-time
and backward-in-time constructions of RTCNs to derive exact results for their
enumeration and generation. In Section 3, we describe the probability distribution
for the number of “cherries” and “tridents” in a RTCN that has been sampled
uniformly at random. Section 5 provides an analysis of the lengths of random
walks in a uniform RTCN, both from the root to a leaf, and from a leaf to the
root. Finally, in Section 6 we investigate the number of lineages in the ancestry of
a leaf. We characterize the Markov chain that counts these lineages as we move
away from the leaf, and conjecture that when appropriately rescaled it converges,
as the number of leaves of the RTCN goes to infinity, to a smooth function with a
random shape parameter.
1.1 Preliminaries
Let us start by recalling the definition of tree-child networks and introducing some
vocabulary.
Definition 1.1. A binary phylogenetic network is a connected directed acyclic
graph which has a single vertex of in-degree 0, and out-degree 2 (the root) and
where each vertex has either:
• in-degree 1 and out-degree 0 (the leaves)
• in-degree 1 and out-degree 2 (the tree vertices)
• in-degree 2 and out-degree 1 (the reticulation vertices.) 
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If V is the vertex set of a binary phylogenetic network, we write ∂V for the set
of its leaves. The vertices that are not leaves are called internal vertices and we
denote their set by V˚ .
We refer to the elements of the set Γin(v) = {u : u→ v} as the parents of v and to
that of the set Γout(v) = {u : v → u} as the children of v.
Finally, an edge ~uv is called a reticulation edge if v is a reticulation vertex and a
tree edge if v is a tree vertex or a leaf.
Definition 1.2. A tree-child network is a binary phylogenetic network such that
every internal vertex has at least one child that is a tree vertex or a leaf. 
Note that there are other simple characterizations of tree-child networks. For
example, Lemma 2 in [4] gives the following alternative definition: a binary phy-
logenetic network is tree-child if and only if for every vertex v there exists a leaf
such that every path going from the root to that leaf goes through v.
1.2 Ranked tree-child networks
First, note that every DAG – and thus every tree-child network – is endowed with
a partial order, which we refer to as the genealogical order, defined by
u v ⇐⇒ there exists a directed path from u to v.
Let us now introduce the notion of events of a tree-child network.
Definition 1.3. Let N be a tree-child network. Define a relation R on the set V˚
of internal vertices of N by:
uR v ⇐⇒ u = v or u and v are linked by a reticulation edge or share a child .
It is easy to see that, for tree-child networks, R is an equivalence relation on V˚
(note that this is not the case for general networks). We call the equivalence classes
of R the events of N . Moreover, writing u¯ for the equivalence class of a vertex u,
• either u¯ = {u}, in which case u¯ is called a branching event;
• or u¯ = {u, v, w}, and u¯ is called a reticulation event. 
Definition 1.4. A ranked tree-child network is an ordered pair (N,≺) where
• N is a tree-child network.
• The chronological order ≺ is a strict total order on the set of events of N that
is compatible with the genealogical order; in other words, for every internal
vertices u and v,
u v =⇒ u¯ ≺ v¯ or u¯ = v¯. 
Note that in the case where N is a tree, Definition 1.4 agrees with the classical
notion of ranked tree (see e.g. [11]). Indeed, in that case every internal vertex is
its own equivalence class and thus the chronological order can be seen as a total
strict order on V˚ .
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The idea behind the notion of ranking is that the internal vertices of a phylogeny
can be associated to evolutionary events. Under the assumption that these events
are instantaneous and that no two events can happen at the same time, ranking a
phylogeny is a straightforward way to endow it with the information of the order in
which these events occurred, without having to specify the actual times at which
they did.
Figure 1: Graphical representation of a RTCN. Each “⊥” corresponds to a tree
vertex (or the root), each “>” to a reticulation vertex, and the tip of each dangling
vertical line to a leaf. The vertical lines represent tree edges, and the horizontal
ones events. Note that a ≺ b if and only if the horizontal line representing b is
below that of a.
The notion of ranking raises two questions:
1. Can all tree-child networks be ranked?
2. How many rankings are there for a given tree-child network?
It is not hard to see that the answer to the first question is no. In fact, we will
prove in the next section that almost no tree-child network can be ranked. While
this rules out the possibility of using RTCNs to gain insight into the structure of
tree-child networks, this does not make RTCNs irrelevant, because the tree-child
networks that we expect to see in nature should typically be rankable 1. Thus, from
a biological point of view, RTCNs might actually be more relevant than tree-child
networks.
Regarding the second question, Knuth proved in [10] that the number of ways to
rank a tree is
2κ−s (`− 1)!∏
v∈V˚ (λ(v)− 1)
,
where ` is the number of leaves of the tree, κ the number of cherries, s the number
of symmetric vertices and λ(v) the number of leaves subtended by v – that is,
λ(v) = #{u ∈ ∂V : v  u}. See e.g. Section 1.2.2 of [11]. However, the proof of
this results relies on the recursive structure of trees, which tree-child networks lack.
Thus, counting the number of ways to rank a given tree-child network remains an
open question.
1 This is not necessarily the case if some extinct lineages are not observed; but in that case
we can always assume that there exists an underlying ranked tree-child network.
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1.3 Relation to other types of phylogenetic networks
Let us start by recalling the definition of temporal networks.
Definition 1.5. A binary phylogenetic network N = (V, ~E) is temporal if there
exists a (time-stamp) function t : V → R that satisfies the following two properties:
(i) If ~uv is a reticulation edge then t(u) = t(v).
(ii) If ~uv is a tree edge then t(u) < t(v). 
The underlying tree-child network of a RTCN is always a temporal network, be-
cause to get a valid time-stamp function t one can assign to every internal vertex
the rank of the corresponding event (that is, t(u) = k where u¯ is the k-th event,
and t(ρ) = 0 for the root). Conversely, every temporal tree-child network can be
ranked, because one can tweak the time-stamps to make sure that all reticulation
vertices have different time-stamps, and then set
u¯ = v¯ ⇐⇒ t(u) = t(v) and u¯ ≺ v¯ ⇐⇒ t(u) < t(v)
to get a valid partition into events and a valid ranking. This gives us the following
proposition.
Proposition 1.6. A tree-child network is temporal if and only if it is the under-
lying network of a RTCN.
Although temporal tree-child networks and RTCNs are closely related, the two
should not be mistaken: a RTCN contains more information than the correspond-
ing temporal tree-child network, and a slightly different information than this
network together with its time-stamp function (note that there is no requirement
that the time-stamps of vertices that belong to different events be distinct in Defi-
nition 1.5). RTCNs should be thought of as being to temporal tree-child networks
what ranked trees are to trees.
Let us now recall the notion of normal network, as introduced by [18].
Definition 1.7. An edge ~uv is said to be redundant (or a shortcut) if there exists
a directed path from u to v that does not contain ~uv. A normal network is a
tree-child network that has no redundant edges. 
It is well-known and not too hard to see that every temporal tree-child network is a
normal network (see e.g. Proposition 10.12 in [15]). As a result, rankable tree-child
networks are normal networks, in the sense that if (N,≺) is a RTCN then N is a
normal network. Since by Theorem 1.4 in [12] the fraction of tree-child networks
(leaf-labeled or vertex-labeled alike) that are also normal networks goes to zero as
their number of vertices goes to infinity, this proves the next proposition.
Proposition 1.8. The proportion of tree-child networks with ` labeled leaves that
are rankable and the proportion tree-child networks with n labeled vertices that are
rankable both go to 0 as ` and n go to infinity.
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1.4 Main results
All the results presented in this paper concern leaf-labeled RTCNs. Note that
the number of reticulations of a RTCN with ` leaves and b branchings is r =
`− b− 1.
In Section 2, we give two constructions of RTCNs: one in backward time and
one in forward time. Each of these constructions yields a proof of the following
result.
Theorem 2.3. The number of ranked tree-child networks with ` labeled leaves and
b branchings is
C`,b =
[
`− 1
b
]
T` ,
where T` = `! (` − 1)!/ 2`−1 is the number of ranked trees with ` labeled leaves
and
[
`−1
b
]
is the number of permutations of {1, . . . , `− 1} with b cycles (these
quantities are known as the unsigned Stirling numbers of the first kind).
The backward-time and forward-time constructions also provide simple procedures
to sample leaf-labeled RTCNs, be it:
• uniformly at random;
• uniformly at random conditional on their total number of reticulations;
• uniformly at random conditional on which events are reticulations.
The rest of our study focuses on the properties of uniform leaf-labeled RTCNs.
One of their interesting characteristics is their intimate relation to uniform leaf-
labeled ranked trees. This is detailed in Section 3, where we also explain how to
sample a uniform RTCN conditional on displaying a given tree.
Two of the most basic statistics of binary phylogenetic networks are their numbers
of “cherries” and of “tridents” (we will define these precisely later, but briefly, a
cherry is a vertex having two leaves as children; a trident is a reticulation event with
three leaves as children). While almost nothing is known about the distribution
of these two quantities in uniform tree-child networks, they prove very tractable
in uniform RTCNs. Explicit expressions for their mean and variance are given in
Section 4, where we also establish the following theorem.
Theorem 4.2. Let κ` be the number of cherries of a uniform RTCN with ` labeled
leaves and χ` be its number of tridents. Then, as `→∞,
(i) κ` d−→ Poisson
(
1
4
)
.
(ii) χ` / ` P−−→ 17 .
Sections 5 and 6 contain our most informative results about the structure of uni-
form RTCNs: in Section 5 we study the length of some typical paths joining the
root to the leaf set of uniform RTCNs and prove the following theorem.
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Theorem 5.2. Let ν be a uniform RTCN with ` labeled leaves and let
• γ↓ be the path taken by a random walk going from the root of ν to its leaves,
respecting the direction of the edges.
• γ↑ be the path taken by a random walk going from a uniformly chosen leaf of
ν to its root, following the edges in reverse direction.
Then, letting length( · ) denote the length of these paths, not counting reticulation
edges, there exist two constants c↓ and c↑ such that, as `→∞,
(i) length(γ↓) ≈ Poisson(2 log `+ c↓)
(ii) length(γ↑) ≈ Poisson(3 log `+ c↑)
in the sense that the total variation distance between these distributions goes to 0.
Remark 1.9. The proof of Theorem 5.2 can be adapted to the Yule model, which
corresponds to uniform ranked trees. In that case, length(γ↓) ≈ Poisson(log `+ a)
and length(γ↑) ≈ Poisson(2 log `+ b), for suitable constants a, b. 
Finally, in Section 6 we study the number of lineages in the ancestry of a leaf, i.e.
in the subgraph consisting of all paths joining this leaf to the root, as illustrated
in Figure 2. Starting from the leaves and going towards the root, one event of the
RTCN after the other, this number of lineages will on average start by increasing
but will eventually decrease as we get nearer the root and the total number of
lineages of the RTCN itself decreases.
1
1
1
2
2
2
2
Figure 2: In red, the ancestry of a leaf and
on the right the process counting the num-
ber of lineages in this ancestry.
Let X(`) = (X(`)k , 0 6 k 6 ` − 2) denote the process counting these lineages.
What can we say about the behavior of X(`) as ` goes to infinity? As it turns
out, X(`)k remains quite small as long as k = bx`c with 0 < x < 1. However,
when we reach the regime k = b`− x√`c, X(`)k starts to increase substantially,
until a point where it will decrease suddenly. Moreover, even though the properly
rescaled trajectories of X(`) seem to become smooth as ` → ∞, they do not
become deterministic. In fact, simulations presented in Section 6.2 suggest that
they behave as a deterministic process with a random initial condition.
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Another natural way to study the asymptotics of X(`), instead of restricting our-
selves to an appropriate time-window, is to consider the embedded process X˜(`),
that is, to ignore the steps in which X(`) does not change. As illustrated in Fig-
ure 3, simulations suggest that the scaling limit of X˜(`) is a remarkably regular
deterministic process with a random shape parameter.
Figure 3: 500 superimposed trajectories of the process X˜(`), rescaled so that their domain is
[0, 1] and that the total area under each curve is equal to 1.
We were not able to complete the proof of the convergence of theses rescaled
processes, so our discussion relies in part on simulations and heuristics. Below are
some of our results and our main conjecture.
Proposition 6.5. For all ` > 2 and k such that 0 6 k 6 `− 2,
`
`− k + 1
(
1− 2k(`− k)(`− k − 1)
)
6 E
(
X
(`)
k
)
6 `
`− k .
As a result, for M > 2 and all ` large enough, for all ε > 0,
(1− ε) 1
M
(
1− 2
M2
)
6 E
(
1√
`
X
(`)
b`−M√`c
)
6 1
M
,
so that the sequence of random variables 1√
`
X
(`)
b`−M√`c is tight and bounded away
from 0 in L1.
Conjecture 6.6. There exists a random variable WM > 0 such that
1√
`
X
(`)
b`−M√`c
d−−−→
`→∞
WM .
Proposition 6.7. If Conjecture 6.6 holds, then for all ε such that 0 < ε < 1, as
`→∞,(
1
M
√
`
X
(`)
b`−M√`(1−t)c, t ∈ [0, 1− ε]
)
=⇒
(
y(t, CM), t ∈ [0, 1− ε]
)
where =⇒ denotes convergence in distribution in the Skorokhod space,
y(t, CM) =
1− t
CM · (1− t)2 + 1
and CM = M/WM − 1.
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2 Counting and generating RTCNs
2.1 Backward-time construction of RTCNs
Let us start by recalling that there is a simple way to label the internal vertices of
any leaf-labeled tree-child network (or any leaf-labeled DAG), namely by labeling
each internal vertex with the set of labels of its children.
Definition 2.1. Given a tree-child network with leaf set ∂V = {1, . . . , `}, the
associated canonical labeling is the function ξ such that
(i) ∀v ∈ ∂V , ξ(v) = v.
(ii) ∀v ∈ V˚ , ξ(v) = {ξ(u) : v → u}. 
While the canonical labeling of a tree-child network encodes it unambiguously (the
whole network can be recovered from the label of the root), this is not the case for
RTCNs because the information about the order of the events is missing. One way
to retain this information is to encode RTCNs using the process (Pk, 1 6 k 6 `)
defined as follows.
First, given a set P = {ξ1, . . . , ξm} of labels of vertices of (N,≺), define the two
operations:
• coal(P, {ξi, ξj}) =
(
P \ {ξi, ξj}
)
∪
{
{ξi, ξj}
}
• ret(P, ξi, {ξj, ξk}) =
(
P \ {ξi, ξj, ξk}
)
∪
{
{{ξi}, ξj}, {{ξi}, ξk}
}
Now, let U1 ≺ · · · ≺ U`−1 denote the events of (N,≺). Then, starting from
P1 = {1, . . . , `} and going backwards in time, for k = 1 to `− 1:
• If U`−k is the coalescence of v and w, i.e. if there exists u such that U`−k = {u}
and Γout(u) = {v, w}, then let Pk+1 = coal(Pk, {ξ(v), ξ(w)}).
• If U`−k is the reticulation of u and v with the hybrid h, i.e. if U`−k = {u′, h′, v′}
with Γout(u′) = {u, h′}, Γout(v′) = {v, h′} and Γout(h′) = {h}, then let
Pk+1 = ret(Pk, ξ(h), {ξ(u), ξ(v)}).
The result of procedure is illustrated in Figure 4. Note that the RTCN that
produced a process (Pk, 1 6 k 6 `) can unambiguously be recovered from that
process.
In order to count RTCNs based on their number of reticulations (or, equivalently,
branchings, since both are linked by r+b = `−1), we need to introduce the notion
of profile of a RTCN.
Definition 2.2. Let ν be a RTCN and let U1 ≺ · · · ≺ U`−1 denote its events. The
profile of ν is the vector q = (q1, . . . , q`−1) defined by
qk =
{
1, if Uk is a branching;
0, otherwise .

We are now in position to prove our main result concerning the enumeration of
RTCNs.
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Figure 4: A RTCN with its canonical labeling and the associated process (Pk, 1 6 k 6 `).
Theorem 2.3. The number of RTCNs with profile q is
F (q) =
`−1∏
k=1
(
qk + (k − 1)(1− qk)
)
T` ,
where T` = `! (`−1)! /2`−1. As a result, the number of RTCNs with ` labeled leaves
and b branchings is
C`,b =
[
`− 1
b
]
T` ,
where the bracket denotes the unsigned Stirling numbers of the first kind.
Proof. Let us count the processes (Pk, 1 6 k 6 `) with profile q. When going
from k + 1 to k lineages, i.e. when considering event Uk, there are:
•
(
k+1
2
)
possible coalescence events;
• (k − 1)
(
k+1
2
)
possible reticulation events.
Therefore,
F (q) =
`−1∏
k=1
((
k+1
2
)
qk + (k − 1)
(
k+1
2
)
(1− qk)
)
.
Factoring out the binomial coefficients, we get the first part of the theorem. Then,
summing over all profiles with b branchings,
C`,b =
∑
|q|=b
`−1∏
k=1
(
qk + (k − 1)(1− qk)
)× T` .
The first factor can be seen to be the coefficient of degree b of the polynomial
P (X) = (X+0)(X+1) · · · (X+ `−2). Since by definition of the unsigned Stirling
numbers of the first kind,
P (X) =
`−1∑
b=0
[
`− 1
b
]
Xb ,
this concludes the proof.
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Theorem 2.3 and its proof lead to several further results, which we now list.
Corollary 2.4. For ` > 2, the number C` of RTCNs with ` labeled leaves is
C` =
`! (`− 1)! 2
2`−1 .
Proofs. This follows from the expression for C`,b in Theorem 2.3 upon applying
the identity ∑`−1b=0 [`−1b ] = (`− 1)!
Corollary 2.5. The following procedure yields a uniform RTCN with profile q.
Starting from ` labeled lineages, for k = `− 1 down to 1:
• If qk = 1: let two lineages coalesce, uniformly at random
among all
(
k+1
2
)
possibilities.
• If qk = 0: let three lineages reticulate, uniformly at random
among all (k − 1)
(
k+1
2
)
possibilities.
Proposition 2.6. Starting from ` labeled lineages, let pairs of lineages and triplets
of lineages reticulate, choosing what to do uniformly among all possibilities at each
step and stopping when there is only one lineage left. Then, the resulting RTCN
has the uniform distribution on the set of RTCNs with ` labeled leaves.
Proofs. Proposition 2.6 follows by noting that the realization of the procedure
correspond to those of the process (Pk, 1 6 k 6 `), which uniquely encodes every
leaf-labeled RTCN.
Finally, let us point out the following fact about the profile and the number of
branchings of uniform RTCNs.
Corollary 2.7. Let q be the profile of a uniform RTCN with ` labeled leaves.
Then,
q ∼ (X1, . . . , X`−1) ,
where (X1, . . . , X`−1) are independent Bernoulli variables such that
P(Xk = 1) =
1
k
.
As a result, the number B` of branchings of a uniform RTCN with ` leaves, which
is distributed as the number of cycles of a uniform permutation of {1, . . . , `− 1},
satisfies
(i) E(B`) = H`−1, where H`−1 =
∑`−1
k=1 1/k is the (`− 1)-th harmonic number.
(ii) As `→∞, dTV
(
B`, Poisson(H`−1)
)
→ 0. In particular, B`−log `√
log `
d−→ N (0, 1).
Proof. The first part of the proposition follows from the fact that the steps of the
algorithm described in Proposition 2.6 are independent and that, when going from
k+ 1 to k lineages there are (k− 1)
(
k+1
2
)
possible reticulations and
(
k+1
2
)
possible
coalescences, so that choosing uniformly among those the probability of picking a
coalescence is 1/k.
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Points (i) and (ii) for B` are classic properties of the distribution of the number of
cycles in a uniform permutation – see for instance Section 3.1 of [13] – that follow
easily from its representation as a sum of independent Bernoulli variables. Indeed,
(i) is immediate and for (ii) we can use the Stein-Chen bound on the total variation
distance between a sum of independent Bernoulli variables and the corresponding
Poisson distribution (recalled as Theorem A in Section 5) to get
dTV
(
B`, Poisson(H`−1)
)
6 min{1, 1/H`−1}
`−1∑
k=1
1
k2
= O
(
(log `)−1
)
,
from which the central limit theorem follows readily (see e.g. [2], page 17).
Finally, let us close this section by pointing out an unexpected connection between
RTCNs and a combinatorial structure known as “river-crossings”.
Remark 2.8. The number of RTCNs with ` labeled leaves is also the number of
river-crossings using a two-person boat. It is recorded as sequence A167484 in the
Online Encyclopedia of Integer Sequences [1], where it is described as follows:
For ` people on one side of a river, the number of ways they can all
travel to the opposite side following the pattern of 2 sent, 1 returns, 2
sent, 1 returns, ..., 2 sent.
However, there does not seem to be any natural bijection between river-crossings
and RTCNs. Indeed, RTCNs have a recursive structure that river-crossings lack.
Moreover, for ` = 3, the C3 = 6 river-crossings are completely equivalent up
to permutation of the labels, while the 6 RTCNs are not (3 of them contain a
reticulation while 3 of them do not). 
2.2 Forward-time construction of RTCNs
In this section, we give a forwards-in-time construction of RTCNs that will yield
a second proof of Theorem 2.3. This proof is more combinatorial than the one
we have already given, and will provide a different intuition as to why Stirling
numbers arise in the enumeration of RTCNs.
Here we introduce a further definition: Two vertices are said to be siblings if they
share a parent and step-siblings if they share a sibling.
The following notion will be useful.
Definition 2.9. A decorated RTCN is a pair (ν, θ), where
(i) ν is a RTCN with vertex set V and root ρ.
(ii) The decoration is a function θ : V \ {ρ} → {0, 1} such that
• If v is a reticulation vertex or the child of a reticulation vertex, θ(v) = 0.
• If u and v are siblings or step-siblings and neither u nor v is a reticulation
vertex, then θ(u) = 1− θ(v). 
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Note that this formal definition is just a way to say that:
• For every tree vertex v, we distinguish one of the outgoing edges by assigning
a “1” to one of the children of v.
• For every reticulation vertex v, we distinguish one of the incoming edges by
assigning a “1” to one of the siblings of v (this unambiguously determines
their common parent u and therefore the incoming edge ~uv).
The notion of a decorated RTCN is similar in spirit to that of an ordered ranked
tree, where an ordering is specified for the children of each vertex – and indeed
both notions are equivalent for trees. However, when working with RTCNs it is
not useful to order the children of every vertex, in part because reticulated vertices
already play a special role.
Figure 5: An example of a decorated RTCN (left) with its simplified representation (right).
In the simplified representation, decorated lineages are indicated as follows: for branchings,
they are drawn to the right; for reticulations, we add a white dot to indicate which parent
of the reticulation points to a 1.
An important characteristic of decorated RTCNs is that, unlike their undecorated
counterparts, they are intrinsically labeled. Indeed, it is possible to assign a unique
label to every vertex of a decorated RTCN (ν, θ) as follows: first, remove every
reticulation edge distinguished by the decoration. This yields a tree ν˜. Then,
assign to each vertex v the label θ(u) · · · θ(v), where (ρ, u, . . . , v) is the unique
path going from the root ρ to v in ν˜. A consequence of this unique labeling of
internal vertices is that there are `! ways to label the leaves of a decorated RTCN
with ` leaves.
Before describing the forward-time construction of decorated RTCNs, let us intro-
duce one last combinatorial object.
Definition 2.10. A subexcedant sequence of length n is an integer-valued sequence
s = (s1, . . . , sn) such that, for all k, 1 6 sk 6 k. For any two subexcedant sequences
s and s′, the number of encounters of s and s′ is defined as
enc(s, s′) = #{k > 1 : sk = s′k} 
Lemma 2.11. For any subsexcedant sequence s of length n, there are
[
n
k
]
subex-
cedant sequences s′ of length n such that enc(s, s′) = k.
This classic result follows immediately by considering a uniform subexcedant se-
quence s′ and noting that its number of encounters with s is distributed as the
sum for k = 1 to n of independent Bernoulli variables with parameters 1/k.
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Let us now describe how to encode decorated RTCNs using subexcedant sequences.
Let s◦ and s• be two subexcedant sequences of length ` − 1. Start from a single
lineage indexed “1” and, for k = 1 to `− 1:
• If s◦k = s•k, then let lineage s◦k branch to create lineage k + 1.
• If s◦k 6= s•k, then let lineages s◦k and s•k hybridize to form lineage k + 1.
At each step of this procedure, decorate the lineage s◦k with a white dot. This
construction is illustrated in Figure 6.
Figure 6: Graphical representation of the forward-time construction of RTCNs. On
the left, the black and white dots represent the subexcedant sequences s• and s◦,
respectively, and on the right the corresponding RTCN. At each step, the new lineage
(marked by a cross) is linked to the black dot and the white dot. If these two dots fall
on the same lineage, we get a branching.
Observe that in this construction every pair of subexcedant sequences (s•, s◦) will
yield a different decorated RTCN ν◦, and that given a decorated RTCN ν◦ it is
possible to unequivocally recover the subexcedant sequences (s•, s◦) that produced
it. Thus, letting S`−1 denote the set of subexcedant of length ` − 1 and C◦` that
of decorated RTCNs with ` unlabeled leaves, this constructions gives a bijection
between S`−1 × S`−1 and C◦` .
Also note that if at every step of the procedure we only link lineage k+1 to lineage
s◦k and decorate the latter with a white dot, we get a bijection between S`−1 and
the set T◦` of decorated ranked trees with ` unlabeled leaves.
From this forward-time encoding of decorated RTCNs and Lemma 2.11, we imme-
diately get the following proposition.
Proposition 2.12. There are
[
`−1
b
]
(`−1)! decorated RTCNs with ` unlabeled leaves
and b branchings.
To recover Theorem 2.3 from Proposition 2.12, it suffices to recall that there are
`! ways to label the leaves of a decorated RTCN and to note that there are 2`−1
ways to decorate a RTCN.
Finally, let us close this section by pointing out that the following simple stochastic
process generates uniform RTCNs.
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Proposition 2.13. Starting from a single lineage representing the root, let every
lineage branch at rate 1 and every ordered pair of lineages hybridize at rate 1,
decorating a lineage when it branches and decorating the first vertex of an ordered
pair of lineages when it hybridizes. The RTCN obtained by stopping upon reaching
` lineages is uniform on the set of decorated RTCN with ` leaves. Relabeling its
leaves uniformly at random and discarding its decoration yields a uniform RTCN
with ` labeled leaves.
3 RTCNs and ranked trees
The forward-time construction of the previous section gave us a way to encode a
decorated RTCN using a decorated ranked tree and a subexcedant sequence. In
fact, Theorem 2.3 shows that it is also possible to encode an undecorated leaf-
labeled RTCN using a leaf-labeled ranked tree and, e.g., a subexcedant sequence
or a permutation – even though we were unable to find any meaningful such
encoding.
In this section, we specialize the results of the previous section in order to explain
how to obtain RTCNs from ranked trees using simple graph operations, without
having to explicitly manipulate subexcedant sequences. In particular, we give a
simple way to sample a uniform RTCN conditional on displaying a given ranked
tree. Readers who are more interested in the structural properties or RTCNs than
in how to sample them can jump to the next section.
3.1 Reticulation, unreticulation and base trees
Let us recall that the classic graph operation known as the vertex identification
of u and v consists in replacing u and v by a new vertex w whose neighbors (in-
neighbors and out-neighbors, respectively) are exactly the neighbors of u and those
of v (without introducing a self-loop in the case where u and v were neighbors).
Conversely, the subdividing of ~uv consists in introducing an intermediate vertex
w between u and v, that is: adding w to the graph, removing ~uv and adding ~uw
and ~wv.
Definition 3.1. The unreticulation of a reticulation edge ~uv is the graph operation
consisting in
1. Removing ~uv.
2. Identifying u and its (now only) child.
3. Identifying v and its child.
Conversely, the reticulation of a tree edge e1 into a tree edge e2 consists in
1. Subdividing e1 and e2.
2. Adding an edge from the vertex introduced in the middle of e1 to that intro-
duced in the middle of e2.
These operations are illustrated in Figure 7. 
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Figure 7: The operations of unreticulation and reticulation.
Unreticulating edges of a tree-child network N yields a tree N ′ with the same
number of leaves as N as well as a partition into events and a genealogical order
that are compatible with those of N . This justifies the following definition.
Definition 3.2. A ranked tree τ is a called a base tree of a RTCN ν if is possible
to obtain it by unreticulating edges of ν. In that case, we write τ @ ν and say
that ν displays τ . 
Note that since each reticulation vertex has two incoming reticulating edges and
that unreticulating each of these yields different RTCNs, every leaf-labeled RTCN
with r reticulations displays exactly 2r ranked trees. This is also a consequence of
the fact that an RTCN is a binary normal network, and each such network displays
exactly 2r trees (Corollary 3.4 of [19]).
3.2 Uniform base trees of a uniform RTCN
Proposition 3.3. The ranked tree obtained by unreticulating one the of two in-
coming edges of each reticulation vertex of a uniform RTCN with ` labeled leaves,
each with probability 1/2, has the uniform distribution on the set of ranked trees
with ` labeled leaves.
Proof. Let ν be a uniform leaf-labeled RTCN. The procedure described in the
proposition amounts to:
1. Decorating ν uniformly at random to obtain a decorated leaf-labeled RTCN ν◦.
2. Unreticulating each of the undecorated reticulation edges of ν◦ to produce a
decorated leaf-labeled tree τ ◦.
3. Discarding the decoration of τ ◦.
In the forward-time encoding, ν◦ corresponds to a unique triplet ν◦ ' (s•, s◦, σ),
where the permutation σ represents the leaf labeling. Now, since ν◦ is uniform on
the set of decorated leaf-labeled RTCNs, (s◦, σ) is also uniform and as a result so
is τ ◦ ' (s◦, σ). Finally, the tree obtained by forgetting the decoration of a uniform
decorated leaf-labeled ranked tree is uniform on the set of leaf-labeled ranked trees,
concluding the proof.
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3.3 Sampling RTCNs conditional on displaying a tree
To obtain a RTCN from a ranked tree, we need to pay attention to the constraints
imposed by the chronological order. Indeed, it is not possible to reticulate any
tree edge of a RTCN into any other tree edge and obtain a RTCN. To formulate
this restriction, we need to introduce the notion of contemporary edges.
Definition 3.4. We now introduce a relation on the set V of vertices of an RTCN.
Let us write u¯ 4 v¯ to indicate that u¯ ≺ v¯ or u¯ = v¯. In addition, if u is a leaf then
set u¯ = ∂V and v¯ ≺ u¯ for any internal vertex v.
The edge ~uv is said to be alive between two events U ≺ U ′ if it meets the two
following conditions:
(i) It is a tree edge.
(ii) u¯ 4 U and U ′ 4 v¯.
Two edges are said to be contemporary if there exist two events such that they are
both alive between these events. 
As for events, these definitions become very intuitive when using the graphical
representation of RTCNs. Recall that, in this representation, we think of the
vertical axis as time, and that tree edges correspond to vertical lines while events
correspond to horizontal ones. An edge is alive between two events if a portion of
it is located in the horizontal strip of the plane delimited by the two events. Two
edges are contemporary if they overlap when projected on the vertical axis. This
is illustrated in Figure 8.
Figure 8: A RTCN with its events numbered in increasing order
(and with the convention that U7 = ∂V ). The red edges are the
four edges that are alive between events U3 and U4.
Note that if we let U1 ≺ . . . ≺ U`−1 denote the events of a RTCN with ` leaves,
with the convention that U` = ∂V , then there are exactly k+1 edges alive between
Uk and Uk+1.
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Recall the Definition 2.2 of a profile.
Proposition 3.5. Let τ be a ranked tree with ` labeled leaves and let q be a profile.
Letting U1 ≺ . . . ≺ U`−1 denote the branchings of τ , for k = 1 to `− 1:
• If qk = 1, do nothing.
• If qk = 0, letting u denote the vertex such that Uk = {u}:
1. Pick an edge e uniformly at random among the two outgoing edges of u.
2. Pick an edge e′ uniformly at random among the k − 1 edges that are
contemporary with e and do not contain u.
3. Reticulate e′ into e.
Then, resulting RTCN ν has the uniform distribution on the set of RTCNs with
profile q displaying τ . Moreover, if τ is uniform then ν is uniform on the set
of RTCNs with profile q. If in addition q is distributed as the profile of a uni-
form RTCN (see Corollary 2.7), then the resulting RTCN is uniform on the set of
RTCNs with ` labeled leaves.
Figure 9: Example of the random construction of a RTCN from a ranked tree
described in Proposition 3.5. Here, nothing happens for U1 and U3. For U2 and
U4, the black dot represents the edge e and the white one the edge e′. Note that
the modifications of branching events can be performed in any order, but that they
have to be performed sequentially, so that contemporary edges remain well-defined
at every step of the procedure.
Proof. The first part of the proposition follows from the fact (1) that for every fixed
ranked tree θ and for every RTCN µ displaying θ there is exactly one sequence
of modifications of θ that yields µ, and (2) that each possible realization of the
procedure described in the proposition has the same probability, namely
α(q) =
`−1∏
k=1
(
qk + 2(k − 1)(1− qk)
)−1
,
although the exact value of this probability does not matter here. Thus, letting
Q(µ) denote the profile of µ,
P(ν = µ | τ = θ) = α(q)1{Q(µ)=q, θ@µ} .
Now let us assume that τ is uniform. We have to show that for any RTCN µ,
P(ν = µ) = 1
F (q)1{Q(µ)=q} ,
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where F (q) is the number of RTCNs with profile q, whose exact value does not
matter here. Since P(τ = θ) = 1/T` for all fixed ranked tree θ,
P(ν = µ) =
∑
θ@µ
α(q) · 1
T`
· 1{Q(µ)=q} .
Now let r = ∑`−1k=1(1−qk) denote the number of reticulations of the profile q. Since
every RTCN with profile q displays exactly 2r ranked trees, we have
P(ν = µ) = 2
rα(q)
T`
· 1{Q(µ)=q} ,
which concludes the proof since the factor 2rα(q)/T` does not depend on µ.
To close this section, note that to generate all RTCNs displaying a ranked tree it
suffices to apply the procedure above without the restrictions of the profile, and
that there are then 2(k − 1) + 1 possible actions at step k of the procedure. This
gives us the following proposition counting the number of RTCNs displaying a
ranked tree.
Proposition 3.6. The number of RTCNs displaying any ranked tree τ is
#{ν : τ @ ν} =
`−1∏
k=1
(2k − 1) = (2`− 3)!!
Remark 3.7. Surprisingly, the right-hand side of the expression in Proposition 3.6
is also the number of rooted unranked binary trees with ` labeled leaves – see e.g.
[11] or [15]. While it is possible to give a bijective proof of this, we have not found
a simple and visual bijection that would make this intuitive. 
4 Cherries and tridents
Cherries and tridents are among the most basic statistics of tree-child networks.
In biological terms, a cherry is a pair of non-hybrid sibling species and a trident is
a group of three extant species such that one of these species was produced by the
hybridization of the two others. These notions can be formalized as follows.
Definition 4.1. An event is said to be external when⋃
u∈U
Γout(u) ⊂ ∂V ,
where Γout(u) denotes the set of children of vertex u and ∂V is the leaf set of N .
• A cherry is an external branching event.
• A trident is an external reticulation event.
These notions are illustrated in Figure 10. 
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Figure 10: A RTCN with its only cherry (in
blue) and its two reticulated cherries (in red).
4.1 Number of cherries
In this section, we prove the first part of what was announced in the introduction
as Theorem 4.2.
Theorem 4.2 (Part (i)). Let κ` be the number of cherries of a uniform RTCN
with ` labeled leaves. Then,
κ`
d−−−→
`→∞
Poisson
(
1
4
)
.
The proof consists in coupling κ` with a Markov chain to show that the facto-
rial moments of κ` (i.e. mn` := E(κ`(κ` − 1) · · · (κ` − n+ 1))) satisfy the recur-
sion:
mn`+1 =
(
`− 2n
`
)2
mn` +
n(`− 2n+ 2)
`2
mn−1` ,
and then using this recursion to prove that mn` → 1/4 as ` → ∞ for all n. We
separate each of these steps into different propositions.
Proposition 4.3. Let (X`)`>2 be the Markov chain defined by:
(i) X2 = 1.
(ii) For ` > 2, conditional on X` = k,
X`+1 =

k − 2,with probability 2k(2k − 2)
`2
;
k − 1, / 2k + 4k(`− 2k)
`2
k, /
(`− 2k)(`− 2k − 1) + 2k
`2
;
k + 1, / `− 2k
`2
.
Then, for all ` > 2, X` is distributed as the number κ` of cherries of a uniform
RTCN with ` labeled leaves.
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Proof. Let us use the forward-time construction to build a nested sequence (ν◦` )`>2
of uniform decorated RTCNs. Recall from Section 2.2 that to go from ν◦` to ν◦`+1,
we choose an ordered pair (u, v) of lineages ν◦` uniformly at random. If u = v, we
let the lineage branch; otherwise we let u and v hybridize.
Now, assume that ν◦` has k cherries, so that there are 2k lineages that belong to
cherries (which we refer to as C leaves) and ` − 2k lineages that do not (non-C
leaves). Let us list all possible choices of (u, v) and see their effect on the number
of cherries.
1. If the next event is a branching:
(i) If a C leaf is chosen, the number cherries does not change. This happens
with probability 2k/`2.
(ii) If a non-C leaf is chosen, one cherry is created (probability: (`−2k)/`2).
2. If the next event is a hybridization:
(i) If the two leaves of a same cherry are chosen, that cherry is destroyed
(probability: 2k/`2).
(ii) If two leaves of two different cherries are chosen, these two cherries are
destroyed (probability: 2k(2k − 2)/`2).
(iii) If a C leaf and a non-C leaf are chosen, one cherry is destroyed (proba-
bility: 4k(`− 2k)/`2).
(iv) If two non-C leaves are chosen, the number of cherries does not change
(probability: (`− 2k)(`− 2k − 1)/`2).
Doing the book-keeping and observing that a RTCN with two leaves has one cherry
concludes the proof.
Notation. We denote by xn = ∏n−1k=0(x− k) the n-th falling factorial of x. 
Proposition 4.4. Let (X`)`>2 be the Markov chain defined in Proposition 4.3 and
let mn` = E(X
n
` ) denote the n-th factorial moment of X`. Then,
mn`+1 =
(
`− 2n
`
)2
mn` +
n(`− 2n+ 2)
`2
mn−1` .
Proof. Let p(−2), p(−1), p(+0) and p(+1) denote the transition probabilities of X`,
conditional on X` = k. Then,
E
(
X
n
`+1
∣∣∣X` = k)
= (k − 2)n p(−2) + (k − 1)n p(−1) + kn p(+0) + (k + 1)n p(+1)
= kn
(
(k − n)(k − n− 1)
k(k − 1) p(−2) +
k − n
k
p(−1) + p(+0) +
k + 1
k − n+ 1p(+1)
)
= k
n
`2
4(k − n)(k − n− 1) + 2(k − n)(1 + 2(`− 2k))
+ (`− 2k)(`− 2k − 1) + 2k + (k + 1)(`− 2k)
k − n+ 1
.
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After a little algebra to rearrange this last expression, we get
E
(
X
n
`+1
∣∣∣X` = k) = kn
(
`− 2n
`
)2
+ kn−1 n(`+ 2− 2n)
`2
,
and the proposition follows by integrating in k.
Proposition 4.5.
(i) For all ` > 2, E(κ`) = (3`−5)`12(`−1)(`−2) .
(ii) For all n > 1, E(κn` )→ 1/4n as `→∞. As a result, κ` d−−−→
`→∞
Poisson(1/4).
Proof. The expression for E(κ`) given in (i) follows from Lemma A.1 and routine
calculations. To prove (ii), we proceed by induction on n. First, we see from the
expression in (i) that m1` → 1/4 as ` → ∞. Now suppose that n > 2 and that
mn−1` → 1/4n−1 as `→∞. By Proposition 4.4,
mn`+1 = a`mn` + b` ,
where
a` =
(
`− 2n
`
)2
and b` =
n(`− 2n+ 2)
`2
mn−1` .
Since a` 6= 0 for all ` > 2n+1, application of Lemma A.1 together with the identity
k∏
j=2n+1
(
j − 2n
j
)2
= 1(
k
2n
)2
gives
mn` =
mn2n+1 + `−1∑
k=2n+1
n(k − 2n+ 2)
k2
(
k
2n
)2
mn−1k
 / (`− 1
2n
)2
.
Now, as k →∞,
(
k
2n
)
∼ k2n/(2n)! and, by the induction hypothesis,mn−1k ∼ 1/4n−1.
As a result,
n(k − 2n+ 2)
k2
(
k
2n
)2
mn−1k ∼
n/4n
(2n)! 2 k
4n−1 .
Using Lemma A.2 to get an asymptotic equivalent of the sum of these terms,
mn` ∼
n/4n−1
(2n)! 2 ·
`4n
4n ·
(
(2n)!
`2n
)2
= 1/4n .
The convergence in distribution of X` to a Poisson distribution with mean 1/4 is
then a classic result (see e.g. Theorem 2.4 in [17]).
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4.2 Number of tridents
In this section, we prove the second part of Theorem 4.2.
Theorem 4.2 (Part (ii)). Let χ` be the number of tridents of a uniform RTCN
with ` labeled leaves. Then,
χ`
`
P−−−→
`→∞
1
7 .
The proof is quite similar to that used in the previous section to study the number
κ` of cherries – namely, we couple χ` with a Markov chain in order to compute its
moments. The difference is that the moments of χ` are not as tractable as those
of κ`. As a result, we only compute the first two moments explicitly and then use
Chebyshev’s inequality to prove the convergence in probability.
Proposition 4.6. Let (X`)`>2 be the Markov chain defined by
(i) X2 = 0
(ii) For ` > 2, conditional on X` = k,
X`+1 =

k − 1, with probability 3k (3k − 2)
`2
;
k, / 1− 3k (3k − 2) + (`− 3k)(`− 3k − 1)
`2
;
k + 1, / (`− 3k)(`− 3k − 1)
`2
.
Then, for all ` > 1, X` has the distribution of the number of tridents of a uniform
RTCN with ` leaves.
Proof. As in the proof of Proposition 4.3, let us consider a nested sequence of
uniform decorated RTCNs (ν◦` )`>2 produced by the forward-time construction, and
see how the number of tridents is affected when we go from ν◦` to ν◦`+1.
Assuming that there are k tridents in χ`, there are 3k leaves associated with
tridents (RC leaves) and ` − 3k other leaves (non-RC leaves). The possible cases
are the following:
1. The next event is a branching:
(i) If a non-RC leaf is chosen, the number of tridents does not change. This
happens with probability (`− 3k)/`2.
(ii) If a RC leaf is chosen, the corresponding trident is destroyed (probabil-
ity: 3k/`2).
2. The next event is a reticulation:
(i) If two non-RC leaves are chosen, one trident is created (probability:
(`− 3k)(`− 3k − 1)/`2).
(ii) If a non-RC leaf and a RC leaf are chosen, one reticulated cherry is
destroyed and one is created (probability: 6k(`− 3k)).
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(iii) If two RC leaves are chosen:
a. If they do not belong to two different reticulated cherries, these are
destroyed and a new trident is created (probability: 3k(3k−3)/`2).
b. If they belong to the same trident, this trident is destroyed and
another one is created (probability: 6k/`2).
Doing the book-keeping and observing that a RTCN with two leaves has zero
tridents yields the proposition.
Proposition 4.7. The expected number µ` = E(χ`) of reticulated cherries of a
uniform RTCN with ` leaves µ` satisfies the recursion
µ`+1 =
(
`− 3
`
)2
µ` +
`− 1
`
.
As a result, we have µ2 = 0, µ3 = 1/2, µ4 = 2/3 and, for ` > 4,
µ` =
(15 `3 − 85 `2 + 144 `− 71) `
105 (`− 1)(`− 2)(`− 3) .
Proof. Using the Markov chain of Proposition 4.6, we have
E(X`+1 |X` = k) = k + P(X`+1 = k + 1 |X` = k)− P(X`+1 = k − 1 |X` = k)
= k
(
`− 3
`
)2
+ `− 1
`
,
and the recursion follows by integrating against the law of X`.
The expression of µ` then follows from Lemma A.1 and calculations that are better
performed by a symbolic computation software such as [16].
Proposition 4.8. The variance of the number of tridents of a uniform RTCN
with ` leaves is
Var(χ`) =
24
637 ` +
1
21 + o(1) .
The proof of this proposition is exactly the same as that of Proposition 4.7 but
involves more complex expressions that can be found in Section B of the Ap-
pendix.
Finally, the convergence in probability of χ`/` to 1/7 follows readily from Cheby-
shev’s inequality and the fact that E(χ`) ∼ `/7 and Var(χ`) = O(`).
5 Random paths between the root and the leaves
In this section, we study the length of two random paths going from the root to
the leaf set:
1. A path obtained by starting from the root and going “down” towards the
leaves, choosing each outgoing edge with equal probability whenever we reach
a tree vertex.
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2. A path obtained by starting from a uniformly chosen leaf and going “up” to-
wards the root, choosing each incoming edge with equal probability whenever
we reach a reticulation vertex.
Definition 5.1. The length of a path γ is its number of tree edges. 
The reason why we do not count reticulation edges when calculating the length of
a path is that, from a biological point of view, reticulation edges are supposed to
correspond to “instantaneous” hybridization events.
Before starting with the proofs, let us introduce some notation.
Notation. We denote by
H(m)n =
n∑
k=1
1
km
the n-th generalized harmonic number of order m. We also use the notation
G = limnH(1)n − log n for the Euler-Mascheroni constant. 
Finally, let us recall a classic bound on the total variation distance between a sum of
independent Bernoulli variables and the corresponding Poisson distribution.
Theorem A. Let X1, . . . , Xn be independent Bernoulli variables with parameters
P(Xi = 1) = pi, and let λn =
∑n
i=1 pi. Then,
dTV
(
n∑
i=1
Xi, Poisson(λn)
)
6 min(1, 1/λn)
n∑
i=1
p2i ,
where dTV denotes the total variation distance.
This inequality is a consequence of the Stein-Chen method and can be found, for
example, as Theorem 4.6 in [14].
5.1 Length of a random walk from the root to a leaf
In this section, we prove the first part of what was announced as Theorem 5.2 in
the introduction.
Theorem 5.2 (Point (i)). Let ν be a uniform RTCN with ` leaves, and let γ↓
be a random path obtained by starting from the root and following the edges of ν,
choosing each of the two out-going edges of a tree vertex with equal probability and
stopping when we reach a leaf. Then,
length(γ↓) =
`−1∑
k=1
Ik ,
where I1, . . . , I`−1 are independent Bernoulli variables with parameter
P(Ik = 1) =
2k − 1
k2
.
In particular, letting c↓ = 2G− pi2/6, where G is the Euler-Mascheroni constant,
(i) E
(
length(γ↓)
)
= 2 log `+ c↓ + o(1).
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(ii) Var
(
length(γ↓)
)
= 2 log `+O(1).
(iii) dTV
(
length(γ↓), Poisson(2 log `+ c↓)
)
→ 0 as `→∞.
Proof. The idea of the proof is to use the forward-time construction to build jointly
a nested sequence (ν◦` )`>2 of uniform decorated RTCNs and the random path γ↓.
With the convention that ν◦1 consists of a single lineage, for k > 2 let (uk, vk)
denote the pair of lineages that was chosen to turn ν◦k−1 into ν◦k (recall that if
uk = vk then the next event is a branching) and let xk record the position of the
random walk among the leaves of ν◦k−1. With this notation, the length of γ↓ in ν◦`
is
length(γ↓) =
`−1∑
k=1
1{xk∈{uk,vk}} ,
where the variables 1{xk∈{uk,vk}} are independent because (xk−1, xk) is independent
of (uk, vk). Moreover, since (uk, vk) is chosen uniformly among the pairs of lineages
of ν◦k−1 and independently of xk,
P(xk ∈ {uk, vk}) = 2k − 1
k2
,
which proves the first part of the proposition.
The rest of the proposition follows immediately from Theorem A since, letting
pk = (2k − 1)/k2,
• E
(
length(γ↓)
)
= ∑`−1k=1 pk = 2H(1)`−1 −H(2)`−1.
• Var
(
length(γ↓)
)
= ∑`−1k=1 pk(1− pk) = 2H(1)`−1 − 5H(2)`−1 + 4H(3)`−1 −H(4)`−1.
• ∑`−1k=1 p2k = 4H(2)`−1 − 4H(3)`−1 +H(4)`−1 = O(1) .
5.2 Length of a random walk from a leaf to the root
In this section, we prove the second part of Theorem 5.2.
Theorem 5.2 (Point (ii)). Let ν be a uniform RTCN with ` leaves, and let γ↑
be a random path obtained by starting from a uniformly chosen leaf and following
the edges of ν in reverse direction, choosing each of the two incoming edges of
a reticulation vertex with equal probability and stopping when we reach the root.
Then,
length(γ↑) =
∑`
k=2
Jk ,
where J2, . . . , J` are independent Bernoulli variables with parameter
P(Jk = 1) =
3k − 4
k(k − 1) .
In particular, letting c↑ = 3G− 4, where G is the Euler-Mascheroni constant,
(i) E
(
length(γ↑)
)
= 3 log `+ c↑ + o(1).
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(ii) Var
(
length(γ↑)
)
= 3 log `+O(1).
(iii) dTV
(
length(γ↑), Poisson(3 log `+ c↑)
)
→ 0.
Remark 5.3. Note that the random path γ↑ is not uniformly chosen among all
the paths going from the focal leaf to the root. 
Proof. The proof is similar to that of the previous section, but this time the idea is
to use the backward-time construction to jointly build the RTCN ν and the random
path γ↑. Recall that, in the backward-time construction, for k = ` down to 2, we
go from k to k − 1 lineages by choosing an event uniformly at random among the
k(k− 1)/2 possible coalescences and k(k− 1)(k− 2)/2 possible reticulations. Out
of these, k− 1 coalescences and 3(k− 1)(k− 2)/2 reticulations involve the lineage
through which γ↑ goes, and the choice is independent of the position of γ↑. As a
result, the probability that the lineage containing γ↑ is involved in the event that
is chosen is
k − 1 + 3(k − 1)(k − 2)/2
k(k − 1)/2 + k(k − 1)(k − 2)/2 =
3k − 4
k(k − 1) ,
proving the first part of the proposition. The rest of the proposition then follows
from Theorem A and from the fact that, letting pk = 3k−4k(k−1) ,
• E
(
length(γ↑)
)
= ∑`k=2 pk = 3H(1)` − 4 + 3/`.
• Var
(
length(γ↑)
)
= ∑`k=2 pk(1− pk) = 3H(1)` + 20− 17H(2)` − 7/`+ 1/`2.
• ∑`k=2 p2k = −17H(2)` + 24− 10/`+ 1/`2 = O(1).
5.3 An alternative proof of Theorem 5.2
In this section, we give another proof of Theorem 5.2. This proof is less direct than
the previous one, but it provides an alternative intuition as to where the Poisson
distribution, the log ` order of magnitude and the factors 2 and 3 come from.
Because writing down this proof formally would require introducing additional
notation, and because we already have a formal proof, we allow ourselves to present
it as a heuristic. In what follows, the symbol “≈” will be used loosely to indicate
that two quantities are approximately equal.
Let us start with γ↓. Slowing-down time in Proposition 2.13, consider the uniform
decorated RTCN with ` leaves ν◦ obtained by:
1. Starting from one lineage.
2. Conditional on there being k lineages, letting:
• each lineage branch at rate 1/k;
• each ordered pair of lineages hybridize at rate 1/k.
3. Stopping upon reaching ` lineages.
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Note that in this construction a branching event is viewed as the production of
a new particle by another, rather than as the splitting of a particle into two new
particles. Thus, we can consider the path γ˜↓ obtained by always following the edge
corresponding to the lineage of the first particle, as illustrated in Figure 11.
31 24 5 67 31 24 5 67
Figure 11: On the left, the path γ↓ and on the
right the path γ˜↓ corresponding to the lineage of
the first particle.
From the forward-time joint construction of ν◦ and γ↓, we see that the distribution
of γ↓ does not depend on which lineage it chooses to follow, as long as this choice
only depends on the past of the process. As a result,
length(γ↓) d= length(γ˜↓) .
Now, length(γ˜↓) is simply the number of events affecting the lineage of the first
particle, and the rate at which each given lineage is affected by events is (k−1) 2
k
+
1
k
≈ 2. Therefore, conditional on the time T it takes for the process to reach `
lineages,
length(γ˜↓) ≈ Poisson(2T ) .
Finally, the total number of lineages increases by 1 at rate k · 1
k
+ k(k − 1) · 1
k
= k
and therefore follows a Yule process (Y (t) t > 0). Since as t → ∞, Y (t)e−t → W
almost surely, whereW is a random variable (namely, an exponential variable with
parameter 1), we see that the random time T it takes for the process to reach `
lineages is asymptotically
T ≈ log `− logW .
Putting the pieces together, we see that length(γ↓) ≈ Poisson(2 log `).
Let us now give a similar, forward-in-time construction of γ↑ where it can be
identified with the lineage of the first particle. For this, we need to “straighten” γ↑
thanks to a set of deterministic rules telling us how to fix each bend, as illustrated
in Figure 12. This yields a ν˜◦ = f(ν◦, γ↑) in which γ˜↑, the image of γ↑, is the
lineage of the first particle.
Having done this, length(γ↑) = length(γ˜↑) and, conditional on ν˜◦, the length of γ˜↑
is the number of events affecting the lineage of the first particle.
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31 24 5 67 31 24 5 67
31 2 312
1 2 1 2
Figure 12: Illustration of the deterministic procedure used to “straighten” the path γ↑ in
order to make it coincide with the lineage of the first particle. Left: the local modifications
that are made each time a branching or a reticulation is encountered; these essentially
consist of swapping lineages. Right: an example of application of the procedure to a RTCN.
Now, ν˜◦ has the same distribution as the decorated RTCN νˆ◦ generated by the
following continuous-time Markov chain:
• Each lineage branches at rate 1/k, except for that of the first particle, which
branches at rate 2/k.
• Each ordered pair of lineages hybridizes at rate 1/k, except for pairs involving
the lineage of the first particle, which hybridize at rate 3/(2k).
This equality in distribution is proved by writing down explicitly the laws ν˜◦
and νˆ◦, something that requires introducing notation to give a formal description
of ν˜◦. However, to see where the factors 2 and 3/2 for the lineage of the first
particle come from in the construction of νˆ◦, it suffices to note that when going
from k− 1 to k lineages the probability that the next event involves the lineage of
the first particle is
3(k − 2) + 2
3(k − 2) + 2 + (k − 2)(k − 3) + (k − 2) =
3k − 4
k(k − 1) ,
and so is indeed the same as the probability the lineage containing γ↑ is involved
when going from k to k− 1 lineages in the joint backward-time construction of ν◦
and γ↑ given in Section 5.2.
In the construction of νˆ◦, conditional on there being k lineages, events affect the
lineage of the first particle at rate 2(k−1) · 32k + 2k ≈ 3 so that letting Tˆ denote the
random time it takes for the process to reach ` lineages, length(γ↑) ≈ Poisson(3Tˆ ).
Finally, since the total number of lineages increases by 1 at rate k + 1 when there
are k lineages, the total number of lineages is distributed as Yˆ (t) − 1, where
(Yˆ (t), t > 0) is a Yule process started from 2, so that Yˆ (t)e−t → W + W ′, where
W and W ′ are independent exponential variables with parameter 1. Therefore,
Tˆ ≈ log ` and we recover length(γ↑) ≈ Poisson(3 log `).
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6 Number of lineages in the ancestry of a leaf
Let us start by giving a formal definition of the process counting the number of
lineages in the ancestry of a leaf that was described in Section 1.4.
6.1 Definition and characterization of X(`)
Definition 6.1. The ancestry of a vertex u of a RTCN ν is the subgraph ν u
consisting of all paths going from the root of ν to u. 
Definition 6.2. The number of lineages of a subgraph µ of a RTCN ν is the
process (Xk, 0 6 k 6 `− 2) defined by
Xk = #
{
e ∈ µ : the edge e is alive between Uk and Uk+1
}
,
where U1  · · ·  U`−1 are the events of ν, taken in inverse chronological order,
with the same convention as in Definition 3.4 of alive edges that U0 = ∂V . 
In the rest of this section, we study the number of lineages in the ancestry of
a uniformly chosen leaf of a uniform RTCN with ` labeled leaves, and denote
it by X(`). See Figure 2 in Section 1.4 for an illustration. We also study the
embedded process X˜(`) defined by X˜i = Xki , where k0 = 0 and, for i > 1, ki =
inf{k > ki−1 : Xk 6= Xki−1}.
Let us start by characterizing the law of X(`).
Proposition 6.3. The process X(`)k is the Markov chain characterized by X
(`)
0 = 1
and the transition probabilities:
• P
(
X
(`)
k+1 = x+ 1
∣∣∣X(`)k = x) = x(`− k − x)(`− k − x− 1)(`− k)(`− k − 1)2
• P
(
X
(`)
k+1 = x− 1
∣∣∣X(`)k = x) = x(x− 1)2(`− k)(`− k − 1)2
• P
(
X
(`)
k+1 = x
∣∣∣X(`)k = x) = 1− P(Xk+1 = x± 1 ∣∣∣X(`)k = x)
Proof. The proof relies on the backward construction of a uniform RTCN and a
bit of book-keeping to see how the (k + 1)-th event, which takes us from ` − k
lineages to ` − k − 1 lineages, affects the number of lineages in the ancestry of
a leaf. Recall that in the backward construction there are (` − k)(` − k − 1)2/2
possibilities for the (k + 1)-th event. Let us refer to the lineages in the ancestry
of the focal leaf as marked lineages. Conditional on X(`)k = x, there are x marked
lineages and `− k − x unmarked lineages and thus there are:
• x(x − 1)/2 possible coalescences between marked lineages. These decrease
the number of lineages by 1.
• x(x − 1)(x − 2)/2 reticulations involving only marked lineages. These also
decrease the number of lineages by 1.
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• x(` − k − x)(` − k − x − 1)/2 possible reticulations where the hybrid is a
marked lineage and the other two lineages are unmarked. These increase the
number of marked lineages by 1.
Other types of events (coalescences between two unmarked lineages, coalescences
between a marked and an unmarked lineage, etc...) leave the number of marked
lineages unchanged, as illustrated in Figure 13. Since the event is chosen uniformly
among all possibilities, this concludes the proof.
-1 0 +1
Figure 13: List of all the possible types of events and their effect on the number of
marked lineages.
6.2 Simulations
In this section, we present simulations supporting the conjectures about X(`) and
X˜(`) made in Section 1.4 and outline some ideas to approach these conjectures. Let
us start by looking at some individual trajectories of these processes, for increasing
values of `. As can be seen in Figure 14.A, most of the interesting behavior of X(`)
seems to happen very close to the root so that to obtain a non-degenerate scaling-
limit, we need to focus on a small window of time, for instance by considering X(`)k
for k = b`−M√`(1− t)c and t ∈ [0, 1].
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Figure 14: Individual trajectories of the processes described in the main text, for
different values of `. A, the process X(`), B the process t 7→ 1√
`
X
(`)
b`−M√`(1−t)c and
C, the process X˜(`).
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Even though the trajectories represented in Figure 14 seem to become smooth
as ` → ∞, they do not become deterministic, as made apparent by Figure 15,
where the distributions of some statistics of X(`) are given. In particular, these
simulations suggest that the relevant scaling limit forX` is indeed 1√
`
X
(`)
b`−M√`(1−t)c,
and support Conjecture 6.6.
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Figure 15: Distribution of some statistics of X(`) for M = 10 and 500 trajectories.
A, 1√
`
max{X(`)k : 0 6 k 6 `− 2}; B, 1√`
(
`− argmax{X(`)k : 0 6 k 6 `− 2}
)
and C,
1√
`
X
(`)
b`−M√`c
Our idea to approach the study of the process X(`) is to separate it into two
phases:
1. A slow, stochastic phase, where up to time k = b`−M√`c the process X(`)k
remains relatively small and highly stochastic
2. A fast, deterministic phase, during which the internal dynamics of the rescaled
process become deterministic, but retain a trace of the stochasticity of the
first phase in the form of random initial conditions.
6.3 The stochastic phase
In this section, to avoid clutter we will sometimes drop the superscript inX(`).
Let us start by considering the process Z = (Zk, 0 6 k 6 ` − 2) characterized by
Z0 = 1, Zk+1 − Zk ∈ {0, 1} and
P(Zk+1 = z + 1 | Zk = z) = z
`− k − 1 .
Comparing the transition probabilities of Z with those of X, we see that we can
couple these two processes in such a way that Xk 6 Zk for all k. Let us now
compute the first moments of Z.
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Proposition 6.4.
(i) E(Zk) =
`
`− k
(ii) E
(
Z2k
)
= `(`+ k + 1)(`− k)(`− k + 1)
Proof. We have
E(Zk+1) =
(
1 + 1
`− k − 1
)
E(Zk) .
Using that E(Z0) = 1, we get
E(Zk) =
k−1∏
i=0
(
1 + 1
`− i− 1
)
= `
`− k ,
proving (i). For (ii), we note that
E
(
Z2k+1
∣∣∣ Zk) = Zk
`− k − 1 +
( 2
`− k − 1 + 1
)
Z2k .
Taking expectation and substituting E(Zk) by `/(`− k), we get
E
(
Z2k+1
)
= `(`− k)(`− k − 1) +
`− k + 1
`− k − 1 E
(
Z2k
)
.
Multiplying both sides by (`− k)(`− k − 1),
(`− k)(`− (k + 1))E
(
Z2k+1
)
= ` + (`− (k − 1))(`− k)E
(
Z2k
)
and therefore
E
(
Z2k
)
= `(`+ k + 1)(`− k)(`− k + 1) ,
concluding the proof.
Proposition 6.5. For all ` > 2 and k such that 0 6 k 6 `− 2,
`
`− k + 1
(
1− 2k(`− k)(`− k − 1)
)
6 E(Xk) 6
`
`− k .
As a result, for M > 2 and all ` large enough, for all ε > 0,
(1− ε) 1
M
(
1− 2
M2
)
6 E
(
1√
`
X
(`)
b`−M√`c
)
6 1
M
,
so that the sequence of random variables 1√
`
X
(`)
b`−M√`c is tight and bounded away
from 0 in L1.
Proof. The upper bound on E(Xk) follows immediately from Xk 6 Zk and Propo-
sition 6.4. For the lower bound, let us denote by Fk = σ(X0, . . . , Xk;Z0, . . . , Zk)
the filtration generated by Z and X. Then,
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E(Xk+1 | Fk) = Xk + Xk(`− k −Xk)(`− k −Xk − 1)(`− k)(`− k − 1)2 −
Xk(Xk − 1)2
(`− k)(`− k − 1)2
= Xk
(
1 + (`− k)(`− k − 1)− 1(`− k)(`− k − 1)2 −
2(`− k)− 3
(`− k)(`− k − 1)2 Xk
)
> Xk
(
1 + 1
`− k
)
− 2Z
2
k
(`− k − 1)2
Taking expectations,
E(Xk+1) >
(
1 + 1
`− k
)
E(Xk)− 2(`− k − 1)2E
(
Z2k
)
,
and using Proposition 6.4 we get
E(Xk+1) >
(
1 + 1
`− k
)
E(Xk)− 2 `(`+ k + 1)(`− k + 1)(`− k)(`− k − 1)2 .
Multiplying both side of the inequality by (`− k), we get
(`− k)E(Xk+1) > (`− (k − 1))E(Xk)− 2 `(`+ k + 1)(`− k + 1)(`− k − 1)2 .
and as a result,
(`− (k − 1))E(Xk) > `+ 1− 2`
k−1∑
i=0
`+ i+ 1
(`− i+ 1)(`− i− 1)2 .
Using the fact that
`+ i+ 1
(`− i+ 1)(`− i− 1)2 6
`+ i
(`− i)(`− i− 1)(`− i− 2)
and that
k−1∑
i=0
`+ i
(`− i)(`− i− 1)(`− i− 2) =
k
(`− k)(`− k − 1) ,
we get
E(Xk) >
`
`− k + 1
(
1− 2k(`− k)(`− k − 1)
)
.
Finally, by taking k = b`−M√`c in these inequalities we get
`√
`(M
√
`+ 2)
(
1− 2(`−M
√
`)
M
√
`(M
√
`− 1)
)
6 1√
`
E
(
Xb`−M√`c
)
6 1
M
where the term on the left-hand side of the inequality goes to 1
M
(1− 2
M2 ) as `→∞.
Finally, the tightness follows from Markov’s inequality.
Proposition 6.5 suggests the following conjecture.
Conjecture 6.6. The sequence of random variables 1√
`
X
(`)
b`−M√`c converges in dis-
tribution to a positive random variable WM .
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One problem that arises in attempting to prove Conjecture 6.6 it is that as soon
as we get in the regime k = b`−M√`(1− t)c, the random variables Z(`) and X(`)
start to differ significantly and therefore the coupling is not so useful.
A very natural idea would be to use the backward-time construction to couple X(`)
and X(`+1)k , but a difficulty with this approach is that this coupling lacks continuity
in the sense that, with probability Θ(1/`), X(`)k and X(`+1) will differ by a factor
Θ(`) for k = b`−M√`c.
6.4 The deterministic phase
Proposition 6.7. If Conjecture 6.6 holds, that is, if
1√
`
X
(`)
b`−M√`c
d−−−→
`→∞
WM > 0
then, for all ε such that 0 < ε < 1, as `→∞,(
1
M
√
`
X
(`)
b`−M√`(1−t)c, t ∈ [0, 1− ε]
)
=⇒
(
y(t, CM), t ∈ [0, 1− ε]
)
where =⇒ denotes convergence in distribution in the Skorokhod space,
y(t, CM) =
1− t
CM · (1− t)2 + 1
and CM = M/WM − 1.
Proof. Let us write for convenience M` := M
√
` and
T` = 1M`
{
0, . . . , `− 2− b`−M`c
}
.
Define the Markov chain (Y (`)t , t ∈T`) taking values in 1M`N by
Y
(`)
t = 1M`X
(`)
b`−M`c+tM` .
The Markov chain Y (`) has infinitesimal mean
b(`)(y, t) = M`E
(
Y
(`)
t+1/M` − y
∣∣∣ Y (`)t = y)
= E
(
X
(`)
b`−M`c+tM`+1 − yM`
∣∣∣X(`)b`−M`c+tM` = yM`)
= yM`(`− k − yM`)(`− k − yM` − 1)(`− k)(`− k − 1)2 −
yM`(yM` − 1)2
(`− k)(`− k − 1)2
where k = b`−M`c+ tM`. Let us show that, for any R > 0 and any ε > 0,
b(`)(y, t) −−−→
`→∞
y(1− t− y)2
(1− t)3 −
y3
(1− t)3 ,
uniformly in (y, t) ∈ [0, R]× [0, 1− ε]. Let us write
b
(`)
+ (y, t) =
yM`(`− k − yM`)(`− k − yM` − 1)
(`− k)(`− k − 1)2
b
(`)
− (y, t) =
yM`(yM` − 1)2
(`− k)(`− k − 1)2
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Using that (1− t)M` − 1 6 `− k 6 (1− t)M`, we get
y(1− t− y − 2/M`)2
(1− t)3 6 b
(`)
+ (y, t) 6
y(1− t− y)2
(1− t− 2/M`)3
As a result,
b
(`)
+ (y, t)−
y(1− t− y)2
(1− t)3 >
y
(1− t)3
(
− 4
M`
(1− t− y) + 4
M2`
)
> − 4R
ε3M`
+O
(
1/M2`
)
Similarly,
b
(`)
+ (y, t)−
y(1− t− y)2
(1− t)3 6
y(1− t− y)2
(1− t)3(1− t− 2/M`)3
(
(1− t)3 − (1− t− 2/M`)3
)
6 R(1 +R)
2
ε3(ε− 2/M`)3
( 6
M`
+O
(
1/M2`
))
.
This proves the uniform convergence of b(`)+ (y, t). The uniform convergence of
b
(`)
− (y, t) is treated similarly.
Now, since X(`) has jumps of size one, Y (`) has infinitesimal variance
a(`)(y, t) = M`E
((
Y
(`)
t+1/M` − y
)2 ∣∣∣∣ Y (`)t = y)
= 1
M`
(
b
(`)
+ (y, t) + b
(`)
− (y, t)
)
,
which goes to zero uniformly in (y, t) ∈ [0, R]× [0, 1− ε]. Assuming that
1
M`
X
(`)
b`−M`c
d−−−→
`→∞
WM/M ,
the convergence of the piecewise constant interpolation of Y (`) to the solution of
the Cauchy problem 
dy
dt
= y(1− t− y)
2
(1− t)3 −
y3
(1− t)3
y(0) = WM/M
follows from Corollary 4.2 of [7] (see for instance Chapter 8.7 of [6] for a more
practical introduction). Note that in this references, the results are stated for
time-homogeneous Markov chains. However, they are easily adapted to time-
inhomogeneous ones by extending the state space with time in order to obtain a
time-homogeneous process.
Finally, the function given in the Proposition is then readily checked to be a
solution the unique solution of that Cauchy problem, concluding the proof.
To close this section, let us mention briefly that an idea to study the embedded
process X˜(`) is to introduce the process S(`) that counts the jumps of X(`). Indeed,
with this process,
X˜
(`)
i = X
(`)
(S(`))−1(i) .
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As a result, proving the convergence
1
M`
(
X
(`)
b`−M`c+tM` , S
(`)
b`−M`c+tM`
)
=⇒ (y(t), s(t))
would show that
1
M`
X˜
(`)
b`−M`(1−t)c =⇒ y(s−1(t)) ,
and we might be able to take M →∞ to study the convergence of 1√
`
X˜
(`)
b`tc.
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A Lemmas used in Section 4
In this section, we recall the proof of two elementary lemmas that were used to
study the number of cherries and of tridents in Section 4.
Lemma A.1. Let (u`) be a sequence satisfying the recursion
u`+1 = a` u` + b`
and let i be such that ∀` > i, a` 6= 0. Then,
∀` > i, u` =
(
ui +
`−1∑
k=i
bk∏k
j=i aj
)
`−1∏
k=i
ak
Proof. For k > i, since ak 6= 0 we have
uk+1∏k
j=i aj
− uk∏k−1
j=i aj
= bk∏k
j=i aj
,
where the empty product is one. As a result, for all ` > i,
u`∏`−1
j=i aj
− ui =
`−1∑
k=i
(
uk+1∏k
j=i aj
− uk∏k−1
j=i aj
)
=
`−1∑
k=i
bk∏k
j=i aj
,
and the proof is over.
Lemma A.2. Let (v`) be such that v` ∼ α ` p, where p > 0 and α 6= 0. Then,
`−1∑
k=i
vk ∼ α
p+ 1`
p+1 .
Proof. Let ε` → 0 be such that v` = α ` p + ε` ` p. Then,
`−1∑
k=i
vk = α
`−1∑
k=i
k p +
`−1∑
k=i
εk k
p
Comparison with an integral shows that ∑`−1k=i k p ∼ ` p+1/(p + 1), so to finish the
proof we simply have to show that ∑`−1k=i εk k p = o(` p+1). Since ε` → 0, for all
η > 0 there exists jη such that ∀k > jη, |εk| < η. Therefore,∣∣∣∣∣
`−1∑
k=i
εk k
p
∣∣∣∣∣ <
jη−1∑
k=i
|εk k p| + η
`−1∑
k=jη
k p
For fixed η, the first of these sums has a fixed number of terms and thus is bounded.
The second one is asymptotically equivalent to η `p+1/(p+ 1). Thus, for all η > 0,
for ` large enough, ∣∣∣∣∣
∑`−1
k=i εk k
p
` p+1
∣∣∣∣∣ < η
and the proof is over.
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B Variance of χ`
In this section, we prove Proposition 4.8 by obtaining an explicit expression for
the variance of the number χ` or tridents of a uniform RTCN with ` labeled
leaves.
Consider the Markov chain (X`)`>2 defined in Proposition 4.6, and let s` = E(X2` ).
From the transition probabilities of X`, we get
E
(
X2`+1
∣∣∣X` = k) =
(
`− 6
`
)2
k2 + 2`
2 − `− 3
`2
k + `− 1
`
.
Integrating in k, this yields
s`+1 =
(
`− 6
`
)2
s` +
2`2 − 8`− 3
`2
µ` +
`− 1
`
where, for ` > 4, we can substitute the expression of µ` given in Proposition 4.7.
Rearranging a bit get that for all ` > 4,
s`+1 =
(
`− 6
`
)2
s` +
30 `5 − 185 `4 + 188 `3 + 746 `2 − 1649 `+ 843
105 (`− 1)(`− 2)(`− 3)`
Using Lemma A.1 and a symbolic computation software, we get an explicit ex-
pression for s`, and, from there,
Var(χ`) =
(
59400 `9 − 1618650 `8 +O(`7)
)
`
1576575 (`− 1)2(`− 2)2(`− 3)2(`− 4)(`− 5)(`− 6)
from which Proposition 4.8 follows.
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