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MODULAR KOSZUL DUALITY FOR SOERGEL BIMODULES
SHOTARO MAKISUMI
Abstract. We generalize the modular Koszul duality of Achar–Riche [AR16b]
to the setting of Soergel bimodules associated to any finite Coxeter system.
The key new tools are a functorial monodromy action and wall-crossing func-
tors in the mixed modular derived category of ibid. In characteristic 0, this du-
ality together with Soergel’s conjecture (proved by Elias–Williamson [EW14])
imply that our Soergel-theoretic graded category O is Koszul self-dual, gener-
alizing the result of Beilinson–Ginzburg–Soergel [Soe90, BGS96].
1. Introduction
Let g be a semisimple complex Lie algebra. Consider the principal block O0 of
its BGG category O, i.e. the block containing the trivial representation. As is well
known, O0 is a finite length abelian category with enough projectives. It therefore
has a minimal projective generator P , so that O0 is equivalent to the category of
finitely generated modules over
A := EndO0(P )
opp.
Beilinson–Ginzburg–Soergel [BGS96] showed that this ring admits a Koszul grad-
ing: a positive grading A =
⊕
i≥0Ai with A0 semisimple, and such that the left
A-module A0 = A/A>0 admits a graded projective resolution P
• → A0 where P
i is
generated in degree i. The existence of a Koszul grading on the algebra controlling
O0 is a deep fact closely related to the Kazhdan–Lusztig conjecture.
For a Koszul ring B =
⊕
i≥0 Bi, its Koszul dual ring is E(B) := Ext
•
B-mod(B0),
where Ext is taken in ungraded B-modules. It was moreover shown in [Soe90,
BGS96] that A is Koszul self-dual: A ∼= E(A) as graded algebras. Thus the Koszul
grading on A reveals a hidden self-duality of O0.
The graded algebra A only depends on the representation of W on the Cartan
subalgebra h. In fact, the theory of Soergel bimodules [Soe92, Soe00, Soe07] allows
one more generally to define a graded algebra AW,h for any suitable “reflection
faithful realization” (W, h) of an arbitrary Coxeter system. For background on
Soergel bimodules as well as the definition of AW,h, see §2.
For Soergel bimodules, one still has an analogue of the Kazhdan–Lusztig con-
jecture known as Soergel’s conjecture. Elias–Williamson suggested [EW16, Re-
mark 3.4] that there should also be a rich Koszul duality in this generality. In this
paper, we realize this vision for finite Coxeter systems.
The following is a consequence of our main result together with the Soergel’s
conjecture proved by Elias–Williamson [EW14].
Theorem 1.1. For finite Coxeter groupW and the geometric representation hgeom,
the graded algebra AW,hgeom is Koszul self-dual.
Date: March 7, 2017.
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1.1. Mixed modular derived category. A first step towards this result was
taken in [Mak], where we defined Ogr0 for general (W, h) using the mixed modular
derived category formalism of [AR16b].
As explained in [BGS96], the grading on O0 comes from mixed geometry; O
gr
0
may be identified with a certain category of mixed (ℓ-adic) perverse sheaves on a
finite field flag variety. In [AR16b], Achar–Riche introduced a new approach to
defining the mixed category based on the parity sheaves of [JMW14]. This “mixed
(modular) derived category” has a notion of weights and Tate twist, and for positive
characteristic coefficients, may serve as a replacement for mixed ℓ-adic sheaves.
In particular, for a connected complex reductive group G with a Borel sub-
group B, [AR16b] defined and studied the categories of B-constructible “mixed
complexes” and “mixed perverse sheaves” on the flag variety G/B with coefficients
in a field k:
Dmix(B) (G/B, k) ⊃ P
mix
(B)(G/B, k).
Parity sheaves on the flag variety are related to Soergel (bi)modules. In [Mak],
we used this connection to generalize this study to the setting of Soergel bimod-
ules associated to general (W, h), not necessarily arising from complex reductive
groups; this is our generalization of Ogr0 . We will recall the facts we need from this
framework in §2.5.
1.2. Modular Koszul duality. Geometrically, the Koszul duality of category O
is a derived equivalence relating mixed sheaves on Langlands dual flag varieties.
Achar–Riche [AR16b] proved an analogous equivalence for the mixed modular de-
rived category, which they call “modular Koszul duality,” although it may not
involve any Koszul algebra in the algebraic sense.
Our main result (Theorem 2.7) generalizes this to the setting of Soergel theory
for any finite Coxeter system (W,S). Morally, it is a derived equivalence relating
mixed modular sheaves on possibly non-existent Langlands dual flag varieties.
Our key new tools are monodromy action and wall-crossing functors in (our
generalization of) Dmix(B)(G/B, k). These tools allow us to imitate the strategy of
the characteristic-zero Koszul duality of Bezrukavnikov–Yun [BY13]. In particu-
lar, even in the geometric setting of [AR16b], our approach gives a new proof of
modular Koszul duality that is independent of [BY13] and of the Kazhdan–Lusztig
conjecture.
In [AR13], Achar–Riche identified Pmix(B)(G/B,C) with O
gr
0 of [BGS96]. (This,
however, relies on the Koszulity of Ogr0 , hence on some form of the Kazhdan–
Lusztig conjecture.) Via this identification, our approach also gives a new proof of
the classical Koszul duality of [Soe90, BGS96].
Remark 1.2. In [Mak], we crucially used the Braden–MacPherson and Fiebig theory
of moment graph sheaves. However, once the framework is set up, all results we
quote from ibid. are exact analogues of those of [AR16b], which in turn are analogues
of well-known results in characteristic 0. The constructions we introduce are already
new for Dmix(B)(G/B,C), and should be accessible to readers who prefer to think in
this setting.
1.3. Related work. For finite dihedral groups W , the Koszulity and Koszul self-
duality of AW,hgeom was proved earlier by explicit methods by Sauerwein [Sau].
After an early draft of this article had been written, the author learned of a
project by Achar, Riche, and Williamson that contained constructions similar to
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those of this article. In joint work [AMRW], we (in particular) clarify and extend
the constructions in §4–5.
1.4. Contents. In §2, we recall some background on Soergel (bi)modules and the
mixed modular derived category and state the main result. After some preliminaries
in §3, we introduce the key new constructions in §4 (monodromy action) and §5
(wall-crossing functors). The main result is proved in §6.
1.5. Acknowledgements. I thank B. Elias for his 2014 WARTHOG lectures on
Soergel bimodules at the University of Oregon. I owe much to P. Fiebig for his
advice and encouragement. The wall-crossing functor of §5 has its origins in my
discussions with him during a visit to Universita¨t Erlangen–Nu¨rnberg in Septem-
ber 2015. The collaboration [AMRW] resulted from a workshop at the American
Institute for Mathematics in March 2016. I thank AIM for hosting the workshop,
and P. Achar, S. Riche, and G. Williamson for many enlightening discussions as
well as comments on a preliminary draft.
This article is part of the author’s Ph.D. thesis. It is a pleasure to thank my
advisor, Z. Yun, for his continued guidance and support—for encouraging and sup-
porting my travels through his Packard Foundation fellowship, and for countless
hours of helpful conversation, mathematical or otherwise.
2. Main result
2.1. Background on the Hecke algebras. Let (W,S) be a Coxeter system.
We always tacitly assume that |S| < ∞. We denote by e the identity element,
ℓ : W → Z≥0 the length function, and ≤ the Bruhat order. An expression is a word
w = s1 · · · sk in S. We write w = s1 · · · sk for the corresponding element in W .
We follow Soergel’s normalization for the Hecke algebra; see [Soe90] for details.
The Hecke algebra HW is the algebra with free Z[v, v
−1]-basis {Hw | w ∈ W} and
multiplication
HwHs =
{
Hws if xs > x,
(v−1 − v)Hw +Hws if xs < x.
This algebra has another basis, the Kazhdan–Lusztig basis {Hw | w ∈ W}, char-
acterized by the conditions Hw = Hw (for a certain duality (−) : HW → HW ) and
Hw ∈ Hw +
∑
x<w vZ[v]Hx. For example, Hs = Hs + vHe for s ∈ S.
For any expression w = s1 · · · sk, we set Hw := Hs1 · · ·Hsk .
2.2. Background on Soergel (bi)modules. A realization of (W,S) over a com-
mutative ring k [Eli16, EW16] consists of the datum
(h, {α∨s | s ∈ S} ⊂ h, {αs | s ∈ S} ⊂ h
∗),
where h is a finite-rank free k-module and h∗ = Homk(h, k), such that 〈α
∨
s , αs〉 = 2
for all s ∈ S, the assignment s(v) := v−〈v, αs〉α
∨
s for v ∈ h defines a representation
of W , and an additional technical condition [EW16, (3.3)] that will always holds in
our setting. We often simply speak of a realization h.
Fix a Coxeter system (W,S) and a realization (h, {α∨s }, {αs}) over a field k of
characteristic not equal to 2. We assume that the W -representation h is reflection
faithful, in the following sense.
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Definition 2.1 ([Soe07], Definition 1.5). A reflection faithful representation h of
(W,S) is a faithful, finite dimensional representation of W such that for all w ∈W ,
the fixed subspace hw has codimension 1 if and only if w ∈ T , the set of reflections
in W .
We call the data (W, h) a reflection faithful realization (always over a field k of
characteristic not equal to 2). This is the starting data for our categories.
Let R = Symk(h
∗) be the symmetric algebra, graded with deg h∗ = 2. Let
R-gmod-R be the category of graded R-bimodules, which has a grading shift au-
toequivalence {1}, defined on M =
⊕
i∈ZMi by (M{n})i = Mn+i. This category
is monoidal under ⊗R, which we often drop from the notation.
For s ∈ S, let Rs be the s-invariants for the natural W -action on R. Define
Bs := R⊗Rs R{1} ∈ R-gmod-R
and
θs = Bs ⊗R (−) : R-gmod-R→ R-gmod-R.
For any expression w = s1 · · · sk, define the Bott–Samelson bimodule
Bw := θs1 · · · θsk(R) = Bs1 · · ·Bsk .
Let SBimBS(W, h) be the smallest strictly full subcategory of R-gmod-R containing
all Bott–Samelson bimodules (including the regular bimodule B∅ = R for the empty
expression) and closed under ⊕ and {n}. Let SBim(W, h) be the Karoubi envelope
of SBimBS(W, h), identified with a strictly full subcategory of R-gmod-R:
(2.1) SBimBS(W, h) ⊂ SBim(W, h) ⊂ R-gmod-R.
Each of these categories is monoidal under ⊗R with unit object R. The objects of
SBim(W, h) are called Soergel bimodules. Soergel [Soe07] gave the following classi-
fication of the indecomposable objects.
Proposition 2.2. For each w ∈ W , there is an object Bw ∈ SBim(W, h), charac-
terized (up to canonical isomorphism) by the following property: for any reduced
expression w of w, it is the unique indecomposable direct summand of Bw that does
not occur as a direct summand of any Bx with ℓ(x) < ℓ(w).
The set {Bw | w ∈ W} is a complete list of isomorphism classes of indecompos-
able Soergel bimodules up to shift. Every object of SBim(W, h) is isomorphic to a
finite direct sum of shifts of various Bw, and such a decomposition is unique in the
obvious sense.
The split Grothendieck group [SBim(W, h)] of SBim(W, h) is a Z[v, v−1]-algebra
under v[M ] = [M{1}] and [M ][N ] = [M ⊗R N ]. Soergel’s categorification theorem
says that the assignment Hs 7→ [Bs] for s ∈ S determines a Z[v, v
−1]-algebra
isomorphism HW
∼
→ [SBim(W, h)].
Definition 2.3. We say that (W, h) satisfies Soergel’s conjecture if [Bw] = Hw for
all w ∈W under this isomorphism.
This is a Soergel-theoretic analogue of the Kazhdan–Lusztig conjecture. (This
terminology is not meant to claim any conjecture on behalf of Soergel, who conjec-
tured this result for specific characteristic-zero realizations.)
Define the categories
SBimBS(W, h) ⊂ SBim(W, h) ⊂ gmod-R
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to be the essential images of the categories in (2.1) under the functor
k⊗R (−) : R-gmod-R→ gmod-R.
The objects of SBim(W, h) are called Soergel modules. The modules Bw := k⊗RBw
remain indecomposable and pairwise distinct. Thus Bw is again characterized as
the “largest” direct summand of a Bott–Samelson module Bw := k ⊗R Bw, and
we have a classification theorem entirely analogous to the case of bimodules. We
similarly define Bott–Samelson and Soergel modules in R-gmod by reducing the
right R-action.
We can now define the ring AW,h from the introduction.
Definition 2.4. Let AW,h be the graded endomorphism algebra
AW,h =
⊕
n∈Z
Homgmod-R(k⊗R B, k⊗R B{n}),
where B =
⊕
w∈W Bw ∈ SBim(W, h).
2.3. Relation to parity sheaves. Although we do not use the results recalled in
this subsection, they serve as important motivation.
Let G be a connected complex reductive group, with Borel subgroup B and
maximal torus T . Let k be a field, and let DbB(G/B, k) (resp. D
b
(B)(G/B, k)) be
the B-equivariant (resp. B-constructible) derived category of sheaves on the flag
variety G/B with coefficients in k. Denote by {1} the cohomological shift (usually
denoted [1]).
Let ParityB(G/B, k) ⊂ D
b
B(G/B, k) be the full additive subcategory of B-equi-
variant parity sheaves. By [JMW14], the indecomposable objects are {Ew | w ∈W}
up to shift and isomorphism, where Ew is characterized by a support condition and
normalization. The category DbB(G/B, k) is monoidal under B-convolution ∗. For
any expression w = s1 · · · sk, define the Bott–Samelson parity sheaf
Ew := Es1 ∗ · · · ∗ Esk .
Then Ew also admits a Bott–Samelson characterization: for any reduced expression
w of w, it is the unique direct summand of Ew that does not appear as a direct
summand of Ex for any expression x with ℓ(x) < ℓ(w).
Let ParityBSB (G/B, k) be the smallest strictly full subcategory of D
b
B(G/B, k)
containing all Bott–Samelson bimodules (including the skyscraper sheaf E∅ = δ =
kXe) and closed under ⊕ and {n}. By the preceding discussion, its Karoubi envelope
can be identified with ParityB(G/B, k). Thus we have categories
(2.2) ParityBSB (G/B, k) ⊂ ParityB(G/B, k) ⊂ D
b
B(G/B, k),
each monoidal under ∗ with unit object δ.
Let
ParityBS(B)(G/B, k) ⊂ Parity(B)(G/B, k) ⊂ D
b
(B)(G/B, k)
be the essential images of the categories in (2.2) under the forgetful functor
For : DbB(G/B, k)→ D
b
(B)(G/B, k).
The objects of Parity(B)(G/B, k) are B-constructible parity sheaves. Each Ew :=
For(Ew) remains indecomposable and again admits two characterizations: by a
support condition and a normalization, and as the “largest” direct summand of the
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Bott–Samelson parity sheaf Ew := For(Ew). We also have a classification theorem
entirely analogous to equivariant case.
The connection to Soergel (bi)modules is as follows. Via the canonical isomor-
phism H•B(pt, k)
∼= R, total cohomology defines functors
H•B : D
b
B(G/B, k)→ R-gmod-R, H
• : Db(B)(G/B, k)→ gmod-R
intertwining {1}. Let (W, h) be the base change to k of the realization associated to
(G,B, T ). If the characteristic of k is good for G and moreover not equal to 2, then
it can be deduced from [AR16a, §4] that these functors restrict to equivalences
(ParityB(G/B, k), ∗)
∼
→ (SBim(W, h),⊗R), Parity(B)(G/B, k)
∼
→ SBim(W, h)
sending Ew 7→ Bw, Ew 7→ Bw and Ew 7→ Bw, Ew 7→ Bw, and intertwining For with
k⊗R (−).
2.4. Geometric notation for Soergel (bi)modules. Let (W, h) be a reflection
faithful realization. Our point of view, motivated by the discussion in §2.3, is that
(W, h) determines a possibly non-existent datum (G,B, T ), and Bott–Samelson and
Soergel bimodules (resp. modules) are B-equivariant (resp. B-constructible) Bott–
Samelson and indecomposable k-parity sheaves on the flag variety G/B.
Accordingly, we denote the category of Soergel bimodules SBim(W, h) by
Parity(B\G/B, k) ⊂ R-gmod-R,
and the categories of right and left Soergel modules by
Parity(U\G/B, k) ⊂ gmod-R, Parity(B\G/U, k) ⊂ R-gmod.
Similar remarks apply to Bott–Samelson (bi)modules. Moreover, we will sometimes
write ∗ instead of ⊗R, and speak of forgetful functors
For = (−)⊗R k : Parity(B\G/B, k)→ Parity(U\G/B, k),
For = k⊗R (−) : Parity(B\G/B, k)→ Parity(U\G/B, k).
We will often drop k from the notation. We sometimes write Ew for any of
Bw ∈ Parity(B\G/B), k⊗R Bw ∈ Parity(U\G/B), Bw ⊗R k ∈ Parity(B\G/U),
and δ for the “skyscraper sheaf” Ee.
We stress that B\G/B, U\G/B, B\G/U are purely notational device used to
emphasize the analogy with geometry.
2.5. Background on the mixed modular derived category. In this subsec-
tion, we recall the results of [Mak] generalizing the formalism of [AR16b].
Let (W, h) be a reflection faithful realization. We define the associated equivari-
ant and constructible mixed derived category by
Dmix(B\G/B) := KbParity(B\G/B), Dmix(U\G/B) := KbParity(U\G/B).
Each category has an induced internal grading shift {1} and a new cohomological
shift [1]. Define the Tate twist 〈1〉 = [1]{−1}. The forgetful functor induces an
exact functor
For : Dmix(B\G/B)→ Dmix(U\G/B).
We think of these categories as the B-equivariant and B-constructible mixed derived
category of a possibly non-existent G/B.
The Braden–MacPherson and Fiebig theory of moment graph sheaves allows
us to take this point of view more seriously: it provides a notion of “strata” and
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“support,” so that Soergel bimodules (in the guise of Braden–MacPherson sheaves)
may be characterized by a support condition and a normalization analogous to
those for indecomposable parity sheaves. In [Mak], we used this theory to define a
recollement structure on Dmix(B\G/B) and Dmix(U\G/B), allowing one to speak
of the “standard” and “costandard” sheaves
∆w := “iw!kXw{ℓ(w)}, ” ∇w := “iw∗kXw{ℓ(w)}”
for each w ∈ W , where iw is the “inclusion of the Schubert cell iw : Xw →֒ G/B.”
We also defined a “perverse” t-structure with hearts
Pmix(B\G/B) ⊂ Dmix(B\G/B), Pmix(U\G/B) ⊂ Dmix(U\G/B),
consisting of mixed perverse sheaves, each stable under Tate twist and having sim-
ples {ICw | w ∈ W} up to Tate twist and isomorphism.
Remark 2.5. In [Mak], these categories were denoted by
Pmix(B) ⊂ Dmix(B), Pmixc (B) ⊂ D
mix
c (B),
where B is the Bruhat moment graph associated to (W, h).
One of the main results in [Mak] is that (Pmix(U\G/B), 〈1〉) has the natural
structure of a graded highest weight category indexed by (W,≤) (in the sense of
[AR16b, Definition A.1], where it is called “graded quasihereditary,” except that the
index set may be infinite), with ∆w (resp. ∇w) as the standard (resp. costandard)
objects. One may therefore speak of the full additive subcategory
Tiltmix(U\G/B) ⊂ Pmix(U\G/B)
of tilting sheaves. The indecomposable objects are {Tw | w ∈W} up to Tate twist
and isomorphism, where Tw is again characterized by a support condition and a
normalization.
When the index set is finite, graded highest weight categories have enough pro-
jectives. Thus for finite W , Pmix(U\G/B) contains the usual collection of objects
∆w, ∇w, ICw, Pw, Iw, Tw for w ∈W.
This is our Soergel-theoretic generalization of Ogr0 . Note, however, that Ew may
not be perverse.
Consider the objects
P :=
⊕
w∈W
Pw, E :=
⊕
w∈W
Ew
in Dmix(U\G/B), and define
AprojW,h :=
(⊕
n
Hom(P ,P〈n〉)
)opp
, AparityW,h :=
⊕
n
Hom(E , E{n}) = AW,h.
Note that AprojW,h is the graded algebra controlling P
mix(U\G/B). The following
result was proved in [Mak] as a consequence of the fact that Soergel’s conjecture
implies the isomorphism Ew ∼= ICw for all w ∈W .
Proposition 2.6. Suppose that W is finite, and that (W, h) satisfies Soergel’s con-
jecture. Then AprojW,h and A
parity
W,h are Koszul, and Koszul dual to each other.
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Given a realization (h, {α∨s }, {αs}), we have the dual realization (h
∗, {αs}, {α
∨
s }).
As aW -representation, h∗ is the dual of h. Suppose that h∗ is also reflection faithful.
Let R∨ = Sym
k
(h), graded with deg h = 2. Again motivated by geometry, we view
(W, h∗) as determining the Langlands dual data (G∨, B∨, T∨). For instance,
Parity(B∨\G∨/U∨) ⊂ R∨-gmod
denotes the category of left Soergel modules associated to (W, h∗), with indecom-
posables E∨w “generated” by
θs := B
∨
s ⊗R∨ (−) : R
∨-gmod→ R∨-gmod, B∨s := (R
∨)⊗(R∨)s R
∨{1}, s ∈ S
from E∨e = k. Repeating the constructions above with left and right switched, we
obtain in particular the categories
Tiltmix(B∨\G∨/U∨) ⊂ Pmix(B∨\G∨/U∨) ⊂ Dmix(B∨\G∨/U∨),
containing the objects ∆∨w, ∇
∨
w, T
∨
w for w ∈ W .
2.6. Statements. Let (W,S) be a finite Coxeter system, k a field of characteristic
not equal to 2, and h a realization of (W,S) over k. Assume that both h and h∗ are
reflection faithful, so that all categories of the preceding subsections are defined.
Our main result, to be proved in §6.3, is a Soergel-theoretic generalization of
modular Koszul duality [AR16b, Theorem 5.4].
Theorem 2.7. There exists a triangulated equivalence
κ : Dmix(U\G/B, k)
∼
→ Dmix(B∨\G∨/U∨, k)
satisfying κ ◦ [1] ∼= [1] ◦ κ, κ ◦ 〈1〉 ∼= {1} ◦ κ, κ ◦ {1} ∼= 〈1〉 ◦ κ, and
κ(∆w) ∼= ∆
∨
w, κ(∇w)
∼= ∇∨w, κ(Tw)
∼= E∨w , κ(Ew)
∼= T ∨w .
We note the following immediate consequences. First, we obtain the following
equivalence by composing κ with the Ringel self-duality ofDmix(U\G/B, k) (proved
in [Mak] by imitating [AR16b, Proposition 4.11]).
Corollary 2.8. There exists a triangulated equivalence
κ′ : Dmix(U\G/B, k)
∼
→ Dmix(B∨\G∨/U∨, k)
satisfying κ′ ◦ [1] ∼= [1]◦κ′, κ′ ◦〈1〉 ∼= {1}◦κ′, κ′ ◦{1} ∼= 〈1〉◦κ′, and κ′(Pww0)
∼= Ew.
From this equivalence and Proposition 2.6, we deduce the following statement
about graded algebras.
Theorem 2.9. Suppose that (W, h) satisfies Soergel’s conjecture. Then AprojW,h is
Koszul, and E(AprojW,h)
∼= A
proj
W,h∗ . In particular, if h is self-dual, then A
proj
W,h is Koszul
self-dual.
For the geometric representation hgeom, Soergel’s conjecture is a theorem for
arbitrary Coxeter groups due to Elias–Williamson [EW14]. As a result, we obtain
a uniform, purely algebraic proof of Theorem 1.1, the Koszul self-duality of AW,hgeom
for all finite W , generalizing the Koszul self-duality of O0.
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2.7. Structure of the proof. Our proof of Theorem 2.7 follows an established
pattern; we imitate in particular the proof of the “self-duality” in [BY13]. In short,
the goal is to invent functors ξs for s ∈ S and V as in the diagram
Dmix(U\G/B)
ξs
✗
❴ ✬
V //❴❴❴ R∨-gmod,
θs

satisfying the following properties: (1) {ξs | s ∈ S} “generate” Tilt
mix(U\G/B)
from the smallest tilting sheaf Te = δ in the same way that {θs | s ∈ S} “generate”
Parity(B∨\G∨/U∨) from the smallest parity sheaf E∨e = k; (2) V(Te)
∼= E∨e ; (3)
V ◦ ξs ∼= θs ◦V for all s ∈ S. The monodromy action in D
mix(U\G/B), constructed
in §4, will play a key role in defining both ξs and V.
3. Preliminaries
In this section, let k be a commutative ring. By grading, we always mean a
Z-grading.
3.1. Graded modules and graded categories. A graded k-linear additive cat-
egory will mean for us a pair (C, {1}) consisting of a k-linear additive category C
and an autoequivalence {1}, called grading shift. For M,N ∈ C, define the graded
Hom
HOMC(M,N) :=
⊕
n∈Z
HomC(M,N{n}),
a graded k-module. For L,M,N ∈ C, the obvious induced composition
(−) ◦ (−) : HOMC(M,N)×HOMC(L,M)→ HOMC(L,N),
is graded k-bilinear. The notation f : M → N will be reserved for an actual mor-
phism of C. We think of {1} as shifting down the grading, so that f : M → N{n}
denotes an element f ∈ HOMC(M,N) of degree n.
Let A be a graded k-algebra. A graded k-linear additive category (C, {1}) is
called graded A-linear if its graded Homs have the structure of a graded A-module
making composition graded A-bilinear.
For example, A-gmod denotes the category whose objects are graded A-modules
and whose morphisms are graded (i.e. degree 0) A-linear homomorphisms. For a
graded A-module M =
⊕
Mi, define its grading shift M{n} by M{n}i =Mi+n. If
A is commutative, then (A-gmod, {1}) is graded A-linear.
An additive functor between graded k-linear (resp. graded A-linear) categories
is called graded k-linear (resp. graded A-linear) if it intertwines the shifts on the
nose and the induced maps of graded Hom are graded k-linear (resp. A-linear).
3.2. Further background on Soergel (bi)modules and mixed derived cat-
egory. Let (W, h) be a reflection faithful realization.
3.2.1. A little Soergel diagrammatics. Given M,N ∈ R-gmod-R, we write
Hom(M,N) for the space of degree 0 bimodule maps, and
HOM(M,N) :=
⊕
n∈Z
Hom(M,N{n}) ∈ R-gmod-R
for the graded Hom.
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For each s ∈ S, define the following bimodule maps:
• : Bs → R{1} : f ⊗ g 7→ fg
• : R→ Bs{1} : f 7→ f
(αs
2
⊗ 1 + 1⊗
αs
2
)
•
• := • ◦ • : Bs → Bs{2}, := idBs : Bs → Bs
Each diagram (to be read from bottom to top) is “s-colored,” but we will always
have a fixed s in mind.
These diagrams are borrowed from [EK10, Eli16, EW16]. We treat them as or-
dinary symbols rather than embedded graphs up to isotopy. However, the topology
of the diagram reminds us whether the R-action can be moved from right to left:
we have
• f = f • , • f = f • ,
•
• f = f
•
• for all f ∈ R,(3.1)
β = sα(β) + •• 〈α
∨
s , β〉 ∈ Hom(Bs, Bs{2}) for all β ∈ h
∗.(3.2)
3.2.2. Soergel Hom formula and equivariant formality. On the Hecke algebra HW
(see §2.1), define the Z[v, v−1]-bilinear pairing
〈−,−〉 : HW ×HW → Z[v, v
−1]
determined by 〈Hx, Hy〉 = δxy. The graded dimension of a graded vector space
V =
⊕
n∈Z Vn is
gdimV =
∑
n∈Z
(dimVn)v
d ∈ Z[v, v−1].
The following “equivariant formality” statement will play an important role
throughout this paper.
Proposition 3.1. For any M,N ∈ Parity(B\G/B), the graded Hom HOM(M,N)
is graded free as a left R-module. If moreover W is finite, then the natural map
k⊗R HOMR-gmod-R(M,N)→ HOMgmod-R(k⊗RM, k⊗R N)
induced by k⊗R (−) : R-gmod-R→ gmod-R is an isomorphism.
Proof. The first statement is part of [Soe07, Theorem 5.15]. Soergel originally
proved the second statement for the geometric representation of finite Weyl groups
[Soe92, Theorem 2], and more recently for reflection faithful realizations [Soe]. 
We will also need the Soergel Hom formula [Soe07, Theorem 5.15]: for any two
expressions x, y, we have
gdim(k⊗R HOM(Bx, By)) = 〈Hx, Hy〉.
For finite W , we deduce by Proposition 3.1 that
(3.3) gdimHOMgmod-R(k⊗Bx, k⊗By) = 〈Hx, Hy〉.
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3.2.3. Singular Soergel bimodules. The entire story in §2.5 generalizes to singular
Soergel theory, or at least to the subregular case. Namely, for every s ∈ S, there
are categories
Parity(B\G/P s) = SBim
s
(W, h) ⊂ R-gmod-Rs,
Parity(U\G/P s) = SBims(W, h) ⊂ gmod-Rs,
of singular Soergel (bi)modules [Wil11], with indecomposable objects indexed by
the coset space W/{1, s}. When (W, h) arises from a complex reductive group G,
these categories are related to parity sheaves on minimal partial flag varieties G/P s
in the same way as in §2.3.
As in the regular case, one can use moment graphs to define
Pmix(U\G/P s) ⊂ Dmix(U\G/P s), Pmix(B\G/P s) ⊂ Dmix(B\G/P s).
Note that Dmix(B\G/P s) is a left module category for Dmix(B\G/B) via ∗. There
are also exact functors
πs∗ : Dmix(B\G/P s)→ Dmix(B\G/B), πs∗ : D
mix(B\G/B)→ Dmix(B\G/P s),
and their constructible versions. We noted in [Mak] that these constructions sat-
isfy various properties one expects from geometry, with mostly the same proofs as
in [AR16b].
3.3. Sign convention in homological algebra. This technical subsection can
safely be skipped on a first reading.
Let A be an additive category. Denote by ChbA (resp. KbA) the category of
bounded complexes in A (resp. bounded homotopy category). The usual convention
in homological algebra defines a shift functor Σℓ (usually denoted by [1]) introducing
a sign in the differential, then defines a triangulated structure on the category with
shift (KbA,Σℓ).
For certain computations in §4–5, it will be more convenient to use a different
shift Σr introducing no sign; the cone will also receive a different sign. Proposi-
tion 3.2 below assures that this is an inessential choice of convention.
We first recall the usual triangulated structure on (KbA,Σℓ), being careful to
note the dependence on Σℓ. The shift Σℓ on Ch
bA and KbA is defined by
(ΣℓA)
i = Ai+1, diΣℓA = −d
i+1
A .
Given a map of complexes f : A → B, one defines the left cone Cℓ(f) to be the
complex
Cℓ(f)
i = Ai+1 ⊕Bi, diCℓ(f) =
[
−di+1A
f i+1 diB
]
.
One also associates to f the left standard triangle
Sℓ(f) : A
f
−→ B
αℓ(f)
−−−→ Cℓ(f)
βℓ(f)
−−−→ ΣℓA
in (ChbA,Σℓ), where αℓ(f) and βℓ(f) are inclusion and projection. A triangle in
(KbA,Σℓ) is left distinguished if it is isomorphic to the image of some left standard
triangle. One then shows that the collection of left distinguished triangles satisfies
the axioms of distinguished triangles, hence defines a triangulated structure on
(KbA,Σℓ).
Define a new shift Σr on Ch
bA and KbA by
(ΣrA)
i = Ai+1, diΣrA = d
i+1
A .
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For a map of complexes f : A→ B, define the right cone Cr(f) by
Cr(f)
i = Ai+1 ⊕Bi, diCr(f) =
[
di+1A
(−1)if i+1 diB
]
,
and the right standard triangle
Sr(f) : A
f
−→ B
αr(f)
−−−→ Cr(f)
βr(f)
−−−→ ΣrA,
where αr(f) and βr(f) are again inclusion and projection (involving no sign). A
triangle in (KbA,Σr) is called right distinguished if it is isomorphic to the image
of some right standard triangle.
Proposition 3.2. The collection of right distinguished triangles defines a triangu-
lated structure on (KbA,Σr). Moreover, there is a natural isomorphism η : Σℓ →
Σr such that the pair (idKbA, η) defines a triangulated equivalence (K
bA,Σℓ) ∼=
(KbA,Σr).
Proof. For any complex A, there is an isomorphism of complexes ηA : ΣℓA→ ΣrA
defined by
ηiA = (−1)
i = (−1)i idAi+1 .
This defines a natural isomorphism η : Σℓ → Σr. For any map of complexes f : A→
B, there is an isomorphism of complexes γf : Cℓ(f)→ Cr(f) defined by
γif =
[
(−1)i
1
]
=
[
(−1)i idAi+1
idBi
]
.
We have the following commutative diagram in ChbA:
A
f // B
αℓ(f) // Cℓ(f)
βℓ(f) //
γf

ΣℓA
ηA

A
f
// B
αr(f)
// Cr(f)
βr(f)
// ΣrA
It follows that the isomorphism (idKbA, η) : (K
bA,Σℓ) → (K
bA,Σr) of categories
with shift identifies the collection of left distinguished triangles with the collection
of right distinguished triangles. The result now follows since the former defines a
triangulated structure on (KbA,Σℓ). 
Remark 3.3. For A = k-mod, the shift Σℓ, resp. Σr, is tensoring on the left, resp. on
the right, with the complex k[1] concentrated in degree −1. (The differential of
a tensor product of complexes is determined by a graded Leibniz rule with the
differential viewed as acting on the left.) This explains the terminology.
We use the “right” sign convention throughout this paper. We write A[1] for
Σr(A) and drop the subscript r and the adjective “right.”
4. Monodromy action
Let (W, h) be a reflection faithful realization. In this section, we define the
monodromy action in Dmix(U\G/B).
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4.1. Idea. To motivate the homological algebra that follows, we first explain the
rough idea of the construction. From now on, we denote by m = R>0 the augmen-
tation ideal of R.
Let us briefly recall the monodromy action in geometry. Let G,B, T, U now
be defined over a finite field. Consider Dbm(B\G/B) (resp. D
b
m(U\G/B)), the
category of B-equivariant (resp. B-constructible) mixed Qℓ sheaves on G/B. Set
〈1〉 := (− 12 ), and let
For : Dbm(B\G/B)→ D
b
m(U\G/B)
be pullback under the map U\G/B → B\G/B. As explained in [BY13, §A.1],
the construction of [Ver83, §5] applied to the T -torsor U\G/B → B\G/B pro-
duces a functorial (log of) monodromy action of h := Qℓ ⊗Z X∗(T ) on any object
F ∈ Dbm(U\G/B): for any X ∈ h, there are morphisms µF ,X : F → F〈2〉 in
Dbm(U\G/B), functorial in F , such that F is B-equivariant if and only if it has
trivial monodromy:
(4.1) F lies in the essential image of For ⇐⇒ µF ,X = 0 for all X ∈ h.
Our goal is to produce an analogous action in Dmix(U\G/B). An object of
Dmix(U\G/B) is a complex (F , dF ) in Parity(U\G/B):
· · · → F i
diF−−→ F i+1
di+1
F−−−→ F i+2 → · · · .
Since For : Parity(B\G/B)→ Parity(U\G/B) is surjective on both objects and mor-
phisms, we may (arbitrarily) lift this to a “pre-complex” (F˜ , d˜F) in Parity(B\G/B):
· · · → F˜ i
d˜i
F−−→ F˜ i+1
d˜i+1
F−−−→ F˜ i+2 → · · · .
Note that d˜i+1F ◦d˜
i
F may not be 0, but by Proposition 3.1 it lies in mHOM(F˜
i, F˜ i+2).
We say that F˜ is a “pseudo complex” in Parity(B\G/B). Thus, any F admits a
pseudo complex lift F˜ , and
(4.2) F is B-equivariant ⇐⇒ d˜i+1F ◦ d˜
i
F ∈ m
2HOM(F i,F i+2) for all i ∈ Z.
Comparing (4.1) with (4.2) suggests that monodromy in Dmix(U\G/B) should
measure the failure of d˜F ◦ d˜F to vanish modulo m
2. We illustrate this in an
example.
Example 4.1. Let s ∈ S. We noted in [Mak] that Ts ∈ D
mix(U\G/B) is the image
of the three-term complex
Ts = (R{−1}
•
−−→ Bs
•
−−→ R{1}),
where (Ts)
0 = Bs and (−) = k⊗R (−). Since • ◦ • = αs idR lies in mHOM(R,R),
this really is a complex in Parity(U\G/B).
This complex does not admit an equivariant lift. To compute the monodromy
action, lift it to the pseudo complex
T˜s = (R{−1}
•
−−→ Bs
•
−−→ R{1}),
14 SHOTARO MAKISUMI
and consider the “morphism of pseudo complexes” d˜Ts ◦ d˜Ts : T˜s → T˜s[2]:
R{−1} // Bs // R{1}
R{−1}
αs
OO
// Bs // R{1}.
Here, the vertical arrow is the component (T˜s)
0 → (T˜s[2])
0. From this, there is a
natural way to cook up a morphism Ts → Ts〈2〉 = Ts[2]{−2}: “dividing through”
by αs decreases the internal degree by 2, and we get
R{−3} // Bs{−2} // R{−1}
R{−1}
id
OO
// Bs // R{1}.
This is the morphism µTs,X : Ts → Ts〈2〉, where X ∈ h is any element satisfying
〈X,αs〉 = 1.
4.2. Statement.
Definition 4.2. An h-monodromic triple (CT ,C(T ),For) consists of a graded R-
linear category (CT , {1}), a graded k-linear category (C(T ), {1}), and a graded k-
linear functor For : CT → C(T ), satisfying the following “equivariant formality”
properties: for F ,G ∈ CT ,
(EF1) HOMCT (F ,G) is a graded free R-module;
(EF2) the natural map
k⊗R HOMCT (F ,G)→ HOMC(T )(ForF ,ForG)
is an isomorphism.
The bounded homotopy category KbC(T ) has an induced shift {1} and a coho-
mological shift [1]. Define the Tate twist 〈1〉 := [1]{−1}. For a k-linear category
with shift (D,Σ), its graded center Z(D,Σ) is the graded k-algebra with degree n
part
Z(D,Σ)n = {α : idD → Σ
n | αΣ = (−1)
nΣα}.
The following is the main result of this section.
Proposition 4.3. Let (CT ,C(T ),For) be an h-monodromic triple. There exists a
graded k-algebra map, the monodromy action,
µ : R∨ → Z(KbC(T ), 〈1〉) : f 7→ µ−,f ,
with the following property. For any F ∈ KbC(T ), denote by
µF : R
∨ →
⊕
n∈Z
Hom(F ,F〈n〉) : f 7→ µF ,f
the induced k-algebra map. Then
F lies in the essential image of For ⇐⇒ µF (m
∨) = {0} (⇐⇒ µF(h) = {0}),
where m∨ = (R∨)>0.
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The construction of µ will occupy the rest of this section.
The intuition for Definition 4.2 is that h = k⊗ZX∗(T ) for an algebraic torus T ,
CT (resp. C(T )) consists of T -equivariant (resp. T -monodromic) k-sheaves on a T -
space, and For forgets the T -equivariance. Proposition 4.3 constructs a functorial
monodromy action for the left T -action, such that a T -monodromic sheaf is T -
equivariant if and only if it has trivial monodromy.
4.3. Categories of pseudo complexes. Let A be a graded k-algebra, and let
(C, {1}) be a graded A-linear category. A graded object in C is a sequence F =
(F i)i∈Z of objects in C. Given graded objects F and G in C, define HOMC(F ,G),
a graded object in A-gmod, by
HOMnC(F ,G) =
∏
i∈Z
HOMC(F
i,Gi+n).
As a k-module, HOMC(F ,G) is bigraded: degree m elements of the graded A-
module HOMnC(F ,G) are given bidegree (n,m). For graded objects F ,G,H in C,
the obvious induced composition
(−) ◦ (−) : HOMC(G,H)×HOMC(F ,G)→ HOMC(F ,H)
is bigraded and A-bilinear.
A (bounded) pre-complex (F , dF) in C consists of a graded object F = (F
i) in
C, with F i = 0 for all but finitely many i, together with a degree (1, 0) element
dF ∈ HOMC(F ,G), called the pre-differential. In components, this consists of
morphisms diF : F
i → F i+1 in C.
Given pre-complexes F and G in C, we make HOMC(F ,G) into a pre-complex
in A-gmod using the pre-differential
df = dG ◦ f − (−1)
nf ◦ dF for f ∈ HOM
n
C(F ,G).
This is the graded Hom pre-complex (HOMC(F ,G), d). Restricting to elements
whose second degree is 0, we get the (non-graded) Hom pre-complex
(HomC(F ,G), d), a pre-complex in k-mod.
Now let (CT ,C(T ),For) be an h-monodromic triple. Henceforth, we will drop the
subscript CT from the various Homs.
Definition 4.4. A pseudo complex (F , dF ) (in CT ) is a pre-complex in CT satisfying
(4.3) dF ◦ dF ∈ mHOM
2(F ,F).
We call dF a pseudo differential. In components, this consists of morphisms
diF : F
i → F i+1 in CT satisfying d
i+1
F ◦ d
i
F ∈ mHOM(F
i,F i+2).
Let F ,G be pseudo complexes. Then the graded Hom pre-complex
(HOM(F ,G), d) has the property that for any n ∈ Z, dn+1 ◦ dn maps HOMn(F ,G)
into mHOMn+2(F ,G). Applying k ⊗R (−) termwise yields an honest complex
(0HOM(F ,G), 0d) in k-gmod. Thus we have the following commutative diagram,
where the vertical arrows are the natural quotient maps:
· · · // HOM−1(F ,G)
d−1 //

HOM0(F ,G)
d0 //

HOM1(F ,G) //

· · ·
· · · // 0HOM−1(F ,G)
0d−1 // 0HOM0(F ,G)
0d0 // 0HOM1(F ,G) // · · ·
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We now define the following graded R-linear categories and functors:
PChbCT
P
−→ 0PChbCT
Q
−→ 0PKbCT .
The objects in each category are pseudo complexes. Grading shift {1} is induced
from that of CT . For pseudo complexes F and G, the graded Homs are defined by
HOMPChbCT (F ,G) = (d
0)−1(mHOM1(F ,G)),
HOM0PChbCT (F ,G) = ker(
0d0),
HOM0PKbCT (F ,G) = ker(
0d0)/ im(0d−1).
The functors P,Q are the identity map on objects and natural quotient maps on
morphisms.
Definition 4.5. Morphisms in PChbCT are called pseudo maps. Thus, a pseudo
map ϕ : F → G is an element of Hom0(F ,G) satisfying
(4.4) dϕ ∈ mHOM1(F ,G)
In components, this consists of morphisms ϕi : F i → Gi in CT satisfying
diG ◦ ϕ
i − ϕi+1 ◦ di+1F ∈ mHOM(F
i,Gi+1).
If (F , dF ) is a pseudo complex in CT , then (EF2) implies that (ForF ,FordF ) is
a complex in C(T ). Moreover, for pseudo complexes F and G, the isomorphism of
(EF2) induces an identification of complexes
(0HOM(F ,G), 0d) ∼= (HOM(ForF ,ForG), d).
The latter complex is the graded version of the Hom complex used in ordinary ho-
mological algebra to define ChbC(T ) and K
bC(T ). Hence this identification induces
equivalences RCh :
0PChbCT → Ch
bC(T ) and RK :
0PKbCT → K
bC(T ).
The situation is summarized in the following diagram:
PChbCT
P // 0PChbCT
Q //
≀ RCh

0PKbCT
≀ RK

ChbC(T ) q
// KbC(T )
Each category is graded R-linear with grading shift {1}, and has an additional
autoequivalence, the homological shift [1]. Define the Tate twist 〈1〉 = [1]{−1}. All
functors are graded R-linear and commute with {1}, [1], 〈1〉 on the nose.
4.4. Triangulated structure on 0PKbCT . Let ϕ : F → G be a pseudo map of
pseudo complexes. Define the cone pseudo complex C(ϕ) and standard triangle
pS(ϕ) : F
ϕ
−→ G
α(ϕ)
−−−→ C(ϕ)
β(ϕ)
−−−→ F [1]
in PChbCT by the same formula as for complexes.
Since the standard triangles in ChbC(T ) are precisely triangles of the form
RChP (
pS(ϕ)), distinguished triangles in KbC(T ) are triangles that are isomorphic
to some qRChP (
pS(ϕ)). Define a triangle T in 0PKbCT to be distinguished if
T ∼= QP (pS(ϕ)) for some ϕ. This is equivalent to RK(T ) ∼= RKQP (S(ϕ)) =
qRChP (S(ϕ)), i.e. RK(T ) is isomorphic to a standard triangle in K
bC(T ). From
this description, we deduce the following result.
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Lemma 4.6. The definitions above define a triangulated structure on 0PKbCT
making RK exact.
4.5. Construction of monodromy. Let M be a graded free R-module. For any
X ∈ h, define a graded k-module map
ΦM,X : mM →
0M{−2}
as follows. If X = 0, set ΦM,X = 0. Otherwise, extend X to a basis {X =
X1, X2, . . . , Xr} of h, with dual basis {X
∗
1 , . . . , X
∗
r } of h
∗. Any m ∈ mM can
be written m = X∗1m1 + · · · + X
∗
rmr for some mi ∈ M . Although mi are not
unique, M graded free ensures that their classes 0mi ∈
0M are well-defined; set
ΦM,Xi(m) =
0mi. It is easy to see that this does not depend on the choice of basis.
The following result is straightforward.
Lemma 4.7. Let M,N be graded free R-modules.
(1) ΦM,X is linear in X.
(2) For any m ∈M , β ∈ h∗, and X ∈ h, we have
ΦM,X(βm) = 〈X, β〉
0m.
(3) For any graded R-linear map f : M → N and X ∈ h, we have
0f ◦ ΦM,X = ΦN,X ◦ f |mM .
We apply this to HOM(F ,G), which is graded free by (EF1).
Lemma 4.8. Let F ,G,H be pre-complexes in CT , and let X ∈ h.
(1) If ϕ ∈ mHOM(F ,G) (so that dϕ ∈ mHOM(F ,G)), then
0d(ΦHOM(F ,G),X(ϕ)) = ΦHOM(F ,G),X(dϕ).
(2) If ϕ ∈ HOM0(F ,G) and ψ ∈ mHOM1(G,H) (so that
ψ ◦ ϕ ∈ mHOM1(F ,H)), then
ΦHOM1(F ,H)(ψ ◦ ϕ) = ΦHOM1(G,H)(ψ) ◦
0ϕ.
If ϕ ∈ mHOM1(F ,G) and ψ ∈ HOM0(G,H), then
ΦHOM1(F ,H)(ψ ◦ ϕ) =
0ψ ◦ ΦHOM1(F ,G)(ϕ).
Proof. (1) Apply Lemma 4.7(3) to d : HOM(F ,G)→ HOM(F ,G).
(2) For the first equality, apply Lemma 4.7(3) to − ◦ ϕ : HOM1(G,H) →
HOM1(F ,H). The second equality is similar. 
Let (F , dF ) be a pseudo complex, and ϕ : F → G a pseudo map of pseudo
complexes. By (4.3) (resp. (4.4)), we can define, for any X ∈ h,
µF ,X = ΦHom2(F ,F),X(dF ◦ dF ) (resp. νϕ,X = ΦHom1(F ,G),X(dϕ)).
This is a degree −2 element in 0HOM2(F ,F) (resp. 0HOM1(F ,G)) that measures
the failure of F to be a complex (resp. the failure of ϕ to be a map of complexes)
“in the X direction.”
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Lemma 4.9. Let ϕ : F → G and ψ : G → H be pseudo maps of pseudo complexes.
For all X ∈ h, we have
0d(µF ,X) = 0,
0d(νϕ,X) = µG,X ◦
0ϕ− 0ϕ ◦ µF ,X ,
νψ◦ϕ,X = νψ,X ◦
0ϕ+ 0ψ ◦ νϕ,X .
Proof. Each equation is straightforward to prove from the definitions and
Lemma 4.8. 
We view µF ,X as a degree 0 element of
0HOM0(F ,F〈2〉) via the natural identi-
fication of complexes
(0HOMn(F ,F), 0dn) ∼= (0HOMn−2(F ,F〈2〉){2}, 0dn−2).
By Lemma 4.9(1), µF ,X defines a morphism F → F〈2〉 in both
0PChbCT and
0PKbCT . We similarly view νϕ,X as a degree 0 element of
0HOM−1(F ,G〈2〉).
Lemma 4.10. Any µ−,X , X ∈ h, is a degree 2 element of Z(
0PChbCT , 〈1〉).
Proof. It is clear from the construction that µ−,X commutes with 〈1〉. For any
pseudo map ϕ : F → G, we must show that
0ϕ〈2〉 ◦ µF ,X = µG,X ◦
0ϕ
in 0PKbCT . This follows from Lemma 4.9(2), which translates to
0d(νϕ,X) = µG,X ◦
0ϕ− 0ϕ〈2〉 ◦ µF ,X ∈
0HOM0(F ,G〈2〉). 
Proof of Proposition 4.3. Since µF ,X is linear in X , the map X 7→ µ−,X extends
uniquely to a graded k-algebra map
µ : R∨ → Z(PKbCT , 〈1〉) : f 7→ µ−,f .
An equivalence of categories with shift induces an isomorphism of their graded
centers. Hence, using RK , we obtain the desired map µ. The last statement is clear
from the construction. 
5. Wall-crossing functors
Let (W, h) be a reflection faithful realization. In this section, we will construct
for each s ∈ S an endofunctor ξs of D
mix(U\G/B). These functors will restrict
to exact functors on Pmix(U\G/B), where they correspond to the wall-crossing
functors on Ogr0 .
5.1. Idea. For each s ∈ S, Bezrukavnikov–Yun [BY13] define a functor
ξs = T˜s
U
∗ (−) : Dbm(U\G/B)→ D
b
m(U\G/B)
using a “free-monodromic” tilting sheaf T˜s in a certain completion of D
b
m(U\G/U).
Although we do not have a monoidal free-monodromic category in our setting, we
can guess the definition of ξs as follows. First, since the proper pushforward of T˜s
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Figure 1. The pre-complex TsF for F ∈ D
mix(U\G/B)
to U\G/B is Ts, the following diagram commutes up to natural isomorphism by
proper base change:
(5.1)
Dbm(U\G/B)
ξs=T˜s
U
∗(−)
))❘❘❘
❘❘❘❘
❘❘❘
❘❘❘❘
Dbm(B\G/B)
For
OO
Ts
B
∗(−)
// Dbm(U\G/B)
In our setting, we have for each s ∈ S an exact functor
Ts ⊗R (−) : D
mix(B\G/B)→ Dmix(U\G/B).
From here on, we drop ⊗R from the notation. Explicitly, this sends F in
Dmix(B\G/B) to the complex TsF is given by
(TsF)
i = F i−1{1} ⊕BsF
i ⊕F i+1{−1}, diTsF =
−d
i−1
F • 1Fi
diF • 1Fi+1
−di+1F
 ,
and the morphism ϕ : F → G to 1TSϕ : TsF → TsG, given by
(1Tsϕ)
i = diag(ϕi−1, ϕi, ϕi+1) : (TsF)
i → (TsG)
i.
Here, each matrix entry is viewed modulo m, i.e. as morphisms in Parity(U\G/B).
By analogy with (5.1), ξs should extend this to D
mix(U\G/B), i.e. to a map of
complexes ϕ : F → G in Parity(U\G/B). There are two difficulties. First, since diF
and ϕi are only defined modulo m (on the left!), diF and ϕ
i are not well-defined
modulo m. We solve this by lifting these to actual bimodule maps, i.e. work with
a pseudo map ϕ : F → G of pseudo complexes. Second, for a pseudo complex F
(resp. pseudo map ϕ : F → G), the pre-complex TsF (resp. pre-complex map 1Tsϕ)
is in general not a pseudo complex (resp. pseudo map); see Figure 1. Indeed, (3.2)
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Figure 2. The pre-complex TsF with correction components
implies that for the component
(dF ◦ dF ) : BsF → BsF (resp. dϕ : BsF → BsG)
of dTsF ◦ dTsF (resp. d(1Tsϕ)) to vanish modulo m, dF ◦ dF (resp. dϕ) must vanish
modulo m2.
The following key computation tells us how to proceed. Choose a basis
{X1, . . . , Xr} of h, and write
dF ◦ dF =
∑
X∗j µ˜F ,Xj for some µ˜F ,Xj ∈ HOM
2(F ,F),
so that µ˜F ,Xj lifts µF ,Xj . Then by (3.2) and the linearity of µF ,−,
(5.2) (dF ◦ dF ) =
∑
X∗j µ˜F ,Xj = ••
∑
〈α∨s , X
∗
j 〉µF ,Xj = •• µF ,α∨s
in 0HOM2(F ,F). Therefore, we may add correction components − • µF ,α∨s (or
− • µF ,α∨s ) as in Figure 2 to turn TsF into an actual complex in Parity(U\G/B).
(Since µF ,α∨s is only defined modulo m, we do not get a pseudo complex in
Parity(B\G/B).) Similarly, the computation
(5.3) dϕ =
∑
X∗j ν˜ϕ,Xj = ••
∑
〈α∨s , X
∗
j 〉νϕ,Xj = •• νϕ,α∨s
in 0HOM1(F ,G) suggests adding correction components − • νϕ,α∨s (or − • νϕ,α∨s )
to turn 1Tsϕ into an actual map of complexes in Parity(U\G/B).
5.2. Statement. Let Cs,T ⊂ Parity(B\G/B) be the full subcategory consisting of
R{n} and Bs{n} for n ∈ Z. Let (CT ,C(T ),For) be an h-monodromic triple. Suppose
that we have a bifunctor
(−) ∗ (−) : Cs,T × CT → CT
such that the induced maps on graded Hom are graded, R-linear on the left, and
R-middle-linear. These assumptions ensure that we have an exact functor Ts ∗
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(−) : KbCT → K
bC(T ) as in §5.1, and that the key computations (5.2) and (5.3)
still hold.
The following is the main result of this section.
Proposition 5.1. In the situation above, there exists a functor ξs : K
bC(T ) →
KbC(T ), defined up to natural isomorphism, with the following properties:
(1) ξs ◦ {1} = {1} ◦ ξs and ξs ◦ [1] = [1] ◦ ξs.
(2) ξs is exact.
(3) There is a natural isomorphism Ts ∗ (−) ∼= ξs ◦ For.
(4) Let F ∈ KbC(T ) and f ∈ (R
∨)s, homogeneous of degree d. Then
ξsµF ,f = µξsF ,f : ξsF → ξsF〈d〉.
(5) Let ((C′T , {1}), ∗
′) be another such pair, giving rise to endofunctor ξ′s of
KbC′(T ). Let F : CT → C
′
T be a graded R-linear functor, inducing
F : KbC(T ) → K
bC′(T ). If F intertwines ∗ and ∗
′ up to natural isomor-
phism, then F ◦ ξs ∼= ξ
′
s ◦ F .
We construct ξs in §5.3. The proof of Proposition 5.1 occupies §5.4.
Remark 5.2. We insist on equality, not just natural isomorphism, in (1) to simplify
certain computations with ξs. In particular, the exactness of ξs is proved by check-
ing directly that it sends a standard triangle to a distinguished triangle. The sign
convention in §3.3 is chosen to simplify this computation.
5.3. Construction of ξs. We will proceed as follows (refer to the diagram below):
define a functor pξs : PCh
bCT → Ch
bC(T ) by explicitly modifying Ts∗(−) as in §5.1;
show that q ◦ pξs factors (uniquely) through a functor
0(pξs) :
0PKbCT → K
bC(T );
finally, choose a quasi-inverse R−1K commuting with {1} and [1] on the nose, and
set ξs =
0(pξs) ◦R
−1
K .
PChbCT
P //
pξs %%❑
❑
❑
❑
❑
0PChbCT
Q //
RCh

0PKbCT
RK

0(pξs)
✤
✤
✤
ChbC(T ) q
// KbC(T )
Remark 5.3. Recall from §5.1 that we could add the correction components in two
ways. Here, we work with one of these. Both choices lead to naturally isomorphic
0(pξs), hence naturally isomorphic ξs.
Step 1: Define pξs. As in §5.1, we omit ∗. Define
pξs on objects by
(pξsF)
i = F i−1{1}⊕BsF
i⊕F i+1{−1}, dipξsF =
−d
i−1
F • 1Fi
diF • 1Fi+1
− • µiF ,α∨s −d
i+1
F
 ,
and on morphisms by
(pξsϕ)
i =
ϕ
i−1
ϕi
− • νiϕ,α∨s ϕ
i+1
 ,
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· · · //
RGi−1{1}
BsG
i
RGi+1{−1}


−di−1
G
• 1
Gi
diG • 1Gi+1
− • µi
G,α∨s
−di+1
G


//
RGi{1}
BsG
i+1
RGi+2{−1}
// · · ·
· · · //
RF i−1{1}
BsF
i
RF i+1{−1}


−di−1
F
• 1
Fi
diF • 1Fi+1
− • µi
F,α∨s
−di+1
F


//


ϕi−1
ϕi
− • νi
ϕ,α∨s
ϕi+1


OO
RF i{1}
BsF
i+1
RF i+2{−1}


ϕi
ϕi+1
− • νi+1
ϕ,α∨s
ϕi+2


OO
// · · ·
Figure 3. Effect of pξs on ϕ : F → G (in degrees i and i+ 1)
where all matrix entries are to be viewed as a morphism in C(T ) (e.g. the top left
entry of (pξsF)
i is in 0HOM(F i−1{1},F i{1}). See Figure 3.
To check that this is a map of complexes in C(T ), we compute (now omitting
indices)
dpξsG ◦ (
pξsϕ) =
−dG • 1GdG • 1G
− • µG,α∨s −dG

ϕ ϕ
− • νϕ,α∨s ϕ

=
−dG ◦ ϕ • ϕ(dG ◦ ϕ)− •• νϕ,α∨s • ϕ
− • (µG,α∨s ◦ ϕ) + • (dG ◦ νϕ,α∨s ) −dG ◦ ϕ

and
(pξsϕ) ◦ dpξsF =
ϕ ϕ
− • νϕ,α∨s ϕ

−dF • 1FdF • 1F
− • µF ,α∨s −dF

=
−ϕ
i ◦ dF • ϕ
(ϕ ◦ dF ) • ϕ
− • (νϕ,α∨s ◦ dF)− • (ϕ ◦ µF ,α∨s ) −ϕ ◦ dF
 .
The (1, 1) and (3, 3) entries agree because ϕ is a pseudo map. The (2, 2) entries
agree by (5.3). The (3, 2) entries agree by Lemma 4.9(2).
Given pseudo maps ϕ : F → G and ψ : G → H, a similar direct computation
using Lemma 4.9(3) shows that pξsψ ◦
pξsϕ =
pξs(ψ ◦ ϕ). Thus
pξs is a functor.
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· · · //
RGi−2{1}
BsG
i−1
RGi{−1}


−di−2
G
• 1
Gi−1
di−1
G
• 1
Gi
− • µi−1
G,α∨s
−diG


//
RGi−1{1}
BsG
i
RGi+1{−1}
//
RGi{1 + 1}
BsG
i+1
RGi+2{−1}
// · · ·
· · · //
RF i−2{1}
BsF
i−1
RF i{−1}
//
OO
RF i−1{1}
BsF
i
RF i+1{−1}


−di−1
F
• 1
Fi
diF • 1Fi+1
− • µi
F,α∨s
−di+1
F


//
(pξs)(βϕ)
i
OO
hi
gg❖ ❖ ❖ ❖ ❖ ❖ ❖ ❖ ❖ ❖ ❖ ❖
RF i{1}
BsF
i+1
RF i+2{−1}
//
OO
hi+1
gg❖ ❖ ❖ ❖ ❖ ❖ ❖ ❖ ❖ ❖ ❖ ❖
· · ·
Figure 4. Homotopy h in Step 2
Step 2: q ◦ pξs factors through P . Given ψ ∈ HOM
0(F ,G) of degree −2 and β ∈ m,
we must show that the map (pξs)(βψ) :
pξsF →
pξsG of complexes in C(T ) is null-
homotopic. We claim that a homotopy is given by
hi =

• 〈α∨s , β〉ψ
i
 : (pξsF)i → (pξsG)i−1,
where • 〈α∨s , β〉ψ
i : BsF
i → RGi{−1} is in the (3, 2) entry (see Figure 4). Indeed,
by direct computation,
(dh)i = di−1pξsG ◦ h
i + hi+1 ◦ dipξsF =
 •• 〈α∨s , β〉ψi
• 〈α∨s , β〉(d
i
G ◦ ψ
i − ψi+1 ◦ diF )
 .
By (3.2),
•
• 〈α∨s , β〉ψ
i ≡ βψi mod m, and by Lemma 4.7(2),
νβψ,α∨s = ΦHOM0(F ,G),α∨s (d(βψ)) = ΦHOM0(F ,G),α∨s (β(dψ))
= 〈α∨s , β〉(
0(dψ)) = 〈α∨s , β〉(dG ◦ ψ − ψ ◦ dF ).
Thus (dh)i = (pξs)(βψ)
i, as desired.
Step 3: q ◦ pξs factors through Q ◦ P . Since the quotient map HOM
−1(F ,G) →
0HOM−1(F ,G) is surjective, it remains to show that for any h ∈ HOM−1(F ,G),
the map pξs(dh) :
pξsF →
pξsG of complexes in C(T ) is null-homotopic. We claim
that a homotopy is given by
Hi =
−hi−1 hi
−hi+1
 : (pξsF)i → (pξsG)i−1.
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Indeed,
(dH)i = di−1pξsG ◦H
i +Hi+1 ◦ dipξsF
=
(dh)
i−1
(dh)i
− • (µi−2G,α∨s ◦ h
i − hi+2 ◦ µi−1F ,α∨s ) (dh)
i+1
 ,
and by Lemma 4.8(2),
µdh,α∨s = Φα∨s (ddh) = Φα∨s (dG ◦ dG ◦ h− h ◦ dF ◦ dF )
= Φα∨s (dG ◦ dG) ◦
0h− 0h ◦ Φα∨s (dF ◦ dF ) = µG,α∨s ◦
0h− 0h ◦ µF ,α∨s ,
so (dH)i = (pξs(dh))
i.
This concludes the construction of ξs.
5.4. Proof of Proposition 5.1. (1) Since P , Q, q, and R−1K commute with shifts
on the nose, it suffices to prove the claim for pξs. This is a direct computation.
(2) By the definition of the triangulated structure on 0PKbCT and the construc-
tion of ξs, it suffices to show that q ◦
pξs sends a standard triangle to a distinguished
triangle. In fact, given a pseudo map ϕ : F → G, we claim that there is an isomor-
phism
pξsF
pξsϕ // pξsG
pξsα(ϕ) // pξsC(ϕ)
pξsβ(ϕ) //
≀ γ

pξsF [1]
pξsF pξsϕ
// pξsG pξsα(ϕ)
// C(pξsϕ) pξsβ(ϕ)
// pξsF [1]
of triangles even in ChbC(T ). Here, γ is given by the evident isomorphism between
(pξsC(ϕ))
i = C(ϕ)i−1{1} ⊕ C(ϕ)i ⊕ C(ϕ)i+1{−1}
= (F i ⊕ Gi−1){1} ⊕Bs(F
i+1 ⊕ Gi)⊕ (F i+2 ⊕ Gi+1){−1}
and
C(pξsϕ) = (
pξsF)
i+1 ⊕ (pξsG)
i
= (F i{1} ⊕BsF
i+1 ⊕F i+2{−1})⊕ (Gi−1{1} ⊕BsG
i ⊕ Gi+1{−1}).
The only claim that is not clear is that γ is a map of complexes. A direct com-
putation writing out diC(pξsϕ) and d
i
pξsC(ϕ)
as 6-by-6 matrices, together with the
following lemma, shows that they are indeed identified by γi.
Lemma 5.4. Let ϕ : F → G be a pseudo map of pseudo complexes. Then
µiC(ϕ),X =
[
µi+1F ,X
(−1)iνi+1ϕ,X µ
i
G,X
]
, να(ϕ),X = 0, νβ(ϕ),X = 0
for all X ∈ h and i ∈ Z.
Proof. The first relation follows from calculating dC(ϕ) ◦ dC(ϕ). The second and
third relations hold because α(ϕ) and β(ϕ) commute on the nose (not just modulo
m) with the pseudo differentials. 
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(3) This is clear from the construction.
(4) Choose a basis {X1, . . . , Xr} of h with X1 = α
∨
s , s(Xi) = Xi for i > 1. Then
Rs = k[(α∨s )
2, X2, . . . , Xr],
so it suffices to consider f = (α∨s )
2 and f = X ∈ h with 〈αs, X〉 = 0. For these
cases, it is straightforward to verify the statement directly from the definitions.
(5) Let G be a pseudo complex. Choose a basis X1, . . . , Xr of h, and write
dG ◦ dG =
∑
jX
∗
j µ˜G,Xj . Since F is R-linear, F (dG ◦ dG) =
∑
j X
∗
j F (µ˜G,Xj ). It
follows that µFG,X = F (µG,X) : FG → FG{2} for any X ∈ h. The rest of the
argument is straightforward.
This concludes the proof of Proposition 5.1.
5.5. Generating tilting sheaves. Let s, t ∈ S. Applying Proposition 5.1 with
CT = Parity(B\G/B) and CT = Parity(B\G/P
t), we obtain exact functors
ξs : D
mix(U\G/B)→ Dmix(U\G/B), ξs : D
mix(U\G/P t)→ Dmix(U\G/P t),
which we call wall-crossing functors. It follows follow from Proposition 5.1(5) that
(5.4) ξs ◦ π
∗
t
∼= π∗t ◦ ξs, ξs ◦ πt∗
∼= πt∗ ◦ ξs,
and that for F ∈ Dmix(U\G/B) and G ∈ Dmix(B\G/B), we have
(5.5) (ξsF) ∗ G ∼= ξs(F ∗ G).
The following result is the mixed version of [AR16a, Lemma 5.21], and is proved
in the same way.
Lemma 5.5. (1) For all w ∈ W , ξs∆w is perverse. It admits a standard
filtration with associated graded ∆sw⊕∆w〈1〉 if sw > w and ∆sw⊕∆w〈−1〉
if sw < w.
(2) For all w ∈ W , ξs∇w is perverse. It admits a standard filtration with
associated graded ∇sw ⊕∇w〈−1〉 if sw > w and ∇sw ⊕∇w〈1〉 if sw < w.
For any expression w = s1 . . . sk, define the Bott–Samelson tilting sheaf
Tw := ξs1 · · · ξsk(δ).
Lemma 5.5 shows that Tw ∈ Tilt
mix(U\G/B), and also implies the following Bott–
Samelson characterization of indecomposable tilting sheaves, analogous to the one
for Soergel modules (Proposition 2.2).
Proposition 5.6. For any reduced expression w of w ∈ W , Tw can be identified
with the unique indecomposable direct summand of Tw that does not occur as a
direct summand of any Tx with ℓ(x) < ℓ(w).
We also need a tilting analogue of the Soergel Hom formula (3.3). In general,
for a graded highest weight category (A, 〈1〉) indexed by (S ,≤), let F∆ (resp. F∇)
denote the full subcategory consisting of standardly (resp. costandardly) filtered
objects. For X ∈ F∆, let (X : ∆s〈n〉) denote the multiplicity of ∆s〈n〉 in any
standard filtration of X . For Y ∈ F∇, similarly write (Y : ∇s〈n〉). Let X ∈ F∆
and Y ∈ F∇. Since Ext
k(∆s,∇t〈n〉) = 0 for any s, t ∈ S , n ∈ Z, k > 0, we get
dimHomA(X,Y ) =
∑
s∈S ,n∈Z
(X : ∆s〈n〉)(Y : ∇s〈n〉)
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by inducting on the length of a standard (resp. costandard) filtration ofX (resp. Y ).
It follows that
gdim
⊕
n∈Z
HomA(X,Y 〈n〉) =
∑
s∈S
n1,n2∈Z
(X : ∆s〈n1〉)(Y : ∇s〈n2〉)v
n1−n2 .(5.6)
Now consider A = Pmix(U\G/B). Recall the Hecke algebra HW (see §2.1) and
the pairing 〈−,−〉 (see §3.2.2). Define
ch∆ : Ob(F∆)→ HW : F 7→
∑
w∈W,n∈Z
(F : ∆w〈n〉)v
nHw,
ch∇ : Ob(F∇)→ HW : G 7→
∑
w∈W,n∈Z
(G : ∇w〈n〉)v
−nHw.
Then (5.6) may be restated as follows: for F ∈ F∆ and G ∈ F∇, we have
gdim
⊕
n
Hom(F ,G〈n〉) = 〈ch∆(F), ch∇(G)〉.(5.7)
Lemma 5.5 implies that each ξs restricts to an endofunctor on F∆ (resp. F∇), and
for F ∈ F∆ and G ∈ F∇, we have
(5.8) ch∆(ξsF) = Hs ch∆(F), ch∇(ξsG) = Hs ch∇(G).
For any two expressions x, y, it follows from (5.7) and (5.8) that
(5.9) gdim
⊕
n∈Z
Hom(Tx, Ty〈n〉) = (ch∆(Tx), ch∇(Ty)) = 〈Hx, Hy〉.
6. Koszul duality
Let (W, h) be a reflection faithful realization. In this section, we assume in
addition that W is finite. Denote the longest element by w0.
6.1. Preliminaries. We collect a few results about Pmix(U\G/B).
As in [AR16b], the following result may be proved by imitating the argument
of [BBM04, §2.1] or [BY13, Lemma 4.4.7].
Lemma 6.1 (cf. [AR16b], Lemma 4.9). Let w ∈ W .
(1) There exists an embedding δ〈−ℓ(w)〉 →֒ ∆w whose cokernel has no compo-
sition factor of the form δ〈n〉.
(2) There exists a surjection ∇w ։ δ〈ℓ(w)〉 whose kernel has no composition
factor of the form δ〈n〉.
Fix once and for all a projective cover π : Pe → δ of the skyscraper sheaf.
Lemma 6.2. Let w ∈ W . We have
(Pe : ∆w〈n〉) =
{
1 if n = −ℓ(w);
0 otherwise.
Proof. This follows from graded BGG reciprocity [AR16b, Theorem A.3] and
Lemma 6.1(2). 
Lemma 6.3. Let s ∈ S. We have
[ξsPe〈−1〉 : δ] = 1.
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Proof. Use Lemma 6.2 and Lemma 5.5 to find the associated graded of the standard
filtration of ξsPe〈−1〉, then use Lemma 6.1. 
6.2. V functor. Define V as the composition
Dmix(U\G/B)
⊕
n∈Z Hom(Pe,(−)〈n〉)
−−−−−−−−−−−−−−−→ gmod-
(⊕
n∈Z
Hom(Pe,Pe〈n〉)
)
µ∗Pe−−→ R∨-gmod,
where µ∗Pe denotes pullback under the monodromy map
µPe : R
∨ →
⊕
n∈Z
Hom(Pe,Pe〈n〉)
constructed in §4. Recall the functors
θs := B
∨
s ⊗R∨ (−) : R
∨-gmod→ R∨-gmod, B∨s := (R
∨)⊗(R∨)s R
∨{1}
“generating” Parity(B∨\G∨/U∨).
Proposition 6.4. The V functor is cohomological (transforms a distinguished tri-
angle into a long exact sequence) and satisfies V ◦ 〈1〉 = {1} ◦V. Moreover, for any
s ∈ S, there is a natural isomorphism θs ◦ V ∼= V ◦ ξs.
The following proof uses subregular Soergel theory (see §3.2.3).
Proof. The first two claims are clear from the construction. For the last claim, let
s ∈ S. Fix a nonzero morphism cans : Pe → ξsPe〈−1〉 in P
mix(U\G/B), unique up
to scalar by Lemma 6.3. For each F ∈ Dmix(U\G/B), define the graded k-linear
map
γ′F : V(F){1} → V(ξsF)
on homogeneous elements by
(Pe
ϕ
−→ F〈n+ 1〉) 7→ (Pe
cans−−→ ξsPe〈−1〉
ξsϕ〈−1〉
−−−−−→ ξsF〈n〉).
It follows from Lemma 4.10 and Proposition 5.1(4) that γ′F is (R
∨)s-linear, so it
induces a natural transformation
γ : θs ◦ V→ V ◦ ξs.
We claim that this is an equivalence. Since V is cohomological and θs is exact
(because R∨ is free over (R∨)s), θs ◦V is cohomological. Similarly, since ξs is exact,
V ◦ ξs is cohomological. Thus by the five lemma, it suffices to show that
(6.1) γICw : R
∨ ⊗(R∨)s V(ICw){1} → V(ξsICw)
is an isomorphism for all w ∈W .
First suppose w 6= e, so V(ICw) = 0. We claim that V(ξsICw) = 0. There is a
simple reflection t (which may be s) with wt < w, and ICw ∼= π
t∗ICw{1}, where w
is the image of w in W/{1, t}. So by (5.4), ξsICw ∼= ξsπ
t∗ICw{1} ∼= π
t∗ξsICw{1}.
Since πt∗{1} is perverse t-exact, this shows that no twist of δ can appear as a
composition factor of ξsICw, and the claim follows.
Now let w = e. Then as graded k-vector spaces, both sides of (6.1) are isomorphic
to k{1} ⊕ k{−1}. From the monodromy of ξsδ = Ts, we know that the action of
α∨s on V(ξsδ) maps the degree −1 part isomorphically to the degree 1 part. Hence
to show that γδ is an isomorphism, it is enough to check it in degree −1, i.e. that
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γδ(1⊗π) = ξsπ〈−1〉◦cans is nonzero. Since ξs is t-exact, ξsπ〈−1〉 is an epimorphism,
so the map
ξsπ〈−1〉 ◦ − : Hom(Pe, ξsPe〈−1〉)→ Hom(Pe, ξsδ〈−1〉)
is surjective. But the right hand side is one-dimensional, and so is the left hand side
by Lemma 6.3, so this is an isomorphism. In particular, ξsπ〈−1〉 ◦ cans 6= 0. 
6.3. Proof of the main result. We begin with the following analogue of [AR16b,
Proposition 5.3].
Proposition 6.5. The V functor restricts to an equivalence of additive categories
ν : Tiltmix(U\G/B)
∼
→ Parity(B∨\G∨/U∨)
satisfying ν ◦ 〈1〉 ∼= {1} ◦ ν and ν(Tw) ∼= E
∨
w .
Proof. The claim about the interaction with shifts follows from the corresponding
claim in Proposition 6.4. The last claim in Proposition 6.4 implies that V(Tw) ∼= E
∨
w
for any expression w. It then follows from the Bott–Samelson characterization of
indecomposable parity sheaves (Proposition 2.2) and indecomposable tilting sheaves
(Proposition 5.6) that V restricts to a functor ν as claimed, and that ν(Tw) ∼= E
∨
w .
By the argument of [BBM04, §2.1], it follows from Lemma 6.1 that ν is faithful.
It therefore suffices to compare dimensions of Hom spaces between Bott–Samelson
objects. These agree by the Soergel Hom formula (3.3) and its tilting analogue (5.9).

We are now ready to prove our main result.
Proof of Theorem 2.7. The natural functors
(6.2) KbTiltmix(U\G/B)→ DbPmix(U\G/B)→ Dmix(U\G/B)
are equivalences; see [AR16b, Lemma 3.15]. Define κ as the composition
Dmix(U\G/B) = KbParity(U\G/B)
Kbν
−−−→
∼
KbTiltmix(B∨\G∨/U∨)
(6.2)
−−−→
∼
Dmix(B∨\G∨/U∨).
The claims about the interaction with shifts are clear. Proposition 6.5 implies
κ(Tw) ∼= E
∨
w . This is enough to determine κ(∆w) and κ(∇w) as in the proof
of [AR16b, Lemma 5.2].
It remains to show that κ(Ew) ∼= T
∨
w . Consider the functor
κ∨ : Dmix(B∨\G∨/U∨)
∼
→ Dmix(U\G/B)
defined in the same way for G∨, so all but the last claim is also known for κ∨.
Since T ∨w is a successive extension of various ∆
∨
x 〈n〉 (resp. ∇
∨
x 〈n〉), we may apply
κ ◦ κ∨ to conclude the same for κ(Ew). Hence κ(Ew) is perverse. Repeating this
argument, we deduce that κ(Ew) is tilting. Since Ew is indecomposable, so is κ(Ew).
By inducting on w as in the argument of [AR16b, Lemma 5.2], we see that the
support condition and the normalization of Ew implies the same for κ(Ew). These
conditions characterize T ∨w . 
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