Abstract-In a context of mobile radio transmissions a statistical model of propagation channels is needed in order to evaluate the performance of the link. Many models involve an underlying Markov chain where the number of states and the associated probability law are a priori unknown. We propose a method to extract these parameters from measurements of instantaneous received power. It is applied to model the channel in the case of downlink transmissions in the L-band, from a non-geostationary satellite to a receiver on Earth in various terrestrial environments. The results are displayed for two categories of receivers, corresponding to vehicular and pedestrian users, and reveal difference between both models.
I. INTRODUCTION
Many models have been proposed addressing to the case of mobile satellite transmissions. 1, 2, 3 These models are based on a Markovian approach, with a postulated number of states. A Bayesian method of determination of states parameters for model of time series of received power of satellites transmissions in the L band was developed in 4 .
In this paper, we present an approach where we do not postulate a priori number of states or probability laws for the instantaneous received power. This method is based on processing of the histograms of the amplitude of the received signal ; each state of the model is assumed to be characteristic of a law of received power. The procedure allows us to extract dynamical multi-state models corresponding to the temporal variation of the power distribution law in rural, urban or sub-urban channels.
This paper in organized as follows. In section II, the overall procedure of construction of time series model from experimental measurements is described. Section III is devoted to the explanation of the scalable classification in order to determine the relevant number of states to consider and the associated parameters. Results of classification applied on urban channels are presented in section IV. Finally we draw some conclusions in section V.
II. METHODOLOGY OF MODEL PRODUCTION
The procedure of model production assumes that the evolution of received power can be modeled by a Markov chain where each state is corresponding to a specific law of amplitude. Laws of distribution are estimated using localized histograms, on which is applied the classification procedure. Classification is the core of the method. It can be carried on either with a postulated number of states 4 or with a scalable Markovian model, which is the topic of this paper. Handling histograms implies a considerable complexity so the process is made feasible by a preliminary compression of histograms in a low dimension space. Successive steps of the procedure are the following :
A. Localized histograms
Experimental signals are partitioned onto small nonoverlapping intervals. Each time-interval provides a localized histogram of amplitudes. The set of all such extracted histograms forms a cluster in a space of high degree of freedom.
Let {X n ,∀n} be the sequence of recorded amplitudes of the signal. Since the notion of a state is set to be equivalent to the instantaneous pdf of the signal, we first estimate the instantaneous pdf's by the series of histograms {H n ∈R M ,∀n} computed on all intervals [X n+1 ,..,X n+τ ] of length τ , M is the number of pins in the histogram (there is naturally a compromise to be made on the choice of τ and M). The set of all histograms forms a cluster in R M .
B. Reduction of dimensionality
As the order of the space of histograms R M is high, it is more convenient to reduce the dimensionality by projecting it on a suitable subspace R N with N <<M. The choice of an optimal projection subspace is provided by the standard principal components analysis.
In this method, the projection subspace is spanned by the first N eigenvectors of the covariance matrix of the projected data 5 . We choose N=3, so that we obtain in this way a displayable 3D-cluster {h n ∈R 3 ,∀n} on which it is much easier to guess the number of sub-clusters (or states).
C. Classification
We resort to a scale-space clustering algorithm, applied on the low-dimensional projected cluster, which goal is to partition the data set into subgroups which are as compact as possible. As the scale is iteratively set to a relevant value, the data set is modeled as a mixture of few sub-clusters corresponding to specific laws of amplitude. Each class k is associated to the mean histogram H mean (k), as the representative pdf of the state k, i.e. as the most probable instantaneous pdf of the signal when it is in state k. The principles of this method is the topic of section III.
D. Extraction of dynamical parameters
Having identified the possible states of the channel, it is possible to extract the dynamical parameters of the Markov model. The sequence of amplitude histograms is read once again and each of them is classified according to the preceding mixture model. This is achieved by computing for each h n the maximum over all classes (k) of the probability a k g k (h n ) and classifying h n into the most probable class. The result of this process in a chronogram of occupied states (S n ) of the channel.
The chronograms (S n ), are analyzed by the well known Baum-Welsh algorithm 7 to estimate the parameters of the underlying Markov model, which are reported in the state transition matrix A ij for all transitions from i-th state to j-th state .
This completes the model identification procedure from the observed signal.
III. SCALABLE CLASSIFICATION
Many Markovian models developed for satellites transmission for mobile applications are proposed with a postulate number of states (typically two 1 or three 2 ) which are intuitively linked to underlying describable conditions of propagations LOS, NLOS... Our approach is get rid of the assumption of the number of states and to derive it from the analysis of the experimental signal. Thus scalable classification appears to be a suite tactic. The principles of scalable clustering are developed in 6 . Unlike Bayesian methods, this method doesn't assume the cluster distribution to have any specific properties. 6 Considering a single cluster C of data, the contribution of each datum x to the center y of the cluster, denoted by P y (x), is expressed by : 
A. Principles of scalable clustering

B. Construction of a tree of clusters
The tree of cluster is the result of the adjustment of the scale factor β from a huge to a very fine value. With a very coarse scale, each datum is a cluster, whereas with a very fine scale the whole data set appears to be a unique cluster. Successive steps of the procedure are the following : a) Initialization :
-Set β to β max such as each datum is a cluster. b) Iteration: -evaluate the center of each cluster by resolution of (3) -identify the distinct centers corresponding to distinct clusters and the identical centers which elements are melt to become a single cluster -increase iteration index and decrease β.
(i.e. β i+1 =β i /1.05) c) Iterate until only a unique cluster remains
C. Choice of a relevant metric
The simplest metric, used in 6 , is the Euclidian measure:
However the principal component analysis leads to a projection on a optimal subspace whose dimensions are characterized by the associated eigenvalue. Injecting this consideration to the definition of the contribution P y (x) leads to the choice of the following weighted metric in the subspace: 
D. Utilization of the tree of clusters
The tree of cluster allows to melt the data at adjustable scales. The number of sub-clusters is depending on the iteration index. It enables to deduce which are the relevant configurations for a 'realistic' classification. Once the scale is chosen, the corresponding classes are described by the representative pdf of the center of the sub-clusters. Each class k is then associated to the mean histogram H mean (k), which is the histogram in R M of the center y k of state k.
IV. RESULTS
As an illustration of the method, we applied the scalable modeling on time series of received power for experimental signals in urban environments in a context of Mobile Service by Satellite where the satellite is simulated by an helicopter. We focus on two scenarios: receivers either boarded in a car or held by a pedestrian.
A. Receiver in a vehicle
The antenna of the receiver is fixed on the roof of the vehicle which follows a predetermined itinerary at constant speed of 10m/s. Figure 1 is a typical record of such signals, where the attenuation is scaled in dB. The set of all histograms is projected on the optimal 3D -subspace as displayed in figure 3 . Scalable classification is applied on the reduced cluster of histograms on R 3 subspace as described in section II. Figure 4 illustrates the tree of clusters obtained when considering all the available measurements in urban environments. In order to be easily interpretable the evolution of the remaining centers of the first coordinate is displayed using the first coordinate (projection on the normalized eigenvector associated to the greatest eigenvalue). Figure 4 : tree of clusters representing the evolution of the cluster centers in the iterative procedure of classification As the scale factor increases, the data set are split in clusters of growing size and the number of clusters decreases. The evolution of this phenomenon is displayed as a function of the iteration. The resulting plot enables to estimate the relevancy of a given number of states. The most relevant scales to produce a practical model are those corresponding to iteration index above 80, which leads to either 4-state, 3-state or 2 state models. The representatives histograms associated to these models are illustrated on figures 5 to 7. It is easy to notice that the 3-state model correspond to the 2-state model with 'state 2' split into 2 more precisely described laws. In a similar way, the 4-state model corresponds to the refining of 'state 3' in two more restrictive states. This is also inferable with the tree of clusters which shows the fusion of the corresponding states as the index of iteration grows. American Institute of Aeronautics and Astronautics
As an illustration of the procedure of extraction of dynamical parameters, figures 9a to 9c show, the chronograms associated to the experimental signal of figure 8, when using 2-state to 4-state models. Applying the Baum-Welch algorithm on the exhaustive set of chronograms leads to the determination of the transition matrix.
tim e (in s eco n d ) ex p erim en ta l sig n a l When increasing the number of states, the laws associated to the new states are more distinct when compared to each other than in the example seen in the previous part for a receiver boarded in a car.
It can be inferred that the occulting of the signal by the head of the pedestrian has a major impact on the transmission, leading to additive possible shifts of characteristics of received power, and that it is more profitable to use a multiple state model in this configuration. 
V. CONCLUSIONS
We propose a methodology of scalable empirical modeling of experimental time series of received power. It enables to build Markovian models with relevant number of states, which are of great interest for simulations aspects.
The developed method, applied to satellite transmissions in the L-band for MSS-like transmissions with receiver either boarded in car or held by a pedestrian in urban environments, is generic. It can be extended to other kinds of problems or applications, such as models for indoor propagation or models of fluctuations in the received power due to atmospheric conditions for satellite transmissions in higher bands.
