Traditional Gaussian estimation of distribution algorithm  (EDA) may suffer from premature convergence and has a high risk of falling into local optimum when dealing with multimodal problem. In this paper, we first attempt to improve the performance of EDA by utilizing historical solutions and develop a novel archive-based EDA variant. The use of historical solutions not only enhances the search efficiency of EDA to a large extent, but also significantly reduces the population size so that a faster convergence could be achieved. Then, the archivebased EDA is further integrated with an novel adaptive clustering strategy for solving multimodal optimization problems. Taking the advantage of the clustering strategy in locating different promising areas and the powerful exploitation ability of the archive-based EDA, the resultant algorithm is endowed with strong capability in finding multiple optima. To verify the efficiency of the proposed algorithm, we tested it on a set of niching benchmark problems, the experimental results indicate that the proposed algorithm is competitive.
INTRODUCTION
Estimation of distribution algorithm (EDA) [1] is a special branch of evolutionary algorithm (EA). Since it came into being, EDA has attracted increasing research effort and achieved great success in diverse domains. Continuous EDA usually adopts Gaussian model as the basic probability distribution model. However, traditional Gaussian EDA (GEDA) may suffer from premature convergence [2] and has difficulty in dealing with  Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author. GECCO'18 Companion, July 15-19, 2018, Kyoto, Japan © 2018 Copyright is held by the owner/author(s). ACM ISBN 978-1-4503-5764-7/18/07. https://doi.org/10.1145/3205651.3205798 multimodal problems [3] . To solve that, this paper first proposes an novel archive-based EDA variant named EDA 2 , then EDA 2 is further incorporated into an adaptive clustering strategy. The resultant algorithm, referred to as C-EDA 2 , shows appealing performance in dealing with multimodal problems.
DESCRIPTION OF C-EDA 2

Archive-based EDA: EDA 2
Continuous EDAs generally employ Gaussian model as the basic probability distribution model. The Gaussian probability density function for an n-dimensional random vector x can be parameterized by its mean μ and covariance matrix C. μ and C for the next generation are generally estimated according to the maximum likelihood estimation (MLE) method [2] .
Instead of only utilizing solutions in current generation as traditional EDA, EDA 2 maintains an archive to store some highquality historical solutions. For each generation, the archive t A is defined as follows:
where t i S  denotes the set of solutions selected at the (t−i) th generation, l is a nonnegative integer and denotes the length of the archive. Once t A is determined, EDA 2 estimates its covariance matrix as follows:
where the new mean 1 t   is still estimated using only t S as in the traditional EDA.
The new estimation method naturally integrates the evolution direction information into the estimated covariance matrix, which endows EDA 2 with better search direction and greater search scope. The use of historical solutions also reduces the population size of EDA 2 as solutions selected from (l+1) generations are used to estimate the covariance matrix. Since the performance of EDA is enhanced by exploiting Evolution Direction information hidden in the Archive, we named this algorithm EDA 2 . Algorithm 1 presents the detailed steps of EDA 2 .
Adaptive Clustering Strategy
Decision space and target space (DS-TS) information based clustering [4] is adopted. Considering the characteristics of optimization problem, its idea consists in that cluster centers are solutions with better fitness value and farther relative distance. Procedures of DS-TS clustering can be found in [4] .
GECCO'18 Companion, July 15-19, 2018, Kyoto, Japan Y. Liang, Z. Ren, B. Pang and A. Chen Algorithm 1: Procedure of EDA 2 1. Initialize parameters, including population size p, selection ratio τ, and archive length l; 2. Set t = 0, i = 0, and A t = Ø, randomly and uniformly generate the initial population P t ; 3. Evaluate P t and update the best solution b t obtained so far; 4. Output b t if the stopping criterion is met; 5. Select the best τp solutions from P t and store them into S t ; 6. Estimate the mean 1 t   with S t using MLE; 7. Estimate covariance matrix 1 t C  with S t and A t according to (2); 8. If i < l then 9.
set A t+1 = A t  S t and set i ← i + 1; 10. Else
11.
A t+1 = A t  S t \ S t−l ; 12. Set t ← t + 1, build a probability model G t based on t  and t C ; 13. Generate p − 1 new solutions by sampling from G t and store them into M t ; 14. Set P t = M t  b t-1 and goto step 3.
Procedure of C-EDA 2
The design of C-EDA 2 is to cluster a group of selected solutions into clusters by DS-TS clustering, then EDA 2 is utilized to evolve these clusters independently and find their optima. Algorithm 2 presents the procedure of C-EDA 2 . In step 6, EDA 2 would be stopped if one of the following termination criteria is met: 1) the improvement of the median of population values is smaller than the defined accuracy level in the last 5 generations; 2) the maximum number of function evaluations (MaxFEs) is reached. Algorithm 2: Procedure of C-EDA 2 1. Set the initial solution number N, selection ratio τ, initialize EDA 2 and DS-TS clustering, set Output= Ø; 2. while the MaxFEs is not reached do 3.
Randomly and uniformly initialize N solutions and select the best τN solutions of them; 4.
Use DS-TS clustering strategy to divide the selected solutions into different clusters; 5.
for k = 1 to the number of clusters do 6.
Use EDA 2 to evolve the solutions in the k th cluster until the termination criteria is met; 7.
Store the best solution obtained into Output; 8. end 9. end 10. Output the solutions in Output.
EXPERIMENTS AND CONCLUSIONS
C-EDA 2 is tested on the CEC'2013 multimodal function set [5] and compared with three efficient niching algorithms, including LMCEDA [3] , LMSEDA [3] and RS-CMSA [6] . The peak ratio (PR) is used to evaluate their performance.
The initial solution number N in C-EDA 2 is set as N=1000+10D 2 , where D is the problem dimension. The selection ratio τ is set to 0.35, and the threshold factor α of DS-TS clustering is set to 0.8. As for EDA 2 , its population size p and archive length l are set as p = 4(D+1) and l = 5. Table 1 summarizes the average PRs obtained by the four algorithms at accuracy level ε = 10 −4 . From Table 1 , we can observe that C-EDA 2 achieves better performance than LMCEDA and LMSEDA on most functions. Concretely, C-EDA 2 obtains better, same or worse results than LMCEDA on 8, 10 and 2 functions, and the corresponding numbers for LMSEDA are 8, 9 and 3. So C-EDA 2 has an edge over the two algorithms. Compared to RS-CMSA, C-EDA 2 obtains the same results with it on 8 functions, but is surpassed by it on 11 functions.
In summary, C-EDA 2 indicates better performance than LMCEDA and LMSEDA, which is achieved with much simple algorithmic framework and less parameters. But C-EDA 2 also has some shortages, there is still room to improve its performance. The major disadvantage of C-EDA 2 lies in the restart mechanism. Independent restarts may improve its performance to some extent, it is still very likely to revisit previously explored regions. While in RS-CMSA, taboo method is adopted to reduce the chance of revisiting in restarts, which makes RS-CMSA more efficient. Similar idea could also be introduced to C-EDA 2 to further enhance its performance. 
