Grit is a prominent personality trait that measures an individuals passion and perseverance for long-term goals. Grit entails that zeal and persistence of motive play a key role in determining an individuals success in the long run, as opposed to natural talent. But how does one identify and distinguish between gritty and non-gritty individuals? Do they use language differently? In this paper, we seek to answer these questions using a social media setting. We build a new crowd-sourced Twitter corpus that contains the posts of 464 users along with their grit scores, and explore how grit correlates with other major behavioural and personality traits. We then train machine learning classification models to predict the grit level of an individual using his/her Twitter posts, and show that language can be effectively used to infer this personality trait.
I. INTRODUCTION
Grit is defined as the perseverance and passion for long-term goals. Grit entails working strenuously toward challenges, maintaining effort and interest over years despite failure, adversity, and plateaus in progress. Whereas disappointment or boredom signals to others that it is time to change trajectory and cut losses, the gritty individual stays the course [9] .
The grit scale is a twelve-item questionnaire developed by researcher Angela Duckworth to identify traits that might predict success. Grit scores range from 1 (low grit) to 5 (high grit). Duckworth found that a persons grit score is highly predictive of achievement under challenging circumstances. Further, research suggests that individuals who score high on the grit-scale demonstrate greater achievement in various fields, including military training, medicine, science and competitive sports, than do others of equal intelligence and social status who have lower grit scores. Additionally, in certain cases, grit proved to be more important for academic and professional success than intelligence [8] , [10] . Over the past ten years, the grit scale has been widely used in research, The associate editor coordinating the review of this manuscript and approving it for publication was Arianna Dulizia . and different types of achievement and success have been explained by grit so much so that the term has become part of the everyday vocabulary of practitioners as well as academic researchers.
While there is a significant body of previous research that employed grit as a predictive measure to determine success or other related psychological elements, very few looked into the behaviors of high-grit versus low-grit individuals and features that can possibly distinguish those traits. Such an analysis can help build a computational model that can automatically identify a user's grit which could be further used for various applications such as computational psychology, counseling and self-reflection, recommendation systems, an additional behavioural predictor of success in work spaces and educational institutions and multi-cultural sociological analyses. Although the grit scale questionnaire is freely accessible and quite simple to answer, asking participants to answer questions is time-consuming and herculean, especially for implementation in the above mentioned fields where large populations must be analyzed in order to glean meaningful inferences. Moreover, there is a vast amount of publicly available social media data that replicates individuals personality, motivations, thoughts and feelings [3] , [12] , [29] .
Hence this data can be exploited to build models that predict psychological traits like grit.
In this paper, we first collect a grit annotated dataset by floating the questionnaire developed by [9] on CrowdFlower. For all the users in our dataset, we also collect social media data, and record demographic information to determine how culture and social upbringing influence grit levels. We analyze the dataset to find how grit scores correlate with other prominent psychological and personality metrics, including (i) personality, (ii) values, and (iii) optimism/pessimism. We build upon these analyses to develop a classifier that can detect the grit level of a user from his/her social media text. Finally, we validate the usefulness of our model by using it to (1) generate a grit map of U.S., and (2) to analyze how grit varies across students in differently ranked universities.
II. RELATED WORK
We are not aware of any work that has specifically addressed the automatic detection of grit from language. There is however a growing body of work on computational models for predicting personality traits from social media text. In this section, we provide a brief overview of previous research on grit, and survey work on natural language processing for personalty prediction.
A. GRIT RESEARCH
After many years of research on grit, [9] reported that grit accounted for an average of 4% of the variance in success outcomes, including educational attainment, grade point average among Ivy League undergraduates, retention in two classes of United States Military Academy, West Point, cadets, and ranking in the National Spelling Bee. They also found that grit highly correlated with one of the Big Five traits [32] , namely conscientiousness, but nonetheless grit was demonstrated to have incremental predictive validity of success measures over and beyond IQ and conscientiousness. For instance, [39] provided empirical results that suggested that grit contributed significantly to life-satisfaction and happiness. Reference [34] found that grit acted as an important feature to assess resident well-being. Reference [41] explored how grit affected academic success of black male students at predominantly white institutions.
Despite a significant body of research validating how grit can be used as an accurate indicator for various applications and outcomes, most of this research has focused on measuring grit through the use of the grit scale questionnaire. To the best of our knowledge, there is no computational model that can adequately predict grit using language, as expressed e.g., on social media. In this paper, we aim to address this gap by developing an automatic method that can distinguish users on the basis of their grit scores.
B. PREDICTING PERSONALITY TRAITS FROM SOCIAL MEDIA
Over the past few years, there has been a lot of research on automatic identification of various personality traits of individuals from their language usage and behaviour on social media. Much of this work relies on supervised learning approaches using labelled data obtained by running psychometric tests on crowd-sourcing platforms. They use the big five personality traits (openness, conscientiousness, extraversion, agreeableness,and neuroticism) as defined by [13] and model the system using social network features, behavioral features, and psycho-linguistic features. Another prominent work that uses the big-5 personality model is by [12] , where the authors introduce a method by which a user's personality can be accurately predicted through the publicly available information on their Twitter profile. This previous research found that it is possible to predict personality within approximately 10% of an individuals self-reported personality scores, using the Mean Average Error (MAE) as a metric. Another milestone in this area was the 2013 Workshop and Shared Task on Computational Personality Recognition [5] , repeated in 2014 [4] . Eight teams participated in the shared task. The highest result was achieved by [23] with an F-score of 0.73 (average for all the big-5 traits). Reference [38] use the big-5 model to determine how personality influences social media use and motivations. They made some interesting observations such as high agreeableness and neuroticism were the best predictors of belongingness-related behaviors and motivations. Reference [35] found striking variations in language usage on social media with personality, gender, and age. Reference [42] analyze the relationship between the Dark Triad personality traits (narcissism, machiavellianism, psychopathy) and Twitter activities and apply machine learning techniques to determine the predictability of Dark Triad constructs based solely on Twitter usage. Reference [27] build a predictive model of personality based on the language of about 66k users on Facebook, they explore aspects such as convergence with self-reports of personality at the domainand facet-level, discriminant validity between predictions of distinct traits and agreement with informant reports of personality. More recently, many research works have used neural networks to identify and classify personality traits, for instance, [21] analyze how Twitter profile images vary with the personality of the users posting them. They use profile images from over 66,000 users whose personality we estimate based on their tweets. They build neural models that use aesthetic and facial features. Reference [37] examine how the personality traits of a person can be guessed from her preferred image and attributed traits (what impressions in terms of personality traits these images trigger in unacquainted people). They use CNNs that help detect more entangled attributes (aesthetic patterns and semantic information) and to better generalize the patterns that identify a trait.
III. BUILDING A DATASET OF GRIT-ANNOTATED LANGUAGE
To our knowledge, there is no existing dataset that associates grit scores with language. We therefore collected our own dataset by asking owners of Twitter accounts to fill in the grit questionnaire, thereby creating a mapping between the language used in the tweets and their grit score. We chose Twitter as our source of textual data because of its high adoption rate, public accessibility, and continuous engagement by individuals who tweet their behaviors, feelings, and thoughts.
A. GRIT SCALE QUESTIONNAIRE
The grit scale questionnaire consists of twelve short statements used to determine a score that reflects an individual's passion and perseverance. The questionnaire has been validated and widely used in psychology experiments [11] , and includes statements such as ''I have overcome setbacks to conquer an important challenge.'', ''I have achieved a goal that took years of work.'', ''I am diligent.'' and so on. A participant is asked to answer each statement on a 1-5 Likert scale, ranging from ''Not like me at all'' to ''Very much like me.'' The grit score of an individual is then calculated as the average of the scores obtained for these twelve questions.
B. DATA COLLECTION
We set up our data collection task on the FigureEight platform [43] . Aside from filling in the grit scale questionnaire and providing their Twitter handle, the participants were also asked to provide demographic information including age, gender, occupation, ethnicity, religion, education, and income. The task was restricted to participants from United States, in order to narrow potential cultural diversity. We eliminated responses that provided invalid Twitter handles; contained less than 100 publicly available tweets (this requirement was indicated in the task description); or provided Twitter handles that were clearly not their own (e.g., celebrity handles). Additionally, we manually verified that the participant's information as provided on Figure Eight resembled their Twitter profile.
We used the Twitter API to crawl the most recent 3,200 tweets of each participant, ensuring that these tweets did not span more than the most recent five years. Research on grit found that grit scores can change over time, and yet they change over long periods of time [9] . We thus assumed that five years is a time span over which an individual's grit is relatively constant.
At the end of the data collection process, we gathered data for 464 unique users. The average number of tweets per user is 1,813 and the dataset includes a total of 894,193 tweets. The lowest number of tweets for a user is 103 and the highest is 3,200. The average grit score is 3.34.
In addition to using the actual grit scores associated with the users in our data, we also partitioned the users into two classes using median-thresholding. Specifically, the median grit score in our data was found to be 3.14, therefore all the users with a grit above 3.14 were labeled as high-grit, while all the others were labeled as low-grit. Table 1 shows statistics over the various demographic classes collected from the participants. Notably, most of these statistics coincide with the findings from previous research on grit [8] .
C. USER STATISTICS
On average, adults over the age of 65 have higher grit scores than the younger ones. A possible explanation can be obtained from [9] , which suggests that grit grows with age and that one learns from experience that quitting plans, shifting goals, and starting over repeatedly are not good strategies for success. The average grit scores of the upper-middle and rich income level users are higher than those at poverty or lower-middle levels. For gender and ethnicity, the mean grit score variations are not significant. Among occupations, as observed before, the business occupation is associated with the highest grit [8] . Finally, the positive correlation of grit with academic degrees suggests a connection between grit and academic success.
IV. THE CHARACTERISTICS OF GRIT
We start our computational analysis by asking a simple question: Do high-grit and low-grit individuals have different characteristics, as reflected through their online behavior and language use? To answer this question, we perform three types of analyses.
A. GRIT AND LANGUAGE USE
First, we analyze how high-grit users distinguish themselves from low-grit users in terms of the words they choose to use on social media. We use the Linguistic Inquiry and Word Count (LIWC) lexicon [28] , which maps 2,000 words into 74 psycholinguistic categories. We calculate the percentage of words in a certain category out of the total words in the text authored by a user. We then find the mean percentages for the users in each of the two classes (high-and low-grit). We also perform a one-way ANOVA for each of the LIWC categories to calculate the effect size (Cohens d). More details about the ANOVA method can be found in [25] who use the same method as ours. Table 2 shows the LIWC categories, along with the mean and standard deviation for the percentages for each user type. We do not show LIWC categories with effect sizes <| 0.2 |. 1 All mean differences are significant at p < 0.001. A positive/negative effect size implies that high-grit individuals use that category of words more/less often. As seen in the table, high-grit users have higher mean scores for the LIWC categories of achieve, future, i, past, see and time. The effect size for time was particularly higher compared to the other classes, with words such as started, continued, finished, and so on, suggesting that high-grit individuals are generally more concerned with time. On the other hand, the scores for the categories of anger, friends, leisure, negemo, social and we are smaller for high-grit users, which may be indicative of people who are less engaged with social contexts, while also carrying less negative emotions. The low use of we words by high-grit users is balanced out by an increased use of i words by the same users. Interestingly, LIWC categories with a large effect size also offer a more detailed view of the time perception: high-grit users appear to speak more often about the past and future, whereas low-grit users are more concerned with the present.
B. SOCIAL NETWORK ATTRIBUTES
Second, we analyze various social network attributes, as available on the Twitter profile. Such attributes were found in previous research to be correlated with a trait of optimism [33] or Big-five personality traits [31] .
We extract profile attributes including the number of followers, the number of friends, and the number of posts. Table 3 shows the averages for each of these attributes for high-and low-grit users. We find that high-grit users post a significantly higher number of tweets as compared to their low-grit counterparts. However, high-grit users have significantly fewer followers, which is a finding in line with the decreased engagement with social contexts identified earlier.
C. GRIT AND PSYCHOLOGICAL TRAITS
Finally, we analyze the relation between grit and psychological traits, namely the Big-Five personality traits; Schwartz values; and optimism/pessimism. We chose these traits as they have been comprehensively analyzed in previous work, and there are existing methods that can automatically identify these traits using linguistic cues and patterns.
1) GRIT AND PERSONALITY
We analyze how an individuals grit correlates with their personality using the Big Five personality traits [7] . We use the personality classifier from [19] , with a reported F-score of 81%. Hence, we obtain average regression values for each personality trait corresponding to each grit class. We next perform a one-way ANOVA test for all five personality classes and the grit classes as the independent variable. Average grit scores, standard deviations, and Cohens d values are reported in Table 4 . Mean differences are significant at p < 0.001. We observe that high-grit users have lower mean scores for openness, neuroticism, and extroversion, which corroborates with previous findings suggesting that high-grit individuals are more inward looking [17] . Variations in other personality classes are negligible and not significant.
2) GRIT AND SCHWARTZ VALUES
According to the Schwartz theory of basic human values [36] , there are ten basic and distinct values that are related to various outcomes and effects of a person role in a society [1] , [2] , [15] . We adopt the value classification methodology as performed in [22] , and apply it on our dataset. Table 5 shows the average regression scores predicted by the classifier, standard deviations, and Cohens d values for each Schwartz value type. These results suggest that high-grit users have smaller average scores for values such as power and hedonism, which highlight personal focus and dominating attitudes. On the other hand, high-grit users have a significantly higher average score for achievement, which entails setting goals and then achieving them [36] . Somehow surprisingly, high-grit users score higher on the values of conformity, tradition, which may be explained by them following rules and structures.
3) GRIT AND OPTIMISM
To estimate the level of optimism for the users in our dataset, we use an implementation of the optimism classifier developed by [33] . Table 6 shows the results obtained, including the percentage of users belonging to either the optimistic or pessimistic category. Our initial hypothesis was that high-grit users would be more optimistic, as they are generally more passionate and motivated to achieve their goals. However, the results suggest that the variation across the two categories is not significant.
V. PREDICTING GRIT
The main hypothesis driving our work is that grit can be predicted from language. We therefore experiment with a classifier that uses either (1) interpretable features, based on the insights drawn earlier; or (2) neural network inferred representations using joint context and user embeddings. Both settings use a logistic regression classifier.
We describe below the features, as well as the neural network representations that we experiment with.
A. INTERPRETABLE LANGUAGE AND USER FEATURES 1) WORD UNI-GRAMS AND BI-GRAMS
Since n-grams are known to be useful for any kind of textual classification, we use the top-20% word unigrams and bigrams as the baseline for classification.
2) PSYCHOLINGUISTIC LEXICONS
In addition to LIWC, two other psycholinguistic lexica are used: the Harvard General Inquirer [40] and the MRC psycholinguistic database [44] . The Harvard General Inquirer lexicon contains 182 categories, including two large valence categories positive and negative; other psycholinguistic categories such as words of pleasure, pain, virtue and vice; words indicating overstatement and understatement, often reflecting presence or lack of emotional expressiveness. From the MRC psycholinguistic lexicon, we include fourteen features namely number of letters, phonemes and syllables; Kucera-Francis frequency, number of categories, and number of samples; Thorndike-Lorge frequency; Brown verbal frequency; ratings of Familiarity, Concreteness, Imagability and Age of acquisition; and meaningfulness measures using Colorado Norms and Pavio Norms.
3) SOCIAL NETWORK FEATURES
As mentioned in the previous section, the social network properties of a user can help predict intrinsic values and personality traits. We calculate and include seven features based on the following social network statistics: total number of tweets or messages, total number of likes, average time difference between two tweets/messages, total number of favourites and re-tweets, in-degree and out-degree centrality scores on network of friends and followers.
4) WORD EMBEDDINGS
We include features based on pre-trained word embeddings from word2vec 2 and Glove [30] . We average the embeddings for all the words in a tweet to get a per-tweet embedding (and similarly to get a per-user embedding). These embeddings are provided as features to the classification algorithm.
B. NEURAL REPRESENTATIONS OF LANGUAGE AND USERS
We also experiment with an alternative representation of the language and users using neural networks. Tweet embeddings and user embeddings are separately produced, and use jointly in a logistic regression to produce the final grit classification. We build upon the architecture that was successfully used in the past for sarcasm detection in social media [14] .
To generate user embeddings, we create a document consisting of all the tweets written by a user. An unsupervised representation learning method ParagraphVector [20] is then applied on this document, and generates a fixed-sized vector for each user by performing the auxiliary task of predicting the words within the documents. We also separately train a Convolutional Neural Network (CNN) on a benchmark corpus developed by [24] that contains 2, 400 essays and is labeled with the Big-Five personality traits, i.e., Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism. We use this model to infer the personality traits present in each tweet. The representations obtained from ParagraphVector and from the personality model are combined using Canonical Correlation Analysis (CCA) [16] .
To generate tweet embeddings, we use again ParagraphVector. The overall architecture that combines user embeddings and tweet embeddings is shown in Figure 1 . 
C. EXPERIMENTAL RESULTS
We train and test our classifier using the data described earlier. Although the total number of users in our dataset is relatively small (464), they have a large number of tweets (894, 193) . Performing a classification at user level would thus have the disadvantage of a small training set. On the other hand, performing a classification at tweet level would have the disadvantage of losing the user-level information that can be inferred from a larger number of tweets from the same user. We thus settle on an intermediate granularity, and create groups of 100 sequential tweets mapped to the grit attributes obtained from the corresponding survey. We use this dataset of 8,941 groups for our experiments.
We perform a binary classification, using the partition described earlier, where the median grit score of 3.14 is used to split the data evenly into two classes of high-grit and lowgrit. We also evaluate the performance of a regression using the fine grained grit scores, and report the Pearson correlation. We explore different sets of interpretable language and user features, as well as the neural representations of language and users. In all the experiments, we perform ten-fold crossvalidation, ensuring that data from the same user is not split between training and test. Table 7 shows the results obtained during these experiments. Overall, the best classification performance (0.66) is obtained using the neural representations of language and users, followed closely by the performance obtained using the psycholinguistic lexicons (0.64). Both settings lead to an accuracy significantly better than the random baseline or the baseline of using a classifier based on word n-grams. While the neural classifier has the advantage of a slightly better performance, the more traditional logistic regression classifier has the advantage of interpretable features and therefore interpretable classification decisions.
These experiments suggest that language can be effectively used as a predictor of grit, and more sophisticated features and/or larger datasets are likely to lead to even larger improvements.
VI. APPLICATIONS
We apply our grit prediction model on two short applications to validate its usefulness and draw insights from its predictions.
A. U.S.A. GRIT MAP
We use the grit classifier to predict the grit level of users from the 50 U.S. states, thus creating a grit map. We obtained Twitter user identifiers from [18] . From this dataset we only keep users that are located in the U.S. (about 7 million users out of the entire set of 120 million total users), and further identify their exact city or state location based on the self-reported location in the user description tab. Using this information, we identify the state using a list of U.S. state/city names and commonly used abbreviations that we curated from various sources on the internet. Users who indicated only city names in their description were matched to their respective states. Some users used location descriptions like ''on earth'', ''at home'' and such users were eliminated. We extract about 5,000 users for each of the the 50 U.S. states. Although it is possible that user-mentioned locations can sometime be outdated or false, we assume that the high number of users chosen from each state will make up for a few outliers and incorrect user data. We then apply our classifier on the Twitter text, and correspondingly calculate the average grit scores for each state in the U.S., as shown in Figure 2 .
The highest average grit was observed for Illinois (3.78) while the lowest was calculated for Alaska (2.32) . Some other notable observations: major U.S. states like California and New York have high average grit scores; Florida also has a high grit score, which may be explained by its population being the oldest across U.S., and the finding that grit grows with age [8] .
B. U.S. UNIVERSITY RANKINGS AND GRIT
Previous research on grit has shown that it contributes to academic success [8] , [41] . Since university rankings mirror academic progress, we went a step further and hypothesized that grit is associated with university rankings. We first obtained a list of 100 ranked major universities in the United States by crawling the US News and World Report website [26] . This list is constructed based on the Carnegie classification, employed extensively by higher education researchers, and using a set of 16 indicators of academic excellence, defined by US News. We then collected Twitter data of students attending these universities, through a mix of automatic crawling of student group pages and manual validation. More specifically, we identified user pages making sure that: (1) the location of the users is the same as the university location; (2) the user description mentions a frequently used name/acronym of the university; and (3) the user has tweets with hashtags that are associated with the college name or abbreviation.
At the end of this process, we had about 450-500 users from each of the universities ranked in top 100 according to the US News report. We then collected their tweets and ran our grit classifier on this data. Finally, we calculated average grit scores for each university. Figure 3 shows the average grit scores for the universities, divided into five classes on the basis of their ranks. As seen in the figure, the universities with the higher ranks (1-20) have a significantly higher average grit score than the rest, which supports our hypothesis that grit scores correlate with university rankings.
In order to understand if the grit scores of universities are affected by the state in which they belong, we did a small experiment. The goal was to test the hypothesis that University grit scores and rankings are affected by their location. We selected the top-5 universities according to grit from each rank bucket (i.e., 1-20, 21-40 e.t.c) and noted the states in US they belong to. Table 8 contains the ranks and their respective states in the US (zip code abbreviations of states are used). We notice that the first rank bucket, i.e., 1-20 contains states with high grit scores and hence see some correlation here. However, the trend is not very evident for the other classes. For instance, some states in the third rank bucket have higher grit scores than the second one and so on. Therefore, we can conclude that our hypothesis does not hold.
VII. CONCLUSION
In this paper, we introduced the computational task of predicting grit from a users social media language. We performed several text-based analyses to find the distinctions between high-grit and low-grit users, and showed that language can be effectively used to predict grit. We have also shown two examples of applications where grit is used to analyze the language of users in different U.S. states or different universities.
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