Abstract. In 1962, Bienenstock and Ewald described the classification of crystalline space groups algebraically in the dual, or Fourier, space. Recently, the method has been applied to quasicrystals and modulated crystals. We interpret this method in terms of group cohomology. A certain cohomology group classifies the space groups, and the dual homology group gives all gauge invariants. We exploit this duality to prove several results that were previously known only in special cases, including the classification of space groups for arbitrary lattices in two dimensions. We also discuss extinctions in X-ray diffraction patterns and degeneracy of electronic levels as physical manifestations of non-zero homology classes.
Introduction
Bienenstock and Ewald [2] introduced the "Fourier-space approach" to classifying symmetries of crystals. Since the discovery of quasicrystals [21, 9, 5] , this approach has been applied to aperiodic as well as periodic crystals, including quasicrystals and modulated crystals [19, 20, 18, 16, 13, 14, 12, 10, 11] . Until now, this approach has not been described in terms of group cohomology, although it is natural to do so. Briefly, one associates to a (quasi)crystal a triple (G, L, {Φ}), where G is a finite subgroup of the orthogonal group O(3), L is a lattice in R 3 stable under G, and {Φ} is a cohomology class in H 1 (G,L), L = Hom(L, R/Z). The "point group" G can be thought of as the group of macroscopic symmetries of the crystal. The lattice L is, as described in §1, the "Fourier transform" of the crystal, which is why this is called the "Fourier-space approach." In the case of quasicrystals, L is not discrete, but it is still a finitely-generated Abelian group that spans a Euclidean space, and we shall abuse the term "lattice" to include this case.
There are various notions of equivalence for pairs (G, L), each of which leads to a corresponding notion of "crystal class." In this paper, we ignore the problem of classifying crystal classes, and focus on the question of calculating H 1 (G,L). This may be considered a response to Mermin's comment [16] , More than one person has told me that what I am calculating here are cohomology groups. I have found this information less valuable than M. Jourdain found the news that he was speaking prose, but am too ignorant to state with confidence that this is not a useful point of view.
In fact, the machinery of group cohomology simplifies the theory tremendously. To illustrate this, we give short proofs of several results, most of which were previously known in less generality.
We begin, in §1, by describing in more detail how the triple (G, L, {Φ}) is defined. In the process, we translate the terminology used in Fourierspace crystallography into the language of group cohomology. We hope that this section will help those familiar with one of these languages to communicate with those fluent in the other. In [17] , we describe many of the same ideas explicitly in terms of cocycles, for the benefit of those unfamiliar with cohomology.
In each of the remaining sections, we take a standard result from group cohomology and apply it to crystallography. The central result is Proposition 3.1, which gives a duality between H 1 (G,L) and H 1 (G, L). First of all, this gives us a criterion for when two cocycles, Φ and Φ ′ , represent the same cohomology class, namely if Φ, c = Φ ′ , c , for all c ∈ H 1 (G, L). This criterion leads to a simple proof of the appendix of [11], our Proposition 3.3. Secondly, the homology group is simpler, both conceptually and computationally, than the cohomology group. In fact, so long as one works withL, the dual of the lattice in Fourier space, it is unclear to what extent one is really taking a Fourier-space approach. By concentrating on H 1 (G, L), we commit ourselves to this point of view.
Our approach makes it easier to focus first on the group G, and only secondarily on the lattice L. For example, in §4 we discuss the cohomology of cyclic groups, and in §5 we use the relation between the cohomology of G and that of a normal subgroup and the corresponding quotient group. This allows us to calculate H 1 (G,L) for quite general two-dimensional lattices L, because we care only that the point group has a normal, cyclic subgroup. In physical terms, the conclusion of these two sections is that the only two-dimensional, non-symmorphic space groups are those whose point groups are dihedral, with cyclic subgroup of order N = 2 e . Previously [20] , this was proved only under the assumption that the lattice is isomorphic to the ring of cyclotomic integers Z[ζ], where ζ = e 2πi/N . As Laplace remarked to Napoleon [7, 264 • ], " [We] did not need that hypothesis." We do not even assume that the lattice has rank 1 over Z [ζ] ; that is, our result applies to "modulated" lattices as well as "non-modulated" ones.
The list of finite subgroups of the orthogonal group O(3) is almost as simple as that corresponding to O(2). With finitely many exceptions, each such group contains a normal, cyclic subgroup of index 1, 2, or 4. Thus the ideas we use in §4 and §5 can be applied to three-dimensional crystallography, although not so simply as to the two-dimensional case.
In particular, we believe we can show that H 1 (G, L) is generated by two types of cycles, as discussed in §3. We explain the physical significance of the two types in §6. We hope to carry this out in a future paper.
Dictionary
In this section, we describe the Fourier-space approach to classifying crystals, in the language of group cohomology. One of our goals is to translate several crystallographic terms into this language.
Given a solid, we can consider a density function ρ : R 3 → R, such as the mass density or the electron density. If there is a Fourier series expansion ρ(x) = k∈Lρ (k)e 2πik·x , for some lattice L ⊆ R 3 * , then we shall say that the solid is a crystal. For the purposes of this paper, a lattice is any finitely generated, additive group that spans a Euclidean space. Our definition includes the usual crystals, which we shall call periodic crystals, as well as quasicrystals and other aperiodic structures. The goal of crystallography is to classify crystals in terms of this lattice and related algebraic information.
Two density functions
are called indistinguishable if their macroscopic physical observables are the same. Mermin and others [15] have argued that using this criterion, rather than considering identity of density functions, is the most important theoretical difference between the Fourier-space approach and traditional crystallography. As explained in [6] , indistinguishability can be expressed simply in terms of the Fourier transforms: ρ and (ρ ′ ) ∧ must be supported on the same lattice L ⊆ R 3 * , and they must be related by
Let g be in the orthogonal group O(3). We shall call g a (macroscopic) symmetry of ρ if ρ•g is indistinguishable from ρ. In particular, this implies that L is stable under g, i.e., that g lies in the holohedry group G L of the lattice, a finite group. It further implies that there is a linear gauge function Φ g such that
We let G ⊆ G L denote the point group, the group of all such symmetries.
The condition ρ•(gh) = (ρ•g)•h leads to the group-compatibility condition:
The natural right action of O(3) on R 3 * induces a left action of G onL. In terms of this action, we can say
(In later sections, we will "forget" that we need g −1 here, not g.) Now, let ρ ′ be a density function indistinguishable from ρ, and let χ be as in (1.2). Then ρ ′ has the same point group as ρ, as can be seen by defining
An equation of this type is called a gauge equivalence. Replacing g with g −1 , we recognize this as the difference of two cocycles giving the coboundary, or gauge transformation, gχ − χ. Since cohomologous (gauge-equivalent) cocycles express the same macroscopic symmetry of indistinguishable density functions, it is natural to associate to ρ (or to its equivalence class under indistinguishability) the cohomology class in
If there is some ρ ′ , indistinguishable from ρ, such that ρ ′ • g = ρ ′ for all g ∈ G, then ρ is called symmorphic. In this case, (1.4) shows that we can take Φ ′ g (k) = 0 for all g ∈ G and k ∈ L. In other words, ρ is symmorphic if the cohomology class {Φ} is trivial.
Any function H 1 (G,L) → C, since it depends only on gauge-equivalence classes, is called a gauge invariant. The set of all gauge invariants forms a vector space. It follows from Propositions 2.3 and 3.1 that
is a finite Abelian group. Therefore, the set of characters
× forms a basis of the space of gauge invariants. Any such character factors through the exponential map e 2πix : Q/Z → C × . We will therefore refer to any homomorphism H 1 (G,L) → Q/Z as a fundamental gauge invariant. In these terms, Proposition 3.1 identifies the space of fundamental gauge invariants as the homology group H 1 (G, L).
If the density function ρ describes a periodic crystal, then it is periodic with respect to a latticeL ⊆ R 3 , and L is dual toL. In this case, L is a lattice in the usual sense, so a gauge function corresponds to a translation on R 3 , and a macroscopic symmetry is an orthogonal transformation of R 3 that takesL to a translate of itself. In other words, the holohedry group G L is the quotient of the space group G L -the group of isometries that preserveL-by the subgroup of translations corresponding to elements ofL. From this point of view, the action of G L onL is induced by the conjugation action of G L on its subgroup of translations. The density function ρ can be thought of as additional structure, or "decoration," on the latticeL, and the point group G is the subgroup of G L respecting this additional structure. We can also consider the space group G ⊆ G L corresponding to G.
Still in the periodic case, G ∼ =L×G as a set. The group structure of G can be recovered from the conjugation action of G onL and an element of
As Hiller points out in [8] , we can use the long exact sequence associated to 0 →L →
, this is exactly the sort of cohomology class we have been discussing. In the symmorphic case, this cohomology class is trivial, and G ∼ =L ⋊ G, the semidirect product.
According to Dräger and Mermin [6] , we can turn these definitions around: in the general case, we defineL = Hom(L, Z), naturally embedded in V = Hom(L, R). In the aperiodic case, dim V = rank L > 3. This gives a coordinate-free description of the superspace V ; in this context, G is often called a superspace group.
Higher Cohomology is Torsion
In this section, we assume only that G is a finite group acting on a free Abelian group L of finite rank. Let 
In the crystallographic literature so far, the following consequence has been noted only in the cases where the cohomology group has been explicitly calculated [20, 18, 16] . Recall thatL = Hom(L, R/Z). Proposition 2.1. Given a cohomology class in H 1 (G,L), one can choose a representative cocycle Φ so that
Proof. Since the cohomology class of Φ is killed by N, NΦ is a coboundary. That is, there is a χ ∈L such that NΦ = δχ. Choose any
′ is in the same cohomology class as Φ (i.e., they differ by a gauge transformation), and
If we were to start with a complex-valued wave function ρ : R 3 → C instead of a real-valued density function, we would allow the "phase" e 2πiΦg(k) to be any non-zero complex number instead of requiring it to have absolute value 1. Thus we would consider cohomology with coefficients in Hom(L, C/Z) instead ofL, and the proof above would give exactly the same result. In fact, an analogue of Proposition 2.3 below also holds, so
. In other words, we do not get any new symmetry types by considering this more general situation. Notation 2.2. If A is any Abelian group, denote the dual of A by
If A is a (left) G-module then give A ′ the standard (left) G-module structure: gφ is defined by (gφ)(a) = φ(g −1 a).
Proof. Since L is a finitely generated free Abelian group, the short exact sequence 0 → Q/Z → R/Z → R/Q → 0 leads to a short exact sequence
and Hom(L, R/Q) ∼ = (R/Q) r , with r = rank(L). Since R/Q is uniquely divisible, its Tate cohomology groups vanish, so the long exact sequence of Tate cohomology gives
We need this proposition to apply the duality theorem we quote in §3, which is stated in terms of L ′ . Note that surjectivity in Prop 2.3, but not injectivity, also follows from Proposition 2.1.
Cohomology is Dual to Homology
In this section, we assume that G is a finite group acting on a finitely generated Abelian group L. In particular, this implies that H 1 (G, L) is finite.
In §1, we observed that any gauge invariant H 1 (G,L) → C can be expressed in terms of the fundamental gauge invariants: the homomorphisms H 1 (G,L) → Q/Z. According to Proposition 2.3, the set of fundamental gauge invariants is 
′ , induced by the duality pairing
Proof. This is the duality pairing described in [3, Prop. VI. Proof. This is simply a restatement of the injectivity of the map
The simplest example of a 1-chain is c = k[g], with k ∈ L and g ∈ G. By (3.1), this chain is a cycle if and only if gk = k, and in this case the corresponding gauge invariant is simply Φ g (k). However, the homology group H 1 (G, L) is not always generated by cycles of this form. In other words, it is possible for two gauge-inequivalent cocycles Φ and Φ ′ to have the same "obvious" gauge invariants: L and g, h ∈ G) is given by
This cannot give a non-trivial homology class in H 1 (G, L) by itself. Perhaps the simplest combination that can is
3)
which will have values in L ⊗ ZG provided that q − g −1 q, q − h −1 q ∈ L and gh = hg. It is a simple exercise to calculate the homology groups corresponding to the two exceptional space groups. (See [17] for one of the two cases.) In both cases, the homology group is cyclic of order 2, generated by the class of such a cycle.
We shall consider gauge invariants again in §6. We conclude this section with a new proof of the appendix of [11] . This states that if the "obvious" gauge invariants of Φ corresponding to a single g ∈ G all vanish, then (up to gauge equivalence) Φ g is trivial. The examples cited above show that one cannot necessarily find a gauge in which Φ g = 0 simultaneously for all g ∈ G, even if all these gauge invariants vanish.
Proof. Let g = {1, g, . . . , g N −1 } denote the subgroup of G generated by g. We claim that Φ is trivial in H 1 ( g , L ′ ). By Corollary 3.2, it suffices to show that Φ, c = 0 for all c ∈ H 1 ( g , L). According to
, and Φ ′ g = 0.
Homology and Cohomology of Cyclic Groups
For this section, let G be a cyclic group, say
If M is any G-module then we can think of r − 1 and the norm element
in terms of their action on M: (r − 1)x = rx − x and N r x = x + rx + · · · + r N −1 x. According to [3, §III.1] or [1, §8] , the Tate cohomology groups can, in this case, be computed as the cohomology of the complex
In particular,
Note that the kernel of r − 1 is M r = {x ∈ M | rx = x}. In traditional crystallography, this is of limited interest since the order of a rotation can be only 1, 2, 3, 4, or 6. When studying quasicrystals, we allow rotations of any order, so these results become much more useful. The following proposition extends to non-standard and modulated lattices some of the results of [20] . (Recall that, as we use the term, a "lattice" need not be discrete.)
Proof. We find it easier to work with homology of L than the cohomology of L ′ , so consider H 1 (G, L). The only vector in R 2 fixed by a non-trivial rotation is the zero vector. According to (4.5), this shows that H 1 (G, L) = 0. The result now follows from Proposition 3.1.
We can restate this result as follows. If a two-dimensional point group is cyclic (of order N > 1) then the only corresponding space group is symmorphic. Note that this analysis applies uniformly to any two-dimensional lattice.
Any finite subgroup G ⊆ O(2) is either cyclic or dihedral. We consider the latter case in the following section.
The Restriction-Inflation Sequence
For this section, let G be a finite group, let H ⊳ G be a normal subgroup, and let
denote the quotient. For any G-module M, the inflation map
This can be viewed as a consequence of the Hochschild-Serre spectral sequence, as can its homological version [3, Theorem VII.6.3]:
where M H denotes the quotient of M by the sub-H-module generated by {hx − x | h ∈ H}.
Let G ⊆ O(3) be a finite group. By the classification of such groups [22] , all but finitely many such G contain a normal, cyclic subgroup H, generated by a rotation, for which the quotient group Q = G/H has order 1, 2, or 4. Since H is cyclic, the homology group H 1 (H, L) can be computed using (4.5). In the simplest case, H is generated by a roto-inversion, so H 1 (H, L) = 0, and
We now apply this approach to the two-dimensional case. For the rest of this section, let L ⊆ R 2 be a lattice (not necessarily discrete) invariant under
where r is a rotation of order N > 1 and m is a reflection, so that G is the dihedral group with 2N elements. Let
denote the cyclic subgroup of G and the quotient group. Let
so that L is a module over the ring of cyclotomic integers Z[ζ], and note that L H = L/(ζ − 1)L.
In the propositions that follow, we show that H 1 (G, L ′ ) = 0, so every space group corresponding to G and L is symmorphic, unless N is a power of 2. If N = 2 e , then we show that H 1 (G, L ′ ) is a vector space over the field with two elements and count its dimension. In other words, the fundamental invariants all take the values 0 and 1/2 (modulo 1). In particular, if L has rank 1 as a Z[ζ]-module then the cohomology group has exactly two elements: one corresponds to the symmorphic space group, and the other corresponds to a non-symmorphic group; this was shown in [20] under the assumption that
Proof. By Proposition 3.1, it suffices to compute
e is a prime power, in which case its norm is ±p. Thus L H = 0, and H 1 (G, L) = 0, unless N = p e . Suppose now that N = p e , where p is an odd prime. Then L H is a vector space over Z[ζ]/(ζ − 1) ∼ = F p , the field with p elements. We can decompose L H into eigenspaces for m:
The following lemma collects several elementary results into a convenient package. Proof. Let F N (x) denote the cyclotomic polynomial of order N. That is, F N (x) is the monic, irreducible polynomial whose roots are the primitive N-th roots of unity. Since these are exactly the conjugates of ζ over Q, we have
Since the roots of x N − 1 are all the N-th roots of unity,
Dividing by x − 1 and setting x = 1, we obtain N = 1<d|N F d (1). The lemma now follows by induction on N. 
Proof. As in the proof of Proposition 5.1, it suffices to show that
An easy calculation shows that each 1×1 Jordan block contributes a one-dimensional space to H 1 (Q, L H ) and that each 2 × 2 Jordan block contributes nothing.
Cohomology Products and Physical Implications
In this section, we use the notation and hypotheses of §1. In particular, G is a finite subgroup of the orthogonal group O(3), L ⊆ R 3 * is the "lattice" corresponding to a crystal (in the broad sense), and Φ is the corresponding cocycle, representing a cohomology class in
and, if m ≤ n, the cap product
as in [3, §V.3] . If m = n and M = N ′ , then the cap product is the same as the duality pairing of §3, with H 0 (G, P ) = H 0 (G, Q/Z) = Q/Z. Among the various properties enjoyed by these two products are two associative laws:
* , c ∈ H * , and the coefficients are chosen compatibly. So far, we have considered only geometric aspects of crystallography. In this section, we discuss some physical implications. Although our discussion merely translates known results into the cohomological language, we hope that our point of view sheds some light on an otherwise mysterious relation.
Recall that a projective representation, or ray representation, of a group is a homomorphism into the projective linear group PGL(n), just as an ordinary representation is a homomorphism into the general linear group GL(n). One can associate a cohomology class in H 2 (G, C × ), known as the Schur multiplier, to any projective representation of G. One standard reference is [4, §11.E]. In fact, this theory is one of the main precursors of group cohomology.
Let Φ ∈ H 1 (G, L ′ ) be non-trivial, so that it represents a non-symmorphic space group. By Proposition 3.1, there is some c ∈ H 1 (G, L) such that Φ, c = 0. We expect such a non-trivial gauge invariant to have physical implications. If c is represented by a cycle of the form k[g] (with k ∈ L, g ∈ G, and gk = kg −1 = k), then this is well known. Ifρ : L → R is any function transforming as in (1.4) and Φ g (k) = Φ, k[g] = 0, thenρ(k) = 0. This is observed as a dark spot in the X-ray-diffraction pattern and is called a systematic extinction.
Not every gauge invariant is of the above form. Suppose that g, h ∈ G and q ∈ R 3 * satisfy
represents a non-trivial homology class; cf. (3.3). In this situation, König and Mermin [10] describe a projective representation of H = g, h ⊆ G that commutes with the Hamiltonian h q corresponding to the wave vector q. Therefore, every eigenspace of the Hamiltonian is a projective subrepresentation, with the same factor system: (g, h) → Φ g (q − h −1 q). König and Mermin note that the quantity (iii) is gauge invariant and, since it does not vanish, this shows that the projective representation (on each eigenspace) is not equivalent to an ordinary representation. In particular, each eigenspace of the Hamiltonian has dimension greater than one. This is expressed by saying that each energy level of h q is degenerate, and the phenomenon is sometimes called band sticking.
We interpret part of this argument as follows. Let H = g, h . Given c ∈ H 2 (H, Z) and σ ∈ H 1 (H, L), we can consider σ ∩ c ∈ H 1 (H, L) and Φ ∪ σ ∈ H 2 (H, Q/Z). Thus σ ∩ c gives a fundamental invariant of H 1 (G, L ′ ) and Φ∪σ corresponds to an equivalence class of projective representations. These are connected by the relation Φ ∪ σ, c = (Φ ∪ σ) ∩ c = Φ ∩ (σ ∩ c) = Φ, σ ∩ c . If this quantity is non-zero, then it simultaneously shows that Φ is non-trivial (so the corresponding space group is non-symmorphic) and that a projective representation with factor system Φ∪σ cannot be equivalent to an ordinary representation.
Assuming conditions (i) and (ii), c = [g|h]−[h|g] is a cycle in Z 2 (H, Z) and σ(g) = q − gq is a cocycle in Z 1 (H, L). Explicitly, σ ∩ c is represented by k g [h] − k h [g], where k i = σ(g i ); and Φ ∪ σ is the 2-cocycle (g, h) → Φ g (q − hq). Condition (iii) can now be expressed as Φ ∪ σ, c = Φ, σ ∩ c = 0. In other words, Condition (iii) implies both that the space group is non-symmorphic and that the König-Mermin projective representation is non-trivial.
