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ON THE MODULUS OF CONTINUITY FOR SPECTRAL MEASURES IN
SUBSTITUTION DYNAMICS
ALEXANDER I. BUFETOV AND BORIS SOLOMYAK
Abstract. The paper gives first quantitative estimates on the modulus of continuity of the
spectral measure for weak mixing suspension flows over substitution automorphisms, which yield
information about the “fractal” structure of these measures. The main results are, first, a Ho¨lder
estimate for the spectral measure of almost all suspension flows with a piecewise constant roof
function; second, a log-Ho¨lder estimate for self-similar suspension flows; and, third, a Ho¨lder
asymptotic expansion of the spectral measure at zero for such flows. Our second result implies
log-Ho¨lder estimates for the spectral measures of translation flows along stable foliations of pseudo-
Anosov automorphisms. A key technical tool in the proof of the second result is an “arithmetic-
Diophantine” proposition, which has other applications. In the appendix this proposition is used
to derive new decay estimates for the Fourier transforms of Bernoulli convolutions.
1. Introduction
Substitution dynamical systems and their spectral properties have been studied for a long
time, see [46, 27] and references therein. These systems are of intrinsic interest, but also have
many links to other areas, both in dynamics and beyond. An incomplete list of these links includes
Bratteli-Vershik (adic) transformations [53, 54], especially in the stationary case; interval exchange
transformations that are periodic for the Rauzy-Veech induction, and translation flows along
stable/unstable flows for pseudo-Anosov automorphisms, see [7, 8]. Substitutions and associated
dynamical systems are also widely used in mathematical physics, in particular, in the study of
quasicrystals, see e.g. [3, 32, 29, 44].
The aim of this paper is to estimate the modulus of continuity for the spectral measures of
suspension flows over substitution dynamical systems. Our main assumption is that the substitu-
tion matrix have at least two eigenvalues outside the unit circle, which implies that almost every
suspension flow, in particular, the self-similar suspension flow, is weak mixing [12, 52].
Our first main result is Theorem 4.1 that gives a uniform Ho¨lder bound away from zero for the
spectral measure of almost all suspension flows with piecewise constant roof functions. This result
does not, however, give specific examples of flows with Ho¨lder spectrum. In the important special
case of self-similar suspension flows we are able to obtain log-Ho¨lder estimates on the spectrum;
Key words and phrases. Substitution dynamical system; spectral measure; Hoelder continuity; Bernoulli
convolution.
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these are contained in our second main result, Theorem 5.1. Our third main result, Theorem 6.2,
gives a Ho¨lder asymptotic expansion for the spectral measure of our self-similar suspension flows
at zero; the Ho¨lder exponent is explicitly computed.
The motivation is to study fine “dimension-like,” or “fractal” properties of the spectral mea-
sures. Ho¨lder estimates imply lower bounds for the local dimension and Hausdorff dimension of
the measures. In mathematical physics (quantum dynamics, discrete Schro¨dinger operators, etc.)
similar investigations have been very active, see e.g. [42, 15], but we are not aware of any signif-
icant work in this direction in ergodic theory. The hope is that such a study will lead to better
understanding of substitution dynamical systems; in particular, there should be a connection with
“quantitative rates of weak mixing” (which are conjugacy invariants) in the spirit of [41].
It is worth mentioning that some of our techniques have parallels in the work of Forni and
Ulcigrai [28], who proved Lebesgue spectrum of smooth time-changes for the classical horocycle
flow on a compact hyperbolic surface using asymptotic properties of “twisted ergodic integrals.”
Our setting is completely different, but we are also using such integrals in Sections 4 and 5.
The paper is organized as follows. In Section 2 we represent spectral measures of substitution
automorphisms by matrix Riesz products; the construction is a generalization of the Riesz prod-
uct representation of the spectrum for substitutions of constant length, see [46]. In Section 3 we
analyze our matrix Riesz products; the main result of this section is Proposition 3.5, an upper
bound for the entries of our matrix products. In the following sections, Proposition 3.5 is used to
reduce questions about spectral measures of substitutions to problems in Diophantine approxima-
tion. In Section 4, we formulate and prove Theorem 4.1 on the Ho¨lder property for the spectrum
for almost all suspension flows with piecewise constant roof function; the Hausdorff dimension of
the set of exceptional roof functions is estimated in Theorem 4.2, whose proof relies on a gener-
alization of the “Erdo˝s-Kahane argument” in the theory of Bernoulli convolutions. In Section 5
we formulate and prove Theorem 5.1 on the log-Ho¨lder property for self-similar suspension flows.
As a corollary, we obtain log-Ho¨lder estimates for the spectral measures of translation flows along
stable foliations of pseudo-Anosov automorphisms (Corollary 5.4). The main step in the argument
is Proposition 5.5, which makes use of techniques from Pisot and Salem. In Section 6, we give an
asymptotics of the spectral measure at zero using the asymptotics of ergodic integrals expressed
in terms of finitely-additive invariant measures from [7, 8, 9]. In a short Section 7 we collect
the implications of our results for the dimension properties of spectral measures. The Appendix
(Section 8) contains some standard proofs that we rely on, and a subsection on Bernoulli convo-
lutions; in particular, from Proposition 5.5 we derive Corollary 8.3 that gives new upper bounds
for Fourier transforms of Bernoulli convolutions corresponding to inverses of algebraic integers.
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2. Matrix Riesz products for substitutions
Our aim in this section is to represent the spectral measure of a substitution dynamical system
via a matrix analog of Riesz products. The reader is referred to [46, 27] for the background on
substitutions and substitution dynamical systems. The main result of this section is Lemma 2.2.
Various classes of generalized Riesz products have appeared in the spectral theory of measure-
preserving transformations, especially those of rank one, see e.g. [6, 11, 39, 17, 1]. However,
substitution dynamical systems are often of finite rank higher than one, see [24]. Transition to
higher rank requires us to consider matrix analogues of Riesz products.
2.1. Substitutions. For m ≥ 2 consider the finite alphabet A = {1, . . . ,m} and the set A+ of
nonempty words with letters in A. A substitution is a map ζ : A → A+, extended to A+ and AN
by concatenation. The substitution space is defined as the set of bi-infinite sequences x ∈ AZ such
that any word in x appears as a subword of ζn(a) for some a ∈ A and n ∈ N. The substitution
dynamical system is the left shift on AZ restricted to Xζ , which we denote by Tζ .
The substitution matrix S = Sζ = (S(i, j)) is the m × m matrix, where m = #A, such that
S(i, j) is the number of symbols i in ζ(j). The substitution is primitive if Snζ is strictly positive
(entrywise) for some n ∈ N. It is well-known that primitive substitution Z-actions are minimal
and uniquely ergodic. We assume that the substitution is primitive and non-periodic, which in
the primitive case is equivalent to the space Xζ being infinite.
The length of a word u is denoted by |u|. The substitution ζ is said to be of constant length
q if |ζ(a)| = q for all a ∈ A, otherwise, it is of non-constant length. Spectral properties of
substitution dynamical systems have been studied extensively, see [46, 27] and references therein.
These systems are never strongly mixing [16], hence there is always a singular spectral component.
The discrete part of the spectrum is well-understood. For substitutions of constant length q the
group of eigenvalues is non-trivial and contains the group of q-adic rationals. Non-constant length
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substitutions may be weakly mixing; this depends on algebraic and number-theoretic properties
of the substitution matrix, see [35, 25]. Here we focus on weakly mixing substitutions (although
the results of Sections 2 and 3 apply to those with a discrete spectral component as well). It is
an open problem to decide when the spectrum is purely singular, as well as to determine finer
properties of the spectral measures, such as their modulus of continuity. To our knowledge, results
in this direction have only been available in the constant length case. For instance, pure singular
spectrum is known for the Thue-Morse substitution [36] and its “abelian” generalizations [46, 4].
On the other hand, there are substitutions of constant length with a Lebesgue spectral component,
such as the Rudin-Shapiro substitution, see [46], and its generalizations, due to N. P. Frank [26].
2.2. Spectral measures. Let (X,T, µ) be a measure-preserving transformation and let U = UT :
f 7→ f ◦ T be the Koopman operator on L2(X,µ). Recall that for f, g ∈ L2(X,µ) the (complex)
spectral measure σf,g is determined by the equations
σ̂f,g(−k) =
∫ 1
0
e2πikω dσf,g(ω) = 〈U
kf, g〉, k ∈ Z.
We write σf = σf,f . The following is standard; see Appendix for the proof.
Lemma 2.1. For any f, g ∈ L2(X,µ) we have
σf,g = weak*- lim
N→∞
1
N
〈
N−1∑
n=0
e−2πinωUnf,
N−1∑
n=0
e−2πinωUng
〉
dω,
where in the right-hand side we consider the weak*-limit of absolutely continuous measures with
the given density.
If X is a metric space and (X,T, µ) is uniquely ergodic, then for all f, g ∈ C(X) and all k ∈ Z:
σ̂f,g(−k) = 〈U
kf, g〉 =
∫
X
f(T kx)g(x) dµ(x)
= lim
N→∞
1
N
N−1∑
n=0
f(T n+kx)g(T nx),(2.1)
where x ∈ X is arbitrary and the limit is uniform in x.
2.3. Correlation measures. For substitutions the most important spectral measures are
σa := σ1 [a] and σa,b := σ1 [a],1 [b].
They are also known as correlation measures. In view of (2.1), since primitive substitution dy-
namical systems are uniquely ergodic,
(2.2) σ̂a,b(−k) = lim
N→∞
1
|ζN (γ)|
card
{
0 ≤ n+ k < |ζN (γ)| : ζN (γ)n+k = a, ζ
N (γ)n = b
}
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for any γ ∈ A. For a word v = v0v1 . . . ∈ A
+ let
(2.3) Φa(v, ω) =
|v|−1∑
j=0
δvj ,ae
−2πiωj ,
where δvj ,a is Kronecker δ (one if vj = a and zero otherwise). Then it is immediate from (2.2), as
in Lemma 2.1, that
(2.4) σa,b = weak*- lim
N→∞
1
|ζN (γ)|
Φa(ζ
N (γ), ω) · Φb(ζN (γ), ω) dω
for any γ ∈ A.
Observe that for any two words u, v and the concatenated word uv we have
(2.5) Φa(uv, ω) = Φa(u, ω) + e
−2πiω|u|Φa(v, ω).
Suppose ζ(b) = u
(b)
1 . . . u
(b)
kb
for b ∈ A. Then ζn(b) = ζn−1(u
(b)
1 ) . . . ζ
n−1(u
(b)
kb
) for n ≥ 1, hence
(2.5) implies for all b ∈ A:
Φa(ζ
n(b), ω) =
kb∑
j=1
exp
[
−2πiω
(
|ζn−1(u
(b)
1 )|+ · · ·+ |ζ
n−1(u
(b)
j−1)|
)]
Φa(ζ
n−1(u
(b)
j ), ω)
(if j = 1, the expression reduces to exp(0) = 1 by definition). Let
(2.6) ~Ψ(a)n (ω) :=

Φa(ζ
n(1), ω)
...
Φa(ζ
n(m), ω)
 and Πn(ω) = [~Ψ(1)n (ω), . . . , ~Ψ(m)n (ω)],
where Πn(ω) is the m×m matrix-function specified by its column vectors. It follows that
(2.7) Πn(ω) =Mn−1(ω)Πn−1(ω), n ≥ 1,
whereMn−1(ω) is anm×mmatrix-function, whose matrix elements are trigonometric polynomials
given by
(2.8) (Mn−1(ω))(b, c) =
∑
j≤kb: u
(b)
j =c
exp
[
−2πiω
(
|ζn−1(u
(b)
1 )|+ · · ·+ |ζ
n−1(u
(b)
j−1)|
)]
(again the convention is that for j = 1 we have exp(0)). Note thatMn(0) = S
t = Stζ , the transpose
of the substitution matrix, for all n ∈ N.
Example. Let ζ be a substitution on {1, 2} given by ζ(1) = 1222, ζ(2) = 1. Then S =
(
1 1
3 0
)
,
Mn(ω) =
(
1 e−2πiω|ζ
n(1)| + e−2πiω(|ζ
n(1)|+|ζn(2)|) + e−2πiω(|ζ
n(1)|+2|ζn(2)|)
1 0
)
, n ≥ 0
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Since ~Ψ
(a)
0 (ω) = ~ea (the basis vector corresponding to a ∈ A), it follows from (2.7) that
(2.9) ~Ψ(a)n (ω) =Mn−1(ω)Mn−2(ω) · · ·M0(ω)~ea,
hence
(2.10) Πn(ω) =Mn−1(ω)Mn−2(ω) · · ·M0(ω).
Denote by Σζ the m×m matrix of correlation measures for ζ; that is, Σζ(a, b) = σa,b. Below ~1
denotes the vector [1, . . . , 1]t of all 1’s and 〈~x, ~y〉 stands for the scalar product in Rm. We write
xn ∼ yn when limn→∞ xn/yn = 1.
Lemma 2.2. Let θ be the Perron-Frobenius eigenvalue of the substitution matrix S and let ~r, ~ℓ
be respectively the (right) eigenvectors of S,St corresponding to θ, normalized by the condition
〈~r, ~ℓ〉 = 1. Then
(2.11) Σζ =
1
〈~r,~1〉〈~1, ~ℓ〉
· weak*- lim
n→∞
θ−nΠ∗n(ω)Πn(ω) dω.
Proof. In view of (2.6), the (a, b) entry of Π∗n(ω)Πn(ω) is
∑m
j=1Φa(ζ
n(j), ω) · Φb(ζn(j), ω). We
have
|ζn(j)| = 〈Sn~ej ,~1〉 ∼ θ
n〈~ej , ~ℓ〉〈~r,~1〉
by the Perron-Frobenius Theorem, hence
θ−n
m∑
j=1
Φa(ζ
n(j), ω) · Φb(ζn(j), ω) ∼
m∑
j=1
〈~ej , ~ℓ〉〈~r,~1〉
|ζn(j)|
Φa(ζ
n(j), ω) · Φb(ζn(j), ω),
and the desired claim follows from (2.4), in view of the fact that ~1 =
∑m
j=1 ~ej. 
Remark 2.3. Representing spectral measures as Riesz products for substitutions of constant
length has been used for a long time, especially for the Thue-Morse substitution and its gen-
eralizations [43]. Queffelec [46, Theorem 8.1] proved a variant of Lemma 2.2 for substitutions of
constant length.
2.4. Other spectral measures and maximal spectral type. Substitution ζ can also be
extended to AZ, so that ζ(x0) starts from 0-th position. Consider the sets ζ
k[a], a ∈ A, k ≥ 0. It
is proved in [46, 5.6.3] that
Pk = {T
i
ζ(ζ
k[a]), a ∈ A, 0 ≤ i < |ζk(a)|}
is a Kakutani-Rokhlin partition for the substitution dynamical system, and {Pk}k≥0 generate
the Borel σ-algebra (this relies on the fact that aperiodic primitive substitutions are bilaterally
recognizable, see [46]). It follows that the maximal spectral type of (Xζ , Tζ , µ) is equivalent to∑
k≥0, a∈A
2−kσ1
ζk[a]
.
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The spectral measures σ1
ζk[a]
can be analyzed similarly to the correlation measures σa. In fact,
it is not hard to see that the matrix of measures
Σ
(k)
ζ := [σ1 ζk[a],1 ζk[b] ]a,b∈A
can be expressed, analogously to (2.11), as
Σ
(k)
ζ =
1
〈~r,~1〉〈~1, ~ℓ〉
· weak*- lim
n→∞
θ−n(Π
(k)
n )∗(ω)Π
(k)
n (ω) dω,
where
Π(k)n (ω) =Mn+k−1(ω) · · ·Mk(ω).
3. Estimating spectral measures via matrix Riesz products
In this section we study the local quantitative behavior of spectral measures; more precisely,
upper bounds for the measures of small balls. Using matrix products from Section 2, this problem
is essentially reduced to some questions of Diophantine approximation.
It should be pointed out that matrix products, analogous to those that we consider, have been
studied in the physics literature, in particular, in the papers by Aubry-Godre`che-Luck [3] and
Ga¨hler-Klitzing [29]. These papers study the diffraction spectrum of structures associated to
substitutions, mostly in the continuous setting, as our self-similar suspension flows in Section 5,
and their higher-dimensional generalizations (self-similar tilings). As was shown by S. Dworkin
[20] (see also [31]), the diffraction spectrum is a “part” of the dynamical spectrum that we
consider. The papers [3, 29] analyzed the growth of expressions like our |Φa(ζ
n(b), ω)| (called
“structure factor”), with the help of finite matrix products, and used them to make conclusions
(sometimes heuristically) about the diffraction spectrum. The paper [29] focused on the discrete
part of the spectrum and showed that the “maximal growth” of |Φa(ζ
n(b), ω)| occurs in the
Pisot case on a dense set of spectral parameters, which, in dynamical terms means eigenvalues.
This can be compared to a theorem from [52] asserting that the self-similar substitution tiling
system is weakly mixing if and only if the expansion factor is non-Pisot. The paper [3] examined
in detail some non-Pisot examples and obtained “intermediate growth” of the structure factor
for a dense set of spectral parameters, from which singular-continuous diffraction spectrum was
deduced heuristically. A rigorous argument in this direction was made by A. Hof [34]; Lemmas
3.1 and Lemma 3.2 below are based on it. See also the papers [32, 10, 40, 56] for related work in
the physics literature.
The next lemma is “extracted” from [34]. First we need to introduce some notation. Let
(X,T, µ) be a measure-preserving system. For f ∈ L2(X,µ) let
(3.1) GN (f, ω) = N
−1
∥∥∥∥∥
N−1∑
n=0
e−2πinωf ◦ T n
∥∥∥∥∥
2
L2(X)
.
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Note that
σf = weak*- lim
N→∞
GN (f, ω) dω
by Lemma 2.1. For x ∈ X and f ∈ L2(X,µ) let
(3.2) SxN (f, ω) =
N−1∑
n=0
e−2πinωf(T nx),
so that
(3.3) GN (f, ω) = N
−1
∫
X
|SxN (f, ω)|
2 dµ(x).
Lemma 3.1. For all ω ∈ [0, 1) and r ∈ (0, 12 ] we have
(3.4) σf (B(ω, r)) ≤
π2
4N
GN (f, ω) for N = ⌊(2r)
−1⌋.
Proof. As in the proof of Theorem 2.1 in [34], we have
GN (f, ω) =
∫
T
KN−1(ω − x) dσf (x), where KN−1(y) =
1
N
(sin(Nπy)
sin(πy)
)2
is the Feje´r kernel. Given r ∈ (0, 12 ], let N = ⌊(2r)
−1⌋. Then for |ω−x| ≤ r we have Nπ|ω−x| ≤ π2 ,
hence
| sin(Nπ(ω − x))| ≥ (2/π)Nπ|ω − x| and | sin(π(ω − x))| ≤ π|ω − x|.
Therefore, KN−1(ω − x) ≥ 4N/π
2, and we obtain
σf (B(ω, r)) ≤
∫ ω+r
ω−r
π2
4N
KN−1(ω − x) dσf (x) ≤
π2
4N
GN (f, ω),
as desired. 
Lemma 3.2. Let Ω(r) be a continuous increasing function on [0, 1), such that Ω(0) = 0, and
suppose that for some fixed ω ∈ [0, 1) there exists N0 ≥ 1 such that
(3.5) GN (f, ω) ≤ CNΩ(1/N) for N ≥ N0.
Then
(3.6) σf (B(ω, r)) ≤
π2C
4
Ω(3r) for all r ≤ (2N0)
−1.
In particular, (3.6) holds provided
(3.7) sup
x∈X
|SxN (f, ω)| ≤ N
√
CΩ(1/N) for N ≥ N0.
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Proof. It follows from (3.3) that (3.7) implies (3.5), so we only need to show that (3.5) implies
(3.6). Given r ≤ (2N0)
−1 ≤ 12 , take N = ⌊1/2r⌋. Then by Lemma 3.1,
σf (B(ω, r)) ≤
π2
4N
GN (f, ω) ≤
π2C
4
Ω(1/N) ≤
π2C
4
Ω(3r),
since N−1 ≤ 3r, and the proof is complete. 
3.1. Estimating spectral measures for substitutions. Next we restrict ourselves to the sub-
stitution dynamical system (Xζ , Tζ , µ) and suppose that f : Xζ → C depends only on the first
symbol x0, that is, f =
∑
a∈A da1 [a]. Then (2.3) implies that
(3.8) SxN (f, ω) =
∑
a∈A
daΦa(x[0, N − 1], ω), where x[0, N − 1] = x0 . . . xN−1.
We will first show that, under some mild assumptions, |SxN (f, ω)| may be estimated from above,
uniformly in x, once we have estimates for |Φa(ζ
n(b), ω)|. This will yield upper bounds for
GN (1 [a], ω) via (3.3) and then estimates of σf (B(ω, r)) via Lemma 3.1. Denote
Φf (v, ω) =
∑
a∈A
daΦa(v, ω)
for f =
∑
a∈A da1 [a] and a word v ∈ A
+.
Proposition 3.3. Let ζ be a primitive substitution on A, and let θ be the Perron-Frobenius
eigenvalue of the substitution matrix S = Sζ. Take a function f =
∑
a∈A da1 [a] and a number
ω ∈ [0, 1), and suppose that there exists a sequence {Fω(n)}n≥0 satisfying
(3.9)
Fω(n)
θ′
≤ Fω(n+ 1) ≤ Fω(n), n ≥ 0,
with 1 < θ′ < θ, such that
(3.10) |Φf (ζ
n(b), ω)| ≤ |ζn(b)|Fω(n), b ∈ A, n ≥ 0.
Then
(3.11) |Φf (x[0, N − 1], ω)| ≤
C1
θ − θ′
·N · Fω(⌊logθN − C2⌋),
where C1, C2 > 0 depend only on ζ.
Proof. We shall need the following well-known prefix-suffix decomposition.
Lemma 3.4. (see Dumont and Thomas [19, Th. 1.5], Rauzy [47]) Let x ∈ Xζ and N ≥ 1. Then
(3.12) x[0, N − 1] = u0ζ(u1)ζ
2(u2) . . . ζ
n(un)ζ
n(vn)ζ
n−1(vn−1) . . . ζ(v1)v0,
where n ≥ 0 and ui, vi, i = 0, . . . , n, are respectively proper prefixes and suffixes of the words ζ(b),
b ∈ A. The words ui, vi may be empty, except that at least one of un, vn is nonempty.
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Now we prove the proposition. By (3.12) and (2.5),
|Φf (x[0, N − 1], ω)| ≤
n∑
j=0
(
|Φf (ζ
j(uj), ω)|+ |Φf (ζ
j(vj), ω)|
)
≤ 2L
n∑
j=0
max
b∈A
|Φf (ζ
j(b), ω)|,(3.13)
where L = maxb∈A |ζ(b)|, using that uj, vj are subwords of substituted symbols. By the Perron-
Frobenius Theorem, there exist c, c′ > 0 depending only on the substitution, such that
(3.14) cθj ≤ |ζj(b)| ≤ c′θj, j ≥ 0, b ∈ A.
Thus, we obtain from (3.13), (3.10), and (3.9):
|Φf (x[0, N − 1], ω)| ≤ 2L
n∑
j=0
max
b∈A
|ζj(b)|Fω(j)
≤ 2Lc′
n∑
j=0
θj(θ′)n−jFω(n) <
2Lc′θ
θ − θ′
· θnFω(n).
It follows from (3.12) and (3.14) that
cθn ≤ min
b∈A
|ζn(b)| ≤ N ≤ 2max
b∈A
|ζn+1(b)| ≤ 2c′θn+1,
whence
|Φf (x[0, N − 1], ω)| ≤
2Lc′θ
c(θ − θ′)
·N · Fω(⌊logθN − logθ(2c
′)− 1⌋),
as desired. We used that Fω(n) is non-increasing in the last step. This concludes the proof of the
proposition. 
In order to state the next result, we need some terminology. A word v is called a return word
for the substitution ζ if v starts with some letter c, doesn’t contain other c’s, and vc appears as
a word in (any of) the sequences in Xζ (by the minimality of the substitution dynamical system,
the set of words appearing in x ∈ Xζ is the same for all x). That is, the return word separates
two successive occurrences of a given letter (with the letter included at the beginning).
Fix a return word v starting with c. We can replace ζ by ζℓ without loss of generality since
this does not change the space Xζ and hence the substitution system. Since ζ is primitive, we
can thus assume without loss of generality that vc occurs as a subword in every ζ(b), b ∈ A. Let
‖x‖ := dist(x,Z) for x ∈ R.
This is standard notation in the theory of Diophantine approximation; when we use ‖ · ‖ for a
norm, this is always indicated by a subscript, as in (3.1).
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The following proposition is a key result: it shows (i) that it suffices to estimate (3.8) for x
starting with ζn(b) for some b ∈ A, and this in turn reduces to estimating matrix Riesz products;
(ii) how to estimate matrix Riesz products in terms of ordinary products.
Proposition 3.5. Let ζ be a primitive aperiodic substitution on A and v a return word starting
with c ∈ A such that vc occurs as a subword in ζ(b) for every b ∈ A. Let a ∈ A, ω ∈ T, and
SxN (1 [a], ω) be defined by (3.2) with T = Tζ . Then there exist c1 ∈ (0, 1) and C
′, C ′′, C2 > 0,
depending only on the substitution ζ, such that
(i) for all a, b ∈ A, n ∈ N, and ω ∈ [0, 1),
(3.15) |Φa(ζ
n(b), ω)| ≤ C ′|ζn(b)| ·
n−1∏
k=0
(
1− c1
∥∥ω |ζk(v)|∥∥2);
(ii) for all N ∈ N, ω ∈ [0, 1), and a ∈ A,
(3.16) |SxN (1 [a], ω)| ≤ C
′′N
⌊logθ N−C2⌋∏
k=0
(1− c1
∥∥ω|ζk(v)|∥∥2) for all x ∈ Xζ .
Remark 3.6. This result should be compared with the criterion for e2πiω to be an eigenvalue of
the substitution dynamical system [35, 25], which, under some technical assumptions, says that
(3.17) e2πiω is an eigenvalue ⇐⇒
∞∑
k=0
∥∥ω|ζk(v)|∥∥2 <∞ for every return word v.
Note that in the last proposition we do not exclude the case when Tζ has nontrivial eigenvalues.
Proposition 3.5 and Lemma 3.2 imply that on certain subsets of T defined in terms of Dio-
phantine properties, the spectral measures satisfy a Ho¨lder condition with a uniform exponent.
Corollary 3.7. Suppose that the assumptions of Proposition 3.5 are satisfied. Fix small δ >
0, ε > 0, and consider
(3.18) Γδ,ε(ζ) :=
{
ω ∈ T : lim inf
n→∞
#{k ≤ n :
∥∥ω|ζk(v)|∥∥ ≥ δ}
n
> ε
}
.
Then for all a, b ∈ A and ω ∈ Γδ,ε(ζ) there exists C > 0 such that
(3.19) σa(B(ω, r)) ≤ Cr
β, where β = β(ζ, δ, ε).
Proof. It follows from Proposition 3.5 that (3.5) holds with Ω(r) = r−2ε logθ(1−c1δ
2) for f = 1 [a],
so Lemma 3.2 yields (3.19), since c1 depends only on the substitution ζ. 
Remark 3.8. 1. One can show that
dimH
(
T \
⋃
δ>0,ε>0
Γδ,ε(ζ)
)
= 0.
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For instance, in the special case when ζ has constant length q ≥ 2, the set T \
⋃
ε>0 Γq−ℓ,ε(ζ)
consists of those ω for which the standard base-qℓ expansion of ω|v| has all digits, except 0 and
qℓ − 1, with zero frequency, whence a standard computation yields
dimH
(
T \
⋃
ε>0
Γq−ℓ,ε(ζ)
)
=
log 2
log(qℓ)
→ 0, as ℓ→∞.
2. It follows from [55] that for Lebesgue-a.e. ω the sequence {ω|ζk(v)|}k≥0 is uniformly dis-
tributed modulo 1, which yields an explicit Ho¨lder exponent for spectral measures σa almost ev-
erywhere. This is, however, not very interesting, since any finite positive measure on [0, 1] has
an a.e. differentiable cumulative distribution function, hence that measure satisfies a Lipschitz
condition almost everywhere.
Proof of Proposition 3.5. Step 1: reduction (3.15) ⇒ (3.16). This is immediate from Propo-
sition 3.3: take f = 1 [a],
Fω(n) := C
′
n−1∏
k=0
(
1− c1
∥∥ω |ζk(v)|∥∥2),
and note that this sequence satisfies (1− c1)Fn(ω) ≤ Fn+1(ω) ≤ Fn(ω). Now, assuming
c1 ≤
θ − 1
θ + 1
,
the condition (3.9) holds with θ′ = (1 + θ)/2, and Proposition 3.3 applies.
Step 2: proof of (3.15). We fix ω and omit it from notation, so that Mn =Mn(ω). We are
going to use (2.6) and (2.9). By assumption, for any b ∈ A, we can write
(3.20) ζ(b) = p(b)vcq(b),
where p(b) and q(b) are words, possibly empty, and v starts with c. We are going to estimate the
absolute value of the trigonometric polynomial Mn(b, c) given by (2.8). Note that Mn(b, c) is
a trigonometric polynomial with St(b, c) exponential terms and all coefficients equal to one. By
(2.8) and (3.20), the expression forMn(b, c) includes the terms e
−2πiω|ζn(p(b))| and e−2πiω|ζ
n(p(b)v)|,
hence
|Mn(b, c)| ≤ S
t(b, c) − 2 + |1 + e−2πiω|ζ
n(v)||.
From the inequality
(3.21) |1 + e2πiτ | ≤ 2−
1
2
‖τ‖2, τ ∈ R,
we have
(3.22) |Mn(b, c)| ≤ S
t(b, c) −
1
2
∥∥ω|ζn(v)|∥∥2.
We will use the following notation:
• for vectors ~x, ~y ∈ Rm, the inequality ~x ≤ ~y means componentwise inequality;
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• the operation of taking absolute values of all entries for a vector ~x and a matrix A will be
denoted ~x|·| and A|·|.
It is clear that for any, generally speaking, rectangular matrices A,B such that the product AB
is well-defined, we have
(3.23) (AB)|·| ≤ A|·|B|·|.
For an arbitrary ~x = [x1, . . . , xm]
t > ~0 and k ≥ 0, using (3.22) we can estimate
(M
|·|
k ~x)b =
m∑
j=1
|Mk(b, j)|xj
≤
m∑
j=1
S
t(b, j)xj −
1
2
∥∥ω|ζk(v)|∥∥2xc
≤ (1− c3(~x)
∥∥ω|ζk(v)|∥∥2) · m∑
j=1
S
t(b, j)xj
= (1− c3(~x)
∥∥ω|ζk(v)|∥∥2) · (St~x)b,(3.24)
where
c3(~x) =
xc
2mmaxj St(b, j) ·maxj xj
.
Observe that (3.23) implies
(~Ψ(a)n (ω))
|·| = (Mn−1 · · ·M0~ea)
|·| ≤M
|·|
n−1 · · ·M
|·|
0 ~ea ≤M
|·|
n−1 · · ·M
|·|
0
~1.
Thus, using (3.24) inductively we obtain
(~Ψ(a)n (ω))
|·| ≤
n−1∏
k=0
(
1− c3((S
t)k~1)
∥∥ω|ζk(v)|∥∥2) · (St)n~1.
Note that
c1 := inf
k≥0
c3((S
t)k~1) > 0
by the Perron-Frobenius Theorem. Further, 〈~ej , (S
t)n~1〉 = |ζn(j)| for all j, hence (St)n~1 ≤
C ′|ζn(b)|~1, with C ′ = c′/c, by (3.14), and the desired inequality (3.15) follows, in view of (2.6).
Proposition 3.5 is proved completely. 
3.2. Spectral measure at zero. As we saw in Lemmas 3.1 and 3.2, the decay of the spectral
measure σf at zero is controlled, in some sense, by the growth of Birkhoff sums S
x
N (f, 0) =∑N−1
n=0 f(T
nx). Of course, we should take f orthogonal to constants, in order to avoid the trivial
point mass at zero. In the case of a substitution dynamical system (Xζ , Tζ , µ), it is natural to
consider functions f : Xζ → C depending only on the first coordinate x0, that is, f =
∑
a∈A da1 [a].
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So we assume
∫
f dµ =
∑
a∈A daµ([a]) = 0. (It is well-known that (µ([a]))a∈A is the normalized
Perron-Frobenius eigenvector of the substitution matrix Sζ , see [46].) We have
SxN (f, 0) =
N−1∑
n=0
dxn .
The asymptotics and sharp estimates of SxN (f, 0) were investigated by J.-M. Dumont and A.
Thomas [19], B. Adamczewski [2], and others. We do not give a complete overview here, but
state two results that are relevant for us.
Theorem 3.9. (Dumont and Thomas [19, Th. 2.6]) Let ζ be a primitive substitution, and suppose
that it has a fixed point x˜ ∈ AN, that is, ζ(x˜) = x˜. Assume that the second eigenvalue of the
substitution matrix satisfies θ2 > 1, with multiplicity α + 1, and all other eigenvalues, except
the largest θ, are strictly less that θ2 in absolute value. Suppose that f =
∑
a∈A da1 [a], with∫
f dµ = 0. Then there exists a continuous function G on (0,∞), such that G(θt) = G(t) for all
t > 0 and
Sx˜N (f, 0) = (logθN)
αNβG(N) + o((logN)αNβ), N →∞, where β = logθ θ2.
From this theorem, combined with Proposition 3.3, it follows that
SxN (f, 0) = O((logθN)
αNβ), N →∞,
uniformly in x ∈ Xζ . In a much more general case, Adamczewski [2] obtained sharp estimates for
SxN (f, 0). The following is a Corollary of [2, Th. 1] (we do not give a complete statement here).
Theorem 3.10. (Adamczewski [2]) Let ζ be a primitive substitution, with the second eigenvalue
of the substitution matrix equal to θ2, and the total number of eigenvalues equal to θ2 in absolute
value is α + 1. Suppose that f =
∑
a∈A da1 [a], with
∫
f dµ = 0. Then the following holds for a
fixed point of the substitution x˜:
(i) if |θ2| > 1, then S
x˜
N (f, 0) = O((logθN)
αNβ), with β = logθ θ2;
(ii) if |θ2| = 1, then S
x˜
N (f, 0) = O((logθN)
α+1).
Now the following is immediate, in view of Lemma 3.2 and Proposition 3.3.
Corollary 3.11. Under the conditions of Theorem 3.10 we have
(i) if |θ2| > 1, then σf (B(0, r)) = O((log(1/r)
2αr2−2β), r → 0;
(ii) if |θ2| = 1, then σf (B(0, r)) = O((log(1/r)
2(α+1)r2), r → 0.
4. Ho¨lder continuity of spectral measures for almost every substitution
suspension flow
Let ζ be a primitive substitution on A = {1, . . . ,m}, and let (Xζ , Tζ) be the corresponding
uniquely ergodic Z-action. For a strictly positive vector ~s = (s1, . . . , sm) we consider the suspen-
sion flow over Tζ , with the piecewise-constant roof function, equal to sj on the cylinder set [j].
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The resulting space will be denoted by X~sζ and the flow by (X
~s
ζ , ht). This flow can also be viewed
as the translation action on a tiling space, with interval prototiles of length sj. Such dynamical
systems have been studied e.g. in [5, 12]. Denote by µ˜ the unique invariant probability measure
for the suspension flow (X~sζ , ht). We have, by definition,
X
~s
ζ =
⋃
a∈A
Xa, where Xa = {(x, t) : x ∈ Xζ , x0 = a, 0 ≤ t ≤ sa}.
and this union is disjoint in measure.
Suppose that the characteristic polynomial PS(t) of the substitution matrix S is irreducible. The
goal of this section is to obtain Ho¨lder estimates for spectral measures of substitution suspension
flows under the assumption that the second eigenvalue of the substitution matrix S satisfies
|θ2| > 1. This is a natural assumption: if |θ2| < 1 (the “PV case”), then all suspension flows have
dense point spectrum (see [12]) and hence Ho¨lder estimates cannot hold. On the other hand, if
|θ2| ≥ 1, then (assuming PS(t) is irreducible), almost every suspension flow is weakly mixing by
[12] (see, in particular, [12, Theorem 2.7]). “Almost every” refers to the choice of the vector ~s,
with respect to the Lebesgue measure. We are able to show that if |θ2| > 1, then Ho¨lder estimates
hold for a.e. ~s (actually, a little bit stronger, in terms of the dimension of the exceptional set,
see Theorem 4.2 below). Thus the spectrum is quantitatively “separated” from being discrete.
In Section 7 we express this more precisely, in terms of dimensions of spectral measures. We do
not know what happens in the borderline “Salem case” (see Definition 8.1), but we expect that
Ho¨lder estimates no longer hold.
Let f ∈ L2(X~sζ , µ˜). By the Spectral Theorem for measure-preserving flows, there is a finite
positive Borel measure σf on R such that∫ ∞
−∞
e2πiωt dσf (ω) = 〈f ◦ ht, f〉 for t ∈ R.
We will focus on the spectral measures of characteristic functions of Xa:
σa := σf for f = 1 Xa , a ∈ A.
For a word v in the alphabet A denote by ~ℓ(v) ∈ Zm its “population vector” whose j-th entry
is the number of j’s in v, for j ≤ m. We will need the “tiling length” of v defined by
(4.1) |v|~s := 〈~ℓ(v), ~s〉.
It is not hard to show, similarly to the case of substitution Z-actions, as discussed in Section 2.4,
that the maximal spectral type of the flow (X~sζ , ht) is equivalent to
(4.2)
∑
k≥0, a∈A
2−kσζk[a],
where σζk[a] is the spectral measure of the characteristic function of the set
Xζk[a] := {ht(x, 0) : x ∈ ζ
k[a], 0 ≤ t ≤ |ζk(a)|~s},
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and these spectral measures can be analyzed similarly to σa.
Suspension flows for ~s, which differ by a constant multiple, are related by a “time-scale change”.
It follows that if ~s′ = c~s for c > 0, then
(4.3) σ
~s′
a (E) = σ
~s
a(c
−1E) for Borel E,
where the superscript indicates which suspension flow is considered. Thus it makes sense to
normalize suspension flows, for instance, assuming that ~s ∈ ∆m−1 := {~y ∈ Rm+ :
∑m
j=1 yj = 1}.
Theorem 4.1. Let ζ be a primitive aperiodic substitution on A = {1, . . . ,m}, with substitution
matrix S. Suppose that the characteristic polynomial PS(t) is irreducible and the second eigenvalue
satisfies |θ2| > 1. Then for Lebesgue-almost every suspension flow the spectral measures of the
dynamical system (X~sζ , ht) are Ho¨lder continuous at points away from zero.
More precisely, there exists a constant γ > 0, depending only on the substitution ζ, such that for
Lebesgue-almost every ~s ∈ ∆m−1 and B > 1, there exist r0 = r0(~s,B) > 0 and C = C(~s,B) > 0
such that
(4.4) σa([ω − r, ω + r]) ≤ Cr
γ, for all |ω| ∈ [B−1, B], 0 < r ≤ r0, and a ∈ A.
In fact, we get an estimate of the dimension of the exceptional set of suspension flows.
Theorem 4.2. Let ζ be a primitive aperiodic substitution on A = {1, . . . ,m}, with substitution
matrix S. Suppose that PS(t) is irreducible, and there are exactly q eigenvalues of absolute value
≤ 1, for some 0 ≤ q < m− 1. Then for every η > 0 there exists γ = γ(η) > 0 and an exceptional
set Eη ⊂ ∆
m−1 of Hausdorff dimension at most q + η such that for every ~s ∈ ∆m−1 \ Eη and any
B > 1 there exist r0 = r0(~s,B) > 0 and C = C(~s,B) > 0 for which we have the estimate (4.4).
Note that Theorem 4.1 is an immediate corollary of Theorem 4.2: just choose η < 1 and note
that q + η < m− 1 = dim(∆m−1).
For the proof of Theorem 4.1 (and also for Theorem 5.1 in the next section), we need an analog
of Lemma 3.2 for flows (R-actions), which has also been essentially worked out by Hof [34]. Let
(Y, µ, ht) be a measure-preserving flow. For f ∈ L
2(Y, µ), R > 0, ω ∈ Rd, and y ∈ Y let
GR(f, ω) = R
−1
∥∥∥∥∫ R
0
e−2πiωtf(hty) dt
∥∥∥∥2
L2(Y )
and SyR(f, ω) =
∫ R
0
e−2πiωtf(hty) dt,
so that
(4.5) GR(f, ω) = R
−1
∫
Y
|SyR(f, ω)|
2 dµ(y).
Lemma 4.3. Let Ω(r) be a continuous increasing function on [0, 1), such that Ω(0) = 0, and
suppose that for some fixed ω ∈ R, R0 ≥ 1, C > 0, and f ∈ L
2(Y, µ) we have
(4.6) GR(f, ω) ≤ CRΩ(1/R) for R ≥ R0.
SPECTRAL MEASURES IN SUBSTITUTION DYNAMICS 17
Then
(4.7) σf ([ω − r, ω + r]) ≤
π2C
4
Ω(2r) for all r ≤ (2R0)
−1.
In particular, if
(4.8) sup
y∈Y
|SyR(f, ω)| ≤ R
√
CΩ(1/R) for R ≥ R0,
then (4.7) holds.
The proof, which follows Hof [34], is deferred to the Appendix.
Next, consider an analog of (2.3): for v = v0 . . . vN−1 ∈ A
+ let
(4.9) Φ~sa(v, ω) =
N−1∑
j=0
δvj ,a exp(−2πiω|v0 . . . vj |~s).
Then
(4.10) S
(x,0)
R (1 Xa , ω) =
1− e−2πiωsa
2πiω
· Φ~sa(x[0, N − 1], ω) for R = |x[0, N − 1]|~s .
Moreover,
(4.11)
∣∣∣S(x,t)R+t (1 Xa, ω)− S(x,0)R (1 Xa, ω)∣∣∣ ≤ t, for 0 < t ≤ sx0 ,
and
(4.12)
∣∣∣S(x,t)R (1 Xa, ω)− S(x,t)R′ (1 Xa , ω)∣∣∣ ≤ |R−R′|.
We have an analog of Proposition 3.5 for suspension flows:
Proposition 4.4. Let ζ be a primitive substitution on A and v a return word starting with c ∈ A
such that vc occurs as a subword in ζ(b) for every b ∈ A. Let ~s ∈ ∆m−1. Then there exist
c1 ∈ (0, 1) and C,C
′, C2 > 0, depending only on the substitution ζ and minj sj , such that
(i) for all a, b ∈ A, n ∈ N, and ω ∈ R,
(4.13) |Φ~sa(ζ
n(b), ω)| ≤ C|ζn(b)|~s ·
n−1∏
k=0
(
1− c1
∥∥ω |ζk(v)|~s∥∥2);
(ii) for all R > 1, ω ∈ R, and a ∈ A,
(4.14) |S
(x,t)
R (1 Xa , ω)| ≤ C
′R
⌊logθ R−C2⌋∏
k=0
(1− c1
∥∥ω|ζk(v)|~s∥∥2) for all (x, t) ∈ X~sζ .
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Proof. The proof is similar to that of Proposition 3.5. Just replace the usual length of words by
their “tiling length,” defined in (4.1). The constants in the proof will depend on the ratio
maxj sj
minj sj
≤ (min
j
sj)
−1.
The implication (i) ⇒ (ii) is obtained as in Step 1 of the proof of Proposition 3.5, using an
obvious analog of Proposition 3.3, as well as (4.10)-(4.12). For the proof of (i) we use the equality,
obtained repeating the arguments from Section 2.3:
Φ~sa(ζ
n(b), ω) =
〈
M~sn−1(ω) · · ·M
~s
0(ω)~ea, ~eb
〉
,
where
(4.15) (M~sℓ(ω))(b, c) =
∑
j≤kb: u
(b)
j
=c
exp
[
−2πiω|ζℓ(u
(b)
1 . . . u
(b)
j−1)|~s
]
, ℓ ∈ N,
by analogy with (2.8). The matrix product is then estimated as in the proof of Proposition 3.5. 
Proof of Theorem 4.2. Recall that, passing to a power ζℓ if necessary, we can always obtain a
return word v as in the statement of Proposition 4.4, and the existence of such a word (for ζ
itself) will be the standing assumption until the end of the section.
Let θ1 = θ, θ2, . . . , θm be the eigenvalues of the substitution matrix S, ordered by magnitude,
and let ~e∗j be the corresponding eigenvectors of its transpose S
t (real and complex). By the
assumptions on the matrix S, it is diagonalizable over C and
|θm−q| > 1, |θm−q+1| ≤ 1
(we do not exclude the possibility of q = 0; in that case the second inequality is vacuous). Let
{~ej}
m
1 be the dual basis, i.e. ~ej is the eigenvector of S corresponding to θj and 〈~ei,
~e∗j 〉 = δij . Then
~s =
∑m
j=1〈~ej , ~s〉
~e∗j , hence
|ζn(v)|~s = 〈~ℓ(ζ
n(v)), ~s〉 = 〈Sn~ℓ(v), ~s〉 =
m∑
j=1
〈~ej , ~s〉 〈~ℓ(v), ~e∗j 〉 θ
n
j , n ≥ 0.
Let
(4.16) bj = 〈~ej , ~s〉 〈~ℓ(v), ~e∗j 〉, j = 1, . . . ,m,
so that
(4.17) |ζn(v)|~s =
m∑
j=1
bjθ
n
j .
We always have b1 > 0, since θ1 is the Perron-Frobenius eigenvalue, both eigenvectors ~e1 and ~e∗1
are strictly positive, ~s is strictly positive, and ~ℓ(v) 6= ~0 is non-negative. Further, since ~ℓ(v) is an
integer vector and the characteristic polynomial of S is irreducible, we have 〈~ℓ(v), ~e∗j 〉 6= 0 for all
j ≤ m. Indeed, otherwise S would have a rational invariant subspace, spanned by Sn~ℓ(v), n ≥ 0,
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of dimension less than m, contradicting the fact that its eigenvalues are algebraic integers of
degree m. Note also that bj′ = bj for θj′ = θj. Let
Hm−1 = {(a1, . . . , am) ∈ C
m : a1 = 1, aj′ = aj for θj′ = θj},
let Pm−q be the projection from H
m−1 to the subspace spanned by the first m − q coordinates,
and let Hm−q−1 = Pm−qH
m−1. It is clear that Hm−1 is a real affine-linear space of dimension
m− 1 and Hm−q−1 is a real affine-linear space of dimension m − q − 1. It is convenient to pass
from ∆m−1 to a subset of Hm−1 when parametrizing the suspension flows. To this end, consider
the map F : Cm−1 → Cm−1 given by
(4.18) F(~s) =
(
〈~ej , ~s〉 〈~ℓ(v), ~e∗j 〉
〈~e1, ~s〉 〈~ℓ(v), ~e∗1〉
)
1≤j≤m
.
The map F is by definition a change of basis transformation, followed by an invertible diagonal
map. Consequently, the map F is linear and invertible. Let ∆˜m−1 := {~y ∈ Rm :
∑m
j=1 yj = 1} be
the affine-linear space spanned by ∆m−1. Note that F(∆˜m−1) ⊂ Hm−1, and since both ∆˜m−1 and
Hm−1 are affine-linear spaces of real dimension m− 1, we have that F|
∆˜m−1
is a real affine-linear
invertible map onto Hm−1, which preserves Hausdorff dimension.
The following proposition contains the core of the proof of Theorem 4.2. We will need the
Vandermonde matrix
(4.19) Θ =

1 . . . 1
...
. . .
...
θm−11 . . . θ
m−1
m

and its ℓ∞ operator norm ‖Θ‖∞; note that Θ is invertible, since all θj are distinct.
Proposition 4.5. Let B > 1 and k ∈ N. Consider two constants, depending only on the substi-
tution matrix (actually, on Θ), defined as follows:
(4.20) ρ :=
1
2
(1 + θ1‖Θ‖∞‖Θ
−1‖∞)
−1 and L := 2 + θ1‖Θ‖∞‖Θ
−1‖∞.
Let ENk (B) be the set of (a1, . . . , am−q) ∈ H
m−q−1 such that there exist ω ∈ [B−1, B] and
am−q+1, . . . , am, with (a1, . . . , am) ∈ F(∆
m−1), for which
(4.21) card
{
n ∈ [1, N ] :
∥∥∥ω m∑
j=1
ajθ
n
j
∥∥∥ ≥ ρ} < N
k
.
Further, let Ek(B) :=
⋂∞
N0=1
⋃∞
N=N0
ENk (B). Then
(4.22) dimH(Ek(B)) ≤
log[2Lm+1k]
k log |θm−q|
.
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We first derive Theorem 4.2 from Proposition 4.5. Let
Ek =
⋃
B>1
Ek(B).
Choose k ∈ N in such a way that dimH(Ek(B)) < η for all B > 0, which is possible since the
right-hand side of (4.22) tends to zero as k →∞. Then we also have
dimH(Ek) < η.
Let
Eη := (F|∆˜m−1)
−1P−1m−q(Ek).
Note that P−1m−q(Ek) is the direct product of Ek with a real q-dimensional linear space, hence
dimH(Eη) = dimH(Ek) + q < η + q. We want to show that Eη is the desired exceptional set in
Theorem 4.2. To this end, let ~s ∈ ∆m−1 \ Eη and B > 1. Consider the coefficients bj defined by
(4.16), so that (4.17) holds; then
F(~s) = (1, b2/b1, . . . , bm/b1) =: (a1, . . . , am).
Observe that
b1 = 〈~e1, ~s〉 〈~ℓ(v), ~e∗1〉 ∈ [C
−1
3 , C3],
where C3 > 1 depends only on ζ and v, since
min
j
(~e1)j ≤ 〈~e1, ~s〉 ≤ max
j
(~e1)j for all ~s ∈ ∆
m−1.
By assumption,
(a1, . . . , am−q) 6∈ Ek(C3B),
hence there exists N0 = N0(~s,C3B) ∈ N such that
(a1, . . . , am−q) 6∈ E
N
k (C3B)
for all N ≥ N0. By the definition of E
N
k (C3B) and (4.17), rescaling by b1, we obtain that for all
ω ∈ [B−1, B] there are at least ⌊N/k⌋ integers n ∈ [1, N ] for which
‖ω|ζn(v)|~s‖ ≥ ρ,
hence
max
|ω|∈[B−1,B]
N∏
n=1
(1− c1‖ω|ζ
n(v)|~s‖
2) ≤ (1− c1ρ
2)⌊N/k⌋, for all N ≥ N0.
Combined with Proposition 4.4(ii), this estimate implies
sup
{∣∣S(x,t)R (1 Xa, ω)∣∣ : (x, t) ∈ X~sζ , |ω| ∈ [B−1, B]} ≤ C ′′Rα for R ≥ R0(~s,B),
where
α = 1 +
logθ(1− c1ρ
2)
k
.
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Now the claim of Theorem 4.2 follows from Lemma 4.3, with Ω(r) = r2−2α, and it remains to
prove Proposition 4.5. 
Proof of Proposition 4.5. This is proved by a variant of the “Erdo˝s-Kahane argument,” which
was invented to prove power decay of the Fourier transform of almost every Bernoulli convolution
(see [22], [37]). Here we need a generalization which differs in many details, but the basic scheme
is the same. See Appendix (Section 8.1) for a discussion of Bernoulli convolutions.
We can assume that S has no zero eigenvalues, that is, θm 6= 0. Indeed, if θm = 0, we can just
ignore the last coordinate and work with the vectors (a1, . . . , am−1) in (4.21).
A technical complication is that some of the coordinates of a point in Hm−q−1 might be zero.
In order to address this issue, we let Υ be the collection of subsets J ⊂ {2, . . . , q} which satisfy
the property
j ∈ J , θj′ = θj ⇒ j
′ ∈ J .
Then we can write
Hm−q−1 =
⋃
J∈Υ
⋃
β>1
Hm−q−1(J , β),
where
Hm−q−1(J , β) :=
{
(a1, . . . , am−q) ∈ H
m−q−1 : |aj| ∈ [β
−1, β], for all j ∈ J ;
aj = 0, for all j ∈ {2, . . . , q} \ J
}
(4.23)
(recall that a1 = 1 for all points in H
m−q−1). Then we define
(4.24) ENk (B,J , β) := E
N
k (B) ∩H
m−q−1(J , β) and Ek(B,J , β) :=
∞⋂
N0=1
∞⋃
N=N0
ENk (B,J , β).
Clearly,
Ek(B) =
⋃
J∈Υ
∞⋃
n=1
Ek(B,J , 1/n),
hence it is enough to get the desired upper bound (4.22) for dimH(Ek(B,J , β)) for some fixed
J 6= ∅ and β > 0 (if J = ∅, the set Ek(B,J , β) is trivially a singleton).
To this end, we fix a non-empty J ∈ Υ and β > 0, and suppose that (a1, . . . , am−q) ∈
Ek(B,J , β). Then (a1, . . . , am−q) belongs to E
N
k (B,J , β) for infinitely many N ’s. Fix such an
N . By definition, there exist ω ∈ [B−1, B], and am−q+1, . . . , am for which (4.21) holds (recall that
we do not exclude the case q = 0; then no additional aj’s are fixed). Write
(4.25) ω
m∑
j=1
ajθ
n
j = Kn + εn, Kn ∈ N, |εn| ≤ 1/2, n ≥ 1,
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so that ‖ω
∑m
j=1 ajθ
n
j ‖ = |εn|. Denote
~a =

a1
...
am
 , ~Kn =

Kn
...
Kn+m−1
 , and ~εn =

εn
...
εn+m−1
 ;
then equations (4.25) for n, n+ 1, . . . , n+m− 1 combine into
(4.26) ω

θn1 . . . θ
n
m
...
. . .
...
θn+m−11 . . . θ
n+m−1
m
~a = ~Kn + ~εn.
Let Diag[θnj ] be the diagonal matrix with the diagonal entries θ
n
1 , . . . , θ
n
m, then (4.26) becomes
ωΘ · Diag[θnj ]~a = ~Kn + ~εn, n ≥ 1,
where Θ is the Vandermonde matrix (4.19). The Vandermonde matrix is invertible, since θj are
all distinct. Also, all θj were assumed nonzero, hence
(4.27) ~a = ω−1Diag[θ−nj ] Θ
−1( ~Kn + ~εn), n ≥ 1.
It follows that
(4.28) aj = ω
−1θ−nj [Θ
−1( ~Kn + ~εn)]j , j = 1, . . . ,m, n ≥ 1,
where [·]j denotes the j-th component of a vector. Since ω ∈ [B
−1, B], a1 = 1, and |aj | ∈ [β
−1, β]
for j ∈ J , we have
(4.29) B−1θn1 ≤ |[Θ
−1( ~Kn + ~εn)]1 | ≤ Bθ
n
1 , n ≥ 1,
and
(4.30) (Bβ)−1|θj |
n ≤ |[Θ−1( ~Kn + ~εn)]j | ≤ Bβ|θj|
n, j ∈ J , n ≥ 1.
From (4.28), recalling that a1 = 1, we obtain
(4.31) aj =
θ−nj [Θ
−1( ~Kn + ~εn)]j
θ−n1 [Θ
−1( ~Kn + ~εn)]1
,
and we want to show that aj is approximately equal to
θ−nj [Θ
−1 ~Kn]j
θ−n1 [Θ
−1 ~Kn]1
for j ∈ J and n sufficiently large. In fact,
(4.32)
∣∣∣∣∣ [Θ
−1( ~Kn + ~εn)]j
[Θ−1( ~Kn + ~εn)]1
−
[Θ−1 ~Kn]j
[Θ−1 ~Kn]1
∣∣∣∣∣ ≤ |[Θ
−1~εn]j |
|[Θ−1( ~Kn + ~εn)]1 |
+
|[Θ−1~εn]1 [Θ
−1 ~Kn]j |
|[Θ−1( ~Kn + ~εn)]1 [Θ
−1 ~Kn]1 |
.
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Observe that
‖Θ−1~εn‖∞ ≤ ‖Θ
−1‖∞‖~εn‖∞ ≤ (1/2)‖Θ
−1‖∞ =: CΘ,
hence (4.29) and (4.30) yield two-sided estimates of |[Θ−1 ~Kn]j | for j ∈ {1} ∪J , n ≥ 1. Thus we
can continue (4.32) to obtain for j ∈ J , n ≥ 1:
(4.32) ≤
CΘ
B−1θn1
(
1 +
Bβ|θj|
n +CΘ
B−1θn1 − CΘ
)
≤ 2BCΘθ
−n
1
for n sufficiently large, depending on β,B, and Θ, since |θj| < θ1. Therefore, by (4.31),
(4.33)
∣∣∣∣∣aj − θ
−n
j [Θ
−1 ~Kn]j
θ−n1 [Θ
−1 ~Kn]1
∣∣∣∣∣ ≤ 2BCΘ · |θj|−n, j ∈ J , n ≥ n0(Θ, B, β).
It is crucial, of course, that |θj | > 1 for j ∈ J ⊂ {2, . . . ,m− q}.
The last inequality will be useful a bit later. Now, comparing (4.27) with the same equality for
n+ 1, we obtain
(4.34) ~Kn+1 + ~εn+1 = ΘDiag[θj] Θ
−1( ~Kn + ~εn).
Lemma 4.6. Let ρ and L be the constants given by (4.20). Consider arbitrary ω > 0 and
~a = (a1, . . . , am) ∈ H
m−1, and define Kn, εn, n ≥ 1, by the formula (4.25).
(i) if max{|εn|, . . . , |εn+m|} < ρ, then Kn+m is uniquely determined by Kn,Kn+1, . . . ,Kn+m−1,
independent of ω and ~s;
(ii) given Kn,Kn+1, . . . ,Kn+m−1, there are at most L possibilities for Kn+m.
Proof. It follows from (4.34) that
‖ ~Kn+1 −ΘDiag[θj ] Θ
−1 ~Kn‖∞ ≤ ‖~εn+1‖∞ + θ1‖Θ‖∞‖Θ
−1‖∞‖~εn‖∞
(we used ‖Diag[θj]‖∞ = θ1 here). Note that Kn+m = ( ~Kn+1)m. In part (i) we have
max{‖εn‖, ‖εn+1‖} < ρ, hence
|Kn+m − (ΘDiag[θj] Θ
−1 ~Kn)m| < ρ(1 + θ1‖Θ‖∞‖Θ
−1‖∞) ≤ 1/2
by (4.20), hence Kn+m is determined uniquely, being an integer. In part (ii) we have
|Kn+m − (ΘDiag[θj] Θ
−1 ~Kn)m| ≤ (1 + θ1‖Θ‖∞‖Θ
−1‖∞)/2,
and the number of possible integers Kn+m is at most 1+θ1‖Θ‖∞‖Θ
−1‖∞+1 = L, as desired. 
Now we conclude the proof of Proposition 4.5. Recall that we are now working with the set
Ek(B,J , β), see (4.24), and we estimate its Hausdorff dimension from above by producing efficient
covers of the sets ENk (B,J , β) for sufficiently large N . We take an arbitrary point
(a1, . . . , am−q) ∈ E
N
k (B,J , β)
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and find the numbers Kn, εn from (4.25). The inequality (4.33) was proved for n ≥ n0(θ,B, β),
and we apply it for n = N −m+ 1. Using that
|θm−q| = min
j≤m−q
|θj | > 1,
we obtain that (a1, . . . , am−q) is contained in the closed ℓ
∞ ball of radius 2BCΘ · |θm−q|
−N+m−1,
centred at the point
(x1, . . . , xm−q), where x1 = 1; xj = 0, j 6∈ J ; and xj =
θ−N+m−1j [Θ
−1 ~KN−m+1]j
θ−N+m−11 [Θ
−1 ~KN−m+1]1
, j ∈ J .
The number of such balls does not exceed the number of possible vectors ~KN−m+1. This, in
turn, is bounded above by the number of possible sequences K1, . . . ,KN . Now we use the crucial
assumption (4.21) in the definition of the set ENk (B) ⊃ E
N
k (B,J , β). The set
{n ∈ [1, N ] : |εn| ≥ ρ}
has cardinality less than N/k, and we can enlarge it arbitrarily to get a set Γ ⊂ [1, N ] ∩ N with
card(Γ) = ⌈Nk ⌉. There are
( N
⌈N/k⌉
)
such subsets Γ, and it remains to estimate the number of
possible sequences K1, . . . ,KN for a fixed Γ.
Since (a1, . . . , am) ∈ F(∆
m−1), it follows from (4.18) that there exists a constant C4 > 0,
depending only on the substitution matrix and v, such that |aj | ≤ C4, j = 1, . . . ,m. Further,
|ω| ∈ [B−1, B], hence (4.25) implies an upper bound
|Kn| ≤ BC4mθ
n
1 + 1, n ≥ 1.
Thus, there are at fewer than C5 possibilities for the number of initial parts of the sequence
K1, . . . ,Km, where C5 = (BC4mθ
m
1 + 1)
m.
Now we fix Γ ⊂ [1, N ]∩N and consider those (a1, . . . , am−q) for which |εn| < ρ for n ∈ [1, N ]\Γ.
Once K1, . . . ,Kn are determined, for m ≤ n ≤ N − 1, we check whether {n −m+ 1, . . . , n + 1}
intersects Γ. If it does, there are at most L possibilities for Kn+1 by Lemma 4.6(ii). If it does
not, then there is only one choice of Kn+1. It follows that the number of sequences K1, . . . ,KN
for the given Γ does not exceed C5 · L
(m+1)card(Γ).
Thus, the total number sequences, hence the balls of radius 2BCΘ · |θm−q|
−N+m−1 needed to
cover ENk (B,J , β) is at most
C5
(
N
⌈N/k⌉
)
· L(m+1)⌈N/k⌉.
Therefore,
dimH(Ek(B,J , β)) ≤ lim
N→∞
log
(
C5
(
N
⌈N/k⌉
)
· L(m+1)⌈N/k⌉
)
− log(2BCΘ · |θm−q|−N+m−1)
≤
log[2Lm+1k]
k log |θm−q|
.
The proof of Proposition 4.5 is concluded, and Theorem 4.2 is now proved completely. 
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5. Self-similar suspension flows
We continue to study suspension flows (X~sζ , ht) over substitution Z-actions, but now we focus
on the special choice of the roof function, which makes the system “geometrically self-similar”:
namely we assume that ~s is the Perron-Frobenius eigenvector of the transpose substitution matrix
St: St~s = θ~s. In this case we have for every word v:
|ζn(v)|~s = 〈S
n~ℓ(v), ~s〉 = 〈~ℓ(v), (St)n~s〉 = θn〈~ℓ(v), ~s〉 = θn|v|~s.
Self-similar suspension flows over substitutions are a special case of self-similar tiling dynamical
systems, studied in [52, 9] and many other papers. Much of what we do in this paper can be
extended to the tiling setting. Below we omit the superscript ~s from the notation, and let (Xζ , ht)
be the self-similar substitution suspension flow.
The connection between substitutions and self-similar substitution suspension flows can be
expressed using the formalism of Vershik’s automorphisms. Recall that a general construction
of Vershik [53] endows an arbitrary ergodic automorphism of a Lebesgue space with a sequence
of Rokhlin towers that intersect in Markovian way; the initial automorphism is thus represented
as a Vershik automorphism of a Markov compactum. Orbits of our automorphism are identified
with leaves of the tail equivalence relation in the Markov compactum.
In the particular case of substitutions, the construction of Vershik and Livshits [54] yields a
representation of our initial substitution automorphism as an “adic transformation” in a special
Markov compactum, the space of one-sided infinite paths in a fixed finite graph. Considering now
the space of bi-infinite paths, we arrive at a natural symbolic coding of the self-similar translation
flow, whose orbits are again identified with leaves of the tail equivalence relation in the two-sided
Markov compactum, see [7]. Self-similar renormalization is effectuated by the Markov shift; note
that in the two-sided case, the invariant measure of the flow is precisely the measure of maximal
entropy for the Markov shift.
In the last section we proved Ho¨lder continuity for almost every suspension flow. However, this
says nothing about specific examples. Our next theorem is a quantitative result in the self-similar
case, which is weaker (logarithmic modulus of continuity instead of the Ho¨lder property), but has
the advantage of being specific.
Theorem 5.1. Let ζ be a primitive aperiodic substitution on A = {1, . . . ,m}, and let θ = θ1 be the
Perron-Frobenius eigenvalue of the substitution matrix. Suppose that θ admits a Galois conjugate
θ2 outside the unit circle. Let (Xζ , ht) be the self-similar suspension flow over the substitution
dynamical system (Xζ , Tζ), and let σa be the spectral measure corresponding to the cylinder set [a]
for a ∈ A. Then there exists γ > 0 such that for any B > 1 there exist CB and r0(B) such that
(5.1) σa([ω − r, ω + r]) ≤ CB(log(1/r))
−γ , for all 0 < r ≤ r0(B), a ∈ A, |ω| ∈ [B
−1, B].
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Remark 5.2. The assumption that θ admit a Galois conjugate θ2 outside the unit circle is equiv-
alent to saying that θ is not a PV or Salem number. The definition of PV and Salem numbers is
recalled in the Appendix (Section 8.1).
Remark 5.3. If θ is a PV number, then the substitution suspension flow has a dense point
spectrum, see [52, 12], so (5.1) cannot hold. We do not know whether (5.1) holds for Salem
numbers θ.
Using symbolic coding of translation flows along stable foliations of pseudo-Anosov automor-
phisms by suspension flows over Vershik’s automorphisms ( see Section 1.8.2 in [7] and references
therein) we obtain the following
Corollary 5.4. Suppose that g is a pseudo-Anosov diffeomorphism on a surface M such that the
induced action g∗ on the cohomology group H1(M,R) has dominant eigenvalue with at least one
conjugate outside the unit circle. Then the conclusion of Theorem 5.1 holds for translation flows
along stable/unstable foliations of g.
The key ingredient of the proof of Theorem 5.1 is the following proposition, together with
Proposition 4.4 and Lemma 4.3. Recall that the height of a polynomial is the maximum of
absolute values of its coefficients.
Proposition 5.5. Suppose that θ = θ1 > 1 is an algebraic integer which has at least one conjugate
θ2 satisfying |θ2| > 1. Then there exist C > 0 and α, β > 0 such that
(5.2) exp
(
−
N−1∑
k=0
‖tθk‖2
)
≤
{
C
(
log(1 + t)
)1/ log β
·N−α, N ≥ 1, if t ≥ 1;
CN−α, N ≥ 2⌈ log(1/t)log θ ⌉, if t ∈ (0, 1).
In fact, we can take
α =
(1 + sH)−2
log β
, β = 1 + ⌈s log θ/ log |θ2|⌉.
where H is the height of the minimal polynomial of θ and s is its degree.
Let us derive Theorem 5.1 first. Passing to ζℓ if necessary, we can assume that a return word v
as in Proposition 4.4 exists and we fix this word for the duration of the proof. Then we are going
to apply (4.14) with ω ∈ [B−1, B], keeping in mind that |ζk(v)|~s = θ
k|v|~s in the self-similar case.
We obtain for (x, t) ∈ Xζ , ω ∈ R, R > 1, and a ∈ A:
|S
(x,t)
R (1 Xa, ω)| ≤ C
′R exp
(
−c1
⌊logθ R−C2⌋∑
k=0
∥∥ω|v|~s · θk∥∥2) ≤ C ′BR(logθ R)−c1α,
using Proposition 5.5 in the last inequality. Then Lemma 4.3 applies with Ω(r) = (logθ(1/r))
−2c1α
since (4.8) holds with Y = Xζ and f = 1 Xa for R0 = R0(B). This yields the desired estimate for
the spectral measure. Now Theorem 5.1 is proved completely, modulo Proposition 5.5.
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Interestingly, there is a close relationship between estimates of expressions like
exp(−
∑N−1
k=0 ‖tθ
k‖2) and decay estimates of the Fourier transforms of Bernoulli convolutions and
other self-similar measures with uniform contraction rates. We discuss Bernoulli convolutions and
this connection in the Appendix.
Proof of Proposition 5.5. The argument uses techniques common in the work of Pisot and Salem
and the theory of numbers named after them; it also shares some common features with the proof
of Proposition 4.5. We will use symbols & and . to indicate inequalities up to a multiplicative
constant, depending only on θ. Let s be the degree of θ and let
q(x) = xs − b1x
s−1 − . . .− bs, bj ∈ Z,
be the minimal polynomial for θ. First assume that t ≥ 1 and write
(5.3) tθk = pk + εk, pk ∈ N, εk ∈ [−1/2, 1/2), for k ≥ 1.
Thus ‖tθk‖ = |εk|; note that p1 ≥ 1 by the assumption t ≥ 1. The numbers pk and εk depend on
t; we suppress this dependence in the notation, but should keep it in mind. Since the sequence
{tθk}k≥1 satisfies the recurrence relation with characteristic polynomial q(x) , we have
pk+s + εk+s = b1(pk+s−1 + εk+s−1) + · · ·+ bs(pk + εk) for k ≥ 1,
hence
(5.4) pk+s − b1pk+s−1 − . . .− bspk = −(εk+s − b1εk+s−1 − . . .− bsεk).
Let H = maxj≤s |bj | denote the height of the polynomial q. Since the left-hand side of (5.4) is an
integer, if
(5.5) max{|εk|, |εk+1|, . . . , |εk+s|} < (1 + sH)
−1 =: δ1,
then the expression in (5.4) is less that one in absolute value, hence zero, and then
~εk+1 :=

εk+1
εk+2
...
εk+s−1
εk+s
 =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
bs bs−1 bs−2 · · · b1


εk
εk+1
...
εk+s−2
εk+s−1
 =: A~εk.
Note that A is the companion matrix of the polynomial q(x), so its eigenvalues are precisely θ
and its conjugates, and they are simple. We see that
(5.6) max{‖~εk‖∞, ‖~εk+1‖∞, . . . , ‖~εk+n‖∞} < δ1 =⇒ ~εk+j = A
j~εk for j = 1, . . . , n.
Now we express ~εk as a linear combination of eigenvectors for A. Our goal is to show that the
coefficient corresponding to θ2 is not too small in absolute value, so we can estimate the norms
of ~εk+j from below, and for n ∼ k the implication (5.6) will lead to a contradiction.
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Let θ = θ1, θ2, . . . , θs be the (real and complex) zeros of q(x). Denote by {~eθj}j≤s, respectively{−→
e∗θj
}
j≤s
, the eigenvectors of A and At, which can be explicitly written as follows:
(5.7) ~eθj =

1
θj
...
θs−1j
 , −→e∗θj =

bsθ
s−2
j
bs−1θ
s−2
j + bsθ
s−3
j
...
b2θ
s−2
j + · · ·+ bs−1θj + bs
θs−1j
 .
The coefficient corresponding to θ2 in the eigenvector expansion for ~εk equals
a2 =
〈~εk,
−→
e∗θ2〉
〈~eθ2 ,
−→
e∗θ2〉
.
The denominator in the formula for a2 depends only on θ. As for the numerator, it follows from
(5.3) that
~εk = tθ
k~eθ1 − ~pk, where ~pk = [pk, pk+1, . . . , pk+s−1]
t.
Thus,
〈~εk,
−→
e∗θ2〉 = −〈~pk,
−→
e∗θ2〉.
It follows from (5.7) that 〈~pk,
−→
e∗θ2〉 = Q(θ2), where Q is a nontrivial polynomial of degree s−1, with
integer coefficients, of height at most pk+s−1sH . tθ
k. Since Q(θ2) 6= 0, applying the classical
estimate of Garsia [30, Lemma 1.51] we obtain
|Q(θ2)| ≥
∏
|θj |6=1,j 6=2
∣∣|θj| − 1∣∣
ss−2
(∏
|θj |>1,j 6=2
|θj |
)s
Height(Q)s
& t−sθ−ks.
We have proved that |a2| & t
−sθ−ks. Let ||| · ||| be a norm in Rs adapted to the eigenvector
expansion for A (e.g. the sup norm of the vector of coordinates with respect to the basis of
eigenvectors given by (5.7)); then |||~εk||| ≥ |a2|, hence (5.6) yields the implication
max{‖~εk‖∞, ‖~εk+1‖∞, . . . , ‖~εk+n‖∞} < δ1 =⇒ |||~εk+n||| ≥ |θ2|
n|a2| & |θ2|
nt−sθ−ks.
Since all norms in Rs are equivalent, this will be a contradiction with ‖~εk+n‖∞ ≤ 1/2 for n ≥
k s log θlog |θ2| +
s log t
log |θ2|
+K, where K ∈ N depends only on θ. Let
β := ⌈s log θ/ log |θ2|⌉+ 1.
Then
kβ − 1 ≥ k
s log θ
log |θ2|
+
s log t
log |θ2|
+K for k ≥ k0 := ⌈s log t/ log |θ2|⌉+K + 1,
hence
∀ k ≥ k0, max{‖~εk‖∞, ‖~εk+1‖∞, . . . , ‖~εkβ−1‖∞} ≥ δ1.
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This implies that
exp
(
−
k0βn∑
k=k0
‖tθk‖2
)
≤ exp(−nδ21),
therefore,
exp
(
−
N∑
k=0
‖tθk‖2
)
. k
1/ log β
0 exp
(
−
logN
log β
· δ21
)
.
(
log(1 + t)
)1/ log β
·N−δ
2
1/ log β,
which completes the proof of (5.2) for t ≥ 1. Finally, for t ∈ (0, 1) let j = ⌈log(t−1)/ log θ⌉ =
min{j ≥ 1 : tθj ≥ 1}. Then taking τ = tθj we have from the case already proven, for N ≥ 2j:
exp
(
−
N∑
k=0
‖tθk‖2
)
≤ exp
(
−
N−j∑
k=0
‖τθk‖2
)
. (N − j)−α . (N/2)−α,
which yields the desired estimate. 
6. Spectral measure at zero for self-similar substitution flows
Here we continue the study of the spectrum for the self-similar substitution suspension flow
(Xζ , ht, µ˜) over the substitution Z-action (Xζ , Tζ , µ), as in Section 5, but now we focus on the
behavior of spectral measures σf in the neighborhood of zero. Our considerations should be
compared to the similar issues for the substitution Z-action itself, discussed in Section 3.1.
Lemma 4.3 and related results in the literature indicate that the behavior of σf (B(r, 0)) is
controlled by the growth of the ergodic integrals
∫ t
0 f ◦ hτ (x) dτ . (Of course, we need to take
f orthogonal to constants, in order to avoid the trivial zero eigenvalue.) Using available results
about asymptotic behavior of such ergodic integrals, we obtain much more precise results near
zero than at other points.
Let ζ be a primitive aperiodic substitution on the alphabet A = {1, . . . ,m}, with substitution
matrix S. In this section we assume, in addition, that S has a positive real second eigenvalue
greater than one, which dominates the remaining eigenvalues:
(6.1) θ = θ1 > θ2 > |θ3| ≥ · · · , θ2 > 1.
In order to state our theorem, we need to recall results about the asymptotic behavior of ergodic
integrals
(6.2) S(f, x, t) =
∫ t
0
f ◦ hτ (x) dτ
for an appropriate class of test functions. In what follows, we use the notation and terminology
from [9], specialized to d = 1. Recall that Xζ = {x = (y, u) : y ∈ Xζ , 0 ≤ u ≤ sy0}, where
~s = [s1, . . . , sm]
t is the Perron-Frobenius eigenvector for St. We say that a function f on Xζ is
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cylindrical if it is integrable with respect to µ˜ and depends only on the “tile” containing the origin.
More precisely, there exist functions ψj ∈ L
1([0, sj ]) for j ≤ m, such that
(6.3) f(y, t) = ψy0(t), 0 ≤ t ≤ sy0 .
In the self-similar case we have a “geometric” substitution action
Z : Xζ → Xζ ,
which is hyperbolic (in the sense of Smale spaces) and satisfies the relation
Z ◦ ht = hθt ◦ Z,
see [9, 2.5]. Following [7, 8, 9], let (Φ+2,x)x∈Xζ be the Ho¨lder cocycle (or finitely-additive measure)
defined on the algebra generated by line segments in R.
For the reader’s convenience, we recall the definition of the objects (Φ+2,x)x∈Xζ here, since [7, 8]
are concerned with general translation flows, whereas [9] deals with the more general case of
self-similar tilings in Rd, d ≥ 1.
As already mentioned at the beginning of Section 4, the elements of Xζ may be viewed as
tilings of the line R, with tiles of type j ≤ m being line segments of length sj. The R-action ht
is then just the translation action ht : x 7→ x − t. The geometric substitution action Z is the
composition of scaling x → θx and subdivision, according to the substitution rule. If we just
do the subdivision, we obtain a sequence of tilings x(−k) for k ≥ 0, with x(0) = x, such that
the partition of R induced by x(−k) refines the one induced by x(−k+1), for k ≥ 1. Explicitly,
x(−k) = θ−kZk(x). Let ~e∗2 =
(
(~e∗2)j
)
j≤m
be an eigenvector of the transpose substitution matrix St
corresponding to θ2. For an interval tile Ij − y of x
(−k) labeled by j ≤ m we let
Φ+2,x(Ij − y) := θ
−k
2 (
~e∗2)j ,
which is then extended by additivity to finite unions and to arbitrary intervals, as a limit over
unions of x(−k) tiles approximating them, as k → ∞. It is proved in [9] that this is well-defined
(under the assumption |θ2| > 1), and we obtain a family of finitely-additive measures Φ
+
2,x, x ∈ Xζ ,
on the algebra A generated by line segments. It has the property
Φ+2,x(E + t) = Φ2,x−t(E), x ∈ Xζ , E ∈ A.
We will also write
Φ+2,x(t) := Φ
+
2,x([0, t]).
This function is a cocycle over the R-action ht, since
Φ+2,x(s+ t) = Φ
+
2,x([0, s]) + Φ
+
2,x([s, t])
= Φ+2,x([0, s]) + Φ
+
2,x−s([0, t])
= Φ2,x(s) + Φ
+
2,hs(x)
(t).
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In the next lemma we collect the properties of the cocycle Φ+2,x.
Lemma 6.1. Under the standing assumptions (θ2 > 1), the cocycle Φ
+
2,x satisfies:
(i) Φ+2,Z(x)(θt) = θ2Φ
+
2,x(t) for x ∈ Xζ and t ∈ R;
(ii) |Φ+2,x(t)| ≤ C1max(1, |t|
α), where α = logθ(θ2), for some C1 > 0;
and is non-degenerate in the following sense:
(iii) for a given x ∈ Xζ , the function t 7→ Φ
+
2,x(t) is not a.e. zero;
(iv) for a given t ∈ R+, the function x 7→ Φ
+
2,x(t) is not µ˜-a.e. constant.
Proof. Claims (i) and (ii) are special cases of [9, Lemma 3.2] and [9, Lemma 3.3] respectively. Non-
degeneracy (iii) and (iv) is proved in the more general setting of translation flows in [7, Prop. 2.26]
and [7, Prop. 2.28] respectively. Alternatively, (iii) follows from the proof of [9, Lemma 3.5] and
(iv) follows from [9, Section 6.2]. 
Further, let Φ−2 be the finitely-additive measure on the transversal corresponding to θ2, which
induces a finitely-additive invariant measure mΦ−2
for the flow ht. There is an explicit formula for
mΦ−2
(f) for a cylindrical function f in [9, (39)]:
(6.4) mΦ−2
(f) =
m∑
j=1
(~e2)j
∫ sj
0
ψj(t) dt,
where ~e2 is the eigenvector of S corresponding to θ2 and f is defined by (6.3).
For a cylindrical f ∈ L2(Xζ , µ˜) with
∫
f dµ˜ = 0, an asymptotic formula S(f, x, t) is a very
special case of results in [7]. It is also a particular case (for d = 1) of [9, Theorem 4.3]. It asserts
that there exist C1 > 0 and ε > 0 such that for any cylindrical function f with zero mean and
any x ∈ Xζ ,
(6.5) S(f, x, t) = Φ+2,x(t) ·mΦ−2
(f) +R(t),
where
(6.6) |R(t)| ≤ C1max(1, |t|
α−ε), with α = logθ(θ2).
This should be compared with Dumont-Thomas Theorem 3.9 for substitution Z-actions; the
corresponding cocycles were further studied in [18]. Now we can state the main result of this
section.
Theorem 6.2. Let ζ be a primitive aperiodic substitution on the alphabet A = {1, . . . ,m}, with
substitution matrix S satisfying (6.1). Let f be a cylindrical function with zero mean
∫
f dµ˜ = 0
and mΦ−2
(f) 6= 0. Let σf be the corresponding spectral measure on the line. Then there exists a
non-trivial positive σ-finite Borel measure η on R, such that
(6.7) lim
N→∞
σf ([−cθ
−N , cθ−N ])
θ−N(2−2α)
= η([−c, c]) for all c > 0 such that η({c}) = 0,
32 ALEXANDER I. BUFETOV AND BORIS SOLOMYAK
where α = logθ(θ2) ∈ (0, 1).
Remark 6.3. 1. The conditions on the cylindrical functions can be verified directly: we have∫
f dµ˜ =
∑m
j=1(~e1)j
∫ sj
0 ψj(t) dt, where ~e1 is the eigenvector of S corresponding to θ = θ1. The
value of mΦ−2
(f) is computed in a similar way, see (6.4).
2. Note that if α < 1/2, then our result shows, informally speaking, that the spectral measure
“has a zero of order 1− 2α” at zero.
3. An estimate of the spectral measure at zero can be obtained from (6.5), using Lemma 4.3
and Lemma 6.1(ii). Note, however, that this general argument gives much cruder estimates than
those of Theorem 6.2 and, in particular, does not give an asymptotics for the spectral measure.
Proof of Theorem 6.2. Recall that the spectral measure σf on R is defined by∫ ∞
−∞
e2πiωt dσf (ω) = 〈f ◦ ht, f〉 for t ∈ R.
Moreover, there is spectral isomorphism between L2(R, σf ) and a closed subspace of L
2(Xζ , µ˜)
which transforms the unitary group of multiplication by {e2πiωt}t∈R into the unitary group g 7→
g ◦ ht. As a consequence, this spectral isomorphism maps e
2πiωt (as a function of ω) to f ◦ ht(x)
(a function of x) for all t ∈ R.
Our goal is to analyse the behavior of σf near zero. To this end, we fix a function ψ ∈ S = S(R),
the Schwartz class of smooth test functions, and study the integral
∫
|ψ(Tω)|2 dσf (ω) for T > 0.
We obtain, applying the Inverse Fourier Transform (which preserves the class S):
ψ(Tω) = T−1
∫ ∞
−∞
e2πiωtψ̂(t/T ) dt.
The latter is a function of ω in L2(dσf ), which is mapped by the spectral isomorphism to
(6.8) T−1
∫ ∞
−∞
f ◦ ht(x) · ψ̂(t/T ) dt,
a function of x in L2(Xζ , µ˜). Since the spectral isomorphism preserves the norm, we obtain
(6.9)
∫
|ψ(Tω)|2 dσf (ω) = T
−2
∫
Xζ
∣∣∣∫ ∞
−∞
f ◦ ht(x) · ψ̂(t/T ) dt
∣∣∣2 dµ˜(x).
Integration by parts yields, in view of (6.2) and (6.5):∫ ∞
−∞
f ◦ ht(x) · ψ̂(t/T ) dt = −T
−1
∫ ∞
−∞
S(f, x, t)
(
ψ̂
)′
(t/T ) dt
= −T−1
∫ ∞
−∞
(
Φ+2,x(t) ·mΦ−2
(f) +R(t)
)(
ψ̂
)′
(t/T ) dt.(6.10)
First let us estimate the error term. Since ψ̂ is in S, we have
|
(
ψ̂
)′
(t)| ≤ Cψ,αmin(1, |t|
−α−1).
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Together with (6.6), this yields
T−1
∣∣∣∫ ∞
−∞
R(t)
(
ψ̂
)′
(t/T ) dt
∣∣∣ ≤ 2C1Cψ,αT−1(1 + ∫ T
1
tα−ε dt+
∫ ∞
T
tα−ε(t/T )−α−1 dt
)
= O(Tα−ε).(6.11)
For the main term, we assume that
T = θN , N ≥ 1,
let t = θNτ , and use renormalization (Lemma 6.1(i)):
Φ+2,x(t) = Φ
+
2,x(θ
Nτ) = θN2 Φ
+
2,Z−N(x)
(τ) = TαΦ+
2,Z−N (x)
(τ).
After the change of variable the main term in (6.10) becomes
−TαmΦ−2
(f)
∫
R
Φ+
2,Z−N(x)
(τ)
(
ψ̂
)′
(τ) dτ,
We substitute this and (6.11) into (6.10), which is then substituted into (6.9) to obtain∫
|ψ(Tω)|2 dσf (ω) = T
2α−2(mΦ−2
(f))2
∫
Xζ
∣∣∣∫
R
Φ+2,x(τ)
(
ψ̂
)′
(τ) dτ
∣∣∣2dµ˜(x) +O(T 2α−2−ε),
as T → ∞, where we used that µ˜ is Z-invariant [9, Lemma 2.12]. Finally, letting T = θN , with
N →∞, we obtain
(6.12) lim
N→∞
∫
|ψ(θNω)|2 dσf (ω)
(θN )2α−2
= (mΦ−2
(f))2
∫
Xζ
∣∣∣∫
R
Φ+2,x(τ)
(
ψ̂
)′
(τ) dτ
∣∣∣2 dµ˜(x).
Note that the right-hand is non-trivial (not constant zero), since Φ+2,x is non-degenerate and we
have freedom in the choice of ψ. Observe, moreover, that the entire argument can be repeated
for a pair of real functions ψ1, ψ2 ∈ S(R), which yields
Q(ψ1, ψ2) := lim
N→∞
∫
ψ1(θ
Nω)ψ2(θ
Nω) dσf (ω)
θN(2α−2)
=
(
mΦ−2
(f)
)2 ∫
Xζ
(∫
R
Φ+2,x(τ)
(
ψ̂1
)′
(τ) dτ ·
∫
R
Φ+2,x(τ)
(
ψ̂2
)′
(τ) dτ
)
dµ˜(x).(6.13)
We thus have a bilinear continuous functional Q(ψ1, ψ2) on S × S that depends only on the
product ψ1ψ2, not identically zero and is nonnegative on nonnegative functions. We now recall
the following well-known fact from the theory of distributions: Let D be a tempered distribution
on the real line such that for any Schwartz function ϕ ≥ 0 we have D(ϕ) ≥ 0. Then there exists
a σ-finite positive Radon measure η on R such that
D(ϕ) =
∫
R
ϕdη.
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Claim. There exists a σ-finite positive Radon measure η on R such that for any ψ1, ψ2 ∈ C
∞
0 we
have
Q(ψ1, ψ2) =
∫
R
ψ1ψ2 dη.
In order to prove the claim, observe that for any ψ1 ∈ S, ψ1 ≥ 0, the functional ϕ 7→ Q(ψ1, ϕ)
is a tempered distribution which is non-negative on ϕ ≥ 0, hence there exists a measure ηψ1 such
that
Q(ψ1, ϕ) =
∫
R
ϕdηψ1 , ϕ ∈ S.
Now note that Q(ψ1ψ2, ϕ) = Q(ψ1, ψ2ϕ), hence
(6.14) dηψ1ψ2 = ψ2 dηψ1 , for ψ1, ψ2 ∈ S, ψ1 ≥ 0, ψ2 ≥ 0.
Take any ψ > 0 in S, and let
dη := ψ−1dηψ
It follows from (6.14) that η does not depend on the choice of ψ. Now let ψ1, ψ2 ∈ C
∞
0 . We have
Q(ψ1, ψ2) = Q(ψ,ψ1ψ2/ψ) =
∫
R
ψ1ψ2ψ
−1 dηψ =
∫
R
ψ1ψ2 dη,
and the proof of the claim is complete. In the last line we used that ψ1ψ2ψ
−1 ∈ C∞0 ⊂ S. 
We can now conclude that the formula
(6.15) lim
N→∞
∫
ψ1(θ
Nω)ψ2(θ
Nω) dσf (ω)
(θN )2α−2
=
∫
R
ψ1ψ2 dη
holds not just for ψ1, ψ2 in C
∞
0 , but also if ψ1 and ψ2 are continuous compactly supported functions
or characteristic functions of intervals whose endpoints are points of continuity of the measure η.
Indeed, take a, b ∈ R with η({a}) = η({b}) = 0, let ψ = ψ1 = ψ2 = χ[a,b], and choose sequences
ψ(n,+), ψ(n,−) of compactly supported C∞ functions approximating χ[a,b] from above and below,
converging to χ[a,b] pointwise and, for any δ > 0, uniformly on the complement to the set
(a− δ, a+ δ) ∪ (b− δ, b+ δ).
Since η does not have atoms at a and b, for any ε > 0 there exists a sufficiently small δ such that
η((a− δ, a + δ) ∪ (b− δ, b + δ)) < ε.
Consequently,
lim
n→∞
∫
R
(
ψ(n,+)ψ(n,+) − ψ(n,−)ψ(n,−)
)
dη = 0,
and (6.15) holds for ψ1 = ψ2 = χ[a,b]. The case of compactly supported continuous functions
is obtained even easier, by uniform approximation from above and from below. It remains to
substitute the characteristic function χ[−c,c] for ψ1 = ψ2 to obtain (6.7), as desired. The theorem
is proved completely. 
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7. Dimension of spectral measures
There are many notions of “fractal dimension” for measures; we will be concerned with the
Hausdorff dimension and the local dimension. For a finite Borel measure ν the Hausdorff dimen-
sion is defined by
dimH(ν) = inf{dimH(E) : E is a Borel set with ν(E) > 0}.
The lower local dimension of a measure ν at ω is defined by
d(ν, ω) = lim inf
r→0
log ν(B(x, ω))
log r
.
The upper local dimension is defined similarly, with lim sup; the local dimension is said to exist
if there is a limit. There is a relation between these notions, as follows:
dimH(ν) = sup{s : d(ν, ω) ≥ s for ν-almost all ω}.
For the proof of this, see e.g. [23, Prop. 10.2]. The following is now an immediate consequence of
Theorem 4.1.
Corollary 7.1. Let ζ be a primitive aperiodic substitution on A = {1, . . . ,m}, with substitution
matrix S. Suppose that the characteristic polynomial PS(t) is irreducible and the second eigenvalue
satisfies |θ2| > 1. Then there exists γ > 0 such that for Lebesgue-almost every suspension flow
the spectral measures σa, a ∈ A, of the dynamical system (X
~s
ζ , ht) satisfy
d(σa, ω) ≥ γ > 0 for all ω 6= 0.
If f =
∑
a∈A daσa is orthogonal to constants, then dimH(σf ) ≥ γ.
We remark that the same inequality dimH(σmax) ≥ γ can be obtained for the maximal spectral
type (in the orthogonal complement of constant functions) of a.e. suspension flow, using (4.2) and
a minor extension of Theorem 4.1.
We can also estimate the lower local dimensions d(σa, ω) from below in terms of the top Lya-
punov exponent of the matrix product (2.10).
Proposition 7.2. Let ζ be a primitive aperiodic substitution on A = {1, . . . ,m}, ω ∈ [0, 1), and
Mn(ω) are m×m matrices defined by (2.8). Suppose that θ is the Perron-Frobenius eigenvalue
of the substitution matrix. Let
αω = lim sup
n→∞
‖Mn−1(ω) · · ·M0(ω)‖
1/n.
Then
(7.1) lim sup
N→∞
supx∈Xζ log |Φa(x[0, N − 1], ω)|
logN
≤ logθ(αω) for a ∈ A
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and
(7.2) d(σa, ω) ≥ 2− 2 logθ(αω), for a ∈ A.
Proof. Note that αω ≤ θ, since M
|·|
j ≤ S
t by the definition (2.8). If αω = θ, then the inequalities
claimed are obvious, so we can assume αω < θ. Fix any ε > 0 such that αω + ε < θ. We have
‖Mn−1(ω) · · ·M0(ω)‖ ≤ (αω + ε)
n for n ≥ n0. It follows from (2.9) and (2.6) that
|Φa(ζ
n(b), ω)| ≤ (αω + ε)
n for a, b ∈ A, n ≥ n0.
Thus we can apply Proposition 3.3 with Fω(n) = C(
αω+ε
θ )
n for some C > 0. Condition (3.9)
holds with θ′ = θ(αω + ε)
−1. We obtain that for N sufficiently large,
|Φa(x[0, N − 1], ω)| ≤ C˜1N
logθ(αω+ε),
and since ε > 0 can be arbitrarily small, (7.1) follows.
Next we prove (7.2). In view of (3.8) and (3.3), the inequality (7.1) implies
lim sup
N→∞
logGN (1 [a], ω)
logN
≤ 2 logθ(αω)− 1.
Now Lemma 3.1 yields
lim inf
r→0
log σa(B(ω, r))
log r
≥ 2− 2 logθ(αω),
which is (7.2), by the definition of lower local dimension. 
Remark 7.3. There is a similar statement for suspension flows from Sections 4 and 5. In that
setting,
αω = lim sup
n→∞
‖M~sn−1(ω) · · ·M
~s
0(ω)‖
1/n,
whereM~sj are given by (4.15). The matrix product takes a particularly nice form in the self-similar
case from Section 5, because then M~sj(ω) =M
~s
0(θ
jω).
8. Appendix
This section contains some proofs, as well as definitions and statements, which complement the
main body of the paper.
Proof of Lemma 2.1. It is enough to check that the Fourier coefficients of the a.c. measures in the
right-hand side converge to σ̂f,g(k) for all k ∈ Z. Note that
〈e−2πinωUnf, e−2πiℓωU ℓg〉 = 〈Un−ℓf, g〉e−2πi(n−ℓ)ω ,
and (e−2πinωdω)̂(−k) = δk,n, and the claim follows easily. 
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Proof of Lemma 4.3. We have
GR(f, ω) = R
−1
〈∫ R
0
e−2πiωyf ◦ hy dy,
∫ R
0
e−2πiωzf ◦ hz dz
〉
= R−1
∫ R
0
∫ R
0
e−2πi(y−z)ω〈f ◦ hy−z, f〉 dy dz
= R−1
∫ R
0
∫ R
0
e−2πi(y−z)ω
∫
R
e2πi(y−z)τ dσf (τ) dy dz
= R−1
∫
R
(∫
[0,R]2
e2πi(y−z)(τ−ω)dy dz
)
dσf (τ)
=
∫
R
KR(ω − τ) dσf (τ),
where
KR(y) = R
−1
(
sin(πRy)
πy
)2
is the Feje´r kernel for R. Taking r = 12R , we have KR(y) ≥
4R
π2 on [−r, r], hence σf ([ω−r, ω+r]) ≤
π2
4RGR(f, ω), and (4.7) follows. 
8.1. Classes of algebraic integers and Bernoulli convolutions.
Definition 8.1. An algebraic integer θ > 1 is called a Pisot, or PV (Pisot-Vijayaraghavan)
number, if all its Galois conjugates, i.e. other zeros of the minimal polynomial for θ, are all
inside the unit circle. An algebraic integer θ > 1 is called a Salem number, if it has no conjugates
outside the unit circle and at least one conjugate on the unit circle. (In this case necessarily θ
has even degree ≥ 4 and all conjugates except θ−1 are on the unit cirle).
See [49] for the basic theory of PV and Salem numbers, as well as their connection to harmonic
analysis. These classes of algebraic integers play an important role, not just in the theory of
Diophantine approximation and uniform distribution, but also in dynamical systems and fractal
geometry, in particular, in the study of Bernoulli convolutions.
Definition 8.2. The (infinite) Bernoulli convolution measure νλ with parameter λ ∈ (0, 1) is the
distribution of the random series
∑∞
n=0±λ
n, where the signs are chosen randomly and indepen-
dently with probabilities (12 ,
1
2).
Bernoulli convolution measures have been studied extensively since the 1930’s, but there are
still many difficult open problems; among them an outstanding one is to decide for which λ ∈
(1/2, 1) the Bernoulli convolution measure νλ is absolutely continuous. By the “pure types” law,
νλ is either singular, or absolutely continuous. The following discussion is not supposed to be
comprehensive; many of the statements naturally extend to more general classes of self-similar
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measures. We will, however, mention the case of “biased” Bernoulli convolutions νpλ, defined
analogously to νλ, but with the signs chosen with probabilities (p, 1− p), for p ∈ (
1
2 , 1). The early
work on Bernoulli convolutions focused on their Fourier transforms:
ν̂λ(ξ) =
∞∏
n=0
cos(2πλnξ).
Erdo˝s [21] proved that ν̂λ(ξ) 6→ 0 as ξ →∞ when λ
−1 is a PV number, hence such νλ are singular.
Salem [48] proved that this characterizes PV numbers, namely, for all other λ the Fourier transform
vanishes at infinity. However, his proof does not yield any quantitative estimates of the decay
of the Fourier transform. Erdo˝s [22] proved that for almost every λ the Fourier transform has
some power decay, which he then used to show that νλ is absolutely continuous for almost every λ
sufficiently close to one. Kahane [37] observed that Erdo˝s’ proof actually gives an estimate of the
dimension of the exceptional set, and in fact the power decay of the Fourier transform (for some
power depending on λ) holds for all λ outside a set of Hausdorff dimension zero. This is what we
called the “Erdo˝s-Kahane argument” in Section 4. The survey [45] contains a detailed exposition
of these results (Erdo˝s’ Theorem with Kahane’s improvement) with quantitative estimates. Garsia
[30] proved that if θ = λ−1 is an algebraic integer whose conjugates are all outside the unit circle
and the constant term of the minimal polynomial equals ±2, then νλ is absolutely continuous (even
with bounded density). As of this writing, this still remains the largest explicitly known class of
λ for which the Bernoulli convolution is absolutely continuous. It was proved in [14, Theorem
1.6] that the Fourier transform for these “Garsia” Bernoulli convolutions has a power decay at
infinity. Using different techniques (integration over the parameter and “transversality method”),
Solomyak [51] established absolute continuity of νλ for a.e. λ ∈ (1/2, 1). For further advances using
the transversality method, we refer the reader to [45]. Recently Hochman [33], using ideas from
additive combinatorics, proved that for all λ ∈ (1/2, 1) outside a set of Hausdorff dimension zero,
and also for all algebraic λ ∈ (1/2, 1), for which the system has no “exact overlaps,” the Hausdorff
dimension of νλ equals one (see Section 7 above for the definition). Having dimH(ν) = 1 for a
measure ν falls just short of absolute continuity, but even more recently Shmerkin [50] combined
Hochman’s Theorem with the Erdo˝s-Kahane result mentioned above to obtain absolute continuity
outside a zero-dimensional set of exceptions.
We observe that Proposition 5.5 immediately implies the following
Corollary 8.3. Let θ be an algebraic integer which has at least one conjugate outside the unit
circle, and let λ = θ−1. Then for any p ∈ (0, 1) there exists α > 0 such that
sup
ξ∈R
|ν̂pλ(ξ)|(log(2 + |ξ|))
α <∞.
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Proof. Let ξ ∈ [θN , θN+1], and set ζ = θ−Nξ. Then
|ν̂pλ(ξ)| =
∞∏
n=0
∣∣∣pe−2πiλnξ + (1− p)e2πiλnξ∣∣∣
≤
N∏
n=0
∣∣∣p+ (1− p)e4πiθnζ∣∣∣
≤
N∏
n=0
(
1−
1− p
2
‖2θnζ‖2
)
,
using (3.21), and Proposition 5.5 yields the result. 
Remark 8.4. 1. R. Kershner [38] obtained a similar result for rationals λ = a/b, with 1 < a < b;
see also [13].
2. Corollary 8.3 extends to the class of self-similar measures of the form ν =
∑m
j=1 pj(ν ◦f
−1
j ),
where fj(x) = λx+ aj, aj ∈ Z, and (p1, . . . , pm) is a probability vector (the Bernoulli convolution
νpλ is a special case with m = 2, a1 = −1, a2 = 1).
3. If θ > 1 is the Perron-Frobenius eigenvalue of a substitution matrix, and a biased Bernoulli
convolution νpλ, with λ = θ
−1 and p 6= 12 , has a power decay of the Fourier transform with exponent
γ, then supt∈R exp(Nγ −
∑N−1
k=0 ‖tθ
k‖2) <∞ and as a consequence, spectral measures of the self-
similar suspension flow are Ho¨lder continuous. (The “bias” is important here, because the factors
pe−2πiλ
nξ + (1 − p)e2πiλ
nξ are bounded away from zero in absolute value.) However, power decay
of the Fourier transform is not known for any biased Bernoulli convolution; the result of [14,
Theorem 1.6] covers the unbiased case only.
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