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Abstract 
Automatic pattern tliscovery from data collections and the analysis of the pat- 
terns for useful information are cornmon and important in both science and engi- 
neering today. This discovery is especially demanding in challenging industrial and 
business applications where the explosive volume of data makes manual analysis 
virtually impossible. The problems of pattern discovery and analysis that this re- 
search addresses include: 1) the discovery of polythetic patterns: 2) the discovery 
of patterns in the presence of noise and uncertainties: 3) schema for representing 
different order patterns: 4)  the inference process for flexible pattern prediction; and 
5 )  the application of pattern discovery to large database analysis and data mining. 
In this thesis. the design and development of a system for pattern discovery 
and analysis of categorical or discrete-valued data. is presented. The system starts 
with detecting the event association patterns of different orders and provides a 
probabilistic inference riiechanism to achieve flexible classification and prediction. 
Here a pattern is definecl as a significant event association in a problem domain. 
To detect significant event associations, residual analysis in statistics is used. The 
insights gained from the analysis of the event associations of different orders and 
the properties of the residuals lead to a general pattern discovery paradigm which 
detects patterns accorcling to the deviations of the observed patterns from a defaiilt 
niodel. Along with the paradigm. techniques are cleveloped to avoid exhaustive 
search in the process of discovering high order patterns from a large data set. An 
at  tribute hypergraph is proposed to represent and to operate on the discovered 
patterns which can be of different orders. The pattern discovery process can be 
viewed as a. hypergrapti generation process. The attributed hypergraph acts as 
a bridge linking the pattern discovery process with the inference process. For 
pattern analysis and inference. a generalized reasoning process based on the weight 
of evidence is introduced. With this paradigm, flexible prediction becomes possible. 
This thesis covers also the implementation of the major ideas outlined in the 
pattern discovery framework in an integrated software system. It ends with discus- 
sions on the experimental results of pattern discovery and analysis on data obtained 
from various sources (including synthetic and real-world data). Compared with the 
existing systems, the new rnethodology this t hesis presents stands out. possess- 
ing significant and superior characteristics in bot h pattern discovery and pattern 
analysis. 
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Chapter 1 
Introduction 
The ability to automatically discover inherent patterns from data and to infer 
or reason with the accliiired knowledge is central to human intelligence. Since 
artificial intelligence (AT) is concerned with the science of making machines behave 
intelligently, the implaiitation of pattern discovery and inference capabilities in 
machines has always been one of its ultimate goals. It has been an enticing topic of 
machine learning since the fast development of artificial intelligence in the mid-70k 
Research in pattern discovery and analysis was brought forward by statisticians 
and data analysts long before the emergence of AI. Most of their methods, however. 
are rather ad hoc and manual [go]. They also require extensive domain knowledge 
to obtain useful models from data. Furthermore, the patterns or models extractecl 
from the data are normally very complicated and hence difficult for hurnans to 
interpret (301. Later research in AI and machine learning attempts to discover the 
regularities or patterns inherent in the data automatically. Besicles, the discovered 
patterns should be represented in a way that humans could easily understand [66]. 
Today, the combinatioii of statistical techniques and AI  methodologies lias clrawn 
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increasingly attention from researchers in both areas, especially when dealing with 
data containing noise and uncertainties. However. finding a good framework for 
effective pattern discovery and analysis is still a major endeavor of many researchers 
in AI  and other areas today. 
1.1 The Problem of Pattern Discovery and Anal- 
ysis 
This thesis deals with tlie problem of cornputer-based pattern discovery and anal- 
ysis. The proposed system is capable of discovering the statistically significant 
patterns inherent in a given domain described by a set of data' forming concepts 
and organizing thern along with their relations in a graphical representation, and 
providing a mechanisni for flexible reasoning and inference. By patterns, we mean 
the regularities inherent in a given data collection but previously unknown to the 
outside world. By discovery. we mean that the existence of an external entity siicli 
as a teacher is not needed to guide the pattern detection process. By inference or 
pattern analysis. we mean an answer can be issued corresponding to an incoming 
query such that certain properties of tlie original data collection are preserved. 
For example, we have an animal database, part of which is illustrated by Ta- 
ble 1.1. In such a database, patterns are the relationships among different charac- 
teristics of the animals. Milk = yes and Type = mammal are a pattern since they 
are correlated. Some patterns depict only pairwise relationships, while more com- 
plicated patterns involve more factors. Pattern [Legs =four. IlIiZk = no and Type = 
reptile] has three propositions and it is a third order pattern. The ability of a system 
to discover high order patterns is important for the analysis of complex real-world 
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problems. Pattern discovery is a process of detecting the regularities from a given 
database. The discovered patterns are expected to give a better understanding of 
the problem domain. Later in the analysis and inference stage, these patterns will 
support decision making tasks such as classification. With the animal database, we 
expect the patterns cari be used to determine the values of unobserved features of 
an animal which is not in the original database. We can predict the type of the 
animal or the number of its legs without relearning the whole database. 





























The above description partially accomplishes the definition of pattern discovery 
or data mining given by Fayyad, et al [30]. In their frarnework, Data is a set of 
facts F. Pattern is an expression E in a language L describing facts in a subset FE 
of F. E is called a pattern if it is simpler than the enurneration of al1 facts in FE. 
In addition to this: it is also maintained that E is consistent to a certain degree 
with FE though previoosly unknown. Hence, Pat tern  discovery is a process that. 
under some acceptable computational efficiency limitations. produces a particular 
enurneration E of patterns Ej over F.  A pattern analyszs or interence is a process 
that, provided with a set of patterns E discovered from F, generates an answer A 
to a given query Q siicli that A is consistent with F according to a measurement 
function m().  Note that the definitions here are by no means complete. Detailed 
definitions and discussions are later furnished in the corresponding chapters. 
Particularly. this research focuses on the following aspects of pattern discovery 
and analysis: 
1. discovering patterris from missing. noisy and incomplete data; 
2. detecting high order patterns1 without exhaustive search; 
3. representation sctieme for different order patterns and their relationships: 
4. transparency of the discovery and representation, and 
5. evaluating the discovered patterns and providing different kinds of decision 
support activities such as classification and ride induction. 
Further, the following idealizations and assumptions have been imposed to nar- 
row down the probIem. 
1. Al1 the attributes (variables, features) describing the data assume categorical 
or discrete values. 
-- - -- 
'High order patterns are those patterns regarding the relationships among more than two 
factors (e.g. attribute-value pairs). For example, the association among propositions Legs = four, 
Mzfk = no and Rjpe = reptile is a third order patterns. Detailed definition is given in Chapter 3. 
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2. The number of instances in the data set is fixed and does not change during 
the pattern discovery process. 
3. The number of attributes describing the data set is finite. The domain of 
each attribute is also finite. 
4. In prediction, only the value of one attribute is predicted each tirne. This as- 
sumption follows the formalism of a classification problem. The combinations 
of more than one attribute are not under consideration. 
It is not assurned tliat the data set is noise-free. cornplete or correct. nor that 
the background knowlecige of the domain and a discovering guide are available. 
1.2 Motivation and Objectives 
1.2.1 Research Motivation 
Data is an extrenlell/ valaable asset. 
but like a cash crop. 
unless harvested. it is ,wasted. 
- Sid Adelman 
The importance of ciiscovery in AI has been repeatedly emphasized by a niim- 
ber of researchers and will not be repeated here. Either by being-told or by self- 
discovery, pattern discovery is a process whose target is to gain the principles of 
behavior of the working domain in order to reason. infer and predict the behaviors 
in the sanie domain. 
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The original motivation of t his research cornes from the following prac t ical pro b- 
lems. Consider a Company which has a large database. A telecommunication com- 
pany, for instant. might have logged hundreds of thousands of trouble reports. A 
financial service Company might have a database of past loan applications and the 
credit histories of their customers. Suppose that these companies wish to develop 
a system for prediction. diagnosis, simulation and training purposes. Could they 
use their existing databases to automatically derive the patterns for diagnosis or 
prediction. the regularities tliat reflec t the operations and performance of the com- 
panies, or the relationships among market demands and decision criteria? More 
specifically, for the financial senrice Company, what advice should the system give 
when a new problem occurs or when a. customer applies for a new loan'? If the focus 
of interest is only on the cost of reparation or the risk of granting a loan. in what 
form should the above questions be formulatedo? 
With the advent of inexpensive electronic and magnetic storage media and the 
ever broadening use of cornputers in a vast spectrum of business, such databases 
become quite cornmonplace. A 1994 MetaGroup survey revealed that by 1997 
about 90% of Fortune 1000 companies will be pursuing data warehousing projects. 
The size of the databases will range from gigabytes to terabytes. Analyzing these 
databases and providing the users with useful knowledge is very challenging and 
difficult in the meantinie. The huge volume of data virtually makes manual anal- 
ysis impossible. The rd-world characteristics of these databases such as noise. 
incompleteness, inconsistency, and reclundancy are open questions posed to today 's 
machine Iearning researcli. These demands and concerns create both a need and 
an opportunity for automatically extracting knowledge from databases. It is quite 
clear that if a Company has an existing database of its business records. such a 
pattern discovery and aiialysis system would be very useful. Recently, data mining 
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has been ranked as one of the most promising topics by researchers in the areas of 
both database and machine learning [35] (871 [30]. 
Academically, this research targets some open problems in machine learning and 
automatic knowiedge acquisition from large databases. These challenging problems 
motivate the research and forrn the objectives of the research. The following list 
gives a more detailed description to each of the research problems stated in Sec- 
tion 1.1. 
1. Discovering patterns from missing. nozsy and incomplete data 
Many existing learning systems were developed under the assumption of noise- 
free environments [62] [16]. Therefore they are deterrninistic rsther than 
probabilistic [26] [El. Such assurnptions may hold only in certain domains 
such as logic basecl problems and game playing but rarely hold when dealing 
with real-world problems. Although this concern has been noted by many 
researchers. more research is still on the way to a general and integrated 
system. 
2. ~iscoverî j  of comptez relations among variables and .variable ualues in data 
Due to the complexity of real-world problems. the ability of the discovery al- 
gorithm to acquire poLythetic ratlier than only monothetic patterns [34] is cru- 
cial. Existing approaches are either monothetic such as ID3, or polythetic but 
search-intensive. siich as CN2. New versions of some monothetic approaches. 
such as C4 of ID3. use various pruning technologies to achieve polythetic 
pattern learning capability, but they introduce extra computational burdens. 
Some Bayesian approaches, such as the work of Pearl [77], are polythetic. 
but they are applicable only under certain restrictive conditions [go] and have 
difficulties in effective representation and inference. Polythetic assessments of 
feature combinations (or higher order relationship detection) are imperative 
for robust learning. In the meantirne. avoiding exhaustive searches is crucial 
to the feasibility of detecting polythetic patterns. 
3. Understandability of discovered patterns 
This problem is two-fold. First. the discovered patterns should be inter- 
pretable by humans. Second, the discovering process should be transparent. 
They are related to one of the natural requirements of learning, transparencg 
versus blackbox [39] [104]. With a transparent system. it is much easier to 
construct a meaningful explanation of the patterns and their relationships. 
Understandability is one of the most important aspects of a knowledge dis- 
covery and data niining system. 
4. Representation O/ complex patterns 
Knowledge representation is always a central research topic in AI and knowl- 
edge discovery. Most of the existing schenies have various shortcomings in 
representing patterns in a flexible and generic manner. There is a need for 
a representation scherne that directly encodes polythetic patterns. supports 
probabilistic inference. and is easy to visualize. 
5 .  The abilzty to predict  values o ~ m o r e  than one attribute 
As indicated by Fisher [34j. flexible prediction is one of the goals of a learn- 
ing/discovery system and is more general than classification. Traditional ma- 
chine learning approaches pay more attention to classification where only the 
class label is preclictable. .4 great deal of problems are worth studying for a 
system capable of predicting the value of more than one attribute of inter- 
est. In addition to flexible prediction. other forms of analysis, such as rule 
induction. should also be supported in the same system. 
1.2.2 Thesis Objectives 
The following are the objectives of this study: 
An integrated system which is able to detect inherent patterns from a given 
data set and make inferences based upon the discovered patterns: 
0 The ability to discover polythetic patterns from real-world data in the pres- 
ence of noise ancl irncertainties: 
A suitable pattern representation language for patterns of different orders and 
for probabilistic inference: 
0 Flexible prediction: and 
0 Experimental denionstration and evaluation for analyzing the performance of 
the proposed metliod. 
1.3 Research Outline 
The research presented in this thesis can be subdivided into two sections. The first 
section focuses on the discovery of patterns from a data collection. The second 
section describes the inference process based on the discovered patterns. 
In the first section. a statistical residual analysis based algorithm is proposed 
to detect significant event association patterns in the presence of uncertainties. 
This section also deals with a suitable representation of the discovered patterns. 
Attributed hypergraphs are used to represent patterns of different orders. In tlie 
second section. two general inference problems. namely the best-N problem and tlie 
missing-value problerii. are presented. Weight of evidence. an information mesure  
for significant patterns. is engaged in solving the two problems. 
1.3.1 Pattern Discovery and Representation 
The first portion of the research attempts to formulate pattern discovery as a pro- 
cess of detecting significant event associations in the data set. 
A pattern is defined as a statistically significant association among two or more 
events in a problem domain. The significance is determined by the difference be- 
tween the actual occurrence in the data set and the expected occurrence according 
to a default mode1 or a prion' knowledge. The process of detecting inherent patterns 
involves statistically test ing the significance of a pattern candidate. The statist ical 
test is based on the residiial analysis in which the adjusted residual of a pattern 
candidate is evaluatecl to determine if the candidate is significant. To give a the- 
oretical background of tliis approach. the properties of residuals are studied. This 
method is believed to be robust in the presence of noise because of its statistical 
characteristics. 
Because the patterns are considered as probabilistic rather than deterministic. 
high order patterns cannot be synthesized from the low order ones, which forces 
one to test every candidate. To avoid exhaustive search which is combinatorial. 
techniques are developed to truncate the search space by considering the validation 
of statistical tests and different situations of event associations. The reduction of 
search space not only speeds up the search process but also allows the algorithm to 
scale up to deal with large database. 
To represent the det ec ted patterns. an a t  tributed hypergraph (AHG) represen- 
tation scheme is defined. In the proposed pattern representation. each vertex in 
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the AHG is an event (an attribute-value pair) and each hyperedge depicts a sig- 
nificant relation (or association) among the events. The AHG representation is a 
simple structure that is general enough to encode information at many levels of 
abstraction. Its sirnplicity is desirable for quantifying the information content of 
the structure when an information theoretical approach is adopted for inference 
purposes. This thesis will give the definition of AHG representation and show its 
basic operations. The advantages of AHG representation are discussed dong with 
the pattern discovery process. 
1.3.2 Pattern Analysis and Inference 
The task of inference is to quantitatively measure the evidence provided by inter- 
esting patterns in response to the query posed by an external agent (or user). Here 
it is formulated to tackle two problems: the best-N problem and the missing-value 
problem. The best-N problem deals with finding the most informative N rides that 
best describe the problem domain. The missing valile problem attempts to predict 
the most plausible value of a missing attribute in an observation. 
To solve these two problems, the weight of evidence which measures the amoiint 
of evidence provided by n set of events in support of. or against. an attribute taking 
on a particular value. will be defined. With the proposed weight of evidence. the 
best-N problem can be readily solved by recursively generating production rides 
and keeping the best-N riiles based on their weights of evidence. The missing-value 
problem is more difficiilt. since in the observation, not al1 observed events are rele- 
vant to a value of the predicting attribute (the value of which will be determined). 
To deal with this probleni. the weiglit of evidence measure is extended to liigher 
order. First. the entire observation is decomposed into several disjoint subsets of 
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events. If the subset of events are associated witli a value of the predicting at- 
tribute, their weights of evidence are calculated and summed up. Otherwise. it is 
concluded that the subsets are irrelevant to the predicting attribute. The value of 
the predicting attribute which gains the greatest positive weight of evidence from 
the same observation will be the most plausible value and thris the missing value 
problem is solved. More details regarding the calculation of weight of evidence of 
high order events and certain special cases of interpreting weight of evidence in the 
classification stages will be discussed later in the tliesis. 
Detailed algorithm pseridocodes which guided the irnplementation of the proto- 
type system for experimentation and performance analysis will be presented. 
The characteristics of the proposeci system can be summarized as follows: 
1. Different from building compretiensive model from data. this method detects 
patterns as associations deviated from a defaiilt model: 
2. Patterns are detectecl directly from an inconiplete and noisy data set by a 
statistical method: 
3. High order patterns in addition to pairwise relationships are discovered with- 
out relying on exliaustive search: 
4. New attributed liypergraph representation of patterns provides a transparent 
scheme for pattern analysis and onderstanding; 
5. Two common problems. the best-N and the missing-value problems, are 
solved under the same framework through the information measure: weight 
of evidence: and 
6 .  Flexible predictiori is achieved so tliat the value of any attribute can be de- 
termined withoiit re-learn the whole database. 
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1.4 Organization of the Thesis 
There are six chapters in this thesis including this introduction. 
To give a better understanding of the research field, a bnef review of existing 
ideas relevant to pattern discovery and analysis is presented in Chapter 2. Discus- 
sions of individual approaches follow a generai overview of pattern discovery and 
analysis. The advantages and the disadvantages of these methods are also examined 
with regard to the goals of this research. 
Chapter 3 and Chapter 4 embody the major part of this research. In Chapter 
3. a pattern discovery technique based on residual analysis is described in detail. 
It explains how this approacli is able to handle noise and discover statistically sig- 
nificant event association patterns of different orders. An attributed hypergraph 
representing different oïder event associations is also introduced. Discussion re- 
@rding the algorithnis cleveloped for discovering patterns without relying on an 
exhaustive search is followed wit h support ive demonstrations. 
To analyze the patterns discovered. an inference mechanism based on the weight 
of evidence of significant event associations is disciissed in Chapter 4. The two 
categories of the inference problem are discussed: the best-N problem and the 
missing-value problem. Algorithms to solve the two problems are presented in 
detail. In the same chnpter. the method to achieve flexible prediction is explained. 
In Chapter 5, the proposed system is tested with sets of real-world and synthetic 
clata. The experiments fa11 into two groups. In the first group, the performance 
of the pattern discovery algorithm is tested and evaluated. How well the system 
can handle large data sets is investigated. In the second group, four common data 
sets are used to test and evaluate the classification performance of the proposed 
inference rnethods. Tlie results are then compared with some ot her well-known 
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classification algorit hiris. 
Chapter 6 highlights the contributions of this stiidy and suggests the direction 
of future research in ttiis area. 
Chapter 2 
Review of Related Works 
2.1 An Overview of Pattern Discovery and Anal- 
ysis 
Data analysis and pattern recognitiori have long been recognized as significant re- 
search areas by statisticians and more recently by researchers in artificial intelligence 
( A I ) .  Pattern discovery and analysis came as an extension of data analysis and pat- 
tern recognition. It later became a part of the activities in the broader disciplines of 
machine learning and intelligent systems. In general. statisticians work on building 
models from data to cliaracterize the system behavior, while AI researchers. at the 
same time. try to understand the system better by describing the discovered regu- 
larities in a way that liiimans can easily interpret. Nurnerous research papers and 
reports are now available. However. a comprehensive cornparison of those methods 
is difficult since different niethods address different goals and are based on different 
implicit assumptions. Still. there are a few broad dimensions along which one can 
categorize them from a more general viewpoint. 
In the ordinary sense. ~gdiscovering regularities" from a system, or a data set. 
simply implies partitioning the instances observed frorn the system or data set 
into classes according to the similarity of those instances [66]. In a more formal 
laquage,  it is the finding of clusters of instances in the instance space. Thus. 
it is not surprising to find that pattern discovering closely resembles statistical 
clustering and mode1 fitting. In their paper, Michalski and Stepp [66] pointed 
out that the traditional distancebased statistical clustering techniques make no 
distinction between attributes t hat are more relevant and those that are less relevant 
or irrelevant. They do not render conceptual description of the clusters nor take 
into account how humans would describe a pattern. However. the AI approaches 
attempt to represent the detected patterns in terms of definitions, rules (eg. the 
conjunction of attribiite-value pairs) [66] or other languages (e-g. decision trees) 
['BI that may have natiiral interpretation for humans. These representations can be 
transformed into anotlier that can support goal achievement [92] such as classifying 
a new object or predicting the missing value of an attribute. 
With the demand from expert system applications for automatic knowledge ac- 
quisition, machine learning researchers in AI try to teach the machine to extract 
useful knowledge autoniatically from data. Unfortunately, traditional ad hoc and 
manual data analysis tecliniques cannot easily break the processing bottleneck to 
meet the challenges of the large amount of data and the fast growing demand of 
knowledge. Machine learning, be it referred to as conceptual clustering [66], ob- 
ject classification [79] or rule induction [89], is to find the relations among the 
attributes and/or among their values. The importance of learning in AI has been 
repeatedly and alternatively emphasized by a number of researchers 1641 [88] [SOI 
[14]. There are several forms of learning, ranging frorn learning-by-being-told to 
leanzing- b y-di.scoî>eyy (1 11. In the former type of learning, which is often referred 
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to as supeniised learning. the learner is told explicitly what is to  be learned. In 
learning-by-discovery. which is often referred to as unsupervised leaming, the learner 
spontaneously discovers new concepts from unstructured observations and performs 
experiments in the environment of the problem domain. There is no teacher's envi- 
ronment that plays the role of an oracle. Traditionally, machine learning research 
pays more attention to supervised Iearning (also named as inductive learning and 
learning from examples) or the classification problem. The patterns that interest 
supenrised learning are those related to a special class tag assigned by an exter- 
na1 teacher. The desirecl performance of such a learning paradigm is apparent. 
i.e. to improve the prediction of class membership. For unsupervised learning, e.g. 
coricept clustering [66] [32] [19] and rule induction [89], the performance is more 
difficult to  measure. Fisher [31] observes that flexible prediction. or the ability of 
predicting any attributc's value, is an  important aspect of unsupervised discovery. 
Thornton [92] points out from another viewpoint that. in a fully unsupervised set- 
t ing  improvements in the behavior of the learner do not involve the evaliiation of 
the actual outputs. Instead. the desired behavior is acliieved via a direct, algorith- 
rnic process which usually can be described in terms of an objective function. As a 
general pattern discovery and analysis system. data is simply collected and stored 
without specific a priori knowledge of its class relationship [40]. In this sense. unsu- 
pervised learning is more iiseful than supervised strategies when there is no explicit 
classification information [103]. However. a pattern discovery and analysis system 
sliould be able to perform classification tasks when asked. A good systern should 
be able to  automatically discover patterns and reason with tliem. 
The techniques of pattern discovery. or machine learning in specific, can roughly 
be subdivided into two distinct categories. namely the symboEc approaches and the 
stati.sticaZly-onented approaches [44]. The better known symbolic techniques in- 
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clude Mitchell's version space algorithm [67] and its later evolution, and the AQ 
family of algorithms of Michalski [63] including the concept clustenng algorithm 
CLUSTER/2 [66]. Symbolic approaches always assume that the learning environ- 
ment is deterministic [52] [75] [68] [16]. Hence, tlieir application areas are rather re- 
strictive and noise is not easily handled. More recently, to deal with imperfect data 
collections and real-world pro blems. statistically-oriented approaches gained more 
attentions. Some typical works include Breirnan's CART [12], Quinlan's ID3 [79] 
and its varieties such as C4.5 [81] and CDP [2], Fisher's COBWEB [32], ITRULE 
[89] by Smyth and Goodman, and the Bayesian approaches (531. With these al- 
gorithms, various statistical measures or hypothesis tests are applied to detect 
patterns andior rules. Statisticai approaches have been successfully applied to 
real-world situations. Even in noise-free game-playing problems. the performance 
of statistical approaches are comparable with that of the symbolic approaches. 
In the last decade. the explosive growth in our abilities to generate and collect 
data provides us with Iiuge amount of information. Such volumes of data not only 
overwhelm the tradit ional manual met hods of data analysis, but also prevent the 
machine learning algorithms from being directly applied to such domains. Ihowl- 
edge discovery from database (KDD) [35] or data mining [ l l O ]  hence becomes a 
challenging topic for researchers in machine learning, statistics and data analysis 
[30]. Although KDD can be considered as a process from data selection to pattern 
interpretation/evaluation [30], pattern discovery and analysis is the core of the pro- 
cess. A number of statistical and machine learning rnethods have been adopted and 
integrated into a data rnining system. Unlike traditional machine learning methods 
which are largely classification oriented, pattern discovery and analysis in KDD are 
more general and sensitive to computational complexity due to the large arnount of 
data. Although piooeering works can be found in the literature [2] [3] [13] [50] [18] 
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[IO31 [108], it is a difficiilt task to analyze the algorithms as a whole since the goals 
of the systems are quite diverse. An interesting summary can be found in (301. 
2.2 Algorithms for Pattern Discovery and Anal- 
ysis 
In this section, a subset of popular techniques in pattern discovery and analysis are 
reviewed and discussed. This review is brief and cursory, but it yields insight irito 
the current status of pattern discovery and analysis research. The discussion will 
be focused on KDD and data mining. 
2.2.1 Tree-Based Algorit hms 
Trees are perhaps the most popular vehicle in decision support tasks such as clas- 
sification and concept generation. In classification tasks, trees generated from the 
training data  for classifying (new) instances are sometimes referred to as decision 
trees. The basic idea of tree-based algorithms is to break up a complex decision 
into a union of several simpler decisions which can be organized into a tree or a 
forest, with the hope tliat the final solution obtained this way would resemble the 
desired solution. This group of algorithms are popularized with the developrnent 
of ID3 [79] and CART [12]. 
The ID3 algorithm constructs a decision tree using a top-down divide-and con- 
quer approach [79]. It is a simple and effective AI method for learning from examples 
and can be thought of as a good example of a hybrid statistical and symbolic tech- 
nique [go]. At each nocle of the decision tree, the training objects are partitioned ac- 
cording to their values dong a single attribute. An information theoretical measure 
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is used to select the attribute whose values would improve the prediction of class 
membership bringing it above the accuracy expected from a random guess. The 
training set is recursively decomposed in this manner until no remaining attribute 
coold improve the preciic tion in a statistically significant manner as indicated by 
a user-defined parameter. The original version of ID3 [?SI was designed to incliide 
al1 the positive training instances ancl to exclude al1 the negative ones. Since this 
may result in the probleni of over-Jitting with noisy data. many of the later ID3- 
based algorithms such as ASSISTANT [IO]. C4 [S?] and C4.5 [SI], adopt different 
strategies, such as pre-pmning [lO] [15] and post-prunzng [$O] [73] to simplify the 
decision tree while retaining satisfactory accuracy on the training data. However. 
decision trees t liat use iinivariate splits restrict their applications to a small portion 
of the functional niodels [30]. Complicated patterns such as the XOR problem are 
difficult to discover when the single-at tribute-split strategy is used. 
Unlike ID3. CART [12] allows the tree to be split a t  a node by considering 
several attributes in a linesr regression manner. This approacli enables CART to 
detect more complicated patterns. In CART. a large tree with al1 the leaves pure 
or nearly pure is first generated without any stopping criterion. Then the tree is 
pruned by a multi-pass top-down algorithm. The tlisadvantage of CART is that i t  
is very computationalIy expensive as it requires the generation of multiple auxiliary 
(siib) trees. Besides, CART selects the final pruned subtree from a parametric family 
of pruned trees, and tliis parametric family may not even include the optimal pruned 
subtree [84]. 
There are a good niimber of other tree-based classification algorithms such as 
[38] [43] [94]. A thoroogli and comprehensive survey of decision trees can be found 
in [84]. With respect to the pruning techniques. Clian concluded in [16] that pre- 
pruning suffers frorn tlic problem of using local information in determining whether 
or not the learning process should be terminated and as a result, the .'omission 
of more important global information" cannot be avoided. Pre-pruning in general 
is also rather slow. As for post-pruning strategies. many of them are quite slow 
and inefficient, and for sorne. a second training set is required. These shortcomings 
make it diEcult to apply them to large sets of real-world data. Recent research 
efforts in KDD and data mining try to adopt decision tree based algorithms for 
large database analysis. Examples can be found in [l] [2]. 
From the literature. al1 the decision tree algorithms are intended for classifica- 
tion, and from a more general viewpoint of pattern discovery and analysis. they 
can only rnake predictions on a single attribute (the class). Flexible prediction is 
hard to achieve withoot a multiple learning process. 
In unsupervised learning. trees also play an important role. Michalski and Stepp 
proposed CLUSTERI2 [66] as a conceptual ciustering algorithm. Given a set of 
objects and a parameter K to speci& the number of desired clusters, CLUSTER/:! 
constructs a tree-like structure which optimally partitions the set into E< groups 
according to a pre-defined quality criterion known as LEF. With this representation, 
each node of the tree is a cluster a t  the leaf level. Thus, the resulting clusters are 
mutually disjoint and cover al1 of the objects. For each cluster, there is a description 
called a logzcal complex which is a logical product of one or more attribute-value 
pairs. CLUSTER/S is an effective algorithm for analyzing a srnall set of objects 
containing no noise. However, for a large data set. it is computationally expensive 
even with its Hierarchy-Building Module. Another drawback of such a deterministic 
system is that it would not be able to give correct clustering results in the presence 
of noise. 
To deal with noise. COBWEB was introduced by Fisher [32]. Different from its 
contemporaries. COBWEB is an  incrcmental Learning method. It evaluates classi- 
fication schemes by how well they facilitate the prediction of unknown properties of 
new observations incrernentally. Its basic idea is to incorporate a new object into 
the class that  "best" matches the object according to category utility. By exarnining 
objects one by one and tentatively placing each in a class' it outputs a concept tree 
which encodes the relations between concepts. The attribute-value distribution of 
each class is tentatively updated. From the updated probabilities. the category 
utility of the class is computed. The class that rnaximizes category utility after 
adcling the new object is chosen as the class for that object and distributions are 
updated. COBWEB is an "optimistic" learning strategy in that rules are exploited 
until evidence confirms that they are idiosyncratic. Optimistic learning has advan- 
tages in incremental learning [34] [33]. COBWEB is polythetic and is able to learn 
from data with noise (311. Because of the nature of optimistic leamingo the con- 
cept tree generated by COBWEB might be very large and post-pruning techniques 
have to be applied. For deteïministic pattern discovery siich as the MONK'S prob- 
lems. COBWEB does not aork well compared with the other AI and connectionist 
approaches [93]. 
2.2.2 Rule-Based Algorithms 
Rule-based approaches have been long studied with the development of expert 
systems. Smyth and Goodman (891 argue that (if-then) rules provide a much more 
flexible representation than the tree structures. especially from the viewpoint of 
expert systems. Furthermore, individual rules are niore understandable for human 
beings than trees particiilarly when a tree grows too large. A (production) rule has 
the form of: if [condit ions] t hen [consequence] with [measure]. Originally, rules 
are discovered to classify objects into classes at the consequence side. In some 
approaches, the conseqiiences of the riiles may deal witli more than one attribute. 
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In such a case, the rules clescribe the cliaracteristics of a domain rather than classify 
a new object. 
AQ, with its later related extensions [64] [65] and CN2 [25] [26] are two typical 
rule-based classification algorithms. For example. AQ15 constructs classification 
rules in the form of disjunctive complexes by searching through a space of logical 
expressions to determine those that account for al1 positive examples and no nega- 
tive ones. Then. a rule truncation technique is employed to reduce the complexity 
of these rules by removing the complexes that explain comparatively fewer training 
instances. To determine the class niembership of a new instance. its description 
is matched against the truncated rules by a flexible rule matching technique. A 
disadvantage of AQ15 is that it requires users to introduce and manipulate tunable 
parameters in order to guide and control the search process (251. Also, with AQ15. 
features that appear more often in the training instances may be mistaken as being 
more important. This niay result in the ignorance of patterns that are statistically 
significant though t hey rarely occur [26]. Some of the more recent developments [9) 
of the classical AQ algorithms have incorporated constructive induction routines 
that can dynamicaliy generate new attributes. AQ based algorithms perform very 
well with problems generated by deterrninistic and game-playing domains. However 
they are rather compu tat ionally expensive. Furthermore. their ability of handling 
large and noisy data is a problem of concern. 
To avoid some of the above observed problems iu AQ15. CN2 (251 [26] and sim- 
ilar GREEDYJ [75j were developed. CN2 is an algorithm that adopts a general- 
to-specific search strategy to generate rules in the form of disjunctive complexes. 
Unlike AQ15, instead of performing rule truncation after the construction of clas- 
sification rules that are perfectly consistent with the training data, it  employs a 
probabilistic measure to guide the process of specialization. A complex is added to 
a logical expression that predicts a particular class only when it is consistent with 
a large number of examples of that class and few of others. The nile specialization 
process may terminate before al1 the training instances are correctly classified if. 
according to the likeliliood ratio test. any hirther specialization is not supported 
by a significant number of training examples. CN2 is believed to be able to handle 
noisy data better than AQ bases algorithms. CN2 is also much better at learning 
XOR relations than the post-pruning versions of ID3 [33] because it introduces 
Iiigher-order (or polytlietic) relations. But CN2 and GREEDY3 are very search 
intensive. With complicated problems. these approaches require very long. sorne- 
times impractical. learning tirne. Smyth [89] pointed out that the likelihood ratio 
constraint used by CNZ to restrict the algorithm's potentially combinatorially large 
search is an ad hoc one. Actually. to use the same likelihood ratio to test the good- 
ness of different order rides is questionable. especially when the number of possible 
combinations is large. Neither of the AQ and the CN2 rule measures include an 
n priori probability terni [Sg]. Incorporation of a prion probability is a necessary 
component of a rule tlealing with a probabilistic domain. 
It is worth noting tliat both AQ and CN2 algorithms detect patterns considering 
niore t han one attribute-value at a tirne. This approach avoids the shortcoming en- 
countered in single-attribute-split tree approaches. Hence. more complex patterns 
can be discovered. Tlilis. it is plausible for real-world applications. 
Instead of detecting rules with oniy class labels as conseq?iences. Smyth and 
Goodman [44] [S9] developed a system called ITRULE to solve the more general 
pro blern, namely mle induction. ITRULE recursively selects one attribute to be 
the right-hand result of a candidate rule and then searches the combinations of 
the propositions of tlic other attribiites as the conditions at the left-hand sidc. 
A measure of information content. called J-rneaszwe. is defined to evaluate the 
performance of the csiiclidate rule. The m (pre-defined) riile candidates with the 
largest J-measures are t hen selected as the result. Hence. the problem ITRULE 
tries to solve is also referred to as  the Best-N problem - to find the best-N rules in 
describing the problem domain. Because the rules are based on J-measures which 
are always positive ancl cannot be summed, it is liard to quantitatively evaluate 
the evidence of a set of observations tliiring the inference process, especially for the 
classification of an object [103]. ITRULE is expected to achieve flexible prediction. 
but the rules generatetl restrict the prediction to a few right-hand side events when 
m is not large enough. If a. particular vaIue of an attribute which is not at the 
right-hand side of the riiles is to be predicted. ITRULE will not be able to give an 
ânswer . 
Unlike ITRULE. Agrawal. et al [2] [3] tried to find al1 the association rules from 
a tlatabase. The main concern of their method is to ensure its applicability to large 
data sets. Their metliotls use a simple user-defined confidence. which is basically 
the probability of an  <.vent. to determine if an association rule holds. They do 
not consider negative associations or niissing items. In [3]. they synthesize Iiigher 
orcler associations witli the lower order ones. In a probabilistic environment, the 
assiimption of high order patterns being abie to be synthesized from lower order 
patterns is not always true [102] [1031. 
2.2.3 Probabilistic Graphical Approaches 
Graphical models specify the probabilistic dependencies which underlie a particular 
model using a graph structure [77]. In its simplest form? the model (pattern) 
specifies which variables are directly dependent (or independent) on eacli otlier. 
Most of these approaches are based on the Bayesian inference rules and are depicted 
as probabilistic networks such as Markov networks or Bayesian networks (771 [53]. 
Because of its solid theoretical ba i s ,  Bayesian inference has always played an 
important role in reasoning in the presence of uncertainties. These methods pro- 
vide a formalism for reasoning about partial beliefs iinder conditions of uncertainty. 
Once a probabilistic network is built. one can derive the probability of an event 
conditioned by a set of observations to compare that event with others for a classi- 
fication. The basic limitation of the early research in Bayesian inference is manual 
estimation [SOI: where multiple variables interact in the network. a large number 
of parameters have to be estimated in a subjective way. To overcome this short- 
corning, a number of nlgorithms have been developed to automatically construct 
probabilistic networks from data. 
CONSTRUCTOR [36] is proposed by Fung ancl Crawford to automatically in- 
duce a probabilistic mode1 from data. More specifically, CONSTRUCTOR induces 
discrete Markov networks of arbitrary topology from data. These networks contain 
a quantitative (Le.. probabilistic) characterization. and a qualitative (Le.. struc- 
tural) description, of the data. The basic idea of CONSTRUCTOR is to find the 
Markov boundary of eacli node (attribute, variable or factor) in the networks which 
will "shield" the node from being affected by other nodes outside the boundary. The 
independence between tlie ciment node and the nodes outside the boundary has 
to be tested. High diniensional contingency tables are used to determine whether 
or not an attribute (random variable) is independent from a set of attributes. To 
simplik this search-intensive work, CONSTRUCTOR considers only those distri- 
butions which are bLcomposable" [36]. This simplification allows CONSTRUCTOR 
to avoid checking for high order dependency arnong the nodes. Even though CON- 
STRUCTOR is reportecl to work well when tested with training sets generated from 
probabilistic models and with real data  in an information retrieval application (371. 
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it lias several disadvantages. First, Markov networks have their shortcomings - not 
al1 probabilistic depenclencies can be capt ured by iindirected graphs [77]. Actiially. 
neither undirected nor clirected graplis are capable of representing al1 kinds of de- 
pendencies among variables. Second. when going to high-order, contingency tables 
introduce too much computational biirden. The construction of high-dimensional 
coritingency tables is expensive in both cornputation and memory. Furthermore. 
CONSTRUCTOR is a variable-oriented method. It is worth pointing out that 
systems dealing with event-based dependencies such as the rule-based and the tree- 
based algorithms are niore efficient tlian variable based algorithms [22] [98] [16) 
[go]. From the inference point of view. Markov networks have to attach a matrix of 
joint probabilities to eacli edge of the network. otherwise. the original data will be 
used to estimate the joint pro babilit ies for probabilistic inference. If the domai~is 
of the variables are large. the matrix of joint probabilities will be large. This makes 
the networks difficult to handle. On the other hand. since not al1 the joint events 
of two variables are sigiiificant, it is not necessary to store the information regard- 
ing these events. not oiily because of more requirecl storage space but also more 
computational complexity. 
The representative power of Markov networks is limited: they cannot represent 
induced and non-transitive dependencies (771. To overcome this deficiency. Bayesimi 
networks use the richer language of directed graphs, where the directions of the 
edges permit us to distinguish genuine dependencies from spurious dependencies 
incluced by hypothetical observations. Heckerman [53] gives a good introduction to 
Bayesian networks. Individual works can be found in [77] [91] 1271 [54]. Bayesian 
networks mode1 the problem domain into directecl graphs. In the inference pro- 
cess. conditional probat~ilities can be computed sccording to the structure of the 
graph and the partial conditional probabilities associated with the edges. It is be- 
lieved that Bayesian networks are superior in handling noisy data and incorporating 
domain knowledge. Another advantage of the probabilistic (Markov or Bayesian) 
network approaches is tliat the inference can be made with respect to any variable in 
the network by deriving the conditional probability. However, not al1 dependencies 
tliat are representable by n Markov network can also be represented by a Bayesian 
network. Pearl [?7] concluded t hat, in both undirected and directed graphs. separa- 
tion between two sets of vertices is defined in terms of pairwise separation between 
their corresponding individual elements. According to the theory of probability. 
however, independence among elements does not imply independence among sets. 
It implies that any representation relying on graphs (including trees) is incapable of 
depicting al1 the depeiitlencies inducetl by probabilistic models. Bayesian networks 
are also variable-orientai approaches. and therefore they have the same problems 
as the ot her variable-oriented methods. 
2.2.4 Ot her Pattern Discovery Approaches 
A considerable niimber of other methods for patterri discovery and analysis cannot 
be categorized into any of the previously nientioned leagues. Some of them are 
briefly discussed here. 
One of the popular family of algorithms in pattern recognition and machine 
learning are neural networks. and more generally the algorithms frorn linear and 
nonlinear regression of basis functions (e-g. sigrnoids. splines and polynornials) to 
combinations of the input variables. Typical examples are feed-forward neural net- 
works [55] for classification and cornpetitive neural iietworks for unsupervised learn- 
ing [59]. Hitherto. intensive research Lias been conducted on the neural computing 
models, including training algorithms. network structures and coding techniques. 
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Recent research also deals with transferring a network structure into a set of pro- 
duction rules [6]. In terms of mode1 evaluation, wliile networks of the appropriate 
size can universally approximate any smooth function to any desired degree of ac- 
ciiracy, relatively little is known about the representation properties of f i e d  size 
networks estimated from finite data sets [30]. Many of the functions used to train 
the neural networks cati be found in regression and classification research done by 
statisticians [85]. For example, backpropagation [83] is a parameter search method 
which performs gradient descent in the parameter space to find a local maximum 
of the likelihood function starting from random initial conditions. Neural networks 
have shown strong potential in fields such as optimal control, pattern recognition 
and learning non-linear functions. However, for pattern discovery and analysis from 
categorical data. special coding techniques are needed to feed the categorical data  
into a network. Nonlinear regression methods. though powerful in representation. 
can be very difficult for liumans to interpret [30]. One of the main goals of data 
niining and pattern/knowledge discovery in general is to ultimately understand the 
problem dornain [30]. Bccause of that. Agrawal, e t  al [l] argue tliat neural networks 
are not quite suitable for data mining problems. Although research attempting to 
transfer neural network structures into rules is in progress [6] [72], promising results 
are still yet to corne. 
With the demand of KDD and data mining tools for large databases. a number 
of algorithrns have been developed to cope with large numbers of data  samples 
in the pattern discovery process. Some of the approaches adopt algorithms found 
in the machine learning literature. For exarnple, CDP [2] modifies ID3 with an 
adaptive precision thresliold to evaluate a path in the tree. However. unlike most 
machine learning algorithms which are classification oriented, pattern discovery 
from databases is sometimes concerned with extracting best rules to describe the 
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domain. One of the pioueer works is proposed by Cai, Cerrone and Han in [13] [49j 
[50] as the DBLearn system. Given a set of concept hierarchies for the attributes 
in a database, DBLearn tries to generalize the large database into a much smaller 
number of tuples that better describe the domain. The tuples can be transformed 
into simple logical formula. The generalization is controlled by a user defined 
threshold of tuple nunibers. The count of generalized tuples is kept to offer a 
statistical characteristics of the final concept. The idea is quite simple but effective 
for large relational databases. More recent development includes applying rough set 
theory to further generalize the concepts [57]. DBLearn relies heavily on concept 
hierarchies to provide new knowledge based on the existing data. If the hierarchies 
are short and simple. the data generalize very quickly. but few new and interesting 
discoveries will be macle [4S]. The patterns discovered by DBLearn are not directly 
applicable to the classification of new instances. For this piirpose, DBLearn can be 
viewed as a pre-processing stage whicli performs a preliminary generalization using 
domain knowledge (5 11. 
Similar to ITRULE [89]' but not lirniting the nnmber of rules to be discovered. 
Apriori/AprioriTid algoritlims are proposed by Agrawal, et al [3] to End "all" mso- 
ciation rules from a database. They use two simple conditional probabilities p(Y IX) 
(confidence) and p ( X .  Y)  (support) to test the significance of a rule X =+ Y. In 
their approach, negative or niissing items are not considered as items of interest. 
One distinctive characteristic is that their rules allow a consequence to have more 
than one item. (Y may contain more than one event.) The basic idea of their ap- 
proach is to detect al1 .*large itemsets". which are the combinations of events that 
have support above a pre-defined minimum threshold, then transfer those item sets 
into the rule format. The search of large item sets is recursively done by adding a 
new item to the existing item set at one tirne. The initial sets are a seed set of large 
itemsets, called candidate itemsets. The basic property iised in their approach 
is that any subset of a large itemset must be large. Based on this assumption. 
the candidate itemsets having k items can be generated by joining large itemsets 
having k - 1 items, and deleting those that contnin any subset that is not large. 
This treatment results iii a much smaller number of candidate itemsets, hence the 
search space is pruned rapidly. However. from the statistical significance point of 
view, there is no direct relation between higher order significance and lower order 
significance [102] [103]. Therefore, the subsets of a high order significant itemset 
may not be significant at all. Using their approach. some of the significant itemsets 
may not be discoverecl. The rules are also not directly applicable to classification 
tasks. 
To deal with uncertainties of the data and the patterns. the theory of rough sets 
[TG] is applied by some researchers to data analysis [69] [IO91 [IO61 [57]. The key 
idea of rough set approaches arose from the observation that the representations 
of noisy data help detect regularities inherent in the data sets. The quality of the 
information in data is nieasured in terms of rougli sets by using lower and upper 
set approximation. Witli this representation, the -*quality3 of a concept or a rule 
can be determined ancl computed. The rough set theory has solid mathematical 
foiindations and is strong in quantif'ying the data dependency relationships among 
attributes. However, application of rough set directly to large database analysis is 
not always feasible since the computational complexity is NP-hard (1081 (571. A 
pre-stage generalization scheme should applied to shrink the size of the original 
database. The performance of the system will depend also on the choice of this 
generalization scheme. 
Many other systems which have been developed cannot be covered in this brief 
review. But most if not al1 of them can be found similar to one of the categories 
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discussed above. For a good discussion on the KDD algorithms, interested readers 
can go to [30] for more details. 
2.3 Dependence Tree, Event-Covering and PIT 
The research presented in this thesis is based on previous work done in the same 
Iab. It is necessary to introduce the historical research so as to give a cornprehensive 
perspective of the achinvernent and the significance of this study. 
The use of dependence trees and discriminant trees in pattern recognition was 
first presented by Cliow. et al [24] and Wong, et al [100] [101] respectively. By find- 
ing a set of (n - 1) first order statistical dependence relationships, a dependence 
tree is constructed to approximate an n-dimensionel discrete probability distribu- 
tion. First a complete graph is constructed with the vertices as the variables and 
the edge weights as the mutual information of the two connected variables. The 
dependence tree is a niaximum weighted spanning tree of the graph that optirnizes 
the sum of mutual information. From the dependence tree structure, the probabil- 
ity distribution P ( X )  can be estimated by the product of conditional probabilities 
between tree nodes. In this way, when applied to empirical observations from an 
unknown distri bution. the approximated distribution by the dependence tree is 
the maximum likelihoocl estimate of the true distribution [24] [100]. Since these 
methods are based on the dependencies between two variables, they suffer from the 
problem of being "variable-orientedo' since they only consider if two variables are 
dependent but provide no information on which joint events contribute to the vari- 
able dependency. To approximate a probability distribation using only first order 
conditional probabilities is not always suitable for al1 applications. They cannot 
handle complicated problems in which only high order relationships are significant. 
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To overcome the --variable-orienteci" problem. it was suggested that "value-to- 
variable" dependencies be analyzed instead of 'irariable-to-variable" dependencies 
so that information on whether or not an event is dependent upon a variable can be 
obtained. Based on tliis idea. the Euent-Covering method was proposed by Chiu 
and Wong [22] [98]. 111 order to know if a variable X is dependent on a value 
l/i of Y, a statistical technique baçed on the x2 test is used. It is correspondent 
to calculate x2 of the i-th row or column in a two-way contingency table for X 
and Y. If l/i is dependent on X' it is called a CO-uered event. After finding the 
covered event sets of X and Y, information measures can be einployed to detect 
the statistical patterns of these subsets. The information measure used by event- 
covering is based on niiitual information and Shannon's entropy. Event-covering 
can be applied to classification tasks as well as cliist ering problems. Theoretically. 
flexible prediction is acliievable using event-covering techniques. However. several 
theoretical and concep tual problems still exis t [16]. 
Chan [16] surnmarizecl the shortcomings of event-covering in five aspects. Le.. the 
limited distribution of the test statistic. the problems related to value-to-variable 
dependency, the omission of the identification of some important attribute values. 
the limitation of the interdependence redundancy measure. and, the limitation of 
the normalized surprisal measure. Besides these. it was also noticed that event- 
covering cannot yet go to Iiigher order easily. This problem remains in the Prob- 
abilistic Inference Technology or PIT proposed by Wong and Chan [97] [l6] [17] 
Pal - 
Probabilistic Inference Technology (PIT) uses two-way contingency tables and 
residual analysis to detect the dependencies between two values. One of the values 
is a known class. So FIT is a supervised inductive learning technology. Based on 
PIT. the APACS (171 inductive learning algorithm was developed. To judge if a 
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value xi is relevant to a class label cj, the two-way contingency table of a variable X 
and the class variable C is constructed. The residual of the ce11 (xi, ci) is calculated. 
If the absolute value of the residual is greater than a threshold, it is concluded that 
Xi is relevant to cj, a riile xi * cj is obtained. To determine the class membership 
of a new instance, only the relevant events in the instance are used. An information 
measure, known as weight of evidence. is calculated and compared with each class 
to decide the best classification. 
PIT is quite effective for detecting the first-order relationships in data sets. Ex- 
periments show that PIT is superior to many other inductive learning algorithms 
in classification wtien clealing with noisy dornains. The classification accuracy and 
the execution time of PIT are very satisfactory when compared to well-accepted 
methods such as ID3. a naive Bayesian classifier. A Q l l  and AQ15 (161 [XI]. But 
unfortunately, this method also has its shortcomings and deficiencies. The most 
important one is that. when higher-order relationships have to be detected, for ex- 
ample in the XOR data. PIT will not give satisfactory resultsl because PIT detects 
only first-order relations in the training data, and ignores higher-order relationships. 
Later in the inference process, PIT decomposes high order conditional probabilities 
into the product of first-order probabilities to calculate the weights of evidence. It 
is efficient only when first-order relationships are siifficient for describing the nature 
of the data  set. PIT was developed under the assumption that the class information 
is known. In a more geiieral case, it would be more desirable to see a systern which 
can detect patterns relating to any attributes. 
'PIT can be extended to solve problems with high order patterns by applying high-way con- 
tingency table analysis. 
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Summary 
Pattern discovery and analysis is a broad research area. The above discussions are 
mainly frorn the viewpoint of artificial intelligence and machine learning. Major 
lessons given to  the development of new systems frorn the preceding review are 
surnmarized as the following: 
The ability to liaridle noisy data is crucial for applications targeting real- 
world problems. Real-world data are always incomplete, inconsistent and they 
always contain noise. The assumptions of noise-free. complete or perfect ly 
supervised, are not always realistic. 
Because of the complexity of real-world problems, high order (polythetic 134)) 
patterns have to ùe detected in addition to first order (monothetic) patterns. 
Patterns involving only two variables (values) and tree generation by single 
attribute splitting are two typical scenarios that ignore high order relation- 
ships. 
An event-orieatetl approach provides more detailed information on the prob- 
lem domain than variable-oriented methods. In the inference process. they 
are also more effective. 
High order patterns need a new graphical representation to depict the re- 
lationship among events and sets of events. Such a representation scheme 
should offer a mechanism for easy knowledge re-organization or focus on a 
certain portion of the knowledge to meet the changing goal. The represented 
knowledge should be transparent and easy to visualize. understand, and han- 
dle. Probabilistic inference should be supported by the representation to cope 
with noisy domains. 
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Flexible prediction is one of the important goals of a general pattern discovery 
and analysis system. 
To scale up a pattern discovery and analysis system for large databases is not 
a trivial problem. Expensive computation and excessive memory requirement 
should be avoided. 
Chapter 3 
Pattern Discovery and 
Represent at ion 
In order to discover the inherent patterns in a database in the presence of uncer- 
tainty. a statistics-basetl technique is proposed. Evolved from event-covering 1221 
[23] [98] and APA CS/PIT [lG] (171 [lS] [97]: this technique focuses on hi& order 
pattern discovery and analysis. This research can be roughly divided into two parts. 
In the first part, a discovery engine is developed to find the statistically significant 
patterns from a given data set: in the second part. an inference mechanisrn is de- 
veloped to extract interesting associations and rules. or classify new observations. 
The focus of this cliapter is on the discovery and representation of significant 
patterns inherent in a database. 
3.1 Terminology and Definitions 
Consider that we have k1 observations or sarnples in a data set D. Each sample 
item is described in ternis of iV attributes or features, which can assume values in 
a corresponding set of iV discrete alphabets. For example. the data  set might be 
described in the form of 10-component binary vectors. where iV = 10. 
These N attributes comprise the attribute set of the training data. i.e.. X = 
{'Yl. - . : ,YN). Each variable. Xi. 1 < i 5 N. can take on values from the cor- 
responding alphabet ni = {a,'. - - - .  QI"'). 1 < i 5 iV. where m; is the cardinal- 
ity of the 2'-th attribiite alphabet. Thus. a realization of X can be denoted as 
X, = {zU. .... x N j )  1 5 j < m. where xij can take on any value from the corre- 
spondent alphabet ai. Tri this manner. each sample in the data set D is a realization 
of X. With the above tiotations. the following terms are defined. 
Definition 3.1 A priniary event of n random variable Xi (1 5 i 5 N )  is a retzl- 
kation of Xi which tnkes on a value from o;. 
The p t h  (1 5 p 5 mi) primary eveot of Xi is denoted as 
or simply xip.  For data set D. there are 
different primary events. It is assumed that two primary events, xip and xiq. of the 
same variable ,Yi are niittually exclusive if p # q. 
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Let s be a subset of integers (1, . . iV) containing li elements (k 5 N ) ,  and Xs 
be a subset of X such that 
Xs = {X$ E s). 
Then xs denotes the realization of Xs. 
Definition 3.2 A cornpound event associated with the variable set Xs is a set of 
primary events instantinted by  a realization xs. The order of the compound euent 
is IsI. 
The j-th compound event associated with the variable set XS can be represented 
by 
x: = {.-Yi = li E S. pj E (1. . mi))  
where pj is a map of j to an i-th alphabet. x): is also called the j-th realization of 
xs 
A 1-compound event is a primary event. A k-compound event has k primary 
events of k distinctive attributes. Every instance in the data set is an N-compound 
event. 
Definition 3.3 A sub-compound event of x; is a compound event xf V s' c s and 
s' # 4- 
Here, the XOR problem is used to illustrate both the primary and compound 
events. Consider that three binary attributes, A, B. and C = A@B. Each of them 
can take on two values. T or F. Thus. [A = Tl is a primary event, [A = F, C = Tl 
is a 2-compound event. and. [A = T.B = F. C = Tl is a 3-compound event. 
[A = T. B = F] is a sub-compound event of [A = T. B = F. C = Tl. 
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3.2 Pattern as Significant Event Association 
In general. a pattern can be any relation or regularity in the problem domain. In 
data analysis and data mining. such relations and regularities are descnbed by mod- 
els or rules which represent the relationship among the attributes and/or attribute 
values in the data set. Pattern discovery h a  long been studied by researchers in 
various fields. Unlike the traditional statistical methods which try to build prob- 
abilistic models of random variables. this thesis project attempts to discover the 
associations among the variable values or events. The reason for developing an 
event-based system is qiiite intuitive. In practice. it is desirable to know not only 
if random variables are related. but also how they are related. For example. if the 
standard x2 test shows two random variables are not independent. one would like 
to know which events lead to this conclusion. This "subtle" information provides 
more insights in the problem domain [47]. From the viewpoint of expert systems 
and artificial intelligence. systems dealing wit h event-based dependencies are more 
efficient than those dealinp with variable based dependencies [16] [22] [go] [9S] since 
event-based systems reqilire iess parameter estimates and meniory 
Though a pattern discovery systeni can be applied to verifi if the data set fits 
the available knowledge'. this research deals mainly with discovering previously 
unknown patterns. In other words. the goal is to understand to what extent the 
present knowledge does not cover. Hence, what is interesting are the events that de- 
viate from what is already known. In this sense, the term "significant" is introduced 
to refer to the occurrence of an association candidate event that "significantly" de- 
viates from its expectation according to the knowledge that one has or what one 
coiild best guess. If the significance is verified from certain (statistical) tests on the 
--- 
lsysterns, such as S-4s. can accomplish this task easily. 
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data set, the candidate that passes the tests becomes a significant event association: 
otherwise, it is not. 
Since the associations in a real-world database are probabilistic rather than 
deterrnini~tic~ for a certain candidate. some instances in the data set rnay suggest 
that an event is significant while others rnay not. Thus. a statistical significance 
test should be conducted on the data set with respect to the event. Such a test 
should have the common form of a statistical hypo thesis testing: 
1. Ho: Candidate ci is not significant: 
Hl : Candidate ci is significant: 
2. The decision rule lias the following fom:  
f(s) > t * Hl 
wliere f (.) can be defined according to the interest and the problem domain. Pa- 
rameter t is a threshoid normally related to a selected confidence level. 
A popular way to define f ( e )  is to assign it as the probability of a candidate. 
Tliat is, if the probability of an event's occurrence is greater than a user-defined 
t hreshold. then this event is significant . While simple. this approach is questionable. 
Since the marginal probabilities of an event are not likely to be the sarne, the actual 
probability of the event does not really reflect its significance in the data  set. For 
example, suppose that the probability of event [A. BI in a given data set is 0.75. 
1s it significant? If one chooses f (a) as the difference of the probability and the 
product of the two marginal probabilities (equivalent to the independent model). 
and if the marginal probabilities for A and B are 0.9 and 0.9 respectively. the event 
[A. BI is unlikely to be significant when the threshold is 0.2. On the other hand. if 
the probability of [A.  B] is 0.2. according to the same criteria, it is significant (the 
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difference is 0.61 whicli is iarger than 0.2). Hence. to use the absolute probability 
value of an event to jiidge its significance is biased. A better way is to  compare the 
actiial probability with its expected value. According to what is known or what is 
assumed. a probability niodel can be made to obtain the expected value of a certain 
test event. A statistical test regarding the actual and expected values will justify 
the significance of the event against what is takeri for granted. This approach is 
more objective than merely using the probabilities from the data set. In view of 
this, the test design, the default model and the properties of the selected statistic 
are the main issues and will be discussed later. 
Definition 3.4 Given n probabilistic mode1 P ( )  on the variables Xi - - -. ,Ylv. the 
expected occurrence O/ n compound event x; is the ezpected total under the default 
model PO. 
The expected occurrence of x; is denoted as e,p and can be estimated as: 
Definition 3.5 Let T be a statistical signijicance test. If the occurrence of n com- 
pound event x;i is significantlp diflerent from its expectatzon, we say that the pri- 
mnry esuents of x,' haue n statistically significant association according to T o r  sim- 
p b  they are associated. 
Definition 3.6 If a compound event x; passes the statistical significance test T .  
tue say that x). is a significant pattern. or simply a pattern. of order [SI .  
In the following discossions, the terms such as pattern, association, and signi& 
cânt event association are used interchangeably. 
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As an illustration. consider an XOR database containing 1.000 samples. Each 
primary event of this thtabase occurs 500 times. The number of expected occur- 
rences of the 3-compound event [A = T. B = T. C = FI under the independence 
mode1 is 0.5 x 0.5 x 0.5 x 1.000 = 125. The standardized residval [45] [46] is used 
to test the significance of the occurrence of this compound event. Suppose that 
the actual occurrence of this compound event is 250. The standardized residual is 
11.18. larger than 1.96. tlie value at the 95% significant level. Thus. one concludes 
tliat the cornpound everit [A = T. B = T. C = F ]  is s igni jcant ly  dflerent from its 
expectation or that tlic tliree primary events [A = Tl. [B = T] and [C = F] are 
nssociated. Therefore. ttiis compound event is a 3rd-order pattern. It is also noticed 
that the primary events [A = T ]  ancl [C = F] are NOT associated. because the 
standardized residual of the compounci event [A = T. C = F ]  is less than 1.96 (the 
expected occurrences of tliis event is 250). Thus [A = T. C = FI is not a pattern. 
3.3 Pattern Representation Using Attributed Hy- 
pergraphs (AHG) 
3.3.1 Other Representation Schemes 
Over the years: numeroiis knowledge representation schemes have been reported. 
The most popular ones are decision trees. networks. production rules and logic. 
Decision trees are a simple representation popularized by Quinlan's ID3 and 
successfully applied to inductive learning. Decision tree based systems are found in 
a wide range of application dornains. mostly in the classification-oriented areas. A 
disadvantage of the decision tree is its difficulty for liumans to interpret. especially 
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from the viewpoint of expert systems [89] and KDD systems [56].  Also, trees 
are not designed to deai with missing attribute information [891. Moreover, since 
decision trees are mainly designed for classification purposes. they are not suitable 
for multi-attribute preclictions [32]. 
Trees can be consiclered as a special case of graphs. Graph representations. 
siich as Bayesian and Markov networks, usually provide more general methods to 
represent patterns. They directly represent the first order associations between two 
nodes by links. However. as observed by Pearl [?7], graph-based representation. 
including trees and networks, cannot distinguish between set connectivity and con- 
nectivity among their elements. Hence. they are not general enough for representing 
different order patterns. 
Production rules (if-t hen statements) are mot  her scheme widely used in ex- 
pert systems and classification oriented tasks. It explicitly presents the association 
between a set of observations (left-hand conditions) and one attribute value (riglit- 
liand consequent ) . Rules are considered easier to understand than trees. However, 
in KDD applications. with changing interest. the values of many different attributes 
have to be predicted. -4s well. a huge nurnber of rules have to be obtained. This 
is sometimes impractical in the real world (1031. In this case, a scheme which can 
easily re-organize the represented knowledge for different goals of the system is 
needed. 
In addition to attribute (proposition) based representations, relational repre- 
sentations such as Horn clause (see [60] for an overview) and First Order Logic 
(see [70] for an overview) are used in the learning systems. They are very pow- 
erful and expressive fornialisms. Since they were originally designed to formalize 
mathematical reasoning and later used in logic programming. patterns in them are 
deterministic rather than probabilistic. To do probabilistic reasoning, special adap- 
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tstions have to be niade. This problem also exists in the structured representations 
siich as semantic networks. Besides, logic based representations are considered less 
comprehensible and harder to visualize than graph based representations. 
3.3.2 Representing Patterns in AHG 
Let us first give a fornial definition of hypergraph. 
Definition 3.7 (Berge 1989 [7]) Let Y = {y1. b:. - 'Y,,} be a finite set (n < 
CO). A hypergraph on Y is a family H = ( E l ,  E2. , E,) (m < CQ) of subsets of 
Y mch that 
1. Ei # 4 (i = i . 2 . - - - _ m ) .  and 
m 
2 ( J E * =  Y. 
i= l 
The elements gi : g2 E?: . of Y are cnlled vertices, and the sets El E2 - . - . E, are 
the edges of the hypergrnph. o r  simpkg. hyperedges. 
Definition 3.8 A simple hypergraph is a hypergraph H with hyperedges ( E l ,  EZ: - - - . E,,) 
such that 
Ei = Ej a i = j. 
Unless otherwise indicated, hypergraph here is referred to as simple hypergraph. 
Fig. 3.1 [7] shows a Iiypergraph with 8 vertices and 6 hyperedges. 
The order of a liypergraph H, denoted by n ( H ) ,  is the number of vertices. 
The number of edges wiii be denoted by m ( H ) .  Further, the rank of H is the 
maximum nurnber of vertices in a hyperedge and r ( H )  = m- IEj(; the anti-rad is 
1 
the minimum number of vertices in a hyperedge and s ( H )  = min IEjl. 
3 
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Figure 3.1: k Hypergraph with Eight Vertices and Six Hyperedges 
For a set J c (1 .2 .  - -. m),  the family 
is called the partial hgpergraph generated by the set .J. The set of vertices of H' is a 
non-empty subset of X. 
For a set A c Xo the famiiy 
is called the sub-hypergraph induced bg the set A. 
Definition 3.9 An attribute of a hypergraph s a data structure associated jwith a 
hyperedge or a vertex. 
Definition 3.10 An attributed hypergaph or  AHG is a hypergraph such that each 
of its hyperedges and uertices has an attribute. 
In AHG representation (951, each uertex represents a primary event. Each pat- 
tern or statistically significant association is represented by a hgperedge. The rnnk 
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(an t i - rad)  of a hypergrnph is the highest (lowest) order of the patterns detected 
from the database. For Lin event e ,  the star H ( e )  of hypergraph H with center e 
represents all the patterns related to the event e.  Let A be a subset of al1 prirnary 
events, the sub-hypergraph of hypergraph H induced by A represents the event as- 
sociations in A. The following list gives some hypergraph terminologies and their 
corresponding meanings in pattern representation: 
- Each vertex of a Iiypergraph is a primary event of a data set: 
- Each hyperedge represents a pattern (significant event association) in the data 
set; 
- The order of a tiypergraph is the number of primary events appearing in the 
data  set: 
- The rank of a hypergraph is the highest order of the patterns detected from 
the data set: siniiiarly. the anti-rank is the Iowest order of detected patterns: 
- For a primary event xij. the star H(xij) of hypergraph H with center z, 
represents al1 the patterns related to the primary event xi,. 
- Let A be a subset of al1 primary events, the sub-hypergraph of hypergraph 
H induced by A represents the associations among the primary events in A. 
The attributes of both the vertices and the hyperedges depend on the applica- 
tion and the pattern ciiscovery algorit hm applied. Necessary information for the 
later inference process sliould be incliicled. For the system discussed in the following 
chapters, the attribute of each vertex is the marginal probability of the correspond- 
ing primary event. The cittribute of each hyperedge contains the probability of 
the compound event. the expected probability of the compound event. and the 
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probabilities of sub-conipound events one order lower. Al1 of these attributes will 
be useful for the inference process. Therefore, hyperedges depict the qualitative 
relations among their elementary vertices, while the attributes associated with the 
hyperedges and the vert ices quanti& these relations [103] [95]. 
Within the AHG frnniework. to nianipulate patterns is to operate on the hy- 
peredges. vertices and tlieir attributes. To re-organize knowledge is to select sub- 
liypergraphs according to the current system goal. If a new instance is to be classi- 
fied against a field XI. oiily the hyperedges containing an event of XI are interesting. 
If the system is later askcd to find the patterns related to event X2 = True. only the 
hyperedges containing tliis event are focused on. Because there are a good number 
of mature algorithms on graphs, these operations are expected to be computation- 
ally efficient. As indicated by Agrawal. Imielinski and Swami [2], most database 
mining problems can be claçsified into three categories: association. classification. 
and sequence. In the .4 HG framework. associations among events are represented 
as liyperedges. When class labels are considered as a special field, classification 
can always be treatecl ils iising patterns related to tliis special field to predict the 
class membership of a. iiew object. The sequential problem is just a special case of 
associatioii with a time tag attaclied. 
Operations on an AHG are application dependent. Basic operators include 
Constmct() which constructs an attributed hypergraph from a database. High- 
estorder() and LowestOrder() which find the higliest (lowest) order of detected 
relationships, FindRelntion() which extracts al1 the patterns related to a specified 
event, and Fin&ubEoent() which extracts al1 the patterns that contain a given 
composite or its non-empty sub-composites. The last operation Ends al1 the com- 
pound events which are considered relevant to the inference process frorn a set of 
facts. 
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Fig. 3.2 shows the AHG representation of the patterns in the XOR problem. 
In total, there are six vertices and four hyperedges. Each hyperedge represents 
a pattern. The attribotes of both the vertices and the hyperedges are shown in 
brackets. Hyperedges qiialitatively represent the associations among events while 
the attributes describe the numerical properties of these association patterns. The 
significance level of each hyperedge is calculated by its observed and expected oc- 
ctirrences. Notice that the AHG in Fig. 3.2 shows chat there are only third order 
patterns in the XOR problem. 
(O:  30. e: 125. t: 1.96; io: 250. e: 125. r: 1.96; 
sub-comp. events: 
ISO.2511.30) 150.750.750) 
(O: 250. e: t 25. r: 
subcomp. rvents: 
\ (O: 750. r: 13. t: 1.96; 250,750.250) 
sub-comp. events: 
Figure 3.2: AHG Representation of XOR Patterns 
Using the AHG representation. the pattern discovery process can be seen as an 
AHG generating process. 
3.3.3 Summary of the AHG Representation 
The attributed hypergraph is chosen as the proposed representation scheme for the 
following reasons. 
First, because liigh order patterns which induce more than 2 events are the major 
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concern, a framework which is capable of representing the relationships among 
multiple events has to be iised. Another reason is that, in probability inference and 
many other AI techniques. network representations are extensively used. Networks 
are graphs which can be considered a special case of a hypergraph. Networks 
explicitly show the relationships between two nodes. It is very difficult for networks 
to represent the relationship among 3 events. any two of which are not related. To 
illustrate the problem. let's consider an experiment 1771 with two coins and a bel1 
that rings whenever the outcornes of the two coins are the same. If one ignores the 
bell, the coin outcornes. say Cl and &. are mutually independent, but if the bell (B) 
is noticed, then learning the outcome of one coin should change the opinion about 
the other coin, whicb nieans Cl and & are no longer independent. How then can 
one represent, using a graph (or networks), the simple dependencies between the 
coins and the bell. or between any two causes leading to a common consequence? If 
the naive approach is tsken and links are assigned to (B.  Cl) and (B, C2),  leaving 
CI and C2 unlinked. tlie graph Cl-B-G is obtained. This graph suggests Cl and 
Cz are independent given B. If a link is added between Cl and &, the graph turns 
into a complete graph which no longer reflects the obvious fact that the two coins 
are genuinely independent. 
In practice, these kincls of dependencies exist everywhere. Over the years. di- 
rected acyclic graphs have been introduced to represent such dependencies. AL 
though the directed acyclic graph representation is more flexible than the undirected 
graph representation. and it captures a larger set of probabilistic independencies. 
there are still some important shortcomings. First. not ail the dependencies that 
are representable by tlie undirected graph can also be represented by the directed 
acyclic graph. Second. computational and representational complexities would rise 
compared to undirected graph representations. Third, the directed acyclic paph  
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cannot represent the type of dependencies inducecl by probabilistic models [77]. 
Pearl [77] concludes: 
...... no graphical representation can distinguish connectivity between set 
jrom connectiuit?j among thezr elements. In other words. in both directed 
and undirected grnphs. separation between two sets of vertices 2s defined 
in t e m s  of painu%se separation between their corresponding individual 
elements. In probabilitg theory. on the other hand. independence of 
elements does n ot imply independence of sets. . . . . . . 
In the proposed attributed hypergraph representation. however, higher order 
relations are not inducecl by lower order relations. This representation does not de- 
pend on pairwise links. The hyperedges are sets that show the associations m o n g  
their elements which can also be sets. Yet, the basic element of the proposed hyper- 
graph representation is iiot a. variable but a primary event. That is. dependencies 
occur among events and not variables. In the bell-coin experiment, if the bel1 
can make 3 kinds of soiind. only the first kind of sound. Say bcep twice, indicates 
wliether or not the outcomes of the two coins are the same. Other signals have 
notliing to do with the coins. (Perhaps they indicate situations of other events.) It 
is tlie event [B = beep twice], not B. that relates the outcomes of the coins. In hy- 
pergraph representation. the hyperedges of [B = beep twice. Cl = head, C2 = head] 
and [B = beep twice, CI = tuil, C2 = tuil] show the relationships among t hem. 
DiEerent sizes of tlie hyperedges reflect different levels of generalization. The 
larger the number of vertices in a hyperedge, the more details a concept (pattern) 
coiitains. The hyperedges of smaller sizes often represent more generalized concepts 
(or patterns). One aclvnntage of hypergrapli representation is that it allows easy 
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movement among different levels of generality, which cannot be done (or only with 
great difficulty) by grapli or network representatioos. 
The procedure of constructing an at tributed hypergraph is totally "transparent" 
to the world. The patterns of various orders along with the intermediate states of 
this procedure are returned. Hence. the learning is "transparent" [39]? and not a 
blackbox. The "transparent" property of AHG representation provides the ability 
of supporting acquisition of different levels of patterns and that of recording the 
intermediate states. The AHG representation is conceptually efficient. Just as 
with other graphical representations. a variety of mature algorithms can be directly 
applied to achieve goals siicli as searching, matching and transforniing. The AHG 
representation is also computationally efficient. 
In summary. the at tributed hypergraph representation can directly reflect the 
nature of the data set. The patterns encoded in an AHG are of different orders 
according to how mucli detailed information they contain. Along with the at- 
tribotes assigned to eacli vertex and hyperedges. AHG provides a framework for 
future reasoning and inference. The AHG representation permits the encoding of 
both conceptual and relational descriptions a t  many levels of abstraction to exist 
simultaneously within the framework. This property is extremely desirable when 
forming conceptual clustering algorithrns [61]. At the event level, an AHG captures 
the basic associations aniong the events in the given data set and avoids many 
shortcomings of other graphical representations. Unlike the blackbox approaches. 
the AHG representation makes the patterns easy to understand and visualize a t  
difFerent abstraction levels corresponding to their orders. 
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Figrire 3.3: Associations in XOR Data Set 
3.4 Different Order Patterns in a Data Set 
A real-world database iisiially contains different order patterns. Due to the statis- 
tical nature of the pa t t~rns  in a real-world database. the existence of higher order 
patterns does not nieaii the existence of lower orcler patterns and vice zrersa. In 
otlier words. high order patterns canriot be synthesized from their low order pat- 
terns; they can only be found by testing the candidates of that order [103]. This 
is why some learning niethods which deal only with low order relationships do not 
work well with data enibodying high order patterns. A typical example is the XOR 
problem, where only 3rd-order patterns but no 2nd-order ones exist (Fig. 3.3). 
In a database: the significance of a compound event can be measured by its 
frequency of occurrence against its expectation. In Fig. 3.4. a database table is 
characterized by iV fields. The rectangles show the frequencies of the prirnary 
events. Event [XI = Al]  is associated with event [& = Bi] since the CO-occurrence 
of tliese two events are significant. The same thing happens to event [,Y1 = Al] 
and [X4 = Dl. but iiot [XI = A,] and [X3 = Cl] because of less significance. 
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Figure 3.4: Associations in Database 
[XI = Al. X2  = Bi. /Y4 = D] and [XI = A3. X2  = B3. X3 = C2] are al1 third order 
associations. The difference is that there are no second order associations in the 
compound event [ X I  = A3, X2 = B3. & = C2]. 
Fig. 3.5 shows sonie generalized cases of different order significant associations. 
The upper part of each case in this figure depicts the primary event occurrences 
and their pairwise associations in the data set. wliile the lower part furnishes the 
hypergraph representation of the associations aniong those primary events. In 
Case 1. there exist two second order patterns, [A. B] and [B. Cl' but no third order 
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pattern. In Case 2, the third order pattern [A, B, Cl and two second order patterns 
[A. BI, [A, C] exist. but there is no significant association between B and C. Case 
3 shows a situation where the third order pattern [A ,  B, C] exists. but there is no 
second order association between AI B and C. Case 4 depicts a contrary instance 
wliere al1 of the three second order patterns, but not the third order pattern. exist. 
Case 5 presents the state in which the third order pattern [A ,  B: C] and al1 of the 
three second order patterns [A, BI, [B. C] and [A .  C]  exist. 





Secorid Order ksociution 
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Figure 3.5: Different Orders of Significant Event Associations 
In general, if x; is a k-th order pattern in data set D, any 1-th order (1 < k) 
sub-compound event of x; may not necessarily be a pattern in D [95] [103]. An 
example can be taken from the XOR problem. Note that [A = T, B = T7 C = FI 
is a 3rd order pattern. but none of the sub-compound events [A = T. B = Tl. 
CH.4PTER 3. PATTERN DISCOVERY AND REPRESENTATION .5 6 
[A = T ,  C = F ]  and [B = T. C = F] are patterns. Case 3 of Fig. 3.5 shows such 
a situation. Conversely. even if al1 its (k - 1)th order sub-compound events of a 
given k-th order cornpound event 3 are patterns. $ itself may not necessarily be 
a pattern. Case 4 of Fig. 3.5 portrays such a situation. Hence, whether or not a 
compound event is a pattern cannot be deterrnined by examining its sub-compound 
events and vice versa. This implies tliat, in general. higher order patterns cannot 
be synthesized from the lower order ones [95] [103]. 
3.5 Residual Analysis for Significant Associations 
3.5.1 Detection ofDeviation 
As observed earlier. to tliscover patterns is to unearth the regularities previously 
unknown. or in other worcls. to Bnd the regularities that significantly deviate from 
the current knowledge or what one can best guess. If the current knowledge is a 
pre-assumed model of the domain. patterns are those events which may not follow 
the model. 
The most traditional approach to determine if a pre-assumed probability model 
is consistent with the given data set uses the Pearson X-square (x2) statistic to 
provide an overall test of goodness-of-fit. It has the form oE 
where oi is the actual count of event i and ei is the expected value of oi under 
the proposed model. An alternative test is the likelihood-ratio X-square (or L2)  
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statistic: 
where oi and ei bear the same meanings in Eqn. 3.3. 
Other statistics can also be found to perform a similar overall test as X2 and L' . 
The problem with these variable-based statistics is that none of them can give any 
specific information on the nature of cleviations of the pre-assumed model from tlie 
actual data set [45]. 
Since this study concerns the events which are significantly different frorn the 
pre-assumed model. an event based statistic has to be applied to analyze the de- 
parture of an event from the model. In the feature space of the domain. eadi 
compound event c m  be illustrated as a hypercell in the space whose axes are the 
involved attributes. Fig. 3.6 shows a ttiird order compound event x; ([xll. r 2 ~ :  ~ ~ 1 )  
of attribute XI: ,Y2 and &. The three shaded squares represent its second order 
sub-cornpound events. .\ny instances in data set D satisfying XI = xll .  X2 = 2 2 1  
and ,Y3 = fa11 into this cell. A statistical significance test on this ce11 will 
determine whether x: is a pattern or riot. 
Considering a k-conipound event x;. one would like to determine if it is a pat- 
tern by investigating wliether or not the number oE instances falling into this ce11 
significantly deviates from what is espected based on a default model. In statis- 
tics. the residual is widely used to investigate how a mode1 fails. Residuals provicle 
indications of which individual frequency counts are larger or smaller than the ex- 
pected under the pre-assumed probability mode1 [4'7]. Residual analysis is an event 
based analysis that examines individual events instead of the random variables as a 
whole. Thus, subtle information of specific events can be provided. In practice. the 
relations among events are more interesting than tliose among variables [go] (1021 
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Cornpoctnd evenr = ( x,,, x , ,  x, ) 
Figure 3.6: .4 Third Order Compound Event 
[103]. For example. we woiild like to know if an injury in the upper back is asso- 
ciated with the Supply and Service department. more than just if that injury type 
is related to a certain department of a Company. Much of such subtle information 
niay have escaped the tiser's awareness. The discovered patterns could significantly 
enliance current system management and performance. 
Definition 3.11 The residual of an  event x; against the pi-e-assumed model in 
D is dejined as the digerence between the actual occurrence of the event and its 
ezpected occurrence. That is: 
d,' = O,. - ex* (3.5) 
J 
lvhere O,. is the actual count of euent x; in D. and ex. is the expected occurrence 
under the pre-assumed rnodel. 
According to Wrigley [105]. the absolute difference between the observed and 
the expected frequencies. Iox. - e e  1, cannot be employed for evaluating the relative 
size of the discrepancy I~etween O,? and ex= because the absolute difference may be 
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affected by the marginal totals. In practice, the residual is first standardized before 
any analysis is conducted. 
Definition 3.12 (Haberman, 1973 [45]) The standardized residual z e  of event 
x: is defined as the ratio of its residual and the square mot of its expectation. That 
With a little additional computation. one can use the adjusted residual other 
t han the standardized residual in the analysis. 
Definition 3.13 (Haberman, 1973 [45], 1978 [47]) The adjusted residual r,. 
of event x; zs defined as: 
where c,p is the ,variance o j & .  
The difference of the statistical properties between 2 and r wi 
following section. 
11 be discussed in the 
Using residuals to a~ialyze the occurrences of an event. the process can be divided 
into three steps: 1) a tlefault probabilistic model is assumed: 2) the residual is 
calculated; and 3) a statistic test is conducted to draw the conclusion whether or 
not the event under test deviates froni the default model. 
3.5 .2 Properties of Residuais 
Residuals provide a quaiititative measure to determine how an event deviates from 
the default probabilistic model. Yet Iiow large is a residual when the deviation of 
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the event is considered significant? To answer this question, the distributions of 
standardized and adjusted residuals are studied. 
The distributions of the residuals are related to the pre-assumed models. In 
stat istics, the majority of interesting models for categorical data are log-linear mod- 
els. A family of log-linear models is often referred to as an ezponential family. 
Consider a random vector X containing N random variables. The random vector 
X lias mean e = {ei(l 5 i 5 N}. We assume ei is positive for each i .  Thus for 
each i, logei is well defined. Tlierefore. if p = {10gei(l 4 i 5 N ) ,  then p E 'RN. 
In a log-linear model. it is assumed tliat p E 13. where f is a pdimensional linear 
manifold contained in RN and O < p 5 q. where q 5 N .  In other words, the 
logarithm of a probability model P(xlS1. . . . ! Bk). where O1 : - , Sk are k real valued 
parameters, can be represented as  [SI: 
wliere gj(), p j ( )  and h ( )  are al1 real valued functions of their arguments. The 
function K ( )  has an expression that makes P(xl&, , B i )  = 1. In Eqn. 3.8, m. 
X 
the smallest integer for which Eqn. 3.8 is possible. is called the dimension of the 
model. 
Two frequently used log-linear models in analyzing categorical data are the 
Poisson model and the multinomial model. While the Poisson models are usually 
applied to data sets wi th variable numbers of instances, the multinomial models 
are generally used to investigate data sets with fixed numbers of sarnpleso such as 
an existing database. 
Let XI, . . : Xk be multinomially distributed with parameters M and p l ,  . .pl., 
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and Eqn. 3.10 stiggests t hat the multinomial distribution Eqn. 3.9 is log-linear. 
The maximum likelihood estimates of the parameters pl. - . ph are given by the 
equations: 
X, = E [ X j ]  = ~ b f p ~ ,  j = 1. . .  . . I I  - 1. (3.11) 
The maximum likelihoocl estimates 
for the original parameters are thus found directly from Eqn. 3.11. 
The general background of residuai analysis can be found in (281 and [29]. Haber- 
man [45] 1461 discussed the properties of residuals for log-linear models. The results 
are borrowed and shown below without giving the proof. 
The data set D can be represented as an N-dimensional contingency table where 
N is the number of attributes. The size of the contingency table is fixed, which 
means that the dimension and the size of the table does not change when the 
number of instances M in D changes. For a given data set, since we know exactly 
how many attributes we have and we assume the clomain of each attribute is also 
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known. the size of the contingency table for the data set is always h e d .  In this case. 
if the chosen model for the domain is log-linear and the model holds for the data 
set. the standardized residual in Eqn. 3.6 has an asymptotic normal distribution. 
The mean of the normal distribution of standardized residual is O and the variance 
is given by 
If c,. > O and & is the maximum likelihood estimate of ex.. The adjusted residual 
illustrated by Eqn. 3.4 lias an approximate asymptotic normal distribution of zero 
inean and unit variance [46] [4ï]. If the marginal coitnts are much smaller than the 
total number of instances. the st andardized residuals and the adjusted residuals are 
similar. 
When the distribution of the adjusted/standardized residual of a compound 
event is known, it caii be determined whether or not a candidate significantly 
deviates from the dehiilt model. Let LIS consider a L-compound event x,'. Whether 
or not x$ is significant can be determined by the value of its residuals. If the absolute 
value of its adjusted residiial r , ~  exceeds 1.96. then. by conventional criteria. it can 
be concluded with a confidence level of 95% that the difference between O,; and exa 
is significant. The default model does not hold for this eveot. If the true value of 
rx? exceeds 1.96, it can be concluded that the primary events of x: are "associated" 
arid will likely occur together, with a confidence level of 95%. In this case. x; is 
referred to as a positive event association. If the true value of r 9  is Iess than -1.96. 
it can be concluded tliat the primary events in x: are unlikely to CO-occur. It is 
then referred to as a negative euent associatzon. 
This analytical metliod applies to both standardized and adjusted residuals. If 
the marginal counts are much smaller than the total number of instances in the 
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data set, the standardized residual is suggested as the analytical parameter since 
it requires less computation. The variance will not be estimated. If this condition 
does not stand or there is DO means to jus t ib  such criteria: adjusted residual should 
be iised since it is more acciirate. 
Based on residual analysis. this association detecting process is qualitative in 
that it determines whetlier a compoiind event is a significant association or not. 
It is also quantitative in tliat the significant level dong  with the probabilities are 
calculated and recordecl. 
3.5.3 Parameter Estimation 
According to  Eqn. 3.7. tliere are two parameters to be estimated for a compound 
event given data set D before the value of the adjiisted residual can be calculated. 
One is the expected occiirrence of the candidate event and the other is the variance 
of its residual d. 
To estimate both parameters. a default mode1 has to be chosen first according 
to the problem domain and the available knowledge. If a priori knowiedge about 
tlie domain is not available. normally a mode1 assuming the independence of the 
rùndom variables is seiected. In practice, when the number of variables are large 
(greater than three). a large number of relationships among the variables may be 
considered. To conduct residual analysis in this high dimensional situation. multi- 
nomial hierarchical models are always engaged [47]. This is because liierarcliical 
models provide a general tool for the examination of contingency tables in which two 
or more variables are cross-classified. Such models are based on a general metliod 
of parameterization coninionly encountered in the analysis of factorial tables. Witli 
the hierarchical models. the independence situations of the variables can be easily 
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interpreted. 
Here three variables are used to show the properties of hierarchical models and 
the parameter estimation of residuals. The results can be easily applied to domains 
with more variables. For a detailed discussion of hierarchical models. please refer 
to Appendix A or [4?]. 
In a three-variable case. each third-order compound event is a hypercell in the 
feature space (see Fig. 3.6). The space can be represented as a three-way contin- 
gency table of three variables A? B and C with finite length L. width W and height 
H respectively. Let us consider a generic hypercell indexed as ( 2 ,  j, k): 1 5 i 5 L. 
1 5 j < UT and 1 5 X: 5 H. If ei,k is the expected value of the actual coiint O i j k .  
the hierarchical models have the form: 
wliere al1 the A I ' S  are iiiiique parameters that satisfy: 
A B C ,  = C A ~ = C A ~ ~ " = C A $ ~ ~ = C X $ ~ ~ = C A ~ ~ ~  -0. (3.15) 
j k i j k 
As in the analysis of variance. the is called the main effect for variable A, the X U B  
are A x B interaction. and the X$fC are A x B x C interaction. The A , % ~ ?  XZc 
are the two-factor interactions, while the A$fC is the three-factor interaction. If 
no restrictions are imposed on the A-parameters, Eqn. 3.14 and Eqn. 3.15 specify 
a saturated mode1 [42]. 
In other hierarchical models, sonie A-parameters are set to O. The hierarchical 
restriction is followed siich tliat. if aiiy A-parameter with superscript S is set to O. 
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then any A-parameter of the same or higher order is set to O. Here a A-parameter has 
the same or higher order if its superscript contains each letter of S. For example. 
one may assume A$fC is 0, which leads to a model of no three-factor interaction 
If A c B  is set to O. A$fC has to be 0' so that 
On the other hand, the nssumption 
does not yield a hierarchical log-linear model, since the is assumed to be 0, the 
A? must also be O. 
Hierarchical rnodels are an attractive family of models for high-way contingency 
table analysis because of their simple interpretations. As Birch [SI and Goodman 
[42] note, in a three-way table, except for the model of no three-factor interaction. 
each hierarchical mode1 is equivalent to one or more hypotheses of independence, 
conditional independence. or equiprobability (see Appendix A for details) and the 
model of no three-factor interaction can be interpreted in terms of comparison of 
cross-product ratios in several two-way tables. Some computational convenience is 
associated with hierarcliical models. Maximum-likelihood estimates and adjusted 
residuals for hierarchical models can be found without recourse to iterative corn- 
putation, except for the model of no tliree-factor interaction. These properties can 
be easily generalized for higher order analysis [47]. 
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In practice, if there is no a priori knowledge on the problem domain, the best 
we can guess is an inclependent model which assumes that the random variables 
describing the domain are mutually independent?. In such a case. the log-linear 
hierarchical models in Eqn. 3.14 and Eqn. 3.15 degrade to 
so that al1 two-factor and three-factor interactions are assumed to be O .  
In analyzing a data set D. it can be assumed that the number of instances M in 
D is fixed, so that the liypercells in the table have a multinomial distribution with 
sample size M 3 .  For convenience, the probability of the cell (i, j' k) is denoted as 
P i j k  and the marginal probabilities as pf , p: and p: respectively. 
The model in Eqn. 3.16 holds if and only if A, B and C are mutually independent 
(see [42] for proof). so tliat 
A B C  
p i j k  = Pi p j  p k  (3.17) 
The maximum-likelihoocl estimate of e i j k  is 
where of ,  of and of are marginal counts and $. # and cf are the maximum- 
likelihood estimates of the respective marginal probabilities. Since M is fixed. the 
% the domain knowledge leads to other models instead of the independence modeI, and the 
model is still log-linear, the properties of residuals discussed above still stand, but the follonring 
parameter estimations shoiilcl be revised to fit the actual model. 
30ne  may also consider the case in which M has a Poisson distribution with mean m. This is 
helpful when deveioping an incremental system with changing samp1e size. 
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table has a multinomial distribution. We have 
The maximum-likelihood estimate of the variance ejh of residual o i j k  - eijr. is 
more complicated. Fortunately, since the independence model is decomposable. 
t here is an explicit solution from sufficient marginals to the maximum-likelihood 
estimate of the variance [46] [SI. Only the results are presented here without proofs. 
Under the independence model, the nicurirnum-likelihood estimate of residual vari- 
ance can be calculated as 
From Eqn. 3-18. Eqn. 3.19 and Eqn. 3.21. paranieters to calculate the adjusted 
residual of three variables can al1 be estimated based on marginal counts and total 
sample size. Since the model of mutual independence is always decomposable~ 
there is always an explicit solution to the iikeiihood equations and the estimated 
expected numbers are direct functions of the sufficient marginals (by theorem stated 
by Goodman [41] and proved by Haberman [46]). The equations 3.18 and 3.21 
for calculating expectecl occurrence and variance are generalized to higher order 
situations in the following. 
For a compound event xf  of order [ S I ,  the maximum-likelihood estimate of the 
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expected occurrence of x: given D is 
and the maximum likeliliood estimate of the variance of residual d9 can be calcu- 
With Eqn. 3.23 and Eqn. 3.24. the adjusted residual of any order compoiind 
events can be obtained tlirough marginal counts from a given data set D. 
If only second order patterns are considered as in APACS [17] which uses a 
two-way contingency table, Eqn. 3.23 can be simplified to 
where oi, is the row suni of the i-th row in the 2-way table and o+j is the coliimn 
sum. Physically. O;+ corresponds to the marginal counts of the primary event at 
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row i and o+j to the marginal counts of the primary event a t  column j. At the 
same time. Eqn. 3-24 c m  be simplified to 
The two parameters ê, and % are exactly the same as their counterparts stated 
in [17]. This shows that the method proposed here is a general case of APACS/PIT 
by Chan [16] (171. 
3.6 Algorithm for Pattern Discovery 
Tlie algorithm developed for discovering different order significant event associa- 
tions from a data set is described in tliis section. This algorithm assumes: 
1. Data set D has a finite number of instances. The instance number iM is fixed 
and previously known. This is required by the maximum-likelihood estimates 
of the marginal probabilities and expected occurrence when calculating resid- 
uals. If Pd is changing. one may use Poisson models instead of multinomial 
models to conduct the estimation: 
S. Data set D is described by N attributes (random variables). N is finite. Every 
attribute (variable) is categorical or discrete-valued. Continuous variables in 
the domain have been discretized first by discretization algorithms such as 
those in 1991 and [XI: 
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3. The domain of each attribute (variable) is available. The cardinality of each 
attribute (variable) is finite and known a priori. Together with the second 
assumption. this requirement implies a contingency table of fixed dimension. 
which is critical for the discussions in Section 3.5.2 and Section 3.5.3 to be 
correct. 
3.6.1 Overview of the Algorithm 
The objective of the pattern discovery algorithm is to find ail the significant event 
associations inherent in a given data set and generate an attributed hypergraph to 
represent the discoverecl patterns. The discovered patterns should include both the 
positive and the negative event associations of different orders. The algorithm can 
be subdivided into two phases: 
1. Find al1 the canclidate compoiind events which are likely to be significant 
given a data set. 
3. Test each candidate and determine whether or not it is significant by calcu- 
lating the standardized/adjusted residual. 
This process repeats iintil al1 possible orders are exhausted or no candidates can be 
generated. 
One can easily design an algorithm that exhaustively generates ail the possible 
combinations of the primary events a t  different orders and test their significance 
by calculating their adj ils t ed residuals. In such an approach, high-way contingency 
tables of different orders are always generated to represent the data. Each ce11 of 
the tables is a hypothesis to be tested. When the order is Iow, the performance 
of this method is satisfactory. An example is APACS [U], in which. two-way 
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contingency tables are iisecl to search for second order patterns. However. when 
the order is high (greater than 3): the contingency table approach is not feasible. 
For instance, if we have a problem with 8 variables. each of which can take on one 
of the 5 values, a t  order 3. there are totally 6,000 hypotheses to be tested with 
an exhaustive algorithm. At order 4. this nurnber increases to 43,750. Basically. 
exhaustive approaches work well only with small problems containing just a few 
attributes of small doniains. It is not realistic for real-world problems. Therefore. 
it is crucial to avoid exliaustive search in solving real-world problems. 
The algorithm proposed here generates the pattern candidates on the fly which 
allows heuristics to be applied to elirninate uninformative candidates a t  an early 
stage and remove theni from further consideration. It is outlined as follows: 
Notation: 
Number of attributes in D 
Set of al1 primary events 
primary events of attribute Xi, I < i 5 N 
AHG representation of significant associations discovered 
E is the set of hyperedges and V is the set of vertices 
Current working order 
Set of association candidates of order r 
The i-th candidate in C, 
Adjusted residual of çi 
confidence level (e-g. 2.58 for 99%) 
1. Begin Procedure detect-association( ) 
2. P : =  {aiIl 5 i 5 N )  // primary event set 
CHAPTER 3. PATTER?i DISCOVERY AND REPRESEiVTATION - , 2  
// hyperedges 
// vertices are the primary events 
T : = S  
Cr :=# 
Cr := gen-candiate(r? P. C,) 
for ( Cr # 4 AND. r 5 N ) do begin 
forall candidate Ç+ E Cr do begin 
aji := a d j - ~ e s ( & ~ )  
if (aj,l > con/ 
-4.E := A.E U { c T i }  
endif 
end 
r + +  




// initial order is 2 
// reset candidate set 
// generate candidates 
// calculate adjusted residual 
// add hyperedge to AHG 
// increment order 
// generate new candidates 
In the algorithm detect-association(). the vertex set of the initial attributed 
Iiypergraph contains a11 the primary events. while no hyperedge exists. The pat- 
tern discovery process starts generating al1 the second order candidates by calling 
genrand ida te so  with order 2. al1 the primary events and an empty set of current 
candidates as arguments. The adjusted residuals of al1 the second order candidates 
are calculated. If the absolute value of a candidate exceeds the threshold of the 
confidence level. a hyperedge corresponding to this compound event is added to the 
current attributed hypergraph. When al1 the second order candidates have been 
examined, the algorithni goes to one order higher. The higher order pattern candi- 
dates are generated by calling genrandidates ( )  again with order. primary events 
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and the lower order candidates as tlie arguments. This allows the algorithm to 
examine the lower order candidates to determine if higher order candidates con- 
taining these lower order candidates are likely to he informative. Such a mechanism 
makes it possible to elirninate uninformative compoiind events as early as possible. 
If and when no more candidates can be generated. or the algorithm has reached the 
Liighest order which is the number of variables. the process stops. The outcome of 
the algorithm is an attributed hypergraph representing al1 the discovered patterns. 
This algorithm guarantees that al1 the event associations in the attributed hyper- 
graph are significant according to their residual with a user-specified confidence 
levei. 
3.6.2 Select ion of Informat ive Candidat es 
Exhaustive search is avoided by elimiiiating the candidates which cannot be signif- 
icaiit or to which the statistical hypothesis test based on adjusted residual is not 
applicable. This approacli is called candidate seleetion. In this section, two general 
critcria for eliminating impossible pattern candidates are presented. One is based 
on the validation of the significance test, and the other is for testing higher order 
negative patterns. 
Validation of the Significance Test 
The residual analysis osed in the discovery process is based on the asymptotic 
statistical propert ies. Tliese properties stand only when the sample size is large. 
If the sample size is not large enougli. the information provided by the data set 
cannot draw a reliable concliision. 
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For a testing compound event, the requirement of a large sample for asymp- 
totic analysis is reflected as the expected occurrence of that event. Large-sample 
approximations for the adjusted residual are probably adequate if the expected oc- 
currence exceeds 25 for model validation with a conservative estimation (471. To 
detect the significance of deviation from a model. this requirement can be reiaxed. 
If the expected occurrences are smaller. the residuals can still provide information 
concerning the patterns of deviations [47]. 
Setting the thresliold for expected occurrences for a valid statistical test is a 
trnde-off between detecting rsndom combinations as associations and missing sorne 
real associations. In practice. this threshold is set between 5 and 25 depending upon 
user's choice and comrnon practice in hypothesis testing for contingency tables 
[103]. The noise level of the data set is also a factor to be considered. On the 
other hand. this threshold helps a learning system avoid the problem of overfitting. 
Higher order patterns are considered more specific than the lower order ones. At 
high order? expectations of compound events will decrease. If the expectations are 
less than the thresliold. the statistical test is not meaningful. The continuity of 
generating higher order patterns from these events is stopped so as to keep the 
detected patterns at a certain simplicity level. 
Those events for wliich statistical testing is no longer valid are not included 
in the formalization of higher order patterns. The threshold of expectation can 
then be applied to eliniinate those ineligible compound events to avoid exhaustive 
search. That is to say. only when 
ex: 2 we (3.25) 
where w, is the requirement for a valid test, higher order compoiind events contain- 
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ing x; are to be tested. 
Proposition 3.1 If the expected occurrence of a compound event x; zs e q  the 
expected occurrences of any hzgher order compound event xf such that > x! 
cannot be greater than e e .  
J 
Since qr > x;. X: can be rewritten as  : 
where r = s (J t and s n t = #. Shen. xf is the union of two disjoint 
compound everits xl and xk. According to Eqn. 3.23. we have 
Since O 5 Pr( - )  5 1. O 5 Pî(xb+)  5 1. Hence: 
The proposition is proved. 
Thus, when the expected occurrence of a compound event x; is less than a.. al1 
liigher order compound events with x; as one of their sub-compound events have an 
CHAPTER 3. PATTERN DISCOVERY AND REPRESENTATION 76 
expectation less than a,. Then, they are statistically untestable. These compound 
events should be eliminated from further consideration. 
Let us consider a database of animals. The animals in the database belong to 
seven types, mammal. 6ird. reptile. jsh. insect. amphibian and invertebrate. Sixteen 
other attributes, such as hair. feathers, eggs, backbone and milk? etc." characterize 
each animal. When the criterion discussed earlier is applied in the discovery process. 
if we found a candidate [Tgpe = reptile. Feathers = yes] has an expectation of only 
2.2. for examplel and our threshold of expectation for valid test is 5. then, there is 
no need to calculate the residuals and al1 higher orcler compound events containing 
[Type = reptzle. Feathers = yes] such as [Type = reptile, Feathers = yes. 
milk = no] and [Type = reptile, Feathers = yes. eggs  = ./es] are truncated. 
Negative Patterns 
When determining whether or not a compound event x: is a possible component 
of a higher order pattern. one should realize that there are some differences in 
handling negatively significant and positively significant associations. Negative 
event associations can be used to eliminate higher order candidates. If x; is an 
overwhelming negative pattern, higher order compound events of x; should not be 
included in the candidate set. Instead of the expected occurrence of a compound 
event, the actual occiirrence must be examined to determine whether or not a 
negative pattern is overwhelming. 
A negative pattern siiggests that the primary events in this pattern are not 
likely to occur togetlier. If primary events xip, and X j p 2  never occur together (the 
occurrence of compound event [x,, , x jP2]  is zero) in data set D l  the primary events 
"For a full List of the attributes in this database, pleclse refer to Section 5.2.3 
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If qr is more than one order higher than x;: the above step can be 
recursively applied to have the proposition proved. 13 
Given ex., to test whether or not adjusted residual d,r is greater (or less) than 
a threshold is equivalent to testing whether or not 0,. is greater (or less) than a 
correspondent threshold. Defined as  the requirement of ûxr for x: to be significant. 
6,r is calculated by 
6,; =ex: + K &. (3.26) 
where, F x r  is calculatecl by Eqn. 3.24 and K is the constant according to a fixed 
confidence level (e-g. 1.96 for 95%). 
Let x; be a pth orcler negatively significant pattern whose occurrence is O,;. Of 
al1 the p t h  order conipound events ( q  > p) which contain x; as a sab-compound 
event. according to Proposition 3.1. xf has the minimum expectation among al1 
of its sub-cornpound event. Hence, the reqiiirement of 6,1 to make x: negatively 
significant is the smallest among al1 of its sub-conipound events. Therefore, If O,? 
is less than oxf, accorcling to Proposition 3.2. al1 the sub-compound events of x: 
wtiich contain x; have occurrences less than Tliey are al1 negatively significant 
event associations. Tliirs. it is not necessary to test those compound events whose 
orders are between p and q. If q is the highest order for the data set, ail of the 
conipound events containing x; will be eliminated from consideration. 
When O,. is very small compared with eXs, it provides very strong evidence that 
the primary events in x: are not likely to co-occur. An extrenie case liappens when 
O,; is zero. In this case. the occurrence of any higher order compound event xf 
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which contains x; is aiso zero. since 
That  is to Say, if it is sure (with high confidence level) that a pattern x;i is negative. 
al1 compound events contôining x: cannot be positive patterns. From the view point 
of inference, higher order negative pattern x: provides no more information than x; 
itself. The discovery of negatively significant pattern x; makes the detection of its 
associated higher order patterns unnecessary. Hence. none of the compound events 
containing x; will be examined. This is not suggesting that higher order negative 
patterns containing x; c m  be synthesized from x: nor that x: can be determined 
as a negative pattern since there exists a higher order negative pattern containing 
x;. Therefore. using low order negative patterns to avoid exhaustive search does 
not conflict with the statement in the previous sections on the impossibility of 
synthesizing high order patterns from the lower orcler ones. 
In practice. the absolute zero occurrence requirement is usiially relaxed due to 
t h e  existence of noise. Two common practices are proposed here. The first one is 
that, when we found a negative association whose occurrence is now less tlian the 
requirement of expectation for a valicl statistical test, the higher order compound 
events will be eliminatecl. That is, if x: is negatively significant and 
the higher order compound events containing x; will not be considered. This is 
because, if Eqn. 3.28 stands, al1 the compound events containing x; will be eitlier 
negatively significant or insignificant due to the lack of information. 
The second possible criterion is more optimistic. Although there is a chance that 
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the higher order super-compound event of a negative pattern is positive5, the chance 
is rather small. This situation happens only at  high orders, and it is relatively rare. 
One can assume that sny compound events containing a negative pattern as tlieir 
sub-compound event will not be positively significant. They should be eliminated 
from the discovery process. 
It is suggested that one makes a more conservative policy if it is known that the 
problem domain is almost deterministic. For a deterministic problem, events are 
either associated or not associated. The occurrence of an overwhelming negative 
association should be zero. 
If X; is positively significant, situations can be more complicated since the higher 
order cornpound events containing x; may be positively significant, negatively sig- 
nificant, or insignificant. It is difficult to decide whether or not higher order events 
sliould be eliminated according to the occurrence of x;. In this case. only the 
requirement of expectetl occurrence applies. 
It should be notecl t h t ,  in a problem where d l  the iower order combinations 
of the primary events are uniformly distributed, this criterion will not take effect 
until the highest order is reached. The XOR problem is an example. Before the 
third order is reached, none of the patterns are detected and none of the candidates 
are deleted. For such problems, exhaustive search is not avoidable without domain 
knowledge. 
An Algorithm for Candidate Selection 
Combining the two techniques mentioiied above, the algorithm of generating testing 
candidates can be summarized as follows: 
"The occurrence of sudi a negative pattern has to be greater than w, 
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Notation: 
N Number of attributes in D 
ai primary events of attribute ,Yi, 1 5 i 5 N 
T Ciment working order (r 2 2) 
Cr Set of association candidates of order .r 
CL Set of new candidates of order r 
ci Any candidate in a specific candidate set 
con f Confidence level (e.g. 2.58 for 99%) 
th,reshoid Threshold of expected occurrence 
eci The expected occurrence of candidate 
Input: 
r:  current order 
P: set of al1 primary events 
Cr: set of candidates at order r 
10. 
II. 
Begin Procedure gen-candzdate(r, P. Cr) 
CL, := 4 // new candidate set 
if Cr = 4 // order 2. generate al1 pairwise combinations 
forall 1 5 i, j 5 N ,  i # j do 
forall 1 < p 5 mi and 1 5 p 5 m j  do begin 
c' := [c(, $1 
c:+, := c:,, U{c') 
end 
else // when order larger than 2. generate candidates on the fly 
forall q E do begin 
if eCi 5 threshold // occurrence l e s  than threshold 
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continue // exclude it from consideration 
else if adj-res(e)  < -con f // negative association 
cont inue // exclude it from consideration as well 
else // generate higher order candidates 
forall 1 < _ j  <_ N , j  f i  do 
forall I 5 p 5 mj do begin 
d :=GU$ 
if c' # CL, 








The algorithm gensandidate( )  generates cornpound events as pattern candi- 
dates from al1 the priniary events anci a set of initial compound events which are 
m e  order lower. An enipty initial candidate set indicates the beginning of the dis- 
covery process. All the possible combinations of two primary events of different 
attributes are generated and put into the new candidate set. When the order is 
greater than 3. the candidates are generated on the fly. In this case. old candi- 
dates are picked up from the initial candidate set a t  one time and new candidates 
are generated based on the picked event. For any compound event x: (ci in the 
pseudocode) of order 1- in the initial candidate set. it contains T primary events of 
r different attributes wliose indices are in S. If the expectation of ci is less than 
the threshold for a valid statistical test. the expectations of al1 the liigher order 
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compound event containing y will also be less than this threshold, hence, no higher 
order candidates will be generated from the compound event c+ This heuristic 
corresponds to the first critenon discussed in this section. If y is a negatively 
significant compound event. no higher order candidates will be generated from s 
either. And this corresponds to the second criterion. 
If none of the two criteria can be applied to candidate 4. every primary event $ 
which is not in q and j is not in s will be added to c, to generate a new candidate 
one order higher. Such candidates will be put into a candidate set and output to 
tlie discovery process. Additional domain knowledge for candidate selection can 
also be applied before tlie generation of higher order candidates for more efficiency. 
Fig. 3.7 shows the process of the discovery algorithm with candidate selection. In 
the figure. the black rectangles represent the compound events from which no more 
candidates will be generated. This process can be seen as a concept specialization 
procedure. At lower order. the significant patterns are more general compared 
with the higher order ones. With the order going higher. concepts (patterns) are 
more specific. Such a process stops when not enoiigh samples verify the statistical 
significance or when further specification is not necessary. They are guarded by the 
two candidate selection techniques. 
The  criteria discussed here are general enough to be applied to any problem 
domain. For a particular application. however, when domain knowledge is avail- 
able. more efficient heuristics may be found to truncate the searching space. Such 
heuristics can be applied together with those discussed earlier. For example, in 
a da ta  set, if it is known that one attribute is correlated with another attribute 
(e.g. A = T B ) ,  we can just eliminate one of the two attributes from the discovery 
process. This will definitely speed up the discovery process. In the zoo database 
of animals, if the rule Type = mammal Backbone = yes applies. froni a 
I Negative pattern w ithout decendrints / 
(Higher Order Candiates) 
4th Order Candiates 
3rd Order Candidates 
2nd Order Candidates 
Primary event 
Prirnary Event Eleminated Candidate 
1 Pattern Candidate Statisticai Significant Pattern 
Figure 3.7: Candidate Selection in Pattern Discovery 
compound event containing Type = rnammal as a primary event. no higher order 
candidate with Backbone = yes will be generated. When such rules are avail- 
able, the gen-candidate0 function can accommodate this information for further 
truncation of the search space. 
3.6.3 Analysis of Complexity 
The previous section gives some practical methods for eliminating the impossible 
combinations a t  lower orcler before they are considered as higher order candidates. 
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Nevertheless, some comments on complexity in the general case are given here. 
To investigate the complexity of the pattern discovery algonthm. let us con- 
sider a data set described by N m-ary attributes6. The total number of possible 




where k indicates the order and Or- denotes the total number of primary event 
combinations a t  order k. As an example. if we have 10 attributes each of which can 
take on one of 3 possible values. there are 346.710 possible combinations. From a 
practical point of view. it is quite impossible to have enough data or computational 
resources to manage tliem. Hence. techniques are developed to "prune" the set of 
possibie pattern candidates considerably as earIy as possibie. 
At the k-th order. we have 
since t here are sets of variables of size k and m"ossible primary events 
for each variable set. Let 
Eqn. 3.31 gives the ratio of the number of pattern candidates of order k to the 
number of candidates of order k-1. When (k becomes less than 1, the number of 
6This analyzing idea w w  dso used by [S9]. 
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higher order pattern candidates fails off rather than increases. Le.. when 
As the order of the patterns increases from k = 2 and upwards. the size of 
the search space increases. When k is small compared to N. the size increases 
geometrically (see Eqn. 3.31). O of Eqn. 3.29 can then be rewritten as 
where 
The complexity of an algorithm which exhaustively searches high order patterns 
is O ( P )  = N - mN. If we --prune7' the uninformative candidates as early as possible 
jiist as stated above. the algorithm will have complexity 1891 
where vj < C j -  A practical algorithm will have vj < 1 for k greater than a small 
fraction of N .  
The complexity of the proposed method cannot be determined exactly since it 
highly depends upon the nature of the input data. The complexity analysis above 
is for the worst case of this method. For data sets in which only the lower order 
relations exist. the proposed method will stop searching for higher order candidates. 
Generally. exhaustive searching is not necessary. Only in the worst scenario where 
al1 the highest order patterns have to be detected is exhaustive search unavoidable. 
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For example, the worst case occurs for the pathological case of a set of N binary 
attributes whose M-tli order joint distribution is entirely uniform [103]: i.e. al1 
transition probabilities are equal to 0.5. In this case. none of the pattern candidates 
are significant from their expectation. In the XOR problem. for example, before the 
third order is reached. no patterns can be found. The lack of quantitative results on 
the complexity of the proposed method reflects the well-known inherent difficulty 
in quant ihng  the complexity of .'open-ended'? Iearning problems [89]. 
-4 probabilistic analysis based on the average performance over a11 possible in- 
put data  sets is too dificult to  carry out without invoking unrealistic assumptions 
concerning the nature of the input data sets. The best that can be done is to invoke 
the argument that as pattern order increases. the simplicity of the hypothesis on 
a compound event to Lie a pattern decreases to the extent that their probability 
of occurrence is very sniall. With rd-world problems. it is believed that signif- 
icant associations are sparsely scattered rather than uniformly distributed in the 
hypothesis space. especially when the order is liigli. Since insignificant patterns 
are eliminated at early stages. only a subset of al1 the pattern candidates is under 
consideration. Thus. the smaller the set is. the more efficient the algorithm will be. 
In practice, Ml the number of instances in the database, also influences the 
computational complexity. n/I imposes an upper-bound on the order of candidate 
patterns to be detectetl. and therefore prevents the algorithm from going to high 
order cases where testi~ig is no longer statistically valid [103]. Since the residual 
analysis used here is originally adopted from a contingency table, a bound of the 
order given a fxed saniple size can be computed by considering the contingency 
table for the same variables which constitute a certain compound event. One should 
bear in mind that the sample size sliould be large enough to keep the assiimption 
of normal distribution valid for the testing cell. A safe estimate of tliis sample size 
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i€s 
where mi is the alphabet cardinality of the variable Xi which is involved in the 
cornpound event x;. w, is the minimum requirement of the expected occurrence of 
a ce11 for a valid significant test. This implies that. for a reliable statistical test of a 
k-th order compound event. the sample size should be larger than the product of the 
total number of cells in the corresponciing contingency table and the lower bound 
of the expected occurrence. Therefore. the complexity of the proposed algorithm 
turns out to be: 
wliere qj has the same definition as that in Eqn. 3.34. and K is the highest order 
bounded by M t  K 5 X. 
Basically, the searcli in the proposed rnethod c m  be seen as a "test-and-discard" 
search. It searches the liypothesis space of patterns for statistically significant event 
association. If each possible compound event is a point in the searching space. the 
algorithm, in the worst case. visits each point once. When the elimination criteria 
are applied, the searching space is pruned. These techniques work well especially 
when the significant event associations are sparsely scattered in the hypothesis 
space. 
Chapter 4 
Pattern Analysis and Inference 
The pattern discovery algorithm discussed in the previous chapter can detect nu- 
merous significant event associations inherent in a data set and render an attributed 
hypergraph a s  the structure of the discovered patterns. But when this system is 
used to analyze a specific problem domain, not al1 the patterns are interesting at 
a particular time. Ttic discovery of interesting patterns of data is essentially an 
egocentric activity. Wliat is interesting to one user may or rnay not be interest- 
ing to the others. For example, the user may be interested in the most important 
associations in the data set instead of al1 the patterns, or the user needs to deter- 
mine the attribute value of ri. new observed instance. To undertake these tasks, the 
discovered patterns are sorted. grouped and/or picked up for further analysis ac- 
cording to the user's qiieries or constraints. Such qiieries and constraiiits corne from 
the user's specific interest and knowledge of the domain. One example of domain 
knowledge is the concept hierarchies as used in DBLearn [13] [49] [50]. When such 
knowledge is not availeble. user's interest is usually represented as the selection of 
specific attributes to which the patterns are related. 
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In this chapter. two common tasks in data analysis and database mining are 
examined. They are the Best-N problem and the Missing- Value problem. The Best- 
N problem regards the selection of the most informative association rules from the 
patterns found. while the rnissing-valiie problem is a general case of classification 
- to predict the most plausible value of an attribiite provided with a set of obser- 
vations. The best N rides may be selected from al1 patterns regarding the entire 
domain according to a certain information measure. or they can be confined to a 
sub-domain characterized by a set of attributes selected by the user as his interest. 
In the missing-value problem. any attribute of the domain can be predicted. Thus, 
which attribute value is going to be predicted is determined by the current goal of 
the analysis. This goal may change from time to tirne. 
To solve these two problerns. an information measure for the discovered patterns 
is needed. In this chapter. the two problems are Brst defined. Then, an information 
measure - the weight of evidence - is proposed to evaluate the evidence provided 
by a set of primary cvriits in support of. or against. anotlier attribute taking on a 
certain value. Presented inimediately after that are the algorithms to solve the two 
probIems. 
4.1 The Best-N Problem and the Missing-Value 
Problem 
4.1.1 The Best-N Problem 
The best-N problem is to extract N (association) rules which describe the problem 
domain the best. Sometimes, it is also referred to as rule induction [89]. The N 
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rules can be related to any attributes in the domain. or as required by the user. be 
related to a certain subset of the dornain. The number of association rules to be 
extracted is also specified by the user. 
The best-N probleni is ciosely related to the pattern discovery process. Once al1 
the significant associations inherent in a data set have been uncovered, the best-lV 
problem is relatively easy to solve. With an attribiited hypergraph A representing 
the discovered patterns. the best-N pro blem can be formalized as to define a decision 
lunction f (.) to select a set R of N(N 2 O) association rules from A such that they 
are the most informative. That is: 
R =  f ( A .  N ) .  (4.1) 
where R = {riJO 5 i 5 IV) is a set of association rules. According to  Agrawal. et 
al [3], an association rule has an implication of the form: 
where X, the left-hand condition, is a set of primary events connected by logic 
AND; Y is a primary event. always called the right-hand consequence; and X n Y = 
4. Generally speaking. Y can contain more than one primary event. but we confine 
the discussion within the constraint that Y has only one primary event. In real- 
world problems, since an association r d e  is generally probabilistic, there are always 
probabilistic measures attached to the rule to show its strength. 
?'O reflect the specific interest of a user, other constraints can be posed by the 
user in terms of the riglit-hand or left-hand attributes/events or the number of left- 
hand propositions are imposed by the user. For example. the marketing manager 
of a car manufacturer may only be interested in the best N sales patterns regarding 
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compact cars with automatic transmission. Then. al1 rules for him should contain 
the events Site = compact and Transrni.ssion = auto. By providing these kinds of 
constraints, the user will obtain the patterns that interest him the most. In this 
way, an egocentric analysis of data is achieved. If such constraints are posed, the 
decision function f (-) Ilas one more argument: 
R = J ( A .  N .  C). (4.3) 
where C is a set of constraints. 
4.1.2 The Missing-Value Problem 
The missing-value problem is a generalization of the classification pro blem. To clas- 
sify an object is to  determine the class label to which the object belongs. Basically. 
the class of an object is not previously clefined by an external teacher. Any attribute 
cari be considered as the class attribute. depending iipon the current interest. If the 
class attribute is categorical. the problem is always called a classification problem. 
To determine the class label of an object is to find the most plausible value of an 
attribute (the class) for this object. The value of such an attribute is missing or 
unknown, but the domain of this attnbute has already been defined within the 
problem or the data set. Hence, the classification (reasoning, prediction) task can 
be geoeralized as solving the missing-value problem - the problem of recovering 
missing values in a set of noisy discrete rnultivariate data. 
The missing-value problem can be formalized as deterrnining the value of a 
missing attribute. Xi. given a set of observationso XI+, . . . x( i - l )+:  x(;+l)+,  . . xq+. 
where y+ E aj, 1 5 j 5 q is any possible value of attribute Xi. Let (y. Y) be 
jointly distributed random variables with q-dimensional vector X denoting a featiire 
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(observation) vector and Y denoting the attribute whose value is t o  be determined. 
The missing-value problern is to find a deçision rule d(-) that maps Rq into the 
domain of Y such that certain properties of the original data  set are preserved. 
The feature vector X is called a new obseruation or a new object and Y its class 
label or predicting attribute. It is assiimed a priori that attribute Y is discrete. In 
traditional classification. or supervised learning, Y is a special pre-defined attribute 
called "claçs" while in unsupervised leaming or For flexible prediction, Y can be 
any attribute describing the problem domain. 
Of al1 the significant associations discovered from the data set, only those which 
are associated with the predicting attribute Y and the observation X are useful 
in determining a plausible value of Y. The insignificant compound eveiits are 
considered statisticaily independent with the predicting attribute under the default 
independence model. The problem here is how to define the decision function d(.) 
given an observation X. a predicting variable Y and an attributed hypergreph Ay 
(of Y), representing the set of significant associations related to Y, such that 
Y = d ( X ,  A*) .  (4-4) 
The selection of attribute to  be predicted is based on the interest of the user or 
the current goal of the system. With a changing goal. the attribute to be predicted 
changes, but there is no need t o  re-learn the domain as long as al1 the significant 
patterns have been discovered. 
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4.2 Weight of Evidence 
Tlie best-N problem and the missing-value problem can be generalized as a problem 
of finding a decision fiinction. Such a decision function evaluates the strength 
provided by a set of primary events to another attribute taking on a certain value in 
its domain against the ot  hers. Since only the significant associations are interes ting 
and other compound events are considered uninformative. there is no need to go 
back to the original data set. The attributed hypergraph generated from the original 
data in the discovery process acts as a knowledge base for the inference tasks. 
0steyee7s uncertainty measure [?dl. weight of evidence. which was originally de- 
fined for applications involving two variables, is extended here. Weight of evidence 
evaluates the plausibility of Y taking on a value Yi against other values. 
Suppose x; is a sigiiificant association in A, containing a primary Yi of Y. It 
can always be rewritten in the form of (x, yi), where x = x: - Yi is a sub-compound 
event of x:, and Yi E x) is the i-th primary event of attribute Y. The amount of 
eviclence provided by x for ?Ji being a plausible value of Y can be quantitatively 
est imated by an evidence measure which is derived from an information- t heoretic 
measure known as the mutual information (741 [101]: 
The mutual information measure is positive if and only if Pr(Y = Yi 1 x) > Pr(Y = 
Yi), otherwise it is eitlier negative or has a value of zero. I ( Y  = yi : x) intuitively 
measures the decrease (if positive) or increase (if negative) in uncertainty about Y 
taking on the value Yi given x. 
Based on the mutual information. the ciifference in the gain of information when 
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Y takes on the value l/i and when it takes on some other valueso given x, is a measure 
of evidence provided by in favor of Yi being a plausible value of Y as opposed to 
otlier values. This difference. denoted by W(Y = yi /Y # ~ J ~ I z ) ,  is defined as the 
weight of evidence, whicli has the following form: 
= log Pr(Y = ~i I X) - log Pr(Y # yi 1 Z) 
Pr(Y = y i )  p ~ ( y  # gi ) (4.7) 
The weight of evidence is positive if x provides positive evidence supporting Y 
taking on yi, otherwise. it is negative or zero. A negative weight of evidence implies 
that there is negative evidence provided by x against Y taking on the value gi- In 
otber words, it is more likely for this attribute to take on another value. A zero 
weight of evidence suggests that x is irrelevant to the prediction of Y. 
By applying Bayes formula. Eqn. 4.6 can be rewritten equivalently as: 
PT(X 1 Y = y i )  
= log - log P1. l~  I y # yi) 
W x )  W x )  
Pr(YC1 Y = yi)  
= log 
Pdx I Y # yi) 
where PT(YC, Y = pi)  = Pr(x; ) ,  which is the probability of the significant associa- 
tion x;. 
As an illustration. let us look at tliis example. Suppose in the attributed hyper- 
graph derived from a zoo database there is a hyperedge [Hair = yes, Feathers = 
no. Backbone = yes, T g p e  = mammnl]. If we elect to decide on the evidence pro- 
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vided by observation {Hair = yes, Feathers = no. Backbone = yes) in support 
of Type taking on value mammal, the weight of evidence can be calculated. If the 
probabilities of the events [Hair = yes, Feathers = no, Backbone = yes, T y p e  = 
mammal],  [Hair = yes. Feathers = no, Backbone = yes] and [Type = mammal]  
are 0.386, 0.426 and 0.406 respectively. the weight of evidence is: 
W(Type = rnarnrnal/T.ype # nzarnrnallHair = yes. Feathers = no, Backbone = ges) 
This weight of evidence is positive. It means that this animal with hair, back- 
bone and no feathers is likely to be a mammal. Weight of evidence is not al- 
ways positive. From tlie same database. the hyperedge [Hair = no, Backbone = 
yes. Venomous = no. T y p e  = mammal] provides negative weight of evidence of 
-3.70 with respect to [Type = mammal]. It implies that it is unlikely for an animal 
which is hairless, not venomous and lias a backbone to be a mammal. 
4.3 Finding the Best N Associations 
The best-N problem is relatively easy to solve when al1 the signifiant event asso- 
ciations in the data set have been discovered. The remaining problem is to transfer 
a hyperedge into an association rule and measure the weight of the rule for com- 
parison with the other riiles. Since the best-N problem does not deal with new 
observations? the attributed hypergraph generated in the pattern discovery process 
is the one to be analyzecl. 
Suppose there is a liyperedge x = [q+, Q+, . . xr+] of order r. Piitting each of 
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the primary events a t  tlie right-hand side of an association rule and the remaining 
at  the left-hand side. r riiles can be generated in the form of: 
r 
A ( X i  = xi+) 3 (/Yj  = xj+) with a quantitative rneasure, 1 5 j 5 r 
i=l ,  igj 
The weight of evidence can be usecl to measure the strength of siich a rule. The 
weight of evidence in support of X j  taking on the value xj+ given {xi+ Il 5 i 5 r. i # 
j } .  W(Xj = x j + / X j  # xj+lzi+, 1 5 i 5 r.i # j )  can be calculated by Eqn. 4.9. 
Recall that the weight of evidence is the gain of information when X, takes on the 
value xj+ and when it takes on the other values. given {xi+li < i 5 r, i # j } .  It 
can be interpreted as a nieasure of distance between xj+ and other possible values 
of Xj ,  provided that {:ci+ll 5 i 5 1.. i # j )  happens. This distance shows the 
strength of the association between the right-hand side event and the left-hand side 
conditions. Unlike nornial distance. the larger the weight of evidence. the shorter 
tlie distance is. A zero weight of eviclence rneans an equal distance between zj+ 
and l X j +  given the observations. 
Two cases need special explanations. The first case is when the weight of ev- 
idence is positive infinity. In this case. the right-liand side event will certainly 
happen if the left-hand side events are obsewed. The other case is jiist the op- 
posite. When the weight of evidence is equal to negative infinity, the right-hand 
side event will never happen if the left-hand side condition stands. In the case of a 
negative weight of evidence. the association rule can be re-written as: 
With this notation. tlie absolute values of the weights of evidence can be used to 
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show the strength of the rules. 
Once an a t  tributed Liypergraph representing the significant event associations is 
available, the algorithm to solve the best-N problem can be defined. This algorithm 
goes through the hypergraph and generates hi association rules, where N is a user- 
defined parameter. The set of N rules are the N most significant rules from the 
original data as measured by the weight of evidence. The probabilities required for 
calculating the weight of evidence are assumed to be stored as the attributes of the 
hyperedge. 
The algorithm proceeds by processing one hyperedge at  one time. For each 
hyperedge of order r .  r. rules are generated and the weights of evidence for each 
rule are calculated. The first N rules are sorted and put into a list. The smallest 
weight of evidence. that of the N-th element of the list. is then defined as the 
running minimum Wmin- From that point onwards. new rules which are candidates 
for inclusion in the ride list have their weights of evidence compared with WvZin. 
If their weights of evidence are greater than W..,, . they are added to the list; the 
N-th rule is deleted. aiici the Wmi, is updated with the weiglit of evidence of the 
current N-th rule in the list. This process continues until no hyperedges are left in 
the attributed hypergraph. The algorithm is summarized as follows: 
Notation: 
d AHG representing al1 significant event associations 
x A hyperedge (pattern) in A 
r Order of a 
xj+ A primary event in x. 1 < j 5 r 
Wj  Weight of evidence of x - x,, w.r.t. Xj+ 
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Rj Rule [x\xj+ * ( # ) x j +  with CVOE = IWj(] 
N User defined parameter 
R Set of rules sorted by ( WI: O < IR1 < N 
Wmi, The absolute value of the minimum weight of evidence in R 
Current number of rules in R 
Begin Procedure bestlV( A. iV ) 
R = 4  // initialize R 
n := O // initialize n 
forall x E A do begin // go through every hyperedge 
for 1 5 j 5 r do begin // T rules for x 
Wj := W(zj+/  # xj+lx - xj+) // calculate WOE 
if n < iV do begin 
R : = R  + Rj // insert new rule to the sorted Iist 
IL + + 
LVrnin = W n  // update Wmi, 
else if 1 VVjl > W m i n  // a new strong rule 
R : = R  - R,, / /  delete the lest strong riile 






// the result 
Baçically, this algorit hm will generate 
rules. where HF is the number of hyperedges of order r and rn is the highest order 
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in the attribute hypergraph A. N rules are selected according to the weight of 
evidence if N 5 H. 
This general description of the algorithm given above is not intended as a defini- 
tive description of how the algonthm should be implemented. Actual irnplemen- 
tation depends on the specific problem and the system. such as the choice of data 
structure, etc. 
As stated before. in the applications of data analysis and data mining, certain 
constraints on the association rules are usually applied according to the user 's 
interest. Such constraints are normally imposed to restrict the choice of the dght- 
hand side and the left-hand side events. For example. the user may only want 
to look a t  the events that lead to a specific set of consequences. In this case. 
one can restrict the right-hand side consequence to that subset of interest. If a 
hyperedge does not contain a primary event in the interesting subset, no rules 
will be generated froni t hat hyperedge. This situation is analogue to classification 
tasks. in which only the propositions in the event space of a single variable, the class 
label. are interesting. The rules generated in this way are always called classification 
rules. Another example is that the user is interestecl in the consequence of a set of 
known conditions: or the consequence of an interesting proposition when given a 
set of conditions. Forecasting tasks can be formulated in this way. One can make 
constraints on both the right-hand side and the left-hand side propositions when 
selecting the rules. 
Once the significant event associations have been discovered. it is easy to solve 
the best-N problem with the proposed algorithm. But a more challenging task in 
the inference is classification. For a new object described by a set of primary events. 
some of the primary events may be significantly associated with a class, while some 
other may not. To classify such an object. one has to consider this problem. 
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4.4 Classifying a New Object 
As stated earlier. when an observation is made, a set of primary events are avail- 
able. The user may recpire the system to determine the most possible value of an 
unobserved attribute. or. in ot her words. to classify the new observation against 
a certain attribute. If the observation X and a probable value of the predicting 
attribute Y, Iliy together form a significant association (& Yi)? the weight of evi- 
dence of X on yi can be easily computed. The only problem is that. some of the 
primary events in X are important for determining the value of Y. some others 
may be irrelevant. In the discovery process. it is not always possible to find signif- 
icant associations whose order is as high as (& gi)- More likely. some compound 
events which are sub-compound events of (Xt .yi)  are significant. while some other 
sub-compound events are not significant. For inference. it is quite possible that 
more than one statistically significant cornpound event is associated with one of 
Y's possible values. Soiiie of them may provide evidence supporting Y to take on 
yi whereas others may provide evidence against it. There is a need for an uncer- 
tainty measure to quantitatively combine and compare the positive and negative 
evidence provided by tlie observations so as to classify the new object. 
Similar to Osteyee's definition ['id] but extended to cover multiple variables. 
a more general weight of evidence measure is defined. B measures the evidence 
provided by observation Y = (xl+, . . . x b - l ) + ,  x(j+l)+, .. . xL+) in favor of Y ( X j )  
taking on the value yi(xji) opposed to the other values: 
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= log O(Y  = !/;/y # Yi 1 X) 
O(Y = %/Y # ~ i )  
where O(Y = yi/Y # gi /i IC) is the odds in favor of Y taking on the value yi as o p  
posed to the other values given that X is characterized by XI+. . - . x( j - i )+ ,  zb+i)+. - .  - . -CL- 
and is defined as: 
and O(Y = yi/l/ # y i )  is the odds without the observation: 
Pr(Y = y;) 
O ( Y  = g;/Y f yi) = 
Pr(Y # y;) - 
The weight of evideiice W can therefore be rewritten as: 
or equivalently: 
Eqn. 4.16 is quite similar to the previous definition of weight of evidence il- 
lustrated by Eqn. 4.9. The difference is that. in Eqn. 4.9. (x, yi) is a significant 
association, while in Eqn. 4.16. such constraint is released. 
In the first order inference. only the relations between the predicting event 
Y = y, and each priniary event in X are examined. Under the assumption of 
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conditional independence (171 Eqn. 4.16 becomes: 
Pr(Xj+i = yj+i)+ 1 Y = !/i) PT(X~ = x ~ +  1 Y = yi) + log + . - . + l o g  
Pr(Xj+i = r(j+i)+ I Y # ~ / i )  P ~ ( X L  = XL+ I Y # Yi) 
But for high order inference. this decomposition is no longer valid. For example. 
two overlapped cornpound events [A = a. B = b] and [B = b. C = c] cannot be 
açsumed independent conditioned by a fourth variable, Say D = d. However. if 
two subsets of & say X1 and X,, have no intersection. the assumption that X1 
and & are conditionnlly independent on Y = 2/i can still be made. Under such an 
assumption, the weight of evidence in Eqn. 4.15 is extended to high orders and can 
be expressed as: 
where & is a sub-conipoiind event of X and satisfies: 
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Based on [17], events which are not statistically significant can be considered 
irrelevant for the inference process. The underlining mode1 used in the pattern dis- 
covery process assumes that the attributes are mutually independent. This implies 
that, if a cornpound event is not statistically significant, the primary events in it 
are randomly combined. The rnutual information (Eqn. 4.5) is approximately zero. 
Wlien calculating the weight of evidence, these events can be eliminated. Thus. 
only the significant event associations discovered from the data set are used in the 
inference process. Then tlie calculation of weight of evidence is to find a proper set 
of disjoint significant event associations from X and to sum each individual weight 
of evidence provided by tlie sub-compoiind event. That is to maximize 
with sub-compound events Y&, -.&,,, such that (S. Y = pi)  (1 5 q 5 rn) is 
a significant event association. and the intersections between two different sub- 
compound events are empty. Using significant association patterns in the inference 
process makes it possible not to go back to the original data set. 
In practice. it may be timeconsiiming to exhaustively try al1 combinations of 
the proper set of disjoint significant stib-compound events to maximize Eqn. 4.19'. 
Heuristics may apply. Here. it is asstimed that statistically significant compound 
events of higher orders describe the properties of the domain more accurately and 
more specifically than those of lower order events. In calculating the weight of 
'It is not impracticd to try al1 combinations since the nurnber of signficant associations reiated 
to gi and subset by X may not be too large because a domain either has Limited number of 
attributes or the user manirally binds the highest order in the discovery process. 
evidence given an observation, the highest order significant compound event in 
the observation should be considered first. To avoid re-consideration of a single 
value, the prïmary events should be eliminated from the observations after they 
make their contributiori to the entire weight of evidence. The following algorithm 
shows an approach to calcitlating the weight of evidence in support of the predicting 
attribute Y taking on value r/i given an observation and a set of significant event 
associations A discovered from the original data  set. 
Notation: 
Al1 significant event associations discovered from D 
Set of significant associations with the same order 
The association in A' with the highest adjusted residual 
An observation 
A possible value of the predicting attribute Y 
Set of uncoverecl primary events 
Weight of evidence 
Weight of evidence of X, w.r.t. 21; 
Begin Procedure weight-O f -evidence( A, X' Yi ) 
xr :=X - // initialize Xr 
W := O // initialize WOE 
while xi # 4 do begin // there are uncovered primary events 
A' := extract-assoc(A. sr, Yi) // find the highest order associations 
i f A r = #  // no association left 
xr := 4 - 
else do begin 
// association with highest absolute 









// adjusted residual 
Wq := single-WOE( &, Yi ) // WOE of a significant ~SSOC. 
w:=w+wq 





// the result 
In the above algorithm. extract-assoc(d. x, gi) is called to extract from A the 
Iiighest order associations which contain yi and a subset of X'. To calculate the 
weight of evidence of a single significant association. function single-W O E (&, gi) 
utilizes Eqn. 4.9. 
If the predicting attribute Y has its domain {yi 1 1 5 i 5 mm r n ~  < 00). 
when an observation is available, the most plausible value of Y is the one with the 
highest weight of evidence provided by the observation. If Y is binary, two weights 
of evidence will be calciilated and compared. Let Wl be the weight of evidence 
provided by observation X in support of y1 and W2 in support of 92. If Wl > W2 
and Wl > O, y, will be a more plausible value of Y than y2. We Say that  provides 
more evidence to support Y to take on the value yl against yz. 
The classification process based on weight of evidence can be summarized as fol- 
lows. A set of primary events X are observed. The value of an unobserved attribute 
Y is going to be determined with the significant event associations discovered from 
the training data set. Given a set of significant associations related to attribute 
Y. the weight of evidence for each possible value of Y provided by the observation 
is calculated applying the algorithm described in the previous sub-section. These 
weights are compared to find the most plausible value of Y. The value yi can be 
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considered as the most plausible value if the following conditions stand: 
where 1 < j < rny ancl j # i. As defined earlier. rnv denotes the the nurnber of 
possible values Y can take on. 
Several special cases are worthy of further discussion. The first is that it is 
possible for two (or niore) different values of Y to have similar greatest weight of 
evidence. In this case. one can only conclude that the evidence provided by the 
observation suggests that Y may have either one of the two (or more) values, or there 
is not enough evidence to distinguish them. If no more information is available. 
neither value will be suggested to avoid an inaccurate conclusion. Another possible 
approach is to  assign Y to the value with larger marginal probability in the training 
data set. In the second case. the absolute value of the weights of evidence are very 
close to zero. This plienomenon suggests that the attribute Y is either random or 
more observations shoiild be made to determine the value of Y. If Y is believed to 
be randorn in this case. it can be assigned with the most frequent value in the data 
set. Otherwise, no conclusion should be made. A tliird case is when the maximum 
weight of evidence is negative. It implies that none of the values of Y is suitable 
for the new observation. Two causes inay result in such a situation. One is that 
the previous domain of Y does not cover al1 the possible values. An unknown value 
is missing both in the data set and the domain description. In such a case, data 
must be re-collected ancl discovery process re-conducted. The other possibility is 
that the observation X is not enough. In either situations, no conclusion should be 
made to  the value of attribute Y. 
The algorithm of classification is illustrated by the following pseudocode: 
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Notation: 
Al1 significant event associatioos discovered from D 
An observation 
Predicting attribii te 
A possible value of the predicting attribute Y 
{Wi 11 5 i 5 au} 
Weight of evidence for y; 
Number of possible values of attribute Y 
Begin Procedure class i fy(X,  Y. A) 
forall i :  I I  i 5 ay // calculate al1 WOE 
Wi = .we igh ta  f -euidence( A, X, Yi ) 
i f W i < O ,  l < i s o y  // al1 WOE negative 
output fVULL 
if two or more WOE are similar // similar WOE 
output iVULL // or the value with the highest marginal prob. 
i fWi = O ?  l s i < a y  // al1 WOE close to zero 
output NULL // or the value with the highest marginal prob. 
i = select-WOE(W) // find the index to the highest WOE 
output yi 
End Procedure 
In the above algorithm. function select-WOE(W) returns the index to the greatest 
weight of evidence in W .  
Let us go back to the zoo database for an example. If an animal has four legs, a 
tail. a backbone and teetli; it is neither aquatic nor airborne. and it is predatory and 
lays eggs. We would like to know to which type this animal belongs. This problem 
CHAPTER 4. PATTERN ANALYSIS AND INFERENCE 109 
can be approached as that we have the observations {Eggs = Yeso Aquatic = 
no. Predator = yes. Toothed = yes. Legs = four, Tail = yes) and that the 
attribute Type is missing. Suppose we also have the attributed hypergraph which 
represents the associations of the training data set. the following weights of evidence 
are calculated. 
W(Type  = rnammaZ/T~jpe # mammallEggs = yes. Aquatic = no' 
Predator = yes. Toothed = yes. Legs = f OUT. Tai1 = yes) 
= W(Type  = mamrnal/Type # mnmrnall Aquatic = no. Toothed = yes. 
Legs = f OUT. Tai1 = yes) + W (Type = marnmallType # marnmall Eggs = yes) 
= (+3.82) + (-5.30) 
= -1.48 
W(Type  = bird/Type # b i ~ d l E g g s  = yes, Aquatic = no. 
Predato~  = yes. Toothed = ges. Legs = f OUT. Tai1 = ges) 
= W(Type  = bird/Tgpe # birdlEggs = yes, Aqî~atic = no, Tai1 = yes) 
+ W ( T y p e  = bird/Type # birdl Legs = f O U T )  
+W(Type = bird/Tgpe # birdlToothed = yes) 
= (+3.81) + (-00) + (-CO) 
- 
L -00 
W(Type  = reptilelType # reptilelEggs = yes, Aquatic = no? 
Predator = yes. Toothed = yes. Legs = four. Tai1 = ges) 
= W(Type = reptilefType # reptile(Eggs = yes, Toothed = yes, Legs = four. 
Tai1 = yes) + W(Type  = ~ept i le lType # reptile1 Aquatic = no) 
+ W ( T y p e  = reptilelType # reptilelPredator = yes) 
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= (+4.82) + (-1.44) + (+0.56) 
= 3.94 
W ( T y p e  = f ishlType # f ishl Eggs = yes, Aquatic = no, 
Predator = ges. Toothed = yes. Legs = f mr. Tail = yes) 
= W ( T y p e  = f ish/Tgpe # f ishlEggs = yes. Tai1 = yes)  
+W(Type = f ish/Sype # f ishlLeys = f o w )  
+W(Type = fish/Type # fishlAqutic = no)  
= (+1.76) + (-00) + (-00) 
- -00 
W ( T y p e  = amphibianlType # amphibzanl Eggs = yes. Aquatic = no, 
Predator = yes. Toothed = yes. Legs = four. Tai1 = ges) 
= W ( T y p e  = amphibianlType # umphibianJAquatic = no) 
- -00 
W (Type = insect/Tgpe # insectl E g g s  = yes. Aquatic = no. 
Predator = yes. Toothed = yes. Legs = four. Tai1 = yes) 
= W ( T y p e  = insectlTgpe # insectlEggs = yes. Aquatic = no) 
+ W ( T y p e  = inseetlType # insectlLegs = four) 
= (f2.15) + (-00) 
- -00 
W (Type = invertebrnte/Tgpe # invertebratelEggs = yes. Aquatic = no. 
Predator = yes. Toothed = yes, Legs = f OUT. Tai1 = yes) 
= W ( T y p e  = invertebrate/Type # invertebratel Legs = f OUT, tail = yes) 
+ W (Type = invertebrate/Type # invertebratel Eggs = yes) 
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+ W (Type = inuertebrate/Type # inuerteb~atejToothed = yes) 
= (-CO) + (f2.03) + (-3.72) 
- -00 
According to the weights of evidence. it can then be concluded that this animal 
is a reptile because the weight of evidence which supports the attribute T y p e  to  
take the value reptile is the greatest of al1 the seven weights. One point that should 
draw our attention is tlie -00. I t  indicates that the observed event prevents the 
predicting attribute from taking on a certain value for sure. In the training data. 
compound events such as [Legs = jour' Type  = insect] never happen. The odds 
in favor of Type  taking on the value insect is zero. Hence. if a creature has four 
legs. the weight of evidence supporting it to be an insect is negative infinity. 
Chapter 5 
Experiment s and System 
Performance 
To evaluate the perforniance of the proposed methods. a prototype system is im- 
plemented. On such a system, experiments are conducted using both synthetic 
and real-world data sets. Tlie experirnents are grouped into two categories. In the 
first category, the pattern discovery algorithm introduced in Chapter 3 is tested. 
while in the second. the classification algorithm presented in Chapter 4 is tested 
witli common data sets iised by other machine learning algorithms. Then, cornpar- 
isons are made and explained. A brief introduction to the system implementation 
will precede the presentation of the experiments. This chapter closes with a brief 
summary and some discussions on the experirnental results. 
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5.1 S yst em Implementat ion 
Fig. 5.1 shows the skeleton of the prototype system. Basically, this system consists 
of three components. The pattern discovery engine detects significant event associ- 
ations from a given database. The patterns are then represented by an attributed 
hypergraph in a data structure which bridges discovery and inference. The infer- 
ence engine is invoked by a query from the user. If the user would like to find the 
associations related to a certain (group of) at tribute value(s), the hypergraph is 
searched and an answer is given. If a new instance is to be classified against an at- 
tribute, the weights of evidence regarding the values of this attribute are calculated 
and compared. 
The system does not target a specific format of the database. For relational 
databases, a universal relation (UR) model (similar to a table) can always be used 
to represent the data. Other database structures have to be transformed into a 
table-like format first. In the system implementation. the data are stored in a data 
file (ASCII or binary) in a two dimensional table with a data dictionary for the 
symbols and attribute names. 
A double linked list with a hash table is used as the data structure to represent 
the attributed hypergraph in the computer. The double linked list stores the entries 
to the hyperedges of the sarne order. The hash table acts as the index to a certain 
hyperedge of that order associated with the linked list node. Such a data structure 
is described in Fig. 5.1. The pseudocode of each node in the linked list structure can 
be found in Fig 5.3. For a given order. the vertices (primary events) contained in 
the hyperedges are hashed. This data structure is efficient for locating a hyperedge? 
or hyperedges, given a set of vertices. This operation is frequently called by the 
inference process when associations regarding one or more attribute values are 
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Figure 5.1: Overview of the Prototype System 
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searched. 
Head 
Hash Table w 
Figure 5 . 2 :  Data Structure of Attriboted Hypergraph 
typedef struct HyperEdge 
{ 
i n t  order; 
HTable *hash-table ; 
HyperEdge *next ; 
HyperEdge *previous; 
) HyperEdge; 
- -  
Figure 5.3: Data Structure of a Node in the Linked List 
The prototype system is irnplemented in the programming laquage  C using the 
data structures described above. 
The pattern discovery unit in Fig. 5.1 is realized by the irnplementation of the 
discovery and candidate selection algorithms given in Chapter 3. It is basically a 
process of generating an attributed hypergraph from the training data offered as 
a data file. First the primary events of the domain described by the data set are 
identified. The pattern candidates of each order are generated on the fly using the 
candidate selection algorithm. The significance of the candidates is tested by cal- 
culating their adjustecl residual under the independence model. If t beir significance 
is verified, a hyperedge is generated at  that order and stored in the hash table. 
When the algorit hm stops. an attributed hypergraph is completed and can be used 
for pattern analysis ancl inference tasks in the next stage. 
Wit h the a t  tri buted hypergraph available. the analysis and inference process 
c m  now be carried out. This process is initiated by a query from an external user 
and it is driven by the algorithms implemented for the best-N problem and the 
missing-value probleni (see Chapter 4 for the details of the algorithms). Hence. the 
qtieries from the user caii have two formats: one containing a number together with 
a set of constraints for the desired rules. and the other containing a set of obsemed 
prirnary events togetlier with the index to the attribute wliose value is missing. To 
work on a problem. the user will be asked to choose one of the two tasks. and to 
provide the necessary information respectively. 
The experiments are carried out on a Pentium 90 PC with 16 MB RAM running 
the Linux operating system. 
5.2 Experiments on Pattern Discovery 
In order to evaluate the proposed pattern discovery method. experiments are carried 
out to answer the following questions: 1) Can different order associations inherent 
in a data set be detected by the proposed method? 2) How well does the proposed 
method handle noise? and 3) 1s the proposed method computationally acceptable'? 
To answer these questions. the metliod is applied to four data sets. The first 
is an XOR data set consisting of 3 binary attributes. The second is a group of 
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rnulti-valued data sets with a different number of attribiites and a different number 
of instances. The third is the zoo database obtained from the UCI repository of 
machine learning databases [il]. The fourth is a large real-world database of injury 
records of an electrical Company over a penod of time. 
Each experiment on different data sets is selected to test the system on its 
various aspects. Table 5.1 shows the data sets and their testing goals. 
Table 5.1: Data Sets Selected for Testing Various Pattern Discovery Goals 
Superviseci Discovery 
Unsupervised Discovery 
Comput. Complexi ty 
S ignificant Levels 





The XOR problern was chosen because it can be solved only by polythetic learning 
strategies. The goal is to see if the proposed method can detect high-order patterns. 
and to find out how iinsiipervised and supervised discovering strategies perform 
when applied to the XOR problem. 
To obtain an objective average performance evaluation of the method, ten XOR 
data sets have been randomly generated. each of which has 102 instances. Froni 
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the theoretical constriict. it is possible to discover patterns of al1 orders in the 
deterministic case. To investigate the performance of the method in the presence 
of uncertainty, 10% noise was added to each data set by randomly changing the 
logic relationships of the instances. The pattern discovery algorithm was applied 
to these data sets seqiientially. The experimental results of the individual sets as 
well as the overall average performance will be examined. 
First the pattern discovery method is applied to each of these data sets withoiit 
speciwng an attribute as the "class" (the unsupervzsed setting.) There are alto- 
gether six prirnary events. i.e.. [A=F]. [A='I], [B=I;lo [B= 4, [C=q and [C= q. 
The algorithm starts by searching for second order patterns in the data set. Be- 
cause no a priori  knowledge is available. al1 the possible combinations (second order 
pattern candidates) have to be tested. To demonstrate both the qualitative and 
the quantitative associations. tables instead of attribute hypergraphs are used here 
to show the outcomes of the pattern detecting algorithm. The results of second- 
order pattern detection for the 10 data sets are similar. Only some quantitative 
differences occur. One set of the results is reported in Table 5.2. Since there are no 
statistically significant second order patterns. no hyperedge is generated. At the 
end of the search of second order patterns, the algorithm proceeds for the search 
of third order patterns. since none of the third order pattern candidates should be 
eliminated from further consideration. The reasons are: 1) one cannot conclude 
frorn the occurrence and the expectation that any higher-order candidates will be 
noise, and 2) second-order is not the highest order one can go. Thus, the algo- 
rit hm continues searching for higher-order (third-order) patterns. Again, t here is 
no qualitative difference aniong the results of al1 the data sets. Table 5.3 shows 
the results of the third order patterns for the same data set. It is easy to see that 
there are four positively significant patterns and four negative ones. The four pos- 
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itive hyperedges can be found in Fig. 3.2. The expectations of al1 the events are 
greater than the threshold (here 5) for valid statistical test. If there is no noise, 
the occurrence of the negatively significant events will be zero and the algorithm 
will stop no matter whether or not there are possible higher order patterns. In the 
presence of noise, a threshold larger than zero should apply for effective candidate 
screening. Even if there were possible higher-order patterns, those containing the 
siib-compound events whose occurrences are less than this threshold will not be 
further considered. Since t hird-order is the highest in this problem, the algorit hm 
stops. The output reflects exactly the XOR relationship. 
Table 5.2: Second-Order Pattern Detection from XOR Data Set : U n s u p e ~ s e d  
Pattern Candidate 














In the second setting. the variable C is considered as the known class attribute 
(the supervised setting). Tlius, there are two cl as ses^ Class 1: [C=q and Class 2: 
[C= q. Under this situation, only pattern candidates which contain one of the two 
classes are examined. Without the loss of generality. the results of searching for the 
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Table 5.3: Third-Order Pattern Detection from XOR Data Set : Unsuperviseci 
same data set as in the unsuperviseci cases. Because of the nature of XOR data. 
none of a single primary event such as [A=q cari give classification information to 
either Class 1 or Class 2. Thus, Table 5.4 can be considered as a part of Table 5.2. 
where the tuples not containing the class attribute are deleted. Again, at this level 
of search for first order association of the pattern with the class labels (or second 
order pattern-class associations), neitlier statistically significant patterns are found. 
nor are pattern candidates eliminated from future consideration. The final output 
of the algorithm is s hown in Table 5.5 without significant negative associations. 
Fig. 5.4 gives the AHG representation of Class 1 where quantitative values are not 
shown. The hypergraphs generated by the 10 data sets are the same except that the 
values of the attributes such as occurrences. expectation and adjusted residual are 
subject to minor variations. If these results are input into a rule generator where 
the logic relations between events are checked such as in AQ algorithms [63], one 
can easily obtain the rules such as ;*If Attribute A is equal to Attribute B then the 
object belongs to  Class 1 ". 
Candidate 
A=F.B=F,C=F 
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Table 5.4: Second-Ortler Pattern Detection from XOR Data Set : Sopervised 
Table 5.5: Patterns Detected from XOR Data Set : Siipervised 
Class 
C=F 
tions such as XOR from the data set even in the presence of noise. In the XOR 
Object 




problem, since the analysis would stop at the third order. the elimination of in- 








setting here tests every possible candidate while the supervised version tries only 








version will be more tlian, or a t  least equal to, tliat detected by the supervised 
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Figure 5.4: Class 1 of XOR 
does not include noise associations into its classification scheme. The running time 
of the supervised version is shorter than that of the unsupervised version due to 
the decrease in the nurnber of pattern candidates to be tested. With the supervised 
setting, predictions are made on the class attribute, i.e. the membership (class) 
of the object. However in the unsupervised case. the prediction is more flexible as 
any attribute value can be predicted with other observation(s) given. This is the 
"flexible prediction" wliich Fisher refers to in [31]. 
5.2.2 Synthetic Data Sets 
The XOR data set in the first test is described by binary attributes and has only 
third-order patterns. In the next experiment, it is desirable to know: 1) how the 
algorithms will behave if the data set contains different order patterns; 2) how the 
impossible high order patterns are to be eliminated from future consideration; and 
3) what the learning tirne will be for a more complicated situation. To investigate 
the above questions, two groups of artificial data sets have been generated. The 
first group contains sets of random data. In the second group, data sets containing 
known associations are used. 
Seven sets of random data are first generated. Each data set is described by 
8 attributes with the same domain of 5 possible values. The number of instances 
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from the data sets are 1K. 5K, IOK, 50K, 100K, 500K and lOOOK. respectively. The 
actual sizes of these data  sets range from 25K to 25M as shown in Table 5.6. In the 
table, data sets are named in the form of Ax-Dy-Iz where z, y and r represent the 
number of attributes, the number of values and the number of instances respectively. 
Since no previously known associations have been added to  the data set, the seven 
data sets are almost in the worst case which means that each possible combination 
has the same probability and none of them may be significant but have to be 
tested, although few associations are expected to be determined. In such a case. 
the candidate selection techniques discussed in Section 3.5 do not provide much 
improvement in favor of the executing time. In this way, however, one can have a 
sense of the upper bound of the complexity. Fig. 5.5 shows the result of computing 
time against the number of instances in the data sets. It is easy to see that the 
computing time is quite linear except for the left end of the curve. The data sets 
falling into this section are those with less data points. If a data set has less 
instances, the reqiiirernent for valid statistical test discussed in Section 3.5 is less 
likely to be fulfilled as the order goes iip. This criteria thus limits the highest order 
the data sets can go. As shown in the figure, the proposed algorithm scales linearly 
against the number of instances in a data set. 
In addition to the number of instances, another important factor on the per- 
formance of the system is the nurnber of attributes. To investigate this effect, the 
number of instances has been kept as 10K and the number of attributes in a data 
set is now set between 2 and 14. The execution time is shown in Fig. 5.6, where 
the solid curve represents the actual execution time. The dotted curve represents 
the execution time if exhaustive search is used. 
As Fig. 5.6 shows. the solid curve of executing time has the shape similar to an 
exponential function. The benefit of applying the candidate selection algorithm is 
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Figure 5.5: Computing Time vs Number of Instances 
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Figure 5.6: Computing Time vs Number of Attributes 
that even in the worst case the highest order is bounded. The search will stop before 
reaching the highest orcler which is the number of attributes. Table 5.7 shows the 
number of tested canclidates with the data set A6-D5-I10K. Since no candidates are 
generated a t  order 5. the search stops Liere. To investigate the difference in running- 
time between the proposed method and the exhaustive search, another method 
using multi-way contingency tables was implernented. This approach generates al1 
the high-dimensional contingency tables and exhaustively tests each ce11 in every 
table. Using this method. the execution time will be truly exponential. As shown 
by the dotted curve in Fig. 5.6, it lias been tried only up to A6-D5-I10K with 
exhaustive searching. The process is terminated after 4 hours, because the trend is 
already known. As mentioned earlier. the data sets used are random, which means 
every event has approximately the same probability. In the real world, however. it 
is expected that some significant associations inherent in the data set will reduce 
the searching space significantly. 
Table 5.7: Candidates Generated with A6-D5-IlOK 
In addition to investigating the computing characteristics, the following situa- 
tions are also of interest: 1) how the algorithms will behave if the data set contains 
different order associations: and 2) hoiv the impossible high order patterns are to be 
eliniinated from future consideration. To answer these questions, another artificial 
data set has been generated. It consists of S attributes. each of which could take 
on one of the four values. say u t .  u?. U: and v4. 1 5 i 5 S. Fig. 5.7 shows how the 






Figure 5.7: Multi-valued Data Sets for Testing 
First, 800(M = 800) samples are randomly generated and organized in a tab- 
ulated form as shown by Case 1 of Fig. 5.7. At the second step (Fig. 5.7. Case 
2). a fourtli-order association [XI = ,$. X2 = u:. X3 = 4, Xq = GU:] (note that 
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The number of the instances (or realizations) fitting this pattern is n. The number 
n is then changed to investigate the behavior and performance of the proposed 
method. At the beginning, n is as small as 5 to 10. In these cases, the algorithm 
does not detect any patterns. Although some occurrences and expectations of cer- 
tain cornpound events do Vary from the original data, they still cannot pass the 
significance test. When n is further increased (arotind 40), the fourth-order associ- 
ation emerges, but none of the lower order associations are detected. The reason ist 
although n is big enough for the fourth-order pattern to pass the significance test. 
it is not large enough for the lower order patterns to pass the test. This demon- 
strates that the existence of higher-order patterns does not indicate the existence 
of lower-order patterns. If n keeps on growing, third-order associations, sucti as 
[XI = vf , X2 = v;? X3 = v:] and [X1 = v;, rb = SU:, X4 = v:] then enierge (when 
n is around 65). Further on' second-order associations, such as [X1 = u f ,  X2 = vil 
and [XÎ = V: X4 = t l : ] :  appear when n is larger than 80. It is observed tliat, in 
order to be statistically significant, lower order candidates need larger n than higher 
order candidates. That the difference of n between two adjacent orders (ni-i - ni) 
is not a constant is also noted. 
In the third step (Fig. 5.7, Case 3), two fourth-order associations ( P l  and Pz) 
are introduced. Pl is of the same association as that in Case 2 of Fis. 5.7. Pz is 
[X3 = vj,  X4 = 32, 'Y5 = v;, X6 = u t ]  (with sz = {3,4,5,6)). For simplicity. 
the number of instances for each association is kept a t  the level that only fourth- 
order patterns can be detected. Let this number be n4. Pz is then shifted in 
the data  set and merged with Pl to show how the two associations interact and 
what associations would be detected. After P2 rnerges with Pl and forms a new 
association P3, the values of X3 and X4 in Pq will adopt those of Pl. See Fig. 5.8 
for details of this experiment. 
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Figure 5.8: Moving Patterns in the Data Set 
When Pl and Pz do not overlap (Fig. 5.5, Case l), the test result is quite sim- 
ilar to the single association case (Fig. 5.7, Case 2).  In this case, both Pl and P2 
are discovered. Then. as P2 gradually decreases, P3 ( [ X 3  = v:, X4 = v:, X5 = 
vg . Xs = vt], s3 = {3.4.5.6))  emerges and gradually becomes predominant. How- 
ever, the total number of instances in Pz (denoted by np,) and P3 (denoted by np,)  
remains a t  n4 (Fig. 5.8. Case 2 to Case 4). Because of the decrease of np?, Pz would 
not be significant any niore when np., < n d .  When n p ,  is small (< 10) , only Pi will 
be detected. Both P2 and P3 wï11 be considered as insignificant. This case is the 
same as Case 2 in Fig. 5.7. As np3 increases to about 25 (Case 2),  besides Pl, a new 
4 sixth order association [XI = o:, X2 = dl /Y3 = u3 , X4 = v:, X5 = w& X6 = zli] 
(s4 = {1,2,3,4,5,6)) is first detected. When np, increases to 31, Pl, the sixth 
order association as well as the six fifth order associations are al1 detecied (Case 3). 
In Case 4, Pz vanishes completely. Now, al1 the 22 patterns (Le., the sixth order 
pattern, six fift h order patterns, and 15 fourth order patterns including Pl and PJ) 
are detected. 
The learning time (pattern detection time) varies with each case. Approxi- 
CHAPTER 5. EXPERIfiIIENTS AND SYSTEM PERFORILIANCE 129 
mately, the running time is 12 seconds. If multi-way contingency tables are used 
to find the significant compound events of Case 4. the results are the same but the 
program runs for more tlian 25 minutes, which is 120 times slower. 
For associations of different orders to be statistically significant, the reqiiire- 
ments for the occurrences of the candidates are usually different. Since complete 
contingency tables are not generated. only possible compound events are tested. 
Hence, the computational complexity is much less. Once a compound event is con- 
sidered to have no contribution to the description of the data set, its elirnination 
€rom further consideration is justified. It follows that al1 the higher order compound 
events having this event as one of their sub-compound events can also be eliminated 
simul t aneously. 
5.2.3 Zoo Database 
To demonstrate the efficiency and meaningfulness of this new method in dealing 
with real world problenis. the zoo database is tested. This database is obtained 
from the UCI repository of machine learning databases [71] and originally shown in 
Forsyth's PC/BEAGLE Userk Guide. The zoo data is a simple database containing 
101 instances of aninials. each described by 17 attributes in addition to animal 
names, which are unique to each animal. Al1 the attributes except two are boolean. 
The two exceptions are the number of legs, which is integer ranging from 2 to 8: 
and the type of animals. which is one of the seven types: mammal, bird. reptile. 
fish, amphibian, insect and invertebrate. Al1 the attributes are Iisted in Table 5.8. 
The purpose of this test is to determine whether or not the patterns detected by 
the proposed system are rneaningful and usable later in reasoning. 
When the pattern cliscovery algorithm is applied to the data set. a total of 





































1.104 hyperedges representing 1,104 significant associations are found. of which 
the highest order is five and the lowest is two. Some of the compound events 
are eliminated from consideration quite early. For example. the compound event 
[Feathers = Yeso Mill; = yes] which never occurs in the database is considered 
as a negatively significant compound event. Hence. any higher-order events which 
contain [Feathers = yes. Milk = yes] cannot be more significant than this event 
and are eliminated from consideration. Such eliminat ions influence not only the 
negative but also the positive sub-compound events. Fig. 5.9 is a small subgraph 
of the at tnbuted hypergraph representing the associated patterns generated by 
the algorithm from this data set. It provides explicit information on the inherent 
patterns in the data set. 
r 8 - ,  . t . I
Type = fish 
C 
Positive Association 
(-J - - - - - - - - - - - - - - -  O 
Negritive Association 
Figure 5.9: Part of the AHG for Zoo Database 
To check their meaningfulness. 15% of the 1.104 associations are selected ran- 
domly. First. a randoni sequence of 166 (15% of 1.104) elements ranging from 1 to 
1.104 is obtained by a pseiido random number generator of the cornputer. Then the 
patterns corresponding to the elements in the sequence are picked up. Each of these 
patterns is examined by applying domain knowledge of animal genealogy. It is found 
that al1 the examined patterns are meaningful from the perspective of the domain 
knowledge, though sonie of them contain redundant information. For example. the 
events [Feathers = yes. Type = &rd]. [Hair = no. Feathers = yes. Eggs = yes] 
and [Hair = no. Eggs = yes. Backbone = yes. Type = bird] are al1 significant. 
It is cornmon knowledge that birds always have feathers and they lay eggs. They 
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normally do not have hair but they have a backbone. People may infer that  crea- 
tures which do not have hair yet have feathers and lay eggs are birds. There is 
definitely redundant information describing the relations. However, this redundant 
information is useful for inference, as one does not know which attribute is going 
to be predicted and which events have been observed. In other words, to achieve 
flexible prediction, rediindant information is needed. 
The program runs for 1.42 seconds. 
To test the supervised learning performance. the variable Type is considered 
as the class attnbute and the database is fed to the pattern discovering process 
for classification. The system reports 284 significant compound events of order 
2 to 5. With the same sampling method mentioned before, all these significant 
associations are meaningful. Actually the patterns found through the supervised 
learning strategy are a siibset of those found by the unsupervised learning program. 
The only difference is tliat the searcli space of supervised learning is much smaller 
tlian that of unsupervised learning. In this case. the program runs for less than 1 
second. 
5.2.4 Injury Database 
In addition to the artificial data sets, the proposed method is appiied to a real world 
database. This database stores the injury records of an electric Company from 1965 
to 1995. There are about 75000 instances and the database itself is about 10M 
bytes in the format of FoxPro version 3.1. Associated with each injury case are 
various details describing, for example. the nature of the injury, the type of work. 
the age and sex of the cmployee and the severity of the injury. These details form 
the fields of each injury case. Table 5.9 shows al1 the fields under investigation 
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in the database. This database contains potentially valuable relationships among 
the various fields. For example, the relationship between the type of work and the 
severity level is ernbedded within the voluminous database. The knowledge and 
awareness of these relationships rnay suggest preventive or precautionary measures. 
identi@ risk groups or liazardous activities. and may highlight patterns of injury 
deserving further investigation. 
Table 5.9: Fields in the Injury Database 
Since the current implementation can handle only discrete variables, the fields 
with continuoiis data have to be discretized before being fed into the system. Dis- 
cretization is a difficult task which lias a great impact on the performance of the 
system, but i t  is beyoncl the scope of this thesis. In the experiments. intervals are 
manually assigned to continuous variables to make them discrete. For example. 
the injury dates are categorized into four seasons aiid employee age into twenties. 
thirties, forties. fifties and sixties. In this way, a finite domain for each fieid is well 
defined. 
Field Name 
Size of Domain 
Field Name 
To make the experiment easier to present. the discovery process is first confined 
to detect the association related to a special field Se-uerity. The execution time. the 
number of associations with respect to orders and the number of tested hypotheses 
for the test are given in Table 5.10. As shown in the table. at the lower orders. 
the number of associations and the nurnber of candidates increase with the order. 
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It is easy to understand that the possible combinations of attribute values are 
increasing. But even at lower order. not al1 the combinations are tested. The 
candidate selection algorithm helps to filter out a great portion of uninformative 
combinations. These cornbinations will not be çonsidered in higher order cases. 
Fig. 5.11 shows the relative number of possible combinations. the number of tested 
candidates and the nurnber of significant associations at both order 2 and order 
3. When the detection algorithm passes order 6. both the number of candidates 
and the nurnber of associations begin to drop. The performance of the candidate 
selection algorithm which takes the advantage of the sample size and the negative 
associations to eliminate combinations is more remarkable when the order goes 
higher. The ratio of significant associations and tested candidates is about 10% - 
30%. Fig. 5.10 shows several significant associations found in the database. 
Table 5.10: Ortler, Candidates. Associations and Execution Time 
Order Candidates Associations Execution Time (sec) 
2 110 13 1.36 
3 1367 283 27.49 
4 6892 1780 542 -68 
5 17345 4989 3523.97 
6 24269 7307 8742.78 
7 19418 5908 8623.29 
8 5544 2577 4292-55 
9 1800 527 1155.81 
10 119 31 153.03 
11 O O 10.54 
>12 - - - 
Fig. 5.12 shows two associations with similar frequencies in the database. The 
first association has 122 instances in support and the second has 117 in support. 
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<Event s> 
BRANCH <IS> Des. & Const <AND> 
TRADE <IS> Construction <AND> 
SEVERITY <IS> O to 49 
<ARE> <POSITIVELY> associated 
<WITH ADJUSTED RESIDUAL> 4.082 
<Event s> 
INJURY TYPE <IS> MED <AND> 
AGE <IS> THIRTIES <AND> 
SEX <IS> Male <AND> 
BRANCH <IS> Des. & Const <AND> 
BODY PART <IS> Upper Back <AND> 
OR FLAG <IS> N 
SEVERITY <IS> O to 49 
<ARE> <POSITIVELY> associated 
<WITH ADJUSTED RESIDUAL> 6.210 
CEvent s> 
BRANCH <IS> Engr. Service. <AND> 
INJURY SEASON <IS> Winter <AND> 
SEVERITY <IS> O to 49 
<ARE> <NEGATIVELY> associated 
<WITH AD JUSTED RESIDUAL> -6.739 
<Event s > 
SVC. YRS <IS> Less than 2 <AND> 
SEX <IS> Female <AND> 
AGE <IS> Twenties <AND> 
BRANCH <IS> Productlon <AND> 
INJURY TYPE <IS> MED <AND> 
VOLTAGE <IS> Medium <AND> 
SEVERITY <IS> O to 49 
<ARE> cNEGATIVELY> associated 
CWITH ADJUSTED RESIDUAL> -4.276 
Figure 5.10: Association Examples Found in the Injury Database 
The probabilities of the two events are quite close. But as indicated in the figure, the 
adjusted residuals whicli reflect their significance level are far from equal. The first 
one is only 3.985 and the second 11.235. Note tliat the number of cases supporting 
an association and the association's significant level may not be consistent over 
different associations. Two associations with similar frequency may have disparate 
significant levels. This example further demonstrates that absolute probability is 
not suitable for significance testing as  discussed in Section 3.4. 
It is also informative to examine the distribution of associations versus the 
absolute values of the adjusted residuals. Fig. 5.13 graphs the number of detected 
significant associations against the adjusted residual level. Associations with very 
high confidence measures occur so frequently that  their existence is deemed obvious. 
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Figure 5.11: Relative Niimbers of Possible Combinations. Selected Candidates and 
Significant Associations: (a) Order 2 (b) Order 3 
Standard statistical testing or even sometimes simple inspection can reveal the 
presence of some of these obvious associations. However. a t  lower significance levels. 
the discovered associations are less obvious and may not be detected by standard 
analysis. In the examined database. the majority of significant associations occur 
around an adjusted residual range of 4 to 6. These constitute associations which 
are subtle and not easily determined. The proposed method here aptly unveils both 
the O bvious and the subt le associations within the database. 
Additional tests are made to investigate the corisistency of the associations 
throughout each year. In the first test. the second order associations related to the 
field Severity in the year 1991 are cornpareci with those in the year 1993. A note- 
worthy observation is that 8 out of 9 significant associations discovered from the 
1993 data set also occiir as significant in the 1991 data set. This suggests the detec- 
tion of important associations that exist from year to year. The consistency of the 
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CEvents> 
INJURY SEASON C S >  Winter <AND> 
BODY PART <IS> Upper Back <AND> 
SEVERITY GIS> O to 49 
<ARE> <POSITIVELY> associated 
CWITH ADJUSTED RESIDUAL> 3.984 
122 instances in  support 
<Event s > 
BRANCH <IS> Regions <AND> 
TRADE GIS> Foresters <AND> 
SEVERITY <IS> O to 49 
<ARE> <POSITIVELY> associated 
<WITH ADJUSTED RESIDUAL> 11.235 
117 instances i n  support. 
Figure 5.12: Patterns with Similar Frequencies But Different Levels of Confidence 
O 
.I 
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Figure 5.13: Distribution of Associations vs Adjusted Residual 
associations is also verified by the 20 associations with highest adjusted residual for 
each year. Among them. 12 are common to both the 1991 and the 1993 databases. 
Again, this suggests that the time-invariant associations that are important over 
different years have been discovered. Lastly, no contradictory associations have 
been found between the two data sets. 
In addition to discovering associations related to the field Severity, an unsuper- 
vised setting to find al1 the associations has also been tested with this database. 
The results resemble the previous ones with only quantitative differences. They 
d l  not be presented here in detail. It  should be noted that, on one hand, the asso- 
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ciations discovered this way outnumber those in a supervised scenario considerably. 
On the other hand, the candidate selection technique plays an important role in 
truncating the search space for a feasible execution time. 
Experiments with the real-world database show that the proposed method is 
able to handle a relatively large database with only limited computational power 
(an IBM PC) within acceptable execution time. The candidate selection algorithms 
effectively reduce the number of hypotheses to be tested, yet are able to discover 
the significant associations of different orders. As observed earlier, significant asso- 
ciations do not have similar significant levels. A great portion of them are "subtle" 
rather than "obvious" . which means simple inspections or standard tests may not 
be able to find them. Tlie actual number of occurrences of an association is not 
directly reiated to its significance. When applied to the injury database. this new 
method succeeds in discovering consistent significant associations over two different 
years of data. Such encouraging result indicates clearly that the inherent structure 
in the data set can be unearthed, at least to a certain extent. 
5.3 Experiments on Classification 
In this section, the experimental results of classification on four data sets are pre- 
sented. The four data sets used are the zoo data set, the breast cancer data  set, 
the mushroom data set. and the data sets for the monk's problems. Al1 four can 
be obtained from the UCI repository of machine learning database [71]. The accu- 
racies obtained with the new method are compared with those of other well-known 
classification algorithms. This section shows that, although the proposed system is 
a pattern discovery system and not a destined classifier, it can accomplish classi- 
fication tasks using weight of evidence. Besides, in terms of performance, the new 
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system is comparable to. if not better than, other classification algorithms. This 
section also covers a cornparison of classification accuracy and some discussions on 
misclassifications. 
Table 5.11 shows the testing goals versus the four data sets used in the classifi- 
cation. 
Table 5.1 1: Data Sets Selected for Testing Various Pattern Analysis Goals 






Unders t andabili ty 
The same zoo data set in Section 5.2.3 is again used here for classification tests. 
The description of the attributes and their domains are shown in Table 5.8. 
In the test, a total of 20 randomly selected instances have been used as testing 
instances, representing about 20% of the total number of available instances, and 
the remaining 80% as the training data. This process is repeated 5 times to ob- 
tain an average performance. Creatures are to be classified against two different 
attributes. The first is Type. given a creature described by 16 other attributes. The 
other is Legs. To make it easy to compare, it is assumed that only the value of the 














CHAPTER 5. EXPERIMENTS AND S Y S T M  PERFORMANCE 140 
The highest order of found event associations is 5. Due to the small data 
size. most of the associations are of order 3 or less. The majority of higher order 
associations are contributed by mammals since this type of animal makes up 40% 
(41 out of 101) of the total instances. 
When the attribute Type is used to classifi the animals, the class distribution 
is as follows: 41 mammals, 20 birds, 5 reptiles, 13 fish, 4 amphibians, 8 insects, 10 
invertebrates. An average classification accuracy of 96% (low 90%. high 100%) is 
achieved. Most of the 4% errors are rejections, in which case, there is no positive 
weight of evidence supporting any of the seven types. Cross examining the original 
data set finds that tliis situation happens to the reptiles and amphibians. Since 
they have fewer instances in the data set, to find positive associations is unlikely. 
The highest weights of evidence are close to zero. If it were allowed to assign a 
class to a creature whose highest weight of evidence is almost zero, a slightly higher 
accuracy could be achieved for this database, but for other databases in general. 
such an approach risks assigning random class membership to the classifying object. 
Further studies are recomrnended here to investigate the trade-off. Besides rejec- 
tions, the errors are largely due to the misclassifications of ambiguous creatures. 
For example, termite is the only insect without wings in the database. Since the 
insect class has many attributes in cornmon with the invertebrate class, and none 
of the invertebrates can fly. termite is sometimes assigned to the wrong class. 
Since the zoo data set has not been used to test many other algorithms besides 
Forsyth's PCIBEAGLE User's Guide. the classification accuracy is compared with 
only the earlier work (APACS) of this research. APACS [17] is a first-order mono- 
tlietic learning algorithm which detects the relationships between a class and one 
attribute value. Table 5.12 shows the cornparison. The proposed method is able 
to detect liigh order associations, which help to explain some complicated cases 
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which are difficult for monothetic algorithms such as APACS. For example. the 
animal platypus is the only mammal (out of 41) in the database that lays eggs. In 
the second order associations, there is a strong evidence against its assignrnent to 
the mammal class. Therefore. APACS either assigns it to a wrong class or rejects 
it since there is no siifficient positive weight of evidence. Yet using the current 
approach, platypus is assigned to the correct mammal class when the high order 
event associations are considered, the negative evidence provided by eggs = yes is 
balanced by other higher order associations which distinguish it from other types 
such as insects (no backbone) and birds (al1 have feathers). 
Table 5.12: Classification Accuracy on Attribute Type of Zoo Data 
Systern Classification Accuracy 
APACS 55.0% 
Proposed Method 96.0% 
When the attribute Legs is used to classify the creatures, the class distribut ion 
becomes: 38 four-leggers. 27 two-leggers, 23 legless. 10 six-leggers, 2 eight-leggers. 
1 five-leggers. An average classification accuracy of 97% (low 95%: high 100%) is 
achieved. Misclassification happens to the five-leg starfish. eight-leg scorpion and 
octopus. They are al1 invertebrates. Other types of creatures have tight correlation 
with the number of legs. except invertebrates. From a small sample for five-leg 
and eight-leg creatures. no positive weight of evidence can be obtained. In such a 
case, either rejection or the "most frequently happened" class is assigned. Since 
there is no previous classification result on this attribute. no comparison can be 
made. The classification on Legs denionstrates that the proposed approach can 
make classification on any attribute given an attributed hypergraph built from the 
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data set. 
5.3.2 Wisconsin Breast-Cancer Database 
The Wisconsin breast-cancer database was originally provided by Dr. William 
H. Wolberg [96] and iised by a number of researchers in pattern recognition and 
machine leaning. The corrent database available from the UCI database repository 
contains 699 cases, eacli of which is described by ten attributes in addition to the 
unique code number (see Table 5.13). The class of each instance is either benign or 
malignant whose distribution is as follows: 458 (or 65.5%) benign. 241 (or 34.5%) 
malignant. Other attributes take discrete values labeled from 1 to 10. 
Table 5.13: Attributes of Breast-Cancer Database 
Clurnp Thickness 
Uniformity of Ce11 Size 
Uniformity of Ce11 Shape 
Marginal Adhesion 







1 - 10 
I - 10 
1 - 10 
1 - 10 
I - 10 
1 - 10 
1 - 10 
1 - 10 
I - 10 
Boolean 
In this test, the fociis is on the event associations related to the attribute Class 
and how to classify the cases using these found patterns. Of the total cases, $O% 
(599 cases) are used in training and the remaining 20% (140 cases) are classified. 
In the pattern discovering process, 42, 76 and 258 event associations are gener- 
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ated at second, third and fourth order respectively. The number of associations 
begins to decrease a t  the fifth order and no seventh order pattern has been found. 
Fig. 5.14 shows part of the AHG representation of the event associations detected 
from the database. The class labels are singled out to make it easier to read. Their 
associations with other primary or compound events are shown by the connected 
solid lines. Significant compound events associated with a class are enclosed by 
dotted curves. The resiilts show that: 1) there is no overlapping associations be- 
tween classes, i.e. if event [x:, Classl] is significant. [x;, Class2] is not significant: 
and 2) if xj is associated to one class. none of the primary events in x; appear in 
associations containing the other class. In this sense, the breast-cancer database is 
less complicated than the zoo database. 
mitoses: O 
Figure 5.14: Part of the Significant Associations from Breast-Cancer Database 
It is also noticed that 32 out of the 48 second order associations are related to 
malignant, but only 3 third order associations are related to this class. No higher 
order associations contain this class. It implies that most of the patterns related 
to malignant are of low order. To distinguish it from benign, one does not need to 
detect patterns of orders higher than 3. Hence, to classify a new case, low order 
(no higher than 3) pattern discovery should be sufficient. It partially explains 
the phenomenon t hat nionot hetic learning strategies can achieve high classification 
accuracy in this problem. 
The new method achieves 95.7% classification accuracy. This accuracy is compa- 
rable with that  of other classification oriented systems using the Wisconsin breast- 
cancer data (see Table 5.14). In the table, APACS (171 which considers only pair- 
wise associations yields 93.9% accuracy. Wolberg and Mangasanan [96] report they 
achieved a single-trial classification accuracy range of between 93.5% and 95.9% de- 
pending on the number of cases used in training (50% to 67% respectively). Their 
method is based on the hyperplane data separation on a subset of the data set (369 
cases when their test wlts conducted). Zhang [107] reports a classification accuracy 
range of between 92.2% and 93.7% using the same subset as that in [96]. 
Table 5.14: Classification Accuracy of the Wisconsin Breast-Cancer Domain 
S ys t em Classification Accuracy 
APACS (wit h rejection) 93.9% 
Wolberg's Method 93.5 - 95.9% 
Zhang's Method 92.2 - 93.7% 
Proposed Method 95.7% 
5.3.3 Mushroom Database 
The mushroom database is a relatively large database containing 8124 instances. 
The instances are charscterized by 23 attributes including the class label (edible 
and poisonous) whose distribution is as follows: 1205 (or 51.8%) edible, 3926 (or 
48.2%) poisonous. Al1 the rest 22 attributes are categorical (see Table 5.15). 
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Table 5.15: Attributes of Mushroom Database 
























bell, conicaI, convex. Bat, knobbed, sunken 
fibrous' grooves, scaly, smooth 
brown. buff, cinnamon. gray. green, pink. purple. red. 
white. yellow 
bruises. no 
almond, anise, creosote, fishy. foul. musty. none. 
püngent, spicy 
attached, descending, free. notched 
close, crowded, distant 
broad. narrow 
black. brown. buff. chocolate. gray, green, orange. 
pink. purple, red. white, yellow 
enlarged. tapering 
bulboiis, club, cup. equal. rhizomorphs. rooted. 
missing 
ibrous. scaly. silky. smooth 
ibroiis. scaly, silky. smooth 
brown. buff. cinnamon. gray. orange, pink, red. 
white. yellow 
brown. biiff. cinnamon, gray, orange, pink, red. 
white. yellow 
partial. universal 
brown. orange, white. yellow 
none. one, two 
cobwebby. evanescent. fiaring, large, none, 
pendant, sheathing. zone 
black. brown, buff. chocolate, green. orange. 
purple. white, yellow 
abundant, clustered. nurnerous, scattered, several. 
salit ary 
grasses. leaves, nieadows, paths. urban, waste. woods 
edible. poisonous 
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The experiment is carried out in two ways. First. a subset of 500 instances rather 
than the entire data set is randomly sampled from the original 8124 instances. Of 
the 500 selected instances. 400 (80%) are used in the discovery phase while the 
remaining 100 (20%) are used for testing. This process is repeated for 10 times 
to gain an average performance. in the classification phase. only the class label 
is classified for easy comparison with the other approaches. The limitation of the 
training sample size prevents the association discovery process from going to higher 
order. In the ten trials. the lowest classification accuracy obtained is 97% and the 
highest is 100%. The average accuracy is 98.9%. 
In the second setting. the entire data set is used. The original 8124 instances 
are divided into a subset of 5416 (66.7%) for pattern discovery and a subset of 
2708 (33.3%) for classification testing. The time consumed by the discovery pro- 
cess is significantly longer. but it is almost linear with respect to the number of 
instances. The accuracy for this one-trial classification is 99.1%. slightiy better 
than the average performance of the ten-trial approach mentioned earlier. 
These performances are consistent with other researchers' experiments using the 
same data set. Table 5.16 is a comparison result (classification results of other algo- 
rithms are obtained together with the data set from UCI). In the table. STAGGER 
is proposed by Schlimmer [86] and HILLARY is proposed by Ida, et al 1581. 


















ten- trial average 
ten-trial average 
one-trial 
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It should also be noted here that the data set has not been randomly arranged. 
If the first 1,816 instances are used for training and classification tests, one can 
always obtain 100% accuracy with only one simple d e :  
odm = pungent + class = poismous. 
In the first case of the testing, the weight of evidence of the significant association 
[order = pzmgent,class = poisonolls] in support of class = poisonovs will be 
infinity. In the actual experiments, such a setting has been intentionally avoided. 
5.3.4 The Monk's Problems 
The Monk's problems [93] are considered synthetic. although the third problem 
contains some noise. These sets of data are chosen because there is a thorough 
comprehensive cornparison of many major systems using these data sets. Three 
data sets record three artificid problem domains related to robots wtiich can be 
described by six attributes (see Table 5.17). The task is a binary classification 
problem: deciding whether or not a robot belongs to a class. For each problem. 
there are totally 432 instances of pre-classified robots. Only a subset of the 432 
instances have been used in training. 
The three problems are generated as follows: 
Problem 1: 
head shape = body shape v jacket color = red + class 1 
otherwise =+ class 2 
Problem 2: 
exactly two of the six attributes take on their first value class 1 
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Table 5.17: Robot Attributes in the Monk's Problem 








(jacket color = green A holding = sword) v 
(jacket color # blue body shape # octagon) =+ class 1 
otherwise c I s s  2 
For the first problern. 124 instances are used in training, and the remaining 
used for testing. This problem is expected to be the easiest among the three, since 
it is basically a first ortler classification problem. Table 5.18 shows the significant 
associations detected from the first MONK's problem. Here, the highest order is set 
to be 3. A comparison of the first MONK's problern and Table 5.18 shows that the 
logic relationship regarding Class = 1 has been correctly captured. If the highest 
order is not bound, such patterns as [Attr, = 1 and Attr2 = 1 and Attr5 = 1) and 







The second problem is believed to be the hardest among the three, since the 
combined values of al1 six attributes must be considered. In this case, 169 of 432 
sarnples have been randomly selected for training. Due to the size of the sample 
and the consideration of overfitting, to find al1 the six-order associations is unlikely. 
round (1) / square (2) / octagon (3) 
round (1) / square (2) / octagon (3) 
yes (1) / no (2) 
sword (1) / balloon (2) / flag (3) 
red (1) / yellow (2) / green (3) / blue (4) 
Yes (1) / no (2) 
Table 5.18: Associations Detected from the First MONK'S Problem 
Partial information has to be used to provide evidence to classi& a new instance 
not in the training set. For an algorithm which can correctly classify new instances 
in this deterministic problem, it must have deductive capability since the training 
set is far from complete with respect to the domain. 
Class 
Class = 1  
The third Monk's problem is similar to the first one. but 5% random noise 
in terms of misclassification has been added to the training set. The testing set 
remains clean. In the training set, there are 122 instances. 
Pattern 
x5 = 1 
x l = l a ~ d x ~ = l  
x l  = 2 and x2 = 2 
XI = 3 and x2 = 3 
In terms of classification accuracy. it is obvious that the proposed method is 
arnong the best of the algorithms compared in [93]. Table 5.19 shows the compar- 
ison of this new approacli with some other well-known algorithms. Connectionist 
algorithms are excluded from the cornparison because neural networks are consid- 
ered not suitable for data rnining applications [II. The new system emphasizes more 
on association discovery. Classification is treated as an application of discovered 
patterns a t  the request of the user. 
Among the compared methods in Table 5.19, AQ based algorithms perform the 
best. A& based algorithms generalize concepts from a seed in a deterministic do- 
main. While they can solve the logic problems such as the Monk's problems. they 
may have a problem when applied to a much larger. noisy, real-world database. 
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Table 5.19: Classification Results for the Monkgs Problems 
containing only probabilistic patterns. The new approach perforrns well compared 
with other probabilistic/information theory based algorithms. The misclassifica- 
tions occurred in the second Monk's problem are mostly due to rejection caused by 
a weak weight of evidence. It suggests that a symbolic generalization mechanism 
is needed to deduct concept descriptions from the discovered event associations. 
Such a mechanism will improve the classification accuracy of the new system wlien 








E C O B m B  
Summary 
This chapter evaluates the performance of the proposed method. A prototype 
system is implemented and tested with both synthetic and reat-world databases. 
The results show that the new system is capable of detecting cornplicated patterns 
(associations) of different orders from a d a t a  set. It is also shown that this method 
is applicable to large databases. Using weight of evidence, the inference engine of 
the proposed system acliieves flexible prediction. Also, its classification accuracy is 
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Experiments in Section 5.2 are designed to evaluate the performance of the 
pattern discovery algorithm. Different data sets are used to test the different char- 
acteristics of the proposed system, including its ability to detect different order 
patterns, the meaningfulness and consistency of the detected patterns, and finally 
the computational expense. 
Experiments on the clata sets with previously knom patterns such as the XOR 
data and the second sets of synthetic data show that the new method can correctly 
uncover the inherent patterns. With the XOR problem. the detected patterns 
clearly depict the logic relationship among the three variables. In the experiments 
on the second sets of synthetic data, patterns are detected in the presence of noise. 
The requirement for a cornpound event to be significant at different orders is also 
investigated. The proposed algorithm can discovery "all" the significant event as- 
sociations inherent in a clata set, as both positive and negative patterns of different 
orders can be successfully detected. The meaningfulness of the detected event asso- 
ciations is examined with the dornain knowledge in the test with the zoo database. 
Although redundancy exists in the discovered patterns, ail the patterns are found 
to be meaningful. The experiments with the first group of synthetic data  sets help 
to evaluate the computational expense of the new method, especially when it is up- 
scaled to deal with large data sets. I t  is found that the computing time of the new 
algorithm is almost linear to the sample size of the data set in the worst case. Ob- 
viously then, this allows the algorithm to be applied to large real-world databases. 
Actually in the test. the largest data  set used contains one million instances with 
a file size over 25MB. In real-world databases, significant patterns are expected 
to be sparsely distributed in the feature space, thus different from the randomly 
generated data sets where each possible compound event has almost the same pos- 
sibility. Sparse distribution of patterns allows an algorithm to apply heuristics to 
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truncate the search space. In the new system, candidate selection schemes will kick 
in to reduce the actual search space as evidenced by the experiment with the injury 
database in Section 5.2.4. The selected candidates occupy only a small fraction 
of al1 possible combinations of the domain. Intelligently truncating the searching 
space enables a system to analyze complicated problem domains without losing 
important information. Further, the same experiment shows a consistency of the 
patterns discovered over different subsets of the original data. Consistent patterns 
help to make better decisions on the execution of the dornain, and they indicate 
that sorne fundamental regularities of the domain have been uncovered. 
Regarding its analysis and inference aspects, the performance of the system is 
tested with four classification oriented data sets. The emphasis is on not only the 
classification accuracies. but also flexible prediction and the understanding of the 
domain. The experiments demonstrate that , even though the systern is not designed 
specifically for classification tasks, its classification accuracies are comparable with 
those of other inductive systems. One would also note that the patterns discovered 
from the training set can precisely depict the relationships among the attributes 
thus providing a better understanding of the problem domains. As for flexible 
prediction, it is achieved through the use of the information measure, weight of 
evidence. Flexible prediction allows the user to focus on a certain slice of the entire 
pattern set. 
With the zoo database, it is demonstrated that the proposed method is able to 
predict the value of any attribute given a set of observations. A creature instance 
can be classified according to its type or the number of its legs depending on what 
interests the user. Such flexible prediction is important for a data mining system 
in which the user's interest changes from time to tirne. As for the breast cancer 
data set, the patterns (in the form of an AHG) found in it show the importance 
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of understanding the problein a t  hand. The highest order of the patterns related 
to the class malignant is only 3. I t  suggests that. to determine whether or not a 
case is malignant, two observations are enough. Hence, we need only two Iab tests 
to determine if there is a cancer. Obviously, this will improve system performance 
and simultaneously help cut healthcare budget intelligently. hdeed,  understanding 
the problem sometimes is more important than mere the classification accuracy. 
It should be noted tliat, in the discovery phase. it is not assumed that the at- 
tribute t o  which classification is going to be made is known. If such information is 
available, the weights of evidence can be calculated during the discovery process. 
If the absolute value of a weight of evidence is large enough (greater than a thresh- 
old or equal to infinity). the search of associations in that direction can then be 
terminated. Thus. the cornputing time will be further reduced. But on the other 
hand, the associations not related with the attribute to be classified can not be 
discovered. In such a case, the entire system is turned to a classification oriented 
system. 
Chapter 6 
Conclusion and Future Research 
The research presented in this thesis is on a uniform framework for pattern discovery 
and analysis. It proposes a new system of pattern discovery, pattern representation 
and pattern analysis/inference for databases. 
This system identifies statistically significant event associations inherent in a 
given data set, using residual analysis to test whether or not a pattern candidate is 
significantiy deviated from a default log-linear model. Once a pattern is discovered, 
it is stored as a hyperedge in an attributed hypergraph. This attributed hypergraph 
will be regarded as a knowledge collection for future inference tasks. Significant 
event associations can be directly retrieved from the attributed hypergraph at the 
request of the user. Two other common inference problems, the best-N or rule in- 
duction problem, and the rnissing-value or classification problem have been studied. 
Associated algorithms are developed to solve these problems. An information mea- 
sure, known as the weight of evidence. has been proposed to evaluate the evidence 
provided by a significant event association in support of, or against, an attribute 
taking on a certain value. Extended to higher order. the weight of evidence measure 
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has also been applied to classi& a new observed object at the user's request. 
The work described in this dissertation was motivated by the recognition oE (1) 
increasingly large amoiints of raw data in databases which require the facilitation 
of an automatic pattern discovery and analysis system for a better understand- 
ing of the problem dornain reflected by the data; (2) the pressing need to develop 
intelligent systems which are able to leam from data collections and make predic- 
tions; (3) the potential applications of knowledge discovery from databases and 
data mining in both scientific and business worlds: (4) the inability of most avail- 
able discovery/learning algorithms to cope with large data collections which contain 
incomplete, inconsistent and/or inaccurate data; and (5) the application limitation 
of most existing systems which solve only a particular problem and therefore. not 
general enough to render an integrated discovery/analysis framework for real-world 
applications. 
6.1 Summary of Contributions 
A better way to summarize the contributions of the research is to evaluate the 
research outcome against the objectives as stated a t  the outset of this thesis. The 
following statements are an account corresponding to the points outlined in Sec- 
tion 1.2.2. 
1. The current research brings forth a general and versatile framework from 
pattern discovery to inference process. 
Within this framework. knowledge (patterns) is extracted from raw data and 
represented by an attributed hypergraph. Patterns are regarded as signifi- 
cant event associations inherent in a data set. With this in mind, major tasks 
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in knowledge discovery and data mining can be formulated into one system. 
thus removing the need of looking pattern discovev rule induction, classifica- 
tion and clustering as different topics. Supervised learning and unsupervised 
learning are also iinified as the processes of discovering different kinds of pat- 
terns from data sets. Two fiuitful components arising from this approach are: 
1) a discovery engine for detecting significant patterns of different orders, and 
2) a generalized weight of evidence based inference rnechanism for different 
kinds of inference tasks. The former provides an automated pattern extrac- 
tion solution for large databases while the latter allows the system to respond 
to the user's interest and give answers to his/her queries. 
2. The statistical discovery algorithm is able to detect different order patterns 
in the presence of uncertainty. 
Because of its inherent statistical characteristics, the discovery method can 
handle noisy data properly. It does not require that the original data  be 
correct or complete. I t  guarantees (with a fixed confidence level) that  the 
detected patterns are significant. Unlike traditional statistical pattern recog- 
nition approaches which are variable-oriented. this new method works at the 
event level. It reveals not only if several attributes are related but also how 
they are related. Hence, this event-based approach gives more precise de- 
scriptions of the detected patterns in a way similar to bow people describe 
concepts. This cliaracteristic of transparency is one of the most desirable 
properties of AI. 
3. The attributed hypergraph is proposed for the representation of complicated 
high order event associations. 
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An attributed hypergraph representation is a graphical representation which 
is able to distinguish between set connectivity and connectivity among ele- 
ments. Hence, i t  is siiitable to represent patterns of different orders. Tra- 
ditional graphical representations such as trees and networks use pairwise 
relationship to represent data dependence. For cornplicated patterns in real- 
world database applications, these representations are inadequate. An at- 
tributed hypergraph is perhaps the simplest and the most direct and effective 
representation for different orders of inter-dependencies. Using attributed hy- 
pergraptis, both the qualitative relations and the quantitative relations are 
encoded. With a graph Ianguage, a good number of mature algorithms can 
be directly applied for pattern retrieval: combination and inference purposes. 
Pattern visualization is much easier with such a representation. 
4. The weight of evidence measure makes it possible to integrate various infer- 
ence tasks into one system. Thiis, flexible prediction is achievable. 
One of the advantages of using weight of evidence is that the total weights 
of evidence provided by two patterns are "addable" if the two patterns are 
conditionally independent. Hence, on one hand, the evidence provided by a 
set of observations. positive and negative, can be cornbineci for cornparison 
when a new object is being classified against a specified attribute. On the 
other hand, the weight of evidence also depicts the strength of the associa- 
tion among varioiis elements. When the association is transformed into an 
association rule. this measure then furnishes the strength of the rule. Unlike 
this measure, those used in most rule induction methods for comparing and 
selecting rules cannot be applied to classi& new objects, thus crippling the 
system for achieving generality and applicability. 
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5. Empirical tests on synthetic and real-world data sets indicated that the sys- 
tem is supenor to (at least comparable with) many existing algonthms in 
terms of efficiency of discovery, classification accuracy and scalability to large 
databases. 
6. A pattern discovery and analysis software system has been prototyped. The 
potential applications of such a system is numerous. 
The prototyped system can detect significant patterns given a categorical or 
discrete-valued data collection and perform rule induction and classification 
tasks a t  the request of the user. This system works well especially in situations 
where no a priori knowledge is available, where the data sample is large, where 
the decision maker needs more information than that of a single attribute. 
and where different inference processes would be used to induce different 
attributes. Some possible applications of such a system are listed below: 
- Building knowledge bases for expert systems; 
- Analyzing large databases such as stock market records, connection 
records of telecornmunication companies and basket data of department 
stores for prediction and forecasting; 
- Discovering patterns for quality control. diagnosis, and decision support 
systems; and 
- Encoding and retrieving information from various data sets or databases. 
In addition to these contributions. there are some other points worth mention- 
ing: 
By discovering high order patterns. polythetic learning is achieved. This 
function enables the system to analyze highly complicated data. At the same 
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time, the system does not apply p r e  or post-pruning stages which are used 
by many other systems to achieve polythetic analysis even though they are 
very time consuming and domain dependent. 
The candidate selection technique discussed in Section 3.6.2 helps to avoid 
exhaustive search for detecting high order significant patterns. This tech- 
nique speeds up the pattern discovery process by eliminating uninformative 
pattern candidates in the early stages, thus allowing it to  be applied to large 
databases. 
Since we cannot assume the completeness of a data set (database), negative 
information lias to be considered in addition to positive patterns. The nega- 
tive information is used to eliminate uninformative candidates in the discovery 
process, as well as in the inference process. This is different from some other 
pattern discovery systems which detect only positive patterns, a case that 
may lead to the loss of information and incorrect classification. 
The event based approach in this research niakes it unnecessary in the infer- 
ence stage to go back to the original data set for parameter estimation, or 
to record large correlation matrices, as the variable-based approaches. Going 
to the event level also contributes to reducing the computational complexity. 
This makes it possible to test only the possibly significant events other than 
exhaustively searching al1 the possible cornbinations. 
6.2 Suggested Future Research 
Several interesting problems related to this research are still open for future in- 
vestigation. The following is a list o f  some possible directions presented as the 
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conclusion of this thesis. 
Generalization of event associations into concept descriptions 
In deterministic and game-playing domains srich as the Monk's problems [93] 
discussed in Section 5.3, data can be represented by a srnall nurnber of simple 
rules. The ability of generalizing discovered event associations into such kind 
of rules will not only simplib the representation but also increase the clas- 
sification accuracy. One example is that the data set is generated by a rule 
( A  = B) + Class 1. The discovery process will give the event associations 
such as (Al = B I )  t Class 1. (A2 = B2) + Class 1, etc. It is desirable 
that the original rule can be explicitly statecl. especially a t  high order. The 
second Monk's problem is a good example. A possible solution is to feed 
the discovered patterns into an AQ-based algorithm so as to generate rule 
descriptions. For probabilistic dornains, a careful investigation is even more 
important. Thoiigh the discovery process filters out most of the noise, the 
concept generation procedure should study how to use the statistical measures 
rigorously when tliey are incorporated with each discovered event association. 
Discretization of continuous attributes and mixed-mode data analysis 
Discussion in the ciment research is limited to discrete attributes or pre- 
discretized continuous attributes. The choice of discretization algorithms for 
continuous attributes is very important for the performance of the discovery 
process. Although the earlier work [99] [21] yielded some insight into this 
problem, further investigation is definitely necessary. In mixed-mode da ta  
analysis, one chooses either to discretize the continuous attribute and then 
apply discrete analytical algorithms. or to analyze mixed-mode data directly 
without discretization. The trade-off of the two choices is worth studying. To 
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my best knowledge. few good methods are available to analyze mixed-mode 
data directly. Undoubtedly this opens a new research direction. 
Other default statistical models for adjusted residual analysis 
In Section 3.5. an independence model is assumed to be the default model 
for the residual analysis with a fked sarnple size. Although it is stated that 
other log-linear models can also be chosen, no details, especialiy the parameter 
estimates, have been discussed. In Appendix A. more details of hierarchical 
models are given. With other models and a changing data sample size! one 
has to derive new formulas to calculate the niaximum-likelihood estimates of 
the parameters so as to conduct residual analysis. To be able to derive the 
maximum-likelihood estimates. an understanding of the problem domain and 
s kills of st atistical analysis are required. 
More efficient implementation 
It is possible to iitiplement the algorithrns in a way so as to take advantage 
of parallel and/or distributed computation. When the database is distribut- 
edly located and the number of attributes is large. parallel and distributed 
implementation will speed up the process significantly. The current imple- 
mentation does not assume any format of the data. If the data are stored in 
a (relational) database. the DBMS (DataBase Management System) can be 
involved to provide more efficient resource management. 
There are of course rnany other worthwhile research possibilities that are not 
inciuded in the list. 1 believe that because of the challenging topics and the tremen- 
doiis potential applications. pattern discovery and analysis in databases will con- 




The discussion of hierarchical models will first be illustrated by three-way con- 
tingency tables involving three random variables. The conclusions can be easily 
extended to high dimensional cases. For more details, interested readers can refer 
to the original paper by Goodman [42] and the books by Haberman [46] [47] and 
Andersen [5]. 
As defined in Section 3.5.3, the hierarchical models with respect to  three random 
variables A, B, and C. have the form: 
where e i j k  is the expectation of the actual count o i j k  of the ce11 (i, j ,  k) -), 1 5 i 5 L. 
1 < j 5 W and 1 5 k 5 H, in the three-way table. AI1 the AT'S are unique 
parameters that satisfy: 
In hierarchical models except the saturated model. some A-parameters are set to O. 
The hierarchical restriction is followed that if any A-parameter with superscript S 
is set to O, then any A-parameter of the same or higher order is set to O. Here a 
A-parameter has the same or higher order if its superscript contains each letter of 
It is also assumed that the sarnple size M is fixed. so that the table has a 
multinomial distribution and the ce11 probability is denoted as P i j k  In addition to 
the above definitions. the following marginal notations are repeatedly used: 
and 
The following enurneration lists al1 the nine possible hierarchical models in a 
three-way table. With each case, the physical meaning of the model and the cor- 
respondent maximum-likelihood estimate of the parameters are given if explicit 
formula exists. Al1 of the nine possible models are log-linear. 
Case 1. The saturated rnodel 
In the saturated model. no restrictions are imposed on Eqn. A.1, so 
The saturated mode1 is not a very interesting model. We cannot really get anything 
from such a model. 
Case 2. No three-factor interaction 
With this model, we have 
The no three-factor interaction model is always used to compare relative risks such 
as log(eijl leij2). In sucli a model, the marginal estimates have explicit expressions: 
Solution of ê$fC reqiiires iterative methods such as the Newton-Raphson or the 
iterative proportional fitting algorithm. There is no correspondent independence 
explanation of this model. 
Case 3. Conditional independence 
This case contains three models. Correspondingly, one of the three two-factor 
interactions is set to zero. Just for illustration purposes, we just consider one 
situation in which X F  is set to zero, that is: 
by definition of the hierarchical models, the three-factor interaction X<fC is zero. 
This model is equivalent to the hypothesis that given A, B and C are condi- 
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tionally independent [SI. Hence, the pro bability 
holds. In this equation. 
is the conditional probability of Bj and Cç given Ai. 
is the marginal conditional probability of Bj given Ai, and 
is the marginal conditional probability of 4 given Ai. 
The rnaxirnum-likelihood estimate êijk of e i j k  satisfies the equation 
where 
For adjusted residual analysis. the maxinium-likelihood estimate of the vari- 
The conditional independence model. as well as the mutually independence 
model and the mode of two variables independent of the third. are of the most 
interest in the hierarchical models. 
Case 4. Two .variables independence of the third 
As in the previoiis case. there are three similar models. in each of which two 
two-factor interactions are set to zero. We use the following model to show the 
general properties of this group. i.e. 
This model holds wlien the variable C is independent of the variable pair (A. B). 
Note that C is independent of ( A ,  B) if 
For this model, the niaxirnum-likelihood estimate of ei,k satisfies the equation 
and the maximum-Iikelihood estimate of the variance of the residuai is 
Case 5. Al1 variables mutually independent 
This is the model we discussed in Section 3.5.3 as the default model of the 
system. We will not repeat the discussion here. 
The left cases are Iess common in practice and residual analysis. 
Case 6. Al1 categories of one variable equiprobable given the other two 
Similarly there are tliree models in this case which suggests that the probabilities 
of the events of one variable are equal given the other two variables. One of them 
is represented as 
logeijk = x + A: + A: + 
The model holds if and only if given A and B. eacli categories of C is equally 
probable, so that 
The maximum-likelihoocl estimate of ei,k is given by 
The maximum-likelihood estimate of c i j k  
(A. 10) 
(A. 11) 
Case 7. Al1 categories of one variable eqviprobable given the other twoo and the 
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other two variables independent 
There are three models in this case. We use only one to show the results. It is 
It holds when A and B are independent and, @en A and B, each categories of 
C is equally probable. Thus 
AB A B P, = Pi Pj 
and 
The maximurn-likelihood estimate of e+ 
where 




Case 8. Given one variableo al1 combinations of categories of the other two variables 
are equally probable 
In this case, only one main effect factor remains. As an illustration. vire choose: 
log e i j k  = À + A;. 
Given A, the mode1 holds when al1 the combinations of the events of B and C 
have equal probabilities. then 
The maximum-likelihood estimate of e i j h  
The maximum-likelihood estimate of G~~ 
Case 9. Al1 combinations of the three uariables are equally probable 
Basically this mode1 represents a uniform distribution. Al1 variable factors are 
set to be zero. So that 
log e i j k  = A. 
It suggests that al1 the combinations of -4, B and C are equally likely. Thus, 
1 
pij, = - 
L W H  
The maximum-likelihood estimate of e i j k  
The maximum-likelihood estirnate of ci jk  
To extend the results of three-way contingency table to high-way table is not 
difficult. Three principal changes occur as the number of variables iocreases [47]. 
The number of possible hierarchical models increases very rapidly; a decreasing 
fraction of hierarchical models have explicit expressions for maximum-likelihood 
estimates; and interpretation of hierarchical models becomes increasingly complex. 
The following theorem gives the sufficient and effective condition of a mode1 
having explicit maximtim-likelihood estimates. It is first stated by Goodman [41] 
and proved by Haberman [46] and Andersen [4]. 
Theorem A.1 (Goodman 1968) There is an explicit solution to the likelihood 
equations and the estirnated expected numbers are direct functions of the suficient 
marginals, if and only i f  the mode1 is decomposable. 
In the case of mutual independence. no matter how high the order is, the mode1 is 
always decomposable. hence, the explicit formula for maximum-likelihood estimates 
always exist. Actually. Haberman [46] gives a general format of the maximum- 
likelihood estimates of the expected count and the variance of the residual. 
Bibliography 
[l] R. Agrawal, S. Gliosli. T. Imielinski. B. Iyer. and A. Swami. An interval 
classifier for database mining applications. In VLDB-92. pages 560-573: 1992. 
[2] R. Agrawal. T. Inlielinski, and A. Swami. Database mining: A performance 
perspective. IEEE Trans. on Knozuledge and Data Engineering, 5 (6):914-925. 
December 1993. 
[3] R. Agrawal. H. Mannila. R. Srikant. H. Toivonon. and A. 1. Verkamo. Fast dis- 
covery of association rules. In U. M. Fayyad. G. Piatetsky-Shapiro. P. Smytli, 
and R. Uthurusamy. editors, Advances in ICnowledge Discover- and Data 
Mining, chapter 12. pages 307-328. AAAI Press/The MIT Press. 1996. 
[4] A. H. Andersen. Multidimensional contingency tables. Scandinavian Journal 
of Statistics, 1: 115-127. 1974. 
[5] E. B. Andersen. The Statistical Analyszs of Categon'cal Data. Springer-Verlag, 
third edition, 1994. 
[û] S. Avner. Extraction of comprehensive symbolic rules from a multilayer per- 
ception. Engineering Applications, g(2): 137-143. 1996. 
[7] C. Berge. Hyper-graph: Combinatoncs of Finite Sets. North Holland. 1989. 
BIBLIOGRAPWY 1'72 
[8] M. W. Birch. Maximum likelihood in three-way contingency tables. Journal 
of Royal Statistical Society, B-25:220-233, 1963. 
[9] E. Bloedorn and R. S. Michalski. Data-driven constrictive induction in AQ17- 
DCI: A rnethod and experiments. Technical report, Machine Learning and 
Inference Lab., Center for Art ificial Intelligence, George Mason University. 
1991. 
[IO] 1. Brakto and 1. Kononenko. Learning diagnostic rules from incornpiete and 
noisy data. In B. Phelps, editor, Interactions in  Artzficial Intelligence and 
Statistical Methods. pages 142-153. Technical Aldershot, 1987. 
[ll] 1. Bratko. Machine learning in artificial intelligence. Artificial Intelligence i n  
Engineering. 8(3):159-164' 1993. 
[12] L. Breiman, J. H. Freidman, R. A. Olshen. and C. J. Stone. Classification 
and Regression Trees. Wadswort h Belmont. 1984. 
[13] Y. Cai, N. Cercorie. and J. Han. Attribute-oriented inductional databases. 
In G. Piatetsky-Sliapiro and W. J .  Frawley, editors, Knovledge Discoverg i n  
Databases. chapter 12. pages 213-228. AAAI Press / MIT Press, 1991. 
[14] J.  G.  Carbone11 and P. Langley. Learning, machine. In S. C. Shapiro, editor. 
Encyclopedia of A rtificial Intelligence, volume 1, pages 464-488. Wiley, 1987. 
1151 B. Cestnik, 1. Kononenko, and 1. Bratko. ASSISTANT 86: A knowledge 
elicitation tool for sophisticated users. In 1. Bratko and N. Larvac, editors, 
Progress in  Machine Learning: Proc. of EWSL 87, pages 31-45, 1987. 
[lG] K. C. C. Chan. Induction Learning in the Presence of Uncertoznty. PhD 
t hesis, Department of Systems Design, University of Waterloo, 1989. 
BIBLIOGRAPHY 173 
[17] K. C. C. Chan and A. K. C. Wong. APACS: A systems for automated pattern 
analysis and classification. Computational Intelligence, 6(3) : 119-131. 1990. 
(181 K. C. C. Chan and A. K. C. Wong. A statistical technique for extracting 
classificatory knowledge from databases. In G. Piatetsky-Shapiro and W. J. 
Frawley, editors. Knowledge Discouery in Databases: chapter 6 ,  pages 107- 
123. AAAI Press / MIT Press, 1991. 
[19] P. Cheeseman, J .  Kelly, M. Self. J Stutz, W. Taylor. and D. Freeman. Au- 
toCIass: A Bayesian classification system. In Proc. of the 5th Int '1 Conf. on 
Machine Leaming. 1988. 
[20] J. Y. Ching. Clas-dependent discretization of continuous attributes for in- 
ductive learning. Master's thesis. Department of Systems Design, University 
of Waterloo. 1993. 
[21] J. Y. Ching, A. K. C. Wong, and K. C. C. Chan. Class-dependent discretiza- 
tion for inductive learning from continuous and mixed-mode data. IEEE 
Trans. o n  Pattern Analysis and Machine Intelligence. l?(7):631-641, 1995. 
[22] D. K. Y. Chiu. Pattern Analysis Using Euent-Covering. PhD thesis, Depart- 
ment of Systems Design, University of Waterloo, 1986. 
[23] D. K. Y. Chiu and A. K. C. Wong. Synthesizing knowledge: A cluster analysis 
approach using event-covering. IEEE Trans. on  Systems, Man and Cybernet- 
ics, 16(2):251-259. 1986. 
[24] C. K. Chow and C. N. Liu. Approximating discrete probability distributions 
with dependence trees. IEEE Trans. on Information Theory, 14(3):462-467. 
1968. 
[25] P. Clark and T. Niblett. Induction in noisy domains. In 1 Bratko and N. Lar- 
vaco editors. Progiess in Machine Learning: Proc. of the 2nd European Work- 
ing Session on Learning, pages 11-30. Sigma Press, 1987. 
[26] P. Clark and T. Niblett. Leaming if-then rules in noisy domains. In B. Phelps, 
editor, Interaction in AI and Statistical Methods, pages 154-168. Technical 
Aldershot, Hants. England, 1987. 
[27] G. F. Cooper and E. Herskovits. A Baysian method for the induction of 
probabilistic networks from data. Machine Learning. 9 ( 4 )  :309-347, 1992. 
[25] D. R. Cox and E. J .  Snell. A general definition of residuals. Journal of Royal 
Statistical Society. B-30:248-265. 1968. 
[29] N. R. Draper and H. Smith. Applied Regression Analysis. Wiley, New York, 
1966. 
[30] U. M. Fayyad, G. Piatetsky-Shspiro, and P. Smyth. From data mining to  
knowledge discovery: An overview. In U. M. Fayyad. G. Piatetsky-Shapiro. 
P. Smyth, and R. Uthurusamy. editors, Advances in Knowledge Discovery and 
Data Minzng, chapter 1, pages 1-34. AAAI Press / MIT Press, 1996. 
[31] D. H. Fisher. Conceptual clustering, learning from examples, and inference. 
In Proc. of the 4th Int'l Workshop o n  Machine Learning, pages 38-49, 1987. 
[32] D . H. Fisher. Ktiowledge acquisition via incremental conceptual clustering. 
Machine Learning. 2(2) :139-172. 1987. 
(331 D. H. Fisher and P. K. Chan. Statistical guidance in symbolic learning. In 
Annals of Mathematics and Artificial Intelligence, volume 2, pages 135-147. 
J. C. Baltzer. 1990. 
[34] D. H. Fisher and K. B. McKusick. An empirical cornparison of ID3 and back- 
propagation. In Proc. 01 the 11th Int? Joint Conf. on Artificial Intelligence. 
volume 1, pages 488-793, 1989. 
[35] W. J. Frawley. G. Piatetsky-Shapiro, and C. J .  Matheus. Knowledge discovery 
in databases: An overview. In G. Piatetsky-Shapiro and W. J. Frawley. 
editors, Knowledge Discovery in Databases. AAAI/MIT Press, 199 1. 
[36] R. M. Fung and S. L. Crawford. Constructor: A system for the induction of 
probabilistic models. In Proc. of the 8th National Conf. on Artificial Intelli- 
gence, AAA1790. volume 2, pages 762-769. 1990. 
[37] R. M. Fung, S. L. Crowford, L. Appelbaum, and R. Tong. An architecture for 
probabilistic concept- based information retrieval. In Proc. of the 13th Int '1 
Conf. on Research and Development in Information Retn'eval, 1990. 
[38] S. N. Gelfand, C. S. Ravishankar. and E. J. Deip. An interactive growing 
and pruning algorithm for classification tree design. IEEE Trans. on Pattern 
Analysis and Machine Intelligence. 13(2):163-174, 1991. 
[39] J. S. Gero and R. Stanton. ArtQïcial Intelligence Development and Applzca- 
tions. North Holland, 1987. 
[40] E. Godehardt. Grnphs as Structvral Models: The Application of Graphs and 
Multzgraphs in  Cluster Analysis. Friedr, Vieweg k Sohn Verlagsgesellschaft, 
1990. 
[41] L. A. Goodman. The analysis of cross-ciassified data: Independence, quasi- 
independence and interactions in contingency tables with and without missing 
entries. Journal of the Amen'can Statzstical Association, 63: 1091-1 131, 1968. 
[42] L. A. Goodman. The rnultivariate analysis of qualitative data: Interactions 
among multiple classifications. Journal of the American Statistical Associa- 
tion. 65226-256. 1970. 
[43] R. M. Goodman and P. Smyth. Decision tree design from a communication 
theory standpoint. IEEE Tmns. on Information Theory. 34(5):979-994. 1988. 
[44] R. M. Goodman and P. Smyth. Information-theoretic rule induction. In Proc. 
o j  the 8th Europenn Conf. on  Art$cial Intelligence. pages 357-362. 1988. 
[45] S. J. Haberman. The analysis of residuals in cross-classified tables. Biornet- 
rics, 29205-220. 1973. 
[46] S. J. Haberman. The Analysis of Frequency Data. volume 4 of Statistical 
Research Monographs. University of Chicago Press. 1974. 
[47] S. J. Haberman. .4nalgszs of Qualitative Data. volume 1. Academic Press. 
1978. 
[LLS] H. J. Hamilton and D. R. Fudger. Estimating DBLearn's potential for h o w l -  
edge discovery in databases. Computational Intelligence. 11 (2):280-296. 1995. 
[49] J. Han. Y. Cai. and N. Cercone. Knowledge discovery in database: -4n 
attribute-oriented approach. In Proc. of the 18th IntY Conf. on Very Large 
Data Base. VLDB.92. 1992. 
(501 J. Han, Y .  Cai. and N. Cercone. Data-driven discovery of quantitative rules 
in relational databases. IEEE Trans. on Knowledge and Data Engineering, 
5(1):29-40. 1993. 
[51] J. Han and Y. Fu. bttributed-onented induction in data mining. In U. M. 
Fayyad, G. Piatetsky-S hapiro, P. Smyth, and R. Uthurusamy. editors. Ad- 
vunces in Knowledge Discovenj and Data Mining, chapter 16, pages 399-42 1. 
AAAI Press / MIT Press. 1996. 
[52] F .  Hayes-Roth and J .  McDermott. An interference matching technique for 
inducting abstractions. Communications of the ACM. 21 (5):401-410, 1978. 
1531 D.  Heckerman. Bayesian networks for knowledge discovery. In U. M. Fayyad. 
G. Piatetçky-Shapiro. P. Smyth. and R. Uthurusamy, editors. Aduances in 
Knowledge Discouenj and Data Mining. chapter 11. pages 273-305. AAAI 
Press / MIT Press. 1996. 
[54] D. Heckerman. D. Geiger, and D. Chickering. Learning Bayesian networks: 
The combination of knowledge and statistical data. Machine Learning. 
20(3):197-244. 1995. 
[55] G. E. Hinton, 3.  L. McClelland. and D. E. R~inielhart. Distributed representa- 
tions. In D. E. Riimelhart and .J. L. McClelland, editors. Parallel Disstn'b.uted 
Processing: Exploration in  the Microstructure of Cognition, volume 1. chap- 
ter 3 ,  pages 77-109. MIT Press. Cambridge. MA. 1986. 
[56] M. Holsheimer alid A. Siebes. Data mining: The research for knowledge in 
databases. Technical Report CS-R9406, CWI. 1995. 
[57] X. Hu and N. Cercone. Learning in relational databases: A rough set ap- 
proach. Computntional Intelligence. 11 (2):323-338, 1995. 
[58] W. Iba, W. James. and P. Langley. Trading off simplicity and coverage in 
incremental concept Learning. In Proc. o j  the 5th Int'l Conf. on itdachine 
Learning, pages 73-79, Ann Arbor, Michigan. 1988. 
BIBLIOGRA PKY 
[59] T. Kohonen. Self-Organizing Maps. Springer. Berlin. Germany, 1995. 
[60] R. Kowalski. Logic for Problem Solving. North Holland, 1979. 
[6 11 P. Langley. Machine learning and concept formation. Machine Learning. 
2(4):99-102, 1987. 
[62] P. Langley and J. G-  Carbonell. Approaches to machine learning. Journal of 
the Amen'can Society for Information Science. 35(5):306-316, 1984. 
(631 R. Michalski and R. Chilauski. Knowledge acquisition by encoding expert 
rules versus computer induction from examples: A case study involving soy- 
bean pathology. Int '2 J. Man-Machine Studies. 1263-87, 1980. 
[64] R. S. Michalski. A theory and methodology of inductive learning. ArtificiaZ 
Intelligence, 20(3): 111-161, 1983. 
[û5] R. S. Michalski. 1. Mozetic. J.  Hong, and N. Lavrac. The AQ15 inductive 
learning system: An overview and experiments. Technical Report UIUCDCS- 
R-86-1260, Department of Computer Science. University of Lllinois at Urbana- 
Champaign. 1986. 
[66] R. S. Michalski and P. Stepp. Automated construction of classifications: 
Conceptual clustering versus numerical taxonomy. IEEE Trans. on Pattern 
Analyszs and Machine Intelligence. 5(4) :396-409, 1983. 
[67] T. M. Michell. Version spaces: A candidate elimination approach to rule 
learning. In Proc. o j  the 5th Int '1 Joint Conf. on Artificial Intelligence. pages 
305-316, 1977. 
(681 T. M. Mitchell. Generalization as search. Artificial Intelligence, 13(2):203- 
226,  1982. 
[69] A. Mrozek. Rough sets and dependency analysis. Journal of Man-Machine 
Studies, 30(4):415-457. 1989. 
[70] S. Muggleton. Inductive Logic Progmmming. Academic Press, 1992. 
['il] P. M. Murph and D. W. Aha. UCI Repository of Machine Learning Databases. 
Dept. of Informat ion and Computer Science. Univ. of California: Irvine. 1991. 
[72] H. Narazaki. M. Yamamoto, and T. Watanabe. Reorganizing knowledge in 
neural networks: An explanation mechanism for neural networks in data 
classification problems. IEEEE Trans. on Systems. Man and Cybernetics. 
26(1):107-117. 1996. 
[73] T. Niblett. Constructing decision trees in noisy domains. In 1. Bratko and 
N. Larvac. editors. Progress in Machine Learning: Proc. of EWSL 87. pages 
67-78. 198'7. 
['XI D. B. Osteyee ancl 1. J. Good. Information. Weight of Euidence. the Sin- 
gulurity between Probability Measvres and Signal Detection. Springer-Velag. 
Berlin, Germany. 19'74. 
[75] G. Pagallo and D. Haussier. Two algorithms that learn DNF by discovering 
relevant features. In Proc. of Int'l Workshop on Machine Learning, pages 
119-123. Morgan Kaufmann, 1989. 
[76] 2. Pawlak. Rough Sets - Theoretical Aspects o j  Reasoning about Data. Kluwer 
Academic Publishers, 1991. 
[77] J. Pearl. Probabi1i.stic Reasoning in Intelligent Sys tems: Netzuorks of Plausible 
Inference. Morgan Kaufmann, 1988. 
[75] J. R. Quinlan. Discovering rules by induction from large collections of exam- 
pies. In D. Michie. editor, Expert Systems in the Micro-Electronic Age. pages 
168-201. Edinberg University Press, 1979. 
[Tg] 3. R. Quinlan. Induction of decision trees. Machine Learning, l(1) :8i-106. 
1986. 
[80] J. R. Quinlan. Simplifying decision trees. International Journal 01 of Man- 
Machine Studies. 27(2):221-234. 1957. 
[Slj J. R. Quinlan. C4.5: Programs for Machine Learning. Morgan Kaufmann 
Publishers, 1993. 
[82] J. R. Quinlan, P. J .  Compton, K. A. Horn, and L. Lazarus. Inductive knowl- 
edge acquisition: -4 case study. In J. R. Quinlan? editor. Applications oj 
Expert Systems. pages 157-173. Addison-Wesley. Australia, 1987. 
[83] D. E. Rumelhart. G. E. Hinton. and R. J. Williams. Learning representations 
by backpropagation errors. Nature, 323(6085):533-536, 1986. 
[84] A. R. Safavian and D. Landgrede. A survey of decision tree classifier method- 
ology. IEEE Tram. on Systems. Man. and Cybernetics, 21 (3):660-674, 1991. 
[$5] W. S. Sade. Neural networks and statistical models. In Proc. of the 9th 
Annual SAS Users Group Int'l Conf.! pages 1538-1550, Cary, NC, 1994. SAS 
Institute. 
[86] J. C. Schlimmer. Concept Acquisition Through Representatzond Adjustment. 
PhD thesis, Dept. of Information and Computer Science, University of Cali- 
fornia, h i n e ,  1957. 
18'71 A. Silberschatz. M Stonebraker. and J. D. Ullman. Database systems: 
Achievements ancl opportunities. Communications of A CiM. M ( l O )  :110-120. 
1991. 
[88] H.A. Simon. Why should machines learn? In J. G.: Michalski. R. S.: Car- 
bonell and T. M. Mitschell, editors, Machine Learning: An Artificzal Intel- 
ligence Approach. volume 1. chapter 2' pages 25-38. Tioga Publishing Co.. 
1983. 
[S9] P. Smyth and R. M. Goodman. Information theoretic approach to rule in- 
duction from database. IEEE Trans. on Kno-wledge and Data Engin.een'ng. 
4(4):301-316. 1992. 
1901 P. Smyth. R. M. Goodman. and C. Higgins. A hybrid rule-based/Bayesian 
classifier. In Proc. of the 9th European Conf. on Adificial Intelligence. pages 
610-615. Stockholm. Sweden: 1990. 
[9 11 D. Spiegelhalter and S. Lauritzen. Sequential updat ing of conditional pro ba- 
bilities on directeci graphical structures. Networks. 2O(5) :5î9-605. 1990. 
(921 C. J. Thornton. Techniques in Computational Learning. Chapman 9L Hall. 
London, UK, 1992. 
[93] S. B. Thrun. The MONK'S problems: A performance cornparison of differ- 
ent learning algorithms. Technical Report CS-CMU-91-197. Carnegie Mellon 
University, 199 1. 
[94] Q. R. Wang and C. Y. Suen. Large tree classifier witli heuristic search and 
global training. IEEE Trans. on Pattern A nalgsis and Machine Intelligence. 
9(1):91-102. 1987. 
[95] Y .  Wang and A. K. C. Wong. Representing discovered patterns using at- 
tributed hypergraph. In Proc. 01 the Second International Conlerence on 
Knowledge Discovery and Datamining, KDD '96, Portland, OR., August 1996. 
[96] W .  H .  Wolberg and 0. L. Mangasarian. Multisurface method of pattern 
separation for medical diagnosis applied to breast cytology. Proc. of the 
National Academ;~ of Sci., 87(23):9193-9196. 1990. 
[97] A. K. C .  Wong and K. C. C. Chan. Learning from examples in the presence 
of uncertainty. In Proc. of the I n t l  Cornputer Science Conf. 'SB: Artijîcial 
Intelligence: Theory and Applications, 1988. 
[98] A. K .  C .  Wong and D. K. Y. Chiu. An event-covering method for effective 
probabilistic inference. Pattern Recognition. 20(2):245-255, 1987. 
[99] A. K. C. Wong and D. K. Y. Chiu. Synthesizing statistical knowledge form 
incomplete mixed-niode data. IEEE Trans. on Pattern Analysis and Machine 
Intelligencel 9:796-805, 2987. 
[100] A. K.  C. Wong and T. S. Liu. A decision-directed clustering algorithm for 
discrete date. IEEE Trans. on Computer, 26(1):75-82, 1977. 
[101] A. K .  C. Wong and D. C. C. Wang. DECA: A discrete-valued data cluster- 
ing algorithm. IEEE Trans. on Pattern Analysis and Machine Intelligence. 
1(4):342-349, 1979. 
[102] A. K. C. Wong and Y. Wang. Discovery of high order patterns. In Proc. of 
the 1995 IEEE Int.1 Conf. on ShIC, volume 2. pages 1142-1148, Vancouver. 
BC, Canada, 1995. 
[103] A. K. C. Wong and Y. Wang. High order pattern discovery from discrete- 
valued data. IEEE Trans. on Knowledge and Data Engineering, to appear. 
[IO41 W. A. Woods. Knowledge representation: What's important about it? In 
N. Cercone and G. McCalla, editors? The Knowledge Frontier: Essays in the 
Representatzon of Knowledge, pages 44-79. Springer-Verlag, New York. 1987. 
[105] N .  Wrigley. Categon'cal Data Analysis for Geographers and Envzmnmental 
Sc2entists. Longman. 1985. 
[106] Y. Xiang, S. K. M. Wong, and N. Cercone. Quant ihng uncertainty of knowl- 
edge discovered fsom databases. In W. Ziarko. editor. Rough Sets. Fuzzy Sets 
and Knowiedge Discovenj, pages 63-73. Springer-Verlag, 1993. 
[107] J. Zhang. Selec ting typical instances in instance-based learning. In Proc. 
of the 9th International Machine Learning Conference, pages 470-479, Ab- 
erdeen, ScotIand. 1992. 
[108] W. Ziarko. The cliscovery, analysis, and representation of data dependencies 
in databases. In G. Piatetsky-Shapiro and W. J. Frawley. editors, Knowledge 
Discovery in Databases, pages 195-209. AAAI/The MIT Press, 1991. 
[log] W. Ziarko. Rough sets and knowledge discovery: An overview. In W. Ziarko, 
editor, Rough Sets. Fuzzy Sets and Knowledge Discovery, pages 11-15. 
S pringer-Verlag. 1993. 
[110] J. M. zytkow and J. Baker. Interactive rnining of regularities in databases. 
In G. Piatetsky-Shapiro and W. J. Frawley, editors, Knowledge Discovery in  
Databases, chapter 2, pages 31-53. AAAI Press / MIT Press. 1991. 
