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The simulation of sound propagation in large rooms and urban en-
vironments is mainly performed by geometric simulation methods
like ray tracing or the Sound Particle Simulation Method (SPSM).
Hence, a severe deficiency is that wave effects are not included, es-
pecially if screening or diffraction effects are important. A method
to introduce diffraction is the Uncertainty relation Based Diffrac-
tion (UBD) model, which has been successfully evaluated recently.
To find close edges as sources of diffraction, a subdivision of the
room into convex subspaces is performed by virtual walls. How-
ever, this causes a recursive split-up of Sound Particles (SPs) at
each diffraction event. This effect should be compensated by a re-
unification of SPs. Therefore, the Sound Particle Radiosity (SPR)
has been found that combines the SPSM with an advantage of the
radiosity method: the re-unification of sound energy that uses a
discretization of the surface into small patches. Now, SPR has
been extended to 3D for the first time. To increase the available
memory and to decrease the computation time, a parallelization
has been implemented for the first time. First results indicate that
the discretization of the virtual walls into patches yields additional
but tolerable errors in the simulation of diffraction. However, even
in 2D, SPR requires a huge memory. To solve this problem in 3D
remains a great challenge, even more for more complex rooms.
Also a method for a convex subdivision to 3D still has to be found.
1. INTRODUCTION
In room as well as in urban acoustics, where the objects are large
compared with wavelengths, geometric-energetic simulation meth-
ods are applied, like the image source method [1, 2], the SPSM[3],
ray tracing [4, 5], or beam tracing[6]. Today, most beam tracing
methods assume pyramidal beams[7, 8]. Naturally, all these ne-
glect wave effects. Nevertheless, in the case of SPs, scattering
effects are simulated, but diffraction effects are still hardly simu-
lated in a general way. This is a severe deficiency, especially in
very jagged rooms with many obstacles as in urban environments,
where sound often reaches receivers solely by diffraction. It is im-
portant for auralization purposes, too. There are approaches that
add first order diffractions based on the rough approximation of the
detour law[9] or more accurate wave theoretical approaches[10].
For small reflection orders, it is efficient to combine beam tracing
with diffraction[11]. For high reflection orders, even beam trac-
ing becomes inefficient and the SPSM becomes more efficient -
especially if a high number of receivers is used[3]. But even with
the SPSM, the number of SPs and, hence, the computation time,
explodes due to the necessary recursive split-up of SPs. Avoid-
ing the split-up is possible but finally less effective[12]. Thus,
a re-unification of SPs is needed. Stephenson proposed[13] that
the acoustic radiosity method[14, 15], as known from computer
graphics[6], includes such a reunification effect but is restricted
to diffuse reflections. Consequently, the SPSM and the radios-
ity method are combined to the SPR[13, 16] in order to achieve
a method that is cable an arbitrary order of specular reflections,
scattering and diffraction without an explosion of the computation
time. Meanwhile, the UBD diffraction method[12] has been gen-
eralized, thoroughly evaluated and combined with the SPR[17].
However, this paper is focused on the algorithmic problems. It
is organized as follows: In Sec. 2, the main features of the SPSM
are described, whereas the handling of scattering and diffraction is
briefly described. Sec. 3 describes the convex subdivision proce-
dure, which is the base for an effective simulation of diffraction.
Sec. 4 describes the SPR before Sec. 5, 6 and 7 describe an es-
timation the SPR efficiency, a method of parallelization and the
accuracy of the sound intensities that are computed with the SPR
one after another.
2. SOUND PARTICLE SIMULATION METHOD
The SPSM is a typical Monte Carlo method, i.e., the idea is to emit
a large number of SPs and to trace them iteratively over a number
of reflections. To find the next reflection point, each time a number
of walls has to be checked for intersection. Furthermore, the point
of intersection on the intersected wall has to be determined. Usu-
ally, the termination criterion is related to a maximum number of
reflections or the desired length (time range) of the echogram. The
number of emitted SPs depends on the desired accuracy (e.g., the
uncertainty in the computed sound levels) or the spatial resolution
of the room surface.
2.1. Simulation of Multiple Frequency Band Simultaneously
In general, SP propagation paths are strongly dependent on the
frequency, such that they are computed for each frequency band
independently. In the SPSM, all bands are computed simultane-
ously. Therefore, SPs are carriers of multiple energies instead of
carriers of a single sound energy. Thus, the frequency dependent
effects like scattering, diffraction, absorption and air attenuation
are only allowed to modify the carried energy, but not the actual
sound propagation path.
2.2. Emission of Sound Particles
An equal distribution is simple to realize in 2D, whereas in 3D
the unit sphere has to be subdivided into (at least approximately)
equally sized regions. A good approximation can be found, e.g.,
by the EQ Sphere method[18] (see Fig. 1(a)).
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Figure 1: Emission of SPs into about equal solid angle ranges
without randomization.
2.3. Wall Reflection
In case of ideally smooth surfaces, the sound energy is reflected
specularly (angle of incidence = angle of reflection). Then, the
energy of the SP is reduced by (1− α), where α is the absorption
coefficient. In general, α is frequency dependent and, thus, the
energies that are carried by the SP have to be modified for each
frequency band independently.
2.3.1. Scattering
In case of a rough surface, the ratio of the non-geometrically re-
flected energy and the total reflected energy is defined as a fre-
quency dependent scattering coefficient σ[19]. To handle scatter-
ing in the SPSM, i.e., to define a simple angular characteristic for
partially scattering surfaces, commonly used methods[20] inter-
polate between the geometric reflected energy and the scattered














where p is the angular probability density, ϑ the polar and Ω the
solid angle, respectively.
In order to avoid a split-up of SPs, these angular probability
density functions have been used to compute the direction of the
reflected SP. In order to achieve a higher spatial resolution and to
keep the sound propagation paths independent of the frequency, a
number of S secondary SPs are emitted in equally sized regions
(see Fig. 1(b)). The same algorithm as in Sec. 2.2 is used to com-
pute these regions. Each of this SPs carries energies according to
an integral over a respective part of the angular probability density
function.
2.3.2. Diffraction
In order to introduce edge diffraction into the SPSM, Stephenson
proposes to use a diffraction model, which is based on the uncer-
tainty relation[12]. The basic assumptions are: a) edges (for sim-
plification only inner edges) are the main objects where diffraction
occurs, b) the SP deflection obeys the uncertainty relation and c)
the whole model remains an energetic one. The result is that SPs
are diffracted the stronger, the closer (local uncertainty) they pass











Figure 2: Diffraction of a SP passing by a single wedge in a dis-
tance a by an angle of ε (after Stephenson [12]).
Their deflection is described by a so called Diffraction Angle
Probability Density Function (DAPDF), which is derived from the
Fraunhofer diffraction at a slit. This UBD diffraction model has
been investigated and confirmed in detail during the last years in
2D, whereas also some approaches exist[17] for the 3D case.
This diffraction module is called whenever a virtual wall (see
Sec. 3) is intersected by a SP, which indicates one or several close
edges. In practice, S secondary SPs that carry energies according
to an integral of the DAPDF over the corresponding angle range
are emitted. In terms of the algorithm, one difference between
scattering and diffraction is that SPs are reflected in the case of
scattering, whereas they are transmitted through the virtual wall in
the case of diffraction (see Fig. 1(b)). Furthermore, the DAPDF is
used instead of Lambert’s angular probability density functions.
2.4. Detection of Sound Particles
Ideally thin rays never intersect with point-like receivers. So, small
detectors around the receivers are created. In contrast to classical
ray tracing, the SPSM takes the distance that a SP travels within
this detector into account[17]. Thus, the detectors may have any
shape. With rectangular detectors, a dense grid of detectors can
be established to simulate an immission area[3]. Maps of different
room acoustical parameters can be computed on such a grid. These
objective quantities are aimed at and analysed here.
3. CONVEX SUB-DIVISION
Most geometrical acoustic simulation methods use a spatial sub-
division technique to decrease the computational effort. In the
SPSM, a sub-division into convex subspaces is used, which are
interconnected by virtual, i.e., acoustically transparent, walls. The
main advantages of this approach are that a) the computation time
can be reduced by using only convex polyhedra and b) the virtual
walls can be used to detect SPs that have to be diffracted[21].
The spatial data structure in 2D is given by a closed polygon
that delimits the sound propagation area. This polygon is con-
structed from a set of vertices. As the 2D scene is interpreted as
a cross-section of the 3D space, the vertices that protrude into the
sound propagation space are called inner edges. Although diffrac-
tion occurs on all edges, only inner edges are sources of diffraction
in the present paper. Thus, these inner edges have to be the starting
point for a convex sub-division (see Fig. 3(a)).
Bisecting lines can be defined at the centre direction of each
inner edge (see Fig. 3(a)). In order to avoid additional vertices
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Figure 3: Convex Sub-Division by virtual walls.
(that would increase the complexity again), these bisecting lines
are shifted to the closest vertex of the intersected wall. The result-
ing bisecting lines act as virtual walls. The polygon is divided into
two independent sub-spaces at the virtual wall and the algorithm
is repeated until no inner edges remain. This algorithm has been
implemented and investigated in detail[21]. The result is that the
computation time of the SPSM is almost independent of the num-
ber of vertices and only depends on a shape factor that describes
the ratio between virtual walls and real walls[21].
In 3D, the spatial data structure is given by a closed polyhe-
dron that is defined by a set of polygons. Therefore, both inner
edges and inner vertices can be identified (see Fig. 3(b)). Bisect-
ing lines can be defined on each inner vertex and are shifted to the
closest vertex of the intersected wall. Virtual walls can be inserted
using these constructed lines, but some crucial questions remain
open. Here, the result is a set of convex polyhedra that are con-
nect by virtual walls. As this algorithm is not fully implemented
in 3D yet, both a manual sub-division as well as an automatic
sub-division into tetrahedra[22] are used preliminarily. Again, the
computation time is dependent on a similar shape factor, describ-
ing the ratio of the virtual wall surface and the real surface.
4. SOUND PARTICLE RADIOSITY METHOD
Any recursive split-up of SPs causes an exponential increase of
their number and, thus, the computation time. This can only be
compensated by a reunification of the SPs. The idea of the radios-
ity method is to consider a radiation exchange between pairs of
small patches of the room surface ending up in solving (directly or
iteratively) just a linear equation system[15].
Meanwhile, the radiosity method has been applied and im-
proved in room acoustics. It is either combined with beam tracing
to compute the late (diffuse) reflections in a hybrid method[14]
or appropriate discretizations without the extension to specular re-
flections are investigated[23]. Another hybrid method combines
the radiosity method with the image source method to allow spec-
ular reflections of first order[24]. Furthermore, a generalization
of the energy exchange in the radiosity method to specular reflec-
tions is presented[25]. However, this method extends the radiosity
method by specular reflections on the contrary to an aspired equal
weighting of specular and diffuse reflections of the SPR. In order
to introduce reunification into the SPSM, Stephenson used the fea-
ture of the radiosity method that the number of sound propagation
paths, i.e., the number of energy exchange factors, is finite[13].
In the radiosity method, this is achieved by neglecting the history
of the sound energy. Stephenson interpreted that as reunification
of sound energy on a patch. However, this is the reason that only
totally diffuse reflections are possible - the drawback of the radios-
ity method. In order to allow a generalization to specular reflec-
tions, the sound energy is reunified on sound paths between pairs
of patches rather than on single patches[17] in case of the SPR.
Thus, the angle of incidence is not lost anymore. For Stephenson,
this is a discretization of both the surface (radiosity method) and
the directional space (SPSM)[13]. As a result, the SPR allows the
simulation of specular reflections, scattering and even diffraction
without an explosion of the computation time.
4.1. Discretization

















Figure 4: Three parameters describe the SP propagation path.
To discretize the first two parameters, the circumference of the
room is divided into small patches. If SPs intersect with a patch,
their intersection points are shifted to the centre of the patch. In
addition, the time of incidence on a patch is discretized in time
intervals ∆t, whose respective traveling distance c · ∆t is cho-
sen to equal the length of a patch. As SPs that travel less than
a time interval might cause infinite loops, these travelled distance
are increased to one time interval. As a result, a discretized SP
propagation path is completely described by three numbers. A SP
only carries energy (or a group of energies for different frequency
bands).
4.2. Sound Particle Logistics
In this method, the reunification of SPs happens when they inter-
sect with the room surface. This is plausible, because this is the
time when they change their direction or split-up. To allow reuni-
fication (in contrast to the SPSM), the SPs have to be traced quasi
simultaneously. The problem is: From an algorithmical point of
view, this is not possible exactly. Before SPs are traced further
from their intermediate position on a patch, they must wait, un-
til all older SPs on the way have reached this position. In other
words, all SPs have to travel a certain distance, before the first
SP is allowed to travel further. This processing order can only be
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achieved by a completely new frame algorithm. This is performed
by a Reunification Matrix (RUM).
4.3. Reunification Matrix (RUM)
The RUM temporary stores SPs and extracts them when needed.
It is a multi-dimensional storage of energy, where the parameters
of the SPs (the number of the starting patch, the number of the end
patch and the number of the impact time interval) are encoded in





Figure 5: Example for the SPR process in Reunification Matrix
(RUM). To achieve a 2D-depiction, the number of combinations
of the starting point and the end point is shown as the x − axis
and the number of the time interval is shown on the y − axis .
Initially, the RUM elements that describe the emission from
the sound source are filled with energy (normalized to the sum
of 1). Later, always the oldest, i.e., least far travelled SP energy
(green element), is taken out of the RUM. The sound propagation
path is reconstructed by the position of the energy. This particle is
processed by applying the laws of reflection, diffraction and scat-
tering known from the SPSM. After each step, the SP energy is
stored in the RUM at the place corresponding to the intersected
patch, the former intersected patch and the time interval of inci-
dence (red arrows). Whenever energy is to store in an already
occupied element (orange elements). Thus, SPs are reunified.
This procedure is repeated, until all energies are transported to
the uppermost RUM elements according to the maximum travel-
ling time.
4.4. Definition of Patches
In 2D, the patches are equally sized line segments of length lP . In
order to have a discretization parameter that is independent of the





where l is the mean free patch length of the room. However, in 3D,
a surface instead of a line has to be discretized into patches. One
attempt is to perform a triangulation of the wall into equally sized
triangles by a refined Delaunay triangulation[26] (see Fig. 6(a)).
The drawback is that identifying single triangles and computing
their patch number is time consuming.
A huge simplification and more efficient is to place a rectan-
gular grid on the surface (see Fig. 6(b)). Only the determination
of the patch centres of patches that contain the wall boundary is




















































(a) Delaunay triangulation (after
[26])
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Figure 6: Different techniques defining patches on a surface.
5. EFFICIENCY OF THE SOUND PARTICLE
RADIOSITY ALGORITHM
To determine the speed-up of the SPR relative to the SPSM, two
contrary conditions have to be taken into account. On the one
hand, the storage of SPs in the RUM causes additional compu-
tational effort, whereas, on the other hand, the reunification of SPs
reduces the computational effort. Thus, the reunification rate is the
main parameter describing the efficiency of the SPR. Furthermore,
the computation time of the SPR is investigated to determine the
computational effort of reunification.
5.1. Reunification Rate
First, the number of occupied elements NRUM (o) after a reflec-
tion order o is determined. In this context, reflection order means
that each SP is reflected (including scattering or diffraction) o times.
On average, every SP is split-up into 1 + S secondary SPs
when they intersect with a wall. So, the number of occupied matrix
elements reads without reunification
NRUM (o) = N · (1 + S)o , (3)
where N is the number of emitted SPs. With reunification[16],
the number of occupied matrix elements is decreased. A recursive
formulation reads
NRUM (o+ 1) = NRUM (o) · qNRUM (o) (4)
+ S · 1− q
NRUM (o)
1− q
NRUM (o = 0) = N with q = 1− S + 1
KRUM
,
where KRUM is the available number of elements in the RUM.
A comparison is given in Fig. 7 for different S.
Without reunification, the number of SPs increases exponen-
tially with the number of computed reflections o. With reunifi-
cation, the number of occupied matrix elements and, thus, the
number of simultaneously existing SPs, is reduced significantly.
NRUM (o) = KRUM acts as the upper limit of the occupied ma-
trix elements and, hence, SPs.
The size of the RUM is proportional to the product of a) the
number of starting patches, b) the (same) number of end patches
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Figure 7: Number of occupied elements NRUM (o) as a function
of the reflection order o, with different split-up values S. The esti-
mated number of occupied elements with reunification (solid, SPR)
is compared to the case without reunification (dotted, SPSM)
and c) the number of time intervals. The number of time inter-
vals is reduced by recycling the RUM after a maximum free path
length (room diagonal) has been travelled. For a quadratic (cubi-
cal) room, the number of available matrix elements turns out to
be
KRUM,2D ≈ 47 · 1
f3P
and KRUM,3D ≈ 474 · 1
f5P
(5)
In case of a more complex scene, this size increases only lin-
early with the number of convex sub-spaces (another advantage of
the sub-division). A modern computer with 16GB RAM allows
maximum discretization factors of fP ≈ 1450 in 2D or fP ≈ 125
in 3D.
5.2. Computation Time
The computation times have been measured by a simulation of a
two dimensional, rectangular room with N = 1000 primary SPs
and a split-up of S = 25. The computation times of the SPR and
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Figure 8: Computation times of Sound Particle Radiosity (SPR).
As expected, the computation time of the SPSM increases ex-
ponentially with the reflection order (note the logarithmic y −
scale). Compared to this, the computation time of the SPR is
reduced. With this set-up, both computation times are equal at
approximately oMax = 4. For higher reflection orders, the SPR is
faster than the SPSM, but the SPSM is still faster for lower reflec-
tion orders. For only one reflection, the SPSM computes less than
a second, whereas SPR already has a computation time of approx-
imately one minute. The reason for this behaviour is the additional
computational effort to access the RUM.
6. PARALLELIZATION
Besides the reduction of computation time, another main purpose
of parallelization is to add additional memory by using computer
clusters[27]. For efficiency, the idea is to assign a part of the RUM
to every computer. A simple approach is to assign all RUM ele-
ments that describe the sound propagation paths within the same
convex sub-space to the same computer. The bottleneck of these
computer clusters is the communication between distributed com-
puters. To reduce this, a good decomposition of the RUM is needed.
In the RUM, each column (see Fig. 5) represents a sound propaga-
tion path, i.e., a patch-patch combination. The nodes in the graphs
(see Fig. 9) depict RUM elements and the arrows sequences of
sound propagation paths, i.e., communications between matrix el-
ements. The boundary between RUM elements of different com-
puters (in reality: maybe of different sub-spaces) is indicated by
a red edge (see Fig. 9). Every transfer between different (sub-
)RUMs is called edgecut. The number of these edgecuts indicates
the amount of communication overhead (remote calls), which has
to be reduced. For an example of eight columns, two different



















Figure 9: Two decompositions of eight matrix elements in a graph
model.
A good decomposition is one that minimizes the remote calls.
In our experiments, a standard toolbox has been used[27]. For
further experiments, however, it is advisable to exploit geomet-
rical information, i.e., the transfer probabilities between pairs of
patches. They are increased for patch-patch-combinations within
parallel and specularly reflecting walls (causing flutter echoes) or
reduced in case of patch-patch-combinations that are distributed
among distant sub-spaces.
7. ACCURACY OF SOME COMPUTED ROOM
ACOUSTICAL PARAMETERS
Due to the discretization of the sound propagation paths, numerical
errors are produced - especially within the simulation of diffrac-
tion. In order to determine the accuray of the SPR method, three
parameters are computed: a) the relative error of the total sound in-
tensity, b) the relative error of a short time intervall of an echogram
and c) the relative error of the reverberation time. The result of a
SPSM simulation, i.e., without discretization, serves as reference.
All errors are strongly dependent on the discretization parameter
fP .
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7.1. Influence of the Patch Size in 2D
In a first attempt, simulations have been performed without scat-
tering or diffraction to focus on the numerical error due to the dis-
cretization.
The geometrical scene is defined by a rectangular room with
walls of length a = 10m and 81 receivers with a diameter of
rD = 1m. The maximum simulation time, and thus the max-
imum length of the echogram, is restricted to TMax = 0.1s to
focus on single reflections. The echogram is split up into 1000
time intervals of ∆t = 0.1ms. The absorption degrees are set
to α = 0.5 and scattering is disabled (σ = 0.0, S = 0) on all
four walls. The echogram that is simulated with the SPR con-
verges to the echogram that is simulated with SPSM for decreas-
ing discretization parameters fP . Only slight differences occur for
fP = 1/100, but strong deviation occur for fP = 1/20.
For all receivers, the reverberation time and the total sound
intensity are computed with the SPR are their errors are defined
relative to the results of the SPSM. Both values are below 2% for
fP < 1/100 and increase only up to 20% for fP = 1/10. The
reason is that small variations of the sound propagation path only
slightly affect both the reverberation time and the total intensity.
However, the average error in a single time slot is 300% for fP =
1/20 and 50% for fP = 1/200. Here, slight time shifts cause a
detection in adjacent time intervals. (A graph is omitted, because
the echograms are similar to Fig. 10).
7.2. Influence of the Patch Size in 3D
The same experiment has recently been performed for a cubical
room. The dimensions are adjusted to a = 11.78m and rD =
1.178m in order to have the same mean free path length as in the
former experiment. An example of one of the 729 receivers (filling
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Figure 10: Echograms of different discretizations in 3D.
2D result, which is confirmed by the numerical results of the er-
ror in reverberation time and total sound intensity. Quantitatively,
the average error in a time interval in increased by a factor of 2
compared with the 2D result.
7.3. Influence of the Discretization on the Simulation of Diffrac-
tion
In case of diffraction, the spatial behaviour of the numerical errors
is more important than its time behaviour. Due to the functional
principle of SPR, all SPs are discretized by shifting their inter-
section points to the patch centres before they are diffracted or de-
tected. Former investigations revealed that at least one SP has to be
diffracted in the region of d = 0.1λ above the wedge. This region
is in the range of 0.002m(16.000Hz) < d < 1.092m(31.5Hz)
(Here: 6.8cm at 500Hz). The simulations have been performed
in a 2D rectangular room with a width of a = 20m in each di-
mension. A single wedge with a height of a/2 = 10m is placed
on the centre of the floor. The source is placed in the centre of
the subspace on the left-hand side of the wedge (see Fig. 11).
No specified receiver position is needed, because a sound inten-
sity map is computed for a whole receiver grid. These receivers
are placed is a distance of wgrid = 0.1m that equals their di-
ameter (200x200 receivers). All surfaces (incl. wedge) are fully
absorbent (α = 1.0) to focus on the effect of diffraction). A suf-
ficient number of N = 500.000 primary SPs are emitted and split
up into S = 200 SPs at each diffraction[17].
wedge
source
(a) fP = 1/20
wedge
source
(b) fP = 1/50
wedge
source
(c) fP = 1/100
wedge
source
(d) SPSM fP → 0
Figure 11: Sound intensity levels for different discretizations of
a diffraction simulation at f = 500Hz in a quadratic, fully ab-
sorbent room.
Again, the numerical error decreases with decreasing discretiza-
tion parameters. To describe the influence of the discretization
error on diffraction quantitatively, the average over the absolute
level difference is investigated for all frequency bands (relative to
the respective SPSM) in the shadow zone (1dB at f = 500Hz
and fP = 1/50).
The error is shown to be strongly influenced by the ratio of the
patch length and the wavelength and only hardly dependent on the
absolute patch size. As a result, the patch length has to be adjusted
to meet the requirements for the highest frequency simulated. For
an accuracy of 1dB even at 4kHz, a discretization parameter of
fP ≤ 1250 is required.
8. CONCLUSION AND OUTLOOK
Due to the reunification effect, the SPR allows a room acoustical
simulation including diffraction or scattering of an arbitrary order
without an explosion of the computation time. It has been imple-
mented in 3D and on a computer cluster for the first time. The SPR
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frame algorithm is identical in 2D and 3D. The spatial discretiza-
tion of the surface has been performed using quadratic patches for
the first time. However, the size of the RUM increases to the power
of 5 in 3D instead of the power of 3 in 2D with the discretization
parameter. This huge size is still the main drawback of the SPR,
which can be compensated only by part using parallelization.
The concept of the convex sub-division still has to be fully im-
plemented in 3D. The diffraction module is already analytically
defined and tested in 3D for simple setups[17] and a combination
with the SPR algorithm is in preparation. However, the main chal-
lenge is to find a method to reduce the required memory.
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