Program managers use prior experience to spot potential programmatic areas of concern. Augmenting this experience, the authors present an 
As members of the professional acquisition workforce, we should consider any tool at our disposal to mitigate cost growth and schedule slippage in today's fiscally constrained environment. It is our duty as good stewards of the taxpayer's money to ensure that Department of Defense (DoD) programs are fielded on time and on budget. This includes being aware of program characteristics that may lead to future cost growth and schedule slippage. To investigate this, we employ a statistical technique that is often adopted in the biostatistical community-logistic regression, a technique that predicts the likelihood of an event occurring or not. Using this method, we identify possible cost and schedule variables that may indicate a program will experience significant cost growth and schedule slippage.
Specifically, we consider cost and schedule growth percentages of 15 percent or 25 percent as proxies for significant and critical overrun thresholds, where cost is defined as the total acquisition cost (development, production, military construction, but not operating and support). We selected these percentages based upon leadership's recognition that these levels are typically considered as being above and beyond an acceptable level (Schwartz & O'Connor, 2016) .
With this in mind, we categorize defense acquisition programs based on their cost and schedule performance at the time they meet Initial Operating Capability (IOC) versus what they estimated at Milestone (MS) B. To this end, we consider a program to be Green if it is within a specified percentage of its estimated cost and schedule, and Red if it is not. The intent of our research is to ascertain what factors may be statistically significant in predicting the probability at MS B that a DoD acquisition program will fall into either category by IOC.
Background and Database
The Nationa l Aeronautics and Space Administration (NASA) has been implementing Joint Cost and Schedule Confidence Level (JCL) analysis since 2009. JCL policy, as written in NASA Procedural Requirement 7120.5E, states that projects are required to perform a JCL with the intent that they demonstrate a 70 percent probability that cost will be equal to or less than the targeted cost, and schedule will be equal to or less than the targeted schedule date. With respect to DoD acquisition programs and joint assessment of cost growth and schedule slippage, such literature is scant with studies, though many analyze program cost and schedule performance individually (Arena, Leonard, Murray, & Younossi, 2006; Cancian, 2010; Monaco & White, 2005) . In contrast, NASA has circulated numerous reports regarding the joint risk of cost growth and schedule slippage.
In particular, one study by Burgess and Krause (2014) examined the interaction between the phasing estimating relationship (PER), the cost estimating relationship (CER), and the schedule estimating relationship (SER). The CER is the total program cost from the System Requirements Review (SRR), a date that occurs prior to MS B, through launch; while the SER is the time, in months, from SRR to launch. Given these cost and schedule estimates, the PER relays the annual funding profile for the program and serves as the starting point for analyzing cost and schedule ramifications. Burgess and Krause used historical data from 37 NASA programs for their study and developed multiple regression models to analyze these relationships.
From their analysis, they developed a set of tools to give decision makers the ability to quantify trade-offs between cost, schedule, and phasing in their program. In terms of crosswalking to the DoD, one can look at this comparison in terms of Earned Value Management (EVM). Within EVM, Schedule Performance Index (SPI) and Cost Performance Index (CPI) allow one to assess the health of a project. Specifically, SPI and CPI help a program manager analyze the efficiency of schedule performance and cost performance of any project. Additionally, these metrics assist in planning trade-offs that pinpoint where to leverage funds to best right a program that may have gotten off track, while simultaneously keeping cost growth and schedule slippage coupled. The Burgess and Krause (2014) analysis allowed the program manager to conduct a programmatic "health assessment" in which the estimating relationships are analyzed to determine if they fall within a standard deviation of the mean observed historical value. Our research deviates from theirs in that we analyze categorical indicators for programs that fall under or over the 15 percent and 25 percent baseline thresholds. We aim to describe what indicators may correlate to a program being designated Green or Red in the future based upon characteristics at MS B.
We glean two important facts from the findings of Burgess and Krause (2014) : (a) longer duration from SRR to Preliminary Design Review (PDR) suggests increased likelihood of program schedule lengthening; and (b) a higher percentage of new designs appears to increase the likelihood of increased cost in acquisition programs. Jimenez, White, Brown, Ritschel, Lucas, and Seibel (2016) concluded similar findings. Longer time between MS A and MS B correlated to programs having generally longer schedule duration. Their research also deemed the following variables statistically significant for predicting increased schedule duration: (a) whether a program is a new effort or modification to an existing program, (b) the amount of raw funding (adjusted for inflation) prior to MS B for a program, and (c) the percentage of Research, Development, Test and Evaluation (RDT&E) total funding profile allocated at MS B.
These were not the only studies that suggested the usefulness of information obtained prior to MS B. A study conducted by Deitz, Eveleigh, Holzer, and Sarkani (2013) examined the importance of developing a robust Analysis of Alternatives prior to MS B and the effects it may have on program success. The most important finding of their research is that while only 10 percent of a program's total life-cycle costs are realized prior to MS B, 70 percent of a program's total life-cycle costs are determined by decisions made by MS B (Deitz et al., 2013) . That is, a program manager might only see the tip of the iceberg in terms of the final cost of a program over its entire lifetime at MS B; however, decisions made by MS B actually determine over 70 percent of a system's final total life-cycle costs. The cautionary note here is that short-term savings might result in long-term costs eventually.
Similar to Jimenez et al. (2016) , this suggests pre-MS B data are very important to predicting program outcomes. Unfortunately, not many programs have pre-MS B data since a DoD acquisition program does not officially begin until MS B; however, these recent studies seem to suggest that problems relating to cost growth and schedule slippage might be detected early. To investigate this possibility, we focused on this earlier information because as other references have discussed, it's a window into technology maturity. As the Government Accountability Office (GAO) has repeatedly pointed out, it has consistently been found that the vast majority of programs began system development without mature technologies and moved into system demonstration without design stability (GAO, 2009).
We used information collected in the Selected Acquisition Report (SAR) data, as retrieved by the Defense Acquisition Management Information Retrieval (DAMIR) system, to investigate this pre-MS B information. The programs selected were unclassified and designated at MS B as either a Major Defense Acquisition Program (MDAP) or not. [Note: As defined in DoDI 5000. 02 (2015) , an MDAP is a program estimated to have research and development costs greater than $480 million or procurement costs greater than $2.79 billion (in FY2014 constant dollars).] The program SAR must contain an MS A date or funding in the funding profile at least 1 year prior to MS B (indicates the year in which MS A may have occurred). Correspondingly, the program SAR must contain an MS B date and an IOC date that occurred prior to the last reported SAR. Without the MS B date and funding information, we are unable to ascertain the duration of MS A, the funding spent up to MS B, the projected funding needed to reach IOC, or the projected duration of MS B to IOC. With an actual reported IOC date, this indicates that the program is complete up to IOC and ensures we are not using projected values as actual costs in our model.
The requirement that the program must contain a SAR within 1 year of reaching MS B allows us to ascertain what the program's cost and schedule estimate was at MS B, and if the actual cost and schedule from MS B to IOC are within 15 percent or 25 percent of this estimate. We are assuming that both cost and schedule estimates are realistic and attainable. We allow 1 year from the time MS B occurs because the program may not have been required to report a SAR at the time MS B occurred. We agree that this might seem like an unnecessary limitation; however, we wish to obtain the 'truest' estimates set at the beginning of a program's initiation and militate against numbers still changing. That is, we don't want to treat actual values as estimates, when in fact the estimates are actual costs. This might inadvertently have programs underreporting cost growth and schedule slippage. Table 1 summarizes the inclusion and exclusion criteria. Based on these criteria, we use 49 programs in our analysis-the specific programs are listed in the Appendix. It is important to stress that we are not using these selected 49 programs to infer to the entire collection of all SAR programs-simply because most, as documented, do not contain any pre-MS B data. The purpose of this study is not only to explore whether such data appear to be predictive of cost growth and schedule slippage, but also to purposely examine the information with a different statistical mindset. If such analysis does confirm that pre MS-B data appear to be again statistically significant, then perhaps more emphasis should be made to retain all programmatic data prior to MS B for all DoD programs. 
Methodology
As noted earlier, the purpose of this article is to identify predictor variables that may determine the likelihood (probability) that a DoD acquisition program will experience cost growth and schedule slippage above certain thresholds for those programs with pre-MS B data. Similar to NASA's approach, we are looking jointly at cost growth and schedule slippage. We recognize that programs change, possibly due to forces outside of the program manager's control. Thus, we employ two separate threshold values. The first is the 15 percent threshold above the current estimate (both cost and schedule) from MS B to IOC established at MS B. The second threshold is set at 25 percent.
All costs in our models are in Base Year 2017 (BY17) dollars using the 2016 Office of the Secretary of Defense inflation indices, which prevents inflation from influencing our model. For the 15 percent and 25 percent response categories, we initially assign each of our 49 programs in the database to one of four mutually exclusive categories: Green/Green, Green/Red, Red/ Green, and Red/Red. A program is considered Green if the final cost growth (or schedule slippage) from MS B to IOC is less than the chosen overrun threshold; a program is considered Red if it equals or exceeds the overrun threshold. For example, a Green/Red rating with respect to a 15 percent threshold indicates the program was within cost, but over schedule.
Initially, we aimed to identify variables that may predict which of the four categories a DoD program might fall into at MS B; however, the limited sample sizes for Green/Red and Red/Green prevented this. Combining these groups only resulted in nine programs with a significant overrun and six programs with a critical overrun. Although this combined category lacked the requisite statistical power to conduct any logistic regression analysis, it is also reflected that a program tended to stay either Green for both cost and schedule or Red for both. Therefore, we only focus on the Green/Green and Red/Red categories for both the 15 percent and 25 percent thresholds. These designations are listed in the Appendix for each program in our database.
To build our initial logistic regression model, we use a mixed stepwise approach to identify the most predictive variables; a 0.1 level of significance was selected for the entry and exit criteria due to the exploratory nature of our work. For the finalized model, the resultant predictor variables from the stepwise procedure must meet the overall model Type I error of 0.1 and require each variable to be significant according to the Holm-Bonferroni criteria (Holm, 1979) . [Note: A Type I error is the probability of determining an explanatory variable is predictive when in fact it isn't.] We use JMP® Pro 12 for all statistical analysis performed in this article.
A logistic regression model predicts the probability of a program identifying with a particular group by way of the following equation:
where y is a binary variable indicating a program's group, e is the natural exponent function, and f(x) is considered the logit or log-odds function (Gaudard, Ramsey, & Stephens, 2006) and can be written in the form:
Equation (1) represents an s-shaped curve (White, Sipple, & Greiner, 2004 ) whose values range from 0 to 1 (probability).
The X variables in (2) typify the standard explanatory variables used in linear regression; however, the b coefficients do not represent the mean change in the response. Instead, e b i represents the odds ratio (OR) of a particular program in our database belonging to either Green/Green or Red/Red when the X variables are dichotomous (i.e., X i = 1 when a characteristic is present or X i = 0 when a characteristic is not present). Continuous explanatory variables do not possess this easy interpretation of ORs because there is no natural baseline group to compare. Therefore, all explanatory variables have been converted to this dichotomous setting. [Note: For completeness, we did investigate the continuous settings of these variables, but none of the findings appeared to contradict what we state in this article.]
For categorical variables, this transformation is straightforward. For example, a dummy variable might be coded a 1 if the program is an Air Force acquisition program, and 0 if otherwise (i.e., an Army, Navy, or Marine program). For continuous data, we discretize (i.e., create categorical groupings) by utilizing histograms to determine potential break points in the data. These break points often coincide with quartiles (25th percentage, 50th percentage, or 75th percentage) of the histograms, which is a common practice in the biomedical community.
We use two metrics to quantify the predictive capability of our logistic regression models. The first metric is the Area Under the Receiver Operating Characteristic Curve (AUC). The AUC indicates the sorting efficiency of a model with a value of 0.5 indicating merely random chance and a value of 1.0 indicating perfect prediction capabilities (Gaudard, Ramsey, & Stephens, 2006) . The AUC is a single measure of the overall discrimination ability of a test. In general, "an AUC that is greater than 0.8 suggests that the diagnostics test has good discriminatory power" (McPherson & Pincus, 2016, p. 80 ). Since we have such a small subset of data for each group, it is infeasible to set aside a 20 percent validation pool. Given this limitation, we use a technique called bootstrapping (Efron & Tibshirani, 1994) to present a 90 percent confidence interval for the AUC value for each logistic regression model; these intervals provide the user predictive limitations of the model.
The second metric to demonstrate the utility of our logistic regression models is the OR for each explanatory variable and its corresponding confidence bound (either the lower or upper value in the confidence interval that is closest to the value of 1). An OR equal to 1 indicates the explanatory variable does not affect the odds of a program belonging to either the Green/ Green or Red/Red category. An OR > 1 implies a higher odds of a program belonging to the Green/Green category, while an OR < 1 suggests lower odds of belonging to the Green/Green category (Szumilas, 2010) . With respect to the confidence interval of an odds ratio, either the lower or upper confidence bound is used to estimate the precision of the OR. In practice, this bound is often used as a proxy for the presence of statistical significance if it does not overlap the null value (e.g., OR = 1) (Szumilas, 2010) .
Lastly, to prevent model extrapolation, the ranges of the continuous independent variables over which the models are useful must be consistent with the bounds of the programs used in our analysis. Using the models outside these ranges may invalidate the results. Only three continuous explanatory variables proved statistically significant in our models. For projected duration from MS B to IOC, the range is 30 to 109 months. For projected percent complete at MS B, the range is 15 percent to 70 percent. For the duration from MS A to MS B, the range is 13 to 125 months.
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Results
The following subsections illustrate the logistic models derived from the stepwise procedure along with an explanation of each significant explanatory variable. The first subsection highlights the results regarding the Green/Green and Red/Red groups for the 15 percent overrun threshold (Significant), while the second subsection highlights the results for the Green/Green and Red/Red groupings for the 25 percent overrun threshold (Critical).
Significant Overrun
For this analysis, 15 programs (approximately 31 percent of our database) fall in the Green/Green group and 25 (approximately 51 percent of our database) programs are in the Red/Red group. Table 2 summarizes the logistic model and associated predictive explanatory variables for determining the likelihood of a DoD acquisition program experiencing less than 15 percent cost and schedule growth from MS B to IOC. The model has an AUC of 0.88 suggesting good model discrimination. All of the estimated ORs and their associated confidence bounds are well above or below 1. Overall, these metrics suggest reasonable confidence in our findings. Note. Numbers rounded to two significant digits. AUC = 0.88 with a 90% bootstrapped confidence interval (1,000 samples) of (0.84, 0.98). The family-wise error rate for the independent variables is 0.10.
The electronic system program variable indicates if the DoD acquisition program is an electronic user interface system, avionics control system, radio network system, or similar electronic system. The OR suggests that such systems typically display cost growth and schedule slippage less than 15 percent. This appears to be in keeping with Bolten, Leonard, Arena, Younossi, and Sollinger (2008) , who also concluded that electronic systems appear to be historically cheaper and thus less susceptible to cost growth and schedule slippage.
For the projected MS B to IOC duration <= 58 months explanatory variable, this finding suggests that acquisition programs whose projected MS B to IOC duration is equal to or less than 58 months (or approximately 5 years) typically display cost growth and schedule slippage less than 15 percent. We theorize this may be indicative of relatively shorter scoped programs whose technology may be relatively more mature.
[Note: The 58-month timeframe was flagged from the numbers in our database. For practical purposes, we would suggest using a 5-year cut-off as the boundary point.]
The extra large program explanatory variable suggests that acquisition programs with a high cost (greater than $17.5 billion BY17 dollars in total project acquisition cost) typically experience cost growth and schedule slippage less than 15 percent. This is logically expected since larger programs do not have the flexibility of having sizeable overruns given the sheer amount of dollars involved before DoD oversight and/or Congressional reviews intervene and possibly cancel the program. Thus, we treat the extra large program explanatory variable as more of a covariate than a traditional explanatory variable.
The programs identified as MDAP in our database tend to suggest that this explanatory variable will lead to cost growth and schedule slippage greater than or equal to 15 percent. We believe this might have occurred for two reasons. One, this could be just an artifact of our database due to the large number of programs that identify as MDAP (45 of 49, or 92 percent) and the fact that all the programs in the Red/Red group are identified by this variable. It is also noteworthy that three of the four programs not identified as MDAP are in the Green/Green group. The second possible reason for our finding: MDAPs simply by their nature may be set up to fail. We theorize this isn't done on purpose per se, but we have seen too many instances whereby schedule timelines are simply too unrealistic. Additionally, in the rush to get the big ticket items initiated, cost estimates are lower than what they should be in order to "get the foot in the door."
Finally, the projected percent complete at MS B <= 35% Similar to the Green/Green model, both the explanatory variables of extra large programs and electronic system programs are statistically significant. However, both variables have negative parameter estimates (and thus ORs much smaller than 1), which indicates programs displaying these characteristics are much less likely to experience cost growth and schedule slippage equaling or exceeding 15 percent. This is consistent with our findings from the Green/Green group in Table 2 .
The explanatory variable identifying a program as a fixed wing aircraft is statistically significant in predicting whether a program is more likely to experience cost growth and schedule slippage equaling or exceeding 15 percent. We believe this is due to the large and complex nature of these programs, especially given the modern aircraft programs in our study, such as the F-22 and F-35. Or, as we discussed earlier, this could be a sign of rushing an aircraft into the inventory without realistically scrutinizing cost and schedule estimates at MS B.
Programs in our database that are expected to procure less than or equal to 305 units at MS B tend to indicate that they are less likely to experience cost and schedule growth equaling or exceeding 15 percent. In all honesty, we do not have a solid reason for why this is the case. We neither detected any dependencies between variables that would cause this result nor did we detect any issues in the analysis. We had suspected, given the other variables in play for just this model, that the F-22 and F-35 may be overly influencing the results. When we temporarily omitted these programs, the results, as presented in Table 3 , didn't materially change. The p-value for aircraft increased to 0.0655; the others remained relatively constant. So, we present this finding as is and invite others to explore it further in the future.
The last predictor variable associated with programs experiencing cost growth and schedule slippage equaling or exceeding 15 percent is for programs that spend greater than $272 million in RDT&E by the start of MS B. We believe this may be indicative of programs with a low level of
It is important to stress that we are not using these selected 49 programs to infer to the entire collection of all SAR programs-simply because most, as documented, do not contain any pre-MS B data.
technological maturity, thus requiring larger and more complex development prior to MS B. It could also indicate that a program is integrating many highly sophisticated components and the final design is complex in nature. As mentioned for the Green/Green model, this is consistent with Dietz et al. (2013) , who researched the pre-MS B process and found that a lack of maturity at MS B correlates with higher costs. [Note: As mentioned earlier, this $272 million amount was flagged from the numbers in our database. For practical purposes, we would suggest using $275 million or even $300 million; the point is that around this dollar amount, the probabilities statistically change.]
Critical Overrun
For this analysis, 20 programs (approximately 41 percent of our database) fall in the Green/Green group and 23 (approximately 47 percent of our database) programs are in the Red/Red group. Table 4 shows the logistic model and associated predictor variables for determining the likelihood that a DoD acquisition program's true MS B to IOC cost and schedule will be less than 25 percent larger than its MS B estimate. The model has an AUC of 0.84 suggesting good model discrimination. All of the estimated ORs and associated 90 percent confidence bounds are well above or below 1. For the MS A to MS B greater than or equal to 28 months' explanatory variable (or approximately 2.5 years), these programs appear less likely to experience cost growth and schedule slippage less than 25 percent. A possible explanation is that programs with relatively longer duration from MS A to MS B may indicate a program is relying upon complex technology that must be matured, which we believe is consistent with prior research conducted by Dietz et al. (2013) .
The variable 1985 or later for MS B start indicates if a program is considered to be a part of the "modern" era of defense acquisition. This finding suggests modern programs are more likely to experience cost growth and schedule slippage over 25 percent. This could be due to the increasing complexity of modern programs, which include the Joint Strike Fighter (JSF) and other highly complex systems, and that increased complexity drives cost and schedule. This is consistent with the work conducted by Jimenez et al. (2016) , who found that these modern programs tend to have a longer schedule.
Regarding the Red/Red group, Note. Numbers rounded to two significant digits. AUC = 0.79 with a 90% bootstrapped confidence interval (1000 samples) of (0.70, 0.89). The family-wise error rate for the independent variables is 0.10.
With respect to the explanatory variables of extra large programs, fixed wing aircraft, and electronic system programs, we see the same trends as we did in Tables 2-4 ; extra large programs and electronic system programs are less likely to experience cost and schedule growth greater than 25 percent, while fixed wing aircraft are more likely to experience cost growth and schedule slippage greater than or equal to 25 percent. There are no additional significant variables for this model.
With respect to any other findings, no other explanatory variables that we investigated appeared to flag as statistically significant for predicting the probability of a program being either Green/Green or Red/Red. Such variables included other weapon platforms (besides those mentioned in this article), Service (Air Force, Army, etc.), modification program, prototype developed, concurrency planned, or contractor. Additionally, we investigated the possibility of explanatory variables being "correlated."
In the logistic regression analysis presented in this article, that translates to variables being dependent on one another. We detected no such issues with respect to the presented results.
Discussion and Conclusions
In this article, we further delve into the association of pre-MS B data by predicting whether a DoD acquisition program will incur cost growth and schedule slippage. Metrics are analyzed jointly versus separating them. We first investigate possible explanatory variables that statistically predict the probability of a DoD acquisition program experiencing cost growth and schedule slippage less than 15 percent. We also model the likelihood that a program would experience cost and schedule growth in excess of (or equal to) 15 percent. These percentage increases are measured with respect to the MS B to IOC estimates at MS B, and the actual cost and schedule realized for MS B to IOC. We then replicate this process to determine which variables may be predictive if the threshold percentage increased from 15 percent to 25 percent.
Overall, we determined the following five variables appear to be predictive factors for determining if a DoD acquisition program will experience less cost and schedule growth:
1. Electronic system programs; 2. Programs having a projected MS B to IOC duration less than (or equal to) 58 months;
3. Extra large programs (exceeding $17.5 billion BY17);
4. Programs that expect to procure fewer than 305 units at the time of MS B; and 5. Programs with a projected percent complete at MS B less than (or equal to) 35 percent.
In contrast, MDAPs, fixed wing aircraft, programs where the duration between MS A to MS B is greater than (or equal to) 28 months, programs whose projected percent complete at MS B is greater than 38 percent appear, modern programs that enter MS B in 1985 or later, and programs that spend greater than (or equal to) $272 million (BY17) of RDT&E funding by the beginning of MS B appear to be predictive that programs are likely to experience more cost growth and schedule slippage. Table 6 captures those factor effects more generally controllable by a program manager. Our findings, with respect to variables that incorporate the time between MS A and MS B, are consistent with those of Dietz et al. (2013) . These results suggest that programs with more technology uncertainty or immaturity at MS B have an increased likelihood of incurring higher cost growth and schedule slippage compared to more technologically mature programs. Additionally, our findings with respect to electronic systems programs are supported by Bolten et al. (2008) , though we do acknowledge that most of those programs in our database were both small in nature (under $3 billion BY17) and consisted primarily of modifications.
As with any statistical model, there are limitations to our logistic regression models. First, the database was created from SARs that may contain incomplete information. The models built are only as good as the data used to create them. There were multiple constraints on the data collecting process that hampered the ability to create a more robust database; foremost, the lack of availability of pre-MS B data limited the programs that could be included. Additionally, the search parameters in DAMIR may have unintentionally excluded programs, which could have influenced the outcome of our analysis.
To gain insight on a program's potential for cost and schedule growth at such an early stage as MS B, we attempt to leverage the knowledge of the past to see where others have been. Our models may give program managers a glance at where they may be heading and highlight potential pitfalls. This set of logistic regression models is designed to provide a tool for the DoD acquisition communit y to ma ke st rateg ic program health assessments. Practically, these models offer the potential to help portfolio managers decide where to allocate risk dollars.
Our research differs from prior research in that our database is expanded beyond the NASA-only programs that were resea rched by Burgess and Krause (2014) . Additionally, we utilize program characteristics across a large range of programs to develop logistic models that predict the probability of overrunning thresholds identified as being above acceptable levels of cost and schedule growth. No other DoD research, to our knowledge, relates cost or schedule growth probability to overrunning such important thresholds. The models may provide managers the ability to predict the possibility and severity of an overrun.
