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1. Introduction 
The first part of this paper deals with the iterated wave equation in 
m dimensions. A representation of the general solution of this equation 
is contained in a paper by AL:M:ANSI [l]. It shows that every solution can 
be expressed in terms of solutions of ordinary wave equations multiplied 
by powers of the time variable. WEINSTEIN, in a recent paper [2], found 
another representation as a sum of solutions of Euler-Poisson-Darboux 
equations. In this section we investigate other admissible decompositions 
of this equation. One of the reasons for this investigation is to obtain a 
decomposition which will yield a simpler treatment of the Cauchy problem. 
In the second section we make use of this third decomposition to solve 
the Cauchy problem for the iterated wave equation in any number of 
dimensions. Some properties of the solution to this equation have been 
pointed out previously by GARDING [3] and special cases were treated 
by KoR:M:ES [4] and WEINSTEIN [2]. Recently a class of such problems 
was treated by AsGEIRSSON [5] in a report which appeared shortly after 
our Technical Note mentioned below 1). It should be noted that Kormes 
and Asgeirsson treat the non-homogeneous wave equation, which, 
however, is not an essentially different case and we restrict ourselves to 
the homogeneous one. The methods employed here are entirely different 
from those used in [4], [5] and are applicable to a wider class of problems 
than those treated by AsGEIRSSON [5] who restricts his attention to an 
odd number m of space dimensions and a number n of iterations which 
does not exceed (m+ l)/2. By our method the solution to the Cauchy 
problem in question is reduced to the consideration of a Cauchy problem 
for the Euler-Poisson-Darboux equation for which the solution is known. 
In the third section we deal briefly with the Cauchy problem for a 
more general equation and apply essentially the same techniques in 
obtaining the solution. The existence and uniqueness of the solution to 
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this problem and that of section II are immediate consequences of the 
existence and uniqueness of the solution to the corresponding Euler-
Poisson-Darboux equations. 
We mention finally the obvious fact that the method of decomposition 
introduced in this paper is also valid for the polyharmonic equation. 
Notations 
LR= (L1- :t22r 
uk= solution of Lk (u) = 0 
u? ( i = l, 2, 3 ... ) =different solutions of L 0 ( u0) = 0 
f (x, t) = f (xv x2 ... Xm, t) 
PART I Admissible decompositions of the solution of the iterated wave 
equation 
From ALMANSI's paper [l] on the integration of the differential equation 
LJ 2n(w) = 0 it follows that the general solution of the equation LR(w) = 0 
can be decomposed into 
(l) 
where all the u 0 satisfy L 0(u0) = 0 and each term t'-1u~ satisfies an equation 
L~(w) = 0, i.e. an equation of order 2r. 
Another decomposition, which WEINSTEIN obtained in his paper [2], is 
the following 
(2) 
where u0, u-2, u-4 etc. are arbitrary solutions of the equations L0(u0 ) = 0, 
L_2(u-2 ) = 0, L_4(u-4) = 0, etc. 
WEINSTEIN was led to this form of the solution by use of the recursion 
formula 
(3) 0 uk (x, t) = t- 1 ~ uk- 2 (x, t) 
which relates to every uk-z a function uk. The fact that this relation is 
reversible and also associates a uk-2 to every uk was proved by WEINSTEIN 
in [2]. He pointed out that the result, however, is not unique and the 
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ul:- 2 is defined up to a harmonic function only. We shall also need the 
second recursion formula of Weinstein 
(4) 
a special case of which was given by Darboux. This equation associates 
a n 2-k with every nk and vice versa. 
A third relation which is important for the following was found by 
L. E. PAYNE (unpublished) 
(5) uk- 2 (x, t) = t ~ u"' (x, t) + (k-1) uk (x, t). 
This formula ssociates a uk-z to every uk as can be verified by direct 
substitution. This formula can also be derived from (3) and (4). We shall 
show that this formula can also be reversed and defines a uk (up to a 
harmonic function) by a uk-2• 
Lemma 1. Every nl.: can be expressed in terms of another solution 
vk of the same equation by 
(6) 
Proof: We assume 7tk to be represented by (6) and show that there 
exists a solution vk of (6) which satisfied Lk(vk) = 0. Upon integration of 
(6) we obtain 
t t 
vk= J t-k [J tkukdt+f(x)] dt+g(x). 
b a 
~ubstituting into L~:(vk) = LJvk- (kft) vt- v~ and using the fact that 
uk= (kft) u~+u~, we have 
On integrating by parts, we find 
tl-k-bl-k 
Ldvk)=.dg(x)-uk(x, b) -----y=k [Lif(x)-aku:(x, a)]. 
Thus Lk(vk)=O when LJg(x)=uk(x, b) 
.df(x)=aku~ (x, a) 
i.e. when f(x), g(x) are solutions of two Poisson equations which are 
determined by the boundary conditions on uk. 
Thus we see that every uk defines a vk by the above relation. 
Lemma 2. Every uk-2 may be represented as 
() 
uk- 2 = t- uk + (k-1) u7' ()t • 
Proof: By lemma 1 every uk corresponds to a vk by (6). At the same 
time every u"-2 defines a uk by (3). 
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Hence to every 1tk-z corresponds a vk by 
.Multiplying through by t we obtain 
auk-2 = t-lk-Il ~ (tk avk) = ~ [t k+ (k-l) k] 
at at at at vt v 
or, on integration, 
uk-2 = t vr + (k- l) vk -~ f(x). 
Substituting into Lk-z (uk-2) we find that !Jf(x) = 0, i.e. f(x) is a harmonic 
function which may be supposed contained in vk. Writing uk in place of 
vk we have thus shown that to every ?i"-2 corresponds a uk satisfying 
uk- 2= t ~ uk+ (k-l) ul.; 
which proves lemma 2. 
In a similar way we could start with (5) and proceed in the reverse 
direction as above. Using the fact that !Juk satisfies L~c(w) = 0, we then 
see that every uk can be expressed in terms of a uk-2 by (3) which gives 
an alternative to Weinstein's proof for the reversibility of that equation. 
We shall now employ these two lemmas in the investigation of admissible 
decompositions of the solution of L~(w)=O. We also make use of the fact 
pointed out by ALMANSI [I] that if v is a solution of L8(w) = 0, then tv is 
a solution of L8+1(w) = 0. This allows us to construct the following table: 
Solutions of 
L 0(w)=0: uo 
L5(w)=0: tu0 u-2 
L~(w)=O: [ZuO tu-2 u-4 
L~(w)=O: tauo tzu-2 tu-4 u-6 
where each term in and above the pth row satisfies the equation 
L8(w) = 0. 
We shall establish the following decomposition theorem: 
Theorem: The general solution of L~(w) = 0 is given by 
(7) 
where the gi may be chosen freely from the triangular array above provided 
only that if all gi in any row p are omitted, an additional gi be included 
from a subsequent row p + k, the gi being chosen from any column q for 
which q > k. The decomposition is valid in any cylindrical domain of the 
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space with (m+ 1) dimensions Xv x2 •.• Xm, t; this cylinder having its base 
in the subspace t =constant and its generators parallel to the t-axis and 
lying entirely in the domain of regularity of w. 
This theorem implies that at least one g; be chosen from row n and 
at least one from the diagonal. It further implies that no two gi come 
from the same row r if r < p1 , where p1 is the first row from which a term 
has been omitted. 
To prove the theorem we shall show that any decomposition which 
satisfies the prescribed condition is equivalent to Almansi's decompo-
sition (1). 
Proof: From lemma 2, with - 2r in place of k, we see that every 
u-2r can be expressed in terms of u- 2<r-Il and, by continued application 
of this fact, that every u-2r can be expressed in terms of u0 
u-2 = tur-uo 
u- 4 = tu- 2 - 3u- 2 = t2u0 - 3tu0 + 3u0 = (t ~- 3) (t ~ -1) u0 t u t at at 
and in general 
(8) u-2'= {t~ -(2r-l)} {t ~- (2r-3)) ... {t ~-I} uo. 
It is easily verified by direct substitution that every u0 also defines a 
u-2r by equation (8). One merely makes use of the fact that ()Pu0fotP 
satisfies L 0(w)=0. Hence (8) relates to every u0 a ~l-2' and vice versa. 
Thus we have 
(9) u-2'=t'u~+A1 t'- 1 u?r-llt +A2 t'-2u?,_ 2,1 + ... +A,u0 
where the Ai are the constants obtained in performing the operations 
indicated in (8). Hence we see that in the triangular array on page 495 
the gi in row p column q is a "polynomial" of order (p- 1) in t whose 
coefficients are an arbitrary u0 and the derivatives with respect to t of 
this u0• Furthermore this function has only q terms, i.e. the power of the 
lowest order term is p- q. Now if gi denotes any term of the triangular 
array, then 
(10) 
n L gi=tn-ISI +tn-282+ ... +tos .. , 
i=l 
where the Si are linear combinations of different u0's and their derivatives 
" 
with respect to t. Thus w = ,L gi is equivalent to Almansi's solution 
i=l 
provided the si are all independent and none of the si are identically 
zero. Since each term in row p is a "polynomial" of order (p- 1) in t 
it is easily seen that if exactly one gi is chosen from each row the resulting 
decomposition (7) is equivalent to that of Almansi. Actually the decompo-
sitions of Almansi and Weinstein are special choices of this type, the 
former being the vertical leg and the latter the diagonal of the triangular 
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array of page 495. Our choice will be the horizontal leg. However, these 
are not the most general admissible choice of the gi, for one may obviously 
omit all terms from row p provided one compensates by a second term 
from a subsequent row p + k (a gi in addition to the gi already taken from 
this row in the aforementioned choice) which contains a term of order 
(p- l) in t. To see this more clearly we note that if all terms in row p 
are omitted one does not have the general solution to L8(w) = 0, since 
there is no term which is equivalent to the last term f'P-l in the Almansi 
decomposition for this equation. Such terms are however contained in 
subsequent rows, since the gi in row p + k column q is a "polynomial" 
containing all powers oft between p+k-l and p+k-q (see 9). Thus 
if two different gi are chosen from row p + k one of which is from column 
q (q>lc) the representation (7) for the solution of L~(w)=O is admissible, 
since the missing Almansi term is then accounted for. This implies that 
none of the si in (10) vanish identically, and comparing any two si we 
see that one of them must contain a u0 (or a t-derivative thereof) which 
is not represented in the other. Hence the theorem is established. 
(To be continued) 
