In this paper, we analyze and enhance previously achieved results related to the generalized Grover search algorithm in terms of arbitrary initial pure state, arbitrary unitary transformation, arbitrary phase rotations, and arbitrary number of marked items. This allows us to construct an unsorted database search algorithm which can be included inside a quantum computing system. Because of its constructive nature this algorithm is capable of handling any kind of amplitude distribution at its input, provides absolute success in case of measurement and allows its output to be connected to another algorithm.
Introduction
The increasing demand for the miniaturization of electrical equipments, e.g., telecommunication and computing devices, initiates directly the shrinkage of their building blocks such as transistors, as well. But reaching the atomic scale during the design of smaller and smaller elements quantum mechanical effects are emerging. On the one hand, they cancel the well-understood techniques, while on the other hand employing quantum signal processing opens the door to examine materials of very small scale, which leads to the world of nanotechnology that could become one of the driving forces of the new age beside genetics. The way was paved by Deutsch's [1] inchoate universal quantum computer. The interest of researchers were revived again introducing new quantum algorithms in the middle of the nineties. Shor's [2] quantum algorithm solved the discrete logarithm and the factorizing problem in a very efficient way while the quantum solution to the problem of finding an entry in an unsorted database was introduced by Grover. dimensional state space (with the bases of separately superpositioned marked and unmarked states) SU(2) approach was introduced by Aharonov in [9] .
As a next wave of evolution, building blocks of the algorithm were aimed to be defined as general as possible. The main motivation behind this endeavor was to provide success in finding the requested entry. In [10] , the authors replaced the Hadamard transformation with an arbitrary unitary one. As a next step an arbitrary phase rotation in the Oracle and a phase shifter instead of p were introduced in [11] . In order to find the marked entry at the final measurement with probability of one, Brassard et al. [12] run the original Grover algorithm, but for the final turn a modified Grover operator with smaller step size is used. Hoyer et al. [13] gave another ingenious solution to the problem. They modified the original Grover algorithm and the initial distribution as well.
As a new approach Long et al. introduced the three dimensional SO(3) representation in [14] . The achievements were summarized and extended by Long [15] and an exact matching condition was derived for multiple marked states in [16] . Hsieh and Li [17] returned to the traditional two-dimensional and very plausible SU(2) formulation and derived the same matching condition for one marked element as Long did. However, one important aspect of these proposals was missing. Namely as a requirement, the initial state was assumed to fit into the two dimensional state space defined by the uniformly distributed marked and unmarked states. Unfortunately, it does not allow the application of the generalized Grover algorithm as a building block of a larger quantum system where arbitrary states can appear originating as the output of a former circuit. Assuming such an arbitrary vector, absolute success cannot be guaranteed using the basic Grover algorithm, but the probability of success can be maximized. Biham and his colleagues presented the analysis of the original Grover algorithm in [18] , [19] for this scenario. In [20] the analysis was extended to the generalized Grover algorithm with arbitrary unitary transformation and phase rotations.
Grover's data base search algorithm requires some a priori knowledge about the number of searched entries, but typically this information is not available. Brassard et al. [21] presented the first valuable idea how to estimate the missing number of marked states, which was enhanced in [12] and traced back to a phase estimation on the Grover operator.
A rather useful extension of the Grover algorithm was to find the minimum/ maximum point of a cost function. Du¨rr and Hoyer suggested the first statistical method and a bound to solve the problem in [22] . Based on this result, Ahuya and Kapoor later improved the bounds in [23] . Further benefits of the Grover algorithm can be employed in the field of telecommunication. The present authors introduced the Grover database search based multiuser detection in Wideband Code Division Multiple Access environment in [24] , [25] , and [26] .
Recently Grover emphasized in [27] that the number of elementary unitary operations can be reduced. This raised a new aim to find the most effective Grover structure in terms of the number of the basic operations.
Unfortunately the two tracks of achievements (starting from an arbitrary state but suffering from the error probability or providing sure success but only if we have started from a very special, namely uniformly distributed state) were separated. In this paper, we combined and enhanced the results for the generalized Grover search algorithm in terms of arbitrary initial distribution, arbitrary unitary transformation, arbitrary phase rotations and arbitrary number of marked items in order to build a method for searching in an unstructured database which can be deployed inside a larger quantum computing device. Because of its constructive nature this algorithm allows to receive any amplitude distribution at its input, provides success with probability of one in case of measurement and allows to connect its output to another algorithm if no measurement is performed. The proposed approach assumes that the initial distribution is given and it determines all the other parameters according to the construction rules. In order to satisfy the above listed properties as a new result, we considered an arbitrary initial state and proved that the two-dimensional rotation based picture of the Grover algorithm can be used in this general case with certain conditions, too. Next we followed the well-known spectral decomposition based technique to determine the matrix of an l-times repeatedly applied unitary operator (in our case it was the generalized Grover operator). Concerning the definition of the generalized Grover iterate we used the one introduced in [16] but we extended it to the multiple marked entries scenario. During the analysis we obtained a so-called matching condition forming a direct connection between the free parameters of the Grover operator. The achieved matching condition proved to be the same one published in [16] . Finally, we show how to optimize the parameters of the generalized Grover operator in order to minimize the number of required iterations while the probability of success is kept 1.
The rest of the paper is organized as follows. In Sect. 2, the original Grover algorithm is summarized with the main results in order to give a solid reference. The generalized Grover algorithm and new related results are introduced in Sect. 3.
Summary of the Basic Grover Algorithm
In order to give a solid reference for the generalized searching algorithm, first the original Grover algorithm is introduced and evaluated. The object of the Grover algorithm is to find the index of a requested item in an unsorted database of size N . The multiple occurrence M of the searched entry is allowed. Classically one needs N database queries to find one of the marked states 1 with certainty.
However, with the Grover algorithm, this task can be carried out in Oð ffiffiffiffiffiffiffiffiffiffiffi N =M p Þ steps.
The algorithm has to be launched from the state
where jci refers to the fact that we prepare a quantum register containing all the possible indices, and jqi ¼ j0iÀj1i ffiffi 2 p stands for the auxiliary qbit required for the proper operation of the algorithm. During the search the algorithm repeats the socalled Grover operator G depicted in Fig. 1 and defined as G , HPHO; ð2:2Þ
where
represents the so-called Oracle which inverts (multiplies with À1) the probability amplitudes of the marked states, where the set S stands for the set of the marked entries. H denotes the n-qbit Hadamard gate defined as
where xz refers to the binary scalar product of the two n-bit integer numbers considering them as binary vectors (sum of bitwise products modulo 2). The phase shifter gate P performs a similar operation to O in (2.3) but it flips only the probability amplitude belonging to j0i
In order to determine the optimal number of Grover gates, i.e., the least number which minimizes the probability of failed search P e , we introduce a two-dimensional geometrical representation of the search. First we divide the indices into two sets, one (S) for the marked and another ( " S) for the unmarked ones i.e., we 
where jai and jbi form an orthonormal basis of a two-dimensional Hilbert space as depicted in Fig. 2 . Now let us follow the effect of G on jci in Fig. 2 . Since the Oracle flips the probability amplitudes of all the marked indices forming jbi, thus because of the Oracle jci will be reflected at an axis jai. The two Hadamard gates H together with P in the middle perform the so-called inversion about the average transformation which is nothing else than a reflection onto jci. Therefore provided jci is angular to jai with an angle of X c 2 then the two reflections together produce a single rotation towards jbi by an angle of X c .
Sure success search requires in this approach an index register rotated from jci to jbi since a measurement on jbi always provides one of its basis vectors (indices). Thus the number of rotations ensuring absolute success can be easily calculated in the following way:l
which is minimal if j ¼ 0. Typically l opt ¼l 0 must be an integer thus
where bÁe denotes the rounding function to the nearest integer.
Fig. 2. Geometrical interpretation of one Grover iteration
Because of this correction G L opt jci will be angular to jbi, hence the measurement may answer with a wrong (unmarked) index. The probability of error can be computed as the squared absolute value of the projection of G L opt jci onto axis jai
where the only missing parameter X c can be obtained as
ð2:10Þ
Combining these results a quite surprising result can be reached, namely
If M is not given as an input parameter then phase estimation based quantum counting can be applied with the help of which M can be found in a computationally efficient way.
In possession of all the required results regarding the basic Grover algorithm. We can now focus our attention on its generalization. We start with a brief summary of the corresponding motivations listing the main shortcomings of the basic algorithm.
(i) Many of the practical problems claim strict constraints both for efficiency (number of database queries) and error probability. Unfortunately the basic Grover algorithm is only able to make a trade-off between the two parameters.
(ii) According to the application of Grover's database search algorithm in practice, larger quantum systems should be taken into account where the input index register of the algorithm is given as an arbitrary output state of a former circuit and the output of the algorithm can be fed into another circuit without any measurement. For instance a previous circuit may amplify some probability amplitudes belonging to one or more marked states. Thus the required number of rotations could be reduced if we were able to launch a generalized search using that index register instead of resetting it for the basic algorithm.
Generalized Grover Algorithm
The presented method for generalizing the Grover algorithm has several aspects which are discussed step by step in the following subsections. In Subsect. 3.1, the new building blocks that form the generalized Grover operator Q are introduced.
Next we derive the matrix of Q in Subsect. 3.2. The required number of iterationsl to ensure absolute success of the search is calculated in Subsect. 3.3. Finally we optimizel to reduce computational complexity in Subsect. 3.4.
Generalization of the Grover Database Search Algorithm
To overcome the above listed shortcomings, more freedom is introduced replacing the building blocks of the basic algorithm, which will allow absolute success of the search while keeping its efficiency as can be seen later.
(1) From now on H is replaced by an arbitrary unitary operator U H ! U ð Þ .
(2) The Oracle O ð Þ rotates the probability amplitudes of the marked items in the index register with an angle of / instead of the originally set value p, where / 2 Àp; p ½ . Thus (2.3) is changed to
(3) The controlled phase gate P ð Þ, which was originally based on the state j0i, operates on an arbitrary basis state jgi. Moreover it multiplies by e ih instead of À1, where h 2 Àp; p ½ . With a more exact mathematical formalism
(4) Furthermore the initial state of the index register is considered as an arbitrary vector
where c x has to fulfill the condition
(5) Finally the two basis vectors jai and jbi, originally set as in (2.5) and (2.6), have to be adapted to the new scenario in the following way:
Before obtaining the generalized Grover operator Q let us discuss the properties of the newly defined basis vectors jai and jbi.
(i) Observing the new basis vectors jai and jbi the orthogonality is still given between them, hajbi ¼ 0, since in the inner product one of the factors is always zero during the pairwise multiplication.
(ii) There are two special cases. If all the entries are marked than we have only vector jbi and a measurement before the search will provide absolute success, or if the database does not contain the requested item at all, then only vector jai exists. Both scenarios can be recognized and excluded using quantum counting prior to the search. Therefore in the forthcoming analysis we assume that both vectors exist, i.e., neither of the two sets are empty.
Regarding the definitions in (3.1) and (3.2) the generalized Grover operator G ! Q ð Þlooks as follows:
where jli , Ujgi and the unitary nature of U, i.e., U y ¼ U À1 has been exploited.
Matrix of the Generalized Grover Operator
In order to return to the very promising rotation based interpretation of the search we have to determine the matrix of Q in the above introduced twodimensional vector space. The results of the following theorem are twofold: the required matrix is presented, and it is proved that Q preserves this space.
Theorem 3.1: If state vectors jai and jbi are defined according to (3.4) and (3.5) and both of them contain at least one nonzero probability amplitude, as well as the unitary operator U and an arbitrary state jgi are taken in such a way that Ujgi lies within the vector space V spanned by the state vectors jai and jbi, then the generalized Grover operator ðQÞ preserves this two-dimensional vector space. In other words for any jvi 2 V , Qjvi 2 V is true.
Proof: According to the geometrical interpretation of the inner product we know that the projection of Ujgi on vector jbi has a length of hbjUjgi Á jbi. Because Ujgi is defined in the vector space V , the vector Ujgi À hbjUjgijbi is parallel to jai and it can be expressed as
Thus jai can be computed in the nontrivial case, i.e., if jhbjUjgij 6 ¼ 1 as
Vector jli is considered as an arbitrary unit vector in V with the following definition
where X; K 2 ½Àp; p and the global phase was omitted since it does not influence the operation and the final result.
We prove that for any jvi 2 V , Qjvi 2 V using the superposition principle, which guarantees that if Qjai 2 V and Qjbi 2 V then any of their superpositions jvi ¼ ajai þ bjbi also remains in V . Therefore first Qjbi is investigated assuming that the two-dimensional Grover matrix has the form of
Since I b multiplies every index that leads to a marked entry by e i/ it is
Exploiting (3.6) and (3.9) 
The missing two elements of the matrix can be obtained by applying Q on jai
where I b jai ¼ jai, since only the indices belonging to marked entries are rotated by I b and otherwise will be maintained, which leads to 
Required Number of Iterations in the Generalized Grover Algorithm
After acquainting the two-dimensional generalized Grover operator Q, the number of iterationsl providing absolute success should be derived. Thus, we make the assumption hajQljci ¼ 0; ð3:13Þ which stands for having an index register orthogonal to the vector including all the indices do not lead to a solution. Because jai and jbi are orthogonal, this assumption can be interpreted as Qljci is parallel to jbi. In this case absolute success requires only a single measurement. Since Q is unitary it has the following spectral decomposition: In addition we claim the following restriction on angle D
In possession of the eigenvalues the next step towards the number of iterations providing absolute success is the determination of the normalized eigenvectors jw 1;2 i, which are 
The detailed derivation of the eigenvectors can be found in Appendix B.
Due to the spectral decomposition and the fact that hw 1 jw 2 i ¼ hw 2 jw 1 i ¼ 0, 
Since, sin lD ð Þ 6 ¼ 0, the imaginary part becomes
cosð2zÞ ¼ 0: ð3:22Þ Equation (3.22) does not depend onl, which allows to determine the relationship between h and /, the so-called matching condition,
and thus
Here we would like to emphasize that although we started from a different point, we reached the same matching condition which was derived in [16] . Now, the way is open to determinel from (3.22) which provides a measurement with P e ¼ 0. The matching condition (3.23) should be also considered. This leads to
which is equivalent tô
where AEjp can be omitted from for j > 1 the right hand side, because it would result in a biggerl than necessary. Unlike the basic algorithm where j > 0 could result in a more accurate measurement, in case of the generalized algorithm j ¼ 0; 1 provides P e ¼ 0. Expression (3.24) can be explained in the following way (see Fig. 3 ). The generalized Grover operator Q rotates the new initial state jci 0 with the initial angle
by the basis vectors jai 0 and jbi 0 with rotation angle D towards jbi 0 .
Because of the arbitrary sign of sin
where arcsinðÁÞ is defined as 
where the absolute value operator was omitted in the denominator because 0 arccos Á ð Þ p is assumed.
Optimization of the Required Number of Iterations
In order to build the generalized Grover operator h, / and jli have to be defined. On the one hand, the first two parameters have fixed relation via the matching condition, on the other hand Q provides absolute success therefore the design process of Q can be traced back to minimizingl in function of h and jli. To achieve this goal we investigated several scenarios with different parameter settings.
(a) The basic Grover algorithm.
In the first scenario we analyze the basic Grover algorithm as a special case of the generalized one. Thus the following setup is given:
Furthermore it is obvious that the input state jci equals the axis of the inversion about the average jli that is
. With this information 2 we calculate the corresponding D using (3.16)
from which D ¼ X c and thus the optimal number of iterations can be expressed as
which is nothing else than the required number of rotationsl 0 (2.7) in the basic Grover algorithm. Unfortunately, choosing the predefined fixed relation h ¼ / ¼ p it does not guarantees absolute success by all means, because the matching condition may be violated.
(b) Ensuring absolute success by modifying the basic Grover algorithm. Now we try to measure one of the marked entries with P s ¼ 1. By keeping all the previous parameters except h and / which are adjusted according to the matching condition, i.e, /ðhÞ becomes a function of h. The parameter X c is available as a result of performing a quantum counting with h ¼ / ¼ p. i.e., the minimum point ofl in Fig. 4 . In order to substitute /ðhÞ into (3.16) and (3.26) the matching condition has to be evaluated (3.23) assuming the given parameter setup 
where the basic trigonometrical equivalence tan
À Á 1ÀcosðxÞ sinðxÞ was exploited. We reached the important result, namely to provide absolute success; h ¼ / is needed. Substituting this special matching condition into (3.16)
Now we can turn to minimizel in ĥ
However, instead of beginning long lasting derivations the reader may realize that the denominator has a maximum value if cosð/Þ ¼ 1 ) / ¼ p and the numerator has a minimum point if sin
the original setup of the basic Grover algorithm. Thus the basic Grover algorithm proves to be optimal in terms of the number of database queries if we have no a priori information about the database, i.e., it is really unsorted.
In Fig. 4 ,lðhÞ was depicted. Since l opt ¼lðh opt Þ might not be an integer, the nearest superior integer L opt has to be taken into account. In consequence of this inaccuracy, the matching condition is violated, which requires the calibration of angle h and /. Knowing L opt , / 0 opt can be calculated from (3.26) and h 0 opt is derived substituting it into (3.23).
Finally, we would like to emphasize that to achieve an absolute success searching algorithm, we did not need to increase the number of database queries compared to the basic algorithm, only the Oracle and the phase gate were modified! (c) Starting from an arbitrary initial pure state. The initial state of the index register is set to jci ¼ Hj0i in case of the basic Grover algorithm since we had no information about the structure of the database, i.e., it was considered being unsorted. However, as we mentioned in the introduction of this subsection there are practical problems where we have some pieces of a priori information about the database. Based on this information, one can preprocess the index register amplifying the probability amplitudes of the marked states -even not uniformly -producing an arbitrary jci (3.3). Is it possible to exploit this fact by means of the generalized Grover algorithm or shall we loose this advantage when returning to the uniformly distributed initial probability amplitudes of the index register of the basic algorithm? To answer this question we have to determine h, / and jli knowing of jci.
Obviously, if we were familiar with which states are marked and unmarked then we would be able to calculate jli in such a way that a single rotation would provide absolute success. As an example let us consider the basic Grover algorithm. Provided the axis of the inversion about the average is
2 then the reflection about jli after applying the Oracle (reflecting jci onto jai) will result in jbi (see Fig. 2 ).
Unfortunately, when searching is needed this information is not available. Therefore, the best we can do is to set jli ¼ jci that is X ¼ X c 2 and K ¼ K c . Since the matching condition and thus l opt depend only on the difference between K and K c therefore their actual values do not influence the design of Q i.e., K À K c 0. Since jci is known hence jli can be easily produced using an appropriate U. In order to minimizel in h the only missing parameter is X. We showed in (3.15) that the eigenvalues of Q have the following form 
Conclusions
We discussed in this paper the generalized Grover search algorithm concerning arbitrary pure initial state of the index register. This extension allows the efficient application of Grover algorithm within a larger quantum system. Furthermore it was showed that the generalization does not influences the computational complexity that is the optimal number of iterations remains the same.
Appendix A

Eigenvalues of the Generalized Grover Operator
First, we give a detailed derivation of the eigenvalues of the generalized Grover's search algorithm solving the characteristic function det Q À qI f g, which is a hard task
ðA:1Þ
Therefore we follow a more pragmatic way. Applying the basis-independent product of eigenvalues in the form of det Q f g ¼ q 1 q 2 as well as exploiting the form of eigenvalues of unitary operators e ie ,
ðA.2Þ Moreover, it is known that the trace of Q can be expressed as
ðA.7Þ
resulting in
The derivation of the real part of (A.8) is straightforward, hence
ðA.12Þ
ðA.13Þ
whereas we reached the same result as in (A.11)
Consequently, only one restriction has to be remarked, namely cosðDÞ ¼ cos ÀD ð Þ. At the same time, according to the special form of the eigenvalues in (A.6) the two D's are equivalent, since both lead to the same eigenvalue pair.
Appendix B
Eigenvectors of the Generalized Grover Operator
With the knowledge of Q and the eigenvalues q 1;2 derived above in (A.6), also the eigenvectors should be found out to the full description of the spectral decomposition of Q. 
