ABSTRACT A sensor-based wearable system is a promising platform to monitor the health and movement of human in real time to improve the quality of life. However, it places stringent requirements on communication delay, energy efficiency, and throughput. In this paper, an adaptive beaconing medium access control (AB-MAC) protocol is proposed to reduce communication delay and improve throughput and energy efficiency for duty cycle-based wearable system. AB-MAC protocol belongs to receiver initiated (RI) MAC protocol, where the sender keeps listening the channel to send data while the receiver sends beacons actively for the preparation of receiving data when it becomes awake. AB-MAC protocol exploits the unbalance energy consumption in the network, where the nodes near the sink (or hub) consume more energy than that of nodes far away from the hub. AB-MAC protocol makes efficient use of the remaining energy of the nodes far away from the hub to send more beacons during the sleep time, which can decrease the sleep delay and improves the energy efficiency and throughput. In addition, the number of beacons that can be sent for the nodes is also obtained based on the remaining energy level. The theoretical analysis is conducted for analyzing the performance of AB-MAC protocol. Furthermore, experimental results are provided, which demonstrate that compared with RI-MAC protocol, AB-MAC protocol can reduce the delay by 32%-51%, increase the throughput by 45%-116%, and improve the energy efficiency by 12%-21% without sacrificing the network lifetime.
I. INTRODUCTION
Sensor based system, as one of smart infrastructure system [1] - [5] , leverages the ubiquitous sensor-equipped, Internet of Things (IoT) [6] - [10] devices to collect information at low cost. It can provide a new paradigm for the various sensing applications such as surveillance systems [11] - [16] , remote patient care systems in healthcare [6] , [17] ; intelligent traffic management [18] and automated vehicles in transportation; environmental monitoring systems [13] , [18] , [19] . Wireless sensor networks (WSNs) are one of the important component for IoT, in which each node senses information One of the fundamental issues in sensor based wearable system is to save energy and extend the lifetime [35] - [37] . To this end, various MAC protocols have been proposed [5] , [26] , [31] - [34] . The duty cycle based protocol can facilitate energy conservation in sensor based wearable system [5] , [26] , [29] - [32] , [34] . In the MAC protocols based on duty cycle [29] , the sensor nodes are switched between awake/active and sleep state periodically and these nodes enter sleep mode after a certain idle period. Generally speaking, the energy consumption in sleep state is 1/100-1/1000 of that in the awake state [5] . Therefore, it is an appealing solution to save energy by keeping nodes in sleep state as much as possible [26] . However, only in awake state can nodes communicate with each other. Though small duty cycle can decrease the consumption of energy [29] , the communication efficiency will also reduce. This is because, with small duty cycle, the sender nodes need to wait for receiver nodes to be awake when they have data to send, leading to longer delay. This part of the time waiting for the receiver node to wake up is called sleep delay. From the above discussion, there exists a tradeoff between sleep delay and energy consumption. Decreasing the duty cycle will reduce the energy consumption but increase the delay. On the contrary, increasing duty cycle can effectively reduce the delay but cause more energy consumption [5] , [29] . Therefore, it is of significance yet very challenging to reduce the delay and maintain a long lifetime through MAC protocol design. In the Low Power Listening (LPL) based MAC protocol, such as B-MAC [29] , the receiver node wakes up periodically to sense the beacon from the sender and then to receive and transmit the data. When the sender needs to send data, it sends a long beacon to cover the sleep period to ensure the receiver can receive the beacon when becoming awake. This long beacon design of LPL based protocol consumes considerable energy for both the sender and receiver. Therefore, X-MAC protocol is proposed, which utilizes several short beacons, rather than the long beacon [31] , helping decrease energy consumption. B-MAC protocol and X-MAC protocol are both senderinitiated scheme [31] , whereby the sender will send beacons if they have data to send, while the receiver node switches between awake/sleep state periodically. When the receiver senses the sender's beacon, they can start to communicate. Alternatively, in receiver initiated (RI) scheme [32] , the sender will switch to listen state when it has data to send, while the receiver will send beacons as soon as it becomes awake. If the sender receives the beacon, the sender and receiver can start communication.
In sensor based wearable system, delay and energy efficiency are the two most important service requirements. Firstly, the energy of the sensors in the sensor based wearable system is limited, which requires the MAC protocol to have a high energy efficiency. Secondly, sensor based wearable system have a strict requirement on low delay due to the emergency for health care. However, existing works on MAC protocols do not work well in these aspects:
(1) reduction of sleep delay. For existing duty cycle based MAC protocols, the average sleep delay is half of sleep time. Due to the small amount of data in sensor based wearable system, the transmission delay is relatively small. Thus, sleep delay is the most important part for end-to-end delay. In other words, the key to reduce the overall delay is to reduce the sleep delay.
(2) energy efficiency improvement. Sensor based wearable system are powered by batteries and have limited energy. However, in the existing MAC protocols, the energy efficiency can be improved. For sender-initiated based X-MAC, though the long beacon in B-MAC protocol is replaced by several short beacons and the nodes are in listening state rather than sending long beacons in parts of time, which results in a small decrease in energy consumption [26] , [31] , it can increase the delay to some extent. For instance, when the sender listens but the receiver awakes, the chance of communication will be missed. As for receiver-initiated (RI) based MAC protocols [32] , though the sender keeps listening, the receiver will send a beacon after becoming awake. It is known that there are more receiver nodes than sender nodes in the network, sending more beacons during every duty time can increase energy consumption, especially for events sparse sensor networks, where the number of the sender nodes is low and the receiver nodes will consume lots of energy in sending beacons.
Above all, it is of significance to increase the energy efficiency and decrease the delay at the same time in sensor based wearable system. In this paper, an Adaptive Beaconing MAC (AB-MAC) protocol is proposed to reduce the delay, improve energy efficiency and throughput for sensor based wearable system. AB-MAC protocol is a brand new MAC protocol, not just applying exiting MAC protocol to the sensor system. The main contributions of this paper are as follows:
(1) An Adaptive Beaconing MAC (AB-MAC) protocol is proposed to improve performance of sensor based wearable system. AB-MAC protocol belongs to RI protocols. Different from existing RI protocols, AB-MAC protocol makes efficient use of the remaining energy to send k more beacons during the original sleep time, so the sleep delay is reduced by about 1/(k + 1). In the meantime, the energy efficiency and throughput can be increased. Hub is the center of the network in sensor based wearable system, and it has ''manyto-one'' data collection feature, so the nodes near the hub will consume more energy than the nodes in other areas. As a result, the network remaining energy is more than 90% of the initial energy when the first node dies. AB-MAC protocol uses remaining energy to add k beacons during the nodes' sleep time, which can improve the performance of sensor based wearable system.
(2) Through theoretical analysis and simulations, we demonstrate that the proposed AB-MAC protocol can achieve better performances. Compared with the protocols using the same duty cycle, the delay can be reduced by 32%-51% in AB-MAC protocol. Moreover, the throughput can be improved about 45%-116% and the energy efficiency is improved about 12%-21% while retaining network lifetime.
The remainder of this paper is organized as follows: In Section II, the related works are reviewed. The system model and problem statement are described in Section III. In Section IV, a novel Adaptive Beaconing MAC (AB-MAC) protocol is proposed to achieve lower delay, higher throughput and longer lifetime for sensor based wearable system. The performance analysis of AB-MAC protocol is provided in Section V. The experimental results of AB-MAC protocol is provided in Section VI. The conclusions is drawn in Section VII.
II. RELATED WORK
Since sensor based wearable system is a special case for WSNs. In this section, we will mainly review the MAC protocols in WSNs [38] , [39] , [40] - [42] . In WSNs, energy efficiency is one of the main concerns in MAC protocol design [43] , [44] . Since the sensor node is powered by the battery, its energy is extremely limited, so it is of importance to reduce its energy consumption [45] . Besides, periodic awake/sleep is widely applied to the MAC protocol in WSNs as an effective way to save energy. However, the use of duty cycle will have a greater impact on network performance, e.g., it can increase delay. The delay in WSNs mainly includes: (a) Sleep delay due to the duty cycle mode adopted in WSNs; (b) Delay caused by communication conflict and interference [46] , [47] . It is also called collision delay; and (c) Transmission delay. Since the transmission delay and collision delay have been extensively studied, while the slepp delay draws less attentions, which greatly affect the delay performance in WSNs, this work mainly focuses on reduction of sleep delay.
In a synchronous network, each node is with the same frequency clockwise. Therefore, nodes only need to wake up in the work time while sleep in the other time. This class of protocols includes TDMA protocol [30] . The TDMA based protocol [30] is to ensure bounded delay and fairness while minimizing energy consumption. However, these protocols require precise synchronization, which limits the scalability of the system. Since synchronization is a very difficult in a large scale network, most of applications use asynchronous work mode in sensor based networks.
In asynchronous sensor networks, there is no clock synchronization among nodes, and each node is independent with its own set of clock and periodic awake\sleep rotation. When the sender need to send data, the receiver may be in the sleep state. This is a major cause of sleep delay. To reduce sleep delay, researchers proposed a variety of MAC protocols. Firstly, B-MAC is proposed for asynchronous WSNs, which is a Low-Power Listening (LPL) based MAC protocol [26] . In B-MAC protocol, each node is asynchronously and periodically awake/asleep. But when the sender has data to send, it does not periodically wake/sleep. Instead, it sends a long beacon whose length is longer than the sleep period of the receiver to ensure the receiver can receive when waking up. When the receiver wakes up, it can establish communication with the sender. For the receiver, after it wakes up, it will perform LPL to check whether there is a sender-initiated beacon, if any, then establish a communication connection, or in the LPL state until the end of awake time and turn to sleep (see Figure 1 ). In the B-MAC protocol, in addition to energy consumption of sending and receiving data, the energy consumption of the sender also includes sending long beacon while the energy consumption of the receiver includes energy consumption in the LPL state. The energy consumption of the LPL node to send and receive data is less than that of sending and receiving data. If the cycle length node is t duty and the length of awake time is t a , supposing that sender has only one receiver (or forwarding, node, FN), the expected sleep delay will be t duty − t a /2. When the sender has several forwarding nodes, the communication can be established if any forwarding node wakes up, so the expected sleep delay will be reduced. X-MAC protocol [31] is proposed based on B-MAC protocol, whereby the sender no longer sends a long beacon, instead it sends a series of short beacons. After sending a short beacon, it will keep listening for a period of time, and then it will send short beacon again (see Figure 2 ). Its essence is to reduce the high energy consumption for sensing long beacon in the B-MAC protocol. But this method will increase the sleep delay, as shown in Figure 2 . For instance, if the sender is in the state of LPL listening, the receiver then wakes up, in the B-MAC protocol it is able to establish communication, while in the X-MAC protocol it needs to wait for sender to send next beacon. In such a case, the expected sleep delay is t duty − t a /2 + t listen /2, where t listen is the length of time when the sender is in the continuous listening state (see Figure 2) .
The above discussions are for sender-initiated MAC protocols. In fact, receiver can also initiate the MAC protocol [32] . As shown in Figure 3 , in this kind of protocols, when the sender has data to send, the sender will not send beacons, but listen. When the receiver wakes up, receiver will send beacons, so the communication between the sender and receiver will be established. In this kind of protocols, the expected sleep delay is the same as B-MAC protocol, which is t duty − t a /2. Compared with the B-MAC protocol, the X-MAC protocol will replace sending the beacon by listening, so the sender energy consumption can be reduced. However, the energy consumption of the receivers will increase. From the above discussion, we can see that although carefully designed, the relationship between the delay and energy efficiency in the MAC protocol is a tradeoff, so designing an effective MAC protocol is a challenge issue.
Generally speaking, increasing the node duty cycle can reduce sleep delay. But increase of duty cycle will also increase the energy consumption of the network which will decrease network lifetime. In practice, a dynamic duty cycle scheme is often adopted. In this method, a low duty cycle is employed to improve the network lifetime. When the traffic load increases, nodes will increase the duty cycle to meet the delay requirements of applications. Examples of dynamic duty cycle based MAC include Demand Wakeup MAC (Demand Wakeup MAC, DW-MAC) [38] , and Adaptive Scheduling MAC(Adaptive Scheduling MAC, AS-MAC) [43] . Lee [44] also proposed a method based on the node traffic to adaptively adjust the duty cycle of the node, called Adaptable Wakeup Period (AWP). Similar to the works in [38] and [43] , it is found that many performances of the network is related to the duty cycle. For example, if the duty cycle increases, the successful delivery ratio will become high. Reducing the node's duty cycle when the traffic load is small can save energy under the condition that the delay is not increased. When the traffic load is high, the duty cycle node can be increased, so as to meet the demand of network. Thus, compared with the whole network using the same duty cycle (SDC) methods, the AWP approach reduces the energy consumption of the network as a whole without sacrificing other performance [48] , [49] .
The objective of this work is to effectively reduce the delay while keeping high energy efficiency and maintaining high lifetime in sensor based wearable system. We aim to design an effective MAC protocol, so as to reduce the delay without increasing the energy consumption of the network, which will meet the service requirements of the sensor based wearable system.
III. SYSTEM MODEL AND PROBLEM STATEMENT
A. SYSTEM MODEL (1) A sensor based wearable system is a multi-hop selforganizing system composed of a number of inexpensive micro-sensor nodes deployed around the body. The purpose is to collaboratively perceive, collect and process relevant information, and send them to the observer. The nodes have the functions of sensing, signal processing and wireless communication. They are both the initiator of the packet and the sender of the packet.
(2) When the data are generated by the nodes, they will be forwarded to the hub through multiple relays. Since the node can only communicate within a short distance due to the limited transmission range and power, the communication is often established through multi-hop routing from the source nodes to hub. As illustrated in Figure 4 , the system model is based on the following assumptions:
(1) It is composed of a sink (hub) and n sensor nodes with the radius of R, which are randomly distributed. The node density is ρ, and each node has an identity, {V i , i = 1, 2, . . . , n}, where V 0 represents the sink or hub. Nodes operate in an asynchronous manner.
(2) The initial energy of each sensor node is limited and cannot be renewed. The initial energy is expressed by E, but the hub is considered to have sufficient energy.
(3) The network works in a periodic manner. A node collects data and sends the packet to the hub periodically.
(4) The length of the packet for monitoring event is generally small. Therefore, if the communication between two nodes is established, the time for transmitting data is relatively small (i.e., the transmission delay). Sleep delay is the time of the node waiting for its forwarding nodes to wake up [29] , which is much larger than the transmission delay. Therefore, this paper mainly focuses on sleep delay.
B. ENERGY CONSUMPTION MODEL
Sensor nodes are often battery-powered and placed in a variety of complex environments. Under normal circumstances, they cannot be charged. In order to save the energy consumption of the sensor, the sensor node will set the duty cycle for awake/sleep rotation. The duty cycle of the sensor nodes can VOLUME 6, 2018 be defined as the ratio of the active time and the total time of the whole cycle, as follows.
The energy consumption of the sensor node is mainly composed of the following parts: (1) the power for sending and receiving the packet, denoted by ω t and ω r ; (2) the power required to perform low-power listening (LPL) operation, denoted as ω LPL ; and (3) the energy consumption in the sleep state.
The main parameters of the sensor based wearable system used in this paper are given by the table 1. 
C. PROBLEM STATEMENT
The goal of this paper is to design an efficient MAC protocol to reduce delay, improve the overall network throughput while ensuring without sacrificing the network lifetime in sensor based wearable systems.
1) MINIMIZING DELAY (min D )
One of the main goals of the MAC protocol design is to minimize the waiting time of the sender, that is, min (D). Sleep delay can be divided into single-hop delay, which is the time for the sender to send data to the forwarding node, denoted as D one . The end-to-end delay is the sum of the sleep delay along the multi-hop route from the source to the sink (hub), denoted by D e2e . Set the node V i for the packet routing from source node to hub through the path
represents the delay when passing through node V i . The end-to-end delay from node V i to hub is as follows.
Therefore, min (D) can be given by Eq. (2) .
2) MAXIMIZING NETWORK LIFETIME (Max l )
Network lifetime is defined as the time duration before the first dies in the network [5] , [7] , [8] , [25] . Suppose that energy consumption of node V i in unit of time is e i , its initial energy is E, and there are n nodes in the network. Maximizing the lifetime of the whole network can be expressed in Eq. (3).
3) MAXIMIZING ENERGY EFFICIENCY (Max (S))
Energy efficiency is the ratio of the total energy consumed by the network and the total initial energy of the network when the network dies, as given in Eq. (4).
where e i is the energy consumption of node V i in a unit of time, l is the lifetime of the network, the i-th node in the network, and n is the total number of nodes in the network. The maximization of network energy efficiency will help to make efficient use of the network energy.
4) MAXMIZING NETWORK THROUGHPUT (max(T ))
The network throughput mainly refers to the amount of data that the node forwards in the unit time. Maximization of throughput can be given by Eq. (5).
Where D denotes the amount of data transferred, and t represents the amount of time it takes to transfer data.
Therefore, the MAC protocol design goals of each node in the network can be expressed as follows.
To achieve the above objectives, this paper proposes AB-MAC protocol. The core idea of AB-MAC protocol is as follows. Since the node near sink (hub) needs to relay the data from the remote nodes, its energy consumption is much higher than that of the nodes far away from the hub. As the lifetime of the network depends on the lifetime of the first dead node in the network, the AB-MAC protocol aims to make full use of the remaining energy of nodes to increase the number of beacons to further improve the network performance. Different nodes have different distances from the hub, which means that the remaining energy of the nodes at different distances from the hub are different. In addition, nodes at different distances to the hub will have different delay, throughput and other performances. In order to evaluate the performance of the MAC protocol more comprehensive, this paper uses the weighted performance indicator for the whole network.
In Eq. (6), lifetime of the network l, energy efficiency of the whole network S, the two performance indicators of different MAC protocols can be directly compared. The network delay D V i is related to the location of the node, and D V i of the node away from the hub is smaller than that of the hub. Therefore, this paper uses the weighted delay D shown in Eq. (7) to indicate the delay of the entire network.
Similarly, weighted throughput T can be given by
In summary, the weighted optimization objectives of the whole network can be given as follows.
IV. THE DESIGN OF AB-MAC PROTOCOL A. RESEARCH MOTIVATION
According to our knowledge, the minimum expected sleep delay in the current MAC protocol is
The analysis is as follows. In B-MAC protocol, when the sender has data to send, it will keep sending a long beacon. So long as there is a receiver awake, the data can be sent, and the expected sleep delay is t duty − t a /2. In X-MAC protocol with a small short beacon, can reduce energy consumption but increase the sleep delay. Then the sleep delay would be t duty − t a /2 + t listen /2, where t listen is the length of the sender in the continuous listening state (see Figure 2) . The situation below is similar to the receiver initiated (RI) MAC scheme, namely, when the sender needs to send data, the time it needs to listen is half of the entire sleep time. Therefore, the current MAC protocol minimum sleep delay is t duty − t a /2.
As given in Eq. (10), it is necessary to reduce the D sleep by increasing t a in the current MAC protocol. However, increasing t a will significantly increase the energy consumption of the node. Thus, it is a challenge issue to keep the balance between the sleep delay and energy consumption.
We aim to explore the unbalanced energy consumption in the network to improve the overall performance. The nodes near sink (hub) consume more energy than the nodes far away from the hub. The lifetime of the network is based on the lifetime of the node with the highest energy consumption. According to the work in [8] , when the network is dead, the remaining energy is over 90% of the initial energy. According to the above observations, if the remaining energy of nodes in the network is used to insert some beacons in the sleep state, the sleep delay can be further reduced. The extreme case is that if the node's remaining energy is enough, the sleep time of the node can be fully used to send beacons, which is equivalent to the node with duty cycle of 1, and sleep delay would be 0.
Based on the above analysis, the AB-MAC protocol is proposed to further reduce the sleep delay of nodes by adding some beacons in the sleep state, which can be seen from Figure 5 . The number of beacons added in the sleep state is based on the remaining energy of the node. The node which has more remaining energy will add more beacons in the sleep state. It is expected that if the number of beacons added in the sleep state is k, its sleep delay is shortened to the 1/ (k + 1) of the original one, which can effectively reduce the network delay.
B. SCHEME DESIGN
The main goal of AB-MAC protocol proposed in this paper is to improve the performance of the network as much as possible while maintaining the network lifetime. It makes use of the remaining energy to add more beacons in the sleep state of the nodes. The AB-MAC protocol is based on the RI-MAC protocol, which means that the sender will keep listening to the receiver if it has data to send. The specific algorithm of the AB-MAC protocol is as follows.
According to the aforementioned analysis, the sleep delay is the main delay in the network [5] . AB-MAC protocol uses the remaining energy to add more beacons in the sleep state, so that the sleep delay will reduce. Therefore, it's important to determine the number of beacons that the node will add, based on its remaining energy level. The solution to find the number of beacons is given in algorithm 2.
Due to the unbalanced energy consumption of sensor based wearable system, the nodes away from the hub can send more beacons than the nodes near the hub. The algorithm 2 is core algorithm of the AB-MAC protocol. It will help the node calculate its number of beacons by using the remaining energy.
Firstly, the algorithm 2 calculates the remaining energy of the node, which is the difference between the minimal energy consumption of the node at x m and the maximum Calculate the maximum energy consumption of nodes in the entire network E max 4:
Calculate the remaining energy consumption of the node at x m.
Calculate the number of beacons the node at x m need to add.
B(ε r ·S p +ε t ·S ak ) 7: End for energy consumption in the network. Then, we can calculate the beacon number by the ratio of residual energy and the energy consumption of sending a single beacon.
V. PERFORMANCE ANALYSIS
This section will theoretically analyze the performance of the AB-MAC protocol. Since AB-MAC protocol is a kind of RI-MAC protocol, we will first analyze the energy consumption and delay for RI-MAC protocol. Then, we extend the results to AB-MAC protocol.
A. RI-MAC
Assuming that the duty cycle ϕ x is the same across the entire sensor network, the number of packets sent in a cycle by a node with distance x m from the hub is σ x t , the number of packets received is σ x r , and the size of each packet is 1 bits. ω x tot indicates the total energy consumption of a node with distance x m from the hub in a cycle.
It is known from the literature that there are four kinds of states in the RI-MAC protocol: (1) LPL (low power monitoring); (2) Sleep; (3) Sending data; and (4) Receiving data. The energy consumption in these four states contributes to the total energy consumption of the node. The sum of the energy consumption can be expressed as follows.
ω x LPL indicates the energy consumption of the device in LPL mode, including energy consumption in sleep state; ω x t indicates the energy consumption of sending a packet; ω x r indicates the energy consumption of receiving a packet.
In the RI-MAC protocol, the process of receiving a packet includes sending a number of short beacons, receiving ACK acknowledgment, receiving data and so on.
Assuming that the receiver node sends n beacons in a cycle, the energy consumption of a packet is as follows.
where n = ϕt duty
The first item represents the energy consumption of receiving data. The second item indicates the energy consumption of receiving the ACK acknowledgment and sending the beacons in order to notify a node to send the data. The average number of beacons sent is used in eq. (12) . We assume that the energy consumption of the node in the process from LPL mode to the transmit mode is denoted as B times the energy consumption of sending a beacon.
Due to the multi-hop transmission, the shorter distance the node from hub, the higher the amount of data the node receives from the other nodes, the greater the energy consumption of receiving data.
The energy consumption of sending a packet includes energy consumption of transmitting data, and ACK acknowledgment message. The calculation formula is as follows.
The energy consumption of the nodes in the transmitting data decreases as the distance from the hub increases. This is because the nodes far away from the hub undertake send less packets, while the nodes near the hub send more packets.
According to [18] , the energy consumption of the period of LPL operation is as follows.
Where the first term is the energy consumption of the LPL operation of the node during the awake time, and the second term is the energy consumption of the node at sleep. τ x t , τ x r are the energy consumption of the active state of the node in the sending data and receiving data, respectively. This part of the energy consumption has been included in the energy consumption for sending and receiving data. When calculating the energy consumption of LPL operation, this part needs to be subtracted. The formula for τ x t is as follow.
The formula for τ x r is as follows.
In contrast to the energy consumption for receiving and sending the data, the energy consumed by the LPL operation increases as the distance from the hub increases. Because the node in the hot zone uses more time to send and receive data, leaving only a small amount part of the time for LPL operation. However, the contribution of the energy consumption of the LPL operation to the overall energy consumption is limited, so it cannot affect the trend of total energy consumption.
The amount of data served by the node at different distances from the hub is analyzed as follows. Assuming that the probability of the source node issuing the packet is λ and the network radius is R, if each node generates a packet in a round of data collection cycle and uses the shortest routing algorithm to send to the hub, then the amount of data of the node with the distance of x m from the hub to bear is given as follows [35] .
Where, z is the biggest integer that makes x + zr smaller than R.
From the above formula, for a node with the distance of x m from the hub, if the probability of generating data is λ, the amount of received data of a node to bear in a data collection cycle is calculated as follows.
The amount of data sent by a node is composed of the amount of data received and the amount of data generated by itself. The calculation formula of the amount of data sent by a node is as follows.
From the trend of total energy consumption, the energy consumption decreases sharply with the distance from the hub increases, that is, the energy consumption of the hot zone is very large, and the energy consumption of the node away from the hot zone is very small. This is consistent with the fact that the hotspot nodes have more data forwarding tasks.
Since the energy consumption of the hot zone nodes is higher than the remote zone nodes, and the network life is often determined by the energy consumption of nodes in the hot zone. When the network is dead, there is a lot of remaining energy at the nodes that are far away from the hot zone. This provides an idea to improve the RI-MAC protocol that is, using remaining energy to improve network performance without decreasing network lifetime.
In what follows, we will analyze the sleep delay. In the RI-MAC protocol, the one-hop delay for a node that sends n beacons in each cycle (i.e., only one potential receiver) is as follows.
The RI-MAC multi-hop delay (i.e., only one potential receiver) is given as follows.
As a receiver-initiated protocol, RI-MAC encounters not only one-to-one situation, but also the case of one-to-many in the actual situation, that is, when a sender needs to send data, there are a number of receivers. As long as the sender receives a beacon from any receiver, the data transmission will start. According to [18] , in one-to-many cases, it is assumed that the density of the nodes in the network area is ρ, node transmission radius is r, the distance from the node to hub is d, and the number of the forwarding nodes is the number of nodes in the shadow part of the forwarding nodes model (see in Figure 6 ). In this case, the one-hop delay is as follows.
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The formula for multi-hop delay is calculated as
Considering the multi-hop delay in a one-to-many situation, the delay of the node away from the hub is further accumulated. The multi-hop delay in one-to-many situation is the product of average hops and the average delay.
B. AB-MAC
Based on the RI-MAC protocol, the AB-MAC protocol makes full use of the remaining energy of the network to improve the network performance. It uses the remaining energy to add more beacons in the sleep state of nodes, which will decrease the sleep delay.
Firstly, we try to add a beacon in the middle of the sleep time, which effectively reduces the delay. In essence, the node's duty cycle will not be changed, but greatly reduces the sleep delay. Adding a beacon in the middle of the sleep time can reduce the delay in the sleep period by more than half of sleep time, thus reducing the overall network delay and improving the network performance indicators. From Figure 7 , we can find that adding a beacon in the sleep state of nodes can decrease the delay in the network. In fact, we can make use of the remaining energy to add more beacons in the sleep state of nodes, which will further decrease the delay.
Our goal is to reduce the node's delay by adding beacons in the sleep state of nodes with remaining energy while maintaining the same network lifetime. We should determine the number of beacons to add based on remaining energy.
Theorem 1:
The number of beacons to add in sleep state at the distance of x m is given by
Proof: The energy consumption of the node with the distance at x m to hub is calculated as follows.
The remaining energy of the node is defined as the difference between the maximum energy consumption of the node in the network and the energy consumption of this node.
Then, we can calculate the beacon number by the ratio of remaining energy and the energy consumption of sending a single beacon. It is worth mentioning that we need to consider the energy consumption of node for state switching. As mentioned before, it is equal to B times of the energy consumption of sending a beacon.
Therefore, we have the Eq. (19). From Figure 8 , we can see that the number of beacons added is different for the nodes at different distances from the hub. The farther distance between the node and hub, the more beacons node can be added. This is because the remaining energy of the nodes away from the hub is more than that of nodes near the hub. The node has more remaining energy can increase more beacons.
The total energy consumption in AB-MAC protocol is calculated by Eq. (11) . The behavior of senders in the AB-MAC protocol is basically the same as Eq. (13). The energy consumption of the LPL operation is the same as Eq. (14) . But the calculation formula of the energy consumption of the receiving data changes.
Theorem 2:
The energy consumption of the receiving data in a cycle is given as follows.
Proof: It is known that the energy consumption of receiving data in one cycle is calculated as Eq. (12).
From Eq. (20), the number of beacons added to node with the distance of x m from hub in a cycle under the AB-MAC protocol is L x .
The average number of beacons sent by a receiver in a cycle isn
Therefore, we have the Eq. (21).
The following formula is given for the delay of AB-MAC protocol.
Theorem 3: In the one-to-one case, the one-hop delay of the node with the distance of x m from hub in the AB-MAC protocol is given as follows.
where, n = ϕt duty S p + S ak (22) Proof: In the one-to-one case, the average delay is calculated as follows.
In the AB-MAC protocol, the length of each slot conforms to the following rules.
Therefore, we have the Eq. (22) . In AB-MAC protocol, the farther the node away from the hub, the more the remaining energy, and the more beacons the node will be sent in a cycle.
Furthermore, a multi-hop delay can be obtained, that is, the multi-hop delay is equal to the product of the average delay per hop and the average delay.
The formula of the delay in the one-to-many cases of the AB-MAC protocol is same as Eq. (17) and Eq. (18) .
From Figure 9 , we can more intuitively analyze the effect of node density on delay. Assuming that the number of potential receiver node around a sender is based on the shortest routing algorithm and the sender's transmission radius. From the above figure, we can see that the delay of the node decreases gradually with the increase of node density.
The throughput can evaluate the speed of data transmission in the whole network. Assuming that there are n nodes in the whole sensor network, the node density is ρ, and the single-hop delay of each node in many cases is D r,τ ρ , then the throughput is calculated as follows.
Where σ x t is the amount of data sent by the node with the distance of x m from the hub. The total amount of data sent by a node is equal to the sum of the amount of data it receives and the amount of data generated by itself. Since the amount of data sent by a node and the amount of data received by its forwarding node actually represents the same transmission process, it is only calculated for data sent by the sender. The total throughput of all nodes in the entire network is the total amount of data transmission over the entire network in unit time.
The throughput can be approximated by the product of average throughput of a single node in the whole network and the number of nodes, which is given as follows.
The first product term is the number of nodes in the whole network, that is, the product of the node density and the area of the whole circular network. The latter product term is the average throughput of a single node in the whole network. The product of the two terms can approximate the throughput of the whole network As mentioned above, the reduction in sleep delay of nodes will be eventually expressed as an increase in overall network throughput. As can be seen in the above figures, for the same network, increase in node density can also bring about a certain degree of increase in network throughput. This is because the increase in node density also reduces the overall delay of the network nodes, and the sender is more likely to find the forwarding nodes from multiple potential receiver nodes. At the same time, the increase in node density means that there are more nodes working in the same area of the network, which increases the network throughput of the total amount of data. Increasing the density of nodes and making efficient use of remaining energy to add more beacons in the sleep state can increase the network throughput with the same network lifetime, and directly improve overall network's performance.
VI. EXPERIMENTAL RESULTS
We consider a sensor based wearable system consisting of one hub and several nodes. The node density is 0.01 per square meter. The hub is at the center of the network with a radius of 500m. It has sufficient energy. The nodes are uniformly distributed. The initial energy of each node is 50000µJ. The other specific parameter is given in table 2. 
A. ANALYSIS OF NODE ENERGY CONSUMPTION
The energy consumption in the RI-MAC protocol has the energy hole effect. The energy consumption near the hot zone is large, but the energy consumption away from the hot zone is small. The lifetime of network is often determined by the energy consumption of the hot zone nodes. But this leads to a waste, when the energy of the hot zone node is exhausted, the remaining energy of the nodes away from the hot zone are still at a high level.
AB-MAC protocol aims to make effective use of the remaining energy to improve the performance of the network. The protocol uses the remaining energy to increase the number of beacons sent by the nodes away from the hub, thereby essentially improving the performance of the entire network and reducing energy waste.
It can be clearly seen from Figure 10 that under the AB-MAC protocol, the node far away from the hub makes full use of the remaining energy to send more beacons in the sleep state of nodes, so the remaining energy decreases in some way. But for those nodes far away from the hub, even if they increase the number of beacons to send, the remaining energy is still higher than the hot zone node. This is because those nodes transmit less amount of data. Figure 11 shows the weighted energy efficiency with respect to the duty cycle of the nodes. Though the duty cycle of nodes is different, the weighted energy efficiency of AB-MAC protocol is always higher than that of RI-MAC. From Figure 12 shows that the weighted energy consumption of nodes in AB-MAC is higher than that in RI-MAC, which means that nodes make use of the remaining energy, improving the energy consumption and energy efficiency in AB-MAC.
B. ANALYSIS OF DELAY
Sleep delay is mainly considered in two situations. One is the one-to-one case, that is, there is only one receiver around a sender. Once the sender has data to send, it will wait until receiving beacons from the specific receiver. This situation is relatively simple. Another is the delay in the one-to-many case. One-to-many case means that there may be multiple receivers within a transmitter's transmission radius, and the sender can begin data transmission if receiving any beacon from any receiver. This model is more suitable for the real situation, with more practical significance. In one-to-one cases, the one-hop delay shows a general trend that it increases as the distance from the hub increases. For the same node, the delay in the AB-MAC protocols is significantly lower than that of the RI-MAC protocol. This is because the AB-MAC protocol takes advantage of the remaining energy of nodes, and adds some beacons in the sleep state of the nodes, which increases the awake time of receivers. In this improvement, the delay is significantly reduced. So the delay of the overall network is significantly reduced, and network performance has been significantly improved. Figure 13 shows the delay with respect to the distance from hub. The delay in RI-MAC is same among the whole network. However, in the AB-MAC, the nodes add more beacons will have a lower delay. The nodes away from the hub will send more beacons due to their more remaining energy. From Figure 14 , as the number of hop increases, the delay is increased. Considering the multi-hop delay in one-to-one cases, the multi-hop delay of the AB-MAC protocol is significantly smaller than that of the RI-MAC protocol. The multi-hop delay in the AB-MAC protocol in the on the basis of the RI-MAC protocol decreases by more than 47.9%.
So it is important to consider the one-to-many cases in the AB-MAC protocol. In one-to-many cases, the one-hop delay shows a general trend that it decreases as the distance from the hub increases. Because the area of forwarding region increases as the distance from the hub increases. And the number of forwarding nodes increases. It is easier for the sender to find a receiver. From Figure 15 , we can see that the delay of the AB-MAC protocol proposed in this paper is generally lower than that of the RI-MAC protocol in one-to-many cases. Because the AB-MAC protocol adds more beacons in the sleep state of nodes in the network by using the remaining energy, which means nodes have more time to send beacons and they will send more beacons to the senders. So the senders will find it easy to find a receiver to forward its data if it has data to send. This improvement not only make good use of the remaining energy but also improve the efficiency of the whole network. From Figure 16 , we find that though the delay of one hop decreases as the distance from hub increases, the delay for several hops increases as the distance from hub increases. This is because as the distance from hub increases, there will be more hops for a packet from the nodes to hub. It will increase the delay. We can see the weighted end to end delay in one-to-many cases in the Figure 17 . In general, one-to-many conditions are more consistent with the real situation in sensor based wearable system. In this case, the AB-MAC protocol on the basis of the RI-MAC protocol, the multi-hop delay decreased by 32% -51%.
C. ANALYSIS OF THROUGHPUT
The throughput reflects the efficiency of the entire network data transmission, which is defined as the total amount of network data transmission per unit time. The smaller the delay in the overall network data transmission, the greater the throughput of the network, and the faster the information exchange. The network will be more sensitive to the outside world and respond to changes in the outside world more quickly, which equals to more optimized network performance.
Throughput is essentially a result of the delay of the nodes acting on the entire network. The AB-MAC protocol improves the delay of a single node by making good use of remaining energy, so that the delay of the whole network is generally decreased. The delay between nodes has been significantly reduced, and the exchange of information between nodes has been accelerated, and the performance of the whole network has been improved significantly. As shown in Figure 18 , compared with the RI-MAC protocol, the AB-MAC protocol uses the remaining energy to add more beacons in the sleep state, which reduces the node delay. From above analysis, we can figure out that the decrease of delay can improve the level of throughput. In fact, the throughput of the AB-MAC protocol increases about 45%-116%.
VII. CONCLUSION
In this paper, we propose AB-MAC protocol based on the RI-MAC protocol to improve energy efficiency, delay and throughput in sensor based wearable systems. The AB-MAC protocol makes efficient use of the remaining energy in the network to add more beacons in the sleep state of nodes. The nodes which have more remaining energy will add more beacons. We also proposed the algorithm to determine the number of beacons for the node based on remaining energy level. Experiments show that the scheme not only effectively reduces the delay of the node, but also improves the throughput of the network. It is also found that the node delay decreases with the increase of the node density, and it decreases with the increase of the node's duty cycle.
