ABSTRACT For a given base graph, the lifted graph can be obtained by a copy-and-permute procedure. If the permutation is cyclic, the lifted graph corresponds to a quasi-cyclic (QC) protograph low-density parity-check (LDPC) code. The girth of the QC protograph LDPC code is determined by the girth of the base graph and the permutation shifts. In this paper, we first derive a lower bound on the lifting degree to achieve a large girth lifted graph. Then, motivated by the cycle searching and girth maximizing features of the progressive edge-growth (PEG) algorithm, we introduce the permutation shifts determining (PSD) PEG algorithm, which can construct large girth base graph and determine the optimal permutation shifts, simultaneously. It is shown that the computational complexity of PSD-PEG algorithm is much lower than that of the PEG algorithm and the PEG-QC algorithm for the same codeword length. Furthermore, we show that the PSD-PEG algorithm can also be used to construct nonbinary QC protograph LDPC codes without low weight codes. Simulation results show that the binary and nonbinary QC protograph LDPC codes constructed by the PSD-PEG algorithm have good bit error rate performance and frame error rate performance over the additive white Gaussian noise channel.
I. INTRODUCTION
Low-density parity-check (LDPC) codes first proposed in the early 1960's [1] and re-discovered in 1996 [2] , represent one of the most promising class of linear codes due to their capacity-approaching performance and low decoding complexity. An LDPC code is specified by a sparse parity-check matrix and its corresponding Tanner graph [3] . An important parameter affecting the performance and determining the efficiency of iterative decoding algorithms for LDPC codes, is the girth [1] , [4] . Therefore, the construction of LDPC codes of large girth has attracted much attention [5] - [7] .
Based on the methods of construction, LDPC codes can be classified into two categories: 1) random (or randomlike) LDPC codes [8] and 2) structured LDPC codes [3] , [9] . Among the existing approaches for constructing randomlike LDPC codes, one of the most successful approaches is progressive edge-growth (PEG) algorithm [8] , which has the following two main features: 1) Cycle searching: For a given symbol node s j , the PEG algorithm searches for the last edge to form a cycle ξ ; 2) Girth maximizing: The length of each cycle ξ is maximized and therefore the local girth is maximized. Although, the LDPC code constructed by the PEG algorithm is one of the best codes of large girth, their major disadvantage is represented by their high implementation complexity that makes them impractical for very long code lengths. On the other hand, structured LDPC codes, especially quasi-cyclic (QC) protograph LDPC codes are well suitable for certain practical applications since they can easily be encoded using simple shift-registers with linear complexity [5] . QC protograph LDPC codes can be constructed from base graphs by a copy-and-permute procedure [6] , [7] using cyclic permutations [6] . The girth of QC protograph LDPC codes is determined by the girth of the base graph, the lift degree which is the number of copies of the base graph, and the permutation shifts corresponding to the permutation procedure.
Generally, for a given base graph G, to construct large girth QC protograph LDPC codes, the determining of permutation shifts would involve bring in the cycle searching in the base graph [6] , [10] - [12] . For example, when the PEG algorithm is used in the construction of the QC protograph LDPC codes, the base graph is usually generated with the PEG algorithm first, and then extra cycle searchings are needed to determine the permutation shifts [13] - [15] . When code length is short, this approach is feasible, but with the code length growth, the cycle searching will bring high computational complexity.
In this paper, we first derive a lower bound on the lifting degree required for the QC protograph LDPC codes to achieve a desired girth. Next, motivated by the cycle searching and girth maximizing features of the PEG algorithm, we introduce a modified version of the PEG algorithm which not only constructs the large girth base graph, but also has the permutation shifts (or the shift matrix equivalently) determining (PSD) function. The codes constructed by the PSD-PEG algorithm are referred to as optimized QC protograph LDPC codes. Finally, we provide a method to construct nonbinary QC protograph LDPC cycle codes without low weight codewords by the PSD-PEG algorithm. The advantages of the PSD-PEG algorithm are as follows.
• The QC protograph LDPC codes constructed by the PSD-PEG algorithm are of large girth.
• Extra cycle searching is not needed to determine the permutation shifts. Therefore, the computational complexity to construct QC protograph LDPC codes is reduced.
• The PSD-PEG algorithm can also be used to construct nonbinary QC protograph LDPC codes without low weight codewords. In brief, the PSD-PEG algorithm not only construct binary and nonbinary QC protograph LDPC codes with good performance, but also has lower complexity than the PEG algorithm. We note that a similar PEG-QC algorithm for constructing QC LDPC codes was studied in [16] . The differences between our work and previous work are listed as follows.
• The PEG-QC algorithm constructs the Tanner graph or parity-check matrix of QC LDPC codes, equivalently, without constructing the base graph and shift matrix. However, the PSD-PEG algorithm constructs the base graph and determine the permutation shifts, simultaneously. It will be shown in Section IV that the computational complexity of PSD-PEG algorithm is lower than that of the PEG-QC algorithm.
• We show that code performance of our optimized QC protograph LDPC codes outperforms that of codes based on PEG-QC algorithm.
• It should also be mentioned that the lower bound on the lifting degree required for the lifted graphs to have girth 6, 8, and 10 are derived in [7] . However, the lower bound on lifting degree we derive in this paper is generally for arbitrary girth. The remainder of this paper is organized as follows. Section II describes the QC protograph LDPC codes and the PEG algorithm. Section III derives the lower-bound on the lifting degree required for the lifted graphs to have desired girths. This section also introduces the PSD-PEG algorithm. Section IV provides complexity comparisons of the PSD-PEG algorithm, PEG algorithm and the PEG-QC algorithm. Section V presents simulation results comparing the performance of QC protograph LDPC codes constructed by the PSD-PEG algorithm with the QC LDPC codes given in [6] , [16] , and [17] . Section VI introduces the application of the PSD-PEG algorithm to construct nonbinary QC LDPC codes without low weight codewords and also presents simulation results. 1 Section VII concludes this paper.
II. PRELIMINARIES
This section introduces some background concepts that will be used throughout the paper.
A. QC PROTOGRAPH LDPC CODES
Construct a base graph G = (V s V c , E), where V s = {s 0 , . . . , s n−1 } and V c = {c 0 , . . . , c m−1 } are sets of symbol nodes and check nodes, respectively, and E is the set of edges. Corresponding to G, we have an m × n parity-check matrix B = [b (i,j) ], where b (i,j) = 1 if and only if the check node c i ∈ V c is connected to the symbol node s j ∈ V s in G. B is also referred to as the base matrix in this paper. Now, let us describe the copy-and-permute procedure. The base graph G is copied L times such that for each node s j ∈ V s , 0 ≤ j ≤ n − 1 and c i ∈ V c , 0
. . , L − 1} be a permutation shift for each edge e (i,j) = (s j , c i ) ∈ E. We apply p (i,j) to the L copies of e (i,j) inẼ such that an edge (s t j , c k i ) belongs toẼ if and only if
The set of these edges is denoted byẽ (i,j) {e
The lifted graph corresponds to an mL × nL parity-check matrix H = [h (i,j) ], where h (i,j) = 1 if and only if the check node c k i is connected to the symbol node s t j . H is also referred to as the lifted matrix. More specifically, H consists of a total of mn submatrices [H ] 
. . , L − 1, ∞}, associated with H is defined as the shift matrix.
B. PROGRESSIVE EDGE-GROWTH ALGORITHM
Denote the symbol-degree sequence by = V c . The PEG algorithm for constructing a Tanner graph with n symbol nodes and m check nodes is described in [9] . The PEG algorithm constructs a Tanner graph by operating progressively on symbol nodes to establish edges required by D s . To establish an edge incident to s j , the PEG algorithm first spreads a tree from s j up to maximum depth l and then chooses a check node c i at random from the check nodes of lowest degree inN l s j . Such a check-node selection strategy renders the resulting Tanner graphs as check-node-degree uniform as possible.
III. PSD-PEG ALGORITHM
We first state the requirements of permutation shifts for the PEG based algorithm to construct large girth QC protograph LDPC codes. Then we derive a lower bound on the lifting degree to achieve the large girth. Finally we introduce the proposed algorithm to construct large girth QC protograph LDPC codes.
A. PERMUTATION SHIFTS
Assume that the PEG construction spreads for a tree from a symbol node s j 0 to the maximum depth l, and then searches for the check node c i l that is at the largest distance from s j 0 . Let us consider the following three cases while establishing the edge (s j 0 , c i l ).
1) The edge (s j 0 , c i l ) is the first edge incident to s j 0 . Then, there is no cycle formed by establishing (s j 0 , c i l ).
2) The cardinality of N l s j stops increasing but is less than the check node number m. Then, there is also no cycle formed by establishing (s j 0 , c i l ), as shown in Fig.1 Fig.2 . The PEG algorithm can be used to construct a base graph of large girth. However, for a given lifting degree L, the girth of QC protograph LDPC codes is not only determined by the girth of the base graph, but also by the permutation shifts assigned to the edges of G. Definition 3.1: Assume that there is a path ρ l , consisting of l + 1 distinct symbol nodes {s j 0 , s j 1 , . . . , s j l }, l distinct check nodes {c i 0 , c i 1 , . . . , c i l−1 } and 2l edges (s j 0 , c i 0 ), (c i 0 , s j 1 ), . . . , (c i l−1 , s j l ) in base graph. We denote the sequence of permutation shifts associated with the 2l edges by p (i 0 ,j 0 ) , p (i 0 ,j 1 ) , . . . , p (i l−1 ,j l ) . Then, the permutation shift of the path ρ l is defined as [18] 
In the following, let us analyze the relation between the cycles and permutation shifts. Consider the case 3). For the given path ρ l consisting of ( 
is satisfied, then the cycle ξ of length 2(l + 1) in G leads to a cycle of length larger than or equal to 2L 1 (l + 1) in the lifted graphG.
Proof: It was proven in [9] that if r is the least positive integer such that
is satisfied, where j l+1 = j 0 , then the cycle of length 2(l + 1) in the base graph leads to a cycle of length 2r(l + 1) in the lifted graph.
Substituting (2) and (3) into (4) yields
which is in accordance with (5) 
where N is a non-negative integer and r is the least positive integer such that (7) is satisfied. Since
Let Us Consider That L Is a Prime: Then (6) can be represented by
where
Consequently, if the condition (4) is satisfied, the least positive integer r satisfying (5) is larger than or equals to L 1 , and hence the cycle ξ of length 2(l + 1) in G leads to a cycle of length larger than or equal to 2L 1 (l + 1) in the lifted graph G. The proof is completed.
Summary: For the given permutation shift P c i l ρ l , we would like to assign the permutation shift to p (i l ,j 0 ) , such that condition (4) is satisfied. In general, it is easier to satisfy condition (4) if the permutation shifts are selected from a larger alphabet space {0, 1, . . . , L − 1}. However, to achieve large girth, we also need to consider the least factor L 1 of the lifting degree L.
B. SELECTION OF LIFTING DEGREE
A cycle is said to be simple if it does not contain any subcycles of smaller length. An inevitable cycle is constructed by combining two or more simple cycles. It was stated in [11] that some subgraph patterns in the base graph lead to inevitable cycles in the lifted graph and the inevitable cycles always exist regardless of the lifting degree L and the permutation shifts. The relation between the girth of the base graph and the minimum length of the inevitable cycles was provided in the following theorem.
Theorem 3.4 ([11]):
Let the girth of a base graph be g b . Then the length of an inevitable cycle in its protograph code with circulants is larger than or equal to 3g b , which means that its protograph code could have girth larger than or equal to 3g b by choosing the optimal permutation shift value.
Lemma 3.5: Letting g b denote the girth of a base graph G and g denote the girth of the lifted graphG obtained from G by choosing optimal permutation shifts which satisfy the condition (4). Then we have
Proof: Lemma 3.3 implies that the shortest simple cycle in G is of length at least L 1 g b and Theorem 3.4 implies that inevitable cycle is of length at least 3g b . Then the proof of (9) is immediate. Now, let us provide a lower bound on the lifting degree to achieve the girth g = ηg b in the following Theorem.
Theorem 3.6: For the given m, to achieve the girth ηg b , the lower bound on lifting degree L of the QC protograph LDPC codes is 
check nodes in this subgraph. On one hand, the checknode selection strategy in the PEG algorithm renders the resulting Tanner graphs as check-node-degree uniform as possible. Therefore, on average, each of the check nodes 
Substituting l = g b /2 − 1 into equation (13), we get
On the other hand, it is easy to see that if the check node c i is contained in the subgraph F s . Therefore, we get the lower bound on L, as given in (11) . The proof is completed.
Consequently, to achieve the girth ηg b , our approach for selecting lifting degree L is as follows. First, we can select L 1 (η is determined by (10) when L 1 is selected). Then, compute the lower bound on L by (11) and select L 2 , L 3 , . . . , L s to achieve the required lifting degree L.
It was stated in [7] that for a QC protograph LDPC code constructed using a 3 × 5 fully connected base graph of girth g b , a necessary condition to have a girth 8 is that L ≥ 9 and a necessary condition to have a girth 10 is that L ≥ 61. Since the girth g b of the 3 × 5 fully connected base graph is 4 (see equation (9) in Theorem 3.5). When L 1 = 2, we have η = 2 (see equation (10) (11), we get L > 9. Therefore, L > 9 is the necessary condition to have girth 8. However, when L 1 = 2, we have η = 3 and g ≥ 12. Therefore, L > 9 and η = 3 are necessary conditions to have girth 12.
C. THE PROPOSED ALGORITHM
In this subsection, we introduce the PSD-PEG algorithm to construct the base graph and determine the optimal permutation shifts, simultaneously. The codes constructed by the PSD-PEG algorithm can have variable length while achieving the girth ηg b for any lifting degree L larger than the lower bound (11) .
For a given symbol node s j 0 , we can first spread the tree to the maximum depth l. Then, establish an edge (c i l , s j 0 ) between the symbol node s j 0 and the check node c i l ∈N l s j . As described in subsection A, for a given tree spreading from symbol node s j , one of the three cases occurs while establishing the edge (c i , s j ). When case 1) or case 2) occurs, there is no cycle formed. Then, a random permutation shift can be assigned to p (i,j) . When case 3) occurs, a cycle ξ is formed. Then, the permutation shift assigned to p (i,j) should be selected carefully to satisfy condition (4). Therefore, we get the permutation shifts p (i l−1 ,j l ) , . . . , p (i 0 ,j 1 ) , p (i 0 ,j 0 ) on the path ρ l from S. Calculate the summation P c i l ρ l by equations (2) and (3). Assign a permutation shift to p (i l ,j 0 ) , such that condition (4) is satisfied. Finally, we can save p (i l ,j 0 ) in the i l -th row and j 0 -th column of S.
Obviously, it is inefficient to search back the permutation shifts p (i l−1 ,j l ) , . . . , p (i 0 ,j 1 ) , p (i 0 ,j 0 ) from depth l to depth 0 of the spreading tree and do the summations (2) j 1 ) , . . . , p (i l−1 ,j l ) between s j 0 and c i l have already been saved in the shift matrix S. Consequently, the PSD-PEG algorithm constructs the base graph and does the permutation shift determining with the following steps.
Preprocessing Process:
Constructing Process:
Step 1.Set i t = 0, 0 ≤ t ≤ l and 0 ≤ i t ≤ m − 1. For a given symbol node s j 0 , spread the tree to the maximum depth l. While spreading, do the accumulation of the permutation shift of path ρ t as
Step 2.At depth l, establish the edge (c i l , s j 0 ) between the symbol node s j 0 and a check node c i l ∈N l s j .
Step 3.If case 1) or case 2) occurs, assign a random permutation shift to p (i l ,j 0 ) . Otherwise, if case 3) occurs, calculate
and assign a permutation shift to p (i l ,j 0 ) , such that condition (4) is satisfied.
Step 4.Save p (i l ,j 0 ) in the i l -th row and j 0 -th column of P.
If the construction of the base graph is not finished, go back to Step 1. Otherwise, stop the PSD-PEG construction. The accumulation process of permutation shifts can be demonstrated by the spreading tree in Fig.3 and the PSD-PEG algorithm is described in Algorithm 1. After determining and saving all the permutation shifts in the shift matrix S, the lifted graphG can be obtained by the copy-and-permute procedure. The resulting codes are referred to as optimized QC protograph LDPC codes, as their permutation shifts have been optimized by the PSD-PEG algorithm. Now, let us provide the lower bound on girth of the QC protograph LDPC codes in the following Theorem. Proof: Letting g b denote the girth of a base graph G constructed by the PEG algorithm, it was proven in [8] (Theorem 1) that the girth g b is lower-bounded by
Then from Lemma 3.5 and (18), the proof of (17) Table I and  Table II , respectively, in [19] ), comparisons of girth lower bound of PEG LDPC codes and optimized QC protograph LDPC codes with rate-1/2 and varying code length are provided in Table I . The girth lower bounds of PEG LDPC codes and optimized QC protograph LDPC codes are calculated by (18) and (17), respectively. From Table I we can see that the girth lower bound of optimized QC protograph LDPC codes constructed by PSD-PEG algorithm is much higher than that of the PEG LDPC codes for similar code lengths. In the next
Algorithm 1 PSD-PEG Algorithm
Constructing Process: for j = 0 to n − 1 do for k = 0 to d s j − 1 do S ρ 0 is set to be '0'.
, where E 0 s j is the first edge incident to s j and c i is a check node of G such that it has the lowest check-node degree under the current graph setting E s 0 E s 1 · · · E s j−1 . Assign a random permutation shift to p (i,j) .
else Expand a tree from s j up to maximum depth l. section, we will show that the PSD-PEG algorithm has lower computational complexity than those of the PEG algorithm and the PEG-QC Algorithm.
IV. COMPUTATIONAL COMPLEXITY
The PSD-PEG algorithm includes three parts. The first part is the PEG construction used to construct the base graph G of n symbol nodes and m check nodes. The computational complexity of the PEG algorithm primarily depends on the computational load in obtaining the set N l s j orN l s j which depends on the degrees of check nodes and symbol nodes as well as on the depth l. In G, the degrees of check nodes and symbol nodes are small numbers irrespectively of code length n, and l grows at most logarithmically with the number of check nodes. The complexity of this part, in the worst case, scales as O(nm) and does not grow with the lifting degree L.
The second part is the accumulation of permutation shifts P c i l ρ l . From equations (15) and (16) The third part is the selecting of p (i l ,j 0 ) , which is determined by (4). We can rewrite (4) into the form
where N is a non-negative integer. Since there are (2l + 1) permutation shifts in (2) ,j 0 ) . Similarly, the complexity of this part also does not grow with L.
Consequently, for code length nL, the computational complexity of the PSD-PEG algorithm scales as O(nm), and does not grow with the lifting degree L. By contrast, for the same code length nL, the computational complexity of the PEG algorithm scales as O(nmL 2 ). Since the PEG-QC algorithm constructs the Tanner graph of QC LDPC codes without constructing the base graph and shift matrix, it is clear that the computational complexity of the PEG-QC algorithm also scales as O(nmL 2 ).
Then the spreading tree is smaller in PSD-PEG construction, and therefore the computational complexity is lower than that of the PEG-QC algorithm. To compare the computational complexities of the PEG algorithm, the PEG-QC algorithm and the PSD-PEG algorithm, we construct rate-1/2 LDPC codes with maximum symbol-node degrees 15 and 20 ([19, Table II] ) by these three algorithms, respectively. A comparison of the construction time with the same computer is shown in Fig.4 . It is shown that the curves of the PEG algorithm and PEG-QC algorithm increase much faster than curves of the PSD-PEG algorithm. For the construction of the 10000 bit long LDPC codes with the maximum symbol-node degrees 15 and 20, it takes about 10108 time units and 10410 time units, respectively, with the PEG algorithm. It takes about 670 time units and 727 time units, respectively, with the PEG-QC algorithm. By contrast, it takes only 10.2 time units and 10.7 time units, respectively, with the PSD-PEG algorithm. In our simulation, the time unit is ''second'', however it is clear that the duration of the time unit depends on the configuration of the simulation computer. For lifting degree L = 10, some of constructiontime comparisons, are given in Table II .
V. CODE PERFORMANCE
In this section, we give three examples of optimized QC protograph codes and compare them with PEG-QC LDPC VOLUME 5, 2017 codes [16] , multi-edge QC LDPC codes [6] and QC LDPC codes given in IEEE 802.16e [17] , respectively. In computing the error performance, in terms of frame error rate (FER), we assume BPSK transmission over an AWGN channel. The decoding algorithm used here is the log-likelihood ratio sumproduct algorithm and the maximum iteration number is set to be 50.
Example 1: In the first example, we construct a base matrix of size 256 × 512 with the PSD-PEG algorithm. For a given lifting degree 64, the permutation shifts are optimized with the PSD-PEG algorithm simultaneously. The degree distribution, with maximum symbol-node degrees 10 and 15 are taken from [19, Table II ]. The girth g b of the base matrix are 6 and 4, respectively. The lifted graphs corresponding to two 16384 × 32768 parity-check matrices can be obtained by the copy-and-permute procedure. The girth lower bound of the corresponding parity-check matrices are 12 and 8, respectively. We compare the corresponding QC protograph LDPC codes C 1 and C 2 of rate 1/2 and length 32768 with the PEG-QC LDPC codes C 3 and C 4 [16] (Fig.6) . For a fair comparison, C 3 and C 4 have the same degree distribution as C 1 and C 2 , respectively. The FER performance comparison of the these codes are given in Fig.5 . From Fig.5 we can see that the optimized QC protograph LDPC code Example 2: In the second example, we construct a base matrix of size 6 × 12 and uniform symbol-node degree 3 with the PSD-PEG algorithm. The girth g b of the base matrix is 4. For a given lifting degree 600, the permutation shifts are also optimized with the PSD-PEG algorithm simultaneously. The lifted graph corresponding to a 3600 × 7200 parity-check matrix H can be obtained by the copy-and-permute procedure. The girth lower bound of the corresponding parity-check matrix is 8. We compare the corresponding optimized QC protograph LDPC codes C 1 of rate 1/2 and code length 7200 with the QC LDPC code C 2 (denoted as ''Proposed Code 3'' in [6] ) which is constructed from a 6 × 12 multiple-edge protograph with lifting degree 600. For comparison purpose, we construct a non-optimized QC-protograph LDPC code C 3 . The base matrix is the same as that of C 1 , the permutation shifts are randomly selected in the range [0 599]. Since the condition (4) is not guaranteed to be satisfied, the girth lower bound of the corresponding parity-check matrix is 4. Finally, we construct a PEG LDPC code C 4 for comparison. The girth of corresponding parity-check matrix is 6. For a fair comparison, C 2 , C 3 and C 4 have the same degree distribution as C 1 . The FER performance comparison of the these codes are given in Fig.6 . From Fig.6 we can see that the optimized QC protograph LDPC code C 1 performs much better than other codes.
Example 3: The symbol-node-degree distributions from the node perspective can be represented by
where λ i is the fraction of symbol nodes connected to exactly i check nodes. In the third example, we construct a base matrix of size 12 × 24 with the PSD-PEG algorithm. The symbol-node-degree distribution, from the node perspective, is λ(x) = 0.5x + 0.292x 2 + 0.208x 3 and the girth g b of the base matrix is 4. For a given lifting degree 96, the permutation shifts are also optimized with the PSD-PEG algorithm simultaneously. The lifted graph corresponding to a 1152 × 2304 parity-check matrix can be obtained by the copy-and-permute procedure. The girth lower bound of the corresponding parity-check matrix is 8. We compare the corresponding QC protograph LDPC code C 1 of rate 1/2 and code length 2304 with the QC LDPC code C 2 given in IEEE 802.16e [17] . For comparison purposes, we also construct a non-optimized QC-protograph LDPC code C 3 . The base matrix is the same as that of C 1 , the permutation shifts are randomly selected in the range [0 95]. The girth lower bound of the corresponding parity-check matrix is 4. Finally, we construct a PEG LDPC code C 4 for comparison. The girth of corresponding parity-check matrix is 6. For a fair comparison, C 2 , C 3 and C 4 have the same degree distribution as C 1 . The FER performance comparison of the these codes are given in Fig.7 . From Fig.7 we can see that the proposed QC protograph LDPC code C 1 perform better than other codes.
VI. NONBINARY QC PROTOGRAPH LDPC CODES
Nonbinary LDPC codes over a Galois field GF(q) have been shown to significantly outperform its binary counterparts [20] in small to moderate code lengths. Specifically, with large q (q ≥ 256), nonbinary LDPC cycle codes with column weight of 2 perform very good. With small to moderate q (4 ≤ q ≤ 64), nonbinary LDPC codes with mixing column weight of 2, 3, or 4 have very good performance.
A. DETERMINATION OF NONZERO ELEMENTS
By the copy-and-permute procedure, we obtain a binary lifted graphG which corresponds to a binary parity-check matrix H . Let α be a primitive element of GF(q) and β = α λ , where λ = (q − 1)/L, L|(q − 1) and L is the lifting degree. Following the literature [21] , we can obtain a nonbinary QC protograph LDPC code over GF(q) by replacing the binary circulant permutation matrix [H ] cyclic-shift of the row above it multiplied by β and the first row is the right cyclic-shift of the last row multiplied by β. Let β t = α δ t denote nonzero elements in a cycle, and β t and β t+1 are located in either the same column or the same row of H , and both β t and β t+2 are located in distinct columns and rows. To eliminate low weight codewords of nonbinary QC cycle codes, the full rank condition (FRC)
should be satisfied [21] , where δ t corresponds to the power of the nonzero element in the first row of the corresponding β-multiplied circulant permutation matrix. Theorem 6.1: We can construct nonbinary QC protograph LDPC cycle codes without low weight codewords by using the permutation shift p (i t ,j t ) as the power of nonzero element in the first row of [H ]
Proof: If we assume that the block-cycle is of length 2l + 2, equation (21) can be rewritten into the form
and condition (4) can be rewritten into the form
Since λ = (q − 1)/L and L|(q − 1), we may have L = (q − 1) or λL = (q − 1), λ > 1. Let us consider L = (q − 1) first. By replacing p (i,j) with δ (i,j) and replacing L with (q − 1), condition (23) has the same form as condition (22), which means that the permutation shifts p (i,j) satisfying condition (4) also satisfy condition (22) . Then, let us consider λL = (q−1).
If the permutation shifts p (i,j) satisfy the condition (23), then
where K ∈ {1, 2, . . .} and values of λK belong to a subset of values of K . Therefore, if p (i,j) satisfying condition (23) also satisfy the condition
Furthermore, by replacing p (i,j) with δ (i,j) and replacing λL with (q − 1), condition (26) has the same form as condition (22) , which means that the permutation shifts p (i,j) satisfying condition (4) also satisfy condition (21 
. It is obvious that the weight of C is larger than or equal to the weight of C 1 . Therefore we also eliminate low weight codewords of C by using the permutation shift p (i t ,j t ) as the power of nonzero element in the first row of [H ]
The proof is completed.
B. PERFORMANCE OF OPTIMIZED NONBINARY CODES
In computing the error performance, in terms of the FER, we assume BPSK transmission over an AWGN channel. The decoding algorithm used here is the FFT based sum-product algorithm and the maximum iteration number is set to be 50. The nonbinary QC protograph LDPC codes constructed by the PSD-PEG algorithm are referred to as optimized nonbinary QC LDPC codes.
Example 4: In this example, we compare the optimized nonbinary QC LDPC codes with the nonbinary PEG LDPC codes proposed in [8] . The symbol lengths of the nonbinary codes are 336, 270 and 372 over GF (8) , GF(16) and GF(32), respectively and the symbol-node-degree distributions are given in [8, Table I ]. First, we construct base matrices of sizes 24 × 48, 9 × 18 and 6 × 12, respectively, with the PSD-PEG algorithm. Their girths g b are 4, 6 and 4, respectively. For L = 7, 15, 31, the power of nonzero element in the first row (also used as permutation shifts) are optimized with the PSD-PEG algorithm, simultaneously. Then, the lifted graphs corresponding to binary parity-check matrices H of size 168 × 336, 135 × 270 and 186 × 372 are obtained by the copy-and-permute procedure. Finally, we obtain the nonbinary QC protograph LDPC codes C 1 , C 2 and C 3 of symbol lengths 336, 270 and 372 over GF (8) , GF (16) and GF(32), respectively, by replacing the binary circulant permutation matrix [H ] (i,j) with a β-multiplied circulant permutation matrix [H ] β (i,j) . However, to achieve the girth ηg b , the lower-bound on lifting L are 7, 281 and 15, respectively. Note that η = 3, when L = 7, 15 and 31. Therefore, the girth lower bounds on C 1 , C 2 and C 3 are 4, 6 and 12, respectively. For comparison, we construct nonbinary PEG LDPC codes C 4 , C 5 and C 6 of symbol lengths 336, 270 and 372 over GF (8) , GF (16) and GF(32), respectively. The girth of C 4 , C 5 and C 6 are 6, 6 and 8, respectively. The FER performance comparison of the these codes are given in Fig.8 . From Fig.8 we can see that the optimized nonbinary QC LDPC codes perform similar to the nonbinary PEG LDPC codes as they are of similar girths. However, due to the quasicyclic structure, our codes have lower encoding and decoding complexity.
Example 5: In this example, we compare the optimized nonbinary QC LDPC codes with the nonbinary QC LDPC codes proposed in [22] ('Design 4' in Fig.2 ), which also have large girth and variable code lengths as our codes. The mean column weight of the parity-check matrices is 2.5. The symbol lengths of these codes are 224, 490, 756, 1596 over GF (8) and the corresponding bit lengths are 684, 1476, 2268 and 4788, respectively. First, we construct base matrices of sizes 16 × 32, 35 × 70, 54 × 108 and 114 × 228, respectively, with the PSD-PEG algorithm. Their girths g b . FER comparison of nonbinary QC LDPC codes given in [22] and the optimized nonbinary QC protograph LDPC codes. are 4, 6, 6 and 6, respectively. For q = 8 and L = 7, the the power of nonzero element in the first row are optimized with the PSD-PEG algorithm, simultaneously. Then, the lifted graphs corresponding to a parity-check matrices H are obtained by the copy-and-permute procedure. Finally, we obtain the optimized nonbinary QC LDPC codes C 1 , C 2 , C 3 and C 4 over GF (8) by replacing the binary circulant permutation matrix [H ] (i,j) with a β-multiplied circulant permutation matrix [H ] β (i,j) . However, to achieve the girth ηg b , the lowerbound on lifting L are 2, 7, 5 and 2, respectively. Note that η = 3, when L = 7. Therefore, the girth lower bounds on C 1 , C 2 , C 3 and C 4 are 12, 12, 18 and 18, respectively. For comparison, we construct the nonbianry QC LDPC codes C 5 , C 6 , C 7 and C 8 of rate 1/2 and symbol lengths 224, 490, 756 and 1596, respectively, over GF (8) . The girth of C 5 , C 6 , C 7 and C 8 are 8, 8, 10 and 10, respectively. The FER performance comparison of the these codes are given in Fig.9 . From Fig.9 we can see that the optimized nonbinary QC LDPC codes perform similar to the nonbinary PEG LDPC codes as they are of similar girths.
VII. CONCLUSION
In this paper, we have derived a lower bound on the lifting degree to achieve a large girth of the lifted graph. Then, motivated by the cycle searching and girth maximizing features of the PEG algorithm, we proposed the PSD-PEG algorithm which can construct the base graphs and determine the permutation shifts of QC protograph LDPC codes, simultaneously. Furthermore, we proved that the PSD-PEG algorithm can also be used to determine nonzero elements of the paritycheck matrix to eliminate low weight codewords of nonbinary QC protograph LDPC codes. Simulation results showed that the proposed binary and nonbinary QC protograph LDPC codes have good FER performances.
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