Many optimization problems in engineering require coupling a mathematical programming process to a numerical simulation. When the latter is non-linear, the resulting computer time may become una ordably large because three sequential procedures are nested: the outer loop is associated to the optimization process, the middle one corresponds to the time marching scheme and the innermost loop is required for solving iteratively the non-linear system of equations at each time step. We propose four techniques for reducing CPU time. First, derive the initial values of state variables at each time (innermost loop) from those computed at the previous optimization iteration (outermost loop). Second, select time increment on the basis of those used for the previous optimization iteration. Third, deÿne convergence criteria for the simulation problem on the basis of the optimization process, so that they are only as stringent as really needed. Finally, computations associated to the optimization are shown to be greatly reduced by adopting Newton-Raphson, or a variant, for solving the simulation problem. The e ectiveness of these techniques is illustrated through application to three examples involving automatic calibration of non-linear groundwater ow problems. The total number of iterations is reduced by a factor ranging between 1·7 and 4·6.
INTRODUCTION
Optimization methods have been applied to a large number of engineering problems. Despite this, both the formulation and solution procedures proposed by most authors are more or less standard [1] [2] [3] . These two steps, formulation and solution, are outlined below, which will set the framework for our contribution.
Formulation of optimization problems
The ÿrst step consists of deÿning what is going to be optimized (geometry of the system, properties, actions to be applied, etc.) and expressing it in terms of a, hopefully small, number of unknowns. We will denote these as the n-dimensional vector p of parameters. The aim of the problem is summarized in the objective function to be minimized (or maximized) with respect to p:
where h is a m-component vector which represents a time-space-dependent state variable. The relationship between h and p is given by the state equations
Furthermore, a generic constraint of the problem is represented by
The nature and meaning of J , h; p; F and g depend on the type of problem. In the context of engineering sciences, this mathematical structure may involve, basically, three groups of problems. The ÿrst one is the design of solid bodies, which consists of ÿnding a geometrical shape, elements disposition or particular shape-conÿguration of an object which is expected to satisfy a given function. Applications of this problem include the following: topology optimization for non-linear material behaviour [4] , shape design of structures providing maximum resistence [5 -7] , minimization of ÿllet bending stresses in involute spur gears [8] , acoustic scattering in uid-solid problems [9] , structures conÿguration [10] and aerodynamic structures design with minimum mass and maximum e ciency [11] .
The second ÿeld of applications is known as 'the inverse problem', and consists of identifying properties of a physical domain, given its response to a particular stimulus. Optimization techniques are used to ÿnd the properties leading to the best ÿt of the measured response. A large body of literature refers to applications of the inverse problem in various ÿelds, such as structural dynamics [12] [13] [14] , thermodynamics [15] , free surface problems [16] , groundwater ow problems [17] [18] [19] [20] , contamination problems [21, 22] , ow in channels [23] , etc.
The third group of optimization problems refers to 'control of processes', which consist of deÿning the actions that are needed to optimize the response of a system. In this context, optimization techniques have been applied to industrial process control and robotics, active structures control, etc.
Coupling the optimization and simulation problems
Many optimization problems [4, 6, 7, 15, 16, 24] are characterized by a non-linear dependence of F with respect to h. Solving such cases requires using a mathematical procedure involving three nested loops. They are schematized in Figure 1 , where it becomes apparent that computational demand may be extremely variable not only because of the mathematical form of each problem, but also because of the peculiarities of the algorithm. For example, the number of time steps completed within the intermediate loop (number of time of solutions for h) is often connected to the number of iterations completed in the innermost one. That is, when the number of time steps increases (i.e. when their size decreases), the number of iterations per step may decrease and vice versa. On the other hand, both time stepping and iterations at each step can be in uenced by the external loop, through the parameter values, p (i.e. convergence di culties may be sensitive to parameter values).
Scope of present contribution
In the context of the above discussion, we propose general criteria for designing the algorithm of Figure 1 . The proposed strategy is based on taking advantage of the need to compute J (equation (1)) several times and may be summarized in four aspects: (i) Storing state variables from previous iterations of the external loop to initialize the current iteration. (ii) Storing the time step history which allowed solution of the non-linear system at the previous outer loop iteration, in order to deÿne the size of the time step at the current iteration. (iii) Treating convergence criteria of the inner loop as a function of the state of the optimization process (that is, stress accuracy of computations when the current set of parameters is close to the optimum; otherwise, relax convergence criteria). (iv) Implement full Newton-Raphson for solving equation (2) (direct problem), which is shown to be advantageous within the context of the optimization problem.
MATHEMATICAL BASIS

Optimization problem
A large number of methods are available for solving the optimization problem deÿned by equations (1)-(3). Often, they are classiÿed according to the order of derivatives they require. It is generally agreed that derivative methods, although requiring a signiÿcant programming e ort, should be preferred whenever the dimension (n) of p is large and=or solving the state equations (2) demands signiÿcant CPU time. Speciÿcally, if solving (2) is based on ÿnite elements or ÿnite di erences, setting the grid, coe cient matrices, etc., may be extremely demanding, so that computing derivatives for a set of parameters becomes preferable to simulate the problem for a new set. The gradient of J is needed in conjugate gradients or quasi-newton methods. Derivatives of state variables with respect to p are needed in linearization methods. Second-order derivatives have to be calculated in Newton methods. For the sake of generality, let us consider the latter, which consists of solving iteratively the following equations:
The coe cient matrix on the left-hand side of (4) is the Hessian matrix (n × n), p is the parameter increment vector (n) and the right-hand side is the gradient vector (n). That is, solution of (4) requires to compute explicitly gradient and Hessian of J . Methods to do so are outlined below.
1. Adjoint state: Let us consider the Lagrangian of J ,
where t is a m-dimensional vector (m is the dimension of F) of Lagrange multipliers (known as the adjoint state) and the superindex t indicates transpose. Taking derivatives of (6) with respect to p leads to dJ dp = @J @p
Since is arbitrary it is possible to simplify (7) by imposing [25] :
where @J=@h and @F=@h are obtained by taking derivatives of (1) and (2), respectively. It should be noticed that the coe cient matrix in (8) is the Jacobian matrix of the state equations (2). The dimensions of (8) can be huge for time-dependent problems, but the components corresponding to di erent time steps can be easily separated. Once (8) is solved for , the gradient vector is computed by applying (7) . The Hessian matrix is obtained by taking derivatives of (7) which leads to d 2 J dp 2 =
2. Direct derivation: Taking derivatives of (1) with respect to p leads to: dJ dp = @J @h
where the Jacobian matrix of state variables (@h=@p) is the solution of the system that results after taking derivatives of (2):
It should be noticed that again, the coe cient matrix in (11) is the jacobian matrix of the state equations (2) . The Hessian matrix is obtained from (10) as
When the objective function is quasi-quadratic (i.e. least-squares problems), the term involving second-order derivatives of h with respect to p can often be neglected. This leads to CPU time savings and simpliÿes (12), which becomes
3. Incremental ratio: It is based on approximating derivatives by the ratio between the change in J and the perturbations in each component of p.
Direct problem system
Since system F (2) is non-linear in h, computation of h requires using an iterative procedure. Most methods are based on variations of Picard and Newton-Raphson iterations. The recurrence of the former is
where operator G results from simply rewriting F and l represents iteration number. In turn, Newton-Raphson is based on a ÿrst-order expansion of F, whose recurrent system is
where
In the frame of the global problem treated here, using the full Newton-Raphson method o ers two advantages. First, it converges very fast near the solution. This property is particularly useful here because we propose mechanisms for initializing the state variable (h l ; l = 0) close to the solution. Second, the coe cient matrix (@F=@h) in (15) is the Jacobian matrix of the state equations, which also has to be computed for solving the minimization problem (see equations (8) and (11)). The Newton-Raphson method is sometimes disregarded because programming the evaluation of the Jacobian matrix may be tedious.
Application to the groundwater inverse problem
The inverse problem consists of ÿnding the values of model parameters, p, such that computed state variables are close to their measured value. In addition, closeness of p to prior estimates p * is often imposed for increasing stability and likelihood of the inversion. This type of statement normally leads to the minimization of an objective function such as [27] :
where h * and p * are vectors of time-space-dependent measurements (h * is measured at a particular set of discrete times, t * ), and V h , V p are known matrices (ideally, the covariance matrices of measurement and model errors) andĥ is the vector of state variables computed at measurement points at times t * . State variables in groundwater include heads (water elevations) and concentrations. Without loss of generality, we will work with the former. These are controlled by the state equation which for most problems [15, 20, 26] , can be discretized as
where A and D are matrices (m × m) and b a m-component vector; k represents the time step level, t is time and t = t k+1 − t k . In groundwater ow, (17) results from applying conventional numerical methods to equations such as
where Â represents moisture content, k is the hydraulic conductivity tensor, q is a water sink=source and h is piezometric head. Computation of Â, k and q involves several physical and numericalempirical parameters. Vector p contains those that are considered unknown. Applying Newton-Raphson to (17) leads to
Matrices A, D and vector b are evaluated with h at time k + 1 and iteration l. This system has to be solved sequentially until convergence, obtaining h k+1 . Then, k is increased and the process is repeated until the end of the simulation. It is worth recalling that the coe cient matrix in (19) is used after each time step for solving equations (7) -(9) (adjoint state) or (11), (12) (direct derivation), as required for the minimization problem.
ALGORITHM DESIGN
In order to discuss details of the global optimization algorithm, let us consider Figure 2 . It consists of three computational blocks; each one associated to one loop. It is clear that the innermost loop (corresponding to the Newton-Raphson process, equation (19) ) is the one executed most times. This block is completed for all time steps of the simulation for every solution of the direct problem system (intermediate loop, equation (17)) at every iteration of the optimization problem (outermost loop, equation (4)).
The number of time steps of the direct problem may be controlled by numerical accuracy or convergence constraints and it is often much larger than the number of times explicitly involved in the computation of the objective function (dimension of t * ). Our implementation of the NewtonRaphson method is based on reducing the time step size in response to convergence failures. This may lead to an important increase in cost. Unfortunately, it is not easy to anticipate the e ects on the total number of Newton-Raphson iterations of a given time step size. Think, for instance, the problem of ÿnding the direct problem solution at time t + t, h t+ t , given h t . One may adopt t as time step, but can also use t=2 or t=3, etc. Quasilinear problems often allow one to get a good solution using a single step even if t is large. On the other hand, the minimum number of required t partitions increases with the degree of non-linearity. Obviously, the best alternative is the one leading to the smallest total number of iterations. Notice, however, that initially choosing large time steps does not guarantee a low total number of iterations because it may lead to slow convergence or to time step reductions.
The above discussion points out that the robustness and exibility of the algorithm depend on the ability to anticipate convergence. The types of problems addressed in this paper share three features one may proÿt during algorithm design, in order to save computations. First, the optimization problem only requires solution of equation (19) in a relatively small number of observation times (t * ). Second, high accuracy of the direct problem solution is only needed at the last iterations of the minimization problem. Third, sensitivity of the solution of (18) with respect to p may be low within wide zones of both space and time domain. Moreover, p often a ects h more signiÿcantly than its time derivative. The algorithm proposed below proÿts from these features.
Initialization of state variables.
The number of Newton-Raphson iterations (actually, convergence itself) is quite sensitive to initialization (h k+1; l ; l = 0) at each time step. The most frequent initialization procedure consists of extrapolating solutions from previous time steps. It is suitable when no sudden actions are exerted over the system and, hence, no dramatic changes occur in the state variables. Otherwise (Figure 3) , extrapolation may lead to poor initializations. The proposed alternative is based on the fact that state variables are known at the previous iteration of the optimization problem. One might be tempted to adopt them for initialization (in fact, it would be a fair solution). However, it is far better to assume that changes in state variables (h k+1 − h k ) are less sensitive to optimization parameters than the state variables themselves (see Figure 3) . Therefore, ÿrst iteration heads at the end of each time step are assumed to be 
where i represents node number, j minimization problem iteration, k time step and l direct problem iteration (ÿnal solution of the time step is implied when l is omitted). Actually, extrapolation (20) is less sensitive to the type of system response. Our experience is that, only for very smooth functions, extrapolation performs better than (20) . Since the relative performance of the two methods may change from problem to problem and, within a problem, may change over time, we have implemented both methods. At the end of each time step we compare extrapolation and (20) with the ÿnal solution and, for the next time step, we adopt the one that performed best.
Convergence criteria for the simulation
Since the last iteration of the minimization problem provides the optimum set of parameter values, these lead to the ÿnal solution of the simulation problem. That is, results corresponding to previous iterations do not need to be very accurate. This suggests that one can relax convergence has to be deÿned according to the characteristics of the problem. Choosing the optimal shape of the function can be subject of discussion. The important point is, however, that relaxing convergence criteria at early iterations of the inverse problem should lead to a reduction of iterations at the innermost loop. We have chosen convergence criteria to be proportional to the square root of J because the latter is proportional to squared errors.
Time step size selection
Selection of time step sizes is a very important subject. An external condition is imposed to solve equation (17) at some predeÿned times t * . In the inverse problem, those times correspond, ÿrst, to times of measurement (times where h * was observed) and, second, times where some independent variables are prescribed to change (for instance, external actions and boundary conditions). We want to stress that one has to solve (17) only at t * and, as a consequence, the coarsest potential time discretization is deÿned by t * . On the other hand, the numerical features (accuracy, stability and convergence) of the problem also constrain the choice of time steps. In fact, time step size is usually chosen on the basis of numerical requirements. What we propose for selecting time steps is based on the fact that di culties in convergence often occur just after solving the equations at observation times (t * ). This is a consequence of the fact that both boundary conditions and external actions may vary their rate of charge at these times. When those variations are dramatic, convergence problems do appear. In this situation, the time step is reduced. At di cult time steps, several time step reductions may be required, which leads to important losses of CPU time. The proposed algorithm takes advantage of the fact that convergence di culties should be known from the previous external loop iteration. Then, the strategy we adopt to select time increments between two generic t i * and t i+1 * is as follows:
1. The ÿrst time increment after observation time t i * is computed as
for j¿1 (22) where j indicates external loop iteration number, n is an input parameter, and t i j−1 is the time increment which led to convergence at time t i * and j − 1 external loop iteration. That is, if a time step reduction ocurred in iteration j − 1, iteration j will start from the reduced time step.
2. The following step sizes are deÿned according to
where k indicates time step order number, is an incremental factor and t i max is the maximun time increment permitted in the observation interval t i to t i+1 . The proposed strategy may avoid many time step reductions and, as a consequence, many unnecessary computations.
TESTING THE EFFECTIVENESS OF THE PROPOSED IMPROVEMENTS
Testing procedure
In order to test the e ectiveness of the techniques described in the previous section, we started from the classical algorithm and added sequentially each of the proposed improvements. This led to the ÿve algorithms that are schematically described in Table I . Notice that algorithm 1 is what we have denoted classical method. Except for the features indicated in Table I , all algorithms are identical.
The ÿve algorithms were compared on the basis of three examples of non-linear groundwater ow. The examples are described in the next section. For each problem, the testing consisted of the following steps:
(1) Assume a set of physical parameters and perform a simulation. The solution is perturbed with a random noise to simulate measurement and model errors. The resulting heads are taken as data for the inverse problem. Steps 3 and 4 are repeated for the classical (algorithm 1 of Table I ) and the four alternatives (algorithms 2-5). It should be noticed that all algorithms lead to the same solution in terms of both estimated parameters and heads computed at the end. Comparison is restricted to numerical e ciency, measured in terms of total number of direct problem iterations (time step iterations in Figure 2 ).
Problems used in the comparison
Three problems were used. They are schematically described in Figures 5 -7 . Problem 1 ( Figure 5 ) represents the constant ow drainage of an initially saturated horizontal soil column of porosity 0·35 and saturated conductivity of 0·1 m=d. Retention and relative permeability were modelled using van Genuchten curves [28] , with an exponent of 0·2, capillary rise of 1 m and maximum and minimum saturation of 0·95 and 0·05, respectively. The simulation runs for 10 days with maximum time step size of 0·1 d. The domain is discretized in 50 equal string elements.
Problem 2 ( Figure 6 ) simulates the irrigation of an initially dry (initial saturation 0·14) anisotropic soil (saturated hydraulic conductivities of 5000 and 500 m=d in the horizontal and vertical directions, respectively). Porosity is 0·20 and the unsaturated characteristic curves are again those of (20)) (equation (20)) (equation (20) (21) - (23) equations (21) - (23) Figure 5. Schematic description of Problem 1: constant ow drainage of an initially saturated soil column van Genuchten, except that now the capillary rise is 10 m and the exponent is 0·3. The rectangular domain of Figure 6 is discretized by means of 18 rows by 9 columns of uniformly distributed nodes. The simulation runs for 219 days with maximum time steps of 4·4 h.
Problem 3 ( Figure 7 ) simulates the response of an initially dry homogeneous aquifer to a discrete recharge event. One of the speciÿc features of this problem is precisely the time dependence of recharge, leading to sudden changes in the time derivatives of heads. The Dupuit assumption (neglect vertical head losses) was adopted, allowing us to treat the domain as one dimensional. Still, variations in saturated thickness make the problem non-linear. Hydraulic conductivity and storage coe cients are equal to 1 m=d and 0·01 respectively. The simulation runs for 200 days with a maximum time step size of 4 days. The domain is discretized in 26 equal elements.
Unknown parameters, along with their initial, true and ÿnal values are displayed in Table II . Further details on these problems and their numerical features are given by Galarza [26] . 
Results and discussion
As expected, all the algorithms demand identical number of optimization iterations (6 in the ÿrst problem, 6 in the second and 15 in the third). Results of the calibration in terms of NewtonRaphson iterations for the simulations are presented in Table III . It is clear that this number is reduced when the proposed improvements (algorithms 2-5) are used. Regarding the procedure selected for deÿning initial values of the state variable, all test problems reveal an improvement when equation (20) is employed (compare results obtained by algorithms 1 and 2). However, the magnitude of improvement is problem dependent. This can be attributed to di erences in the shape of the solution. When the solution is smooth (problem 1) extrapolation appears adequate (almost as good as using (20)). Otherwise (Problems 2 and 3) using information about head evolution in the previous inverse iteration leads to signiÿcant savings.
Adopting varying convergence criteria for solving the direct problem also lead to savings. This can be observed by comparing results of algorithms 1 and 3. It is important to point out again that the degree of improvement is problem dependent. Speciÿcally, it depends on the appropriateness of the relationship between J and c. For that reason, some preliminary runs of the direct problem (previous to the calibration exercise) may be required in order to obtain criteria for selecting c m , J min and J max (see Figure 4) .
The third tested aspect refers to the e ect of using time stepping information from the previous optimization iteration for deÿning the current time step. This is included in algorithm 4, which uses also initialization of pressures through expression (20) . Only Problem 2 beneÿts from using this proposal because it is the only one requiring time step reductions. Comparing results of algorithms 2 and 4 shows a reduction of the cost when time step history during the previous optimization iteration is taken into account.
While the degree of improvement brought by each proposal is problem dependent, the joint use of all of them (algorithm 5) leads to signiÿcant savings in the three problems. The reduction in the number of iterations ranges between 1·7 (Problem 1) and 4·6 (Problem 2).
CONCLUSIONS
The work presented here deals with techniques for reducing computational cost of optimization problems coupled to non-linear simulations. This type of problems include shape design, optimal control or inverse techniques. All of them may demand a very high computational cost. In order to reduce it, we proposed a series of strategies whose basic principle is to take advantage of the nested nature of the iterations. They can be summarized as follows.
(1) Initialization: A good guess of the value of state variables at the end of the current time step can be obtained from their evolution during the previous optimization iteration.
(2) Time step size: Non-linear simulations often rely on time step reductions whenever the algorithm fails to converge. This leads to a loss of CPU time. Anticipating whether convergence problems are likely to occur, by checking the evolution of time step sizes during the previous optimization iteration, saves CPU time and leads to a robust algorithm (3) Convergence criteria. Early iterations of the optimization problem do not require as accurate solutions of the simulation problem as late iterations. Computations can be reduced by adapting convergence criteria of the simulation problem to the needs of the optimization problem.
These three proposals have been tested in three groundwater inverse problem examples. The results show that the number of simulation problem iterations is reduced by a factor ranging between 1·7 and 4·5. More importantly, these proposals lead to a much more robust algorithm than if they had not been implemented. In fact, they signiÿcantly reduce the chances of nonconverging simulations during optimization, a problem that used to plague our inversion runs and we have virtually eliminated.
Finally, both programming and execution time of coupled optimization and non-linear simulation is signiÿcantly reduced by using the Newton-Raphson (or a variant) method for simulation. The jacobian matrix is used both for the simulation and for computing derivatives of state variables with respect to model parameters. Hence, the same LU decomposition can be used for both. Moreover, Newton-Raphson usually converges fast when the initial guess is not far from the solution, something we ensure by the ÿrst of the above three proposals.
