[1] Archean cratons belong to the most remarkable features of our planet since they represent continental crust that has avoided reworking for several billions of years. Even more, it has become evident from both geophysical and petrological studies that cratons exhibit deep lithospheric keels which equally remained stable ever since the formation of the cratons in the Archean. Dating of inclusions in diamonds from kimberlite pipes gives Archean ages, suggesting that the Archean lithosphere must have been cold soon after its formation in the Archean (in order to allow for the existence of diamonds) and must have stayed in that state ever since. Yet, although strong evidence for the thermal stability of Archean cratonic lithosphere for billions of years is provided by diamond dating, the long-term thermal stability of cratonic keels was questioned on the basis of numerical modeling results. We devised a viscoelastic mantle convection model for exploring cratonic stability in the stagnant lid regime. Our modeling results indicate that within the limitations of the stagnant lid approach, the application of a sufficiently high temperature-dependent viscosity ratio can provide for thermal craton stability for billions of years. The comparison between simulations with viscous and viscoelastic rheology indicates no significant influence of elasticity on craton stability. Yet, a viscoelastic rheology provides a physical transition from viscously to elastically dominated regimes within the keel, thus rendering introduction of arbitrary viscosity cutoffs, as employed in viscous models, unnecessary.
1. Introduction
Constraints on Ages and Geotherms of Archean Cratons
[2] The most ancient part of many continents consists of Archean crust, which forms Archean cratons. It has long been recognized that the occurrence of diamond bearing kimberlite pipes is restricted to these Archean cratons [Levinson et al., 1992] , a relation referred to as "Clifford's rule" [Janse and Sheahan, 1995] , which suggests that the diamonds also might have formed in the Archean. This was confirmed by the first isotopic dating of inclusions extracted from South African diamonds [Kramers, 1979; Richardson et al., 1984] . Richardson et al. [1984] obtained Archean Sm-Nd isotope model ages from garnets and clinopyroxenes. The analyses of radiogenic isotopes (Rb-Sr, Sm-Nd and U-Pb) on mantle xenoliths from kimberlites also suggested that cratonic mantle keels are ancient, but they also showed that the mantle has been affected by various types of metasomatism since the Archean [Boyd et al., 1985; Carlson et al., 1999; Griffin et al., 1999; Kramers et al., 1983; Menzies and Murthy, 1980; O'Reilly and Griffin, 1996] . However, these metasomatic events might be localized along melt or fluid pathways and do not seem to have destroyed the keel [Carlson et al., 1999; Malkovets et al., 2007; Pearson et al., 2002; Simon et al., 2007] .
[3] The problem with most radiogenic isotope systems is that they are formed by incompatible elements that have very low concentrations in refractory mantle, but are strongly concentrated in melts and fluids. Mantle metasomatism therefore easily disrupts these systems and they are not well suited to date the original formation of the cratonic keel [Carlson et al., 1999; Walker et al., 1989] . Large progress in dating the main melt extraction event that affected mantle that now forms cratonic keels was therefore made when the Re-Os technique became available. Os is compatible during mantle melting and therefore concentrates in the mantle residue, whereas Re is almost quantitatively extracted with the melt at large degrees of melting [Walker et al., 1989] . Re-Os ages on kimberlite borne mantle xenoliths have a strong mean in the late Archean [Carlson et al., 1999; Griffin et al., 2003; Pearson et al., 2002] . Where the lithospheric mantle has been largely replaced by a major tectonic or magmatic event, as for example underneath the South African Premier mine during the 2 Ga Bushveld intrusion, Re-Os ages reflect these disruptions [Carlson et al., 1999] . It has been shown that some Archean cratons might even lose their root completely, such as the North China craton [Zheng et al., 2007] .
[4] Diamonds derived from the lithospheric mantle and their occurrence place strong constraints on the thermal state of the lithosphere, because the stability field of diamond is restricted to relatively low temperatures along a continental geotherm (35-45 mW/m 2 ) at reasonable pressures (950-1350°C at 4.5-7.5 GPa [Kennedy and Kennedy, 1976; Navon, 1999] ). That Archean cratonic lithosphere is relatively cold today was confirmed by heat flow measurements [Jaupart and Mareschal, 1999; Pollack and Chapman, 1977] and is consistent with seismic tomography models which show that positive shear wave velocity anomalies extend down to depths exceeding 200 km under cratonic crust [Anderson and Bass, 1984; Polet and Anderson, 1995; Ritsema and van Heijst, 2000; Ritsema et al., 2004] , indicating that the subcratonic mantle is significantly colder than younger subcontinental and suboceanic mantle.
[5] Geothermobarometry on mantle xenoliths and inclusions in diamonds also gives cold geotherms [Boyd and Nixon, 1975; Boyd et al., 1985; Finnerty and Boyd, 1987; MacGregor, 1975; O'Reilly and Griffin, 2006; Rudnick and Nyblade, 1999] . However, these methods can only give snapshots of the temperature profile at certain times since xenolith derived geotherms reflect the state of the lithosphere at the time the xenolith was trapped in the kimberlite [Boyd et al., 1985] (see also the 4-D lithospheric mapping approach of O'Reilly and Griffin [1996] ). The evidence from the diamonds is therefore crucial since the preservation of diamonds that formed in the Archean unequivocally implies that the lithosphere must have been cold soon after its formation.
[6] Obtaining crystallization ages of diamonds, however, is notoriously difficult since diamonds do not contain any useful radioisotopes in sufficient quantities (see review by Carlson et al. [1999] for isotopic dating of diamonds). The aggregation of nitrogen defects in diamond is time dependent and can be used as a chronometer, particularly for relatively young diamonds (<100 Ma), but unfortunately, it is also strongly dependent on temperature [Navon, 1999] . Since the temperature evolution is usually not well constraint, the potential errors of the method are large. Therefore, diamond crystallization ages are commonly inferred from radiometric dating of their silicate or sulfide inclusions [Carlson et al., 1999; Navon, 1999] . However, the dating of diamonds using their inclusions has been questioned. These doubts are based on a number of observations.
[7] 1. It is very difficult to conclusively show that an inclusion grew simultaneously with its host diamond due to the strong cubic diamond lattice that forces most inclusions to follow the diamond shape [Bulanova, 1995] .
[8] 2. Inclusions in diamonds are small. For silicate inclusions, a large number of silicates from many different diamonds needs to be extracted to get enough material for isotope analysis, and the obtained age represents an average at best [Navon, 1999] . Today it is possible to date single sulfides by the Re-Os isotope technique, but it has been shown that this method produces erroneous results if the sulfide is not quantitatively extracted from the host diamond [Richardson et al., 1993] . Moreover, the behavior of sulfides and sulfide melts in the mantle and during encapsulation in the diamond is not well understood [Navon, 1999] .
[9] 3. Radiometric ages from inclusions in diamonds are usually model ages. This means they rely on assumptions about the isotopic evolution of the reservoir the inclusion grew from, which might not always be correct [Rudnick et al., 1993] .
[10] 4. It has been shown that different types of inclusions (silicates versus sulfides) or different techniques on one type of inclusion from a single diamond (e.g., U-Pb versus ReOs on sulfides [Carlson et al., 1999; Rudnick et al., 1993] ) can give very different age constraints [Carlson et al., 1999; Navon, 1999] . Moreover, Spetsius et al. [2002] found sulfide inclusions with Archean Re-Os isotope ages in much younger (350 to 600 Ma) zircons, demonstrating that old sulfides can be inherited by younger hosts or that the Re-Os systematics of mantle sulfides might not be affected by their encapsulation in the diamond [Navon, 1999] . Hence, not all inclusions in diamonds are cogenetic, and it has been shown that diamonds do not exclusively form in the Archean [Carlson et al., 1999; O'Neill and Moresi, 2003; Richardson et al., 1990 Richardson et al., , 1993 Richardson et al., , 2004 .
[11] Nevertheless, various authors have shown that the technical difficulties can be overcome by careful analyses of inclusions and their host diamond [Carlson et al., 1999] and they have convincingly argued that some diamonds are indeed Archean [Carlson et al., 1999; Richardson and Harris, 1997; Richardson et al., 2001 Richardson et al., , 2004 Westerlund et al., 2006] . Hence, even though it is difficult to constrain the exact thermal evolution of cratonic keels since the Archean, and we cannot exclude that cratonic keels experienced transient heating events, the occurrence of diamonds in kimberlites with eruption ages spanning from almost 2 Gyr (Premier, South Africa) to 45 Myr (Lac de Gras, Canada) implies that the conditions for diamond formation were definitely met at those times. It is also difficult to explain how large portions of mostly undeformed lithospheric mantle with Archean Re-Os ages could survive if the keels were significantly heated over extended periods of time. We therefore favor the most conservative model that explains the observations, that is that the Archean cratons preserved until today, including their more than 200 km thick lithospheric keels, formed at >2.5 Ga and have remained cold and stable ever since.
Previous Numerical Studies on Craton Stability
[12] Do numerical models support this conclusion based on petrology and geochemistry? More precisely, what is the result of systematic dynamic modeling of synthetic scenarios of long-term stability of the lithosphere? Not surprisingly, given the poorly constrained rheological parameters and the enormous extrapolation in both time and space, modeling results do not provide a conclusive answer (see review by King [2005] ). Whereas some authors [Lenardic et al., 2003; O'Neill et al., 2008; Shapiro et al., 1999; Sleep, 2003 ] find long-term survival of the cratonic root based on their modeling, several others observe lithosphere instability in their models [Cooper et al., 2004; Doin et al., 1997; Lenardic and Moresi, 1999; Lenardic et al., 2000; O'Neill and Moresi, 2003] .
[13] Recently, however, the inability of some models to reproduce long-term craton stability has been used as an argument to question the significance of the old ages obtained from inclusions in diamonds [O'Neill and ] (see also review by King [2005] ). These models suggest that chemical buoyancy and the strength of cold and depleted lithosphere are not sufficient to resist deformation and gradual thermal erosion of cratonic keels by mantle convection and plate subduction. [O'Neill and Moresi, 2003] have, for example, investigated craton stability in a plate tectonics-like regime with active surface tectonics. They found that whereas the chemical component of cratonic lithosphere can be preserved through time, the conditions for diamond stability in the cratonic keel were not continuously met over long geological times (>1 Ga). The reason for this was the convective removal of the basal thermal boundary layer of the cratonic keel in their models which allowed temperature fluctuations to occur inside the keel. Yet, in that study and other previous models, temperature-dependent viscosity ratios between cold lithosphere and hot convecting mantle were fixed at a constant, relatively low value of 10 5 [Cooper et al., 2004 [Cooper et al., , 2006 de Smet et al., 2000; Doin et al., 1997; Lenardic and Moresi, 1999; Lenardic et al., 2000 Lenardic et al., , 2003 O'Neill and Moresi, 2003; O'Neill et al., 2008; Shapiro et al., 1999; Sleep, 2003] , whereas in laboratory creep experiments, viscosity ratios between cold cratonic lithosphere and convecting mantle were found to be orders of magnitude larger than this (see section 1.3). While the extrapolation of laboratory values to geologic strain rates is notoriously difficult, it appears possible that the apparent instability of cratonic lithosphere in some previous models may have resulted from the assumed low temperature-dependent viscosity ratio.
[14] Lenardic and Moresi [1999] point out that larger temperature-dependent viscosity ratios could well account for long-term craton stability but would do so by the sacrifice of plate tectonics; for large temperature-dependent viscosity ratios, a stagnant lid forms in the uppermost part of the model, thereby prohibiting any active surface tectonics. Therefore, in a later study [Lenardic et al., 2003] , they incorporate plastic yielding and postyield weakening into their model in order to enable plate tectonics-like behavior with subduction of plates. They found that whereas low friction coefficients <0.15 are required for the oceanic lithosphere in order to sustain active surface tectonics (which agrees with a previous study by Moresi and Solomatov [1998] ), friction coefficients in the cratonic crust and mantle lithosphere need to be at least 4 times higher in order to account for long-term preservation of cratonic roots. If in their models a bulk friction coefficient >0.15 is chosen instead, they observe a transition to stagnant lid convection.
[15] While the aforementioned studies convincingly showed that plate subduction has the potential to effectively erode and destabilize cratonic lithosphere, it remains unclear how frequent and common this processes is. The geologic record shows, in fact, that continents tend to rift and rupture along preexisting weak zones. As a consequence, cratons are often surrounded by younger, relatively weak mobile belts which may effectively buffer them from subduction erosion [Lenardic et al., 2000, 2003, and references therein] .
[16] In this paper, we therefore return to the problem on how cratons can avoid erosion by ambient mantle flow. Using improved numerical techniques for stagnant lid convection, we explore how realistic temperature-dependent viscosities and viscoelastic effects control craton stability. The models presented here are based on conservative extrapolation of laboratory creep experiments [Karato and Wu, 1993] and take into account that the cold upper portion of the continental lithosphere behaves elastically, which is supported by a large number of observations [Burov et al., 1998; Burov and Diament, 1995; Watts, 1992; Watts and Zhong, 2000] , by application of a viscoelastic rheology. These advances in numerical techniques allow us to critically review the stability of cratonic lithosphere in the stagnant lid regime and, due to the better viscoelastic stress estimates, will serve as a basis for improved future models that include plate tectonics.
Viscosity Ratios Between the Lithosphere and the Convecting Mantle
[17] Viscosity estimates of the Earth mantle can either be derived from natural observations or from laboratory creep experiments conducted on mantle rocks. For the asthenosphere, viscosity estimates have mainly been derived from studies of three different geological processes: (1) postglacial rebound, i.e., estimation of the uplift rate after removal of ice load, (2) flexure of the lithosphere at subduction trenches and under loading by seamounts and volcanic islands, and (3) migration of the foreland bulge in alpine foreland basins. The rheological model underlying those estimates is that of a viscous substratum (asthenosphere) overlain by an elastic plate of finite thickness. Through these methods, reliable viscosity estimates have been obtained for the asthenosphere and the underlying mantle (see Burov and Diament [1995] , Watts [1992] , and Watts and Zhong [2000] for reviews and contributions). For cratonic lithosphere however, viscosity estimates are more difficult to obtain from natural observations, since it hardly deforms through time, but instead behaves as a rigid, elastic plate [Watts and Zhong, 2000] , the viscosity of which can be considered infinite [Lowrie, 2007, p. 114] . Burov et al. [1998] , e.g., determine the effective elastic thickness (EET) of the Canadian cratonic shield area to be around 100-120 km. Determination of viscosity for undeformed, stable cratonic lithosphere is notoriously difficult, since measurements of viscosity require deformation. Given the poor constraints for viscosities in undeformed lithosphere, one can turn to laboratory experiments to get an idea about the expected order of magnitude. The experimentally determined creep law for polycrystalline mineral assemblages [Karato and Wu, 1993] indicates a strong exponential dependence of viscosity of mantle minerals on temperature:
[18] Here, _ ", s, A, G, b, d, n, m, E a , p, V a , R and T are shear strain rate (scalar), shear stress (scalar), preexponential factor, elastic shear modulus, length of the Burgers vector, grain size, stress exponent, grain size exponent, activation energy, pressure, activation volume, gas constant and temperature, respectively. All parameters used in this paper are also compiled in the notation section for convenience.
[19] Since olivine is commonly assumed to dominate mantle peridotite rheology, we can use the creep law (1) and experimentally obtained parameter values for polycrystalline, dry olivine aggregates from Karato and Wu [1993] and calculate approximate, hypothetical viscosities for the upper continental mantle for a given cratonic geotherm. The results for an exemplary geotherm from the Kalahari craton [Rudnick and Nyblade, 1999] are given in Figure 1 .
[20] Figure 1d also shows the strong increase of Maxwell relaxation time with viscosity for a fixed value of elastic shear modulus G. The degree of elastic response of viscoelastic materials can be described by the characteristic Maxwell relaxation time t Maxwell which expresses how long it takes for stress in the viscoelastic material to relax to 1/e of its original value after an initial deformation:
[21] The exponential temperature dependence of viscosity in (1) produces a viscosity ratio m r = m(T min ))/m(T max ) of many orders of magnitude between the cold lithospheric lid and the sublithospheric mantle ( Figure 1b ). Such high viscosities (see also Figure 1c ) indicate that the upper part of the lithospheric mantle does effectively not creep on geological time scales, but instead behaves as a rigid, elastic lid. For Archean cratonic lithosphere which represents the coldest and strongest part of all continental lithosphere, this must clearly be the case. The fact that lithosphere exhibits elastic response even on long time scales can readily be seen from the associated long Maxwell relaxation times in Figure 1d (see section 4.3 for details).
Methods

Governing Equations
[22] We solve the conservation equations of mass, momentum and energy for a viscoelastic, incompressible (Boussinesq approximation) fluid at infinite Prandtl number, i.e., for inertialess flow. Rudnick and Nyblade [1999] with conductive geotherm in the lithospheric upper half and an adiabatic geotherm in the convecting lower half of the profile. We restrict the evaluation of viscosities to depths below 40 km, since the creep law employed is only valid for mantle rocks; that is, the crustal section is neglected here. (b) Temperature-dependent viscosity ratios for diffusion and dislocation creep (normalized to respective minimal viscosity values m min ) calculated from mineral creep law and experimentally derived parameters for dry olivine aggregates from Karato and Wu [1993] . [23] From conservation of mass for incompressible fluids, we obtain the equation of continuity
where v i and x i are velocity and Eulerian coordinates vectors, respectively. For infinite Prandtl number convection, conservation of momentum simplifies to the stress equilibrium equation
where t ij , p, r 0 , g, a andẑ are the deviatoric stress tensor, pressure, density at reference temperature T 0 (temperature at the hot bottom), acceleration due to gravity, thermal expansion coefficient and a unit vector pointing vertically downward, respectively. For a Maxwell viscoelastic rheology, the constitutive equation is
with
being the Jaumann invariant stress derivative which we chose to apply in our model. Here, _ "′ ij and w ij denote the deviatoric strain rate and vorticity tensors, respectively, and m, G and t are shear viscosity, elastic shear modulus and time. Viscosity m is exponentially dependent on temperature T as described by equation (10). Due to the incompressibility condition (3), deformation can be fully described in terms of deviators. The deviatoric stress tensor t ij is related to the total stress tensor s ij through t ij = s ij − 1/3s kk d ij = s ij + pd ij and, analogously, deviatoric strain rate _ "′ ij is related to bulk strain rate
where d ij is the Kronecker delta. The strain rate tensor is defined as
and the vorticity tensor as
[24] Conservation of energy for incompressible fluids simplifies to the advection-diffusion equation for temperature T
where is the heat diffusivity. We use the Frank-Kamenetskii approximation
to account for the temperature-dependent viscosity variations in the creep law (1). In (10), m 0 is the reference viscosity at the hot bottom and g is a creep activation g = E a /(RT 0 2 ). As Moresi [1996, 2000] point out, the representation of the temperature dependence of viscosity using the Frank-Kamenetskii law gives identical results to the Arrhenius-type temperature dependence in the creep law (1) for the limit of large viscosity ratios, as is the case in our simulations. We neglect pressure dependence of viscosity. O'Neill et al. [2008] explored the effect of pressure dependence of viscosity on craton stability and showed that convection becomes more sluggish with increasing pressure dependence, resulting in prevention of stress excursions inside the craton. Thus, pressure-dependent viscosity enhances craton stability. We also neglect internal heat generation by radioactive decay of heat producing elements. As Garfunkel [2007] pointed out, heat production in the Archean lithosphere is, due to extensive melt extraction during its differentiation, even smaller than in the primitive mantle, resulting in negligible influence on the geotherm. Jaupart and Mareschal [1999] and Michaut and Jaupart [2007] agree that heat production must be negligible within cratonic lithosphere, since it would otherwise become mechanically unstable due to creep activation and not exhibit long-term stability. Craton stability under conditions of the Archean with heat production of the ambient mantle 3-4 times higher the present value was studied by O'Neill et al. [2008] . Their study concludes that higher mantle heat production renders cratons more stable than at present-day conditions since stresses exerted on the cratons are lower due to the lower viscosities in a hotter mantle. Thus, by neglecting both pressure dependence of viscosity and internal heat production, we model a worst-case scenario for stability of our model craton.
Nondimensionalization
[25] The independent parameters domain heighth, viscosity at the hot bottom 0 , heat diffusivity and the temperature difference throughout the domain DT are used as scales to nondimensionalize the governing equations. Substitution of the scaled parameters into the governing equations results in three nondimensional parameters: the Rayleigh number for bottom heating convection Ra, the Deborah number De and a creep activation parameter l. The Deborah number De measures the ability of a material to "flow," i.e., to deform by viscous creep. The term "Deborah number" was first coined by Reiner [1964] and was inspired by the statement "The mountains flowed before the Lord" of Deborah in the Bible (Judges 5:5). For the limiting cases De = 0, the material behaves as a Newtonian liquid; for De = ∞ it behaves as an elastic solid. We define the Deborah number as the ratio of a reference Maxwell viscoelastic relaxation time t Maxwell,ref = 0 /G at viscosity m 0 to a thermal diffusion time t Diffusion =h 2 /.
The resulting nondimensional form (asterisk denotes nondimensional parameters and variables) of the governing equations is
The nondimensional creep activation parameter l is chosen such that it produces a specific maximum viscosity ratio m r (T) = m(T min )/m(T max ) = exp(l*) throughout the domain.
Numerical Methods
[26] The theoretical background of our finite element method (FEM) code VEMAN which we used for the presented simulations and technical details concerning the implementation of a Maxwell viscoelastic rheology are described by Beuchert and Podladchikov [2010] .
Model Setup
[27] The governing equations are integrated on a regular two-dimensional, rectangular finite element grid. The initial temperature is set to maximum (lower boundary) temperature to provide the worst-case scenario initial conditions. As additional initial temperature condition, a model craton, represented by a rectangular, steady state conduction temperature profile, is inserted in the top center of the domain (Figure 2 ). The ratio of craton height (250 km) to the domain height is chosen such that the domain represents either (1) the upper mantle (660 km) or (2) the whole mantle (2890 km). Top and bottom boundaries are isothermal with minimum and maximum temperature, respectively, and allow for free-slip (zero traction boundaries). In order to obtain a fixed reference frame in horizontal direction, we prescribe v x = 0 at one grid point at the top center. The sides of the domain are periodic (wrap-around) in order to mini- mize boundary effects. The grid resolution is 450 × 100 (horizontal × vertical) for the upper mantle simulations and 450 × 300 for the whole mantle simulations. The grid is refined at the top and bottom boundaries in order to capture small-scale dynamics within the thermal boundary layers.
[28] Upper mantle simulations were done in order to be able to compare the results with previous modeling from other authors whose models comprised the upper mantle only [Cooper et al., 2004; Doin et al., 1997; Lenardic and Moresi, 1999; Lenardic et al., 2000 Lenardic et al., , 2003 O'Neill and Moresi, 2003; Shapiro et al., 1999; Sleep, 2003] . Additionally, we chose to set up a model for the whole mantle depth, as recently also done by O'Neill et al. [2008] , in order to avoid the introduction of an artificial lower boundary at 660 km. If models comprise only the upper mantle, zero flux across the 660 km discontinuity is assumed; yet, this boundary condition would only be realistic if mantle convection was layered. Yet, it is evident from observation of penetration of slabs [Grand, 2002; Gu et al., 2001; van der Hilst, 1995; van der Hilst et al., 1997] and plumes [Montelli et al., 2004; Ritsema and Allen, 2003 ] through the 660 km discontinuity in seismic velocity models that while the 660 km discontinuity impedes mantle flow to a certain degree, convection still comprises the whole mantle. Consequently, introduction of an impermeable boundary at the base of the upper mantle in numerical models is unrealistic. In whole mantle models instead, the core-mantle boundary (CMB) represents a natural lower boundary through which convection does not penetrate [Gurnis et al., 1998 ]. This interpretation is based on the sharpness and the strong chemical differences between silicate mantle and iron core [Morelli and Dziewonski, 1987] .
[29] Compositional buoyancy of cratons, whereas being a prerequisite for gravitational stability of cratons [Jordan, 1978] , has been found to play only a minor role for craton stabilization in previous studies, i.e., compositional buoyancy alone cannot provide for long-term stability of cratonic roots [Doin et al., 1997; Lenardic and Moresi, 1999; Lenardic et al., 2003; Shapiro et al., 1999; Sleep, 2003] . We therefore chose to exclude compositional buoyancy from our modeling investigation and to only study the more important erosive effects of mantle convection on cratonic root preservation. Yet, we imposed neutral buoyancy of the craton by fixing the model craton to the top boundary in vertical direction (v y (top) = 0), but allow for free slip. Since negative buoyancy of the cratonic root can still contribute to root instability in our model, we model a worst-case scenario in terms of gravitational root stability.
[30] We also chose not to include the effects of chemically enhanced viscosity of the cratonic lithosphere in our model and thus also simulate a worst-case scenario in terms of erosive stability of the craton.
Results
Upper Mantle Simulation
[31] We first present the temporal evolution for an upper mantle model with low ( Figure 3 ) and high (Figure 4 ) temperature-dependent viscosity ratios. When we apply a relatively low viscosity ratio of m r = 10 5 , a value used, e.g., by Lenardic et al. [2003] and O'Neill and , the model craton is thermally eroded in our simulations on the order of 100 Myr (Figure 3) . For low viscosity ratios, craton destruction results mostly from the effect of edgedriven convection at the sides of the craton, triggered by the horizontal temperature gradient between cold cratonic lithosphere and hot convecting mantle, an effect discussed in detail, e.g., by King and Ritsema [2000] , but also by ascending plumes and basal viscous drag, the latter of which was explored by Garfunkel [2007] . When instead a high viscosity ratio m r = 10 10 is applied, the model craton remains thermally stable in our stagnant lid model during the entire simulation time of 500 Myr (Figure 4 , see also Animation S1 in the auxiliary material for an animation of the temporal temperature evolution of upper mantle simulations with low and high viscosity ratios).
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[32] For quantitative analysis, the results of which are presented in Figures 6, 10 and 11, we defined a thermal stability criterion for survival of the model craton. Our stability criterion is that the base of the thermal lithosphere, as defined by the 1200°C isotherm (or T/DT = 1200°C/ 1400°C ≈ 0.86 in nondimensional form), remains within the diamond stability field, i.e., below the graphite-diamond transition (GDT), throughout a specific long geological time (1 Gyr). Since only temperatures higher than the initial temperature would result in instability of the craton, we compute the mean geotherm from the maximum temperature recorded at any point below the craton during the simulation. For the high viscosity ratio simulation (m r = 10 10 , blue curves in Figure 5 ), this geotherm remains low and close to the initial geotherm (solid circle in Figure 5 ) throughout the simulation, whereas it continually rises in the low viscosity ratio simulation (m r = 10 5 , red curves in Figure 5 ). When the geotherm rises, old diamonds initially formed within the lithosphere are destroyed implying thermal instability of the cratonic keel. We define the time until the geotherm crosses the temperature at the base of the thermal lithosphere (crossed open circle in Figure 5 , corresponding to T/DT = 0.86 as given above) on the graphite-diamond transition (black line in Figure 5 [after Kennedy and Kennedy, 1976] ) as the time to instability t unstable .
[33] Using the stability criterion mentioned above, we explored a range of Rayleigh numbers Ra and viscosity ratios m r to determine at which parameter combinations the model craton remains stable for a long geological time or instead becomes unstable; for the latter case, we determined the dependence of the time until instability on Ra and m r . The circles in Figure 6 show the parameter combinations of individual runs. Solid circles indicate runs where the model craton was stable for more than 1 Gyr, crossed open circles are plotted when instability occurred within less than 1 Gyr. Color contours show the time to instability t unstable (in years, logarithmic scale).
Whole Mantle Simulation
[34] For the whole mantle simulations, the bottom heating Rayleigh number is, due to scaling of the Rayleigh number with domain height, almost two orders of magnitude higher than for the upper mantle simulations. As can be seen in Figure 7 for a simulation with Rayleigh number Ra = 10 9 , convection becomes significantly more turbulent than in the . The cratonic keel (defined by a cold temperature anomaly, see setup in Figure 2a ) is readily eroded away on the order of 100 Myr by the vigor of convection currents in this relatively low viscosity ratio regime. The base of the thermal lithosphere exits the diamond stability field for this low viscosity ratio simulation (red in Figure 5 ), indicating that for such viscosity ratio the cratonic keel is not stable. 7 and viscosity ratio m r = 10 10 . The cratonic keel remains stable throughout the entire simulation of 500 Myr due to the high temperature-dependent viscosity ratio. The base of the thermal lithosphere remains within the diamond stability field for this high viscosity ratio simulation (blue in Figure 5 ) throughout the entire simulation, indicating long-term stability of the cratonic keel.
upper mantle simulations with Ra = 2 × 10 7 (Figure 3 ). Whereas the model craton is eroded on the order of 100 Myr for a low viscosity ratio m r = 10 5 (Figure 7) , it remains stable for >1 Gyr in the high viscosity ratio simulation with m r = 10 10 ( Figure 8 ).
[35] As for the upper mantle simulation (Figure 5) , the recorded maximal geotherm below the craton remains low for the high viscosity ratio simulation (m r = 10 10 , blue curves in Figure 9 ), but continually rises in the low viscosity ratio simulation (m r = 10 5 , red curves in Figure 9 ), indicating craton stability and erosion for the former and latter case, respectively. The stability criterion is equivalent to the one described in section 3.1 for the upper mantle simulations.
[36] As in section 3.1 for the upper mantle setting, we conducted a sequence of simulations in order to derive a quantitative relation between Rayleigh number Ra, viscosity ratio m r and time to instability t unstable of the model craton for the whole mantle setting. The explored parameter range is shown in Figure 10 .
Data Analysis
[37] In Figure 11 , we present the data collapse of our numerical results where instability occurred in the upper and . The total simulation time is 500 Myr. The black solid line shows the graphite-diamond transition (GDT) from Kennedy and Kennedy [1976] . The solid circle marks the intersection of the initial geotherm (equivalent for both runs) with the GDT, and the crossed open circle marks the intersection of the GDT with the nondimensional temperature at the base of the thermal lithosphere (see text for explanation). Our criterion for craton stability is that the base of the thermal lithosphere remains below the GDT throughout the entire simulation time. This is the case for the high viscosity ratio simulation (blue) but not for the low viscosity ratio run (red).
whole mantle simulations (contours in Figures 6 and 10 , respectively). Since we were interested to see whether there is a significant difference in terms of craton stability between viscous and viscoelastic rheologies, we additionally conducted simulations for the same parameter range using a viscous rheology (Figure 11, open circles) . The data fit indicates that there is no significant dependence of the time to craton instability t unstable on the applied rheology (linear viscous or viscoelastic).
[38] From our simulations for upper and whole mantle (see data fit in Figure 11 ), we derived the following dependence of the nondimensional time to instability t unstable * on Ra, m r and the relative height of the initial perturbation d c :
where d c is the ratio of the domain height h to the thickness of the initial perturbation, i.e., the model craton, z c :
[39] We conclude that the temperature-dependent viscosity ratio is critical for the question of cratonic root stability in stagnant lid models. Large viscosity ratios are here sufficient to prevent cratonic erosion for billions of years even for high Rayleigh numbers. Whether this is the case in models with plate tectonics remains to be explored.
[40] Figure 12 shows the dependence of t unstable on the initial thickness of the model craton z c according to (19) for a viscosity ratio m r = 6.9 × 10 7 calculated for dry olivine after Solomatov and Moresi [1996] in the frame of the Frank-Kamenetskii approximation and for a range of Rayleigh numbers. The plot demonstrates (1) that the cratonic keel exhibits long-term stability for realistic viscosity ratio and realistically high Rayleigh numbers for the whole mantle and (2) that the uncertainty about the initial thickness of the craton is of minor concern for the question of its stability, since t unstable mainly depends on the Rayleigh number (for a given viscosity ratio).
Discussion
Stagnant Lid Versus Plate Tectonics Regime
[41] As several workers [e.g., Lenardic and Moresi, 1999; Lenardic et al., 2003; Moresi and Solomatov, 1998 ] point out, the stagnant lid regime is not directly applicable to Earth, since our planet is in a plate tectonics regime with individual plates subducting, drifting apart or past each other. In order to approach a more realistic regime, some previous studies that addressed craton stability therefore included oceanic lithosphere spreading and subducting slabs [Doin et al., 1997] or introduced a plastic yield criterion combined with postyield weakening that produces plate Figure 2b ) is readily eroded away on the order of 100 Myr by the turbulent convection in this relatively low viscosity ratio regime. The base of the thermal lithosphere exits the diamond stability for this low viscosity ratio simulation (red in Figure 9 ), indicating that for such viscosity ratio the cratonic keel is not stable. Figure 8 . Temporal evolution of a mantle convection simulation with Rayleigh number Ra = 10 9 and viscosity ratio m r = 10 10 . The cratonic keel remains stable due to the high viscosity ratio throughout the entire simulation time of ∼1 Gyr. The base of the thermal lithosphere remains within the diamond stability for this high viscosity ratio simulation (blue in Figure 9 ) throughout the entire simulation, indicating long-term stability of the cratonic keel.
tectonic-like behavior [Lenardic et al., 2000 [Lenardic et al., , 2003 O'Neill and Moresi, 2003; O'Neill et al., 2008] .
[42] Due to the rationale outlined in section 1.2, we restricted our study to the stagnant lid regime. A thick thermal boundary layer therefore develops to the side of the model craton after several hundred million years which is not consistent with Earth's plate tectonics regime. Still, during the initial phase (<100-200 Myr), our model exhibits, due to choice of the initial temperature condition, a strong lateral temperature gradient between oceanic and continental lithosphere which is comparable to the situation on Earth. The fact that during this first phase, the craton is rapidly eroded from the sides for low viscosity ratios, but preserves its initial width for the high viscosity ratios, indicates that the lateral preservation of the cratonic root is a function of the temperature-dependent viscosity ratio. Thus, high viscosity ratios can preserve cratons from erosion by downwelling at its sides even when strong lateral temperature gradients are present. Our observation that convective destabilization is primarily due to lateral temperature gradients between thick (cratonic) root and thin adjacent (oceanic) lithosphere agrees with the conclusion drawn by Doin et al. [1997] for their study of continental lithosphere stability, even though Doin et al. [1997] include plate tectonic features like oceanic lithosphere spreading and subducting slabs. Figure 9 . Mean geotherm below the craton for the highest temperatures recorded at intervals of 40 Myr for runs with low (red, m r = 10 5 ) and high (blue, m r = 10 10 ) viscosity ratios for the upper 1000 km of the mantle (corresponding to the part of the domain shown in Figures 7 and 8) at a bottom heating Rayleigh number Ra = 10 9 . The total simulation time is ∼1 Gyr. The black solid line shows the graphite-diamond transition (GDT) from Kennedy and Kennedy [1976] . The solid circle marks the intersection of the initial geotherm (equivalent for both runs) with the GDT, and the crossed open circle marks the intersection of the GDT with the nondimensional temperature at the base of the thermal lithosphere (see text for explanation). Our criterion for craton stability is that the base of the thermal lithosphere remains below the GDT throughout the entire simulation time. This is the case for the high viscosity ratio simulation (blue) but not for the low viscosity ratio run (red).
[43] If cratons are indeed thermally eroded in some models with plate tectonics [O'Neill and Moresi, 2003] , they are, according to previous authors [Lenardic and Moresi, 1999; Lenardic et al., 2003 ], expected to be relatively more stable in models that lack plate tectonics, i.e., in stagnant lid models like ours. When we compare our results for the same range of Rayleigh numbers and the same small temperature-dependent viscosity ratio of 10 5 as employed in previous studies with plate tectonics-like regime [O'Neill and Moresi, 2003] in the upper mantle setup, we find that the model craton is thermally unstable both in those previous plate tectonics simulations (for Rayleigh numbers 10 7 -10 8 ) and in our stagnant lid simulations. This suggests that a temperature-dependent viscosity ratio of 10 5 is in both cases, i.e., with or without active surface tectonics, too small to provide for long-term craton stability. Since increasing the temperature-dependent viscosity ratio in our stagnant lid simulations had a strong stabilizing effect, it seems important to investigate the effect of larger temperature-dependent viscosity ratios on craton stability in future plate tectonics models.
Viscous or Viscoelastic Mantle Rheology?
[44] Even though mantle rocks are viscoelastic, it is common practice to model the mantle as a viscous fluid in geodynamic simulations. For the hot, convecting interior of our planet, stresses relax on the order of 10,000 years, as evidenced, e.g., from studies of postglacial rebound [Haskell, 1935] ; thus, the assumption of a viscous fluid seems appropriate. Yet, when the cold, rigid lithosphere is included in simulations, stresses can be stored within the lithosphere over long geological times due to elasticity. The question arises whether elasticity plays a significant role in geodynamic simulations that include the lithosphere. For the problem of craton stability, we have shown that the dependence of the time to instability t unstable on Rayleigh number Ra, viscosity ratio m r and initial craton thickness z c is very similar for viscous and viscoelastic rheologies. Apparently, elasticity within the lithosphere does not play a significant role for the problem of craton stability. Since the cratonic keel exhibits high viscosities and consequently lacks large-scale deformation, both viscous and viscoelastic rheologies produce a stable cratonic keel. Yet, as we discuss in section 4.3 and as demonstrated by Beuchert and Podladchikov [2010] , viscoelasticity provides a physical transition from viscous to elastic behavior depending on the local magnitude of viscosity ratio and thus helps to avoid introduction of nonphysical viscosity cutoffs commonly applied in models with viscous rheology. Further, the stress distribution within the lithosphere differs significantly between viscous and viscoelastic simulations, an effect presented by Beuchert and Podladchikov [2010] . Future craton stability models that include stress-dependent processes like plastic yielding should thus also incorporate elasticity, since plastic yielding depends critically on the stress level inside the lithosphere.
Viscoelastic Transition in Viscoelastic Rheology
[45] The viscoelastic nature of rocks is most apparent when considering the different response of the mantle sub- Figure 10 . Explored range of Rayleigh numbers Ra and viscosity ratio m r and associated time to instability t unstable for the whole mantle setting (see Figure 6 for details). Simulations with Ra = 10 10 and viscosity ratios m r = 10 and m r = 10 3 could not be conducted due to numerical restrictions.
jected to earthquake waves and thermal buoyancy forces. Earthquake waves travel through the mantle on time scales of seconds to hours. Due to the short loading time, the mantle responds elastically. In contrast, when subjected to loading on thousand to millions of years, the deep Earth interior flows in a viscous manner. Thus, the mantle can respond both as an elastic solid and as a viscous fluid, a behavior that can be captured by a Maxwell viscoelastic rheology. The constitutive equation for a Maxwell material was already given above and is restated here (equation (5)):
The constitutive equation (5) shows that apart from the time span dt under consideration as discussed above, the response of the mantle depends on two additional parameters: shear viscosity m and elastic shear modulus G, which in (5) pertain to the viscous and elastic contribution to the bulk strain rate _ "′ ij , respectively. Since G varies only by about one order of magnitude throughout the depth of the mantle, the response is mostly a function of loading time and viscosity. For short loading times (seconds to hours), the response of the mantle will always be dominated by elasticity because of the generally high viscosity of the mantle. For long loading times (hundreds to billions of years), the response depends on the specific value of the shear viscosity m in any given volume of the mantle. For the hot, sublithospheric mantle with moderate viscosities (10 19 -10 21 Pa s), the response is viscous already on a 10,000 year time scale, as evidenced, e.g., from postglacial rebound. It is this viscous response on long time scales that ultimately allows for the large-scale convective mantle flow. Cold, lithospheric mantle instead exhibits several orders of magnitude higher viscosities due to the strong temperature dependence of creep activation (compare section 1.3 and Figure 1) . Thus, the elastic part in (5) dominates over the viscous part even on long geological times (more than hundreds of millions of years). This results in long-term elastic behavior of the lithosphere as indicated by large values of Maxwell relaxation time t Maxwell in the lithosphere (Figure 1d ). Using viscosities of the sublithospheric mantle as obtained from studies of postglacial rebound (original work by Haskell [1935] ), t Maxwell can be determined to be on the order of only thousands of years for the sublithospheric mantle; consequently, for timescales larger than this, the response of the sublithospheric mantle is dominantly viscous. Based on this observation, numerical mantle convection simulations commonly apply a viscous rheology for the entire mantle. For the sublithospheric mantle, this is a valid approach, but this assumption breaks down when the lithosphere, and in particular cold continental lithosphere, is included in the models. For cold lithospheric keels, viscosities are extremely high (see section 1.3, Figure 1b) , resulting in Maxwell relaxation times t Maxwell on the order of billions of years (see Figure 1d ). Hence, due to the inhibition of stress relaxation, the lithospheric keel is effectively in an elastic state and can preserve stresses for billions of years. The effectively elastic response of the cold lithosphere agrees with the "mechanical" definition of the lithosphere, i.e., the thickness of the rigid, elastically responding part of the mantle (see discussion by Anderson [1995] ).
[46] Figure 13 shows a conceptual model of the rheological transition from viscous to elastic behavior of a viscoelastic model within a cratonic keel. At the base of the keel, the response of the mantle is dominantly viscous due to Figure 13 . Schematic illustration of the transition from viscous to elastic behavior inside the lithospheric keel with decreasing depth due to the temperature dependence of viscosity. With decreasing temperature (schematic conductive keel geotherm shown), the viscosity in the lithosphere increases to very high values (see section 1.3 and Figure 1 ), resulting in elastic behavior of the mantle rocks in the upper part of the lithospheric keel. The pictograms (right) mark depth ranges of dominantly viscous (dashpot) and dominantly elastic behavior (spring). For high viscosities, the viscoelastic rheology becomes insensitive to further viscosity increases since the response is elastic. Figure 12 . Dependence of the time to instability t unstable on the thickness of the initial model craton z c according to (19) for a realistic viscosity ratio (see text for details) and a range of realistic Rayleigh numbers Ra for the whole mantle.
the relatively low viscosities of the hot sublithospheric mantle. When entering the keel, the viscosities become, due to the strong temperature dependence of viscosity, so high that the rheological regime changes from viscously dominated to elastically dominated. Even though viscosities still increase in the upper part of the lithosphere, the viscoelastic model is insensitive to this increase, since the rheology is strongly dominated by elasticity.
[47] By providing a physical transition from viscous to elastic behavior depending on the local viscosity ratio, the viscoelastic rheology helps to avoid viscosity cutoffs commonly applied in geodynamic simulations with viscous rheology [e.g., de Smet et al., 1999; Doin et al., 1997; Lenardic and Kaula, 1996; Ribe and Christensen, 1994; Shapiro et al., 1999] . The implications of the viscoelastic transition of a viscoelastic rheology for numerical modeling with large viscosity ratios are discussed elsewhere [Beuchert and Podladchikov, 2010] .
Implications for the Role of Petrology in the Destruction of Cratonic Mantle
[48] As outlined in section 1, geochemical and petrological data from Archean mantle lithosphere is consistent with the preservation of cold cratons for billions of years. However, some cratons are destroyed and convincing evidence for delamination and rifting of cratons has been collected in several recent studies [e.g., Carlson et al., 2004; Tappe et al., 2007; Zheng et al., 2007] . Since our study shows that the large temperature dependence of viscosity can provide for stability of cratons over billions of years in stagnant lid models without invoking the effect of strengthening due to chemical depletion and since this might also be the case for plate tectonics models with larger temperature-dependent viscosity ratio, the question arises why and how some cratonic keels are actually destroyed over time. Detailed field, petrological and geochemical studies indicate that large-scale destruction of cratons is preceded by episodic chemical rejuvenation of the lithospheric mantle. Based on these data, Foley [2008] developed a conceptual model that invokes the infiltration of small degree melts and fluids that react with the refractory mantle and form enriched and hydrated veins. These veins are characterized by lower solidus temperatures than the surrounding unmetasomatized peridotite and will preferentially melt during later thermal events. Over time these zones of melt impregnation might grow and coalesce, forming deep incisions at the craton base. In contrast to models invoking only the effect of transient thermal weakening, e.g., due to infiltration of hot melts, the change in physical properties due to changes in chemical composition and phase relations is permanent and may eventually lead to erosion of the lithospheric keel. In summary, compositional and mineralogical variations probably play an important role for craton stability. However, while the chemical processes are well documented by studies on mantle xenoliths and continental magmas and backed up by high pressure and temperature experiments (see review by Foley [2008] ), quantitative studies on the relationship between chemical-petrological and thermomechanical processes are still in their infancy. Li et al. [2008] investigated the effect of metasomatic hydration on the strength of the lithosphere. Even though they only looked at the effect of water in nominally anhydrous minerals, they conclude that the weakening due to metasomatism is significant. Neves et al. [2008] have recently modeled the effect of regions with higher radiogenic heat production (which the rejuvenated areas described by Foley should be) on lithosphere dynamics. Foley [2008] stresses the changes of oxidation state related to the formation and remelting of metasomatic veins, which may also influence viscosity [Dohmen et al., 2007] .
[49] Hence, future models of lithosphere evolution should also consider coupling between thermomechanical and chemical processes such as partial melting, melt infiltration and changes in density and rheology due to melt impregnation.
Conclusions
[50] The relation (19) obtained from our stagnant lid simulations shows that the question whether cratons are stable over long geological times depends, for a given craton thickness, both on Rayleigh number and temperaturedependent viscosity ratio. If the viscosity ratio is fixed at a too low value or a too low viscosity cutoff is introduced, cratons do not remain stable over long geological times. Yet, laboratory experiments (section 1.3) indicate that realistic temperature-dependent viscosity ratios for the Earth's mantle are very high indeed, such that the limit for numerical modeling is only restricted by the ability of the code to handle large viscosity variations. Within the frame of stagnant lid convection, our numerical modeling results show that a large temperature-dependent viscosity ratio between cold cratonic lithosphere and the convecting mantle can provide for longterm stability of cratonic lithosphere even for realistically high Rayleigh numbers and without introducing compositionally increased viscosity of the craton. Whether large temperature-dependent viscosity ratios have a stabilizing effect in models with active surface tectonics remains to be explored. We suggest that a viscoelastic rheology provides a physical transition from viscous to elastic response for large local values of viscosity ratio, thereby rendering introduction of viscosity cutoffs unnecessary. Further, lithospheric stress distributions were found to be substantially different for simulations with viscous and viscoelastic rheology [Beuchert and Podladchikov, 2010] , suggesting that future models that incorporate stress-dependent plastic yielding should apply a viscoelastic flow law. [51] Acknowledgments. Marcus Beuchert was supported by research grant 163464 from the Norwegian Research Council. We would like to thank our colleagues at PGP for continuous discussions.
