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DENOMINATORS OF EISENSTEIN COHOMOLOGY CLASSES
FOR GL2 OVER IMAGINARY QUADRATIC FIELDS
TOBIAS BERGER
Abstract. We study the arithmetic of Eisenstein cohomology classes (in the
sense of G. Harder) for symmetric spaces associated to GL2 over imaginary
quadratic fields. We prove in many cases a lower bound on their denominator
in terms of a special L-value of a Hecke character providing evidence for a
conjecture of Harder that the denominator is given by this L-value. We also
prove under some additional assumptions that the restriction of the classes
to the boundary of the Borel-Serre compactification of the spaces is integral.
Such classes are interesting for their use in congruences with cuspidal classes
to prove connections between the special L-value and the size of the Selmer
group of the Hecke character.
1. Introduction
The relationship between the cohomology of an arithmetic subgroup Γ of a con-
nected reductive algebraic group G and the automorphic spectrum of Γ has been
studied extensively. In particular, it is well-known that part of the cohomology
can be described by cuspidal automorphic forms. G. Harder initiated a program
to describe the entire cohomology in terms of cusp forms and Eisenstein series (to-
gether with their residues and derivatives). Using Selberg’s and Langlands’ theory
of Eisenstein series he constructed in [26] a complement to the cuspidal cohomology
for the groups GL2 over number fields. These Eisenstein classes can be described as
cohomology classes with nontrivial restriction to the boundary of the Borel-Serre
compactification of a symmetric space associated to G.
For arithmetic applications one would like to know if this analytically defined
decomposition respects the canonical rational and integral structures on group co-
homology. Harder proved for GL2 that the decomposition is, in fact, rational. By
the work of Franke and Schwermer [15] a decomposition of the cohomology of a
general reductive group into cuspidal and Eisenstein parts and a rationality result
for the groups GLn are now known. Harder also considered the behavior with re-
spect to the integral structure, in particular the case when this decomposition is
rational but not integral, which corresponds to an Eisenstein class with integral
restriction to the boundary having a denominator. For a detailed exposition of
Harder’s program we refer to [27].
We continue this analysis of the arithmetic of Eisenstein cohomology classes in
the case of GL2 over an imaginary quadratic field F . In this case, the associated
symmetric space is a 3-dimensional real manifold, and the cohomology in degrees
1 and 2 is the most interesting. We prove a lower bound on the denominator of
degree 1 Eisenstein classes in terms of a special L-value of a Hecke character, as
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conjectured by Harder. As an example of the results proven, suppose m ≥ n ≥ 0,
let p > max{3,m} be a prime split in F , and χ : F ∗\A∗F → C∗ a Hecke character
with split conductor coprime to p of infinity type zm+2z−n (see Theorem 29 for the
complete statement of our result). We construct an Eisenstein cohomology class
Eisωχ (for a coefficient system depending on m and n) that is an eigenvector for
the Hecke operators at almost all places such that the p-part of its denominator
is divisible by the p-part of Lalg(0, χ). Here Lalg(0, χ) is an integral normalization
of the special L-value (see Theorem 3). In Proposition 16 we analyze when the
restriction of Eisωχ to the boundary of the Borel-Serre compactification of the
symmetric space is integral. In particular, we prove this when m = n, p > m + 1,
and χc(x) := χ(x) equals χ(x) for all x ∈ A∗F .
Such classes are interesting because of the implications for the Selmer group
of the p-adic Galois character associated to χ−1: The situation here should be
compared to the classical Eisenstein series of weight 2 for Γ1(p) with a character ǫ
used by Ribet in [46]. Its q-expansion is p-integral and the constant term involves
an L-value of ǫ. Via the congruence (of q-expansions) of the Eisenstein series
with a cuspidal Hecke eigenform Ribet proved the converse to Herbrand’s theorem.
In our case the symmetric space is not hermitian but one might try to use the
integral structure coming from Betti cohomology, as carried out for GL2/Q in [29]
and [51]. If there exists an integral cohomology class with the same restriction
to the boundary as Eisωχ then our result shows that there exists a congruence
modulo Lalg(0, χ) between Eisωχ, multiplied by its denominator, and a cuspidal
cohomology class. Via the Eichler-Shimura-Harder isomorphism and the Galois
representations attached to cuspidal automorphic representations by the work of
Taylor et al. (see [52]) one can then construct elements in the Selmer group of χ−1
and obtain a lower bound on its size in terms of Lalg(0, χ). For this application of
the results in this paper in the case of constant coefficients see [3].
Note that for this application only the case m = n is of interest since cuspidal
cohomology classes do not exist otherwise. Also, since the interior cohomology
for complex coefficients in degrees 1 and 2 are isomorphic, we restrict our study
to degree 1. For an analysis of denominators of degree 2 Eisenstein cohomology
classes associated to unramified characters see [13].
We give a brief sketch of our proof of the lower bound on the denominator in the
special case of constant coefficient systems (corresponding to m = n = 0): In this
case we can treat split or inert primes p > 3. Fix embeddings F →֒ Q →֒ Qp →֒ C
and let p be the corresponding prime ideal of F dividing p. Let G = ResF/Q(GL2/F )
and B the Borel subgroup of upper-triangular matrices. For any (sufficiently
small) compact open subgroup Kf ⊂ G(Af ) let SKf be the differentiable mani-
fold G(Q)\G(A)/KfK∞, where K∞ = U(2)C∗ ⊂ G(R). An Eisenstein cocycle for
H1(SKf ,C) is described by a pair of Hecke characters φ = (φ1, φ2) with φ1,∞(z) = z
and φ2,∞(z) = z−1 and a choice of a function Ψφf in the induced representation
V
Kf
φf ,C
= {Ψ : G(Af )→ C|Ψ(bg) = φf (b)Ψ(g)∀b ∈ B(Af ),Ψ(gk) = Ψ(g)∀k ∈ Kf}.
We denote this Eisenstein cocycle by Eis(Ψφf ). In Section 3.2 we will make partic-
ular choices for Ψφf (and corresponding Kf), the newvector Ψ
new
φf
and the spherical
vector Ψ0φf . We prove that Ψ
twist
φf
, a certain finite twisted sum of Ψ0φf , is a multiple
of Ψnewφf which will allow us to translate between the two. The cohomology class
[Eis(Ψ0φf )] is by construction an eigenvector for the Hecke operators at almost all
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places (see Lemma 9) and we prove in Proposition 16 that its restriction to the
boundary is integral if L
alg(−1,φ1/φ2)
Lalg(0,φ1/φ2)
is, and proceed to show this is the case if
(φ1/φ2)
c = φ1/φ2.
We know from the work of Harder that the cohomology class [Eis(Ψφf )] is ratio-
nal, i.e., it lies already in the cohomology with coefficients in a finite extension of
F . Since we are interested in the p-adic properties we study, in fact, its image in
H1(SKf , F p). The denominator δ([Eis(Ψφf )]) of the Eisenstein cohomology class is
the ideal by which it has to be multiplied to lie inside the image of the cohomology
with integral coefficients. We prove that
δ([Eis(Ψ0φf )]) ⊆ (Lalg(0, φ1/φ2)).
By the functoriality of the evaluation pairing a cocycle represents an integral coho-
mology class exactly when its pairing against all integral cycles is integral. Explicit
generators for the integral homology are not known in our case, but we can obtain
the desired lower bound on the denominator by integrating Eis(Ψφf ) against one
carefully chosen integral cycle. The (relative) cycle we use is motivated by the
classical modular symbol: we integrate along the path
σ : R>0 → GL2(C)
t 7→
(
1 0
0 t
)
,
or rather a sum of such paths, one for each connected component of SKf .
This “toroidal” integral vanishes in general for Ψ0φf but we show that for Ψ
twist
φf
the result, up to p-adic units, is∫
σ
Eis(Ψtwistφf ) ∼
L(0, φ1)L(0, φ
−1
2 )
L(0, φ1/φ2)
.
We would like to conclude from this that multiplication by at least Lalg(0, φ1/φ2)
is necessary to make our Eisenstein cohomology class integral. For this we need
to control the p-adic properties of the numerator. To achieve this we use results
by Hida and Finis on the non-vanishing modulo p of the L-values Lalg(0, θφ±1i ) as
θ varies in an anticyclotomic Zq-extension for q 6= p. We replace Eis(Ψtwistφf ) by
another “twisted” version Eisθ(Ψtwistφf ) for a finite order character θ of conductor
qr, defined by
Eisθ(Ψtwistφf )(g) =
∑
x∈(Oq/qr)∗
θ−1(x)Eis(Ψtwistφf )(g
(
1 − xqr
0 1
)
q
),
where Oq is the ring of integers of the completion of F at q. The sum of paths
making up the cycle is also weighted by values of θ. See Section 4.1 for the definition
of this cycle σθ. Up to units the result of this toroidal integral is∫
σθ
Eisθ(Ψtwistφf ) ∼
L(0, φ1θ)L(0, φ
−1
2 θ
−1)
L(0, φ1/φ2)
.
The results of Hida and Finis allow us (under certain conditions on the conductors
of the φi) to find a character θ such that the numerator is a p-adic unit. Apart from
differences in the conditions on the conductors Hida deals only with split p, whilst
Finis also treats inert p for constant coefficients. Given a character χ satisfying
certain assumptions we prove in Theorem 29 the existence of characters φ1 and
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φ2 with χ = φ1/φ2 for which the L-values in the numerator can be simultaneously
controlled. This involves the construction of characters with prescribed ramification
and a careful analysis of Artin roots numbers.
The twisting by θ also has the effect of making Eisθ(Ψtwistφf ) vanish at the 0- and
∞-cusps of each connected component. By a result of Borel (see Proposition 6)
it therefore represents a relative cohomology class with respect to these boundary
components. We prove that this relative cohomology class is again rational and that
its denominator bounds that of Eisθ(Ψtwistφf ) from below. We can therefore interpret
the toroidal integral as an evaluation pairing between relative cohomology and
homology and deduce that the ideal generated by Lalg(0, φ1/φ2) gives a lower bound
on the denominator of the relative cohomology class represented by Eisθ(Ψtwistφf ).
We conclude the desired bound on the denominator of [Eis(Ψ0φf )] by using the
divisibilities
δ([Eis(Ψ0φf )]) ⊆ δ([Eis(Ψtwistφf )]) ⊆ δ([Eisθ(Ψtwistφf )]) ⊆ δ([Eisθ(Ψtwistφf )]rel).
Our results generalize and extend the work in [40] for F = Q(i) and unramified
φ1/φ2, where the toroidal integral is calculated for the spherical vector. Ko¨nig pro-
ceeds to show in his case that the L-value gives an upper bound on the denominator.
Before this, Eisenstein cohomology for imaginary quadratic fields had been studied
in [24], [25], and [58]. Previous work on calculating or bounding denominators for
GL2 overQ and totally real fields include [22], [35], [43], [45], [51], and [57]. [35] and
[51] also use twisting techniques and a result by Washington on the non-vanishing
modulo p of Dirichlet L-values in cyclotomic towers. New about our method for
getting a lower bound is that we introduce the auxiliary cocycle Eisθ(Ψtwistφf ) and
prove that it represents a relative cohomology class, which allows us to work just
with the toroidal integral, making the calculation of additional boundary integrals
as in [22], [35] unnecessary. Our method does not allow to prove upper bounds
because of the transition to the finite twisted sum, but one might be able to get an
upper bound by applying this idea to prove a lower bound on the denominator of
the dual cohomology class in degree 2. In principle, our method should extend to
general CM-fields, where Hida’s result is still applicable. Since the arithmetically
interesting classes appear in the middle degrees this would, however, be notationally
more cumbersome (but see [43]).
These results generalize part of my thesis [2] under C. Skinner at the University
of Michigan, where this problem was considered in the case of constant coefficient
systems and split p. The author would like to thank Thanasis Bouganis, Vladimir
Dokchitser, Gu¨nter Harder, Joachim Schwermer, and Chris Skinner for helpful dis-
cussions and an anonymous referee for improvements to the introduction and cor-
rections in the statement of Theorem 3. This article was written during visits to
the Max Planck Institute in Bonn and the Erwin Schro¨dinger Institute in Vienna.
The author would like to thank both for their hospitality and support.
2. Notation and Definitions
2.1. Basic notation. Let F be an imaginary quadratic field, σ its nontrivial au-
tomorphism, D the different of F , and dF = Nm(D) the absolute discriminant. For
a place v of F let Fv be the completion of F at v. We write O for the ring of
integers of F , Ov for the closure of O in Fv, Pv for the maximal ideal of Ov, πv
for a uniformizer of Fv, and Oˆ for
∏
v finiteOv. Complex conjugation is denoted by
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z 7→ z. We use the notations A,Af and AF ,AF,f for the adeles and finite adeles
of Q and F , respectively, and write A∗ and A∗F for the group of ideles. Let p > 3
be a prime of Z that does not ramify in F . Fix embeddings F →֒ Q →֒ Qp →֒ C
and let p be the corresponding prime ideal of F over p.
2.2. The algebraic group and symmetric spaces. For any algebraic group
H/Q and any ring A containing Q we write H(A) for the group of A-valued points.
We shall abbreviate H∞ = H(R). We consider the algebraic group
G := ResF/Q(GL2/F ).
The groupG0/F = GL2/F contains the Borel subgroup of upper triangular matrices
B0, its unipotent radical U0, the maximal split torus T0, and the center Z0. The
restriction of scalars gives corresponding subgroups B/Q, T/Q, U/Q and Z/Q of
G. We single out the element w0 =
(
0 1
−1 0
)
∈ G(Q).
The positive simple root defines a homomorphism
α0 : B0/F → Gm/F(
t1 ∗
0 t2
)
7→ t1/t2
and we denote by α the corresponding homomorphism B/Q→ ResF/QGm. From
[26] we take the notation |α| for | | ◦ αA : B(A) → C∗, where | | : F ∗\A∗F → C∗ is
the idelic absolute value x 7→ |x| = ∏v |xv|v. Here we take the usual normalized
absolute values for the local absolute values, in particular, |x∞|∞ = x∞x∞ at the
complex place.
In G∞ = GL2(C) we choose the subgroup K∞ = U(2) · Z0(C) = U(2) · C∗
containing the maximal compact subgroup of unitary matrices. The symmetric
space X = G∞/K∞ can be identified with three-dimensional hyperbolic space
H3 = R>0 ×C.
The Lie algebra g = Lie(G/Q) is a Q-vector space and we define g∞ = g⊗QR.
It carries a positive semidefinite K∞-invariant form, the Killing form
〈X,Y 〉 = 1
16
trace(adX · adY ),
and with respect to this form we have an orthogonal decomposition g∞ = k∞ ⊕ p,
where k∞ = Lie(K∞) and
p = RH ⊕RE1 ⊕RE2 := R
(
1 0
0 −1
)
⊕R
(
0 1
1 0
)
⊕R
(
0 i
−i 0
)
.
Put
S± := 1/2
(
±
(
0 1
1 0
)
⊗R 1−
(
0 i
−i 0
)
⊗R i
)
∈ pC.
A maximal open compact subgroup of G(Af ) is given by
GL2(Ô) =
{(
a b
c d
)
: a, b, c, d ∈ Ô, ad− bd ∈ Ô∗
}
.
We will deal with the following congruence subgroups: For an ideal N in O and a
finite place v of F put Nv = NOv. We define
K1(N) =
{(
a b
c d
)
∈ GL2(Ô), a− 1, c ≡ 0 mod N
}
,
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K1(Nv) =
{(
a b
c d
)
∈ GL2(Ov), a− 1, c ≡ 0 mod Nv
}
,
and
U1(Nv) = {k ∈ GL2(Ov) : det(k) ≡ 1 mod Nv}.
For any compact open subgroup Kf ⊂ G(Af ) the adelic symmetric space
SKf := G(Q)\G(A)/K∞Kf
has several connected components. In fact, strong approximation implies that the
fibers of the determinant map
SKf ։ π0(Kf) := A
∗
F,f/det(Kf )F
∗
are connected. Any γ ∈ G(Af ) gives rise to an injection jγ : G∞ → G(A) with
jγ(g∞) := (g∞, γ) and, after taking quotients, to a component
Γγ\G∞/K∞ → SKf ,
where Γγ := G(Q) ∩ γKfγ−1. This component is the fiber over det(γ). Choosing
a system of representatives for π0(Kf ) we therefore have
SKf
∼=
∐
[det(γ)]∈π0(Kf )
Γγ\H3.
We denote the Borel-Serre compactifications of SKf and Γγ\H3 by SKf and Γγ\H3,
respectively. Following [5] we write e(P ) = H3/AP ∼= UP (R) for each rational
Borel subgroup P of G. Here UP denotes its unipotent radical and AP the identity
component of P (R)/UP (R), and the action of AP on H3 is the geodesic action.
The boundary of Γγ\H3 is the union of tori Γγ,P\e(P ) =: e′(P ) with Γγ,P = Γγ ∩
P (Q) over a set of representatives for the Γγ-conjugacy classes of Borel subgroups
(equivalently of B(Q)\G(Q)/Γγ ∼= P1(F )/Γγ). We recall from [26] §2.1 and [25] p.
110 that ∂SKf is homotopy equivalent to
(1) ∂S˜Kf := B(Q)\G(A)/KfK∞ ∼=
∐
[det(γ)]∈π0(Kf )
∐
[η]∈P1(F )/Γγ
Γγ,Bη\H3,
where Bη(Q) = η−1B(Q)η for η ∈ G(Q) and the boundary component Γγ,Bη\H3
gets embedded in ∂S˜Kf via g∞ 7→ jη,γ(g∞) := η(g∞, γ).
2.3. Hecke characters. A Hecke character of F is a continuous group homomor-
phism λ : F ∗\A∗F → C∗. Such a character corresponds uniquely to a character on
ideals prime to the conductor (see [31] §8.2), which we will also denote by λ. The
archimedean part λ∞ : C∗ → C∗ is of the form z 7→ zazb(zz)t for t ∈ C, a, b ∈ Z. We
will say that λ has infinity type z
azb
(zz)t . We define the (incomplete) L-series L(s, λ)
for Re(s)≫ 0 by the Euler product
L(s, λ) :=
∏
v∤fλ
(1 − λ(Pv)Nm(Pv)−s)−1,
where fλ is the conductor of λ. This can be continued to a meromorphic function
on the whole complex plane and satisfies a functional equation (see e.g., [31] §8.6
or [11] 37).
Define the character λc by λc(x) = λ(σ(x)). Since σ just permutes the Euler
factors we have L(s, λ) = L(s, λc). Also let λ∗(x) := λ(σ(x))−1 |x|.
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Recall from [11] p.91 and [41] XIV Theorem 14 the definition of the global root
number W (λ) appearing in the functional equation. Note that W (λ) = W (λ˜) for
λ˜ the associated unitary character λ/|λ|. If λ∗ = λ then one shows using the
functional equation that W (λ) = ±1. For λ of infinity type zm
(zz)m/2
with m ∈ Z we
have
W (λ) = i−m(Nm(fλ))−1/2
∏
v|fλ
τv(λ)
∏
v∤fλ
λ(D−1v ),
where the Gauss sum τv is given by
τv(λv) =
∑
ǫ∈O∗v/(1+fλ,v)
(λeF )(ǫπ
−ordv(fλD)).
Here eF is the standard additive character of F\AF defined by eF = eQ ◦ TrF/Q
in terms of the standard additive character eQ of Q\A normalized by eQ(x∞) =
e2πix∞ . Put τ(λ) =
∏
v|fλ τv(λ).
We will use the following formula of Weil as stated in [1] Proposition 2.4:
Proposition 1. Suppose that λ1 and λ2 are unitary Hecke characters of infinity
types (k1, j1) and (k2, j2) with relatively primes conductors f1 and f2. Then
W (λ1)W (λ2)λ1(f2)λ2(f1) =
{
W (λ1λ2) if (k1 − j1)(k2 − j2) ≥ 0,
(−1)νW (λ1λ2) if (k1 − j1)(k2 − j2) < 0,
where ν = min{|k1 − j1|, |k2 − j2|}. 
For ease of reference we record the following:
Lemma 2. For λ : F ∗\A∗F → C∗ with infinity type zazb with a, b ∈ Z we denote
by Oλ the ring of integers in the finite extension of Fp obtained by adjoining the
values of the finite part of λ. Then for any x ∈ A∗F,f
ordp(λ(x)) = −a · ordp(xp)− b · ordp(xp).
Proof. Let v be any finite place of F . Since λ has finite order on O∗v it suffices to
prove the statement for λ(πv) for any uniformizer πv. If h is the class number of
F , we have Phv = (α) for α ∈ O and α ∈ O∗w for w 6= v. Now
1 = λ((α, α, . . .)) = λ∞(α)λv(α)
∏
w 6=v
λw(α).
Since
∏
w 6=v λw(α) ∈ O∗λ we deduce that
h · ordp(λ(πv)) = ordp(λv(α)) = −ordp(λ∞(α)).

Define Ω ∈ C to be the complex period of a Ne´ron differential ω of an elliptic
curve E defined over some number field such that E has complex multiplication by
O, E has good reduction at the place above p and ω is a non-vanishing invariant
differential on the reduced curve E.
Let λ be a Hecke character of infinity type zazb with a, b ∈ Z. Precisely for a > 0
and b ≤ 0 or a ≤ 0 and b > 0 the L-value L(0, λ) is critical in the sense of Deligne.
Damerell showed in this case that πmax(−a,−b)Ω−|a−b|L(0, λ) is an algebraic number
8 TOBIAS BERGER
in C. We recall the following results (due to, amongst others, Shimura, Coates-
Wiles, Katz, Hida, Tilouine, de Shalit, and Rubin) about the integrality of the
special L-value at s = 0:
Theorem 3. Let λ a Hecke character of infinity type zazb with conductor prime
to p. Assume a, b ∈ Z and a > 0 and b ≤ 0. Put
Lalg(0, λ) := Ωb−a
(
2π√
dF
)−b
Γ(a) · L(0, λ).
(a) If p is split then
(1− λ(p))(1 − λ∗(p)) · Lalg(0, λ)
lies in the ring of integers of a finite extension of Fp.
(b) If p is inert and a > 0, b = 0 then for any ideal b coprime to 6p and the
conductor of λ
(Nm(b)− λ−1(b)) · Lalg(0, λ)
lies in the ring of integers of a finite extension of Fp.
References. If p is split then the normalization in (a) is the one appearing in the
p-adic L-function constructed by Manin-Vishik, Katz, and others. Together, [36]
Chapters 4 and 8, [38] Theorem 5.3.0, and [34] Theorem II prove that it is a p-adic
integer in F̂ p. With our fixed embedding F →֒ F p this shows that the value lies
in a finite extension of Fp and is p-integral. See also [32] Theorem 1.1 and [11]
Theorem II.4.14 and II.6.7.
Part (b) uses the relation of elliptic units to special values of L-functions. For
the proof in the case when λ is the power of a Gro¨ssencharacter of a CM elliptic
curve and F has class number one see, for example [49] §7, in particular, Theorem
7.22. To extend to the general case use the arguments in [11] Chapter II. 
Remark. (1) If p is split then Lemma 2 shows that for a ≥ 2 the factor (1 −
λ∗(p)) is a p-unit.
(2) If F has class number one, p > a, and λ is the power of a Gro¨ssencharacter
of a CM elliptic curve then [12] Lemma 3.4.5 proves that there always exists
an ideal b such that Nm(b)− λ−1(b) is prime to p.
(3) For completeness we want to mention that for inert primes p additional
divisibilities have been obtained in [37], [39], [48], [17], and [9].
2.4. Modules and Sheaves. The group GL2(F ) acts on the F -vector spaceM
n :=
Symn(F 2) of homogeneous polynomials of degree n in two variables X and Y with
coefficients in F by right translation:(
a b
c d
)
.X iY n−i = (aX + cY )i(bX + dY )n−i.
Applying first the field automorphism σ to the entries a, b, c and d, we get an-
other representation M
n
. We also have one-dimensional representations F [k, ℓ] for
(k, ℓ) ∈ Z2, on which g ∈ G acts by multiplication by detk(g)·σ(det(g))ℓ. We obtain
the representations M(m,n, k, ℓ) :=Mm ⊗F Mn ⊗F F [k, ℓ]. Let M(m,n, k, ℓ)∨ :=
HomF (M(m,n, k, ℓ), F ). There is an isomorphism of GL2(F )-modules
M(m,n, k, ℓ)∨ ∼=M(m,n,−m− k,−n− ℓ)
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induced by the pairing
〈 , 〉 :M(m,n, k, ℓ)×M(m,n,−m− k,−n− ℓ)→ F,
XjY m−jX
k
Y
n−k ×XµY m−µXνY n−ν 7→ (−1)j+k
(
m
j
)−1(
n
k
)−1
δj,m−µδk,n−ν .
This is the coordinatized version of the pairing induced by the determinant pairing
on F 2 (cf. [31] p. 169).
For an O-module N we denote N ⊗O A by NA for any O-algebra A. Denote by
M(m,n, k, ℓ)O the polynomials with O-coefficients. Note that M(m,n, k, ℓ)∨O :=
HomO(M(m,n, k, ℓ),O) corresponds under the duality above to{∑
µ,ν
aµ,ν
(
m
µ
)(
n
ν
)
XµY m−µX
ν
Y
n−ν |aµ,ν ∈ O
}
⊂M(m,n, k, ℓ).
We now define local coefficient systems on the symmetric spaces. For Γ ⊂ G(Q)
an arithmetic subgroup and N an O[Γ]-module we define a sheaf of O-modules on
Γ\H3 by
N˜(U) := {f : π−1Γ (U)→ N locally constant :
f(βx) = β.f(x)∀x ∈ π−1Γ (U) and β ∈ Γ},
where πΓ : H3 → Γ\H3 is the canonical projection.
Let Kf ⊂ G(Af ) be a compact open subgroup and M an F [G(Q)]-module.
Assume that there exists an O-lattice MO in M such that MOˆ = MO ⊗ Oˆ is
stable under Kf . (For M = M(m,n, k, ℓ) and Kf ⊂ GL2(Oˆ) one can take MO =
M(m,n, k, ℓ)O.) For each open subset U ⊂ SKf we let
M˜O(U) :=
{
f : π−1(U)→M locally constant
∣∣∣∣∣ f(βg) = β.f(g), f(g) ∈ gfMOˆ∀g ∈ π−1(U) and β ∈ G(Q)
}
,
where π : G(A)/K∞Kf → SKf is the projection. This defines a sheaf of O-modules
on SKf (cf. [55] §1.4, [40] §1.5, and [13] §1.2). For any O-algebra R we define M˜R
as M˜O ⊗R, where R is the constant sheaf associated to R.
For γ ∈ G(Af ) letMγ :=M∩γ.MOˆ. ThenMγ is a locally free, finitely generated
O-module with an action by Γγ = G(Q) ∩ γKfγ−1. The two constructions of M˜O
and M˜γ are compatible with jγ ; one checks that j
∗
γ(M˜O) ∼= M˜γ .
2.5. Cohomology. For a sheaf F on a topological spaceX , we denote byHi(X,F)
(resp. Hic(X,F)) the i-th cohomology group of F (resp. with compact support),
and the interior cohomology, i.e., the image of Hic(X,F) in Hi(X,F), by Hi! (X,F).
Let M be an F [G(Q)]-module with MO ⊂ M an O-lattice as above and R an
O-algebra. Since SKf
i→֒ SKf is a homotopy equivalence, we have a canonical
isomorphism
Hi(SKf , M˜R)
∼= Hi(SKf , i∗M˜R)
and in what follows we will replace i∗M˜R by M˜R and also write M˜R for the sheaf
j∗i∗M˜R on ∂SKf , for j : ∂SKf →֒ SKf .
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The decomposition of the adelic symmetric space into connected components
gives rise to canonical isomorphisms (see [40] §1.6 and [13] §1.2)
Hi(SKf , M˜R)
∼=
⊕
[det(γ)]∈π0(Kf )
Hi(Γγ\H3, M˜γ ⊗ R)
and
Hi(∂S˜Kf , M˜R)
∼=
⊕
[det(γ)]∈π0(Kf )
⊕
[η]∈P1(F )/Γγ
Hi(Γγ,Bη\H3, M˜γ ⊗R).
The above cohomology groups and isomorphisms are all functorial in R.
For an arithmetic subgroup Γ ⊂ G(Q) and an O[Γ]-module N we can in many
cases relate the sheaf cohomology Hi(Γ\H3, N˜R) to group cohomology Hi(Γ, NR)
(for the proof see, e.g., [23]):
Proposition 4. For O-algebras R in which the orders of all finite subgroups of Γ
are invertible there is a natural R-functorial isomorphism
Hi(Γ\H3, N˜R) ∼= Hi(Γ, NR).

The lemma in [13] §1.1 shows that for any O-algebra R, R⊗O O[ 16 ] satisfies the
conditions of the proposition for any arithmetic subgroup Γ ⊂ G(Q).
For complex coefficient systems we have analytic tools available. For a C∞-
manifold X (like SKf , ∂S˜Kf , or Γ\H3) denote by Ωi(X) the space of C-valued
C∞-differential i-forms and by Ωi(X,MC) = Ωi(X) ⊗C MC the space of MC-
valued smooth i-forms. By the de Rham Theorem (cf. [21] IV.9.1, or [31] Appendix
Theorem 2) we have
Hi(Γ\H3, M˜C) ∼= Hi(Ω•(H3,MC)Γ).
Furthermore, the de Rham cohomology groups are canonically isomorphic to rela-
tive Lie algebra cohomology groups. For the definition of the latter we refer to [6]
Chapter 1. The tangent space of H3 at the point K∞ ∈ G∞/K∞ can be canoni-
cally identified with g∞/k∞. For g ∈ G∞ let Lg : H3 → H3 be the left-translation
by g and DLg the differential of this map. Assume that the G(Q)-action on MC
extends to a representation of G∞. Let ωMC : Z(R) → C∗ be the character de-
scribing the action on MC and write C
∞(Γ\GL2(C))(ω−1MC) for those functions in
C∞(Γ\GL2(C)) on which translation by elements in Z(R) acts via ω−1MC .
We can then identify the C-vector spaces
Ωi(H3,MC)
Γ ∼= HomK∞(Λi(g∞/k∞), C∞(Γ\GL2(C))(ω−1MC)⊗MC),
by mapping an MC-valued differential form ω˜ to the (g,K∞)-cocycle ω given by
ω(g)(θ1 ∧ . . . ∧ θi) := g−1.ω˜(gK∞)(DLg (θ1), . . . ,DLg (θi)). The differentials of the
complexes corresponds and we get (cf. [6] VII Corollary 2.7)
Hi(Γ\H3, M˜C) ∼= Hi(g∞,K∞, C∞(Γ\GL2(C))(ω−1MC)⊗MC).
Similarly, one obtains
Hi(SKf , M˜C)
∼= Hi(g∞,K∞, C∞(G(Q)\G(A)/Kf )(ω−1MC)⊗MC)
and
Hi(∂S˜Kf , M˜C)
∼= Hi(g∞,K∞, C∞(B(Q)\G(A)/Kf )(ω−1MC)⊗MC).
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For any cocycle ω we will denote by [ω] the corresponding cohomology class.
For Γ\H3 and N an O[Γ]-module the natural isomorphisms of the de Rham
Theorem and Proposition 4 compose to give an isomorphism between de Rham
cohomology and group cohomology. We state this isomorphism explicitly on the
level of cocycles for degree 1 (for a proof see [2] Proposition 2.5 or, more generally,
[10] Proof of Lemma 3.3.5.1):
Proposition 5. The natural isomorphism
H1(Ω•(H3, NC)Γ) ∼= H1(Γ\H3, N˜C) ∼= H1(Γ, NC)
is induced by any of the following maps on closed 1-forms: For a choice of basepoint
x0 ∈ H3 assign to a closed 1-form ω˜ with values in NC the (inhomogeneous) 1-
cocycle
Gx0(ω˜) : α 7→
∫ α.x0
x0
ω˜.

For each g ∈ G(Af ) with gM˜O ⊂ M˜O we have the Hecke algebra action of the
double coset [KfgKf ] on the cohomology groups H
i(SKf , M˜R), H
i(∂SKf , M˜R),
and Hi! (SKf , M˜R) for any O-algebra R (for its definition see [55] §1.4.4).
For R = C this can be described on the level of relative Lie algebra cohomology:
If V is any G(Af )-module then [KfgKf ] acts on a Kf -invariant vector v ∈ V by
[KfgKf ].v =
∑
γ∈KfgKf/Kf
γ.v.
Taking this action on C∞(G(Q)\G(A)/Kf ), C∞(B(Q)\G(A)/Kf ), and
C∞c (G(Q)\G(A)/Kf ), respectively, induces via relative Lie algebra cocycles the
Hecke action on the cohomology groups. For x ∈ O⊗ Zˆ we single out the operators
Tx = [Kf
(
x 0
0 1
)
Kf ].
2.6. Relative (co-)homology. We refer to [7] II §12 and V §5 for the definitions
of relative sheaf cohomology and relative Borel-Moore homology, but want to recall
the following facts:
Let Γ ⊂ G(Q) be an arithmetic subgroup , Kf ⊂ G(Af ) a compact open sub-
group, and M an F [G(Q)]-module with MO ⊂M an O-lattice as above. Then for
X = Γ\H3 or SKf and Y ⊂ X a closed subspace we have the long exact sequence
(functorial in the O-algebra R)
. . .→ Hi(X,Y, M˜R)→ Hi(X, M˜R)→ Hi(Y, M˜R)→ Hi+1(X,Y, M˜R)→ . . .
Note that for Y = ∂SKf we have H
i(X,Y, M˜R) ∼= Hic(X, M˜R).
For Y ⊂ ∂SKf we get the following analytic description: We say that a function
f ∈ C∞(Γ\GL2(C)) has moderate growth if there exists an integer N > 0 and a
constant c > 0 such that
|f(g)| ≤ c‖g‖N , for all g ∈ GL2(C).
For any Borel subgroup P of GL2 defined over F we say that a function f ∈
C∞(Γ\GL2(C)) is fast decreasing at P if f has moderate growth and if there exists
an integer N > 0 such that for every Siegel set S ⊂ GL2(C) relative to P , every
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compact set ω ⊂ P (R), and every r ∈ R there exists a constant c(S, ω, r) > 0
satisfying
|f(aωgk)| ≤ c(S, ω, r)‖a‖N‖g‖r,
for all a ∈ Z,w ∈ ω, g ∈ S ∩ SL2(C), k ∈ K∞.
Let C(Γ) be the set of Γ-conjugacy classes of Borel subgroups of GL2 defined
over F . For c ⊂ C(Γ) denote by C∞c (Γ\GL2(C)) the space of functions f which,
together with all their derivatives Df,D ⊂ U(g), are of moderate growth and fast
decreasing at every P such that [P ] ∈ c. We then get the following extension of the
de Rham theory recalled in Section 2.5:
Proposition 6.
H1(Γ\H3,
⋃
[P ]∈c
e′(P ), M˜C) ∼= H1(g∞,K∞, C∞c (Γ\GL2(C))⊗MC).
Sketch of proof. We need to show that the inclusion of the complex of differential
forms with compactly supported coefficients on Γ\H3 −
(⋃
[P ]∈c e
′(P )
)
into the
forms with fast decreasing coefficients induces an isomorphism in cohomology. The
corresponding statement for cohomology with compact support (and for general
locally symmetric spaces) is proven by Borel in [4] Theorem 5.2. Since the proof
uses sheaf theory and considers stalks in the boundary it extends to our case of
relative cohomology with respect to subsets of C(Γ). 
From the comparison theorem with relative singular cohomology (see [7] X §14)
we obtain the evaluation pairing
Hi(X,Y, M˜∨R)free ×Hi(X,Y, M˜R)free → R,
which is perfect for any O[ 16 ]-algebra R (see [13], Satz 3, and [18] §23). For R = C
this pairing can be calculated by ([ω], [σ]) 7→ ∫σ ω for ω a relative Lie algebra
cocycle and σ a differentiable singular cycle. Note that for R ⊂ C a class [ω] ∈
Hi(X,Y, M˜∨C) lies in H
i(X,Y, M˜∨R)free ∼= im(Hi(X,Y, M˜∨R) → Hi(X,Y, M˜∨C)) if
and only if all the pairings of [ω] with homology classes in Hi(X,Y, M˜R)free have
values in R.
3. Eisenstein cohomology
In this section we recall Harder’s construction of Eisenstein cohomology, con-
struct explicit classes, and calculate their Hecke eigenvalues and restrictions to the
boundary. We also investigate the integrality of the latter by translating to group
cohomology.
3.1. Eisenstein cocycles. Let m,n ∈ N≥0, k, ℓ ∈ Z, and M := M(m,n, k, ℓ).
We want to construct certain cohomology classes in H1(SKf , M˜C) with nontrivial
restriction to the boundary following the work of Harder in [24], [25], and [26].
Let φ1, φ2 : F
∗\A∗F → C∗ be two Hecke characters with conductors M1 and M2
and of infinity type either
φ1,∞(z) = z1−kz−n−ℓ and φ2,∞(z) = z−m−k−1z−ℓ (Case A)
or
φ1,∞(z) = z−m−kz1−ℓ and φ2,∞(z) = z−kz−n−ℓ−1 (Case B).
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They determine a character φ = (φ1, φ2) on T (Q)\T (A). We put χ := φ1/φ2 and
denote its conductor by M.
Remark. These are the infinity types of Hecke characters contributing to the coho-
mology of the boundary as calculated in [26] §2.9 and 3.5. The two cases get
swapped by the action of the Weyl group, which is defined by w0.(φ1, φ2) =
(φ2| · |, φ1| · |−1), and we are in the so-called “balanced case” (cf. [26] §2.9)
For a continuous character η : T (Q)\T (A)→ C∗ we define the induced module
Vη,C =
Ψ : G(A)→ C
∣∣∣∣∣∣∣
Ψ(bg) = η(b)Ψ(g), ∀b ∈ B(A),
Ψ(gk) = Ψ(g) ∀k ∈ Kf ⊂ G(A) compact open
Ψ is K∞-finite on the right
 .
We use here the following convention: for any Q-algebra R we consider characters
η of T (R) as characters of B(R) by defining η(b) := η(t) if b = tu for t ∈ T (R) and
u ∈ U(R). Note that the definition for Vη follows the one used in Harder’s work and
is not the usual unitary induction. The induced representation Vη,C decomposes
into a product
⊗
v Vηv ,C, where
Vηv ,C = {Ψv : G0(Fv)→ C|Ψv(bvgv) = ηv(bv)Ψ(gv)∀b ∈ B0(Fv)}
denotes the local induced representations. By Vηf ,C = ⊗v∤∞Vηv ,C we denote the
finite part of Vη,C. We will be interested in the operation of the Galois group
Gal(Q/Q) on Vηf ,C and write Vηf (resp. Vηv for v ∤ ∞) for the Q-subspace of
Vηf ,C (resp. Vηv ,C) consisting of Q-valued functions. Every σ ∈ Gal(Q/Q) defines
a σ-linear isomorphism
σ : Vηv → Vησv
Ψ 7→ Ψσ,
where for each g ∈ G0(Fv) we define Ψσ(g) := Ψ(g)σ. By [56], ch. I.2 (see also [44]
p. 94) we have Vηv ,C = Vηv ⊗C which implies Vηf ,C = Vηf ⊗C. The Galois action
on Vηf is defined similarly to that on Vηv .
Given φ of infinity type (A) or (B), Ψ ∈ V Kfφf , and an appropriate open compact
subgroup Kf ⊂ G(Af ) we will first define a boundary cohomology class
[ω0(φ,Ψ)] ∈ H1(∂SKf , M˜C)
and then an Eisenstein cohomology class
[Eis(φ,Ψ)] ∈ H1(SKf , M˜C).
Harder describes the cohomology of the boundary as a G(Af )-module in Theo-
rem 1 of [26]:
(2) H1(∂SKf , M˜F )
∼=
⊕
φ : T (Q)\T (A)→ C∗
of infinity type (A)
(
V
Kf
φf
⊕ V Kfw0.φf
)
.
By the proof of Theorem 2 of [26] (see also Proposition 2.12 of [2]) relative Lie
algebra cocycles giving rise to non-trivial cohomology classes in
H1(∂SKf , M˜C)
∼= H1(g∞,K∞, C∞(B(Q)\G(A)/Kf )(ω−1MC)⊗MC)
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can be described by certain elements in
HomK∞(g∞/k∞, V
Kf
φ,C ⊗MC) ∼= (pˇC ⊗C MC ⊗C V Kfφ,C)K∞
using the map in relative Lie algebra cohomology induced by the embedding
V
Kf
φ,C →֒ C∞(B(Q)\G(A)/Kf )(ω−1MC).
Recall |α| : B(A) → C∗ from Section 2.2. Following [26] p. 80 and [40] p. 101 we
define
ωz(·, φ,Ψ) : G(A)→ pˇC ⊗C MC
for z ∈ C and Ψ ∈ V Kf
φf |α|z/2f ,C
as
ωz(g, φ,Ψ) := ω(b∞k∞ · gf , φ|α|z/2,Ψ) =(3)
= (φ∞ · |α|z/2∞ )(b∞) ·Ψ(gf )
{
k−1∞ . (Sˇ+ ⊗ Y mX
n
) Case (A),
k−1∞ . ((−Sˇ−)⊗XmY
n
) Case (B).
Here K∞ acts on pC by the adjoint action. By [24] Lemma 1.5.2 ω0 is a relative
Lie algebra 1-cocycle. We write [ω0(φ,Ψ)] both for the corresponding cohomology
class in H1(g∞, k∞, Vφ ⊗MC) as well as its non-trivial image in H1(∂SKf , M˜C).
We now have for Re(z)≫ 0 an operator
Eis : V
Kf
φf |α|z/2f ,C
→ A(G(Q)\G(A)/Kf )
given by the formula
Ψ 7→ Eis(Ψ)(g) =
∑
γ∈B(Q)\G(Q)
Ψ(γg).
This can be meromorphically continued to all z ∈ C. Via the map on cocycles the
operator induces a map in cohomology. Define Eis(φ|α|z/2,Ψ) := Eis(ωz(φ,Ψ)) for
Ψ ∈ V Kf
φf |α|z/2f ,C
.
Harder shows in [26] Theorem 2 that for z = 0 we get a holomorphic closed
form. For g ∈ G(A) and A ∈ g∞/k∞ we use the notation Eis(g, φ,Ψ)(A) for
the Lie algebra 1-cocycle in HomK∞(g∞/k∞, C
∞(G(Q)\G(A)/Kf )(ω−1MC) ⊗MC).
The corresponding de Rham 1-form in Ω1(G(A)/KfK∞ ⊗ MC)G(Q) is denoted
by Eis(x, φ,Ψ)(θx) for x ∈ SKf and θx ∈ TxSKf . We write [Eis(φ,Ψ)] for the
cohomology class in H1(SKf , M˜C). We will later drop φ in the argument if it is
clear from the context.
3.2. Special vectors. We now want to single out some special vectors
Ψ = ⊗v∤∞Ψv ∈ Vφf |α|z/2f .
At finite places we define the following functions:
(a) For any finite place v we define Ψnewv to be the newvector spanning V
K1(Psv)
φv |α|z/2v
,
where Psv ‖M1M2. By [8] §1 Psv is the conductor of Vφv |α|z/2v and we normalize
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Ψnewv by:
Ψnewv (g) =
φ1,v(a)φ2,v(d)
∣∣a
d
∣∣z/2
v
if g =
(
a b
0 d
)(
1 0
πrv 1
)
k, k ∈ K1(Psv)
0 otherwise,
where Prv ‖M1.
(b) For v ∤M we also have the spherical vector Ψ0v ∈ V U
1(M1,v)
φv |α|z/2v
defined by
Ψ0v(g) = φ1,v(a)φ2,v(d)
∣∣∣a
d
∣∣∣z/2
v
φ1,v(det(k)) for g =
(
a b
0 d
)
k, k ∈ GL2(Ov).
Note that Ψ0v = Ψ
new
v for v ∤M1M2.
Denote by S the finite set of places where both φi are ramified, but χ = φ1/φ2
is unramified. We put
Ψnew
φf |α|z/2f
:=
∏
v∤∞
Ψnewv ∈ V
Knewf
φf |α|z/2f
Ψ0
φf |α|z/2f
:=
∏
v/∈S,v∤∞
Ψnewv
∏
v∈S
Ψ0v ∈ V
KSf
φf |α|z/2f
,
where
Knewf := K
1(M1M2)
and
KSf :=
∏
v∈S
U1(M1,v)
∏
v/∈S
K1((M1M2)v).
The following lemmata from [2] tell us how to translate between Ψ0v and Ψ
new
v :
Let η = (η1, η2) : T (Q)\T (A)→ C∗ be a continuous character, e.g. η = φ|α|z/2.
Lemma 7 (([2] Lemma 4.3)). Let v be a place where both ηi are unramified, and
µ : F ∗v → C∗ a continuous character. If Ψnewηv is the newvector in Vηv and Ψ0ηvµ is
the spherical vector in Vηvµ then Ψ
new
ηv (g)µ(det(g)) = Ψ
0
ηvµ(g) for all g ∈ F ∗v . 
Lemma 8 (([2] Lemma 4.4)). Let v be a place where both ηi are unramified, and
µ : F ∗v → C∗ a continuous character with conductor Prv, r > 0. If Ψ0ηvµ is the
spherical vector and Ψnewηvµ the newvector in Vηvµ, then we have
∑
x∈(Ov/Prv)∗
µ−1(x)Ψ0ηvµ(g
(
1 xπrv
0 1
)
) = µ−1(−1)η2
η1
(Prv) · L−1v (
η1
η2
, 0) ·Ψnewηvµ(g).
Proof. Put Ψ′′(g) :=
∑
x∈(Ov/Prv)∗ µ
−1(x)Ψ0ηvµ(g
(
1 xπrv
0 1
)
). To simplify notation
we will write q for πrv . It is easy to check that
Ψ′′(
(
a b
0 d
)
g) = η1(a)µ(a)η2(d)µ(d)Ψ
′′(g)
and we refer to [2] Lemma 4.4 for the proof of right invariance under K1((q2)).
This implies that Ψ′′ ∈ V K1((q2))ηvµ is a multiple of the newvector, which is nonzero
only on B0(Fv)
(
1 0
πrv 1
)
K1((q2)). We now give the calculation of this multiple.
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The non-trivial character µ onO∗v descends to a non-trivial character on (Ov/Prv)∗,
which implies that
∑
x∈(Ov/Prv)∗ µ
−1(x) = 0. In fact, (Ov/Prv)∗ can be replaced by
the subgroups (1 +Pnv )/(1 +P
r
v) for n = 1, . . . r − 1 if r > 1.
We have the Iwasawa decomposition(
1 0
q 1
)(
1 xq
0 1
)
=
(
1 xq
0 1
)(
1
1+x −x
2
q
0 1 + x
)(
1 0
q
1+x 1
)
.
(This works for all x in our sum if we avoid x = −1 in our choice of representatives
for x ∈ (Ov/Prv)∗). We obtain
Ψ′′(
(
1 0
πrv 1
)
) =
∑
x∈(Ov/Prv)∗
µ−1(x)(η2/η1)(x+ 1).
For r = 1 we have
Ψ′′(
(
1 0
πrv 1
)
) =
∑
x∈(Ov/Pv)∗,(x+1) 6=Pv
µ−1(x) + µ−1(πv − 1)(η2/η1)(πv).
Using that
∑
x∈(Ov/Pv)∗ µ
−1(x) = 0 this equals
µ−1(πv − 1) ((η2/η1)(πv)− 1) = µ−1(−1)(η2/η1)(Pv) · L−1v (η1/η2, 0).
For r > 1 we have
Ψ0ηvµ(
(
1 0
πrv 1
)
) =
∑
x∈(Ov/Prv)∗,(x+1)/∈Pv
µ−1(x)+
∑
x∈Ov/Pr−1v
µ−1(xπv−1)(η2/η1)(xπv).
We rewrite the second sum as
µ−1(−1)(η2/η1)(πrv) + µ−1(−1)
r−1∑
n=1
(η2/η1)(π
n
v )
∑
u∈(Ov/Pr−nv )∗
µ−1(1 + πnv u).
Let Sn :=
∑
u∈(Ov/Pr−nv )∗ µ
−1(1 + πnv u). Now we make the following observation:
Since ∑
y∈1+Pmv
µ−1(y) = 0
for m = 1, . . . , r − 1 by our initial remark we have
Sn =
∑
w∈Ov/Pr−nv
µ−1(1+πnvw)−
∑
w∈Ov/Pr−n−1v
µ−1(1+πn+1v w) =
{
0 if n ≤ r − 2,
−1 if n = r − 1.
We are left to evaluate
Ψ′′(
(
1 0
πrv 1
)
) =
 ∑
x∈(Ov/Prv)∗,(x+1)/∈Pv
µ−1(x)

+ µ−1(−1)(η2/η1)(πrv)− µ−1(−1)(η2/η1)(πr−1v ).
The sum in brackets turns out to be zero as well, since
0 =
∑
x 6≡−1 mod Pv
µ−1(x) + µ−1(−1)
r−1∑
n=1
Sn + µ
−1(−1) =
∑
x 6≡−1 mod Pv
µ−1(x).
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We conclude that
Ψ′′(
(
1 0
πrv 1
)
) = µ−1(−1)(η2/η1)(πrv) · (1− (η1/η2)(πv)),
as desired. 
To translate from the spherical vector to the newvector we therefore also define
the finite twisted sum
(4) Ψtwist
φf |α|z/2f
:=
∑
v∈S
∑
x∈(Ov/Prvv )∗
φ−11 (x)Ψ
0
φf |α|z/2f
(g
(
1 x
πrvv
0 1
)
v
) ∈ V K
new
f
φf |α|z/2f
,
where Prvv ‖ M1. Lemma 8 shows that Ψtwistφf |α|z/2f equals Ψ
new
φf |α|z/2f
up to essentially
the L-factors for v ∈ S.
3.3. Hecke algebra action. The definition of our special vectors was chosen such
that the Eisenstein cohomology class is a Hecke eigenvector for almost all Tπv =
[KSf
(
πv 0
0 1
)
KSf ] (see Section 2.5 for the definition of the Hecke operators on
relative Lie algebra cocycles). By the definition of the Eisenstein cohomology class
[Eis(φ,Ψ0φ)], it suffices to check the effect of the Hecke operator Tπv on Ψ
0
φf
∈ V K
S
f
φf
.
We note that for any Ψ =
∏
w ∈ V Kfφf with Kf =
∏
wKw the action of Tπv is
described by (Tπv .Ψ)(g) =
∏
w 6=vΨw(gw)·(
∑
iΨv(gvγi)) , where Kv
(
πv 0
0 1
)
Kv =∐
i γiKv. By [8] we know that V
K1(Psv)
φv
for Psv‖M1M2 is 1-dimensional so we get
for v /∈ S that
Tπv(Ψ
0
φf
) = av(φ)Ψ
0
φf
for some av(φ) ∈ C.
Lemma 9. For v /∈ S the class [Eis(φ,Ψ0φf )] is an eigenvector for Tπv .
If in addition v ∤M, for example, the eigenvalue is
Tπv(Ψ
0
φf )(1) = Ψ
new
v (
(
1 0
0 πv
)
) +
∑
a∈Ov/Pv
Ψnewv (
(
πv a
0 1
)
)
= φ2,v(Pv) + Nm(Pv)φ1,v(Pv).
For the calculation of the eigenvalues in other cases see [2] Lemma 3.11.
3.4. Constant terms. We will be interested in the image of the Eisenstein coho-
mology classes under the restriction map
res : H1(SKf , M˜C)
∼= H1(SKf , M˜C)→ H1(∂SKf , M˜C) ∼= H1(∂S˜Kf , M˜C).
We are in the case that Harder calls “balanced” where the restriction map maps
diagonally into the cohomology of the boundary, in the sense that on the level of
functions
res ◦ Eis : V Kfφ → V Kfφ ⊕ V Kfw0.φ
Ψ 7→ Ψ+ ⋆L(−1, φ1/φ2)
L(0, φ1/φ2)
TφΨ ∈ V Kfφ ⊕ V Kfw0.φ,
for an intertwining operator Tφ : V
Kf
φ → V Kfw0.φ and some non-zero factor ⋆.
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By [24] Proposition 1.6.1, or [60] Proposition 2.2.3 (see also [50] Satz 1.10 in the
case of automorphic forms) the restriction of a cohomology class in H1(SKf , M˜C),
represented by a relative Lie algebra 1-cocycle
ω ∈ HomK∞(g∞/k∞, C∞(G(Q)\G(A)/Kf )⊗MC),
is given by the class of the constant term ωB, where the constant term with respect
to a parabolic P is defined as
ωP (g) =
∫
UP (Q)\UP (A)
ω(ug) du
for an appropriate Haar measure du. Recall the decomposition of
∂S˜Kf = B(Q)\G(A)/KfK∞
into its connected components given in (1). For the parabolic Bη with η ∈ G(Q)
and γ ∈ G(Af ) let
resγBη : H
1(SKf , M˜C)→ H1(Γγ,Bη\H3, M˜C)
be the restriction map to the boundary component Γγ,Bη\H3
jη,γ→֒ ∂S˜Kf . It is easy
to check that
resγBη [ω] = j
∗
γ [ωBη ] = j
∗
η,γ [ωB].
It suffices therefore to calculate the constant term ωB.
Proposition 10. (a) If Ψ = Ψ0
φf |α|z/2f
then
Eis(Ψ)B = ωz(Ψ) + c(φ, z)ω−z(Ψ0w0.(φf |α|z/2f )
),
where
c(φ, z) = (dF )
−1/2 2π
z +m+ 1
(−1)n+1 · L(z − 1, χ)
L(z, χ)
·
∏
v|M
cv(φ, z)
with cv(φ, z) :=
∫
U0(Fv)
Ψnewv (w0uv
(
1 0
πtvv 1
)
)duv, where P
tv
v ‖ M2. If only one of
{φ1,v, φ2,v} is ramified then cv(φ, z) = φ2,v(−1)Nm(M1,v) .
(b) If Ψ = Ψnew
φf |α|z/2f
then
Eis(Ψ)B = ωz(Ψ) + c
′(φ, z)ω−z(Ψneww0.(φf |α|z/2f )
),
where
c′(φ, z) = c(φ, z) ·
∏
v∈S
[(1− Nm(Pv)) · (χ/Nm)(Prvv ) · Lv(z, χ)],
with Prvv ‖M1.
Proof. See [26] Theorem 2(3) and [2] Proposition 3.5. 
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3.5. Translation to group cohomology. The decomposition (1) and Proposition
5 imply that we have an isomorphism
(5) H1(∂S˜Kf , M˜C)
∼=
⊕
[det(γ)]∈π0(Kf )
⊕
[η]∈P1(F )/Γγ
H1(Γγ,Bη ,Mγ ⊗C).
The following Lemma calculates the image of the boundary cohomology class we
defined in Section 3.1 under this isomorphism:
Lemma 11. For φ : T (Q)\T (A)→ C∗, Ψ ∈ V Kfφf , and ω = ω0(φ,Ψ) as defined in
(3) the image of [ω] in H1(Γγ,Bη ,MC) is represented by the 1-cocycle
η−1∞
(
a x
0 d
)
η∞ 7→ Ψ(ηfγ)

x
∫ 1
0
(
1 tx
0 1
)
.Y mX
n
dt if φ of infinity type (A),
x
∫ 1
0
(
1 tx
0 1
)
.XmY
n
dt if φ of infinity type (B).
(Here we denote by ηf and η∞ the images of η ∈ G(Q) in G(Af ) and G∞, respec-
tively.)
Proof. Put P = Bη. Recall from Proposition 5 that for the basepoint x0 = η
−1
∞ K∞
the image of [ω] is represented by the cocycle given on Uη by
Gx0(j∗η,γ(ω˜))(η−1∞
(
1 x
0 1
)
η∞) =
∫ η−1
∞ ( 1 x0 1 )K∞
η−1∞ K∞
j∗η,γ(ω˜) =
∫ (( 1 x0 1 )K∞,ηfγ)
(K∞,ηfγ)
ω˜.
Here ω˜ ∈ Ω1(G(A)/KfK∞ ⊗MC)B(Q) is the closed 1-form associated to ω, given
by
ω˜(x)(T ) := g∞.ω(g∞, gf )(DL−1g∞T )
for x = (x∞, gf) = (g∞K∞, gf ) ∈ H3 ×G(Af )/Kf and T ∈ Tx∞H3, independent
of the choice of g∞. To calculate the path integral we apply the following lemma,
adapted from [58]:
Lemma 12 (([58] Lemma 5.1)). Given h : R→ G∞ a differentiable homomorphism
and g∞ ∈ G∞, gf ∈ G(Af )/Kf , define c : R→ H3 by c(t) := h(t) · g∞ ·K∞. For
a0, a1 ∈ R let yi := c(ai) and denote h˙ := (Dh)0T0 ∈ g∞. Then one has the
following equality:∫ y1
y0
ω˜ =
∫ a1
a0
(h(t)g∞).ω(h(t)g∞, gf)(g−1∞ h˙g∞)dt.
We take y0 = K∞, g∞ = 1, gf = ηfγ, h(t) =
(
1 xt
0 1
)
∈ G∞, a0 = 0, a1 = 1,
and obtain:
Gx0(j∗η,γ(ω˜))(η−1∞
(
1 x
0 1
)
η∞) =
∫ 1
0
(
(
1 tx
0 1
)
).ω(
(
1 tx
0 1
)
, ηfγ)(
(
0 x
0 0
)
)dt.
One calculates that for x ∈ C
xS+ − xS− =
(
0 x/2
x/2 0
)
≡
(
0 x
0 0
)
mod k∞.
To complete the proof one checks that Gx0(j∗η,γ(ω˜)) is always zero on η−1∞
(
a 0
0 d
)
η∞
since ω vanishes along H ∈ pC. 
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3.6. Rationality of Eisenstein cohomology class and integrality of con-
stant term. Harder proves that the transcendentally defined Eisenstein operator
is, in fact, rational, i.e., that Eis is defined over Q so that we have
V
Kf
φf
→ H1(SKf , M˜Q)
Ψ 7→ [Eis(φ,Ψ)]
and for σ ∈ Gal(Q/Q) and Ψ ∈ V Kfφf the equation [Eis(φ,Ψ)]σ = [Eis(φσ ,Ψσ)]
holds (see [26] Corollary 4.2.1(a); the proof uses the “Multiplicity one Theorem”
for automorphic forms and the vanishing of residual interior cohomology in our
case).
We are interested in the p-adic properties of the Eisenstein cohomology class.
From now on, let φ = (φ1, φ2) : T (Q)\T (A) → C∗ denote a continuous character
of infinity type (A) for which the conductors of both φi are coprime to (p), and let
m ≥ n (recall that χ := φ1/φ2). Let Oφ denote the ring of integers in the finite
extension Fφ of Fp obtained by adjoining the values of the finite part of both φi and
Lalg(0, χ). For the definition of the latter and its p-adic properties see Theorem 3.
Then the above discussion shows:
Proposition 13. For Ψ = Ψ0φf or Ψ
new
φf
we have
[Eis(φ,Ψ)] ∈ H1(SKf , M˜Fφ)
for Kf = K
S
f or Kf = K
new
f , respectively.
Definition 14. If OL is the ring of integers in a local field L over Fp, define for
any c ∈ H1(SKf , M˜L) the denominator (ideal)
δ(c) = {a ∈ OL : ac ∈ H1(SKf , M˜OL)free}.
Here we identify H1(SKf , M˜OL)free with im(H
1(SKf , M˜OL)→ H1(SKf , M˜L)).
In this paper we prove (under certain conditions on the conductors of the char-
acters φi) that L
alg(0, χ) ·Oφ is a lower bound on the denominator of the Eisenstein
cohomology class.
For the arithmetic of the Eisenstein cohomology class its constant term is, of
course, of great importance. Put N := M(m,n,−m− k,−n− ℓ). Note that since
N∨ ∼= M = M(m,n, k, ℓ) as G(Q)-modules, [Eis(φ,Ψ0φf )] can also be interpreted
as a cohomology class for the local system N˜∨C. The following result shows that
under certain conditions its constant term is integral already with respect to the
lattice (NO)∨ ⊂MO ⊂M . We first prove the following Lemma:
Lemma 15. Assume in addition that p > m+ 1. We have
[ω0(φ,Ψ
0
φ)], [ω0(w0.φ,Ψ
0
w0.φ)] ∈ H1(∂S˜KSf , ˜(NOφ)∨)free.
Proof. We recall from Section 2.5 that we have an R-functorial isomorphism
H1(∂S˜KSf , N˜
∨
R)
∼=
⊕
[γ]∈π0(KSf )
⊕
[η]∈P1(F )/Γγ
H1(Γγ,Bη , (Nγ)
∨ ⊗R).
We will show that for [ω0(φ,Ψ
0
φ)] ∈ H1(∂S˜KSf , N˜∨C) the restrictions to each of
the summands on the right hand side lie in the image of H1(Γγ,Bη , (Nγ)
∨ ⊗ Oφ)
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inside H1(Γγ,Bη , (Nγ)
∨ ⊗C). We showed in Lemma 11 that for each γ and η this
restriction is given by
η−1
(
a x
0 b
)
η 7→ xΨ0φf (ηfγ)
∫ 1
0
(
1 tx
0 1
)
.Y mX
n
dt.
To check the integrality we choose representatives γ and η whose p- and p-components
are units (i.e., they are elements of GL2(Op) :=
∏
v|pGL2(Ov)). This is possible
for γ by the Chebotarev density theorem. For η this follows from
GL2(Fp) :=
∏
v|p
GL2(Fv) = B0(F )GL2(Op).
For such γ we get N∨γ ⊗Oφ = (NOφ)∨ and we need to show that the values of the
group cocycle satisfy that the coefficient of X iY m−iX
j
Y
n−j
lies in
(
m
i
)(
n
j
)
Oφ.
Firstly, Ψ0φf (ηfγ) ∈ O∗φ by the definition of the spherical vector at places away
from the conductors of the φi together with Lemma 2. We also note that Γγ ∩
G(Qp) ⊂ GL2(Op), so x lies in Oφ. Lastly, the integral provides us with the correct
coefficients for the monomials up to p-adic units if we assume p > m+ 1.
A similar argument for [ω0(w0.φ,Ψ
0
w0.φ
)] proves integrality if p > n + 1 (and
m ≥ n by assumption). 
We proved in Proposition 10 that Eis(Ψ0φf )B = ω0(Ψ
0
φf
)+ c(φ, 0)ω0(Ψ
0
w0.φf
). By
[26] Corollary 4.2.2 we know that c(φ, 0) ∈ Fφ. The following proposition analyzes
conditions when c(φ, 0) (and so by the preceding Lemma the constant term of the
Eisenstein class) is integral.
Proposition 16. Assume in addition that p > m + 1 and that the conductors of
φ1 and χ = φ1/φ2 are coprime.
(a) The constant term [Eis(φ,Ψ0φf )B ] is integral if and only if
Lalg(−1,χ)
Lalg(0,χ) ∈ Oφ.
(b) For m = n, we have [Eis(φ,Ψ0φf )B] ∈ H1(∂SKSf , ˜(NOφ)∨)free if and only if
L(0,χ)
L(0,χ) ∈ Oφ.
(c) If m = n and χc(x) := χ(x) = χ(x) for all x ∈ A∗F then
[Eis(φ,Ψ0φf )B ] ∈ H1(∂SKSf , ˜(NOφ)∨)free.
Remark. (1) In [2] we called characters χ satisfying χc = χ anticyclotomic.
These include, in particular, the everywhere unramified characters.
(2) As explained in the introduction, the integrality of the constant term of the
Eisenstein cohomology class (together with the bound on the denominator)
is interesting for finding congruences between cuspidal and Eisenstein co-
homology classes controlled by the L-value Lalg(0, χ). Since cuspidal coho-
mology classes only exist for m = n by Wigner’s Lemma (see, e.g. [28] §3)
these are the coefficient systems we are most interested in.
(3) By considering c(φ, 0)c(φ, 0) and using c(φ, 0) = c(φ, 0) (cf. [26] Corollary
4.2.2) one can show that the quotient of L-values in (b) is always integral
for either p or p.
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Proof. One easily checks that
c(φ, 0) =
Lalg(0, χ| · |−1)
Lalg(0, χ)
(−1)n+1
∏
v|M
cv(φ, 0).
Since M is coprime to p and the conductor of φ1 we have cv(φ, 0) =
φ2,v(−1)
Nm(M1,v)
∈ O∗φ.
For (b) we can apply the functional equation (cf. [11] p. 37) and use that m = n,
and therefore χχ = | · |2, to obtain
c(φ, 0) =
L(0, χ)
L(0, χ)
(−1)n+1W (χ)
√
Nm(M)
∏
v|M
cv(φ, 0),
where W (χ) is the Artin root number for χ (see Section 2.3). By the assumption
on the conductor of χ both
√
Nm(M) and the root number W (χ) lie in O∗φ.
Lastly, if χc = χ then we have L(0, χ) = L(0, χc) = L(0, χ), so L(0,χ)L(0,χ) = 1.

4. Toroidal integral
In this section we calculate the integral of twists of the Eisenstein cocycle defined
in Section 3 against certain relative cycles.
4.1. Definition of relative cycles. Recall that strong approximation implies that
SKf is the finite disjoint union of connected components indexed by a set of repre-
sentative {[ξ]} for π0(Kf ) with ξ ∈ A∗F,f . The connected component lying above
ξ is given by Γξ\H3 with Γξ := G(Q) ∩
(
1 0
0 ξ
)
Kf
(
1 0
0 ξ
)−1
and we defined in
Section 2.2 an embedding jξ := j0
@1 0
0 ξ
1
A
: Γξ\H3 →֒ SKf . For each ξ ∈ A∗F,f let
σξ = jξ ◦ τ : C∗ → SKf ,
where τ : C∗ → G∞ : z 7→
(
1 0
0 z
)
. We will use σξ to denote both the map to G(A)
and the induced map to SKf . We consider the path in SKf given by σξ|R∗>0 , which is
the restriction of a path (also denoted by σξ) in SKf : for the component Γξ\H3 that
path is σξ : [0,∞]→ Γξ\H3 ⊂ SKf : t 7→ jξ((t, 0)). The paths σξ are not 1-cycles in
SKf . They are, however, relative cycles in C1(Γξ\H3, ∂(Γξ\H3),Z) (cf. [40] §5.2).
Since the endpoints lie in the ∞- and 0-cusps (use
(
1 0
0 1s
)
K∞ = w0
(
1 0
0 s
)
K∞)
they are, in fact, relative cycles for
H1(Γξ\H3,Γξ,B\e(B) ∪ Γξ,Bw\e(Bw),Z).
Put
Qm′,n′ := X
m−m′Y m
′
X
n−n′
Y
n′ ∈ NO for 0 ≤ m′ ≤ m, 0 ≤ n′ ≤ n.
Let
(6) θm′,n′ : F
∗\A∗F → C∗
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be a Hecke character with θm′,n′,∞(z) = zm−m
′+kzn−n
′+ℓ and conductorN coprime
to (pdF ) and the conductors of φ1 and φ2 such that #(O/N)∗ is also coprime to p.
Denote by T the set of places where θm′,n′ is ramified.
For any ξ ∈ A∗F,f consider now the chain
(σξ ⊗Qm′,n′) · θm′,n′(ξ) ∈ C1(Γξ\H3, Nξ ⊗Oθ),
with Nξ := N0
@1 0
0 ξ
1
A
∼= j∗ξ N˜O and Oθ the ring of integers in the finite extension Fθ
of Fφ obtained by adjoining the values of θm′,n′,f . Here we use Lemma 2 to check
the integrality of the chain. Since chains for SKf are defined as G(Q)-coinvariants
of chains in G(A)/KfK∞ the sum∑
[ξ]∈π0(Kf )
(σξ ⊗Qm′,n′) · θm′,n′(ξ) ∈ C1(SKf , NO ⊗Oθ)
is independent of the choice of representatives ξ for the connected components. As
observed above this chain is, in fact, a relative cycle with endpoints in the ∞ and
0-cusps of all the connected components Γξ\H3.
4.2. Twisted version of Eisenstein cocycle. We now define the following twisted
version of the Eisenstein cocycle: Let η = (η1, η2) : F
∗\A∗F → C∗ be a continuous
character. For Ψ ∈ Vηf let
Eisθ(g,Ψ) :=
∑
v∈T
∑
x∈(Ov/Nv)∗
θ−1m′,n′(x)Eis
(
g
(
1 − x
πordvNv
0 1
)
v
,Ψ
)
.
Note that if Ψ =
∏
v Ψv then the twisting can also be done on the level of the
function, i.e.,
Eisθ(g,Ψ) = Eis(g,Ψθ),
where Ψθ(g) :=
∏
v∈T Ψ
θ
v(gv)
∏
v/∈T Ψv(gv) and
Ψθv(gv) :=
∑
v∈T
∑
x∈(Ov/Nv)∗
θ−1m′,n′(x)Ψv
(
g
(
1 − x
πordvNv
0 1
)
v
)
.
Lemmata 7 and 8 imply:
Lemma 17. For v ∈ T we have
Ψnew,θη,v (g) = Ψ
new
ηθ,v(g)θ
−1
v (−det(g)) · (η2/η1)(πordvNv ) · L−1v (η1/η2, 0).
Now consider η = φ|α|z/2. We note that if [Eis(g,Ψ)] ∈ H1(SKf , M˜Fφ) then
[Eisθ(g,Ψ)] ∈ H1(S(Kf )θ , M˜Fθ ),
where for Kf =
∏
vKv we define (Kf )
θ =
∏
vK
′
v with K
′
v = Kv for v /∈ T and
K ′v = Kv ∩ U1(Nv) for v ∈ T . We will see in Lemma 20 that this twisting makes
Eisθ(Ψ) a relative cocycle with respect to the 0- and ∞-cusps of each connected
component (in the sense of Proposition 6).
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4.3. Calculation of the toroidal integral. We now want to integrate Eisθ(Ψ)
for Ψ ∈ V K
new
f
φf |α|z/2f
over the relative cycle defined in Section 4.1: Put Kθf := (K
new
f )
θ
and let
I(φ, θ,Ψ, z) :=
∑
[ξ]∈π0(Kθf )
θm′,n′(ξ)
∫
σξ⊗Qm′,n′
Eisθ(Ψ)
=
∑
[ξ]∈π0(Kθf )
θm′,n′(ξ)
∫ ∞
0
〈
Qm′,n′ ,Eis
θ(σξ(t),Ψ)(dσξ(t
∂
∂t
))
〉
dt
t
.
We will first evaluate this “toroidal integral” for Ψ = Ψnew := Ψnew
φf |α|z/2f
. Rewriting
the Eisenstein cocycle as a relative Lie algebra cocycle we have
I(φ, θ,Ψnew, z) =
=
∑
[ξ]∈π0(Kθf ) θm′,n′(ξ)
∫∞
0
〈(
1 0
0 t−1
)
.Qm′,n′ ,Eis
θ(σξ(t),Ψ
new)(dσξ(
∂
∂t |t=1))
〉
dt
t .
Using the K∞-invariance of the Eisenstein cocycle, the argument on pp.107/8 in
[40] shows that this equals∑
[ξ]∈π0(Kθf )
θm′,n′(ξ)
∫ 2π
0
∫ ∞
0〈(
1 0
0 u−1
)
.Qm′,n′ ,Eis
θ(σξ(u),Ψ
new)(Ad(σξ(e
−iϕ))dσξ( ∂∂t |t=1))
〉
dt
t ∧ dϕ2π
with u = teiϕ ∈ C∗. Since dσξ( ∂∂t |t=1) = H2 , this equals∑
[ξ]∈π0(Kθf )
θm′,n′(ξ)
∫
C∗
θm′,n′,∞(x∞)
〈
Qm′,n′ ,Eis
θ(
(
1 0
0 ξx∞
)
,Ψnew)(
H
2
)
〉
d∗x∞
with d∗x∞ := i4π
dx∞∧dx∞
x∞x∞
.
Note that det(Kθf ) =
∏
v/∈T O∗v
∏
v∈T (1+Nv). Normalize a Haar measure d
∗x =
d∗x∞
∏
v∤∞ d
∗xv on A∗F such that for finite places
∫
(Ov/Nv)∗ d
∗xv = 1. Using the
right Kθf -invariance we can then write
I(φ, θ,Ψnew, z) =
∫
F∗\A∗F
θm′,n′(x)
〈
Qm′,n′ ,Eis
θ(
(
1 0
0 x
)
,Ψnew)(
H
2
)
〉
d∗x.
Proposition 18. For Re(z) ≫ 0 the integral I(φ, θ,Ψnew, z) converges and the
value is
L( z2 , φ1θm′,n′)L(
z
2 , φ
−1
2 θ
−1
m′,n′)
LS(z, φ1/φ2)
· Γ(
z
2 +m−m′ + 1)Γ( z2 +m′ + 1)
Γ(z +m+ 2)
·#(O/N)∗ ·
· (−1)
n−n′+k+ℓ
2
(
(θm′,n′φ2)
−1(M1N)Nm(M1N)−
z
2
) · (φ2/φ1)(N)Nm(N)z.
Remark. Here the factor φ−12 (M1,v) at places v ∈ S stands for φ−r2,v(πv) for the
choice of uniformizer πv in the definition of the newvector and θm′,n′(N) for the
product
∏
v∈T θm′,n′(π
ordvN
v ) for the uniformizers πv chosen in the definition of
Eisθ(Ψ).
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Proof. We start by unfolding the Eisenstein series
Eisθ(g,Ψnew) =
∑
γ∈B(Q)\G(Q)
Ψnew,θ(γg)
for Re(z)≫ 0 and use analytic continuation to deduce the result for all z for which
the integral converges.
Following [40] §4.5 we use a refinement of the Bruhat decomposition choosing
representatives for B(Q)\G(Q) according to the orbits of the T (Q)-action:
G(Q) = B(Q)
(
1 0
0 1
)
∪B(Q)w0 ∪B(Q)
(
1 0
1 1
)
T1(Q),
where T1(Q) =
{(
1 0
0 b
)
: b ∈ F ∗
}
. If we decompose the integral according to this
sum, the integral over the first two summands vanishes, since ωz(gfb∞, φ,Ψnew,θ) =
Ψnew,θf (gf )ω∞(b∞) is zero along H (here we factor (3) as ωz(g, φ,Ψ) = ω∞(g∞) ·
Ψ(gf)). We would like to write the remaining term as
∫
A∗F
θm′,n′(x)Ψ
new,θ(
(
1 0
1 1
)(
1 0
0 xf
)
)·
〈
Qm′,n′ , ω∞(
(
1 0
1 1
)(
1 0
0 x∞
)
)(
H
2
)
〉
d∗x.
This step is justified if the latter integral converges absolutely. Since the integrand
decomposes by definition as a product of local functions, the integral can be written
as a product of local integrals:
∏
v∤∞
∫
F∗v
θm′,n′(xv)Ψ
new,θ
v (
(
1 0
1 1
)(
1 0
0 xv
)
)d∗xv
×
∫
F∗
∞
〈
Qm′,n′ , ω∞(
(
1 0
1 1
)(
1 0
0 x∞
)
)(
H
2
)
〉
d∗x∞.
For each finite place v we define integers r = rv, s = sv byP
r
v‖M1 andPsv‖M1M2.
We will treat the local integrals according to the following cases:
(1) v finite place, v /∈ T , both φi unramified, i.e., r = s = 0
(2) v finite place, φ1 ramified, φ2 unramfied, i.e., r = s > 0
(3) v finite place, φ1 unramified, φ2 ramified, i.e., r = 0, s > 0
(4) v finite place, r > 0 and s− r > 0
(5) v ∈ T
(6) v archimedean
Before we start, we work out the Iwasawa decomposition of our argument at the
finite places:
(
1 0
1 1
)(
1 0
0 xv
)
=
(
1 0
1 xv
)
=

(
xv 1
0 1
)(
0 −1
1 xv
)
if ordv(xv) ≥ 0,(
1 0
0 xv
)(
1 0
x−1v 1
)
if ordv(xv) < 0.
We decompose F ∗v into a disjoint union of π
t
vO∗Fv for t ∈ Z.
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In case (1), the integrand over πtvO∗v is{
(φ1θm′,n′)
t
v(πv)|πv |tz/2v if t ≥ 0,
(φ2θm′,n′)
t
v(πv)|πv |−tz/2v if t < 0.
The integral therefore is given by two infinite sums, and since the infinity type
of φ1θm′,n′ is z
1+m−m′z−n
′
, and that of φ−12 θ
−1
m′,n′ is z
1+m′zn
′−n it converges for
Re(z) > n′ − (m−m′ + 1) and Re(z) > (n− n′)− (m′ + 1)
and the value is
1
1− (φ1,vθm′,n′,v)(πv)Nm(Pv)−z/2
+
(φ2,vθm′,n′,v)
−1(πv)Nm(Pv)−z/2
1− (φ2,vθm′,n′,v)−1(πv)Nm(Pv)−z/2
=
Lv(
z
2 , φ1θm′,n′)Lv(
z
2 , (φ2θm′,n′)
−1)
Lv(z, φ1/φ2)
.
In case (2), the definition of the newvector Ψnewv shows that the integrand is
non-zero only over πtvO∗v with t ≤ −r. The integral therefore is given by∑
t≥r
(φ2,vθm′,n′,v)
−t(πv)|πv |tz/2v =
= (φ2,vθm′,n′,v)
−r(πv)Nm(Pv)−rz/2 · Lv( z2 , (φ2θm′,n′)−1).
For case (3) we only get a non-zero contribution for ordv(xv) ≥ 0. Since for such
xv,
(
1 0
1 xv
)
=
(
xv ∗
0 1
)(
1 0
1 1
)
k with k ∈ K1(Psv), the integral equals∑
t≥0
(φ1,vθm′,n′,v)
t(πv)|πv|tz/2v = Lv(
z
2
, φ1θm′,n′).
In case (4), Ψv is non-zero only on
[(
1 0
πrv 1
)]
∈ B(Fv)\GL2(Fv)/K1(Psv). This
means we have to have ordv(xv) = −r exactly. If xv = ǫπ−rv with ǫ ∈ O∗v we have(
1 0
0 xv
)(
1 0
x−1v 1
)
=
(
1 0
0 ǫπ−rv
)(
1 0
ǫ−1πrv 1
)
=
(
1 0
0 ǫπ−rv
)
·
(
1 0
0 ǫ−1
)(
1 0
πrv 1
)(
1 0
0 ǫ
)
=
(
1 0
0 π−rv
)(
1 0
πrv 1
)(
1 0
0 ǫ
)
.
The integral therefore is given by∫
O∗v
(φ2,vθm′,n′,v)
−r(πv)|πv|rz/2v d∗ǫ = (φ2,vθm′,n′,v)−r(πv)Nm(Pv)−rz/2.
Case (5): For v ∈ T Lemma 17 implies that the local factor is given by
θ−1m′,n′,v(−1)(φ2/φ1)(Nv)Nm(Nv)zL−1v (z, φ1/φ2)
∫
F∗v
Ψnew(φ1,φ2)|α|z/2θ(
(
1 0
1 xv
)
)d∗xv.
Proceeding as in case (4) and taking the normalization of the local measures into
account we obtain
θ−1m′,n′,v(−1)L−1v (z, φ1/φ2) · (φ1θm′,n′)−1v (N)Nm(Nv)z/2 ·#(Ov/Nv)∗.
DENOMINATORS OF EISENSTEIN COHOMOLOGY CLASSES 27
In Case (6) the archimedean factor is
i
8π
∫
C∗
um−m
′+kun−n
′+ℓ
〈
Qm′,n′ , ω∞(
(
1 0
1 u
)
)(H)
〉
du ∧ du
uu
.
Here we denote (φ∞|α|z/2∞ )(b∞)k−1∞ .Sˇ+ by ω∞(b∞k∞), so
ω∞(b∞k∞)(H) = ((φ1,∞, φ2,∞)|α|z/2∞ )(b∞)Sˇ+(Ad(k∞)(H)) ⊗ k−1∞ .Y mX
n
.
Our calculation of this factor essentially follows the one in [40] pp.111-113. One
first obtains the Iwasawa decomposition(
1 0
1 u
)
=
( u√
1+uu
1√
1+uu
0
√
1 + uu
)( u√
1+uu
− 1√
1+uu
1√
1+uu
u√
1+uu
)
.
We therefore get
(φ∞|α|z/2∞ )(
( u√
1+uu
1√
1+uu
0
√
1 + uu
)
) = u1−ku−n−ℓ|u|z/2∞
√
1 + uu
n−m−2−2z
Checking the action of K∞ on the Lie algebra, we have
Sˇ+(
(
u√
1+uu
− 1√
1+uu
1√
1+uu
u√
1+uu
)
.H) =
2u
1 + uu
.
Lastly, we calculate〈
Qm′,n′ , k
−1
∞ .Y
mX
n
〉
= (−1)m−m′um−m′+n′√1 + uu−m−n.
Together this gives〈
Qm′,n′ , ω∞(
(
1 0
1 u
)
)(H)
〉
= 2(−1)m−m′ (uu)
z/2+1um−m
′−n+n′
ukuℓ(1 + uu)z+2+m
.
This gives rise to Beta-Function integrals, which converge for
Re(z/2) > −(m−m′ + 1),−(m′ + 1).
The archimedean integral therefore contributes
(−1)m−m′ i
4π
∫
C∗
(uu)z/2+1+m−m
′
(1 + uu)z+2+m
du ∧ du
uu
=
(−1)m−m′
2
Γ(z/2 +m−m′ + 1)Γ(z/2 +m′ + 1)
Γ(z +m+ 2)
.
The preceding analysis shows that all the local integrals converge absolutely
for Re(z) ≫ 0 and that their product exists so the integral over A∗F converges
absolutely.
To conclude the proof of the proposition by meromorphic continuation it suffices
to prove that for any ξ ∈ G(Af )∫
σξ⊗Qm′,n′
Eis(Ψnew,θ) =
∫ ∞
0
θm′,n′,∞(t)
〈
Qm′,n′ ,Eis(
(
1 0
0 ξt
)
,Ψnew,θ
φ|α|z/2)(
H
2
)
〉
dt
t
converges to a meromorphic function in z. The following argument is adapted from
[51] Proposition 3.5 and [58] Proposition 2.4.
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Recall that Eis(Ψnew,θ
φ|α|z/2) = Eis(ωz(φ,Ψ
new,θ
φ|α|z/2)). By picking out the
Hˇ
2 ⊗Q∨m′,n′ -
component the integrand equals
tm−m
′+n−n′+k+ℓEis(f(m′, n′,Ψnew,θ
φ|α|z/2)(
(
1 0
0 ξt
)
),
where
f(m′, n′,Ψnew,θ
φ|α|z/2) ∈ V
Kθf
φ|α|z/2 ⊗M
m,n
C
is given by
(b∞k∞, gf ) 7→ φ∞(b∞)f˜(m′, n′, k∞)Ψnew,θφ|α|z/2(gf)
for a smooth function f˜(m′, n′, ·) : K∞ → C∗.
For c > 0 let now
Ic(z) :=
∫ c
1/c
θm′,n′,∞(t)Eis(f(m′, n′,Ψ
new,θ
φ|α|z/2)(
(
1 0
0 ξt
)
)
dt
t
.
Since the Eisenstein series has a meromorphic continuation to all z ∈ C this is
a meromorphic function for any c > 0. It suffices therefore to show that Ic(z)
converges locally uniformly for all z as c→∞.
Put Ez(g) = Eis(f(m
′, n′,Ψnew,θ
φ|α|z/2)(g). One checks that the constant term
res(Ez)(g) vanishes for g =
(
1 0
0 ξt
)
and g =
(
ξ 0
0 t
)
w0. It follows that
Ic(z) = I
1
c (z) + I
2
c (z),
where
I1c (z) =
∫ 1
1/c
tm−m
′+n−n′+k+ℓ
(
Ez(
(
1 0
0 ξt
)
)− res(Ez)(
(
1 0
0 ξt
)
)
)
dt
t
,
I2c (z) =
∫ 1
1/c
tm
′+n′+k+ℓ (Ez − res(Ez)) (
(
1 0
0 t
)(
ξ 0
0 1
)
w0)
dt
t
.
Standard growth estimates for automorphic forms on Siegel sets (see [42] Lemma
3.4, [50] §1.10, [30] I Lemma 10) imply that for any g ∈ G(A) and r ∈ R there
exists a constant C(g, r, z) > 0, locally uniform in z, such that
|Ez(
(
1 0
0 t
)
g)− res(Ez)(
(
1 0
0 t
)
g)| ≤ C(g, r, z)tr, 0 < t ≤ 1.
From this it follows that I1c (z) and I
2
c (z) converge absolutely and locally uniformly
for all z as c → ∞. The limits therefore define meromorphic functions in z, as
claimed above.

Corollary 19. For n − 1 < m′ + n′ < m + 1, I(φ, θ,Ψnew, z) converges at z = 0
and we get I(φ, θ,Ψtwistφf , 0) =∑
[ξ]∈π0(Kθf )
θm′,n′(ξ)
∫
σξ⊗Qm′,n′
Eisθ(Ψtwistφf ) =
=
L(0, φ1θm′,n′)L(0, φ
−1
2 θ
−1
m′,n′)
L(0, χ)
· Γ(m−m
′ + 1)Γ(m′ + 1)
Γ(m+ 2)
· C(M1, S,N),
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where
C(M1, S,N) =
(−1)n−n′+k+ℓ
2
(θm′,n′φ2)
−1(M1N) · χ−1(N)#(O/N)∗·
·
∏
v∈S
(µ−12,v(−1)χ−1(Prvv )).

5. Bounding the denominator
After interpreting the toroidal integral as a cohomological pairing we combine
the calculation of Section 4 with results of Hida and Finis to bound the denominator
of the Eisenstein cohomology class. For this we need the existence of certain Hecke
characters which we construct in Section 5.2.
5.1. Interpretation of the toroidal integral as evaluation pairing. Let Fφ,θ
be the finite extension of Fφ adjoining the values of the finite part of θm′,n′ and the
L-values Lalg(0, φ1θm′,n′) and L
alg(0, φ−12 θ
−1
m′,n′) and denote its ring of integers by
Oφ,θ. It follows from Proposition 13 that [Eisθ(Ψtwistφf )] ∈ H1(SKθf , N˜∨Fφ,θ ). Let
SKθ
f
∼=
⊕
[ξ]∈π0(Kθf )
Γθξ\H3
for {[ξ]} a system of representatives of π0(Kθf ). Put
∂{0,∞},ξ := Γθξ,B\e(B) ∪ Γθξ,Bw0\e(Bw) ⊂ Γθξ\H3
and
∂{0,∞} =
⋃
ξ
∂{0,∞},ξ ⊂ ∂SKθf .
The relative cycles σξ ⊗Qm′,n′ we described in 4.1 give rise to classes in
H1(Γ
θ
ξ\H3, ∂{0,∞},ξ, j∗ξ N˜Oφ,θ).
The following Lemma shows that Eisθ(Ψtwistφf ) has vanishing constant terms at
the ∞- and 0-cusps of each connected component. Since for any automorphic form
f the function f − fP together with its derivatives is fast decreasing at P (see
[30] I Lemma 10) this implies that the cocycle gives rise to a differential form fast
decreasing at the ∞- and 0-cusps of each connected component. By Proposition 6
the cocycle Eisθ(Ψtwistφf ) therefore represents a relative cohomology class in⊕
[ξ]∈π0(Kθf )
H1(Γθξ\H3, ∂{0,∞},ξ, j∗ξ N˜∨C),
denoted by [Eisθ(Ψtwistφf )]rel, mapping to [Eis
θ(Ψtwistφf )] ∈ H1(SKθf , N˜∨Fφ,θ ). This al-
lows us to interpret the toroidal integral of the previous section as sum of evaluation
pairings for each connected component so that the value of the integral provides a
lower bound on the denominator of [Eisθ(Ψtwistφf )]rel (see Section 2.6 for properties
of the evaluation pairing).
Lemma 20. We have
[Eisθ(Ψtwistφf )]rel ∈ H1(SKθf , ∂{0,∞}, N˜∨Fφ,θ ).
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Proof. We claim that for P = B and P = Bw0
Eisθ(Ψtwistφf )P (g∞
(
1 0
0 ξ
)
) = 0
for all g∞ ∈ G∞ and all [ξ] ∈ π0(Kθf ). From the form of the constant term for
Eis(φ,Ψ0φf )B (see Proposition 10(a)) we deduce, by interchanging the finite sums
of the twists with the integral, that
Eisθ(Ψtwistφf )B = Eis
θ(ω0(φ,Ψ
twist
φf ))B = ω0(φ, (Ψ
twist
φ )
θ)+c(φ, 0)ω0(w0.φ, (Ψ
twist
w0.φ)
θ).
We need to show that (Ψtwist∗ )
θ vanishes on ηf
(
1 0
0 ξ
)
for η the identity matrix
and w0. Then vanishing for η equal to the identity matrix follows immediately from∑
x∈(Ov/Nv)∗ θ
−1
m′,n′,v(x) = 0 for the finite order character θm′,n′,v|O∗v by definition
of the conductor Nv. For η = w0 the vanishing follows from our definition of the
newvectors Ψnew∗ , of which Ψ
twist
∗ is a multiple, and from our choice of N coprime
to the conductors of the characters φ1 and φ2.
It remains to prove the rationality of [Eisθ(Ψtwistφf )]rel. For this we adapt an
argument in [51] Lemma 5.2. Put
ω = [Eisθ(Ψtwistφf )] and ωrel := [Eis
θ(Ψtwistφf )]rel.
Let
IT = {Tπv − φ2(πv)− φ1(πv)Nm(πv) : v /∈ S ∪ T, v ∤M}.
Then IT annihilates both ω and ωrel (cf. Lemma 9). Proposition 13 implies that
ω ∈ H1(SKθf , N˜∨Fφ,θ). Thus, using a dimension counting argument, ω is in the image
of
H1(SKθf , ∂{0,∞}, N˜
∨
Fφ,θ
)[IT ]→ H1(SKθf , N˜∨Fφ,θ )[IT ],
where ‘[IT ]’ denotes the subspaces annihilated by the elements in IT . Let c be an
element in the left hand side mapping to ω. Then c−ωrel ∈ H1(SKθf , ∂{0,∞}, N˜∨C)[IT ]
is in the image of H0(∂{0,∞}, N˜∨C). We recall the description of the boundary
cohomology as a G(Af )-module given by Harder:
H0(∂SKθf , M˜C)
∼=
⊕
µ:T (Q)\T (A)→C∗
V
Kθf
µ,C,
where in this case (degree 0) the sum is over characters µ = (µ1, µ2) with infinity
type (cf. [26] §3.5)
µ1,∞(z) = z−m−kz−n−ℓ and µ2,∞(z) = z−kz−ℓ.
By the Chebotarev density theorem we can find an inert prime q such that q ≡ 1
mod M1M2N. We claim that Tq = [K
θ
f
(
q 0
0 1
)
q
Kθf ] acts by a scalar factor on
H0(∂SKθf , M˜C). For this consider Ψ ∈ V
Kθf
µ,C for some µ as above. As in Lemma 9
we get
TqΨ = (µ2,q(q) + q
2µ1,q(q))Ψ.
By our assumption on q it therefore acts by qk+ℓ + q2 · qm+n+k+ℓ, independently
of µ. In particular, this also describes the action of Tq on H
0(∂{0,∞}, M˜C) ⊂
DENOMINATORS OF EISENSTEIN COHOMOLOGY CLASSES 31
H0(∂SKθf , M˜C). Comparing this with the fact that Tq acts on c−ωrel by q
m+k+ℓ+1+
q2 · qn+k+ℓ−1 shows that c− ωrel = 0. This proves the rationality of ωrel. 
The next lemma shows that the denominator of the relative Eisenstein cohomol-
ogy class bounds the denominator of the original Eisenstein cohomology class from
below.
Lemma 21. If p > m ≥ n then
δ([Eisθ(Ψtwistφf )]) ⊆ δ([Eisθ(Ψtwistφf )]rel).
Proof. Put ωrel = [Eis
θ(Ψtwistφf )]rel and ω = [Eis
θ(Ψtwistφf )]. Suppose a ∈ Oφ,θ is such
that
a · ω ∈ H1(SKθf , N˜∨Oφ,θ)free but a · ωrel /∈ H
1(SKθf , ∂{0,∞}, N˜
∨
Oφ,θ)free.
Let λ be a uniformizer ofOφ,θ andm ≥ 1 the smallest integer such that λmaωrel is in
the image of an element, say c, of H1(SKθf , ∂{0,∞}, N˜
∨
Oφ,θ). Then the image c of c in
H1(SKθf , ∂{0,∞}, N˜
∨
k ) (where k = Oφ,θ/λ) is nonzero, but its image in H1(SKθf , N˜∨k )
is zero. Therefore c is in the image of H0(∂{0,∞}, N˜∨k ). By Nakayama’s Lemma it
even has to be in the image of
H0(∂{0,∞}, N˜∨k )/H
0(∂{0,∞}, N˜∨Oφ,θ)⊗ k.
Note that this quotient is isomorphic to the λ-torsion of H1(∂{0,∞}, N˜∨Oφ,θ). Under
our assumptions p does not divide the level Kf (i.e., Kv = GL2(Ov) for v | p) so
Proposition 2.4.1 (ii) of [54] shows that if p > max{n, 3} then H1(∂{0,∞}, N˜∨Oφ,θ) is
torsion-free (the argument in [54] extends to our more general coefficient system).
This shows that c = 0, in contradiction to our assumption, so a cannot exist,
proving our Lemma. 
5.2. Construction of special Hecke characters. Recall that for a Hecke char-
acter λ : F ∗\A∗F → C∗ we defined λ∗(x) = λ−1(x)|x|. Following constructions by
Greenberg [20], Rohrlich [47], and Yang [59] we prove the following:
Lemma 22. (a) For F = Q(
√−1) or Q(√−3) there exists a Hecke character µ(1,0)
of infinity type z with conductor 2D such that (µ(1,0))∗ = µ(1,0).
(b) If F 6= Q(√−1),Q(√−3) then for any k > 0 there exists a Hecke character
µ(k,1−k) of infinity type zkz1−k such that (µ(k,1−k))∗ = µ(k,1−k) whose conductor is
given by {
D if dF odd,
2D if dF even.
Proof. For F = Q(
√−1) and Q(√−3) one can take the inverse of the Gro¨ssen-
characters associated to the elliptic curves y2 = x3+x (conductor 64) or y2 = x3+1
(conductor 36), respectively (for curves with minimal conductor divisible only by
ramified primes see [20] Lemma p.81). For F 6= Q(√−1),Q(√−3) we note that
Greenberg’s construction can be extended to k ≥ 1: Let p1, p2, . . . , pt be the rational
primes dividing the discriminant dF and let p1, p2, . . . , pt be the corresponding
primes of F . Since Nm(O∗pi) is of index 2 in Z∗pi one can define a character of
order 2 on Z∗pi with kernel containing Nm(O∗pi). Via the embedding of Z∗pi →֒ O∗pi
32 TOBIAS BERGER
this character can be extended to a character Ψi of O∗pi having finite order (can
choose order 2 unless pi = 2 and 4‖dF ). We can therefore define a continuous
homomorphism Ψ : C∗ ·∏vO∗v → C∗ so that Ψ(z) = zkz1−k for z ∈ C∗, Ψ|O∗pi = Ψi
for 1 ≤ i ≤ t, and Ψ is trivial on the other local units. Since −1 is the only non-
trivial unit and Ψ(−1) = 1 we can define Ψ to be trivial on F ∗. This character Ψ
can now be extended to a Hecke character µ(k,1−k) on A∗F .
We check that (µ(k,1−k))∗ = µ(k,1−k) by showing that µ(k,1−k)|A∗ = ωF/Q| · |A∗
for ωF/Q the quadratic character associated to F/Q (see [20] for a different proof):
Clearly (µ(k,1−k)| · |−1A )(t) = 1 for t ∈ R∗>0 and t ∈ Q∗, but
(µ(k,1−k)| · |−1A )(−1) = −1.
By construction it is also trivial on Nm(A∗F ).
At odd primes the conductor is clearly of index 1. For the calculation of the
conductor at the place dividing 2 (and the existence of characters with conductors
as claimed) see Rohrlich [47] (8 | dF ) and Yang [59] (4‖dF ). Note that we do not
take one of Yang’s characters with minimal conductor but one with index 4 at the
prime dividing 2. 
Remark 23. (1) We note that any algebraic Hecke character λ satisfying λ∗ = λ
is of the form µ(k,1−k) · ϑ for a finite order anticyclotomic character ϑ (i.e.,
such that ϑc = ϑ = ϑ−1) and that they satisfy λ|A∗ = ωF/Q| · |A∗ with
ωF/Q the quadratic character of Q
∗\A∗ associated to F/Q.
(2) More generally, for unitary Hecke characters λ satisfying λc = λ we have
λ|A∗ =
{
1 if λ∞(−1) = 1,
ωF/Q if λ∞(−1) = −1.
In addition, we note the existence of the following character (cf. [53] Lemme 2.5,
[11] Lemma II.1.4(ii)):
Lemma 24. Let q ≥ 5 be a rational prime and q a prime of F dividing q. Then
there exists a Hecke character with conductor q of infinity type z.
Proof. Since q ≥ 5, q separates the roots of unity and so the character is well-
defined on F ∗ · C∗U(q), where U(q) := {x ∈ Oˆ∗|x ≡ 1 mod qOˆ}. Since the ray
class group F ∗\A∗F,f/U(q) is finite we can extend trivially to a continuous character
on A∗F . 
5.3. Bounding the denominator. Because of Lemma 21 we now assume in ad-
dition that p > m. We are interested in bounding
δ([Eis(Ψ0φf )]) = {a ∈ Oφ : a · [Eis(Ψ0φf )] ∈ H1(SKSf , ˜(NOφ)∨)free}.
Observe that
δ([Eis(Ψ0φf )]) ⊆ δ([Eis(Ψtwistφf )]) ⊆ Oφ,
δ([Eis(Ψtwistφf )])Oφ,θ ⊆ δ([Eisθ(Ψtwistφf )]) ⊂ Oφ,θ,
and (by Lemma 21)
δ([Eisθ(Ψtwistφf )]) ⊆ δ([Eisθ(Ψtwistφf )]rel).
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In Section 5.1 we showed that the toroidal integral
I(φ, θ,Ψtwistφf , 0) =
∑
[ξ]∈π0(Kθf )
θm′,n′(ξ)
∫
σξ⊗Qm′,n′
Eisθ(Ψtwistφf )
gives the value of a sum of evaluation pairings between relative cohomology and
homology. The functoriality of these pairings implies that the denominator of
[Eisθ(Ψtwistφf )]rel is bounded below by the denominator of the integral. From Corol-
lary 19 we deduce that
I(φ, θ,Ψtwistφf , 0) =
Lalg(0, φ1θm′,n′)L
alg(0, (φ2θm′,n′)
−1)
Lalg(0, φ1/φ2)
· C(M1, S,N).
Since the conductors of φi and θm′,n′ and #(O/N)∗ are coprime to (p) one checks
using Lemma 2 that C(M1, S,N) ∈ O∗φ,θ. This shows that δ([Eisθ(Ψtwistφf )]rel) is
contained in the (possibly fractional) ideal(
Lalg(0, φ1/φ2)
Lalg(0, φ1θm′,n′)Lalg(0, (φ2θ)
−1
m′,n′)
)
Oφ,θ.
Proposition 25. If there exists a Hecke character θm′,n′ as in (6) such that
Lalg(0, φ1θm′,n′) and L
alg(0, (φ2θm′,n′)
−1) lie in O∗φ,θ then
δ([Eis(Ψ0φf )]) ⊆ Lalg(0, χ)Oφ
for χ = φ1/φ2.
We have at our disposal two results on the non-vanishing modulo p of Hecke
L-values as the Hecke character varies in an anticyclotomic Zq-extension for q 6= p:
Theorem 26 ((Finis [14] Thm. 1.1)). Let q be an odd prime split in F , distinct
from p. Consider Hecke characters λ of infinity type λ∞(z) = zaz1−a for a fixed
positive integer a with λ∗ = λ, conductor dividing ddF q∞ for some fixed d coprime
to (p), global root number W (λ) = 1, and such that no inert primes congruent to
−1 mod p divide the conductor of λ with multiplicity one. If a > 1 then assume p
splits in F . Then for all but finitely many such Hecke characters
Lalg(0, λ) is a p− adic unit.
Hida has proved a similar result:
Theorem 27 (([33] Theorem 4.3)). Assume p splits in F . Fix a character λ of
split conductor (i.e., such that the conductor is a product of primes split in F/Q)
coprime to p with infinity type λ∞(z) = za
(
z
z
)b
for a > 0 and b ≥ 0. Let q be a
split prime distinct from p and coprime to the conductor of λ. Then
Lalg(λϑ, 0) is a p− adic unit
for all but finitely many finite-order anticyclotomic characters ϑ of q-power con-
ductor.
Remark. We quoted above the cases of Finis’ Theorem when all but finitely many
L-values in the anticyclotomic tower are p-adic units; in general this is not true,
see [14] for the full statement. Finis also allows ramification at p. Hida’s Theorem
is actually valid for general CM-fields and also treats the case of non-split q.
We can show then, for example, the following:
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Theorem 28. If p > m is split in F and both φi have split conductor coprime to
(p), then
δ([Eis(Ψ0φf )]) ⊆ Lalg(0, χ)Oφ.
Proof. By Lemma 24 we can always find a character θm′,n′ of the correct infinity
type with split conductor N coprime to (pdF ) and the conductors of the φi such
that #(O/N)∗ is also coprime to (p). Applying Theorem 27 for both φ1θm′,n′ and
φ−12 θ
−1
m′,n′ there exists a split prime q 6= p coprime to the conductors of the φi with
q 6≡ 1 mod p and a finite order anticyclotomic character ϑ of q-power conductor
such that Lalg∗(0, φ1θm′,n′ϑ) and Lalg∗(0, (φ2θm′,n′ϑ)−1) both lie in O∗φ,θϑ and we
can apply Proposition 25 for this modified character θ′m′,n′ = θm′,n′ϑ. 
Remark. This is where our restriction to m ≥ n is needed so that the infinity types
of φ1θm′,n′ and φ
−1
2 θ
−1
m′,n′ satisfy the condition of Theorem 27. By using the p-
adic functional equation it might be possible to extend Hida’s result to a ≤ 1 and
b ≥ 1− a, which would remove this condition.
For finding congruences between the Eisenstein cohomology class, multiplied by
its denominator, and a cuspidal cohomology class, as described in the introduction,
we are interested in the case when the restriction of the Eisenstein class to the
boundary is integral. As described in Proposition 16 we know that this is the case
when m = n and χc = χ. The following theorem shows that in this situation there
exists (under some conditions on the conductor of χ) an Eisenstein cohomology
class with Lalg(0, χ) as lower bound on the denominator. Note that for m = n > 0
the results of Hida and Finis are applicable only for primes p split in F . Recall the
definition of the Gauss sum τ(χ˜) from Section 2.3.
Theorem 29. Let χ be a Hecke character of infinity type zm+2z−n for m ≥ n ∈
N≥0 with conductor M coprime to (p). Assume p > m and in addition that either
(i) p splits in F and χ has split conductor
or
(ii) m = n, (if m > 0 then also assume that p is split), χc = χ, no ramified
primes (or 2 if F = Q(
√−3)) divide M and no inert primes congruent to −1
mod p divide M with multiplicity one, and
ωF/Q(M)
τ(χ˜)√
Nm(M)
= 1.
Then there exists a character φ = (φ1, φ2) with χ = φ1/φ2 such that the conduc-
tor of φ1 is coprime to (p)M and
δ([Eis(Ψ0(φ1,φ2)f )]) ⊆ (Lalg(0, χ)).
Proof. Part (i) follows directly from Theorem 28 and Lemma 24. For (ii) we choose
m′ = m and n′ = 0 (so that the toroidal integral converges) and k = 0, ℓ = −m.
This means that θm′,n′ has to be a finite order character and φ1 should have infinity
type z. For suitable φ1 and φ2 we want to apply Theorem 26 to find a finite
order anticyclotomic θm′,n′ of q-power conductor, q 6= p split prime coprime to
the conductors of the φi and q 6≡ 1 mod p, such that both Lalg(0, φ1θm′,n′) and
Lalg(0, (φ2θm′,n′)
−1) lie in O∗φθ and such that
(7) W (φ1θm′,n′) =W ((φ2θm′,n′)
−1) = 1.
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The characters φi must satisfy the conditions on the conductor imposed in Theorem
26 and φ∗1 = φ1, φ
−1
2 = (φ
−1
2 )
∗.
Furthermore, (7) imposes a condition on the root numbers of the φi as we will
now show: Let λ be any Hecke character satisfying λ∗ = λ with conductor fλ and ϑ
a finite order anticyclotomic character with conductor Qn for Q ∈ Z prime, Q 6= 2
and coprime to fλ. Since fλ = fλ we get ϑ(fλ) = ±1, but by assumption ϑ has only
Q-power roots of unity as values, so ϑ(fλ) = 1. Also it is known thatW (ϑ) = 1 (see,
for example, [19] p. 247 and [16]). By Remark 23 we know λ˜(Qn) = ωF/Q(Q
n) for
λ˜ = λ/|λ|. Proposition 1 therefore shows that
(8) W (λϑ) =W (λ)W (ϑ)λ˜(Qn)ϑ(fλ) =W (λ)ωF/Q(Q
n).
This implies that we need W (φ1) = W (φ
−1
2 ) = 1 to be able to satisfy (7) because
we are considering Q = q split.
We now define φ1: By possibly twisting µ
(1,0) from Lemma 22 by a finite order
anticyclotomic character ϑ with suitable inert conductor we can always ensure by
(8) that the resulting character, which we take as φ1, satisfies φ
∗
1 = φ1, φ1,∞(z) = z,
W (φ1) = 1, and cond(φ1) = rD, for r ∈ Z coprime to pM and such that no inert
prime ≡ −1 mod p divides r with multiplicity one.
One checks that under our assumptions χc = χ and m = n the character φ−12 =
χ/φ1 satisfies (φ
−1
2 )
∗ = φ−12 . From the definition in Section 2.3 we deduce that
W (χ) = − τ(χ˜)√
Nm(M)
χ˜(D−1). Now applying Proposition 1 we calculate that
W (φ−12 ) =W (φ
−1
1 χ) = −W (φ−11 )W (χ)ωF/Q(M)χ˜(rD)
assumption
= W (φ−11 ) =W (φ1),
as desired. Here we use again Remark 23 (φ˜1|A∗ = ωF/Q and χ˜|A∗ ≡ 1), and
the last equality holds because φc1 = φ1. By Theorem 26 there exists now some
finite order character θm′,n′ such that L
alg(0, φ1θm′,n′) and L
alg(0, (φ2θm′,n′)
−1) are
simultaneously p-adic units. 
Remark. The condition ωF/Q(M)
τ(χ˜)√
Nm(M)
= 1 is satisfied, for example, by every-
where unramified characters, so the theorem holds for any split or inert prime p
and unramified χ with infinity type z2.
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