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Abstract
We study the Cauchy Problem for a hyperbolic system with multiple characteristics and
non-smooth coefﬁcients depending on time. We prove in particular that, if the leading
coefﬁcients are a-Ho¨lder continuous, and the system has size mp3; then the Problem is well
posed in each Gevrey class of exponent so1þ a=m:
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1. Introduction
We consider the Cauchy problem, on ½0; T   Rx; for the system
@tU ¼ AðtÞ@xU þ BðtÞU ;
Uð0; xÞ ¼ U0ðxÞ;

ð1Þ
where UACm; AðtÞ is an m  m matrix with real eigenvalues fl1ðtÞ;y; lmðtÞg: We
say that (1) is well posed in a class X of functions on Rx; when, for all U0AXm; it
admits a unique solution UAC1ð½0; T ;XmÞ:
If the entries of AðtÞ are sufﬁciently smooth functions of t (e.g., of class C2), we
know by Bronshtein [1] and Kajitani [9] (see also [5]) that (1) is well posed in the
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Gevrey class gs ¼ gsðRxÞ provided
1oso1þ 1
m  1:
When the leading coefﬁcients are only Ho¨lder continuous, i.e., AðtÞAC0;a for some
ap1; we expect a similar conclusion with 1oso%s; for some smaller bound %s ¼
%sðm; aÞ: The ﬁrst result in this direction, due to Colombini et al. [4], was concerned
with the scalar equation
@2t u ¼ aðtÞ@2xu þ bðtÞ@xu; aðtÞX0; aðtÞAC0;a;
for which the gs well-posedness for so1þ a=2 was proved. This upper bound is
sharp.
Subsequently, such a result was extended by Nishitani [11] to the second-order
equations with coefﬁcients also depending on x; and, ﬁnally, by Ohya and Tarama
[12] to any scalar equation of order m: In the last case, the range of s for gs well-
posedness is
1oso1þ a
m
:
The purpose of this paper is to investigate the vector case, and prove that the same
range of well-posedness holds for any m  m system (1), at least for mp3:
Theorem 1. Let m ¼ 2; 3: Assume that AðtÞ is hyperbolic, i.e., has real eigenvalues
ljðtÞ, and AðtÞAC0;að½0; T Þ; BðtÞAC0ð½0; T Þ: Therefore, (1) is well posed in gs for all
so1þ a=m; more precisely for
1oso1þ a
r
ðr ¼ 2; 3Þ;
where r is the maximum multiplicity of the ljðtÞ:
If r ¼ 1; i.e., in the strictly hyperbolic case, we have gs well-posedness for
1oso 1
1 a:
It should be mentioned that case r ¼ 1 was already proved by Jannelli [6] in full
generality, i.e., for a differential system with arbitrary size and x-depending
coefﬁcients, and then extended by Cicognani [2] to pseudodifferential systems. We
also recall that Kajitani [10] (cf. Yuzawa [13]) proved the gs well-posedness for any
size m; but with a smaller range of s than in Theorem 1:
1oso1þminfa=ðr þ 1Þ; ð2 aÞ=ð2r  1Þg:
In this paper we also prove a result of well-posedness for a special class of systems
with arbitrary size m: systems (1) where the square of the matrix AðtÞ is Hermitian.
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Note that, if AðtÞ is Hermitian, then (1) is a symmetric system, hence the Cauchy
Problem is well posed in CN no matter how regular the coefﬁcients are. However, A2
may be Hermitian even if A is not; for instance, A2 is Hermitian for any 2 2
hyperbolic matrix A with trace zero.
Theorem 2. If AðtÞ is hyperbolic, AðtÞAC0;að½0; T Þ; BðtÞAC0ð½0; T Þ; and
AðtÞ2 is Hermitian; ð2Þ
then (1) is well posed in gs for
1oso1þ a
2
:
If, in addition, l1ðtÞ2 þ?þ lmðtÞ2a0 for all t; then (1) is well posed for
1oso 1
1 a:
Remark 1. By (2), the condition
P
ljðtÞ2a0 is equivalent to AðtÞ2a0:
Remark 2. Case m ¼ 2 of Theorem 1 can be easily derived from Theorem 2: indeed,
it is not restrictive to assume that the 2 2 matrix AðtÞ has trace zero (see Section 2),
which implies that AðtÞ2 is Hermitian. Case m ¼ 2 of Theorem 1 is also a special case
of case m ¼ 3; indeed, any 2 2 system can be viewed as a 3 3 system with
maximum multiplicity rp2: However, we prefer to give here a direct proof of
Theorem 1 even for m ¼ 2:
Remark 3. The conclusions of Theorems 1 and 2 can easily be extended to spatial
dimension nX2: Here, for the sake of simplicity, we shall consider only the one-
dimensional case.
Our proof of Theorem 1 is rather elementary, relying on an appropriate choice of
the energy function. To deﬁne such an energy, we suitably approximate the
characteristic invariants of AðtÞ and apply the Hamilton–Cayley equation. Due to its
simplicity, case m ¼ 2 will be treated in a direct way (see Section 3 ), while case m ¼ 3
(see Section 5) can be better understood in the framework of quasi-symmetrizers
introduced in [5] (see also [7,8]).
2. Preliminaries
In order to prove Theorem 1, we can assume that the matrix AðtÞ satisﬁes
trðAðtÞÞ ¼ 0; 8tA½0; T : ð3Þ
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Indeed, if we put Uðt; xÞ ¼ eUðt; x þ R t0 trðAðtÞÞ dt=mÞ; we can reduce (1) to
@t eU ¼ eAðtÞ@x eU þ BðtÞ eU ;eUð0; xÞ ¼ U0ðxÞ;
(
where the matrix eAðtÞ  AðtÞ  ftrðAðtÞÞ=mgI is traceless. Note that, if eU belongs to
C1ð½0; T ; ½gsmÞ; then also UAC1ð½0; T ; ½gsmÞ:
By a standard argument based on Holmgren uniqueness theorem and on Paley–
Wiener theorem (see for instance [4] or [3]), the gs well-posedness of (1) follows from
the a priori estimate in bgs of bUðt; xÞ; the Fourier transform w.r. to x of a smooth
solution Uðt; xÞ with compact support in Rx for each t:
Now, by Fourier transform (1) yields
V 0 ¼ ixAðtÞV þ BðtÞV ;
Vð0; xÞ ¼ V0ðxÞ;

ð4Þ
where V ¼ Uˆðt; xÞ; and a compactly supported function f ðxÞ belongs to gsðRÞ if and
only if, for some C; d40; one has
j bf ðxÞjpCedjxj1=s for jxjX1:
Thus, to conclude that Uðt; xÞAC1ð½0; T ; ðgsÞmÞ for all sos; it will be sufﬁcient to
prove that there are some n and C for which
jVðt; xÞjpjxjnjV0ðxÞjeCjxj
1=s
for jxjX1: ð5Þ
Given a non-negative function jACN0 ðRÞ with
RN
N jðtÞ dt ¼ 1; and 0oep1; we
extend AðtÞ as a Ho¨lder function on all of R, constant outside of 0; T ½; and deﬁne
the molliﬁed matrix
AeðtÞ ¼
Z N
N
Aðt  etÞjðtÞ dt: ð6Þ
Since AðtÞAC0;a; we can ﬁnd a constant M for which
jjAeðtÞjjpM; jjAe0ðtÞjjpMea1; jjAeðtÞ  AðtÞjjpMea; ð7Þ
for all tA½0; T ; where jj  jj denotes the matrix norm.
3. Proof of Theorem 1 in case m ¼ 2
For the sake of brevity, we shall limit ourselves to assuming BðtÞ  0; the general
case requiring only minor changes. We put
hAðtÞ ¼ detðAðtÞÞ; hAeðtÞ ¼ detðAeðtÞÞ; heðtÞ ¼ RhAeðtÞ:
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Note that hAðtÞX0; by (3), whereas hAeðtÞ is only complex valued. The characteristic
equation and the Hamilton–Cayley equality have, respectively, the forms:
l2  hAðtÞ ¼ 0; AðtÞ2  hAðtÞI ¼ 0:
Since trðAeðtÞÞ ¼ trðAðtÞÞ ¼ 0; we also get
AeðtÞ2  hAeðtÞI ¼ 0: ð8Þ
From (7) we obtain, for possibly a larger constant M;
jhAe 0ðtÞjpMea1; jhAeðtÞ  hAðtÞjpMea;
hence
jhe0ðtÞjpMea1; jheðtÞ  hAðtÞjpMea; jIhAeðtÞjpMea: ð9Þ
Now, having ﬁxed a constant M which fulﬁlls (7) and (9), we deﬁne, for any
solution Vðt; xÞ of (4) and for any e; the energy
Eðt; xÞ ¼ jAeðtÞV j2 þ fheðtÞ þ 2MeagjV j2: ð10Þ
From (9) we have, observing that hAðtÞXc40 in the strictly hyperbolic case,
heðtÞ þ 2MeaXhAðtÞ þ MeaX
c if r ¼ 1;
Mea if r ¼ 2;

hence
CðMÞjV j2XEðt; xÞX jAeðtÞV j
2 þ cjV j2 if r ¼ 1;
jAeðtÞV j2 þ MeajV j2 if r ¼ 2:
(
ð11Þ
Differentiating the energy w.r.t. time, and using (4), we ﬁnd the equality
E0ðt; xÞ ¼ 2RðAeV 0; AeVÞ þ 2RðAe0V ; AeVÞ þ he0jV j2 þ 2fhe þ 2MeagRðV 0; VÞ
¼  2xIðA2eV ; AeVÞ  2xIðAefA  AegV ; AeVÞ þ 2RðAe0V ; AeVÞ þ he0jV j2
 2fhe þ 2MeagxIðAeV ; VÞ  2fhe þ 2MeagxIðfA  AegV ; VÞ
 I1 þ I2 þ I3 þ I4 þ I5 þ I6:
Recalling that RhAe ¼ he we see, by (8), that
IðA2eV ; AeVÞ ¼ heIðV ; AeVÞ þ IhAeRðV ; AeVÞ;
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hence, by (7) and (10), we ﬁnd
I1 þ I5 ¼  2xIhAeRðV ; AeVÞ  4MeaxIðAeV ; VÞp6MeajxjjV jjAeV j;
I2p 2jxj jjAejj jjA  Aejj jV j jAeV jp2M2eajxjjV jjAeV j;
I3p 2jjAe0jj jV j jAeV jp2Mea1jV j jAeV j;
I4p jhe0j jV j2pMea1jV j2;
I6p 2jxj jjA  Aejjfhe þ 2MeagjV j2p2MeajxjEðt; xÞ:
Thus, choosing
e ¼ jxj
1 if r ¼ 1;
jxj1=ð1þa=2Þ if r ¼ 2;
(
and recalling (11), we ﬁnd a constant C ¼ CðMÞ such that, for all jxjX1;
E0ðt; xÞp CEðt; xÞfe
ajxj þ ea1gp2CEðt; xÞjxj1a if r ¼ 1;
CEðt; xÞfea=2jxj þ e1gp2CEðt; xÞjxj1=ð1þa=2Þ if r ¼ 2:
(
Gronwall’s inequality and (11) yield estimate (5) with s ¼ 1=ð1 aÞ or s ¼ 1þ a=2;
respectively. This concludes the proof of Theorem 1 for m ¼ 2:
4. Proof of Theorem 2
Theorem 2 can be proved in a similar way to Theorem 1 for m ¼ 2; but we do not
need to suppose (3). We still assume B  0:
Let us ﬁrst observe that jjA2e  A2jjpðjjAejj þ jjAjjÞjjAe  Ajj; thus recalling that
A2 ¼ ðA2Þ; we can choose a constant M large enough to satisfy, besides (7),
jjAeðtÞ2  AðtÞ2jjpMea; jjAeðtÞ2  ðAeðtÞ2ÞjjpMea: ð12Þ
Then we deﬁne, instead of (10), the following energy:
Eðt; xÞ ¼ jAeðtÞV j2 þ RðfAeðtÞ2 þ 2MeagV ; VÞ:
By the ﬁrst inequality in (12) we derive
RðfAeðtÞ2 þ 2MeagV ; VÞXðAðtÞ2V ; VÞ þ MeajV j2:
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But the Hermitian matrix A2 has eigenvalues l2jX0; hence we see that ðA2V ; VÞX0;
while ðA2V ; VÞjV j2Xc40 when l2l þ?þ l2ma0: Thus, we obtain the estimates
CðMÞjV j2XEðt; xÞX jAeðtÞV j
2 þ cjV j2 if l21 þ?þ l2ma0;
jAeðtÞV j2 þ MeajV j2 if l21 þ?þ l2mX0:
(
ð13Þ
We differentiate the energy and use (2) and (4) to get the equality
E0ðt; xÞ ¼ 2RðAeV 0; AeVÞ þ 2RðAe0V ; AeVÞ þ RðfA2eg0V ; VÞ
þ RðfA2e þ A2

e þ 4MeagV 0; VÞ
¼  2xIðA2eV ; AeVÞ
 2xIðAefA  AegV ; AeVÞ þ 2RðAe0V ; AeVÞ þ RðfA2eg0V ; VÞ
 xIðfA2e þ A2

e þ 4MeagAeV ; VÞ  xIðfA2e þ A2

e þ 4MeagðA  AeÞV ; VÞ
 I1 þ I2 þ I3 þ I4 þ I5 þ I6:
Using (7) and the second inequality in (12), we ﬁnd a constant C ¼ CðMÞ for
which
I1 þ I5 ¼  xI½2ðA2eV ; AeVÞ þ ðfA2e þ A2

e gAeV ; VÞ  4MeaxIðAeV ; VÞ
¼  xI½ðfA2e  A2

e gV ; AeVÞ  4MeaxIðAeV ; VÞpCeajxjjV jjAeV j;
I2pCeajxjjV jjAeV j; I3pCea1jV jjAeV j; I4pCea1jV j2;
I6p jxj jjA2e þ A2

e þ 4Meajj1=2jjA  Aejj jV j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2EðtÞ
p
pCeajxj jV j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EðtÞ
p
:
Note that, to estimate I6; we have applied the Schwarz’s inequality for the scalar
product ðTV ; VÞ where T  T ¼ A2e þ A2

e þ 4MeaX0; to get
jðTSV ; VÞjpðTSV ; SVÞ1=2ðTV ; VÞ1=2pjjT jj1=2jjSjjjV jðTV ; VÞ1=2;
where S ¼ A  Ae: Also note that EðtÞ ¼ jAeV j2 þ ðTV ; VÞ=2:
In conclusion, recalling (13) and choosing
e ¼ jxj
1 if l21 þ?þ l2ma0;
jxj1=ð1þa=2Þ if l21 þ?þ l2mX0;
(
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we obtain the following estimate for jxjX1:
E0ðt; xÞp CEðt; xÞ½e
ajxj þ ea1p2CEðt; xÞjxj1a if l21 þ?þ l2ma0;
CEðt; xÞ½ea=2jxj þ e1p2CEðt; xÞjxj1=ð1þa=2Þ if l21 þ?þ l2mX0:
(
This yields (5) with s ¼ 1=ð1 aÞ; or s ¼ 1þ a=2; respectively. Hence, the
conclusion of Theorem 2 follows.
5. Proof of Theorem 1 in case m ¼ 3
We now deﬁne
hAðtÞ ¼ det ðAðtÞÞ ¼ l1ðtÞl2ðtÞl3ðtÞ;
kAðtÞ ¼
X
1pi;jp3
faijðtÞajiðtÞ  aiiðtÞajjðtÞg ¼ 1
2
X3
j¼1
ljðtÞ2;
thus, by (3), the characteristic equation and the Hamilton–Cayley equality are
l3  kAðtÞl hAðtÞ ¼ 0; AðtÞ3  kAðtÞAðtÞ  hAðtÞI ¼ 0:
By the assumption of hyperbolicity, we see that kAðtÞ is a non-negative function, and,
in particular, kAðtÞXc40 when rp2: Moreover we have
WAðtÞ 
Y
1piojp3
ðliðtÞ  ljðtÞÞ2 ¼ 4kAðtÞ3  27hAðtÞ2X0:
Since trðAeðtÞÞ ¼ trðAðtÞÞ ¼ 0; the regularized matrix (6) satisﬁes the equality
AeðtÞ3  kAeðtÞAeðtÞ  hAeðtÞI ¼ 0: ð14Þ
However, the eigenvalues of AeðtÞ may be non-real, thus kAeðtÞ and hAeðtÞ are
complex valued. To overcome this difﬁculty, we introduce the real functions
heðtÞ ¼ RhAeðtÞ; keðtÞ ¼ ffRkAeðtÞ þ Meag3=2 þ 12M3=2eag2=3: ð15Þ
Here M is a constant X1; which is chosen large enough to satisfy, besides (7), the
following inequalities on ½0; T :
jheðtÞ  hAðtÞjpMea; jIhAeðtÞjpMea; jhe0ðtÞjpMea1;
jkAeðtÞjpM; jkAeðtÞ  kAðtÞjpMea; jkAe 0ðtÞjpMea1;
(
ð16Þ
which imply, in particular,
jRkAe 0ðtÞjpMea1; jRkAeðtÞ  kAðtÞjpMea; jIkAeðtÞjpMea: ð17Þ
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We also deﬁne
WeðtÞ ¼ 4keðtÞ3  27heðtÞ2: ð18Þ
Next we show that WeðtÞX0; thus z3  keðtÞz þ heðtÞ is a hyperbolic polynomial,
and we also prove some crucial estimates on keðtÞ:
Lemma 1. There exist constants C ¼ CðMÞ and c40; such that
keðtÞX
c if r ¼ 1; 2;
Me2a=3 if r ¼ 3;

ð19Þ
jke0ðtÞjpCea1; jkeðtÞ  kAeðtÞjpCeakeðtÞ1=2; ð20Þ
WeðtÞX
c if r ¼ 1;
M3=2eakeðtÞ3=2 if r ¼ 2; 3:
(
ð21Þ
Moreover, we have
jheðtÞjp
ﬃﬃﬃﬃﬃ
4
27
r
keðtÞ3=2: ð22Þ
Proof. We write for brevity (15) in the form
keðtÞ ¼ fekeðtÞ3=2 þ 12M3=2eag2=3 where ekeðtÞ ¼ RkAeðtÞ þ Mea;
and observe that, by (17), we have
ekeðtÞ ¼ fRkAeðtÞ  kAðtÞg þ kAðtÞ þ MeaXkAðtÞX c if r ¼ 1; 2;
0 if r ¼ 3:

This yields (19). Let us now prove (20). From (15) and (17) it follows that
jke0j ¼ jeke0jek1=2e fek3=2e þ 12M3=2eag1=3pjeke0j ¼ jRkAe 0jpMea1:
Moreover we get, since keðtÞXekeðtÞ;
jke  ekej ¼ fk3=2e  ek 3=2e gfk3=2e þ ek 3=2e g
k2e þ keeke þ ek2e p12M
3=2ea  2k3=2e
k2e
¼ 24M3=2eak1=2e ;
and hence, using again (17),
jke  kAe jpjkeðtÞ  ekeðtÞj þ jekeðtÞ  RkAeðtÞj þ jIkAeðtÞjpCeak1=2e :
This completes the proof of (20).
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To prove (21), we ﬁrst derive the following estimate by (16) and (17), recalling thatekeðtÞXkAðtÞ; ep1;
jek3=2e  k3=2A j ¼ jeke  kAjeke þ ek1=2e k1=2A þ kAek1=2e þ k1=2A
p fjRkAe  kAj þ Meag
3ekeek1=2e
p 2Mea3ek1=2e p2Mea3ðjRkAe j þ MeaÞ1=2
p 6
ﬃﬃﬃ
2
p
M3=2ea; ð23Þ
Then, we write
We ¼ 4f2k3=2e þ
ﬃﬃﬃﬃﬃ
27
p
hegf2k3=2e 
ﬃﬃﬃﬃﬃ
27
p
heg: ð24Þ
We know that
f2k3=2A þ
ﬃﬃﬃﬃﬃ
27
p
hAgf2k3=2A 
ﬃﬃﬃﬃﬃ
27
p
hAg ¼WAðtÞX0 and kAðtÞX0;
thus
f2kAðtÞ3=27
ﬃﬃﬃﬃﬃ
27
p
hAðtÞgX0: ð25Þ
For each ﬁxed tA½0; T ; we have either heðtÞX0 or heðtÞp0: In the ﬁrst case, we have
f2keðtÞ3=2 þ
ﬃﬃﬃﬃﬃ
27
p
heðtÞgXkeðtÞ3=2; while, by (16), (23) and (25), we obtain
f2keðtÞ3=2 
ﬃﬃﬃ
2
p
7heðtÞg
¼ 24M3=2ea þ f2ek3=2e  ﬃﬃﬃﬃﬃ27p heg
¼ 24M3=2ea þ 2fek3=2e  k3=2A g þ f2k3=2A  ﬃﬃﬃﬃﬃ27p hAg þ ﬃﬃﬃﬃﬃ27p ðhA  heÞ
X24M3=2ea  2jek 3=2e  k3=2A j þ f2k3=2A  ﬃﬃﬃﬃﬃ27p hAg  ﬃﬃﬃﬃﬃ27p jhA  hej
X½24 12
ﬃﬃﬃ
2
p

ﬃﬃﬃﬃﬃ
27
p
M3=2ea þ f2k3=2A 
ﬃﬃﬃﬃﬃ
27
p
hAg
XM3=2ea:
In the same way, when heðtÞp0 we obtain
f2k3=2e 
ﬃﬃﬃﬃﬃ
27
p
heðtÞgXkeðtÞ3=2; f2keðtÞ3=2 þ
ﬃﬃﬃﬃﬃ
27
p
heðtÞgXM3=2ea:
Thus, in both the cases we get by (24)
WeðtÞX4M3=2eakeðtÞ3=2:
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In the special case when r ¼ 1; the discriminantWAðtÞ is strictly positive, hence both
the inequalities in (25) are strict, and we conclude that WeðtÞXc40:
Finally, (22) follows directly from (21) and deﬁnition (18) of WeðtÞ: &
In the following lemma, we exhibit an exact (but possibly non-coercive)
symmetrizer QeðtÞ for the 3 3 Sylvester matrix whose characteristic polynomial
is the polynomial z3  keðtÞz þ heðtÞ: We also give a lower estimate for such a
symmetrizer QeðtÞ; which will be decisive in our proof.
Lemma 2. Let us define
Axe ðtÞ ¼
0 1 0
0 0 1
heðtÞ keðtÞ 0
0B@
1CA; QeðtÞ ¼ keðtÞ
2 3heðtÞ keðtÞ
3heðtÞ 2keðtÞ 0
keðtÞ 0 3
0B@
1CA: ð26Þ
Then, the matrix QeðtÞ is Hermitian and satisfies
QeðtÞAxe ðtÞ ¼ Axe ðtÞQeðtÞ: ð27Þ
ðQeðtÞW ; WÞXcjLeðtÞW j2 for all WAC3; c40; ð28Þ
where
LeðtÞ ¼WeðtÞ1=2
keðtÞ1=2 0 0
0 keðtÞ1 0
0 0 keðtÞ3=2
0B@
1CA:
Proof. Eq. (27) follows from deﬁnitions (26). Let us prove (28). Since
L1e ¼ ðL1e Þ ¼W1=2e
k
1=2
e 0 0
0 ke 0
0 0 k
3=2
e
0B@
1CA;
we have
ðL1e ÞQeL1e ¼
k3e
We
eQe; ð29Þ
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where
eQeðtÞ  ½eqijðtÞ1pi;jp3 ¼ 1 3hek
3=2
e 1
3hek
3=2
e 2 0
1 0 3
0B@
1CA:
Now, by (22) we see that jj eQeðtÞjjpC on ½0; T : Moreover, by (19) and (20), the
determinant and the minor determinants of eQeðtÞ satisfy
det eQeðtÞ ¼ 4 27h2e
k3e
¼We
k3e
40;
eq11ðtÞeq22ðtÞ  eq12ðtÞeq21ðtÞ ¼ 2 9h2e
k3e
¼ 2
3
þWe
3k3e
40; eq11ðtÞ ¼ 140:
This implies that the eigenvalues m1ðtÞ; m2ðtÞ; m3ðtÞ of eQeðtÞ are non-negative, and
thus we have, for fi; j; kg ¼ f1; 2; 3g;
miðtÞ ¼
miðtÞmjðtÞmkðtÞ
mjðtÞmkðtÞ
X
detð eQeðtÞÞ
jj eQeðtÞjj2 XcWeðtÞkeðtÞ3 ; c40:
Hence we get
ð eQeðtÞ eW ; eWÞXcWeðtÞ
keðtÞ3
j eW j2 for all eWAC3;
and consequently, taking eW ¼ LeðtÞW and recalling (29),
ðQeðtÞW ; WÞ ¼ keðtÞ
3
WeðtÞð
eQeðtÞ eW ; eWÞXcj eW j2 ¼ cjLeðtÞW j2: &
Lemma 2 also is applicable to 9 9 block-matrices whose blocks are 3 3
matrices of scalar type. Indeed, denoting by I the 3 3 identity matrix, we have:
Lemma 3. Let us define the 9 9 matrices
AeðtÞ ¼
0 I 0
0 0 I
heðtÞI keðtÞI 0
0B@
1CA; QeðtÞ ¼ keðtÞ
2
I 3heðtÞI keðtÞI
3heðtÞI 2keðtÞI 0
keðtÞI 0 3I
0B@
1CA: ð30Þ
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Therefore, QeðtÞ is Hermitian and satisfies
QeðtÞAeðtÞ ¼AeðtÞQeðtÞ; ð31Þ
ðQeðtÞW;WÞX cjLeðtÞWj2; 8 WAC9; c40; ð32Þ
where
LeðtÞ ¼WeðtÞ1=2
keðtÞ1=2I 0 0
0 keðtÞ1I 0
0 0 keðtÞ3=2I
0B@
1CA: ð33Þ
Proof. Since the 3 3 submatrices in AeðtÞ; QeðtÞ and LeðtÞ consist of the 3 3
identity matrix I ; (31) and (32) can be easily derived from (27) and (28),
respectively. &
Now, we transform the 3 3 system (4) into a 9 9 system whose principal part is
the block Sylvester matrix AeðtÞ of Lemma 3. We deduce from (4) that
(i) V 0 ¼ ixAV þ BV ¼ ixAeV þ ixðA  AeÞV þ BV ;
(ii) ðAeVÞ0 ¼ ixA2eV þ ixAeðA  AeÞV þ A0eV þ AeBV ;
(iii) ðA2eVÞ0 ¼ ixA3eV þ ixA2e ðA  AeÞV þ ðA2e Þ0V þ A2eBV
¼ ½ixheV þ ixkeAeV   xIhAeV þ ixðkAe  keÞAeV
þ ixA2e ðA  AeÞV þ ðA2e Þ0V þ A2eBV ;
where, in the last equality, we have used the Hamilton–Cayley equality (14).
Putting
V Vðt; xÞ ¼
V
AeV
A2eV
0B@
1CAAC9;
we combine together (i), (ii) and (iii) to get the 9 9 system:
V0 ¼ ixAeðtÞVþ ixReðtÞV xPeðtÞVþDeðtÞVþBeðtÞV; ð34Þ
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where AeðtÞ is deﬁned in (30), and
ReðtÞ ¼
A  Ae 0 0
AeðA  AeÞ 0 0
A2e ðA  AeÞ 0 0
0B@
1CA; PeðtÞ ¼ 0 0 00 0 0
IhAeI iðkAe  keÞI 0
0B@
1CA;
DeðtÞ ¼
0 0 0
Ae
0 0 0
ðA2e Þ0 0 0
0B@
1CA; BeðtÞ ¼ B 0 0AeB 0 0
A2eB 0 0
0B@
1CA:
Then, recalling (30), we deﬁne the energy
Eðt; xÞ ¼ ðQeðtÞV;VÞ:
By deﬁnition (33) of LeðtÞ; using (19) and (21), we see that
jLeðtÞWj2Xc1WeðtÞkeðtÞ1jWj2Xc2e4a=3jWj2; ð35Þ
hence, remarking that jjQeðtÞjjpC; and jV j2pjVj2pCjV j2; we deduce from (32) and
(35):
ce4a=3jV j2pEðt; xÞpCjV j2: ð36Þ
By (31) and (34), considering that Qe is Hermitian, we get the equality
E0ðt; xÞ ¼ ðQ0eV;VÞ þ ðQeV0;VÞ þ ðQeV;V0Þ
¼ ðQ0eV;VÞ þ ixðfQeAe AeQegV;VÞ
þ ðQefixRe  xPe þDe þBegV;VÞ þ ðQefixRe  xPe þDe þBegV;VÞ
¼ ðQ0eV;VÞ  2xIðQeReV;VÞ  2xRðQePeV;VÞ þ 2RðQeDeV;VÞ
þ 2RðQeBeV;VÞ:
In order to prove the energy estimate, we use the following:
Lemma 4. If S be a 9 9 matrix, then we have, for all WAC9;
ðSW;WÞpCjjL1e SL1e jjðQeW;WÞ; ð37Þ
ðQeSW;WÞpCjjL1e ðSQeSÞL1e jj1=2ðQeW;WÞ: ð38Þ
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Proof. Eq. (37) follows directly from (32); indeed, noting that Le ¼Le; we ﬁnd
ðSW;WÞ ¼ ðL1e SL1e LeW;LeWÞpjjL1e SL1e jj jLeðtÞWj2
p 1
c
jjL1e SL1e jjðQeW;WÞ:
To prove (38), we use the Schwarz’s inequality for the scalar product /Y;WS 
ðQeY;WÞ; and (37) with SQeS in place of S: Thus we obtain
ðQeSW;WÞp ðQeSW;SWÞ1=2ðQeW;WÞ1=2
pCjjL1e ðSQeSÞL1e jj1=2ðQeW;WÞ: &
By (37) and (38), it follows that
E0ðt; xÞpCEðt; xÞfjjL1e Qe0L1e jj þ jxj jjL1e ðReQeReÞL1e jj1=2
þ jxj jjL1e ðPeQePeÞL1e jj1=2 þ jjL1e ðDeQeDeÞL1e jj1=2
þ jjL1e ðBeQeBeÞL1e jj1=2g:
Now we estimate the ﬁve summands on the right-hand side. To this end, let us
ﬁrstly observe that, for any 9 9 block matrix S ¼ ½Sij 1pi;jp3; one has
L1e SL
1
e ¼
1
We
½kðiþjÞ=2e Sij 1pi;jp3: ð39Þ
i) Estimate of jjL1e Qe0L1e jj: By using (39), we see that
L1e Qe
0L1e ¼
k
3=2
e
We
2k
1=2
e ke
0I 3he0I k1=2e ke0I
3he
0I 2k1=2e ke0I 0
k1=2e ke0I 0 0
0B@
1CA;
thus, by (16) and (20), we get
jjL1e Qe0L1e jjp
k
3=2
e
We
Cfk1=2e jke0j þ jhe0jgp
k
3=2
e
We
C1ea1: ð40Þ
ii) Estimate of jjL1e ðPeQePeÞL1e jj: By the equality
0 0 Y 1
0 0 Y 2
0 0 0
0B@
1CA k
2I 3hI I
3hI 2kI 0
kI 0 3I
0B@
1CA 0 0 00 0 0
Y1 Y2 0
0B@
1CA ¼ 3 Y

1 Y1 Y

1 Y2 0
Y 2 Y1 Y

2 Y2 0
0 0 0
0B@
1CA;
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and by (39), we ﬁnd
L1e ðPeQePeÞL1e ¼
3ke
We
ðIhAeÞ2I ik1=2e ðkAe  keÞIhAeI 0
ik
1=2
e ðkAe  keÞIhAeI kejkAe  kej2I 0
0 0 0
0B@
1CA:
Hence, by (16) and (20),
jjL1e ðPeQePeÞL1e jjp
ke
We
C e2a þ k1=2e jkAe  kejea þ kejkAe  kej2
n o
p ke
We
C2e2a: ð41Þ
To compute the products XQeX with X ¼ Re;De;Be; we note that
X 1 X

2 X

3
0 0 0
0 0 0
0B@
1CA k
2
e I 3heI keI
3heI 2keI 0
keI 0 3I
0B@
1CA X1 0 0X2 0 0
X3 0 0
0B@
1CA ¼ ZeJ; ð42Þ
where
Ze ¼ k2eX 1 X1 þ 3heðX 1 X2 þ X 2 X1Þ
 keðX 1 X3 þ X 3 X1  2X 2 X2Þ þ 3X 3 X3
and
J ¼
I 0 0
0 0 0
0 0 0
0B@
1CA:
iii) Estimate of jjL1e ðReQeReÞL1e jj: From (42) with Xj ¼ Aj1e ðA  AeÞ; j ¼ 1; 2; 3;
recalling (39), we see that
L1e ðReQeReÞL1e ¼
ke
We
FeJ;
where
Fe ¼ ðA  AeÞfk2e I þ 3heðAe þ Ae Þ  keðAe  Ae Þ2 þ 3A
2
e A
2
egðA  AeÞ:
Hence, by using (7), we get
jjL1e ðReQeReÞL1e jjp
ke
We
CjjA  Aejj2p ke
We
C3e2a: ð43Þ
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iv) Estimate of jjL1e ðDeQeDeÞL1e jj: From (42) with X1 ¼ 0; X2 ¼ Ae0 and X3 ¼
ðA2e Þ0; by (39) we see that
L1e ðDeQeDeÞL1e ¼
ke
We
GeJ;
where Ge ¼ 2keAe0Ae0 þ 3ðA2e Þ0ðA2e Þ0: Hence we get, by using (7),
jjL1e ðDeQeDeÞL1e jjp
ke
We
CjjAe0jj2p ke
We
C4e2ða1Þ: ð44Þ
v) Estimate of jjL1e ðBeQeBeÞL1e jj : From (42) with X1 ¼ B; X2 ¼ AeB; X3 ¼ A2eB;
and by using (39), we see that
L1e ðBeQeBeÞL1e ¼
ke
We
HeJ;
where
He ¼ Bfk2e þ 3heðAe þ Ae Þ  keðAe  Ae Þ2 þ 3A
2
e A
2
egB:
Hence
jjL1e ðBeQeBeÞL1e jjp
ke
We
jjHejjpC5 ke
We
jjBðtÞjj2: ð45Þ
From (40), (41), (43)–(45) and (19), (21), recalling that jjBðtÞjjpC and ep1; and
choosing
e ¼
jxj1 if r ¼ 1;
jxj1=ð1þa=2Þ if r ¼ 2;
jxj1=ð1þa=3Þ if r ¼ 3;
8><>:
we obtain the following estimate, for jxjX1;
E0ðt; xÞpC6Eðt; xÞ ea1k
3=2
e
We
þ ea k
1=2
e
W1=2e
jxj þ ea1 k
1=2
e
W1=2e
" #
p C7E½e
a1k3=2e þ eak1=2e jxj þ ea1k1=2e  if r ¼ 1;
C7E½e1 þ ea=2k1=4e jxj þ ea=21k1=4e  if r ¼ 2; 3;
(
p
CE½eajxj þ ea1p2CEjxj1a if r ¼ 1;
CE½ea=2jxj þ e1p2CEjxj1=ð1þa=2Þ if r ¼ 2;
CE½ea=3jxj þ e1p2CEjxj1=ð1þa=3Þ if r ¼ 3;
8><>:
which gives, by (36), the required a priori estimate (5) with s equal, respectively, to
1=ð1 aÞ; 1þ a=2; or 1þ a=3: This concludes the proof of Theorem 1 for m ¼ 3:
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