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CALCUL DE L'ERREUR SUR BIN COMPTAGE DE ZOOFLANCTON 
Btplmrc: Dm comptagcs r&AtfS int4reàsaat des groupes planctcmiqws trks divers font apparaître une 
liaison! stochastique entre moyennes et variances. Les racines cub@es des nombres observes (a 
hcept ion des.plus petits, qui sont distribues suivant la loi de Boisson) ont une distribution gaussien- 
ne, avec une variance stable dont on dkluit i'erreur statistique au niveau de confiance 95 %. L'erreur 
sur uneffectif N est fonction dcN; i'erreur relative diniinue d'abord vite quand Naugmente. puis trks 
Icnteanent, de so& qu'il n'est pas' rcritablc de compter effectivenient glus d'une centaine d'individus, 
ce comptap s'appliquant 5 une fraction aliquote de l'kchantillon. Era ramenant ce nombrc å l'&chan- 
tilbn total on fait une crreur relative @u niveau 95 %) QU plus &ale i 3t 7; quelle que soit la fraction 
@jet du ddnombm". 
. 
ETUDE EMFlRIQUE DE EA ~lSTRrBWTKIPr DES ERREURS 
&RODE DE G ~ U P T A G E  
 ln tchantillon 'de 'plancton h~, d'un volume ri~rment~ compris entre 10 et 
cm3, st 1'16s en skpeasion dans un volume de liquide F u r  jf 10 fois supérieur, 
homogCnéisk B l'aide d'une poire de: caoutchouc ramptie et vidé!: une dizaine de fois, 
et sous-dcchantillonnd pas un pr$l&vement & l'aide de cette pire.  Une: poire de caout- 
choprc moyennement rigide (foumisssur: 'Thomas, Fktiladdphia, U.S.A.) manipulée 
toujours de kì mene fziFctn permet de rtaiiser dcs pr&I&vements avec une erreur in- 
fericure & 2 % sur PC volume. ~e contenu d i  cette demière, reprtsentant une fraction 
voilum&rigue de la suspension connue et cqmpri53 entre 1/10 et 1/40, est &posé dans 
une;.c~ette de Do~ftiss:k?e&cusrc de verri: rectangulaire de La cm sur IO dont le 
, fond est ]par&5 en 200 carres de 5 mm de c6té par un quadrillage en relief (fournis- 
=ur: Leune, Paris). Les organisnzes planctoniques sont alors dénombrCs sous stéréo- 
microscope, soit dans la cuvette entière soit dans une partie aliquote facile b déter- 
miner grilce au quadrillage, La fraction de i=&oite examink varie alors entre 1/10 et 
1/40 (le plus fréquemment J/20): OR peut alors considérer que les efkctifs de points 
matQiels dispersds' au hasard dans .la phse liquide se diswikueraieht suivant les lois 
de Poisson. En fait, les,pariicuies organiques dtSnombr6es ont des gropridtés physiques 
. 
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A b a % :  Tbc coun?s from B wide vnrkty d plankton c o l l ~ i o n s  how a stochastic relation between 
"a and variance. T I ~ e w o f  the VQIW (except for very srmi! numbers which are Poisson in H CCI bic r d S  
t&iu dbtribution) are Gaussian in tktir distribution with a stable variance and therefore the error at 
%æy th 95 % pr&abilig lwei m y  be determined. Tho error ~ Q I -  a Jwen value, N, is zi function of N 
.and the relative error dccreases rapidty as N incrcaw, tkcn very slowly so thsr it is not necessary to 
counant more than 100 individuals isl a given aliquot .of the sample. At this limit the error (at the 
95 b e ! )  cf the, total samplc is a b u t  311 "/u OP that of the f r a c h  counted. 
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qui impliquent des intm&ionr;: 6ccsrtemcnt mutuel de particules d'une certaine masse 
dès qu'elles sont nombreuses &RS la phase; tendance des particules à s'agglomdrer 
entre elles par des ~~&AWXI&~CS de surface. Ces deux types d'interaction, qui tendent 
respectivement & sous-disp~rrses et & sur-disperseer les distributions, coexistent avec 
des modalit& qui varieat stcivtint les caracteres physiques de I'échantillon en suspzn- 
sion et le type d'organisme wrasid6rB. A priori, une 6tu6e empirique semble s'imposes 
pour chaque type Q'carpkne et chaque aspect physiqw de fa suspension. 
N'existe-t-il pas, cep~n&s,~t, une allure moyenne de Ba distribution des &carts que 
l'on pourrait applipes & I'ensi.tslsmbk des categories planctoniques pour en déduire un 
ordre de grandeur, va!ae?il,o dans la ailzjoritf5 des cas, de l'erreur statistique? Pour y 
r&pondre, des campfap,es t&jz2Es ont 6t6 eiTeectuCs sur des organisnies très divers dans 
un& sCric de 28 tQolbs. 
Les orgmismes dl6ht~mb~b appartiennent zux 32 catégories suivantes (allant de 
l'ordre B I'unitC sub-spki$qi~): 
, 
\ 
\ 
Fig. 1. Normalisation approximative des distributions des moycnnea (a) et dcs variances (b) des 
effectifs non transform&: test Probit. Trait plein: distributions des paramteres; trait intcrrompa: 
distributions de Ieurs logarithmes. 
1 
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Moyenno (m) 
Fig. 2. Itciation entre moycnm et variances dans I'enscmble des effectifs non transformes (&helle 
log-log). Trait Can: piemi&rc diagonale; trait fin: arc dc parabole (voir texte). 
. \  
Un artefact apparaìt dui fait qu'il a Ctt ,  arbitrairement, compté beaucoup plus Be 
pztits effectifs que dc grands: il s'ensuit des distributions trts dissyrrtétriques de l'en- 
semble des 29 moyennes et de celui des 29 variances. Qn considère alors les logarith- 
mes de ces moycnnes et variances, ce gui normalise approximahement les deux distri- 
butions (test probit: Fig. 1). On constate que les 19 points'(m, s') se rangent rdgulière- 
ment, sur un graphique log-log, le long d'une ligne légtkement concave vers les s2 su#- 
fiv9'06hir p v  rieurs (Fig. 2) gui peut Etdl'arc de parabole d'équation: 
y = 0,0598~'f 1,0391~ -0,0757 
(avec x = loglo m, y = log, ,2). Le sommet de la parabole a pour coordotanhcs 
(-8,6881, -4,5896). Si l'on pose X = (~$8,6881)' on obtient une corrélation lin& 
aire entre P et y, avec un coefficient dc corrélation Cgal il 0,9946. 
c 
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La loi reliant moyenne et variance dans cles compta- &it6rés semble donc bien 
etablie. Cependant, sa forme andytique d l & ~ i ~ &  de i‘5qw&ian IprkCdente est difficile- 
ment utilisable. Nous simplifierons la reprdmtation en dbmposant  l’arc de parabole 
~JQUVC en deux segments de droite contigus. C h  rcmarqw que les points correspon- 
dants A des moyennes inf&%wes 2r 10 se placent au voisinqe de lar première diagonale 
(distribution de Poisson). Pour m > 18 on observe WI dCccPlbnent du nuage de points 
&abord au-dessous de Is diagonale (lRg&re sous-dispersion) pul’s au-dessus (surdis- 
persion) - faits qui peuvent s’interprdter mkaniquemenk 
La distribution de Poisson, & condition que! la moyenne uc soit pas trop petite, est 
normalisbe par la tsadixmaticln J(N+ 31, la nouvelle miable ayant une variance 
stable et voisine de 0,25 (Anscombe 1948). 
Pour rpa > BO om ajustera le nuage de p i n t s  un s e g ” t  da droite donnt par la 
rggression de y en x; 
(coefficient de corrdlatisn: 0,9793). En revenant aux variables initiales: 
y = n,mzi~-o,m~ 
log sa = II ,2265 ISS pn - 8 3  65 z 
$2 = 64$1“’23 
Ch sait des íors stabiliser la variance. En effect (Kendall, 1967) si l’on a une rela- 
tion de Ia forme 6’ = &), la transformation B utiliser est 
(I. constante d’intCgratim &tant a r b i t r a i r 4 4  .. 
Dans le cas qui nous intdresse la relation est de la forme 
d’Ob, 
c ¿tan+- &i traira. 
Notre objectif est le calcul dun ordre de grandeur de l’erreur. Remarquant que 
0,385 est peu diffkrent de 113, posons C = O et testons fa transformation ìV*. On 
constate qu’aprb transformation racine cubique SUP les eEa@tifs comptés le coefficient 
de corrélation entre moyennes et variances devient égal B -0,3124, valeur non sig- 
nificative c’est-à-dire pouvant n’être que fortuitement suptrieure à celle correspondant 
&. un calcul plus rigoureux. 
A titre indicatif testons de la même façon l’effet des transformations rencon- 
tdes dans la litterature. ka transformation logarithmique surcorrige considbable- 
ment, donnant un coefficient de corrClation kgal à -0,9163. La transformation racine 
126 SERGE FR0HTI ER 
cairde dome un coe%cIent ih corr6l2tion de -0,4983 et la transformation log' in- 
termédiaire entre les deurr prkCdentcs (Frontier, 1969) un coefficient de -O,5421; 
C e s  deux dernieres valeurs sont tout juste significatives au seuil 5 %. 
Nous adopterons donc ~ Q W  fa > !O.la transformation raeine cubique. Les 17 
nouvelles ?wiarmces sont: 
0.02553 
0,03779 
0,03950 
0,03388 
8,63644 
0,03765 
0,048W 
La variance globaile, calcul& a,vec 17 x 30 = 510 degr& de libertC, est égale à 0,04765. 
L'honiogdn6it6 de h " b k  des 17 variances donsidkrCes comme estimations de la 
variance globale est v&rifi& par le test $e Bartlett (1937): si s:, si, . . ., s i  sont k 
estimations de le variance obtenues av& n, , f12 ~ . . . 'nk degr6s de liberté, s2 I'estima- 
tion globale obtenue avec m &gr&s da libertd, et si ces estimations sont homogènes, 
la quantitt . 
(logarithmes de: bas:: 10) est approximativement distribu& comme un x2 (IC - 1) 
degres de liberi& On a ici k = 17, n -- X3, ni = 30. On trouve B = 29,83, valeur 
significativement trop &lev& ara seuil 5 x9  non m seuil i %. L'ind6pendencc de la 
variance par rapport B ia nioyeme ne supprime donc pas une csrtairie variabilitt, 
qui se trouve h lo limite de 12, dgnlfication. On pourrait reconnaître ici sbit I'hdtkro- 
g6ntSitC introduite en cmsi&&rmt en un sa31 ensembk des dispersions d'organismes 
très divers, soit E'errmr introduite en substituant la transformation 7 N  ?a Ia trans-= 
Mous ferons n6anmoìns I'hpoth8se que le3 errenrs de comptage sont, apr&s trans- 
formation rasine cubique sur lm donn&x brutes, &sfribu&s avec une variance con- 
stante voisine de 0,84765, Le  test pro%it appliqut B cette distribution des erreurs con- 
clut A une nomlit8 tr&s mkfaisaeate (Fig. 38). La normallit6 de la distribution des 
karts s t  assez bien rdalish oprhs transformation racine canbe ou log', en &pit 
d'une stabilisation insuGs" de Ha vrrriance. Par contre 1a transformation Isgarith- 
mique (Fig. 3a) dome une courbs signioide. On trouve graphiquement, en QIDIP- 
struisant I'intewalle (15,85 x3 C4,33 ka, un &art-typz ¿gal La 
0,18 a'& yne varian:& dc 6,03?%. En r&aB,it& cette cdimíttion est entii~htk d'un bids 
+ C o  formation /&? d,?.CS 
. 
. 
correspondant 
. .  . 1 .  
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) tcast 3 la moyenne 
Fig. ‘3. Distribution des h&à aprks transformation ’logarithme (a). et racine cubique (b) sur les 
d o n n k  test probit. Eca*b 
important: elle .cst en effet dCtcrmin6e en utilisani la totalité des donntes comme’si 
elles &taient indbpendantes, c’est-&-dire h l’aide de ’765 degr& de liberté au lieu de 510. 
0x1 obtiendra une estimation correcte en midtipliant par 312 l’estimation graphique, . 
. qui donne une variance .de 0,0486 voisine de celle calcul& ci-dessus: 0,04765. Nous 
retiendrons l’estimation détermin&e graphiquement, obtenue 8. .Faide de la partie 
centrale ( M ~ C T )  de la courbe ((probit, qui s’ajuste tr& finement 3. un segment de droite. 
Nous poserons en conclusion que les écarts sont, aprbs transformation racine cubique 
effkctude sur les donndes brutes, distribu& normalement autour de .zéro avec une 
variance ¿gale h 0,0486. Cette rigle va nous permettre de calculer l’erreur statistique. 
, CALCUL DE L’ERREUR Sm“cyJe 
Pour les moyennes inférieures & 10 nous avons admis que les distributions sont de 
Poisson, ddnc normalisables par la transformation J(M+ $1, la nouvelle variance 
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étant stable et &gale O,=. L'intervalb de conhnce au niveau 95 % sera donc, PUP 
les variables transform&, 
L'introduction de transformations non linCaires &stinkes normaliser les distri- 
butions et stabiliser les variances introchait la question du biais: la moyenne et l'&art- 
type de la transformée ne sont pas les trmsformCs de la! moyenne et de l'kart-type. 
Cette question se ïattache au problème de la définition d'une evaleur la plus probablen 
et d'un uintervalle de confiancee. Si ces quantités sont donnees c o r "  des fonctions des 
paramètres de la distribution, elles sont biaisdes dans une transformation non l i d -  
aire, et il peut paraitre paradoxal que la valeur la plus probable et les bornes de l'inter- 
valle de confiance dépendent de Ia f í i p ~  de mesurer l'objet, (diffèrent si l'on mesure 
une grandeur ou sa racine cubique). On contournera cette difficult6 era admettant que 
ces quantités classiques QW trait exclusivement B des distributions normales, et qu'en 
cas de distribution non normalc elles sont définies par rCfér&ce aux quantitCs cor- 
respondantes de la distributioii normalis& gar transformation adéquate, Cela revient 
à les dtfinir en tant que quantifes (5 %, 50 %, 95 %) puisque ceux-ci restent stables 
dans une transformation continue et monotone. L'intervalle de confiance dans les 
nombres originaux aura donc par d6finition pour bomes les transformées inverses des 
bomes de I'intervalte de confiance dans la distribution normalisde. Ainsi l'intei-valls 
de confiance au niveau 85 % pour la loi de Poisson sera de la forme, 
Le Tableau I indique cat intervalle pour des moyennes comprises entre 4 et 90. 
Pour les moyennes sanpEriewes B 10 la transfomation racine cubique normalise, Ila 
nouvelle variance étant &gale A 0,0486, $03 une erreur au niveau de confiance 95 % 
¿gale à 0,44. L'intervaIIe de confiance sur les effectifs non transform&. sera de la forme 
(q?-Q,44)3, ($F+0,M)3 
Le Tableau HI donne set izppervdk pour les valeurs comprises entre PO d 3%. @ peut 
A9 Intewaik b &TeUr r&&'C X lm 
cl~lafizJce au hfdrieuse Sup&ricure 
niv&ltl95 - 
10 5- 17 w 74 
20 i2- 3s 42 57 
30 I s -  4% 37 49 
ka 27- 98 w 4.8 
50 34- '10 32 4.0 
WO 5% 95 29 39 
8-0 58-107 2a 34 
90 66-1 19 27 32 
lm 74-1311 26 31 
110 12-143 2s 30 
IL20 91-1 55 23 29 
B 30 99-1 67 24 28 
P 40 107-179 23 28 
150 1116-190 24 21 
160 124-202 24 26 
180 f .QI -226 22 26 
190 150-237 21 25 
200 158-249 21 as 
210 166-260 21 24 
220 175-272 20 24 
230 184-284 20 lis 
240 192-294 20 23 
290 201-305 20 22 
260 210-3117 119 22 
270 218-329 19 22 
280 227-349 19 21 
290 236-352 19 21 
300 244-363 19 21 
310 248-315 li8 41 
320 262-386 18 21 
330 271-397 18 20 
340 280409 18 20 
350 289-420 17 20 
60 42- 81 30 37 . 
26 . '. 170 .- 433-214 22 
- 
&alement construire un abaque donnant dircstement l'intervalle de confiance pour 
toute vaieur de N en portant en abscisses les valeurs de N e t  en ordonnées les valeurs 
des bornes supdrieures et inférieures des intervalles .corrapimdants (Fig. 4 et abaque 
hors-texte): On obtient une courbe d'allure parabolique, symétrique par rapport à 
la premiere diagonale, ce qui a une importance pour la suite du raisonnement. 
Cette symttrie est une progriCti indépendante de la transformation. En effet, soit 
f(N) la transformation normalisante, et  appelons f(N)%'intervaIte de confiance 
dans les nouvelles variables. Un point A, borne inf+ieure d'un intervalle de confiance 
&us les données non transformées i pour coordonnb sur l'abaque: x = N, 
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y = f -'(f(N) -a). Le point A' symdtrique de A par rapport 2i la premBre diagonale a 
comme coordonnCes: x' -j'-'(f(N) -a), y' = N. La borne suptrieure del'intervallt dc 
confiance dans les nombres transformes, correspondmt ri l'effectif IV'.= f "(J(N)-u) 
est f(N') + a =f~f-'(f(N) - a) + cz = f (N). En revenant Oux nombres non 
transformb: f-'of(N) = N la borne supbieure est donc A'. On d6montrerait de 
même que tout point dc fa branche supCrieure & la courbo a pour symttriquc par 
rapport à la Ipremih diagonale Uri point de la branche inft5rieure. 
A 
2 
2 
E 
v) 
U 
o u 
6 
.\ ltRoysnnes exactes (Al) -' 
FiE. 4. Courbe fournissant les valeurs des bornes supkrieure et infdrieure de l'intervalle de confiance 
au niveau 95 %, en fonction dc l'effectif. AB: intervalle de confiance pour une moyenne exacte N; 
A'E: intervalle d'estimath h partir d'un comptage C (= Ar). 
Pour une valeur exacte M l'effectif comptb i2 gera compris dans 95 % des cas entre 
deux valeurs n et PI', ordonndes des paints A et Eo (Fig. 4). Or nous sommes dans la 
situation inverse, savoir que nous estimons la vdew vraie à partir d'un comptage C. 
Dans 95 % des cas Ia valeur vraie se trouvera dans un intervalle (IVl, N,) d&ni de la 
façon suivante: C est &gal B la borne supdriew-e &de I'intervalle de confiance de NI, 
et la borne infe5rime n2 de l'intervalle da c o n ~ n c e  de ìV2. La droite d'ordonndc 
C = ni = n2 rencontre hcourbe en A' et B' et, en raison de ia symitrie d6montrde 
ci-dessus, AB et A'B' sont sym&triques par rapport at la premith bissectrice. On peut 
donc indiE6rer"ent csnsiddrer ÂB comme intervalle de confiance &une moyenne 
I I 
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vraie Cgak B N,,'ou c o m e  intervalle d'estimation d'uit comptage ¿gal B N. 
L'&aque(p. 132)permet en outre .de dbterminer simplrmintl'errmr statistique rela- 
tive. II suffit de remarquer que, pour raisond'homothétie, l'erreur relative est lamême 
tout le long d'une droite passant pat l'origine. A toutcvalcur Kde l'erreur relative corres- 
pond u m  droite DK (de pente I +K). L'intersection & DK avec la courbe fournit 
la valeur de Npour laquelle l'erreur relative au seuil 95 % est ¿gale à K. Quelques va- 
leurs de l'erreur relative ont ¿té port& IC long de la courbe de l'abaque hors-texte. 
. 
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Fig. 5. Variations de l'erreur relative au niveau de confiance 95 en fonction du nombre comptC. 
La Fig. 5 reprksente les variations en fonction de N de l'erreur relative au niveau 95 %. 
On remarque que l'erreur supérieure est plus grande que í'erreur inftrieure. La courbe 
sup&ieure indique l'effectif qu'il convient de compter réellement pour obtenir une 
erreur relative au plus égale a IKI. On constate que si pour IS petits nombres l'erreur 
relative diminue trts vite quand N augmente, la dkroissance devient ensuite très 
lente: le comptage de 50 organismes assure une erreur d'au plus 40 %, celui de 100 or- 
ganismes une erreur d'au plus 31 %, celui de 200 organismes une erreur d'au plus 
25 x, et il faudrait - à supposer que la loi puisse être extrapolée - compter environ 
2500 individus pour être assurt d'une erreur inférieure ou &gale à 10 %. 
Etant donnée I'h6térogénéité spahale des peuplements naturels, il semble qu'une 
précision de 31 % suffise largement à caractkriser un 4cbntillonage. Comme cette 
prkision n'est que faiblement amkliorée par le doublement de í'effectif compte, il 
semble judicieux de conclure qu'une centaine d'individus, pour chaque catégorie 
d'organismes CtudiCe, doit être effectivement dénombrée, dans une partie aliquote 
connue. Ce nombre est ensuite ramen6 à la récolte totale et l'intervalle d'estimation 
sera, en valeur relative: (-26 %, +31 %). 
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