Conventional solutions of the (Mean) King's problem without using entanglement have been investigated by P. K. Aravind, Z. Naturforsch. 58a, 682 (2003). We report that the upper bound for the success probability claimed is not valid in general but we give a condition for the claim to be justified.
The (Mean) King's problem [1 -3] is a kind of quantum estimation problem with delayed (classical) information and has been studied in detail [2, 3] , relating with an unsolved problem on the existence of a maximal set of mutually unbiased bases (MUBs) [4] . The standard approach to solve the King's problem is to utilize entanglement, and nowadays it is shown that the success probability is in fact 1 for any d level system [3] . On the other hand, Aravind [5] has considered the King's problem without using entanglement, in order to elucidate the role of entanglement in this problem. In this case he claimed the following upper bound of the success probability P(d) for any d level system:
For small d, this gives the upper bounds: The purpose of this paper is, however, to show that this upper bound is not justified for d ≥ 3 in general. We also give a condition for the claim to be justified.
We begin by recalling the setting of the King's problem without entanglement, as formulated in [5] by the following steps:
(A) A physicist, Alice, prepares a d level quantum system S in a state of her choosing and gives it to the king.
(B) The king carries out a projective measurement with respect to one of d
, and notes the output he obtained.
0932-0784 / 07 / 0300-0152 $ 06.00 c 2007 Verlag der Zeitschrift für Naturforschung, Tübingen · http://znaturforsch.com (C) The physicist carries out a control measurement in an orthonormal basis χ = {|χ k } d k=1 on the system S.
(D) The king reveals which of the MUBs he has measured. (Delayed classical information.) (E) The physicist is required to correctly predict the output of the king's measurement in step (B).
Let the physicist prepare a density operator ρ of the system S in step (A). In step (B), the king is supposed to randomly choose one of d + 1 MUBs. In other words, the probability that the king chooses the µth MUB is 1 d+1 . (Therefore, what we consider is a Bayes estimation problem with a uniform prior distribution.) Note that the conditional probability P( j|ρ, µ) to obtain an output j with given ρ and µ is determined as P( j|ρ, µ) = Ψ µ j |ρ|Ψ µ j . It is assumed that the king's measurement is a projective measurement with respect to one of given d + 1 MUBs, so that the post measurement state in step (B) is |Ψ µ j if the king chose the µth MUB and obtained the output j. In step (C), the physicist is allowed to make measurements only on the system itself (the "conventional" solution [5]) which are described by an orthonormal basis
(namely a measurement of a non-degenerate observable) [7] . The conditional probability to obtain an output with k given µ, j and a basis measurement χ is given by P(k|µ, j, χ) = | Ψ µ j |χ k | 2 . Finally, in step (E) the physicist is required to prepare a decision function s : (k, µ) → s kµ ∈ {1,...,d} by which she guesses the king's output j based on her output k obtained in step (C) and the post-information µ revealed in step (D). [Namely, she predicts the king's output to be s kµ if she obtained the pair (k, µ) of her output k and the king's MUB µ.] Based on this setting, the physicist's strategy is to find a suitable input state ρ, a basis measurement χ, and a decision function s which maximize her success probability P d (ρ, χ, s) to correctly predict the King's output, where it is determined as
Thus the success probability P d (ρ, χ, s) with respect to the physicist's choice (ρ, χ, s) for a d level system is given by
Here we have two remarks on P d (ρ, χ, s). First, since it is an affine function (and hence a convex function) with respect to the input state ρ, its maximum is attained by a pure state. Second, with fixed ρ and χ, the optimal decision function s max is given by
Aravind claimed an upper bound of the success probability (1):
. The success probability (1) on the guess of the king's output, is bounded from above by (ii) it is bounded from above by
[the second inequality in (3)].
Indeed (3) is true when d = 2, and one can also find a suitable choice of (ρ, χ, µ) to attain the bound [8] . However, as we shall see some counter examples, it is not justified for d ≥ 3 in general.
Counter
j=1
(µ = 0,...,3) denote the MUBs constructed by Ivanović [9] . Let ρ = |ϕ ϕ|, where
and let χ = {|χ k } 3 k=1 be the orthonormal basis defined by
Then, the success probability P 3 (ρ, χ, s max ) with the optimal guess function (2) is given by
This is strictly greater than Aravind's bound
Aravind [5] also showed that the bound (3) is attainable for d = 4. To see that, he used the following MUBs:
, and a stands for the negative of a.] However, we can also construct the following counter example in these MUBs:
(µ = 0,... ,4) be the MUBs given in the above table. Let ρ = |ϕ ϕ|, where
and let χ = {|χ k } 4 k=1 be the orthonormal basis defined by
Then the success probability is given by
0.8142, (7) which is also strictly greater than Aravind's bound 0.7 for d = 4. See also Fig. 1 for numerically generated counter examples.
Since the computations to obtain (5) and (7) are just elementary, we only comment on our choices of the input states (4) and (6). Since the optimal success probability can always be attained by pure input states as mentioned before, we may assume ρ = |ϕ ϕ| for a unit vector |ϕ without loss of generality. Now suppose we have | Ψ µ 0 j 0 |ϕ | 2 = 0 for some pair ( j 0 , µ 0 ). In such a case, if the king chose µ 0 as his measurement basis, then it is already guaranteed (without resort to the physicist's measurement result) that the king's output is absolutely distinct from j 0 . This suggests that a better strategy of the physicist is to find an input state which has as many pairs ( j, µ) satisfying | Ψ µ j |ϕ | 2 = 0 as possible. In fact, our input states (4) and (6) satisfy the condition | Ψ µ j |ϕ | 2 = 0 at ( j, µ) = (2, 1), (1, 2) , (1, 3) , (1, 4) and ( j, µ) = (2, 0), (4, 0) , (1, 1) , (2, 1) , (2, 4) , (3, 4) , respectively. Now we point out a gap in the proof in [5] . Indeed, it is the first inequality in Claim 1 that cannot be justified, while the second inequality is verified to be true. The crucial error lies in the choice of the decision function s in [5] . Namely, Aravind considered essentially only the decision function given by
is bijective for each µ. In particular, this restriction forces that s must also be bijective for each µ. However, this decision function is not optimal in general, and moreover, if we choose the input state ρ as discussed above, then the optimal decision function s max given in (2) is not injective for many µ. Based on this false inference, an argument to "prove" the first inequality is given in the Appendix of [5] .
We remark that the second inequality in Claim 1 is still valid. Thus Aravind's result can now be stated in the following weaker form: 
Aravind obtained this result by the method of Lagrange multipliers, but here we give an alternate (and possibly simpler but more rigorous) proof for the reader's convenience. We begin with the following lemma:
where m ∈ N and |φ i ∈ H (||φ i || = 1). By combining this with the Gelfand formula ||L|| = lim n→∞ ||L n || 1 n , we obtain the bound (9).
Proof of Theorem 1. We may set ρ = |Ψ 0 1 Ψ 0 1 | without loss of generality. Then
