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ANALYSIS OF A MODEL OF ELASTIC DISLOCATIONS IN
GEOPHYSICS
ANDREA ASPRI, ELENA BERETTA, ANNA L. MAZZUCATO, AND MAARTEN V. DE HOOP
Abstract. We analyze a mathematical model of elastic dislocations with applications to
geophysics, where by an elastic dislocation we mean an open, oriented Lipschitz surface
in the interior of an elastic solid, across which there is a discontinuity of the displacement.
We model the Earth as an infinite, isotropic, inhomogeneous, elastic medium occupying
a half space, and assume only Lipschitz continuity of the Lamé parameters. We study
the well posedness of very weak solutions to the forward problem of determining the
displacement by imposing traction-free boundary conditions at the surface, continuity of
the traction and a given jump on the displacement across the fault. We employ suitable
weighted Sobolev spaces for the analysis. We utilize the well posedness of the forward
problem and unique-continuation arguments to establish uniqueness in the inverse prob-
lem of determining the dislocation surface and the displacement jump from measuring
the displacement at the surface of the Earth. Uniqueness holds for tangential or normal
jumps and under some geometric conditions on the surface.
1. Introduction
In this paper, we analyze a mathematical model of elastic dislocations with applications
to geophysics, see for example [13, 15, 36, 37, 43]. An elastic dislocation is an open,
oriented surface in the interior of an elastic solid, across which there is a discontinuity
of the displacement. It describes a fault plane undergoing slip over a limited area, a thin
intrusion such as a dyke, or a crack the faces of which slide over one another or separate
by the action of an applied stress. An elastic dislocation for which the displacement
discontinuity varies from point to point of the internal surface is called a Somigliana
dislocation, while in the particular case of a constant displacement discontinuity it is
known as a Volterra dislocation (see [15, 40]).
We model the dislocation by an open, oriented Lipschitz surface S with Lipschitz bound-
ary ∂S such that S ⊂ R3−. In particular, we assume that the dislocation is at positive
distance from the surface of the Earth, identified with the plane {x3 = 0}. We orient S
by choosing a unit normal vector n. In geophysical applications, one can assume that
the closure S is compact. We assume the Earth’s interior to be an isotropic and inho-
mogeneous infinite elastic medium. In the regime of small-amplitude deformations, we
are led to study a boundary-value/transmission problem in a half space for the system of
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linearized elasticity:
(1)

div (C∇̂u) = 0, in R3− \ S,
(C∇̂u)e3 = 0, on {x3 = 0},
[u]S = g,
[(C∇̂u)n]S = 0,
where C is the Lamé tensor with non-constant coefficients of Lipschitz class, satisfying the
usual strong convexity assumption, u is the displacement field, e3 = (0, 0, 1) is the unit
normal vector on {x3 = 0}, and g the displacement jump across the dislocation S. As
customary, we denote the jump of a function or tensor field f across S by [f ]s := f+−f−,
where ± denotes a non-tangential limit to each side of the oriented surface S, S+ and
S−, where S+ is by convention the side determined by n. The direct or forward problem
consists, knowing C, S, and g, in finding u solution of (1). The inverse problem consists
in determining S and g from measurements made on u. In seismology and geophysics,
the data is typically in the form of measurements taken at the surface of the Earth. For
the dislocation problem, since the solution is traction-free at the boundary, these data
consist in measurements of the displacement at the surface induced by the jump g at the
dislocation.
To be more specific, we investigate the inverse problem of determining dislocations S
caused by a tangential slip along the dislocation surface (the case of a purely normal jump
across the surface can also be included in our analysis) from surface measurements of the
displacement u on some bounded open portion Σ of {x3 = 0}. One of the main results of
this work is the unique determination of the dislocation surface S and the slip strength
g from knowledge of u on Σ, under some geometric conditions on S. These conditions
are satisfied, for example, by polyhedral surfaces. This inverse problem is of particular
interest in applications. In fact, the analysis of coseismic deformation through the inverse
slip and dislocation problem might enhance the understanding of failure at faults and
microseismicity, see for example [16] and references therein.
In order to investigate the inverse problem, one needs to have a good well-posedness
theory for the forward problem. This problem is less studied than more classical trans-
mission problems in bounded domains, and there are some additional technical difficulties
that need to be overcome. For starters, the solution is discontinuous across the interface
and the quadratic variational form needs to be properly augmented to obtain coercivity
for weak solutions. In addition, the problem is naturally posed in an unbounded domain, a
half space, which leads us to employ suitable weighted Sobolev spaces. Here, and through-
out the paper, we denote standard L2-based Sobolev spaces with Hs, s ∈ R. The notation
for the weighted spaces is discussed in Section 2.
If g belongs to the space H1/2(S) and has compact support in S, then the transmission
problem (1) admits a unique variational solution u on R3−\S in a suitable weighted Sobolev
space that takes into account the conditions at infinity (see [39] for the case of constant
coefficients). In fact, u can be expressed as a double layer potential on the dislocation S,
i.e.,
u(y) = −
∫
S
[
(C(x)∇̂xN(x,y))n(x)
]T
g(x) dσ(x),
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where N is the matrix-valued Neumann function{
div (C(x)∇̂N(x,y)) = δy(x)I, in R3−,
(C(x)∇̂N(x,y))e3 = 0, on {x3 = 0},
satisfying certain decay conditions at infinity. The solution has then locally H1-regularity
from standard regularity results for potential theory on Lipschitz surfaces (see e.g. [32]
and references therein). For the application to the inverse problem, we cannot restrict
the support of g, which may coincide with S. In this case, even when g ∈ H1/2(S),
the existence of a variational solution with H1 regularity locally in the complement of
the dislocation is not guaranteed anymore. For example, if S is a rectangular Volterra
dislocation, the double layer potential blows up logarithmically at the vertices of the
rectangle, as already observed in [34].
Hence, establishing the well-posedness of the problem (1) in full generality is rather
delicate and not covered by results in the literature. We devote the first half of the
paper to investigating this problem. We find it convenient to reformulate the transmission
problem as an equivalent source problem in the whole half space R3−:
(2)
{
div (C∇̂u) = fS , in R3−,
(C∇̂u)e3 = 0, on {x3 = 0},
with the source term given by
(3) fS = div(C(g ⊗ n)δS),
where δS represents the Dirac measure concentrated on S. In the first part of the paper
we show well-posedness of this problem in the weighted Sobolev space H
1/2−ε
−1/2−ε(R
3
−) with
ε > 0, that is in the context of very weak solutions. For a definition of this weighted space,
see Section 2. We stress that this elliptic regularity result is optimal as the source (3) is
a distribution with compact support belonging to H−3/2−ε(R3−). The above result leads
to a mathematically rigorous analysis of the elastic dislocation model in the geophysical
framework with minimal assumptions on the elastic coefficients. We follow the approach
of [26] for the case of regular coefficients on bounded domains, which is based on duality
arguments and interpolation, adapted to the framework of weighted spaces in a half space
in [20] and [3] when the source terms are integrable on R3−. We extend it to the case of more
singular source terms for the system of linearized elasticity with Lipschitz coefficients. We
also extend the representation formula of the solution as a double layer potential. From
regularity results for potential theory on Lipschitz surfaces (see again [32]), it follows that
the displacement lies in Hs(R3−\S) locally for s < 1, although it fails to belong to H1 even
locally near the dislocation surface. The analysis of the forward problem and, in particular,
the hypothesis that supp(g) = S are essential in the second part of the paper to investigate
the inverse problem of determining dislocations S caused by a tangential or normal slip
along the dislocation surface from surface measurements of the displacement u on some
bounded open portion Σ of {x3 = 0}. We prove, by using unique-continuation properties
of solutions to the Lamé system with Lipschitz parameters (see [25]), that one surface
measurement of the displacement field is sufficient to recover uniquely both the dislocation
surface and the slip, assuming some geometric conditions on S — for instance S can be
piece-wise linear — and assuming the slip field is either purely tangential (corresponding
to the case of a fault, the two sides of which slide one over the other) or directed in
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the normal direction (corresponding to a crack, the two sides of which separate from one
another). It is important to note that in three space dimensions, the unique continuation
property may not hold for a second-order elliptic operator, if its coefficients are only in
Hölder classes C0,α, α < 1, and not Lipschitz continuous (see [29, 35]). In the framework
of the Lamé operator with Lipschitz continuous coefficients very recent results on unique
continuation are in [21, 25]. Therefore, the regularity assumption on the Lamé parameters
that we impose appears optimal in this context.
In this paper, we do not tackle the problem of determining quantitative stability esti-
mates for the inverse problem, which we leave for future work. However, we expect to be
able to prove Lipschitz stability estimates for piece-wise linear dislocations in terms of the
boundary data, thanks to the presence of singularities at the corners of the dislocation
and generalizing quantitative unique continuation estimates obtained in [33]. In fact, in
[10] the authors are able to prove a Lipschitz stability estimate for linear cracks in a two
dimensional elastic homogeneous medium, taking advantage of the presence of singulari-
ties at the endpoint of the crack. We refer to [11] for a reconstruction algorithm in this
setting. Concerning the reconstruction of dislocations and tangential slips in three space
dimensions, several algorithms have been proposed, mostly related to the case of rect-
angular dislocations and homogeneous Lamé parameters. In the mathematics literature,
we refer to [39], where the authors implement an iterative method for detecting the plane
containing a fault and the tangential slip, supposed to be unidirectional, in the presence of
only a finite number of surface measurements, via a constrained minimization of a suitable
misfit functional. In the geophysics literature, we mention [7], where a two-step algorithm
is discussed, first assuming a uniform slip and using a nonlinear, quasi-Newton method
to locate the dislocation surface, and then recovering a non-uniform slip along the sur-
face. We mention also the works [19, 42], [16] (and references therein), where a Bayesian
framework and a sparsity-promoting, state-vector regularization method are employed,
respectively.
The paper is organized as follows; in Section 2 we introduce needed notation, and recall
the definition of certain weighted Sobolev spaces and their relevant properties useful for
our analysis. Section 3 is devoted to the study of the well posedness of problem (2) and to
an analysis of the regularity of the solution in a neighborhood of the dislocation surface.
Finally, in Section 5 we prove a uniqueness result for the inverse problem of determining
a piece-wise linear dislocation surface and its slip. We present an explicit calculation of
the singularities in the displacement for the Volterra dislocation in the Appendix.
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2. Notation and Functional Setting
In this section we introduce the weighted Sobolev spaces used for the analysis of the
forward problem. We begin by recalling some standard, but needed, notation.
We denote scalar quantities in italics, e.g. λ, µ, ν, points and vectors in bold italics,
e.g. x,y,z and u,v,w, matrices and second-order tensors in boldface, e.g. A,B,C, and
fourth-order tensors in blackboard face, e.g. A,B,C.
We indicate the symmetric part of a second-order tensor A by
Â = 12
(
A+AT
)
,
where AT is its transpose. We use the standard notation for inner product between two
vectors u and v, u · v = ∑i uivi, and between second-order tensors A : B = ∑i,j aijbij .
The tensor product of two vectors u and v is denoted by [u ⊗ v]ij = uivj . With |A| we
denote the norm induced by the inner product between second-order tensors, that is,
|A| =
√
A : A.
The vectors e1,e2, and e3 represent the standard orthonormal basis of R
3, and we denote
the lower half space by:
{x = (x1, x2, x3) ∈ R3 : x3 < 0} = R3−.
We canonically identify its boundary {(x1, x2, x3) ∈ R3 : x3 = 0} with R2, and denote a
point in R2 by x′ = (x1, x2). The set Br(x) represents the ball of center x and radius r
and B−r (x), B
+
r (x) the lower and upper half balls, respectively. With B
′
r(x
′) we mean the
disk of center x′ and radius r, namely
B′r(x
′) = {y′ ∈ R2 : (y1 − x1)2 + (y2 − x2)2 < r2}.
Finally, we follow the standard multi-index notation for partial derivatives.
Weighted Sobolev Spaces. We next define the weighted Sobolev spaces utilized in
our work. We briefly recall their main properties, referring the reader for instance to
[2, 3, 4, 5, 6, 20] and references therein for a more in-depth discussion.
As usual, we begin by defining Sobolev spaces of integer regularity index, and we deal
only with L2-based spaces to avoid unnecessary technicalities. Throughout, we denote
D(Ω) = C∞0 (Ω) for any non-empty set Ω.
Definition 2.1 (Weighted Sobolev spaces). Let
(4) ̺(x) = (1 + |x|2)1/2.
Let Ω be a domain in R3. For m ∈ Z+, α ∈ R, we define
(5) Hmα (Ω) =
{
f ∈ D′(Ω); 0 ≤ |κ| ≤ m, ̺α−m+|κ| ∂κf ∈ L2(Ω)
}
,
where D′(Ω) denotes the dual space of D(Ω), that is, the space of distributions on Ω.
These function spaces are Banach spaces equipped with their natural norm
‖f‖2Hmα (R3−) =
m∑
|κ|=0
‖̺α−m+|κ| ∂κf‖2L2(R3
−
).
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If u is a vector function, then we will say u ∈ Hmα if each component belongs to that
space. We similarly define weighted spaces in R2, replacing x with x′ and ̺ with ̺′ :=
(1 + |x′|2)1/2. With slight abuse of notation, we will refer to ρ, ρα, or simply to α, as the
“weight”.
Remark 2.1. If Ω is a bounded domain, then the weighted spaces coincide with the usual
Sobolev spaces, so we implicitly assume that Ω is unbounded, but may have non-empty
boundary. For our purposes, it will be sufficient to consider the cases Ω = Rd, d = 2, 3,
Ω = R3−, or Ω = R
3
− \K, where K is a compact set .
We also stress that the spaces Hmα do not fall into the typical framework of weighted
spaces for the analysis on singular spaces, such as conormal Sobolev spaces [28]. In par-
ticular, it does not seem possible to reduce to standard Sobolev spaces by conjugation with
an appropriate power of the weight.
As with the standard Sobolev spaces, one can show that the space D(Rd) is dense in
Hmα (R
d), while D(R3−) is dense in Hmα (R3−). We hence define the space
(6) H˚mα (R
3
−) = D(R3−)
‖·‖
Hmα (R
3
−
) ,
which is a proper subset of Hmα (R
3
−), while H
m
α (R
d) = H˚mα (R
d).
We define H−m−α (R
d) as the dual space to Hmα (R
d) with pivot L2. Similarly, we define
H−m−α (R
3
−) as the dual space to H˚
m
α (R
3
−). Both are spaces of distributions.
Before introducing fractional spaces and discuss trace results, we recall some basic
properties of the spaces Hmα . For simplicity, we state most of these properties, such as
Poincaré’s and Korn’s inequality only for the spaces Hmα that we actually employ in our
work, which are H10 (R
3
−) and H
2
1 (R
3
−), if m is a positive integer. The following weighted
Poincaré-type inequality holds (see for example [5, 20]):
(7)
‖f‖H10 (R3−) ≤ C1‖∇f‖L2(R3−),
‖f‖H21 (R3−) ≤ C2‖̺∂
2f‖L2(R3
−
).
Similarly, if a vector field u has square-integrable deformation tensor ∇̂u and belongs to
the space H0−1(R
3
−), then u ∈ H10 (R3−) by a weighted Korn-type inequality [3, Theorem
2.10] (see also [22]) and the Poincaré’s inequality above:
(8) ‖u‖H10 (R3−) ≤ C ‖∇u‖L2(R3−) ≤ C ‖∇̂u‖L2(R3−).
For any γ ∈ R such that (3/2 + α− γ) /∈ {1, · · · ,m}, with m ∈ N, the mapping
(9) u ∈ Hmα (Ω)→ ̺γu ∈ Hmα−γ(Ω)
is an isomorphism; for any ℓ ∈ N3, the mapping
(10) u ∈ Hmα (Ω)→ ∂ℓu ∈ Hm−|ℓ|α (Ω)
is continuous. For more details see for example [6, 20].
We next define fractional spaces on Rd, d = 2, 3. We give the definition in R3 for
0 < s < 2, the same definition applies in R2 for 0 < s < 1 with the obvious change of
notation (e.g. ̺ is replaced by ̺′). In both cases, we assume α ≥ −1 and d/2 + α 6= s,
d = 2, 3.
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For 0 < s < 1, we define the weighted fractional space Hsα(R
3) as:
(11) Hsα(R
3) =
{
f ∈ D′(R3); ̺α−s f ∈ L2(R3), |f |s <∞
}
,
where | · |s denotes a weighted Gagliardo seminorm:
|f |s :=
∫∫
R3×R3
|̺α(x) f(x)− ̺α(y) f(y)|2
|x− y|3+2s dx dy.
For 1 < s < 2, we define Hsα(R
3) as:
(12)
Hsα(R
3) =
{
f ∈ D′(R3); 0 ≤ |κ| ≤ [s]− 1, ̺α−s+|κ| ∂κf ∈ L2(R3), ∂[s]f ∈ Hs−[s]α (R3)
}
,
with [s] the greatest integer less than or equal to s.
Remark 2.2. In general, a logarithm correction to the weight is needed to properly define
the spaces unless some conditions on the indices s and α for a given dimension d are
satisfied (see e.g [3]). These conditions are met if s and α are taken as assumed above.
Fractional spaces on R3− can be defined by restriction, that is,
(13) Hsα(R
3
−) :=
{
f ∈ D′(R3−); ∃g ∈ Hsα(R3), f = g⌊R3
−
}
,
equipped with the norm:
‖f‖Hsα(R3−) := inf{‖g‖Hsα ; g ∈ H
s
α(R
3), f = g⌊R3
−
}.
Then, there exists a continuous restriction operator R and extension operator E such that
RE is the identity map on Hsα(R
3
−) (see e.g. [38, Lemma 7], [20, Theorem I.4]).
We also define the spaces H˚sα(R
3
−), 0 < s < 2, 0 ≤ α, by the analog of formula (6),
where there is a canonical extension operator given by the extension by zero to the whole
R3. Lastly, we denote by H−s−α(R
3
−) the dual of H˚
s
α(R
3
−).
Fractional spaces can also be obtained by means of real interpolation of integer-order
spaces. This result will be needed in Section 3. We will exploit the interpolation results in
[38]. (In that work, more general spaces wsα,p are studied; by Theorem 2 there, the spaces
Hsα(R
3) agree with the space ws2,α(R
3) for any 0 ≤ s ≤ 2 and any α ∈ R). By formula
(59) in [38], which is a particular case of Theorem 3 (a), using Formula (15) in that same
work, the following result holds:
(14)
[
Hs0α0(R
3),Hs1α1(R
3)
]
Θ,2
= Hsα(R
3),
s = s0(1−Θ) + s1Θ, α = α0(1−Θ) + α1Θ, Θ ∈ (0, 1),
for any α0, α1 ∈ R, s0, s1 ∈ [0, 2], as long as s0 6= s1 and s is not an integer. The
identification (14) holds also for weighted spaces on R3−. In fact, by the definition of
interpolation space (see e.g. [12, Definition 2.4.1]), the restriction and extension operators
map between corresponding interpolation spaces, so:[
R(Hs0α0(R
3)), R(Hs1α1(R
3))
]
Θ,2
= R(Hsα(R
3)),
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but the restriction operator R : Hsα(R
3) → Hsα(R3−), s ≥ 0, acts surjectively (see also
Section 3.3 in [38]), so that R(Hsα(R
3)) = Hsα(R
3
−). We specialize the interpolation formula
to two cases of interest:
(15a)
[
H0−1(R
3
−),H
1
0 (R
3
−)
]
Θ,2
= HΘ−1+Θ(R
3
−),
(15b)
[
H10 (R
3
−),H
2
1 (R
3
−)
]
Θ,2
= H1+ΘΘ (R
3
−).
Next, we extend the interpolation analysis to negative spaces using duality. It is clear
that (15) holds for the spaces H˚sα(R
3
−), which are (not necessarily proper) closed subspaces
of Hsα(R
3
−). We then recall the following standard fact about real interpolation (see e.g.
again [12, Definition 2.4.1]), which applies since the intersection of any of the spaces
H˚sα(R
3
−) contains the dense subspace D(R3−), specialized to the weighted spaces:[
H−s0−α0(R
3
−),H
−s1
−α1(R
3
−)
]
Θ,2
= H−s−α(R
3
−),
using that H˚sα(R
3
−)
′ = H−s−α(R
3
−). Finally, using that
[A0, A1]Θ,2 = [A1, A0]1−Θ,2 ,
(see e.g. [12, Theorem 3.4.1]) we conclude that:
(16a)
[
H−10 (R
3
−),H
0
1 (R
3
−)
]
1−Θ,2
= H−Θ1−Θ(R
3
−),
(16b)
[
H−2−1 (R
3
−),H
−1
0 (R
3
−)
]
1−Θ,2
= H−1−Θ−Θ (R
3
−).
We close this section by recalling a trace result which we present only for spaces
Hmα (R
3
−), where m is a positive integer and α ∈ R.
Proposition 2.3 ([3], Lemma 1.1). Let m ≥ 1 and α ∈ R. Then, there exists a continuous
linear mapping
(17) γ = (γ0, · · · , γm−1) : Hmα (R3−) −→
m−1∏
j=0
Hm−j−1/2α (R
2).
In addition, γ is surjective and
Kerγ = H˚mα (R
3
−).
3. The direct problem: formulation and well-posedness
In this section, we formulate the direct problem and study its well posedness. We begin
by discussing in more detail the assumptions we make on the geometry of the dislocation
surface S, on the displacement jump g across S, and on the elasticity tensor C, which
form the data for the direct problem.
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3.1. Main assumptions and a priori information. We recall that we model the dis-
location surface S by an open, bounded, oriented Lipschitz surface such that
(18) S ⊂ R3−.
We assume that the interior of the Earth is an isotropic, inhomogeneous elastic medium.
The associated elasticity tensor C = C(x), x ∈ R3−, is then of the form:
(19) C(x) = λ(x)I⊗ I+ 2µ(x)I, ∀x ∈ R3−,
where λ = λ(x) and µ = µ(x) are the Lamé coefficients. We suppose the Lamé parameters
to have Lipschitz regularity, that is, there exists M > 0 such that
(20) ‖µ‖C0,1(R3
−
)
+ ‖λ‖
C0,1(R3
−
)
≤M,
with ‖ · ‖
C0,1(R3
−
)
= ‖ · ‖L∞(R3
−
) + ‖∇ · ‖L∞(R3
−
). Moreover, we require that there exists a
constant C > 0 such that
(21) |∇λ| ≤ C
̺
, |∇µ| ≤ C
̺
, a.e. inR3−,
where ̺ is the weight defined in (4). Finally, we assume the strong convexity condition
for the elasticity tensor, i.e., there exist two positive constants α0, β0 such that
(22) µ(x) ≥ α0 > 0, 3λ(x) + 2µ(x) ≥ β0 > 0, ∀x ∈ R3−.
This condition implies that C defines a positive-definite quadratic form on symmetric
matrices:
(23) C(x)Â : Â ≥ c|Â|, ∀x ∈ R3−,
for c = c(α0, β0) > 0.
3.2. The transmission problem as a source problem. The presence of a non-trivial
jump g for the displacement u across the dislocation leads to reformulate the transmission-
boundary-value problem (1) as boundary-value problem with rough interior source. In this
way, we are able to prove an existence and uniqueness result for the solution globally in
R3−. This approach has been proposed in [14] for a similar transmission problem, but in
the case of a scalar elliptic equation.
We recall Problem (1) here for the reader’s sake:
(24)

div (C∇̂u) = 0, in R3− \ S,
(C∇̂u)e3 = 0, on {x3 = 0},
[u]S = g,
[(C∇̂u)n]S = 0,
where e3 = (0, 0, 1) is the outward unit normal vector on {x3 = 0}, n is a unit normal
vector on S, and g is a vector field on S such that
(25) g ∈ H1/2(S).
We rewrite this problem in the form
(26)
{
div (C∇̂u) = fS , in R3−,
(C∇̂u)e3 = 0, on {x3 = 0},
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where
(27) fS = div(C(g ⊗ n)δS).
Above, δS is the distribution on R
3 defined by:
(28) 〈δS ,φ〉 =
∫
S
φ(x) dσ(x), ∀φ ∈ D(R3),
and, if h ∈ L1(S), the distribution h δS is defined by
(29) 〈h δS ,φ〉 =
∫
S
h(x)φ(x) dσ(x), ∀φ ∈ D(R3),
We show the equivalence between (24) and (26) later in Lemma 3.12. Next, we establish
the validity of Formula (27) and investigate the regularity of the source term.
Proposition 3.1. The source term fS ∈ H−3/2−ε(R3−).
Proof. It is sufficient to show that C(g⊗n)δS is a distribution in the space H−1/2−ε(R3−),
for all ε > 0. To this end, we introduce the function Ψ := C(g ⊗ n), and observe that it
lies in L2(S), since n ∈ L∞(S), C is bounded and continuous on S by Assumption (20),
and g is assumed to be in H1/2(S). Next, we fix a bounded Lipschitz domain Ω such
that Ω ⊂ R3− and S ⊂ ∂Ω. The existence of this domain is guaranteed by the assumed
regularity on S and the hypothesis that S is at positive distance from {x3 = 0}. For all
ϕ ∈ H1/2+ε(R3−), we have∣∣∣∣∣
∫
S
Ψ(x)ϕ(x) dσ(x)
∣∣∣∣∣ ≤ ‖Ψ‖L2(S)‖ϕ‖L2(S) ≤ c ‖ϕ‖L2(∂Ω)
≤ c‖ϕ‖Hε(∂Ω) ≤ c‖ϕ‖H1/2+ε(R3
−
),
where the fourth inequality follows by the Trace Theorem. Therefore, by definition ΨδS ∈
H−1/2−ε(R3−), which implies that fS ∈ H−3/2−ε(R3−). 
The well-posedness of Problem (26), with source term given by (27), will be obtained
by duality and interpolation, once we have regularity for the source problem with source
term in spaces of positive regularity. To do so, we study the general source problem:
(30)
{
div (C∇̂u) = f , in R3−,
(C∇̂u)e3 = 0, on {x3 = 0}.
We follow the well-known approach of Lions and Magenes [26] to establish regularity for
this problem. This approach was already adapted to the framework of weighted spaces in
a half space in [20] and [3] for the Dirichlet and Neumann problems. However, our source
problem is more singular, and we assume lower regularity on the coefficients.
Our strategy involves strong, weak, and very weak solutions, duality and interpolation.
To introduce the proper functional setting, we need to define some auxiliary spaces.
Definition 3.1. Let V (R3−) be the closed subspace of H
2
1 (R
3
−) given by
(31) V (R3−) =
{
v ∈ H21 (R3−) / (C∇̂v)e3 = 0 on {x3 = 0}
}
,
with norm ‖v‖V (R3
−
) = ‖v‖H21 (R3−). We denote the dual space of V (R
3
−) with V
′(R3−).
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Remark 3.2. We note that if v ∈ V (R3−) then in particular v ∈ H0−1(R3−) which implies
that no infinitesimal rigid motion v = Ax + c, where A ∈ R3×3 is a skew matrix and
c ∈ R3, can be an element of V (R3−).
Definition 3.2. Let
(32) E0(R
3
−) =
{
u ∈ H0−1(R3−) / div(C∇̂u) ∈ V ′(R3−)
}
,
equipped with the norm
‖u‖E0(R3−) = ‖u‖H0−1(R3−) + ‖div(C∇̂u)‖V ′(R3−).
For the reader’s convenience we give here a sketch of the strategy we use to establish
well-posedness of (30):
(i) we prove that, for any f ∈ (H10 (R3−))′, there exists a unique weak solution u ∈
H10 (R
3
−);
(ii) if f ∈ H01 (R3−), we show that the weak solution in (i) is, in fact, a strong solution
u ∈ H21 (R3−);
(iii) from (ii) by a duality argument, we establish that, for any f ∈ V ′(R3−), there exists
a unique solution u ∈ H0−1(R3−), that is, u ∈ E0(R3−);
(iv) the well-posedness of (26) with source term (27) follows by interpolating the results
obtained in (i) and (iii).
3.3. Well-posedness. In this section we prove the well-posedness of Problem (26) with
fS given by (27). Following the strategy presented in the scheme of the previous section,
we start by proving (i).
Theorem 3.3 (Weak solution). Under Assumptions (20), (23), for any f ∈ (H10 )′(R3−)
there exists a unique solution u ∈ H10 (R3−) of Problem (30) such that
(33) ‖u‖H10 (R3−) ≤ C‖f‖(H10 )′(R3−).
Remark 3.4. Above and in Theorems 3.5, 3.8, and 3.11, the constants generally depend
on the constants in Assumptions (20), (21), and (22), such as M and c, but are indepen-
dent of S and g.
We also note that is possible to show that the dual of H10 (R
3
−) can be canonically identified
with the direct sum:
(H10 (R
3
−))
′ ∼= H−10 (R3−)⊕H−1/20 (R2).
However, we will not need this explicit identification.
Proof. We introduce the bilinear form a : H10 (R
3
−)×H10 (R3−)→ R associated to the Lamé
operator:
(34) a(u,v) :=
∫
R3
−
C∇̂u : ∇̂v dx.
Since D(R3−) is dense in H10 (R3−), we can assume in the calculations below that u ∈ D(R3−).
We test the first equation in (30) with v ∈ H10 (R3−), we then integrate by parts once in u
over R3− on the left-hand side, using the traction-free boundary condition, to obtain:∫
R3
−
C∇̂u : ∇̂v dx = −〈f ,v〉((H10 )′(R3−),H10 (R3−)), ∀v ∈ H
1
0 (R
3
−).
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We have hence the following variational formulation of Problem (30):
find u ∈ H10 (R3−) such that
a(u,v) = l(v), ∀v ∈ H10 (R3−),
where l : H10 (R
3
−)→ R is the linear functional given by
(35) l(v) = −〈f ,v〉((H10 )′(R3−),H10 (R3−)).
Above and throughout the paper, we use the notation 〈, 〉(X′,X) to denote the duality
pairing between a Banach space X and its dual X ′.
The assertion of the theorem then follows by applying the Lax-Milgram theorem, once
the continuity and coercivity of the bilinear form a and the continuity of the functional l
are established .
Continuity and coercivity of (34): From (20), we have
|a(u,v)| =
∣∣∣∣∣
∫
R3
−
C∇̂u : ∇̂v dx
∣∣∣∣∣ ≤ c‖∇̂u‖L2(R3−)‖∇̂v‖L2(R3−)
≤ c‖u‖H10 (R3−)‖v‖H10 (R3−).
Coercivity follows from the strong convexity of C (Assumptions (22) and (23)), by applying
the weighted Korn’s (8) inequality:
a(u,u) =
∫
R3
−
C∇̂u : ∇̂u dx ≥ c‖∇̂u‖2L2(R3
−
)
≥ c‖∇u‖2L2(R3
−
) ≥ c‖u‖2H10 (R3−).
Continuity of (35): l is by definition an element of the dual of H10 (R
3
−), hence it defines a
continuous linear functional on H10 via the duality form.
The conclusion now follows from the Lax-Milgram Theorem. 
Next we establish (ii), i.e., the fact that the unique weak solution is actually a strong
solution, if the source term in (30) belongs to H01 (R
3
−).
Theorem 3.5 (Strong solution). Under the assumptions of Theorem 3.3 and Assumption
(21) on the decay of the Lamé coefficients, if the source f ∈ H01 (R3−), Problem (30) admits
a unique solution u ∈ H21 (R3−), satisfying
(36) ‖u‖H21 (R3−) ≤ c‖f‖H01 (R3−).
Proof. We begin by observing that, if f ∈ H01 (R3−), then f ∈ (H10 (R3−))′. In fact, using
that ̺(x) ≥ 1 and that f is now locally an integrable function, we can estimate (35) as
follows:
|l(v)| =
∣∣∣∣∣
∫
R3
−
f · v dx
∣∣∣∣∣ ≤ ‖̺f‖L2(R3−)∥∥∥v̺
∥∥∥
L2(R3
−
)
≤ ‖f‖H01 (R3−)‖v‖H10 (R3−).
By uniqueness of weak solutions, it is enough to show that we can bootstrap regularity
for the source problem, if f is more regular. To bootstrap, we will prove that suitable
weighted derivatives of the solutions satisfy a similar source problem. To be specific, we
study the source-boundary-value problem formally satisfied by ̺∂iu, for i = 1, 2. Since
we take only derivatives that are tangent to the boundary, we can show that this problem
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is in a form similar to the original problem (30) (see (39)). Theorem 3.3 then gives,
again by uniqueness of solutions, that ̺∂iu ∈ H10 (R3−), which in turn means by (9) that
∂iu ∈ H11 (R3−) or, equivalently, that ̺∇(∂iu) ∈ L2(R3−) . Lastly, by using the specific form
of the Lamé system, we are able to prove that the regularity of the tangential derivatives
implies ̺∂23u ∈ L2(R3−) as well. Therefore, we can conclude that ̺∂2u ∈ L2(R3−).
First Step: We seek to find the problem satisfied by ̺∂iu, for i = 1, 2, knowing that
u satisfies (30). We proceed formally first. The manipulations below are justified a
posteriori, given the regularity on u, ̺, and the data. We have that
div(C∇̂(̺∂iu)) = ̺∂if + div(C ̂(∇̺⊗ ∂iu)) + (C∇̂(∂iu))∇̺− ̺div (∂iC∇̂u),
and, since
̺div(∂iC∇̂u) = div(̺∂iC∇̂u)− ∂iC∇̂u∇̺,
we find that
(37) div(C∇̂(̺∂iu)−Gi) = Fi, inR3−,
where
Fi := ̺∂if + (C∇̂(∂iu))∇̺+ ∂iC∇̂u∇̺, and Gi := C ̂(∇̺⊗ ∂iu)− ̺∂iC∇̂u.
Next, from the Neumann boundary condition on u in (30), it follows that
C∇̂(̺′∂iu)e3 = C ̂(∇̺′ ⊗ ∂iu)e3 − ̺′(∂iC∇̂u)e3, for x3 = 0,
where ̺′ = ̺⌊R2 . That is,
(38) (C∇̂(̺′∂iu)−Gi)e3 = 0, on {x3 = 0}.
Hence, by combining (37) and (38), we obtain the problem
(39)
{
div(C∇̂(̺∂iu)−Gi) = Fi, inR3−,
(C∇̂(̺′∂iu)−Gi)e3 = 0, on {x3 = 0}.
We write the weak formulation of this problem. The quadratic form associated to the
left-hand side of the equation above is:
(40)
∫
R3
−
(C∇̂(̺∂iu)−Gi) · ∇ϕ dx,
for ϕ ∈ H10 (R3−). This expression is justified by the fact that u ∈ H10 (R3−) and Gi ∈
L2(R3−) by the regularity and decay conditions on C (in particular, the fact that ̺∇C ∈
L∞(R3−) from (21)).
We further observe that Fi ∈ (H10 (R3−))′. In fact, taking again ϕ ∈ H10 (R3−), by the
hypothesis f ∈ H01 (R3−) and Theorem 3.3, we have
(41)
∣∣∣〈̺∂if ,ϕ〉(H10 (R3−))′,H10 (R3−)∣∣∣ = ∣∣∣〈∂i(̺f)− f∂i̺,ϕ〉(H10 (R3−))′,H10 (R3−)∣∣∣
≤ C
‖f‖H01 (R3−)‖∇ϕ‖L2(R3−) + ‖f‖H01 (R3−)
∥∥∥∥ϕ̺
∥∥∥∥
L2(R3
−
)

≤ C ‖f‖H01 (R3−)‖ϕ‖H10 (R3−).
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We point out that, in the first inequality above, there are no boundary terms, because we
take tangential derivatives. Next, from (21) it follows that
(42)
∣∣∣〈(C∇̂∂iu)∇̺,ϕ〉(H10 (R3−))′,H10 (R3−)∣∣∣ = ∣∣∣〈∇̂u, ∂i(C(∇̺⊗ϕ))〉∣∣∣
≤ C ‖∇̂u‖L2(R3
−
)‖ϕ‖H10 (R3−),
where the last inequality comes from the fact that ̺ ∂i∇̺ are bounded in R3−, for i =
1, 2. Again we stress that there are not boundary elements because we take tangential
derivatives. Finally, using again the fact that ∇̺ and ̺ ∂iC are bounded, we get
(43)
∣∣∣〈(∇̺T ∂iC∇̂u),ϕ〉(H10 (R3−))′,H10 (R3−)∣∣∣ ≤ C‖∇̂u‖L2(R3−)
∥∥∥∥ϕ̺
∥∥∥∥
L2(R3
−
)
≤ C ‖∇̂u‖L2(R3
−
)‖ϕ‖H10 (R3−).
By (40) then, we can write Problem (39) in weak form as:
(44)
∫
R3
−
(C∇̂(̺∂iu)) · ∇ϕ dx =
∫
R3
−
Gi · ∇ϕ dx− 〈Fi,ϕ〉((H10 (R3−))′,H10 (R3−)),
for ϕ ∈ H10 (R3−). Since Gi ∈ L2(R3−), it is clear that the right-hand side of the equality
above defines a continuous functional, which we call hi, i = 1, 2, on H
1
0 (R
3
−). In fact, we
have already explicitly estimated the terms containing Fi. For the term containing Gi,
we note that, using (20), we obtain
(45)
∣∣∣∣∣
∫
R3
−
C ̂(∇̺⊗ ∂iu) : ∇̂ϕ dx
∣∣∣∣∣ ≤ C‖∂iu‖L2(R3−)‖∇ϕ‖L2(R3−)
≤ C‖∂iu‖L2(R3
−
)‖ϕ‖H10 (R3−),
and by (21),∣∣∣∣∣
∫
R3
−
̺∂iC∇̂u : ∇ϕ dx
∣∣∣∣∣ ≤ C‖∇u‖L2(R3−)‖∇ϕ‖L2(R3−) ≤ C‖∇u‖L2(R3−)‖ϕ‖H10 (R3−).
We therefore study the variational problem:
find wi ∈ H10 (R3−), for i = 1, 2, such that
(46) a(wi,ϕ) = hi(ϕ), ∀ϕ ∈ H10 (R3−),
where a is the bilinear form defined in (34), and hi, i = 1, 2, is the linear operator on
H10 (R
3
−) defined by the right-hand side in (44) as a function of ϕ.
If this problem has a unique solution, then necessarily wi = ̺∂iu, i = 1, 2.
As proved in Theorem 3.3, the bilinear form a is continuous and coercive, and we
have shown above hi is continuous. Hence, the Lax-Milgram Theorem then ensures the
existence of a unique solution wi = ̺∂iu of (39) in H
1
0 (R
3
−), satisfying
‖̺∂iu‖H10 (R3−) ≤ C‖f‖H01 (R3−).
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Second Step: From the previous step, by the isomorphism (9) we have that, for i = 1, 2,
∂iu ∈ H11 (R3−) and satisfies the estimate:
(47) ‖∂iu‖H11 (R3−) ≤ C ‖̺∂iu‖H10 (R3−) ≤ C‖f‖H01 (R3−).
If ∂3u ∈ H11 (R3−), then ∇u ∈ H11 (R3−), that is, u ∈ H21 (R3−), given that u ∈ H10 (R3−) by
Theorem 3.3. In fact, it is enough to prove that ̺∂23u ∈ L2(R3−). To this end, we use
equation (30), written in the form:
(48) µ∆u+ (λ+ µ)∇divu+∇λdivu+ 2∇̂u∇µ = f .
From this equation, it follows, in particular, that:
(49)
µ∂23u
′ = −µ∆′u′ − (λ+ µ)∇′divu−∇′λdivu− 2(∇̂u)′∇µ+ f ′,
(λ+ 2µ)∂23u3 = −µ∆′u3 − (λ+ µ)∂3 divu′ − ∂3λdivu− 2(∇̂u)3 · ∇µ+ f3,
where we used the prime notation to denote projection onto the first two variables. From
(49), since the tangential derivatives are in H11 (R
3
−), we have that
(50) ̺µ∂23u
′ ∈ L2(R3−), and ̺(λ+ 2µ)∂23u3 ∈ L2(R3−).
From (50), the bounds on the Lamé parameters (see (20)), and the strong convexity
condition (22), we obtain that
(51) ̺∂23u ∈ L2(R3−).
The regularity estimate (36) then follows from (47), the assumed regularity of the source
and the coefficients, and (49). 
We now tackle (iii), that is, the existence of a very weak solution for Problem (30).
More precisely, we will prove the existence of a unique solution u ∈ E0(R3−) for f ∈ V ′,
where, we recall, the space V is defined in (31) and E0(R
3
−) is given in (32). To do so, we
first establish the validity of integration by parts, when div(C∇̂u) ∈ V ′. This result will
be a direct consequence of standard integration by parts provided D(R3−) is dense into
E0(R
3
−). The density follows from an extension to the case of weighted Sobolev spaces of
results in [26] and from some ideas contained in [3]. We include the proof of this density
result for completeness.
Lemma 3.6. The space D(R3−) is dense in E0(R3−).
Proof. By the Riesz Representation Theorem, for every functional T ∈ (E0(R3−))′ there
exist u1 ∈ H01 (R3−) and u2 ∈ V (R3−) such that, for every v ∈ E0(R3−),
(52) 〈T,v〉 =
∫
R3
−
u1 · v dx+ 〈divC∇̂v,u2〉(V ′(R3
−
),V (R3
−
)).
Next, we suppose that T is the zero functional when restricted to D(R3−):
(53) 〈T,ϕ〉 = 0, ∀ϕ ∈ D(R3−).
We will show that T is then the zero functional on E0:
〈T,v〉 = 0, ∀v ∈ E0(R3−).
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Since ϕ ∈ D(R3−), there exists ψ ∈ D(R3) such that
ψ|R3
−
= ϕ.
Following the approach of Lions-Magenes (see [26] p. 173), we let u˜1 and u˜2 denote the
extension by zero of u1 and u2 to R
3, respectively. We also extend the isotropic elastic
tensor C to an isotropic tensor C˜ on R3, satisfying
C˜ ∈ C0,1(R3) and C˜|
R3
−
= C.
Such as extension can be done by even reflection, and, hence, we can assume that there
exist α˜0 > 0 and β˜0 > 0 such that
µ˜(x) ≥ α˜0 > 0, and 3λ˜(x) + 2µ˜(x) ≥ β˜0 > 0, ∀x ∈ R3,
and we can also assume that
(54) |∇λ˜| ≤ C
̺
, |∇µ˜| ≤ C
̺
,
almost everywhere in R3.
Therefore it follows that
〈T,ψ〉 =
∫
R3
[
u˜1 ·ψ + div(C˜∇̂ψ) · u˜2
]
dx
=
∫
R3
−
[
u1 · ϕ+ div(C∇̂ϕ) · u2
]
dx = 0,
where we used that div(C˜∇̂ψ) is bounded function with compact support and that u˜2 is
a locally L2 function. Consequently, for any ψ ∈ D(R3),
〈u˜1,ψ〉+ 〈div C˜∇̂u˜2,ψ〉 = 0,
from which it follows that
(55) div(C˜∇̂u˜2) = −u˜1 in D′(R3).
We next show that u˜2 ∈ H21 (R3) by using the well posedness and regularity for the equation
div(C˜∇̂u˜) = f˜
on all of R3. The decay condition at infinity imposed on u˜ as an element of H21 (R
3) (or
just H10 (R
3)) ensures the global coercivity of the quadratic form from the strong convexity
of the Lamé tensor. Therefore, since f˜ = −u˜1 ∈ H01 (R3) we can first prove that the
solution belongs to H10 (R
3) proceeding as in the proof of Theorem 3.3. Then following a
similar approach as that in the proof of Theorem 3.5, we are able to establish that the
unique solution, which must agree with u˜2, is in H
2
1 (R
3). Now, since u˜2 ∈ H21 (R3) is an
extension by zero of u2 in R
3, u2 and ∇u2 must have trace zero on {x3 = 0}, that is,
u2 = u˜2|
R3
−
∈ H˚21 (R3−).
Exploiting identity (55), we can rewrite (52) as:
〈T,v〉 = −
∫
R3
−
div (C∇̂u2) · v dx+ 〈div (C∇̂v),u2〉(V ′(R3
−
),V (R3
−
)).
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Since D(R3−) is dense in H˚21 (R3−) by definition, there exists
(56) {ϕk} ∈ D(R3−) such that ϕk k→∞−→ u2 in H˚21 (R3−).
Hence we find that, for every v ∈ E0(R3−),
〈T,v〉 = lim
k→∞
[
−
∫
R3
−
div (C∇̂ϕk) · v dx+ 〈div (C∇̂v),ϕk〉
]
= 0.
We conclude that D(R3−) is dense in E0(R3−) from the Hahn-Banach Theorem. In fact,
setting for notational convenience E1 := D(R3−), we suppose by contradiction that E1 is a
proper closed subset of E0(R
3
−). Therefore, there exists f0 ∈ E0(R3−) such that f0 /∈ E1,
and we can define a continuous functional T̂ on E1 ∪ {f0}) by:
T̂ (f) = 0 ∀f ∈ E1,
T̂ (f0) = 1,
Then by the Hahn-Banach theorem the operator T̂ can be extended to a non-zero func-
tional T̂ ∈ (E0(R3−))′, a contradiction, since we proved that any functional that is zero on
E1 is zero on E0. 
By the previous lemma and results in [3], we can prove the following Green’s formula.
Proposition 3.7. Let u ∈ E0(R3−). Then for any φ ∈ V (R3−), we have
(57)
〈div(C∇̂u),φ〉(V ′(R3
−
),V (R3
−
)) =
∫
R3
−
u · div(C∇̂φ) dx+ 〈(C∇̂u)e3,φ〉(H−3/2
−1 (R
2),H
3/2
1 (R
2))
Proof. From Lemma 3.6, it is sufficient to prove (57) for u ∈ D(R3−). Therefore, for any
u ∈ D(R3−) and φ ∈ V (R3−) we have
(58)
∫
R3
−
div(C∇̂u) · φ dx =
∫
R3
−
u · div(C∇̂φ) dx+
∫
R2
(C∇̂u)e3) · φ dx′.
Next we prove that, if u ∈ E0(R3−), then
(59)
γN : E0(R
3
−) −→ H−3/2−1 (R2),
u 7→ (C∇̂u)e3,
is a linear and continuous functional. Let ζ ∈ H3/21 (R2). By the Trace Theorem, there
exists a lifting function φ ∈ H21 (R3−) such that φ = ζ and (C∇̂φ)e3 = 0 on R2 (see [3,
Lemma 2.2]); hence φ ∈ V (R3−). From (58), we obtain∫
R2
((C∇̂u)e3) · ζ dσ(x) = 〈div(C∇̂u),φ〉(V ′(R3
−
),V (R3
−
)) − 〈u,div(C∇̂φ)〉(H0
−1(R
3
−
),H01 (R
3
−
)).
The functional on the left-hand side is, therefore, well-defined on H
3/2
1 (R
2) as u ∈ D(R3−).
Moreover, the lifting function φ satisfies
‖φ‖H21 (R3−) ≤ c ‖ζ‖H3/21 (R2),
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so that
|〈γN (u), ζ〉| ≤ C
[
‖div(C∇̂u)‖V ′(R3
−
)‖φ‖V (R3
−
) + ‖u‖H0
−1(R
3
−
)‖div(C∇̂φ)‖H01 (R3−)
]
≤ C‖u‖E0(R3−)‖φ‖H21 (R3−) ≤ C‖u‖E0(R3−)‖ζ‖H3/21 (R2).
That is, (59) holds and the statement of the proposition follows. 
Next, we prove existence and uniqueness of a very weak solution.
Theorem 3.8 (Very weak solution). For any f ∈ V ′(R3−), there exists a unique solution
u ∈ H0−1(R3−) to Problem (30) such that
‖u‖H0
−1(R
3
−
) ≤ C ‖f‖V ′(R3
−
).
Proof. Thanks to the Green’s formula (57), for any f ∈ V ′(R3−) Problem (30) is equivalent
to the following variational formulation:
find u ∈ E0(R3−) such that
(60)
∫
R3
−
u · div(C∇̂v) dx = 〈f ,v〉V ′(R3
−
),V (R3
−
), ∀v ∈ V (R3−).
We first note that, from the well-posedness of (30) in H21 (R
3
−) (Theorem 3.5), for any
f ∈ H01 (R3−) there exists v ∈ V (R3−) satisfying (30) with f replaced by f such that
‖v‖V (R3
−
) = ‖v‖H21 (R3−) ≤ c ‖f‖H01 (R3−).
The bilinear form
Φf (f) = 〈f ,v〉(V ′(R3
−
), V (R3
−
))
is then continuous, as
|Φf (f)| ≤ C ‖f‖V ′(R3
−
)‖v‖V (R3
−
) ≤ C‖f‖V ′(R3
−
)‖f‖H01 (R3−).
Consequently, from the Riesz Representation Theorem there exists a unique u ∈ H0−1(R3−)
such that
Φf (f) = 〈u,f〉(H0
−1(R
3
−
), H01 (R
3
−
)), ∀f ∈ H01 (R3−).
Since the solution operator of Problem (26) for strong solutions
Φ : H01 (R
3
−) −→ V (R3−)
f −→ v
is an isomorphism, the assertion of the theorem follows. 
We lastly address the well-posedness of the source problem, Problem (26), by means of
interpolation. We recall Formula (16b),[
H−2−1 (R
3
−),H
−1
0 (R
3
−)
]
1−θ,2
= H−1−Θ−Θ (R
3
−).
The above result is relevant in view of the following auxiliary result.
Proposition 3.9. If f ∈ H−2−1 (R3−) has compact support, then f ∈ V ′(R3−).
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Proof. We define ψ, a regular cut-off function in R3−, such that ψ = 1 on a compact
neighborhood of the support of f . Then
〈f ,v〉(V ′(R3
−
),V (R3
−
)) = 〈fψ,v〉(V ′(R3
−
),V (R3
−
)) = 〈f , ψv〉(H−2
−1 (R
3
−
),H˚21 (R
3
−
)),
is well defined and satisfies∣∣∣〈f ,v〉(V ′(R3
−
),V (R3
−
))
∣∣∣ ≤ ‖f‖H−2
−1 (R
3
−
)‖ψv‖H˚21 (R3−) ≤ c‖f‖H−2−1 (R3−)‖v‖H21 (R3−).
The assertion follows. 
Remark 3.10. By Proposition 3.9, Theorem 3.8 also holds for any f ∈ H−2−1 (R3−) with
compact support in R3−.
We are now in the position to establish the well-posedness of (26).
Theorem 3.11. Problem (26) with source term given in (27) has a unique distributional
solution u ∈ H1/2−ε−1/2−ε(R3−), for all ε > 0.
Proof. We specialize the interpolation Formula (16b) to the case Θ = 1/2 + ε to obtain:
(61) H
−3/2−ε
−1/2−ε (R
3
−) = [H
−2
−1 (R
3
−),H
−1
0 (R
3
−)]1
2−ε,2
,
and similarly Formula (15a) to the case Θ = 1/2 − ε to obtain:
(62) H
1/2−ε
−1/2−ε(R
3
−) = [H
0
−1(R
3
−),H
1
0 (R
3
−)]1
2−ε,2
.
From Proposition (3.1), fS ∈ H−
3
2−ε and, since it has compact support in R3− by (27), we
deduce that
fS ∈ H−3/2−ε−1/2−ε (R3−).
By Theorems 3.3 and 3.8, and Remark 3.10, we have a bounded solution operator Φ,
where Φ(f) = u, mapping
Φ : V ′(R3−)→ H0−1(R3−), Φ : (H10 )′(R3−)→ H10 (R3−).
From the hypotheses on the dislocation surface, we can assume that S ⊂ Ω, where Ω is
a bounded open set such that Ω ⊂ R3−. We then restricts all source terms f to have
compact support in Ω, and we denote by H−s−α,Ω(R
3
−) the closed subspace of H
−s
−α(R
3
−) of
distributions with support in Ω. Then fS ∈ H−3/2−ε−1/2−ε,Ω(R3−). Furthermore, since V ′(R3−) ⊃
H−2−1,Ω(R
3
−) and (H
1
0 )
′(R3−) ⊃ H−10,Ω(R3−), from (61) we have:
H
−3/2−ε
−1/2−ε,Ω(R
3
−) = [H
−2
−1,Ω(R
3
−),H
−1
0,Ω(R
3
−)]1
2−ε,2
⊂ [V ′(R3−), (H10 )′(R3−)]1
2−ε,2
.
By interpolation, Φ extends as a continuous solution operator
Φ : [V ′(R3−), (H
1
0 (R
3
−))
′]1
2−ε,2
→ [H0−1(R3−),H10 (R3−)]1
2−ε,2
,
so that, using (62), we also have:
Φ : H
−3/2−ε
−1/2−ε,Ω(R
3
−)→ H1/2−ε−1/2−ε(R3−),
as a continuous operator, which gives the conclusion of the theorem. 
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We close the discussion of well-posedness of the direct problem by showing the equiva-
lence of the transmission problem to the source problem.
Lemma 3.12. Problem (24) and Problem (26) are equivalent.
Proof. We first observe that both solutions of (24) and (26) satisfy div(C∇̂u) = 0, for all
x ∈ R3− \ S, and (C∇̂u)e3 = 0 on {x3 = 0}. Hence we have only to verify that the jump
relations on the dislocation surface S are satisfied.
We take a point x ∈ S and a ballBη(x), with η sufficiently small, such that (Bη(x)∩S) ⊂
S, since S is an open surface. We indicate with B+η (x) (B
−
η (x)) the half ball on the same
(opposite) side of the unit normal vector n on the boundary of S.
To simplify notation, we define D+η := S
+ ∩ B+η (x), D−η := S− ∩ B−η (x) and Dη :=
S ∩Bη(x) .
Let ϕ ∈ D(Bη(x)) and let u be the solution to (26). We recall that u ∈ H1/2−ε in a
neighborhood of S and that its trace can be defined in H−ε(S) in a weak sense. Then,
since u is a solution to div(C∇̂u) = 0 in B+η (x) and B−η (x), we have
(63)∫
B+η (x)
div(C∇̂ϕ) · u dx = −〈u+, (C∇̂ϕ)n〉(H−ε(D+η ), Hε(D+η )) −
∫
B+η (x)
C∇̂ϕ : ∇̂u dx
= −〈u+, (C∇̂ϕ)n〉(H−ε(D+η ), Hε(D+η )) + 〈 ((C∇̂u)n)
+, ϕ〉(H−1−ε(D+η ), H1+ε(D+η )).
Analogously,
(64)∫
B−η (x)
div(C∇̂ϕ) · u dx = 〈u−, (C∇̂ϕ)n〉(H−ε(D−η ),Hε(D−η )) −
∫
B−η (x)
C∇̂ϕ : ∇̂u dx
= 〈u−, (C∇̂ϕ)n〉(H−ε(D−η ), Hε(D−η )) − 〈 ((C∇̂u)n)
−, ϕ〉(H−1−ε(D−η ), H1+ε(D−η )).
Summing (63) and (64) gives:
(65)∫
Bη(x)
div(C∇̂ϕ) · u dx = −〈 [u]S , (C∇̂ϕ)n〉(H−ε(Dη), Hε(Dη)) + 〈 [(C∇̂u)n], ϕ 〉(H−1−ε(Dη), H1+ε(Dη)),
where [·]S denotes the jump on S. Since u is a solution of (26) with source term (27), it
follows that
(66)
∫
B+η (x)
div(C∇̂ϕ) · u dx+
∫
B−η (x)
div(C∇̂ϕ) · u dx =
∫
Bη(x)
div(C∇̂ϕ) · u dx
= 〈div(C∇̂u), ϕ〉(H−3/2−ε(Bη(x)), H3/2+ε(Bη(x)))
= −〈C(g ⊗ n)δS , ∇ϕ〉(H−1/2−ε(Bη(x)), H1/2+ε(Bη(x)))
= −
∫
Dη
∇ϕ : C(g ⊗ n) dσ(x).
By the symmetries the tensor C satisfies, we also have that
∇ϕ : C(g ⊗ n) = g · (C∇̂ϕ)n.
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Hence, equation (66) becomes
(67)
∫
Bη(x)
div(C∇̂ϕ) · u dx = −
∫
Dη
g · (C∇̂ϕ)n dσ(x).
Comparing (65) and (67) we have that
(68)
−
∫
Dη
g·(C∇̂ϕ)n dσ(x) = −〈 [u], (C∇̂ϕ)n〉(H−ε(Dη), Hε(Dη))+〈 [(C∇̂u)n], ϕ 〉(H−1−ε(Dη), H1+ε(Dη)),
for any ϕ ∈ D(Bη(x¯)). By taking ϕ constant near x¯, we conclude from the identity above
that [(C∇̂u)n] = 0 in Dη, and hence it follows [(C∇̂u)n] = 0 in S. Then, [u] = g in S.
We have shown that, if u is a solution of (26) , it is also a very weak solution of (24). The
converse implication follows by simply reversing all arguments in the proof. 
From Theorem 3.11 and the previous lemma, we finally have the well-posedness of the
direct problem in R3−.
Corollary 3.13. There exists a unique very weak solution u ∈ H1/2−ε−1/2−ε(R3−) of the
boundary-value/transmission problem (24).
4. The solution as a double layer potential
In this section, we prove the existence of a Neumann function in the half-space, for
an isotropic, non-homogeneous, elastic tensor satisfying (20) and (23). The Neumann
function is utilized to give a representation of the solution u to Problem (24) as a double
layer potential.
4.1. The Neumann function. In this subsection, we prove the existence of a distribu-
tional solution to the problem:
(69)
{
div (C(x)∇̂N(x,y)) = δy(x)I, in R3−,
(C(x)∇̂N(x,y))e3 = 0, on {x3 = 0},
where δy(·) is the Dirac distribution supported at y ∈ R3−. To prove the existence of the
Neumann function, we work column-wise and consider the system
(70) div (C(x)∇̂N (k)(x,y)) = ekδy(x), inR3−,
for k = 1, 2, 3. We observe that, by freezing the coefficients of the elastic tensor at x = y,
we formally have ekδy(x) = div (C(y)∇̂N˜ (k)(x,y)), where N˜ (k) is the k-th column vector
of the Neumann function for the Lamé system with constant coefficients. Therefore,
subtracting div(C(x)∇̂N˜ (k)) from both sides in Equation (70) gives:
(71) div (C(x)∇̂M (k)(x,y)) = −div
[
(C(x)− C(y))∇̂N˜ (k)(x,y)
]
, inR3−,
whereM (k) :=N (k)−N˜ (k), for k = 1, 2, 3. We next recall the decay estimates satisfied by
the Neumann function N˜ in the case of constant coefficients. In particular, it is not difficult
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to see from Theorem 4.9 in [9] that there exists a positive constant C = C(α0, β0,M),
such that for all x,y ∈ R3− with x 6= y,
(72)
|N˜(x,y)| ≤ C|x− y|−1,
|∇xN˜(x,y)| ≤ C|x− y|−2.
We recall that α0, β0, M are the constants appearing in the assumptions on the elasticity
tensor C in Subsection 3.1.
Next, we establish rigorously the existence of the Neumann function N, by showing
that there exists a unique variational solution M for the vector problem (71) in H10 (R
3
−).
This result also implies that, as expected, the singularities of N(x,y) near y are those of
the constant-coefficient Neumann function obtained by freezing the coefficient at y. This
fact will be used in Subsection 4.2.
Proposition 4.1. Assume that (20) holds, and let
(73) Fy,k(x) := [(C(x)− C(y))∇̂N˜ (k)(x,y)], k = 1, 2, 3.
Then Fy,k ∈ L2(R3−) for any y ∈ R3−. Moreover, for any y ∈ R3− the boundary value
problem
(74)
{
div (C(x)∇̂M (k)(x,y)) = −divFy,k, inR3,
C(x)∇̂M (k)e3 = −C(x)∇̂N˜ (k)e3, on {x3 = 0},
admits a unique solution, satisfying
(75) ‖M (k)‖H10 (R3−) ≤ C‖Fy,k‖L2(R3−).
In particular the matrix M = [M (1)M (2)M (3)] belongs to H10 (R
3).
Proof. We start by showing that Fy,k ∈ L2(R3−). We choose r sufficiently small so that
Br(y) ⊂ R3−. From the regularity assumption on the elasticity tensor (20), it follows that
there exists a positive constant C independent of y and r such that, for x ∈ Br(y),
|C(x)− C(y)| ≤ C|x− y|.
By (72) then, ∫
Br(y)
|[C(x)− C(y)]∇̂N˜ (k)|2 dx ≤ C
∫
Br(y)
1
|x− y|2 dx <∞.
On the other hand, (20) also implies the elastic parameters are uniformly bounded and,
again by (72), we find that∫
BCr (y)∩R
3
−
|[C(x)− C(y)]∇̂N˜ (k)|2 dx ≤ C
∫
BCr (y)∩R
3
−
1
|x− y|4 dx <∞,
where BCr (y) is the complementary set of Br(y). Combining these two results gives that
Fy,k(x) ∈ L2(R3−) for any y ∈ R3−.
Recalling that
(C(y)∇̂N˜(x,y))e3 = 0, on {x3 = 0},
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we can rewrite (74) in the equivalent form
(76)
{
div (C(x)∇̂M (k)(x,y) + Fy,k) = 0 inR3−,
(C(x)∇̂M (k) + Fy,k)e3 = 0 on {x3 = 0}.
Proceeding as in the first step of the proof of Theorem 3.5 (cf. Problem 39), the existence
and regularity of M (k) as the unique solution of (74) follows from the well-posedness of
the variational formulation of (76), i.e., find w ∈ H10 (R3−) such that
a(w,v) = Gk(v), ∀v ∈ H10 (R3−),
where the functional
(77) Gk(v) = −
∫
R3
−
(C(x)− C(y))∇̂N˜ (k)(x,y) : ∇̂v(x) dx.
By Lax-Milgram, it is enough to show that Gk is continuous on H
1
0 (R
3
−). Since Fy,k was
shown to belong to L2(R3−), we have that
|Gk(v)| ≤
∫
R3
−
|Fy,k : ∇̂v| dx ≤ ‖Fy,k‖L2(R3
−
)‖∇̂v‖L2(R3
−
) ≤ ‖Fy,k‖L2(R3
−
)‖v‖H10 (R3−).

Remark 4.2. If dist(y, {x3 = 0}) ≥ d0 > 0, then from (75) it follows that
‖M (k)‖H10 (R3−) ≤ C
where C does not depend on y ∈ R3−.
In the next section, to provide an integral representation formula of the solution u of
Problem (24) as a double layer potential, we need to prove higher regularity than H10 on
the Neumann function once we are sufficiently far from the singularity y.
Proposition 4.3. For any r > 0 such that Br(y) ⊂ R3−, we have that
N ∈ H21 (R3− \Br(y)).
Proof. We fix r > 0 such that Br(y) ⊂ R3−, and define a cut-off function ϕ ∈ D(R3−) with
the property that
ϕ =
{
1, inBr/2(y),
0, inR3− \Br(y).
We also let
(78) N
(k)
† := (1− ϕ)N (k) =
{
0, inBr/2(y),
N (k), inR3− \Br(y),
for k = 1, 2, 3. From the definition of ϕ and the fact that N (k) solves the homogeneous
equation div(C∇̂N (k)) = 0 for x 6= y, it is straightforward to find the equation solved by
N
(k)
† , that is
div(C∇̂N (k)† ) = −div(C( ̂∇ϕ⊗N (k)))− (C∇̂N (k))∇ϕ,
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with homogeneous Neumann boundary conditions. We observe that the source term
h := −div(C( ̂∇ϕ⊗N (k)))− (C∇̂N (k))∇ϕ
has compact support in Br(y)\Br/2(y) and, moreover, N (k) ∈ H1(Br(y)\Br/2(y)), which
follows from the result in Proposition 4.1 and the representation N (k) = M (k) − N˜ (k).
Therefore, h ∈ L2(Br(y) \ Br/2(y)) and, since h has compact support, h ∈ H01 (R3−) as
well. We then consider the problem:div(C∇̂N
(k)
† ) = h, inR
3
−,
(C∇̂N (k)† )e3 = 0, on {x3 = 0}
for given h ∈ H01 (R3−). Following the steps in the proof of Theorem 3.3 and Theorem 3.5,
one can prove that there exists a unique N
(k)
† ∈ H21 (R3−), that is, N (k) ∈ H21 (R3− \Br(y))
from (78), for k = 1, 2, 3. 
4.2. A representation formula for solutions to (24). In this subsection, using the
Neumann function defined in (69), we give an integral representation formula for the
solution to Problem (24). Then we take advantage of this integral representation to study
the regularity of the solution in the complement of the dislocation surface S in R3−. In
fact, we will determine the singularities of the solution, when S is a rectangular dislocation
surface parallel to the plane {x3 = 0} and g is a constant vector, in the special case that
the medium is homogeneous.
This explicit example shows that, if g ∈ H1/2(S), but without assuming that g has
compact support in S, generically solutions to (24) are not in H10 (R
3
− \S). We begin with
a preliminary result proved by following an approach similar to that in [14] and using
also results in [17] on growth properties of Neumann functions in a neighborhood of the
singularity.
Proposition 4.4. The unique solution to (24) can be represented as a double layer po-
tential on S, that is,
(79) u(y) = −
∫
S
[
(C(x)∇̂xN(x,y))n(x)
]T
g(x) dσ(x),
where N is the Neumann function satisfying (69).
Proof. We recall that the transmission problem (24) is equivalent to the source problem
(26), so we provide the integral representation formula starting from (26). From regularity
results for elliptic systems (see e.g. [24]), it is immediate that the solution u is regular in
R3− \ S and has traction zero on {x3 = 0}.
We fix y ∈ R3−\S and we consider a ballBr(y) such thatBr(y) ⊂ R3− withBr(y)∩S = ∅.
From Proposition 3.1, fS ∈ H−3/2−ε and has compact support in R3−. Without loss
of generality, we assume the support of fS lies in an open set Ω ⊂ R3−, the closure of
which does not meet R2 nor the boundary of the ball Br(y). We then have have from
Proposition 3.9 that
fS ∈ H−3/2−ε−1/2−ε,Ω ⊂ H−2−1,Ω ⊂ (H21 )′ ⊂ V ′,
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where H−s−α,Ω are the spaces of distributions with compact support in Ω. Then, u also
solves the source problem in V ′, that is, u ∈ E0(R3). Moreover, for k = 1, 2, 3, N (k) ∈
H21 (R
3
− \ Br(y)) from Proposition 4.3, and (C∇̂N (k))e3 = 0 on {x3 = 0} by hypothesis.
We observe that we can then apply Green’s formula (57) in R3− \Br(y) with N (k) as test
function. (That formula is derived in R3−, but it can be extended to R
3
− \ Br(y)) in this
case, since both u and N are regular near ∂Br(y).)
As a result, we obtain that
(80)∫
∂Br(y)
(C(x)∇̂N (k)(x,y))n · u(x) dσ(x) −
∫
∂Br(y)
(C(x)∇̂u(x))n ·N (k)(x,y) dσ(x)
= 〈fS ,N (k)(·,y)〉(H21 )′(R3−\Br(y)),H21 (R3−\Br(y))
= −〈C(g ⊗ n)δS ,∇N (k)(·,y)〉(H11 )′(R3−\Br(y)),H11 (R3−\Br(y)),
where we used that div(C∇̂N (k)(x,y)) = 0 in R3− \Br(y) and the traction-free boundary
condition. The last equality above follows from the fact that
C(g ⊗ n)δS ∈ H−1/2−ε−1/2−ε,Ω(R3− \Br(y)) ⊂ (H
1/2+ε
1/2+ε )
′(R3− \Br(y)) ⊂ (H11 )′(R3− \Br(y)).
As discussed in [17, 18], the Neumann function admits the decomposition:
N(x,y) = Γ(x− y) +H(k)y (x,y),
where Γ denotes the fundamental solution for the Lamé operator with constant coefficients
(we freeze the coefficients at y) and Hy is a more regular remainder. Using the Lipschitz
continuity of the Lamé coefficients, it is possible to prove that there exist C1, C2, C3,
C4 > 0, which depend on the constants in the a priori assumptions (20) and (23) on C,
and on the distance of the fixed point y from {x3 = 0}, such that
(81)
|N (k)(x,y)| ≤ C1|x− y|−1 + C2
|∇xN (k)(x,y)| ≤ C3|x− y|−2 + C4|x− y|−1.
Following the same calculations as, for example, in [8, Theorem 3.3] and employing the
local estimates (81), it is straightforward to prove that
(82)
∣∣∣∣∣
∫
∂Br(y)
(C∇̂u)n ·N (k) dσ(x)
∣∣∣∣∣→ 0, as r → 0,
and
(83)
∫
∂Br(y)
(C∇̂N (k))n · u dσ(x) → uk(y), as r→ 0,
where uk is k-th component of the displacement vector u. To handle the last term in (80),
we use the density of the space D(R3− \Br(y)) in H11 (R3− \Br(y)). By density, there exist
{η(k)j } ∈ D(R3− \Br(y)) such that η(k)j
j→∞−→ N (k)(·,y) in H21 (R3− \Br(y)),
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hence ∇η(k)j → ∇N (k)(·,y) in H1/2(S), for k = 1, 2, 3. Therefore,
(84)
lim
j→∞
∫
S
C(x)(g(x)⊗n(x)) : ∇η(k)j (x) dσ(x) =
∫
S
C(x)(g(x)⊗n(x)) : ∇N (k)(x,y) dσ(x),
where we used that, by (29),
〈C(g ⊗ n)δS ,∇η〉 =
∫
S
(C(g ⊗ n)) : ∇η dσ(x).
From (84), (83), (82) and (80), taking the limit r → 0, we obtain the representation
formula (79) exploiting the symmetries of the tensor C. 
Remark 4.5. It is possible to show that u ∈ Hσ
loc
(R3− \S), with σ < 1, when g ∈ H1/2(S).
In fact, we can assume that S is part of the boundary of a compact Lipschitz domain
D with D ⊂ R3−. Since ∂S is assumed also Lipschitz, we can extend g by zero to the
complement of S in ∂D and have that g ∈ Hs(∂D) for s < 1/2. Then, from regularity
results for layer potentials in the case of a Lipschitz surface (see [32, Theorem 8.7]), it
follows that u ∈ H1/2+s(D), and u ∈ H1/2+s(D˜), where D˜ is a compact Lipschitz domain,
the boundary of which contains ∂D and which is contained in the complement of D in R3−.
An explicit example. We consider now the particular case of the an isotropic homoge-
neous half space. We denote the constant elasticity tensor with C0 and its Lamé coefficients
with µ0 and λ0. These satisfy the strong convexity condition µ0 > 0 and 3λ0+2µ0 > 0. In
this setting, taking S to be a rectangular Volterra dislocation (which, we recall, means a
constant displacement jump distribution on S), in [34] Okada gives an explicit expression
of the solution to Problem (24), highlighting the presence of singularities on the vertices
of the rectangular dislocation surface. This solution is well known and applied in the
geophysical literature (see for example [37, 43] and references therein).
We denote the Neumann function for a homogeneous and isotropic half space byN0(x,y).
Its explicit expression can be found, for instance, in [30, 31, 8, 27]. Moreover, we assume
S is a rectangle parallel to the plane {x3 = 0}, that is,
(85) S = {(y1, y2, y3) ∈ R3 : a ≤ y1 ≤ b, c ≤ y2 ≤ d, y3 = −|α|},
with a, b, c, d, α ∈ R, and we assume that g := gc = (k1, k2, k3)T on S, with ki ∈ R,
i = 1, 2, 3. This choice for S and gc can be seen as a particular case of the rectangular
dislocation surface considered by Okada in [34], and it is the simplest case in which the
source has support on the whole of S.
In this setting, we show that the solution u of (24) is not in H10 (R
3
− \ S). The repre-
sentation formula (79) becomes
(86) u(x) = −
∫
S
(
C0∇̂y(N0(y,x))e3
)T
gc dσ(y).
Again, we use that N0 = Γ + R, where Γ is the fundamental solution of the constant-
coefficient Lamé operator, also known as the Kelvin fundamental solution (see [23]), and
R is a regular function in R3− (see e.g. [8]). The singularities of u are then contained in
the term
uΓ :=
∫
S
(C0∇̂yΓ(x− y)e3)T gc dσ(y).
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From straightforward calculations we find that
Ξ := (C0∇̂Γe3)T =

µ
(
∂Γ11
∂y3
+ ∂Γ31∂y1
)
µ
(
∂Γ21
∂y3
+ ∂Γ31∂y2
)
λdivΓ (1) + 2µ∂Γ31∂y3
µ
(
∂Γ12
∂y3
+ ∂Γ32∂y1
)
µ
(
∂Γ22
∂y3
+ ∂Γ32∂y2
)
λdivΓ (2) + 2µ∂Γ32∂y3
µ
(
∂Γ13
∂y3
+ ∂Γ33∂y1
)
µ
(
∂Γ23
∂y3
+ ∂Γ33∂y2
)
λdivΓ (3) + 2µ∂Γ33∂y3
 ,
where Γ (i), for i = 1, 2, 3, represents the i-th column vector of the matrix Γ. Therefore
(87) uΓ =
b∫
a
d∫
c
Ξ(x− y)gc dσ(y) =
3∑
j=1
b∫
a
d∫
c
Ξij(x− y)kj dσ(y), i = 1, 2, 3.
We find that uΓ(x) has logarithmic singularities as x approaches the vertices of the rec-
tangle S, which comes exclusively from the entries Ξ31,Ξ32 (and Ξ13,Ξ23 due to the sym-
metries of Γ) of the matrix Ξ. (See Appendix A for explicit formulas of these terms.)
Remark 4.6. Because of the nature of the entries in Ξ from which the singularities
originates, we stress that these singularities are present both for tangential as well as
normal (and hence oblique) jumps g.
5. Formulation of the inverse problem: a uniqueness result
In this section, we formulate and study an inverse dislocation problem. To be more
precise, we are interested in the following boundary inverse problem:
Let u be solution to Problem (24) with unknown dislocation surface S and jump distribution
g on S. Assume that u = uΣ is known in a bounded open region Σ of the boundary x3 = 0,
then determine both S and g.
In particular, we want to establish under which assumptions the displacement uΣ deter-
mines S and g uniquely. To prove uniqueness, we will need an extra geometrical assump-
tion on S and supplementary assumptions on g, but we allow the elastic coefficients to be
only Lipschitz continuous by adapting the proofs in [1] (valid for scalar equations) to the
Lamé system. Generically, we expect this regularity to be optimal for the inverse problem,
unless further assumptions on the form of the coefficients is made, such as assuming the
Lamé parameters to be piece-wise constant on a given mesh. We reserve to address this
point in future work. We remark again that the unique continuation property may not
hold for a second-order elliptic operator, if its coefficients are only in Hölder classes C0,α,
α < 1, and not Lipschitz continuous (see [29, 35]). Our uniqueness result is the following
theorem.
Theorem 5.1. Let S1, S2 be two open, bounded, piece-wise linear surfaces such that
S1, S2 ⊂ R3−, and let gi be bounded tangential fields in H1/2(Si) with supp gi = Si, for
i = 1, 2. Let ui, for i = 1, 2, be the unique solution of (24) in H
1/2−ε
−1/2−ε(R
3
−) corresponding
to g = gi and S = Si. Let Σ be an open set in {x3 = 0}. If u1∣∣
Σ
= u
2
∣∣
Σ
, then S1 = S2
and g1 = g2.
Remark 5.2. We first note that by local regularity results, since C ∈ C0,1(R3−), the
displacements ui, for i = 1, 2, are regular in a neighborhood U of {x3 = 0}, more precisely
ui ∈ C1,α(U) with 0 ≤ α < 1 (see e.g. [24]), so that ui∣∣
Σ
can be interpreted as the
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trace of ui pointwise. The same conclusion holds for the traction-free boundary condition
(C∇̂ui)e3 = 0 on R2.
Proof of Theorem 5.1. We let w = u1 − u2, defined on R3− \ S1 ∪ S2. Then
w|Σ = (C∇̂w)e3|Σ = 0, and div(C∇̂w) = 0 in R3− \ S1 ∪ S2.
From the homogeneous boundary conditions, it follows that also the Cauchy data are zero.
Hence,
(88) w|Σ =
∂w
∂x3
∣∣∣
Σ
= 0.
Without loss of generality, we assume that Σ = B′R(0) (see Section 2 for notation). We
define w˜, extension of w, in BR(0) by
(89) w˜ =
{
w, inB−R(0),
0, inB+R(0).
We also extend the elasticity tensor C to B+R (0) in such a way that the resulting tensor is
Lipschitz continuous and strongly convex in BR(0) (for example, by even reflection). We
will show that w˜ is a weak solution to the Lamé system in BR(0). We let ϕ ∈ D(BR(0)),
and test the equation with ϕ:∫
BR(0)
div(C∇̂w˜) ·ϕ dx = −
∫
B−
R
(0)
(C∇̂w) : ∇̂ϕ dx = 0,
where in the last equality we have integrated by parts, and used the fact that w satisfies
the Lamé system in B−R(0). Consequently, w˜ ∈ H1(BR(0)) is a weak solution to
div(C∇̂w˜) = 0, inBR(0).
We can then apply Theorem 1.3 in [25] to obtain the strong unique continuation property
in BR(0), which implies the weak continuation property. Since w˜ = 0 in B
+
R (0) and
the weak continuation property holds in BR(0), we have that w˜ = 0 in BR(0). That is,
w˜ = w = 0 in B−R (0). Using the three-spheres inequality (see Theorem 1.1 in [25]) in the
connected component G of R3− \ S1 ∪ S2 containing Σ gives that w = 0 in G. We now
distinguish two cases:
(i) the complement of S1 ∪ S2 in R3− is path connected;
(ii) the complement of S1 ∪ S2 in R3− is not path connected.
We start from Case (i). We assume that S1 6= S2, and we fix y ∈ S1 such that y /∈ S2.
Then there exists a sphere Br(y) that does not intersect S2. Hence,
0 = [w]Br(y)∩S1 = [u1]Br(y)∩S1 = g1,
and this equality is a contradiction, since suppg1 = S1. We can repeat the same argument,
switching the role of S1 and S2, to conclude that S1 = S2. Therefore,
0 = [w]S1 = [w]S2 ⇒ [u1]S1 = [u2]S2 ⇒ g1 = g2.
We now turn to Case (ii). Then there exists a connected component D, the boundary of
which is contained in S1 ∪ S2. Since S1 and S2 are assumed to be open Lipschitz surfaces,
∂D is exactly the union of a connected component of S1 and of a connected component
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of S2 that share the same boundary. On the connected components of S1 and S2 that
do not have a common boundary, we can apply the argument for Case (i) (as, by unique
continuation, we can always find a neighborhood of these open components where w = 0),
and so we can always assume, without loss of generality, that ∂D = S1 ∪ S2. Given that
w = 0 in DC ∩ R3− and (C∇̂u1)n and (C∇̂u2)n are continuous in the trace sense on S1
and S2 respectively, we have that
(90) (C∇̂w+)n = 0 a.e. on ∂D,
where w+ indicates the function w restricted to D and n the outward unit normal to D.
Moreover, w+ satisfies
(91) div(C∇̂w+) = 0 in D.
We conclude from (91) and (90) that w+ is a rigid motion, i.e.,
w+ = Ax+ c,
where c ∈ R3 and A ∈ R3×3 is a skew matrix.
On the other hand, since w− = 0 on ∂D, we have
[w]∂D = w
+
|∂D
,
but on S1 we have [w]S1 = [u1]S1 , which is tangential by assumption; the same argument
can be repeated on S2. Therefore,
(92) w+ · n = 0 on ∂D.
We will now show that (92) implies that A and c are zero, which means that w = 0 in
R3−\S1 ∪ S2. Then, reasoning as for Case (i), S1 = S2 and g1 = g2. Let x0 denote a vertex
of S1 ∪ S2. This vertex is contained in at least three faces F1, F2, F3 having independent
normals n1,n2,n3. We pick three points x1,x2,x3 on the faces F1, F2, F3. Then
(Axi + c) · ni = 0, ∀ i = 1, 2, 3.
By continuity, there is a well-defined limit of (Ax+c) ·n when x approaches x0. It follows
that
(Ax0 + c) · ni = 0, ∀ i = 1, 2, 3,
which implies by linear independence that
(93) Ax0 + c = 0.
An analogous argument can be applied to obtain a similar relation for any other vertex
in S1 ∪ S2. Now, observe that there exist at least three vertices that are not co-planar.
We denote them by x10,x
2
0,x
3
0. We assume that x
1
0 does not lie in the plane spanned by
x20,x
3
0. Then the vectors x
1
0 − x20 and x10 − x30 are independent. Combining by linearity
all the relations of the form (93) for the three vertices gives:{
A(x10 − x20) = 0
A(x10 − x30) = 0
The above relations give six independent scalar linear equations for the entries of A. Since
A is a skew-symmetric matrix, it follows that A = 0 and, therefore, c = 0. 
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Remark 5.3. We observe that the statement of the previous theorem is true also in the case
of slip fields directed in the normal direction. Indeed, instead of (92), we have w+ ·τ = 0
on ∂D, where τ is any tangent vector to ∂D, so that we can still derive three independent
conditions at each vertex and repeat the same arguments of the last part of the proof. In
the oblique case, this condition cannot be guaranteed.
The condition that the surface S is piece-wise linear is restrictive. However, it includes
the important case in applications of surfaces that are exactly triangularized by polyhedral
meshes. In addition, we only use the fact that piece-wise linear, closed surfaces have at least
three vertices that are not co-planar and each vertex is adjoined by three faces with normal
vectors that are independent of each other. Consequently, we can extend our result to
more general surfaces that satisfy these conditions. For example, we can consider surfaces
that are exactly triangularized by curvilinear meshes, as long as each element of the mesh
is not co-planar with any other element, so that vertices of adjoining elements form real
corners. Our method of proof cannot handle smooth surfaces, and non-uniqueness may in
fact hold in this class.
The significance of effects originating from heterogeneity around and across the fault
(including damage zones) and the fault geometric complexity has been recognized since the
mid 1980s. These are still subject to active research; for a recent study, see [41]. Fault
geometric complexities have been shown to strongly affect a fault’s seismic behavior at the
corresponding spatial scales, while affecting the dynamic rupture process.
Appendix A. Singularities for a rectangular dislocation surface parallel
to {x3 = 0}
In this section we give the explicit expression for uΓ defined in (87). To this end, we
define the following functions:
h0(x, y, z) =
√
x2 + y2 + z2, h1(x, y, z) = arctan
(
xy
zh0(x, y, z)
)
,
h2(x, y, z) =
xyz
(x2 + z2)h0(x, y, z)
, h3(x, y, z) = ln(y + h0(x, y, z)),
h4(x, y, z) =
yz2
(x2 + z2)h0(x, y, z)
, h5(x, y, z) =
xyzh0(x, y, z)
(x2 + z2)(y2 + z2)
,
h6(x, y, z) =
xyz3
(x2 + z2)(y2 + z2)h0(x, y, z)
We denote x1a := x1 − a, x1b := x1 − b, x2c := x2 − c, x2d := x2 − d, x3α := x3 + |α|, and
define the constant Cν = −1/(8π(1 − ν)). We calculate the integrals in (87) (some of the
calculations were performed using the computer algebra software Mathematica©), and we
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find that
C−1ν (uΓ)1 =
2k1(λ+ 2µ)
λ+ µ
[
h1(x
1
a, x
2
c , x
3
α)− h1(x1a, x2d, x3α) + h1(x1b , x2d, x3α)− h1(x1b , x2c , x3α)
]
+k1
[
h2(x
1
a, x
2
d, x
3
α)− h2(x1a, x2c , x3α) + h2(x1b , x2c , x3α)− h2(x1b , x2d, x3α)
]
+k2x
3
α
[
1
h0(x1a, x
2
c , x
3
α)
− 1
h0(x
1
b , x
2
c , x
3
α)
+
1
h0(x
1
b , x
2
d, x
3
α)
− 1
h0(x1a, x
2
d, x
3
α)
]
+
k3µ
λ+ µ
[
h3(x
1
a, x
2
c , x
3
α)− h3(x1b , x2c , x3α) + h3(x1b , x2d, x3α)− h3(x1a, x2d, x3α)
]
+k3
[
h4(x
1
a, x
2
d, x
3
α)− h4(x1a, x2c , x3α) + h4(x1b , x2c , x3α)− h4(x1b , x2d, x3α)
]
,
C−1ν (uΓ)2 = k1x
3
α
[
1
h0(x1a, x
2
c , x
3
α)
− 1
h0(x1b , x
2
c , x
3
α)
+
1
h0(x1b , x
2
d, x
3
α)
− 1
h0(x1a, x
2
d, x
3
α)
]
+
2k2(λ+ 2µ)
λ+ µ
[
h1(x
1
a, x
2
c , x
3
α)− h1(x1a, x2d, x3α) + h1(x1b , x2d, x3α)− h1(x1b , x2c , x3α)
]
+k2
[
h2(x
2
d, x
1
a, x
3
α)− h2(x2c , x1a, x3α) + h2(x2c , x1b , x3α)− h2(x2d, x1b , x3α)
]
+
k3µ
λ+ µ
[
h3(x
2
c , x
1
a, x
3
α)− h3(x2d, x1a, x3α) + h3(x2d, x1b , x3α)− h3(x2c , x1b , x3α)
]
+k3
[
h4(x
2
d, x
1
a, x
3
α)− h4(x2c , x1a, x3α) + h4(x2c , x1b , x3α)− h4(x2d, x1b , x3α)
]
,
C−1ν (uΓ)3 =
k1µ
λ+ µ
[
h3(x
1
b , x
2
c , x
3
α)− h3(x1a, x2c , x3α) + h3(x1a, x2d, x3α)− h3(x1b , x2d, x3α)
]
+k1
[
h4(x
1
a, x
2
d, x
3
α)− h4(x1a, x2c , x3α) + h4(x1b , x2c , x3α)− h4(x1b , x2d, x3α)
]
+
k2µ
(λ+ µ)
[
h3(x
2
d, x
1
a, x
3
α)− h3(x2c , x1a, x3α) + h3(x2c , x1b , x3α)− h3(x2d, x1b , x3α)
]
+k2
[
h4(x
2
d, x
1
a, x
3
α)− h4(x2c , x1a, x3α) + h4(x2c , x1b , x3α)− h4(x2d, x1b , x3α)
]
+
k3(λ+ 2µ)
λ+ µ
[
h1(x
1
a, x
2
c , x
3
α)− h1(x1a, x2d, x3α) + h1(x1b , x2d, x3α)− h1(x1b , x2c , x3α)
]
+k3
[
h5(x
1
a, x
2
c , x
3
α)− h5(x1a, x2d, x3α) + h5(x1b , x2d, x3α)− h5(x1b , x2c , x3α)
]
+k3
[
h6(x
1
a, x
2
c , x
3
α)− h6(x1a, x2d, x3α) + h6(x1b , x2d, x3α)− h6(x1b , x2c , x3α)
]
.
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