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Cell cyclenetworks has become one of the primary challenges in computational biology.
Analysis of microarray experiments using appropriate mathematical models can reveal interactions among
protein regulators and target genes. This paper presents a combined approach to the inference of gene
expression networks from time series measurements, ChIP-on-chip experiments, analyses of promoter
sequences, and protein–protein interaction data. A recursive model of gene expression allowing for
identiﬁcation of active gene expression control networks with up to two regulators of one target gene is
presented. The model was used to inspect all possible regulator–target gene combinations and predict those
that are active during the underlying biological process. The procedure was applied to the inference of part of
a regulatory network of the S. cerevisiae cell cycle, formed by 37 target genes and 128 transcription factors. A
set of the most probable networks was suggested and analyzed.
© 2009 Elsevier Inc. All rights reserved.IntroductionInference of the structure of transcriptional regulatory networks
from experimental data has become one of the primary challenges of
systems biology. Very often time series of gene expression, measured
using microarray experiments, are utilized for prediction of transcrip-
tional regulatory networks [1–11]. However, time proﬁles alone are
not sufﬁcient to identify precisely the complete transcriptional
regulatory network. One of themost important sources of information
is the genome-wide location analysis (ChIP-on-chip), recording
binding of transcription factors to DNA promoters.
Several data sets [12,13], have become the benchmark sets used in
numerous studies. In addition, sequence analysis of the promoter and
transcription factor binding sites allow for the prediction of regulators
binding upstream of the target gene [14]. All of these pieces of
information taken individually cannot predict the actual control of an
individual target gene during a given physiological process. Sequence
and genome-wide location analysis are not able to yield an answer as
to whether the control of the target gene by the particular factor,
binding upstream, really takes place during the process. It is also
obvious that control by more than one factor cannot be inferred from
such static information. Gene expression proﬁles very often have
similar kinetics for a set of different genes, and prediction based solely
on kinetic measurements cannot give accurate answers as to which of
the gene products can really bind the given promoter. Therefore, only
concomitant processing of all available information can provide
relevant answers about the processes controlling gene expressionll rights reserved.during a particular event monitored by measuring kinetics of gene
expression.
Several reports combining various information for inference of
gene expression control networks have been published in recent
years. Particularly suitable seems to be the kernel approach, whose
algebra offers a very efﬁcient method of combining diverse sources of
data [15–19]. Other approaches have been reviewed, e.g. in the paper
of Boone et al. [20] and Blais et al. [21], or reported in [15,22–27], all of
which are part of a growing list of references from this ﬁeld.
In order to ﬁnd cooperativity of transcription factors in gene
expression control, a statistical method was adopted to identify
signiﬁcant transcription binding site clusters [28]. Later, gene
expression proﬁling together with genome-wide location data were
used to assess transcription factor binding cooperativity [24,27,29].
Chang et al. [24] used a discrete stochastic model of transcriptional
control for identiﬁcation of cooperativity of transcription factors in the
control of selected target genes in yeast. Comparisons of their results
with the statistical method for identiﬁcation of yeast cell cycle
transcription factors of Tsai et al. [27] and other experimental studies
showed limited overlap (10 out of 55) indicating that neither
computational methods nor experiments are presently capable of
giving coherent information about multifactor control of gene
expression.
In this study, we focused on systematic analysis of coordinate
control of target gene expression by up to two transcription factors,
combining gene expression data, a neural network based ODE model,
genome-wide location data, protein–protein interaction data and
database information about transcription factor binding to the
promoter region of the target gene. The study deals with 37 target
yeast cell cycle genes and 128 transcription factors. Regulation by a
Table 1
Number of connections found using different threshold values for selection of
signiﬁcant connections between target genes and regulators
thh\thr 0.95 0.9 0.8 0.7
0.01 5 15 38 65
0.05 5 15 39 66
0.1 5 16 40 70
0.2 6 18 45 77
thh— threshold value for ChIP-on-chip data (matrix A,B). thr — threshold value for data
computed using kinetic model from Eqs. (3) and (4), (matrix AR, BR).
427T.T. Vu, J. Vohradsky / Genomics 93 (2009) 426–433single factor and/or by two factors is considered. The gene expression
data were obtained from the benchmark microarray experiments of
Spellman et al. [30], and a recent dataset of Pramila et al. [31], the
genome-wide location data were extracted from the work of HarbisonFig.1.Networks reconstructed from relational matrices A,B. (a) Spellmans dataset. The thresh
red represent networks created using thh=0.05 and thr=0.95, blue represents networks cr
networks created with thh=0.05, thr=0.8. + sign represents activation,− repression and “
on the conﬁdence interval of the measured target gene time series instead of thresholding th
the same as in the panel a. The genes (nodes) which were not present in this dataset wer
Graphviz package, www.graphviz.org).et al. [12], and the database information was extracted from
YEASTRACT database (Yeast Search for Transcriptional Regulators
And Consensus Tracking [14]). Protein–protein interaction data were
acquired from the MIPS database [32]. The model used in this study
was adapted to capture the situation of two regulators controlling a
single target gene. In this paper, we suggest a combined approach to
inference a relatively small number of equivalent networks and
discuss their interpretation in terms of their biological signiﬁcance.
Results
Dataset selection
For the analysis, we chose the eukaryotic cell cycle dataset
published by Spellman et al. [30] and a newer dataset published byold valueswere given by the second rowof Table 1. Nodes and connections markedwith
eated with thh=0.05, thr=0.9 and empty nodes with black connection lines represent
o” negligible inﬂuence. (b) Pramilas dataset. The selection of the interactions was based
e goodness of ﬁt matrix as in the panel a. Topology and the colors of the nodes were kept
e deleted from the network. (The networks were constructed using “dot” program of
Fig. 2. Transcriptional regulatory processes in which two regulators (r1,r2) controlling
one target gene can be involved. +or − signs represent activation or repression.
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expression measured as amounts of mRNA using microarrays at 18
time-points over two cell cycle periods synchronized by elutriation.
The chip contained 6,178 open reading frames. Using multivariate
methods, Spellman identiﬁed 800 genes whose expression was
associated with the cell cycle. Nevertheless, the real number of
regulators controlling the cell cycle is much smaller [33]. For testing of
the performance of our algorithm, we selected a pool of 128 potential
regulator genes consisting of transcription factors, cell cycle control
factors and DNA-binding proteins as described in the literature
[2,12,30]. Twenty target cell cycle controlled genes used for the
scenario of control by two regulators and 37 genes for single regulator
control were selected. The 20 target genes were a subset of the 37
genes.
The dataset published by Pramila et al. used α-factor synchroniza-
tion and the synchronized cells were sampled every 5 min for two cell
cycles resulting in 25 time point measurements. The experiments
were run in triplicates allowing thus calculation of conﬁdence
intervals for each measurement. The selected 128 potential regulators
were identiﬁed in this dataset, those missing and those with
corrupted expression proﬁle (altogether 20) were excluded. Resulting
set contained 108 gene expression proﬁles. The target gene expression
proﬁles were also identiﬁed in the Pramilas data set. Only two were
corrupted and excluded (SVS1 and CLN3). The excluded genes
therefore did not appear in the ﬁnal predicted network.
The list of both the target and the regulator genes for both datasets
are given in Tables 1 and 2 of the Supplementary data.
Analysis of relational matrices
R-square matrix
R-square values (see Materials and methods) for each of the 20
target genes and all pair wise combinations of regulators, as well as 37
target genes and single regulators, were computed for the Spellmans
dataset and stored in two matrices where the rows represented R-
square values (Eq. (8)) for the target genes and pairs of regulators
were given in the columns. For the case of a single regulator, the
columns contained R-square values for the single regulators. The
higher the value, the better the ﬁt of the model to the experimental
target gene expression proﬁle. The model gene expression proﬁle zˆ
was computed using expression proﬁles of the given pair of regulators
and the modiﬁed Runge–Kutta algorithm for the integration of Eqs.
(3) and (4). The procedure was run 100 times for different randomly
set initial values of parameters for each target gene and each pair of
regulators or the single regulator. The computed proﬁle with the
highest R-square value was selected, and the R-square value was
stored in the corresponding relational matrix, the values of para-
meters w1 and w2 were stored separately. For the threshold value of
thr=0.9, 87 connections were identiﬁed (seeMaterials andmethods),
for thr=0.8, 248 and for thr=0.7, 264.
Repeated measurements
The dataset published by Pramila et al. [31] was run in triplicate
and allowed thus a computation of the conﬁdence interval for all time
point data measured. Therefore instead of using the R-square value to
evaluate the goodness of ﬁt (as in the case of Spellmans data), we
could select in this case those regulators whose computed target gene
expression proﬁle fall within the conﬁdence interval of the measured
target gene expression proﬁle. The R-square matrix could thus totally
be omitted and replaced readily by the Boolean matrix recording only
those interactions which satisfy the criterion given in the previous
sentence.
Genome-wide location data
The relational matrix for the genome-wide location data was
formed by the p-values for the probability of binding of the givenregulator to the promoter of the given target. If regulation by two
regulators was considered, the p-values for binding of both regulators
had to be below the threshold value. If the threshold for selection of
valid interaction was set to thh=0.05, 46 interactions were identiﬁed.
If the threshold value was lowered to 0.01, the number decreased to
only seven connections (see Table 1). If only a single regulator was
considered, for thh=0.05, 234 connections were found, and for
thh=0.01, 117 connections were identiﬁed. Network formed by the
connections resulting from the combination of different values of thr
and thh=0.05 is shown in Fig. 1a.
Promoter binding sequence data
The relational matrix for the promoter binding sequence data was
formed by one, where the given regulator can bind to the promoter of
the given target and 0 elsewhere. The relational matrix identiﬁed 212
pairs of regulators interacting with one target gene. For the single
regulator, only 50 interactions were identiﬁed.
Protein complexes
As mentioned in the Materials and methods section and as shown
in Fig. 2, transcription controlled by two factors can be achieved either
by binding of both to the promoter region of the target gene or by
binding to each other to form an active complex, which then acts as a
single regulator. The modeling approach given by Eq. (3) does not
distinguish between these two types of control, although both can be
identiﬁed by this approach. Therefore, if we want to combine results
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analysis, and the data from the YEASTRACT database, this fact has to be
taken into account. If the three types of information are taken
separately and only regulators above a certain threshold value in each
of the sets are taken, the genes that form a protein complex would be
eliminated, as one of themwould neither be identiﬁed by the ChIP-on-
chip experiment nor by the YEASTRACT database analysis. Therefore,
in order to ﬁnd protein complexes controlling a given target gene, we
included the analysis of protein–protein interaction data obtained
from the MIPS database for all potential regulatory interactions.
Protein–protein interaction data suggested 38 possible interac-
tions between the pairs of selected regulators.
Combined relational matrices
In this study, we considered promoter binding sequence data
obtained from the YEASTRACT database (matrices AY and BY, see
Materials and methods) as complementary to the measured ChIP-on-
chip data (matrices AHB, BHB) [12]. Therefore, the ﬁnal relational
matrices used to estimate connections in the network were created
according to the following formula: for the regulation by two
regulators
A= AYORAHBð ÞANDARB
and for the single regulator control
B= BYORBHBð ÞANDBRB:
The number of connections given by the matrices A and B depend
on the value of thresholds th that were used to create the Boolean
forms of the relational matrices AH, BH (AHB, BHB) and AR, BR (ARB,
BRB) (see the Inference of target–regulators interactions section and
the Genome-wide location data section). The number of connections
identiﬁed for the different values of th are given in Table 1. The
networks resulting from the threshold values thh=0.05, representing
a 5% conﬁdence interval for the selection of p-values for the
probability of binding between the regulator and the promoter of
the gene, and thr={0.95, 0.9, 0.8} are shown in Fig. 1a. The threshold
thr=0.8 comprises most of the proﬁles falling into the conﬁdence
interval of 10% of themean (data not shown), which can be considered
as common for microarray experiments. We chose to utilize this value,
as only averages without standard deviation were available for the
datasets used here.
The experiment of Pramila et al. [31], analyzed as second dataset,
used triplicate measurements, allowing thus calculation of conﬁ-
dence bounds for the expression levels at each datapoint. Therefore it
was possible to select only those regulators whose model gene
expression proﬁles fall within these boundaries (see the Inference ofFig. 3. Representation of gene regulatory networks using neural network formalism.
Nodes represent genes, and gene product arrows represent direction of control. a— fully
connected network where all gene products control all genes including itself. b —
regulators A,B control target gene C. The time scale illustrates that expression of the
individual genes at time t+dt depends on the expression of the regulators at time t.
This consideration leads to the formulation of the model given by Eqs. (3) and (4).target–regulators interactions section). The resulting network is
shown in Fig. 1b.
All connections representing control by two regulators were
compared with protein complex matrices and no overlap was found.
All connections, therefore, have to be considered as an independent
action of individual regulators whose activity as activators and/or
repressors is marked in Fig. 1 by + or − signs.
Comparison of the two predicted networks resulting from the
analysis of two different datasets show certain overlap (see Figs. 1a
and b). It is evident that the network computed from the dataset
published by Pramila et al. (dataset 2) contains less genes and
connections than the one computed from the Spellmans dataset
(dataset 1). The difference can mostly be accounted to more stringent
criterion used for the dataset 2 where only the regulators modeling
the target gene expression proﬁle within 5% conﬁdence bounds were
selected. Spellmans dataset which was run only once did not allow for
application of such criterion and the goodness of ﬁt measured by R-
square was used instead. Looking at Fig. 1, it is also apparent that the
network b connects mostly the genes which were selected by more
stringent value throf R-square applied to the results coming from the
dataset 1 (red and blue nodes). Most of the connections of the
network b can also be found in network a, indicating that both
approaches identify the same basic network. The differences which
can be observed can be explained by the different data quality of both
experiments (the time interval between collecting the two dataset is
8 years) and/or by the differences in synchronization used for the two
experiments which might be reﬂected in the behavior of certain
genes. More detailed explanation of these differences would neces-
sary be speculative and we would rather avoid it.
It is necessary to emphasize that the gene regulatory network
predicted here consists only of the interactions which were already
veriﬁed experimentally and published previously in the work of
Harbison et al. [12] and/or stored in the YEASTRACT database of
transcriptional regulators and targets. These data are most compre-
hensive resources of transcriptional regulation data available so far.
Therefore comparisons of our results with previously published
experimental results are already inherent in our results. Thus in the
design of the transcriptional regulatory networks in Fig. 1, we use only
the documented interactions. Therefore all interactions of the net-
works in Fig. 1 have been reported previously as possible. Additional
comparison with other published data is therefore redundant, as the
inferred networks which have been published so far were created
from such experimental data.
Added value of this paper is the combination of the different
resources of static information about potential interaction (ChIP-on-
chip data [12] and promoter sequence analysis data (YEASTRACT))
with the analysis of the dynamic information of the time series of gene
expression. The validity of the time series analysis was proven and
documented previously [5]. The static information given by the two
above mentioned data sources states potential interaction within the
network but cannot predict whether such interaction really occur
during the course of the given biological process, in this case the yeast
cell cycle. Such conclusion can be made only by the analysis of time
series. Such analysis is given here and complements the results of the
ChIP-on-chip experiments and promoter sequence analysis. Combina-
tion of all these pieces of information allows drawing a transcriptional
control network which is activated during the observed process. Such
approach to the inference of gene regulatory networks has not been
presented so far.
Discussion
To date, inference of gene regulatory networks has mostly been
achieved by two independent methods. The ﬁrst relied on the analysis
of time series data and the second was based on ChIP-on-chip
experiments, which identiﬁed physical interactions between the
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ments do not address the activity of part (or all) of the network during
the run of a speciﬁc biological process, which is measured by
microarray. The fact that a regulator can bind the promoter of the
target gene does not mean that such interaction really occurs during
the studied process. In this case, the time series data reﬂect real
utilization of the available genome resources. Nonetheless, the time
series measurements have several drawbacks; the course of corre-
sponding time series can be the same for processes that are not
related. The cluster analysis of gene expression time series, which has
often been used for inference of gene control network, considers that
these genes are part of the same physiological process. Actually many
genes can have similar temporal expression proﬁle without partici-
pating directly in the same control process. If the clusters of genes
with the same expression proﬁle are used to infer the control
processes, such a fact leads to the identiﬁcation of many target
genes for one regulator, and it is not possible to distinguish which of
these are really controlled by the given regulator and which are only
by coincidence. Combination of the two pieces of information (ChIP-
on-chip data and time series analysis) can exclude interactions that
are physically impossible (although kinetically indistinguishable), and
on the other hand those that are not possible from the expression
kinetics point of view.
As the ChIP-on-chip experiments are, in principle, limited by the
availability of particular antibodies, we also included into our analysis
the data from the analysis of upstream regions of the target genes,
which select regulators that potentially bind DNA in this location
(YEASTRACT database).
Inference of gene control networks from the time series of gene
expression data suffers from obvious disparities between the number
of variables, and, consequently, the number of network members, and
number of data points. In our previous work [34], we proved that the
inference of larger networks (N5 nodes), is subject to a large number
of false predictions. Instead of trying to infer larger networks in one
step, we focused on identiﬁcation of regulatory interactions between
one target gene and one or two possible regulators. With the limited
set of genes used here, we tested all possible combinations between
the target gene and the regulator or the pair of regulators and selected
those regulators that can control the given target under the expected
experimental variation. The network is thus reconstructed piece by
piece from individual inferred interactions.
Most of the papers dealing with reconstruction of transcriptional
regulatory networks, including this work, suppose linear relationship
between the amounts of mRNA, measured using microarrays, and
amounts of the corresponding regulatory protein. Such relation has
been estimated to about 30% of prokaryotic genes, but in principle
cannot be applied as general. Instead of the mRNA expression proﬁles
used to infer transcriptional control, protein expression proﬁles
should be used in Eqs. (3) and (4). The limitation is given by
experimental difﬁculties accompanying measurement of most of the
transcription factors, which often occur in amounts below the
detection limit of current proteomic experimental devices. Except
for excellent paper of Khanin et al. [35], very little has been done in the
inference of the protein expression proﬁles. For the future we have to
rely on improvement of the proteomic techniques which will provide
such data. Nonetheless the approach to the inference of gene
expression networks presented here can be utilized unchanged as it
is, only the regulator gene expression proﬁle has to be replaced with
protein expression proﬁle once it is known.
If the experimental and computational results about the regulator–
target interactions are taken separately, a large number of possible
connections within the network are obtained (see the R-square
matrix section, the Repeatedmeasurements section, and the Genome-
wide location data section). When the static (ChIP-on-chip, binding
sequence) results are combined with dynamic ones (time series of
gene expression), the number of possible interactions within thenetwork dramatically decreases (see Table 1). Table 1 also shows that
the number of connections depends mostly on the accuracy of the
time series measurements. If the low accuracy, given by the thr
coefﬁcient, is chosen, the number of possible connections increases,
but the number of potential regulator genes controlling one target
increases as well (see Fig. 1a). It is also necessary to emphasize that
decreasing the threshold value thr leads to expansion of the inferred
network, but not to the generation of a set of different networks for
different threshold values. This observation supports the validity of
our predicted network generation procedure.
The use of a goodness of ﬁt criterion in the network reconstruction
can totally be omitted when repeated experiments are available and
the conﬁdence intervals for a proﬁle can be calculated, as in case of the
dataset of Pramila et al. analyzed here as a second set. Comparing the
two networks in Fig. 1, it is evident that the uses of the conﬁdence
bounds (Pramilas dataset, Fig. 1b) correspond to the more stringent
selection of thr coefﬁcient for the Spellmans dataset (in Fig. 1 given by
blue and red nodes). In our opinion the use of conﬁdence bounds is
more correct than the use of the goodness of ﬁt criterion based only on
onemeasurement.With the current availability of themicroarrays it is
possible to use exclusively repeated experiments and avoid the use of
the goodness of ﬁt criteria.
Each additional connection between an additional regulator and
the same target, in principle, deﬁnes a new equal, alternative
network. The importance of such multiple connections between the
regulator and the target gene cannot be mechanistically sorted
according to the value of goodness of ﬁt given by Eq. (5). All proﬁles
reconstructed using the regulators connected to the given target fall
within the same conﬁdence interval (given by the experimental error
and natural ﬂuctuations) of the target gene expression proﬁle.
Therefore, they have to be considered equal, and thus all resulting
networks have to be taken into account. This is true for the p-values of
binding to the promoter sequence as well. All those connections
identiﬁed as lower than a certain p-value of the probability of binding
to the promoter also have to be considered equal. This feature is well
demonstrated in Fig. 1a, where the control of genes CLB2, SPO12, and
SWI4 represents almost half of the inferred connections. Choosing a
single “best” network giving the best ﬁt to the data, which can be
easily done, would ignore the error inherent in the data, and such a
network could, therefore, be incorrect. Nonetheless, the analysis
suggested here largely reduces the number of possible interactions,
identiﬁed by the static measurements, from hundreds to units, and
quite efﬁciently excludes all that are not active during the observed
process.
The genome-wide location experiments record hundreds of
possible interactions between the regulator and the target gene.
When time series data, which record only the active networks or their
parts, are also included, the number of possible regulatory interactions
(the size of the network) dramatically decreases. If we put aside the
inﬂuence of experimental error, it implies that the size of the network
active during the observed process ismuch smaller than the size of the
potential network, i.e. the genome resource utilization is very
moderate. Such observation is in a good agreement with the
requirement of minimal energy consumption. The optimization in
the genome resource utilization was also observed independently at
the level of the complete proteome [36,37].
Conclusions
The presented approach allows for the identiﬁcation of transcrip-
tional regulatory networks active during the observed process. The
combinatorial approach to the identiﬁcation of regulator–gene
interactions using the mathematical model described here ensures
that all possible alternatives to the regulator–gene interaction are
inspected. Selection criterion allows for identiﬁcation of those
combinations whose gene expression proﬁles are capable of
431T.T. Vu, J. Vohradsky / Genomics 93 (2009) 426–433representing the inferred interaction. The algorithm combines the
results of inference of the network from the time series of gene
expression with the probability of regulators binding to the promoter
region of the target gene. Such an arrangement largely reduces the
number of false positive results, which are inevitable for the network
inference from the static information that records only the possible
interactions. The combination of these datawith results obtained from
temporal gene expression data allows for identiﬁcation of networks
that are active during the observed process. These results also show
that the size of the network, which is active during the process, is
much smaller than the size of the potential network inferred from the
static data.
Experimental error, which is inevitable in microarray measure-
ments and other biological experiments, causes the number of
networks falling within the measurement error to be considered
equal.
The results show that if the goal of the network inference is to
identify active networks, the static binding and interaction data have
to be combined with the kinetic measurements. Only such an analysis
can give relevant answers to the dynamics and network connectivity
in the process of gene expression.
Materials and methods
Let us brieﬂy describe the principle of derivation of the recurrent
neural network based ODE model for regulation of gene expression
dynamics. Examples of a fully connected network and a network
restricted to the case of two regulators of one target gene are shown in
Fig. 3. Fig. 3a describes the general situation of a fully connected
network where each gene (A,B,C) controls all other genes including
itself. Panel b describes the situation where the regulators A and B
control a single target gene C. The ﬁgure also shows that the
expression level of a target gene z at time t+dt depends on its
expression level at time t and the expression level of the regulators at
time t. This situation is recursively repeated until the end of the
measured time interval or when steady state is reached [38]. It can be
formally written for a single target gene z as
zt + dt = zt + f yj;t ;a;W
 
−kzt
 
dt ð1Þ
Where f represents a transfer function between the two time
intervals, a parameters vector, W a weight matrix of the inﬂuence of
the regulators to the expression of the individual gene, and the term
kzt stays for the degradation of gene product z. Generally, the
transcription process is non-linear and can be approximated by a
sigmoid transfer function. For an inﬁnitesimal time increase, the
equation can be rewritten to
dz
dt
=
k1
1+ exp −Pwi;jyi + bi
 −k2z ð2Þ
where k1 represents a rate constant, W represents a weight matrix
weighting the inﬂuence of individual regulators to the expression of
gene z and a parameter b representing transcription delay, and k2
indicates the degradation constant of the gene product z. The model
assumes that the probability of transcription, and thus the amount
of the transcript, depends on the strength of binding of the regulator
to the promoter region. From the principles of binding equilibrium,
the strength of binding is given by the binding constant and the
amount of regulator binding to the promoter for all regulators
binding to the given promoter. For the case of the above-mentioned
model, the strength of binding is expressed in the weight constant
wi,j, and the amount of regulator at the given time is given in yj.
We also assume that the rate of expression of gene z (dz/dt) is a
non-linear function of the total amounts of all regulators binding
to the promoter region at the given time. The dynamic model oftranscriptional control for the two regulators y1 and y2 controlling
the target z thus has a form of
dz
dt
=
k1
1+ exp −w1y1−w2y2 + bð Þ−k2z ð3Þ
which, in principle, represents a three node recurrent neural
network, where the nodes are represented by the target gene z and
the two regulators y1 and y2.
If we consider the control of the target gene by only one regulator,
then Eq. (2) simpliﬁes to
dz
dt
=
k1
1+ exp −w1y1 + bð Þ−k2z: ð4Þ
Both Eqs. (3) and (4) will be used in the following analyses.
Validity of the approach described by Eq. (4) was documented in our
previous work [5].
The interactions in the network in Fig. 3 can be translated to the
transcription event in several ways (see Fig. 2). The transcription factors
can compete for binding to one promoter where each of the genes can
act as an activator or repressor, or the proteins can bind each other to
form a complex, which then acts as one transcription factor or where
both factors are necessary for activation/repression of the transcription
process. From themodeling point of view, all situations can be described
by the same model, i.e. Eq. (2), with different constants given in the
weight matrix W. To distinguish among the different types of control,
additional information has to be introduced. Here we used data from
genome-wide location analysis [12] and from protein–protein interac-
tion experiments (MIPS database [32]). The genome-wide location
analysis was complemented by the information about sequence
patterns in the target gene promoter regions, which allow for binding
of speciﬁc regulators (YEASTRACT database, [14]).
Inference of target–regulators interactions
The model says that the combination of expression proﬁles of the
regulators y1 and y2 forms the expression proﬁle of a target gene z,
providing themodel in Eqs. (3) and (4). If the regulators can control the
target gene, the difference between the modeled and the measured
target gene expression proﬁles should be given only by the experi-
mental error. In all other cases, the difference between themodeled and
themeasured expression proﬁles is out of the bounds given by the error
of the experiment, and such regulation is not possible.
The parameters of the model given by Eqs. (3) and (4) are
computed by solving the equation and optimizing the parameters to
minimize an objective function
E=
Xn
i = 1
zi− zˆl
 2
: ð5Þ
For n data points, where zˆ is a proﬁle computed using model in
Eqs. (3) and (4) and z is experimentally measured target gene
expression proﬁle.
Goodness of ﬁt of the experimental expression proﬁles and proﬁles
resulting from the modeling using the regulator gene expression
proﬁles and Eqs. (3) and (4) were measured by means of R-square
statistics (used for the Spellmans data set, for the Pramilas data set,
simple conﬁdence bound was used to assess the ﬁt, see Repeated
measurements section and this paragraph below). This statistic
measures how successful the ﬁt is in explaining the variation of the
data. R-square is deﬁned as the ratio of the sum of squares of the
regression (SSR) and the total sum of squares (SST). SSR is deﬁned as
SSR=
Xn
i = 1
zˆl−z
 2
: ð6Þ
For n data points in the proﬁle, zˆ represents the proﬁle modeled
using Eqs. (3) and (4) and z an average of the experimentally
432 T.T. Vu, J. Vohradsky / Genomics 93 (2009) 426–433measured proﬁle. SST is also called the sum of squares about themean,
and is deﬁned as
SST =
Xn
i = 1
zl−zð Þ2: ð7Þ
Given these deﬁnitions, R-square is expressed as
R-square=
SSR
SST
: ð8Þ
R-square can take on any value between 0 and 1, with a value closer
to 1 indicating that a greater proportion of variance is accounted for by
the model.
The signs of w1 and w2 in Eqs. (3) and (4) determine whether the
regulator is an activator or a repressor. If one of the values of w1 or w2
is much smaller than the other, the target gene is controlled by only
one of the regulators. The R-square values were stored in a relational
matrix (AR={ar1,1⋯arm,n}, for m target genes and n pairs of
regulators), where rows represented target genes and columns
represented pairs of regulators. In order to ﬁnd the possible regulators
and their pair wise combinations, all possible combinations of pairs of
regulators for one target were examined. The procedure for the case of
two regulators was run according to the following scheme:
1. Select a target gene.
2. From the list of potential regulators select one regulator.
3. From the list of potential regulators select second regulator.
4. Compute parameters of the model (Eq. (3)) by minimizing error
function Eq. (5).
5. Calculate R-square statistics for the target gene expression proﬁle
z and the model zˆ.
6. Go to3.
7. Go to2.
8. Repeat for all mutual combinations of regulators.
9. Go to1.
10. Repeat for all target genes.
11. Store the R-square values in the matrix AR.
For Pramilas data set, the step 5 was replaced by selecting only
those regulators whose model expression proﬁle zˆ was within the 5%
conﬁdence interval of the target gene expression proﬁle. Conse-
quently in the step 11 the ARmatrix was replaced readily by a Boolean
matrix ARB={arb1,1⋯arbm,n}, where arbi,j=1 when the proﬁle zˆ was
within the 5% conﬁdence interval of the target gene expression proﬁle
and arbi,j=0 otherwise.
Total number of computations for m target genes and n regulators
ism[n(n−1)/2]. The procedure, although computationally intensive,
avoids obvious drawback of parameter estimation of large scale
networks — i.e. large number of parameters ﬁtted from the small
number of data points. Here we ﬁt only 5 parameters for the case of
two regulators, and 4 for the case of one regulator, in each step. Such
arrangement largely reduces the risk of over ﬁtting, present when the
parameters of a large network are optimized.
Where only a single regulator was considered (Eq. (4)), the rows
represented target genes, and columns the individual regulators
(matrix BR={br1,1⋯brk,n}, for k target genes and n single regulators).
For the single regulator, a combination of all target genes and all
individual regulators were examined according to the following
scheme:
1. Select a target gene.
2. From the list of potential regulators select one regulator.
3. Compute parameters of the model (Eq. (4)) by minimizing error
function Eq. (5).
4. Calculate R-square statistics for the target gene expression proﬁle
z and the model zˆ.
5. Go to2.6. Repeat for all regulators.
7. Go to1.
8. Repeat for all target genes.
9. Store the R-square values in the matrix BR.
Steps 4 and 9 was for the Pramilas dataset altered in the same way
as for the case of two regulators (see above).
The total number of computations for k target genes and n
regulators is k·n. Matrices AR and BR were converted to a Boolean
form ARB and BRB by thresholding with a factor thr.
Genome-wide location data
All pair wise combinations without repeats of all regulators formed
a two-row matrix V=(v1,1⋯v2,n) for n pairs of regulators, where the
columns contained the pairs of regulators. Two relational matrices —
AH1={ah11,1⋯ah1m,n} (for m target genes and n pairs of regulators),
which stored in columns the p-values for the probability of binding
the regulators given by the ﬁrst row of V to the target genes given in
rows and matrix AH2={ah21,1⋯ah2m,n} (for m target genes and n
pairs of regulators), which stored the p-values for the probability of
binding the regulators, whose list is given by the second row of V. The
third matrix BH={bh1,1⋯bhk,l, was formed by p-values for the binding
of l single regulators to the k target genes. The p-values were obtained
from the work of Harbison et al. [12].
All matrices were converted to a Boolean form (AH1B, AH2B, BHB)
by thresholding with a speciﬁc value thh. A matrix AHB=AH1B and
AH2Bwas then created. Thematrix AHB thus had 1 in the placewhere
both regulators can bind to a given target gene promoter with the p-
valueb thh, and was 0 elsewhere.
The BHBmatrix had 1 at the positionwhere the binding p-value of
a single regulator to the given target was bthh, and was 0 elsewhere.
Promoter binding sequence data
A relational matrix for the regulators with the sequence that can
bind to the promoter of the given target gene was created for all target
genes and all potential regulators in a manner similar to the genome-
wide location data. Two matrices AY1={ay11,1⋯ay1m,n} for the set of
m target genes and n pairs of regulators are given by the ﬁrst row of V,
and AY2={ay21,1⋯ay2m,n} for m genes and n pairs of regulators given
by the second row of V. The matrix cell was assigned as either 1, when
the regulator was annotated as potential or documented for the given
target gene as recorded in the YEASTRACT database, or 0 elsewhere. As
the matrices were already in the Boolean form, the combined matrix
AY was created as AY=AY1 and AY2.
The BY={by1,1⋯byk,l} matrix for k target genes and l regulators
was created in a similar way.
Protein–protein interaction data
An n×n matrix for n potential regulators was created from the
MIPS database, which records information about protein–protein
interactions in yeast. The matrix was ﬁlled with 1, where the
interaction was documented and with 0 otherwise.
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