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Chaı̂ne de responsabilité ?




• Watson, qui a gagné Jeopardy
• Benjamin Gotesman et le Test de Turing.
• jeu de Go : victoire de AlphaGo de Google face au champion d’Europe.





• FaceBook : identifier les mots manquants, cartographier la population
mondiale
• gestion de la santé : identification de pathologies
réussites, mais sans modèle interprétatif
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Qui est responsable ?
L’IA ? l’algorithme ?
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“un algorithme, c’est la preuve d’un théorème” 1
Un algorithme est cette description mécanique, qui est en même temps une
preuve au sens mathématique et l’élément de base de l’informatique
Le code ou le programme permet de passer d’une description abstraite
qu’est l’algorithme à l’obtention d’un résultat, objectif de l’algorithme
1Jean-Marc Petit, édito d’avril 2017 de la revue de la SIF
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co-décisions
Pierre Levy dans (Levy, 1992) propose de considérer qu’il y a une
co-opération entre l’intelligence, naturelle, de l’homme et celle, artificielle, de
la machine.
La décision est effectivement réalisée par l’algorithme, mais la motivation de
la décision revient à l’humain qui définit l’algorithme
La capacité de décision est en fait celle de celui qui contrôle l’algorithme,
sans qu’on sache véritablement de qui il s’agit
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La capacité de décision est en fait celle de celui qui contrôle l’algorithme,
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Chaı̂ne de co-décision
• créateur de l’algorithme,
• les programmeurs et les programmeuses,
• le propriétaire du logiciel produit à la fin,
• les utilisateurs et les utilisatrices finaux du logiciel,
• les créateurs des données,
• les employeurs des uns et des autres
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FranceInfo 20 mars 2018
9/15
Chaı̂ne de responsabilité ?
• créateur du programme,
• les programmeurs et les programmeuses,
• le propriétaire du logiciel produit à la fin,
• les utilisateurs et les utilisatrices finaux du logiciel,
• les créateurs des données,
• les employeurs des uns et des autres
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Éthique et considération des enjeux
Évaluation vs publicité
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Prise en compte des biais
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Consentement et propriété des données (explicites et implicites)
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Éthique et considération des enjeux
• Traçabilité des décisions et des données
• Prise en compte de la temporalité (dans la chaı̂ne de responsabilité et
dans la propriété des données)
• Maturité face à la technologie
• Nécessité de produire les outils de manière éthique (déontologie)
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