In this paper, we give a comparison version of Pythagorean Theorem to judge the lower or upper bound of the curvature of Alexandrov spaces (including Riemannian manifolds).
Introduction
Let S n k be the complete and simply connected n-dimensional space form with constant curvature k. For any minimal geodesics [pq] , [pr] ⊂ S n k which form an angle ∠qpr at p, the Law of Cosine says that
where | · ·| denotes the distance between two given points. In particular, if ∠qpr = π 2 , then which is the famous Pythagorean Theorem on S n k , especially the middle one for k = 0 (the Gougu Theorem in China). A fascinating thing is that the Law of Cosine can be derived from Pythagorean Theorem, i.e. the Law of Cosine is equivalent to Pythagorean Theorem.
For a general Riemannian manifold M , it is well-known that a necessary and sufficient condition of sectional curvature sec M ≥ k (or ≤ k) is a local comparison version of the Law of Cosine. Namely, In this paper, for three points p, q, r in a metric space, we denote by∠ k qpr the angle between [pq] and [pr] in S 2 k with |pq| = |pq|, |pr| = |pr| and |qr| = |qr|. Note that a comparison version of (0.1),
The main goal of the paper is to give a positive answer to Question 0.2 not only for a Riemannian manifold but also for an Alexandrov space through the following result.
Theorem A. Let X be a complete Alexandrov space. Then X is of curvature ≥ (≤) k if and only if for any x ∈ X there exists a neighborhood U x of x such that, for any q ∈ U x and [r 1 r 2 ] ⊂ U x , if there is p ∈ [r 1 r 2 ] • (the interior part of [r 1 r 2 ]) satisfying |qp| = |q[r 1 r 2 ]| (where |q[r 1 r 2 ]| min s∈[r1r2] {|qs|}) theñ
Moreover, if equality in (0.2) holds for all x ∈ X and all q ∈ U x , [r 1 r 2 ] ⊂ U x and such p ∈ [r 1 r 2 ], then X • (the interior part of X) is a Riemannian manifold with sectional curvature equal to k.
In this paper, that X is an Alexandrov space means that for any x ∈ X there is a real number k x such that a neighborhood of x is a so-called Alexandrov space with curvature ≥ k x or ≤ k x ; and we call x a CBB-type or CBA-type point when X is of curvature ≥ k x or ≤ k x around x respectively. Of course, a Riemannian manifold is an Alexandrov space. Note that although X is complete, X might not be equal to X • (this differs from the Riemannian case). Refer to Section 1 for details on Alexandrov spaces.
Note that if X is a complete CBB-type Alexandrov space, then '|qp| = |q[r 1 r 2 ]|' in Theorem A implies that ∠qpr i = π 2 for any [qp] and [pr i ] (see Lemma 1.6 below). Thereby, it is clear that Theorem A has the following corollary, a positive answer to Question 0.2. Corollary B. Let X be a complete CBB-type Alexandrov space. Then X is of curvature ≥ (≤) k if and only if for any x ∈ X there exists a neighborhood U x of x such that, for all
Moreover, if equality in (0.3) holds for all x ∈ X and all such [pq], [pr] ⊂ U x , then X • is a Riemannian manifold with sectional curvature equal to k.
Remark 0.3. For the rigidity part of Corollary B, one can consider the following simple example. Note that a geodesic triangle on S 2 k separates S 2 k into two parts with boundary. The smaller one is a complete Alexandrov space with curvature ≥ k, but not a Riemannian manifold with boundary, and satisfies Pythagorean Theorem locally. (However, the larger one is an Alexandrov space with curvature ≤ k, and does not satisfy Pythagorean Theorem around the vertices of the triangle.)
Remark 0.4. For a CBA-type Alexandrov space X, we cannot judge whether X is of curvature ≥ k or ≤ k in a similar way as Corollary B. For example, the union of three rays in R 2 starting from a common point (with the induced intrinsic metric), a CBA-type Alexandrov space, has no π 2 -angle nor lower curvature bound.
Remark 0.5. If X is a Riemannian manifold, one can give a proof for Theorem A via the second variation formula and the comparison results on index forms (the main tools in proving the well-known Rauch's Theorem), which do not work when X is a general Alexandrov space. Of course, in our proof relying on Toponogov's Theorem, many arguments can be removed in the case where X is a Riemannian manifold (i.e. the proof can be much shorter).
As an application of Theorem A, we supply a way to judge whether a point in a CBB-type Alexandrov space is a Riemannian one (i.e. its space of directions is a unit sphere, see Section 1).
Theorem C. Let x be an interior point in a complete CBB-type Alexandrov space. If there is a function
then x is a Riemannian point.
We would like to point out that the condition for x to be a Riemannian point in Theorem C should just be sufficient, but not necessary.
As an almost immediate corollary of Theorem C, we have the following known result ([AKP]).
Corollary D. Let x be an interior point in a complete CBB-type Alexandrov space X. If in addition x is a CBA-type point, then x is a Riemannian point (as a result, if each point in X • is a CBA-type one, then X • is a manifold).
In the rest, the paper is organized as follows. In Section 1, we will recall some basic conceptions on Alexandrov spaces. In Sections 2 and 3, we will give a proof of Theorem A for curvature '≥ (≤) k' and '= k' respectively. In Section 4, we shall give proofs for Theorem C and Corollary D.
On Alexandrov spaces
In this section, we will recall the definition and some basic properties of Alexandrov spaces, which will be used in the proof of Theorem A.
First of all, it is well known that Theorem 0.1 has the following twin version. We now, based on Theorem 1.1, can give the definition of the Alexandrov space in Theorem A.
Definition 1.2 (cf. [BGP] , [AKP]). A locally compact length space X is called an Alexandrov space if for any x ∈ X there is a real number k x and a neighborhood U x of x such that the corresponding condition (1.1) with respect to S 2 kx holds, and X is said to be of curvature cur X ≥ k x or ≤ k x on U x according to '|qs| ≥ |qs|' or '|qs| ≤ |qs|' respectively.
Given an Alexandrov space X, we call x ∈ X a CBB-type (resp. CBA-type) point when cur X ≥ k x (resp. ≤ k x ) around x; and we call X a CBB-type (resp. CBA-type) Alexandrov space if each x ∈ X is a CBB-type (resp. CBA-type) point.
It is obvious that Alexandrov spaces include Riemannian manifolds. To a general Alexandrov space X, a significant difference from a Riemannian manifold is that a geodesic (locally shortest path) on X might not be prolonged even when X is complete (in the sense of distance topology).
In an Alexandrov space X, we can define an angle ∠yxz between two minimal geodesics [xy] and [xz] . Assume that X is of cur X ≥ k 
x is a CBA-type point;
x is a CBB-type point.
(1.3)
In this paper, for a given [xy], ↑ y x denotes its direction at x (in Rimannian case, ↑ y x is just the unit tangent vector of [xy] from x to y); and ⇑ y x denotes the union of directions of all minimal geodesics from x to y. Note that by Definition 1.2, in the case where X has an upper curvature bound on U , there is a unique minimal geodesic between any two distinct points in U .
Remark 1.5. For cur X ≥ k, Theorem 1.3 (and 0.1) guarantees a global version of itself ( [BGP] , cf. [Pl] and [Wa] ), which is the well-known Toponogov's Theorem; namely, cur X ≥ k implies that (1.1) holds for any q ∈ X and [pr] ⊂ X. However, there is no global version for cur X ≤ k in general ([AKP]). As a result, (1.3) has a global version (the first variation formula) on a complete Alexandrov space X with cur X ≥ k, but does not on X with only an upper curvature bound.
Moreover, the angles on Alexandrov spaces satisfy the following property.
Lemma 1.6 ( [BGP] , [AKP])). Let X be a complete Alexandrov space. Then for any x ∈ X, there is a neighborhood U x of x such that, for any
As a result, if x is a CBB-type point and if in addition |qp| = |q[r 1 r 2 ]|, then ∠qpr 1 = ∠qpr 2 = π 2 .
And it is easy to see that the angles on Alexandrov spaces have semi-continuity. Namely, given a complete Alexandrov space X which has a lower (resp. upper) curvature bound on a neighborhood U , if
This, together with (1.4), implies the following continuity.
Lemma 1.7. Let X be a complete Alexandrov space, and let U be a neighborhood in X. Suppose that
If X has a lower curvature bound on U , or if X has an upper curvature bound on U and ∠qpr 1 + ∠qpr 2 = π, then lim i→∞ ∠q i p i r 1 = ∠qpr 1 and lim i→∞ ∠q i p i r 2 = ∠qpr 2 .
We now end this section with some conceptions which only apply to CBB-type Alexandrov spaces ( [BGP] ). A CBB-type Alexandrov space X has the conception of dimension, and the space of directions Σ p X at any p ∈ X is an Alexandrov space with curvature ≥ 1 and has a dimension one less than X. If Σ p X is isometric to a unit sphere, we say that p is a Riemannian point.
As a result, by induction we can define p to be a boundary or interior point if Σ p X contains boundary or no boundary point respectively. Usually, we denote by X • and ∂X the set of interior points and boundary points respectively. Note that ∂X may be not empty even if X is complete.
As another result, for any p ∈ X, we can define the tangent cone C p X, which is a metric cone over Σ p X. C p X plays an important role in studying CBB-type Alexandrov spaces because of: Lemma 1.8 ( [BGP] ). Let X be a complete CBB-type Alexandrov space. Then with base point p ∈ X, (λX, p) converge in the Gromov-Hausdorff sense to C p X as λ → +∞.
In this paper, λX denotes X endowed with the metric λ · d, where d is the original metric on X.
2 Proof of Theorem A for curvature ≥ (≤) k
In this section, we will show the former part of Theorem A, i.e. the sufficiency and necessity of the condition for curvature ≥ k or ≤ k in Theorem A. By Theorems 1.3 and 1.3 ′ , it suffices to verify the sufficiency, and the verification shall be proceeded according to:
Case 1: For curvature ≥ k around a CBB-type point x ∈ X; Case 2: For curvature ≥ k around a CBA-type point x ∈ X; Case 3: For curvature ≤ k around a CBA-type point x ∈ X; Case 4: For curvature ≤ k around a CBB-type point x ∈ X.
For the convenience of readers, we first give a rough idea of our proof. For instance, in Case 1, if the curvature of X is not ≥ k around the CBB-type point x, then by Theorem 1.3 there must be a triangle △pqr containing a 'bad' angle, say ∠qpr, i.e. ∠qpr <∠ k qpr. A key observation is that such a triangle can be cut into two (smaller) triangles and at least one of them still contains a 'bad' angle (cf. [Wa] ), which is guaranteed by the lemma right below. By repeating such a cutting operation finite times, we will get a triangle which contradicts the condition for curvature ≥ k in Theorem A.
In this paper, for a given △qpr, its comparison triangle is defined to be a △pqr ⊂ S 2 k with |pq| = |pq|, |pr| = |pr| and |qr| = |qr|.
Lemma 2.1 (cf. [Wa] ). Let x be a CBB-point in a complete Alexandrov space, and let k be a real number. Then there is a neighborhood U x of x such that, for any △qr 1 r 2 ⊂ U x and its comparison triangle
] and |r i s| = |r is | attains a negative minimum at s 0 ∈ [r 1 r 2 ] • , then any [qs 0 ] satisfies ∠qs r <∠ qs r or ∠qs r <∠ qs r ;
(
Note that if k is positive in the lemma, then the larger k is, the smaller U x should be to guarantee that △qr 1 r 2 has a comparison triangle in S 2 k .
Proof. Since x is a CBB-point, by Lemmas 1.4 and 1.6, there is a neighborhood U x of x such that we can apply (1.3) and (1.4) on it. For any [qs 0 ], by (1.3), the negative minimum of |qs| − |qs| at s 0 implies ∠qs 0 r i ≥ ∠qs 0ri , i = 1, 2.
It then has to hold that ∠qs 0 r i = ∠qs 0ri , i = 1, 2 (2.3) because, by (1.4), we have that ∠qs 0 r 1 + ∠qs 0 r 2 = π.
(2.4)
On the other hand, since
It follows that at least one of '∠qs 0ri <∠ k qs 0 r i ' holds; especially, if |r i s 0 | ≪ |r i q| for i = 1 or 2, then ∠qs 0ri <∠ k qs 0 r i . As a result, the lemma follows.
And similar to (2.2), if ∠r iqs0 < π 2 for i = 1 or 2, then ∠qs 0ri >∠ k qs 0 r i and thus the corresponding ∠qs 0 r i >∠ k qs 0 r i .
(2.2.2) In Lemma 2.1, if x is a CBA-point, the lemma is not true unless ∠qs 0 r 1 + ∠qs 0 r 2 = π (see (2.4); note that it may occur that ∠qs 0 r 1 + ∠qs 0 r 2 > π by (1.4)).
(2.2.3) In Lemma 2.1, if x is a CBA-point, and if |qs| − |qs| attains a positive maximum at s 0 ∈ [r 1 r 2 ] • , then similar to (2.1) we have that ∠qs 0 r i >∠ k qs 0 r i for i = 1 or 2. (Here, there is a unique minimal geodesic between q and s 0 because of the CBA-property.) And similar to (2.2), if ∠r iqs0 < π 2 for i = 1 or 2, then ∠qs 0ri >∠ k qs 0 r i and thus ∠qs 0 r i >∠ k qs 0 r i . Now, according to the four cases listed in the beginning of this section, we begin to prove the former part of Theorem A case by case.
Proof for Case 1.
In this case, around a CBB-type point x ∈ X, we will prove: where [pr] belongs to the comparison triangle △qpr ⊂ S 2 k of △qpr. Nevertheless, the △qpr contradicts (2.6). In fact, note that either ∠qsp ≥ π 2 or ∠qsr ≥ π 2 , say ∠qsp ≥ π 2 . Then by applying (2.6) on △qpr, it has to hold that |qs| ≥ |qs|, a contradiction.
We now need only to verify the claim, i.e. to show the existence of the desired triangle. By Theorem 1.3, if X is not of curvature ≥ k around x, there exists a sufficiently small triangle △pqr ⊂ U x which contains a 'bad' angle, say ∠qpr, i.e. ∠qpr <∠ k qpr. and {t j } ∞ j=1 (it may occur that s j = s j0 and t j = t j0 for all j ≥ j 0 ) such that By the corresponding (2.9) and (2.10) for each j and (2.11), we can conclude thats andt must satisfy the two equalities in (2.8). Then up to repeating this process on △tps, we can assume thats andt also satisfy the two inequalities in (2.8). Namely, we have found the desireds andt. Note that (2.8) implies that∠ kts p ≥ | ↑ p s ⇑ts | and∠ kst p ≥ | ↑ p t ⇑s t |.
(2.12)
On the other hand, note that △pqr is sufficiently small, so is any △tps; and thus at least one of∠ kts p and∠ kst p is an acute angle. This together with (2.12) implies that there is a triangle △tps such that at least one of ∠tsp and ∠stp is acute, say ∠tsp. Note that if ∠qpr ≥ π 2 , then it follows from the badness of ∠qpr that ∠pqr (=∠ k qpr) > π 2 . And note that △pqr is sufficiently small in S 2 k , so it is easy to see that ∠qr ′p < π 2 and ∠qr ′r > π 2 .
(2.17) By (2.15)-(2.17), △qr ′ p contains an acute 'bad' angle if the angle ∠qr ′ p is 'bad'; otherwise, we can repeat such a cutting oparation on △qr ′ r. For convenience, we also let △qpr denote the △qr ′ r. Note that up to repeating such a cutting oparation finite times, we can assume that |pr| ≪ |pq|, so plus (2.2) we can conclude that ∠qr ′ p is an acute 'bad' angle in △qr ′ p. This means that we can assume that ∠qpr < π 2 .
Proof for Case 2.
In this case, we shall prove (2.5) around a CBA-type point x ∈ X. Compared with the proof for Case 1, the only difference and difficulty here is why (2.15) holds. Note that Lemma 2.1 fails to work here (see (2.2.2) in Remark 2.2). Namely, the proof for Case 2 will be done if one can show that: for a CBA-type point x, if the U x in Lemma 2.1 satisfies (2.6) additionally, then the conclusion of Lemma 2.1 still holds. By (2.2.2), it suffices to show that ∠qs 0 r 1 + ∠qs 0 r 2 = π, i.e., the possible case '∠qs 0 r 1 + ∠qs 0 r 2 > π' does not occur at all here.
Let q ′ ∈ [qs 0 ] be sufficiently close to s 0 , and let s ′ ∈ [r 1 r 2 ] such that |q ′ s ′ | = |q ′ [r 1 r 2 ]| (for [qs 0 ] and [r 1 r 2 ] refer to the proof of Lemma 2.1). Note that s ′ is close to s 0 , so we can assume that s ′ lies in [r 1 r 2 ] • .
and ∠q ′s′r 1 = ∠q ′s′r 2 = π 2 .
(2.19)
By Lemma 1.4, it is easy to see that Proof for Case 3.
In this case, around a CBA-type point x ∈ X, we will prove:
(2.23) X is of curvature ≤ k if there is a neighborhood U x of x such that, for any q ∈ U x and [r 1 r 2 ] ⊂ U x , if p ∈ [r 1 r 2 ] • satisfies |qp| = |q[r 1 r 2 ]|, then∠ k qpr i ≥ π 2 .
(2.24)
The proof is almost a copy of that for Case 1 with reversing the directions of the corresponding inequalities. (Hint: "∠qpr is a 'bad' angle" here means that ∠qpr >∠ k qpr. Then by Lemma 1.4 there is r ′ ∈ [pr] • andr ′ ∈ [pr] • , which correspond to r ′ andr ′ satisfying (2.14), such that
(2.25) Furthermore, we can apply (2.2.3) to see (2.15).) So, we only point out the main two differences here. One is how to see (2.13). In Case 1, (2.12) is a key, but here the corresponding (2.12) has inverse directions. However, the CBA-property of x here implies (2.13) directly when U x is small enough.
The other is how to see the acuteness of ∠qr ′ p as in the end of the proof for Case 1. In Case 1, a key is (2.17) which is due to ' π 2 ≤ ∠qpr <∠ k qpr'; but here the 'bad' of ∠qpr means that ∠qpr >∠ k qpr. However, the CBA-property of x here with ' π 2 ≤ ∠qpr' implies the acuteness of ∠qr ′ p directly as long as U x is small enough.
Proof for Case 4.
In this case, we should prove (2.23) around a CBB-type point x ∈ X. If it is not true, then similarly, under the assumption that X is not of curvature ≤ k around x, in U x (in (2.23)) we just need to locate a triangle contradicting (2.24), i.e. a triangle satisfying the lemma right below. Actually, the proofs for Cases 1-3 mainly show a corresponding Lemma 2.3. Compared with them, a main difficulty here is that we can not conclude (2.13) because we have no inequalities in (2.12) as in Cases 1-2 nor the CBA-property in Case 3. Another main difficulty here appears in looking for a triangle with an acute 'bad' angle. In Cases 1-3, a 'bad' angle leads to a situation where we can apply Lemma 2.1 or (2.2.3) to locate a smaller triangle with a 'bad' angle. And step by step, we can locate the desired triangle. However, in Case 4, such a method fails when we try to apply (2.2.1) unless there is a unique minimal geodesic between any two points in U x .
To overcome the second difficulty right above, we have the following key observation from (2.24).
Lemma 2.4. Let x ∈ X be a CBB-type point, and let U x be a sufficiently small neighborhood of x satisfying (2.24). Then there is a unique minimal geodesic between any two distinct points in U x .
In the proof of Lemma 2.4, we need the following property of CBB-type Alexandrov spaces.
Lemma 2.5 ( [BGP] , [LR] ). Let x ∈ X be a CBB-type point. Then there is a sufficiently small neighborhood U of x such that if there are two minimal geodesics between two points r 1 and r 2 in U , then they form an angle less than π at r 1 or r 2 .
Proof of Lemma 2.4. We argue by contradiction. Let r 1 and r 2 be two points in U x , and assume that there are two minimal geodesics between them, denoted by [r 1 r 2 ] 1 and [r 1 r 2 ] 2 . By Lemma 2.5, [r 1 r 2 ] 1 and [r 1 r 2 ] 2 form an angle less than π at r 1 or r 2 , say r 1 , i.e. |(↑ r2 r1 ) 1 (↑ r2 r1 ) 2 | < π. Then, by considering Σ r1 X (for it refer to Section 1), it is easy to see that there is a minimal geodesic [r 1 q] such that
we can let [r 1 q] = [r 1 r 2 ] 1 ). We select q j ∈ [r 1 q] \ {r 1 } such that q j → r 1 as j → ∞. Note that, without loss of generality, we can assume that | ↑ q r1 (↑ r2 r1 ) 1 | = | ↑ q r1 ⇑ r2 r1 |. By Lemma 1.4, it follows that, as j → ∞,
On the other hand, by Lemma 1.4, '| ↑ q r1 (↑ r2 r1 ) 2 | < π 2 ' implies that there isq j ∈ [r 1 r 2 ] • 2 such that |q jqj | = |q j [r 1 r 2 ] 2 |. And by Lemma 1.8, we have that, as j → ∞,
(2.28) It follows from (2.26)-(2.28) that |r 2 q j | < |r 2qj | for sufficiently large j. Since U x can be sufficiently small, '|r 2 q j | < |r 2qj |' implies that∠ k q jqj r 2 < π 2 , which contradicts (2.24).
In order to solve the first difficulty mentioned above, we will use the following technical property of CBB-type Alexandrov spaces, especially (2.6.2), in Step 4 of the proof of Lemma 2.3 below.
Lemma 2.6. Let X be a complete Alexandrov space with curvature ≥ κ, and let p, q i , r i ∈ X with q i → p and r i → p as i → ∞. Then the following holds:
(2.6.1) ( [BGP] ) As i → ∞, for any triangle △pq i r i , we have that
(2.6.2) Additionally, given [pq i ] ∋ p i and [q i r i ] ∋ s i , if there is c 1 ∈ (0, 1) and c 2 > 0 such that
for all i, then as i → ∞, for any triangle △p i q i s i , we have that
Proof. We just need to prove (2.6.2). First of all, by the reason for (1.2), we know that 0 ≤ ∠p i q i s i −∠ κ p i q i s i ≤ ∠pq i r i −∠ κ pq i r i , so it follows from (2.6.1) that ∠p i q i s i −∠ κ p i q i s i → 0 as i → ∞.
(2.30)
Next, we show that ∠q i s i p i −∠ κ q i s i p i → 0 as i → ∞. Consider the point u i ∈ [q i r i ] with |u i q i | = 2|s i q i | or u i = r i when |q i s i | < 1 2 |q i r i | or |q i s i | ≥ 1 2 |q i r i | respectively. Let △q ipiũi ⊂ S 2 κ be a comparison triangle of △q i p i u i , and lets i ∈ [q iũi ] such that |s iqi | = |s i q i |. By Definition 1.2, we know that |p i s i | ≥ |p isi |. On the other hand, by the same reason for (2.30), we have that ∠p i q i u i −∠ κ p i q i u i → 0 as i → ∞. Plus (2.29) and by Theorem 1.3, we get that |p i s i | is almost equal to |p isi |; precisely,
Together with (2.29), this implies that
(2.32)
Since ∠q i s i p i ≥∠ κ q i s i p i and ∠u i s i p i ≥∠ κ u i s i p i (by Theorem 1.3), and ∠q i s i p i + ∠u i s i p i = π and ∠q isipi + ∠ũ isipi = π, it follows from (2.32) that
At last, we show that
It is easy to see that (2.31) still holds in the situation here. And if we can show ∠ s p q − ∠s p q → 0 and∠ s p v − ∠s p ṽ → 0 as i → ∞ (2.33) (similar to (2.32)), then we can conclude that ∠q i p i s i −∠ κ q i p i s i → 0 as i → ∞. Indeed, we can similarly show (2.33) except possibly when |q i p i | > 1 2 |q i p|. Note that p i , unlike s i satisfying |q i s i | < c 1 |q i r i |, may be sufficiently close to p and even equal to p. When 1 2 |q i p| < |q i p i | (≤ |q i p|), by the latter part of (2.29) there is c 3 > 0 such that∠ κ s i q i p > c 3 and∠ κ q i ps i > c 3 for all i. Then plus '∠q i ps i −∠ κ q i ps i → 0 as i → ∞ (by (2.6.1))' and (2.31), we can apply the Law of Sine to conclude (2.33).
We will end this section with proving Lemma 2.3 (and so the proof for Case 4 is completed).
Proof of Lemma 2.3.
First of all, in this proof, we can assume that there is a UNIQUE minimal geodesic between any two distinct points in U x (see Lemma 2.4).
Since it is assumed that X is not of curvature ≤ k around x, by Theorem 1.3 there is a triangle △pqr ⊂ U x containing a 'bad' angle, say ∠qpr (i.e. ∠qpr >∠ k qpr). Then similar to the existence ofs andt in the proof for Case wheres,s,t,t belong to the comparison triangle △pqr ⊂ S 2 k of △qpr and correspond tos, s,t, t respectively withs ∈ [pr] and |sp| = |sp|, etc.
Our strategy is also to look for a △pqr with a 'bad' angle ∠qpr such that the corresponding △pts is the desired triangle. We will fulfill the task through the following four steps based on a general △pqr in which ∠qpr is a 'bad' angle.
(In Cases 1-3, for any △pqr with 'bad' angle ∠qpr, we can conclude that at least one of ∠pts and ∠pst is less than π 2 , so it suffices to find a triangle with an acute 'bad' angle. Unfortunately, as mentioned above, in the situation here we cannot conclude such a property for a general triangle with a 'bad' angle.)
Step 1. To show that △qpr can be chosen to satisfy that there is at most one point t ∈ [pr] • such that [qt] is perpendicular to [pr] .
Note that it suffices to consider the case where there are two distinct points t 1 , t 2 ∈ [pr] • such that ∠qt i p = ∠qt i r = π 2 . Claim: up to a new choice, t i satisfies that either ∠qtt 1 = ∠qtt 2 = π 2 for all t ∈ [t 1 t 2 ] • , or one of ∠qtt i (i = 1, 2) is less than π 2 for all t ∈ [t 1 t 2 ] • . In fact, if there is t ∈ [t 1 t 2 ] • such that ∠qtt 1 < π 2 , then ∠qt ′ t 1 < π 2 for t ′ sufficiently close to t (by Lemma 1.7), which implies the claim. If ∠qtt 1 = ∠qtt 2 = π 2 for all t ∈ [t 1 t 2 ] • , then it has to hold that |qt| = |qt 1 | = |qt 2 | by Lemma 1.4. Since U x can be sufficiently small, it follows that∠ k qtt i < π 2 , which contradicts (2.24). If ∠qtt 1 < π 2 or ∠qtt 2 < π 2 for all t ∈ [t 1 t 2 ] • , △qpr can be chosen to be △qt 1 t 2 . Note that ∠qt 1 t 2 = ∠qt 2 t 1 = π 2 , and at least one of∠ k qt 1 t 2 and∠ k qt 2 t 1 is less than π 2 as long as U x is small enough; i.e., △qt 1 t 2 has a 'bad' angle.
Step 2. To show that there is [pr] ⊂ [pr] • such that ∠qpr is acute and 'bad' in △qpr.
Since ∠qpr >∠ k qpr, by Lemma 1.4 there is corresponding r ′ ∈ [pr] • andr ′ ∈ [pr] which satisfy (2.25) (cf. (2.14) ). Then similarly we can apply (2.2.1) to conclude that △qr ′ p or △qr ′ r contains a 'bad' angle ∠qr ′ p or ∠qr ′ r respectively (cf. (2.15)). Moreover, as in Case 1 (see the end of the proof for Case 1), up to repeating such a cutting operation finite times we can assume that |pr| ≪ |pq| which implies that ∠ k pqr ≪ π 2 , and thus by (2.2.1) again we can conclude that (2.38)
Note that △qpt 1 is a comparison triangle of △qpt 1 , so ∠qpt 1 is also 'bad' in △qpt 1 . Together with 'p ∈ [pr] • ' (see Step 2) and by Lemma 1.7, this implies that ∠qtt 1 is 'bad' in △qtt 1 for t ∈ [pt 1 ] • sufficiently close top. Hence, one of the following two cases must happen:
In the former case, we can putř = t 1 ; otherwise, ∠qtt 1 ≥ π 2 for all t ∈ [pt 1 ] • sufficiently close to t 1 , and thus |qt| ≤ |qt 1 | by Lemma 1.4, which contradicts (2.37).
In the latter case, we shall putř = t * by showing that there is p i ∈ [pt * ] • with p i → t * as i → ∞ such that ∠qp i t * is acute and 'bad' in △qp i t * .
We first observe that, for any t ∈ [pt * ] \ {t * }, at least one of ∠qtt * and ∠qt * t is a 'bad' angle of △qtt * . Otherwise, ∠qtt * ≤∠ k qtt * and ∠qt * t ≤∠ k qt * t. Consider △qtt * ⊂ S 2 k , a comparison triangle of △qtt * , and let [tt * ] ⊂ [tz] ⊂ S 2 k with |tz| = |tt 1 |. Since ∠qtt 1 >∠ k qtt 1 (by the badness of ∠qtt 1 ), '∠qtt * ≤∠ k qtt * ' implies that |qt 1 | < |qz|. Plus '∠qt * t 1 ≤∠ k qt * t 1 ' (note that ∠qt * t 1 is not 'bad' in △qt * t 1 ), we conclude that ∠qt * t 1 < ∠qt * z , and thus by Lemma 1.6 we have that ∠qt * t > ∠qt * t =∠ k qt * t, a contradiction.
Based on the observation right above, for t close to t * , we can conduct a cutting operation on △qtt * as in Step 2 to locate at ∈ [tt * ] • such that ∠qtt * is 'bad' in △qtt * (cf. (2.35) ). Namely, we can locate
On the other hand, we claim that ∠qt * t 1 < π 2 , which implies that ∠qp i t * < π 2 (by Lemma 1.7). In fact, the claim follows from that ∠qt * t 1 ≤∠ k qt * t 1 (note that ∠qt * t 1 is not 'bad' in △qt * t 1 ) and∠ k qt * t 1 < π 2 (note that |qt * | > |qt 1 | by (2.37) and U x is sufficiently small).
As shown in the beginning of the proof, for each △qp iř , there iss Step 4. To show that △p itisi is our desired triangle for large i (and thus the proof is done).
Note that if |s iti | ≥ |s i p i | or |s iti | ≥ |t i p i |, say |s iti | ≥ |t i p i |, then by Lemma 1.4 the acuteness of ∠t i p isi (= ∠qp iř ) implies that |t i s| = |t i [p isi ]| for some s ∈ [p isi ] • . Then, by the inequalities in the corresponding (2.34) fors i andt i , we can conclude that △p itisi is our desired triangle.
Hence, in the rest of the proof, we only need to consider the case where |s iti | < |s i p i | and |s iti | < |t i p i |.
(2.39)
In this case, it suffices to show that one of ∠s iti p i and ∠t isi p i is less than π 2 for large i, which together with the acuteness of ∠t p s also implies that △p t s is our desired triangle by Lemma 1.4.
The main tool here is (2.6.2). In order to apply it, we need to verify its conditions in the situation here. We first note that (2.39) with |p isi | ≤ |p iř | → 0 as i → ∞ implies that |p iti | → 0 as i → ∞, and thus there is r i ∈ [p i q] such that |p iti | = 1 2 |p i r i |.
(2.40)
On the other hand, note that [p isi ] ⊆ [p iř ] ⊂ [pr] ⊂ [pr] • , so by Lemma 1.7 ∠t i p isi (= ∠qp iř ) → ∠qřr as i → ∞.
(2.41)
Moreover, we can assume that X is of curvature ≥ k x around x, so we have that lim i→∞ (∠t i p isi −∠ kxti p isi ) = 0 by (2.6.1), which together with (2.39) and (2.41) implies that there is a c > 0 such that min{∠ kxsi p iti ,∠ kx p isiti ,∠ kx p itisi } > c.
(2.42)
Note that (2.40) and (2.42) enable us to apply (2.6.2) on △t i p isi to conclude that
Note that∠ kxsiti p i +∠ kxti p isi +∠ kxtisi p i → π as i −→ ∞.
Then plus (2.41) we can conclude that at least one of ∠s iti p i and ∠t isi p i is less than π 2 for large i.
3 Proof of Theorem A for curvature ≡ k on X •
In this section, we will show the rigidity part of Theorem A, i.e., we will prove that X • , the interior part of X, is a Riemannian manifold with sectional curvature equal to k if each x ∈ X satisfies that for any q ∈ U x and [r 1 r 2 ] ⊂ U x , if there is p ∈ [r 1 r 2 ] • such that |qp| = |q[r 1 r 2 ]|, then∠ k qpr i = π 2 . (3.1) Note that, by the conclusion in Theorem A for curvature ≥ k, (3.1) implies clearly that X is of curvature ≥ k around each x ∈ X (i.e. X is an Alexandrov space with curvature ≥ k). Hence, at each z ∈ X, we can consider the space of directions and the tangent cone, Σ z X and C z X, which are still Alexandrov spaces of curvature ≥ 1 and ≥ 0 respectively. (Refer to Section 1 for Σ z X and C z X.) An easy observation from (3.1) is that Σ z X and C z X also satisfy a corresponding property of (3.1), i.e. Lemma 3.1 below. This makes it possible to apply the inductive assumption on Σ z X which is of dimension one less than X and has an empty boundary if z ∈ X • .
Lemma 3.1. Let X be a complete Alexandrov space, and let U x be a neighborhood of x ∈ X satisfying (3.1), and let z ∈ U x . Then for allq ∈ C z X (resp. ∈ Σ z X) and [r 1r2 ] ⊂ C z X (resp. ⊂ Σ z X), if there isp ∈ [r 1r2 ] • such that |qp| = |q[r 1r2 ]|, then∠ 0 (resp. 1)qpri = π 2 .
(3.2)
Proof. By definition, C z X is the cone over Σ z X ([BGP]) 3 . So, it is not hard to see that the property of (3.2) for C z X implies that for Σ z X. In order to see (3.2) for C z X, one just needs to notice that C z X is the limit space of (λX, z) as λ → +∞ by Lemma 1.8.
Note that (3.1) is contained in (2.24). Then, since X is of curvature ≥ k around x, by Lemma 2.4 we have another easy observation:
