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Todos vuelven a la tierra en que nacieron;
al embrujo incomparable de su sol.
Todos vuelven al rinco´n de donde salieron:
donde acaso florecio´ ma´s de un amor.
Bajo el a´rbol solitario del pasado,
cua´ntas veces nos ponemos a son˜ar
todos vuelven, por la ruta del recuerdo,
pero el tiempo del amor no vuelve ma´s.
El aire, que trae en sus manos la flor del pasado, y su aroma de ayer,
nos dice muy quedo al o´ıdo su canto aprendido del atardecer;
nos dice, con voz misteriosa de cardo y de rosa, de luna y de miel,
que es santo el amor de la tierra,
que es triste la ausencia que deja el ayer.
Todos vuelven.
Ruben Blades
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Resumen
Cap´ıtulo 1 - Introduccio´n
Hoy en d´ıa, la comunidad cient´ıfica emplea cada vez ma´s modelos no lineales
para alcanzar una comprensio´n fundamental de la naturaleza. Las ondas solita-
rias (solitones) son una de las soluciones ma´s importantes y fascinantes de las
ecuaciones que describen los feno´menos no lineales. Histo´ricamente, este tipo
de ondas se observaron por primera vez en sistemas hidrodina´micos, pero con
el paso del tiempo, se han observado en otras ramas de la ciencia tales como:
qu´ımica, biolog´ıa, economı´a, ciencias sociales, etc. En f´ısica, solitones han sido
reportados en a´reas como: plasmas, sistemas magne´ticos, materiales supercon-
ductores, condensados de Bose-Einstein y en o´ptica no lineal.
En general, todos los sistemas f´ısicos en los que existen ondas localizadas se
caracterizan principalmente por manifestar dos efectos que provienen de natu-
ralezas diferentes. Por ejemplo, en los sistemas hidrodina´micos el efecto de la
gravedad y la tensio´n superficial actu´an sobre las ondas de agua como una fuerza
de restauracio´n que contribuye a su ensanchamiento (dispersio´n). De otra lado,
cada uno de nosotros ha observado co´mo una ola en el mar aumenta su altura
cuando e´sta se aproxima a la playa; su amplitud se vuelve tan grande que la
ola rompe. Esta modificacio´n en la forma de la onda es predominantemente un
proceso no lineal. Entonces, si tenemos un sistema en el que la dispersio´n y no
linealidad esta´n de´bilmente presentes, sus efectos pueden llegar a balancearse
de tal manera que pueda originarse una onda solitaria.
Comu´nmente, a estas ondas solitarias se les conoce como solitones por que,
a pesar de su naturaleza ondulatoria, en muchos feno´menos se comportan como
part´ıculas. En efecto, los solitones son objetos f´ısicos que pueden sufrir colisiones
con otras ondas localizadas y su forma posterior no cambia drama´ticamente.
En o´ptica no lineal, una de las ecuaciones no lineales de evolucio´n ma´s uti-
lizada es la ecuacio´n no lineal de Shcro¨dinger (NLS). Dicha ecuacio´n describe
la evolucio´n de una onda en un medio con dispersio´n/difraccio´n y en el que,
adema´s, el ı´ndice de refraccio´n cambia linealmente con la intensidad de la luz
(Efecto Kerr). En modelos conservativos, tales como los descritos por la ecua-
cio´n NLS o sus diversas variantes, el intercambio de energ´ıa con el entorno no
esta´ permitido. Las soluciones localizadas para la ecuacio´n NLS se originan a
partir del balance entre la difraccio´n/dispersio´n croma´tica y la no linealidad
(efecto Kerr). Distinto sucede en los sistemas disipativos donde las soluciones
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pueden intercambiar energ´ıa con una fuente externa, lo cual hace ma´s compleja,
pero a su vez ma´s interesante, la descripcio´n del sistema.
Los sistemas disipativos son los mas comunes en la naturaleza. De hecho
cualquier otro modelo f´ısico es solo una idealizacio´n. Los llamados conservati-
vos o Hamiltonianos proporcionan modelos adecuados para el tratamiento ma-
tema´tico de dina´micas simples pero no funcionan bien para describir sistemas
reales, especialmente en largos periodos temporales. Como sistemas disipativos
se tiende a pensar en aquellos que so´lo tienen pe´rdidas y por lo tanto cualquier
solucio´n se desvanece paulatinamente al propagarse a trave´s de ellos. No son
estos los que ocupara´n nuestra atencio´n a lo largo de esta tesis. Nosotros en-
tendemos por sistemas disipativos aquellos que poseen pe´rdidas, pero adema´s
disponen de una fuente externa de energ´ıa que es capaz de compensarlas. Ello
permite la existencia de soluciones estacionarias y estables las cuales hoy en
d´ıa se conocen como solitones disipativos. Ejemplos de tales solitones en o´ptica
son los pulsos ultracortos en la´seres y las estructuras espaciales en la´seres de
gran apertura. En este u´ltimo tipo de la´seres tambie´n puede formarse solitones
disipativos espacio-temporales.
En sistemas conservativos se asume un medio no lineal infinito, pero, como
es de esperar, en la realidad los medios (disipativos) tienen dimensiones finitas.
De hecho, excepto en las fibras o´pticas, los solitones rara vez pueden propagarse
ma´s alla´ de unos pocos cent´ımetros antes de salir del medio. Por lo tanto, para
aumentar la longitud de propagacio´n, es conveniente colocar espejos en los extre-
mos del sistema (la´ser), y as´ı confinar el solito´n en una muestra de material con
taman˜o finito. Si nuestros espejos reflejaran perfectamente (sin absorcio´n), uno
podr´ıa confinar un solito´n en una caja (cavidad); pero aunque los espejos reales
esta´n hechos de materiales que sufren perdidas, au´n as´ı es posible compensarlas
con un sen˜al que amplifique al solito´n.
En general, cualquier la´ser esta´ compuesto de diferentes elementos; esto hace
que la modelizacio´n de ellos requiera un conjunto de varias ecuaciones. Este
ejercicio puede ser necesario cuando buscamos una descripcio´n detallada de un
la´ser en particular. Dado que la luz se propaga secuencialmente a trave´s de
cada uno de los elementos, es posible realizar un estudio ma´s general basado en
una ecuacio´n maestra, que recoja de manera distribuida cada uno de los efectos
esenciales que ocurren en una cavidad la´ser.
La ecuacio´n compleja de Ginzburg-Landau (ECGL) de quinto orden es un
modelo gene´rico que describe la formacio´n de ondas localizadas en la´seres. Su
versio´n ma´s simple ocurre cuando la distribucio´n transversal del campo esta´ fi-
jada por la geometr´ıa del la´ser (la´ser de fibra), debido a que el campo esta´ confi-
nado espacialmente (transversalmente) y por lo tanto el fenomeno de difraccio´n
es suprimido. Cuando la distribucio´n transversal del campo no esta´ fijada por
la geometr´ıa, la ecuacio´n ECGL de quinto orden ha de ser complementada con
un te´rmino que de cuenta de la difraccio´n del haz y de cualquier tipo de filtrado
espacial.
A lo largo de este trabajo nos restringiremos al estudio de ondas localizadas
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espacialmente, analizaremos la propagacio´n de un campo ele´ctrico E(x, y, z) de
una onda monocroma´tica de frecuencia ω que se propaga a lo largo de la direc-
cio´n z. Dicho campo se supone que es transversal, es decir, se halla polarizado
en el plano (x, y) y var´ıa lentamente a lo largo de la direccio´n z. La propagacio´n
de una onda de estas caracter´ısticas en una cavidad la´ser puede ser descrita a
trave´s de la siguiente ECGL
iψz +
D
2
∇2⊥ ψ + |ψ|2ψ + ν|ψ|4ψ = iδψ + iε|ψ|2ψ + iβ∇2⊥ ψ + iµ|ψ|4ψ. (1)
Esta ecuacio´n predice la existencia de solitones espaciales disipativos en sistemas
(2+1)D, y es el modelo que hemos usado para predecir todos los resultados
reportados en el cap´ıtulo 3 de este trabajo.
El cap´ıtulo 4 de esta tesis esta´ dedicado al ana´lisis de sistemas discretos bi-
dimensionales con disipacio´n. En foto´nica, el modelo discreto mas estudiado es
la ecuacio´n NLS, la cual describe la propagacio´n de la luz en arreglos de gu´ıas
de onda. Las soluciones localizadas de la ecuacio´n NLS discreta, comu´nmen-
te se conocen como solitones discretos, y ellos corresponden con estados auto
atrapados de la luz. La extensio´n al caso disipativo de la ecuacio´n discreta NLS
surgio´ con el fin de modelar un conjunto de cavidades acopladas, las cuales fue-
ron obtenidas colocando espejos tanto al inicio como al final de las gu´ıas de
onda.
La ecuacio´n usada para modelar dicho sistema fue la versio´n 1D discreta de
la ECGL, la cual puede escribirse como:
iψ˙n + Cˆψn + |ψn|2ψn + ν|ψn|4ψn = iδψn + iε|ψn|2ψn + iµ|ψn|4ψn. (2)
En realidad, la Eq. (2) es un sistema de ecuaciones diferenciales ordinarias no
lineales acopladas, las cuales describen la evolucio´n del campo a lo largo de cada
una de las gu´ıas de onda.
Tanto en el caso continuo como en el caso discreto, los solitones espacia-
les disipativos en dos dimensiones son excitaciones o´pticas auto-localizadas, las
cuales no dependen de las condiciones de frontera en el plano transversal al eje
de propagacio´n. Una de las propiedades ma´s interesantes es que pueden estar
presentes o ausentes bajo las mismas condiciones externas, esto es, el sistema es
biestable. La gran mayor´ıa de los resultados reportados en esta esta Tesis Doc-
toral tienen origen en el feno´meno de biestabilidad. Para un mismo conjunto de
para´metros, tanto en la Eq. (1) como en la Eq. (2), hemos encontrado soluciones
con diferentes caracter´ısticas.
A lo largo de las siguientes secciones se realiza un breve resumen de los
resultados obtenidos y conclusiones, expuestos en los cap´ıtulos que conforman
esta Tesis doctoral.
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Cap´ıtulo 2 - Ecuaciones nolineales de propagacio´n
En este cap´ıtulo se hace una retrospeccio´n sobre el origen f´ısico de las ecuaciones
que gobiernan la propagacio´n de ondas localizadas, tanto para medios continuos
como para medios discretos. A partir de las ecuaciones de Maxwell y asumiendo
una dependencia no lineal entre el campo ele´ctrico y la polarizacio´n del medio,
hemos derivado la ecuacio´n NLS. Esta ecuacio´n describe la evolucio´n de un haz
en un medio continuo, en el re´gimen de aproximacio´n paraxial.
A trave´s de la ecuacio´n NLS hemos modelado la dina´mica que experimenta
la luz cuando se propaga a trave´s un sistema de gu´ıas de onda acopladas. Para
conseguir esto hemos empezado describiendo co´mo interactu´a la luz en un sis-
tema compuesto por dos gu´ıas de onda, es decir, co´mo el campo o´ptico de una
gu´ıa se acopla con el campo de la gu´ıa vecina, y viceversa. Este resultado puede
ser fa´cilmente extendido a un caso con N gu´ıas de onda, con la condicio´n de
que el acoplamiento so´lamente se de entre gu´ıas vecinas, lo cual es conocido en
f´ısica del estado so´lido como “la aproximacio´n del enlace fuerte”.
Cap´ıtulo 3 - Medios Continuos
Los sistemas disipativos bidimensionales admiten la existencia de soluciones
estacionarias auto-localizadas sobre un fondo de energ´ıa cero. Entre ellas encon-
tramos haces que poseen simetr´ıa radial y su perfil de intensidad tiene forma de
campana. Estas estructuras pueden ser clasificadas en dos grandes conjuntos;
el primero de ellos se caracteriza por estar compuesto de soluciones que esta´n
continuamente enfoncandose, es decir que poseen un chirp positivo. El segundo
conjunto lo conforman soluciones que continuamente esta´n desenfocandose, y a
las cuales les corresponde un chirp negativo.
Estos haces -o solitones espaciales brillantes- son estables dentro de cierta
regio´n de su existencia. Ma´s alla´ de estas regiones, ellos pierden su estabilidad, y
aparecen nuevos comportamientos en su dina´mica. Como mencionamos previa-
mente, los solitones espaciales brillantes no son los u´nicos haces auto-localizados
que se pueden encontrar en un fondo de energ´ıa cero para medios disipativos.
Soluciones autolocalizadas tipo vo´rtice -o solitones vo´rtice-, tambie´n son esta-
bles en un rango finito de para´metros de la ECGL. Dichas soluciones esta´n
caracterizadas por una cantidad entera conocida como la carga topolo´gica, la
cual nos dice el nu´mero de 2pi-vueltas que da la fase alrededor del vo´rtice.
En este cap´ıtulo, se presentan varios tipos de inestabilidades relacionadas con
cada configuracio´n de los haces y tambie´n se dan ejemplos de nuevas dina´micas
en las zonas adyacentes a la regio´n de estabilidad. A e´stas nuevas dina´micas
corresponden estructuras asime´tricas, estructuras complejas formadas por la
interaccio´n entre dos haces, y por u´ltimo estructuras con perfiles espaciales
oscilantes.
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Cap´ıtulo 4 - Medios Discretos
Estructuras discretas auto localizadas en medios no lineales -o solitones discretos-
son soluciones de un sistema de ecuaciones diferenciales acopladas, que describen
la evolucio´n de la luz en un arreglo de gu´ıas de onda o cavidades laser. Este ti-
po de soluciones han sido predichas en medios multidimensionales y adema´s
han sido observadas experimentalmente. Los solitones discretos unidimensiona-
les fueron reportados en arreglos de gu´ıas de onda fabricados con materiales se-
miconductores. Para poder observar este tipo de soluciones en dos dimensiones,
fue necesario inducir patrones perio´dicos transversales mediante la interferencia
de cuatro haces, en cristales fotorefractivos, los cuales actuaban como gu´ıas.
Mediante la combinacio´n de diferentes me´todos, hemos encontrado un gran
conjunto de soluciones de tipo vo´rtice para la versio´n discreta de la ECGL.
Dicho conjunto corresponde con un so´lo valor para cada uno de los para´metros
en la Eq. (2). Adema´s, para cada una de estas soluciones hemos calculado su
estabilidad frente a pequen˜as perturbaciones en el re´gimen lineal.
Entre todas las soluciones estables que hemos encontrado, cabe destacar que,
algunas de ellas tienen la fascinante caracter´ıstica de poseer, simulta´neamente,
dos cargas topolo´gicas. Esto quiere decir que hemos encontrado dos valores
distintos de la carga topolo´gica para dos caminos distintos que encierran la
singularidad del vo´rtice. Adicionalmente, hemos predicho la formacio´n dina´mica
de una variedad de “estados ligados”, compuestos de dos o ma´s de estos vo´rtices
con dos cargas.
Para concluir este cap´ıtulo, hemos analizado los casos mas interesantes en el
limite cu´bico conservativo. Paulatinamente hemos suprimido todos y cada uno
de los para´metros de la Eq. (2) hasta alcanzar el limite de Schro¨dinger, es decir:
{δ = ε = µ = ν = 0}. A trave´s de este procedimiento, hemos podido comprobar
que hay una estrecha relacio´n entre la disipacio´n presente en el sistema y la
estabilidad de sus soluciones; en la pra´ctica esto se vio reflejado en que a pesar
de que e´stas tambie´n existen en el caso conservativo, su regio´n de estabilidad
disminu´ıa conforme la disipacio´n iba desapareciendo del sistema.
Conclusiones
A lo largo de esta tesis Doctoral se ha analizado la existencia, dinamica, forma-
cio´n e interaccio´n de estructuras de luz autolocalizadas, en sistemas no lineales
disipativos, tanto para medios continuos como tambie´n para medios discretos.
Para el caso de medios continuos disipativos, hemos estudiado la evolucio´n
de una gran variedad de solitones espaciales bidimensionales. En particular, nos
hemos restringido a ciertos subespacios cercanos a las fronteras de las regiones
en las que solo existen soluciones estacionarias radialmente sime´tricas. En estos,
hemos encontrado una multiplicidad de solitones con distintos perfiles trans-
versales y un sinf´ın de bifurcaciones entre ellos. Adicionalmente, hemos podido
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concluir que la distribucio´n transversal del modo y su evolucio´n depende fuer-
temente de la regio´n en el espacio de para´metros que nos encontremos.
Hemos encontrado varios tipos de bifurcaciones en las fronteras de la regio´n
donde existen soluciones, estacionarias y estables, que esta´n continuamente en-
fonca´ndose. Bifurcaciones de haces radialmente sime´tricos a haces con distri-
bucio´n el´ıptica, pasando luego por regiones en las que encontramos haces con
pulsaciones armo´nicas (e incluso pulsaciones ma´s complejas) en su perfil espa-
cial, los cuales adema´s de estar pulsados tambie´n pueden girar alrededor de su
eje de propagacio´n. Estos escenarios de evolucio´n son consecuencia de los inten-
tos fallidos de divisio´n del haz en dos solitones brillantes. En general, cualquier
bifurcacio´n alrededor de esta regio´n destruye la simetr´ıa radial de la solucio´n.
Muy cerca de la regio´n donde existen soluciones, estacionarias y estables,
que esta´n continuamente desenfoncandose, el haz mantiene su simetr´ıa radial
despue´s de la bifurcacio´n. En este caso los haces tienen pulsaciones en su perfil
de intensidad, pero su distribucio´n transversal mantiene la simetr´ıa radial. Aun
ma´s, esta clase de haces pueden sufrir “explosiones” que fugazmente los despojan
de cualquier clase de simetr´ıa, pero que increiblemente vuelven a recuperar su
perfil original entre cada una de las explosiones.
Por otro lado, para el mismo tipo de medio, tambie´n hemos estudiado la
formacio´n de estructuras tipo vo´rtice. Al igual que antes, hemos encontrado
regiones donde ellos existen en forma de soluciones estacionarias y estables,
compartiendo todos una distribucio´n de intensidad en forma de anillo. A partir
de nuestro ana´lisis, hemos comprobado que su existencia esta´ garantizada para
un rango amplio de valores de su carga topolo´gica, el cual contiene valores para
S que van desde 1 hasta 9.
Estas soluciones solito´nicas con forma de anillo pueden sufrir transforma-
ciones y su perfil espacial llegar a ser modulado. E´stas tambie´n pueden pulsar
de forma perio´dica o cao´tica. A pesar de todos estos tipos de modificaciones,
las soluciones permanecen estables como un u´nico anillo, conservando su carga
topolo´gica. Estas propiedades los hacen completamente distintos de los solitones
vo´rtice en sistemas conservativos.
Para el caso de medios discretos disipativos, hemos predicho la existencia de
solitones vo´rtice con valores altos de su carga topolo´gica. Entre ellos hemos po-
dido identificar estructuras tanto sime´tricas como asime´tricas. Adicionalmente,
para algunas soluciones hemos identificado a partir de su perfil de fase, la coexis-
tencia de dos cargas topolo´gicas. Es decir, la solucio´n exhibe simultaneamente
dos valores distintos para dicha caracter´ıstica.
Tambie´n hemos hecho un ana´lisis de estabilidad lineal para las soluciones
cuando la disipacio´n en el sistema es modificada. Hemos observado que el ta-
man˜o de la regio´n de estabilidad en el espacio de para´metros aumenta a medida
que se incrementa la disipacio´n. Para efectos comparativos, hemos buscado es-
te tipo de soluciones en el modelo cu´bico en sistemas conservativos (ecuacio´n
NLS), estableciendo que dichas soluciones solamente son estables para valores
de potencia o´ptica mucho mas altos que en el correspondiente caso disipativo
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analizado.
Para terminar, y con animo de completar la descripcio´n de este tipo de sis-
temas, hemos estudiado distintos escenarios de interaccio´n para algunas de las
soluciones anteriormente descritas. Hemos analizado la interaccio´n entre solucio-
nes de la misma familia para diferentes separaciones iniciales. Como resultado,
hemos encontrado soluciones compuestas (“estados enlazados”) que tambie´n
son estables y que adema´s poseen un perfil de fase bastante complejo, en el cual
tambie´n pueden identificarse, simulta´neamente, dos cargas topolo´gicas. Por otro
lado, la interaccio´n entre soluciones de distinta familia no conduce a la formacio´n
de estructuras compuestas.
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1
Introduction
This section provides an introduction to the research work presented in this
thesis. It describes the research background and explains the motivation for
pursuing this work. In addition it provides an overview of the approach taken
as well as of the results obtained and finally presents the structure of the thesis.
1.1 Generalities
Nowadays, the scientific community is increasingly using nonlinear models to
obtain a fundamental understanding of nature. Localized waves are one of the
most important and fascinating solutions of the equations that describe nonlin-
ear phenomena. Historically, this kind of waves were first observed in hydro-
dynamic systems, but over time, have been observed in other branches of science
(physics, chemistry, biology, economy, social sciences, etc.). Through theoret-
ical predictions and their subsequent experimental corroboration, these nonlin-
ear localized waves, known as solitons, have been found in different physical
disciplines, for example in fluids, plasmas, magnetic systems, super-conducting
Josephson junctions, Bose-Einstein condensates and nonlinear optics.
In general, all the physical systems in which exists wave localization are
characterized by two effects, both of them arising from a different nature. For
example, in hydrodynamic systems the effect of the gravity and the surface
tension acts on the water waves as a restoring force which contributes to their
dispersion (spreading). On the other hand, every one has observed how a water
wave increases as it approaches the beach; its amplitude becomes so great that
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the wave breaks down. This modification in the shape of the wave is predomin-
antly a nonlinear process. Then, if we have a system in which weak dispersion
and weak nonlinearity are present, they can balance and originate a solitary
wave.
Figure 1.1: Soliton on the Scott Russell Aqueduct on the Union Canal near Heriot-
Watt University, 12 July 1995.
The first reported observation of solitons was made in 1834 by Scott Rus-
sell, a Scottish scientist and later famous Victorian engineer and shipbuilder,
while studying water waves in the Glasgow-Edinburgh channel. As part of this
investigation, he was observing a boat being pulled along, rapidly, by a pair of
horses. For some reason, the horses stopped the boat rather suddenly, and the
stopping of the boat caused a very strong wave to be generated. This wave,
in fact, a significant hump of water stretching across the rather narrow canal,
rose up at the front of the boat and proceeded to travel, quite rapidly down the
canal. Russell, immediately, realised that the wave was something very special.
It was “alone”, in the sense that it sat on the canal with no disturbance to the
front or the rear, nor did it die away until he had followed it for quite a long way.
The word “alone” is synonymous with “solitary”, and Russell soon referred to
his observation as the Great Solitary Wave.
On Wednesday 12 July 1995, an international gathering of scientists wit-
nessed a re-creation of the famous 1834 “first” sighting of a soliton or solitary
wave on the Union Canal near Edinburgh. They were attending a conference
on nonlinear waves in physics and biology at Heriot-Watt University, near the
canal, Fig. 1.1.
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These solitary and localized waves are commonly called solitons due to their
quasi-particle properties. Indeed, solitons are physical objects that can suffer
collisions with other localized waves and their posterior shapes are not dramat-
ically changed. Their existence and robustness against collisions was observed
in the numerical solutions of the Korteweg-de Vries (KdV) equation (Zabusky
& Kruskal, 1965). This equation governs the wave propagation in shallow water
channels. Two years later (Gardner et al., 1967) developed a powerful mathem-
atical technique, called the inverse scattering transform, which allowed to find
analytically soliton-type solutions of the KdV equation.
The Korteweg and de Vries theory has been widely used; for example model-
ing the blood-pressure pulse propagation along the major arteries in the human
body (McDonald, 1974). Besides the KdV equation, exists another nonlinear
partial differential equation for the propagation of long waves on the surface of
water with a small amplitude. The French scientist Joseph Boussinesq (1842-
1929) described in the 1870s model equations for this system and these were
called the Boussinesq equations.
Other equations with similar characteristics admit soliton solutions. For ex-
ample, in mathematics, the sine-Gordon equation is a nonlinear hyperbolic par-
tial differential equation in one-dimensional systems involving the d’Alembert
operator and the sine of the unknown function. It was originally considered in
the nineteenth century in the course of study of surfaces of constant negative
curvature for a wide variety of physical and mathematical systems, for example,
differential geometry and relativistic field theory. The sine-Gordon equation
also appears in a number of physical applications including the propagation
of fluxons in Josephson junctions (a junction between two superconductors),
the motion of a rigid pendula attached to a stretched wire, and dislocations in
crystals. (Baker, 1897; Bishop, 1981; Davydov, 1991; Infeld & Rowlands, 2000)
A Bose-Einstein condensate is a rare state (or phase) of matter in which a
large percentage of bosons collapse into their lowest quantum state, allowing
quantum effects to be observed on a macroscopic scale. The bosons collapse
into this state in circumstances of extremely low temperature, near the value
of absolute zero. The Gross-Pitaevskii equation describes the ground state of
a quantum system of identical bosons using the Hartree-Fock approximation
and the pseudo-potential interaction model. Dynamics of low-temperature su-
per flows and Bose-Einstein Condensates (BEC) are some examples of physical
systems governed by this equation (Denschlag et al., 2000; Rubi, 2004)
In nonlinear optics, one of the most widely used equations of this type is the
nonlinear Schro¨dinger (NLS) equation; it describes wave evolution in dispers-
ive/diffractive continuous media with an optical Kerr response, i.e. a refractive
index that changes linearly with the light intensity. In conservative models, such
as the ones described by the NLS equation or its several variants, the exchange
of energy with the surroundings is not allowed. Self-localized solutions for the
nonlinear Schro¨dinger equation originate from a balance between nonlinearity
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(e.g. the Kerr effect) and dispersion/diffraction. As we know, conservative mod-
els offers an useful description when we assume that the system is closed, i.e.
its energy is not absorbed by the surroundings. In realistic systems, the energy
exchange with an external source must be considered, then the dynamic of the
system will be more complex and rich. In this case, an extra balance between
gain and loss is required in order to obtain stationary solutions. This kind of
systems are commonly known as dissipative systems.
1.2 Optical Solitons
As in hydrodynamic systems, a similar balance may occur when an optical
beam/pulse propagates in a material. The diffractive/dispersive process exper-
imented by the wave can be counteracted with the nonlinear response of the
medium. This self compensation in the system gives rise to the formation of op-
tical solitons. Generally, conventional sources of light are not intense enough to
modify the optical response of the materials, but with the advent of lasers at the
beginning of the 60’s, several nonlinear optical phenomena could be observed.
Light propagating through a material induces a variation in its refraction
index that is proportional to the incident intensity. This extra contribution
to the refractive index is known as the optical Kerr effect (Boyd, 2008). In the
spatial domain, this effect leads to a focusing (or defocusing) beam (as illustrated
in Fig. 1.2[a]) and, in the temporal domain, the pulse suffers a phase modulation
which induces a change in its spectrum (Fig. 1.2[b]). Diffraction and chromatic
dispersion are equivalent effects that leads to the spatial and temporal spreading
of the waves, beams and pulses, respectively. Localized waves are called spatial
optical solitons when the beam shape remains unaltered due to the balancing
between focusing and diffraction, and temporal optical solitons when the pulse
shape (and its spectrum) is not modified due to the balancing between phase
modulation and chromatic dispersion.
(a) (b)
Figure 1.2: (a) Focusing and (b) Phase modulation effects on beams and pulses
propagating through nonlinear media.
1.2.1 Temporal optical solitons
In general, the temporal and spectral shapes of a short optical pulse change dur-
ing propagation in a transparent medium due to the Kerr effect and chromatic
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dispersion. As it was mentioned previously, under certain circumstances, the
effects of Kerr nonlinearity and chromatic dispersion can exactly cancel each
other (apart from producing a constant phase delay per unit propagation dis-
tance), so that the temporal and spectral shape of the pulses is preserved even
over long propagation distances. The possibility of soliton formation in optical
fibers was suggested by Hasegawa & Tappert (1973).
The nonlinear Schro¨dinger equation for temporal solitons propagating through
an optical fiber takes the form
iψz − β2
2
ψtt + γ |ψ|2 ψ = 0, (1.1)
where ψ(z, t) represents the amplitude of the pulse envelope, β2 is the group ve-
locity dispersion parameter (GVD), and γ is the nonlinear parameter responsible
for self phase modulation (SPM). In this case, the Inverse Scattering Method is
applicable for solving this kind of equations (Zakharov & Shabat, 1974).
However, the lack of a suitable source of picosecond optical pulses at wave-
lengths above 1.3 µm delayed their experimental observation until 1980 (Mol-
lenauer et al., 1980). This experiment was carried out by using a mode-locked
color-center laser capable of emitting short optical pulses (TFWHM ≈ 7 ps)
near 1.55 µm, a wavelength near which optical fibers exhibit anomalous GVD
together with minimum losses. The pulses were propagated inside a 700 meters
long single-mode fiber with a core diameter of 9.3 µm. The fiber parameters for
this experiment were estimated to be β2 ≈ −20 ps2/km and γ ≈1.3 W−1/km.
Using an initial pulse with a temporal width of T0=4 ps, the peak power for
exciting a fundamental soliton is ≈ 1 W.
Fundamental soliton pulses are technically very important, in particular for
long-distance optical fiber communications (Govan et al., 1998; Hasegawa, 2002).
Solitons are also applied in various techniques for pulse compression using op-
tical fibers; examples are adiabatic soliton compression and higher-order soliton
compression (Ouzounov et al., 2005).
1.2.2 Spatial optical solitons
The change of the refraction index in nonlinear materials can be understood as
if the media became a convergent lens while the beam is propagating through
it. The width and height of the beam diminishes and grows, respectively, which
leads to a narrowing of the wave shape. This focusing of the beam is the opposite
to the natural spreading that experiments a beam when it propagates in any
linear homogeneous medium. Then, this balancing is equivalent to think in a
emergent waveguide induced by the intensity of the beam. This effect is known
as self-trapping and it is illustrated in Fig. 1.3.
The input beam diffracts at low power but forms a spatial soliton when
its intensity is large enough to create a self-induced waveguide by changing the
refractive index. This change is larger at the beam center and gradually reduces
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to zero near the beam edges. From all the above we can accept the following
definition:
Spatial solitons are optical beams that propagate in a nonlinear me-
dium without diffraction, i.e. their beam diameter remains invariant
during propagation (Stegeman et al., 2000).
(a) (b) (c)
Figure 1.3: Schematic illustration of the lens analogy for spatial solitons. (a)
Diffraction acts as a concave lens while the (b) Self-focusing medium acts as a convex
lens. (c) A soliton forms when the two lenses balance each other such that the phase
front remains plane.
Spatial solitons in nonlinear optical Kerr media were observed for the first
time at the beginning of the 60s (Askaryan, 1962; Chiao et al., 1964). Kerr non-
linearities are characterized by a local, instantaneous refractive index change,
∆n = n2I, where I = |ψ|2 is the local intensity and n2 is a real constant. All
media exhibit the optical Kerr effect at frequencies very far from any resonances
so that the nonlinearity is very weak. The change in the refractive index can not
grow infinitely, it become saturated at high intensities. This is often taken into
account by considering the following dependence on the change of the refractive
index with the intensity:
∆n = − ∆nmax
1 + I/Isat
, (1.2)
where ∆nmax denotes the maximum refractive index change. When the field
intensity is much smaller than the saturation intensity, Isat, the system operates
in the Kerr-regime. In the other limit, for I  Isat the refractive index change
decreases and thereby prevents the collapse of the light beam.
Temporal solitons propagate unaltered long distances along optical fibers.
Optical fibers posses a very weak glass nonlinearity that becomes cumulatively
sufficient for soliton formation. For spatial solitons it is necessary that nonlin-
earities and/or operating powers to be large enough, because sample sizes are
typically limited to a few centimeters. What sets spatial solitons apart from
their fiber counterparts is their dimensionality. Fiber solitons are described by
a nonlinear (1 + 1)-dimensional space-time evolution equation, whereas spatial
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solitons are by nature (2+1)-dimensional structures (two transverse dimensions
plus one propagation coordinate).
The properties of optical solitons in a non-Kerr media are governed by the
generalized NLS equation (1.3). Using ∆n = n2F (I) with n2 > 0, the (2 + 1)-
dimensional NLS equation takes the form
iψz +
1
2
∇2ψ + F (I)ψ = 0 (1.3)
The fact that the spatial domain exhibits a higher dimensionality leads to a
host of interesting phenomena and processes, which have not analogous in the
temporal case. These include for example, full 3D interaction between solitons,
vortex solitons, rotating dipole vector solitons and many others. The consider-
ation of additional degrees of freedom, such as new transverse dimensions, does
lead to extremely sophisticated dynamics of the processes. A direct consequence
of the fact that the number of different nonlinear mechanisms that can support
spatial solitons is to date much larger than for their temporal counterparts.
However, despite more than two decades of intense research, solitons were re-
stricted to one-dimensional nonlinear propagation, i.e. to temporal or spatial
one-dimensional solitons.
1.2.3 Optical vortex solitons
Optical beams whose phase circulates around a singular point -or central core-,
changing by 2piS times in each closed loop around it (with S being an integer
number), are called optical vortices. The integer number S is known as the
topological charge of the vortex, and its sign defines the direction of the phase
circulation. To introduce the notion of optical vortices, we recall that a light
wave can be represented by a complex scalar function ψ (e.g. an envelope of an
electric field), which varies smoothly in space and/or time. Phase singularities
of the wave function ψ appear at the points at which its modulus vanishes, i.e.
when R{ψ} = I{ψ} = 0. Such points are referred to as wave-front screw dis-
locations, because the surface of constant phase structurally resembles a screw
dislocation in a crystal lattice.
Optical vortices are associated with zeros in light intensity (doughnut-like
shape) and can be recognized by a specific helical wave front, the phase gradient
direction swirls around the singular line much like fluid in a whirlpool, (Fig. 1.4).
If the complex wave function is presented as ψ(x, y, z) = A(x, y) exp [iθ(x, y, z)],
in terms of its real modulus A(x, y) and phase θ(x, y, z), the dislocation strength,
S, is defined by the circulation of the phase gradient around the singularity,
S =
1
2pi
∮
∇θ · d l. (1.4)
In quantum information, they have an enormous potential for codifying inform-
ation beyond two levels using their topological charge value (Molina-Terriza
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Figure 1.4: Typical characteristics of an optical vortex. To the left is illustrated
the transversal distribution of the intensity of the field. To the right, is illustrated a
3D plot of the phase for an optical vortex with S = 2.
et al., 2001). In other fields, such as biophotonics for example, they are useful
due to their ability to affect the motion of particles (microorganisms) through
angular momentum transfer (Mair et al., 2001). Other scientific and technolo-
gical applications for optical vortices are found in optical systems communica-
tion, spintronics and optical tweezers (Ashkin et al., 1987; Scheuer & Orenstein,
1999; Ganichev et al., 2001). These potential applications of optical vortices
have intrigued to the scientific community because their basic properties and
characteristics.
There exist two main categories to generate optical vortices: intra cavity
excitation of a laser beam (Arecchi et al., 1991) and redistribution of a laser
beam outside a laser cavity (Baranova et al., 1983). Laser cavities with large
Fresnel numbers produce a set of non-stationary vortices (Arecchi et al., 1991).
Selective excitations of frequency-degenerated transverse modes through locking
techniques show regular arrangement of vortices, referred to as phase singularity
crystals, at precisely defined positions (Brambilla et al., 1991). Dynamic optical
vortices are also demonstrated in photorefractive oscillators (Malos et al., 1996)
These laser cavity excitations sacrifice the TEM00 mode. In contrast, the gen-
eration of optical vortices outside a laser cavity can be achieved by modulating
the amplitude and/or phase of an incident wave. Speckle patterns obtained by
scattering light from random media show random distribution of optical vor-
tices (Baranova et al., 1983). Computer-generated holograms, including spiral
Fresnel zone plates (Heckenberg et al., 1992b) and synthesized diffraction grat-
ings (Heckenberg et al., 1992a; Basistiy et al., 1995) are well-known techniques.
Optical vortices in nonlinear media can exist as dark beams, i.e. vortices
produced by a phase dislocation which is embedded in an infinite background;
and bright beams, with the vortex core embedded in the ground state (bell-
shaped beam) with vanishing amplitude at infinity. Dark vortex solitons are
stable only in self-defocusing nonlinear Kerr media, i.e. when the nonlinear
refractive index of the media is negative.
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On the other hand, bright vortex soliton are not stable in a medium with
Kerr nonlinearity response, in fact, simple two-dimensional self trapped beams
neither exist in this model. Instead, it predicts either eventual diffraction or
catastrophic collapse for input power below or above a certain threshold value,
respectively (Berge´, 1998). Hence, in order to ensure the existence of stable self-
localized beams in two dimensions, a different nonlinear response is necessary.
It is known that the saturation of nonlinearity, Eq. (1.2), at high intensities is
sufficient to prevent collapse and provides stabilization of some two-dimensional
beams (Kivshar & Pelinovsky, 2000). The physical mechanism behind the stabil-
izing action of the nonlinearity saturation is very simple: when a beam increases
its amplitude the effective action of nonlinearity decreases, therefore preventing
the further self-focusing and collapse.
However, for bright vortex solitons, the absence of the collapse does not
guarantee dynamical stability. Unlike ground state, a ring tends to be strongly
destabilized by azimuthal perturbations which break it up into several separat-
ing S = 0 bright solitons (the latter ones are stable). In models with quadratic
(χ2) and saturable nonlinearities, numerical simulations have revealed a strong
azimuthal instabilities (Firth & Skryabin, 1997; Skryabin & Firth, 1998), which
was later observed experimentally in a χ2 medium (Petrov et al., 1998). In
conservative systems, stabilization of a ring-shaped vortex soliton is possible
only in some exceptional cases, one example being the competing quadratic
and self-defocusing nonlinearities (Quiroga-Teixeiro & Michinel, 1997). A com-
bination between cubic (focusing) and a quintic (defocusing) refractive index
dependence, with the light intensity, also has been proposed to counteract the
azimuthal instability (Quiroga-Teixeiro & Michinel, 1997; Michinel et al., 2001).
The chapter 3 of this thesis is devoted to analyze complex dynamics of (2+1)-
dimensional solitons, both, bell-shaped and ring solitons will be analyzed in the
frame of dissipative systems.
1.2.4 Discrete optical solitons
Wave propagation in nonlinear periodic lattices is associated with a host of
exciting phenomena that have no counterpart whatsoever in bulk media. Per-
haps, the most intriguing entities that can exist in such systems are discrete
self-localized states better known as discrete solitons (Flach & Willis, 1998).
Numerous applications of these phenomena have emerged ranging from nonlin-
ear optics, in the dynamics of guided waves in inhomogeneous optical struc-
tures (Eisenberg et al., 2002; Peschel et al., 2002) and photonic crystal lattices
(Efremidis et al., 2002; Sukhorukov et al., 2003), to atomic physics, in the dy-
namics of Bose-Einstein condensate droplets in periodic (optical lattice) poten-
tials (Cataliotti et al., 2001, 2003; Abdullaev et al., 2001; Alfimov et al., 2002)
and from condensed matter, in Josephson-junction ladders (Fistul, 2003; Mazo
& Orlando, 2003), to biophysics, in various models of the DNA double strand
(Dauxois et al., 1993; Peyrard et al., 1993).
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Optical discrete solitons in nonlinear waveguide arrays were first predicted by
Christodoulides & Joseph (1988). In this study, the primitive band structure
of the waveguide array (the first band and Brillouin zone of the system) was
recognized and the possibility of observing discrete self-trapped states and dis-
crete modulational instability in Kerr arrays was suggested. In general, discrete
solitons in array lattices represent collective excitations of the nonlinear chain as
a whole and by their nature they have not analogous whatsoever in continuous
systems. The process of optical soliton formation in such array structures can
be intuitively understood as a balance between on-site nonlinearity and discrete
diffraction effects arising from linear coupling among adjacent waveguides. In
this case, the optical energy is nonlinearly confined in a few waveguides and it
can propagate undistorted, free of diffraction effects.
From a mathematical point of view, a discrete nonlinear Schro¨dinger (DNLS)
equation is any equation that can be obtained from a NLS equation of general
form (1.3) by employing some finite-difference approximation to the operators
acting on the continuous field ψ(r, z). In Eq. (1.3), ∇2 is the Laplace operator
acting in one or two transversal spatial dimensions. By definition, the discrete
nonlinear Schro¨dinger equation denotes a set of coupled ordinary differential
equations resulting from discretizing all spatial variables in (1), while keeping the
evolution-coordinate z continuous. The simplest example of a DNLS equation
can be formally obtained by just replacing the Laplacian operator in (1.3) with
the corresponding discrete Laplacian. Thus, for the one-dimensional case we let
ψi(z) = ψ(x = ia, z) where a is the lattice parameter. Hence for the particular
case of cubic nonlinearity, F (I) = |ψ|2, the following equation is obtained:
iψ˙i + C(ψi+1 + ψi−1 − 2ψi) + γ|ψi|2ψi = 0, (1.5)
where C = 1/a.
The previous statement is a fairly generous definition for the DNLS equation.
Although the model (1.5) is mathematically correct, and its physical predictions
are right, we prefer approaching the problem from a physical point of view.
The model we follow, has been widely used in the past and it is explained
in detail in References (Campbell et al., 2004; Lederer et al., 2008; Flach &
Gorbach, 2008). It can be shown that when two waveguides are positioned in
close proximity, a linear interaction between them appears due to a coupling
through their evanescent fields (tails) in each waveguide.
The idea of discrete optical components emerged rather gradually in the field
of optics. This slow pace of development was due to several reasons. To begin
with, from a classical perspective, the optical or electromagnetic field itself is
a continuous function of both space and time. From a more practical point of
view, an important barrier that prevented these thoughts from becoming reality
was the state of fabrication technologies, especially in the first few decades after
the discovery of the laser. Clearly, discretizing light behavior will require optical
elements that can confine the optical energy at distinct sites.
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Coupling due to field overlap
Ψi Ψi+1 Ψi+2 Ψi+3Ψi-1Ψi-2Ψi-3
 Ψ¤2
Figure 1.5: The sketch drawing of coupling due to field overlap of each waveguide
in one-dimensional waveguide arrays.
Figure 1.5 depicts such a periodic waveguide array arrangement. All wave-
guide elements are identical and equally spaced from each other. Yet, they
are close enough so that the modal fields supported by these waveguides over-
lap, and as a result cross-talking takes place. This kind of phenomena (power
exchange process ) can be effectively modeled using coupled-mode theory (or
the tight-binding approximation). This is possible if the waveguide sites are
sufficiently separated. The underlying evolution equation is given by
iψ˙i + C(ψi+1 + ψi−1) = 0. (1.6)
The second term of Eq. (1.6) is known as the discrete diffraction effect. The
behavior of these arrays was first considered by Jones (1965) as a part of a
larger effort towards the understanding of optical coupling processes. In sim-
pler terms, discreteness appears as an effect of weakly interacting systems, for
example arrays of coupled optical waveguides. Another very important physical
example is what is called, in solid-state physics, tight-binding. The interaction
between different lattices sites appears as the overlapping of the electronic wave
functions, i.e. a linear coupling. Many works have been devoted to analyzing
different physical effects in homogeneous and inhomogeneous arrays. Discrete
diffraction (Jones, 1965), defect waveguides (Trompeter et al., 2003), Bloch os-
cillations and Zener tunneling (Zener, 1934) and dynamical localization (Longhi
et al., 2006) are some of the most relevant phenomena in the linear regimen.
In Eq. (1.6), ψi represents the modal field amplitude in the ith waveguide
site, z is the propagation coordinate in space, and C stands for the coupling
constant resulting from the field overlap. In fact, if in the model (1.5) we
perform the following transformation, ψi(z) → ψi(z)e−2iCz, we can remove its
linear local term −2Cψi. Thus, the model (1.5) can be rewritten as
iψ˙i + C(ψi+1 + ψi−1) + γ|ψi|2ψi = 0. (1.7)
Discrete solitons in nonlinear waveguide arrays were first experimentally
observed by Eisenberg et al. (1998) in AlGaAs waveguide arrays similar to the
one showed in Fig. 1.6(a). They observed that for lower powers (at 70W) the
array behaved linearly and the beam diffracted through the array in agreement
with Eq. (1.6). However, at higher peak powers (∼ 500W ), the energy became
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Fig. 1.4. First experimental observation of discrete optical solitons (left panel) and the AlGaAs array used (right).
to exploit discreteness for switching in waveguide arrays [48] and other groups considered several fundamental aspects
associatedwith the behavior of infinite and finite nonlinear Kerr lattice systems [49–61]. Finally the possibility for quadratic
discrete solitons, based on the cascade χ(2) nonlinearity [62], was put forward by Lederer’s group [63].
1.4. Experimental observation of optical discrete solitons
Discrete solitons in nonlinear waveguide arrays were first experimentally observed by the groups of Silberberg and
Aitchison in 1998 [64]. The experiment was carried out in a highly nonlinear AlGaAs waveguide array similar to the one
shown in Fig. 1.4. The 6 mm long array consisted of 4 µm wide identical channels that were evanescently coupled. The
AlGaAs array was excited at 1.53µmwith 200 fs pulses. Fig. 1.4 shows these first experimental results. At lower powers (at
70 W) the array behaved linearly and discrete diffraction was observed in agreement with theory (see Fig. 1.2). At higher
peak powers however (500W), the energy became confined in a fewwaveguide sites (Fig. 1.4), a clear indication of discrete
soliton formation. In subsequent investigations, Morandotti et al. considered discrete soliton transport dynamics [65] in
such arrays and Peschel and colleagues observed nonlinearly induced escape from a waveguide defect [66].
In an important work Eisenberg et al. studied the diffraction properties of the array as a function of the Blochmomentum
and proposed a diffraction management scheme based on the anomalous diffraction properties of the system near the
edge of the Brillouin zone [67]. This same mechanism was later used by Morandotti et al. in observing both self-focusing
and defocusing in waveguide lattices [68]. The anomalous refraction and diffraction of discrete optical systems was also
observed by Pertsch et al. [69]. Inspired by these experimental successes, several other groups joined the discrete soliton
effort, especially at the theoretical front [70–78]. In particular, Ablowitz and Musslimani predicted for the first time, long-
lived traveling excitations as well as diffraction managed spatial solitons in optical arrays [79–81]. Malomed and Kevrekidis
predicted discrete vortex solitons and “multi-pulses” in two-dimensional systems [82,83]. Other groups experimentally
verified the stability properties of discrete solitons, vector discrete solitons [84], discrete modulational instability [85], or
considered solitons in more involved configurations [86–108]. Parallel to these nonlinear activities, linear photonic Bloch
oscillations in index-ramped arrays were theoretically predicted by Peschel et al. [109] and subsequently observed by
Pertsch et al. [110], and Morandotti et al. [111]. In an interesting study, the band gap structure of waveguide arrays was
analyzed [112,113], and Floquet–Bloch gap solitons— reminiscent of those in Bragg gratings [114–116]were experimentally
observedbyMandelik et al. This latterworkprovided the foundationuponwhich several subsequent investigations on lattice
solitons were based.
Yet, in spite of these experimental developments, it became increasingly clear that the opportunities offered by one-
dimensional arrays were rather limited. Already several theoretical groups pointed out a wealth of possibilities in a high-
dimensional environment. One such prospect was suggested by Christodoulides and Eugenieva in two-dimensional discrete
waveguide networks [117–119]. As indicated in this work, discrete solitons can be effectively routed and blocked using
essentially soliton collisions, as shown schematically in Fig. 1.5. Following these activities, an effort began to identify two-
dimensional optical systems where such processes can be experimentally observed.
1.5. Discrete solitons in two-dimensional optical lattices
In principle, two dimensional waveguide lattices can be established or fabricated in a variety of material systems.
However, for these lattices to support optical discrete solitons, several requirements are in order. To begin with, the host
material must be nonlinear. In addition, the waveguide arrays must be established in a defect-free fashion. Finally, the
waveguide sites must be weakly coupled so as the nonlinear index change needed to form discrete solitons is small (∼10−5
to 10−3) and hence realistically accessible. Semiconductor materials such as AlGaAs are highly nonlinear and can be easily
(a)
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Fig. 1.4. First experimental observation of discrete optical solitons (left panel) and the AlGaAs array used (right).
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discrete solitons, based on the cascade χ(2) nonlinearity [62], was put forward by Lederer’s group [63].
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AlGaAs array was excited at 1.53µmwith 200 fs pulses. Fig. 1.4 shows these first experimental results. At lower powers (at
70 W) the array behaved linearly and discrete diffraction was observed in agreement with theory (see Fig. 1.2). At higher
peak powers however (500W), the energy became confined in a fewwaveguide sites (Fig. 1.4), a clear indication of discrete
soliton formation. In subsequent investigations, Morandotti et al. considered discrete soliton transport dynamics [65] in
such arrays and Peschel and colleagues observed nonlinearly induced escape from a waveguide defect [66].
In an important work Eisenberg et al. studied the diffraction properties of the array as a function of the Blochmomentum
and proposed a diffraction management scheme based on the anomalous diffraction properties of the system near the
edge of the Brillouin zone [67]. This same mechanism was later used by Morandotti et al. in observing both self-focusing
and defocusing in waveguide lattices [68]. The anomalous refraction and diffraction of discrete optical systems was also
observed by Pertsch et al. [69]. Inspired by these experimental successes, several other groups joined the discrete soliton
effort, especially at the theoretical front [70–78]. In particular, Ablowitz and Musslimani predicted for the first time, long-
lived traveling excitations as well as diffraction managed spatial solitons in optical arrays [79–81]. Malomed and Kevrekidis
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oscillations in index-ramped arrays were theoretically predicted by Peschel et al. [109] and subsequently observed by
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dimensional arrays were rather limited. Already several theoretical groups pointed out a wealth of possibilities in a high-
dimensional environment. One such prospect was suggested by Christodoulides and Eugenieva in two-dimensional discrete
waveguide networks [117–119]. As indicated in this work, discrete solitons can be effectively routed and blocked using
essentially soliton collisions, as shown schematically in Fig. 1.5. Following these activities, an effort began to identify two-
dime sional optical systems where such processes can be experimentally observed.
1.5. Discrete solitons in two-dimensional optical lattices
In principle, two dimensional waveguide lattices can be established or fabricated in a variety of material systems.
However, for these lattices to support optical discrete solitons, several requirements are in order. To begin with, the host
material must be nonlinear. In addition, the waveguide arrays must be established in a defect-free fashion. Finally, the
waveguide sites must be weakly coupled so as the nonlinear index change needed to form discrete solitons is small (∼10−5
to 10−3) and hence realistically ac essible. Semiconductor materials such as AlGaAs are highly nonlinear and can be easily
(b)
Figure 1.6: (a) AlGaAs waveguide array similar to that used for the first (b)
experimental observation of discr te optical solitons.
confined in a few waveguide sites, (Fig. 1.6[b]), a cle r indication of discrete
soliton formation. The light source used for this experiment was an optical
parametric oscillator (OPO) pumped by a Ti:sapphire laser, producing 100-200
fs pulses at a 80 MHz repetiti n rate. The OPO was tuned to a wavelength of
1.53mm, which is below the half-band-gap of the AlGaAs material and where
detrimental effects of nonlinear abso ption are minimiz d.
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hexag nal and ‘diatomic’ lattices. Figur  6a demonstrates DS for-
mation for a sufficiently high optical intensity, whereas Fig. 6b
shows 2D discrete diffraction of an optical beam under linear con-
ditions.
In ddition, 2D DSs are possible in microstructu ed or ph tonic
crystal fibres (PCFs), where a 2D waveguide lattice can be perma-
nently embedded within the bulk. Very recently, nonlinear light
localization has been experimentally observed in 2D optical fibre
arrays48. This is a promising technology because nonlinear interac-
tions can take adva tage of the long ropagation lengths off red by
silica fibres, thus reducing power requirements. The formation of
self-localized states in active fibre laser arrays is also a topic of cur-
rent interest49,50.
In principle, DSs exist in a 3D environment45,46. One such possi-
bility may be in coupled-resonator optical waveguides (CROWs)51,
where waveguiding is accomplished through light hopping among
successive high-Q microcavities that effectively act like defects
when embedded in a photonic crystal52. In this system, it is predict-
ed that DSs can propagate without distortion along chains of cou-
pled nonlinear microcavities. However, unlike their spatial cousins
in waveguide arrays, DSs in this type of environment are by nature
spatiotemporal entities45. These states are possible as a result of the
balance between discrete lattice dispersion and material nonlinear-
ity. These self-localized e tities can exhib t very low group veloci-
ties, depending on the coupling strength among successive micro-
cavities and in some cases may remain immobile like frozen bubbles
of light45,46. In addition, this class of solitons can be effectively rout-
ed along any pre-assigned path in a 3D environment. 
Soliton navigation and switching in waveguide array networks
One of the most important functions of a photonic network is to
route information from a particular point of origin A to its final
destination port Z. In such optical systems it is often highly desir-
able for routeing to be accomplished completely optically so as to
avoid unnecessary opto-electronic conversion. If, for example, data
are re-directed by a space-switching matrix or a crossbar, it is cru-
cial that this process occurs with minimum diffraction-induced
crosstalk losses among nodes. DSs can offer a promising solution to
this problem. By exploiting the nonlinearity of the array, discrete
diffraction effects can be effectively counteracted, therefore elimi-
nating undesirable crosstalk among sites (which serve as the net-
work nodes). The su c ss of such schemes, of course, relies on the
a
b
Figure 6 Experimental results in 2D photorefractive lattices. a, Observation of a two-
dimensional discrete soliton in a biased highly nonlinear SBN:75 photorefractive
crystal at a sufficiently high optical intensity. The power levels involved are in the
milliwatt range. b, Discrete diffraction of an optical beam in a 2D waveguid  lattice
when the optical intensity is low18. In both cases, the waveguide spacing (D) was
11 !m and the wavelength was 0.488 !m.
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Figure 7 Possible applications of discrete solitons. a, A nonlinear array network involving
consecutive bends. Light in this array p opaga es along the z-axis and is onfined in the
transverse x–y plane. The waveguide cross-sections are shown in green. A discrete
soliton, S, hown in red, is set in motion in this system by appropriately ti ting the beam.
Computer simulations indicate th t DSs can successfully negotiate a sequence of bends,
producing very little radiation/reflection loss54. The DS follows the pre-assigned path and
remains essentially invariant during propagation. These losses can be effectively
minimized by engineering the corner of the bend. b, An X-switching junction that uses two
different DS families, the so-called ‘signals’ and ‘blockers’, denoted by S and B,
respectively. Signals are moderately confined DSs, whereas blockers (depicted in blue) are
strongly confined, occupying effectively one site. Unlike signals, which are highly mobile,
blockers tend to retain their position after a collision event. In the junction shown, the
blockers B1 and B2 interact ‘incoherently’ (different colours or polarizations) with S. The
signal soliton S is routed towards the lower branch, because of the presence of the two
blockers at the entries of the respective pathways. Had one of the two blockers not been
present at the junction, the signal DS would have totally disintegrated into transmitted and
reflected waves. Thus in essence, the junction operates as an AND gate53. Animations
illustrating these pro esses can be found at the website indicated in ref. 59. c, All-optical
routeing of on input signal beam to a specific output position using a parametric
interaction in a quadratic nonlinear waveguide array. A tilted (kxD="/2) signal input beam
crosses the array, producing virtually no diffraction. A control beam at about the second
harmonic wavelength is used to generate, and all-optically deflect, an idler beam.
© 2003 Nature Publishing Group
Figure 1.7: Schematic all-optical routing of on input signal b am to a specific
output position using light interaction in a nonlinear waveguide array.
The steering and trapping of solitons in th framework of model (1.7) have
been analyzed some years ago by Vicencio et al. (2003). As it is kicked by an
external force, the discrete soliton can propagate through the lattic for some
distance, but then it gets trapped as a result f the effect of discreteness. For
a larger force, the output soliton position fluctuates between two (or more)
neighboring waveguides, making switching uncontrollable. Additionally to this,
it is possible to design “architectures” that use light as a signal control to block
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and change the trajectory of the beam, or signal input (Fig. 1.7).
Since the beginning of the last decade, several experiments were carried out
to observe discrete solitons in two-dimensional waveguide arrays. The test bed
here is not a two-dimensional extension of the semiconductor configuration used
to construct the one dimensional waveguide array. Semiconductor materials
such as AlGaAs are highly nonlinear and can be easily etched to form high-
quality one-dimensional arrays. However, such etching techniques are by nature
epitaxial, making it difficult to fabricate two dimensional arrays.
(a) (b) (c)
Figure 1.8: Four interfering beams (left) forming an optical lattice structure (cen-
ter). Two-dimensional discrete soliton experimental observation (right)
The observation of two-dimensional discrete solitons in optical lattices were
first reported in biased photorefractive crystals (Fleischer et al., 2003a,b), and
it was possible through the optical induction method (Efremidis et al., 2002).
Two dimensional optical induced lattices can be created by interfering multiple
plane wave beams (Fig. 1.8[a]), launched at the same angle with respect to the
propagation axis, inside a crystal with large electrooptic anisotropy. With an
appropriate polarization of the plane wave it is possible to generate an optical
periodical potential (Fig. 1.8[b]). The bias voltage applied to the photosensit-
ive crystal and the periodical pattern set the desired scenario to observe self
localized nonlinear waves (Fig. 1.8[c]).
At the beginning of the last decade, Christodoulides & Eugenieva (2001)
showed theoretically that discrete solitons in two-dimensional nonlinear wave-
guide array networks can provide an attractive test bed for all-optical data
processing applications. More specifically, this family of solitons could realize
intelligent functional operations such as routing, blocking, logic functions and
time-gating. These discrete solitons could be routed anywhere (Fig. 1.9[a]) in
the network along pre-assigned array pathways that acted like “soliton wires”.
Even more importantly, discrete solitons can be routed at array intersections
using vector-incoherent interactions with other ones. In essence, these intersec-
tions behave as discrete soliton switching junctions. Such systems can also be
used to realize logic operations (Fig. 1.9[b]).
For discrete systems, it is also possible to observe such optical self-trapped
vortex structures. By means of the optical induction technique, described above,
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hexagonal and ‘diatomic’ lattices. Figure 6a demonstrates DS for-
mation for a sufficiently high optical intensity, whereas Fig. 6b
shows 2D discrete diffraction of an optical beam under linear con-
ditions.
In addition, 2D DSs are possible in microstructured or photonic
crystal fibres (PCFs), where a 2D waveguide lattice can be perma-
nently embedded within the bulk. Very recently, nonlinear light
localization has been experimentally observed in 2D optical fibre
arrays48. This is a promising technology because nonlinear interac-
tions can take advantage of the long propagation lengths offered by
silica fibres, thus reducing power requirements. The formation of
self-localized states in active fibre laser arrays is also a topic of cur-
rent interest49,50.
In principle, DSs exist in a 3D environment45,46. One such possi-
bility may be in coupled-resonator optical waveguides (CROWs)51,
where waveguiding is accomplished through light hopping among
successive high-Q microcavities that effectively act like defects
when embedded in a photonic crystal52. In this system, it is predict-
ed that DSs can propagate without distortion along chains of cou-
pled nonlinear microcavities. However, unlike their spatial cousins
in waveguide arrays, DSs in this type of environment are by nature
spatiotemporal entities45. These states are possible as a result of the
balance between discrete lattice dispersion and material nonlinear-
ity. These self-localized entities can exhibit very low group veloci-
ties, depending on the coupling strength among successive micro-
cavities and in some cases may remain immobile like frozen bubbles
of light45,46. In addition, this class of solitons can be effectively rout-
ed along any pre-assigned path in a 3D environment. 
Soliton navigation and switching in waveguide array networks
One of the most important functions of a photonic network is to
route information from a particular point of origin A to its final
destination port Z. In such optical systems it is often highly desir-
able for routeing to be accomplished completely optically so as to
avoid unnecessary opto-electronic conversion. If, for example, data
are re-directed by a space-switching matrix or a crossbar, it is cru-
cial that this process occurs with minimum diffraction-induced
crosstalk losses among nodes. DSs can offer a promising solution to
this problem. By exploiting the nonlinearity of the array, discrete
diffraction effects can be effectively counteracted, therefore elimi-
nating undesirable crosstalk among sites (which serve as the net-
work nodes). The success of such schemes, of course, relies on the
a
b
Figure 6 Experimental results in 2D photorefractive lattices. a, Observation of a two-
dimensional discrete soliton in a biased highly nonlinear SBN:75 photorefractive
crystal at a sufficiently high optical intensity. The power levels involved are in the
milliwatt range. b, Discrete diffraction of an optical beam in a 2D waveguide lattice
when the optical intensity is low18. In both cases, the waveguide spacing (D) was
11 !m and the wavelength was 0.488 !m.
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Figure 7 Possible applications of discrete solitons. a, A nonlinear array network involving
consecutive bends. Light in this array propagates along the z-axis and is confined in the
transverse x–y plane. The waveguide cross-sections are shown in green. A discrete
soliton, S, shown in red, is set in motion in this system by appropriately tilting the beam.
Computer simulations indicate that DSs can successfully negotiate a sequence of bends,
producing very little radiation/reflection loss54. The DS follows the pre-assigned path and
remains essentially invariant during propagation. These losses can be effectively
minimized by engineering the corner of the bend. b, An X-switching junction that uses two
different DS families, the so-called ‘signals’ and ‘blockers’, denoted by S and B,
respectively. Signals are moderately confined DSs, whereas blockers (depicted in blue) are
strongly confined, occupying effectively one site. Unlike signals, which are highly mobile,
blockers tend to retain their position after a collision event. In the junction shown, the
blockers B1 and B2 interact ‘incoherently’ (different colours or polarizations) with S. The
signal soliton S is routed towards the lower branch, because of the presence of the two
blockers at the entries of the respective pathways. Had one of the two blockers not been
present at the junction, the signal DS would have totally disintegrated into transmitted and
reflected waves. Thus in essence, the junction operates as an AND gate53. Animations
illustrating these processes can be found at the website indicated in ref. 59. c, All-optical
routeing of on input signal beam to a specific output position using a parametric
interaction in a quadratic nonlinear waveguide array. A tilted (kxD="/2) signal input beam
crosses the array, producing virtually no diffraction. A control beam at about the second
harmonic wavelength is used to generate, and all-optically deflect, an idler beam.
© 2003 Nature Publishing Group
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hexagonal and ‘diatomic’ lattices. Figure 6a demonstrates DS for-
mation for a sufficiently high optical intensity, whereas Fig. 6b
shows 2D discrete diffraction of an optical beam under linear con-
ditions.
In addition, 2D DSs are possible in microstructured or photonic
crystal fibres (PCFs), where a 2D waveguide lattice can be perma-
nently embedded within the bulk. Very recently, nonlinear light
localization has been experimentally observed in 2D optical fibre
arrays48. This is a promising technology because nonlinear interac-
tions can take advantage of the long propagation lengths offered by
silica fibres, thus reducing power requirements. The formation of
self-localized states i  active fibre laser arrays is also a topic of cur-
rent interest49,50.
In principle, DSs exist in a 3D environment45,46. One such possi-
bility may be in coupled-resonator optical waveguides (CROWs)51,
where waveguiding is accomplished through l ght hopping among
successive high-Q microcavities that effec vely act like defects
when embedded in a photonic crystal52. In t is system, it is predict-
ed that DSs can propagate without distortion along chains of cou-
pled nonlinear microcavities. However, unlike their spatial cousins
in waveguide arrays, DSs in this type of environment are by nature
spatiotemporal entities45. These states are possible as a result of the
balance between discrete lattice dispersion and material nonlinear-
ity. These self-localized entities can exhibit very low group veloci-
ties, depending on the coupling strength among successive micro-
cavities and in some cases may remain immobile like frozen bubbles
of light45,46. In addition, this class of solitons can be effectively rout-
ed along any pre-assigned path in a 3D environment. 
Soliton navigation and switching in waveguide array networks
One of the most important functions of a photonic network is to
route information from a particular point of origin A to its final
destination port Z. In such optical systems it is often highly desir-
able for routeing to be accomplished completely optically so as to
avoid unnecessary opto-electronic conversion. If, for example, data
are re-directed by a space-switching matrix or a crossbar, it is cru-
cial that this process occurs with minimum diffraction-induced
crosstalk losses among nodes. DSs can offer a promising solution to
this problem. By exploiting the nonlinearity of the array, discrete
diffraction effects can be effectively counteracted, therefore elimi-
nating undesirable crosstalk among sites (which serve as the net-
work nodes). The success of such schemes, of course, relies on the
a
b
Figure 6 Experimental results in 2D photorefractive lattices. a, Observation of a two-
dimensional discrete soliton in a biased highly nonlinear SBN:75 photorefractive
crystal at a sufficiently high optical intensity. The power levels involved are in the
milliwatt range. b, Discrete diffraction of an optical beam in a 2D waveguide lattice
when the optical intensity is low18. In both cases, the waveguide spacing (D) was
11 !m and the wavelength was 0.488 !m.
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Figure 7 Possible applications of discrete solitons. a, A nonlinear array network involving
consecutive bends. Light in this array propagates along the z-axis and is confined in the
transverse x–y plane. The waveguide cross-sections are shown in green. A discrete
soliton, S, shown in red, is set in motion in this system by appropriately tilting the beam.
Computer simulations indicate that DSs can successfully negotiate a sequence of bends,
producing very little radiation/reflection loss54. The DS follows the pre-assigned path and
remains essentially invariant during propagation. These losses can be effectively
minimized by engineering the corner of the bend. b, An X-switching junction that uses two
different DS families, the so-called ‘signals’ and ‘blockers’, denoted by S and B,
respectiv ly. Signals are moderately confined DSs, whereas blockers (depicted in blue) are
stro gly i , occupying effectively one site. Unlike signals, which are highly mobile,
blockers tend to retain their position after a collision event. In the junction shown, the
blockers B1 and B2 interact ‘incoherently’ (different colours or polarizations) with S. The
signal soliton S is routed towards the lower branch, because of the presence of the two
blockers at the entries of the respective pathways. Had one of the two blockers not been
present at the junction, the signal DS would have totally disintegrated into transmitted and
reflected waves. Thus in essence, the junction operates as an AND gate53. Animations
illustrating these processes can be found at the website indicated in ref. 59. c, All-optical
routeing of on input signal beam to a specific output position using a parametric
interaction in a quadratic nonlinear waveguide array. A tilted (kxD="/2) signal input beam
crosses the array, producing virtually no diffraction. A control beam at about the second
harmonic wavelength is used to generate, and all-optically deflect, an idler beam.
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(b)
Figure 1.9: Possible applications of discrete solitons. A nonlinear array network
involving consecutive bends (a). An X-switching junction that uses two different dis-
crete solitons families, the so-called “signals” and “blockers”, denoted by S and B,
respectively (b).
it was possible to observe waves carrying angular momentum on nonlinear wave-
guide arrays, i.e, discrete vortex solitons (Neshev et al., 2004; Fleischer et al.,
2004). Both on-site vortices (vortices whose singularity is located on a lat-
tice waveguide site) and off-site vortices (vortices whose singularity is located
between lattice sites) were successfully observed in hese studies.
1.3 Dissipative Systems
Di sipative systems are commonly nd rstood as those th t only have losses, a d
therefor any solution hopelessly will vanish on propagation. We are i terested
in a more general system that allows the interchange of energy between the
system and its surroundings. Namely, the flow of energy should go in both
directions, apart from the losses. The system can be amplified from an external
source which allows the existence of stationary solutions with a fixed (nonzero)
or periodic energy value.
Let us consider the most favorite exercise in the introductory courses of
classical mechanics, the simple pendulum. From this, we can make the following
c ssification. When the amplitude of th osc llat ns is small, the system can
be approxi ated by a linear os illator (ϕ¨ + ω2φ = 0), Fig. 1.10(a). If we had
several coupled oscillators, the general solution could e written as a li ear
superposition of normal modes. If the amplitude of the oscillations is not small,
then the oscillations are nonlinear (ϕ¨ + ω2 sinφ = 0), Fig. 1.10(b). The exact
analytic solution for this case does exist and it can be written in terms of elliptic
Jacobi functions. However, f r a coupled s t of equations, the solution can not
be written as a linear superposition of modes. Finally, when losses are included
(ϕ¨ + γϕ˙ + ω2φ = F (ϕ, t)), Fig. 1.10(c), the system becomes dissipative. The
oscillations are undamped only if there is an external force pumping energy into
the pendulum. For a system of coupled equations, the solution can only be
found nume ically in most cases.
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Figure 1.10: Dynamical classification for a pendulum system. (a) linear oscilla-
tions for small amplitude. (b) nonlinear oscillation for not small amplitude. (c) The
pendulum experiments friction and the amplitude is damped.
In the same way that we have classified the solutions of the above example,
dissipative systems can be considered as the most general model for dynam-
ical evolution. The complex cubic-quintic Ginzburg-Landau (CQGL) equation
is widely-known as a universal model for several dissipative systems in many
branches of knowledge, and dissipative solitons are probably their most inter-
esting solutions. For one-dimensional systems, it looks like:
i
∂ψ
∂ξ
+
D
2
∂2ψ
∂η2
+ |ψ|2ψ + ν|ψ|4ψ = iδψ + iε|ψ|2ψ + iµ|ψ|4ψ. (1.8)
We emphasize here that Eq. (1.8) is a model accounting for, in a distributed
way, each of the effects experimented while the wave is propagating in the
system. A lumped description of the mode-locked fiber laser is more accurate,
but its model is too involved. In this approach, the light propagates sequentially
through the individual elements in the laser, while each of them is described by
the proper equations. It is worth to mention here that in a fiber laser model,
the variables ξ and η must be replaced with z and t, respectively.
1.3.1 Generalities about Dissipative Solitons
The notion of dissipative solitons (Akhmediev & Ankiewicz, 2005) is a useful
concept that allows us to describe, in general terms, a variety of phenomena in
physics, chemistry, biology and medicine (Akhmediev & Ankiewicz, 2008). Some
specific features of these formations are common for all of them, independent
on the problem that we are solving and the model we are using.
The dissipative soliton concept is a fundamental extension of that for solitons
in conservative and integrable systems. It includes ideas from three major
sources, namely, the standard soliton theory developed since the 1960s, ideas
from nonlinear dynamics theory and Prigogine’s ideas of systems far from equi-
librium and self-organization, Fig. 1.11. These are basically the three sources
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more scientists to consider localized solutions from the new point of view. This may
open new facets in the perception of known phenomena, as well as assisting in the
understanding of novel phenomena.
The dissipative soliton concept is a fundamental extension of that for solitons in
conservative and integrable systems. It includes ideas from three major sources, viz.
standard soliton theory developed since the 1960s, ideas from nonlinear dynamics
theory and Prigogine’s ideas of systems far from equilibrium and self-organization
(see Fig. 1). These are basically the three sources and three component parts of this
novel paradigm. Physically speaking, the major part of standard soliton theory is
the notion of the balance between dispersion and nonlinearity that allows stationary
localized solutions to exist. For dissipative systems, we need to observe that the im-
portant balance is between gain and loss – this condition is necessary for solitons to
be stationary objects. Even the slightest imbalance will result in the solution either
growing indefinitely, if gain prevails, or disappearing completely because of the dis-
sipation. Thus, instead of a single balance, we have to consider a composite balance
between several physical phenomena.
The second part of our foundation – nonlinear dynamics – inspires us with the
idea of a soliton as a fixed point of an infinite-dimensional dynamical system. Stabil-
ity properties of fixed points determine the stability of the soliton itself. Fixed points
can be transformed into limit cycles at certain values of the system parameters, and
then the soliton becomes a pulsating object. Further transformations may include
irregular behavior of the trajectory, thus creating chaotic solitons. Therefore, non-
linear dynamics supplies us with the ideas of soliton bifurcations and the chaotic
Concept of
 Dissipative soliton
Prigogine's ideas
of
self-organization
Classic
Soliton theory
Nonlinear dynamics
Theory of bifurcations
Fig. 1 Three sources and three component parts of the concept of dissipative solitons
Figure 1.11: Three sources and three component parts of the concept of dissipative
soliton.
In conservative and integrable (Hamiltonian) systems, the first source, soliton
solutions appear as a result of a balance between diffraction (dispersion) and
nonlinearity. The balance between the two opposed effects results in stationary
solutions, which are usually a one-parameter family. In open systems, in order
to have stationary solutions, gain and loss must also be balanced. This situ-
ation is illustrated qualitatively in Fig. 1.12, which shows that this additional
balance imposes a second constraint, so that, as a result we get solutions which
are fixed. The shape, amplitude and the width are all fixed and depend on the
parameters in Eq. (3.1). There can be exceptions to this rule, but the solutions
are usually fixed, i.e. isolated from each other.
The second part of the foundation, the nonlinear dynamics, establishes the
idea of a soliton as a fixed point of an infinite-dimensional dynamical system.
Stability properties of fixed points determine the stability of the soliton itself.
Fixed points can be transformed into limit cycles at certain values of the sys-
tem parameters, and then the soliton becomes a pulsating object. Further
transformations may include irregular behavior of the trajectory, thus creating
chaotic solitons. Therefore, nonlinear dynamics supplies the ideas of soliton
bifurcations and the chaotic evolution of solitons.
Finally, the third part of the basis, the theory of systems far from equilib-
rium, establishes that solitons are self-organized formations requiring a continu-
ous supply of matter or energy. As soon as that supply finishes, a dissipative
soliton ceases to exist. In simple terms, self-organization is a convergence of
certain initial conditions to a localized solution of the system that is stable for
1.3 Dissipative Systems 17
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Figure 1.12: Qualitative difference between the soliton solutions in Hamiltonian
and dissipative systems. In Hamiltonian systems, soliton solutions are the result of a
single balance, and comprise one- or few-parameter families, whereas, in dissipative
systems, the soliton solutions are the result of a double balance and, in general, are
isolated. On the other hand, it is quite possible for several isolated soliton solutions
to exist for the same equation parameters.
a given set of external parameters. Thus, the final state is determined by the
physical laws and not by the initial condition. For infinite-dimensional dynam-
ical systems, this stable solution can be very complicated. It is not necessarily
a smooth function with a single maximum and exponentially decaying tails.
Moreover, there can be several stable solutions existing for the same set of
parameters. This can even happen in the case of a relatively simple equation
like the complex CQGL equation. The majority of processes in nature are gov-
erned by far more complicated dynamical factors. Thus, stationary solutions of
these systems can be considerably more involved.
Another simple qualitative picture is presented in Fig. 1.13. In order to
be stationary, solitons in dissipative systems need to have regions where they
extract energy from an external source, as well as regions where energy is dis-
sipated to the environment. A stationary soliton is the result of a dynamical
process of continuous energy exchange with the environment and its redistribu-
tion between various parts of the soliton. As soon as this energy redistribution
ends, the soliton disappears.
As we have mentioned previously, dissipative systems interacts with the
surrounding medium. Having into account that, it is natural to think that its
energy is not a conserved quantity during the dynamical evolution. Then, an
equilibrium is necessary between the external sources of energy, for the system to
reach a stationary solution. This condition can be handled choosing an adequate
set of values for the parameters of the complex CQGL equation.
Integrable systems are the result of adopting extreme simplifications of real
(dissipative) systems. They can be considered as a subclass of the more general
Hamiltonian systems (Akhmediev & Ankiewicz, 1997). In particular, the system
is Hamiltonian when we set δ = ε = β = µ = 0 in Eq. (1.8). The system is
integrable, when, in addition, ν = 0. Then it follows that Hamiltonian systems
can be considered as a subclass of dissipative ones, while integrable systems can
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Fig. 3 Qualitative description of solitons in dissipative systems [1]. The soliton has areas of con-
sumption as well as expenditure of energy, and these can be both frequency (spatial or temporal)
and intensity dependent. Arrows show the energy flow across the soliton. The soliton is the result
of complicated dynamical processes of energy exchange with the environment and between its
own parts
of the system parameters. One more possibility is that the dissipative soliton can be
chaotic [25]. If the soliton is chaotic, the characteristics of this chaotic behavior are
also given by the parameters of the system.
Another simple qualitative picture is presented in Fig. 3. In order to be sta-
tionary, solitons in dissipative systems need to have regions where they extract
energy from an external source, as well as regions where energy is dissipated to
the environment. A stationary soliton is the result of a dynamical process of con-
tinuous energy exchange with the environment and its redistribution between var-
ious parts of the soliton. As soon as this energy redistribution ends, the soliton
disappears. In more complicated cases, a matter exchange is involved as well. In
this sense, the dissipative soliton is more like a living thing than an object of the
inanimate world. It is like a species in biology which is fixed (or isolated) in its
properties.
So we have just described, albeit briefly, the basic cornerstones of the powerful
concept of the dissipative soliton, and we present them schematically in Figs. 1, 2
and 3. Our observations are mostly related to dynamical systems whose evolution
can be described by differential equations with partial derivatives. Such dynamical
systems have an infinite number of degrees of freedom and, surely, they may have
a countless number of soliton solutions with a countless number of bifurcations be-
tween them. As a rule, these systems are non-integrable, which means that exact
solutions in their full complexity can be studied only numerically. To describe fine
features of soliton bifurcations analytically, we need approximations and some tech-
niques to reduce the dimensionality of the dynamical system. These methods may
help, to some extent, in describing stationary or pulsating solitons and their bifurca-
tions over a limited range of the system parameters. However, they cannot be used
as a total substitute for rigorous studies of the solutions. Only the most prominent
features of the solitons, along with selected bifurcations, can be determined in this
way. For a full picture, we still need numerical simulations. In the rest of this chap-
ter, we give a few examples of studies that involve reductions to finite-dimensional
approximations. We also show that direct comparisons with the results of numerical
simulations are essential in these studies.
Figure 1.13: Qualitative description of solitons in dissipative systems. The soliton
has areas of consumption as well as expenditure of energy, and these can be both
frequency (spatial or temporal) and intensity dependent. Arrows show the nergy flow
across the soliton.
be viewed as a subclass of Hamiltonian ones. This classification is illustrated in
Fig. 1.14.
Dissipative Systems
Hamiltonian Systems
Integrable
Systems
Figure 1.14: Diagrammatic classification of nonlinear systems with an infinite
number of degrees of freedom admitting soliton solutions.
Solitons in Hamiltonian (but non-integrable) systems can also be regarded as
nonlinear modes, but in the sense that they allow us to describe the behavior of
systems with an infinite number of degre s of freedom in terms of a few variables,
thus allowing us to effectively reduce the number of degrees of freedom. Solitons
in these systems collide inelastically and interact with radiation waves, thus
showing that they are qualitatively different from those in integrable systems.
However, as in the integrable case, the solitons are still a one- (or few-)parameter
family of solutions.
Another interesting property of Hamiltonian systems is that there are no
pulsating solutions. If the system is near integrable, then the two-soliton solu-
tions of the nonlinear Schro¨dinger (NLS) equation which are initially excited
will gradually split into two solitons or transform into a single soliton sol tion,
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depending on the type of the perturbation (Artigas et al., 1997). If the sys-
tem is far from integrable, pulsations may exist if a single soliton solution is
excited with a perturbation; however, they die out, so that the pulse gradually
converges to a stationary soliton.
Solving numerically the Eq. (1.8), Soto-Crespo et al. (2000a) found numer-
ically a pulsating soliton with periodic behavior along z being the period around
14 (Fig. 1.15). It has a different shape at each z, since it evolves, but it recovers
its exact initial shape after a period.VOLUME 85, NUMBER 14 P H Y S I C A L R E V I E W L E T T E R S 2 OCTOBER 2000
In this work we report the discovery of three new types
of cubic-quintic CGLE robust pulsating soliton solutions
with complicated behavior. They exist in three isolated re-
gions of the parameter space, a fact which facilitates their
identification as three different solutions. All these solu-
tions have two common features— they repeat periodically
in the z direction (the propagation direction) and they are
actually pulsating. We should say that there can be a great
variety of pulsating structures. All the solutions we have
found have distinctive features, and this allows us to clas-
sify them as “plain pulsating,” “erupting,” or “creeping”
solitons. We have studied their main characteristics and in-
vestigated in detail the region in the parameter space where
they exist. None of them can be found in analytic form,
and this feature is similar to stable stationary solitons of
the cubic-quintic CGLE [3]. However, pulsating solutions
are generic in the sense that they occupy appreciable re-
gions of the five-dimensional parameter space. Besides,
they can be excited from a wide range of initial condi-
tions. Eventually, and usually very quickly, each of them
will converge to that pulsating soliton which exists for the
given set of the equation parameters. An exception to this
rule occurs when two or more solutions exist for the same
set of parameters. When broad (but still localized) initial
conditions are used, several pulsating solitons can be ex-
cited simultaneously.
The (1 1 1) dimensional cubic-quintic CGLE describes
situations where there is a single transverse (or temporal)
coordinate (see, e.g., [3,16]):
icz 1
D
2
ctt 1 jcj2c  idc 1 iejcj2c 1 ibctt
1 imjcj4c 2 njcj4c , (1)
where d, b, e, m, D, and n are real constants, and c is
a complex field. The physical meaning of each variable
depends on the particular problem. In optics, t is the
retarded time (or a transversal spatial coordinate), z is
the propagation distance, and D represents dispersion (or
diffraction). By a proper rescaling in t, D can be fixed to
take the values of 61, without loss of generality. Hence,
the number of independent parameters in Eq. (1) is five.
An example of a pulsating soliton found numerically is
shown in Fig. 1. It shows perfectly periodic behavior with
the period in z being around 14. It has a different shape at
each z, since it evolves, but it recovers its exact initial shape
after a period. In this sense, we can call this type a “plain”
pulsating soliton. The solutions found by Deissler and
Brand [20] do not belong to this class, because, in their
case, the dispersion parameter D has the opposite sign, so
that the region of parameters where they exist is different.
It is also noteworthy that, contrary to the cases reported here,
the profile of the periodic solutions in Ref. [20] changes
only in the soliton tails. It also keeps its value of energy
almost constant, while, in the case of the solution shown in
Fig. 1, the energy, Q 
R`
2` jcj2 dt, changes from about
10 to 42 (Fig. 2). When we change the parameters of
FIG. 1. Plain pulsating soliton of CGLE. The parameters are
D  11, e  0.66, d  20.1, b  0.08, m  20.1, and
n  20.1.
the equation, the solution remains pulsating in a certain re-
gion which does not extend to the region with negative D.
A sample of the region (shaded) in the parameter space
with pulsating solutions is shown in Fig. 3. Beyond this
region, the solution either transforms into a stationary so-
lution (soliton or front) or bursts into chaos. The darkest
areas in Fig. 3, labeled II and IV, show the regions where
period-2 and period-4 pulsating solutions were found. This
fact indicates that the route to chaos in this particular case
is through period doubling bifurcations. However, in gen-
eral, the route to chaos can vary at the edges of the region
and is a complicated topic to study because we have five
parameters to change. In other cases (not shown here), the
pulsating solution can also be quasiperiodic, with several
incommensurate periods involved in the evolution. The en-
ergy, Q, versus z for these solutions is also quasiperiodic,
with several periods involved. In both cases, purely peri-
odic or quasiperiodic pulsating continues indefinitely in z.
Another class of pulsating solitons can be called erupt-
ing solitons. Erupting soliton evolution (see Fig. 4) starts
from a stationary localized solution which has a perfect
soliton shape. After a while its “slopes” become cov-
ered with small ripples (small scale instability) which seem
to move downwards along the two slopes of the soliton,
and very soon the pulse is covered with this seemingly
FIG. 2. Energy, Q, versus z for the solution in Fig. 1.
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with pulsating solutions is shown in Fig. 3. Beyond this
region, the solution either transforms into a stationary so-
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areas in Fig. 3, labeled II and IV, show the regions where
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is through period doubling bifurcations. However, in gen-
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with several periods involved. In both cases, purely peri-
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2938 Figure 1.15: Plain pulsating soliton of complex CQGL equation.
1.3.2 Spatial optical Dissipative Solitons
Conservative solitons in Kerr media are described by the NLS equation (1.3).
This model assum s an infinite non inear medium. Real nonlinear optical media
have finite dimensions and (except in glass fiber) solitons can rarely propagate
more than a few entimet rs before running out of the material. To increase
the propagation length it is therefore convenient to place mirrors at the ends
of the medium, thus confining the soliton into a finite slab of material. With
perfect reflection and zero absorption, one could indeed confine a soliton in such
a “box”. Real mirrors and materials are lossy, but we can make good the loss
by “feeding” the ca ed soliton with an input field.
The existence of stable two-dimensional spatial solitons in conservative sys-
tems i widely outweighs by dissipative ones. The existence of these localized
structures in materials with Kerr-type nonlinearity response, in many cases, is
limit d t on dimensional system . However, as many researchers demonstrated
over the last years, dissipative schemes can support stable soliton solutions with
lots of intriguing and new properties. Perhaps, the most appropriate dissipat-
ive scenario to find and observe two-dimensional spatial dissipative solitons is
a nonlinear optical cavity, hence, some authors usually denominate this kind of
structures as cavity solitons.
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A spatial dissipative solitons is a stable, self-localized optical excitation sit-
ting on a uniform, or quasi-uniform, background, and substantially independent
of transverse boundary conditions. A key property is that it can be present or
absent under the same external conditions, i.e. it exhibits bistability between
“off” and “on” states. Its ground state, usually, is a bright spot of light on
some low amplitude background. It is self-localized in the two spatial dimen-
sions transverse to the main propagation axis (e.g. the cavity axis). The decay
of energy in the wings is asymptotically exponential.
The introduction of dissipation in discrete systems is due to Peschel et al.
(2004) who derived a model of spatially coupled cavities obtained by placing
mirrors at the open ends of the waveguides (see Fig. 1.16). The model used to
describe this problem is equivalent to the discrete version of Eq. (1.8), and its
main differences with the DNLS equation (1.7) are the presence of losses due to
the partially transmitting mirrors, as well as a driving field. Hence, the model is
not exclusive for coupled cavities, it can be applied to model externally driven
defects in photonic crystal fibers.
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!Fig. 29. Left side: Coupled cavities formed by a waveguide array with mirrors
on each end facets. Right side: Stability range of discrete SDS for the defocusing
case. Homogeneous solution (grey curve, solid for stable, dashed for unstable, dotted
for modulationally unstable), peak power of discrete SDS (black curve, solid for
stable and dashed for unstable). The insets show discrete SDS of different orders.
Parameters are α = −1, ∆ = 2.5 and C = 0.25. [Reprinted figures with permission
from Peschel et al. (2004). Copyright 2004 by the Optical Society of America. ]
(2002)) can be used to find discrete SDS at generic values of the coupling
C and within the single cavity bistability (see the right panel of Fig. 29). In
particular, families of bright discrete SDS of increasing width, dark discrete
SDS and even oscillating discrete SDS can be found and tracked in parameter
space (Peschel et al., 2004).
Recent work has extended discrete SDS to quadratic nonlinearities (Egorov
et al. (2005a); Egorov and Lederer (2008)) and tilted input beams (Egorov
et al. (2005b, 2008)). Finally, it is intriguing to note that localized dissipations
in the DNLS equation lead to the formation of self-trapped states with strong
similarities to the conservative discrete solitons (Livi et al., 2006).
5 Phase Fronts and Locked Spots
In this section, we present a diffractive effect on phase fronts that leads to
the formation of SDS in the shape of localized spots due to their locking in
space. The presence of spatial oscillations in the front’s tails is a prerequisite
for locked spots that belongs to the broader universal class of SDS. We will
show that diffraction is the mechanism responsible for such oscillations thus
making locked spots a universal feature in broad-area nonlinear optics and
photonic devices.
Stationary and moving fronts separating two different phases have been at the
centre of research in spatio-temporal structures of non-equilibrium systems for
a long time (Gunton et al. (1983); Bray (1994)). In systems with non-conserved
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Figure 1.16: Coupled cavities formed by a waveguide array with mirrors on each
end facet.
As in continuous media, discrete models also exhibit bistability over cer-
tain ranges of the parameters related with, losses, gain and coupling. Numer-
ical schemes for the determination and stability of spatial solutions, as those
presented in Appendices B and C, can be used to find discrete stable dissipative
solitons at generic values of these parameters.
1.4 Overview of e Thesis
The properties and the dynamics of localized structures, define, to a large ex-
tent, the behavior of the relevant nonlinear system. Thus, it is a crucial and
fundamental issue of nonlinear dynamics to fully characterize these objects in
dissipative nonlinear environments. Apart from this fundamental point of view,
solitons exhibit a remarkable potential for applications in optical systems. Re-
garding the type of localization, one can distinguish between temporal and spa-
tial solitons. Optical Solitons in dissipative media presents a ch variety of forms
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and behaviors. From scalar to vectorial ones, temporal to spatial and spatio-
temporal, all of them can be observed in passively mode locked lasers and in
optical cavities of wide aperture lasers. The main objective in this dissertation
will be to analyze the existence and stability of two-dimensional soliton solutions
in dissipative systems, as well as, the identification of regions where these struc-
tures exhibit novel transversal dynamics and exotic properties. We have chosen
a generic model well known in the dissipative world and it is called the complex
CQGL equation. The discrete counterpart of this model is useful to describe
the propagation of light into an array of waveguides, for example, propagation
of discrete solitons into photonic crystal fibers, as well as, in coupled-waveguide
resonators.
We found several types of self-localized light beams in both, continuous and
discrete media. Exotic pulsating and rotating 2D solutions in continuous media,
besides stable discrete solutions with two topological charges, simultaneously,
are the main results reported in this work. Several numerical schemes were
implemented to find self-localized families of solutions, as well as, to unveil
complex dynamics and interactions between some solitons belonging to them.
Additionally, the stability regions were identified by means of linear stability
analysis and/or direct numerical simulation of the respective models.
Chapter 2 is devoted to discuss the physical model that we use along this
thesis. Starting from Maxwell equations, we present the fundamental equations
that governs the propagation of beams in two dimensional media: The NLS
equation and its corresponding extension to dissipative systems -the complex
CQGL equation. In addition, the tight binding approximation has been ap-
plied on these equations to find the corresponding model that describes the
propagation of beams in discrete media.
Having in mind the results reported by Soto-Crespo et al. (2000a), we won-
der about similar behavior in two dimensional dissipative systems. Chapter 3
is devoted to report and classify a big set of soliton solutions with complex
dynamics in two dimensional dissipative systems, which can be continuously
focusing or continuously defocusing. Additionally, we unveil several families of
vortex solitons with highest values of vorticity. Some of them display several
radial and azimutal asymmetries.
Additionally, we also analyze the discrete counterpart of the complex CQGL
model. Thus, we have focused in vortex solitons in periodical media under
the tight binding approximation. Chapter 4 is devoted to find discrete vortex
solitons of the dissipative model. Several families of stable solutions have been
classified, some of then having two topological charges simultaneously. Ad-
ditionally, we analyze the interaction between solutions of these families and
their corresponding formation of bound states. It is worth to mention here that
our studies and predictions on dissipative discrete optical vortices are the first
results reported about this topic.
Finally, Chapter 5 presents a summary of the main results and discusses
open prospects.
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“Un genio es alguien que descubre que la piedra que cae
y la luna que no cae representan un solo y mismo feno´meno”
Ernesto Sa´bato - El Tu´nel
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Nonlinear Propagation Equations
The main equation governing the evolution of optical fields in a nonlinear iso-
tropic continuous medium is known as the nonlinear Schro¨dinger equation. In
this chapter, starting from the Maxwell equations, we outline the derivation of
this equation for a beam propagating inside a nonlinear optical medium with
Kerr nonlinearity. Additionally, for discrete media we derive the counterpart
version of the nonlinear Schro¨dinger equation. It has been obtained by means
of first principles, analyzing the interaction between the light propagating thor-
ough two waveguides.
2.1 Maxwell Equations
The propagation of optical fields inside an optical medium with Kerr (or cubic)
nonlinear response is governed by the macroscopic Maxwell equations. We are
primarily interested in the solutions of these equations in regions of space that
do not contain free charges, i.e.
ρ = 0, (2.1)
and that contain no free currents, i.e.
J = 0. (2.2)
These equations, write in SI units, take the following form:
∇ ·D = 0, (2.3)
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∇ ·B = 0, (2.4)
∇×E = −∂B
∂t
, (2.5)
∇×H = ∂D
∂t
. (2.6)
Where E and H are the electric and magnetic fields, respectively, D is called
the electric displacement and B is the magnetic flux. In order to apply Max-
well’s macroscopic equations, it is necessary to specify the relations between the
displacement field D and E, and the magnetic field H and B. These relations
specify the response of bound charge and current to the applied fields and are
called constitutive relations; they are:
D = 0E + P. (2.7)
B = µ0H. (2.8)
where 0 and µ0 are the From equations (2.1) to (2.8) it is possible to obtain
a general formalism to study wave propagation in waveguides. We take the
rotational of Eq. (2.4), interchange the order of space and time derivatives on
the right-hand side of the resulting equation, and use Eqs. (2.5) and (2.8), to
replace ∇×B by µ0(∂D/∂t), to obtain the equation
∇×∇×E + µ0 ∂
2
∂t2
D = 0. (2.9)
We now use Eq. (2.13) to eliminate D from this equation, and we thereby obtain
the expression
∇×∇×E + 1
c2
∂2
∂t2
E +
1
0c2
∂2P
∂t2
= 0, (2.10)
with c = 1/
√
µ00 is the speed of light in vacuum.
From vector analysis we know that ∇×∇×E = ∇(∇ ·E)−∇2E. Because
our media has nonlinear response, ∇ · E = 0 is not completely true. However,
the first term can often be shown to be small, even when it does not vanish
identically, especially when the slowly varying amplitude approximation is valid.
Having in mind the above, and the fact that in our problem electromagnetic
waves propagates through isotropic media, we can rewrite Eq. (2.10) as
∇2E− 1
c2
∂2
∂t2
E− 1
0c2
∂2P
∂t2
= 0. (2.11)
It is often convenient to split P into its linear and nonlinear parts as
P(r, t) = PL(r, t) + PNL(r, t). (2.12)
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In the linear regime is necessary that PNL = 0, which allows to write
D = 0E(r, t) + P
L(r, t) = 0ˆ
LE(r, t), (2.13)
where ˆL is the linear relative dielectric permittivity tensor. If we consider a
non dispersive media, Eq. (2.11) is reduced to:
∇2E(r, t)− 1
c2
ˆL
∂2
∂t2
E(r, t) = 0. (2.14)
Linear and nonlinear parts of polarization are related to the electric field by
the general relations
PL(r, t) = 0
∫ ∞
∞
χ1(t− t′) ·E(r, t)dt′, (2.15)
PNL(r, t) =
0
∫ ∞
∞
χ3(t− t1)(t− t2)(t− t3)E(r, t1)E(r, t2)E(r, t3)dt1dt2dt3, (2.16)
where χ1 and χ3 are the first- and third-order susceptibility tensors. These
relations are valid in the electric-dipole approximation under the assumption
that the medium response is local. We also neglect the second-order nonlinear
effects, assuming that the medium has an inversion symmetry.
Assuming that the nonlinear response is instantaneous, the time dependence
in Eq. (2.17) is given by the product of three delta functions of the form δ(t−ti),
thus this equation is reduced to
PNL(r, t) = 0χ
3E(r, t)E(r, t)E(r, t). (2.17)
The last expression can be simplified even further if the optical field maintain its
polarization along the propagation, so a scalar approach can be used. Besides,
the optical field is assumed to be quasi-monochromatic. When the envelope of
the wave varies slowly in time and space compared to a period or wavelength,
we can apply the slowly varying envelope approximation. Hence, it is useful to
separate the rapidly varying part of the electric field by writing it in the form
E(r, t) =
1
2
[E(r, t) exp(−iω0t) + c.c]xˆ, (2.18)
where ω0 is the carrier frequency, xˆ is the polarization unit vector, and E(r, t),
is a slowly varying function of time (relative to the optical period). The polar-
ization components PL and PNL can also be expressed in a similar way.
When Eq. (2.18) is substituted in Eq. (2.17), PL(r, t), is found to have a term
oscillating at ω0 and another term oscillating at the third-harmonic frequency,
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3ω0. The latter term requires phase matching and is generally negligible. The
slowly varying part PNL(r, t) of the nonlinear polarization is then given by
PNL(r, t) ≈ 0NLE(r, t), (2.19)
where the nonlinear contribution to the dielectric constant is defined as
NL =
3
4
χ3xxxxI, I = |E|2. (2.20)
The linear part of the polarization can be written from Eq. (2.15) as
PL = 0χ
1
xxE. (2.21)
In fact, the linear and nonlinear parts can be combined to provide the following
expression for the dielectric constant
˜(ω) = 1 + χ1xx(ω) + NL, (2.22)
where a tilde denotes the Fourier transform of the quantity under it. The dielec-
tric constant can be used to define the refractive index n˜ and the absorption
coefficient α˜. However, both n˜ and α˜ become intensity dependent because of
NL. It is customary to introduce
n˜ = n0 + n2I, (2.23)
α˜ = α+ α2I. (2.24)
The linear index n0 and the absorption coefficient α are related to the real
and imaginary parts of χ1xx. Using
 = (n˜+ iα˜c/2ω0)
2 (2.25)
and Eqs. (2.20) and (2.22), the nonlinear, or Kerr, coefficient n2 and the two-
photon absorption coefficient α2 are given by
n2 =
3
8n
R(χ3xxxx), α2 =
3ω0
4nc
I(χ3xxxx), (2.26)
where R and I stand for the real and imaginary parts, respectively.
2.2 Spatial Nonlinear Schro¨dinger Equation
Light beams with some limited spatial extent in the transversal direction can
form a lensing effect when they propagates inside an optical Kerr media. The
power of focusing/defocusing varies according to the spatial intensity distribu-
tion of the beam. In other words, the refractive index of the material varies as
required by Eq. (2.23). This relation is know as the optical Kerr effect.
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Depending on the sign of the coefficient n2 (the “nonlinear refractive index”),
the beam will either experience a defocusing lensing effect (if n2 < 0) or a
focusing lensing effect (if n2 > 0); in the latter case the beam itself will create
a self-induced waveguide in the medium, see Fig. 1.2(a).
In the electromagnetic wave picture, the propagation of an optical continu-
ous wave in optical Kerr-media is governed by the wave equation (2.11). By
introducing the reduced expressions previously obtained for the linear and non-
linear polarizations, and considering that the spatial part of the electrical field
can be written as
E(r) = A(x,y) exp (iβ0z), (2.27)
where β0 = k0n0 = 2pin0/λ is the propagation constant in terms of the optical
wavelength λ = 2pic/ω0, the wave equation (2.11) takes the form
2iβ0
∂A
∂z
+
(∂2A
∂x2
+
∂2A
∂y2
)
+ 2β0k0n2IA = 0, (2.28)
in which the second derivative respect to z has been neglected, due to the
envelope A is assumed to vary with z on a scale much longer than the wavelength
λ (the paraxial approximation), i.e.∣∣∣∣∂2A∂z2
∣∣∣∣ ∣∣∣∣∂A∂z
∣∣∣∣. (2.29)
It is useful to introduce the scaled dimensionless variables as
x = x/w0, y = y/w0, z = z/Ld, ψ = (k0|n2|Ld)1/2A, (2.30)
where w0 is a transverse scaling parameter related to the input beam width
and Ld = β0w
2
0 is the diffraction length (also called the Rayleigh range). In
terms of these dimensionless variables, Eq. (2.28) takes the form of a standard
(2 + 1)-dimensional nonlinear Schro¨dinger equation:
i
∂ψ
∂z
+
1
2
(∂2ψ
∂x2
+
∂2ψ
∂y2
)
± γ|ψ|2ψ = 0, (2.31)
where the choice of the sign depends on the sign of the nonlinear parameter
γ ∝ n2; the minus sign is chosen in the self-defocusing case (n2 < 0). This
equation is referred to as being (2 + 1)-dimensional, where 2 corresponds to
the number of the transverse dimensions in the nonlinear Schro¨dinger equation
equation and +1 indicates the propagation direction z.
The standard NLS equation has the time variable t in place of z because it
has its origin in quantum mechanics. Of course, one can use z = (c/n0)t and
write the NLS equation in terms of t. However, it is common in optics to use z
as the evolution variable. The normalized NLS equation, Eq. (2.31), has no free
parameters, and even the factor 1/2 can be removed by renormalizing x and y,
as is often done in the soliton literature.
28 Nonlinear Propagation Equations
If the optical field is confined in one of its transversal coordinates the Laplace
operator in Eq. (2.28) is reduced to ∇2 = ∂2/∂x2, thus the normalized NLS
equation (2.31) is referred to as being (1 + 1)-dimensional and constitutes the
simplest form of the NLS equation, which can be solved exactly using the inverse
scattering method (Zakharov & Shabat, 1974) for both signs of the nonlinear
term. The bright and dark spatial solitons solutions of the NLS equation cor-
respond to the choice of + and − signs, respectively. The problem is that the
inverse scattering method, useful finding analytically stable soliton solutions in
one dimension, is not applicable to the (2 + 1) NLS equation.
All localized solutions obtained analytically through some simplification either
spread out with propagation for input powers less than a critical value or collapse
at a finite distance for powers above the critical value. Even the radially sym-
metric solution at the critical power is unstable. By means of numerical simula-
tions, Towers & Malomed (2002) suggested that the Eq. (2.31) with distributed
coefficients, γ(z), may lead to stable 2D solitons. The stabilizing mechanism
was the sign-alternating Kerr nonlinearity in a layered medium.
A numerical approach is therefore often necessary for an understanding of
the nonlinear effects in bulk media. A large number of numerical methods can
be used for this purpose. Mainly, pseudospectral methods such as the split-step
Fourier method has been used extensively to solve the beam/pulse propagation
problem in nonlinear disperssive/difractive media. This spectral method has
been employed to find all the solutions, concerning to systems in continuous
media, reported in this thesis.
2.2.1 Lagrangian Formulation of NLS Equation
We can write the NLS equation in its canonical form as
iψz + ∆ψ + F (|ψ|2)ψ = 0. (2.32)
Considering ψ and ψ∗ as independent variables, the associated Lagrangian dens-
ity of Eq. (2.32) can be written in the form
L = i
2
(ψ∗ψz − (ψψ∗z)−∇ψ · ∇ψ∗ + F (|ψ|2)ψ, (2.33)
where ψz corresponds to its first derivative with respect to the propagation
coordinate z, the asterisk denotes complex conjugate and F (λ) stands for the
integral
F (λ) =
∫ λ
0
dλ. (2.34)
Defining the action S as the integral of the Lagrangian density L over R2
and between z0 and z1
S(ψ,ψ∗) =
∫ z1
z0
∫
R2
L d r d z, (2.35)
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then the variation δS = S(ψ+ δψ, ψ∗ + δψ∗)− S(ψ,ψ∗) for infinitesimal ψ and
ψ∗ is given by the following expression
δS =∫ z1
z0
∫
R2
[
∂L
∂ψ
−∇ ·
(
∂L
∂∇ψ
)
−∂z
(
∂L
∂ψz
)]
dψ d r d z +
[
∂L
∂ψz
]z1
z0
+c.c. (2.36)
The action S attains an extrema (δS = 0) for functions ψ which fulfill the
Euler Lagrange equations
∂L
∂ψ
= ∇ ·
(
∂L
∂∇ψ
)
+∂z
( L
∂ψz
)
. (2.37)
If the Lagrangian density (2.33) is inserted into the Euler-Lagrange equations,
then the NLS equation (2.32) is recovered.
2.3 The 2D Complex CQGL Equation
Previously, in Section 1.3.1 we mentioned that a conservative system can be
understood as limit case of more general (complex) system. In fact, those phe-
nomena that are accounted in the complex system, can be considered as small
perturbations to the conservative one. For example, the nonlinear refractive
index (Eq. 2.23) was obtained through an expansion up to third-order terms of
the nonlinear polarization. If we consider higher order terms in this expansion,
the nonlinear dependence of the refractive index will be modified, i.e. the Kerr
effect, related with cubic nonlinearity, must be extended.
The complex CQGL equation derives its character not only from an exten-
sion of the widely used cubic Kerr nonlinearity to include a quintic contribution,
but also from the inclusion of complex coefficients that model loss and gain. The
action taken to broaden the scope of the nonlinearity is a step towards acknow-
ledging that the nonlinearity of many materials saturate, as the propagating
power increases. The generalization to complex coefficients permits the model-
ing of gain and losses, both of a linear and a nonlinear origin.
Let us consider a monochromatic wave of frequency ω and propagation con-
stant k0, propagating along z axis. Having into account, Eq. (2.40) can be
written as
∇2E˜(r, ω) + ω
2
c2
ˆLE˜(r, ω) = 0, (2.38)
where
E˜(r, ω) =
∫ ∞
−∞
E(r, t) exp (iωt) d t. (2.39)
Optical beams can diffract but this tendency is, broadly speaking, offset by
the ability of the material nonlinearity to self-focus the beams. A scalar electric
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field amplitude, E(x, y, z, ω), associated with the beam that propagates in a
isotropic media satisfies the standard wave equation
∂2E(r, ω)
∂z2
+∇2⊥E(r, ω) +
ω2
c2
[L(ω) + ∆(ω)]E(r, ω) = 0, (2.40)
where ∇2⊥ is the transversal Laplace operator, and ∆(ω) is a small correction
accounting for nonlinear response of the media.
The spatial dependence of E can be written as
ψ(x, y, z)eik0z, k0 =
ω
c
√
L =
ω
c
n0.
The complex amplitude, ψ(x, y, z), is actually slowly varying, thus the paraxial
approximation, Eq. (2.29), can be applied. The appropriate form of the wave
equation is, therefore,
2ik0
∂ψ
∂z
+∇2⊥ψ +
ω2
c2
∆(ω)ψ = 0. (2.41)
From Eq. (2.25), and considering a non absorbing media, we can express the
dielectric permittivity as  = n2, then ∆ = 2n0∆n. But, ∆n = n−n0 = n2|ψ|2,
therefore the third term in Eq. (2.41) is 2ω
2
c2 n0n2|ψ|2ψ. Finally, rewriting this
in terms of k0, we obtain
2ik0
∂ψ
∂z
+∇2⊥ψ +
k20
n0
n2|ψ|2ψ = 0. (2.42)
Nonlinear models discussed in the section 2.2 correspond to the lowest order
nonlinearities available, namely up to the first two nonlinear terms in expansion
of optical medium polarization P = χ(1)ψ + χ(2)ψ2 + χ(3)ψ3 + .... For the
centro-symmetric media all even terms vanish and taking into account higher-
order terms one can represent the refractive index as a power-law Kerr-type
nonlinearity, n = n0 +n2|ψ|2 +n4|ψ|4 + .... Thus, Eq. (2.42) can be generalized
as
2ik0
∂ψ
∂z
+∇2⊥ψ +
k20
n0
n2|ψ|2ψ + k
2
0
n0
n4|ψ|4ψ = 0. (2.43)
If nonlinear coefficients n2 and n4 have the same signs, corresponding models
exhibit simple increasing of strength of nonlinear self-action, self-focusing for
n2,4 > 0 or self-defocusing for n2,4 < 0. Let n4 be of self-focusing type, n4 > 0.
Then, for any sign of Kerr contribution n2, there will be a maximum intensity
of light beam, when higher-order self-focusing will predominate both the linear
diffraction and n2 contribution. In this case the beam will collapse, similar
to the pure Kerr case with n2 > 0 and n4 = 0. However, if n4 < 0, than
the collapse can be stopped, because the parts of light beam with high enough
intensity I > Imax experience effectively self-defocusing environment, dn/dI <
0. Here the threshold intensity is given by Imax = −n2/(2n4). Furthermore,
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the cubic-quintic nonlinearity can be regarded as a power-law expansion for any
collapse-free nonlinearity with saturation, for example the phenomenological
one mentioned in section 1.2.2, n = n0 + n2I/(1 + sI). In this case n4 = −sn2,
and the CQ medium is refereed also as a saturable one.
Equation (2.43) can be usefully scaled by measuring x and y in the units
D0, equal to the beam width, and z in Rayleigh, or diffraction, lengths 2k0D
2
0.
The transformations to the now dimensionless coordinates and the admission
of complex coefficients results in the generation of the familiar cubic-quintic
equation
i
∂ψ
∂z
+
1
2
∇2⊥ψ+|ψ|2ψ + ν|ψ|4ψ =
iδψ + iε|ψ|2ψ + iβ∇2⊥ψ + iµ|ψ|4ψ. (2.44)
The physical interpretation of Eq. (2.44) leads to the conclusion that δ ac-
counts for any linear absorption, β represents diffusion, ε is the nonlinear cubic
gain, ν is the quintic coefficient that measures the self-defocusing brought on
by the negative sign in the last term, and µ is a nonlinear loss term, of quintic
origin.
2.4 Nonlinear Discrete Propagation Equation
As it was mentioned in Section 1.2.4, the behavior of waves propagating in
discrete nonlinear optical systems is known to exhibit features that are otherwise
impossible in the continuous (bulk) regime. In solid-state physics, the tight-
binding approximation establishes that the interaction between different lattices
sites appears as a result of the overlapping of the electronic wave functions, i.e.
is a linear coupling. Discreteness appears as an effect of weakly interacting
systems, like for example arrays of coupled optical waveguides.
2.4.1 Tight Binding Approximation
It can be shown that when two waveguides are positioned in close proximity,
a linear interaction between them appears due to an evanescent coupling of
fields in each waveguide. This interesting process was first observed in GaAs
waveguide arrays, (Somekh et al., 1973). Yet, at that time, it was not clear,
how one could either take advantage of this rather unusual discrete diffraction
effect (see Fig. 2.1), and as a result the field remained latent for several years.
Equation (1.7) can be derived if we use Eq. (2.11) to describe the propagation
of an optical wave through a waveguide array. When each waveguide of the
periodic structure supports a single mode that weakly overlaps with the modes
of the two neighboring waveguides, the modes are only weakly coupled via a
small change of the refractive index in the waveguides.
Our derivation of Eq. (1.7) starts labeling, with the indices ν and µ, the
electrical field. The first one denotes in which waveguide the field is propagating
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Fig. 1.2. Discrete diffraction as function of propagation distance.
Fig. 1.3. A nonlinearly induced defect in a waveguide array (left) and the field profile of the supported in-phase discrete soliton.
few waveguides and it can propagate undistorted free of diffraction effects. As shown in [33], the soliton dynamics in Kerr
waveguide arrays are effectively described by a discrete nonlinear Schrödinger equation (DNLS), i.e.,
i
dAn
dz
+ βAn + C(An+1 + An−1)+ γ|An|2An = 0. (1.2)
The last term in Eq. (1.2) is associated with the on-site nonlinearity (waveguide nonlinearity), which is responsible for self-
localization effects. The dispersion relation of plane waves in this array can be readily obtained by using a discrete Floquet
function in the linear part of Eq. (1.2), in which case one obtains kz = β + 2C cos(kxd), where kxd stands for the normalized
Bloch momentum in this array and β is the propagation constant for an isolated channel [23].
With these aspects inmind, one can loosely interpret discrete solitons as nonlinear defects. This perspective can be better
understood from Fig. 1.3. As shown in the figure, the waveguide lattice tends to develop a defect upon optical excitation.
This is due to the fact that the system is nonlinear and as a result the refractive index and hence the propagation constant
(or site eigen-energy) is locally elevated or reduced under self-focusing or defocusing conditions, respectively. This local
perturbation breaks the periodicity of the array and, in turn, allows a nonlinearly-induced defect state: a discrete soliton.
Perhaps one can also draw some interesting analogies between optics and biophysics, given the fact that discrete solitons
in optical arrays obey exactly the same DNLS equation previously used to describe Davydov’s model [16]. Unlike its cousin
the Ablowitz–Ladik equation [11], the DNLS is not a fully integrable equation. Yet, this same feature (non-integrability) is
responsible for a host of interesting characteristics.More specifically, Eq. (1.2) is not only known to allow a variety of discrete
soliton solutions but it also exhibits a rich dynamical behavior. This behavior ranges fromalmost integrable (continuum limit
governed by the standard nonlinear Schrödinger equation) to entirely discrete (highly localized and immobile solutions).
This complexity in behavior will become more evident in the sections to follow.
In the early nineties, this first suggestion [33] was followed by a series of theoretical papers. In particular,
Schmidt–Hattenberger et al. [34] considered the properties of nonlinear circular fiber arrays and Finlayson and
colleagues [35] examined the prospect of chaos in DNLS lattices. In an important study, Kivshar indicated that staggered
or gap discrete solitons may also be possible in defocusing arrays near the edge of the first Brillouin zone [36]. In fact, this
latter class of self-trapped waves is greatly relevant to that of spatio-temporal gap solitons first predicted by Chen and
Mills [450] and subsequently investigated in a number of theoretical and experimental studies [451–455]. While for the
spatio-temporal case [450] the gap soliton eigenvalues lie within the frequency band-gap, for spatial gap solitons [36] the
eigenvalues reside in the spatial k-band-gaps. The conditions describing the onset of modulational instability [33] in such
discrete systems were also extended to include the anomalous dispersion regions of the Brillouin zone under defocusing
conditions [37]. In subsequent investigations, Aceves et al. considered storage and steering of discrete solitons as well
as multidimensional solitons in waveguide arrays [38–41]. Along similar lines, the possibility of spatio-temporal pulse
compression in anomalously dispersive lattices was also investigated [42]. Energy transport along linear and cylindrical
cages of such arrays was also investigated by Krolikowski et al. [43,44]. In another important work, Laedke et al. found
that discreteness may actually prevent two-dimensional collapse from occurring [45–47]. Bang and Miller suggested ways
Figure 2.1: Discrete diffraction as function of propagation distance.
(ν), and the last one stands what waveguides are coupling with it (µ), hence we
write the electrical field as
Eνµ(~r, t) =
1
2
∑
j
[
~fνµj (x, y) exp [i(kjz − ωjt)] + c.c
]
, (2.45)
therefore, Eq. (2.11) can b w itten as
∇2Eνµ −
1
c2
∂2Eνµ
∂t2
− 1
0c2
∂2Pνµ
∂t2
= 0, (2.46)
Hav ng in mind this s tio-temporal field structur , the three imensional
laplacian and time derivative can be expressed as
∇2 → ∇2⊥ − k2,
∂
∂t
→ −iω. (2.47)
Thus, if P = 0 the Eq. (2.46) reduces to
1
2
∑
j
[(
∇2⊥ − k2j +
ω2
c2
)
~fνµj (x, y) exp [i(kjz − ωjt)] + c.c
]
= 0 (2.48)
If the amplitude of Eνµ(~r, t) varies slowly along z, the structure of the elec-
trical field can be expressed as
Eνµ(~r, t) =
1
2
∑
j
[
~fνµj (x, y)a
ν
µj (z) exp (−iωjt) + c.c
]
(2.49)
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Introducing the above expression in the Eq. (2.46) we obtain
1
2
∑
j
[
aνµj (z)
(
∇2⊥ − k2 +
ω2
c2
)
+
(∂2aνµj
∂z2
+ 2ikj
∂aνµj
∂z
)]
~fνµje
i(kjz−ωjt) + c.c. (2.50)
Here we assume that the amplitude varies slowly along the axis of propagation,
i.e, ∣∣∣∣∂2aνµj∂z2
∣∣∣∣ ∣∣∣∣∂aνµj∂z
∣∣∣∣. (2.51)
From the Eq. (2.48) we know that (∇2⊥−k2j + ω
2
c2 )
~fνµj (x, y) = 0. Thus, Eq. (2.46)
reduces to
1
2
∑
j
[
2ikj
∂aνµj
∂z
~fνµje
i(kjz−ωjt) + c.c
]
= 0. (2.52)
Now, we consider the case when P 6= 0. We can write the polarization as
the sum of linear and nonlinear contributions, Pνµ(~r, t) = P
Lν
µ + P
NLν
µ. The
linear polarization can be written as
PLνµ = ε0χ
(1)ν
µj E
ν
µj (~r, t) =
1
2
εχ(1)νµj
(
~fνµja
ν
µje
i(kjz−ωjt) + c.c
)
. (2.53)
Replacing this in the Eq. (2.46) we obtain the master equation
1
2
∑
j
[
2ikj ~f
ν
µj
∂aµνj
∂z
+
ω2j
c2
χ(1)νµj
~fνµja
ν
µje
i(kjz−ωjt) + c.c
]
=
1
ε0c2
∂2
∂z2
∑
j
PNLµ
ν
j (~r, t). (2.54)
2.5 Discrete Nonlinear Schro¨dinger Equation
As it was mentioned before, the Eq. (1.7) can be obtained by means of physical
reasoning. Here, we assume that our material is centrosymmetric and it has a
cubic order nonlinear response (Kerr). The term centrosymmetric, as generally
used in crystallography, refers to a point group which contains an inversion
center as one of its symmetry elements.
We consider here light propagating with a single mode (j = 1) of frequency
ω1 = ω and k1 = k = k(ω) = n(ω)k0 propagation constant. Additionally,
the light is polarized along xˆ direction. Thus, the electrical field reduces to
Eνµ =
1
2 [
~fνµa
ν
µe
i(kz−ωt) + c.c], and the nonlinear polarization becomes
PNL
ν
µ = ε0χ
(3)ν
µ (ω)|Eνµ|2Eνµ = 18 [3χ(3)νµ |~fνµ |2|aνµ|2 ~fνµaνµei(kz−ωt)
+χ
(3)ν
µ (3ω)(~fνµ )
3(aνµ)
3e3i(kz−ωt) + c.c]. (2.55)
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Replacing this nonlinear polarization in Eq. (2.54) and neglecting the terms
with incoherent light ( 6= ω), a straightforward calculation leads to:
2ik ~fνµ
∂aνµ
∂z
+
ω2
c2
χ(1)νµ
~fνµa
ν
µ =
−3ω2
8c2
χ(3)νµ |~fνµ |2|aνµ|2 ~fνµaνµ. (2.56)
Considering a system with only two waveguide and following the original
assumption of weakly interacting (linear coupling) waveguides, we can write the
evolution equation of the light traveling in one of them. For example, for the
waveguide number one (ν = 1)
2ik ~f11
∂a11
∂z
+
ω2
c2
χ
(1)1
1 (
~f11a
1
1 +
~f12a
1
2) =
−3ω2
8c2
χ
(3)1
1 |~f11 |2|a11|2 ~f11a11. (2.57)
Multiplying the previous equation by ~f1∗1 and integrate over the transverse pro-
file of the mode, we can identify some terms which we define as
Pω ≡
∫∫
Arr
|~f11 |2 dxd y, Vω ≡
1
Pω
∫∫
Arr
~f12
~f11 dxd y,
Φω ≡ 1
Pω
∫∫
Arr
|~f11 |4 dxd y. (2.58)
The quantity Vω takes values between zero and one ([0, 1]). If the modes do
not interact, Vω = 0. On the other hand, if these completely overlaps, Vω = 1.
Now, we define some useful quantities:
Ca ≡ ω
2
2kc2
χ(1)(ω) Propagation Coefficient
Va ≡ ω
2
2kc2
χ(1)(ω)Vω Strength Linear Coupling
γ ≡ 3ω
2
16kc2
χ(3)(ω)Φω =
ωn
2c
n2Φω Nonlinear Coefficient
If the beam is propagating in an optical array with identical waveguides we
can simplify the index notation in Eq. (2.57), namely, a11 = a1, a
2
2 = a2, Vaa
1
2 =
Vaa2 and Vaa
2
1 = Vaa1. With this in mind and using the above definitions we
can write the evolution equations for the array composed of two waveguides
i
da1
dz
+ caa1 + Vaa2 + γ|a1|2a1 = 0,
i
da2
dz
+ caa2 + Vaa1 + γ|a2|2a2 = 0. (2.59)
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Arguing in a similar way we can extend the same reasoning to arrays with N
waveguides, which leads to the following set of coupled ordinary differential
equations
i
dan
dz
+ caan + Va(an−1 + an+1) + γ|an|2an = 0. (2.60)
Performing the following transformation
an(z)→
√
2n
Pω
Ane
iCaz(z),
we can remove the local interaction term and rewrite Eq. (2.60) as
i
dAn
dz
+ Va(An−1 +An+1) + γeff |An|2An = 0, (2.61)
where
γeff =
ωn2n2
cAeff
, with, Aeff =
Pω
Φω
.
Again, we can make some substitutions with the aim of writing the last equation
in its dimensionless form. For that, we normalize the amplitude of the mode to
the initial peak amplitude of the beam, An = Apψn, and additionally divide by
L0 (the characteristic length of the system) the evolution coordinate z. Thus,
we arrive finally to the following coupled set of equations:
i
dψn
dz
+ C(ψn−1 + ψn+1) + γ|ψn|2ψn = 0. (2.62)
Equation (2.62) is the well known Discrete Nonlinear Scho¨dinger (DNLS)
equation. It is worth pointing out, to avoid confusion, that a lot of works
follow the model based in Eq. (2.60), but as we saw previously both of them are
equivalent, therefore the predictions gives are equivalent.
The connection with the continuous Nonlinear Schro¨dinger equation
iψz + ψxx + γ|ψ|2ψ = 0 (2.63)
is more clear if we write Eq. (2.62) in an alternative form
i
dψn
dz
+ C(ψn+1 − 2ψn + ψn−1) + γ|ψn|2ψn = 0. (2.64)
The transformation ψn → ψn exp (−2iCz) converts Eq. (2.64) into Eq. (2.62).
With C = 1/(∆x), Eq. (2.64) is seen as a standard finite difference approxima-
tion to Eq. (2.62).
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“Nada esta´ perdido si se tiene el valor de proclamar que todo
esta´ perdido y hay que empezar de nuevo”
Julio Cortazar - Rayuela
3
Continuous Media Case
On a zero background, dissipative media admit the existence of two types of sta-
tionary self-organized bell-shaped beams: continuously “self-focusing” (positive
chirp) and continuously “self-defocusing” (negative chirp). Each one of these
beams or 2D spatial bright solitons are stable inside of a certain region of its ex-
istence. Beyond these two regions, they loose their stability, and new dynamical
behaviors appear. Spatial bright solitons are not the only self-trapped beams
that can be found on a zero background in continuous dissipative media. Ra-
dially symmetric ring structures with any vorticity can be stable (bright vortex
solitons) in finite ranges of the parameters of the (2+1)D complex cubic-quintic
Ginzburg-Landau (CQGL) equation.
In this chapter, we present several types of instabilities related to each beam
configuration and give examples of beam dynamics in the areas adjacent to
the region of stability. Although both types of beams mentioned above are
considered as bright solitons, from now on we will use this adjective only for
solutions with bell-shapped profile.
3.1 Introduction
Many problems in optics involving gain and loss can be formulated in terms of a
single “master equation” that is, in one or another form, of the complex CQGL
equation type (Aranson & Kramer, 2002; O. Descalzi & Tirapegui, 2005). This
class of problems includes among others, passively mode-locked laser systems
(Haus, 1975; Komarov et al., 2005; W. H. Renninger & Wise, 2008), optical
parametric amplifiers (Taki et al., 2000), wide aperture lasers (Rosanov, 2005),
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spatial dissipative solitons (Ultanir et al., 2005) and three-wave mixing in optical
fibers (Montes et al., 1997). Many of these problems can be (1+1)D and they
deal with the evolution of spatially self localized one-dimensional fields (Deissler
& Brand, 1994). More complicated are the (2+1)D problems, when the evolving
optical field is two-dimensional. Examples of 2D dissipative solitons in optics
are cavity solitons (Hachair et al., 2006) and solitons in wide aperture lasers
(Rosanov, 2005). Special interest is given to those solutions known as optical
vortices; they are screw wave front defects that appear in many branches of
physics (Batchelor, 2000; Kleinert, 2008; Cramer et al., 1995). In recent years,
they attracted much attention in optics (Bazhenov et al., 1992). Optical vor-
tices in nonlinear media have special properties and they have been dubbed
vortex solitons (Torres et al., 1998; Dreischuh et al., 1999; Malomed et al., 2002;
Efremidis et al., 2007b). The transversal profiles of these fields can change
during the evolution as well as can be stationary and stable. The variety of
transverse profiles of two dimensional solitons can be enormous. An interest-
ing observation is that the majority of these stable stationary profiles are not
radially symmetric.
In the conservative cubic case, the main difference between the one-dimensional
and two-dimensional systems is the problem of beam collapse. For the nonlin-
ear Schro¨dinger equation, based on the paraxial approximation, 2D beams are
predicted to concentrate all their energy in an extremely reduced transversal
region. For the dissipative case, the collapse can be arrested, independently of
its dimensionality. A beam having a positive or negative chirp in a conservat-
ive nonlinear medium would necessarily change its profile upon propagation. It
would either self-focus or self-defocus. Dissipative media admit a different scen-
ario. Even with chirp, the beam may remain stationary and propagate without
changing its shape.
As in conservative homogeneous 2D systems, radially symmetric node-less
(bell shaped) beams should be considered as the ground-state modes of its cor-
responding 2D nonlinear dynamical system. For the complex CQGL equation,
ground state modes are stable in certain regions of its parameter space. At the
edges of the stability regions, we can expect the appearance of either pulsating
radially symmetric solutions or stable radially asymmetric solutions. Trans-
formations happen at the points of bifurcation which in a multi-dimensional
parameter space can be generalized to hypersurfaces of bifurcations. Other
types of solutions can also appear as a result of such bifurcations. Thus, it is
natural to find, as a first step, the set of radially symmetric solutions and then
extend it to more complicated cases. However, it is occurred that dissipative
systems in contrast to conservative ones admit more than one class of radially
symmetric solutions.
In this chapter, we deal with optical beams of the (2+1)D complex CQGL
equation. Our major observation is that there is a multiplicity of them. For
bright solitons, we observed that in some cases the radial symmetry is lost for
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continuously focusing beams while in other case the radial symmetry is con-
served during complicated beam transformations. On the other hand, vortex
solitons beyond the region of stability loses their radial symmetry but may re-
main stable, keeping the same value of the topological charge. We have found
bifurcations into solutions with n-fold bending symmetry, with n independent
on S. Solitons without circular symmetry can also display (S+ 1)-fold modula-
tion behavior. A sequence of bifurcations can transform the ring soliton into a
pulsating or chaotic state which keeps the same value of the topological charge
as the original ring.
3.2 Statement of the problem
Our study is based on an extended complex Ginzburg-Landau equation (Sergeev
& Petviashvili, 1984; Crasovan et al., 2000), that includes cubic and quintic
nonlinear terms and linear loss. In normalized form, this propagation equation
reads:
iψz +
D
2
∇2⊥ψ+|ψ|2ψ + ν|ψ|4ψ =
iδψ + iε|ψ|2ψ + iβ∇2⊥ψ + iµ|ψ|4ψ. (3.1)
where ψ = ψ(x, y, z) is the normalized envelope of the field,
∇2⊥ =
∂2
∂x2
+
∂2
∂y2
is the transverse Laplacian, z is the propagation distance and (x, y) are the
transversal coordinates, D is the diffraction coefficient that without loss of gen-
erality can be set to 1, ν is the saturation coefficient of the Kerr nonlinearity,
δ represents linear losses, ε is the nonlinear gain coefficient, β stands for an-
gular spectral filtering of the cavity, and µ characterizes the saturation of the
nonlinear gain.
Stationary solutions of Eq. (3.1) can be found in wide regions of the space
of the equation parameters. They are usually radially symmetric. In this case,
the regions of their existence can be found semi-analytically using approximate
methods such as in Ref. (Ankiewicz et al., 2008), with good agreement with the
numerically obtained ones by solving directly Eq. (3.1).
The beam propagation method (BPM) is at present the most widely used
tool employed in the study of light propagation in continuous systems. The
essence of this algorithm consists of propagating the input beam over a small
distance through a homogeneous space, and then correcting for the refractive
index variations seen by this beam during the propagation step. We have im-
plemented this numerical algorithm to find all the solutions reported in this
chapter. A detailed description can be read in appendix A.
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Around the boundaries of existence of these radially symmetric stationary
solutions, more complicated objects can be observed. Then numerics appears to
be the main tool to study them. They can be detected when we start from the
region of stationary solutions and continuously change one or two of the equation
parameters fixing all the others. At some point, the radially symmetric solution
ceases to be stable, and a new solution appears.
The main parameter of the solution that we monitor in simulations is the
beam power, Q:
Q(z) =
∫∫
R2
|ψ(x, y, z)|2 dxd y. (3.2)
The value of Q for a localized solution is finite and changes smoothly while
the solution stays within the region of existence of a certain type of solitons.
The value of Q changes abruptly when there is a bifurcation and the solution
jumps from a branch of solitons that become unstable to another branch of
stable solitons. Thus, monitoring Q allows us to find bifurcations in an easy
way. Observing a finite Q also reveals the stability of a solution. As soon as the
solution becomes unstable, it diverges and the value of Q either converges to
another fixed value, vanishes or goes to infinity. In the case that the resulting
solution is pulsating, instead of a fixed value of Q, we obtain a band of Q values
that correspond to the changing power of the soliton. As we are interested in
bifurcations from radially symmetric solitons, we start simulations from those
found in Ref. (Ankiewicz et al., 2008).
Localized structures such as bell-shaped beams or rings with vorticity (topo-
logical charge) can be created using an initial condition with radial symmetry.
We used the following initial condition that satisfies the above criteria:
ψ(r, z = 0) = Aor
|S| exp
(
− r
2
w2
+ iSθ
)
, (3.3)
where r =
√
x2 + y2, S ∈ Z is the vorticity, θ = arctan (y/x), w is the radius
of the intial ring structure, and Ao is a real amplitude that should generate
sufficient power to place the initial condition into a basin of attraction of a
spatial soliton. From here is clear that if S = 0 we have a bell-shapped initial
condition without vorticity, being the appropiate ansatz to find bright solitons.
If we have S 6= 0 the initial condition acquires a rotating phase and it can be
used to find vortex solitons.
The initial condition converges to the solution which is stable at the chosen
parameters of the equation. In cases when there are two or more stable solutions
simultaneously, we have to take additional care choosing the parameters of the
initial condition such that it falls into the desired basin of attraction. Once a
soliton solution is found for a given set of equation parameters, we use it as
initial condition for a nearby set of parameters. This technique is the main
tool when looking for the continuous range of existence of solitons of the same
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type. A random perturbation can be added to stimulate the development of
any asymmetry if the stationary solution has one. Numerical noise can also
stimulate the asymmetry of the solution. However, the actual convergence to
the stable solution in this instance takes longer distances z.
3.3 Bright solitons in dissipative media
Ankiewicz et al. (2008) showed that there are two major types of radially sym-
metric dissipative bright solitons of the 2D complex CQGL equation. Both
have bell-shaped amplitude profiles, without nodes in their radial field distribu-
tion. The qualitative difference between them is their either concave or convex
phase profiles, making them either continuously self-focusing or continuously
self-defocusing beams. They were named solitons and antisolitons respectively.
Both are robust in their corresponding regions of stability. However, at the
edges of the stability regions, their behaviors differ significantly. The study of
this difference can shed light on the properties of the stationary solitons as well.
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Figure 3.1: Regions (in blue) in the parameter space with radially symmetric
stable stationary beams. The plot on the left (a) shows the region for continuously self-
focusing beams (region I) and on the right (b) the one for continuously self-defocusing
beams (region II). The location of these two regions in the five-dimensional parameter
space is such that they cannot be represented in the same plane. Soliton solutions
beyond these regions are either non-stationary or loose the radial symmetry. Below,
we give examples located at the points indicated here by green, yellow and red lines.
The change in color corresponds to a bifurcation. The arrows indicate the direction
in which the parameters have been changed while obtaining a particular bifurcation
diagram.
In particular, Soto-Crespo et al. (2000a) found that in (1+1)D configur-
ation, dissipative solitons beyond their region of stability can be transformed
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into pulsating solutions and these into exploding solitons. The latter stay as sta-
tionary solitons for certain distance of propagation and intermittently explode
into many pieces (Akhmediev et al., 2001). In the (2+1)D case, this is the
only instability we were able to find around continuously self-defocusing beams.
On the other hand, continuously self-focusing beams have a richer structure
of bifurcations around the boundaries of the region of their stable existence.
Radially symmetric beams can be transformed into beams of elliptic shape,
beams of completely asymmetric shape, pulsating beams etc., when we change
the parameters of the system. The study of these transformations is one of the
interesting aspects of the theory of dissipative solitons. Thus, in this chapter we
give (2+1)D solutions with distinctive features which appear close to the bound-
aries of the regions of existence of continuously self-focusing and continuously
self-defocusing solitons.
Figure 3.1(a) shows a region in the parameter space (region I) where radially
symmetric continuously self-focusing beams have been reported in the paper by
Ankiewicz et al. (2008). A region of existence of continuously self-defocusing
beams (region II) is shown in Fig. 3.1(b). Our aim here is to study what happens
around these two regions. A complete mapping is a difficult task because of the
multiplicity of the different types of solutions and the myriad of bifurcations
between them. Thus, we restrict ourselves to certain examples which on one
hand show these difficulties and on the other hand represent the possible types
of solutions.
We have chosen a few lines that cross the boundaries of the blue regions in
Fig. 3.1 and studied the types of solutions that appear around them. When two
types of solutions are stable simultaneously, the simulations produce the one
which is closer to the initial condition. Moving step by step in small increments
of ε or β we can use as the initial condition, the solution obtained at the previous
step. This technique allows us to follow the branch of the solution that was
stable at the previous step. Moving first in one direction and then in the opposite
direction provides us with the information about the types of solutions that
exist on this line and the bifurcations between them. The bifurcation diagrams
presented below are obtained in this way. Shifting the direction in the parameter
space along which we move, changes the bifurcation diagram but keeps the major
types of solutions obtained here intact.
As the blue region I in Fig. 3.1(a) represents the “ground state” solutions,
there are no solitons below it because the power pumped into the system is
smaller for lower values of ε. Solutions with higher power Q exist above the
blue region I. The specific cases presented below are obtained on the two vertical
lines in Fig. 3.1(a) and on the upper left horizontal line in Fig. 3.1(b). Namely,
Fig. 3.2 corresponds to the right hand side vertical line with µ = −0.03 at (a).
Figs. 3.3, 3.4 and 3.5 are obtained for µ = −0.08, i.e. on the left hand side
vertical line in (a). The horizontal line in (b) for ε = 5 corresponds to the
case shown in Fig. 3.14. Each color interval of the lines (green, yellow or red)
corresponds to a particular type of solution. The arrows show the direction
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in which the parameters ε or β were changed when obtaining a bifurcation
diagram. When there is no arrow, the bifurcation diagram does not depend on
the direction of changing the parameter. The red solid circle in (a) represents
the location of the case shown in Fig. 3.9.
3.3.1 Bifurcation diagrams
As it was outlined in the introduction, we are interested in soliton dynamics
at the parameter regions adjacent to the regions of stable stationary solitons.
Firstly we concentrate on the regions close to the region of continuously self-
focusing radially symmetric solitons (region I). The existence of boundaries
manifests the instability of the stationary soliton and the corresponding bi-
furcation of the soliton into a different state. These boundaries are surfaces in
a five-dimensional parameter space (ν, δ, ε, β, µ). They can be visualized using
two dimensional plots with three of the parameters being fixed. Transitions
related to the loss of stability can take a multiplicity of different forms. Each
one has to be studied individually. For the purposes of the present chapter we
restrict to present the crossing of the boundary of stability at a single point and
in a single direction. We may expect that moving this point along the boundary
will leave the qualitative features of the transition being similar to the one that
we present when the point is still in close proximity to the original one.
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Figure 3.2: Bifurcation of an elliptic soliton from the self-focusing radially sym-
metric one.
One of the simplest bifurcations that we have found is the transition from a
radially symmetric solution to a soliton of elliptic shape that is also stable and
stationary. This transformation happens close to the blue region in Fig. 3.1(a)
on the short green vertical line with µ = −0.03. The bifurcation diagram for
such transformation is shown in Fig. 3.2. The beam with radial symmetry loses
its stability after the bifurcation (blue dashed curve in the diagram). This can
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be considered as an example of symmetry breaking bifurcation in the case of
2-D beams. Due to the symmetry of the equation 3.1 the long axis of the elliptic
soliton can have any direction in the (x, y)-plane, what causes the solution to
rotate. This elliptic soliton is the only stationary, although rotating, solution
different from the radially symmetric one that we were able to find for µ =
−0.03. It exists in a stripe (marked in red) above the upper boundary of the blue
region (region I). Depending on the initial conditions, the beam may oscillate
around the configuration with radial symmetry before finally converging to the
stationary beam of elliptic shape. An example of such oscillations for different
set of the equation parameters is given in section 3.3.3. Although in that case
the final stable solution is different.
Figure 3.3(a) shows, in red dotted line, the beam power of the solutions
obtained when we increase ε, starting from a radially symmetric solution at
ε = 0.2. The power Q increases continuously until an abrupt transition occurs
at ε ≈ 0.52. The latter is shown by the black arrow pointing up. It indicates
the transformation of the single soliton solution into a stable rotating double-
beam complex, which exists in the range of ε from 0.47 to 0.6. Thus, from here,
we can either increase or decrease ε and stay at the same branch of solitons.
Reaching further ε = 0.6, we observe a second bifurcation where Q takes a
continuous interval of values. It corresponds to pulsating and simultaneously
rotating double beams with an oscillating value of Q.
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Figure 3.3: (a) Q versus ε diagram as obtained when increasing (red dotted line)
or decreasing ε (blue dashed line). (b) magnification of a portion of the upper blue
curve around the hysteresis cycle between the two black arrows in (a). The red dots
in this case correspond to stationary beams of elliptic shape while the blue dashed
line corresponds to stationary beams without any radial symmetry. Typical examples
of these two types of solutions are plotted in Figs. 3.4(a) and 3.4(b) respectively for
the ε values indicated here with the red and blue arrows. Black vertical lines with
continuous values of Q in (b) correspond to pulsating localized solutions.
Alternatively, when we decrease the value of ε, Q follows the blue line.
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Two solutions can be observed in a certain interval of ε values, manifesting a
hysteresis phenomenon. Moreover, we can observe additional bifurcations in
this region which can be clearly seen if we magnify properly this region of ε (see
Fig 3.3(b)). When we move from right to left, three main transitions can be
clearly seen: i) transition from a double-beam complex (black solid line) to an
asymmetric comma-shaped solution (blue dashed line), both being stationary,
ii) transition to pulsating solutions (vertical lines indicating that Q takes a
continuous set of values) and iii) transition to elliptically shaped beams along
the red dotted line. The red and blue vertical arrows indicate the values of ε
for which the solution is plotted in Figs. 3.4(a) and 3.4(b) respectively. These
3D-plots illustrate the type of solutions that we obtain in the ranges between
the bifurcations. Fig. 3.4(a) shows the solution with an elliptic profile while
Fig. 3.4(b) shows the solution that looks as composed of two unequal beams
closely attached to each other. The profile would look more like a comma-
shaped on a contour plot.
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Figure 3.4: Solitons (a) of an elliptic shape and (b) without any radial symmetry
(comma shaped) for the values of ε indicated in Fig. 3.3(b) by the red and blue arrows.
Figure 3.3 shows that soliton solutions are highly sensitive to the change of
ε. Indeed, if we further magnify the scale of ε in Fig. 3.3(b) we will be able to
see more bifurcations. These are shown in Fig. 3.5. For the sake of clarity, we
just show here the maximal and minimal values of Q(z) denoted as QM and
Qm respectively. The green line at the left hand side of this plot corresponds to
rotating solitons with fixed elliptic profile. Their fixed, although rotating, shape
results in their fixed values of Q. The green line at the right hand side of the
plot corresponds to highly asymmetric solitons with the fixed shape of a comma
that are also rotating. Typical examples of the two shapes are shown in Fig. 3.4.
Several bifurcations appear in between these two regions. The first one, when
reducing ε appears as a transition from stationary solution to pulsating soliton
with a single period of pulsations. The resulting Q oscillates between the red
and blue curves that correspond to the maximal and minimal values of Q of the
pulsations. The oscillations of Q are very close to being harmonic for pulsating
solutions with a single period. The pulsations turn into period doubled ones
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at the second bifurcation in Fig. 3.5. As a result, the two curves split into
four at this point. Further reduction in ε results in the soliton evolution that
looks very much like chaotic before finally turning into an elliptically shaped
stationary solitons. Generally speaking, a myriad of other bifurcations may
occur at this short interval.
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Figure 3.5: A portion of the diagram in Fig. 3.3(b) with a magnified scale. In
this case only the maxima (QM ) and minima (Qm) of the beam power are shown.
The two branches for stationary solutions corresponding to solutions of elliptic shape
(left) or highly asymmetric solutions (comma-shaped) with constant Q are shown in
green. The red points represent the maxima of the curves Q(z) and the blue points
the minima. The data for this plot are obtained when decreasing ε. The period-
1 solutions bifurcate from the asymmetric solutions at ε = 0.45. Period-doubling
bifurcations appear at ε = 0.446. A much more complicated type of pulsations appear
at ε = 0.445. These look like a beating of the two types of stationary solutions (elliptic
and highly asymmetric).
3.3.2 Period-1 pulsating solitons
Pulsating solutions appear in dissipative systems as naturally as stationary
ones as they represent limit cycles of the infinite-dimensional dynamical sys-
tem (Akhmediev et al., 2001). For 1-D systems they are usually located near
the stationary solutions in the parameter space. The transformation of sta-
tionary solutions into pulsating ones occurs in the form of an Andronov-Hopf
bifurcation. Due to the relative simplicity of the soliton profile in the 1D case,
this bifurcation can be studied using a trial function approximation in combin-
ation with the method of moments (Tsoy & Akhmediev, 2005). In the 2D case,
the pulsating soliton profile can be much more complicated. In fact, in most
of the cases it lacks the radial symmetry, thus making the approximation with
a trial functions difficult. Radially symmetric pulsating solutions exist only in
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the vicinity of the region of continuously self-defocusing beams (region II). Near
the region I, the shape of pulsating solitons look similar to the examples shown
in Fig. 3.6. The soliton profile changes continuously upon propagation. The
profiles given in Fig. 3.6 are taken when the value of Q takes its maximal or
minimal value inside each period of pulsations. As we can see, in each case, the
beam lacks the radial symmetry.
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Figure 3.6: Pulsating 2D soliton profiles when the oscillating power Q takes its (a)
maximal and minimal values (dashed and dotted vertical lines in Fig. 3.7 respectively).
The beam power Q in this case is a periodic and almost harmonic function of
the propagation distance z. This function calculated for a fixed set of equation
parameters is shown in Fig. 3.7. The dashed vertical lines determine the value
of z for which the profiles in Fig. 3.6 are taken. Namely, the red dashed line
corresponds to a maximum of power Q while the blue dotted line corresponds
to a minimum of Q. The beam rotates, continuously, changing its profile at
the same time. The dissipative pulsating soliton in this example should be
considered as a two-soliton complex with continuous unsuccessful attempts to
split into two independent beams. In the particular case that is shown above,
one of the beams comprising the complex is weaker than the other one making
the structure asymmetric. In addition, the whole structure is rotating. In
fact, it is the asymmetry of the soliton that pushes it into a spiraling motion.
The periodicity itself has nothing to do with its rotation. The angular speed
of rotation is not related to the frequency of pulsations. Thus, the rotation
does not influence the periodicity in evolution of Q. The transversal motion of
the beam in one period, between two consecutive minima values, is sampled in
Fig. 3.8. This is not surprising because the momentum as well as the power Q
are not conserved in dissipative systems. The asymmetry of the beam causes
its motion because of the asymmetry in the energy flow across the soliton. The
asymmetry of the soliton changes with the speed different from the angular
speed of its rotation thus resulting in the average transverse motion.
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Figure 3.7: Periodic evolution of Q versus z for a pulsating soliton with a single
period. The red and blue vertical lines show a maximum and a minimum of Q. The
corresponding profiles are shown in Fig. 3.6(a) and Fig. 3.6(b) respectively.
Figure 3.8: Snapshots of one period beam evolution between two consecutive Q
minima values displayed in Fig. 3.7.
3.3.3 Elliptic beam oscillations
Soliton pulsations in the example of the previous section do not have any ra-
dial symmetry. The question arises whether pulsations that keep the radial
symmetry are at all possible around the region I. When shifting to a different
point (e.g., µ = −0.05) along the upper boundary of region I in Fig. 3.1(a) we
can find symmetric beam oscillations which, after some propagation distance,
end up being transformed into an elliptic shape solution. These are shown in
Fig. 3.9. The main plot shows the evolution of Q with z. Simulations started
from a two-dimensional elliptical Gaussian function at z = 0, namely
ψ(x, y, z = 0) = A0 exp
[
− x
2
w2x
− y
2
w2y
]
, (3.4)
with w2x = 1.2, w
2
y = 1.1 and A0 = 5.
As the parameters are chosen at the margin of stability of stationary solu-
tions, the beam cannot converge to the radially symmetric solution of Eq. (3.1).
Instead, the small initial asymmetry increases and after an initial transition,
the beam converges to a pulsating state without radial symmetry. The beam
still has radially symmetric profile when Q takes its maximum value but elong-
ates alternatively either in x or in y directions when Q takes its minimal value.
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Figure 3.9: Dissipative soliton oscillations in two transverse dimensions. The
solution converges to these oscillations at around z ≈ 120. The power oscillations are
shown in greater resolution in the upper left inset; they are almost harmonic. Color
plots in the lower left insets show the intensity profiles when Q reaches two consecutive
minima (left and right frames) and any maximum (central frame). The oscillations are
weakly unstable and are transformed into a stable configuration at z ≈ 260, consisting
of a twin soliton profile shown at the upper right inset that rotates around its center
of symmetry
Three consecutive color coded contour plots for the intensity profiles at the ex-
tremal points of Q(z) are shown in the lower left inset panels of the figure. The
orientation of the elongated profile changes from one consecutive minimum to
another one, as shown in the inset. Oscillations of Q are harmonic with high
accuracy as shown in the upper left panel of the figure which is a magnified
version of the Q(z)-plot between z = 100 and z = 110. These oscillations are
persistent and last from z ≈ 60 till z ≈ 260. However, the pulsating solution at
the chosen set of parameters is not completely stable and it is transformed into
another stable solution at the end of this interval. Namely, it is transformed into
another elongated structure which can be considered as a two-soliton complex.
The color contour plot for the intensity profile is shown in the upper right panel
of the figure. This beam is also rotating around the central point of its sym-
metry. Thus, we tend to think that pulsations that keep the radial symmetry
at any z do not exist around the region I. Additional studies are needed to give
a more definite answer to the question posed in the beginning of this section.
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3.3.4 More complicated pulsations
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Figure 3.10: Periodic evolution of Q versus z for three values of ε. As ε decreases
the maxima of Q increases as well as the separation between “bursts”. The red curve
is horizontal for large interval of values of z during which the solution is of elliptic
shape.
One of the distinctive features of the simple pulsations presented in the two
previous sections is the almost harmonic evolution of Q(z). This feature disap-
pears when we move into the visibly chaotic region in the center of the diagram
in Fig. 3.5. The beam evolution is still periodic but far from being harmonic.
Three examples of complicated evolution of Q(z) are shown in Fig. 3.10(a). The
three curves (blue, green and red) have a few common features. The power of
the beam experiences periodic bursts with preliminary oscillations of smaller
amplitude. The latter are preceded by intervals of almost constant Q. These
complicated changes of Q appear due to the involved evolution of the soliton
profile itself. The sequence of the beam evolution is shown in Fig. 3.10(b). In
the intervals with relatively small changes of Q, the profile takes an elongated
asymmetric shape. Due to the asymmetry, the beam center rotates in the trans-
verse plane. Subsequent oscillations of Q correspond to the appearance of two
maxima in the beam profile and a tendency to split the solution into two beams
with radiation waves shed around them. The beam profile at this stage has the
familiar comma shape. The bursts of power appear when the two beams are
separated by the maximal distance inside each period. The beam itself wanders
around with the center of mass moving in circles in the transverse direction.
Figure 3.11(a) shows the trajectory of the main maximum of the optical field
in one full period of evolution. The curve is plotted for the value of ε = 0.4446
that corresponds to the blue curve in Fig. 3.10(a). Fig. 3.11(b) reproduces
more clearly one period of evolution of Q for ε = 0.4446. The “quiet” stage of
evolution with almost constant Q is shown in Fig. 3.11(a) in blue line while the
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“turbulent” stage of evolution, when Q changes substantially, is shown in green
line. The latter corresponds to the interval in Fig. 3.11(b) enclosed inside the
green rectangle. The beam moves intermittently from one position to another
one inside this green interval. The beam rotates but stays almost at the same
position outside of the green box where Q hardly changes. The blue trajectory
in Fig. 3.11(a) is a circle rather than a point because the maximum of the
field is shifted relative to the center of mass of the beam. To complete the
description we should add that the evolution of Q is strictly periodic rather
than intermittent.
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Figure 3.11: Periodic evolution of the solution for ε = 0.4446 (blue curve in
Fig. 3.10). The green trajectory in (a) corresponds to the green zone in (b).
Figure 3.12: (Upper row) Dynamic beam evolution during its last rotation before
crossing the green zone in Fig. 3.11(b). (Lower row) Color map plots for the first
beam rotation after crossing the green zone. The position of the beam is transversally
shifted.
Similar behavior can be observed in a small band of ε values from 0.4446
to 0.4451. Six consecutive periods of evolution of the beam for ε = 0.4449 are
shown in Fig. 3.13. Each of the six periods is depicted in a different color. The
evolution of the power Q is identical in each of the periods. The trajectory of the
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maximum of the optical field in each period is similar to the one shown above.
Each time, it converges to a circle whose center shifts to another position from
one period to the next. The shifts are regular and all circles are located around
a fixed point in space. So, in average, the beam stays at the same place in
space. The fast part of the trajectory is sensitive to numerical errors. Thus, the
boundaries of the used numerical grids are taken to be far away from the beams
and calculations have been repeated with several grid sizes and step lengths to be
sure that no numerical artifacts are presented here. The snapshots in Fig. 3.12
accounts for (upper row) last rotation before the beam leaves the “quiet” zone,
and the (lower row) first rotation after the beam leaves the “turbulent” zone.
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Figure 3.13: a) Trajectory of the peak intensity of the solutions in the (X,Y) plane
and b) evolution of Q versus z. Six periods are plotted, each with a different color.
The position of the solution behaves somehow chaotic.
3.3.5 Beam evolution around the region of
continuously self-defocusing beams
As the last example, we consider the soliton evolution next to the region of
continuously self-defocusing beams (region II) shown in Fig. 3.1(b). The beam
evolution is similar across the whole lower left boundary (black solid curve).
Thus, we consider a single line of exit from this region at ε = 5 (tri-color arrow
in the top of Fig. 3.1[b]). The beam is transformed into a pulsating one on the
yellow part of the arrow and further into the exploding soliton at the red part
of the arrow. However, our simulations show that upon these transformations
the beams do not lose the radial symmetry.
A typical example of bifurcation diagram when moving along the tri-color
line out of the region of stationary beams is shown in Fig. 3.14. The power Q
is finite and stays constant in z at values of β higher than 0.55. At β ≈ 0.55,
we observe an Andronov-Hopf bifurcation where the beam starts to pulsate.
These pulsations are revealed with the splitting of the Q value into a maximum,
QM , and a minimum Qm values in the bifurcation diagram. This occurs at
3.3 Bright solitons in dissipative media 53
0.3 0.5 0.7
0
50
100
150
****
*
*
*
*
**
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
**
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
**
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
***
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
***
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
**
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
**
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
++++
+
+
+
++
+
++
+
+
++
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
++
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
++
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
++
++
+
+
+
+
+
++
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
++
++
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
++
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
+
+
+
++
++
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
++
+
+
++
+
+
+
+
+
+
++
+++
+
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
++
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
++
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
++
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
++
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
++
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
++
+
+
++
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
++
+
++
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
++
+
+
+
+
+
+
+
++
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
++
+
+
+
+
+
+
+
+
+
+
+
δ = − 0.045 , ε = 5.0
ν = − 0.08 , µ = − 0.05
β
Q
M
,
m
0 0.5
0
50
100
z
Q
Figure 3.14: Bifurcation diagram at the boundary of the region II. An Andronov-
Hopf bifurcation of a stationary self-defocusing beam into a pulsating one occurs at
β = 0.55. The inset shows the power evolution with z for two cases: β = 0.42
(magenta) and β = 0.4 (amber). In the interval 0.41 < β < 055 the beam is pulsating.
The Q(z) curve is harmonic. The evolution is chaotic at the values of β < 0.41. The
Q(z)-curve (amber) reveals the beam explosions.
β ≈ 0.55. An example of oscillating Q(z) is shown in the inset of Fig. 3.14 by
the magenta dashed curve. It is taken at β = 0.42. This value of β is indicated
by the vertical dashed line in the bifurcation diagram itself. As mentioned,
the beam stays radially symmetric in these pulsations. Any perturbation with
radial asymmetry vanishes on propagation.
Figure 3.15: Snapshots for one period of the evolution corresponding to pulsating
solution located at β = 0.42 in Fig. 3.14. The period has been sampled in five steps
At lower values of β, the evolution becomes chaotic. This happens below
β ≈ 0.41. Then instead of just two values of Q, we have a wide band of them
corresponding to local maxima and minima of Q. The beam in this region
becomes exploding. Its width increases dramatically to high values and the
corresponding power also increases. The soliton explosions are similar to those
observed in the (1+1)D case (Soto-Crespo et al., 2000a; Akhmediev et al., 2001).
They occur intermittently and each explosion is different from the previous one.
The increase of Q for one explosion is shown in the inset of Fig. 3.14 with
the amber curve. The radial symmetry is lost at the explosion point but it is
restored again in returning back to a beam with radial symmetry. The snapshots
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in Fig. 3.15 accounts for the evolution displayed in the inset of Fig. 3.14. This
complex dynamic correspond with the amber curve, and it has been sampled in
five steps.
These two types of evolution are the only ones that we were able to observe
near the region of existence of self-defocusing beams.
3.4 Vortex solitons in dissipative media
In a light wave, a phase singularity is known to form an optical vortex. The in-
tensity of the field is null at the singular point and its phase takes all the values
between 0 and 2pi. Vortex solitons can exist both in continuous (Tikhonenko
et al., 1998; He et al., 2008; Neshev et al., 2008) and periodic media (Alexander
et al., 2004; Yang, 2004; Kartashov et al., 2005; Wang & Yang, 2008). Under
certain circumstances self-trapped localized states can exits as dips or holes,
carrying a phase singularity, in a large-amplitude wave background. They are
called dark vortex solitons (Kivshar & Luther-Davies, 1998). However, most
of the studies have been restricted to optical vortices that are nested in bright
beams on a zero intensity background (G. A. Swartzlander & Law, 1992; Tik-
honenko & Akhmediev, 1996). The requirement of zero field at the center of the
beam converts them into ring structures. These can exist as exact solutions of
nonlinear wave equations. Vortex ring solitons with high value of vorticity are
of special interest (Towers et al., 2001). Their stability in conservative media
is a controversial issue (Michinel et al., 2001, 2004). Generally, ring structures
in conservative media have been found to be unstable with respect to the mod-
ulation instability (Soto-Crespo et al., 1991). The result of such instability is
usually the filamentation of the beam. In this respect, we should note that the
stability properties of vortex solitons in dissipative media (Crasovan et al., 2001;
Fedorov et al., 2003; Rosanov, 2005; Mihalache et al., 2008) are quite different
from those in conservative media.
We have found families of ring solitons with arbitrary vorticity, (S), including
higher-order ones (S > 2). For each S, there is a variety of such solutions with
the ground state being a stable ring with azimuthal symmetry. The radius of the
ring grows with increasing S. They are stable and stationary in large regions
of the parameter space. Other types of solutions with the same S bifurcate
from the ground state branch at certain values of the parameters. When the
vortex ring solitons lose their cylindrical symmetry, they become modulated and
exhibit a number of amplitude maxima along the ring. This number is usually
equal to the value of the vorticity plus one, i.e. S + 1. Generally speaking,
vortex solitons without cylindrical symmetry exist in narrower regions of the
parameter space and their shapes vary. They remain as a complete ring but
acquire a nontrivial azimuthal structure. The ring itself may pulsate and rotate
simultaneously or can be involved in only one of these motions. The dynamics
of the highest complexity is a chaotic one.
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Figure 3.16: The powerQ vs ε for the radially symmetric vortex dissipative solitons
with S = 1, 2, 3, 4 and 5. Note the logarithmic scale along the vertical axis.
We started our simulations finding only radially symmetric solutions. Usu-
ally these solutions occupy finite, relatively large regions in the parameter space.
Solutions with different values of S may exist simultaneously at the same set of
the equation parameters. Moreover, the regions of existence of vortex solitons
with different S roughly coincide. Only the edges of these regions vary slightly
with the value of S. This can be seen from Fig. 3.16 which shows the power, Q,
versus ε for radially-symmetric vortex solutions of different vorticity. The set of
parameters used in these simulations are shown inside the figure. For a given ε
value, the power Q of these solutions is proportional to S with high accuracy,
i.e. the solution with vorticity S > 1 has virtually S times the power of the
vortex soliton with S = 1. The examples for values of S from 1 to 5 allow us
to conclude that ring vortex solitons with S higher than 5 must also exist. At
higher values of S, the solutions are gradually transformed into round stripes of
finite width. Thus, at higher S, their stability is related to the stability of the
stripe. This means that ring vortex solitons can exist for any higher S value.
The region of existence for ring vortex solitons is relatively large in every
direction in the parameter space. Even if the parameters are moved well away
from those given in Fig. 3.16, the curves have similar width in ε domain. In
the rest of this section, we use the set of parameters (δ = −0.1, β = 0.1, µ =
−0.04, ν = −0.02) and change only ε to observe the bifurcations. For this set
of parameters, radially symmetric solutions with any particular S also exist
in a finite range of ε values. Beyond that range we can observe other types
of solutions. These include solutions with broken radial symmetry and non-
stationary localized rings. They can be found when, starting from a symmetric
vortex solution, we continuously change one of the equation parameters fixing all
the others. At a point of bifurcation, the radially symmetric solution ceases to
be stable, and a qualitatively new type of solution appears. The transformations
and their location in the parameter space depend very much on the value of S.
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Therefore, in what follows, we consider separately the bifurcation diagrams for
each S.
3.4.1 Ring vortex solitons with S = 1
Using the set of parameters given in the previous section, we have found a
variety of stable ring solitons with vorticity S = 1 and the ranges of their
existence in the ε domain. These ranges are presented in Fig. 3.17 with the
color curves in the Q(ε) diagram. Different colors indicate different types of
solution. Namely, vortex solutions that are represented by the red curve are
radially symmetric, while the blue and green curves represent vortex solitons
with broken radial symmetry. In particular, the green dashed curve corresponds
to unstable stationary solutions, the green solid line stands for stable stationary
ones, and the blue stripe represents stable pulsating ring structures. The finite
width of this stripe shows the range of Q-values that the soliton takes in its
oscillations.
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Figure 3.17: Power Q versus ε diagram for the ring solitons with vorticity S =
1. The red and blue curves and the solid part of the green curve correspond to
stable solutions, while the dashed green one is for unstable ones. Solutions on the red
curve have a radially symmetric amplitude profile while other solutions are radially
asymmetric. The yellow inset in the lower right corner is a magnification of the curves
enclosed into the small yellow rectangle in the upper left part of the main diagram.
This magnification shows more clearly the bifurcation of the pulsating vortex solutions
(blue stripe) from the stationary radially asymmetric ones (green curve).
In order to plot these curves, we started the numerical simulations at the
point ε = 0.88 using the initial conditions (3.3). From this point, we moved step
by step in the directions of decreasing and increasing ε and found new solutions
using the solution at the previous point as initial condition for the new point.
When ε is decreased below 0.80, the radially symmetric vortex solution loses
its stability and transforms itself into a vortex soliton without radial symmetry.
3.4 Vortex solitons in dissipative media 57
This transition is shown by the black vertical arrow pointing at a solid dot on the
green dashed curve. Solutions on the dashed part of the green curve occurred
to be weakly unstable. They are transformed upon farther propagation into
pulsating vortex ring solitons. This transformation is shown by the smaller
black arrow above the first one.
Starting the simulations with this new radially asymmetric solution as initial
condition, we can plot the Q(ε) curves for these branches of solitons in the same
way as described above, i. e. increasing and decreasing ε in small increments.
For clarity, the part of the curves enclosed into the small yellow rectangle in
the upper left corner of the diagram is magnified and plotted separately in the
lower right hand side yellow panel of Fig. 3.17. This inset shows clearly the
bifurcation of the pulsating solutions from the stationary radially asymmetric
ring solitons. The latter solutions turn to be unstable to the left of the point
of bifurcation (i. e. on the dashed green line). The instability occurred to
be weak and these solutions still can serve as temporary attractors for initial
conditions that are close to the radially symmetric solitons of the red curve.
This is why the transition shown by the black arrow stops temporarily at the
solid green circle before the solution is further transformed into the pulsating
soliton of the blue stripe. Radially asymmetric vortex solitons exist up to the
point ε = 0.821. Further increase of ε transforms them into radially symmetric
ring solitons. This transition is shown by the black arrow directed down to the
red curve. The two arrows enclose the hysteresis cycle.
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Figure 3.18: 2D vortex soliton profiles for S = 1 for the equation parameters,
written in the upper left part of the figure. In the cases (a) and (b) the power, Q is
constant, while for (c) the power is a periodic function of z, as it is shown on top of
the panel (c).
Soliton profiles in the (x, y) plane for the three types of solutions described
above are presented in Fig. 3.18. The color of the plot corresponds to the color
of the curve in Fig. 3.17 to which they belong. All profiles are calculated for the
same set of equation parameters. They are given on the top of the figure. The
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Figure 3.19: (Upper row) Contour color plots of the soliton profiles shown in
Fig. 3.18. (Lower row) Contour color plots of the phase profiles for the same solutions.
profile shown in red is radially symmetric while the solutions (b) and (c) are
not. The profile in (b) still has two-fold azimuthal symmetry which is lost in
further transformations. The two latter solutions rotate on propagation. The
profile (c) also changes periodically in z. Consequently, the power Q oscillates
as shown in the upper blue panel in (c).
Contour color plots of the same soliton profiles are shown in the upper row
of Fig. 3.19. This plot shows clearly that the solitons of the red branch are
radially symmetric while the solitons of the blue and green branches are not.
The lower row of Fig. 3.19 shows the phase contour plots for each solution. In
each case, the phase increases by 2pi in one rotation around the center of the
ring. The snapshots sequence recorded in Fig. 3.20 illustrates a quarter-period
of the clockwise rotation of this solution.
Ordinary bell-shaped solitons with zero vorticity also exist at this range of
parameters. They are not shown here because the power Q for them is much
below the scale of Fig. 3.17. Namely for the equation parameters presented in
Fig. 3.17, they are stable in the interval of ε values: [0.30, 0.89]. This means
that if any of the ring vortex solitons loses stability for one or another reason
inside the above interval, it will be transformed into a finite number of plain bell-
shaped dissipative solitons. The process is similar to a small scale filamentation
of the rings (Soto-Crespo et al., 1991).
3.4.2 Ring solitons with S = 2
Following the same procedure as above we have obtained the regions of existence
of vortex solitons with S = 2 for the same set of parameters as in the previous
case. These regions are presented in Fig. 3.21 by the red and blue curves. In
contrast to the case S = 1, we have only two branches of ring vortex solitons.
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Figure 3.20: Snapshots of dynamical evolution of the soliton profile shown in
Figs. 3.18(c). The sequence corresponds with quarter-period of the clockwise rotation
of this solution.
The red curve corresponds to solitons with circular symmetry while the radially
asymmetric solitons are shown with the blue curve. In each case, the solutions
have constant power, Q, at any fixed ε although radially asymmetric solitons
may change the shape in propagation. In particular, the solitons represented
by the blue curve are close to have a triangular shape with three maxima. In
addition, this triangular structure rotates with a constant angular velocity.
0.73 0.78 0.83
85
95
δ = - 0 . 1 ,  β = 0 . 1
ν = - 0 . 0 2 ,  µ = - 0 . 0 4
S = 2
ε
Q
Figure 3.21: Regions of existence of vortex solitons with S = 2. The red curve
corresponds to the radially symmetric ring solitons. Solitons represented by the blue
curve are radially asymmetric. The thick filled green circle indicates the location, in
the parameter space, of the vortex soliton whose intensity and phase profiles are shown
in Fig. 3.22.
An illustrative example of this class of ring vortex solitons is shown in
Fig. 3.22. This example corresponds to the thick filled green circle in Fig. 3.21.
The soliton with S = 2 has approximately the same amplitude as the one with
S = 1 as it is mainly defined by the values of the dissipative parameters δ, ε
and µ. However, they occupy a wider space in the (x, y)-plane, thus resulting
in the higher values of their power, Q. Another difference from the case S = 1
is that the regions of existence in the ε-domain are shifted to smaller values of
ε. This is due to the choice of the system parameters which are different from
those presented in Fig. 3.16.
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Figure 3.22: Radially asymmetric ring vortex soliton with S = 2. (a) 3D plot
of the intensity profile. (b) Color contour plot of the same intensity profile in the
transversal plane. (c) Color contour plot of the phase profile. The system parameters
are chosen at the thick filled green circle in Fig. 3.21.
Radially asymmetric solitons on the blue curve are stable. An unstable
branch may also exist. It would be natural for this curve to start as a bifurcation
at the red curve. However, our numerical technique does not allow us to find
these solutions. When changing ε and reaching the right hand side limit of the
blue curve, we found a direct transformation of the radially asymmetric ring
solitons into the radially symmetric solitons of the red branch. The reverse
transformation occurs at the leftmost point of the red curve.
A remarkable feature of the radially asymmetric ring vortex soliton is a
three-fold azimuthal bending symmetry along with the specific amplitude mod-
ulation. Namely, the number of maxima along the soliton ring is 3 rather than 2.
The same type of modulation is observed for radially asymmetric ring solitons
with S = 1 and S = 3. Namely, the number of maxima is equal to S + 1 (see
below for the case S = 3). Clearly, the bending symmetry and the amplitude
modulation are more related to the length of the ring rather than to its vorti-
city. In conservative systems, the ring structure can be split into a number of
separate beams that depends on the ring diameter (Soto-Crespo et al., 1991).
The latter is defined by the growth rate dependence on the spatial frequency
of the modulation. In contrast to higher-order beams in conservative media,
here, the modulation of the ring dissipative solitons is incomplete, and the ring
structure of the soliton does not actually split it into separate beams.
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3.4.3 Ring solitons with S = 3
The regions of existence of ring solitons with S = 3 are shown in Fig. 3.23.
Although the radially symmetric ring solitons may have very similar curves for
their regions of existence independent of S, their bifurcations into the radially
asymmetric ring structures vary significantly with S. The color notations for
the curves in Fig. 3.23 are the same as in the previous examples. In the case of
S = 3, the stable radially asymmetric solutions are completely separated in the
ε-domain from the stable radially symmetric solutions. Namely, the solid part of
the red curve starts when the solid part of the blue curve ends, i.e. the radially
symmetric solutions become unstable when the radially asymmetric solutions
appear.
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Figure 3.23: Regions of existence of vortex solitons with S = 3. The solid (dashed)
red curve represents stable (unstable) radially symmetric solitons. The solid blue and
green curves correspond to stable radially asymmetric ring solitons while the blue
dashed curve stands for unstable ones.
All solutions presented in Fig. 3.23 have fixed power Q at any given ε. We
did not find pulsating solitons in the region of ε shown in Fig. 3.23. The solitons
of the branch colored in blue have four-fold bending symmetry. They become
unstable when another type of solitons, completely asymmetric, appear. They
are represented by the green branch. In this region, solitons with four-fold
bending symmetry are unstable which is shown by a dashed blue line. The
growth rate of the instability is small and this allows us to find them using our
technique. Two illustrative examples of the solutions with S = 3 can be seen in
Figs. 3.24(a) and (b). Figure 3.24 shows the intensity profiles of the two radially
asymmetric solutions for ε = 0.74.
Each profile is modulated with four maxima and in Fig. 3.24 they might look
similar to each other. The difference can be seen clearly from Figs. 3.25(a1) and
3.26(b1). While the solutions of the blue branch possess a four-fold azimuthal
symmetry having roughly a square shape in the transverse plane, the solution
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Figure 3.24: 3D intensity profiles of the radially asymmetric ring vortex solutions
whose location in the parameter space is indicated in Fig. 3.23 by the gray filled
circles. The two profiles belong to (a) the green and (b) the blue branches of solitons
in Fig. 3.23 respectively. The green profile is stable while the blue one is slightly
unstable and converges, on propagation, to the green one. The profile (b) has four-
fold bending symmetry while the profile in (a) is completely asymmetric. Figs. 3.25
and 3.26 shows more clearly the difference between them.
(a1)
(a2)
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(a2)
Figure 3.25: (Upper row) Color map plots of the intensity and phase profile of the
ring soliton with S = 3 shown in Fig. 3.24(a) and corresponds to the lower grey filled
circle in Fig. 3.23. (Lower row) Snapshots of dynamical evolution for this solution. The
sequence corresponds with quarter-period of the clockwise rotation of this solution.
shown in green does not have that symmetry. The phase profiles correspond-
ing to these solutions are shown in Figs. 3.25(a2) and 3.26(b2). The intensity
evolution of the beam, in both cases, is recorded in the (lower row) associated
snapshots sequence.
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(b1)
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Figure 3.26: (Upper row) Color map plots of the intensity and phase profile of the
ring soliton with S = 3 shown in Fig. 3.24(b) and corresponds to the upper grey filled
circle in Fig. 3.23. (Lower row) Snapshots of dynamical evolution for this solution. The
sequence corresponds with quarter-period of the clockwise rotation of this solution.
3.4.4 Ring solitons with S = 4
As the vorticity of the ring increases, so does the power of the solutions. This
is basically because their diameter becomes larger while the width of the ring
is kept essentially constant. Apart from that, the power versus ε diagrams
for radially symmetric solitons look almost similar for all S. However, the
transformations to solutions with broken symmetry become more complicated
for higher values of S. Thus, the bifurcation diagrams are also becoming more
complicated.
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Figure 3.27: Bifurcation diagram for the ring vortex solitons with S = 4. The
upper left yellow inset is a magnified part of the diagram in the lower small yellow
box. In the inset, instead or representing the allowed values of Q on propagation, only
maxima (red) and minima (blue) of Q(z) are shown
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Among the cases S = 1, 2, 3 and 4, we found the most complex bifurcation
diagram for the case S = 4. It is shown in Fig. 3.27. As on the previous
diagrams, the red line corresponds to the solutions with radial symmetry. The
bifurcation into ring solitons with broken radial symmetry occurs at the edge
of this range at ε ≈ 0.76. The solid blue line corresponds to stable stationary
solitons without radial symmetry.
For each ε, they have a fixed value of power Q. These solutions have a
pentagonal shape close to the bifurcation point ε ≈ 0.76. Five-fold symmetry
disappears at lower values of ε and the shape of the solution becomes totally
asymmetric. This is illustrated in Fig. 3.28. While the solution for ε = 0.75
(b), close to the bifurcation point still has approximately a pentagonal shape,
the one for ε = 0.73 (a) does not have any particular symmetry. In each case,
the ring has 5 intensity maxima.
Bifurcation into pulsating solitons occurs at ε ≈ 0.727. This point corres-
ponds to the right hand side limit of the lower little yellow box in Fig. 3.27. A
magnified portion of this part of the bifurcation diagram is shown in the upper
yellow inset of Fig. 3.27. In this inset, instead of representing the allowed values
of Q, we show the maxima in red, QM , and minima Qm, in blue, of the function
Q(z). These values are taken when they become fixed after the solution has
converged to a pulsating soliton and any transitional behavior between the ini-
tial conditions and the final state has vanished. Oscillations occur with a single
frequency when ε is close to the point of bifurcation. More frequencies appear
at lower values of ε, thus resulting in wider stripes for maxima and minima. The
motion becomes chaotic at ε around 0.715. Bifurcation into a chaotic pulsation
results in two stripes mixed into a single wide band of Q values. In this example,
we have a continuous transition into a chaotic state by increasing the number of
frequencies involved in the dynamics rather than through a sequence of period
doubling bifurcations (Akhmediev et al., 2001).
ε=0.73
(a)
ε=0.75
(b)
Figure 3.28: Two examples of radially asymmetric ring solitons with S = 4.
In order to show the multi-frequency dynamics of the oscillations of the ring
solitons in the region of ε below 0.76, we present some illustrative Q(z) curves in
Fig. 3.29. These curves are plotted for the values of ε shown by the three vertical
colored stripes in Fig. 3.27 (light blue, magenta and orange). The corresponding
curves in Fig. 3.29 have the same colors. The light blue line with constant Q
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Figure 3.29: Evolution of Q for stationary (light blue curve), quasi-periodic pulsat-
ing (magenta) and chaotic (orange) vortex solitons. The colors correspond to the thick
vertical lines in Fig. 3.27.
shows that the ring soliton at this ε has a fixed power despite the fact that the
ring soliton has lost its radial symmetry. The curve in magenta shows a multi-
frequency dynamics of a pulsating ring soliton. Finally, the orange curve shows
a completely chaotic behavior of the solution at ε = 0.72. We should note that
there can be intermediate bifurcations where new frequencies are added into the
dynamics. However, the density of these bifurcations are high along the ε axis
and cannot be well distinguished in our numerical simulations.
3.4.5 Ring solitons with S = 9
As it can be seen from Fig. 3.16, ring solitons have a wide range of existence
which does not shrink with increasing the vorticity S. This fact allows us
to conclude that ring solitons exist for any higher integer value of S. The
fundamental mode always has radial symmetry. The modes which have lower
symmetry bifurcate from the fundamental mode. Clearly we can present only
a limited number of examples. Thus, to confirm the existence of ring solitons
with higher values of S, we conclude this section with the case S = 9. Firstly,
we confirmed that radially symmetric rings do exist in the region of parameters
comparable in size with the regions for low values of S. Secondly, we have found
the sequence of complicated bifurcations which are not shown here because of
the extreme complexity of the bifurcation diagram. Instead, we present just
one example of the ring soliton profile. Namely, we have chosen the case, which
gained a few new striking features as a result of several bifurcations.
The first bifurcation is usually related to modulation instability. It creates a
modulated structure along the ring with a number of maxima that can coincide
with S + 1 but can also be different from that. In fact, in the case presented
here (Fig. 3.30), the number of maxima does coincide with S. This modulated
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Figure 3.30: (a) Three-dimensional plot of the ring soliton with S = 9 for ε =
0.745. Color contour plots of (b) the intensity and (c) the phase of the same vortex
dissipative soliton.
structure can be seen in Fig. 3.30(a). Another bifurcation results in the loss
of radial symmetry and creates the bending structure. In the case shown in
Fig. 3.30(b), the soliton still has four-fold bending symmetry. This can also be
lost in subsequent bifurcations. However, what remains constant in all trans-
formations is the vorticity S. The value S = 9 can easily be counted from the
phase profile of the soliton in Fig. 3.30(c).
0 100 200
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Q
Figure 3.31: Double periodic evolution of Q vs z for vortex dissipative soliton with
S = 9 (blue curve). The yellow inset on the top of the figure shows a magnified part
of the blue curve enclosed into a small yellow box to the right of z = 0.
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Subsequent bifurcations add oscillations into the structure, thus forcing the
soliton to pulsate. After a set of bifurcations, the ring soliton with S = 9
becomes a pulsating solution with two frequencies. These two frequencies are
clearly seen in Fig. 3.31 that shows evolution of Q along z for this pulsating
solution. One of them is related to the fast rotation of the modulated structure
clockwise around the ring. The lower frequency is related to the rotation of the
four-fold azimuthally bended structure, Fig. 3.32(a), in the anti-clockwise direc-
tion. Fig. 3.32(b) show the nine maxima along the ring, only the field intensities
that exceed the value 0.95 of the absolute maximum of the field intensity are
shown. Each of the two frequencies appears as a result of a separate bifurc-
ation similar to those presented in the diagrams for lower values of S. When
increasing S however, the complexity of the bifurcation diagrams also increases.
Nevertheless, the ring structure is preserved through all the bifurcations. The
ring solitons gradually lose higher-order symmetries and become complicated
both in shape and in its dynamics. As a final complication, the motion of the
ring may become chaotic.
These features are characteristic for the ring solitons with values of S higher
than 9. The radius of the ring increases with S but the amplitude of the ring
stays the same. Thus, the power inside the ring increases roughly linearly with
S. There is an infinite number of them but we have to limit ourselves to the
lowest order ones. This last case concludes our presentation of the dissipative
ring vortex solitons and their properties.
Figure 3.32: Color map plots with intensity profile for radially asymmetric rotating
soliton with S = 9. (a) Dissipative vortex soliton with four-fold bending symmetry.
(b) Nine maxima of the same solution.
3.5 Summary
We have analyzed the existence of two-dimensional beams and their evolution
in dissipative continuous media. In particular we addressed the identification of
subspaces, beyond the two main regions of existence of stable stationary beams
with radial symmetry, where complex and exotic dynamics appear.
Close to the region of stable continuously self-focusing solitons (region I
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of ground state solitons) we have found several types of bifurcations. (1) Bi-
furcation into a stable stationary beam of elliptic shape. (2) Bifurcation into
pulsating beams with harmonic pulsations or more complicated pulsations with
highly involved shape evolution. Beams can be pulsating and rotating simul-
taneously. Near to the region of stable stationary continuously self-defocusing
beams (region II of ground state solitons), the soliton keeps its radial symmetry
after the bifurcation. Beams in this case are pulsating but stay radially symmet-
ric. Pulsating beams can further be transformed into exploding ones, that loose
the radial symmetry at the moment of the explosion but recover the original
profile between the explosions.
In addition, we studied (2+1)D ring self-localized vortex structures. We have
found regions of stability for ring solitons with vorticity S ranging from 1 to 5
and additionally for S = 9. They can also pulsate periodically or chaotically.
Despite all these transformations, they remain stable as a single ring with given
S.
“Y por amor a la memoria llevo sobre mi cara
la cara de mi padre (Yehuda Amijai)”
Hector Abad Faciolince - El Olvido que Seremos
4
Discrete Media Case
Self-localized structures, usually termed discrete solitons, have been predicted
and observed for one- and two-dimensional nonlinear photonic lattices. In the
previous decade, coherent structures were predicted (conservative cubic model)
and experimentally obtained in studies of photorefractive crystals in nonlinear
optics (Efremidis et al., 2002; Sukhorukov et al., 2003), and droplets of optical
lattices in Bose-Einstein condensates (Cataliotti et al., 2001, 2003). Several
patterns have been unveiled in lattices induced with a self-focusing nonlinearity,
namely: discrete dipole (Yang et al., 2004b), quadrupole (Yang et al., 2004a),
necklace (Yang et al., 2005) and discrete vortices (Fleischer et al., 2004; Neshev
et al., 2004). Such structures have a definite potential to be used as carriers for
data transmission and processing all-optical communication schemes.
By using different continuation methods, we unveil a wide region in the para-
meter space of the discrete complex cubic-quintic Ginzburg-Landau (CQGL)
equation, where several families of stable vortex solitons coexist. All these
stationary solutions have simultaneously two different topological charges for
two different closed loops encircling, i.e., centered at, the singularity. Their
regions of existence and stability were determined, and corroborated directly
through propagation. We also discover the dynamical formation of a variety of
“bound-state” solutions, composed of two or more of these vortex solitons. All
of these stable composite structures persist in the conservative cubic limit, for
high values of their power content. Additionally, we have analyzed the relation-
ship between dissipation and stability for a number of solutions, finding that
dissipation favors the stability of the vortex soliton solutions.
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4.1 Introduction
The study of discrete systems has been a hot topic in the last years due both
to its broad impact in diverse branches of science and its potential for technolo-
gical applications (Vicencio et al., 2003; Campbell et al., 2004; Flach & Gorbach,
2008; Lederer et al., 2008). Nonlinear periodic structures offer alternative ways
to control light propagation by modifying its diffraction properties through the
modulation of its refractive index. For instance, periodic arrays of optical wave-
guides can create a novel kind of devices in which new types of spatial solitons
can be generated and studied experimentally. The properties of spatially local-
ized modes in a waveguide array are usually analyzed in the framework of a set
of coupled-mode equations, each equation representing the soliton amplitude in
a specific waveguide but coupled to the neighboring waveguides.
For instance, photonic crystals are structures of alternating refractive in-
dex that provide unprecedented control over light fields propagating through
them; recent works show that lasers with square-lattices photonic crystal cavities
posses enhanced functionality and performance when compared to conventional
lasers (Altug et al., 2006). These systems can be analyzed in the framework
of a set of coupled linear equations, which in solid-state physics is known as
the tight-binding approximation, while in an optics context, it is known as the
coupled-mode approach. This concept also appears in other contexts, such as
the study of nonlinear dynamics of a Bose-Einstein condensate in optical lat-
tices (Trombettoni & Smerzi, 2001). Stationary solutions obtained through this
framework are called discrete solitons. In particular, discrete vortex solitons
in conservative systems have been reported on several theoretical and experi-
mental works (Malomed & Kevrekidis, 2001; Neshev et al., 2004; Are´valo, 2009;
Desyatnikov et al., 2011), while dissipative discrete solitons have been found,
analytically and numerically, in one dimensional waveguide arrays (Soto-Crespo
et al., 2003; Maruno et al., 2005; Efremidis et al., 2007a).
In this chapter we report the finding of a wide region in the parameter space,
of the discrete complex CQGL equation, where different discrete vortex solitons
coexist. Almost all the individual solutions we examine in this chapter posses
simultaneously two topological charges. We have studied their interactions and
as a result the formation of bound states. In particular, we have found different
families of these self-localized solutions. We studied their stability and found
stable vortex families for S = 1, S = 3 (symmetric) and S = 2 (asymmetric)
topological charges for the same set of equation parameters. In addition, we
found novel solutions in which two topological charges coexist, such as solutions
with swirl spatial configuration. They posses S = 1 and S = 3 topological
charges simultaneously. Another kind of these vortex solutions posses S = 2
and S = 6 topological charges and its spatial configuration looks like a square
rotated pi/4 on the cartesian plane. Additionally, we have studied the form-
ation and stability of bound states formed by at least two of those solutions
described previously. We found here that the composite structure keeps the two
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topological charges feature, and increases its value.
Finally, we have selected some solutions of the whole set to analyze what
happens when the dissipation is suppressed in the discrete complex CQGL equa-
tion. We have found that the stability regions shrink, and only solutions with
high optical power remain stable.
4.2 Statement of the problem
Optical beam propagation in nonlinear, periodical two-dimensional waveguide
arrays can be modeled by the following equation:
iψ˙m,n + Cˆψm,n + |ψm,n|2ψm,n + ν|ψm,n|4ψm,n =
iδψm,n + iε|ψm,n|2ψm,n + iµ|ψm,n|4ψm,n . (4.1)
Equation (4.1) is the discrete version of the complex CQGL model, Eq. (3.1),
for continuous media analyzed in chapter (3). Here, ψm,n is the complex field
amplitude at the (m,n) lattice site and ψ˙m,n denotes its first derivative with
respect to the propagation coordinate z. The set
{m = −M, ...,M} × {n = −N, ..., N},
defines the array, with 2M + 1 and 2N + 1 being the number of sites in the
horizontal and vertical directions, respectively. The tight binding approximation
establishes that the field propagating in each waveguide interacts linearly only
with nearest-neighbor fields through their evanescent tails. This interaction is
described by the discrete diffraction operator
Cˆψm,n = C(ψm+1,n + ψm−1,n + ψm,n+1 + ψm,n−1),
where C is a complex parameter. Its real part denotes the strength of the
coupling between adjacent sites and its imaginary part denotes the gain or loss
originated by this coupling. The nonlinear higher-order Kerr term is represented
by ν while ε > 0 and µ < 0 are the coefficients for cubic gain and quintic losses,
respectively. Linear losses are accounted for a negative value of δ.
In contrast to the conservative discrete NLS equation, the optical power,
defined as
Q(z) =
M,N∑
m,n=−M,−N
ψm,n(z)ψ
∗
m,n(z) , (4.2)
where ψ∗ is the conjugate complex of ψ, is not a conserved quantity in the
present model. Nevertheless, for a self-localized solution, the power and its
evolution will be the main quantity that we will monitor in order to identify
different families of stationary solutions.
We look for stationary solutions of Eq. (4.1) of the form ψm,n(z) = φm,n exp(iλz)
where λ is real and φm,n are complex amplitudes. We are interested in solutions
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localized in space whose phase changes azimuthally by an integer number (S)
of 2pi along a discrete closed-circuit. In such a case, the self-localized solution
is called a discrete vortex soliton (Pelinovsky et al., 2005) with vorticity S.
By inserting the previous ansatz into Eq. (4.1) we obtain the following set of
(2M + 1)× (2N + 1) algebraic coupled complex equations:
−λφm,n + Cˆφm,n + |φm,n|2φm,n + ν|φm,n|4φm,n =
iδφm,n + iε|φm,n|2φm,n + iµ|φm,n|4φm,n . (4.3)
We solve Eq. (4.3) by using a multi-dimensional Newton-Raphson iterative al-
gorithm (see appendix B). The method requires an initial guess that we con-
struct as follows: In the high-confinement limit, single peak solutions (funda-
mental bright solitons) were predicted to exist in dissipative nonlinear media
(Efremidis et al., 2002). From this limit, we can obtain the following approxim-
ation:
φ20 ≈ −(ε+
√
ε2 − 4µδ)/(2µ), λ ≈ φ20 + νφ40, and α ≈ |Cφ0/(λ+ iδ)|.
Here, φ0 corresponds to the central amplitude, λ the nonlinear propagation
constant, and α the first adjacent amplitudes. We can see that the amplitude
of each peak is a function of ε, µ and δ; if we set the last two parameters, the
amplitude takes a bi-quadratic form with ε as the bifurcation parameter. Now,
we place a single peak approximation at each corner of a square sub-lattice L
as a superposition of four fundamental bright solitons (Alexander et al., 2004):
L =

0 α 0 α 0
α φ0 α˜ φ0 α
0 α˜ 0 α˜ 0
α φ0 α˜ φ0 α
0 α 0 α 0

, (4.4)
where α˜ = 2α. Now, we define a phase operator as Θm,n = exp [i arctan(−n/m)],
and write our initial S = 1 ansatz as
φm,n = Lm,n ·Θm,n . (4.5)
With this initial guess, we construct a family of 4-peaks symmetric vortex
solitons with vorticity S = 1. Similar procedure is followed to find discrete
vortex with S = 2 and S = 3. The stability for all the solutions reported in
this chapter has been monitored through a linear stability analysis, and it will
be described in the Appendix C. Additionally, we have corroborated the sta-
bility integrating the full model (4.1), with a fourh order Runge-Kutta scheme.
Hereafter, we plot stable (unstable) solutions using solid (dashed) lines.
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Figure 4.1: (a) Q versus ε diagram for discrete vortex solitons. Continuous and
dashed lines correspond to stable and unstable solutions, respectively. (b) and (c)
Color map plots for the amplitude and phase profiles, respectively, of the solution for
ε = 1.1 indicated by a black dot in (a). C = 0.8, δ = −0.9, µ = −0.1, ν = 0.1.
4.3 Fundamental and swirl vortex solitons
Using the ansatz (4.5) as an initial guess, we obtain a family of discrete vortex
soliton with vorticity S = 1. Figure 4.1(a) shows a Q versus ε diagram for these
solutions including their stability. This figure shows the coexistence, for the
same set of parameters, of two different branches of stable solutions and, also,
three different families of unstable solitons. Different families are successively
connected by saddle-node bifurcation points. An example for a solution of
branch A is shown in Figs. 4.1(b) and (c) (black dot in Fig. 4.1[a]).
This solution is very similar to our initial ansatz sketched in (4.5) with a
full topological charge S = 1. This agreement validates the seed we constructed
as a first approach to find stationary vortex-type solutions. As the nonlinear
amplification is diminished, the stable branch A reaches a first saddle-node point
for ε ≈ 0.637. At this point, this family turns around and a new family emerges:
the unstable branch labeled B . After that, two more saddle-node points appear
connecting the new branches B with C and, then, C with D. The unstable
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Figure 4.2: (a) Zoom of branches D and E for a narrow region around the gray
arrow in the Fig. 4.1(a). (b) Numerical integration of Eq. (4.1) showing the power
transition sketched by an cyan arrow in (a) for ε = 1.1.
branch D is mostly hidden because it is located at the same region that the
stable branch labeled E. Branches A-D preserve the vorticity S = 1 while the
amplitude profiles change adiabatically. It is worth mentioning that branches A,
D and E also exist for higher ε values, with the power increasing monotonically,
as the high-confinement limit predicts.
As it was said before, in Fig. 4.1(a), curves D and E are indistinguishable. In
order to see their differences more clearly, we plot a zoom in Fig. 4.2(a) of region
Q ∼ 81.2 for a narrow region around the gray arrow in the Fig. 4.1(a). The
first solution on branch C (black dot in Fig. 4.2[a]) was obtained dynamically;
i.e., we numerically integrated Eq. (4.1) by using an unstable solution (gray dot
in Fig. 4.2[a]) as initial condition. Contrary to previous observations, for the
evolution of unstable vortex solitons (Leblond et al., 2009), we noticed that the
power Q makes one oscillation and then stabilizes very rapidly around a new
equilibrium value (see Fig. 4.2[b]). This new value was indeed very close to the
initial one, but now it corresponds to a new stationary solution that propagates
stably by keeping the same amplitude profile but a different phase structure.
We took this new solution as an initial guess in our Newton-Raphson scheme
and we constructed the whole stable branch E shown in Fig. 4.1(a).
The amplitude profile for solutions corresponding to the gray and black
points at Fig. 4.2(a) is shown in Fig. 4.3(a). This profile is almost identical for
both solutions and it corresponds to a new structure that we define as swirl-
vortex soliton. However, both solutions have a quite different phase profile.
The unstable solution (belonging to branch D) possesses a full phase profile
with charge S = 1 (see Fig. 4.3[b]). A very interesting thing related with
charges happens with the stable swirl-vortex soliton [see Fig. 4.3(c)]. For the first
square contour [the innermost discrete square trajectory on the plane (n,m)]
we can see that the vorticity has a S = 1 value, while for the next contours
the vorticity has decreased to S = −3 (S > 0 [S < 0] means a clockwise phase
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Figure 4.3: Color map plots for the solutions indicated with dots in Fig. 4.2(a).
(a) Amplitude profile. (b) and (c) Phase profiles for the gray and the black points,
respectively.
structure from −pi to pi [pi to −pi]). Therefore, there is a stable coexistence of
two different topological charges for the same mode. This new type of structure
would correspond to a two-charges swirl-vortex soliton” and - as far as we know
- this would be the first time they are predicted in nonlinear lattices. Moreover,
this type of solutions can be understood as a bound state of five vortices (Chong
et al., 2009; Garc´ıa-March et al., 2009). Indeed, we can identify a vortex with
S = 1 at the origin (	 symbol), surrounded by four vortex, each with S = −1,
whose singularities are located at the center of the symbols on the Fig. 4.3(c).
This interpretation agrees with the transition of the effective vorticity from
S = 1→ S = −3, as we move farther from the center.
To validate our phase definitions, we monitor sin(θm,n) vs ϕ for the first (Γ1)
-the innermost discrete square trajectory on the plane (m,n)- and the second
(Γ2) discrete contour. ϕ is the azimuthal angle for the lattice and θm,n =
arctan[ Im(φm.n)Re(φm.n) ] is the phase of the field. From Fig. 4.4(a) we can see one period
(S = 1) for the sinusoidal function (gray line) along the first contour, and for the
second contour we have three periods (S = −3) as shown in Fig. 4.4(b). This
constitutes an alternative proof of the different topological charges contained
in any discrete vortex where, due to the small number of sites, it is not trivial
to define the phases. Additionally, we used a linear interpolation in all profile
figures to improve visualization.
Looking at the colormaps for the stable vortex soliton shown in Figs. 4.1(b)
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Figure 4.4: sin(θm,n) versus ϕ (azimuthal angle for the lattice) diagram for the
first (a) and second (b) discrete contour for the swirl-vortex soliton, marked with a
black dot on the E family in Fig. 4.2.
and (c) we can realize that amplitude and phase structures have the same re-
flection and rotation symmetries; similar happens in Figs. 4.3. As it was shown
in previous works the stability for one solution with a high number of excited
sites requires an increment of its topological charge (Pelinovsky et al., 2005;
Terhalle et al., 2009). From this we understand why the dynamic evolution
modifies the vorticity of our solutions. So, we may conclude that the instabil-
ity for complex-structure solutions of charge S = 1 is essentially related to the
geometric distribution and the number of excited sites.
4.3.1 Dynamical excitation
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Figure 4.5: (Upper row) Color map plots of phase and (lower) amplitude profiles
corresponding with different values of z marked by red points in Fig. 4.6
This example shows the robustness of our prediction and its chances to
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Figure 4.6: Evolution diagram ofQ, for the initial condition displayed in Fig.4.5(a).
be observed in real dissipative systems because the initial condition could, in
principle, be easily implemented in current experimental setups. Another very
interesting point is that the system naturally evolves to a “two-charges” struc-
ture. Our initial condition has an unstable phase structure which guarantees
decay to another type of mode, but not necessarily to the one we are interested
in; it could perfectly well just be destroyed by the internal dynamics (Leblond
et al., 2009). However, the system favors the excitation of a swirl-vortex solution
which propagates stably for long propagation distances.
4.3.2 Dissipation and stability of the swirl
vortex soliton
In this section, we are interested in analyzing how the stability of the solutions
is affected when our model slowly goes to the Schro¨dinger limit, i.e when the
value of the parameters in the discrete complex CQGL equation (4.1) tends to
zero: {δ, ε, µ, ν} → 0. In particular, we will focus on the solution marked with
a black dot on the E family in the inset of Fig. 4.2. The amplitude and phase
profiles for this solution are displayed in Fig. 4.3(a) and (c).
Unlike the conservative cubic case (NLS equation), in the dissipative model
the propagation constant λ is not an arbitrary parameter that can be chosen at
will. It is fixed by the rest of the discrete complex CQGL equation parameters.
By changing them, the value of the propagation constant also changes. As
in other nonlinear problems with self-localization, e.g. the addressed by Soto-
Crespo et al. (2000b), we can think of the dissipative terms as determinant to
select one of the infinite solutions of the associated conservative problem. With
this in mind we will find out the stability regions in terms of the propagation
constant so we can compare with the Schro¨dinger limit.
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Figure 4.7: Q versus λ(ε) diagram for several sets of parameters specified in Table
I, of two charges swirl-vortex solitons. Inset shows λ vs ε.
For the sake of comparison we construct the Q versus λ diagram shown in
Fig. 4.7. Here, we have fixed δ, µ and ν parameters and we only move through
the ε parameter (nonlinear gain). In this way, we obtain a solution and its
corresponding propagation constant for each value of ε. Then, we proceed to
vary the rest of the parameters slightly, and construct a new curve, taking the
solutions of the previous curve as initial conditions in our multidimensional
Newton-Raphson scheme. In the inset of Fig. 4.7 we show the corresponding λ
vs ε diagram.
Table 4.1: Discrete complex CQGL equation parameters
Curve δ µ ν
I -0.9 -0.1 0.1
II -0.8 -0.08 0.08
III -0.4 -0.03 0.03
IV -0.1 -0.01 0.01
V 0 0 0
With the previous scheme we can find a large number of curves, but for
the sake of clarity, we only show three of them; they are located between the
conservative cubic case (black branch) and the E curve (gray branch). We can
read from Table 4.1 the parameters of the discrete complex CQGL equation
corresponding to the curves displayed in Fig. 4.7. These five branches belong
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to the same family composed of vortex solutions with amplitude and phase
profiles such as those showed in Fig. 4.3. We have performed the standard
linear stability analysis, described in appendix C, for each one of them. As
announced at the end of section II, we use continuous (dashed) lines for stable
(unstable) solutions.
Based on the above, we can clearly establish that if the dissipation is at-
tenuated the stability regions for the soliton solutions are reduced (Soto-Crespo
et al., 2000b). Indeed, we can see here a large difference between the stabil-
ity regions for the Schro¨dinger limit and the E branch. The first one only has
stable solutions for propagation constant values far away from the linear band,
the last one has stable solutions for propagation constant values closer to the
linear band.
4.4 Double and triple-charge vortex solitons
Equation (4.1) has a five-dimensional parameter space, namely C, δ, ε, µ, ν. In
order to look for any stationary solution, we need to choose first a fixed set of
values for these parameters, and then an initial condition. By starting from a
guess with eight peaks surrounding the central site - the first discrete contour of
the lattice around of (m,n) = (0, 0)- with a topological charge S = 3 sampled
on this path, the iterative algorithm rapidly converges to a stationary structure
with the same features of the initial guess. Once we found a stationary solution
with the desired properties, we use it as initial condition to find the corres-
ponding solution for a slightly different set of equation parameters. Usually,
we change just one of them. Therefore, for the dissipative case we construct
families of solutions by fixing four parameters and varying the fifth one, usually
the gain parameter, ε.
Using this procedure, we have constructed the σ1 family (displayed as the
curve Q versus ε in Fig. 4.9). We started from a highly localized solution and
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Figure 4.8: Color map plots for the eight peaks stable vortex solution with S = 3,
marked with a green dot on the σ1 family branch in Fig. 4.9. (a) Amplitude profile.
(b) Phase profile.
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Figure 4.9: Q versus ε diagram for families σ1 and σ2 of discrete dissipative vortex
solitons. (Discrete complex CQGL equation parameters: C = 0.8, δ = −0.9, µ = −0.1,
ν = 0.1).
we slowly decreased the nonlinear gain, observing that the solution became
gradually more and more extended as ε (and Q) decreased. More specifically,
the values for Q on this family diminish parabolically reaching the saddle-node
point at ε ≈ 0.62, where the curve turns around and a new, unstable family
emerges. Similar behavior was reported in reference (Efremidis et al., 2007a)
for dissipative bright solitons.
Figure 4.8 shows the amplitude and phase profiles corresponding to the solu-
tion marked with a green dot on the σ1 family in Fig. 4.9. From the amplitude
profile, Fig. 4.8(a), we can see how the stationary solution maintains the eight
excited peaks of the initial seed. Besides, we can see some energy in the tails, i.e.
on the second discrete contour. On the other hand, the phase profile, Fig. 4.8(b),
shows a topological charge S = 3.
A similar procedure has been done to construct another family, labeled σ2
(See Fig. 4.9). This family consists of asymmetric stationary solutions char-
acterized for having six peaks located on the corners of an elongated hexagon
in the n-axis direction of the lattice. This spatial configuration possesses a to-
pological charge S = 2. Typical amplitude and phase profiles for this kind of
solution are shown as color maps in Fig. 4.10. In the conservative case, four
peaks structures have been reported to be stable (Pelinovsky et al., 2005) for
S = 1 and unstable for S = 2; on the other hand, for hexagonal lattices, six
peak structures are stable (Terhalle et al., 2009) for S = 2 and unstable for
S = 1. In continuous systems assymetric four peaks structures has been found
stable for S = 1 (Alexander et al., 2004).
The families σ1 and σ2 of stationary vortex solutions coexist for the same
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Figure 4.10: Color map plots for the six peaks stable vortex solution with S = 2
marked with a cyan dot on the σ2 family branch in Fig. 4.9. (a) Amplitude profile.
(b) Phase profile.
set of parameters of the discrete complex CQGL equation. Other families of
solutions exist too for the same set of parameters.
4.5 “Two charges” vortex soliton
We show now another example where two topological charges coexist in the
same solution. Let us start with a guess solution consisting of twenty peaks,
spatially distributed like a rhombus, and with a topological charge S = 2. Using
it as the starting point for the Newton-Raphson algorithm, we find a stationary
solution that looks like the one shown in Fig. 4.11(a) and (b).
This solution belongs to the family displayed in Fig. 4.12 labeled with σ3; it
was constructed following the same procedure described in the previous section.
Unlike the previous families, the σ3 family does not reach the saddle node point
via a monotonic decreasing of its power; rather, it passes through a minimum
value (ε ≈ 0.64), then, the power grows and finally, the saddle node point is
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Figure 4.11: Color map plots for the twenty peaks stable two charges (S = 2 and
S = 6) vortex solution, marked with a green dot on the σ2 family in Fig. 4.9. (a)
Amplitude profile. (b) Phase profile.
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Figure 4.12: Q versus ε diagram for “two charges” (S = 2 and S = 6) discrete
vortex solitons. Continuous and dashed lines correspond to stable and unstable solu-
tions, respectively. The green dot on the σ3 family corresponds to the profiles shown
in Fig. 4.11.
reached (See inset in Fig. 4.12). The solutions of this family present a very
interesting property related to its topological charge. The first square contour,
Γ1, -the innermost discrete square trajectory on the plane (m,n)- in Fig. 4.11(b)
shows that the vorticity has a value S = 2. For the second contour Γ2 we observe
that the topological charge has changed to S = 6. Looking at the remaining
contours, we note that the topological charge returns to S = 2, so, we can talk
about a transition of the effective vorticity from S = 2 → S = 6 → S = 2, as
we move farther from the center. For this reason, we can say that the stable
solutions of this family possess two topological charges.
For the sake of clarity, we plot sin(θm,n) vs ϕ, the azimuthal angle for the
lattice, for the first and second discrete contours. From Fig. 4.13(a) we can see
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Figure 4.13: sin(θm,n) versus ϕ (azimuthal angle for the lattice) diagram for the
first (a) and second (b) discrete contour for the vortex soliton, marked with a green
dot on the σ3 family in Fig. 4.12
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Figure 4.14: Q versus ε diagram showing the transition from the unstable solution
marked with the gray dot to the stable solution marked with the green dot; the inset
shows the power evolution for this transition.
that the data (green points) are perfectly fitted by the sinusoidal function (gray
line) with two periods (S = 2) along the first contour, and for the second contour
we have six periods (S = 6) as shown in Fig. 4.13(b). This shows explicitly the
different topological charges contained in the solution, and it also proves that
the discrete vortex is a well defined structure.
Figure 4.12 also shows that the σ3 family has one large stable region and
another small region, magnified in the inset, where the solutions are unstable.
These unstable structures decay on propagation to another kind of stable solu-
tions having less energy, S = 2 vorticity, and different amplitude profile with
only four peaks. In particular, Fig. 4.14 illustrates how the unstable solu-
tion marked with a gray point (the saddle-node point for the σ3 family in the
Fig. 4.11) decays, by means of a radiative process shown in the inset, to the
stable solution marked with a green dot on the σ4 family. The amplitude and
phase profiles showed in Figs. 4.15(a) and (b) and Figs. 4.15(c) and (d) cor-
respond to the unstable and stable solutions marked with gray and green dots,
respectively, in Fig. 4.14.
4.6 Multiplicity of stable vortex soliton families
As stated above, the nonlinear gain in the system is mainly controlled by ε;
this parameter will be the only one that we will change in our simulations.
Once we find a stationary solution - for a fixed set of parameters -, we compute
its linear stability, and then change the parameters slightly and find the new
solution using the previous one as an ansatz. In this manner we obtain all the
solution families displayed in the Q vs ε diagram shown in Fig. (4.16). The first
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Figure 4.15: Color map plots for discrete dissipative solitons. (a) Amplitude profile
and (b) phase profile for the unstable twenty peaks-vortex solution localized on the
σ3 family at the gray dot in the Fig. 4.14. (c) Amplitude profile and (d) phase profile
for the four-peaks soliton solution localized on the σ4 family at the green dot in the
Fig. 4.14
of them (E-family), was already studied before (Sec 4.3). It was obtained by
starting from the fundamental four-peaks discrete vortex soliton with S = 1,
after passing throughout several saddle-node points. A striking property of
all the solutions shown in Fig. (4.16) is that they have - simultaneously - two
topological charges; i.e., they are two-charge vortices. Representative amplitude
and phase profiles for these families are shown in Fig. (4.17).
Stable families F, G, H and I - shown in Figs. (4.16) and (4.17) - were un-
veiled after observing the dynamical evolution of solutions belonging to unstable
branches (dashed gray lines). In some cases, the stable and unstable families
are so close that they are nearly indistinguishable at the scale of Fig. (4.16).
From the amplitude profiles we can see that there is a difference of four excited
sites between one stable family and the next one. Family E has eight main
excited sites and family I has twenty four main peaks. All these families show
a coexistence of two topological charges.
The amplitude profile for case (E) shows a swirl spatial configuration. From
its phase profile we can identify a topological charge S = 1 in the core - the
most inner discrete contour - and a charge S = −3 away from the center. The
phase profiles for families F, G, H and I show a topological charge S = −3
in the core of these solutions. From F to G, the topological charge has the
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Figure 4.16: Q versus ε diagram for several vortex interconnected soliton families.
Solid lines correspond to stable families while dashed lines to unstable ones. (Discrete
complex CQGL equation parameters: C = 0.8, δ = −0.9, µ = −0.1, ν = 0.1).
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Figure 4.17: Color map plots for the amplitude (top) and phase (bottom) profiles
of stable vortex solutions for the families marked in Fig. (4.16).
same value in the core and away from there, but the phase profile outside looks
rotated respect to the center. For the last family, I, the topological charge has
increased up to S = −7 away from the center.
4.7 Composite structures
Next, we study the formation of bound states composed of two vortex solitons
belonging to the family I with ε = 0.9. We have chosen this family due to his
high value of vorticity and squared symmetry equivalent to that of the optical
lattice. We analyze dynamically the evolution of an initial condition composed
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Figure 4.18: Color map plots showing the amplitude and phase profiles for the
stable solutions corresponding with the basins of attraction shown in Fig. 4.19. For
basins b1↔ the stable vortex soliton is similar to the profiles shown in (a) and (b).
Profiles for the b2 basin looks slightly different and are shown in (c) and (d).
by two of these solutions, horizontally shifted by a certain small distance. We
tested two initial configurations differing in their initial separation and, for
each one of them we try a broad range of initial phase differences, following
a procedure similar to the one implemented by Akhmediev et al. (1997). For
this purpose, we multiply the second solution by a phase factor eiθα , where
θα ≡ pi20α, with α = 1, 2, ..., 40. A bound state is reached when the relative phase
(∆θ, defined as the phase difference between two given sites in each solution)
becomes a constant. In continuous and homogeneous systems, the separation
distance also changes along the evolution and it becomes a constant when the
bound state is formed. Here, in the dissipative discrete case we do not observe
any soliton mobility and, therefore, the separation distance remains invariant.
We have measured the phase difference, in both configurations, for the sites
enclosed by the white circles showed in Fig. 4.18(a). Figures. 4.19(a) and (b)
show ∆θ and Q versus z, respectively, for the first configuration shown in
Fig. 4.18(a). We clearly identify two attraction basins, labeled as b1← and
b1→. Both (b1↔) correspond to the lower power value shown in Fig. 4.19(b).
This implies that both basins are symmetrically equivalent solutions. The un-
stable configuration is labeled as b2 and it corresponds to the upper power value
in Fig. 4.19(b) (Figs. 4.18[c] and [d] show the amplitude and phase profiles of
this unstable solution).
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Figure 4.19: (a) Dynamic evolution of the relative phase between the two sites
enclosed by the white circles in the vortex solutions shown in Fig. 4.18. (b) Optical
power evolution for the same vortex solutions. The inset in (b) shows a magnification
of the initial stage of evolution.
All these solutions preserve the central core structure, keeping the same
topological charge as the initial input condition. Figure 4.18(a) and (c) show
the amplitude profile for both of them; although they are very similar, the first
one has an extra central core (marked by a red circle), located at the center
of the structure. For the second structure we can note that the column in the
middle (m = 0) is filled by small tails, without a central core. By taking a
closed look at the rectangular contour sketched in Fig. 4.18(b), we find that the
phase varies continuously. The charge increases in the direction indicated by
the arrows in this contour, with an accumulated charge of S = 11.
On the other hand, if we look how the phase changes along the rectangle
sketched in Fig. 4.18(d), we see that the topological charge is not well defined on
this contour. Indeed, the topological charge is truncated (see gray filled circles)
meaning that this structure is not a composite vortex beam. Nevertheless, this
profile can be thought as two non-interacting vortex solitons with a pi radians
rotation between them. As we can see from Fig. 4.19(a), any small variation in
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Figure 4.20: sin(θl) versus l (site number) diagram for the first (a) and second
(b) discrete contours, of the bound state vortex soliton, displayed on Fig. 4.18(a).
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the phase leads to this bound solution to evolve towards the basin of attraction
b1↔. No other initial condition goes to b2, meaning that this is not properly
a basin of attraction. So, we can say that vorticity is a necessary condition,
achieved during the propagation, for the stability of this kind of structures.
For the sake of clarity, we plot sin(θl) vs l, where l corresponds to the
site on the inner (Γ1) and outer (Γ2) discrete contours sketched in Fig. 4.18(a).
Figure 4.20(a) shows a good correspondence between the data (green points) and
a sinusoidal function (gray line) with seven periods (S = 7) along the twenty
one sites of the Γ1 contour. For the Γ2 contour, which contains twenty nine
sites, we count eleven periods (S = 11) as shown in Fig. 4.20(b). Figure 4.20
explicitly shows the different topological charges contained simultaneously in
this solution. This supports the right identification of discrete vortex solitons,
which is not an easy task for discrete systems.
We consider now a second initial configuration where the two initially in-
dependent I-family vortices are placed closer to each other. We find a similar
evolution than before but now, there are three different stable attraction basins
for the relative phase evolution (see Fig. 4.21[a]). Two of them, the lowest
(b2←) and the highest (b1→), correspond to the larger Q-value basin (b2↔
in Fig. 4.21[b]). The amplitude and phase profiles for these two vortices solu-
tions are shown in Figs. 4.22(a) and (b), and (c) and (d), respectively. We
can see from the amplitude profiles that these solutions lost one of the two
original central cores (both solutions are equivalent if we perform a inversion
symmetry through the nˆ-axis). The global vorticity is lost, and we can see from
Figs. 4.22(b) and (d) how the phase circulation is truncated when we move
to the region without a core. Here, we claim that this mixed bound state is
composed of an I-family vortex soliton and a staggered bright soliton (with a
pi-phase shift between nearest neighbors).
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Figure 4.22: Color map plots showing the amplitude (left) and phase (right) pro-
files for the stable solutions corresponding with the basins of attraction showed in
Fig. 4.21. For basin b2← the stable structure is similar to the profiles shown in (a)
and (b), while (c) and (d) correspond with b2→. For the remaining b1 basin, the
vortex soliton is similar to the profiles shown in (e) and (f).
The third basin (b1), which corresponds to the lower Q-value basin in
Fig. 4.21(b), has the amplitude and phase profiles displayed in Figs. 4.22(e)
and (f). We clearly see that it preserves the initial two central cores keeping
the same topological charge as the initial condition. Unlike the previous two
basins, the global topological charge of this solution is well-defined. As for the
first configuration, there are also two different topological charges for this com-
posite vortex soliton. Again, to corroborate this, we plot sin(θl) vs l in order
to show in detail the topological charge along two different contours. The first
one, Γ3, corresponds to the inner rectangular contour sketched in Fig. 4.22(e),
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Figure 4.23: sin(θl) vs l (site number) diagram for the first (a) and second (b)
discrete contours shown on the Fig. 4.21(a) for the bound state vortex soliton.
while Γ4 corresponds with the outer rectangular contour sketched in the same
figure. Figure 4.23(a) shows how the inner charge is S = 7 while Fig. 4.23(b)
indicates a charge S = 11 for contour Γ4.
We show now two more examples of composite structures built from an initial
superposition of two-and four solutions taken from the H and I families shown
in Fig. 4.16. In both cases, the values of the parameters used are: C = 0.8,
δ = −0.9, ε = 0.9, µ = −0.1 and ν = 0.1. The typical propagation distance was
z ≈ 300, enough for the power content to become constant.
Figure 4.24 shows three stable solutions obtained by superposing two vortex
solitons belonging to the H-family in Fig. 4.16. The first one is constructed
by overlapping two of these vortices spaced by one site between their central
cores. Figs. 4.24(a) and (b) show the amplitude and phase profiles for this
stable solution. We note that this state has only one central core, located
halfway between the initial ones. On the other hand, the phase profile shows a
charge S = 5 at the inner contour and rotated with respect to the next discrete
contours.
The next configuration is constructed in the same manner as the previous
one, but now, the center-to-center distance between the cores has been increased
to two sites. Figure 4.24(c) shows a dynamically stable solution with two central
cores located at the same positions as the initial condition. The phase profile
(see Fig. 4.24[d]) shows a value of S = 5 for the topological charge, as in the
previous case.
A third stable composite structure is obtained by superposing again two
vortex solitons with an initial center-to-center distance of three sites. The amp-
litude profile for the new dynamically stable solution has one horizontally elong-
ated core, along two lattice sites, as shown in Fig. 4.24(e), and its topological
charge has two different values as shown in Fig. 4.24(f). Indeed, the innermost
discrete contour exhibits a charge S = 6, while the remaining contours have a
charge S = 10.
Finally, we show another example of a composite structure that was obtained
by combining four solutions belonging to the I family . We locate each I-vortex
by placing their central cores forming the vertices of a 8×8 square. We use this
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Figure 4.24: (Left) Color map plots showing the amplitude and (right) phase
profiles for three stable vortex solutions obtained by superposing two vortex solitons
belonging to the H family, at different initial distances.
configuration as initial condition for model (4.1) and find a dynamically stable
stationary solution.
Figs. 4.25(a) and (b) show the amplitude and phase profiles for this compos-
ite solution. We observe a spatial amplitude distribution similar to the initial
condition, where the four initial cores preserve their initial position and vorti-
city. In addition, an extra phase core appears at the lattice center (n,m = 0),
around which a S = −1 topological charge can be observed. If we follow a new
contour that encloses all the sites with large amplitude, the topological charge
measured will be S = 15.
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Figure 4.25: Color map plots for the amplitude (a) and phase (b) profiles for a
dynamically stable solution obtained by combining four solutions belonging to the I
family.
4.7.1 Schro¨dinger limit
Most of the present experiments with optical beams are performed under con-
ditions that closely meet the cubic conservative limit. So, we are interested in
knowing if all these previous dissipative structures can be observed also here.
In this scenario, all the parameters of the discrete complex CQGL equation are
suppressed, i.e., ν = µ = ε = δ = 0, and model (4.3) reduces to the discrete
NLS equation
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Figure 4.26: Q versus λ diagram displaying the families corresponding with some
of dissipative solutions reported previously, but for the conservative cubic case.
−λψm,n + Cˆψm,n + |ψm,n|2ψm,n = 0. (4.6)
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Taking as an ansatz for the decoupled limit for some of the solutions previ-
ously described, we have obtained the same kind of structures for the discrete
NLS equation. We have constructed the corresponding families and also com-
puted their corresponding stability region. We note that all these solutions
exist in the Schro¨dinger limit, but are stable only for high values of their optical
power content.
In Fig. 4.26 we show five families of stationary solutions of the discrete NLS
equation that correspond with some of the solutions reported in the previous
sections. Namely, the blue line is the family corresponding with the solution
displayed in Fig. 4.18(a) and (b), the black line with the Fig. 4.22(e) and (f),
and the red, green and gray line with Fig. 4.24(a) and (b), Fig. 4.24(c) and
(d) and Fig. 4.24(e) and (f) respectively. The stable (unstable) solutions are
represented by continuous (dashed) lines. The inset located in the upper left
corner at Fig. 4.26 shows a magnified view of the region close to the linear band
(gray zone). As usual in discrete systems, each one of these families tends to
increase its power steeply after passing through the point of minimum optical
power closer to the linear band. The other inset at the lower right corner shows
a zoom of the black and blue curves, which are almost indistinguishable because
they have very similar spatial profiles. This last case concludes our presentation
of the discrete dissipative vortex solitons and their properties.
4.8 Summary
We have analyzed the existence and stability of discrete vortex solitons in 2D
dissipative optical lattices. We have identified families of discrete vortex-type
structures, symmetric and asymmetric, with S = 1, 2 and 3, topological charges.
Besides, we identify a subspace in the parameter space where coexist several
families, which exhibits two topological charges, simultaneously. In particular,
we have focused in the swirl-vortex soliton, showing how it can be conceived
dynamically, starting from a simple initial configuration.
Also, we have studied the influence on the stability of the solutions when
dissipation in the system is varied. We observe that the size of the stability
region in parameter space increases as the dissipation is increased. A comparison
with the conservative cubic case is done, showing that dissipation serves to
provide stability to otherwise unstable conservative solutions.
Additionally, we have reported several new families of composite discrete
vortex solitons, characterized for having two topological charges simultaneously,
and coexisting for the same set of parameters. By superposing two or more of
these vortices, we have been able to produce new, dynamically stable composite
vortex solitons that are also endowed with multiple vorticity charges. Addition-
ally, we have shown that these composite structures persist in the conservative
limit where they are stable for high values of their power content.
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5
Conclusion
Dissipative systems are most common in nature. In fact any physical model is
only an idealization. Optical Solitons in dissipative media presents a rich variety
of forms and behaviors. From scalar to vectorial ones, temporal to spatial and
spatio-temporal, all of them can be observed in passively mode locked lasers
and in optical cavities of wide aperture lasers. The main objective in this
dissertation has been to analyze the existence and stability of two-dimensional
soliton solutions in dissipative systems, as well as, the identification of regions
where these structures exhibit novel transversal dynamics and exotic properties.
We found several types of self-localized light beams in both, continuous
and discrete media. Along this work we have predicted exotic pulsating beams
as well as rotating ones in continuous media. Additionally, we found stable
vortex solutions with two topological charges, simultaneously, in discrete media.
Besides, the relationship between the stability of discrete solutions and strength
of the dissipation was analyzed.
We studied a variety of two-dimensional beams and their evolution in dis-
sipative continuous media; in particular we focused on subspaces beyond the
two main regions of existence of stable stationary beams with radial symmetry
(regions of ground state solitons). We have found a multiplicity of transverse
shapes of solitons and a myriad of bifurcations between them. We have also
found that the beam shapes and their evolution depend strongly on which of
the two regions in the parameter space we are close to.
Near the region of stable stationary continuously self-focusing solitons (re-
gion I of ground state solitons) we have found several types of bifurcations. (1)
Bifurcation into a stable stationary beam of elliptic shape. (2) Bifurcation into
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pulsating beams with harmonic pulsations or more complicated pulsations with
highly involved shape evolution. Beams can be pulsating and rotating simultan-
eously. Some of the evolution scenarios are caused by the attempts of soliton of
splitting into two separate beams. Generally speaking, any bifurcation around
this region destroys the radial symmetry of the solution. Near to the region of
stable stationary continuously self-defocusing beams (region II of ground state
solitons), the soliton keeps its radial symmetry after the bifurcation. Beams in
this case are pulsating but stay radially symmetric. Pulsating beams can fur-
ther be transformed into exploding ones, that loose the radial symmetry at the
moment of the explosion but recover the original profile between the explosions.
Additionally, we studied (2+1)-D ring vortex structures in dissipative con-
tinuous media also governed by the complex cubic-quintic Ginzburg-Landau
equation. We have found regions of stability for ring solitons with vorticity S
ranging from 1 to 5 and additionally for S = 9. The existence of vortex ring
solitons with S from 1 to 5 and the fact that their region of existence does
not shrink when increasing S to 9 shows clearly that such structures can exist
for any higher value of S. The unique property of dissipative ring structures
is their bifurcation patterns. Radially symmetric ring structures can be trans-
formed into ring structures which are modulated or bent along the ring. They
can also pulsate periodically or chaotically. Despite all these transformations,
they remain stable as a single ring with given S. These properties make them
distinctively different from any known vortex solitons in conservative media.
On the other hand, for the first time, we have addressed the existence and
stability of discrete vortex solitons in dissipative two-dimensional optical lat-
tices. We have found symmetric and asymmetric soliton solutions with higher
order of its topological charge, all them coexisting for the same set of values in
the parameters space. Besides, we have found several new families of discrete
vortex solitons, characterized for having two topological charges simultaneously,
and also, coexisting for the same set of parameters. In particular, we have shown
in detail the so-called swirl vortex solution. We have analyzed the stability of
this kind of solution when dissipation in the system is varied. We observe that
the size of the stability region in parameter spaces increases as the dissipation
is increased. A comparison with the conservative cubic case is done, showing
that dissipation serves to provide stability to otherwise unstable conservative
solutions. We were able to dynamically excite it by using a simple initial con-
figuration and therefore, believe in the feasibility of experimental observation of
this novel type of dissipative structures.
Finally, in order to complete the description for discrete dissipative sys-
tems, we addressed the interaction between vortex solitons with two topological
charges, simultaneously. By superposing two or more of these vortices, we have
been able to produce new, dynamically stable composite vortex solitons that are
also endowed with multiple topological charges. Additionally, we have shown
that these composite structures persist in the conservative limit where they are
stable for high values of their power content.
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There are different directions which the research may take. In particular,
the next three topic seems interesting to continue our investigation field:
Complexity - Optical modes in the presence of ‘imperfect’ (correlated) dis-
order. Anderson’s localization is rigorously true only for perfect disorder (un-
correlated). We will examine how the presence of spatial correlations affects the
pulse mobility.
Pulse management - Competition between spatial frequency chirping and
disorder in photonic crystal fibers. Disorder tends to localize excitations while
a chirp in the index of refraction acts like an external field which tends to
accelerate the excitation.
PT symmetric systems - Self trapped beams in nonlinear pseudo-Hamiltonian
systems, which feature a balance between optical losses and gain. This is a hot,
recent development, that is gaining applications in many fields where losses
and gain are present. They are characterized by a non- Hermitian Hamiltonian
which however, possesses real eigenvalues.
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A
Beam Propagation Method
There are no known analytic solutions of the two dimensional complex CQGL
equation (3.1). It is possible consider the simplest case of stationary 2D solitons
with plain “bell-shaped” profiles. This class of solutions can be well approxim-
ated with reasonably simple trial functions, and this allows predict the existence
of semi analytical solutions using, e.g. the method of moments or Lagrangian
formalism. On the other hand, numerical simulations are not restricted to cyl-
indrically symmetric beams. They allow us to find more complicated beam
shapes, as well as their dynamics.
Since the work of Fleck et al. (1976), the beam propagation method (BPM)
is by far the most widely used, and it is adopted in the present work. A different
approach is to use a finite difference method, e.g. the Crank-Nicolson method,
but these are typically more computationally intensive and will not be covered
here.
A.1 Operator Splitting
The complex CQGL equation (3.1) can be written in the form
∂ψ
∂z
= Pˆψ. (A.1)
Equation (A.1) can be integrated in quadratures by separating the variables as
∂ψ
ψ
= Pˆ∂z → lnψ = Pˆz → ψ = exp (Pˆz) (A.2)
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Pˆ is the propagation operator, which can be split as sum of Dˆ, the diffraction
operator, and Nˆ, the nonlinear operator. The first one can be written as
Dˆ =
( iD
2
+ β
)
∇⊥, (A.3)
where ∇⊥ is the transversal Laplace operator. The first term in (A.3) accounts
for diffraction upon propagation in free space, the last one stands for spatial
filtering in the cavity.
The second contribution in Pˆ can be written as
Nˆ = δψ + (ε+ i)|ψ|2ψ + (µ+ iν)|ψ|4ψ, (A.4)
which contains Kerr focusing terms, linear losses and nonlinear amplification.
Formally, solutions of Eq. (A.1) can be written as ψ = exp [(Dˆ+ Nˆ)z]. Dˆ is
differential operator and Nˆ is a multiplication operator, which do not commute
and the rule exp (Aˆ+ Bˆ) = exp (Aˆ) exp (Bˆ) is not applicable. However,
eihz(Dˆ+Nˆ) ≈ eihzDˆ/2eihzNˆeihzDˆ/2, (A.5)
is an approximation, which have an error proportional to h3z.
The principle of the BPM consists of solving Eq. (A.1) for steps hz small
enough, so that the dispersive (linear) step and the nonlinear step can be taken
separately. Then, the beam is repeatedly propagated in small steps until it
reaches the end of the media (Agrawal, 2006). The implementation of the BPM
is relatively straightforward if we think the system as a bulk media divided,
along its longitudinal axis, into a large number of transversal segments.
The exponential operator exp (hzDˆ) can be evaluated in the Fourier domain
as follows:
First we take the Fourier transform over the field,
ψ˜(kx, ky) =
∫
ψ(x, y)ei(xkx+yky) dxd y. (A.6)
Then, propagating hz is the Fourier space
ψ˜(kx, ky, hz) = e
−i(k2x+k2y)hz ψ˜(kx, ky). (A.7)
Finally, Fourier back transformation yields
ψ(x, y) =
∫
e−i(xkx+yky)ψ˜(kx, ky, hz)
d kx
2pi
d ky
2pi
. (A.8)
On the other hand, the nonlinear step represented by exp (hzNˆ), must in
general be solved by numerical integration
ψ(x, y, hz) =
∫ hz
0
Nˆψ(x, y) dxd y, (A.9)
using, e.g. a Runge-Kutta algorithm.
B
Newton Rapshon Method
As was explained in the Appendix (C), the two dimensional discrete complex
CQGL equation can be mapped into a one dimensional equation. It can be
written as
iψ˙k + C(ψk+1 + ψk−1 + ψk+K + ψk−K) + |ψk|2ψk +
ν|ψk|4ψk = iδψk + iε|ψk|2ψk + iµ|ψk|4ψk, (B.1)
which have stationary solutions that, usually, can be presented as
ψk(z) = φk exp(iλz), where λ ∈ R and φk ∈ C. (B.2)
By inserting the previous ansatz into Eq. (B.1) we obtain the following set
of algebraic coupled complex equations:
− λφk + Cˆφk + |φk|2φk + ν|φk|4φk − iδφk − iε|φk|2φk − iµ|φk|4φk = 0. (B.3)
Usually, solutions of Eq. (B.3) are found by means of a root-finding algorithm.
In a waveguide array the number of equation is larger, hence, a numerical im-
plementation of these algorithms becomes imperative to find a solution of the
system.
Let us define ~Φ = {φ1, φ2, ..., φN} as a solution of Eq. (B.3), such that
F(~Φ) = 0, (B.4)
where F denotes the entire vector of functions Fi. In the neighborhood of ~Φ,
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each one of the functions Fi can be expanded in Taylor series
Fi(~Φ + δ~Φ) = Fi(~Φ) +
N∑
j=1
∂Fi
∂φj
δφj +O(δ~Φ2), (B.5)
The matrix of partial derivatives appearing in equation Eq. (B.5) is the Jacobian
matrix Jˆ:
Jij ≡ ∂Fi
∂φj
. (B.6)
Hence, we use the matrix notation to write Eq. (B.5) can be written as
F(~Φ + δ~Φ) = F(~Φ) + Jˆ · δ~Φ +O(δ~Φ2), (B.7)
By neglecting terms of order δ~Φ2 and higher and by setting F(~Φ + δ~Φ) = 0, we
obtain a set of linear equations for the corrections δ~Φ that move each function
closer to zero simultaneously, namely
Jˆ · δ~Φ = −F, (B.8)
and from here we obtain the correction
δ~Φ = −Jˆ−1 · F. (B.9)
Matrix equation (B.9) can be solved by LU factorization. Thus, the correc-
tions are then added to the solution vector,
~Φk+1 = ~Φk + δ~Φ. (B.10)
Equation (B.10) can be used iteratively from some initial guess to yield a better
and better approximation of ~Φ. The algorithm terminates once a value of ~Φ is
reached such that F(~Φ) is sufficiently close to zero.
C
Stability of Discrete Solutions
We now focus on the analysis of the two-dimensional discrete complex CQGL
equation of the form
iψ˙m,n + C(ψm+1,n + ψm−1,n + ψm,n+1 + ψm,n−1) + |ψm,n|2ψm,n +
ν|ψm,n|4ψm,n = iδψm,n + iε|ψm,n|2ψm,n + iµ|ψm,n|4ψm,n . (C.1)
As we can see, this set of equations relates the wave function ψm,n, for the op-
tical field propagating along the waveguide located at (m,n) site, with its first
neighbors, i.e., ψm+1,n, ψm−1,n, ψm,n+1 and ψm,n−1. Although this set of or-
dinary differential equations describes a system with a bi-dimensional geometry,
it can be possible re-write the set in such way that only we need use one index
to cover each one of the sites in the optical array.
C.1 Euclidean Dimensionality Reduction
Without loss of generality, we can consider that our optical array have square
symmetry, i.e., the index n and m has the same domain
{(n,m)| n and m ∈ (1, 2, ...,K)}
where K is the size of the edge in the square lattice. With the previous assump-
tion and keeping in mind the coupled-mode approximation, we can reorganize
the two dimensional optical array as only one linear chain, preserving their ori-
ginal couplings. Indeed, the whole array can be thought as the add of each one
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K=3
ψk−K ψk−2 ψk−1 ψk ψk+1 ψk+2 ψk+K
C C
C C
k k + 1 k + 2 k + 3 k + 4k − 1k − 2k − 3k − 4
Figure C.1: Transformation of two-dimensional lattice in a linear chain. All the
original couplings has been preserved by complying with the coupled-mode approach.
of the rows (or columns) to set up it as one dimensional array. This is illustrated
on the diagram depicted in Fig. C.1.
From this reorganization is natural to think that the physical description
of the original problem must be reformulated. In fact, all the couplings has
been redistributed along the same dimension such that the ψk field is coupled
two times to the left and two more to the right. Two of them comes from the
original left and right neighbor fields, the other two coupling correspond to the
upper a lower neighbors, which has been relocated at K sites to the left and
right from kth field. Taking into account the previous description, Eq. (C.2)
can be presented as
iψ˙k + C(ψk+1 + ψk−1 + ψk+K + ψk−K) + |ψk|2ψk +
ν|ψk|4ψk = iδψk + iε|ψk|2ψk + iµ|ψk|4ψk, (C.2)
where k ∈ (1, 2, ...,K2).
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As was mentioned in the section 4.2, there exist stationary solutions for the
discrete complex CQGL equation. Usually they can be written as
ψk(z) = φk exp(iλz), where λ ∈ R and φk ∈ C. (C.3)
On propagation, small perturbations around the stationary solution can grow
exponentially, leading to the destruction of the vortex soliton. A stability ana-
lysis provides us with the means for establishing which solutions are linearly
stable. Let us introduce a small perturbation φ˜, to the localized stationary
solution (C.3)
ψ˜k = [φk + φ˜k(z)]e
iλz, φ˜k ∈ C. (C.4)
Taking into account that φ˜pk → 0 for p ≥ 2, the nonlinear terms are:
|ψ˜k|2ψ˜k = [φk + φ˜k(z)][φ∗k + φ˜∗k(z)]2eiλz
≈ (φ2kφ˜k∗ + 2|φk|2φ˜k + |φk|2φk)eiλz (C.5)
and
|ψ˜k|4ψ˜k = [φk + φ˜k(z)]2[φ∗k + φ˜∗k(z)]3eiλz
≈ (2|φk|2φ2kφ˜k∗ + 3|φk|4φ˜k + |φk|4φk)eiλz (C.6)
then, after replacing (C.4), (C.5) and (C.6) into Eq. (C.2) and then linearizing
with respect to φ˜, we obtain:
i
˙˜
φk − iδφ˜k + C(φ˜k+1 + φ˜k−1 + φ˜k+K + φ˜k−K)− λφ˜k
−2iε |φk| 2φ˜k − 3iµ |φk| 4φ˜k + 3ν |φk| 4φ˜k + 2 |φk| 2φ˜k
−2iµφ2k |φk| 2φ˜k∗ + 2νφ2k |φk| 2φ˜k∗ − iεφ2kφ˜k∗ + φ2kφ˜k∗ = 0, (C.7)
and factorizing the perturbation function in (C.7), we have
i
˙˜
φk + Cˆφ˜k − iδφ˜k + [2(1− iε)|φk|2 + 3(ν − iµ)|φk|4 − λ]φ˜k +
[(1− iε)φ2k + 2(ν − iµ)|φk|2φ2k]φ˜∗k = 0. (C.8)
The previous equation describes how the perturbation evolves. In general terms,
this kind of differential equation have solutions that can be written as linear
combination of exponential functions, where their arguments determine when
the perturbation grows or it remains constant during the evolution. To solve
equations (C.8) we first separate the real and imaginary part of the solution and
its perturbation,
φk = uk + ivk, φ˜k(z) = xk(z) + iyk(z), where u, v, x, and y ∈ R. (C.9)
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Replacing (C.9) in (C.8) and separating real and imaginary parts we obtain two
ordinary differential equations, namely
x˙k + Cˆyk + h1yk + h2xk = 0,
y˙k − Cˆxk + h3xk + h4yk = 0, (C.10)
where, the h factors are given by:
h1 = −2uv − δ − u2ε− 3v2ε− u4µ− 6u2v2µ− 5v4µ− 4u3vν − 4uv3ν,
h2 = −3u2 − v2 − 2uvε+ λ− 4u3vµ− 4uv3µ− 5u4ν − 6u2v2ν − v4ν,
h3 = 2uv − δ − 3u2ε− v2ε− 5u4µ− 6u2v2µ− v4µ+ 4u3vν + 4uv3ν,
h4 = u
2 + 3v2 − 2uvε− λ− 4u3vµ− 4uv3µ+ u4ν + 6u2v2ν + 5v4ν. (C.11)
We define four matrices as follows:
A = C(δk+1,l + δk−1,l) + h1δk,l, B = h2δk,l,
C = −C(δk+1,l + δk−1,l) + h3δk,l, D = h4δk,l,
where δk,l is the Krocnecker symbol. The system (C.10) can be expressed by
means of these matrices; then now it looks like,
~˙x+ A~y + B~x = 0, ~˙y + C~x+ D~y = 0,
or in matricial form,
R˙ = −
(
B A
D C
)
R, where R =
(
~x
~y
)
. (C.12)
The matrix equation (C.12) is a linear and homogeneus system of ordinary
differential equations, for which its solution can be written as
R =

l1
l2
...
lN
 eγz = Leγz, (C.13)
being N = 2K2. If we replace the ansatz (C.13) in (C.12) the system becomes:
Lγeγz = HLeγz, where H = −
(
B A
D C
)
. (C.14)
Now, if we divide (C.14) by eγz, and rearranging we have
(H− γI)L = 0. (C.15)
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The equation (C.15) is equivalent to the algebraic system
(h11 − γ)l1+ h12l2 + . . .+ h1N lN = 0
h21l1+(h22 − γ)l2 + . . .+ h1N lN = 0
hN1l1+ hN2l2 + . . .+(hNN − γ)hNN lN = 0. (C.16)
Thus, to determine a non trivial solution L of the system (C.12) is necessary
that
det (H− γI) = 0. (C.17)
This is the characteristic equation of the H matrix; in other words, R = Leγz
will be a solution of the system (C.12) if and only if γ is a eigenvalue of H, and
L is an eigenvector corresponding to γ. The general solution of this system is
R = c1L1e
γ1z + c2L2e
γ2z · · ·+ cNLNeγNz, (C.18)
being c1, c2, · · · integration constants. The set {γ1, γ2, · · · , γN} is the spectrum
of the eigensystem associated with (C.12). If at least one of the eigenvalues
is a complex number then R∗, the conjugate complex, also is a solution to the
system (C.12).
Here, we have to remind that the vector R contains all the components of the
perturbation function φ˜k. The stability of localized structure φk is determined
by the discrete spectrum of the eigenvalues of (C.17) with a nonzero real part.
More precisely, a localized structure is unstable if R(γ) > 0, where the maximum
is chosen among all the roots of (C.17). If at least one of the eigenvalues has
real part greater than zero the perturbation φ˜k grows exponentially, what leads
to an uncontrolled evolution of the stationary solution profile.
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