An extended logic programming language is presented, that embodies the fundamental form of set designation based on the (nesting) element insertion operator. The kind of sets to be handled is characterized both by adaptation of a suitable Herbrand universe and via axioms. Predicates 2 and = designating set membership and equality are included in the base language, along with their negative counterparts = 2 and 6 =. A uni cation algorithm that can cope with set terms is developed and proved correct and terminating. It is proved that by incorporating this new algorithm into SLD resolution and providing suitable treatment of 2, 6 = and = 2 as constraints, one obtains a correct management of the distinguished set predicates. Restricted universal quanti ers are shown to be programmable directly in the extended language, and thus are added to the language as a convenient syntactic extension. A similar solution is shown to be applicable to intensional set-formers, provided either a built-in set collection mechanism or some form of negation in goals and clause bodies is made available.
INTRODUCTION
The availability of set data abstractions is widely recognized as a valuable feature of high-level programming languages. In particular, sets can be used conveniently in rapid software prototyping, where e ciency is not a primary requirement whereas the availability of high-level data and operation abstractions are key features of the implementation language.
Only relatively few programming languages provide sets as primitive objects. Among them, the (nonexecutable) speci cation language Z 50], the procedural language SETL 45] , and the functional languages MIRANDA 53] and ME TOO 41] . More recently, increasing attention has been devoted to embedding sets into logic programming languages. Indeed such languages seem to be good candidates for hosting set data abstractions, thanks to their highly declarative nature.
Attention to incorporating sets into logic-based languages has come rst from the eld of deductive databases 1, 6, 7, 33, 42] . Recently, however, a number of papers have addressed the problem also in a wider setting. General-purpose set constructs and basic operations on sets have been added to general logic-based frameworks: pure logic programming languages 16, 17] , equational logic languages 28, 29] , and Constraint Logic Programming languages 22, 35, 36] . The importance of sets as a high-level data structure in a programming language has been also recognized in G odel 26] , which supplies the user with a few basic facilities to de ne (both extensionally and intensionally) nite sets, and to manipulate them.
Actual Prolog implementations already provide some facilities to support sets in the form of the built-in predicates setof and bagof. However, it is widely recognized that the de nition of these facilities is quite unsatisfactory. Sets are simply represented as lists and dealt with as ordinary terms, ignoring all the characteristic properties of sets (e.g., lack of ordering, immateriality of duplicates). In brief, setof lacks a precise declarative semantics.
A logic language embodying sets, on the contrary, ought to deal with sets as genuine rst-class objects, whose semantics adheres to that speci ed by a suitable set theory. More precisely, the following issues should be faced adequately in the design of a logic language with sets (some of them are addressed also in 49]):
Which kind of aggregates one should deal with: multisets, ordinary (wellfounded) sets, non-well-founded sets. How to conveniently represent such aggregates and by which designations (extensional or intensional) to refer to them. What operations on sets should the language provide as primitives. What is the role of negation and set grouping in intensional set de nition. Which is the host language: pure Horn clauses, CLP, equational logic language, etc. Which kind of applications the language is oriented to. How to achieve e cient implementations.
In this paper we de ne an extended logic language, called flogg (read \set-log") which tries to provide a reasonable and coherent set of answers to the foregoing questions.
Unlike some of the cited proposals, we do not restrict ourselves to any speci c application domain, as our aim is the development of a general-purpose programming language. Our starting point is a pure logic programming language, that is, de nite Horn clauses with no extra-logical constructs. This basic language is enriched with a new category of terms, the set terms, employed for the extensional representation of nite sets. A set term has the form s with t, denoting the set ftg s obtained by adding t as an element to the set s. Very few distinguished predicates, namely set membership and equality, are added to the base language, along with their negative counterparts (6 2 and 6 =). These have been shown to supply su cient computational expressivity to cover a wide range of applications. The interpretation domain adopted is an extension of the Herbrand universe, developed according to a proper axiomatic characterization of the kind of sets embodied in our language.
Usual SLD resolution is modi ed in order to incorporate a new uni cation algorithm, capable of managing set terms in a way complying with the semantic properties of the set constructor with (namely, permutativity and absorption; see below), and to implement the distinguished predicates for set operations.
It is shown that the usual set-theoretic operations, such as union, intersection, etc., can be e ectively programmed in this extended language. Also restricted universal quanti ers are shown to be expressible in the language itself; they can be added to it as a simple syntactic extension (managed by a suitable preprocessor). Finally, simple abstract set-formers are added to the language, providing the user with an intensional means to express sets. It is argued, however, that also such an extension can be programmed directly in the language, provided the latter is endowed with either a built-in set collection mechanism or some form of negation in goals and clause bodies.
Throughout the paper we will consistently restrain our investigation only to nite sets. The adaptation of the proposed set theory and set handling mechanisms to multisets, where members occur with a multiplicity factor, is currently under investigation 24] and is not considered here. Also, we do not consider the treatment of non-conventional sets, akin to the non-well-founded sets of 2], among which membership is allowed to form cycles. Sets of this novel kind, sometimes called hypersets 5], are studied in 18], where a new uni cation algorithm capable of handling hypersets is presented.
Finally, we have assumed here a pure logic programming language as the base language. Alternatively, we could have relied on a CLP scheme 27], by considering the prede ned set predicates as constraints. A review of flogg as an instance of the CLP scheme is, in fact, the aim of 22] . The reference to a CLP framework o ers the advantage of giving a more uniform treatment of the various set-handling operations. Furthermore, most of the theoretical results developed for CLP can automatically be transferred into the flogg framework. Nevertheless, since our intention here is to give a self-contained presentation of the language, we avoid the intricacies of the full CLP scheme, developing our own operational semantics with the appertaining soundness and completeness results. As an advantage, this approach enables straightforward implementations of our language to be devised by adapting well-known techniques currently applied to conventional Prolog implementations 4].
The paper is organized as follows. Section 2 brie y describes the minimal syntactic extensions to a pure logic programming language required to support set notation. The declarative semantics of the resulting language is presented in Section 3. Section 4 addresses the problem of extending uni cation in order to respect the intrinsic declarative properties of set terms: a new uni cation algorithm which can manipulate set terms is described in detail here. Section 5 presents the extended SLD procedure incorporating the new uni cation algorithm and the management of 2, = 2 and 6 =, based on the so-called constraint canonization algorithm. Section 6
shows how restricted universal quanti ers can be de ned in our language. Various flogg programs illustrating the use of the set manipulation facilities are shown in Section 7. Section 8 analyzes the issues related to the introduction of intensional set formers, focusing on the strong link existing between intensional de nitions and negation. Sections 9 and 10 terminate the work, by drawing a comparison between flogg and other logic languages dealing with sets proposed by di erent researchers and by sketching the lines for future extensions.
flogg SYNTAX
The main purpose of this section is to illustrate the syntactic representation adopted in flogg to express extensionally de ned sets. All that is presupposed is the availability of:
An interpreted constant fg used to represent the empty set, ;.
A binary function symbol with (used as an in x, left-associative operator), to be interpreted as follows: s with t stands for the set that results from adding t as an element to the set s. 1 Apart from these two symbols, flogg contains the usual equipment of clausal Horn logic 38] along with distinguished predicates for set membership and equality (2 and =) and their negative counterparts (= 2 and 6 =).
The extensional representation for sets mentioned above is provided by a collection G of ground terms, de ned as the smallest set such that the constant fg belongs to G; s with t belongs to G whens and t are ground terms (not necessarily in G). In view of the intended interpretation, any s in G will be called a set term.
A nonground term t is called a set term if there exists an instantiation of the variables in t such that t belongs to G. In particular a variable is a set term. Set terms of the form t with t n with with t 1 , n 1, where t is not a set term, are intended to designate sets based on a kernel t other than fg. We call such entities colored sets.
For the sake of simplicity, we introduce special syntactic forms to designate set terms: ft 1 ; : : : ; t n jsg stands for s with t n with with t 1 , and ft 1 ; : : : ; t n g stands for fg with t n with with t 1 , where s; t 1 ; : : : ; t n are terms. For example:
f(a,fg), is a term, but not a set term; f2,g(3),ag, is a ground set term; fg, f1,X,Y,2g, f1,1,f2,fgg, f(a,fbg)g and any term ft 1 ; : : : ; t n j Rg with a \tail" variable R, are set terms; fa j f(fbg)g is a colored set term based on the kernel f(fbg). For the rest of this paper, we will always represent set terms using the f g notation to simplify program reading. Moreover, we will freely exploit the usual syntactic features of Prolog in addition to the constructs discussed above.
Three sample flogg clauses are: q(X) :? X 2 fa,b,c,dg, p(X). singleton(X) :? X = fYg. in di erence(X,Set1,Set2) :? X 2 Set1, X = 2 Set2.
Colored set terms (i.e. terms of the form ft 1 ; : : : ; t n jtg where t is not a set term)
do not designate sets of any conventional kind. Nevertheless, we deem it convenient to always regard ft 1 ; : : : ; t n jtg as an admissible set term when t 1 ; : : : ; t n ; t are legal, to make the language structure absolutely uniform and the inference mechanisms (e.g., uni cation) more straightforward. Furthermore, in certain frameworks (e.g., deductive databases) the availability of di erent \kinds" of sets may be useful: coloring can be exploited to di erentiate sets with the same members representing relations with distinct attributes.
flogg DECLARATIVE SEMANTICS
To conveniently interpret the language introduced so far, a richer semantic structure than the one usually associated with de nite Horn clauses is needed. The focal point of this extension|which will now be discussed|is the interpretation of the function symbol with, which should be interpreted as a set constructor. We begin by providing the axioms of a suitable rst-order set theory with equality. The legal interpretations of flogg will be the models of these axioms (cf. 23]).
Next we will focus on a privileged interpretation domain formed by terms U H resulting from a suitable transformation of the classical Herbrand universe 38]. Moreover, we will designate a xed binary relation over U H as the privileged interpretation of 2 (the predicate = will be interpreted as simple syntactic equality).
Set Axioms|The Elementary Theory Set
The following list contains the basic axioms composing our theory Set (here v; w; x; y; z; and the x i s stand for distinct variables): where n is the arity of f and f=n = 2 f f g=0; ker =1; with =2g.
Our theory slightly deviates from the classical ones (i.e., Zermelo-Fraenkel, von Neumann-Bernays-G odel) in two respects:
Presence of memberless entities other than f g (called urelements in 30]).
It follows from (U) and the freeness axioms (see below) that a single function symbol, say f=1, can be used to generate in nitely many such entities, namely f( f g); f(f f gg); f(ff f ggg); : : : : Hereafter, we will refer to any nonvariable term whose main functor di ers from with/2 generically as a memberless term (as opposed to a set term; in fact, f g is the only set term which is memberless).
Each term t in the interpretation domain has an associated kernel, ker (t), denoted by a memberless term. Intuitively speaking, we think of t as resulting from repeated insertions (possibly none) of members into this initial kernel, insertions being achieved by the operation with. Let us brie y comment upon the extensionality and regularity axioms, (E) and (R). The rst of these states that, in order to be equal, x and y must have the same kernel and the same members. It follows, in view of (W 1;2 ), (K 2 ) and (E) that with has the following properties:
Informally speaking, these identities express the fact that the order of elements in a set is immaterial (permutativity property) and that duplicates are not relevant (absorption property).
Another very useful consequence of (W 1;2 ), (K 2 ) and (E) is that Y 2 X $ 9z(X = f Y j z g ) ; whereby one can express membership in terms of equality.
By exploiting the element removal axiom (L) as well, one obtains
which will prove crucial in our uni cation algorithm.
The regularity axiom (R) states that from each nonempty set x one can choose a member z which belongs to x and does not intersect x. This is a well-known expedient to state that membership does not form cycles.
The theory Set is completed by the standard equality axioms (not reported here; cf., e.g. where f=n and g=m are distinct function symbols which di er also from ker=1 and from with=2. In addition to requiring|as usual|that t x] be a term involving the variable x and distinct from it, we must require that t x] be not a set term.
Technically, one can regard (U) as a novel freeness axiom, and (R) as an analogue for sets of the occur axiom 8 x ( t x] 6 = x ). The regularity axiom (R) needs to be strengthened for our purposes, by adding to it
An Adapted Herbrand Universe
We aim in this section at de ning the privileged interpretation domain U H , to be used as the basis for the model-theoretic semantics of our language.
Let F be the collection of function symbols available in the language (in particular f g=0 ; with=2 2 F and ker=1 = 2 F), and let H represent the usual Herbrand universe. To re ect the two properties of with previously described (absorption and permutativity), we de ne an equivalence relation over H: this is the smallest equivalence relation satisfying the analogues of those properties with in place of =. U H is then de ned as the set obtained by taking one representative out of each of the equivalence classes forming H= . Below we will sketch a criterion to constructively select a speci c representative from each equivalence class. Establishing an order < over H can help in lling up the details of this plan.
For the sake of simplicity, it is reasonable to assume a total ordering over F to be given. By exploiting this ordering, < can be de ned antilexicographically. This means, among others, that ftjrg < fujsg holds when either t < u or t coincides with u and r < s.
A ground term g is said to be canonical if either g is a constant or every one of its subterms is canonical and, moreover, t < u holds for every subterm of the form fu; tjsg of g. U H will be formed by all canonical terms (it is straightforward to prove that there is one and only one canonical term in each equivalence class modulo ). Let be the function that maps a ground term t to its canonical representative. If t has the form f(t 1 ; : : : ; t n ) with f=n 6 = with=2, (t) will be f(t 0 1 ; : : : ; t 0 n ) where t 0 i = (t i ) for each i, 1 i n. If t has the form ft 1 ; : : : ; t n j kg, n 1, where k is a memberless term, then (t) is the term ft 0 1 ; : : : ; t 0 m j k 0 g where k 0 , t 0 1 ; : : : ; t 0 m are the distinct canonical representatives of k, t 1 ; : : : ; t n arranged so that t 0 m < < t 0 1 (by the last requirement, any element repetitions in a set are avoided). The canonical representative of each term will be its value in the privileged interpretation.
To complete the picture of the privileged interpretation, it su ces to add, for any t; u 2 U H :
The kernel k ker(t) is obtained by decomposing t in the form k with t n with with t 1 ; n 0, where k is a memberless term (note that if t is itself a memberless term then ker(t) = t).
Whether the relation u 2 t holds or not can be established by decomposing t in the same manner and by checking whether u occurs as one of the t i s. In order to access the kernel ker(t) of a term t, the language will provide a predicate ker of=2|to be dealt with as a constraint (Section 5)|de ned as t 1 ker of t 2 $ t 1 = ker(t 2 ) Note that the same construction just described was carried out in 22] and 8] to de ne the single-sorted interpretation domain A of the algebraic structure S underlying an instance of the CLP scheme tailoring flogg. As shown there, within the theoretical framework of CLP (cf. 27]) one can prove that S is solution-compact and that it corresponds to the satisfaction-complete theory Set (hence, S is a model of Set).
Here we have chosen to stay within the consolidated theoretical framework of logic programming (cf., e.g., 38]). Accordingly, we have to extend the de nition of the term canonization function described above to encompass atoms and clauses. We do this as For each set I composed by ground atoms or ground clauses,
As anticipated at the beginning of the section, we are taking U H = (H P ) (where H P is the ordinary Herbrand universe of the program P) as the interpretation domain for any given program P. Furthermore, functors are interpreted in such a way that each ground term t is mapped to (t). We will regard the collection (B P ) as the Herbrand base of P, where B P is de ned as usual (without atoms involving = or 2 though, since these have a rigid meaning). A (set) interpretation I of P can be characterized simply as a subset of (B P ); it will be a model of P if it satis es the whole collection ground(P ) of ground instances of P. 2 With the semantics thus restricted to set interpretations only, one can prove the usual model-theoretic and xpoint semantics results (cf. 38] 
SET UNIFICATION
The development of a procedural semantics for flogg requires an enhancement of the uni cation algorithm in order to deal with sets, and a modi cation of the SLD procedure, in order to include set uni cation and a proper management of the equality and membership relations. In what follows we cope with the rst of these two points, postponing the second one to the next section.
The Set Uni cation Problem
Regarding the uni cation problem, we assume all the de nitions (e.g., Herbrand system, substitution, solution, vars(t) notation, etc.) given in 34] and 39]. Standard uni cation is not adequate to deal with set terms. The rst reason is that the inherent lack of order inside a set causes the decay of the uniqueness property of the most general uni er of standard uni cation. This is clear from the following example: Consider the singleton Herbrand system E = ffX; Y g = f1; 2gg.
There are only two solutions, namely, 1 = fX 1; Y 2g and 2 = fX 2; Y 1g, neither of which is more general than the other. A second reason for the inadequacy of standard uni cation is that duplicate elements in a set are not relevant as far as uni cation is concerned. Thus, for instance, the two set terms f1g and f1; 1g should unify, although standard uni cation treats them as nonuni able. Furthermore, an equation such as X = f1jXg, which does not admit any solution in the standard case (unless in nite terms are taken into account), has the solution = fX f1jNgg in the extended framework we are considering.
What is needed is some form of generalized uni cation, i.e., uni cation w.r.t. a theory T which describes the properties of a set of function symbols (with and f g in our case) by means of a set of equational axioms. In this framework, two terms s and t are said to be T-uni able i there exists a substitution such that s = T t (i.e., T j = s = t ); such a is called a T-uni er. A solution which is often adopted for special theories is that of developing an extended uni cation algorithm embodying the axioms of the theory itself. Unfortunately, known extended uni cation algorithms described in the literature fail to capture the properties of with described so far. In particular, ACI-uni cation (i.e., uni cation under associativity, commutativity, and idempotency 3, 10, 37, 51]) cannot be directly applied in our case. In fact, the identity fZjfY jXgg = ffZjY gjXg, representing associativity, does not hold, for instance, under the substitution fX fcg; Y fbg; Z ag, because the two sets fa; fbg; cg and ffa; bg; cg are distinct in our interpretation. Similarly, the idempotency property fXjXg = X does not hold under the substitution fX fagg since ffag; ag 6 = fag. Therefore, we have developed a new uni cation algorithm that extends standard uni cation, embodying the set axioms presented in Section 3. For any given
Herbrand system E involving set terms, the algorithm is able to compute through non-determinism each element of a complete set of uni ers of E.
Complexity
Before presenting our set uni cation algorithm we want to point out that the problem of deciding whether two set terms are uni able is NP-complete. NP-hardness ensues from a reduction of 3-SAT to the problem at hand. Given the formula
where a (j) Indeed, an algorithm for unifying the two sides of such an equation in polynomial time could also be exploited for solving 3-SAT in polynomial time.
The remaining part of the NP-completeness proof (verifying the existence of a polynomial time veri cation algorithm) is quite mechanical and we refer the interested reader to 31] for a similar and easily adaptable proof.
The Uni cation Algorithm
Let E be a Herbrand system, i.e., a nite set f l 1 = r 1 ; : : : ; l n = r n g of equations where each l i and each r i is a term. When l i is a variable and moreover it occurs in E exactly once, the equation l i = r i is said to be in solved form w.r.t. E. E itself is said to be in solved form if l i = r i is in solved form w.r.t. E for i = 1; : : : ; n. Note that in the latter case E has the obvious solution f l 1 r 1 ; : : : ; l n r n g.
Aim of the following algorithm is to bring any given Herbrand system E to a solved form, or to report failure if E has no solutions.
Set Uni cation Algorithm. Let F be a set of function symbols comprising fg=0 and with=2. Let V be a denumerable set of variables and T be the set of rst-order terms over F V. In the following X will stand for a generic variable (i.e., X 2 V), and t; t i ; t 0 i will stand for terms in T . Let us brie y comment upon action 9 of the algorithm. Its aim is the reduction of set-set equations. In particular, cases ii and iii take care of duplicates in the left-hand side term and in the right-hand side term, respectively. Case iv, instead, takes care of permutativity of the set constructor with by exploiting the property (?) of with pointed out in Section 3.1.
As an example, let us consider the following system ffajXg = fb; ajY gg:
The algorithm applies action 9(a) to it, requiring one of the following systems to be solved i. fa = b; X = fajY gg ; ii. fa = b; fajXg = fajY gg ; iii. fa = b; X = fb; ajY gg ; iv. fX = fbjNg; fajY g = fajNgg :
The rst three clearly have no solution, whereas system iv can be further transformed by applying again action 9(a) to its second equation, which leads to the following new systems:
i. fX = fbjNg; Y = Ng, from which, by variable substitution, we get fX fbjY gg.
ii. fX = fbjNg; fajY g = Ng, from which, by variable substitution, we get fX fb; ajY gg. iii. fX = fbjNg; Y = fajNgg, from which we get fX fbjNg; Y fajNgg. iv. fX = fbjNg; Y = fajN 0 g; N = fajN 0 gg from which, by variable substitution, we get fX fb; ajN 0 g; Y fajN 0 gg.
The substitutions we have got constitute the set of uni ers for the initial system we were looking for. Note that this set is not minimal even though sound and complete. For instance, the fourth solution fX fb; ajN 0 g; Y fajN 0 gg can be obtained, apart from duplicates, from the second solution fX fb; ajY gg by applying to it the substitution fY fajN 0 gg. In general, the set of substitutions computed by our uni cation algorithm can contain substitutions which are less general and/or equivalent (w.r.t. the given theory) to other substitutions in the set. However, the number of these \redundancies" is in any case nite and could be reduced by adding suitable checks to the algorithm.
Equations of the form ft 0 ; : : : ; t n j Xg = ft 0 0 ; : : : ; t 0 m j Xg, where the two sides are set terms with the same variable tail element, are handled as a special case by action 9(b). The problem here is to properly re ect the permutativity of with: our algorithm might go into an in nite loop if we simply applied action 9(a), and in particular its case iv, to an equation of this form, e.g., to fajXg = fbjXg.
The solution we have adopted is to avoid action 9(a)iv of the general case, by resorting to action 9(b) in its stead. The latter forces our algorithm to consider nondeterministically each element of one of the two sets involved in the set-set equation. This way, all possible combinations are explored.
Of course, this solution opens a big (but, anyhow, nite) number of alternatives, possibly leading to redundant solutions. A perhaps preferable formulation of action 9(b), less uniform with the rest of the algorithm but more e cient as for the number of generated solutions, can be found in 20, 44] .
To end, let us remark that our uni cation algorithm is akin to the one sketched by Jayaraman and Plaisted in 28], but it solves a larger number of cases. In particular, the algorithm in 28] intentionally does not take into account the idempotency property of sets (i.e., our absorption property). While this restriction enables a simpli cation of the uni cation algorithm, it leads, on the other hand, to a loss in expressivity and exibility. Furthermore, the algorithm in 28] does not properly take into account the situation dealt with by action 9(b) of our algorithm (two set terms with the same variable tail element).
Soundness, Completeness and Termination
The following theorems state soundness, completeness and termination of unify(E) for any given system E of equations. Lemma 4.1. Given a system E and an equation e belonging to it, suppose E 1 ; : : : ; E n (n 0) are all the systems such that unify(E) can directly invoke unify(E i ) upon selecting e at the beginning (i.e., E i is obtained after one uni cation step by selecting e). Then E is logically equivalent (under the set axioms) to E n but not in E.
Proof. Actions 1{4 and 6{8 of the algorithm trivially yield the desired equivalence, in view of the basic properties (re exivity, congruency, etc.) of equality and of the freeness assumptions (including the regularity axiom, needed to justify action 4) made at the end of Section 3.1. Justifying actions 5, 9(a) and 9(b)i{iii is also straightforward, in view of the permutativity and absorption properties of with. Action 9(b)iv is justi ed as follows: in one direction, by the obvious observation that 9w(fSjwg = X&fY jwg = V ) implies fY jXg = fSjV g. The opposite direction can be proved using the fact, anticipated as (?) in Section 3.1, that fY jXg = fSjV g together with Y 6 = S implies 9w(fSjwg = X&fY jwg = V ). This fact comes directly from the observation that the hypotheses imply S 2 X and Y 2 V , by analyzing the following four cases:
1. Y 2 X and S 2 V . Then X = fY jXg = fSjV g = V . We instantiate w as X, so that fSjwg = X = V = fY jwg. 2. Y 6 2 X and S 6 2 V . We take w = X less S, so that w = V less Y (here we are indicating by less the single-element removal operation, whose existence is guaranteed by (L) and (E)).
3. Y 2 X and S 6 2 V . We take w = X less S, so that fY jwg = V . 4. Y 6 2 X and S 2 V . Symmetrical to the preceding one. 2
By iterating the process and applying the Lemma 4.1, it is possible to prove that the set of uni ers produced by unify, developing completely every branch of the computation tree, covers all the solutions of the original system of equations. Theorem 4.1 (Soundness and completeness). Given a system E, let E 1 ; : : : ; E n be all the systems in solved form produced by the uni cation algorithm. Then Soln(E) = Soln(E 1 )j vars (E) Soln(E n )j vars(E) , where Soln(X) is the set of all ground set-uni ers of X and Soln(E i )j vars(E) is Soln(E i ) restricted to the variables of E.
For the preceding theorem to make full sense, we need the following:
Theorem 4.2 (Termination). For any Herbrand system E, unify(E) terminates, provided a suitable strategy is adopted for selecting e across recursive levels.
Proof. We will assume the following execution strategy is adopted for sequencing the unify actions: Action 5 is immediately followed by action 6, performed on the newly generated equation e 0 , unless e 0 is already in solved form. Action 9 generates two new equations, e 1 and e 2 , the second of which typically enables action 9 again. In any case, e 2 is immediately processed. When this sequence of consecutive actions reaches an end, a similar \9-exhaustive"
treatment of e 1 is triggered in the case of actions 9(a)iv and 9(b)iv.
The collection of all terms appearing as sides of equations in E can be represented as a forest structure with superimposed links, akin to the one in 43]. 3
Initially, a link connects two leaves in G E if and only if the two are labeled by the same variable. An execution of action 6 does not add new nodes or edges to G E :
rather, it creates a link between two nodes, representing X and t respectively.
When new set terms are generated by action 5 or 9, new nodes are added to G E to represent them.
A path through G E is de ned to be a list n 0 ; : : : ; n l of nodes such that each hn i ; n i+1 i is either a link or an edge (unlike edges, links can be exploited in both directions). By the very construction of G E , all paths issuing from a variable will hit the same nonvariable term, if any.
Let us indicate how to measure the cost of a path. Links, as well as leftmost edges issuing from with-nodes, have cost 0; the cost of the remaining edges is 1; the cost of a path is the sum of the costs of all edges and links constituting it, increased by 1 if the path ends in a constant node. A rough explanation of these conventions is that we intend to combine the notion of height of a term with the (equally widespread) notion of rank of a set.
To conclude this preamble, let us de ne the pseudorank of a node n to be the maximum cost of a path issuing from n. Relevant to our analysis of unify is that the cost of a path will never exceed the initial number p of nonvariable nodes in G E . On the one hand, this results from the occur checks made in actions 3 and 4: these in fact forestall the formation of cyclic paths. On the other hand, it follows from inspection of the unify algorithm (cf. actions 5, 9(a)iv and 9(b)i,ii,iv) that no addition of edges can disrupt this bound on the path length. In fact, each new edge of cost 1 shares the target node with a pre-existing edge of cost 1: this implies that no path will ever contain both such edges at once.
Let E (0) ; E (1) ; E (2) ; : : : be the successive values of E along a branch of the unify execution not ending with a failure.
Indicating by prk i the pseudorank function de ned on the nodes of G E at the time when E = E (i) , it makes sense to de ne prk 1 (n) to be the ultimate value of the sequence prk i (n); prk i+1 (n); : : : ; for any node n eventually introduced in G E .
This sequence, being bound by p as we have already noticed, can in fact increase at most p times.
Plainly, every prk i (even the one with i = 1) satis es the identities prk i (f(t 1 ; : : : ; t m )) = 1 + max m j=1 prk i (t j ) ; prk i (ft j sg) = maxf1 + prk i (t); prk i (s)g :
We can exploit the \limit pseudorank" prk prk 1 , whose domain is enlarged by putting prk(l = r) = prk(l) + prk(r), to associate with E the following (2 p + 1)-tuple of non-negative integers
Size(E) = h j fe in E : prk(e) = 2 pg j; : : : ; j fe in E : prk(e) = 0g j i :
Indicating by the lexicographic ordering, we will prove that Size(E (i+1) )
Size(E (i) ) unless the action leading from E (i) to E (i+1) is one of the actions 2, 5, 9. Even then, a decrease will turn out to be the outcome of a \phase" consisting of consecutive actions. In particular, in the case of actions 5 and 9, the phase is the series of actions imposed by the execution strategy described at the beginning. It will follow, thanks to the well-foundedness of , that the E (i) sequence eventually terminates, which proves our thesis.
It is helpful to view E as composed of two disjoint collections E 1 ; E 2 of equations: E 2 is the part of the system which has already been brought to solved form; the remaining equalities form the \working system" E 1 . 4 We can now proceed to show in detail that every successful phase of unify reduces Size(E 1 ). In the following, each number on the left indicates the rst action of a phase.
1. One equation with pseudorank 2 prk(X) is removed: Size decreases. 2. This action occasionally decreases Size, but may also leave it unchanged.
Anyway, it is unproblematic, because it cannot be performed an inde nite number of consecutive times. It su ces for our purposes to regard a series of such actions as preamble of the subsequent phase.
6. One equation X = t with pseudorank prk(X)+prk(t) = 2 prk(X) is moved from E 1 to E 2 . This lowers Size. 5. The presence in the new system of the equation X = ft 0 ; : : : ; t n j Ng forces prk(N) prk(X) to hold, which implies that Size does not increase in consequence of the replacement of X = ft 0 ; : : : ; t n j Xg by X = ft 0 ; : : : ; t n j Ng in E 1 . Size will decrease thanks to action 6, which is required to be performed immediately.
8. One equation of pseudorank 2 + maxfprk(t 1 ); : : : ; prk(t n )g + maxfprk(t 0 1 );
: : : ; prk(t 0 n )g is replaced by equations of lower pseudorank in E 1 : Size decreases. 9. One can view the global e ect of the phase starting with action 9, as that of replacing the selected equation e ft 0 ; : : : ; t n j hg = ft 0 0 ; : : : ; t 0 m j kg by a collection t i1 = t 0 j1 ; : : : ; t ip = t 0 jp of equations relating elements of the two sets, one or two equations regarding h and k being also added, as explained in detail below.
The pseudorank l = maxf1 + prk(t 0 ); : : : ; 1 + prk(t n ); prk(h)g + maxf1 + prk(t 0 0 ); : : : ; 1 + prk(t 0 m ); prk(k)g of e, exceeds that of any t i = t 0 j equation. Hence we only need to focus on the equations concerning h and k. Various cases need to be considered.
If neither h nor k is a variable, there will be only one equation e 0 regarding h; k. If the form of e 0 di ers from h f(r 1 ; : : : ; r q ) = f(r 0 1 ; : : : ; r 0 q ) k, an immediate failure will ensue due to action 7. Else, since the pseudorank of e 0 cannot exceed l, action 8, immediately performed on e 0 , will cause Size to decrease. If h is a variable and k is not, the only case that does not immediately lead to failure or to a Size decrease, is when the new equation e 0 has the form h = ft 0 i1 ; : : : ; t 0 iq j kg, with h not occurring in the right-hand side, and e 0 gets added to the working system E 1 . Action 6, immediately performed on e 0 , will cause Size to decrease. The case when k is a variable and h is not is entirely analogous.
If h and k are both variables, with h 6 k, the equation(s) dealing with them added to the working system can be of the form: { h = ft 0 i1 ; : : : ; t 0 iq j kg, or 4 Conceptually, all equations which are in solved form are moved from E 1 to E 2 before each action; then, after e has been chosen, a (possibly empty) collection of newly generated equations replace it in E 1 . As for e, sometimes it gets moved to E 2 , sometimes it simply gets discarded.
{ k = ft i1 ; : : : ; t iq j hg, or { h = ft 0 i1 ; : : : ; t 0 iq j Ng, and k = ft j1 ; : : : ; t jr j Ng, with N new variable. After action 6 is performed (possibly twice), Size decreases. 5
If h and k are the same variable X (action 9(b) of unify), an equation of the form X = ft i1 ; : : : ; t iq ; t 0 j1 ; : : : ; t 0 j q 0 j Xg (possibly of pseudorank l) is added to the working system. After actions 5 and 6 are performed on this equation, Size decreases. 2 
flogg RESOLUTION PROCEDURE
The resolution procedure developed for flogg is an extension of the usual SLDresolution procedure, where standard uni cation is replaced by the set uni cation algorithm presented above. In addition, some changes are required in order to properly manage equality and membership and their negative counterparts as predicates with a pre-assigned meaning.
The main idea behind the management of such predicates is the use of a simple constraint logic programming scheme 27]. In this context, an atomic constraint is any atom of the form t 1 where each ? i is a constraint in canonical form, and each i is a substitution which keeps track of the bindings for the auxiliary variables created by the canonization process. If such a transformation process terminates successfully, then the given constraint is guaranteed to be satis able, and the set of constraints in canonical form can be used in place of the given initial constraint to continue the resolution process. We will describe more precisely our resolution procedure and the canonization algorithm in the next two subsections. (where the C i s, are atomic constraints and the B j s are flogg atoms). The goal G 0 is said to be derived from G with substitution if the following conditions hold:
Specialized SLD-Resolution Procedure
If k = 0 then is the empty substitution ", h and i are 0, and C 0 is ;. is an mgu of the system ft 1 = t 0 1 ; : : : ; t l = t 0 l g, C 0 is fC 0 1 ; : : : ; C 0 g g; b. t = t 0 : is an mgu of the system ft = t 0 g, C 0 is ;; hfD 1 ; : : : ; D d g; i is one of the pairs generated by applying Can to h(fC 1 ; : : : ; C n g C 0 ) ; "i. where is .
A derivation of P fGg is a ( nite or in nite) sequence G 0 = G; G 1 ; G 2 ; : : : of goals such that G i+1 is derived from G i . A refutation of P fGg is a nite derivation of P fGg whose last derived goal, G m , contains only canonical atomic constraints.
Finally, a computed answer for a refutation G; G 1 ; : : : ; G m of P fGg is a pair hC; i where C is the constraint (in canonical form) contained in G m and is the substitution 1 2 m restricted to the variables of G; where 1 ; 2 ; : : : ; m are the substitutions generated during consecutive steps of the refutation.
It is interesting to notice that such a resolution algorithm involves four kinds of nondeterministic choices (all but the rst potentially leading to backtracking):
Which atom in the goal to select (don't care nondeterminism). Which clause in the program to select (don't know nondeterminism). Which mgu in the set of uni ers computed by the uni cation algorithm to select (don't know nondeterminism). Which one of the pairs generated by Can should be used (don't know nondeterminism).
The Constraint Analyzer and Its Soundness
In this section we describe a nondeterministic algorithm which is able to compute, for any given constraint C, the corresponding set C Can of constraints in canonical form. The algorithm starts with the pair hC; "i and generates, through nondeterminism, each element of C Can . Note that a constraint is represented here as a set of atomic constraints; in particular, ; is a constraint in canonical form. if there exists an mgu of the system ft = t 0 g then return Can(h(C n fcg) ; i) else fail; 16 . ft j sg ker of t: fail; 17. t ker of X, t is not X and X occurs in t: fail; end.
Note that membership constraints can be completely eliminated by reducing their solution to the solution of the corresponding uni cation problems.
Let us see now how the flogg resolution procedure works on a pair of simple examples involving also negative answers. Given the program in di erence(X,Set1,Set2) :? X 2 Set1,X = 2 Set2. and the goal :? in di erence(X,f1,2g,f1,3g), the only clause of the program is selected as a possible resolvent of the goal. Solving the set membership goal in the body of the selected clause generates (see the de nition of derived goal in Section 5.1) the two alternative substitutions fX 1g, fX 2g. Can is applied nondeterministically to either the constraint f1 = 2 f1,3gg or f2 = 2 f1,3gg. The rst application generates (action 1 of Can) the new constraint f1 6 = 1, 1 = 2 f3gg that clearly fails. The second application generates the constraint f2 6 = 1, 2 = 2 f3gg from which, after a few iterations of Can, the pair h;, "i is obtained.
So the nal computed answer is h ; , fX 2 gi .
If the following goal is given, instead:
:? in di erence(X,Set1,f1,3g), solving the set membership atom in the body of the selected clause generates the substitution f Set1 fXjNgg, whereas applying Can to the constraint fX = 2 f1,3gg generates the pair h fX 6 = 1, X 6 = 3g," i. So the nal computed answer is h f X 6 = 1, X 6 = 3g, f Set1 fXjNg g i. Finally, note that by using the ker of constraint it is easy to de ne a predicate is ker that tests whether or not a term is a kernel (i.e., a memberless term).
is ker(X) :? X ker of X. The following theorems state termination, soundness and completeness of the constraint canonization algorithm. Complete proofs of the theorems can be found in the Appendix. Actually, a speci c ground substitution such that C is provable from the axioms can be exhibited in case A) of Theorem 5.2. This fact has the following consequence:
Theorem 5.4. The axiomatic set theory speci ed in Section 3.1 makes it possible to prove either C 9 or :(C 9 ) for any constraint C.
Soundness and Completeness of the Resolution Procedure
Having developed a new specialized resolution procedure, we are now to prove its soundness and completeness. Note that theorems and proofs concerning the termination, soundness and completeness of the constraint canonization algorithms unify and Can remain almost unchanged when flogg is viewed in the context of CLP 22] . Soundness and completeness of the resolution procedure, on the contrary, are more in uenced by the fact we have adopted an approach based on Horn clause logic in this paper.
Theorem 5.5 (Soundness). Let P be a flogg program and G be a goal. If G has a refutation in P with computed answer hC; i and is a solution of C, then we have P j = Set G .
Lemma 5.1. Let C be a constraint and be a substitution such that dom( ) vars(C). If hC 1 ; 1 i is generated by the rst step of Can applied to C (i.e., to hC ; "i), then there exists a pair hC 2 ; 2 i generated by the rst step of Can applied to C such that: (i) if is a solution of C 1 , then there exists such that is a solution of C 2 ;
(ii) there exists an such that 2 j vars(C) = 1 j vars(C) ;
(iii) with as in (ii), either C 1 = C 2 holds or hC 1 ; "i is returned by Can(hC 2 ; "i). Lemma 5.4. Let P be a flogg program and Succ(P ) be the set f (a) j a is atomic, its leading predicate is none of 2; = 2; 6 =; = and there exists a refutation for P f :? a g g : .
Then Succ(P ) = M P . In the two propositions that follow, the program P and the goal G are assumed C is a constraint, B is a conjunction of atoms t = s, the L i s are ordinary atoms, and P f:C _ :B _ :L 1 _ _ :L h g is unsatis able.
Then there is a refutation for G in P. Assume moreover that P j = Set :Q . Then G has a refutation in P.
RESTRICTED UNIVERSAL QUANTIFIERS
Restricted Universal Quanti ers (RUQs) are formulas of the form (8X 2 s) F;
with F an arbitrary formula. This form stands for the quanti ed implication
8X((X 2 s) ! F):
The usefulness of providing RUQs as part of the representation language has been demonstrated by several authors (e.g., 11, 33] ). In fact, RUQs allow basic set-theoretic operations (such as subset, union, intersection and so on) to be expressed in a clear and concise way. In what follows we will show how the language presented so far can be extended in order to encompass RUQs. To wit, RUQs will be introduced in flogg only at the syntactic level, as a convenient notation, without any extension at the semantic level.
An extended Horn clause is a formula: p(t 1 ; : : : ; t n ):?B 1 ; ; B m where each B i can be either an atom or a RUQ formula of the form (8X 1 2 s 1 ) (8X k 2 s k )G, G conjunction of atoms, satisfying the following properties:
The variables X 1 ; : : : ; X k can occur only in G (in particular, they are not allowed to occur in s 1 ; : : : ; s k ). If i 6 = j then X i 6 = X j . These two restrictions ensure that a B i of the form (8X 1 2 t 1 ) (8X k 2 t k )G is logically equivalent to 8X 1 8X k (X 1 2 t 1 ; ; X k 2 t k ! G). Note For example, by using RUQs, it is easy to de ne the following set-theoretic operations:
(a) subset(S1,S2) :? (8 X 2 S1)(X 2 S2).
(b) disj(S1,S2) :?
where predicate subset tests whether S1 is a subset of S2 and predicate disj tests whether S1 and S2 are disjoint sets. One might proceed as in 33, 9] , by enhancing resolution to deal directly with RUQs. However, both for conceptual simplicity and for soundness concerns we prefer to transform extended Horn clauses into equivalent flogg clauses without RUQs (hints about a similar idea can be found in 32]). We have proved that such a transformation is always possible, and have developed an algorithm to perform it.
RUQs Elimination Algorithm. Let where r is a new predicate symbol and is ker is de ned using ker of as shown in Section 5.2. For example, the extended Horn clause (a) for the subset operation given at the beginning of this section will be transformed into the equivalent three flogg clauses: subset(S1,S2) :? r(S1,S2). r(S1,S2) :? is ker(S1).
r(fAjRg,S2) :? (A = 2 R), (A 2 S2), r(R,S2).
Note that a subset predicate which works correctly also on colored sets can be obtained by modifying the original clause so as to enforce the additional check that the two given sets have the same kernel: subset(S1,S2) :? (8 X 2 S1)(X 2 S2), K ker of S1, K ker of S2.
To make another example, by applying the RUQs elimination algorithm to the clause de ning the predicate disj shown above, we get: disj(S1,S2) :? r 1(S1,S2). r 1(K,S2) :? is ker(K). It is worth noticing the use of the = 2 constraint in the second clause of the denition of the predicate r generated by the RUQs elimination algorithm (action 4).
Without such a constraint, a goal like :? subset(X, f 1g) would generate an in nite number of equivalent solutions, namely X f 1g, X f1 ,1g, X f 1 ,1 ,1g, and so on. Similarly, the goal :? subset(f 1g, f 2 ,Xg) would generate in nite many answers X f 1g. The problem originates from both the recursive structure of the de nition of r in the generated code and the use of set uni cation (specically, the way set uni cation deals with duplicates). In particular, given the goal :? r(fBjSg; Z 1 ; : : : ; Z m ), set uni cation will generate, among others, the solution fA B; R fBjSgg, so that the recursive call to r is exactly the same as the given goal. The problem was already noted in 28] where the absorption property is disallowed during matching \to avoid a potential in nite loop in recursive denitions". In flogg, in contrast, one can circumvent the problem by a proper use of the 6 = and = 2 constraints.
PROGRAMMING WITH SETS
Various standard set operations, e.g. union, intersection, di erence, etc., can be straightforwardly programmed in flogg using the set manipulation facilities intro- we get from the above de nition of the predicate intersection the following two answers (the second of which containing a negative constraint): X = Y , Z = f Y g, X 6 = Y , Z = fg. Another feature of flogg which, as noted in Sect. 6, strongly enhances the expressive power of the language, is the availability of Restricted Universal Quanti ers. Some de nitions using such a facility|namely, the subset and disjoint predicates| have been shown in the previous section. Some further usages of RUQs will be shown in next examples.
A third important feature of flogg is set-uni cation. There are several problems, e.g., resource allocation problems and combinatorial problems in general, where the nondeterminism embedded in the set-uni cation mechanism can be advantageously exploited to make programs simpler to write and more declarative to understand than those obtainable by using conventional Prolog programming techniques.
We prove this by showing the flogg solution to two well-known combinatorial problems, namely the SEND + MORE = MONEY puzzle and the coloring of a map.
Cryptarithmetic puzzle. This is the well-known problem of solving the equation SEND + MORE = MONEY by assigning a distinct digit between 0 and 9 to each letter appearing in it. A classical solution to this problem can be developed by adopting a generate and test approach, i.e., by successively generating assignments of digits to the letters of the puzzle and then testing, for each assignment, whether the generated pattern satis es the required constraints. By using sets and the extended resolution procedure (in particular, set unication), one can avoid the explicit use of a generator and of mechanisms for backtracking in search for new solutions. A sample goal:
:? coloring( fR1,R2,R3g,ffR1,R2g,fR2,R3gg, fc1,c2g ).
R1 c1, R2 c2, R3 c1 R1 c2, R2 c1, R3 c2.
As mentioned at the beginning of the paper, flogg has been developed as a generalpurpose programming language. Nevertheless, there seem to be certain application areas in which the use of sets ts more naturally, allowing some de nite improvements both in the quality and in the development time of the nal software product. These \interesting" areas include database applications (see for instance 33, 42] ), combinatorial problems, graph-related applications and operational research in general (e.g., resource allocation problems), as pointed out for instance in 25, 35] .
To conclude, we show also a simple example in a quite unusual application area, namely music writing, where sets turn out to be a very natural notation to represent collections of notes. Music. A combination of three or more tones sounded together in harmony is said to be a chord. There is an unambiguous symbolic notation, mainly used in rock and jazz scores, for denoting chords. Writing a program that, given the symbolic denotation, returns the corresponding chord, is a simple task in any programming language. Solving the reverse problem is more di cult, since chords are genuine sets and each string of symbols usable to denote a chord is based on only one of the notes in it (the tonic note). Both problems are solved by the following flogg program, working for 3-notes chords. It is easy to extend it so as to treat n-notes chords (in jazz music 7-notes chords are common). Note representation: for the sake of simplicity we assume a unique representative for each altered note (e.g. b stands also for a]).
note(a, 0). note(b , 1). note(b, 2). note(c, 3). note(d , 4). note(d, 5). note(e ,6). note(e, 7). note(f,8). note(g , 9)
. note(g,10). note(a , 11). 
INTENSIONAL SETS

Abstract Set-Formers
In the practice of mathematics, only seldom a set S is denoted extensionally, that is by enumeration of its elements. Much more often, one provides a condition ' ' x] that is necessary and su cient for an element x to belong to S. This intensional denotation of a set is achieved by use of an abstract set-former, whose typical syntactic form is f x : ' x] g.
A notation of this kind is very useful in programming languages that embody sets (cf., e.g., 45]). The rest of this section is dedicated to the development of this feature in flogg.
A major theoretical di culty related to the use of the notation f x : ' x] g is that the latter does not make much sense unless one can show that 9 S 8 x ( x 2 S $ ' ) follows as a theorem from the axioms of the set theory at hand. No theory of sets can make all formulas of this kind provable, without being inconsistent; this is why convenient syntactic restrictions are usually placed on ', to the e ect that whenever a set-former f x : ' x] g is used, the corresponding existential statement is provable, i.e., there is truly a designated entity S.
Quite often, the only restriction placed on ' is separation; this is to say, ' x] is required to be of the form x 2 y & x], where y is a variable that (unlike x) cannot occur in . Reassuringly, this restriction su ces to prevent one from using meaningless set-formers in the most common theories of sets. In practice, however, even this small restriction may be an obstacle to the naturalness of expression: we prefer not to enforce it in our language.
Hence, an intensional set term in flogg will have the unrestrained form fX : G X]g, with X a variable and G any flogg goal (generally involving X). Note that the scope of X, in the clause containing the intensional set term, is the term itself. An intensional set term is allowed to occur in any position where an extensional set term (or, in fact, any ordinary term) can occur: for instance, it may occur inside the head of a clause.
The goal G in an intensional set term can be as complex as necessary (in particular G can contain any of the prede ned predicates =, 6 =, 2, = 2, as well as RUQs). We have already pointed out our willingness to restrict our attention to nite sets in this paper. 6 Insuring niteness in the case of intensional sets requires that predicates in abstract set-formers represent nite relations. However, the problem of ascertaining the niteness of a predicate is known to be undecidable in the general case. In this context we rely on the programmer's attention to avoid generation of in nite sets (as done also in 33], for instance). In 19] , instead, we propose some syntactic properties of predicate de nitions which conservatively ensure niteness of the de ned relations. Those properties are obtained by generalization of the Datalog approach to this problem 54].
Finally, note that, for the sake of simplicity, we assume that intensional sets are always based on an empty set kernel (i.e., we are not concerned with intentionally de ned colored sets).
Programming with Intensional Sets
Let us see a few simple examples aimed at showing the declarative programming style supported by intensional sets.
8.2.1. Intersection. As a rst example, we show a very straightforward de nition of the intersection predicate (see Section 7) using intensional sets: \ (A, B, f X : X 2 A, X 2 B g).
Other basic set-theoretic operations can be rede ned using intensional sets in a very similar way. The set of all nodes of a given graph can be determined as follows:
nodes(Arcs, fX : f X, g 2 Arcs g).
To determine the set of all connected components of a given graph Arcs of cardinality N, we can exploit the following predicate: components(1, Arcs, f Z : Z = f X g, nodes(Arcs, Nodes), Z 2 Nodes g). 
Compiling Intensional Sets
Since we are assuming sets to be nite, we can replace abstract set formers by the corresponding extensional set terms. To allow such a replacement to be effective, however, the language should provide a set-collection mechanism capable of constructing the extensional set term corresponding to the abstract set former fx : ' x]g (i.e., collecting in the extensional term all the instances of x satisfying ').
Given such a set-collection capability, abstract set-formers can be translated at compile time (via simple preprocessing) into the flogg clauses which construct the corresponding extensional set terms. Similarly to RUQs, therefore, abstract setformers in flogg exist at the syntactic level only, without a ecting the semantic structure of the language. Uni cation between abstract set-formers is not required at all. The extensional representations corresponding to set-formers are always built rst, and then the set uni cation algorithm of Section 4 can be applied to the extensional set terms. For example, the goal :? fX : p(X)g = fX : q(X)g is rst translated to the equivalent goal :? setof p(S1), setof q(S2), S1 = S2
where setof q provide the required set-collection facility and S1 and S2 will be instantiated to set terms. The set-collection mechanism could be a built-in feature of the language as in 6 Note that predicate setof p is intended to collect all the possible values of X and, at the same time, to reject any partial set of computed answers for p. More precisely, the de nition of predicate setof p comes out from the following observations. By exploiting the extensionality axiom (actually the standard one, i.e., disregarding set kernels, since we have assumed that in this context kernels are always equal to the empty set), one can prove that:
From the last formula, we can see that set grouping calls for the ability to perform restricted universal quanti cation as well as universal quanti cation over the solutions of an arbitrary predicate. Even though flogg supports restricted universal quanti cation, it is unable to express the other form of quanti cation. However, one can further observe that: The use of di erent forms of negation in flogg has been investigated in previous works. In particular:
Negation As Failure: the use of negation as failure 12, 14, 46] in flogg has been considered in 16, 19] . The extension of SLDNF-resolution to include the new features of our language is quite straightforward and appears to be easily implementable. On the other hand the syntactic restrictions imposed by negation as failure on the source program, in order to obtain soundness and avoid oundering, impose some limitations on the range of representable intensional sets. In particular only ground elements may appear in these sets.
Nevertheless, the use of negation as failure is su cient to give to flogg the same power (in terms of intensional de nitions) o ered by similar proposals described in the literature (e.g., 6, 7] ).
Constructive Negation: the use of constructive negation 13, 52] in flogg has been studied in detail in 8, 21] . Constructive Negation ts quite elegantly in the constraint-based framework of flogg and allows to overcome some of the limitations encountered in the case of negation as failure. In particular some large families of nonground sets can be de ned.
The relationships between intensional set de nitions and negation, and the intrinsic features and limitations of the various forms of negation that can be embodied into the flogg framework, are currently under investigation.
RELATED WORK
Among the proposals that have been put forward aiming at integrating sets into a logic paradigm, we brie y recall LDL 6, 7, 42] 9.1. LDL LDL (Logical Data Language) 6, 7, 42] is a language originally developed at MCC and oriented towards the development of deductive databases. Its basic language is quite similar to the one used in flogg, using a set constructor scons with the same meaning of with. On the other hand, the di erent objectives underlying the development of the two languages lead to a number of relevant di erences between them.
LDL relies on a bottom-up operational semantics, instead of using a topdown semantics like flogg. This requires, among others, a number of conditions to be satis ed to guarantee termination (e.g. range restriction).
Since LDL is intended for data intensive applications, it is assumed that only ground answers are of interest.
Set uni cation is not required in LDL. The bottom-up semantics allows matching to be used in place of full uni cation, by guaranteeing that one of the terms to be compared is ground. Furthermore, in 47], it is shown that a program can be rewritten at compile-time into an equivalent one in which each rule containing set terms is replaced by a set of rules, each containing rst-order, i.e., nonset, terms only.
LDL o ers a built-in set-collection mechanism. The class of acceptable programs is restricted using syntactic properties (e.g. strati cation across intensional de nitions) in order to avoid badly de ned intensional sets (like those allowing cyclic memberships). However, most of the syntactic restrictions imposed are equivalent to those typically found in works regarding the completeness of SLDNF resolution, thus con rming the tight link between intensional de nitions and negation.
LPS
LPS (Logic Programming with Sets) 32, 33] is another language developed with the intent of supporting deductive databases. LPS adopts a slightly di erent approach to set representation, since an apparently in nite signature of function symbols is introduced, one for each possible cardinality of the described sets. Furthermore set terms are restricted to be at, i.e., no nesting of sets is allowed. Di erently from LDL, LPS adopts a top-down operational semantics, consisting of a modi ed SLD-resolution procedure, capable of handling explicit Restricted Universal Quanti cations. No set-collection capability is provided in LPS.
Subset-Logic Programming
The Subset-Logic Programming paradigm and its related languages (e.g. SEL) 28, 29] o ers an interesting combination between functional and logic programming, based on the use of subset assertions expression f(terms) and subset-relational clauses set f(terms) :? B :
Sets are represented as in flogg, using a with-like constructor. The execution model of programs containing subset assertions and equational assertions is based on innermost reduction and restricted A-C matching (restrictions are concerned with the use of the with-like constructor in place of the more general constructor). Arguments to functions de ned by subset assertions are required to be ground terms. Program are \completed" by incorporating the Collect-all Assumption and the Emptiness-as-failure Assumption, which basically allow equality assertions to be derived from subset assertions. Di erently from flogg, here, the absorption property of the with-like set constructor is intentionally disallowed. Thus, by writing switht one implicitly assumes that t 6 2 s.
In 28] it is shown that this paradigm can be further extended in the direction of logic programming with sets|in the sense of flogg|by allowing also subsetrelational clauses and de nite clauses to occur in a program. The need for restricted A-C uni cation is brie y discussed as well as the need for strati cation of programs. Also it is shown that subset-relational programs can be used to simulate Prolog's setof feature. Unfortunately a more comprehensive description of the proposed solutions and related problems is not provided.
CLPS
CLPS (constraint logic programming on sets) 35, 36 ] is a general-purpose language like flogg. Set terms in CLPS can be expressed extensionally using either a with-like operator or using more generic set constructors (e.g., , \, etc.). The operational semantics of the language is based on a CLP scheme 27], where atomic formulas built using =, 6 =, 2, = 2, , \, and # (cardinality) are treated as constraints. Some powerful algorithms for managing these constraints have been developed (by adapting the traditional forward-checking, and partial lookahead algorithms), enabling one to get very good results in terms of execution time on various benchmarks.
Compared with flogg, CLPS has been developed using a di erent perspective:
while CLPS always delays constraint execution waiting for a su cient level of instantiation of the terms involved, flogg always tries to solve as much as possible immediately. This results in a possible slower execution in flogg, with the advantage of Having more explicit and meaningful nal answers for problems where only partial input data are supplied. Eventually, the ability to perform early pruning of certain branches of the computation tree.
Conjunto
Conjunto 25] is a constraint logic programming language in which constraints are applied to nite set domain variables. The syntax of the language is considerably simpler than flogg, since it allows only nite and extensionally de ned sets, composed exclusively of ground Herbrand terms (nested sets are not allowed). The language allows to build fairly complex set expressions, using the operators , \, n, and # (cardinality). These expressions are used as part of set constraints, which are based on the binary predicates , 2, 6 2, 6 = 0 , and :: (where 6 = 0 indicates disjointness and :: is used to associate a domain to a variable). The management of set constraints is based on a generalization of the nite domain techniques as used in CHIP 15] . The generalization lies in the fact that in Conjunto a set domain is constituted by a nite sets of known sets, which is expressed by supplying the greatest lower bound of the domain (i.e., intersection of all the sets in the domain) and the least upper bound (i.e., the union of all the sets in the domain). For example, a domain composed by the sets fag; fa; bg; fa; cg; fa; b; cg is described by the glb fag and by the lub fa; b; cg (i.e., the domain is ffag::fa; b; cgg using Conjunto's notation).
This language has a narrower scope of application than flogg, being mainly targeted to express and solve combinatorial problems (as happens for most of the nite-domain based programming languages). On these particular problems Conjunto has been proven to be extremely e ective, guaranteeing a good level of expressiveness and, more important, a considerably speed-up in execution time over traditional logic programming solutions.
CONCLUSION AND FUTURE WORK
In this paper we have addressed the problem of introducing sets in a logic programming language. The approach we have adopted is that of a deep integration between simple set designations and operations and the usual logic programming machinery. This has required primarily the development of a suitable semantical extension of Horn clause logic.
The rst implementation of the flogg language was achieved by well-known metaprogramming techniques: a simple, yet complete, flogg interpreter was developed as a new layer on top of a standard Prolog machine (namely, Arity Prolog We have already mentioned various open problems and possible extensions to the present version of our language. Among them:
Inserting new set abstractions into the language, namely multisets and hypersets. Precisely de ning connections between intensional sets and negation. Reducing the number of redundant answers generated by the uni cation algorithm. Work is in progress at present to tackle most of these problems. In particular a new uni cation algorithm which is able to deal with hypersets (as well as with conventional sets) has been designed 18] and potentialities o ered by this kind of abstraction are under investigation.
Intensional sets and the use of constructive negation for their de nition have been analyzed in detail in 8]. Work is in progress at present, aimed at obtaining a precise characterization of the kind of intensional sets which can be represented safely in the extended language 21].
Finally, the presence of many redundant (though correct) answers may represent a serious drawback to the e ective use of our language for real applications. This problem too is under investigation at present, and we are experimenting with the application to our language of operational strategies based upon memoization 55].
APPENDIX
Proof of Theorem 5.1. To keep the proof simple we assume that the algorithm selects the constraints by the following priority criteria:
1. Select rst all the 2-constraints. In all actions, but in action 14, the constraint is removed. In action 14 the constraint is replaced by a \simpler" one (and no new constraints are generated).
After this, we get a situation in which no 2-constraints are present and all the ker of-constraints are in normal form. In the meantime the original 6 =-and 6 2-constraints may have been modi ed by the substitutions generated during the initial series of reductions. We refer as C to the constraint so reached.
For each constraint C, we de ne the complexity of C to be the pair hA; Bi, where A is the sum of the sizes of all terms occurring in the right-hand side of each atomic non-canonical constraints of C; B is the sum of the sizes of all terms occurring in both sides of each atomic non-canonical constraints of C.
We will show that any non-failing sequence of actions lowers (w.r. where Z j i s are pairwise distinct new variables. The termination of Can(C) follows from the termination of Can(C ); actually, we are testing the longest possible sequences of substitutions for the variables generated by successive applications of action 12|the latter action cannot be red when C gets replaced by C .
To complete the analysis of this step we are to make sure that the substitutions generated do not a ect the ker of-constraints (in particular, action 15 is never red A) C is in canonical form. Let X 1 ; : : : ; X m be the variables occurring in C, and let f be a unary function symbol not occurring in C. It is easy to show that the substitution = f X 1 f 1 ( f g); : : : ; X m f m ( f g) g ;
where f n (x) stands for f(f( (f(x)) )), f occurring n times, n 1, is a ground solution of C.
B) It su ces to show that at each step of the recursive call of Can the result holds. We can see that every step preserves the desired property:
{ Proof of Theorem 5.5. The statement is proved by induction on the length n of the refutation of G. Base, n = 0: G C, C in canonical form (perhaps empty). The result holds by the soundness of the uni cation and the canonization algorithm.
Step: Suppose that the result holds for every refutation of length n g. We show that it holds also for n = g + 1. Let G ( :? C 1 ; ; C m ; L 1 ; ; L s ) be the goal and let L i be the literal selected at the rst step. Since we are assuming a pair hC 1 ; 1 i to be generated by the rst step of Can, we are not interested in actions 2, 3, 4, 6 and 8. Moreover, action 7 and actions 11{17 do not create any trouble.
The proof for actions 1, 5 and 9 can be carried out quite straightforwardly choosing = = . For instance, let C be the constraint fX 6 = ft 0 ; : : : ; t n j Xgg, X not occurring in t 0 : : : t n , and let hC 1 ; 1 i be hft i = 2 Xg; "i, that is one of the pairs obtained by applying action 9 to C . Now, return Can(h((C n fcg) fZ ker of s; W ker of t; Z 6 = Wg); i) (m + n + 2 actions).
In the last case, only a substitution for Z or W (occurring only there) can be infered. The only only other subcases in which a substitution di erent from " is introduced are the ones in which s and/or t are variables. For the sake of brevity, we will concentrate on one case only, the one in which both s and t are variables.
The validity of the theorem for simpler cases can be obtained from this one quite trivially.
Let C be the constraint fs 0 ; : : : ; s m j Xg 6 = ft 0 ; : : : ; t n j Y g and be the substitution fX fr 0 ; : : : ; r p j Mg ; Y fv 0 ; : : : ; v q j Ng ; : : : g. Then C will be fr 0 ; : : : ; r p ; s 0 ; : : : ; s m j Mg 6 = fv 0 ; : : : ; v q ; t 0 ; : : : ; t n j Ng.
Suppose that C 1 = fr i 6 = v 0 ; : : : ; r i 6 = v q ; r i 6 = t 0 ; : : : ; r i 6 = t n ; r i = 2 Ng and and consider the pair C 2 = fZ 6 = t 0 ; : : : ; Z 6 = t n ; Z = 2 Y g ; 2 = fX fZ j Rg ; which is returned by the rst step of Can when applied to C.
(i) Let be a solution of C 1 ; then fZ r i g is a solution of C 2 .
(ii) Let be fZ r i ; R fr 0 ; : : : ; r i?1 ; r i+1 ; : : : ; r p j Mgg j dom( )nfXg . Then 2 = fZ r i ; R fr 0 ; : : : ; r i?1 ; r i+1 ; : : : ; r p j Mg; X fr i ; r 0 ; : : : ; r i?1 ; r i+1 ; : : : ; r p j Mgg j dom( )nfXg .
By the axioms of with, the claim is true. (iii) With as in (ii), we have C 2 = fr i 6 = t 0 ; : : : ; r i 6 = t n ; r i = 2 fv 0 ; : : : ; v q j Ng. Clearly hC 1 ; "i is returned by Can applied to C 2 .
Suppose now that C 1 = fW 6 = v 0 ; : : : ; W 6 = v q ; W 6 = t 0 ; : : : ; W 6 = t n ; W = 2 Ng and 1 = fM fW j Sgg, and consider hC 2 ; 2 i as above. Step: Suppose that the result holds for n g. We show that it holds also for n = g + 1. Suppose that the goal has the form :? (C ; A ; R) , where C is a constraint, A is the selected literal, R is a conjunction of atoms none of which is a constraint. A may be of the form t = s, or of the form p(t 1 ; : : : ; t k ), with p an ordinary predicate. The most signi cant case is the latest one. We will concentrate on this one, being the other quite straightforward. Let Then (G 00 ) has a g-step refutation with computed answer hC 1 ; 0 R i such that 1 = 0 0 0 0 0 R . Now it is possible to apply the induction hypothesis; so there exists a refutation for G 00 with computed answer hC 2 ; 00 R i (6) such that there exists a R such that 00 R R j vars(C 00 ) = 0 R j vars(C 00 ) and (7) for each solution of C 1 , there exists such that is a solution of C 2 .
End of proof of part (ii) of the thesis]
By (4) ) Straightforward from M P = T P " !. ) Let A 2 M P = T P " !; then there exists an n > 0 such that A 2 T P " n. The proof is by induction on n.
Base, n = 1: p(a 1 ; : : : ; a k ) 2 (T P " 1) = T P (;) and there is a clause p(t 1 ; : : : ; t k ) :? C ; B (where C is a constraint and B is a conjunction of atoms t = s) together with a ground substitution such that p(t 1 ; : : : ; t k ) = p(a 1 ; : : : ; a k ) and j = Set C ; B . Then it is possible to build a refutation for P fAg whose rst step is:
:? p(a 1 ; : : : ; a k ) j hC 0 ; 'i 2 (C j vars(p(t 1 ;:::;t k ) ) Can j :? C 0 ; B j vars(p(t 1 ;:::;t k )) :
The result ensues from uni cation results.
Step: Let p(a 1 ; : : : ; a k ) 2 ((T P " n + 1) n (T P " n)); then there exists a clause Proof of Theorem 5.6. If P j = Set (:G ) 8 , then P f(G ) 8 We have enjoyed useful discussions with Gopal Gupta, Mario Rodr guez-Artalejo, and with Alberto Policriti, who contributed to the axiomatization. An anonymous referee gave helpful suggestions for improving the presentation. John Sabini helped us in revising a preliminary version of the manuscript.
