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Résumé
La structure de projet se retrouve dans de nombreux contextes de l’industrie et
des services. Il s’agit de réaliser un ensemble d’activités pouvant être connectées par
des liens logiques de séquence (antériorité), en faisant appel à des ressources dispo-
nibles en quantité limitée. L’objectif est la minimisation d’un critère généralement
lié à la durée ou au coût du projet. La plupart des problèmes d’ordonnancement
de projet dans la littérature considèrent une unité de temps commune pour la dé-
termination des dates d’exécution des activités et pour l’évaluation instantanée du
respect des capacités des ressources qu’elles utilisent. Or, s’il est souvent nécessaire
en pratique d’obtenir un calendrier détaillé des plages d’exécution des activités,
l’utilisation des ressources peut être évaluée sur un horizon plus agrégé, comme par
exemple les quarts de travail des employés. Dans cette thèse, un nouveau modèle
intégrant ces deux échelles de temps est présenté aﬁn de déﬁnir le problème d’or-
donnancement de projet avec agrégation périodique des contraintes de ressources
(PARCPSP). Ce problème est étudié du point de vue de la théorie de la complexité
et des propriétés structurelles sont établies, mettant notamment en évidence des
diﬀérences majeures avec le problème classique d’ordonnancement de projet sous
contraintes de ressources (RCPSP). De ces propriétés sont dérivées des formula-
tions exactes basées sur la programmation linéaire en nombres entiers, comparées
en termes de qualité de la relaxation linéaire. Par ailleurs, plusieurs heuristiques,
telles que des algorithmes de liste, ou une méthode approchée basée sur une résolu-
tion itérative qui exploite diﬀérentes échelles de temps, sont proposées. Les résultats
expérimentaux montrent l’intérêt de ces diﬀérentes méthodes et illustrent la diﬃ-
culté du problème.
Mots-clés : planiﬁcation ; ordonnancement ; projet ; optimisation combinatoire ;
programmation linéaire en nombres entiers.
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Abstract
The project structure arises in many ﬁelds of industry and services. It consists
in performing a set of activities that may be linked by precedence relations, and
use resources whose capacity is limited. The objective is to minimize a criterion
usually linked to the duration or the cost of the project. Most of project scheduling
problems in the literature assume that the same time scale should be used to de-
termine activity start and completion dates and check resource constraints at each
time. However, although it is often required in practice to build a precise schedule
specifying the execution range of each activity, the resource usage can be evaluated
on an aggregated basis, like worker shifts. In this thesis, a new model that enables
the integration of these two time scales is presented in order to deﬁne the peri-
odically aggregated resource-constrained project scheduling problem (PARCPSP).
This problem is studied within the framework of complexity theory and several
structural properties are established, highlighting major diﬀerences with the stan-
dard resource-constrained project scheduling problem (RCPSP). These properties
allow deriving exact formulations based on integer linear programming, whose linear
relaxations are compared. Moreover, several heuristics, such as schedule generations
schemes, or an approached method based on a multi time scale iterative process,
are proposed. Experimental results show the interest of these diﬀerent methods and
point out the intractability of the problem.
Keywords: planning; scheduling; project; combinatorial optimization; integer
linear programming.
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Introduction
De nos jours, toute entreprise doit gérer eﬃcacement ses ressources (matérielles,
humaines) aﬁn de maintenir son niveau de compétitivité au plus haut. En eﬀet,
les impacts d’une gestion des ressources de qualité peuvent être extrêmement béné-
ﬁques non seulement en termes de temps de réalisation des activités, mais aussi en
termes de coût, permettant ainsi à l’entreprise de gagner en productivité. En dépit
de ce constat, les fonctionnalités de planiﬁcation proposées par les logiciels d’aide à
la décision actuels quant à la gestion des ressources restent limitées à l’implémen-
tation de méthodes simples, qui ne permettent pas d’englober tous les aspects de la
gestion de projet. En particulier, ces outils ne permettent pas de prendre en compte
diﬀérents niveaux de granularité temporelle pour la prise de décision concernant
les divers éléments du projet. Si, par exemple, en termes de logistique, les dates
de lancement des activités doivent être décidées avec une granularité assez ﬁne sur
l’horizon du projet, il n’est peut-être ni souhaitable ni nécessaire de planiﬁer l’uti-
lisation des ressources avec la même granularité. Par exemple, il est inutile, voire
impossible, de concevoir un planning à long ou moyen terme dans lequel l’emploi
du temps du personnel est détaillé pour chaque individu ; à ce stade, on préfèrera
raisonner en termes de quantité de main d’œuvre disponible, selon les phases du pro-
jet. Notre objectif dans cette thèse est de proposer des modèles et des algorithmes
d’ordonnancement et de planiﬁcation susceptibles d’apporter une telle ﬂexibilité en
termes de granularité temporelle.
Dans la littérature consacrée à la gestion de projet, le problème le plus connu
et le plus étudié est certainement le problème d’ordonnancement de ressources
sous contraintes de ressources (Resource-Constrained Project Scheduling Problem,
RCPSP), déﬁni comme suit. Étant donnés un ensemble d’activités et de ressources,
caractérisés par les durées des activités, leurs consommations en ressources, les ca-
pacités des ressources (nombres d’unités disponibles à chaque instant), ainsi que
des relations d’antériorité entre les activités, l’objectif est de trouver un ordonnan-
cement (c’est-à-dire choisir une date de début pour chaque activité) qui minimise la
date de ﬁn du projet (en supposant que celui commence à la date 𝑡 = 0), en respec-
tant deux types de contraintes. D’une part, les contraintes d’antériorité imposent
qu’une activité ne peut pas être démarrée avant que ses prédécesseurs soient termi-
nés. D’autre part, les contraintes de ressources imposent qu’à chaque instant, pour
toute ressource, la somme des consommations des activités en cours d’exécution ne
peut pas dépasser la capacité de la ressource.
Le RCPSP est l’un des problèmes combinatoires les plus diﬃciles à résoudre. Il
existe encore à l’heure actuelle des instances de projets de petite taille (60 activités,
4 ressources) pour lesquelles l’optimalité n’a pu être prouvée pour aucune solution.
Si la version standard RCPSP reste un sujet de recherche actif encore au-
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jourd’hui, de nombreuses variantes ont été proposées et également très étudiées
dans la littérature. Par exemple, l’introduction de contraintes d’antériorité géné-
ralisées entre activités permettent de borner inférieurement et supérieurement le
délai entre la ﬁn d’une activité et le début d’un de ses successeurs. Dans le RCPSP
multi-modes, il faut déterminer pour chaque activité non seulement sa date de dé-
but, mais aussi choisir un mode d’exécution (durée et consommations) parmi un
ensemble de choix (ﬁni et discret).
Le RCPSP est donc un modèle pertinent lorsqu’il est utilisé à un niveau de
décision opérationnel (ordonnancement, à court terme). En revanche, ce modèle
n’est pas assez ﬂexible pour un niveau de décision tactique (planiﬁcation, à moyen
terme). En eﬀet, à un niveau intermédiaire, l’estimation des paramètres du problème
est soumise à des incertitudes. De plus, il est courant de procéder à une agrégation
de l’information, par exemple en raisonnant non pas sur des tâches élémentaires
mais des macro-tâches, ou encore en évaluant la consommation des tâches non pas
précisément à chaque instant, mais en moyenne sur des périodes ; ainsi, les décisions
prises au niveau tactique doivent permettre une certaine ﬂexibilité, aﬁn d’équilibrer
la charge de travail dans chaque période et faciliter le calcul d’un ordonnancement
réalisable au niveau opérationnel.
Dans cette thèse est proposé un modèle de gestion de projet situé entre les
niveaux tactique et opérationnel, qui permet à la fois de déﬁnir précisément les dates
de début et de ﬁn des activités, notamment pour respecter les relations d’antériorité,
tout en évaluant la consommation des tâches en ressources de manière agrégée
sur un horizon discrétisé en périodes de même durée. La durée de ces périodes,
paramétrable, devient ainsi un levier qui permet au décideur, pour un projet donné,
de sélectionner le niveau d’agrégation le plus adapté au niveau de précision souhaité
en termes de consommation des ressources.
La redéﬁnition des contraintes de ressources, évaluées non plus à chaque instant
mais en moyenne dans chaque période, entraîne cependant une modiﬁcation sub-
stantielle de la structure du problème, qui demande donc une étude théorique et
pratique spéciﬁque.
Ce manuscrit est structuré selon le plan suivant.
Tout d’abord, un état de l’art sur la programmation linéaire en nombres entiers
pour l’ordonnancement de projet est proposé dans le chapitre 1, portant notam-
ment sur des formulations indexées par le temps, ainsi que sur la notion d’ensemble
admissible.
Les chapitres suivants traitent du problème principal étudié dans cette thèse,
intitulé problème d’ordonnancement de projet sous contraintes de ressources avec
agrégation périodique (PARCPSP).
Celui-ci est déﬁni formellement dans le chapitre 2 et illustré sur quelques
exemples. Ce chapitre comprend également une étude dans le cadre de la théorie de
la complexité montrant que le PARCPSP est en général 𝐍𝐏-diﬃcile.
Une analyse des propriétés structurelles est menée dans le chapitre 3. À partir
de concepts relatifs à l’altération de la faisabilité d’une solution par translation,
le PARCPSP est comparé au RCPSP d’un point de vue théorique. L’impact de la
durée des périodes sur la consommation moyenne des activités en ressources est
également étudié.
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Le chapitre 4 est dédié à des formulations exactes de programmation linéaire
en nombres entiers pour le PARCPSP. Certaines propriétés du PARCPSP sont
exploitées aﬁn de renforcer ces modèles. Deux de ces modèles sont comparés d’un
point de vue théorique en termes de qualité de leur relaxation linéaire.
Enﬁn, le chapitre 5 aborde des approches heuristiques pour le PARCPSP. Des
algorithmes de liste sont adaptés à ce problème, et un algorithme itératif exploi-
tant diﬀérentes échelles de temps est également proposé. Une analyse des résultats
expérimentaux permet de comparer ces diﬀérentes méthodes de résolution.
3
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Chapitre 1
Programmation linéaire en
nombres entiers pour
l’ordonnancement de projet
Ce chapitre présente un état de l’art succinct sur des approches de program-
mation linéaire en nombres entiers (PLNE) pour le problème d’ordonnancement de
projet sous contraintes de ressources. Ces approches seront en eﬀet utilisées pour
résoudre le problème considéré dans cette thèse (voir chapitre 4). Pour introduire
ce problème, nous présentons à la ﬁn de ce chapitre diﬀérentes variantes qui consi-
dèrent une modélisation plus ﬂexible des ressources.
1.1 RCPSP – Resource-Constrained Project Schedu-
ling Problem
1.1.1 Déﬁnition du problème
Le problème d’ordonnancement de projet sous contraintes de ressources
(RCPSP) est le problème de référence dans la littérature consacrée à la gestion
de projet en tant que problème combinatoire. Un projet est déﬁni par en ensemble
de 𝑛 activités à réaliser. Il existe des relations de séquence (antériorité) entre les
activités : certaines activités doivent être terminées avant que d’autres puissent
commencer. De plus, au cours de leur réalisation, les activités consomment une cer-
taine quantité de diﬀérents types de ressources (𝑚 au total), disponibles en quantité
limitée (capacité). On suppose que les ressources sont renouvelables : lorsqu’une ac-
tivité se termine, l’ensemble des unités de ressources qu’elle consommait sont de
nouveau disponibles et peuvent être réutilisées par d’autres activités. De plus, deux
activités ﬁctives, numérotées 0 et 𝑛 + 1, permettant de représenter respectivement
le début et la ﬁn du projet, sont ajoutées à l’ensemble des activités : leur durée est
nulle (jalons), ainsi que leur consommation sur toutes les ressources. Les notations
des données permettant de déﬁnir un projet sont répertoriées dans le tableau 1.1.
On suppose que toutes les données numériques sont entières.
Le but est de trouver une solution qui minimise la durée du projet, tout en res-
pectant les contraintes d’antériorité et de ressources. Une solution 𝑆 déﬁnit, pour
chaque activité 𝑖 ∈ 𝒜, une date de début d’exécution 𝑆u� ∈ ℝ. La préemption n’est
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𝒜 Ensemble de 𝑛 activités, plus deux activités ﬁctives représentant le
début et la ﬁn du projet
ℛ Ensemble de 𝑚 ressources renouvelables
𝑝u� Durée d’exécution de l’activité 𝑖 ∈ 𝒜
𝑏u� Capacité de la ressource 𝑘 ∈ ℛ
𝑟u�,u� Consommation de l’activité 𝑖 ∈ 𝒜 sur la ressource 𝑘 ∈ ℛ
𝐸 ⊆ 𝒜×𝒜 ; ensemble de relations d’antériorité directes
(graphe d’antériorité = (𝒜,𝐸))
𝐸∗ Fermeture transitive de 𝐸, i.e., ensemble des relations d’antériorité
directes et induites par transition
Tab. 1.1 : Données et notations pour le RCPSP
pas autorisée : une fois qu’une activité est démarrée, celle-ci ne peut pas être inter-
rompue puis redémarrée. Ainsi, le RCPSP peut être déﬁni de la manière suivante.
Minimiser 𝑆u�+1 − 𝑆0 (1.1)
𝑆u�2 − 𝑆u�1 ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (1.2)
∑
u�∈u�u�(u�)
𝑟u�,u� ≤ 𝑏u� ∀𝑘 ∈ ℛ , ∀𝑡 ∈ ℝ (1.3)
L’objectif (1.1) est de minimiser la durée du projet. Les contraintes d’antériorité
(1.2) imposent, pour tout couple d’activités liées par une relation d’antériorité,
que la ﬁn d’exécution du prédécesseur se produise avant le début d’exécution du
successeur. Les contraintes de ressources (1.3) imposent, sur chaque ressource, à tout
instant, que la consommation totale à cet instant ne dépasse pas la capacité de la
ressource. Ici, l’ensemble𝒜u�(𝑆) désigne l’ensemble des activités en cours d’exécution
à la date 𝑡, en fonction du vecteur des dates de début 𝑆, déﬁni par :
𝒜u�(𝑆) = {𝑖 ∈ 𝒜 ∶ 𝑆u� ≤ 𝑡 < 𝑆u� + 𝑝u�} (1.4)
1.1.2 Conditions nécessaires et suﬃsantes d’existence de solutions
Dans le cas où les relations d’antériorité sont uniquement de type ﬁn/début, les
contraintes d’antériorité sont satisfaisables si, et seulement si, le graphe d’antériorité
(pondéré par les durées des activités qui sont positives) est acyclique.
• Cette condition est nécessaire aﬁn de pouvoir ordonnancer chaque activité.
• Cette condition est suﬃsante ; en eﬀet, puisque le graphe d’antériorité est
sans cycle, il représente un ordre partiel sur l’ensemble des activités, qui peut
donc être étendu (de manière non unique a priori) en un ordre total. Ainsi,
tout ordonnancement construit en exécutant les unes à la suite des autres
les activités dans cet ordre (avec ou sans délai) respecte bien les contraintes
d’antériorité.
Par ailleurs, les contraintes de ressources sont satisfaisables si, et seulement si,
pour chaque activité, pour chaque ressource, la consommation de l’activité sur la
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ressource ne dépasse pas sa capacité :
𝑟u�,u� ≤ 𝑏u� ∀𝑖 ∈ 𝒜 , ∀𝑘 ∈ ℛ
• Cette condition est nécessaire aﬁn de pouvoir ordonnancer chaque activité.
• Cette condition est suﬃsante, car tout ordonnancement 𝑆 tel que les fenêtres
d’exécution des activités sont deux à deux disjointes respecte les contraintes
de ressources (en eﬀet, à tout instant 𝑡 ∈ ℝ, l’ensemble 𝒜u�(𝑆) contient au plus
une activité).
Remarque. Tout ordonnancement construit à partir d’une extension de l’ordre par-
tiel des activités, sans délai, respecte non seulement les contraintes d’antériorité,
mais aussi les contraintes de ressources, puisque les fenêtres d’exécution des activi-
tés ne se chevauchent pas. La durée d’un tel ordonnancement est égale à la somme
des durées des activités.
1.1.3 Règles de dominance et réductions de domaines
De par la déﬁnition des contraintes d’antériorité et de ressources, le fait de
décaler une solution dans le temps n’aﬀecte pas sa réalisabilité. Ainsi, il est possible
d’imposer que le projet soit exécuté à partir de la date 𝑆0 = 0 ; l’objectif est alors
de minimiser la date de ﬁn du projet, 𝑆u�+1.
Par ailleurs, puisque les données numériques sont entières, en particulier les
durées des activités, on en déduit que les solutions entières (i.e. telles que toutes les
activités commencent, et donc terminent, leur exécution à un instant entier) sont
dominantes : s’il existe des solutions réalisables, alors il existe des solutions entières
réalisables, et l’une d’entre elles (au moins) est optimale.
Il est ainsi possible de modiﬁer la formulation précédente de la manière suivante :
Minimiser 𝑆u�+1 (1.1)
𝑆u�2 − 𝑆u�1 ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (1.2)
∑
u�∈u�u�(u�)
𝑟u�,u� ≤ 𝑏u� ∀𝑘 ∈ ℝ , ∀𝑡 ∈ ℕ (1.5)
𝑆u� ∈ ℕ ∀𝑖 ∈ 𝔸 (1.6)
Les contraintes de ressources (1.3) étaient vériﬁées à tout instant continu (𝑡 ∈
ℝ) ; ici, les contraintes de ressources (1.5) sont vériﬁées seulement à des instants
entiers (𝑡 ∈ ℕ), puisque la consommation sur la période de durée unitaire [𝑡, 𝑡 + 1[
n’évolue pas : en eﬀet, le domaine des dates de début des activités est restreint à
l’ensemble des entiers positifs (contraintes 1.6).
Par ailleurs, il est possible de déterminer un horizon de planiﬁcation, i.e. une
borne supérieure de la durée du projet. Comme cela a été remarqué précédemment,
une borne triviale est la somme des durées des activités. De plus, en calculant, dans
le graphe d’antériorité pondéré par les durées des activités, les plus longs chemins
depuis l’activité ﬁctive de début et vers l’activité ﬁctive de ﬁn, il est possible de
resserrer les domaines des dates de début des activités, et également obtenir une
borne inférieure de la durée du projet. Les notations relatives à ces paramètres
temporels supplémentaires sont répertoriées dans le tableau 1.2.
Il est à noter que d’autres techniques de ﬁltrage permettent de réduire le domaine
des dates de début (raisonnement énergétique, règles not ﬁrst/not last).
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ℎ Horizon de planiﬁcation (borne supérieure de la durée du projet)
𝒯 = {0,… , ℎ} ; ensemble des instants entiers considérés, de 𝑡 = 0
jusqu’à l’horizon de planiﬁcation ℎ
𝐸𝑆u� Date de début au plus tôt (earliest start) de l’activité 𝑖 ∈ 𝒜
Cette valeur ne dépend pas de l’horizon de planiﬁcation ℎ.
𝐿𝑆u� Date de début au plus tard (latest start) de l’activité 𝑖 ∈ 𝒜
Cette valeur dépend de l’horizon de planiﬁcation ℎ.
Tab. 1.2 : Paramètres temporels supplémentaires pour le RCPSP
1.2 Formulations indexées par les périodes
Cette section est dédiée à la présentation d’une famille de modélisations exactes
pour le RCPSP, basées sur la programmation linéaire en nombres entiers. Plus
précisément, ces formulations sont dites indexées par les périodes. En eﬀet, dans
ces formulations, la date de début d’une activité n’est pas représentée par une unique
variable entière 𝑆u�, mais par un ensemble de variables binaires indexées par le temps,
qui permettent d’encoder la valeur de 𝑆u�. Cet encodage est particulièrement utile
aﬁn de modéliser les contraintes de ressources.
1.2.1 Trois types de variables binaires
Dans la littérature, trois types de variables binaires ont été proposés. Les enco-
dages correspondant sont illustrés pour chaque type dans la ﬁgure 1.1 page 8.
𝐴u�
𝑝u�
0
1
𝑥u�,u�
0
1
𝑦u�,u�
0
1
𝑧u�,u�
Fig. 1.1 : Trois types de variables binaires permettant de modéliser l’exécution d’une
activité
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1. Variables pulse 𝑥u�,u�
Pour chaque activité 𝑖 ∈ 𝒜, parmi l’ensemble des variables 𝑥u�,u� (𝑡 ∈ 𝒯), une
et une seule d’entre elle vaut 1 tandis que toutes les autres valent 0.
𝑥u�,u� = 1 ⇔ 𝑆u� = 𝑡
2. Variables on/oﬀ 𝑦u�,u�
Pour chaque activité 𝑖 ∈ 𝒜, pour tout 𝑡 ∈ 𝒯, 𝑦u�,u� vaut 1 si et seulement si
l’activité 𝑖 est en cours d’exécution à la date 𝑡, i.e., 𝑖 ∈ 𝒜u�(𝑆).
𝑦u�,u� = 1 ⇔ 𝑆u� ≤ 𝑡 < 𝑆u� + 𝑝u�
3. Variables step 𝑧u�,u�
Pour chaque activité 𝑖 ∈ 𝒜, parmi l’ensemble des variables 𝑧u�,u� (𝑡 ∈ 𝒯), toutes
celles situées avant 𝑆u� (i.e. 𝑡 < 𝑆u�) valent 0, tandis que toutes celles situées
après (i.e. 𝑡 ≥ 𝑆u�) valent 1, formant ainsi un front montant en 𝑆u�.
𝑧u�,u� = 1 ⇔ 𝑆u� ≤ 𝑡
D’après la signiﬁcation de chaque type de variables, pour toute activité 𝑖 ∈ 𝒜,
les valeurs des variables en dehors de la fenêtre [𝐸𝑆u�, 𝐿𝑆u�] sont connues (y compris,
par convention, pour toute date 𝑡 en dehors de l’horizon de planiﬁcation) :
• Si 𝑡 < 𝐸𝑆u� (y compris 𝑡 < 0), alors 𝑥u�,u� = 0, 𝑦u�,u� = 0 et 𝑧u�,u� = 0.
• Si 𝑡> 𝐿𝑆u� (y compris 𝑡> ℎ), alors 𝑥u�,u� = 0, 𝑦u�,u� = 0 et 𝑧u�,u� = 1.
Comme cela a été montré par Sousa (1989), ces trois manières d’encoder la
date de début d’une activité sont en fait équivalentes : en eﬀet, puisqu’il existe des
bijections linéaires permettant de passer de chaque type de variable à chaque autre,
les relaxations linéaires des modèles présentés dans la suite de ce chapitre (obtenues
en remplaçant les variables binaires par des variables continues bornées entre 0 et
1) sont des descriptions diﬀérentes d’un même polytope (pour plus de détails, voir
Artigues 2017). Ces six changements de variables sont détaillés dans la proposition
ci-après.
Proposition 1.1. Il existe des bijections linéaires permettant de passer d’un type
de variables à l’autre.
Démonstration. De par le sens attribué à chaque type de variables, il est aisé d’ex-
primer les variables pulse (𝑥u�,u�) en fonction des variables step (𝑧u�,u�).
𝑥u�,u� = 1 ⇔ 𝑆u� = 𝑡
⇔ 𝑡 − 1 < 𝑆u� ≤ 𝑡
⇔ (𝑆u� > 𝑡 − 1) ∧ (𝑆u� ≤ 𝑡)
⇔ (𝑧u�,u�−1 = 0) ∧ (𝑧u�,u� = 1)
⇔ 𝑧u�,u� − 𝑧u�,u�−1 = 1
D’où :
𝑥u�,u� = 𝑧u�,u� − 𝑧u�,u�−1 (1.7)
La transformation inverse est la suivante :
𝑧u�,u� =
u�
∑
u�′=0
𝑥u�,u�′ (1.8)
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De même, il est aisé d’exprimer les variables on/oﬀ (𝑦u�,u�) en fonction des va-
riables step (𝑧u�,u�).
𝑦u�,u� = 1 ⇔ 𝑡 − 𝑝u� < 𝑆u� ≤ 𝑡
⇔ (𝑆u� > 𝑡 − 𝑝u�) ∧ (𝑆u� ≤ 𝑡)
⇔ (𝑧u�,u�−u�u� = 0) ∧ (𝑧u�,u� = 1)
⇔ 𝑧u�,u� − 𝑧u�,u�−u�u� = 1
D’où :
𝑦u�,u� = 𝑧u�,u� − 𝑧u�,u�−u�u� (1.9)
La transformation inverse est la suivante :
𝑧u�,u� = ∑
u�′∈u�−u�u�ℕ
𝑦u�,u�′ (1.10)
où : 𝑡 − 𝑝u�ℕ = {𝑡 − 𝑝u� 𝛼 | 𝛼 ∈ ℕ}
En composant ces relations, il est possible d’exprimer les variables on/oﬀ (𝑦u�,u�)
en fonction des variables pulse (𝑥u�,u�) et vice versa.
𝑦u�,u� =
u�
∑
u�′=u�−u�u�+1
𝑥u�,u�′ (1.11)
𝑥u�,u� = ∑
u�′∈u�−u�u�ℕ
𝑦u�,u�′ − ∑
u�′∈u�−1−u�u�ℕ
𝑦u�,u�′ (1.12)
Les sections suivantes, 1.2.2 à 1.2.4, présentent les formulations PLNE du
RCPSP basées sur ces trois types de variables binaires. Dans la suite de ce cha-
pitre, on choisira d’appliquer les conventions suivantes pour les activités ﬁctives.
• L’activité ﬁctive de début de projet est ignorée. Ainsi, tout se passe comme
ci celle-ci avait une durée nulle et des consommations nulles sur toutes les
ressources.
• L’activité ﬁctive de ﬁn de projet a une durée non pas nulle mais unitaire, et
des consommations nulles sur toutes les ressources. Ainsi, cette activité est la
seule qui peut être exécutée dans la dernière période de l’horizon [ℎ, ℎ + 1[ ;
l’exécution des activités non ﬁctives du projet peut donc se faire uniquement
sur l’intervalle [0, ℎ[.
1.2.2 Modèle basé sur des variables pulse
Le modèle basé sur les variables pulse 𝑥u�,u�, initialement introduit par Pritsker
et al. (1969), permet d’encoder la date de début 𝑆u� de la manière suivante :
𝑥u�,u� = 1 ⇔ 𝑆u� = 𝑡
Ainsi, il est possible d’exprimer 𝑆u� comme une combinaison linéaire des variables
binaires 𝑥u�,u�.
𝑆u� =∑
u�∈u�
𝑡 𝑥u�,u�
10
Par ailleurs, pour déterminer si l’activité 𝑖 est en cours d’exécution à l’instant 𝑡,
il suﬃt de tester si l’activité 𝑖 a démarré à l’un des instants 𝑡′ ∈ {𝑡 − 𝑝u� + 1,⋯ , 𝑡}.
𝑖 ∈ 𝒜u�(𝑆) ⇔
u�
∑
u�′=u�−u�u�+1
𝑥u�,u�′ = 1
Le modèle basé sur les variables pulse s’écrit donc de la manière suivante.
Minimiser ∑
u�∈u�
𝑡 𝑥u�+1,u� (1.13)
∑
u�∈u�
𝑡 𝑥u�2,u� −∑
u�∈u�
𝑡 𝑥u�1,u� ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (1.14)
∑
u�∈u�
u�
∑
u�′=u�−u�u�+1
𝑟u�,u� 𝑥u�,u�′ ≤ 𝑏u� ∀𝑘 ∈ ℛ , ∀𝑡 ∈ 𝒯 (1.15)
∑
u�∈u�
𝑥u�,u� = 1 ∀𝑖 ∈ 𝒜 (1.16)
𝑥u�,u� ∈ {0, 1} ∀𝑖 ∈ 𝒜 , ∀𝑡 ∈ 𝒯 (1.17)
L’objectif (1.13) est de minimiser la date de ﬁn du projet, sous contraintes
d’antériorité (1.14) et de ressources (1.15). Les contraintes (1.16) permettent de
modéliser le comportement pulse des variables 𝑥u�,u� binaires (contraintes 1.17).
Désagrégation des contraintes d’antériorité Les contraintes (1.14) sont ap-
pelées contraintes d’antériorité agrégées : chaque relation d’antériorité (arc du
graphe d’antériorité) est modélisée par une unique contrainte. Il est possible de
remplacer chacune de ces contraintes agrégées par un ensemble de contraintes in-
dexées par le temps, dites désagrégées. La désagrégation est basée sur la traduction
en contraintes linéaires des implications suivantes :
𝑆u�2 ≤ 𝑡 ⇒ 𝑆u�1 ≤ 𝑡 − 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸
Ainsi, les contraintes d’antériorité agrégées (1.14) peuvent être remplacées par
les contraintes d’antériorité désagrégées (1.18) suivantes ; le modèle ainsi obtenu est
celui introduit par Christoﬁdes et al. (1987).
u�−u�u�1
∑
u�′=0
𝑥u�1,u�′ −
u�
∑
u�′=0
𝑥u�2,u�′ ≥ 0 ∀(𝑖1, 𝑖2) ∈ 𝐸 , ∀𝑡 ∈ 𝒯 (1.18)
Remarque. Pour une relation d’antériorité donnée (𝑖1, 𝑖2) ∈ 𝐸, en sommant les
contraintes désagrégées (1.18) sur l’horizon𝒯, on obtient la contrainte agrégée (1.14)
correspondante. La désagrégation des contraintes d’antériorité permet en fait de
renforcer strictement la relaxation linéaire du modèle.
1.2.3 Modèle basé sur des variables step
Le modèle basé sur les variables step 𝑧u�,u�, initialement introduit par Pritsker et
Watters (1968), permet d’encoder la date de début 𝑆u� de la manière suivante :
𝑧u�,u� = 1 ⇔ 𝑆u� ≤ 𝑡
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Ainsi, il est possible d’exprimer 𝑆u� comme une combinaison linéaire des variables
binaires 𝑧u�,u�.
𝑆u� = ℎ −∑
u�∈u�
𝑧u�,u�
Par ailleurs, pour déterminer si l’activité 𝑖 est en cours d’exécution à l’instant 𝑡,
il suﬃt de tester si le démarrage de l’activité 𝑖 a eu lieu à la 𝑡 ou après, mais pas à
la date 𝑡 − 𝑝u� ou avant.
𝑖 ∈ 𝒜u�(𝑆) ⇔ 𝑧u�,u� − 𝑧u�,u�−u�u� = 1
Le modèle basé sur les variables step s’écrit donc de la manière suivante.
Minimiser ℎ −∑
u�∈u�
𝑧u�+1,u� (1.19)
∑
u�∈u�
(𝑧u�1,u� − 𝑧u�2,u�) ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (1.20)
∑
u�∈u�
𝑟u�,u� (𝑧u�,u� − 𝑧u�,u�−u�u�) ≤ 𝑏u� ∀𝑘 ∈ ℛ , ∀𝑡 ∈ 𝒯 (1.21)
𝑧u�,ℎ = 1 ∀𝑖 ∈ 𝒜 (1.22)
𝑧u�,u� − 𝑧u�,u�−1 ≥ 0 ∀𝑖 ∈ 𝒜 (1.23)
𝑧u�,u� ∈ {0, 1} ∀𝑖 ∈ 𝒜 , ∀𝑡 ∈ 𝒯 (1.24)
L’objectif (1.19) est de minimiser la date de ﬁn du projet, sous contraintes d’an-
tériorité (1.20) et de ressources (1.21). Les contraintes (1.22) assurent que chaque
activité est bien réalisée au cours de l’exécution du projet. Les contraintes (1.23) per-
mettent de modéliser le comportement step des variables 𝑧u�,u� binaires (contraintes
1.24).
Désagrégation des contraintes d’antériorité Comme précédemment, les
contraintes d’antériorité agrégées (1.20) peuvent être remplacées par les contraintes
d’antériorité désagrégées (1.25) suivantes ; le modèle ainsi obtenu est celui introduit
par Souza et Wolsey (1997).
𝑧u�1,u�−u�u�1
− 𝑧u�2,u� ≥ 0 ∀(𝑖1, 𝑖2) ∈ 𝐸 , ∀𝑡 ∈ 𝒯 (1.25)
1.2.4 Modèle basé sur des variables on/oﬀ
Le modèle basé sur les variables on/oﬀ 𝑦u�,u�, initialement introduit par Sousa
(1989), permet d’encoder la date de début 𝑆u� de la manière suivante :
𝑦u�,u� = 1 ⇔ 𝑆u� ≤ 𝑡 < 𝑆u� + 𝑝u�
Ainsi, il est possible d’exprimer 𝑆u� comme une combinaison linéaire des variables
binaires 𝑦u�,u�.
𝑆u� = ℎ −∑
u�∈u�
⌈
ℎ − 𝑡
𝑝u�
⌉ 𝑦u�,u�
Par ailleurs, les variables 𝑦u�,u�, par déﬁnition, permettent de déterminer directe-
ment si l’activité 𝑖 est en cours d’exécution à l’instant 𝑡.
𝑖 ∈ 𝒜u�(𝑆) ⇔ 𝑦u�,u� = 1
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Le modèle basé sur les variables on/oﬀ s’écrit donc de la manière suivante.
Minimiser ∑
u�∈u�
𝑡 𝑦u�+1,u� (1.26)
∑
u�∈u�
⌈
ℎ − 𝑡
𝑝u�1
⌉𝑦u�1,u� −∑
u�∈u�
⌈
ℎ − 𝑡
𝑝u�2
⌉𝑦u�2,u� ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (1.27)
∑
u�∈u�
𝑟u�,u� 𝑦u�,u� ≤ 𝑏u� ∀𝑘 ∈ ℛ , ∀𝑡 ∈ 𝒯 (1.28)
∑
u�∈ℎ−u�u�ℕ
𝑦u�,u� = 1 ∀𝑖 ∈ 𝒜 (1.29)
∑
u�′∈u�−u�u�ℕ
𝑦u�,u�′ − ∑
u�′∈u�−1−u�u�ℕ
𝑦u�,u�′ ≥ 0 ∀𝑖 ∈ 𝒜 (1.30)
𝑦u�,u� ∈ {0, 1} ∀𝑖 ∈ 𝒜 , ∀𝑡 ∈ 𝒯 (1.31)
L’objectif (1.26) est de minimiser la date de ﬁn du projet, sous contraintes d’an-
tériorité (1.27) et de ressources (1.28). Les contraintes (1.29) assurent que chaque
activité est bien réalisée au cours de l’exécution du projet. Les contraintes (1.30) per-
mettent de modéliser le comportement on/oﬀ des variables 𝑦u�,u� binaires (contraintes
1.31).
Remarque. L’expression de la fonction objectif (1.26) a été simpliﬁée de la manière
suivante. Rappelons que, par convention, la durée de l’activité ﬁctive de ﬁn 𝑝u�+1
est égale à 1. Par conséquent, d’après la contrainte (1.29) :
∑
u�∈ℎ−u�u�+1ℕ
𝑦u�+1,u� =∑
u�∈u�
𝑦u�+1,u� = 1
D’où :
𝑆u�+1 = ℎ −∑
u�∈u�
⌈
ℎ − 𝑡
𝑝u�+1
⌉ 𝑦u�+1,u�
= ℎ −∑
u�∈u�
(ℎ − 𝑡) 𝑦u�+1,u�
= ℎ − ℎ∑
u�∈u�
𝑦u�+1,u�
⏟⏟ ⏟⏟
=1
+∑
u�∈u�
𝑡 𝑦u�+1,u�
= ∑
u�∈u�
𝑡 𝑦u�+1,u�
Désagrégation des contraintes d’antériorité Comme précédemment, les
contraintes d’antériorité agrégées (1.27) peuvent être remplacées par les contraintes
d’antériorité désagrégées (1.32) suivantes ; le modèle ainsi obtenu a également été
étudié par Sousa (1989).
∑
u�′∈u�−u�u�1−u�u�1ℕ
𝑦u�1,u�′ − ∑
u�′∈u�−u�u�2ℕ
𝑦u�2,u�′ ≥ 0 ∀(𝑖1, 𝑖2) ∈ 𝐸 , ∀𝑡 ∈ 𝒯 (1.32)
1.3 Formulations étendues basées sur la notion d’en-
semble d’activités admissible
Cette section est consacrée à des formulations alternatives aux modèles pré-
cédents. Ces formulations, dites étendues, sont basées sur la notion d’ensemble
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d’activités admissible, qui permet d’isoler les contraintes de ressources. Dans la
littérature, ce type de formulations est connu pour donner des bornes inférieures de
très bonne qualité.
Tout d’abord, la notion d’ensemble d’activités admissible est déﬁnie. Ensuite,
une formulation issue de la littérature utilisant ce concept est présentée. Enﬁn,
les formulations indexées par le temps étudiées dans la section précédente sont
décomposées selon ce même principe, faisant ainsi apparaître un problème maître
spéciﬁque au type de variables utilisé (pulse, step, on-oﬀ ), et un sous-problème
identique, pouvant être intégrés dans un schéma de résolution de type branch-and-
price (combinant branch-and-bound et génération de colonnes).
Dans la littérature, cette formulation a été essentiellement présentée uniquement
sur les variables de type pulse. Un état de l’art sur ces formulations pour les trois
types de variables a été présenté en conférence (Morin, Artigues, Haït et Ngueveu
2017).
1.3.1 Ensemble d’activités admissible
Déﬁnition 1.1 (Admissibilité d’un ensemble d’activités). Un (sous-)ensemble d’ac-
tivités est admissible si, et seulement si, toutes les activités qu’il contient peuvent
être exécutées simultanément tout en respectant les contraintes d’antériorité et de
ressources.
L’ensemble des notations relatives aux ensembles d’activités (admissibles ou
non) sont répertoriées dans le tableau 1.3.
ℒ Ensemble des ensembles d’activités ℓ ⊆ 𝒜 admissibles
𝑎u�,ℓ Donnée binaire égale à 1 si l’activité 𝑖 ∈ 𝒜 appartient à l’ensemble
ℓ ⊆ 𝒜 (i.e. 𝑖 ∈ ℓ), 0 sinon
𝐸𝑆ℓ = maxu�∈ℓ (𝐸𝑆u�)
Date à partir de laquelle l’ensemble ℓ peut être en cours d’exécution
𝐿𝑆ℓ = minu�∈ℓ (𝐿𝑆u�)
Date jusqu’à laquelle l’ensemble ℓ peut être en cours d’exécution
ℒu� Ensemble des ensembles d’activités admissibles ℓ ∈ ℒ pouvant être
en cours d’exécution à la date 𝑡, i.e. tels que 𝐸𝑆ℓ ≤ 𝑡 ≤ 𝐿𝑆ℓ
Tab. 1.3 : Notations associées aux ensembles d’activités
Les ensembles d’activités admissibles sont donc les solutions du programme
linéaire en nombres entiers suivant, dans lequel la variable binaire 𝛼u� indique, pour
chaque activité 𝑖 ∈ 𝒜, si celle-ci appartient à l’ensemble (𝛼u� = 1) ou non (𝛼u� = 0) ;
ainsi, la solution renvoyée par cette formulation est l’ensemble admissible ℓ ∈ ℒ tel
que 𝑎u�,ℓ = 𝛼u� pour toute activité 𝑖 ∈ 𝒜.
𝛼u�1 + 𝛼u�2 ≤ 1 ∀(𝑖1, 𝑖2) ∈ 𝐸
∗ (1.33)
∑
u�∈u�
𝑟u�,u� 𝛼u� ≤ 𝑏u� ∀𝑘 ∈ ℛ (1.34)
𝛼u� ∈ {0, 1} ∀𝑖 ∈ 𝒜 (1.35)
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Ce modèle n’a pas de fonction objectif, seulement des contraintes (problème de
satisfaction). Les contraintes (1.33) assurent que les relations d’antériorité sont bien
respectées, tandis que les contraintes (1.34) assurent que les capacités des ressources
ne sont pas dépassées. Enﬁn, les variables 𝛼u� sont binaires (contraintes 1.35).
Dans les modèles présentés dans la suite de cette section, les contraintes de
ressources ne sont plus exprimées par des contraintes de sac à dos dans lesquelles
une expression binaire indique, pour chaque activité 𝑖 ∈ 𝒜, si elle est en cours
d’exécution à un instant donné 𝑡 ∈ 𝒯 (i.e. 𝑖 ∈ 𝒜u�(𝑆)). Ces modèles utilisent des
variables binaires 𝑌ℓ,u� qui prennent la valeur 1 si l’ensemble d’activités en cours
d’exécution à 𝑡 ∈ 𝒯 est ℓ ∈ ℒu�, 0 sinon. Ces variables doivent être liées aux variables
binaires associées aux activités.
Dans la littérature
La première formulation basée sur la notion d’ensembles admissibles à été pro-
posée par Mingozzi et al. (1998) qui présentent le modèle suivant.
Minimiser ∑
u�∈u�
𝑡 𝑥u�+1,u� (1.36)
∑
u�∈u�
𝑡 𝑥u�2,u� −∑
u�∈u�
𝑡 𝑥u�1,u� ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (1.37)
∑
u�∈u�
𝑥u�,u� = 1 ∀𝑖 ∈ 𝒜 (1.38)
∑
ℓ∈ℒ
𝑌ℓ,u� ≤ 1 ∀𝑡 ∈ 𝒯 (1.39)
∑
ℓ∈ℒ
∑
u�∈u�
𝑎u�,ℓ 𝑌ℓ,u� = 𝑝u� ∀𝑖 ∈ 𝒜 (1.40)
𝑥u�,u� ≥∑
ℓ∈ℒ
𝑎u�,ℓ 𝑌ℓ,u� −∑
ℓ∈ℒ
𝑎u�,ℓ 𝑌ℓ,u�−1 ∀𝑡 ∈ 𝒯 (1.41)
𝑥u�,u� ∈ {0, 1} ∀𝑖 ∈ 𝒜 , ∀𝑡 ∈ 𝒯 (1.42)
𝑌ℓ,u� ∈ {0, 1} ∀ℓ ∈ ℒ , ∀𝑡 ∈ 𝒯 (1.43)
L’objectif (1.36) est de minimiser la date de ﬁn du projet. Les contraintes (1.37)
modélisent les relations d’antériorité. Les contraintes (1.38) modélisent le compor-
tement pulse des variables 𝑥u�,u�. Les contraintes (1.39) indiquent que, pour 𝑡 ∈ 𝒯
ﬁxé, au plus une seule variable 𝑌ℓ,u� (ℓ ∈ ℒ)
* peut prendre la valeur 1. Dans ce
cas, toutes les activités dans l’ensemble ℓ sont en cours d’exécution dans la pé-
riode unitaire [𝑡, 𝑡 + 1[. Sinon, toutes ces variables valent 0 : aucune activité n’est
en cours d’exécution dans cette période (i.e. l’ensemble d’activités en cours d’exécu-
tion dans cette période est l’ensemble vide). Les contraintes (1.40), combinées aux
contraintes (1.41), forcent la synchronisation des variables 𝑥u�,u� (liées aux activités)
et des variables 𝑌ℓ,u� (liées aux ensembles d’activités) tout en assurant que la durée
d’exécution de chaque activité est bien respectée. Enﬁn, toutes les variables sont
binaires (contraintes 1.42 et 1.43).
Dans la suite de ce chapitre, nous présentons les modèles obtenus en décompo-
sant de manière similaire les formulations indexées par le temps introduites dans
*L’ensemble ℒ pourrait ici être remplacé par ℒu�.
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la section précédente. La liaison entre les variables binaires liées aux activités (𝑥u�,u�,
𝑦u�,u� ou 𝑧u�,u�) et les variables indiquant l’ensemble en cours d’exécution à un instant
donné (𝑌ℓ,u�) est faite de manière diﬀérente, en traduisant l’équivalence suivante en
contraintes linéaires.
𝑌ℓ,u� = 1 ⇔ (∀𝑖 ∈ 𝒜 (𝑖 ∈ 𝒜u�(𝑆)) ⇔ (𝑎u�,ℓ = 1))
1.3.2 Problème maître
Nous proposons ici un schéma de décomposition pour les trois formulations
indexées par le temps présentées précédemment. Seule la séparation du problème
écrit avec des variables pulse 𝑥u�,u� est détaillée ici ; en utilisant les bijections linéaires
identiﬁées dans la preuve de la proposition 1.1 page 9, il est possible d’obtenir les
deux autres modèles équivalents qui utilisent soit les variables on/oﬀ 𝑦u�,u�, soit les
variables step 𝑧u�,u�.
Minimiser ∑
u�∈u�
𝑡 𝑥u�+1,u� (1.13)
∑
u�∈u�
𝑡 𝑥u�2,u� −∑
u�∈u�
𝑡 𝑥u�1,u� ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (1.14)
∑
u�∈u�
𝑥u�,u� = 1 ∀𝑖 ∈ 𝒯 (1.16)
− ∑
ℓ∈ℒu�
𝑌ℓ,u� ≥ −1 ∀𝑡 ∈ 𝒯 (1.44)
u�
∑
u�′=u�−u�u�+1
𝑥u�,u�′ − ∑
ℓ∈ℒu�
𝑎u�,ℓ 𝑌ℓ,u� = 0 ∀𝑖 ∈ 𝒜 , ∀𝑡 ∈ 𝒯 (1.45)
𝑥u�,u� ∈ {0, 1} ∀𝑖 ∈ 𝒜 , ∀𝑡 ∈ 𝒯 (1.17)
𝑌ℓ,u� ≥ 0 ∀𝑡 ∈ 𝒯 , ∀ℓ ∈ ℒu� (1.46)
L’objectif (1.13) est de minimiser la date de ﬁn du projet. Les contraintes
(1.14) permettent de modéliser les relations d’antériorité. Les contraintes (1.16)
permettent de modéliser le comportement pulse des variables 𝑥u�,u�. Les contraintes
(1.44) imposent qu’une seule variable 𝑌ℓ,u� représente l’ensemble en cours d’exécu-
tion à chaque instant ; on note 𝑉u� les variables duales associées à ces contraintes. Les
contraintes (1.45) permettent de synchroniser les variables 𝑥u�,u� aux variables 𝑌ℓ,u� ;
on note 𝑊u�,u� les variables duales associées à ces contraintes. Enﬁn, les contraintes
(1.17) et (1.46) déﬁnissent le domaine des variables.
Dans ce modèle, inspiré de celui proposé par Ngueveu et al. (2016) pour un
autre problème d’ordonnancement, les variables 𝑌ℓ,u� sont implémentées comme des
variables continues ; l’ensemble des contraintes assure qu’elles sont (implicitement)
binaires. Finalement, la validité du modèle déﬁni par les équations (1.44) à (1.46)
et (1.13) à (1.17) découle de la proposition suivante.
Proposition 1.2. À chaque instant 𝑡∗ ∈ 𝒯, l’une ou bien l’autre des conﬁgurations
suivantes se produit.
1. ∀ℓ ∈ ℒu�∗ 𝑌ℓ,u�∗ = 0
Aucune activité n’est en cours d’exécution à l’instant 𝑡∗.
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2. ∃ ! ℓ∗ ∈ ℒu�∗ (𝑌ℓ∗,u�∗ = 1) ∧ (∀ℓ ∈ ℒu�∗ ∖ {ℓ
∗} 𝑌ℓ,u�∗ = 0)
L’ensemble des activités en cours d’exécution à l’instant 𝑡∗ est ℓ∗, identiﬁé
par une seule et unique variable/colonne (celle qui vaut 1, toutes les autres
s’annulant).
Démonstration. D’après les contraintes (1.46), 𝑌ℓ,u�∗ ≥ 0 pour tout ℓ ∈ ℒu�∗ ; de plus,
d’après la contrainte (1.44) à l’instant 𝑡∗, 𝑌ℓ,u�∗ ≤ 1 pour tout ℓ ∈ ℒu�∗ .
1. Si : ∀ℓ ∈ ℒu�∗ 𝑌ℓ,u�∗ = 0
Dans cette conﬁguration, d’après la contrainte (1.45) pour toute activité 𝑖 ∈ 𝒜
à l’instant 𝑡∗ :
∑u�
∗
u�=u�∗−u�u�+1
𝑥u�,u� = 0
Autrement dit, aucune activité n’est en cours d’exécution à l’instant 𝑡∗.
2. Sinon : ∃ℓ∗ ∈ ℒu�∗ 0 < 𝑌ℓ∗,u�∗ ≤ 1
Cette conﬁguration peut être encore partitionnée en deux cas.
(a) Si : 𝑌ℓ∗,u�∗ = 1
Dans ce cas, d’après la contrainte (1.44) à l’instant 𝑡∗, 𝑌ℓ,u�∗ = 0 pour
tout ℓ ∈ ℒu�∗ ∖ {ℓ
∗}.
Donc, d’après la contrainte (1.45) pour toute activité 𝑖 ∈ 𝒜 à l’instant
𝑡∗ :
∑u�
∗
u�=u�∗−u�u�+1
𝑥u�,u� = 𝑎u�,ℓ∗
Autrement dit, l’ensemble des activités en cours d’exécution à 𝑡∗ est
exactement ℓ∗, repéré par l’unique variable qui vaut 1, toutes les autres
étant nulles.
(b) Sinon : 0 < 𝑌ℓ∗,u�∗ < 1
Montrons par l’absurde que ce cas ne peut pas se produire.
i. Si : ∀ℓ ∈ ℒu�∗ ∖ {ℓ
∗} 𝑌ℓ,u�∗ = 0
Puisque ℓ∗ ≠ ∅, il existe donc une activité 𝑖∗ ∈ ℓ∗ (i.e. 𝑎u�∗,ℓ∗ = 1).
Donc, d’après la contrainte (1.45) pour l’activité 𝑖∗ à l’instant 𝑡∗ :
∑u�
∗
u�=u�∗−u�u�∗+1
𝑥u�∗,u� = 𝑌ℓ∗,u�∗
On remarque que le membre de gauche est entier (et même binaire)
tandis que le membre de droite est compris strictement entre 0 et 1 :
contradiction.
ii. Sinon : ∃ℓ′ ∈ ℒu�∗ ∖ {ℓ
∗} 0 < 𝑌ℓ′,u�∗ < 1
(borne supérieure stricte obtenue d’après la contrainte (1.44) à l’ins-
tant 𝑡∗)
Puisque ℓ′ ≠ ℓ∗, l’une ou l’autre des aﬃrmations suivantes (symé-
triques) est vraie.
• ∃𝑖∗ ∈ ℓ∗ 𝑖∗ ∉ ℓ′ (i.e. 𝑎u�∗,ℓ∗ = 1 et 𝑎u�∗,ℓ′ = 0)
• ∃𝑖′ ∈ ℓ′ 𝑖′ ∉ ℓ∗ (i.e. 𝑎u�′,ℓ′ = 1 et 𝑎u�′,ℓ∗ = 0)
Sans perte de généralité (quitte à échanger ℓ∗ et ℓ′), supposons que
la première des deux aﬃrmations est vraie.
D’après la contrainte (1.45) pour l’activité 𝑖∗ à l’instant 𝑡∗ :
∑u�
∗
u�=u�∗−u�u�∗+1
𝑥u�∗,u� = ∑ℓ∈ℒu�∗∖{ℓ∗,ℓ′}
𝑎u�∗,ℓ 𝑌ℓ,u�∗ + 1𝑌ℓ∗,u�∗ + 0𝑌ℓ′,u�∗
Par conséquent :
• ∑u�
∗
u�=u�∗−u�u�∗+1
𝑥u�∗,u� ≥ 𝑌ℓ∗,u�∗ > 0
• ∑u�
∗
u�=u�∗−u�u�∗+1
𝑥u�∗,u� < ∑ℓ∈ℒu�∗
𝑌ℓ,u�∗ ≤ 1
Le membre de gauche, entier (et même binaire), est compris stricte-
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ment entre 0 et 1 : contradiction.
1.3.3 Sous-problème
L’ensemble ℒ des ensembles d’activités admissibles est de taille exponentielle en
fonction du nombre d’activités dans le pire des cas. Aﬁn d’éviter une énumération
exhaustive de cet ensemble, une approche de type branch-and-price permettant de
générer les variables/colonnes 𝑌ℓ,u� au cours du processus de résolution peut être
mise en place. La contrainte duale associée à la variable 𝑌ℓ,u� s’écrit de la manière
suivante :
− 𝑉u� −∑
u�∈ℓ
𝑊u�,u� ≤ 0 ∀𝑡 ∈ 𝒯 , ∀ℓ ∈ ℒu� (1.47)
D’une part, il s’agit bien d’une contrainte de type ≤, puisque la variable pri-
male correspondante 𝑌ℓ,u� est positive. D’autre part, le second membre est bien nul,
puisque les variables 𝑌ℓ,u� n’apparaissent pas dans les fonctions objectifs des pro-
blèmes maîtres.
Étant donné un instant 𝑡 ∈ 𝒯, le modèle PLNE suivant permet de trouver un
ensemble admissible ℓ ∈ ℒu� tel que la variable 𝑌ℓ,u� est améliorante, i.e. viole la
contrainte duale (1.47), ou permet de prouver qu’un tel ensemble n’existe pas.
Minimiser 𝑉u� +∑
u�
𝑊u�,u� 𝛼u� (1.48)
𝛼u�1 + 𝛼u�2 ≤ 1 ∀(𝑖1, 𝑖2) ∈ 𝐸
∗ (1.49)
∑
u�
𝑟u�,u� 𝛼u� ≤ 𝑏u� ∀𝑘 ∈ ℛ (1.50)
𝛼u� ∈ {0, 1} ∀𝑖 ∈ 𝒜 ∶ 𝐸𝑆u� ≤ 𝑡 ≤ 𝐿𝑆u� (1.51)
𝛼u� = 0 ∀𝑖 ∈ 𝒜 ∶ (𝑡 < 𝐸𝑆u�) ∨ (𝐿𝑆u� < 𝑡) (1.52)
L’objectif (1.48) est de minimiser le coût réduit. Les contraintes (1.49) à (1.51)
sont identiques aux contraintes (1.33) à (1.35) introduites en début de section,
permettant de caractériser l’ensemble des ensembles d’activités admissibles. Enﬁn,
les contraintes (1.52) permettent de restreindre l’espace de recherche à ℒu� (sans
elles, l’espace de recherche est égal à ℒ).
Cette thèse est consacrée à l’étude d’une variante du RCPSP pour laquelle les
contraintes de ressources sont agrégées. Aﬁn de modéliser ce problème, des for-
mulations PLNE reprenant les formulations présentées dans la section 1.2 seront
proposées dans le chapitre 4. Le passage à des formulations étendues pour cette
variante reste une perspective à approfondir.
1.4 Extensions du RCPSP dans la littérature
Le RCPSP est le problème standard de référence dans la littérature. Les va-
riantes de ce problème sont également très nombreuses. Cette section est dédiée
à la présentation de quelques unes de ces variantes, qui permettent de gérer les
ressources de manière plus ﬂexible, tout en conservant les relations d’antériorité
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entre les activités. Par conséquent, ces problèmes sont soit adaptés à un haut ni-
veau de décision (stratégique, voire tactique), soit à un niveau de décision plus bas
(ordonnancement) lorsqu’ils permettent de modéliser précisément la manière dont
les ressources sont gérées. C’est le cas par exemple dans le problème considéré par
Artigues et al. (2009), où deux échelles de temps distinctes sont considérées simul-
tanément : l’une, détaillée, permet de déterminer précisément les dates de début et
ﬁn des tâches, tandis que l’autre, plus agrégée, permet de déterminer la quantité de
travail réalisée par chaque opérateur sur un quart de travail.
Le Rough Cut Capacity Planning (RCCP), introduit par Hans (2001), est dé-
ﬁni de la manière suivante. L’horizon de planiﬁcation est constitué de périodes de
durée a priori non unitaire. Les événements de début et de ﬁn d’exécution des ac-
tivités peuvent avoir lieu à n’importe quel instant (continu) : ils ne correspondent
donc pas nécessairement aux bornes des périodes. La contrainte sur l’utilisation des
ressources n’est pas instantanée, mais périodique : en moyenne, la quantité de res-
sources consommées par les activités ne doit pas dépasser la capacité de la ressource.
De plus, la quantité de ressources allouée à une activité donnée dans une période
donnée, appelée intensité, est également une variable de décision (qui dépend de
l’activité, de la ressource, et de la période). Hans propose une méthodologie de type
Branch-and-Price pour ce problème : le problème maître gère l’aﬀectation des res-
sources aux activités, tandis que le sous-problème renvoie des colonnes indiquant,
pour une période donnée, quelles sont les activités qui peuvent être exécutées dans
cette période. Le modèle proposé autorise l’exécution de deux activités prédéces-
seur/successeur dans une même période ; dans ce cas, la contrainte d’antériorité
correspondante peut être violée par la solution renvoyée.
Pour assurer le respect des relations d’antériorité, il est possible d’ajouter une
contrainte supplémentaire : si une activité termine son exécution dans une certaine
période, alors l’exécution de ses successeurs ne peut commencer qu’à partir de la pé-
riode suivante. Cela mène à la déﬁnition d’un autre problème, intitulé RCPSP avec
intensité variable (RCPSVP), introduit par Kis (2005, 2006), qui propose plusieurs
programmes linéaires mixtes, ainsi qu’une étude polyédrale à partir de laquelle sont
dérivées des inégalités valides liées aux relations d’antériorité, incorporées dans une
approche de type Branch-and-Cut.
Il est néanmoins possible de modéliser de manière exacte les contraintes d’an-
tériorité, sans pour autant surcontraindre le problème. Pour y parvenir, Haït et
Baydoun (2012) ont proposé une formulation linéaire en nombres entiers originale,
basée sur une représentation temporelle mixte. Plus précisément, leur modèle utilise
à la fois des variables continues représentant les dates de début et de ﬁn d’exécu-
tion des activités, et des variables indexées par les périodes (discrétisation agrégée).
L’avantage de ce type de modélisation est la facilité d’expression des contraintes
en utilisant les variables appropriées en fonction des contraintes (variables tempo-
relles continues pour les contraintes d’antériorité, variables indexées par périodes
agrégées pour les contraintes de ressources). En revanche, une diﬃculté supplémen-
taire apparaît : le modèle doit assurer une cohésion temporelle globale, i.e. faire en
sorte que les valeurs prises par les diﬀérents types de variables temporelles soient
cohérentes.
Par ailleurs, dans la littérature, d’autres types de ressources ont été considé-
rés. Par exemple, les ressources non renouvelables, contrairement aux ressources
renouvelables, ne peuvent pas être réutilisées après avoir été consommées : à la
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ﬁn de l’exécution du projet, la quantité totale consommée ne doit pas dépasser
la quantité initialement disponible. Ce type de ressources devient pertinent lors-
qu’il existe plusieurs manières diﬀérentes d’exécuter une activité (souvent appelées
modes d’exécution dans la littérature). Typiquement, la durée d’une activité peut
être réduite si on lui aﬀecte plus de ressources.
Böttcher et al. (1999) ont proposé une généralisation de ces deux types de res-
sources, en introduisant le concept de ressource partiellement renouvelable, déﬁnis-
sant ainsi une variante du problème d’ordonnancement de projet sous contraintes
de ressources classique, nommée RCPSP/𝜋. Une ressource partiellement renouve-
lable 𝑘 est caractérisée par un couple (𝑏u�, 𝜋u�), où 𝑏u� ∈ ℕ est le nombre d’unités
disponibles (capacité), et 𝜋u� ⊆ 𝒯 est l’union d’un sous-ensemble de périodes uni-
taires, consécutives ou non, durant lesquelles cette ressource est disponible. Ce type
de ressources permet donc de modéliser ﬁnement la variation de la disponibilité
des ressources au cours du temps (par exemple, diﬀérence entre les semaines et les
week-ends). De plus, les ressources renouvelables et non-renouvelables sont des cas
particuliers de ressources partiellement renouvelables :
• Une ressource non-renouvelable 𝑘 de capacité 𝑏u� est équivalente à une unique
ressource partiellement renouvelable de même capacité, dont la disponibilité
recouvre l’ensemble des période unitaires : (𝑏u�, 𝒯)
• Une ressource renouvelable 𝑘 de capacité 𝑏u� est équivalente à un ensemble de
ressources partiellement renouvelables de même capacité, dont les disponibi-
lités sont des périodes unitaires, deux à deux disjointes, recouvrant l’horizon :
{(𝑏u�, {𝑡}) ∶ 𝑡 ∈ 𝒯}.
Ce problème est déﬁni de manière purement discrète : les données numériques
sont entières, et les dates de début/ﬁn d’activité doivent être entières. Contrairement
aux problèmes précédents (RCPSP, RCCP, RCPSVP), pour lesquels il existe des
conditions nécessaires et suﬃsantes sur l’existence de solutions réalisables, détermi-
ner s’il existe des solutions pour une instance donnée du RCPSP/𝜋 est 𝐍𝐏-diﬃcile.
Cette thèse est consacrée à l’étude d’une variante située à la croisée des pro-
blèmes cités ci-avant, intitulée problème d’ordonnancement de projets avec agré-
gation périodique des contraintes de ressources (periodically aggregated resource
constrained project scheduling problem, ou PARCPSP). Ce problème peut être dé-
ﬁni de manière équivalente à partir des diﬀérents problèmes vus précédemment.
Comme pour le RCCP et le RCPSVP, l’évaluation de la consommation des res-
sources est également agrégée par périodes ; en revanche, les durées et les consom-
mations des activités sont connues et ﬁxes (ce ne sont plus des variables de décision
qui dépendent de l’intensité ; cela revient à dire que l’intensité est ﬁxée à 100%).
Le PARCPSP peut également être vu comme une relaxation d’un cas particulier
du RCPSP/𝜋 lorsque l’horizon de planiﬁcation est découpé uniformément (les pé-
riodes sont toutes de même durée) : la contrainte d’intégrité des dates de début/ﬁn
d’activités est retirée (passage en temps continu).
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Chapitre 2
PARCPSP : déﬁnition,
complexité
Dans ce chapitre, nous présentons le problème d’ordonnancement de projet avec
agrégation périodique des ressources (PARCPSP). Nous donnons une formulation
conceptuelle du problème et une condition nécessaire et suﬃsant d’existence d’une
solution réalisable. Nous illustrons au moyen d’exemples quelques propriétés de base
de ce problème, et notamment des diﬀérences essentielles avec le RCPSP (qui admet
le PARCPSP comme relaxation), à savoir la non dominance des solutions entières
et la non-invariance de la propriété de faisabilité d’une solution par translation.
Enﬁn, une étude de complexité de diﬀérents cas particuliers du problème montrent
qu’en général le PARCPSP est 𝐍𝐏-diﬃcile au sens fort.
2.1 Déﬁnition du PARCPSP : Periodically Aggregated
Resource-Constrained Project Scheduling Problem
2.1.1 Données
Les données d’entrée du PARCPSP peuvent être séparées en deux parties in-
dépendantes : un projet (mêmes données que pour le RCPSP) et une subdivision
temporelle de l’horizon de planiﬁcation utile pour l’évaluation des contraintes de
ressources agrégées.
Projet
Un projet est déﬁni par un ensemble 𝒜 composé de 𝑛 ∈ ℕ activités et un en-
semble ℛ composé de 𝑚 ∈ ℕ ressources. Chaque activité 𝑖 ∈ 𝒜 est déﬁnie par sa
durée d’exécution notée 𝑝u� (entier strictement positif). Chaque ressource 𝑘 ∈ ℛ est
déﬁnie par sa capacité (quantité maximale disponible) notée 𝑏u� (entier strictement
positif). À chaque instant de son exécution, l’activité 𝑖 ∈ 𝒜 consomme 𝑟u�,u� unités de
la ressource 𝑘 ∈ ℛ (entier positif). Les activités sont soumises à des relations d’anté-
riorité, représentées par un ensemble 𝐸 ⊂ 𝒜×𝒜 de couples prédécesseur/successeur
(𝑖1, 𝑖2).
De plus, deux activités ﬁctives additionnelles sont considérées : l’activité 0 qui
représente le début du projet (prédécesseur de toute tâche non ﬁctive), et l’activité
𝑛 + 1 qui représente la ﬁn du projet (successeur de toute tâche non ﬁctive). Ces
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deux activités ﬁctives ont une durée d’exécution nulle et une consommation nulle
sur toutes les ressources.
La convention de représentation d’un projet sous forme graphique est indiquée
dans la ﬁgure 2.1 (projet avec 𝑛 = 3 activités ; l’activité 1 précède l’activité 2, tandis
que l’activité 3 n’est soumise à aucune relation d’antériorité).
𝐴1
𝑝1
(𝑟1,1, 𝑟1,2,… , 𝑟1,u�)
𝐴2
𝑝2
(𝑟2,1, 𝑟2,2,… , 𝑟2,u�)
𝐴3
𝑝3
(𝑟3,1, 𝑟3,2,… , 𝑟3,u�)
ℛ
(𝑏1, 𝑏2,… , 𝑏u�)
Fig. 2.1 : Représentation graphique d’un projet
On note 𝒳 l’ensemble des projets.
Subdivision temporelle de l’horizon de planiﬁcation
L’horizon de planiﬁcation (ℝ) est subdivisé uniformément en périodes de même
longueur Δ ∈ ℝ∗+. Plus précisément, la période ℓ ∈ ℤ correspond à l’intervalle
[(ℓ − 1)Δ, ℓΔ] ; ainsi, la période 1 correspond à l’intervalle [0,Δ] (cf. ﬁgure 2.2).
0 Δ 2Δ 3Δ 4Δ
1 2 3 4 ℓ
𝑡
Fig. 2.2 : Subdivision temporelle uniforme de l’horizon de planiﬁcation
2.1.2 Représentation d’une solution en termes de dates et de
consommation de ressources
Représentation minimale Une solution du PARCPSP est représentée par un
vecteur 𝑆 ∈ ℝu�, où 𝑆u� désigne la date de début d’exécution de l’activité 𝑖 ∈ 𝒜.
Bien qu’une solution puisse être représentée de manière minimale par les dates
de début d’exécution des activités, il est utile de pouvoir caractériser une solution
en termes d’intersections des fenêtres d’exécution des activités avec les périodes de
l’horizon temporel, aﬁn d’être en mesure de calculer la consommation agrégée de
chaque activité sur chaque période.
Évaluation de la durée d’exécution dans une période donnée en fonction
de la date de début d’exécution Aﬁn de déﬁnir la contrainte sur la ressource
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𝑘 ∈ ℛ agrégée dans la période ℓ ∈ ℤ, il est nécessaire de pouvoir exprimer la
consommation moyenne de toute activité 𝑖 ∈ 𝒜 dans la période ℓ.
Soit 𝐷u�,ℓ ∶ ℝ → [0,Δ] la fonction qui, à un instant 𝑡 ∈ ℝ, associe la longueur de
l’intersection de deux intervalles (cf. ﬁgure 2.3) :
• [𝑡, 𝑡 + 𝑝u�], i.e. la fenêtre d’exécution de l’activité 𝑖 si celle-ci commence à la
date 𝑡 ;
• [(ℓ − 1)Δ, ℓΔ], i.e. la période ℓ.
𝐷u�,ℓ(𝑡) = max ( 0 , min (ℓΔ, 𝑡 + 𝑝u�) − max ((ℓ − 1)Δ, 𝑡) ) (2.1)
𝑡
0 4 8 121 2 3 5 6 7 9 10 11
𝑆u� = 2
𝑝u� = 9
𝐷u�,1(𝑆u�)
= 2
𝐷u�,2(𝑆u�)
= 4
𝐷u�,3(𝑆u�)
= 3
Δ = 4
Fig. 2.3 : Évaluation de la durée d’exécution dans une période
Consommation moyenne d’une activité dans une période Puisque l’acti-
vité 𝑖 consomme 𝑟u�,u� unités de la ressource 𝑘 à chaque instant de son exécution, la
consommation moyenne de l’activité 𝑖 dans la période ℓ (de durée Δ) pour une solu-
tion 𝑆 ∈ ℝu� est donc égale à 𝑟u�,u�
u�u�,ℓ(u�u�)
Δ (cf. ﬁgure 2.4 dans laquelle la consommation
agrégée du PARCPSP est illustrée en regard de la consommation instantanée du
RCPSP).
𝑡
0 4 8 121 2 3 5 6 7 9 10 11
𝑆u� = 2
𝑝u� = 9 Δ = 4
ℓ
1 2 3
0
1
4𝑟u�,u�
1
2𝑟u�,u�
3
4𝑟u�,u�
𝑟u�,u�
Consommation instantanée (RCPSP)
Consommation moyenne (PARCPSP)
Fig. 2.4 : Calcul de la consommation moyenne d’une activité par période
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2.1.3 Formulation abstraite
Le PARCPSP peut être formulé de la manière suivante :
Minimiser : 𝑆u�+1 − 𝑆0 (2.2)
𝑆u�2 − 𝑆u�1 ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (2.3)
∑
u�∈u�
𝑟u�,u�
𝐷u�,ℓ(𝑆u�)
Δ
≤ 𝑏u� ∀𝑘 ∈ ℛ , ∀ℓ ∈ ℤ (2.4)
Fonction objectif Comme pour le RCPSP, l’objectif du PARCPSP consiste à
minimiser la durée du projet. Puisque l’horizon temporel est agrégé en périodes,
plusieurs mesures de la durée du projet peuvent être envisagées a priori.
• Diﬀérence entre la plus petite date de début d’exécution et la plus grande
• Temps écoulé depuis la date 𝑡 = 0 jusqu’à la plus grande date de ﬁn
• Nombre de périodes sur lesquelles le projet est exécuté (diﬀérence entre les
indices des périodes au cours desquelles le projet commence/se termine plus
1).
Dans cette thèse, la durée du projet est déﬁnie conformément à la première
mesure proposée, c’est-à-dire, 𝑆u�+1 − 𝑆0 (2.2). La deuxième mesure (𝑆u�+1), appe-
lée makespan dans la littérature et souvent notée 𝐶max, est également considérée,
uniquement dans la section 2.3 dédiée à l’analyse de la complexité du PARCPSP.
Contraintes Comme pour le RCPSP, des contraintes d’antériorité (2.3) indiquent
que, pour tout couple prédécesseur/successeur (𝑖1, 𝑖2) ∈ 𝐸, l’exécution de 𝑖1 doit
être achevée avant que celle de 𝑖2 puisse commencer.
De plus, des contraintes de ressource (2.4) sont également considérées. Par rap-
port au RCPSP, ces contraintes sont relâchées. Plus précisément, la consommation
instantanée n’est pas bornée ici ; seule la consommation moyenne sur des périodes
de durée Δ ne peut pas dépasser la capacité de la ressource.
Ainsi, le PARCPSP est une relaxation du RCPSP ; ce résultat sera formalisé
plus tard (cf. proposition 3.4).
2.1.4 Dominance des solutions commençant dans la première pé-
riode
Puisque l’horizon temporel est subdivisé uniformément, il est possible, sans perte
de généralité, de faire commencer le projet dans la première période [0,Δ], i.e. de
supposer que 0 ≤ 𝑆0 ≤ Δ.
Pour une solution donnée, cette transformation peut être interprétée de deux
manières : soit comme un décalage de cette solution dans le temps par une quantité
multiple de la durée des périodes Δ, soit comme un décalage de la numérotation des
périodes. Dans un cas comme dans l’autre, la faisabilité de la solution est préservée,
et la durée du projet n’est pas modiﬁée.
2.1.5 Existence de solutions réalisables
Contraintes d’antériorité Comme pour le RCPSP, les contraintes d’antériorité
sont satisfaisables si et seulement si le graphe d’antériorité est acyclique.
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Contraintes de ressources agrégées par période Pour le RCPSP, il est né-
cessaire et suﬃsant que la consommation de chaque activité sur chaque ressource
ne dépasse pas la capacité, i.e. 𝑟u�,u� ≤ 𝑏u�, pour toute activité 𝑖 ∈ 𝒜, pour toute
ressource 𝑘 ∈ ℛ. Pour le PARCPSP, cette condition reste suﬃsante mais elle n’est
plus nécessaire.
Proposition 2.1. Les contraintes de ressources agrégées par période sont satisfai-
sables si et seulement si :
∀𝑖 ∈ 𝒜 ∀𝑘 ∈ ℛ 𝑟u�,u� ≤ 𝑏u� max(1,
2Δ
𝑝u�
)
Démonstration. Il existe un ordonnancement qui respecte les contraintes de res-
sources agrégées par période si et seulement si chaque activité peut être ordonnancée
seule tout en respectant ces contraintes : autrement dit, il doit exister, pour chaque
activité 𝑖 ∈ 𝒜, une date de début 𝑡u� ∈ ℝ telle que l’ordonnancement dans lequel
l’activité 𝑖 est exécutée seule à partir de la date 𝑡u� (fenêtre d’exécution [𝑡u�, 𝑡u� + 𝑝u�])
est réalisable. Puisque l’horizon temporel est subdivisé uniformément en périodes
de durée Δ ∈ ℝ∗+, on peut supposer, sans perte de généralité, que 0 ≤ 𝑡u� < Δ.
Soit 𝑖 ∈ 𝒜. On suppose qu’il existe un tel 𝑡u� pour cette activité. Ainsi, pour
toute ressource 𝑘 ∈ ℝ, dans toute période ℓ ∈ ℤ :
𝑟u�,u�𝐷u�,ℓ(𝑡u�) ≤ 𝑏u�Δ
Cet ensemble de contraintes est satisfaisable si et seulement si, pour toute res-
source 𝑘 ∈ ℝ :
𝑟u�,u� max
ℓ∈ℤ
𝐷u�,ℓ(𝑡u�) ≤ 𝑏u�Δ
On obtient ainsi une condition toujours suﬃsante, mais non nécessaire en géné-
ral, sauf si 𝑡u� minimise le terme maxℓ∈ℤ𝐷u�,ℓ(𝑡u�). Soit 𝐷
∗
u� = min0≤u�<Δmaxℓ∈ℤ𝐷u�,ℓ(𝑡)
la valeur minimale de ce maximum, atteinte pour un certain 𝑡∗u� (0 ≤ 𝑡
∗
u� < Δ).
• 𝑝u� ≥ 2Δ
Dans ce cas, quelle que soit la date de début d’exécution 𝑡 ∈ ℝ choisie, il
existe toujours une période ℓ ∈ ℤ incluse dans la fenêtre d’exécution, i.e.
[(ℓ − 1)Δ, ℓΔ] ⊆ [𝑡, 𝑡 + 𝑝u�].
Ainsi, dans cette période : 𝐷u�,ℓ(𝑡) = Δ
D’où : 𝐷∗u� = Δ
• Δ ≤ 𝑝u� < 2Δ
Une étude des variations des fonctions 𝐷u�,ℓ qui ne sont pas nulles en tout
point 𝑡 ∈ [0,Δ] est proposée dans la ﬁgure 2.5 page 26.
On peut remarquer que 𝐷∗u� =
u�u� mod Δ+Δ
2 =
u�u�
2 ; cette conﬁguration est at-
teinte pour 𝑡∗u� =
Δ−u�u� mod Δ
2 = Δ−
u�u�
2 .
En particulier, 𝐷u�,1(𝑡
∗
u� ) = 𝐷u�,2(𝑡
∗
u� ) =
u�u�
2 , tandis que 𝐷u�,ℓ(𝑡
∗
u� ) = 0 dans toutes
les autres périodes (ℓ ∉ {1, 2}) : la fenêtre d’exécution de l’activité 𝑖 est séparée
en deux parties de même durée sur deux périodes consécutives (cf. ﬁgure 2.7
page 28).
• 0 < 𝑝u� < Δ
Une étude des variations des fonctions 𝐷u�,ℓ qui ne sont pas nulles en tout
point 𝑡 ∈ [0,Δ] est proposée dans la ﬁgure 2.6 page 27.
On peut remarquer que 𝐷∗u� =
u�u�
2 ; cette conﬁguration est atteinte pour 𝑡
∗
u� =
(Δ−u�u�)+Δ
2 = Δ−
u�u�
2 .
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(a) Cas limites
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𝐷u�,ℓ(𝑡)
ℓ = 1
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ℓ = 3
𝑡∗u� Δ− 𝑝u� mod Δ Δ
𝑝u� mod Δ
𝐷∗u�
Δ
0
(b) Représentation graphique de 𝐷u�,ℓ(𝑡)
Fig. 2.5 : Existence de solutions réalisables par rapport aux contraintes de ressources
agrégées par période : cas Δ ≤ 𝑝u� < 2Δ
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0 Δ 2ΔΔ− 𝑝u� Δ+ 𝑝u�
𝑡
(a) Cas limites
𝑡
𝐷u�,ℓ(𝑡)
ℓ = 1
ℓ = 2
Δ − 𝑝u� 𝑡
∗
u� Δ
𝐷∗u�
𝑝u�
Δ
0
(b) Représentation graphique de 𝐷u�,ℓ(𝑡)
Fig. 2.6 : Existence de solutions réalisables par rapport aux contraintes de ressources
agrégées par période : cas 0 < 𝑝u� < Δ
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0 Δ 2ΔΔ− u�u�2 Δ+
u�u�
2
𝑡
Fig. 2.7 : Existence de solutions réalisables par rapport aux contraintes de ressources
agrégées par période : conﬁguration pour laquelle 𝐷∗u� est atteint (0 < 𝑝u� < 2Δ)
En particulier, 𝐷u�,1(𝑡
∗
u� ) = 𝐷u�,2(𝑡
∗
u� ) =
u�u�
2 , tandis que 𝐷u�,ℓ(𝑡
∗
u� ) = 0 dans toutes
les autres périodes (ℓ ∉ {1, 2}) : il s’agit en fait de la même conﬁguration que
pour le cas précédent.
Par conséquent : 𝐷∗u� = min(Δ,
𝑝u�
2
)
D’où : 𝑟u�,u�𝐷
∗
u� ≤ 𝑏u�Δ ⇔ 𝑟u�,u� ≤ 𝑏u�
Δ
𝐷∗u�
= 𝑏u� max(1,
2Δ
𝑝u�
)
2.2 Exemples
Exemple 1 Considérons le projet représenté dans la ﬁgure 2.8a page 29, déﬁni
par deux activités identiques de durée unitaire, sans relation d’antériorité, utilisant
chacune une unité d’une même ressource de capacité unitaire au cours de leur
exécution.
Dans le cas du RCPSP, c’est-à-dire avec des contraintes de ressources “clas-
siques” (à chaque instant), la ressource est disjonctive : il est impossible que les
fenêtres d’exécution des deux activités se chevauchent, même partiellement. Ainsi,
dans toute solution optimale, les deux activités sont exécutées l’une après l’autre,
sans temps mort : la durée minimale du projet est donc égale à 2.
Intéressons-nous désormais au cas du PARCPSP déﬁni avec des périodes de
durée unitaire (Δ = 1), et, plus particulièrement, à la faisabilité de solutions telles
que les activités sont exécutées simultanément (la durée du projet est alors égale à
1).
• Si l’exécution des deux activités commence la date 𝑡 = 0 = 𝑆1 = 𝑆2 (voir
ﬁgure 2.8b), elle termine alors à la date 𝑡 = 1. Ces deux instants correspondent
aux bornes de la première période [0; 1]. Dans cette période, la consommation
moyenne de chaque activité est égale à 1. Par conséquent, la consommation
moyenne totale est égale à 2 ; elle est nulle dans toutes les autres périodes.
Puisque la capacité de la ressource est unitaire, cette solution n’est donc pas
réalisable.
On peut remarquer que toute solution entière 𝑆′ telle que 𝑆′1 = 𝑆
′
2 peut
être obtenue en décalant cette solution par un facteur entier, c’est-à-dire un
multiple de la durée des périodes (puisque Δ = 1) : ces solutions sont donc
toutes irréalisables.
Par conséquent, si une solution entière 𝑆′ est réalisable, alors 𝑆′1 ≠ 𝑆
′
2, d’où :
𝑆′u�+1 − 𝑆
′
0 = max (𝑆
′
1 + 𝑝1, 𝑆
′
2 + 𝑝2) − min (𝑆
′
1, 𝑆
′
2)
= max (𝑆′1, 𝑆
′
2) + 1 −min (𝑆
′
1, 𝑆
′
2)
= |𝑆′2 − 𝑆
′
1| + 1 ≥ 2
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𝐴1
𝐴2
𝑅
1
(1)
1
(1)
(1)
(a) Projet
𝑡
0 1 2
𝐴1
𝐴2
ℓ
1 2
1
2
(b) Solution non réalisable (Δ = 1)
𝑡
0 1 20.5 1.5
𝐴1
𝐴2
ℓ
1 2
1
2
(c) Solution réalisable (Δ = 1)
Fig. 2.8 : Exemple #1
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• Si l’exécution des deux activités commence la date 𝑡 = 0, 5 = 𝑆1 = 𝑆2 (voir
ﬁgure 2.8b), elle termine alors à la date 𝑡 = 1, 5. Deux périodes sont donc
intersectées par les fenêtres d’exécution : [0; 1] et [1; 2]. Dans ces deux périodes,
la consommation moyenne de chaque activité est égale à 0, 5. Par conséquent,
dans ces deux périodes, la consommation moyenne totale est égale à 1 ; elle
est nulle dans toutes les autres périodes. Cette fois, il s’agit d’une solution
réalisable, et même optimale (puisque 𝑆u�+1−𝑆0 = 1, 5− 0, 5 = 1 = 𝑝1 = 𝑝2).
Ce premier exemple permet de mettre en avant certaines diﬀérences structu-
relles importantes entre le RCPSP (contraintes de ressources à chaque instant) et
le PARCPSP (contraintes de ressources agrégées par période), qui seront étudiées
plus en détail dans le chapitre 3.
• Les solutions entières sont dominantes pour le RCPSP ; elles ne le sont plus
pour le PARCPSP.
• Pour le RCPSP, décaler une solution dans le temps n’aﬀecte pas sa faisabilité ;
ainsi, on peut supposer que l’exécution du projet commence à la date 0, ce
qui implique que la durée du projet est égale à la plus grande date de ﬁn
d’exécution (makespan, noté 𝐶max).
En revanche, pour le PARCPSP, décaler une solution dans le temps peut
aﬀecter sa faisabilité. De plus, il n’existe pas toujours de solution optimale
commençant à la date 0. La durée du projet n’est donc plus égale au makespan.
Néanmoins, avec une subdivision temporelle uniforme, il est possible de sup-
poser que l’exécution du projet commence dans la première période [0;Δ] :
en eﬀet, un décalage temporel 𝜏 ∈ ℝ dont la valeur est un multiple de la du-
rée des périodes Δ (𝜏 = 𝛾Δ avec 𝛾 ∈ ℤ) est équivalent à un décalage de la
numérotation des périodes (d’un facteur 𝛾).
Aﬁn de pouvoir décrire ce phénomène, plusieurs concepts liés à la faisabilité
d’une solution en lien avec un décalage temporel seront proposés ultérieure-
ment (cf. section 3.1).
• De par la nature des contraintes de ressources agrégées par période, le
PARCPSP est une relaxation du RCPSP.
Cela reste vrai, même lorsque la durée des périodes est unitaire. L’écart entre
les valeurs optimales peut même être important ; dans cet exemple, relâcher
les contraintes de ressources permet de réduire de moitié la durée optimale
du projet. Nous montrerons par la suite qu’il est en fait impossible de borner
l’écart entre les valeurs optimales des deux problèmes, même avec des périodes
de durée arbitrairement petite (cf. propositions 3.9 et 3.10).
Exemple 2 Considérons le projet représenté dans la ﬁgure 2.9 page 31, qui com-
porte trois activités et une ressource. Nous allons nous intéresser ici à la faisabilité
de la solution 𝑆 = (𝜏, 𝜏 + 1, 𝜏 + 4), avec 𝜏 = 0 (cf. ﬁgure 2.10 page 32), 𝜏 = 1
(cf. ﬁgure 2.11 page 33), ou 𝜏 = 2 (cf. ﬁgure 2.12 page 34), pour le PARCPSP déﬁni
avec une subdivision temporelle uniforme de période Δ ∈ {2, 3, 4, 5} ; Le tableau 2.1
indique pour chaque cas si la solution 𝑆 est réalisable ou non.
Ce second exemple permet donc de montrer que la faisabilité est impactée de
manière non régulière non seulement par un décalage temporel 𝜏, mais aussi par
la durée des périodes Δ. On peut notamment remarquer que, pour 𝜏 = 0, 𝑆 est
réalisable si Δ = 3 mais irréalisable si Δ = 5 ; c’est le contraire pour 𝜏 = 1.
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𝐴2
𝐴3
𝑅
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(1)
4
(2)
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Fig. 2.9 : Exemple #2 – Projet
𝜏 = 0 𝜏 = 1 𝜏 = 2
Δ = 2 Réalisable Irréalisable Réalisable
Δ = 3 Réalisable Irréalisable Irréalisable
Δ = 4 Réalisable Réalisable Réalisable
Δ = 5 Irréalisable Réalisable Réalisable
Tab. 2.1 : Exemple #2 – Synthèse
Par ailleurs, augmenter progressivement la valeur de Δ ne signiﬁe pas relâcher
de plus en plus les contraintes de ressources agrégées (cf. colonne 𝜏 = 0 ou 𝜏 = 2),
à moins de considérer des valeurs multiples, comme c’est le cas ici avec Δ = 2 et
Δ = 4. Ces phénomènes seront étudiées plus en détail dans la section 3.3.
De plus, pour Δ = 2, on peut remarquer que 𝑆 = (0, 1, 4) (i.e. 𝜏 = 0) est une
solution réalisable, et même optimale, qui intersecte seulement trois périodes, [0; 2],
[2; 4] et [4; 6], tandis que 𝑆 = (1, 2, 5) (i.e. 𝜏 = 1) est une solution non réalisable qui
intersecte une période supplémentaire, [6; 8]. Cela montre que répartir l’exécution
du projet sur un plus grand nombre de périodes n’est pas toujours une stratégie
gagnante pour construire une solution optimale.
2.3 Complexité
Cette section est dédiée à l’analyse de la diﬃculté du PARCPSP dans le cadre
de la théorie de la complexité. Tout d’abord, l’appartenance du problème de déci-
sion associé au PARCPSP à la classe des problèmes non déterministes polynomiaux
(𝐍𝐏) est démontrée (cf. proposition 2.2). Ensuite, la 𝐍𝐏-complétude de ce pro-
blème est établie dans trois cas distincts (restriction sur les données).
L’étude de complexité a été présentée dans une conférence (Morin et al. 2018b)
et un rapport technique (Morin, Artigues, Hait et al. 2017) en collaboration avec
les professeurs Frits Spieksma et Tamás Kis.
1. Nombre de ressources ﬁxé et capacités limitées : 𝐍𝐏-complet au sens faible
(réduction au problème Partition, cf. proposition 2.3, objectif 𝑆u�+1).
Ce résultat a pu être obtenu grâce à une collaboration avec le professeur
Tamás Kis.
2. Nombre de ressources ﬁxé et capacités illimitées : 𝐍𝐏-complet au sens fort
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𝐴1
𝐴2
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(a) Solution
ℓ
1 2 3 4 5
1
2
(b) Proﬁl de consommation agrégé sur des périodes de durée Δ = 2
ℓ
1 2 3
2/3
4/3
2
(c) Proﬁl de consommation agrégé sur des périodes de durée Δ = 3
ℓ
1 2
1/2
1
2
(d) Proﬁl de consommation agrégé sur des périodes de durée Δ = 4
ℓ
1 2
1/5
2/5
11/5
2
(e) Proﬁl de consommation agrégé sur des périodes de durée Δ = 5
Fig. 2.10 : Exemple #2 – Solution #1
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ℓ
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(b) Proﬁl de consommation agrégé sur des périodes de durée Δ = 2
ℓ
1 2 3
1/3
2/3
4/3
7/3
2
(c) Proﬁl de consommation agrégé sur des périodes de durée Δ = 3
ℓ
1 2
1/2
1
3/2
2
(d) Proﬁl de consommation agrégé sur des périodes de durée Δ = 4
ℓ
1 2
2/5
4/5
8/5
2
(e) Proﬁl de consommation agrégé sur des périodes de durée Δ = 5
Fig. 2.11 : Exemple #2 – Solution #2
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ℓ
1 2 3
1/3
2/3
4/3
7/3
2
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(d) Proﬁl de consommation agrégé sur des périodes de durée Δ = 4
ℓ
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2/5
4/5
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2
(e) Proﬁl de consommation agrégé sur des périodes de durée Δ = 5
Fig. 2.12 : Exemple #2 – Solution #3
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(réduction au problème 3-Partition, cf. proposition 2.4, objectif 𝑆u�+1).
Ce résultat a pu être obtenu grâce à une collaboration avec le professeur Frits
Spieksma.
3. Nombre de ressources non ﬁxé et capacités limitées : 𝐍𝐏-complet au sens fort
(réduction au problème de coloration de graphe, cf. proposition 2.5, objectif
quelconque).
Le PARCPSP est également 𝐍𝐏-diﬃcile au sens fort dans le cas où le nombre de
ressources n’est pas ﬁxé et les capacités sont illimitées (généralisation des cas 2 et
3). Ces résultats montrent que le PARCPSP est un problème combinatoire diﬃcile.
2.3.1 Appartenance à la classe 𝐍𝐏
Proposition 2.2. PARCPSP ∈ 𝐍𝐏
Démonstration. L’algorithme 2.1 page 36 vériﬁe la faisabilité d’un ordonnancement
en temps polynomial.
1. Le test de la durée de projet peut être eﬀectué en un temps linéaire en le
nombre d’activités.
2. Le test de satisfaction des contraintes d’antériorité consiste à vériﬁer que, pour
chaque couple prédécesseur/successeur (arc) du graphe d’antériorité, la date
de ﬁn du premier est inférieure à la date de début du second.
3. Concernant la satisfaction des contraintes de ressources agrégées, il n’est pas
possible de réaliser un test par ressource et par période, car cela aboutirait à
un algorithme non-polynomial (le nombre de périodes n’est pas une donnée du
problème). Cependant, pour chaque ressource et chaque activité, il suﬃt de
tester les contraintes de ressources agrégées dans (au plus) deux périodes : celle
dans laquelle l’activité commence (toujours), et la période suivante (parfois).
En eﬀet, étant donnée une activité 𝑖 ∈ 𝒜, puisque la préemption n’est pas
autorisée, la valeur de 𝐷u�,ℓ(𝑆u�) ne peut augmenter que dans ces deux périodes,
i.e., la diﬀérence 𝐷u�,ℓ(𝑆u�) − 𝐷u�,ℓ−1(𝑆u�) ne peut être strictement positive que
pour ℓ ∈ {ℓu�u� , ℓ
u�
u� + 1} où ℓ
u�
u� désigne une période qui contient 𝑆u�. De plus, un
test sur une ressource donnée dans une période donnée peut être eﬀectué en
un temps linéaire en fonction du nombre d’activités (calcul de la somme des
consommations moyennes).
Finalement, la complexité temporelle de cet algorithme est donc 𝒪(𝑚𝑛2).
2.3.2 Réduction depuis le problème Partition
Nous allons maintenant montrer que le PARCPSP est NP-diﬃcile (au moins au
sens faible) lorsque le nombre de ressources est ﬁxé (dont la valeur est bornée par
une constante numérique) et les capacités des ressources sont limitées (i.e. bornées
par une constante numérique). La fonction objectif considérée ici est 𝑆u�+1.
Proposition 2.3. Partition ∝ PARCPSP
Démonstration. Le problème Partition peut être déﬁni de la manière suivante.
Soit 𝐼 un ensemble de 𝑛 éléments (𝑛 ∈ ℕ). À chaque élément 𝑖 ∈ 𝐼
est associé un poids 𝑤u� ∈ ℕ
∗. On suppose que la somme des poids
𝑊 = ∑
u�∈u�
𝑤u� est un entier pair. Est-il possible de partitionner 𝐼 en
deux sous-ensembles 𝐴 et 𝐵 de même poids u�2 ?
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Données : Un projet 𝑋 ∈ 𝒳 ; une subdivision temporelle uniforme
caractérisée par des périodes de même durée Δ ∈ ℝ∗+ ; une
alternative 𝑆 ∈ ℝu� ; une borne supérieure du critère ℎ ∈ ℝ∗+.
Résultat : Vrai si 𝑆 est une solution telle que 𝑆u�+1 − 𝑆0 ≤ ℎ ; Faux sinon.
1 𝑆0 ← minu�∈u� (𝑆u�)
2 𝑆u�+1 ← maxu�∈u� (𝑆u� + 𝑝u�)
3 si ¬ (𝑆u�+1 − 𝑆0 ≤ ℎ) alors
4 retourner Faux
5 pour chaque (𝑖1, 𝑖2) ∈ 𝐸 faire /* |𝐸| ≤ |𝒜|
2 itérations */
6 si ¬(𝑆u�1 + 𝑝u�1 ≤ 𝑆u�2) alors
7 retourner Faux
8 pour chaque 𝑘 ∈ ℛ faire /* |ℛ| itérations */
9 pour chaque 𝑖 ∈ 𝒜 faire /* |𝒜| itérations */
10 ℓ ← ⌊u�u�Δ ⌋
11 𝑎 ← 0
12 pour chaque 𝑖′ ∈ 𝒜 faire /* |𝒜| itérations */
13 𝑎 ← 𝑎 + 𝑟u�′,u�𝐷u�′,ℓ(𝑆u�′)
/* 𝑎 = ∑
u�′∈u�
𝑟u�′,u�𝐷u�′,ℓ(𝑆u�′) */
14 si ¬ (𝑎 ≤ 𝑏u�Δ) alors
15 retourner Faux
16 𝑎 ← 0
17 pour chaque 𝑖′ ∈ 𝒜 faire /* |𝒜| itérations */
18 𝑎 ← 𝑎 + 𝑟u�′,u�𝐷u�′,ℓ+1(𝑆u�′)
/* 𝑎 = ∑
u�′∈u�
𝑟u�′,u�𝐷u�′,ℓ+1(𝑆u�′) */
19 si ¬ (𝑎 ≤ 𝑏u�Δ) alors
20 retourner Faux
21 retourner Vrai
Algorithme 2.1 : Vériﬁcateur de solution pour le PARCPSP (appartenance
à 𝐍𝐏)
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Étant donnée une instance du problème Partition, soit l’instance du problème
PARCPSP déﬁnie de la manière suivante :
• 𝒜 = 𝐼
• |ℛ| = 1
• Δ = 1
• ∀𝑖 ∈ 𝒜 𝑝u� = 2𝑤u�Δ = 2𝑤u�
• 𝑏1 = 2
• ∀𝑖 ∈ 𝒜 𝑟u�,1 = 1
• 𝐸 = ∅ (aucune relation d’antériorité)
Il est clair que cette transformation est une réduction polynomiale. Par consé-
quent, Partition ∝ PARCPSP si les deux propositions suivantes sont équivalentes.
[1] L’instance du problème Partition admet une solution (partition en deux sous-
ensembles 𝐴 et 𝐵 de même poids u�2 ).
[2] L’instance du problème PARCPSP admet une solution (ordonnancement réa-
lisable) 𝑆 telle que : 𝑆0 = 0 et 𝑆u�+1 =
1
2∑u�∈u� 𝑝u�
[1] ⇒ [2]
Par hypothèse [1], il existe deux sous-ensembles 𝐴 et 𝐵 de 𝐼 tels que :
• 𝐴 ∩ 𝐵 = ∅
• 𝐴 ∪ 𝐵 = 𝐼
• ∑
u�∈u�
𝑤u� = ∑u�∈u� 𝑤u� =
u�
2
Soit 𝑆 l’ordonnancement construit de la manière suivante.
• Les activités associées aux éléments dans 𝐴 sont exécutées dans un ordre
quelconque, à partir de la date 𝑡 = 0, sans temps mort, donc jusqu’à la date
𝑡 = ∑
u�∈u�
𝑝u�. Remarquons que chaque activité de cette sous-séquence com-
mence et termine à un instant entier, i.e. une date qui coïncide avec une borne
temporelle (multiple de Δ = 1) ; de plus, à chaque instant, la consommation
est égale à 1.
• De même, les activités associées aux éléments dans 𝐵 sont exécutées dans un
ordre quelconque, à partir de la même date 𝑡 = 0, sans temps mort, donc
jusqu’à la même date 𝑡 = ∑
u�∈u�
𝑝u� ; chaque activité de cette sous-séquence
commence et termine à un instant entier et, à chaque instant, la consommation
est égale à 1.
Par conséquent, l’ordonnancement commence à la date 𝑆0 = 0 et termine à la date
𝑆u�+1 =
1
2∑u�∈u� 𝑝u�. À chaque instant, la consommation est égale à 2 ; dans chaque
période de durée unitaire (Δ = 1), la consommation moyenne est donc égale à 2,
ce qui n’excède pas la capacité de l’unique ressource (= 2). Par conséquent, [2] est
vériﬁée.
[2] ⇒ [1]
Par hypothèse [2], il existe un ordonnancement réalisable 𝑆 tel que 𝑆0 = 0 et
𝑆u�+1 =
1
2∑u�∈u� 𝑝u� = 𝑊.
Lemme 2.3a. Dans toute période unitaire [𝑡−1, 𝑡], pour 𝑡 ∈ {1,… ,𝑊}, la consom-
mation moyenne est exactement égale à 2.
Démonstration. Puisque 𝑆 est réalisable, la consommation moyenne dans toute pé-
riode (de durée unitaire Δ = 1) est inférieure ou égale à 2 (capacité de la ressource).
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Par ailleurs, la quantité totale de ressource disponible entre 𝑆0 et 𝑆u�+1 est égale
à 2(𝑆u�+1 − 𝑆0) = 2𝑊, tandis que la quantité totale de ressource consommée par
l’ensemble des activités (dont la consommation est unitaire) est égale à ∑
u�∈u�
𝑝u� =
2𝑊. Par conséquent, la consommation moyenne dans toute période unitaire entre
𝑆0 et 𝑆u�+1 est supérieure ou égale à 2. 
Lemme 2.3b. Exactement deux activités commencent à la date 𝑡 = 0.
Démonstration. S’il existait au moins trois activités commençant dans la période
[0, 1], puisque les durées d’exécution sont des entiers pairs (𝑝u� = 2𝑤u�) et les périodes
sont de durée unitaire (Δ = 1), les fenêtres d’exécution de toutes ces activités termi-
neraient dans la période [2, 3], donc contiendraient la période [1, 2] dans sa totalité.
Or, cela impliquerait que la consommation moyenne dans la période [1, 2] soit su-
périeure ou égale à 3, ce qui est impossible d’après le lemme 2.3a. Par conséquent,
au plus deux activités commencent dans la période [0, 1].
De plus, si le nombre d’activités commençant à la date 0 était strictement infé-
rieur à 2, alors la consommation moyenne dans la période [0, 1] serait strictement
inférieure à 2, ce qui est impossible, toujours d’après le lemme 2.3a. 
Au début de l’ordonnancement 𝑆, il existe donc exactement deux activités qui
commencent à la date 0. Puisque les durées d’exécution sont entières, et les périodes
sont de durée unitaire, ces activités terminent à des instants entiers, 𝑡1 et 𝑡2 (quitte
à les intervertir, supposons que 𝑡1 ≤ 𝑡2).
• 𝑡1 = 𝑡2
En appliquant le même raisonnement que celui utilisé dans la preuve du
lemme 2.3b, on montre que deux nouvelles activités commencent simulta-
nément à cet instant.
• 𝑡1 < 𝑡2
Puisque les durées d’exécution sont paires : 𝑡2 ≥ 𝑡1+2. Avec un raisonnement
similaire, on montre d’abord qu’au plus une activité peut commencer dans
la période [𝑡1, 𝑡1 + 1], puis qu’une et une seule activité doit commencer son
exécution à la date 𝑡1.
En continuant ainsi, on montre que la structure de 𝑆 vériﬁe les propriétés sui-
vantes :
• Dès qu’une activité termine, une autre commence (sauf aux bords, i.e. 𝑡 = 0
et 𝑡 = 𝑆u�+1).
• À chaque instant entre 𝑆0 et 𝑆u�+1, exactement deux activités sont en cours
d’exécution.
Par conséquent, l’algorithme 2.2 page 39 permet d’extraire, en temps polyno-
mial, une partition de l’ensemble des activités/items de même durée/poids (version
détaillée avec assertions ; l’algorithme 2.3 page 40 en est une version simpliﬁée mais
néanmoins équivalente).
2.3.3 Réduction depuis le problème 3-Partition
En s’inspirant de la réduction précédente, nous allons maintenant montrer que
le PARCPSP est NP-diﬃcile (au sens fort) lorsque le nombre de ressources est ﬁxé
(dont la valeur est bornée par une constante numérique) et les capacités des res-
sources sont illimitées (i.e. non bornées par une constante numérique). La fonction
objectif considérée ici est également 𝑆u�+1.
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Données :
• Une instance du PARCPSP obtenue à partir d’une instance du problème
Partition (cf. réduction polynomiale déﬁnie page 37) ;
• Une solution 𝑆 ∈ ℝu� (réalisable) telle que :
– 𝑆0 = 0
– 𝑆u�+1 =
1
2∑u�∈u� 𝑝u� = 𝑊
Les activités 𝑖 ∈ 𝒜 doivent être triées par dates de début (𝑆u�) croissantes.
Résultat :
• Deux sous-ensembles d’activités 𝐴 et 𝐵 tels que :
– 𝐴 ∩ 𝐵 = ∅
– 𝐴 ∪ 𝐵 = 𝒜
– ∑
u�∈u�
𝑝u� = ∑u�∈u� 𝑝u� =
1
2∑u�∈u� 𝑝u� = 𝑊
1 assert : 𝑆0 = 𝑆1 = 𝑆2 = 0
2 𝐴 ← {1}
3 Σu� ← 𝑝1 // Somme des durées des activités insérées dans 𝐴
4 𝐵 ← {2}
5 Σu� ← 𝑝2 // Somme des durées des activités insérées dans 𝐵
6 𝑖 ← 3
7 tant que 𝑖 ≤ 𝑛 faire
8 si Σu� < Σu� alors
9 assert : 𝑆u� = Σu�
10 𝐴 ← 𝐴 ∪ {𝑖}
11 Σu� ← Σu� + 𝑝u�
12 𝑖 ← 𝑖 + 1
13 sinon si Σu�> Σu� alors
14 assert : 𝑆u� = Σu�
15 𝐵 ← 𝐵∪ {𝑖}
16 Σu� ← Σu� + 𝑝u�
17 𝑖 ← 𝑖 + 1
18 sinon // Σu� = Σu�
19 assert : 𝑖 + 1 ≤ 𝑛
20 assert : 𝑆u� = 𝑆u�+1 = Σu� = Σu�
/* L’activité 𝑖 est insérée dans 𝐴, et l’activité 𝑖 + 1 est insérée dans 𝐵 ;
il aurait été possible d’insérer 𝑖 dans 𝐵, et 𝑖 + 1 dans 𝐴. */
21 𝐴 ← 𝐴 ∪ {𝑖}
22 Σu� ← Σu� + 𝑝u�
23 𝐵 ← 𝐵∪ {𝑖 + 1}
24 Σu� ← Σu� + 𝑝u�+1
25 𝑖 ← 𝑖 + 2
26 assert : 𝑖 = 𝑛 + 1
27 assert : Σ1 = Σ2 = 𝑆u�+1
Algorithme 2.2 : Extraction d’une partition en deux sous-ensembles d’acti-
vités/items de même durée/poids (version détaillée)
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Données :
• Une instance du PARCPSP obtenue à partir d’une instance du problème
Partition (cf. réduction polynomiale déﬁnie page 37) ;
• Une solution 𝑆 ∈ ℝu� (réalisable) telle que :
– 𝑆0 = 0
– 𝑆u�+1 =
1
2∑u�∈u� 𝑝u� = 𝑊
Les activités 𝑖 ∈ 𝒜 doivent être triées par dates de début (𝑆u�) croissantes.
Résultat :
• Deux sous-ensembles d’activités 𝐴 et 𝐵 tels que :
– 𝐴 ∩ 𝐵 = ∅
– 𝐴 ∪ 𝐵 = 𝒜
– ∑
u�∈u�
𝑝u� = ∑u�∈u� 𝑝u� =
1
2∑u�∈u� 𝑝u� = 𝑊
1 𝐴 ← ∅
2 Σu� ← 0 // Somme des durées des activités insérées dans 𝐴
3 𝐵 ← ∅
4 Σu� ← 0 // Somme des durées des activités insérées dans 𝐵
5 pour 𝑖 = 1 à 𝑛 faire
6 si Σu� ≤ Σu� alors
7 𝐴 ← 𝐴 ∪ {𝑖}
8 Σu� ← Σu� + 𝑝u�
9 sinon
10 𝐵 ← 𝐵∪ {𝑖}
11 Σu� ← Σu� + 𝑝u�
Algorithme 2.3 : Extraction d’une partition en deux sous-ensembles d’acti-
vités/items de même durée/poids (version simpliﬁée)
40
Proposition 2.4. 3-Partition ∝ PARCPSP
Démonstration. Le problème 3-Partition peut être déﬁni de la manière suivante.
Soit 𝐼 un ensemble de 3𝑛 éléments (𝑛 ∈ ℕ). À chaque élément 𝑖 ∈ 𝐼
est associé un poids 𝑤u� ∈ ℕ
∗. On suppose que la somme des poids
𝑊 = ∑
u�∈u�
𝑤u� est un multiple de 𝑛 et que, pour chaque élément 𝑖 ∈ 𝐼,
u�
4u� < 𝑤u� <
u�
2u� . Est-il possible de partitionner 𝐼 en 𝑛 triplets 𝑇1, 𝑇2,… , 𝑇u�
de même poids u�u� ?
Étant donnée une instance du problème 3-Partition, soit l’instance du problème
PARCPSP déﬁnie de la manière suivante :
• 𝒜 = 𝐼
• |ℛ| = 1
• Δ = 1
• ∀𝑖 ∈ 𝒜 𝑝u� = 2𝑤u�Δ = 2𝑤u�
• 𝑏1 = 𝑛
• ∀𝑖 ∈ 𝒜 𝑟u�,1 = 1
• 𝐸 = ∅ (aucune relation d’antériorité)
Il est clair que cette transformation est une réduction polynomiale. Par consé-
quent, 3-Partition ∝ PARCPSP si les deux propositions suivantes sont équivalentes.
[1] L’instance du problème 3-Partition admet une solution (partition en 𝑛 triplets
𝑇1, 𝑇2,… , 𝑇u� de même poids
u�
u� ).
[2] L’instance du problème PARCPSP admet une solution (ordonnancement réa-
lisable) 𝑆 telle que : 𝑆0 = 0 et 𝑆u�+1 =
1
u�∑u�∈u� 𝑝u�
[1] ⇒ [2]
Par hypothèse [1], il existe 𝑛 triplets 𝑇1, 𝑇2,… , 𝑇u� de même poids
u�
u� qui forment
une partition de 𝐼.
Soit 𝑆 l’ordonnancement construit de la manière suivante. Pour chaque triplet
𝑇, les activités associées aux éléments dans ce triplet sont exécutées les unes à la
suite des autres dans un ordre quelconque, à partir de la date 𝑡 = 0, sans temps
mort, donc jusqu’à la date 𝑡 = ∑
u�∈u�
𝑝u�. Remarquons que chaque activité de cette
sous-séquence commence et termine à un instant entier, i.e. une date qui coïncide
avec une borne temporelle (multiple de Δ = 1) ; de plus, à chaque instant, la
consommation est égale à 1.
Par conséquent, l’ordonnancement commence à la date 𝑆0 = 0 (date de début
commune à tous les triplets) et termine à la date 𝑆u�+1 =
1
u�∑u�∈u� 𝑝u� (date de ﬁn
commune à tous les triplets). À chaque instant, la consommation est égale à 𝑛 ; dans
chaque période de durée unitaire (Δ = 1), la consommation moyenne est donc égale
à 𝑛, ce qui n’excède pas la capacité de l’unique ressource (= 𝑛). Par conséquent, [2]
est vériﬁé.
[2] ⇒ [1]
Par hypothèse [2], il existe un ordonnancement réalisable 𝑆 tel que 𝑆0 = 0 et
𝑆u�+1 =
1
u�∑u�∈u� 𝑝u� =
2u�
u� .
Les lemmes 2.3a et 2.3b peuvent être transposés de la manière suivante.
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Lemme 2.4a. Dans toute période unitaire [𝑡−1, 𝑡], pour 𝑡 ∈ {1,… , 2u�u� }, la consom-
mation moyenne est exactement égale à 𝑛.
Lemme 2.4b. Exactement 𝑛 activités commencent à la date 𝑡 = 0.
De plus, il ne peut exister d’intervalle temporel [𝑡 − 1, 𝑡] (𝑡 ∈ {1,… , 2u�u� }) qui
contiendrait un instant auquel (au plus) 𝑛 − 1 activités sont en cours d’exécution.
Si tel était le cas, dans une telle période, puisque la consommation moyenne est
égale à 𝑛, il existerait un autre instant auquel (au moins) 𝑛+1 activités seraient en
cours d’exécution. Or, les durées d’exécution étant des entiers pairs et les périodes
de durée unitaire, cela impliquerait qu’une période voisine serait incluse en totalité
dans la fenêtre d’exécution de ces 𝑛 + 1 activités, ce qui est impossible d’après le
lemme 2.4a.
Par conséquent, à chaque instant entre 𝑆0 = 0 et 𝑆u�+1 =
1
u�∑u�∈u� 𝑝u�, exacte-
ment 𝑛 activités sont en cours d’exécution. 𝑆 est donc structuré de telle manière
qu’il est possible d’extraire 𝑛 sous-séquences/sous-ensembles de même durée/poids
u�
u� formant une partition de l’ensemble des activités/éléments. Puisque, pour tout
élément 𝑖 ∈ 𝐼, u�4u� < 𝑤u� <
u�
2u� , chacun de ces sous-ensembles est nécessairement un
triplet.
2.3.4 Réduction depuis le problème de coloration des sommets
d’un graphe
En utilisant une réduction polynomiale à partir d’un autre problème, nous al-
lons maintenant montrer que le PARCPSP est NP-diﬃcile (au sens fort) lorsque
le nombre de ressources est arbitraire (paramètre ﬁxe, mais dont la valeur n’est
pas bornée par une constante numérique) et les capacités des ressources sont limi-
tées (i.e. bornées par une constante numérique). Cette preuve, présentée ici avec la
fonction objectif 𝑆u�+1−𝑆0, reste néanmoins valide pour d’autres fonctions objectifs
(comme 𝑆u�+1, considérée précédemment), car le lemme 2.5a ne dépend pas du choix
de la fonction objectif.
Proposition 2.5. Coloration des sommets d’un graphe ∝ PARCPSP
Démonstration. Le problème de coloration des sommets d’un graphe peut être déﬁni
de la manière suivante.
Soit 𝒢 = (𝒱, ℰ) un graphe non-orienté contenant 𝑛 = |𝒱| ∈ ℕ sommets
et 𝑚 = |ℰ| ∈ ℕ arêtes. Soit 𝛾 ∈ ℕ. Existe-t-il une coloration des sommets
du graphe 𝒢 utilisant au plus 𝛾 couleurs telle que, pour toute arête, ses
deux extrémités ont une couleur diﬀérente ?
Étant donnée une instance du problème de coloration des sommets d’un graphe,
soit l’instance du problème PARCPSP déﬁnie de la manière suivante :
• 𝒜 = 𝒱
• ℛ = ℰ
• Δ = 1
• ∀𝑖 ∈ 𝒜 𝑝u� = 2Δ = 2
• ∀𝑘 ∈ ℛ 𝑏u� = 1
• ∀𝑖 ∈ 𝒜 ∀𝑘 ∈ ℛ 𝑟u�,u� = 1 si le sommet 𝑖 est l’une des deux extrémités de
l’arête 𝑘, 0 sinon
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• 𝐸 = ∅ (aucune relation d’antériorité)
Il est clair que cette transformation est une réduction polynomiale. Par consé-
quent, Coloration de graphe ∝ PARCPSP si les deux propositions suivantes sont
équivalentes.
[1] L’instance du problème de coloration de graphe admet une coloration réali-
sable 𝑐 ∈ (ℕ∗)u� telle que : maxu�∈u� 𝑐u� ≤ 𝛾
[2] L’instance du problème PARCPSP admet une solution (ordonnancement réa-
lisable) 𝑆 telle que : 𝑆u�−1 − 𝑆0 ≤ 2𝛾
[1] ⇒ [2]
Par hypothèse [1], il existe une coloration réalisable 𝑐 ∈ (ℕ∗)u� telle que :
∀𝑖 ∈ 𝒱 1 ≤ 𝑐u� ≤ 𝛾
Soit 𝑆 l’ordonnancement déﬁni par : ∀𝑖 ∈ 𝒜 𝑆u� = 2(𝑐u� − 1)Δ
Étant donnée une arête (ressource), ses extrémités (les deux seules activités qui
ont une consommation non-nulle sur cette ressource) sont coloriées diﬀéremment
(ont des fenêtres d’exécution disjointes). 𝑆 est donc réalisable pour le PARCPSP
(et même pour le RCPSP).
De plus : 𝑆u�+1 − 𝑆0 ≤ 2𝛾Δ − 0 = 2𝛾Δ
Par conséquent, [2] est vériﬁé.
[2] ⇒ [1]
Par hypothèse [2], il existe un ordonnancement réalisable 𝑆 tel que 𝑆u�+1−𝑆0 ≤
2𝛾Δ. Sans perte de généralité, on suppose que l’exécution du projet commence dans
la première période : 0 ≤ 𝑆0 < Δ
Lemme 2.5a. Les fenêtres d’exécution de deux activités ayant une consommation
non nulle sur une même ressource sont disjointes.
∀(𝑖1, 𝑖2) ∈ ℛ (𝑆u�1 + 𝑝u�1 ≤ 𝑆u�2) ∨ (𝑆u�2 + 𝑝u�2 ≤ 𝑆u�1)
Démonstration. Soit 𝑘 = (𝑖1, 𝑖2) ∈ ℛ. Sans perte de généralité, on suppose que
𝑆u�1 ≤ 𝑆u�2 .
Pour toute activité 𝑖 ∈ 𝒜, soit ℓu� = 1+⌊
u�u�
Δ ⌋ l’indice de la période dans laquelle
commence l’activité 𝑖. Remarquons que ℓu�1 ≤ ℓu�2 .
Pour toute activité 𝑖 ∈ 𝒜, dans toute période ℓ ∈ ℤ, puisque 𝑝u� = 2Δ, il est
possible de déterminer des bornes sur les valeurs 𝐷u�,ℓ(𝑆u�) (cf. ﬁgure 2.13) :
𝐷u�,ℓ(𝑆u�)
⎧
{
{
⎨
{
{
⎩
∈ ]0,Δ] si ℓ = ℓu�
= Δ si ℓ = ℓu� + 1
∈ [0,Δ[ si ℓ = ℓu� + 2
= 0 sinon
Plus précisément : 𝐷u�,ℓu�+2(𝑆u�) = Δ−𝐷u�,ℓu�(𝑆u�)
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𝐷u�,ℓu�(𝑆) 𝐷u�,ℓu�+1(𝑆) 𝐷u�,ℓu�+2(𝑆)
𝑝u� = 2Δ
𝑆u� 𝑆u� + 𝑝u�
𝑡
(ℓu� − 1)Δ ℓu�Δ (ℓu� + 1)Δ (ℓu� + 2)Δ
Fig. 2.13 : Positionnement d’une fenêtre d’exécution de longueur ﬁxe (𝑝u� = 2Δ) par
rapport aux périodes
Rappelons que 𝑆 est un ordonnancement réalisable, donc vériﬁe les contraintes
de ressources agrégées par période. Puisque la capacité de la ressource est unitaire,
et les consommations des activités sont unitaires ou nulles, la contrainte associée à
la ressource/arête (𝑖1, 𝑖2) s’exprime sous la forme suivante :
𝐷u�1,ℓ(𝑆u�1) + 𝐷u�2,ℓ(𝑆u�2) ≤ Δ ∀ℓ ∈ ℤ
• Supposons que : ℓu�2 = ℓu�1
Dans ce cas, dans la période ℓ = ℓu�1 + 1 = ℓu�2 + 1 :
𝐷u�1,ℓ(𝑆u�1) + 𝐷u�2,ℓ(𝑆u�2) = 2Δ> Δ
Cette conﬁguration est donc impossible (puisque 𝑆 est réalisable).
• Supposons que : ℓu�2 = ℓu�1 + 1
Dans ce cas, dans la période ℓ = ℓu�1 + 1 = ℓu�2 :
𝐷u�1,ℓ(𝑆u�1) + 𝐷u�2,ℓ(𝑆u�2) = Δ+𝐷u�2,ℓ(𝑆u�2)> Δ
Cette conﬁguration est donc impossible.
• Supposons que : ℓu�2 = ℓu�1 + 2
Dans ce cas, dans la période ℓ = ℓu�1 + 2 = ℓu�2 :
𝐷u�1,ℓ(𝑆u�1) ≤ Δ−𝐷u�2,ℓ(𝑆u�2)
⇔ (ℓ − 1)Δ +𝐷u�1,ℓ(𝑆u�1) ≤ ℓΔ −𝐷u�2,ℓ(𝑆u�2)
⇔ (ℓu�1 + 1)Δ +𝐷u�1,ℓu�1+2
(𝑆u�1) ≤ ℓu�2Δ−𝐷u�2,ℓu�2
(𝑆u�2)
⇔ 𝑆u�1 + 𝑝u�1 ≤ 𝑆u�2
• Supposons que : ℓu�2 ≥ ℓu�1 + 3
Alors : 𝑆u�1 + 𝑝u�1 < (ℓu�1 + 2)Δ ≤ (ℓu�2 − 1)Δ ≤ 𝑆u�2
Dans tous les cas : 𝑆u�1 + 𝑝u�1 ≤ 𝑆u�2 
Soit 𝑐 ∈ (ℕ∗)u� la coloration déﬁnie par : ∀𝑖 ∈ 𝒱 𝑐u� = 1 + ⌊
u�u�
Δ ⌋
Rappelons que les durées d’exécution des activités sont toutes égales à 2Δ ;
donc, pour toute arête (𝑖1, 𝑖2) ∈ ℰ, puisque |𝑆u�2 −𝑆u�1 | ≥ 2Δ d’après le lemme 2.5a,
𝑐u�1 ≠ 𝑐u�2 , i.e. 𝑐 est une coloration réalisable.
De plus, puisque 𝑆u�+1 − 𝑆0 ≤ 2𝛾Δ et 0 ≤ 𝑆0 < Δ : ∀𝑖 ∈ 𝒜 𝑆0 ≤ 𝑆u� ≤
𝑆u�+1 − 𝑝u� ≤ (𝑆0 + 2𝛾Δ) − 2Δ = 𝑆0 + 2(𝛾 − 1)Δ
Autrement dit : ∀𝑖 ∈ 𝒱 1 ≤ 𝑐u� ≤ 𝛾
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Chapitre 3
PARCPSP : propriétés
structurelles
Ce chapitre établit des propriétés structurelles sur le PARCPSP. Tout d’abord,
la notion de faisabilité est étendue au sens de la faisabilité locale, qui qualiﬁe une
solution non nécessairement réalisable mais pour laquelle il existe une solution réa-
lisable par translation ; la faisabilité globale concerne une solution réalisable et qui
le reste par toute translation. Ensuite, des relations entre les propriétés de faisa-
bilité d’une solution de RCPSP et de faisabilité locale et globale des solutions du
PARCPSP sont établies. Il est également montré que l’écart entre la valeur optimale
du RCPSP et de celle de sa relaxation PARCPSP n’est pas borné. Par ailleurs, les
relations entre les éléments d’une classe d’instances du PARCPSP déﬁnies à partir
du même projet mais avec des périodes diﬀérentes sont établies, au sens où il n’existe
pas de relation de relaxation entre les problèmes dont les périodes ne sont pas des
multiples. Nous aboutissons ainsi à la constatation qu’en général, le PARCPSP
n’est pas une bonne approximation du RCPSP, ni des PARCPSP de périodes plus
petites. Enﬁn, nous fournissons une alternative à l’algorithme 2.1 page 36 pour dé-
terminer, en temps polynomial, si une solution est non seulement réalisable mais
aussi réalisable localement et réalisable globalement.
3.1 Extensions de la notion de faisabilité
Cette section est dédiée à la déﬁnition et à l’étude de propriétés basiques de
nouveaux concepts liés à la faisabilité d’une solution d’un problème d’optimisation
combinatoire. Ces concepts sont applicables à une classe de problèmes d’optimisa-
tion combinatoire, qui contient le RCPSP et le PARCPSP, mais n’est pas restreinte
à ces problèmes. Ces notions seront utiles aﬁn d’étudier des propriétés structurelles
du PARCPSP dans les sections suivantes.
Plus précisément, les concepts qui vont être introduits peuvent être appliqués
aux problèmes d’optimisation combinatoire dont l’espace de recherche est égal à ℝu�,
i.e. dont les solutions (alternatives) peuvent être représentées par des vecteurs de
réels de dimension 𝑑 (𝑑 ∈ ℕ∗). Soit 𝑃, 𝑃1 et 𝑃2 de tels problèmes.
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3.1.1 Déﬁnitions
Déﬁnition 3.1 (Faisabilité). Une solution 𝑆 ∈ ℝu� de 𝑃 est dite faisable ou réalisable
si, et seulement si, 𝑆 vériﬁe toutes les contraintes imposées par 𝑃.
Déﬁnition 3.2 (Opérateur de translation). Soit ⊕ ∶ ℝu� × ℝ → ℝu� l’opérateur de
translation déﬁni par :
∀𝑆 = (𝑆u�)1≤u�≤u� ∈ ℝ
u�
∀𝜏 ∈ ℝ
𝑆 ⊕ 𝜏 = (𝑆u� + 𝜏)1≤u�≤u�
Déﬁnition 3.3 (Classe de solutions). Soit 𝑆 ∈ ℝu� une solution de 𝑃. La classe de
solutions ̂𝑆 est l’ensemble des solutions pouvant être construites à partir de 𝑆 par
translation, i.e. :
̂𝑆 = {𝑆 ⊕ 𝜏 ∣ 𝜏 ∈ ℝ}
Déﬁnition 3.4 (Faisabilité locale). Une solution 𝑆 ∈ ℝu� de 𝑃 est dite faisable
localement ou réalisable localement si, et seulement si, au moins un élément de la
classe ̂𝑆 est réalisable.
Remarque. Si 𝑆 est réalisable localement, on ne peut a priori rien dire concernant
la faisabilité de 𝑆. Inversement, si 𝑆 est réalisable, alors 𝑆 est réalisable localement
(car 𝑆 est une solution réalisable qui appartient à la classe ̂𝑆).
Déﬁnition 3.5 (Faisabilité globale). Une solution 𝑆 ∈ ℝu� de 𝑃 est dite faisable
globalement ou réalisable globalement si, et seulement si, tous les éléments de la
classe ̂𝑆 sont réalisables.
Remarque. Si 𝑆 est réalisable globalement, alors 𝑆 est réalisable (car tout élément
de la classe ̂𝑆, en particulier 𝑆, est réalisable). Inversement, si 𝑆 est réalisable, on
ne peut a priori rien dire concernant la faisabilité globale de 𝑆.
Soit ℱ(𝑃) l’ensemble des solutions réalisables de 𝑃, ℒℱ(𝑃) l’ensemble des so-
lutions réalisables localement de 𝑃, et 𝒢ℱ(𝑃) l’ensemble des solutions réalisables
globalement de 𝑃.
∀𝑆 ∈ ℝu� 𝑆 ∈ ℒℱ(𝑃) ⇔ (∃𝜏 ∈ ℝ 𝑆 ⊕ 𝜏 ∈ ℱ(𝑃))
∀𝑆 ∈ ℝu� 𝑆 ∈ 𝒢ℱ(𝑃) ⇔ (∀𝜏 ∈ ℝ 𝑆 ⊕ 𝜏 ∈ ℱ(𝑃))
3.1.2 Propriétés
Le résultat suivant permet de formaliser les remarques précédentes.
Proposition 3.1. La faisabilité locale est une condition nécessaire de faisabilité,
tandis que la faisabilité globale est une condition suﬃsante de faisabilité, i.e., toute
solution globalement réalisable est réalisable, tandis que toute solution réalisable est
réalisable localement.
𝒢ℱ(𝑃) ⊆ ℱ(𝑃) ⊆ ℒℱ(𝑃)
Il est en fait possible d’établir des liens plus forts entre les trois concepts de
faisabilité.
Proposition 3.2. Une et une seule des deux conﬁgurations suivantes est vraie pour
𝑃.
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1. Les trois concepts de faisabilité sont équivalents.
𝒢ℱ(𝑃) = ℱ(𝑃) = ℒℱ(𝑃)
2. Les trois concepts de faisabilité sont diﬀérents.
𝒢ℱ(𝑃) ⊂ ℱ(𝑃) ⊂ ℒℱ(𝑃)
Démonstration. Il suﬃt de montrer que l’équivalence suivante est vraie.
Lemme 3.2a. ℒℱ(𝑃) ∖ ℱ(𝑃) ≠ ∅ ⇔ ℱ(𝑃) ∖ 𝒢ℱ(𝑃) ≠ ∅
Démonstration.
ℒℱ(𝑃)\ℱ(𝑃) ≠ ∅
⇔ ∃𝑆 ∈ ℒℱ(𝑃) 𝑆 ∉ ℱ(𝑃)
⇔ ∃(𝑆, 𝜏) ∈ (ℝu� × ℝ) (𝑆 ⊕ 𝜏 ∈ ℱ(𝑃)) ∧ (𝑆 ∉ ℱ(𝑃))
⇔ ∃(𝑆′, 𝜏′) ∈ (ℝu� × ℝ) (𝑆′ ∈ ℱ(𝑃)) ∧ (𝑆′ ⊕ 𝜏′ ∉ ℱ(𝑃))
⇔ ∃𝑆′ ∈ ℱ(𝑃) 𝑆′ ∉ 𝒢ℱ(𝑃)
⇔ ℱ(𝑃)\𝒢ℱ(𝑃) ≠ ∅
Remarque. De la troisième à la quatrième ligne :
{
𝑆′ = 𝑆 ⊕ 𝜏
𝜏′ = −𝜏
⇔ {
𝑆 = 𝑆′ ⊕ 𝜏′
𝜏 = −𝜏′
Autrement dit, 𝑆 (solution irréalisable) et 𝑆′ (solution réalisable) appartiennent à
la même classe ( ̂𝑆 = 𝑆′). 
Ainsi, les ensembles ℒℱ(𝑃) ∖ ℱ(𝑃) et ℱ(𝑃) ∖ 𝒢ℱ(𝑃) sont soit vides tous les
deux, et tous les concepts sont alors équivalents (cas 1), soit non vides tous les
deux, et les trois concepts sont alors deux à deux distincts (cas 2).
Remarque. Pour le RCPSP, tous les concepts sont équivalents (cas 1), puisque la
faisabilité d’un ordonnancement est invariante par translation. En revanche, pour
le PARCPSP, tous les concepts sont deux à deux distincts (cas 2 ; cf. exemples de la
section 2.2 pour lesquels la translation d’un ordonnancement aﬀecte sa faisabilité).
Proposition 3.3. Si 𝑃2 est une relaxation de 𝑃1, alors les relations d’inclusion
entre ensembles sont valables pour les trois concepts. Si 𝑃1 et 𝑃2 sont des problèmes
équivalents, alors les relations d’égalité entre ensembles sont valables pour les trois
concepts.
ℱ(𝑃1) ⊆ ℱ(𝑃2) ⇒ {
ℒℱ(𝑃1) ⊆ ℒℱ(𝑃2)
𝒢ℱ(𝑃1) ⊆ 𝒢ℱ(𝑃2)
ℱ(𝑃1) = ℱ(𝑃2) ⇒ {
ℒℱ(𝑃1) = ℒℱ(𝑃2)
𝒢ℱ(𝑃1) = 𝒢ℱ(𝑃2)
Démonstration. Supposons que ℱ(𝑃1) ⊆ ℱ(𝑃2).
• Soit 𝑆 ∈ ℒℱ(𝑃1) : il existe 𝜏 ∈ ℝ tel que 𝑆 ⊕ 𝜏 ∈ ℱ(𝑃1). Par conséquent,
𝑆 ⊕ 𝜏 ∈ ℱ(𝑃2) ; d’où 𝑆 ∈ ℒℱ(𝑃2).
• Soit 𝑆 ∈ 𝒢ℱ(𝑃1) : pour tout 𝜏 ∈ ℝ, 𝑆⊕𝜏 ∈ ℱ(𝑃1). Par conséquent, pour tout
𝜏 ∈ ℝ, 𝑆 ⊕ 𝜏 ∈ ℱ(𝑃2) ; d’où 𝑆 ∈ 𝒢ℱ(𝑃2).
La première aﬃrmation est donc vraie ; la seconde en découle par symétrie.
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3.2 Propriétés structurelles du PARCPSP en tant que
relaxation du RCPSP
Il est aisé de remarquer que le PARCPSP est une relaxation du RCPSP. De
ce fait, il est légitime d’étudier qualitativement cette relaxation, aﬁn d’exhiber les
ressemblances et les diﬀérences entre les deux problèmes.
Dans cette section sont présentées les propriétés suivantes :
• démonstration formelle du fait que le PARCPSP est une relaxation du RCPSP
(proposition 3.4)
• établissement d’un lien entre les solutions réalisables du RCPSP et les solu-
tions globalement réalisables du PARCPSP (proposition 3.5)
• existence, pour toute solution non réalisable du RCPSP, d’une valeur seuil
pour la durée des périodes en dessous de laquelle cette même solution n’est
pas réalisable (même localement) pour le PARCPSP (proposition 3.6)
• gap absolu non borné, même avec une seule ressource de capacité constante
(proposition 3.9 qui découle des propositions 3.7 et 3.8)
• gap relatif non borné, même avec plusieurs ressources de capacités constantes
(proposition 3.10)
Proposition 3.4. Le PARCPSP est une relaxation du RCPSP.
{
∀𝑋 ∈ 𝒳
∀Δ ∈ ℝ∗+
ℱ(RCPSP[𝑋]) ⊆ ℱ(PARCPSP[𝑋,Δ])
Démonstration. Soit 𝑋 ∈ 𝒳. Soit Δ ∈ ℝ∗+. Soit 𝑆 ∈ ℱ(RCPSP[𝑋]). Montrons que
𝑆 ∈ ℱ(PARCPSP[𝑋,Δ]).
Soit 𝛼u�u� ∶ ℝ → {0, 1} la fonction d’activation de l’activité 𝑖 ∈ 𝒜 dans l’ordon-
nancement 𝑆 déﬁnie par :
𝛼u�u� (𝑡) = {
1 si 𝑆u� ≤ 𝑡 < 𝑆u� + 𝑝u�
0 sinon
Remarquons qu’il est possible d’exprimer 𝐷u�,ℓ(𝑆u�) à partir de 𝛼
u�
u� :
𝐷u�,ℓ(𝑆u�) = ∫
ℓΔ
(ℓ−1)Δ
𝛼u�u� (𝑡) d𝑡 ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℤ
Puisque 𝑆 est réalisable pour le RCPSP, 𝑆 vériﬁe les contraintes d’antériorité :
𝑆u�2 − 𝑆u�1 ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸
Puisque 𝑆 est réalisable pour le RCPSP, 𝑆 vériﬁe les contraintes de ressources
(instantanées) :
∑
u�∈u�
𝛼u�u� (𝑡) 𝑟u�,u� ≤ 𝑏u� ∀𝑘 ∈ ℛ , ∀𝑡 ∈ ℝ
Par conséquent, pour toute ressource 𝑘 ∈ ℛ, dans toute période [(ℓ − 1Δ), ℓΔ]
(ℓ ∈ ℤ) :
∑
u�∈u�
𝑟u�,u�𝐷u�,ℓ(𝑆u�) = ∫
ℓΔ
(ℓ−1)Δ
∑
u�∈u�
𝑟u�,u� 𝛼
u�
u� (𝑡) d𝑡 ≤ 𝑏u�Δ
𝑆 est donc également réalisable pour le PARCPSP.
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La proposition suivante renforce cette notion de relaxation.
Proposition 3.5. Toute solution réalisable pour le RCPSP est globalement réali-
sable pour le PARCPSP.
{
∀𝑋 ∈ 𝒳
∀Δ ∈ ℝ∗+
ℱ(RCPSP[𝑋]) ⊆ 𝒢ℱ(PARCPSP[𝑋,Δ])
Démonstration. Soit 𝑋 ∈ 𝒳. Soit Δ ∈ ℝ∗+.
D’après la proposition 3.4 :
ℱ(RCPSP[𝑋]) ⊆ ℱ(PARCPSP[𝑋,Δ])
Donc, d’après la proposition 3.2 :
𝒢ℱ(RCPSP[𝑋]) ⊆ 𝒢ℱ(PARCPSP[𝑋,Δ])
De plus, pour le RCPSP, les trois concepts de faisabilité sont équivalents.
𝒢ℱ(RCPSP[𝑋]) = ℱ(RCPSP[𝑋])
La proposition 3.5 est plus forte que la proposition 3.4 car, pour le PARCPSP,
les trois concepts de faisabilité sont distincts (𝒢ℱ(𝑃𝐴𝑅𝐶𝑃𝑆𝑃) ⊂ ℱ(𝑃𝐴𝑅𝐶𝑃𝑆𝑃)).
De plus, cette proposition montre qu’une solution réalisable du RCPSP n’est pas
seulement réalisable, mais réalisable globalement pour le PARCPSP. Cela traduit le
fait que de telles solutions sont robustes, en ce sens qu’elles restent réalisables même
en étant translatées arbitrairement, et ce, quelle que soit la durée des périodes (Δ).
Les propriétés précédentes mettaient en exergue des liens forts concernant des
solutions réalisables (même globalement) ; à l’inverse, la propriété suivante indique
l’existence de liens forts concernant des solutions non réalisables (même localement).
Proposition 3.6. Pour chaque solution non réalisable pour le RCPSP, il existe
une valeur seuil de la durée des périodes en-dessous de laquelle cette solution est
également non réalisable (même localement) pour le PARCPSP.
∀𝑋 ∈ 𝒳 ∀𝑆 ∈ ℱ(RCPSP[𝑋]) ∃Δ ∈ ℝ∗+ ∀Δ
′ ∈ ]0,Δ] ∶
𝑆 ∈ ℒℱ(PARCPSP[𝑋,Δ′])
Démonstration. Soit 𝑋 ∈ 𝒳. Soit 𝑆 ∈ ℱ(RCPSP[𝑋]).
• Si 𝑆 ne respecte pas les contraintes d’antériorité, 𝑆 n’est pas réalisable pour
le PARCPSP pour toute durée de période Δ ∈ ℝ∗+, pas même localement,
puisque translater 𝑆 n’a pas d’impact vis-à-vis de ces contraintes.
• Si 𝑆 ne respecte pas les contraintes de ressources (instantanées), il existe une
ressource 𝑘 ∈ ℛ et un instant 𝑡 ∈ ℝ tels que :
∑
u�∈u�
𝑟u�,u� 𝛼
u�
u� (𝑡) > 𝑏u�
Rappelons que tout ordonnancement peut être décomposé en une suite d’in-
tervalles consécutifs dont les bornes coïncident avec des événements de type
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début/ﬁn d’exécution d’une activité ; ainsi, pour toute activité 𝑖 ∈ 𝒜, la fonc-
tion 𝛼u�u� est constante sur chacun de ces intervalles (fermés à gauche, ouverts
à droite).
Cela signiﬁe qu’il existe un intervalle [𝑡1, 𝑡2[ qui contient 𝑡 et au cours duquel
l’ensemble des activités en cours d’exécution est invariant.
Montrons que la propriété est vraie pour Δ = 12(𝑡2 − 𝑡1).
Soit Δ′ ∈ ]0,Δ]. Soit ℓ′ = 1 + ⌈ u�1Δ′ ⌉.
ℓ′ − 2 < u�1Δ′ ≤ ℓ
′ − 1
⇒ (𝑡1 ≤ (ℓ
′ − 1)Δ′) ∧ (ℓ′Δ′ < 𝑡1 + 2Δ
′)
⇒ (𝑡1 ≤ (ℓ
′ − 1)Δ′) ∧ (ℓ′Δ′ < 𝑡2)
⇒ [(ℓ′ − 1)Δ′, ℓ′Δ′] ⊆ [𝑡1, 𝑡2[
En d’autres termes, la période ℓ′, de durée Δ′, est incluse dans sa totalité
dans l’intervalle [𝑡1, 𝑡2[.
Par conséquent, pour toute activité 𝑖 ∈ 𝒜, 𝐷u�,ℓ′(𝑆u�) vaut Δ
′ (si 𝛼u�u� (𝑡) = 1)
ou bien 0 (si 𝛼u�u� (𝑡) = 0). Autrement dit :
∑
u�∈u�
𝑟u�,u�
𝐷u�,ℓ′(𝑆u�)
Δ′
> 𝑏u�
Les contraintes de ressources agrégées sur des périodes de durée Δ′ sont donc
violées également.
Remarquons que, si 𝑆 est translaté d’un facteur 𝜏 ∈ ℝ, alors l’intervalle
[𝑡1, 𝑡2[ subit également une translation de facteur 𝜏 ; néanmoins, cet intervalle
contient toujours une période de durée Δ′ dans sa totalité.
Dans tous les cas : 𝑆 ∈ ℒℱ(PARCPSP[𝑋,Δ])
Le résultat énoncé dans la proposition 3.6 est à nuancer : en eﬀet, le seuil de non-
faisabilité dépend de la solution. Par conséquent, il est légitime de se demander si,
pour toute instance, il existe un seuil “uniforme” (valable pour toute solution irréa-
lisable du RCPSP) en-dessous duquel le PARCPSP devient équivalent au RCPSP.
Formellement, cela revient à déterminer si cette expression est vraie :
∀𝑋 ∈ 𝒳 ∃Δ ∈ ℝ∗+ ∀𝑆 ∈ ℱ(RCPSP[𝑋]) ∀Δ
′ ∈ ]0,Δ] ∶
𝑆 ∈ ℒℱ(PARCPSP[𝑋,Δ′])
Il est possible de simpliﬁer cette expression de la manière suivante :
∀𝑋 ∈ 𝒳 ∃Δ ∈ ℝ∗+ ∀Δ
′ ∈ ]0,Δ] ℱ(RCPSP[𝑋]) ⊆ ℒℱ(PARCPSP[𝑋,Δ′])
La proposition 3.8 fournit la réponse à cette question : un tel seuil n’existe pas
dans le cas général. Pour démontrer ce résultat, il suﬃt de prouver qu’un tel seuil
n’existe pas dans un cas particulier. C’est pourquoi un tel cas est tout d’abord
identiﬁé et analysé dans la proposition 3.7.
Proposition 3.7. Il existe des instances de projet pour lesquelles, pour toute subdi-
vision temporelle uniforme (même avec une durée de périodes arbitrairement petite),
le PARCPSP admet des solutions réalisables (même globalement) telles que la valeur
du critère est strictement inférieure à la valeur optimale du critère du RCPSP.
∃𝑋 ∈ 𝒳 ∀Δ ∈ ℝ∗+ ∃𝑆 ∈ 𝒢ℱ(PARCPSP[𝑋,Δ]) 𝑆u�+1−𝑆0 < Opt(RCPSP[𝑋])
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Démonstration. Soit 𝑋 ∈ 𝒳 une instance de projet, paramétrée par quatre entiers
naturels non nuls 𝑛, 𝑝, 𝑏 et 𝑟, déﬁnie par (cf. ﬁgure 3.1a) :
• |𝒜| = 𝑛
• |ℛ| = 1
• ∀𝑖 ∈ 𝒜 𝑝u� = 𝑝
• 𝑏1 = 𝑏
• ∀𝑖 ∈ 𝒜 𝑟u�,1 = 𝑟
• 𝐸 = ∅ (aucune relation d’antériorité)
On ﬁxe les valeurs des paramètres de la manière suivante : 𝑛 = 2, 𝑏 = 3, 𝑟 = 2.
Le paramètre 𝑝 est aussi ﬁxé, mais sa valeur importe peu.
• La somme des consommations des activités (𝑛 × 𝑟 = 2 × 2 = 4) dépasse
la capacité de l’unique ressource (𝑏 = 3). Pour satisfaire les contraintes de
ressource du RCPSP, les fenêtres d’exécution des activités ne peuvent donc
pas se chevaucher. Par conséquent, dans toute solution optimale du RCPSP,
les 𝑛 = 2 activités sont exécutées l’une après l’autre, sans temps mort (dans
n’importe quel ordre ; cf. ﬁgure 3.1b).
D’où : Opt(𝑅𝐶𝑃𝑆𝑃[𝑋]) = 2𝑝
• Soit Δ ∈ ]0, u�4 ]. Soit 𝜀 ∈ ]0,
Δ
2 ]. Soit 𝑆 = (0, 𝑝 − 𝜀) ∈ ℝ
2 (cf. ﬁgure 3.1c). On
peut remarquer que la durée du projet déﬁnie par 𝑆 est égale à 2𝑝 − 𝜀 < 2𝑝.
Montrons que 𝑆 ∈ 𝒢ℱ(PARCPSP[𝑋,Δ]).
Soit 𝜏 ∈ ℝ un décalage temporel (quelconque). Dans la solution 𝑆 ⊕ 𝜏, l’in-
tersection des fenêtres d’exécution des deux activités est égale à l’intervalle
[𝜏 + 𝑝 − 𝜀, 𝜏 + 𝑝]. Puisque 𝑟 = 2 < 3 = 𝑏, il suﬃt de montrer que les contraintes
de ressources agrégées sont respectées dans les périodes dont l’intersection avec
cet intervalle est non vide. Or, 𝑆 ⊕ 𝜏 vériﬁe la relation suivante :
𝐷1,ℓ(𝑆 ⊕ 𝜏) + 𝐷2,ℓ(𝑆 ⊕ 𝜏) ≤ Δ+ 𝜀 ∀ℓ ∈ ℤ
Par conséquent, la relation suivante est une condition suﬃsante pour que 𝑆⊕𝜏
satisfasse les contraintes de ressource agrégées.
𝑟 (Δ + 𝜀) ≤ 𝑏Δ ⇔ 𝜀 ≤ Δ(
𝑏
𝑟
− 1) =
Δ
2
𝑆 est donc globalement réalisable pour une subdivision temporelle uniforme de
période Δ ≤ u�4 . D’après la proposition 3.11 combinée avec la proposition 3.3,
𝑆 est donc également réalisable pour les subdivisions temporelles uniformes
de période 𝛾Δ avec 𝛾 ∈ ℕ∗ ; autrement dit, 𝑆 est globalement réalisable pour
toute subdivision temporelle uniforme.
Proposition 3.8. Il existe des instances de projet pour lesquelles, pour toute subdi-
vision temporelle uniforme (même avec une durée de périodes arbitrairement petite),
le PARCPSP est une relaxation “au sens strict” du RCPSP, i.e., le PARCPSP ad-
met des solutions optimales qui ne sont pas réalisables pour le RCPSP, et l’optimum
du PARCPSP est strictement inférieur à l’optimum du RCPSP.
∃𝑋 ∈ 𝒳 ∀Δ ∈ ℝ∗+ {
ℱ∗(PARCPSP[𝑋,Δ]) ⊆ ℱ(RCPSP[𝑋])
Opt(PARCPSP[𝑋,Δ]) < Opt(RCPSP[𝑋])
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𝐴1
𝐴2
ℛ
𝑝
(𝑟)
𝑝
(𝑟)
(𝑏)
(a) Instance de projet
𝐴1
𝐴2
𝑝 𝑝
(b) Solution optimale pour le RCPSP
𝜀 𝜀
𝐴1
𝐴2
𝑝 𝑝
(c) Solution réalisable pour le PARCPSP de durée inférieure
Fig. 3.1 : Chevauchement impossible pour le RCPSP mais possible pour le
PARCPSP
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Démonstration. Cette propriété est vériﬁée par la classe de projets identiﬁée dans
la preuve précédente.
Le cas particulier qui a été identiﬁé dans la preuve de la proposition 3.7 peut
être étendu aﬁn de montrer un résultat négatif sur la qualité de la relaxation du
PARCPSP par rapport au RCPSP.
Proposition 3.9. L’écart absolu entre les fonctions objectifs du RCPSP et du
PARCPSP n’est pas borné, même avec une durée de périodes arbitrairement petite,
même avec une seule ressource de capacité constante.
∀𝐸 ∈ ℝ∗+ ∀Δ ∈ ℝ
∗
+ ∃𝑋 ∈ 𝒳 Opt(RCPSP[𝑋]) − Opt(PARCPSP[𝑋,Δ]) ≥ 𝐸
Démonstration. Soit 𝐸 ∈ ℝ∗+. Soit Δ ∈ ℝ
∗
+. Soit 𝑋 ∈ 𝒳 un projet paramétré de la
même manière que dans la preuve de la proposition 3.7 (cf. ﬁgure 3.2a). On ﬁxe les
valeurs des paramètres 𝑏 et 𝑟 à 2 et 3, respectivement. Le paramètre 𝑝 est ﬁxé à
une valeur supérieure ou égale à 4Δ. Nous allons ici chercher à ajuster le nombre
d’activités (paramètre 𝑛) aﬁn que le gap absolu entre RCPSP et PARCPSP soit
plus grand que 𝐸.
• Pour le RCPSP, il est impossible d’exécuter deux activités en parallèle (puis-
qu’elles sont toutes identiques, et 2𝑟 = 4> 3 = 𝑏).
D’où : Opt(𝑅𝐶𝑃𝑆𝑃[𝑋]) = 𝑛 𝑝 (cf. ﬁgure 3.2b)
• Soit 𝜀 ∈ ]0, Δ2 ].
Soit 𝑆 ∈ ℝu� l’ordonnancement déﬁni par : ∀𝑖 ∈ 𝒜 𝑆u� = (𝑖 − 1)(𝑝 − 𝜀)
(cf. ﬁgure 3.2c)
Remarquons que 𝑆u�+1 −𝑆0 = 𝑛𝑝− (𝑛− 1)𝜀. De plus, par construction de 𝑆,
pour toute activité 𝑖 ∈ 𝒜 sauf la dernière, la ﬁn de la fenêtre d’exécution de 𝑖
intersecte le début de la fenêtre d’exécution de l’activité 𝑖 + 1 sur l’intervalle
[𝑖(𝑝 − 𝜀), (𝑖 − 1)(𝑝 − 𝜀) + 𝑝] de largeur 𝜀. Puisque 2𝜀 ≤ Δ ≤ u�4 , la distance
entre deux intersections consécutives est supérieure ou égale 2Δ ; cela signiﬁe
qu’il existe une période (de durée Δ) incluse en totalité dans l’intervalle (fer-
mé) qui sépare ces deux intersections. Dans cette période, une seule activité
est donc en cours d’exécution.
On en déduit que la condition suﬃsante 𝜀 ≤ Δ( u�u� − 1) =
Δ
2 , déjà établie
précédemment dans le cas 𝑛 = 2, reste valide pour 𝑛 quelconque ; ainsi, 𝑆 ∈
𝒢ℱ(PARCPSP[𝑋,Δ]).
D’où : Opt(𝑅𝐶𝑃𝑆𝑃[𝑋]) − Opt(𝑃𝐴𝑅𝐶𝑃𝑆𝑃[𝑋,Δ]) ≥ (𝑛 − 1)𝜀
En conséquence :
𝑛 ≥ 1 + u�u� ⇒ Opt(𝑅𝐶𝑃𝑆𝑃[𝑋]) − Opt(𝑃𝐴𝑅𝐶𝑃𝑆𝑃[𝑋,Δ]) ≥ 𝐸
La proposition 3.9 donne également une borne inférieure de l’écart relatif, mais
cette borne dépend de la valeur de l’objectif :
Opt(𝑅𝐶𝑃𝑆𝑃[𝑋])
Opt(𝑃𝐴𝑅𝐶𝑃𝑆𝑃[𝑋,Δ])
≥ 1 +
𝐸
Opt(𝑃𝐴𝑅𝐶𝑃𝑆𝑃[𝑋,Δ])
La proposition suivante fournit une borne inférieure de l’écart relatif indépen-
dante de cette valeur, mais dans un cadre plus restreint (nombre de ressources non
ﬁxé).
53
𝐴1
𝐴2
𝐴3
𝐴4
ℛ
𝑝
(𝑟)
𝑝
(𝑟)
𝑝
(𝑟)
𝑝
(𝑟)
(𝑏)
(a) Instance de projet
𝐴1
𝐴2
𝐴3
𝐴4
𝑝 𝑝 𝑝 𝑝
(b) Solution optimale pour le RCPSP
𝜀 𝜀 𝜀 3𝜀
𝐴1
𝐴2
𝐴3
𝐴4
𝑝 𝑝 𝑝 𝑝
(c) Solution réalisable pour le PARCPSP de durée inférieure (eﬀet cumulatif)
Fig. 3.2 : Chevauchement impossible pour le RCPSP mais possible pour le
PARCPSP – Eﬀet cumulatif
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Proposition 3.10. L’écart relatif entre les fonctions objectifs du RCPSP et du
PARCPSP n’est pas borné, même avec une durée de périodes arbitrairement petite,
même avec plusieurs ressources de capacités constantes.
∀𝐸 ∈ ℝ∗+ ∀Δ ∈ ℝ
∗
+ ∃𝑋 ∈ 𝒳
Opt(RCPSP[𝑋])
Opt(PARCPSP[𝑋,Δ])
≥ 𝐸
Démonstration. Soit 𝐾u� = (𝒱u�, ℰu�) le graphe complet de taille 𝑛 ∈ 𝒩, i.e. conte-
nant 𝑛 sommets et tel qu’il existe une arête entre toute paire de sommets distincts.
Soit 𝐸 ∈ ℝ∗+. SoitΔ ∈ ℝ
∗
+. Soit 𝛼 et 𝛽 deux nombres réels tels que 0 < 𝛼 ≤ 𝛽 < 1.
Soit 𝑋 ∈ 𝒳 une instance de projet déﬁnie par :
• 𝒜 = 𝒱u�
• ℛ = ℰu�
• ∀𝑖 ∈ 𝒜 𝑝u� = 𝛼Δ
• ∀𝑘 ∈ ℛ 𝑏u� = 2𝛽
• ∀𝑖 ∈ 𝒜 ∀𝑘 ∈ ℛ 𝑟u�,u� = 1 si 𝑖 est l’une des deux extrémités de l’arête 𝑘, 0
sinon
• 𝐸 = ∅ (aucune relation d’antériorité)
On peut remarquer que :
• |𝒜| = 𝑛
• |ℛ| = 𝑚 = u�(u�−1)2 (puisque 𝒦u� est complet)
• Chaque ressource (arête) est utilisée par exactement deux activités (sommets,
i.e. les deux extrémités de l’arête).
Lemme 3.10a (Valeur de l’optimum pour le RCPSP).
Opt(RCPSP[𝑋]) = 𝑛𝛼Δ
Démonstration. Sur chaque ressource (utilisée par exactement deux activités), la
demande totale (= 1 + 1 = 2) dépasse la capacité (= 2𝛽). Il est donc impossible
d’exécuter simultanément deux activités (sommets), puisque celles-ci sont en com-
pétition sur une ressource (l’arête qui les relie). Par conséquent, dans toute solution
optimale, les activités sont exécutées les unes à la suite des autres sans temps mort
(dans un ordre quelconque). 
Lemme 3.10b (Valeur de l’optimum pour le PARCPSP).
Opt(PARCPSP[𝑋,Δ]) = 𝛼Δ
Démonstration. Montrons que le vecteur 𝑆 nul (∀𝑖 ∈ 𝒜 𝑆u� = 0) est une solution
réalisable.
Puisque toutes les activités commencent à la date 𝑆0 = 0, elles terminent éga-
lement toutes à la même date 𝑆u�+1 = 𝛼Δ. De plus, puisqu’il n’y a aucune relation
d’antériorité, il suﬃt de vériﬁer que 𝑆 satisfait les contraintes dans la première
période [0,Δ].
Soit 𝑘 = (𝑖1, 𝑖2) ∈ ℛ.
∑
u�∈u�
𝑟u�,u� × 𝑑u�,1(𝑆) = 𝑟u�1,u� × 𝑝u�1 + 𝑟u�2,u� × 𝑝u�2
= 2 × 1 × 𝛼Δ
≤ 2𝛽 ×Δ
= 𝑏u� ×Δ
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D’où : Opt(PARCPSP[𝑋,Δ]) ≤ 𝛼Δ
De plus : ∀𝑖 ∈ 𝒜 𝛼Δ = 𝑝u� ≤ Opt(PARCPSP[𝑋,Δ]) 
D’après les lemmes 3.10a et 3.10b, le gap relatif est égal à 𝑛, qui peut être choisi
arbitrairement grand, en particulier supérieur ou égal à 𝐸.
La question de savoir s’il est possible de borner le gap relatif lorsque le nombre
de ressources est limité reste ouverte. Toutefois, une borne inférieure du pire cas
est connue ; en eﬀet, pour la classe de projets identiﬁée dans la preuve de la propo-
sition 3.10, le gap relatif est égal à 1+
√
1+8u�
2 = 𝒪(
√
𝑚) avec 𝑚 ressources*.
3.3 Propriétés structurelles du PARCPSP pour des ins-
tances déﬁnies à partir d’un même projet
Les résultats de la section précédente montrent que, dans le cas général, le
PARCPSP n’est pas une bonne approximation du RCPSP. Cette section a pour but
d’identiﬁer des relations de relaxation entre des instances du PARCPSP, déﬁnies
à partir du même projet, mais pour lesquelles les subdivisions temporelles sont
diﬀérentes, i.e. déﬁnies à partir de périodes distinctes. S’il s’avère que de telles
relations existent, alors les solutions obtenues en résolvant le problème pour une
période donnée peuvent aider à résoudre le problème pour d’autres périodes.
Dans cette section sont présentées les propriétés suivantes :
• existence d’une relation de relaxation entre deux problèmes PARCPSP lorsque
la durée des périodes déﬁnies dans l’un est une valeur multiple de la durée des
périodes déﬁnie dans l’autre (proposition 3.11)
• non-existence de telles relations lorsque la condition de multiplicité n’est pas
vériﬁée (illustrée dans un contre-exemple développé dans la propriété propo-
sition 3.12 pour la faisabilité, et la proposition 3.13 pour l’optimalité)
Proposition 3.11. Pour tout projet 𝑋 ∈ 𝒳, si Δ2 ∈ ℝ
∗
+ est un multiple de
Δ1 ∈ ℝ
∗
+, alors le PARCPSP déﬁni avec le projet 𝑋 et une subdivision temporelle
uniforme de période Δ2 est une relaxation du PARCPSP déﬁni avec le projet 𝑋 et
une subdivision temporelle uniforme de période Δ1.
∀𝑋 ∈ 𝒳 ∀Δ ∈ ℝ∗+ ∀𝛾 ∈ ℕ
∗ ℱ(PARCPSP[𝑋,Δ]) ⊆ ℱ(PARCPSP[𝑋, 𝛾Δ])
Démonstration. Soit 𝑋 ∈ 𝒳. Soit Δ ∈ ℝ∗+. Soit 𝛾 ∈ ℕ
∗.
Aﬁn de lever toute ambiguïté, la notation 𝐷⟨Δ⟩u�,ℓ (respectivement 𝐷
⟨u�Δ⟩
u�,ℓ ) est uti-
lisée pour désigner la fonction 𝐷u�,ℓ appliquée avec une subdivision temporelle uni-
forme de durée Δ (respectivement 𝛾Δ).
Soit 𝑆 ∈ ℱ(PARCPSP[𝑋,Δ]) : 𝑆 vériﬁe donc les contraintes d’antériorité et de
ressource agrégées sur des périodes de durée Δ.
𝑆u�2 − 𝑆u�1 ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸
∑
u�∈u�
𝑟u�,u�𝐷
⟨Δ⟩
u�,ℓ (𝑆u�) ≤ 𝑏u�Δ ∀𝑘 ∈ ℛ , ∀ℓ ∈ ℤ
*∀u� ≥ 2 ∀u� ≥ 1 u� = u�(u�−1)2 ⇔ u� =
1+
√
1+8u�
2
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Pour tout ℓ ∈ ℤ, la période ℓ déﬁnie dans la subdivision temporelle uniforme de
durée 𝛾Δ commence à la date (ℓ−1)𝛾Δ et termine à la date ℓ𝛾Δ. Dans la subdivision
temporelle uniforme de durée Δ, cela correspond à exactement 𝛾 périodes (de (ℓ −
1)𝛾 + 1 à ℓ𝛾). Par conséquent, pour toute activité 𝑖 ∈ 𝒜 :
𝐷⟨u�Δ⟩u�,ℓ (𝑆u�) =
ℓu�
∑
ℓ′=(ℓ−1)u�+1
𝐷(Δ)u�,ℓ′ (𝑆u�)
D’où :
∑
u�∈u�
𝑟u�,u�𝐷
⟨u�Δ⟩
u�,ℓ (𝑆u�) =
ℓu�
∑
ℓ′=(ℓ−1)u�+1
∑
u�∈u�
𝑟u�,u�𝐷
⟨Δ⟩
u�,ℓ′ (𝑆u�) ≤ 𝑏u� 𝛾Δ ∀𝑘 ∈ ℛ , ∀ℓ ∈ ℤ
𝑆 vériﬁe donc également les contraintes de ressources agrégées sur des périodes
de durée 𝛾Δ.
En revanche, si Δ2 n’est pas un multiple de Δ1, il n’existe pas a priori de
relation simple entre les deux problèmes, quels que soient les concepts de faisabilité
considérés (faisabilité, faisabilité locale, faisabilité globale). Ce phénomène erratique
est étudié par la suite via une classe d’instances de projets décrite ci-après.
Soit 𝒞u� = (𝒱u�, ℰu�) le 𝑁-cyle, i.e. le graphe cycle constitué d’un seul cycle
élémentaire de longueur 𝑁 ∈ ℕ (cf. ﬁgure 3.3a). Soit 𝑝, 𝑏 et 𝑟 trois entiers naturels
non nuls. À partir de ce graphe et de ces entiers, on déﬁnit le projet élémentaire
suivant (cf. ﬁgure 3.3b).
• 𝒜 = 𝒱u�
• ℛ = ℰu�
• ∀𝑖 ∈ 𝒜 𝑝u� = 𝑝
• ∀𝑘 ∈ ℛ 𝑏u� = 𝑏
• ∀𝑖 ∈ 𝒜 ∀𝑘 ∈ ℛ 𝑟u�,u� = 𝑟 si l’activité/sommet 𝑖 est une extrémité de la
ressource/arête 𝑘, 0 sinon
• 𝐸 = ∅ (aucune relation d’antériorité)
Ce projet élémentaire comporte 𝑁 activités et 𝑁 ressources. Aﬁn de construire
un projet complet, 𝐶 clones d’un même projet élémentaire sont juxtaposés de la
manière suivante (cf. ﬁgure 3.3c).
• Toutes les activités sont conservées (𝐶×𝑁 activités au total).
• Les ressources issues d’une même arête dans ℰu� sont considérées comme iden-
tiques (𝑁 ressources au total).
• Une relation d’antériorité est ajoutée entre une activité du projet élémentaire
𝑔 (prédecesseur) et une activité du projet élémentaire suivant 𝑔+1 (successeur)
si, et seulement si, ces deux activités correspondent au même sommet dans
𝒱u�.
Proposition 3.12. Il existe des projets pour lesquels une même solution est à la fois
réalisable (même globalement) pour une certaine subdivision temporelle uniforme de
période Δ1 ∈ ℝ
∗
+, et non réalisable (même localement) pour une autre subdivision
temporelle uniforme de période Δ2 ∈ ℝ
∗
+ (Δ2> Δ1 ou bien Δ2 < Δ1).
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12
3
4
(a) Graphe cycle
𝐴1
𝐴2
𝐴3
𝐴4
𝑝
(𝑟, 0, 0, 𝑟)
𝑝
(𝑟, 𝑟, 0, 0)
𝑝
(0, 𝑟, 𝑟, 0)
𝑝
(0, 0, 𝑟, 𝑟)
ℛ
(𝑏, 𝑏, 𝑏, 𝑏)
(b) Projet élémentaire
𝐴1
𝐴2
𝐴3
𝐴4
3
(𝑟, 0, 0, 𝑟)
3
(𝑟, 𝑟, 0, 0)
3
(0, 𝑟, 𝑟, 0)
3
(0, 0, 𝑟, 𝑟)
⟨𝑔⟩
𝐴1
𝐴2
𝐴3
𝐴4
3
(𝑟, 0, 0, 𝑟)
3
(𝑟, 𝑟, 0, 0)
3
(0, 𝑟, 𝑟, 0)
3
(0, 0, 𝑟, 𝑟)
⟨𝑔 − 1⟩
𝐴1
𝐴2
𝐴3
𝐴4
3
(𝑟, 0, 0, 𝑟)
3
(𝑟, 𝑟, 0, 0)
3
(0, 𝑟, 𝑟, 0)
3
(0, 0, 𝑟, 𝑟)
⟨𝑔 + 1⟩
⋯
⋯
⋯
⋯
⋯
⋯
⋯
⋯
𝑅
(𝑏, 𝑏, 𝑏, 𝑏)
(c) Fusion de projets élémentaires
Fig. 3.3 : Construction d’un projet à partir de projets élémentaires identiques issus
de graphes cycles
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0 1 2 3 4 5 6 7 8 9 10
𝑡
𝐴⟨u�⟩1
𝐴⟨u�⟩2
𝐴⟨u�⟩3
𝐴⟨u�⟩4
𝐴⟨u�−1⟩1
𝐴⟨u�−1⟩2
𝐴⟨u�−1⟩3
𝐴⟨u�−1⟩4
𝐴⟨u�+1⟩1
𝐴⟨u�+1⟩2
𝐴⟨u�+1⟩3
𝐴⟨u�+1⟩4
𝐴⟨u�+2⟩1
𝐴⟨u�+2⟩2
𝐴⟨u�+2⟩3
𝐴⟨u�+2⟩4
𝐴⟨u�+3⟩1
𝐴⟨u�+3⟩2
𝐴⟨u�+3⟩3
𝐴⟨u�+3⟩4
(a) Solution 4-périodique
0 1 2 3 4
4 u�
3
5 u�
3
u�
Consommation moyenne totale
u�1
u�2
u�3
u�4
(b) Consommation moyenne totale dans la première période en fonction du décalage tem-
porel (𝜏) avec une subdivision uniforme de période Δ = 3
0 1 2 3 4
6 u�
4
u�
Consommation moyenne totale
u�u�
(c) Consommation moyenne totale dans la première période en fonction du décalage tem-
porel (𝜏) avec une subdivision uniforme de période Δ = 4
0 1 2 3 4
7 u�
5
8 u�
5
u�
Consommation moyenne totale
u�1
u�2
u�3
u�4
(d) Consommation moyenne totale dans la première période en fonction du décalage tem-
porel (𝜏) avec une subdivision uniforme de période Δ = 5
Fig. 3.4 : Analyse de la consommation moyenne totale en fonction du décalage
temporel d’une solution 4-périodique pour diﬀérentes subdivisions temporelles uni-
formes
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∃𝑋 ∈ 𝒳 ∃Δ1 ∈ ℝ
∗
+ ∃Δ2 ∈ ℝ
∗
+ ∶
{
Δ1 ≠ Δ2
𝒢ℱ(PARCPSP[𝑋,Δ1]) ∩ ℒℱ(PARCPSP[𝑋,Δ2]) ≠ ∅
Démonstration. Montrons que cette propriété est vériﬁée par le projet 𝑋u� ∈ 𝒳
construit en fusionnant 𝐶 clones du projet élémentaire 𝑋u� ∈ 𝒳 déﬁni par les pa-
ramètres 𝑁 = 4, 𝑝 = 3, 𝑏 = 3 et 𝑟 = 2. Dans cette preuve, on suppose que 𝐶 est
arbitrairement grand (les résultats sont valides pour tout 𝐶 ≥ 4).
Soit 𝑆u� l’ordonnancement des activités de 𝑋u� déﬁni par :
𝑆u�u� = 𝑖 − 1 ∀𝑖 ∈ {1,… ,𝑁}
Soit 𝑆u� l’ordonnancement des activités de 𝑋u� obtenu de la manière suivante :
les activités du 𝑔ième clone de 𝑋u� (𝑔 ∈ ℤ) sont exécutées suivant l’ordonnancement
𝑆u� ⊕ 4𝑔 (cf. ﬁgure 3.4a).
Par construction de 𝑋u� et 𝑆u�, l’ordonnancement obtenu est 4-périodique ; il
en est de même pour la consommation instantanée sur toutes les ressources, et
donc pour la consommation moyenne selon une subdivision temporelle uniforme de
période quelconque.
Les ﬁgures 3.4b à 3.4d représentent la consommation moyenne de l’ordonnan-
cement 𝑆u� ⊕ 𝜏 dans la période ℓ = 1, i.e. l’intervalle de temps [0,Δ], en fonction du
décalage temporel 𝜏 ∈ [0, 4[, pour trois valeurs distinctes des durées des périodes
(Δ ∈ {3, 4, 5}).
• Δ = 3
Pour toute valeur de 𝜏, la consommation moyenne totale atteint 5u�3 sur (au
moins) une ressource.
Puisque 5u�3 =
10
3 > 3 = 𝑏, les contraintes de ressource agrégées ne sont pas
respectées.
Par conséquent : 𝑆 ∈ ℒℱ(𝑃𝐴𝑅𝐶𝑃𝑆𝑃[𝑋u�, 3])
• Δ = 4
Pour toute valeur de 𝜏, la consommation moyenne totale est toujours égale à
6u�
4 sur toutes les ressources.
Puisque 6u�4 =
12
4 ≤ 3 = 𝑏, les contraintes de ressource agrégées sont respectées.
Par conséquent : 𝑆 ∈ 𝒢ℱ(𝑃𝐴𝑅𝐶𝑃𝑆𝑃[𝑋u�, 4])
• Δ = 5
Pour toute valeur de 𝜏, la consommation moyenne totale atteint 7u�5 sur (au
moins) une ressource.
Puisque 8u�5 =
16
5 > 3 = 𝑏, les contraintes de ressource agrégées ne sont pas
respectées.
Par conséquent : 𝑆 ∈ ℒℱ(𝑃𝐴𝑅𝐶𝑃𝑆𝑃[𝑋u�, 5])
La proposition a donc bien été établie, dans les deux cas Δ1> Δ2 (Δ1 = 4 et
Δ2 = 3) et Δ1 < Δ2 (Δ1 = 4 et Δ2 = 5).
Proposition 3.13. Il existe des projets pour lesquels la valeur optimale de la fonc-
tion objectif n’est pas une fonction monotone de la durée des périodes.
Démonstration. Soit 𝑋u� ∈ 𝒳 le projet issu de la fusion de 𝐶 = 3 clones du projet
élémentaire 𝑋u� ∈ 𝒳 déﬁni avec les mêmes paramètres que précédemment (𝑁 = 4,
𝑝 = 3, 𝑏 = 3 et 𝑟 = 2).
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On cherche à résoudre les problèmes PARCPSP[𝑋u�,Δ], avec Δ ∈ {3, 4, 5} de
manière optimale. Les solutions optimales présentées ci-dessous sont celles retour-
nées par un solveur. Il s’avère que, pour ces trois valeurs deΔ, les solutions renvoyées
ont la même structure : toutes les activités issues d’un même projet élémentaire sont
exécutées simultanément.
• Δ = 3
1. Projet élémentaire 1 : début à 𝑡 = 0.75, ﬁn à 𝑡 = 3.75
2. Projet élémentaire 2 : début à 𝑡 = 4.5, ﬁn à 𝑡 = 7.5
3. Projet élémentaire 3 : début à 𝑡 = 8.25, ﬁn à 𝑡 = 11.25
La durée de projet optimale est donc égale à 10.5.
• Δ = 4
1. Projet élémentaire 1 : début à 𝑡 = 1, ﬁn à 𝑡 = 4
2. Projet élémentaire 2 : début à 𝑡 = 5, ﬁn à 𝑡 = 8
3. Projet élémentaire 3 : début à 𝑡 = 8, ﬁn à 𝑡 = 11
La durée de projet optimale est donc égale à 10.
• Δ = 5
1. Projet élémentaire 1 : début à 𝑡 = 1.25, ﬁn à 𝑡 = 4.25
2. Projet élémentaire 2 : début à 𝑡 = 4.5, ﬁn à 𝑡 = 7.5
3. Projet élémentaire 3 : début à 𝑡 = 8.5, ﬁn à 𝑡 = 11.5
La durée de projet optimale est donc égale à 10.25.
On peut remarquer que l’optimum pour Δ = 4 (10) est strictement inférieur à
l’optimum pour Δ = 3 (10.5) et pour Δ = 5 (10.25). La proposition est donc bien
établie.
La proposition 3.13 implique notamment que, pour un projet donné, la valeur
de l’optimum du PARCPSP n’est pas une fonction décroissante de la durée des
périodes dans le cas général.
3.4 Algorithme polynomial pour déterminer si une so-
lution est réalisable, réalisable localement et réali-
sable globalement
Dans les sections précédentes, de nouveaux concepts ont été introduits aﬁn de dé-
crire de manière précise la faisabilité d’un ordonnancement. Ces nouveaux concepts
ont permis de formaliser des propriétés liées à l’impact de la variation de la durée
des périodes sur la faisabilité d’un ordonnancement.
Dans le chapitre précédent (section complexité), il a été montré que le PARCPSP
appartient à la classe des problèmes non-déterministes polynomiaux (𝐍𝐏). Autre-
ment dit, il existe un algorithme polynomial permettant de tester la faisabilité d’un
ordonnancement.
Dans cette section, un algorithme polynomial permettant de tester non seule-
ment la faisabilité mais aussi la faisabilité locale et la faisabilité globale d’un or-
donnancement 𝑆 ∈ ℝu� est proposé. Plus précisément, cet algorithme permet de
déterminer l’ensemble des décalages temporels 𝜏 ∈ ℝ tels que l’ordonnancement
𝑆 ⊕ 𝜏 est réalisable.
Rappelons que la satisfaction des contraintes d’antériorité peut être vériﬁée en
temps polynomial (problème central de l’ordonnancement) ; c’est pourquoi nous
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nous focalisons exclusivement sur les contraintes de ressources agrégées par période
dans la suite de cette section.
3.4.1 Recherche de l’ensemble des décalages temporels pour les-
quels un ordonnancement donné est réalisable
Pour le PARCPSP, les contraintes de ressources agrégées par périodes s’écrivent
de la manière suivante :
∑
u�∈u�
𝑟u�,u�𝐷u�,ℓ(𝑆u�) ≤ 𝑏u�Δ ∀𝑘 ∈ ℛ , ∀ℓ ∈ ℤ
Pour chaque ressource 𝑘 ∈ ℛ, soit 𝑓u� la fonction qui, à un oﬀset 𝜏 ∈ ℝ, associe
la valeur du membre de gauche de la contrainte sur la ressource 𝑘 agrégée dans la
première période (ℓ = 1), i.e. l’intervalle [0,Δ], pour la solution 𝑆 ⊕ 𝜏 :
𝑓u�(𝜏) =∑
u�∈u�
𝑟u�,u�𝐷u�,1(𝑆u� + 𝜏)
Pour tout ℓ ∈ ℤ, 𝑓u�(ℓΔ) peut être interprété de deux manières diﬀérentes.
• Par déﬁnition, c’est la valeur du membre de gauche pour la solution 𝑆 ⊕ ℓΔ
dans la contrainte sur la ressource 𝑘 agrégée sur la période 1 i.e. l’intervalle
[0,Δ].
• C’est aussi la valeur du membre de gauche pour la solution 𝑆 dans la contrainte
sur la ressource 𝑘 agrégée sur une autre période, en l’occurrence la période
1 − ℓ i.e. l’intervalle [−ℓΔ, (1 − ℓ)Δ].
En eﬀet, pour toute activité 𝑖 ∈ 𝒜 :
𝐷u�,1(𝑆u� + ℓΔ)
= max ( 0 , min (Δ, 𝑆u� + ℓΔ+ 𝑝u�) − max (0, 𝑆u� + ℓΔ) )
= max ( 0 , min ((1 − ℓ)Δ, 𝑆u� + 𝑝u�) + ℓΔ −max (−ℓΔ, 𝑆u�) − ℓΔ )
= 𝐷u�,1−ℓ(𝑆u�)
Soit 𝑆0 = min1≤u�≤u� (𝑆u�) (date de début d’exécution de l’ordonnancement) et
𝑆u�+1 = max1≤u�≤u� (𝑆u� + 𝑝u�) (date de ﬁn d’exécution de l’ordonnancement) .
• 𝑓u�(𝜏) est nul si 𝑆0+𝜏 ≥ Δ (après la première période) i.e. 𝜏 ≥ 𝜏max = Δ−𝑆0
• 𝑓u�(𝜏) est nul si 𝑆u�+1+𝜏 ≤ 0 (avant la première période) i.e. 𝜏 ≤ 𝜏min =−𝑆u�+1
Remarquons que chaque fonction 𝑓u� est une combinaison linéaire d’un nombre
polynomial de fonctions continues, linéaires par morceaux, avec un nombre constant
de morceaux : en eﬀet, les fonctions𝐷u�,ℓ sont continues, linéaires par morceaux, avec
un nombre constant de morceaux : 4 morceaux si 𝑝u� = Δ, 5 morceaux sinon. Chaque
fonction 𝑓u� est donc continue, linéaire par morceaux, avec un nombre polynomial
de morceaux. Ainsi, pour toute borne supérieure 𝑢 ∈ ℝ+, il est possible de calculer
en temps polynomial l’ensemble (domaine) 𝐷u�(𝑢) déﬁni par :
𝐷u�(𝑢) = {𝜏 ∈ [𝜏min, 𝜏max] ∶ 𝑓u�(𝜏) ≤ 𝑢}
Puisque chaque fonction 𝑓u� est linéaire par morceaux, l’ensemble des 𝜏 solutions
de l’équation 𝑓u�(𝜏) ≤ 𝑢 sur un morceau donné est soit un ensemble vide, soit
un intervalle fermé (éventuellement réduit à un seul point). De plus, le nombre
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de morceaux est polynomial. Ainsi, 𝐷u�(𝑢) est une union d’un nombre polynomial
d’intervalles fermés (éventuellement réduits à un seul point).
Par conséquent, pour toutes bornes supérieures réelles positives 𝑢1,… , 𝑢u�, l’en-
semble (domaine) suivant peut-être calculé en temps polynomial.
𝐷(𝑢1,… , 𝑢u�) =
u�
⋂
u�=1
𝐷u�(𝑢u�)
Soit 𝒟 = 𝐷(𝑏1Δ,… , 𝑏u�Δ) : 𝒟 est l’union des intervalles fermés contenant les
oﬀsets 𝜏 ∈ [𝜏min, 𝜏max] tels que 𝑆⊕ 𝜏 satisfait les contraintes de ressources agrégées
sur toutes les ressources dans la période [0,Δ] (ℓ = 1).
Soit 𝒟 l’ensemble [𝜏min, 𝜏max] privé de 𝒟 : 𝒟 est l’union des intervalles ouverts
contenant les oﬀsets 𝜏 ∈ [𝜏min, 𝜏max] tels que 𝑆⊕𝜏 viole les contraintes de ressources
agrégées sur au moins une ressource dans la période [0,Δ] (ℓ = 1).
1. 𝑆 est réalisable si et seulement si : 𝒟 ⊇ Δℤ†
Ainsi, pour toute ressource 𝑘, pour tout ℓ ∈ ℤ : 𝑓u�(ℓΔ) ≤ 𝑏u�Δ
2. 𝑆 est réalisable localement si et seulement si : ∃𝜏∗ ∈ [0,Δ[ 𝒟 ⊇ 𝜏∗ +Δℤ‡
Ainsi, pour toute ressource 𝑘, pour tout ℓ ∈ ℤ : 𝑓u�(𝜏
∗ + ℓΔ) ≤ 𝑏u�Δ
3. 𝑆 est réalisable globalement si et seulement si : 𝒟 = ∅
Ainsi, pour toute ressource 𝑘, pour tout 𝜏 ∈ ℝ : 𝑓u�(𝜏) ≤ 𝑏u�Δ
3.4.2 Agrégation des résultats sur une période
Les conditions précédentes sont basées sur des relations d’inclusion entre en-
sembles. En raisonnant “moduloΔ” (agrégation des résultats sur une seule période),
il est possible de trouver des conditions équivalentes à celles-ci, plus simples (basées
sur l’appartenance d’un élément à un ensemble).
Soit (𝑎 mod 𝑏) le reste de la division euclidienne de 𝑎 par 𝑏 étendue aux réels(𝑎 ∈
ℝ et 𝑏 ∈ ℝ∗+) déﬁni par :
𝑎 mod 𝑏 = 𝑎 − ⌊
𝑎
𝑏
⌋ 𝑏
Soit Modu�(𝑋) l’image de 𝑋 ⊆ ℝ par (• mod 𝑏) où 𝑏 ∈ ℝ
∗
+, i.e. :
Modu�(𝑋) = {𝑦 ∈ [0, 𝑏[ ∶ ∃𝑥 ∈ 𝑋 𝑦 = 𝑥 mod 𝑏}
Les deux propriétés suivantes assurent que la complexité de l’algorithme reste
polynomiale.
1. Si 𝑋 est un intervalle, alors Modu�(𝑋) peut-être calculé en temps constant.
Modu�([𝑥, 𝑦]) =
⎧
{
⎨
{
⎩
[0, 𝑏[ si 𝑦 − 𝑥 ≥ 𝑏
[𝑥 mod 𝑏, 𝑦 mod 𝑏] si 𝑦 − 𝑥 < 𝑏 et ⌊u�u� ⌋ = ⌊
u�
u� ⌋
[0, 𝑦 mod 𝑏] ∪ [𝑥 mod 𝑏, 𝑏[ si 𝑦 − 𝑥 < 𝑏 et ⌊u�u� ⌋ < ⌊
u�
u� ⌋
†u� ∈ Δℤ ⇔ ∃ℓ ∈ ℤ u� = ℓΔ
‡u� ∈ u�∗ +Δℤ ⇔ ∃ℓ ∈ ℤ u� = u�∗ + ℓΔ
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2. Si 𝑋 est une union d’intervalles, alors Modu�(𝑋) peut-être calculé en temps
linéaire par rapport au nombre d’intervalles, grâce à la propriété suivante
(endomorphisme).
Modu�([𝑥1, 𝑦1] ∪ [𝑥2, 𝑦2]) = Modu�([𝑥1, 𝑦1]) ∪ Modu�([𝑥2, 𝑦2])
Soit 𝑇 = ModΔ(𝒟) : 𝑇 est l’ensemble des oﬀsets 𝜏 ∈ [0,Δ[ tels que 𝑆 ⊕ 𝜏 n’est
pas réalisable.
Soit 𝑇 l’ensemble [0,Δ[ privé de 𝑇 : 𝑇 est l’ensemble des oﬀsets 𝜏 ∈ [0,Δ[ tels
que 𝑆 ⊕ 𝜏 est réalisable.
1. 𝑆 est réalisable si et seulement si : 𝑇 ∋ 0
2. 𝑆 est réalisable localement si et seulement si : 𝑇 ≠ ∅
3. 𝑆 est réalisable globalement si et seulement si : 𝑇 = ∅
Remarque. Ces conditions sont bien cohérentes avec la proposition 3.1 : la faisabilité
globale implique la faisabilité, qui elle-même implique la faisabilité locale.
3.4.3 Exemple
L’algorithme qui découle du raisonnement présenté précédemment est illustré
sur le deuxième exemple du chapitre précédent (cf. ﬁgure 2.9 page 31). On s’inté-
resse à l’impact d’un décalage temporel en terme de faisabilité du même ordonnan-
cement : 𝑆 = (0, 1, 4). Les mêmes subdivisions temporelles sont considérées :
• Δ = 2 : cf. ﬁgure 3.5 page 65
• Δ = 3 : cf. ﬁgure 3.6 page 66
• Δ = 4 : cf. ﬁgure 3.7 page 67
• Δ = 5 : cf. ﬁgure 3.8 page 68
Pour chaque valeur de Δ, l’ensemble 𝑇 trouvé est bien cohérent avec les résultats
proposés dans le tableau 2.1 page 31 (décalages temporels 𝜏 entiers).
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−6 −5 −4 −3 −2 −1 0 1 2
0
1
2
3
4
5
u�
u�u�Δ
u�1,1(u�)
u�2,1(u�)
u�3,1(u�)
u�1(u�) = ∑u�∈u� u�u�,1u�u�,1(u�u� + u�)
𝒟 = [−6,−4] ∪ {−2} ∪ [0, 2]
𝒟 = ]−4,−2[ ∪ ]−2, 0[
𝑇 = ]0, 2[
𝑇 = {0}
Fig. 3.5 : Analyse de la sensibilité d’un ordonnancement à un décalage temporel en
terme de faisabilité – Illustration pour le cas Δ = 2
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7
u�
u�1Δ
u�1,1(u�1 + u�)
u�2,1(u�2 + u�)
u�3,1(u�3 + u�)
u�1(u�) = ∑u�∈u� u�u�,1u�u�,1(u�u� + u�)
𝒟 = [−6,−3] ∪ [0, 3]
𝒟 = ]−3, 0[
𝑇 = ]0, 3[
𝑇 = {0}
Fig. 3.6 : Analyse de la sensibilité d’un ordonnancement à un décalage temporel en
terme de faisabilité – Illustration pour le cas Δ = 3
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u�1Δ
u�1,1(u�1 + u�)
u�2,1(u�2 + u�)
u�3,1(u�3 + u�)
u�1(u�) = ∑u�∈u� u�u�,1u�u�,1(u�u� + u�)
𝒟 = [−6,−2] ∪ [0, 4]
𝒟 = ]−2, 0[
𝑇 = ]2, 4[
𝑇 = [0, 2]
Fig. 3.7 : Analyse de la sensibilité d’un ordonnancement à un décalage temporel en
terme de faisabilité – Illustration pour le cas Δ = 4
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u�1Δ
u�1,1(u�1 + u�)
u�2,1(u�2 + u�)
u�3,1(u�3 + u�)
u�1(u�) = ∑u�∈u� u�u�,1u�u�,1(u�u� + u�)
𝒟 = [−6,−43] ∪ [
1
3 , 5]
𝒟 = ]−43 ,
1
3[
𝑇 = [0, 13[ ∪ ]
11
3 , 5[
𝑇 = [13 ,
11
3 ]
Fig. 3.8 : Analyse de la sensibilité d’un ordonnancement à un décalage temporel en
terme de faisabilité – Illustration pour le cas Δ = 5
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Chapitre 4
PARCPSP : méthodes de
résolution exactes basées sur la
programmation linéaire en
nombres entiers
Dans ce chapitre, plusieurs formulations de programmation linéaire en nombres
entiers sont proposées pour le PARCPSP. De par la nature des contraintes de res-
sources agrégées, les modèles reposent sur l’expression de la longueur de l’inter-
section de l’intervalle d’exécution des activités et des périodes. C’est pourquoi une
analyse de cette fonction est proposée en préambule : il est montré que cette fonc-
tion est une somme de fonctions linéaires par morceaux continues et monotones. Des
bornes sur le nombre de périodes d’exécution d’une activité sont également don-
nées. Des modèles à dates de début continues et comprenant des variables binaires
indexées par les périodes sont ensuite proposés sur la base de cette analyse. Deux
formulations sont présentées, et il est établi que la deuxième est strictement plus
forte que la première en termes de relaxation continue. Des évaluations expérimen-
tales sont fournies dans le chapitre 5. Enﬁn, nous proposons un modèle compact,
au sens où le nombre de variables et de contraintes ne dépend pas du nombre de
périodes.
Les formulations présentées dans ce chapitre et leurs relations ont fait l’objet
de plusieurs publications dans des conférences et une revue internationale (Morin
et al. 2016a,b ; Morin, Artigues et Haït 2017a,b ; Morin et al. 2018b).
4.1 Exploitation de la structure du problème pour ca-
ractériser la fenêtre d’exécution d’une activité
Les modèles mathématiques présentés dans ce chapitre reposent sur l’expres-
sion, pour chaque activité et chaque période, de la longueur de l’intersection de la
fenêtre d’exécution de l’activité avec la période. Ainsi, dans la section 4.1.1, nous
eﬀectuons une analyse structurelle de cette longueur qui peut être déﬁnie comme
une fonction de la date de début de la tâche qui aboutit à une décomposition utile
pour la programmation linéaire. Par ailleurs, le nombre de variables binaires néces-
saires dépend du nombre de périodes intersectées par la fenêtre d’exécution. Dans
69
la section 4.1.2 nous donnons un encadrement de ce nombre.
4.1.1 Analyse de la fonction d’évaluation de la durée d’exécution
d’une activité dans une période
Déﬁnition (rappel)
Dans le chapitre 2, la fonction 𝐷u�,ℓ a été déﬁnie de la manière suivante : à toute
date 𝑡 ∈ ℝ, elle associe la longueur de l’intersection des intervalles [𝑡, 𝑡 + 𝑝u�] et
[(ℓ − 1)Δ, ℓΔ]. Ainsi, 𝐷u�,ℓ(𝑡) peut être interprété comme la durée d’exécution de
l’activité 𝑖 ∈ 𝒜 dans la période ℓ ∈ ℤ lorsque l’activité 𝑖 démarre à la date 𝑡 ∈ ℝ.
𝐷u�,ℓ = {
ℝ → [0,Δ]
𝑡 ↦ max ( 0 , min (𝑡 + 𝑝u�, ℓΔ) − max (𝑡, (ℓ − 1)Δ) )
(4.1)
Une représentation graphique de la fonction 𝐷u�,ℓ est proposée dans la ﬁgure 4.1a
page 71.
Décomposition en somme de fonctions continues, linéaires par morceaux,
monotones
Considérons à présent deux autres fonctions, déﬁnies de manière très similaire.
Soit Λu�,ℓ la fonction qui, à toute date 𝑡 ∈ ℝ, associe la longueur de l’intersection
des intervalles ]−∞, 𝑡] et [(ℓ − 1)Δ, ℓΔ]. Ainsi, Λu�,ℓ(𝑡) peut être interprété comme
la durée avant l’exécution de l’activité 𝑖 ∈ 𝒜 dans la période ℓ ∈ ℤ lorsque l’activité
𝑖 démarre à la date 𝑡.
Λu�,ℓ = {
ℝ → [0,Δ]
𝑡 ↦ max ( 0 , min (Δ, 𝑡 − (ℓ − 1)Δ)) )
Soit Μu�,ℓ la fonction qui, à toute date 𝑡 ∈ ℝ, associe la longueur de l’intersec-
tion des intervalles [𝑡 + 𝑝u�, +∞[ et [(ℓ − 1)Δ, ℓΔ]. Ainsi, Μu�,ℓ(𝑡) peut être interprété
comme la durée après l’exécution de l’activité 𝑖 ∈ 𝒜 dans la période ℓ ∈ ℤ lorsque
l’activité 𝑖 démarre à la date 𝑡.
Μu�,ℓ = {
ℝ → [0,Δ]
𝑡 ↦ max ( 0 , min (Δ, ℓΔ − (𝑡 + 𝑝u�)) )
Des représentations graphiques des fonctions Λu�,ℓ et Μu�,ℓ sont proposées dans
les ﬁgures 4.1b et 4.1c page 71.
Partitionnement d’une période
À partir des fonctions introduites précédemment, il est possible d’écrire un in-
variant, valable pour toute activité 𝑖 ∈ 𝒜 dans toute période ℓ ∈ ℤ.
Proposition 4.1 (Partitionnement d’une période).
⎧{
⎨{⎩
∀𝑖 ∈ 𝒜
∀ℓ ∈ ℤ
∀𝑡 ∈ ℝ
Λu�,ℓ(𝑡) + 𝐷u�,ℓ(𝑡) +Μu�,ℓ(𝑡) = Δ
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Fig. 4.1 : Fonctions linéaires par morceaux 𝐷u�,ℓ, Λu�,ℓ et Μu�,ℓ
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Fig. 4.2 : Somme invariante : Λu�,ℓ(𝑡) + 𝐷u�,ℓ(𝑡) +Μu�,ℓ(𝑡) = Δ
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Démonstration. Soit Indℓ ∶ ℝ → {0, 1} l’indicatrice de la période ℓ ∈ ℤ, i.e.
Indℓ(𝑡) = 1 si 𝑡 ∈ [(ℓ − 1)Δ, ℓΔ], 0 sinon. Remarquons que Indℓ est l’indicatrice
d’un intervalle de longueur Δ.
Λu�,ℓ(𝑡) + 𝐷u�,ℓ(𝑡) +Μu�,ℓ(𝑡)
= ∫
u�
−∞
Indℓ(𝑢) d𝑢 +∫
u�+u�u�
u�
Indℓ(𝑢) d𝑢 +∫
+∞
u�+u�u�
Indℓ(𝑢) d𝑢
= ∫
+∞
−∞
Indℓ(𝑢) d𝑢 = Δ
Cette propriété est illustrée dans la ﬁgure 4.2 page 72.
Autrement dit, il est possible d’exprimer 𝐷u�,ℓ comme une somme de fonctions
continues, linéaires par morceaux et monotones.
𝐷u�,ℓ(𝑡) = Δ− Λu�,ℓ(𝑡) −Μu�,ℓ(𝑡)
Dans les modèles mathématiques présentés dans la suite de ce chapitre, il sera
nécessaire de calculer les valeurs 𝐷u�,ℓ(𝑆u�) aﬁn d’évaluer la consommation moyenne
dans chaque période, qui intervient dans la contrainte de ressource agrégée. Or, pour
une activité 𝑖 ∈ 𝒜 donnée, la fonction ℓ ↦ 𝐷u�,ℓ(𝑆u�) n’est pas monotone, alors que
les fonctions ℓ ↦ Λu�,ℓ(𝑆u�) et ℓ ↦ Μu�,ℓ(𝑆u�) le sont (décroissante et croissante, respec-
tivement). L’utilisation de ces fonctions auxiliaires permet d’améliorer la relaxation
linéaire, notamment en désagrégeant les contraintes d’antériorité.
4.1.2 Nombre de périodes intersectées par une fenêtre d’exécution
Soit 𝑖 ∈ 𝒜 une activité. Soit 𝑡 ∈ ℝ une date de début potentiel pour cette activité.
Soit ℓu�u� (respectivement ℓ
u�
u� ) l’indice d’une période qui contient 𝑡 (respectivement
𝑡 + 𝑝u�). Est-il possible de borner l’écart entre ℓ
u�
u� et ℓ
u�
u� ?
Proposition 4.2 (Encadrement du nombre de périodes intersectées par une fenêtre
d’exécution). Il existe toujours une conﬁguration de début/ﬁn (ℓu�u� , ℓ
u�
u� ) telle que :
⌊
𝑝u�
Δ
⌋ ≤ ℓu�u� − ℓ
u�
u� ≤ ⌈
𝑝u�
Δ
⌉
En particulier :
• Dans le cas où 𝑝u� mod Δ ≠ 0, cet encadrement autorise seulement deux valeurs
consécutives pour ℓu�u� − ℓ
u�
u� .
• Dans le cas où 𝑝u� mod Δ = 0, cet encadrement n’autorise qu’une seule valeur
pour ℓu�u� − ℓ
u�
u� .
Démonstration. Une énumération de l’ensemble des cas possibles permet d’aﬃrmer
que cet encadrement est valide.
La ﬁgure 4.3 page 75 propose une illustration pour chacun des quatre cas pos-
sibles lorsque 𝑝u� mod Δ ≠ 0, i.e. 𝑝u� n’est pas un multiple de Δ (dans la ﬁgure,
le ratio u�u�Δ vaut 3, 5). En fonction des cas, il existe une ou deux conﬁgurations de
début/ﬁn. On peut noter que toutes ces conﬁgurations respectent l’encadrement
désiré.
La ﬁgure 4.4 page 76 propose une illustration pour chacun des deux cas possibles
lorsque 𝑝u� mod Δ = 0, i.e. 𝑝u� est un multiple de Δ (dans la ﬁgure, le ratio
u�u�
Δ vaut
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3). On peut noter que, dans le premier cas (début et ﬁn non confondus avec une
borne de période), il existe une seule conﬁguration de début/ﬁn, tandis que, dans
le second cas (début et ﬁn confondus avec une borne de période), il existe quatre
conﬁgurations de début/ﬁn, dont deux respectent l’encadrement désiré (la seconde
et la troisième).
On peut remarquer qu’il existe plusieurs conﬁgurations de début/ﬁn seulement
lorsque la date de début ou la date de ﬁn coïncide avec une borne entre deux périodes
consécutives (cas limites). Deux conventions sont a priori envisageables : une telle
borne appartient soit à la période précédente, soit à la période suivante. D’une part,
imposer qu’une même convention (peu importe laquelle) soit appliquée pour toutes
les bornes est en fait équivalent à interdire les conﬁgurations qui ne respectent pas
l’encadrement désiré. D’autre part, choisir l’une ou l’autre des deux conventions
revient à n’autoriser qu’une seule conﬁguration de début/ﬁn dans chaque cas.
Grâce à cette observation, il sera possible de diminuer le nombre de variables
sujettes à une contrainte d’intégrité explicite (variables permettant d’encoder les
valeurs de ℓu�u� et ℓ
u�
u� ) dans les modèles mathématiques présentés dans la suite de ce
chapitre.
• Si 𝑝u� mod Δ ≠ 0, alors une variable binaire 𝜋u� ∈ {0, 1} peut être introduite
pour caractériser la diﬀérence entre ℓu�u� et ℓ
u�
u� .
– 𝜋u� = 0 ⇔ ℓ
u�
u� − ℓ
u�
u� = ⌊
u�u�
Δ ⌋
– 𝜋u� = 1 ⇔ ℓ
u�
u� − ℓ
u�
u� = ⌈
u�u�
Δ ⌉
Autrement dit : ℓu�u� − ℓ
u�
u� = ⌊
u�u�
Δ ⌋ + 𝜋u�
Dans la ﬁgure 4.3, la valeur de la variable 𝜋u� est indiquée dans tous les cas.
• Si 𝑝u� mod Δ = 0, alors il est possible d’exprimer directement l’un des indices
en fonction de l’autre, puisque ℓu�u� − ℓ
u�
u� =
u�u�
Δ .
4.2 Modèles indexés par période
Dans cette section nous considérons des formulations originales à temps mixte.
En eﬀet, des variables continues sont utilisées pour représenter les dates de début
des activités, tandis que des variables indexées par les périodes permettent de mo-
déliser les contraintes de ressources agrégées. Dans le cas où le nombre de périodes
n’est pas constant, ces modèles sont donc de taille pseudo-polynomiale. Nous propo-
sons deux formulations, la deuxième exploitant la première propriété établie dans la
section 4.1.1 et chacune pouvant être renforcée grâce à la deuxième propriété établie
dans la section 4.1.2. Nous comparons sur le plan théorique la qualité des relaxa-
tions correspondantes, montrant que la deuxième formulation domine strictement
la première.
4.2.1 Première formulation
Description des variables
Les variables de décision utilisées dans ce modèle sont décrites ci-après dans le
tableau 4.1. Une illustration des liens existant entre ces variables pour une activité
donnée est disponible dans la ﬁgure 4.5.
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𝑝u�
Δ
ℓu�u� ℓ
u�
u� 𝜋u� = 0
ℓ
(a) Nombre de périodes intersectées minimal
𝑝u�
Δ
ℓu�u� ℓ
u�
u� 𝜋u� = 1
ℓ
(b) Nombre de périodes intersectées maximal
𝑝u�
Δ
ℓu�u� ℓ
u�
u� 𝜋u� = 0
ℓu�u� ℓ
u�
u� 𝜋u� = 1
ℓ
(c) Cas limite – Date de début confondue avec une borne de période
𝑝u�
Δ
ℓu�u� ℓ
u�
u� 𝜋u� = 0
ℓu�u� ℓ
u�
u� 𝜋u� = 1
ℓ
(d) Cas limite – Date de ﬁn confondue avec une borne de période
Fig. 4.3 : Distance entre les indices de périodes de début et de ﬁn lorsque la durée
d’exécution d’une activité n’est pas un multiple de la durée des périodes
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𝑝u�
Δ
ℓu�u� ℓ
u�
u� autorisé
ℓ
(a) Dates de début et de ﬁn non confondues avec des bornes de période
𝑝u�
Δ
ℓu�u� ℓ
u�
u� interdit
ℓu�u� ℓ
u�
u� autorisé
ℓu�u� ℓ
u�
u� autorisé
ℓu�u� ℓ
u�
u� interdit
ℓ
(b) Cas limite – Dates de début et de ﬁn confondues avec des bornes de période
Fig. 4.4 : Distance entre les indices de périodes de début et de ﬁn lorsque la durée
d’exécution d’une activité est un multiple de la durée des périodes
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𝑆u� Date de début de l’exécution de l’activité 𝑖 ∈ 𝒜
𝑆0 (respectivement 𝑆u�+1) représente la date de début (respec-
tivement de ﬁn) d’exécution du projet.
𝑑u�,ℓ Image de 𝑆u� par la fonction 𝐷u�,ℓ
𝑧𝑠u�,ℓ Variables binaires avec un comportement step croissant ;
encodage unaire de ℓu�u� (indice de la période qui contient 𝑆u�)
𝑧𝑓u�,ℓ Variables binaires avec un comportement step croissant ;
encodage unaire de ℓu�u� (indice de la période qui contient 𝑆u�+𝑝u�)
Tab. 4.1 : Variables de la première formulation indexée par les périodes
𝐴u�
𝑆u�
ℓ
1 2 3 4 5 6 7 8 9 10 11
0
Δ 𝑑u�,ℓ
0
1 𝑧𝑠u�,ℓ
0
1 𝑧𝑓u�,ℓ
Fig. 4.5 : Représentation d’une fenêtre d’exécution à l’aide des variables de la pre-
mière formulation indexée par période
Formulation initiale
Minimiser 𝑆u�+1 − 𝑆0 (4.2)
𝑆u�2 − 𝑆u�1 ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (4.3)
∑
u�∈u�
𝑟u�,u� 𝑑u�,ℓ ≤ 𝑏u�Δ ∀𝑘 ∈ ℛ , ∀ℓ ∈ ℒ (4.4)
𝑆u� ≥ ℓΔ(1 − 𝑧𝑠u�,ℓ) ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.5)
𝑆u� ≤ 𝐿Δ− (𝐿 − ℓ)Δ𝑧𝑠u�,ℓ ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.6)
𝑆u� + 𝑝u� ≥ ℓΔ(1 − 𝑧𝑓u�,ℓ) ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.7)
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𝑆u� + 𝑝u� ≤ 𝐿Δ− (𝐿 − ℓ)Δ𝑧𝑓u�,ℓ ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.8)
𝑑u�,ℓ ≥ 0 ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.9)
𝑑u�,ℓ ≤ Δ(𝑧𝑠u�,ℓ − 𝑧𝑓u�,ℓ−1) ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.10)
𝑑u�,ℓ ≥ Δ(𝑧𝑠u�,ℓ−1 − 𝑧𝑓u�,ℓ) ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.11)
𝑑u�,ℓ ≥ ℓΔ− 𝑆u�
−Δ𝑧𝑓u�,ℓ
− ℓΔ𝑧𝑠u�,ℓ−1 ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.12)
𝑑u�,ℓ ≥ 𝑆u� + 𝑝u� − (ℓ − 1)Δ
−Δ(1 − 𝑧𝑠u�,ℓ−1)
− (𝐿 − ℓ + 1)Δ(1 − 𝑧𝑓u�,ℓ) ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.13)
∑
ℓ∈ℒ
𝑑u�,ℓ = 𝑝u� ∀𝑖 ∈ 𝒜 (4.14)
𝑧𝑠u�,ℓ−1 ≤ 𝑧𝑠u�,ℓ ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.15)
𝑧𝑓u�,ℓ−1 ≤ 𝑧𝑓u�,ℓ ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.16)
𝑧𝑠u�,ℓ ∈ {0, 1} ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.17)
𝑧𝑓u�,ℓ ∈ {0, 1} ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.18)
L’objectif est de minimiser la durée du projet (4.2), sous contraintes d’antériorité
(4.3) et sous contraintes de ressources agrégées par période (4.4). Les contraintes
4.5 et 4.6 permettent de lier les variables 𝑆u� aux variables 𝑧𝑠u�,ℓ, tandis que les
contraintes 4.7 et 4.8 permettent de lier la date 𝑆u� + 𝑝u� aux variables 𝑧𝑓u�,ℓ.
Les contraintes suivantes permettent de calculer les valeurs des variables 𝑑u�,ℓ.
• Les contraintes 4.9 ﬁxent le signe des variables 𝑑u�,ℓ.
• Les contraintes 4.10 forcent 𝑑u�,ℓ à prendre la valeur 0 lorsque la période ℓ est
située soit avant soit après la fenêtre d’exécution de l’activité 𝑖.
• Les contraintes 4.11 forcent 𝑑u�,ℓ à prendre la valeur Δ lorsque la période ℓ est
incluse en intégralité dans la fenêtre d’exécution de l’activité 𝑖.
• Les contraintes 4.12 permettent de calculer la valeur de 𝑑u�,ℓ lorsque ℓ = ℓ
u�
u�
(période qui contient 𝑆u�).
• Les contraintes 4.13 permettent de calculer la valeur de 𝑑u�,ℓ lorsque ℓ = ℓ
u�
u�
(période qui contient 𝑆u� + 𝑝u�).
• Les contraintes 4.14 permettent de prendre en compte la durée de l’activité 𝑖.
Enﬁn, les contraintes 4.15 et 4.16 assurent un comportement step croissant des
variables binaires (contraintes 4.17 et 4.18).
Renforcement de la formulation
Puisque la subdivision temporelle considérée est uniforme (périodes de même
durée), il est possible de limiter l’espace des solutions de sorte que le projet com-
mence dans la première période.
0 ≤ 𝑆0 ≤ Δ (4.19)
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De plus, puisque la préemption n’est pas autorisée, le nombre de périodes inter-
sectées par une fenêtre d’exécution est borné (cf. deuxième remarque préliminaire).
Ainsi, il est possible de lier les variables 𝑧𝑠u�,ℓ et 𝑧𝑓u�,ℓ via une variable binaire 𝜋u�
(une seule variable binaire par activité), de sorte que :
𝜋u� = 0 ⇔ 𝑧𝑠u�,ℓ = 𝑧𝑓u�,ℓ+⌊u�u�Δ ⌋
𝜋u� = 1 ⇔ 𝑧𝑠u�,ℓ = 𝑧𝑓u�,ℓ+⌈u�u�Δ ⌉
Dans ce cas, il est possible de relâcher la contrainte d’intégrité explicite sur l’une
des deux familles de variables binaires step, par exemple les variables 𝑧𝑓u�,ℓ. Cela
permet de diminuer considérablement le nombre de variables entières (environ deux
fois moins lorsque le nombre de périodes est élevé).
𝑧𝑓u�,ℓ ∈ [0, 1] ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.20)
𝜋u� ∈ {0, 1} ∀𝑖 ∈ 𝒜 (4.21)
𝑧𝑠u�,ℓ ≥ 𝑧𝑓u�,ℓ+⌊u�u�Δ ⌋
∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.22)
𝑧𝑠u�,ℓ ≤ 𝑧𝑓u�,ℓ+⌈u�u�Δ ⌉
∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.23)
𝑧𝑠u�,ℓ ≤ 𝑧𝑓u�,ℓ+⌊u�u�Δ ⌋
+ 𝜋u� ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.24)
𝑧𝑠u�,ℓ ≥ 𝑧𝑓u�,ℓ+⌈u�u�Δ ⌉
+ 𝜋u� − 1 ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.25)
Remarque. Si une activité 𝑖 ∈ 𝒜 est telle que 𝑝u� mod Δ = 0, il est en fait inutile
d’introduire la variable 𝜋u� pour cette activité, car il existe alors une bijection di-
recte entre les variables 𝑧𝑠u�,ℓ et 𝑧𝑓u�,ℓ, comme cela a été démontré dans l’analyse
préliminaire.
𝑧𝑠u�,ℓ = 𝑧𝑓u�,ℓ+u�u�Δ
∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.26)
4.2.2 Seconde formulation
La seconde formulation est basée sur l’analyse structurelle eﬀectuée dans la sec-
tion 4.1.1 et sur la décomposition de la fonction d’intersection de la fenêtre tempo-
relle de l’activité avec la période en fonctions monotones. Nous verrons par la suite
que cette décomposition permet d’obtenir une formulation strictement dominante
en termes de qualité de la relaxation linéaire.
Description des variables
Les variables de décision utilisées dans ce modèle sont décrites ci-après dans le
tableau 4.2. Une illustration des liens existant entre ces variables pour une activité
donnée est disponible dans la ﬁgure 4.6.
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𝑆u� Date de début de l’exécution de l’activité 𝑖 ∈ 𝒜
𝑆0 (respectivement 𝑆u�+1) représente la date de début (respec-
tivement de ﬁn) d’exécution du projet.
𝑑u�,ℓ Image de 𝑆u� par la fonction 𝐷u�,ℓ
𝜆u�,ℓ Image de 𝑆u� par la fonction Λu�,ℓ
𝜇u�,ℓ Image de 𝑆u� par la fonction Μu�,ℓ
𝑧u�u�,ℓ Variables binaires permettant de forcer un comportement step
décroissant des variables 𝜆u�,ℓ
𝑧u�u�,ℓ Variables binaires permettant de forcer un comportement step
croissant des variables 𝜇u�,ℓ
Tab. 4.2 : Variables de la seconde formulation indexée par les périodes
𝐴u�
𝑆u�
ℓ
1 2 3 4 5 6 7 8 9 10 11
0
Δ 𝜆u�,ℓ
0
Δ 𝑑u�,ℓ
0
Δ 𝜇u�,ℓ
0
1
𝑧u�u�,ℓ
0
1
𝑧u�u�,ℓ
Fig. 4.6 : Représentation d’une fenêtre d’exécution à l’aide des variables de la se-
conde formulation indexée par période
Formulation initiale
Minimiser 𝑆u�+1 − 𝑆0 (4.27)
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𝑆u�2 − 𝑆u�1 ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (4.28)
∑
u�∈u�
𝑟u�,u�𝑑u�,ℓ ≤ 𝑏u�Δ ∀𝑘 ∈ ℛ , ∀ℓ ∈ ℒ (4.29)
𝜆u�,ℓ + 𝑑u�,ℓ + 𝜇u�,ℓ = Δ ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.30)
𝑆u� =∑
ℓ∈ℒ
𝜆u�,ℓ ∀𝑖 ∈ 𝒜 (4.31)
∑
ℓ∈ℒ
𝑑u�,ℓ = 𝑝u� ∀𝑖 ∈ 𝒜 (4.32)
𝜆u�,ℓ ≤ Δ𝑧
u�
u�,ℓ ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.33)
𝜆u�,ℓ ≥ Δ𝑧
u�
u�,ℓ+1 ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.34)
𝜇u�,ℓ ≤ Δ𝑧
u�
u�,ℓ ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.35)
𝜇u�,ℓ ≥ Δ𝑧
u�
u�,ℓ−1 ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.36)
𝑧u�u�,ℓ ∈ {0, 1} ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.37)
𝑧u�u�,ℓ ∈ {0, 1} ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.38)
𝑑u�,ℓ ≥ 0 ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.39)
L’objectif est de minimiser la durée du projet (4.27), sous contraintes d’an-
tériorité (4.28) et sous contraintes de ressources agrégées par période (4.29). Les
contraintes 4.30 traduisent la relation de partition au sein d’une période. Les
contraintes 4.31 permettent de calculer 𝑆u� à partir des 𝜆u�,ℓ. Les contraintes 4.32
permettent de prendre en compte les durées des activités.
Les contraintes 4.33 et 4.34 permettent de déﬁnir un comportement step croisé
entre les variables 𝜆u�,ℓ et 𝑧
u�
u�,ℓ, de telle sorte qu’une seule variable 𝜆u�,ℓ peut varier
entre 0 et Δ, alors que les autres prennent soit la valeur 0, soit la valeur Δ. Les
contraintes 4.35 et 4.36 fonctionnent de manière analogue avec les variables 𝜇u�,ℓ et
𝑧u�u�,ℓ (cf ﬁgure 4.6).
Enﬁn, les variables 𝑧u�u�,ℓ et 𝑧
u�
u�,ℓ sont binaires (contraintes 4.37 et 4.38) tandis que
les variables 𝑑u�,ℓ sont positives (contraintes 4.39).
Renforcement de la formulation
Grâce à l’introduction des variables 𝜆u�,ℓ et 𝜇u�,ℓ, il devient possible de désagréger
les contraintes d’antériorité, comme cela est illustré dans la ﬁgure 4.7.
𝜇u�1,ℓ + 𝜆u�2,ℓ ≥ Δ ∀(𝑖1, 𝑖2) ∈ 𝐸 , ∀ℓ ∈ ℒ (4.40)
Comme précédemment, il est possible de forcer l’exécution du projet à avoir lieu
dans la première période.
0 ≤ 𝑆0 ≤ Δ (4.41)
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≤𝑆u�1 + 𝑝u�1 𝑆u�2
𝑖1 𝜇u�1,ℓ 𝜇u�1,ℓ+1
= Δ
𝜇u�1,ℓ−1
= 0
𝑖2𝜆u�2,ℓ𝜆u�2,ℓ−1
= Δ
𝜆u�2,ℓ+1
= 0
𝑡
(ℓ − 2)Δ (ℓ − 1)Δ ℓΔ (ℓ + 1)Δ
Fig. 4.7 : Désagrégation des contraintes d’antériorité
Comme précédemment, il est possible d’introduire une variable binaire 𝜋u� par
activité, aﬁn de renforcer le lien entre les variables binaires step, tout en réduisant
le nombre de variables soumises à une contrainte d’intégrité explicite.
𝜋u� = 0 ⇔ 𝑧
u�
u�,ℓ + 𝑧
u�
u�,ℓ+⌊
u�u�
Δ ⌋−1
= 1
𝜋u� = 1 ⇔ 𝑧
u�
u�,ℓ + 𝑧
u�
u�,ℓ+⌈
u�u�
Δ ⌉−1
= 1
𝑧u�u�,ℓ ∈ [0, 1] ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.42)
𝜋u� ∈ {0, 1} ∀𝑖 ∈ 𝒜 (4.43)
𝑧u�u�,ℓ + 𝑧
u�
u�,ℓ+⌊
u�u�
Δ ⌋−1
≤ 1 ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.44)
𝑧u�u�,ℓ + 𝑧
u�
u�,ℓ+⌈
u�u�
Δ ⌉−1
≥ 1 ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.45)
𝑧u�u�,ℓ + 𝑧
u�
u�,ℓ+⌊
u�u�
Δ ⌋−1
≥ 1 − 𝜋u� ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.46)
𝑧u�u�,ℓ + 𝑧
u�
u�,ℓ+⌈
u�u�
Δ ⌉−1
≤ 2 − 𝜋u� ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.47)
Remarque. Si une activité 𝑖 ∈ 𝒜 est telle que 𝑝u� mod Δ = 0, alors il est inutile
d’introduire la variable 𝜋u� pour cette activité, car il est alors possible d’exprimer
directement certaines variables en fonction d’autres.
𝑧u�u�,ℓ + 𝑧
u�
u�,ℓ+
u�u�
Δ −1
= 1 ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.48)
𝜆u�,ℓ + 𝜇u�,ℓ+u�u�Δ
= Δ ∀𝑖 ∈ 𝒜 , ∀ℓ ∈ ℒ (4.49)
4.2.3 Comparaison des deux formulations
Proposition 4.3. La relaxation linéaire de la seconde formulation est meilleure
que celle de la première formulation.
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Démonstration. Remarquons tout d’abord qu’il existe des bijections linéaires entre
les variables binaires du premier modèle (𝑧𝑠u�,ℓ et 𝑧𝑓u�,ℓ) et celles du second modèle
(𝑧u�u�,ℓ et 𝑧
u�
u�,ℓ).
𝑧𝑠u�,ℓ = 1 − 𝑧
u�
u�,ℓ+1
𝑧𝑓u�,ℓ = 𝑧
u�
u�,ℓ
Concernant les variables continues, les unes apparaissent dans les deux modèles
(𝑆u� et 𝑑u�,ℓ) avec la même signiﬁcation, tandis que les autres (𝜆u�,ℓ et 𝜇u�,ℓ) apparaissent
seulement dans le second modèle.
Rappelons qu’il est possible d’exprimer la date de début d’exécution de l’activité
𝑖 en fonction des variables 𝜆u�,ℓ uniquement (contraintes 4.31).
𝑆u� = ∑
u�
ℓ=1
𝜆u�,ℓ
De manière similaire, il est possible d’exprimer la date de début d’exécution de
l’activité 𝑖 en fonction des variables 𝜇u�,ℓ uniquement (en utilisant les contraintes
(4.30) à (4.32)).
𝑆u� + 𝑝u� = (∑
u�
ℓ=1
𝜆u�,ℓ) + (∑
u�
ℓ=1
𝑑u�,ℓ)
= ∑u�
ℓ=1
(𝜆u�,ℓ + 𝑑u�,ℓ)
= ∑u�
ℓ=1
(Δ − 𝜇u�,ℓ)
= 𝐿Δ−∑u�
ℓ=1
𝜇u�,ℓ
Il reste à montrer que l’enveloppe convexe déﬁnie par les contraintes du second
modèle est incluse dans l’enveloppe convexe déﬁnie par les contraintes du premier
modèle.
Concernant les contraintes d’antériorité, celles-ci s’écrivent soit de manière agré-
gée, avec la même expression dans les deux modèles (contraintes 4.3 et 4.28), soit de
manière désagrégée, uniquement dans le second modèle (contraintes 4.40). On re-
marque que, pour une relation d’antériorité donnée, la contrainte sous forme agrégée
peut être obtenue en sommant les contraintes sous forme désagrégée sur l’ensemble
des périodes (cf. expressions des dates de début et de ﬁn ci-avant).
De plus, les contraintes restantes du premier modèle, récrites en substituant les
variables binaires du premier modèle par celles du second, peuvent être obtenues à
partir des contraintes du second modèle. Les démonstrations pour les contraintes
(4.5) à (4.8) (lien entre 𝑆u�, 𝑧𝑠u�,ℓ et 𝑧𝑓u�,ℓ) sont regroupées dans le tableau 4.3 page 84,
tandis que les démonstratations pour les contraintes (4.10) à (4.13) (calcul de 𝑑u�,ℓ)
sont regroupées dans le tableau 4.4 page 85. Les contraintes (4.9) et (4.14) du
premier modèle sont aussi présentes dans le second modèle (contraintes 4.39 et
4.32).
Enﬁn, les contraintes (4.22) à (4.26) permettant de renforcer le premier modèle
en liant les variables 𝑧𝑠u�,ℓ et 𝑧𝑓u�,ℓ via une variable binaire supplémentaire 𝜋u� sont
équivalentes aux contraintes (4.44) à (4.48) permettant de renforcer le second mo-
dèle en liant les variables 𝑧u�u�,ℓ et 𝑧
u�
u�,ℓ via la même variable binaire 𝜋u� : pour passer des
unes aux autres, il suﬃt de changer de variables en utilisant les bijections linéaires
entre variables step.
Proposition 4.4. La relaxation linéaire de la seconde formulation est strictement
meilleure que celle de la première formulation.
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𝑆u� ≤ (ℓ − 1)Δ + (𝐿 − ℓ + 1)Δ𝑧
u�
u�,ℓ (4.5’)
𝑆u� − (ℓ − 1)Δ − (𝐿 − ℓ + 1)Δ𝑧
u�
u�,ℓ
= −(ℓ − 1)Δ + (∑u�
ℓ′=1
𝜆u�,ℓ′) − (∑
u�
ℓ′=ℓ
Δ)𝑧u�u�,ℓ
≤ −∑u�
ℓ′=ℓ
(Δ𝑧u�u�,ℓ′ − 𝜆u�,ℓ′) −∑
ℓ−1
ℓ′=1
(Δ − 𝜆u�,ℓ′)
≤ 0
𝑆u� ≥ (ℓ − 1)Δ − (ℓ − 1)Δ(1 − 𝑧
u�
u�,ℓ) (4.6’)
𝑆u� − (ℓ − 1)Δ + (ℓ − 1)Δ(1 − 𝑧
u�
u�,ℓ)
= −(ℓ − 1)Δ + (∑u�
ℓ′=1
𝜆u�,ℓ′) + (ℓ − 1)Δ − (∑
ℓ−1
ℓ′=1
Δ)𝑧u�u�,ℓ
≥ ∑u�
ℓ′=1
𝜆u�,ℓ′ −∑
ℓ−1
ℓ′=1
Δ𝑧u�u�,ℓ′+1
≥ ∑u�
ℓ′=1
𝜆u�,ℓ′ −∑
ℓ−1
ℓ′=1
𝜆u�,ℓ′
= ∑u�
ℓ′=ℓ
𝜆u�,ℓ′
≥ 0
𝑆u� + 𝑝u� ≤ ℓΔ+ (𝐿 − ℓ)Δ(1 − 𝑧
u�
u�,ℓ) (4.7’)
𝑆u� + 𝑝u� − ℓΔ− (𝐿 − ℓ)Δ(1 − 𝑧
u�
u�,ℓ)
= −ℓΔ + (𝐿Δ−∑u�
ℓ′=1
𝜇u�,ℓ′) − (𝐿 − ℓ)Δ + (∑
u�
ℓ′=ℓ+1
Δ)𝑧u�u�,ℓ
≤ −∑u�
ℓ′=1
𝜇u�,ℓ′ +∑
u�
ℓ′=ℓ+1
Δ𝑧u�u�,ℓ′−1
≤ −∑u�
ℓ′=1
𝜇u�,ℓ′ +∑
u�
ℓ′=ℓ+1
𝜇u�,ℓ′
= −∑ℓ
ℓ′=1
𝜇u�,ℓ′
≤ 0
𝑆u� + 𝑝u� ≥ ℓΔ− ℓΔ𝑧
u�
u�,ℓ (4.8’)
𝑆u� + 𝑝u� − ℓΔ+ ℓΔ𝑧
u�
u�,ℓ
= −ℓΔ+ (𝐿Δ−∑u�
ℓ′=1
𝜇u�,ℓ′) + (∑
ℓ
ℓ′=1
Δ)𝑧u�u�,ℓ
≥ ∑ℓ
ℓ′=1
(Δ𝑧u�u�,ℓ′ − 𝜇u�,ℓ′) +∑
u�
ℓ′=ℓ+1
(Δ − 𝜇u�,ℓ′)
≥ 0
Tab. 4.3 : Comparaison des modèles indexés par les périodes (1/2)
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𝑑u�,ℓ ≥ Δ(1 − 𝑧
u�
u�,ℓ − 𝑧
u�
u�,ℓ) (4.10’)
𝑑u�,ℓ −Δ(1 − 𝑧
u�
u�,ℓ − 𝑧
u�
u�,ℓ)
= Δ− 𝜆u�,ℓ − 𝜇u�,ℓ −Δ+Δ𝑧
u�
u�,ℓ +Δ𝑧
u�
u�,ℓ
= (Δ𝑧u�u�,ℓ − 𝜆u�,ℓ) + (Δ𝑧
u�
u�,ℓ − 𝜇u�,ℓ)
≥ 0
𝑑u�,ℓ ≤ Δ(1 − 𝑧
u�
u�,ℓ+1 − 𝑧
u�
u�,ℓ−1) (4.11’)
𝑑u�,ℓ −Δ(1 − 𝑧
u�
u�,ℓ+1 − 𝑧
u�
u�,ℓ−1)
= Δ− 𝜆u�,ℓ − 𝜇u�,ℓ −Δ+Δ𝑧
u�
u�,ℓ+1 +Δ𝑧
u�
u�,ℓ−1
= (Δ𝑧u�u�,ℓ+1 − 𝜆u�,ℓ) + (Δ𝑧
u�
u�,ℓ−1 − 𝜇u�,ℓ)
≤ 0
𝑑u�,ℓ ≥ ℓΔ− 𝑆u� −Δ𝑧
u�
u�,ℓ − ℓΔ(1 − 𝑧
u�
u�,ℓ) (4.12’)
𝑑u�,ℓ − ℓΔ+ 𝑆u� +Δ𝑧
u�
u�,ℓ + ℓΔ(1 − 𝑧
u�
u�,ℓ)
= 𝑑u�,ℓ − ℓΔ+ (∑
u�
ℓ′=1
𝜆u�,ℓ′) +Δ𝑧
u�
u�,ℓ + ℓΔ− ℓΔ𝑧
u�
u�,ℓ
= ∑u�
ℓ′=1
𝜆u�,ℓ′ + 𝑑u�,ℓ +Δ(𝑧
u�
u�,ℓ − 𝑧
u�
u�,ℓ) − (∑
ℓ−1
ℓ′=1
Δ)𝑧u�u�,ℓ
≥ ∑u�
ℓ′=1
𝜆u�,ℓ′ + (Δ− 𝜆u�,ℓ − 𝜇u�,ℓ) + Δ(𝑧
u�
u�,ℓ − 𝑧
u�
u�,ℓ) − (∑
ℓ−1
ℓ′=1
Δ 𝑧u�u�,ℓ′+1)
≥ (∑u�
ℓ′=1
𝜆u�,ℓ′ − 𝜆u�,ℓ −∑
ℓ−1
ℓ′=1
𝜆u�,ℓ′) + (Δ𝑧
u�
u�,ℓ − 𝜇u�,ℓ) +Δ(1 − 𝑧
u�
u�,ℓ)
≥ ∑u�
ℓ′=ℓ+1
𝜆u�,ℓ′
≥ 0
𝑑u�,ℓ ≥ 𝑆u� + 𝑝u� − (ℓ − 1)Δ −Δ𝑧
u�
u�,ℓ − (𝐿 − ℓ + 1)Δ(1 − 𝑧
u�
u�,ℓ) (4.13’)
𝑑u�,ℓ − 𝑆u� − 𝑝u� + (ℓ − 1)Δ +Δ𝑧
u�
u�,ℓ + (𝐿 − ℓ + 1)Δ(1 − 𝑧
u�
u�,ℓ)
= 𝑑u�,ℓ + (ℓ − 1)Δ − (𝐿Δ−∑
u�
ℓ′=1
𝜇u�,ℓ′) +Δ𝑧
u�
u�,ℓ + (𝐿 − ℓ + 1)Δ − (𝐿 − ℓ + 1)Δ𝑧
u�
u�,ℓ
= ∑u�
ℓ′=1
𝜇u�,ℓ′ + 𝑑u�,ℓ +Δ(𝑧
u�
u�,ℓ − 𝑧
u�
u�,ℓ) − (∑
u�
ℓ′=ℓ+1
Δ)𝑧u�u�,ℓ
≥ ∑u�
ℓ′=1
𝜇u�,ℓ′ + (Δ− 𝜆u�,ℓ − 𝜇u�,ℓ) + Δ(𝑧
u�
u�,ℓ − 𝑧
u�
u�,ℓ) − (∑
u�
ℓ′=ℓ+1
Δ 𝑧u�u�,ℓ′−1)
≥ (∑u�
ℓ′=1
𝜇u�,ℓ′ − 𝜇u�,ℓ −∑
u�
ℓ′=ℓ+1
𝜇u�,ℓ′) + (Δ𝑧
u�
u�,ℓ − 𝜆u�,ℓ) +Δ(1 − 𝑧
u�
u�,ℓ)
≥ ∑ℓ−1
ℓ′=1
𝜇u�,ℓ′
≥ 0
Tab. 4.4 : Comparaison des modèles indexés par les périodes (2/2)
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Démonstration. Pour certaines instances du PARCPSP, la valeur de la relaxation
de la seconde formulation est en eﬀet strictement supérieure à celle de la première.
C’est par exemple le cas pour l’instance construite avec le projet 6 de la classe 29
parmi les instances à 30 activités et 4 ressources (J30) de la PSPLIB (Kolisch et
Sprecher 1996) et des périodes de durée Δ = 1 : la borne retournée par le premier
modèle est inférieure à 44, tandis que la borne retournée par le second modèle est
supérieure à 58 ; l’écart relatif est donc supérieur à 34% (valeur de l’écart relatif
maximal dans la ligne Δ = 1 du tableau 5.4b page 107).
4.3 Modèle compact
L’inconvénient des formulations indexées par les périodes est la possible explo-
sion de la taille des formulations lorsque l’horizon de planiﬁcation est grand ou
lorsque la durée des périodes Δ est petite. La question de l’existence d’une for-
mulation compacte (avec un nombre polynomial de variables et de contraintes, ne
dépendant donc pas du nombre de périodes) a un intérêt théorique mais aussi, de ce
fait, possiblement pratique. Dans cette section, nous proposons une telle formulation
pour le PARCPSP. Pour cela, nous nous basons sur des variables entières qui per-
mettent d’identiﬁer les bornes de périodes situées autour de la fenêtre d’exécution
d’une activité, ainsi que des variables continues représentant la distance des dates
de début et de ﬁn par rapport à ces bornes. Nous donnons dans un premier temps
une formulation non linéaire en nombres entiers, puis nous montrons comment la
linéariser aﬁn d’obtenir la formulation compacte.
Rappel – Vériﬁcation en temps polynomial de la faisabilité d’une solution
Dans le chapitre 2, nous avons montré que le problème de décision associé au
PARCPSP est 𝐍𝐏-diﬃcile. En eﬀet, l’algorithme 2.1 vériﬁe en temps polynomial
si une solution est réalisable ou non. En particulier, la complexité polynomiale de
l’algorithme découle du fait qu’il est nécessaire de tester les contraintes de ressources
agrégées seulement dans certaines périodes bien précises : pour chaque activité, il
faut toujours tester la période dans laquelle cette activité commence, et parfois la
période suivante.
En utilisant cette propriété, il devient possible d’écrire une formulation exacte
pour le PARCPSP sous la forme d’un programme linéaire en nombres entiers com-
pact, i.e. de taille non plus pseudo-polynomiale mais polynomiale.
Description des variables
Les variables de décision utilisées dans ce modèle sont décrites ci-après dans le
tableau 4.5. Une illustration des liens existant entre ces variables pour une activité
donnée est disponible dans la ﬁgure 4.8.
86
𝑆u� Date de début d’exécution de l’activité 𝑖 ∈ 𝒜
ℓu�u� Variable entière (𝑖 ∈ 𝒜) représentant l’indice de la période
qui contient 𝑆u� moins 1 (borne de gauche)
ℓu�u� Variable entière (𝑖 ∈ 𝒜) représentant l’indice de la période
qui contient 𝑆u� + 𝑝u� (borne de droite)
𝜏u�u� Variable continue (𝑖 ∈ 𝒜) égale à 𝑆u� − ℓ
u�
u� Δ
(distance à la borne de gauche de la période qui contient 𝑆u�)
𝜏u�u� Variable continue (𝑖 ∈ 𝒜) égale à ℓ
u�
u� Δ−𝐶u�
(distance à la borne de gauche de la période qui contient 𝑆u�+𝑝u�)
𝑑u�′,u�,u� Variable continue égale à 𝐷u�′,ℓ(𝑆u�′) (𝑖
′ ∈ 𝒜)
où ℓ = ℓu�u� + 𝛼 (𝑖 ∈ 𝒜, 𝛼 ∈ {0, 1})
𝜆u�′,u�,u� Variable continue égale à Λu�′,ℓ(𝑆u�′) (𝑖
′ ∈ 𝒜)
où ℓ = ℓu�u� + 𝛼 (𝑖 ∈ 𝒜, 𝛼 ∈ {0, 1})
𝜇u�′,u�,u� Variable continue égale à Μu�′,ℓ(𝑆u�′) (𝑖
′ ∈ 𝒜)
où ℓ = ℓu�u� + 𝛼 (𝑖 ∈ 𝒜, 𝛼 ∈ {0, 1})
𝟏u� Notation générique ; fonction binaire prenant la valeur 1 si l’ex-
pression booléenne 𝑋 est vraie, 0 sinon
Tab. 4.5 : Variables de la formulation compacte
𝐴u�
𝑆u�
ℓ
1 2 3 4 5 6 7 8 9 10 11
ℓu�u� ℓ
u�
u�
𝜏u�u� 𝜏
u�
u�
Fig. 4.8 : Représentation d’une fenêtre d’exécution à l’aide des variables de la for-
mulation compacte
Formulation initiale non linéaire
La formulation proposée ci-après permet de comprendre comment fonctionne le
modèle compact. En l’état, elle n’est pas linéaire ; nous montrerons par la suite qu’il
est néanmoins possible de la linéariser.
Minimiser 𝑆u�+1 − 𝑆0 (4.50)
𝑆u�2 − 𝑆u�1 ≥ 𝑝u�1 ∀(𝑖1, 𝑖2) ∈ 𝐸 (4.51)
∑
u�′∈u�
𝑟u�′,u� 𝑑u�′,u�,u� ≤ 𝑏u�Δ ∀𝑘 ∈ ℛ ∀𝑖 ∈ 𝒜 ∀𝛼 ∈ {0, 1} (4.52)
𝑆u� = (ℓ
u�
u� − 1)Δ + 𝜏
u�
u� ∀𝑖 ∈ 𝒜 (4.53)
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𝑆u� + 𝑝u� = ℓ
u�
u� Δ− 𝜏
u�
u� ∀𝑖 ∈ 𝒜 (4.54)
𝜆u�′,u�,u� + 𝑑u�′,u�,u� + 𝜇u�′,u�,u� = Δ ∀𝑖
′ ∈ 𝒜 ∀𝑖 ∈ 𝒜 ∀𝛼 ∈ {0, 1} (4.55)
𝑑u�′,u�,u� ≥ 0 ∀𝑖
′ ∈ 𝒜 ∀𝑖 ∈ 𝒜 ∀𝛼 ∈ {0, 1} (4.56)
𝜆u�′,u�,u� = 0 × 𝟏ℓu�
u�′
<ℓu�u� +u�
+ 𝜏u�u�′ × 𝟏ℓu�
u�′
=ℓu�u� +u�
+ Δ× 𝟏ℓu�
u�′
>ℓu�u� +u�
∀𝑖′ ∈ 𝒜 ∀𝑖 ∈ 𝒜 ∀𝛼 ∈ {0, 1} (4.57)
𝜇u�′,u�,u� = Δ× 𝟏ℓu�
u�′
<ℓu�u� +u�
+ 𝜏u�u�′ × 𝟏ℓu�
u�′
=ℓu�u� +u�
+ 0 × 𝟏ℓu�
u�′
>ℓu�u� +u�
∀𝑖′ ∈ 𝒜 ∀𝑖 ∈ 𝒜 ∀𝛼 ∈ {0, 1} (4.58)
ℓu�u� ∈ {1,… ,𝐿} ∀𝑖 ∈ 𝒜 (4.59)
ℓu�u� ∈ {1,… ,𝐿} ∀𝑖 ∈ 𝒜 (4.60)
0 ≤ 𝜏u�u� ≤ Δ ∀𝑖 ∈ 𝒜 (4.61)
0 ≤ 𝜏u�u� ≤ Δ ∀𝑖 ∈ 𝒜 (4.62)
L’objectif (4.50) est de minimiser la durée de projet, sous contraintes d’anté-
riorité (4.51) et sous contraintes de ressources agrégées par périodes (4.52). Les
contraintes 4.53 (respectivement 4.54) permettent de calculer la date de début (res-
pectivement de ﬁn) d’exécution d’une activité. Les contraintes 4.55 traduisent la
relation de partition au sein d’une période (cf. proposition 4.1). Les contraintes sui-
vantes (4.56) à (4.58) assurent que les valeurs prises par les variables utiles dans les
contraintes de ressources agrégées (𝑑u�′,u�,u�, déduit à partir de 𝜆u�′,u�,u� et 𝜇u�′,u�,u�) soient
cohérentes avec les valeurs prises par les variables modélisant les dates de début et
de ﬁn (ℓu�u� , 𝜏
u�
u� , ℓ
u�
u� et 𝜏
u�
u� ) grâce à des fonctions binaires 𝟏u�, où 𝑋 consiste en une
comparaison entre deux variables entières à un décalage (valeur entière constante)
près.
Linéarisation de la formulation initiale
La formulation initiale n’est pas linéaire, car les contraintes (4.57) et (4.58)
font apparaître le produit d’une variable continue positive et d’une variable binaire.
La proposition suivante présente un résultat connu en programmation linéaire en
nombres entiers, qui permet de linéariser un tel produit.
Proposition 4.5 (Produit d’une variable continue positive et bornée avec une
variable binaire). Soit 𝑢 ∈ ℝ une variable continue. Soit 𝑣 ∈ [0, 𝑣] une variable
continue, positive et bornée supérieurement par une constante. Soit 𝑥 ∈ {0, 1} une
variable binaire.
𝑢 = 𝑣𝑥 ⇔
⎧
{{
⎨
{{
⎩
𝑢 ≥ 0
𝑢 ≤ 𝑣
𝑢 ≥ 𝑣 − 𝑣(1 − 𝑥)
𝑢 ≤ 𝑣𝑥
Démonstration. La variable binaire 𝑥 peut prendre soit la valeur 1 soit la valeur 0.
Le tableau suivant indique, pour chaque contrainte, si elle est inactive (∅) ou active
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(expression dans laquelle la variable 𝑥 est substituée par sa valeur).
𝑥 = 0 𝑥 = 1
𝑢 ≥ 𝑣 − 𝑣(1 − 𝑥) ∅ 𝑢 ≥ 𝑣
𝑢 ≤ 𝑣𝑥 𝑢 ≤ 0 ∅
Par ailleurs, aﬁn d’obtenir une formulation linéaire, il est nécessaire de pouvoir
modéliser les fonctions binaires 1u� uniquement à partir de contraintes linéaires. Ici,
les expressions booléennes 𝑋 s’expriment toutes sous la forme d’une comparaison
entre deux variables entières en prenant en compte un décalage (entier également).
À chaque fois, trois comparaisons sont réalisées : inégalité inférieure stricte, égalité,
inégalité supérieure stricte. Nous proposons ci-après un ensemble de contraintes
linéaires permettant de modéliser un tel comportement.
Proposition 4.6 (Comparaison de deux variables entières). Soit 𝑢 ∈ {𝑢,… , 𝑢}
et 𝑣 ∈ {𝑣,… , 𝑣} des variables entières, bornées inférieurement et supérieurement
par des constantes. Soit 𝑐 ∈ ℤ un paramètre entier (constante). Soit 𝑥 ∈ {0, 1},
𝑦 ∈ {0, 1} et 𝑧 ∈ {0, 1} des variables binaires.
⎧{
⎨{⎩
(𝑥 = 1) ⇔ (𝑢 < 𝑣 + 𝑐)
(𝑦 = 1) ⇔ (𝑢 = 𝑣 + 𝑐)
(𝑧 = 1) ⇔ (𝑢 > 𝑣 + 𝑐)
⇔
⎧
{
{
⎨
{
{
⎩
𝑥+ 𝑦 + 𝑧 = 1
𝑢 − 𝑣 − 𝑐 + 1 ≤ (𝑢 − 𝑣 − 𝑐 + 1) (1 − 𝑥)
𝑢 − 𝑣 − 𝑐 ≤ (𝑢 − 𝑣 − 𝑐) 𝑧
𝑣 − 𝑢 + 𝑐 ≤ (𝑣 − 𝑢 + 𝑐) 𝑥
𝑣 − 𝑢 + 𝑐 + 1 ≤ (𝑣 − 𝑢 + 𝑐 + 1) (1 − 𝑧)
Démonstration. Le triplet (𝑥, 𝑦, 𝑧) peut prendre trois valeurs distinctes : (1, 0, 0),
(0, 1, 0) ou (0, 0, 1). Le tableau suivant indique, pour chaque contrainte, si elle est
inactive (∅) ou active (expression dans laquelle les variables 𝑥, 𝑦 et 𝑧 sont substituées
par leurs valeurs).
𝑥 = 1
𝑦 = 0
𝑧 = 0
𝑥 = 0
𝑦 = 1
𝑧 = 0
𝑥 = 0
𝑦 = 0
𝑧 = 1
𝑢 − 𝑣 − 𝑐 + 1 ≤ (𝑢 − 𝑣 − 𝑐 + 1) (1 − 𝑥) 𝑢 < 𝑣 + 𝑐 ∅ ∅
𝑢 − 𝑣 − 𝑐 ≤ (𝑢 − 𝑣 − 𝑐) 𝑧 𝑢 ≤ 𝑣 + 𝑐 𝑢 ≤ 𝑣 + 𝑐 ∅
𝑣 − 𝑢 + 𝑐 ≤ (𝑣 − 𝑢 + 𝑐) 𝑥 ∅ 𝑢 ≥ 𝑣 + 𝑐 𝑢 ≥ 𝑣 + 𝑐
𝑣 − 𝑢 + 𝑐 + 1 ≤ (𝑣 − 𝑢 + 𝑐 + 1) (1 − 𝑧) ∅ ∅ 𝑢 > 𝑣 + 𝑐
Renforcement de la formulation
La variable 𝑆u� peut être retirée du modèle, à condition de s’assurer que les
variables ℓu�u� , 𝜏
u�
u� , ℓ
u�
u� et 𝜏
u�
u� prennent des valeurs cohérentes, de sorte à respecter la
durée de l’activité 𝑖 (voir ﬁgure 4.8 page 87).
𝜏u�u� + 𝑝u� + 𝜏
u�
u� = (ℓ
u�
u� − ℓ
u�
u� + 1)Δ ∀𝑖 ∈ 𝒜 (4.63)
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De plus, il est possible de lier plus fortement ces quatre familles de variables
aﬁn de modéliser les contraintes d’antériorité, à partir des remarques suivantes.
Pour tout (𝑖1, 𝑖2) ∈ 𝐸, il existe toujours une représentation d’une solution telle
que ℓu�u�1 ≤ ℓ
u�
u�2
. En cas d’égalité (ℓu�u�1 = ℓ
u�
u�2
), la somme des oﬀsets 𝜏u�u�1 et 𝜏
u�
u�2
doit
être suﬃsante (≥ Δ) aﬁn d’éviter tout chevauchement ; sinon (ℓu�u�1 < ℓ
u�
u�2
), aucune
contrainte supplémentaire n’est nécessaire (du moins, pour satisfaire les relations
d’antériorité).
ℓu�u�2 − ℓ
u�
u�1
≥ 0 ∀(𝑖1, 𝑖2) ∈ 𝐸 (4.64)
𝜏u�u�1 + 𝜏
u�
u�2
≥ − (ℓu�u�2 − ℓ
u�
u�1
− 1)Δ ∀(𝑖1, 𝑖2) ∈ 𝐸 (4.65)
Comme précédemment, il est possible d’introduire, pour chaque activité 𝑖 telle
que 𝑝u� mod Δ ≠ 0, une variable binaire 𝜋u� qui permet de déterminer le nombre de
périodes intersectées par la fenêtre d’exécution de l’activité, ce qui revient ici à ﬁxer
l’écart entre ℓu�u� et ℓ
u�
u� . Toutefois, l’intérêt est moindre pour cette formulation, de par
sa compacité : cela ne permet pas de diminuer le nombre de variables soumises à
une contrainte d’intégrité explicite.
ℓu�u� − ℓ
u�
u� = ⌊
𝑝u�
Δ
⌋ + 𝜋u� ∀𝑖 ∈ 𝒜 (4.66)
𝜋u� ∈ {0, 1} ∀𝑖 ∈ 𝒜 (4.67)
Remarque. Si une activité 𝑖 ∈ 𝒜 est telle que 𝑝u� mod Δ = 0, il est alors possible de
lier directement ℓu�u� et ℓ
u�
u� .
ℓu�u� − ℓ
u�
u� =
𝑝u�
Δ
∀𝑖 ∈ 𝒜 (4.68)
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Chapitre 5
PARCPSP : méthodes
approchées et résultats
expérimentaux
Le PARCPSP étant un problème 𝐍𝐏-diﬃcile au sens fort, les approches de
PLNE présentées dans le chapitre précédent rencontrent de fortes limitations pour
des grandes instances du problème, surtout lorsque la durée des périodes diminue.
Ce chapitre propose ainsi diﬀérentes heuristiques pour résoudre le problème, dont
en premier lieu des algorithmes de liste inspirés des algorithmes parallèle et sériel
du RCPSP. Ensuite, une heuristique itérative intégrant ces algorithmes de liste et
un modèle de PLNE est proposée. Celle-ci est basée sur la résolution successive de
PARCPSP, en faisant diminuer progressivement la durée des périodes, en espérant
pouvoir exploiter les solutions réalisables pour une durée de périodes donnée, aﬁn
d’obtenir une solution réalisable lorsque la durée des périodes est inférieure, et ce,
malgré les résultats négatifs d’approximation démontrés dans le 3. Des résultats
expérimentaux concluent ce chapitre sur des instances de PARCPSP générées à
partir de la PSPLIB, bibliothèque d’instances de problèmes pour le RCPSP (Kolisch
et Sprecher 1996). Dans un premier temps, la qualité des heuristiques proposées
est évaluée en comparaison de la première formulation de PLNE. Dans un second
temps, les formulations de PLNE sont comparées entre elles, tant pour la qualité de
la relaxation que pour la résolution en nombres entiers. Les résultats concernant les
heuristiques et la comparaison avec la première formulation ont été publiés dans une
revue (Morin, Artigues et Haït 2017b). Des résultats préliminaires de comparaison
des formulations ont été présentés dans des colloques (Morin, Artigues et Haït
2017a ; Morin et al. 2018a,b).
5.1 Algorithmes de listes
Cette section est dédiée à la description d’algorithmes de listes pour le
PARCPSP. Tout d’abord, la notion de liste de priorité est déﬁnie, et des algorithmes
existants pour le RCPSP, parfois appelés Schedule Generation Schemes (SGS) dans
la littérature, sont abordés (description et propriétés). Ensuite, une adaptation de
ces algorithmes au cas du PARCPSP est proposée.
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5.1.1 Algorithmes basés sur des listes de priorité pour le RCPSP
Liste de priorité
Déﬁnition 5.1 (Liste de priorité). Une liste de priorité 𝜎 est une fonction bijective
qui, à une position 𝑗 ∈ {1,… , 𝑛}, associe une activité 𝑖 ∈ 𝒜. Cette fonction permet
donc de déﬁnir un ordre total de l’ensemble des activités (𝒜) à partir de l’ordre
croissant des positions ; cet ordre total doit être une extension de l’ordre partiel
induit par les relations d’antériorité (𝐸).
{
∀𝑗1 ∈ {1,… , 𝑛}
∀𝑗2 ∈ {1,… , 𝑛}
(𝜎(𝑗1), 𝜎(𝑗2)) ∈ 𝐸 ⇒ 𝑗1 < 𝑗2
Algorithme sériel
À partir d’une liste de priorité 𝜎, l’algorithme sériel, parfois appelé Serial Sche-
dule Generation Scheme (SSGS) dans la littérature, construit un ordonnancement
en considérant chaque activité une par une dans l’ordre induit par 𝜎, en faisant
démarrer chaque activité au plus tôt (à partir de la date 𝑡 = 0). Une version naïve
du SSGS est proposée dans l’algorithme 5.1 ci-après.
1 pour 𝑗 = 1 à 𝑛 faire
2 𝑖 ← 𝜎(𝑗)
3 𝑡 ← 0
4 tant que l’activité 𝑖 ne peut pas commencer à la date 𝑡 faire
5 𝑡 ← 𝑡 + 1
6 𝑆u� ← 𝑡
Algorithme 5.1 : Algorithme sériel pour le RCPSP
Algorithme parallèle
À partir d’une liste de priorité 𝜎, l’algorithme parallèle, parfois appelé Parallel
Schedule Generation Scheme (PSGS) dans la littérature, construit un ordonnance-
ment en essayant de faire commencer le plus grand nombre d’activités possible à un
instant donné, avant de passer à l’instant suivant (à partir de la date 𝑡 = 0). Une
version naïve du PSGS est proposée dans l’algorithme 5.2 ci-après.
1 𝒜′ ← ∅ /* activités déjà ordonnancées */
2 𝑡 ← 0
3 tant que 𝒜′ ≠ 𝒜 faire
4 pour 𝑗 = 1 à 𝑛 faire
5 𝑖 ← 𝜎(𝑗)
6 si (𝑖 ∉ 𝒜′) ∧ (L’activité 𝑖 peut commencer à la date 𝑡) alors
7 𝑆u� ← 𝑡
8 𝒜′ ←𝒜′ ∪ {𝑖}
9 𝑡 ← 𝑡 + 1
Algorithme 5.2 : Algorithme parallèle pour le RCPSP
92
Propriétés
Pour le RCPSP, il est possible de restreindre l’espace de recherche à l’ensemble
de solutions dominantes caractérisé par les propriétés suivantes.
1. Toutes les dates de début d’exécution sont entières (puisque toutes les don-
nées numériques, i.e. durées d’exécution, capacités des ressources et consom-
mations, sont supposées entières).
2. La date de début d’exécution pour toute activité coïncide soit avec la date
𝑡 = 0, soit avec la date de ﬁn d’exécution d’une autre activité. Ainsi, il existe
au plus 𝑛 + 1 instants auxquels un ou plusieurs événements de type début
et/ou ﬁn d’exécution se produisent.
Les versions naïves des algorithmes présentées précédemment n’ont pas une
complexité polynomiale en fonction du nombre d’activités (𝑛) et du nombre de
ressources (𝑚) ; en eﬀet, leur complexité est également proportionnelle à la durée
de la solution produite, à cause de l’incrément unitaire dans la boucle temporelle.
Cependant, en utilisant la deuxième remarque, il est possible de remplacer les ins-
tructions 𝑡 ← 𝑡 + 1 par 𝑡 ← next(𝑡), où next est une fonction qui renvoie, en temps
constant, la prochaine date à laquelle (au moins) un événement se produit. Avec
cette optimisation (sauvegarde en mémoire des dates de début/ﬁn avec mise à jour
du proﬁl de consommation sur chaque ressource à chaque placement d’activité), la
complexité du SSGS et du PSGS devient polynomiale.
De plus, il existe toujours une liste de priorité telle que la solution renvoyée par
le SSGS appliqué sur cette liste est optimale (pour une preuve de ce résultat, voir
par exemple Artigues et al. (2008), chapitre 6). Ce résultat ne s’applique pas au
PSGS.
5.1.2 Adaptation au cas du PARCPSP
La suite de cette section est dédiée à l’adaptation des algorithmes SSGS et
PSGS, initialement conçus pour le RCPSP, au cas du PARCPSP. En particulier, la
seule diﬀérence entre ces deux problèmes réside dans la déﬁnition des contraintes
de ressources. C’est pourquoi nous redéﬁnissons tout d’abord les tests de faisabilité
par rapport aux contraintes de ressources agrégées sur des périodes de même durée,
avant de passer aux pseudo-codes détaillés de ces algorithmes.
Calcul de la durée maximale d’exécution d’une activité dans une période
en fonction des contraintes de ressources agrégées
Soit 𝒜′ ⊂ 𝒜 un ensemble d’activités déjà ordonnancées, i.e. dont la date de
début d’exécution a déjà été ﬁxée. Soit 𝑖 ∈ 𝒜 ∖ 𝒜′ une nouvelle activité à ordon-
nancer.
Pour toute ressource 𝑘 ∈ ℛ, dans toute période ℓ ∈ ℤ, les contraintes de res-
sources agrégées par périodes induisent une borne supérieure, notée 𝐷u�,ℓ
(u�)
(𝒜′), sur
la durée d’exécution de l’activité 𝑖 dans la période ℓ, i.e. 𝐷u�,ℓ(𝑡), pour toute date de
début d’exécution 𝑡 ∈ ℝ, lorsque la consommation de l’activité 𝑖 sur la ressource 𝑘
est non nulle (𝑟u�,u�> 0). En eﬀet, en ne considérant que les activités dans 𝒜
′ ∪ {𝑖},
ces contraintes s’écrivent sous la forme :
∑
u�′∈u�′
𝑟u�′,u�𝐷u�′,ℓ(𝑆u�′) + 𝑟u�,u�𝐷u�,ℓ(𝑡) ≤ 𝑏u�Δ
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D’où :
𝐷u�,ℓ(𝑡) ≤ 𝐷u�,ℓ
(u�)
(𝒜′) =
𝑏u�Δ−∑u�′∈u�′ 𝑟u�′,u�𝐷u�′,ℓ(𝑆u�′)
𝑟u�,u�
Rappelons de plus que, par déﬁnition, 𝐷u�,ℓ(𝑡) ≤ Δ. Soit 𝐷u�,ℓ(𝒜
′) la durée
maximale d’exécution de l’activité 𝑖 dans la période ℓ qui respecte les contraintes
de ressources agrégées, simultanément pour tous les types de ressources.
𝐷u�,ℓ(𝒜
′) = min( Δ , min
u�∈ℛ ∶ u�u�,u�>0
(𝐷u�,ℓ
(u�)
(𝒜′)) )
Test de faisabilité de l’exécution d’une activité à date de début ﬁxée en
fonction des contraintes de ressources agrégées
Soit 𝒜′ ⊂ 𝒜 un ensemble d’activités déjà ordonnancées, i.e. dont la date de
début d’exécution a déjà été ﬁxée. Soit 𝑖 ∈ 𝒜 ∖ 𝒜′ une nouvelle activité à ordon-
nancer, telle que 𝐸⊖u� ⊆ 𝒜
′, i.e. tous les prédecesseurs de 𝑖 ont déjà été ordonnancés.
Soit 𝑡 ∈ ℝ une date de début d’éxecution potentielle pour l’activité 𝑖.
• La date 𝑡 est compatible avec les contraintes d’antériorité si et seulement si :
𝑡 ≥ max
u�′∈u�⊖u�
(𝑆u�′ + 𝑝u�′)
• La date 𝑡 est compatible avec les contraintes de ressources agrégées si et
seulement si 𝐷u�,ℓ(𝑡) ≤ 𝐷u�,ℓ(𝒜
′) dans toute période ℓ ∈ ℤ ; il est suﬃsant de
tester cette inégalité seulement dans les périodes [(ℓ − 1)Δ, ℓΔ] dont l’inter-
section avec l’intervalle [𝑡, 𝑡 + 𝑝u�] est non vide et non réduite à un point, i.e.
𝐷u�,ℓ(𝑡)> 0.
⋀
ℓ∈ℤ ∶ u�u�,ℓ(u�)>0
(𝐷u�,ℓ(𝑡) ≤ 𝐷u�,ℓ(𝒜
′))
Algorithme sériel
Le pseudo-code de cette procédure, adaptée pour le PARCPSP, est proposé
dans l’algorithme 5.3 page 95. Le principe reste similaire au SSGS pour le RCPSP :
boucle principale (externe) sur les activités, boucle auxiliaire (interne) sur le temps.
Algorithme parallèle
Le pseudo-code de cette procédure, adaptée pour le PARCPSP, est proposé
dans l’algorithme 5.4 page 96. Le principe reste similaire au PSGS pour le RCPSP :
boucle principale sur le temps, boucle auxiliaire sur les activités.
Exemple
Aﬁn d’illustrer le principe de fonctionnement de ces algorithmes, une description
pas à pas de l’exécution du SSGS sur une instance avec 𝑛 = 4 activités et 𝑚 = 2
ressources est proposée ci-après (cf. ﬁgure 5.1 page 97). La liste de priorité considérée
est 𝜎 = {1, 2, 3, 4}. Les contraintes de ressources sont agrégées sur des périodes de
durée Δ = 3.
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/* La notation 𝐷u�,ℓ(𝒜
′) est déﬁnie page 94. */
/* Le test réalisé ligne 12 est expliqué en détail page 94. */
1 𝒜′ ← ∅ /* activités déjà ordonnancées */
2 pour chaque 𝑗 = 1 à 𝑛 faire
3 𝑖 ← 𝜎(𝑗) /* l’activité 𝑖 est en position 𝑗 dans 𝜎 */
4 𝑡min ← maxu�′∈u�⊖u� (𝑆u�′ + 𝑝u�′) /* plus grande date de ﬁn parmi les prédécesseurs
*/
5 ℓ ← ⌊ u�minΔ ⌋
6 𝑆u� ← max (𝑡min, ℓΔ −𝐷u�,ℓ(𝒜
′))
7 si 𝑆u� = ℓΔ alors /* 𝐷u�,ℓ(𝒜
′) = 0 : l’activité 𝑖 ne peut pas commencer dans la
période ℓ */
8 répéter
9 ℓ ← ℓ + 1
10 𝑆u� ← ℓΔ−𝐷u�,ℓ(𝒜
′)
11 jusqu’à 𝑆u� < ℓΔ /* 𝐷u�,ℓ(𝒜
′)> 0 : l’activité 𝑖 peut peut-être commencer
dans la période ℓ */
12 tant que l’activité 𝑖 ne peut pas commencer à la date 𝑆u� faire
13 répéter
14 ℓ ← ℓ + 1
15 𝑆u� ← ℓΔ−𝐷u�,ℓ(𝒜
′)
16 jusqu’à 𝑆u� < ℓΔ /* 𝐷u�,ℓ(𝒜
′)> 0 : l’activité 𝑖 peut peut-être commencer
dans la période ℓ */
17 si 𝑝u� ≤ ℓΔ− 𝑆u� alors /* exécution de l’activité 𝑖 dans une seule période */
18 𝑆u� ← max (𝑡min, (ℓ − 1)Δ)
19 𝒜′ ←𝒜′ ∪ {𝑖} /* ajout de l’activité 𝑖 dans l’ensemble des activités
ordonnancées */
Algorithme 5.3 : Algorithme sériel pour le PARCPSP
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/* La notation 𝐷u�,ℓ(𝒜
′) est déﬁnie page 94. */
/* Le test réalisé ligne 11 est expliqué en détail page 94. */
1 𝒜′ ← ∅ /* activités déjà ordonnancées */
2 ℓ ← 1 /* démarrage dans la première période */
3 tant que 𝒜′ ≠ 𝒜 faire
4 𝑖∗ ← 0 /* convention pour n’indiquer aucune activité */
5 𝑡∗ ← ℓΔ /* date de début potentielle pour l’activité 𝑖∗ */
6 pour 𝑗 = 1 à 𝑛 faire
7 𝑖 ← 𝜎(𝑗) /* l’activité 𝑖 est l’activité en position 𝑗 dans 𝜎 */
8 si 𝑖 ∉ 𝒜′ et 𝐸⊖u� ⊆ 𝒜
′ alors
/* l’activité 𝑖 n’est pas encore ordonnancée */
/* tous les prédécesseurs de l’activité 𝑖 ont été ordonnancés */
9 𝑡min ← maxu�′∈u�⊖u� (𝑆u�′ + 𝑝u�′) /* plus grande date de ﬁn parmi les
prédécesseurs */
10 𝑡 ← max (𝑡min, ℓΔ −𝐷u�,ℓ(𝒜
′))
11 si 𝑡 < 𝑡∗ et l’activité 𝑖 peut commencer à la date 𝑡 alors
12 𝑖∗ ← 𝑖
13 𝑡∗ ← 𝑡
14 si 𝑖∗ = 0 alors /* plus aucune activité exécutable dans cette période */
15 ℓ ← ℓ + 1 /* passage à la période suivante */
16 sinon
17 si 𝑝u� ≤ ℓΔ− 𝑡
∗ alors /* exécution de l’activité 𝑖 dans une seule période */
18 𝑡min ← maxu�′∈u�⊖u� (𝑆u�′ + 𝑝u�′) /* plus grande date de ﬁn parmi les
prédécesseurs */
19 𝑆u� ← max(𝑡min, (ℓ − 1)Δ)
20 sinon
21 𝑆u�∗ ← 𝑡
∗
22 𝒜′ ←𝒜′ ∪ {𝑖∗} /* ajout de l’activité 𝑖∗ dans l’ensemble des activités
ordonnancées */
Algorithme 5.4 : Algorithme parallèle pour le PARCPSP
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(b) Solution générée par le SSGS et le PSGS
Fig. 5.1 : Exemple – Schedule Generation Scheme
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1. L’activité 1 a une demande non-nulle seulement sur la première ressource.
Celle-ci est exécutée à partir de la date 𝑡 = 0 ; ainsi, sa fenêtre d’exécu-
tion [0, 2] intersecte uniquelement la première période [0, 3]. Par déﬁnition, la
consommation moyenne est égale à 𝑟1,1
u�1,1(0)
Δ = 2 ×
2
3 =
4
3 .
2. L’activité 2 a une demande non-nulle seulement sur la deuxième ressource ;
son exécution peut donc également démarrer au plus tôt à la date 𝑡 = 0. Cette
fois-ci, la fenêtre d’exécution [0, 4] intersecte deux périodes : [0, 3] et [3, 6].
3. L’activité 3 doit être réalisée après l’activité 1 à cause d’une contrainte d’an-
tériorité : ainsi, son exécution ne peut pas commencer avant la date 𝑡 = 2. La
contrainte sur la première ressource agrégée dans la première période n’est pas
saturée ici, puisque la somme des consommations moyennes reste strictement
inférieure à la capacité.
4. L’activité 4 doit elle aussi être réalisée après l’activité 1 (contrainte d’anté-
riorité). Cependant, il est impossible de démarrer l’exécution de cette acti-
vité immédiatement après son prédécesseur à cause de la contrainte sur la
deuxième ressource agrégée dans la première période (capacité déjà atteinte).
De plus, à cause de la contrainte sur la même ressource mais dans la période
suivante, cette activité ne peut pas être exécutée avant la date 𝑡 = 4, 5.
Le lecteur pourra vériﬁer que cette solution, générée par le SSGS, est aussi celle
générée par le PSGS.
Propriétés
Les propriétés de dominance établies pour le RCPSP ne sont malheureusement
pas valides pour le PARCPSP.
• Il existe des instances pour lesquelles les solutions entières ne sont pas do-
minantes. C’est notamment le cas pour le premier exemple présenté dans le
chapitre 2 (cf. section 2.2), pour lequel toute solution entière réalisable a une
durée supérieure ou égale à 2, alors que la durée minimale atteignable vaut 1.
• Il existe des instances pour lesquelles les solutions avec au plus 𝑛 + 1 événe-
ments ne sont pas dominantes. C’est notamment le cas pour le second exemple
présenté dans le chapitre 2 (cf. section 2.2) : pour Δ = 2, la solution optimale
𝑆 = (0, 1, 4) est telle qu’aucun événement de début/ﬁn d’exécution ne coïncide
avec un autre (cf. ﬁgure 2.10 page 32).
Par ailleurs, ces algorithmes sont construits de telle sorte que la première activité
ordonnancée commence systématiquement au plus tôt, i.e. à la date 𝑡 = 0 ; or
l’ensemble des solutions qui commencent à la date 𝑡 = 0 n’est pas dominant pour
le PARCPSP. Par conséquent, s’il n’existe pas de solution optimale commençant à
la date 𝑡 = 0, alors il n’existe aucune liste de priorité qui permette de générer une
solution optimale (ni avec le SSGS, ni avec le PSGS). Cette remarque s’applique
au premier exemple présenté dans le chapitre 2. Cependant, le fait de devoir choisir
une date de début systématique pour l’exécution du projet semble diﬃcilement
contournable. En eﬀet, pour éviter d’avoir à faire ce choix arbitraire, il faudrait être
en mesure de trouver une date de début de projet pour laquelle il existe (au moins)
une solution optimale.
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5.2 Schéma de résolution itératif
La méthode heuristique de résolution du PARCPSP proposée ci-après combine
programmation mathématique (cf. modèles présentés dans le chapitre 4) et Schedule
Generation Schemes (cf. algorithmes présentés précédemment dans ce chapitre).
La taille des modèles mathématiques est inversement proportionnelle à la durée
des périodes Δ : en eﬀet, plus Δ est petit, plus le nombre de périodes est élevé, et
plus il est diﬃcile de résoudre jusqu’à l’optimalité. Par ailleurs, les solveurs peuvent
prendre en compte des informations supplémentaires aﬁn d’accélérer la résolution,
notamment lorsqu’on leur fournit des solutions réalisables et proches de l’optimum.
L’idée directrice du schéma de résolution est de résoudre successivement plusieurs
modèles en faisant décroître la durée des périodes au fur et à mesure, tout en
propageant de l’information d’une itération à la suivante.
Soit 𝑁 ∈ ℕ∗. Soit Δ0,Δ1,… ,Δu� des durées de périodes (réels strictement posi-
tifs) triées par ordre décroissant (Δ0> Δ1> ⋯> Δu�). L’objectif est de trouver une
solution optimale pour le PARCPSP déﬁni avec des périodes de durée Δu� (dernière
itération). Le schéma de résolution est déﬁni de la manière suivante.
1. Résoudre le problème déﬁni avec des périodes de durée Δ0 par PLNE
2. À chaque iteration 𝑖 = 1 à 𝑁 :
(a) Générer un ensemble de solutions réalisables pour le problème déﬁni avec
des périodes de durée Δu�, en réparant les meilleures solutions sauvegar-
dées au cours des itérations précédentes
(b) Résoudre le problème déﬁni avec des périodes de durée Δu� par PLNE,
en accélérant potentiellement la résolution grâce aux bornes supérieures
générées (démarrage à chaud du solveur, ou warm start)
Ce processus itératif est décrit de manière détaillé dans l’algorithme 5.5
page 100. Cet algorithme utilise des ensembles de solutions dont la taille est li-
mitée, appelées pool, aﬁn de garder uniquement un certain nombre de solutions,
tout en conservant les meilleures à chaque insertion. Cette structure de données
utilise les primitives suivantes :
• Pool(𝑀)
Constructeur ; le paramètre 𝑀 indique le nombre maximal de solutions pou-
vant être stockées dans le pool.
• PoolGetAllHints(𝑃)
Itérateur en lecture seule ; permet de parcourir l’ensemble des éléments dans
le pool 𝑃.
• PoolInsert(𝑃, 𝑆)
Permet d’ajouter des éléments dans un pool.
– Si le pool 𝑃 n’est pas rempli, i.e. n’a pas atteint sa taille maximale, la
solution 𝑆 est insérée dans 𝑃 systématiquement.
– Sinon, 𝑃 est déjà rempli. Soit 𝑆′ la solution de moins bonne qualité dans
𝑃.
* Si 𝑆 est meilleure que 𝑆′, alors 𝑆′ est retirée de 𝑃, tandis que 𝑆 est
ajoutée dans 𝑃.
* Sinon, par déﬁnition de 𝑆′, 𝑆 est de moins bonne qualité que toutes
les solutions dans 𝑃 ; 𝑆 est alors ignorée, i.e. le pool n’est pas modiﬁé.
Le processus de réparation d’une solution 𝑆 (première phase de la procédure
RepairAndExploreFrom()) est eﬀectué en deux étapes.
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1 pour 𝑖 = 0 à 𝑁 faire
2 𝐿𝐵u� ← 0
3 𝑃u� ← Pool(𝑀)
4 si 𝑖 = 0 alors
5 pour 𝑆 ∈ Explore(Δu�, 𝜌) faire
6 PoolInsert(𝑃u�, 𝑆)
7 sinon
8 pour 𝑗 = 0 à 𝑖 − 1 faire
9 si Δu� mod Δu� ≠ 0 alors
/* Aucun lien a priori entre les problèmes déﬁnis avec des périodes de
durée Δu� et Δu� */
10 pour 𝑆 ∈ PoolGetAllHints(𝑃u�) faire
11 pour 𝑆′ ∈ RepairAndExploreFrom(𝑆,Δu�, 𝜌) faire
12 PoolInsert(𝑃u�, 𝑆
′)
13 sinon
/* Le problème déﬁni avec des périodes de durée Δu� est une
relaxation de celui déﬁni avec des périodes de durée Δu� */
14 𝐿𝐵u� = max(𝐿𝐵u�, 𝐿𝐵u�)
15 pour 𝑆 ∈ PoolGetAllHints(𝑃u�) faire
16 pour 𝑆′ ∈ ExploreFrom(𝑆,Δu�, 𝜌) faire
17 PoolInsert(𝑃u�, 𝑆
′)
18 𝑈𝐵u�, 𝐿𝐵u� ← SolveMIPWarmStart(Δu�, PoolGetAllHints(𝑃u�), 𝐿𝐵u�)
19 PoolInsert(𝑃u�, 𝑈𝐵u�)
Algorithme 5.5 : Iterative Solution Scheme
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1. Transformation de 𝑆 en une liste de priorité 𝜎 qui conserve l’ordre croissant
des dates de début
{
∀𝑗1 ∈ {1,… , 𝑛}
∀𝑗2 ∈ {1,… , 𝑛}
𝑆u�(u�1) ≤ 𝑆u�(u�2) ⇒ 𝑗1 ≤ 𝑗2
2. Application d’une heuristique (SSGS, PSGS) sur 𝜎
De plus, aﬁn d’apporter de la diversité dans le pool de solutions, de nouvelles
solutions sont générées aléatoirement à partir de listes de priorités modiﬁées, obte-
nues en échangeant si possible les positions de deux activités successives avec une
probabilité 𝜌 (seconde et dernière phase de la procédure RepairAndExploreFrom(),
et procédure ExploreFrom() ; cf. algorithme 5.6 ci-après).
1 pour chaque 𝑗 = 2 à 𝑛 faire
2 𝑖1 ← 𝜎(𝑗 − 1)
3 𝑖2 ← 𝜎(𝑗)
4 si (rand(0, 1) ≤ 𝜌) ∧ ((𝑖1, 𝑖2) ∉ 𝐸) alors
5 𝜎(𝑗 − 1) ← 𝑖2
6 𝜎(𝑗) ← 𝑖1
Algorithme 5.6 : Randomisation aléatoire d’une liste de priorité
L’eﬃcacité de cette méthode dépend de deux facteurs principaux : d’une part,
le nombre d’itérations 𝑁 ; d’autre part, les variations de la séquence décroissante
(Δu�)0≤u�≤u�. Aﬁn de propager une information d’aussi bonne qualité que possible
tout au long du processus, le pas de décrémentation (Δu� − Δu�−1) doit diminuer
d’itération en itération.
5.3 Évaluation expérimentale des heuristiques
5.3.1 Description des schémas de résolution
Nous comparons ici trois schémas de résolution.
1. La première méthode [M1] consiste à utiliser les algorithmes SSGS et PSGS
sur un grand nombre de listes de priorité.
2. La seconde méthode [M2] utilise la première formulation indexée par les pé-
riodes, en fournissant au solveur des solutions réalisables (obtenues avec la
méthode [M1]) pouvant être utilisées comme point de départ de la résolution
(démarrage à chaud).
3. La troisième méthode [M3] correspond au schéma de résolution itératif pré-
senté dans la section précédente. Plusieurs problèmes sont résolus les uns après
les autres ; d’une itération à la suivante, la durée des périodes décroit, et l’en-
semble des solutions initiales fournies au solveur est mis à jour en réparant
les solutions obtenues lors des itérations précédentes.
Les instances avec 30 activités et 4 ressources de la PSPLIB ont été utilisées (480
instances). Le nombre maximal de listes de priorité considérées a été ﬁxé à 1000 ;
en partant de la liste de priorité qui correspond à la permutation identité (toujours
valide pour les instances de la PSPLIB), de nouvelles listes sont générées en utilisant
l’algorithme 5.6 page 101, avec une probabilité d’échange de deux indices consécutifs
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(𝜌) ﬁxée à 20%. Pour la résolution des programmes linéaires en nombres entiers, le
solveur utilisé est CPLEX 12.6.2 (IBM) ; pour chaque résolution, le temps de calcul
maximal autorisé est de 3600 secondes.
5.3.2 Analyse des résultats
Les résultats pour l’ensemble des méthodes concernant l’écart (gap) à la
meilleure borne supérieure (upper bound UB) ainsi que les temps de calcul (time)
sont présentés dans le tableau 5.1. Le nombre de solutions optimales est également
indiqué pour les méthodes [M1] and [M2].
Concernant la méthode [M3], il est important de noter que les résultats sont
cumulatifs, c’est-à-dire que, pour la 𝑟ième ligne :
• Le problème résolu est le PARCPSP avec des périodes de durée Δu� (la valeur
de Δu� apparaît dans la colonne la plus à gauche).
• Le processus itératif comporte 𝑟 iterations : les valeurs des durées des périodes
d’itération en itération sont Δ1,Δ2, ⋯ ,Δu� (cf. lignes au-dessus).
• Les résultats prennent en compte l’ensemble du processus itératif (toutes les
itérations).
En termes d’écart à la meilleure borne supérieure, les meilleures solutions sont
toujours trouvées par la méthode [M3]. On peut remarquer que l’écart pour la
méthode [M1] est assez grand, en particulier pour des grandes valeurs de Δ. Ce
phénomène peut être expliqué par le fait que les solutions construites par les al-
gorithmes de liste commencent invariablement à la date 𝑡 = 0 ; or, cette classe de
solutions n’est pas dominante pour le PARCPSP.
En termes de temps de calcul, les algorithmes de liste sont très rapides. De plus,
la méthode [M3] est parfois plus rapide que la méthode [M2] : c’est le cas lorsque
Δ est compris entre 4.5 et 2.5. La méthode [M3] parvient à prouver l’optimalité
pour un plus grand nombre d’instances, mais le nombre de solutions optimales sup-
plémentaires trouvées décroit avec Δ. Cela montre que le processus itératif permet
de réduire le temps de calcul, en dépit du fait qu’il soit bien plus complexe, puisque
plusieurs programmes linéaires en nombres entiers sont résolus au cours de celui-ci.
Néanmoins, l’information obtenue en réparant des solutions est utile aﬁn d’accélé-
rer la résolution, jusqu’à un certain point. En eﬀet, quand Δ devient trop petit, la
qualité de l’information propagée tout au long du processus itératif est de moins
en moins bonne. Cette caractéristique est cohérente avec les propriétés présentées
dans le chapitre 3.
Dans la suite, une analyse plus détaillée des performances de la méthode [M3],
la plus performante, est réalisée sur un échantillon de 48 instances parmi celles de
la PSPLIB (J30), aﬁn d’étudier l’impact de la durée des périodes et les caracté-
ristiques des instances. Les instances de la PSPLIB sont générées en fonction de
trois paramètres. À chaque triplet de valeur possible correspond une classe de 10
instances dans la PSPLIB ; la première instance de chaque classe est sélectionnée.
1. Network Complexity (NC)
Ce paramètre permet de mesurer la densité du graphe d’antériorité. Plus la
valeur du paramètre est grande, plus le graphe est dense. Ce paramètre peut
prendre 3 valeurs : 1.50, 1.80, 2.10.
2. Resource Factor (RF)
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Ce paramètre permet de quantiﬁer le nombre de ressources dont une activité
a besoin au cours de son exécution. Ce paramètre peut prendre 4 valeurs, de
0.25 (1 ressource sur 4 utilisée) à 1 (4 ressources sur 4 utilisées).
3. Resource Strength (RS)
Ce paramètre permet de comparer les capacités des ressources aux consomma-
tions des activités. Plus la valeur de ce paramètre est grande, plus le nombre
d’activités pouvant être exécutées en parallèle est grand, car les capacités
des ressources sont grandes par rapport aux consommations des activités. Ce
paramètre peut prendre 4 valeurs : 0.75, 0.70, 0.50, 0.20.
Le tableau 5.2 indique, pour des durées de périodes Δ ∈ {1, 2, 3, 4, 5}, et pour
chaque classe regroupant les instances avec les mêmes paramètres, l’écart moyen à
l’issue du branch-and-bound de la dernière itération, ainsi que le temps de calcul
moyen, limité ici à 1800 secondes. Les résultats montrent que le temps de calcul
et le gap augmentent lorsque NC diminue, RF augmente, et RS diminue. Cette
tendance est similaire avec les résultats établis pour le RCPSP : les instances sont
plus diﬃciles à résoudre lorsque le graphe d’antériorité est peu dense, les activités
utilisent un nombre important de ressources, et les contraintes de ressources ne per-
mettent d’exécuter simultanément qu’un petit nombre d’activités. De plus, lorsque
les contraintes de ressources sont très agrégées (i.e. Δ est grand), l’impact des trois
paramètres est plus faible : cela peut s’expliquer par le fait qu’il est plus facile de
résoudre le programme linéaire en nombres entiers, notamment parce que le mo-
dèle, indexé par les périodes, est de plus petite taille. Cependant, les instances pour
lesquelles RS vaut 0.20 restent diﬃciles : pour Δ = 5, l’optimalité n’est atteinte que
9 fois sur 12, avec un temps moyen de 602 secondes.
Par ailleurs, il est également pertinent d’évaluer, en fonction des mêmes indica-
teurs, le gain en termes de durée du projet obtenu en agrégeant les contraintes de
ressources par période. Le tableau 5.3 indique quel est l’écart entre l’optimum du
RCPSP et l’optimum du PARCPSP. Parmi la même sélection de 48 instances, sont
prises en compte celles pour lesquelles l’optimalité a été prouvée à la ﬁn du processus
itératif. Ici, on peut remarquer que le seul paramètre ayant un impact observable
sur l’écart RCPSP/PARCPSP est RS. En particulier, l’optimum du RCPSP et l’op-
timum du PARCPSP sont identiques lorsque RS = 1, ce qui est cohérent avec le fait
que tout se passe comme s’il n’y avait pas de contraintes de ressources. Par ailleurs,
plus la durée des périodes sur lesquelles les contraintes de ressources sont agrégées
est grande, plus cet écart est grand. Ce phénomène est particulièrement marqué
pour les instances telles que RS = 0.20, puisque l’écart atteint 20% pour Δ = 5.
Il est également intéressant de remarquer que l’écart est déjà signiﬁcatif lorsque les
contraintes de ressources sont agrégées sur des périodes de durée unitaire (Δ = 1) :
même sur de petites périodes, le fait d’autoriser les activités à démarrer à n’im-
porte quelle instant dans une période, tout en limitant non plus la consommation
totale instantanée mais la consommation totale moyenne par période, permet une
diminution non négligeable de la durée du projet.
5.4 Comparaison expérimentale des formulations
PLNE
Cette section est dédiée à la comparaison des deux formulations indexées par
période présentées dans le chapitre 4 (cf. sections 4.2.1 et 4.2.2 pages 74 et 79).
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Δ = 1 Δ = 2 Δ = 3 Δ = 4 Δ = 5
All (48) 2.31 3.83 4.62 5.09 6.02
NC=1.50 (16) 2.44 4.22 4.98 5.22 5.24
NC=1.80 (16) 1.95 3.23 4.16 4.77 7.29
NC=2.10 (16) 2.51 4.02 4.72 5.26 5.38
RF=1.00 (12) 1.46 2.28 2.76 2.99 4.66
RF=0.75 (12) 1.77 2.50 3.06 3.57 5.45
RF=0.50 (12) 3.31 5.91 6.97 7.67 8.00
RF=0.25 (12) 2.39 4.01 4.98 5.34 5.69
RS=1.00 (12) 0.00 0.00 0.00 0.00 0.00
RS=0.70 (12) 0.75 0.82 0.82 0.82 0.82
RS=0.50 (12) 3.58 5.16 5.74 6.10 6.39
RS=0.20 (12) 6.75 13.27 17.15 19.38 20.47
Tab. 5.3 : Écart moyen (%) entre le RCPSP et le PARCPSP
5.4.1 Comparaison des relaxations linéaires
Les relaxations linéaires des deux formulations ont été testées dans les deux
conﬁgurations suivantes.
1. Test du modèle de base
(a) Pour la formulation 1, les contraintes (4.2) à (4.18) et (4.19) (démarrage
du projet dans la première période) sont prises en compte.
(b) Pour la formulation 2, les contraintes (4.27) à (4.39) et (4.41) sont prises
en compte, sauf les contraintes d’antériorité agrégées (4.28) qui sont rem-
placées par les contraintes d’antériorité désagrégées (4.40).
Les résultats pour cette conﬁguration sont répertoriés dans le tableau 5.4a.
2. Test du modèle renforcé avec les variables 𝜋u� et les contraintes associées
(a) Pour la formulation 1, les contraintes (4.18) (intégrité explicite des va-
riables binaires permettant d’identiﬁer dans quelle période une activité
termine son exécution) sont supprimées, et les contraintes (4.20) à (4.26)
sont ajoutées.
(b) Pour la formulation 2, les contraintes (4.38) sont supprimées, et les
contraintes (4.42) à (4.49) sont ajoutées.
Avant de lancer la résolution, le nombre de périodes utilisées pour construire
le modèle est réduit autant que possible de manière heuristique. Les algorithmes
SSGS et PSGS sont appliqués sur 1000 listes de priorité générées à partir de la
permutation identité et l’algorithme 5.6 page 101 (𝜌 = 20%). Pour la résolution des
programmes linéaires (relaxations d’une part, en nombres entiers d’autre part), le
solveur utilisé est CPLEX 12.6.2 (IBM).
Les tests ont été réalisés sur les 480 instances de projets de la PSPLIB compor-
tant 30 activités et 4 ressources (J30), avec des périodes de durée Δ ∈ {1, 2, 3, 4, 5}.
Les résultats sont regroupés dans le tableau 5.4 page 107. Les indicateurs présentés
pour chaque valeur de Δ sont détaillés ci-après.
• Time F1 (exprimé en secondes)
Temps de calcul utilisé par la première formulation indexée par les périodes
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2 0,121 0,300 1 63 63 0,92 7,01 25,62
1 0,326 0,269 5 159 159 2,18 6,59 34,38
(b) Avec les variables 𝜋u�
Tab. 5.4 : Comparaison des relaxations des formulations indexées par période
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• Time F2 (exprimé en secondes)
Temps de calcul utilisé par la seconde formulation indexée par les périodes
• # (CP < LB1)
Nombre d’instances pour lesquelles la valeur de la relaxation de la première
formulation est strictement meilleure que la longueur du chemin critique (cri-
tical path CP) dans le graphe d’antériorité.
• # (CP < LB2)
Nombre d’instances pour lesquelles la valeur de la relaxation de la seconde for-
mulation est strictement meilleure que la longueur du chemin critique (critical
path CP) dans le graphe d’antériorité.
• # (LB1 < LB2)
Nombre d’instances pour lesquelles la valeur de la relaxation de la seconde
formulation est strictement meilleure que celle de la première formulation.
Rappelons que, d’après la proposition 4.3 page 82, la relation LB 1 ≤ LB 2
est toujours valide.
• Gap (exprimé en %)
Écart relatif moyen entre les valeurs des deux relaxations ; ici, les 480 instances
sont prises en compte.
• Gap (LB 1 < LB 2) (exprimé en %)
Écart relatif moyen entre les valeurs des deux relaxations ; ici, seules les ins-
tances pour lesquelles la seconde formulation domine strictement la première
sont prises en compte.
• Gap max (exprimé en %)
Écart relatif maximal entre les valeurs des deux relaxations
Pour les deux formulations, l’introduction de la variable 𝜋u� permet de diminuer
considérablement les temps de calcul. Ceci est particulièrement vrai pour la seconde
formulation lorsque la durée des périodes Δ diminue.
Concernant les conﬁgurations sans la variable 𝜋u� (cf. tableau 5.4a page 107), les
valeurs des deux relaxations ne sont jamais meilleures que la longueur du chemin
critique.
En revanche, pour les conﬁgurations avec la variable 𝜋u� (cf. tableau 5.4b
page 107), la valeur de la première formulation est meilleure que cette borne dans
quelques cas lorsque Δ est petit ; cependant, cette valeur est toujours dominée par
la valeur de la seconde formulation, et même dominée strictement sur un nombre
d’instances de plus en plus en grand lorsque Δ diminue. Les écarts relatif moyens
et maximaux entre les deux modèles décroient également avec Δ.
La première formulation tourne plus rapidement que la seconde, sauf avec les
variables 𝜋u� lorsque Δ = 1. Ce phénomène est sans doute dû au fait que, dans ce
cas, toutes les durées (entières) d’exécution des activités sont des multiples de Δ.
Les variables 𝜋u� ne sont donc jamais introduites, mais les contraintes (4.49) sont
ajoutées, permettant ainsi de diminuer le nombre de variables (relations d’égalité
liant les variables 𝜆u�,ℓ et 𝜇u�,ℓ).
5.4.2 Comparaison des formulations (en nombres entiers)
Ici, seuls les résultats pour la deuxième conﬁguration sont présentés. En eﬀet, les
résultats des tests des relaxations linéaires montrent que les formulations renforcées
avec les variables 𝜋u� (et les contraintes associées) sont meilleures à la fois en termes
de temps de calcul et de qualité de la borne inférieure. Les test ont été réalisés
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sur une sélection de 48 instances de projets de la PSPLIB comportant 30 activités
et 4 ressources (J30), également avec des périodes de durée Δ ∈ {1, 2, 3, 4, 5}. Les
résultats sont regroupés dans le tableau 5.5 page 110. Les indicateurs présentés pour
chaque valeur de Δ sont détaillés ci-après.
• Time (exprimé en secondes)
Temps de calcul moyen sur l’ensemble des 48 instances, limité à 3600 secondes
par instance
• # Opt
Nombre d’instances résolues jusqu’à l’optimalité
• # UB Fail
Nombre d’instances pour lesquelles le solveur n’est pas parvenu à trouver une
solution en nombres entiers dans le temps de calcul imparti pour la résolution.
• Gap (exprimé en %)
Écart relatif moyen entre la borne supérieure (meilleure solution entière trou-
vée) et la borne inférieure à la ﬁn du branch-and-bound ; ici, seules les instances
n’ayant pas été résolues jusqu’à l’optimalité et pour lesquelles le solveur a trou-
vé une borne supérieure (solution en nombres entiers) sont prises en compte.
Pour les deux formulations, de Δ = 5 à 2, le temps de calcul augmente ; en
revanche, pour Δ = 1, le temps de calcul diminue. La même hypothèse évoquée
précédemment pourrait expliquer ce phénomène : pour Δ = 1, la variable 𝜋u� n’est
jamais introduite, puisque les durées des activités (entières) sont toutes des multiples
de Δ. Ainsi, des contraintes d’égalité ((4.26) pour la première formulation, (4.48)
et (4.49) pour la seconde) permettent de réduire le nombre de variables ; aussi, les
quatre familles de contraintes liées à la variable 𝜋u� ne sont jamais introduites dans
les modèles ((4.22) à (4.25) pour la première formulation, (4.44) à (4.47) pour la
seconde). Les instances pour lesquelles Δ = 1 semblent plus faciles à résoudre que
celles pour lesquelles Δ = 2 ; cela est corroboré par le fait que, pour la seconde
formulation, le solveur ne trouve pas de borne supérieure (solution entière) pour
une instance lorsque Δ = 2.
De Δ = 5 à 3, la première formulation est plus lente que la seconde, mais plus
rapide pour Δ = 2 et 1. De manière similaire, pour les valeurs de Δ les plus grandes,
plus d’instances sont résolues jusqu’à l’optimalité par la seconde formulation que
par la première ; c’est le contraire pour les valeurs de Δ les plus petites. Cela peut
être lié à la taille des modèles, qui décroit avecΔ, et plus rapidement pour la seconde
formulation, car les contraintes d’antériorité agrégées (4.28) ont été remplacées par
leur version désagrégée (4.40). Néanmoins, en termes d’écart relatif à la ﬁn du
branch-and-bound, la seconde formulation est en moyenne toujours meilleure que la
première.
109
Δ
Time
(s)
# Opt
(/48)
# UB Fail
(/48)
Gap
(%)
5 137,18 47 0 3,87
4 258,29 46 0 2,57
3 362,34 44 0 5,70
2 381,71 44 0 7,61
1 316,31 44 0 13,33
(a) Formulation 1 avec les variables 𝜋u�
Δ
Time
(s)
# Opt
(/48)
# UB Fail
(/48)
Gap
(%)
5 66,84 48 0 N/A
4 220,96 47 0 0,62
3 327,34 44 0 3,27
2 414,60 43 1 5,45
1 379,35 43 0 7,29
(b) Formulation 2 avec les variables 𝜋u�
Tab. 5.5 : Comparaison des formulations indexées par période
110
Conclusion
La littérature consacrée à la gestion de projet est d’une immense diversité. Le
problème d’ordonnancement de projet sous contraintes de ressources (RCPSP) est
le problème standard dans ce domaine, qui convient particulièrement à un niveau
de décision opérationnel. De nombreuses variantes ont été proposées aﬁn de prendre
en compte des contraintes spéciﬁques. Certaines d’entre elles sont plus adaptées à
un niveau de décision tactique, car elles permettent une gestion plus souple de la
durée des activités et de leurs consommations en ressources.
Le problème introduit dans cette thèse, intitulé problème d’ordonnancement de
projet sous contraintes de ressources avec agrégation périodique (PARCPSP), se
situe entre ces deux niveaux de décision : en eﬀet, l’aspect temporel est géré de ma-
nière ﬁne, notamment en ce qui concerne les relations d’antériorité entre activités,
tandis que l’évaluation de la consommation des ressources est discrétisée et agrégée
sur des périodes de même durée. Contrairement à d’autres problèmes qui auto-
risent plus de ﬂexibilité concernant l’exécution d’une activité au cours du temps,
tels que le Rough Cut Capacity Planning (RCCP, introduit par Hans 2001) ou le
RCPSP avec intensité variable (RCPSVP, introduit par Kis 2005), les durées opé-
ratoires sont ici connues, et les consommations des activités sur les ressources sont
constantes au cours du temps. De plus, les dates de début et de ﬁn d’activités sont
modélisées comme des variables continues, ce qui permet d’assurer l’existence de
solutions réalisables, contrairement à d’autres problèmes où le temps est discrétisé,
comme le RCPSP avec ressources partiellement renouvelables (RCPSP/𝜋 introduit
par Böttcher et al. 1999).
Nous avons établi que le PARCPSP est un problème 𝐍𝐏-diﬃcile : il s’agit donc
d’un problème combinatoire diﬃcile. De plus, nous avons montré que de nombreuses
règles de dominance courantes pour d’autres problèmes classiques en ordonnance-
ment ne sont pas valides pour ce problème. En particulier, les solutions entières ne
sont pas dominantes, et la faisabilité d’une solution peut être altérée lorsqu’elle est
décalée dans le temps.
Nous avons ainsi été amenés à déﬁnir les concepts de faisabilité locale, carac-
térisant les solutions pouvant devenir réalisables après translation, et de faisabilité
globale, caractérisant les solutions qui sont réalisables et qui le restent après trans-
lation, qui peuvent être vériﬁés en temps polynomial. Grâce à ces concepts, nous
avons pu établir des liens forts entre le PARCPSP et le RCPSP, le premier étant une
relaxation du second, mais qui fournit une approximation arbitrairement mauvaise
dans le pire cas. Nous avons également montré qu’une variation de la durée des pé-
riodes sur lesquelles les contraintes de ressources sont agrégées peut complètement
changer l’espace des solutions.
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Ensuite, nous avons proposé des modèles exacts de programmation linéaire en
nombres entiers pour ce problème. Deux modèles originaux à temps mixte (variables
continues pour les dates de début et de ﬁn, et discrétisation périodique) ont été
proposés et comparés théoriquement en termes de qualité de leur relaxation linéaire,
le second dominant strictement le premier. Un modèle compact a également été
présenté. Ces trois modèles ont pu être renforcés en exploitant la non-préemption
des activités ainsi que la non-variabilité des durées d’exécution.
Enﬁn, des approches heuristiques dédiées au PARCPSP ont été proposées. Des
algorithmes classiques de la littérature à base de listes de priorité ont été adaptés
aﬁn de prendre en compte l’agrégation des contraintes de ressource. Par ailleurs, un
schéma de résolution itératif combinant les méthodes précédentes et considérant un
horizon temporel de moins en moins agrégé a aussi été implémenté. Les résultats
expérimentaux montrent que le problème est diﬃcile à résoudre, même pour des
instances de taille modeste avec seulement 30 tâches.
De nombreuses perspectives de recherches sont envisageables aﬁn d’approfon-
dir l’étude du PARCPSP. Un premier axe de recherche concerne les méthodes de
résolution du problème.
D’un point de vue théorique, la formulation compacte n’a pas une bonne re-
laxation linéaire, car les techniques utilisées pour linéariser le modèle requièrent
l’utilisation de contraintes de type big-ℳ. Néanmoins, d’un point de vue computa-
tionnel, il serait intéressant d’évaluer ses performances par rapport aux formulations
indexées par période.
La mise en place de schémas de décomposition pour le PARCPSP est aussi une
piste intéressante. Par exemple, des formulations étendues proposées pour le RCPSP
pourraient être adaptées à ce problème. L’une des diﬃcultés à surmonter concerne
l’aspect temporel continu du PARCPSP, qui impacte également les contraintes de
ressources agrégées par période. Nous avons présenté dans (Morin et al. 2018a) un
travail préliminaire sur une telle décomposition, dont l’exploitation peut constituer
une piste de recherche à court terme (les dates de début sont représentées dans le
problème maître non pas par une variable continue, mais prennent leurs valeurs
dans un sous-ensemble ﬁni et discret, ces valeurs étant générées dynamiquement
par le sous-problème).
Concernant les heuristiques, les algorithmes de listes adaptés pour le PARCPSP
ont une complexité pseudo-polynomiale, puisqu’elle dépend du nombre de périodes
utilisées par la solution construite. Le pseudo-code de ces procédures pourrait être
retravaillé aﬁn d’atteindre une complexité au pire cas polynomiale. De plus, la
question de l’existence d’un algorithme de liste avec la garantie de l’existence d’une
liste de priorité menant à une solution optimale est toujours ouverte.
Par ailleurs, des méthodes de résolution basées sur d’autres paradigmes comme
la programmation par contraintes pourraient aussi être étudiées. Là encore, l’as-
pect continu du problème pourrait être perçu comme un obstacle, ou alors comme
une opportunité d’étudier la version discrète du problème. Des méthodes hybrides
mêlant programmation par contraintes et programmation linéaire en nombres en-
tiers, comme celle implémentée par Artigues et al. (2009) pourraient également être
testées, en distinguant deux échelles de temps : l’une détaillée pour l’exécution des
activités en termes de dates et de relations de séquence, l’autre agrégée pour la
consommation des ressources.
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Concernant la subdivision de l’horizon temporel en périodes, seul le cas uni-
forme a été traité dans ce manuscrit. Une perspective de recherche concerne donc
la généralisation des propriétés et des modèles aux cas de subdivisions temporelles
non uniformes, et de les transposer dans des approches de résolution basées sur des
horizons glissants.
La fonction objectif considérée dans cette thèse est la durée du projet à mini-
miser. D’autres objectifs pourraient être considérés, par exemple liés à l’utilisation
des ressources, comme le lissage de la consommation sur l’horizon de planiﬁcation,
ou la minimisation des coûts engendrés par le recours à des ressources externes.
Plusieurs variantes du PARCPSP se prêtent à des approches multi-niveaux, no-
tamment des modèles intégrés mêlant planiﬁcation et ordonnancement. Pour cela,
il est nécessaire d’apporter de la ﬂexibilité au niveau de décision tactique. Cela
devient possible en considérant par exemple des activités de durée variable, inverse-
ment proportionnelle à leur consommation instantanée (puissance) en ressources, la
complétion d’une activité étant dans ce cas déterminée par une quantité d’énergie
à fournir.
Enﬁn, les modèles considérés ici sont déterministes : ils ne permettent pas de
gérer les aléas survenant au cours du projet, liés à la durée des activités ou la dis-
ponibilité des ressources. Par conséquent, des méthodes à base de scénarios issues
d’une décomposition hiérarchique de la décision avec une politique robuste au ni-
veau tactique (planiﬁcation) et réactive au niveau opérationnel (ordonnancement)
pourraient ainsi être mises en œuvre.
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RÉSUMÉ
La structure de projet se retrouve dans de nombreux contextes de l’industrie et des services.
Il s’agit de réaliser un ensemble d’activités pouvant être connectées par des liens logiques de sé-
quence (antériorité), en faisant appel à des ressources disponibles en quantité limitée. L’objectif est
la minimisation d’un critère généralement lié à la durée ou au coût du projet. La plupart des pro-
blèmes d’ordonnancement de projet dans la littérature considèrent une unité de temps commune
pour la détermination des dates d’exécution des activités et pour l’évaluation instantanée du respect
des capacités des ressources qu’elles utilisent. Or, s’il est souvent nécessaire en pratique d’obtenir un
calendrier détaillé des plages d’exécution des activités, l’utilisation des ressources peut être évaluée
sur un horizon plus agrégé, commepar exemple les quarts de travail des employés. Dans cette thèse,
un nouveau modèle intégrant ces deux échelles de temps est présenté afin de définir le problème
d’ordonnancement de projet avec agrégation périodique des contraintes de ressources (PARCPSP).
Ce problème est étudié du point de vue de la théorie de la complexité et des propriétés structu-
relles sont établies, mettant notamment en évidence des diﬀérences majeures avec le problème
classique d’ordonnancement de projet sous contraintes de ressources (RCPSP). De ces propriétés
sont dérivées des formulations exactes basées sur la programmation linéaire en nombres entiers,
comparées en termes de qualité de la relaxation linéaire. Par ailleurs, plusieurs heuristiques, telles
que des algorithmes de liste, ou une méthode approchée basée sur une résolution itérative qui ex-
ploite diﬀérentes échelles de temps, sont proposées. Les résultats expérimentauxmontrent l’intérêt
de ces diﬀérentes méthodes et illustrent la diﬃculté du problème.
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