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ABSTRACT
The Wide Field InfraRed Survey Telescope (WFIRST) was the highest ranked
large space-based mission of the 2010 New Worlds, New Horizons decadal survey. It
is now a NASA mission in formulation with a planned launch in the mid-2020’s. A
primary mission objective is to precisely constrain the nature of dark energy through
multiple probes, including Type Ia supernovae. Here, we present the first realistic
simulations of the WFIRST SN survey based on current hardware specifications and
using open-source tools. We simulate SN light curves and spectra as viewed by the
WFIRST wide-field channel (WFC) imager and integral field channel (IFC) spec-
trometer, respectively. We examine 11 survey strategies with different time allocations
between the WFC and IFC, two of which are based upon the strategy described by
the WFIRST Science Definition Team, which measures SN distances exclusively from
IFC data. We apply selection criteria and analysis methods based on recent SN cos-
mological analyses. We propagate statistical and, crucially, systematic uncertainties
to predict the dark energy task force figure of merit (DETF FoM) for each strategy.
The increase in FoM values with SN search area is limited by the overhead times for
each exposure, and the dependence of the FoM on the maximum redshift is limited by
the parameterisation of dark energy. For IFC-focused strategies the largest individual
systematic uncertainty is the wavelength-dependent calibration uncertainty, whereas
for WFC-focused strategies, it is the intrinsic scatter uncertainty. We consider the
impact of potential reductions to each systematic uncertainty before launch, resulting
in a range of FoMs for each strategy. We find that the best IFC-focused and WFC-
exclusive strategies have comparable FoM values. Even without improvements to other
cosmological probes, the WFIRST SN survey has the potential to increase the FoM
by more than an order of magnitude from the current values. Although the survey
strategies presented here have not been fully optimised, these initial investigations are
an important step in the development of the final hardware design and implementation
of the WFIRST mission.
Key words: surveys – space vehicles: instruments – (stars:) supernovae: general –
(cosmology:) dark energy – techniques: imaging spectroscopy
? E-mail: rhounsel@ucsc.edu
c© 2016 The Authors
ar
X
iv
:1
70
2.
01
74
7v
1 
 [a
str
o-
ph
.IM
]  
6 F
eb
 20
17
2 R. Hounsell et al.
1 INTRODUCTION
The Wide-Field InfraRed Space Telescope (WFIRST)
is a NASA mission that will constrain the nature of dark
energy through multiple probes. It was the top large space-
based mission from New Worlds, New Horizons, the last US
astronomy and astrophysics decadal survey (National Re-
search Council 2010). As its name suggests, WFIRST is opti-
mised for near-infrared observations and it possesses a large
field of view (FoV). The mission is in formulation at NASA,
and several concepts have been suggested so far (Spergel
et al. 2015). The current design utilizes a telescope that was
donated in 2012 by the National Reconnaissance Office. The
aperture of the telescope is the same as the Hubble Space
Telescope (HST), with both having 2.37-m primary mirrors.
Two main instruments are proposed for WFIRST: a coron-
agraph, which will be used for exoplanet and planetary disk
studies, and a wide-field instrument which will be used to
probe dark energy models. The wide-field instrument is it-
self composed of a wide-field channel (WFC) imager and
integral-field channel (IFC) spectrometer.
Two major WFIRST goals are to measure the cosmolog-
ical growth of the Universe as well as to probe its geometry
on large scales. To achieve these two milestones, WFIRST
will conduct multiple observational programs, one of which is
a supernova (SN) survey. Type Ia supernovae (SNe Ia) have
played a critical role in the discovery of the acceleration of
the Universe’s expansion (Riess et al. 1998; Perlmutter et al.
1999). Recent analyses using multiple cosmological probes
(e.g., Betoule et al. 2014; Planck Collaboration et al. 2016;
Alam et al. 2016) are all consistent with a Universe that is
geometrically flat, and that is filled primarily with dark en-
ergy that behaves like a cosmological constant and cold dark
matter (the ΛCDM model; e.g., Peebles 1984; Efstathiou
et al. 1990; Frieman et al. 2008a). There remain however,
theoretical arguments for alternatives to the cosmological
constant (e.g. Weinberg 1989; Frieman et al. 2008a), which
can serve as additional motivation for a new generation of
experiments.
The dark energy equation of state can be used to distin-
guish between many alternative explanations for the accel-
erated expansion of the Universe (e.g., see Joyce et al. 2016,
for a review of dark energy and modified gravity), and it is
parameterised as,
P = wρc2, (1)
where P and ρ are the dark energy pressure and energy den-
sity, respectively, and w is its equation-of-state parameter.
In some models, the dark-energy equation of state evolves
with time, and one common parameterisation (proposed by
Chevallier & Polarski 2001; Linder 2003), that we adopt in
this work is,
w = w0 + (1− a)wa, (2)
where a = (1 + z)−1 is the scale factor of the Universe, w0
is the current value of the equation-of-state parameter, and
wa parameterises its evolution. For a cosmological constant,
w0 ≡ −1 and wa ≡ 0.
Given the importance of measuring w, the Dark Energy
Task Force (DETF; Albrecht et al. 2006) suggested the use
of a Figure of Merit (FoM): defined as the inverse of the
area enclosed within the 95% confidence contour in the w0−
wa plane, to compare the capabilities of different surveys
in constraining the dark-energy equation of state. Current
constraints on (w0;wa) are
(w0;wa) = (−0.91± 0.10;−0.39± 0.34), (3)
which correspond to a FoM of 32.6 in Alam et al. (2016) (see
also Betoule et al. 2014, where FoM = 31.3). This FoM value
includes the use of SNe, without SNe Alam et al. (2016)
obtains a FoM of 22.9.
Understanding the nature of the largest component of
the Universe is an important goal and one in which the com-
munity has invested significant resources. The DETF iden-
tified different “stages” of dark energy experiments starting
with initial studies, Stage 1, and progressing towards Stage 4
surveys in the mid 2020’s. Stage 3 experiments are currently
underway (e.g., the Dark Energy Survey DES Collaboration
2005)1 and are expected to increase the FoM by a factor
3 to 5 over Stage 2 experiments. Going forward, all dark
energy surveys are likely to be limited by systematic uncer-
tainties. WFIRST is a Stage 4 experiment, and it is designed
to reach a factor of ten gain over Stage 2 experiments (i.e.,
FoM & 320) via a combination of larger statistical samples
and a reduction of systematic uncertainties.
In order for the combined probes from Stage 3 and
Stage 4 experiments to reach their projected constraints,
SN Ia are critical. Several surveys have been working to
gather data on SNe Ia over a broad range of redshifts. Low-
redshift (0.01 < z < 0.1) SN Ia data have been obtained by
groups/surveys such as the Center for Astrophysics 1-4 (CfA
Riess et al. 1999; Jha et al. 2006; Hicken et al. 2009a,b, 2012),
the Carnegie Supernova Project (CSP, Contreras et al. 2010;
Folatelli et al. 2010; Stritzinger et al. 2011) the Lick Ob-
servatory Supernova Search (LOSS, Ganeshalingam et al.
2013) and the Foundation SN survey (Foley et al., in prep).
SNe Ia at higher redshifts (1.0 < z < 1.1) have been exam-
ined by surveys including ESSENCE (Miknaitis et al. 2007;
Wood-Vasey et al. 2007; Narayan et al. 2016), the Super-
Nova Legacy Survey (SNLS, Conley et al. 2011; Sullivan
et al. 2011), Sloan Digital Sky Survey (SDSS, Frieman et al.
2008b; Kessler et al. 2009b; Sako et al. 2014a) and Pan-
STARRS1 (PS1, Rest et al. 2014; Scolnic et al. 2014b). To
date, some of the highest redshift (z > 1.0) SNe Ia have
been observed by the Supernova Cosmology Project (SCP,
Suzuki et al. 2012), GOODS (Riess et al. 2007), the Cosmic
Assembly Near-infrared Deep Extragalactic Legacy Survey
(CANDELS, Rodney et al. 2014) and the Dark Energy Sur-
veys SN program (DES-SN, Bernstein et al. 2012). These
surveys form our current state-of-the-art cosmology sample,
consisting of over 1000 spectroscopically confirmed SNe Ia,
and extending the Hubble diagram out to z ∼ 2.
Using a simple model for statistical and systematic un-
certainties, the WFIRST Science Definition Team (SDT)
outlined a baseline 6-year mission, including a two-year SN
survey, corresponding to 6-months of “on-sky” time (Spergel
et al. 2015). The focus of our paper is to deepen the discus-
sion on this survey, and progress towards a more optimised
WFIRST SN strategy. Based on a state-of-the-art analysis
we investigate the impact of systematic uncertainties on the
dark energy FoM.
1 See http://www.darkenergysurvey.org
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A greater understanding of systematic uncertainties and
their effects is obtained by accurately simulating the survey
with sophisticated analysis software such as the SuperNova
ANAlysis (SNANA; Kessler et al. 2009a) package. SNANA
is built to create highly accurate simulations of SN surveys,
and model the impact of systematic uncertainties. It has
been used in several cosmology analyses (Sako et al. 2014b;
Rodney et al. 2014; Rest et al. 2014; Betoule et al. 2014) to
perform light-curve fitting and predict bias corrections for
a variety of surveys including low-z, SDSS, PS1, SNLS, and
HST. It is routinely updated with the most current tech-
niques for simulations and analysis. Using SNANA in ad-
dition to several other open-source tools, we have designed
and evaluated various WFIRST SN survey strategies, cre-
ating detailed simulations and conducting a thorough in-
vestigation of uncertainties. Our simulations are the first of
their kind for the WFIRST mission and allow us to predict
and compare the potential scientific impact of each strategy.
Furthermore, our work acts as a reference for future simu-
lations and provides a guide for the ongoing planning of the
WFIRST mission.
We structure this paper as follows. We describe
WFIRST and its instruments in Section 2. Section 3 presents
an outline of the SDT SN survey strategy, while Section 4
provides a comprehensive description on how we applied all
tools to create the various SN simulations. Additional survey
strategies as well as analyses of those strategies examined are
presented in Section 5. We explore different assumptions for
various systematic uncertainties and outline their impact on
the FoM measured by WFIRST simulated SN surveys in Sec-
tion 6. Section 7 compares the simulated survey strategies
described in this work, with Section 8 providing a discussion
on future considerations for the optimisation of the WFIRST
SN survey. Finally Section 9 presents our conclusions.
2 WFIRST HARDWARE:
Planned for launched in the mid 2020’s WFIRST is ex-
pected to be placed into an L2 orbit (1.5 million km away
from the Earth at the second Lagrange point), where it will
reside for the duration of its 6 year mission. Analogous to
HST, WFIRST consists of a primary mirror that is approx-
imately 2.37 meters in diameter. Light from the primary is
reflected to the on-axis secondary mirror, which then feeds
into the paths of its various instruments. The design of the
telescope is not yet finalised, however current plans call for
both a wide field instrument (WFI) and a coronagraph2.
For the purpose of this paper we focus on the WFI only.
When preparing our simulations we used the best-available
WFI hardware specifications; these were taken from the May
25th 2016 (Cycle 6) spacecraft and instrument parameter re-
lease3, and an operational temperature of 260 K is assumed.
2.1 The Wide Field Instrument
The WFI has two optical channels: the first is a Wide
Field Channel (WFC), the second an Integral Field Channel
2 For more information on the coronagraph see http://wfirst.
gsfc.nasa.gov/observatory.html
3 https://wfirst.ipac.caltech.edu/sims/Param_db.html
Table 1. The WFC imaging filters: Central Wavelengths, Width,
Zero-points, and average PSF FWHM values.
Filter Central Filter AB PSF
Wavelength FWHM Zero-pointa FWHM
(µm) (µm) (pixel)
Z087 0.87 0.22 26.39 1.69
Y 106 1.09 0.27 26.41 1.86
J129 1.30 0.32 26.35 2.12
H158 1.60 0.40 26.41 2.44
F184 1.88 0.31 25.96 2.71
W149 1.40 1.1 27.50 2.19
aHere the zero-point is calculated using each filters effective area
and is equivalent to the magnitude that results in one count per
second for an infinite aperture.
(IFC). The WFC possesses an imager and has the ability
to perform slit-less grism spectroscopy, while the IFC has
two small-field integral field units (IFUs). Combined, these
instruments will be used to perform the dark energy sur-
vey, as well as the Micro-lensing, and High Latitude Surveys.
The Wide Field Channel: In its most simplistic form
the optical layout of the WFC consists of three mirrors, two
fold mirrors, and an eight slot filter wheel. Currently, six of
these slots are dedicated to imaging filters, one is for a grism
that will provide low-resolution spectra of the full WFC FoV,
and the last is a dark filter for calibration. An additional slot
to the filter wheel has also been proposed, which will be used
for either a bluer or redder imaging filter.
Eighteen 4k × 4k HgCdTe detectors (H4RG-10) will be
used by the WFC, and will be arranged into a 6 × 3 array
to generate an effective FoV4 of 0.281 deg2.
The six imaging filters of the WFC are named Z087,
Y 106, J129, H158, F184, and W149, which is a very wide
filter. The central wavelengths of these filters are 0.87,
1.09, 1.30, 1.60, 1.88, 1.40 µm respectively, and combined
cover the 0.76 – 2.0 µm range, as illustrated in Figure 15.
The spatial resolution of the imaging component of the
WFC is ∼0.11′′ pixel−1 with an inter-pixel capacitance of
0.02 in each of the four neighboring pixels. The gain for
the WFC is assumed as unity. A more detailed descrip-
tion of the WFC filters including their zero-points and
full-width half maximum (FWHM)6 can be found in Table 1.
The WFC grism is designed such that it provides
spectroscopic coverage within the 1.35 – 1.89 µm range.
It possesses a dispersion of 1.04 – 1.14 nm pixel−1, with a
spectral resolving power of λ/∆λ ≈ 622 – 871 (2 pixels).
However, we do not focus on the use of the grism in this
4 See https://wfirst.ipac.caltech.edu/sims/Param_db.html?
csvfile=WFirstParameters_v5.0.csv for a list of more detailed
WFI parameters.
5 More filter information is provided within https://
wfirst.gsfc.nasa.gov/science/sdt_public/wps/references/
instrument/WFIRST-WFI-Transmission_160720.xlsm - pages 5
through 10.
6 As the WFIRST PSF is non-gaussian, the PSF FWHM values
presented and used for this analysis are derived from the noise-
equivalent areas.
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Figure 1. WFIRST WFC imaging filter bandpass effective areas, Aeff , divided by the maximum effective area (solid lines) as described
by the WFIRST Cycle 6 instrument parameter release. Also shown are the HST WFC3 filters used for this work (dotted lines). The
WFC3 throughputs presented here have been scaled for comparison.
paper.
The Integral Field Channel: The IFC contains
two image slicers that feed a spectrograph. Each image
slicer corresponds to a different FoV: the smaller FoV,
higher spatial-resolution IFC-S, which is designed for SN
observations, and the larger FoV, lower spatial resolution
IFC-G, which is designed for galaxy observations (unrelated
to the SN survey). The IFC-S has a 3.00′′ × 3.15′′ FoV
that is composed of 0.15′′ wide slices, a 0.05′′ pixel−1
plate-scale, and a wavelength range of 0.42 – 2.0 µm. The
instrument has a spectral resolution of λ/∆λ ≈ 70–225 (per
two pixel resolution element) and like the WFC contains
H4RG detectors. The IFC-S consists of 352 spectral bins
the full set up of which, including wavelength ranges and
point-spread function (PSF) FWHM values, is listed within
Table A1 of Appendix A. The resolution of the IFC-S is
based on the design described within Content et al. (2013),
but with two recent modifications: the extension of the
IFC-S blue-wards of 6000 A˚ to 4200 A˚, and the use of
H4RG detectors which affect the pixel scale. The PSF
FWHM values presented were calculated using an Airy disc
approximation for each bin. The wavelength coverage of the
IFC-S is illustrated in Figure 27.
7 See page 13 of https://wfirst.gsfc.nasa.gov/
science/sdt_public/wps/references/instrument/
WFIRST-WFI-Transmission_160720.xlsm for more IFC-S in-
formation.
Figure 2. WFIRST IFC-S throughput for applicable wave-
lengths. Note that wavelengths beyond those displayed have not
had their throughputs calculated.
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3 AN OUTLINE OF THE SDT SN SURVEY
STRATEGY
The WFIRST SDT final report (Spergel et al. 2015)
presents a SN survey strategy in which the imaging compo-
nent of the WFC is used for SN discovery and the IFC-S
for classification and obtaining distances. An outline of this
strategy is described.
• The SN survey is a 2-year survey of a single SN field
(the field location is still to be decided, and there may be a
possibility that two separate fields are selected), with a 5-day
cadence. There are therefore 146 visits to the SN field.
• Each visit, or epoch of observation, is 30 hours long,
meaning the total survey time is 4380 hours (6 months),
including overheads.
• Within each visit 8 hours of imaging is used exclusively
for SN discovery. These data are obtained every 5 observer-
frame days.
• The imaging is split into 3 sub-surveys (hereafter re-
ferred to as tiers) of differing area/depth, and using different
discovery filters (see Table 2).
• The remaining 22 hours in each visit are for IFC-S ob-
servations, used to classify the SN and to synthesise broad-
band photometry.
• IFC-S observations are designed to be taken at a ca-
dence of roughly 5 rest-frame days, with the goal of obtain-
ing spectrophotometry to measure distances.
• There are 3 different kinds of IFC-S exposures: typical
short exposures, medium classification exposures, and long
“deep”exposures. These 3 exposures represent the first three
IFC-S spectra taken for each SN detected.
• The short and medium spectra are used for initial classi-
fication, and if these spectra meet certain criteria (outlined
in more detail below) the IFC-S obtains a long exposure
through which a final classification is obtained. If determined
to be a SN Ia, further followup is initiated
• The followup consists of six short spectra plus one
medium exposure of the host-galaxy, taken after the SN has
faded, to use as a template.
• The exposure times for the long and medium spectra
are approximately 1.8 and 1.3 times longer than the short
exposure respectively.
• The total set of observations for any given SN Ia is
equivalent to ∼11.4 short exposures. The exposure times
are set by the redshift of the SN.
The SN survey strategy proposed by the SDT report is
designed with the goal of achieving a relatively flat redshift
distribution. As the number of SNe increase with volume
(Rodney et al. 2014), a wide shallow survey is required to
make the discovery rates roughly equivalent at each redshift.
With this requirement in mind, a three tier imaging survey
was proposed. The first tier consists of a shallow wide field
for SNe with z < 0.4, over an area of 27.44 deg2, using the
Y+J filters for discovery. The second is a medium tier for
SNe with 0.4 6 z < 0.8, over a moderate 8.96 deg2 area,
using the J+H filters. Finally, the last is a deep tier for
SNe with z 6 1.7, over a small 5.04 deg2 area, again using
the J+H filters. Table 3 lists the exposure times for each
of the three tiers and the number of space-craft pointings
required to make up their designated areas. The different
filter combinations for each tier were chosen in order to
probe similar rest-frame wavelengths. However, for the
shallow tier the Z-band filter is the only band that covers
a rest-frame wavelength range which is sufficiently modeled
for cosmological analysis. One might assume therefore that
redder wavelengths (i.e., > 7000 A˚ in the rest-frame) will
be accurately trained either with data from WFIRST or
precursor data.
Of the 146 planned visits, the discovery search will
be implemented in only 132. The remaining survey time
(∼70 days) will be used for host-galaxy follow-up ob-
servations i.e., acquiring a template. The host-galaxy
template spectrum is to be taken a year after the peak
brightness of the SN, when the relative amount of light
from the SN compared to the galaxy is negligible. Thus,
in the first year only 27 of the total 30 hours in each
5-day visit will be used, with the remainder deferred to
year 2. SNe discovered during the second year will have
their galaxy reference spectrum taken in year 3, after the
discovery component of the 2-year SN survey has concluded.
The spectroscopic observations planned in the SDT
report are designed to observe one SN at a time, using the
IFC-S. The exposure times were tailored to achieve a signal
to noise ratio (SNR) high enough to clearly identify key
spectral features. The longest exposure times are therefore
required for the highest redshift SNe, i.e., z ≈ 1.7 events.
For any SN classified as a SN Ia, a series of 10 spectra will be
obtained. The first three of these spectra vary in exposure
and are used not only for obtaining time-critical data on
the SN, but also for selection and identification purposes
(it is expected that by the 3rd spectrum, core-collapse (CC)
SNe are eliminated from the sample, see Section 3.1). A list
of exposure times for each SN (excluding the host-galaxy
template) per redshift tier is given in Table 4.
Both the SDT report and Spergel et al. (2013, an earlier
SDT publication) assumed a combined slew and settle time
for instruments of 42 seconds. The exposure times listed for
each filter within Table 3, and each redshift bin within Ta-
ble 4 do not include this overhead, but are the actual time
spent on sky. It should be noted that within Spergel et al.
(2013) this 42 second overhead was not removed from their
imaging exposures. As a result of this, their associated total
depths per filter for the SDT report SN survey were deeper
than expected by a maximum of two magnitudes. To reduce
future confusion, we present updated total depths in Ta-
ble 28. Note also that this 42 second slew and settle time is
a severe underestimate of the actual value, which now looks
to be a factor of two greater (presented at the October 2016
Formulation Science Working Group meeting).
The total time (ttot) listed per imaging tier in Table 3,
including overheads, is therefore calculated as
ttot (s) = (texp + toh)×Nf ×Np, (4)
where texp is the exposure time on the sky in seconds, toh
is the 42 second overhead, Nf is the number of filters used
8 Derived from ETC calculations, see https://wfirst.ipac.
caltech.edu/sims/ETC.html
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Table 2. Description of the three tier SN survey as outlined in the SDT report.
Survey
Tier
Redshift
Range
Area
(deg2)
Discovery
Filters
Depth per
Exposure (mag)
Total Depth
(mag)
Shallow 0.1 6 z < 0.4 27.44 Y, J 22.3, 22.4 25.0, 25.1
Medium 0.4 6 z < 0.8 8.96 J,H 24.6, 24.5 27.3, 27.2
Deep 0.8 6 z 6 1.7 5.04 J,H 26.2, 26.1 28.9, 28.8
Table 3. Exposure times (texp) and number of pointings (Np) for
each filter within each redshift tier of the survey. The exposure
times listed here do not include the 42 second slew.
Survey Y -band J-band H-band Np ttot
Tier texp (sec) texp (sec) texp (sec) (hours)
Shallow 13 13 0 98 3.0
Medium 0 67 67 32 2.0
Deep 0 265 265 18 3.0
Table 4. Short, medium, and long exposure times (texp) per 0.1
redshift bin for the WFIRST IFC-S component. The far right-
hand column lists the total time (ttot ) spent observing a SN
within a given 0.1 redshift bin (not including the template host-
galaxy spectrum).
Mean
Redshift
Bin
Short
texp (s)
Medium
texp (s)
Long
texp (s)
ttot (s)
0.15 27.39 36.98 49.30 278.00
0.25 58.22 78.60 104.80 590.96
0.35 103.11 139.20 185.60 1046.58
0.45 170.28 229.88 306.50 1728.32
0.55 255.44 344.85 459.80 2592.76
0.65 303.50 409.73 546.30 3080.53
0.75 354.22 478.20 637.60 3595.36
0.85 397.72 536.93 715.90 4036.88
0.95 482.11 650.85 867.80 4893.43
1.05 605.11 816.90 1089.20 6141.88
1.15 722.39 975.23 1300.30 7332.25
1.25 872.11 1177.35 1569.80 8851.93
1.35 1043.67 1408.95 1878.60 10593.22
1.45 1200.11 1620.15 2160.20 12181.13
1.55 1350.33 1822.95 2430.60 13705.88
1.65 1422.33 1920.15 2560.20 14436.68
(which for discovery is always 2), and Np is the number of
pointings.
3.1 SDT Detection and Classification
The detection and selection of SNe Ia for follow-up ob-
servations as outlined in the SDT report is a complex pro-
cess, influenced by the costliness of single-object follow-up
observations with the IFC-S. The process starts with all pos-
sible SNe, both SNe Ia and CC SNe, and then progressively
removes SNe which do not satisfy certain conditions. The
first part of this selection procedure involves a SNR require-
ment. Although it is not clear within the SDT report if this
requirement is based on image subtracted data, we assume
for this paper that it is. Note also that pre-existing spectro-
scopic redshifts for all host-galaxies are assumed by the SDT
report, thus enabling the classification procedure outlined.
At each stage of the selection process SNe are removed, and
cannot re-enter. Therefore, each step in the selection process
is considered a set of selection cuts, which we list below.
• Cut 0: Objects are “detected” if they have a SNR > 4
in both imaging discovery bands (Y+J or J+H), within a
single epoch (the exact origin of this SNR value is ambigu-
ous). SNe which do not satisfy this SNR requirement are not
considered for follow-up observations. Those SNe which are
“detected” are then subject to further constraints.
• Cut 1: Objects that have discovery-epoch colours in-
consistent with being a SN Ia at their host-galaxy redshift
are removed. All remaining objects are scheduled for a short
IFC-S spectrum during the next visit to the SN field.
• Cut 2: Objects that do not brighten between the first
and second epochs, or present colours that are consistent
with a SN Ia at the assumed redshift are removed. All re-
maining objects are scheduled for a medium IFC-S spec-
trum.
• Cut 3: After obtaining the medium spectrum, an ob-
ject that does not continue to rise, have consistent colours,
nor present a spectrum consistent with that of a SN Ia, is re-
moved from the sample. All remaining objects are scheduled
for a long IFC-S spectrum.
• Cut 4: An object that is not confirmed as a SN Ia with
the long IFC-S spectrum is removed. Remaining objects are
scheduled for follow-up observations and are included in the
final cosmology sample.
3.2 SDT Statistical and Systematic Uncertainties
The survey strategy presented by the SDT report is de-
signed such that statistical uncertainties match the assumed
“optimistic” systematic uncertainty budget. This means that
the assumptions about systematic uncertainties set the pa-
rameters of the entire project, as they dictate the desired
sample size, which in turn sets the required discovery rate
and redshift distribution. The final distribution of SNe Ia per
0.1 redshift bin, as expected by the SDT report, is shown in
Figure 3 (left panel).
The systematic uncertainties presented in the SDT re-
port for the WFIRST SN survey follow the description of
distance modulus uncertainties used for the SNAP design
outlined by Kim et al. (2004) (see also Perlmutter & Schmidt
2003; Frieman et al. 2003). In the SDT report, the magni-
tude of the uncertainties was reduced roughly by a factor
of two compared to the SNAP design. The formulation as-
sumes that the systematic uncertainties are uncorrelated on
scales larger than ∆z = 0.1 and can be treated equivalently
to statistical uncertainties. The total systematic uncertainty
is assumed to increase with redshift, following
σsys =
0.01(1 + z)
1.8
(mag). (5)
However, there are known systematics which contradict this
assumption. Specifically uncertainties related to calibration
and SN colour are correlated across a wide redshift range.
The SDT systematic model (Equation 5) is overly simplistic
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Figure 3. Left: Redshift distribution of the WFIRST SN survey presented (and assumed) by the SDT report. Right: Fractional statistical
(black curve), systematic (red dot-dashed curve), and total (blue dashed line) distance uncertainty per ∆z = 0.1 bin as assumed in the
SDT report.
and not used for our analysis. The SDT functional form for
the systematic uncertainty model also drives the broad, flat
redshift distribution seen in Figure 3 (right panel).
The SDT report assumes that the distance precision
per SN is σmeas = 0.08 mag, and this includes both sta-
tistical measurement uncertainties and statistical model un-
certainties. This uncertainty is a constant since the SDT
strategy adjusts the exposure time for each SN observa-
tion based on redshift so that all SNe have approximately
the same distance uncertainty. The intrinsic scatter in cor-
rected SN Ia distances is set to be σint = 0.09 mag. This
value is more optimistic than what is currently measured
for optical data where σint ' 0.13 mag (see Section 7.1 of
Kessler & Scolnic 2016). The lensing uncertainty is modeled
as σlens = 0.07 × z mag, which is an average of the values
derived by Holz & Hughes (2005); Gunnarsson et al. (2006);
Jo¨nsson et al. (2010). The total statistical uncertainty for a
given redshift bin is therefore given in the SDT report as
σstat =
(σ2meas + σ
2
int + σ
2
lens)
1/2
N
1/2
SN
(mag), (6)
where NSN is the number of SNe Ia in a given redshift bin.
The statistical, systematic, and combined uncertainty
budgets of the SDT report SN survey are illustrated in Fig-
ure 3 (right panel). To be clear, the SDT analysis is not
based on SN simulations or light-curve analysis, but instead
is based on assumptions about statistical and systematic un-
certainties that would arise from such an analysis.
4 SIMULATION AND ANALYSIS TOOLS
Within this paper, we test the various assumptions
made by the SDT report for the SN survey, evaluate its sta-
tistical and systematic error budget, and develop a frame-
work to explore other strategies and optimise parameters for
the future WFIRST mission. To accomplish this, we simulate
and analyse a realistic survey and include the most signifi-
cant uncertainties. Here we describe software tools that we
have used to implement the simulation, apply selection crite-
ria, and determine cosmological constraints used to compute
the FoM.
To examine a variety of possible WFIRST survey strate-
gies, we used the SNANA simulation package (Kessler et al.
2009a)9. SNANA is a powerful tool that has been extensively
used for the simulation of SN surveys and analysis of SN
samples (see e.g., Betoule et al. 2014; Scolnic et al. 2014b).
The goal of the WFIRST SNANA simulation is to provide
the same fidelity as an ideal image-level simulation by us-
ing image properties (zero-points, sky noise, PSFs) rather
than images themselves. As this is a “catalogue-level” simu-
lation rather than a pixel-level simulation, we assume that
Poisson noise correctly describes the uncertainties from the
image-subtraction.
To characterise a WFIRST SN strategy, we provide
SNANA with information about the observatory (e.g.,
filter/spectrograph properties and noise sources), the sur-
vey (e.g., cadence, exposure time, selection requirements),
and the physical Universe (e.g., SN spectral models, SN
rates, cosmological parameters, lensing assumptions). Each
of these components is described below in addition to
external processes which lead to FoM determination. Our
analysis has resulted in several publicly available upgrades
to SNANA.
Imaging filters and spectroscopic bins: Tables 1 and
A1 (in Appendix A) describe the WFC imaging filters and
IFC-S wavelength bins used within our simulations. SNANA
was originally designed only to simulate broad-band SN
light curves. In order to simulate the IFC-S, we added a
new SNANA module for simulating spectra and “synthetic”
broad-band filters.
While it may be possible to directly infer distances
from SN spectral time series, examination of that approach
9 http://snana.uchicago.edu
MNRAS 000, 1–29 (2016)
8 R. Hounsell et al.
is beyond the scope of this paper. Instead, we implement
the SDT report’s IFC-S strategy in SNANA by integrating
each simulated spectrum into a set of 52 synthetic filters.
These synthetic filters were determined by binning together
the 352 spectral elements of the IFC-S by a factor of ∼7,
and taking the upper and lower wavelength limits. The
SNANA software allows up to 62 broadband filters, ten of
which are used for broadband imaging filters, leaving 52 for
the IFC-S synthetic filters (note that there is no limit on
spectral binning within SNANA). Once binned, SNANA
treats the resulting “synthetic photometry” in a similar
manner to any broad-band photometry for estimating
distances. As the SDT analysis only uses spectral data from
the rest-frame optical (3000 – 8000 A˚), we have limited
our IFC-S simulations/data accordingly. This choice likely
limits the full capability of the IFC, however the various
published analyses of IFU data have only probed SNe Ia in
the rest frame optical (e.g. Saunders et al. 2015; Fakhouri
et al. 2015). Note, however, that the SDT discovery imaging
still makes use of the NIR filters to enable follow-up
spectroscopy with the IFC-S.
Cadence and exposure time: The cadence of both the
WFC and IFC-S components of the SN survey are described
in Section 3. The exposure time per imaging tier of the
survey is given in Table 3, with IFC-S redshift dependent
times presented in Table 4. The exposure time of the
IFC-S within a given 0.1 redshift bin is identical between
imaging tiers. Our simulations do not make adjustments to
account for the mean SN brightness shifting slightly within
a redshift bin (i.e., changes in brightness at z = 0.45 to
z = 0.46 etc) as it is unlikely that any actual SN survey
executed would have specific exposure times for individual
objects of interest.
Sources of noise: For all simulated SN observations, we
include four sources of noise: zodiacal light, thermal back-
ground, dark current, and read noise. The contributions from
each of these sources are presented in Tables 5, 6, and A1,
within Appendix A. Host-galaxy Poisson noise is also in-
cluded in both the SN-search and template observations,
where possible.
The zodiacal light is calculated using a broken power
law as described in Aldering (2001). Thermal noise contri-
butions are calculated using code developed by D. Rubin
(private comm.) under the assumption of a 260 K operating
temperature, and are comparable to values produced when
using the WFIRST ETC10. The zodiacal and thermal noise
for the IFC-S, as a function of wavelength, are presented in
Table A1 in Appendix A. The higher resolution of the IFC-
S leads to smaller zodiacal and thermal noise contributions
when compared to the WFC.
We assume a dark current for the WFC of
0.015 e− s−1 pixel−1 (Hirata 2014), and for the IFC-S
0.003 e− s−1 pixel−1 (a conservative estimate based on cur-
rent measurements of 0.001 e− s−1 pixel−1). The read noise
is a function of exposure and read-out time and is calcu-
lated using a modified version of the expression described by
Rauscher et al. (2007). For any given WFC exposure time,
10 See https://wfirst.ipac.caltech.edu/sims/ETC.html
Table 5. The WFC imaging filters: Sources of noise.
Filter Zodiacal Noise Thermal Noise
(e− s−1 pixel−1) (e− s−1 pixel−1)
Z087 0.34 0
Y106 0.38 0
J129 0.36 0
H158 0.35 0.005
F184 0.20 0.125
W149 0.97 0.099
Table 6. Read noise for each tier of the WFC imaging survey.
Calculated via Equation 7
Survey Tier
Read Noise
(e− pixel−1)
Shallow 26.38
Medium 14.53
Deep 8.67
the read noise, σread, is
σread (e/s) =
√
25 + 4800× (texp/tread − 1)
(texp/tread)
× 1
(texp/tread + 1)
(7)
where texp is the exposure time of the observation in seconds
and tread is the read time in seconds, which is taken as 2.825
seconds.
For each SN, the underlying sky and host-galaxy flux
is constant in time, meaning that the associated “template”
noise for a SN is coherent across exposures. The inclusion
of this noise source is particularly important to the analysis
of IFC-S observations. In the SDT report each template is
planned to be a single medium exposure. As this exposure
is not particularly long (and shorter than the long expo-
sures), it adds significant noise to the template-subtracted
SN spectrophotometry. On the other hand, this source is
negligible for the WFC photometry, as imaging templates
can be generated from several images, significantly reducing
the template noise.
For each WFC simulated SN, we draw an underlying
host-galaxy flux from a distribution determined from the
high-z HST SN survey portion of the CANDELS (Grogin
et al. 2011; Koekemoer et al. 2011) program. From the
CANDELS SN sample, we determine the host-galaxy sur-
face brightness at the SN position for a 0.2′′ radius aperture
in the F606W , F775W , F850L, F105W , F125W , F140W ,
and F160W HST filters. We then fit spectral models to the
host-galaxy measurements. From this sample, we determine
the expected flux in each WFIRST filter as a function of
redshift. SNANA has the ability to add host-galaxy flux for
a variety of galaxy profiles and brightnesses. Since we have
measured the flux at the SN position, we force the SN posi-
tion to be at the center of an appropriate-brightness galaxy
with a Sersic profile of index 0.5.
SNANA cannot currently simulate host-galaxy Poisson
noise for IFC-S spectra or synthetic filters. However,
investigations of this noise in WFC simulations shows that
this is a negligible (< 5%) source of uncertainty for these
observations.
Volumetric SN Rates: To accurately determine the num-
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ber of SNe Ia (and CC SNe) that can be discovered by
WFIRST, we parameterize the rate as a function of red-
shift, and fit to rate measurements that extend to z = 2.5
from Rodney et al. (2014); Graur et al. (2014, and references
therein). For SN Ia the volumetric rates used are,
RIa(z) =
{
2.5× (1 + z)1.5 (10−5 yr−1 Mpc−3), for z < 1.
9.7× (1 + z)0.5 (10−5 yr−1 Mpc−3), for 1 < z < 3.
(8)
Similarly, we use the Strolger et al. (2015) CC SN rate,
RCC(z) = 7.2× (1 + z)2 (10−5 yr−1 Mpc−3). (9)
As the expected detection rate for z > 3 SNe is low, we do
not attempt to simulate SNe at those redshifts.
Spectral models: We base all of our SN Ia simulations
on the SALT2 spectral model Guy et al. (2010). Accurate
spectrophotometry can be produced from this model, cov-
ering a range of phases and light-curve shapes. The SALT2
model is parameterised by x1, its light-curve shape param-
eter. This parameter adjusts the brightness as a function of
wavelength and phase, simultaneously changing the light-
curve and spectral shape. The spectrum is further adjusted
by a colour law, which coherently changes the spectral shape
at all epochs, with the amount of colour change being param-
eterised by the SALT2 parameter c (where the rest-frame
B − V colour is highly correlated with c).
One can determine the distance to a SN Ia with mea-
surements of x1, c, and the log of the fitted SN Ia amplitude,
mB, through a Tripp (1998) formulation,
µ = mB −M + α · x1 − β · c, (10)
where µ is the distance modulus, α and β are hyperparam-
eters (generally fit to minimize the Hubble residuals for an
entire sample) that dictate the relation between absolute
magnitude and x1 and c, respectively, and M is the abso-
lute B-band magnitude of a fiducial SN Ia with x1 = 0 and
c = 0. Therefore, x1 and c determine the apparent bright-
ness for a particular SN Ia given its redshift, cosmological
parameters, α, β, and M .
The specific SN Ia spectral model used in our simula-
tions to generate and fit our SN light curves and spectra, is
an extension of the SALT2 SN model (Guy et al. 2007, 2010).
While WFIRST will observe SNe in the rest-frame NIR, the
fiducial SALT2 model is limited to optical wavelengths. To
extend the model to the NIR, we follow the same procedure
as was used for the simulations of SNe for the CANDELS
and the Cluster Lensing And Supernova survey with Hubble
(CLASH) (Rodney et al. 2014; Graur et al. 2014; Strolger
et al. 2015).
This SALT2 extrapolation uses a compilation of 118,
well-sampled, low-z SNe Ia with both optical and NIR light
curves (Avelino et al. in prep.; Friedman et al. in prep.).
NIR light curve data are obtained from nearby SN surveys,
principally from CfA IR1-2 (Wood-Vasey et al. 2008; Fried-
man et al. 2015), and CSP (Contreras et al. 2010; Stritzinger
et al. 2011), as well as other sources (see Table 3 of Friedman
et al. 2015, and references therein). Corresponding optical
photometry comes largely from CfA1– 4 (Riess et al. 1999;
Jha et al. 2006; Hicken et al. 2009a, 2012), CSP (Contr-
eras et al. 2010; Stritzinger et al. 2011), and LOSS (Gane-
shalingam et al. 2010). Each SN light curve in this sample is
used to generate a spectrophotometric model by warping the
SN Ia spectral template from Hsiao et al. (2007) to match
the observed photometric colours at each epoch.
From the resulting set of 118 warped spectral time se-
ries models, a median spectral-energy distribution (SED) is
derived for each phase, and smoothly joined with the 0th-
order component of the SALT2 model (the M0 component
in Guy et al. 2007). The higher order SALT2 model com-
ponents, including variance and covariance terms, are ex-
trapolated using flat-line extensions11. This model has not
yet been calibrated to produce accurate distance estimates
from real data. However, this SALT2 extrapolation is suffi-
cient for producing realistic simulations for the purposes of
investigating the WFIRST SN survey optimisation.
Finally, we extrapolated the SALT2 colour law to in-
frared wavelengths using a modification of the polynomial
function from Guy et al. (2010). The polynomial coeffi-
cients were set so that the effective colour law approximately
matches the extinction curve of Cardelli et al. (1989), with
RV = 3.1.
To model intrinsic scatter, we use the Guy et al. (2010)
model within SNANA, which is composed of a ∼70% lumi-
nosity variation and 30% colour variation. This model intro-
duces 0.13 mag of scatter to the Hubble diagram. While the
SDT report assumes the intrinsic scatter is entirely achro-
matic, the scatter model used here does not. The population
parameters for the colour and stretch distributions of our
simulations are those derived in Scolnic & Kessler (2016)
for the high-z SN sample.
The CC spectral models used within our simulations
are described in Kessler & Scolnic (2016); Kessler et al.
(2010), and were generated from a combination of SDSS
(Sako et al. 2014b) and CSP (Hamuy et al. 2006) light-curve
data. The NIR CC templates are extrapolated from the
Nugent CC template spectra12. Jones et al. (2016) analysed
the effect of varying the assumed CC SN luminosity
function (Li et al. 2011) on the observed distribution (e.g.,
discovery rate as a function of redshift), and found that
there are differences between the simulated observables and
data. However, they also found that varying the luminosity
distribution had an insignificant effect on the final SN Ia
purity of the photometric sample
Selection requirements (cuts): Within the SDT report, a
SN (both Ia and CC) is detected if it has an observation with
SNR > 4 in both of the discovery filters (Y+J or J+H),
within the same epoch. As a precursor to this criteria we
simulate a trigger that requires a SNR > 3 in both discovery
bands on the same epoch (this reduces the number of SN to
be generated and as such CPU time).
Once generated, the discovery filter (J+H or Y+J)
light curves of the SNe are analysed via a code outside of
SNANA. This code applies the photometric selection crite-
ria defined in Section 3.1. Spectra of the objects that suc-
cessfully pass these criteria are analyzed via a modified,
NIR-enabled version of the Supernova Identification (SNID;
Blondin & Tonry 2007) package. SNID compares each input
SN spectrum to a library of template spectra and determines
11 For more details, see http://github.com/srodney/wfirst
12 See https://c3.lbl.gov/nugent/nugent_templates.html
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how closely template spectra match the input. Within our
work a SN is typed to be a “good” Ia if 80% of the matches
and the top match are a SN Ia at the correct redshift, and
if the SN is discovered roughly 7-12 days before peak. This
SNID spectral analysis is used to implement the spectro-
scopic cuts described in Section 3.1.
For imaging-only strategies the selection criteria for
inclusion in the final sample occur only in the final analysis
i.e., no choices are made during the survey itself. First,
we require that each SN have at least one epoch with a
SNR > 10 and at least two epochs with a SNR > 5. These
requirements are the same as those used to forecast the
analysis of the DES-SN survey (Bernstein et al. 2012). We
note that these requirements are conservative and accurate
distances can be obtained with less stringent requirements.
Next, we require that the light-curve parameters of each SN
to fall within a “typical” range of colour and stretch values
such as those defined by Betoule et al. (2014, and references
therein), i.e., −3 < x1 < 3 and −0.3 < c < 0.3.
Lensing: We set the distance uncertainty caused by line-of-
sight gravitational lensing to match that used by the Joint
Light-curve Analysis (JLA) and PS1 analyses as described
by Jo¨nsson et al. (2010),
σlens = 0.055× z (mag). (11)
Extinction: Since the SN fields have not been cho-
sen, we assume that the field will have a low value of
E(B − V ) = 0.015 mag (Schlafly & Finkbeiner 2011). Sys-
tematic errors associated with this extinction are discussed
in Section 8.
Cosmological Priors: After the simulation, selection cuts
are applied and each light curve is fit with the SALT2 model.
Typical broadband WFIRST light-curve fits are shown in
Figure 4 for a range of redshifts. The ensemble of fitted
parameters (c,x1,mB) are then used to determine cosmolog-
ical constraints through the use of CosmoMC (Lewis 2013).
FoMs are calculated corresponding to the inverse area of
the 95% confidence contours in the w0−wa space (Albrecht
et al. 2006). For each FoM determination, we assume a flat
Universe and marginalise over H0 and ΩM . Furthermore,
we include constraints from both baryon acoustic oscillation
(BAO; Anderson et al. 2014) and cosmic microwave back-
ground (CMB; Planck Collaboration et al. 2016) datasets.
To provide an anchor to the SN distance measurements,
we also include 800 simulated SNe Ia with z < 0.1 observed
from a source other than WFIRST, which we model as hav-
ing the characteristics of the Foundation SN survey (Foley
et al., in prep). The Foundation survey uses the PS1 tele-
scope and observes low-z (0.01 < z < 0.1) SNe in griz every
5 days with typical distance uncertainties < 0.1 mag. A sim-
ilar exterior low-z SN Ia sample is a requirement specified
in the SDT report.
When changing the assumptions for systematic uncer-
tainties we use a modified version of CosmoMC to reduce
the computational complexity of determining the FoM. This
version of CosmoMC, which we call “CosmoMC*”, encodes
the CMB information using the compressed Gaussian likeli-
hood presented by the Planck Collaboration et al. (2016, see
their Table 4; the version which does not marginalise over
AL) and only accounts for the geometric effects of dark en-
ergy. Therefore CosmoMC* fixes τ , the re-ionisation optical
depth, and log(A) (equivalent to ln(1010As), where As is the
inflation power spectrum amplitude). These changes signif-
icantly reduce the time to compute the FoM. We have done
extensive checks to ensure that the CosmoMC* model pro-
duces accurate results relative to the original version, that
uses the full set of Planck likelihoods. Fluctuations of a few
percent in the FoM value is expected, reflective of the level
of convergence for the MCMC chains.
Using all aforementioned tools, we have performed the
first set of realistic simulations and analysis for the WFIRST
SN survey. Through examination of the data produced we
have been able to determine statistical and systematic un-
certainties, with a variety of data-driven choices.
5 SIMULATED STRATEGIES
Here we describe simulations of several different strate-
gies for the WFIRST SN survey. The survey variations ex-
amined here are summarised in Table 8. This table lists the
various strategy names, filters, imaging tiers, areas, and the
resultant number of simulated SN Ia analysed.
We analyse strategies that use both the WFC imager
and the IFC-S spectrograph (the SDT, SDT* and SDT*
Highz strategies) as well as strategies that employ imaging
exclusively (the Imaging, Imaging:Lowz, and Imaging:Highz
strategies).
For each variant on the WFIRST SN strategy, we re-
main constrained by the 6 months total observing time. Fur-
thermore, for the imaging component of the survey, the ex-
posure time per tier, filter zero-points, and sources of noise
for each filter are specified in Tables 1, 3, 5, and 6. When
the IFC-S is used, its bandpass, redshift dependent exposure
times, and sources of noise remain set to the values given in
Tables A1 and 4.
If an instrument (i.e., the IFC-S), tier (shallow or deep),
or filter within a survey simulation is removed or added, the
areas (listed in Table 2) of the remaining tiers are adjusted
evenly (except in the SDT* Highz case; see Section 5.2) to
account for the loss or gain of time.
Note that we have not changed the cadence, depth of
a given tier, IFC-S strategy (epochs and number of SNe),
or WFIRST filter bandpass for any strategy outlined within
this paper. Such investigations/optimisations will be the fo-
cus of future papers.
For strategies that only have an imaging component,
we consider the impact that additional non-WFIRST fil-
ters would have on the survey. For simplicity, we assume
that the additional filters are similar to those from HST’s
WFC3, and as such we have used their throughputs and
taken the average AB magnitudes of the two WFC3 chips to
be our zero-points (see Table 7). The FWHM values for these
filters are calculated in part via the use of the WebbPSF
for WFIRST13 tool. This tool allows the user to input ap-
propriate SNe spectra, and account for wave-front aberra-
tions, in order to calculate binned and un-binned PSF data.
WebbPSF however, is not designed for filters bluer than the
Z-band. We therefore modified this tool to calculate bluer
13 https://pythonhosted.org/webbpsf/wfirst.html
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Figure 4. Example WFIRST broadband (ZY JHF ) simulated light curves (black circles) and best-fit light-curves (smooth curve) for
SNe at redshifts 0.5, 0.9, 1.3, and 1.7. Magnitudes are 27.5− 2.5× log10(Flux); e.g., m = 25.0 for Flux = 10. These data are generated
using the medium imaging exposure time of 67 seconds.
Table 7. HST WFC3 filters included within WFIRST SN simu-
lations: Zero-points and average PSF FWHM values are listed
Filter Zero-Point (AB) PSF FWHM (pixel)
F425W (B) 24.75 1.62
F555W (V ) 25.72 1.62
F625W (R) 25.44 1.63
F814W (I) 25.03 1.67
wave-front aberrations via the extrapolation and applica-
tion of higher order Zernike coefficients. Pixelation is then
applied to these results along with an inter-pixel capacitance
effect on the order of ∼2%. As PSF FWHM values change
slightly between each tier, resultant average values are pre-
sented in Table 7.
Within each imaging-only strategy we use no more than
six broadband filters, corresponding to the six slots on the
filter wheel currently dedicated to imaging (see Section 2).
We allow these six filters to be any combination of the
“WFIRST” defined filters, or our bluer WFC3 like filters.
We have not yet investigated the effect of adding filters red-
der than the F -band.
In the current SDT strategy, a set number of SNe in
the 0.1 < z 6 1.7 range are followed-up with the IFC-S
(2726 SNe). For imaging-only strategies, there is no need to
fix the number of SNe or the redshift range. We therefore
allow the redshift range to extend from 0.01 to 2.99. How-
ever, additional selection criteria as mentioned in Section 4
are implemented, and when combined with typical cuts on
the colour and stretch of the SN light curves the photomet-
ric classification purity is determined to be >99%. Because
purity is not 100%, contamination of the SN Ia sample is
included as a systematic uncertainty within our work. Note
that host-galaxy redshifts in an imaging-only survey could
be collected after the WFIRST survey is completed, since
they are not needed to define the SN follow-up observational
sequence (as is the case for the SDT survey).
The design of each survey strategy is discussed below.
5.1 The SDT and SDT* Strategies
Here we present the simulated SDT survey strategy (see
Section 3). We also present a slight modification to the SDT
strategy to significantly improve efficiency (the SDT* strat-
egy). These strategies use both WFI channels: the WFC
imager and IFC-S.
The number of generated SNe is set by the volumetric
rates, survey area, depth, and duration; they are reported in
Table 9 and do not include selection requirements. Within
the appropriate redshift ranges a total of 25,214 SNe are gen-
erated, 4268 of which are SNe Ia, with the remaining 20,946
being CC SNe. The initial SDT SNR requirement described
in Section 3.1, reduces the total to 7,951 “detectable” events
(4116 of which are SNe Ia, see Table 10). For these detectable
events, 3,106 pass all of the photometric cuts specified within
the SDT report (listed in Section 3.1). A breakdown of the
number of SNe to pass each cut is given in Table 10.
Each medium- and long-exposure SN spectrum (which
are obtained for SNe that pass the photometric parts of Cuts
2 and 3, respectively) is compared to a library of real SN
spectra using SNID (Blondin & Tonry 2007). The number
of SNe passing these additional spectroscopic selection cri-
teria (see Section 3.1) are reported in Table 11. As is done
with all current cosmological analyses, we apply additional
colour, light-curve shape constraints, which further reduces
the number of SNe in the cosmological sample. After apply-
ing all criteria, the final sample consists of 2,214 of the 4,116
detected SNe Ia, resulting in an efficiency of only 54%.
After applying the initial photometric selection criteria
(Cuts 0, 1, & 2), the sample has a SN Ia purity of ∼78%.
Of the ∼22% CC SN contaminants, ∼59% are SNe Ib/c and
∼41% are SNe II. The SNe Ib/c that make up the major-
ity of the contaminants are also the objects that are most
spectroscopically similar to SNe Ia, and therefore the most
difficult to remove with low-SNR spectra. Example spectra
of a SN Ia that passes all cuts, a SN Ia that is excluded based
on its long-exposure spectrum, and a CC SN (SN Ic) that
passes all cuts and is included in the cosmology sample are
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Table 8. Simulated strategies investigated for the WFIRST SN survey. This includes the strategy suggested within the SDT report.
Name
Redshift Range Filter Set Used Area (deg2) Number of SN Ia Selected
Shallow Medium Deep Shallow Medium Deep Shallow Medium Deep Shallow Medium Deep
SDT 0.10–0.39 0.40–0.79 0.80–1.70 IFC-S, Y J IFC-S, JH IFC-S, JH 27.44 8.96 5.04 12 364 1204
SDT* 0.10–0.39 0.40–0.79 0.80–1.70 IFC-S, Y J IFC-S, JH IFC-S, JH 27.44 8.96 5.04 149 647 1224
SDT* Highz · · · 0.10–0.79 0.80–1.70 · · · IFC-S, JH IFC-S, JH · · · 22.80 5.04 · · · 1271 1224
SDT Imaging 0.01–2.99 0.01–2.99 0.01–2.99 Y J JH JH 27.44 8.96 5.04 0 221 2546
Imaging:Allz 0.01–2.99 0.01–2.99 0.01–2.99 RZY J RZY J Y JHF 48.82 19.75 8.87 557 4807 5892
Imaging:Lowz 0.01–2.99 0.01–2.99 · · · Y J JH · · · 142.30 66.91 · · · 0 1797 · · ·
Imaging:Lowz* 0.01–2.99 0.01–2.99 · · · RZY J RZY J · · · 73.57 32.24 · · · 822 8117 · · ·
Imaging:Lowz+ 0.01–2.99 0.01–2.99 · · · RZY JHF RZY JHF · · · 50.66 20.68 · · · 588 5167 · · ·
Imaging:Lowz-Blue 0.01–2.99 0.01–2.99 · · · BVRIY J BVRIY J · · · 50.66 20.68 · · · 347 4894 · · ·
Imaging:Highz* · · · 0.01–2.99 0.01–2.99 · · · RZY J Y JHF · · · 32.06 13.24 · · · 7990 8881
Imaging:Highz+ · · · 0.01–2.99 0.01–2.99 · · · RZY JHF RZY JHF · · · 20.50 9.14 · · · 5211 6289
Table 9. Number of SNe generated per SDT survey tier.
Survey Redshift Number of Number of Total SNe
Tier Range SNe Ia CC SNe per Tier
Shallow 0.1 6 z < 0.4 616 2022 2638
Medium 0.4 6 z < 0.8 1103 4057 5160
Deep 0.8 6 z 6 1.7 2549 14867 17416
SN Total: 4268 20,946 25,214
Table 10. Number of SNe that make it past the photometric cuts
defined within the SDT reportb.
Cut
Shallow Medium Deep
Total
Ia CC Ia CC Ia CC
0 465 97 1102 428 2549 3310 7951
1 169 16 867 97 2408 1217 4776
2 14 1 378 44 2046 623 3106
bPhotometric cuts are defined in Section 3.1.
Table 11. Number of SNe that pass the photometric and spectro-
scopic cuts defined by the SDT report, and the number of SNe Ia
that pass the required colour and stretch constraints, and as such
are used within our final analysis.
Cut Number of SNe Number of SN Ia
analysed
3 2445 2256
4 2316 2214
illustrated in Figure 5. This figure demonstrates the diffi-
culty of classification using the SDT report strategy. For the
given exposure times, distinguishing spectral features can
not be identified with the expected SNR and resolution. In
particular, the sulfur “W”, which the SDT report uses as a
clear example of a SN Ia feature, is not detected in the ex-
ample SN Ia spectra of Figure 5 that fails to make it to the
final sample.
The current number of correct spectral classifications
for the SDT strategy is likely optimistic. While correlated
template noise is included in the simulations, residual noise
from un-subtracted host-galaxy light as a consequence of
lack of a galaxy template at the time of classification, has not
been included (no template measurements have been made
at the time of classification). Even if a spectrum of the host-
galaxy does exist (e.g., from a ground-based spectrograph),
the exact galaxy SED at the position of the SN will not be
accurately measured. A galaxy SED could be built from the
photometry or interpolated from surrounding IFC-S pixels,
however this will likely introduce significant uncertainties.
This source of noise will be explored in future work (see
Section 8).
The SN Ia efficiency for the final sample is shown in
Figure 6. The efficiency is low at particular redshifts, 0.3 <
z 6 0.4 and 0.7 < z 6 0.8. This is partially the result
of the survey design producing insufficient SN discoveries
at the the high-z end of each tier. However, photometric
selection criteria that require SNe to have colours consistent
with a SN Ia at their host-galaxy redshift, and that the
SNe rise between epochs, are the main contributors for the
low efficiency. For the shallow imaging tier, which covers
0.1 6 z < 0.4, these criteria are problematic due to the
tier’s short 13-second exposure, which results in noisy light
curves. Noisy light curves often do not have a detectable rise
at early epochs (i.e., the measured flux in the second epoch
is often lower than that of the first epoch).
The large reduction in the number of SNe between the
first two spectral epochs is also because of this required in-
crease in brightness of a SN between epochs (Cut 2). In many
cases statistical noise causes a SN to appear to fade between
two successive epochs. To reduce this bias, this criterion is
loosened via the iterative examination of a range of“rise”val-
ues (including negative values) for the simulated SNe Ia as a
function of redshift for each tier, and applied within our final
results. The constraints on the discovery filter colours (Y+J
for shallow, J+H for medium and deep) are also tightened,
excluding some of the most extreme SNe Ia from the final
sample, and significantly reducing the number of CC SNe
at each step. The effect of these improved selection criteria
enables a reduction in the fraction of SNe Ia missed to ∼20%
(3310 SNe Ia make it to the final sample), and a decrease in
the number of misclassified CC SNe, all with minimal SN Ia
losses. Hereafter we refer to this data set as SDT*, an SDT
report SN simulation where SN selection criteria have been
modified. The SDT* strategy is identical to the SDT survey
strategy, except that it implements the different selection
criteria discussed.
Using the results of both the SDT and SDT* selection
procedure, the efficiency and purity are measured. The effi-
ciency of the two strategies are illustrated in Figure 6. From
these simulations, it is clear that the SDT methodology re-
sults in a strong selection effect at high-z. The SDT* strat-
egy, which allows for the possibility of a measured decline
between early epochs, does not have this problem. Spectro-
scopic classification for the SDT* strategy, however, suffers
from the same issues as the SDT strategy, reducing the effi-
ciency to ∼80%. While we have not yet examined potential
biases related to the spectroscopic selection, previous ex-
perience with spectroscopically confirmed SN samples show
that this selection will introduce a distance bias that must
be corrected. Our selection procedure results in a ∼99% pu-
rity, which will further increase when considering full light
curves and all spectral data.
To both accurately match the SDT description of their
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Figure 5. Simulated rest-frame WFIRST IFC-S spectra of z = 1 SNe. The left panels correspond to a SN Ia that passes all cuts and
for which full follow-up observations would be obtained. The middle panels correspond to a SN Ia that is not identified as a SN Ia based
on its long-exposure spectrum and is thus culled from the sample. The right panels correspond to a CC SN that passes all requirements,
including photometric cuts, and would receive full follow-up observations. The top, middle, and bottom rows correspond to short-,
medium-, and long-exposure spectra, respectively, for each SN. The WFIRST spectra are plotted as blue points with error bars. Note
the changing resolution with wavelength. The best-matching SN Ia and non-SN Ia spectra are plotted as gold and red, respectively.
Figure 6. SDT and SDT* (left and right panels, respectively) SN Ia selection efficiency as a function of redshift. The gold squares,
green diamonds, blue triangles, and black circles represent the efficiency of SNe Ia that could be scheduled for 1, 2, 3, and 9 epochs of
spectroscopy, respectively. Lines connect data from the same tier of the survey. The large drop in efficiency from the 1st to 2nd spectral
epoch at z < 0.8 for the SDT strategy is caused primarily by photometric cuts, specifically the SDT requirement that SNe rise between
each epoch. Comparison of the two strategies suggest that the looser selection criteria of the SDT* strategy is significantly more efficient
than that of the SDT.
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survey strategy and to reduce potential biases of selecting
SNe at the same redshift with different filters (and SNR),
we only select SNe at particular redshift from their corre-
sponding tiers. This is particularly important for z < 0.4,
where the shallow tier is conducted in the Y+J filters, while
deeper tiers use the J+H filters. To be specific, SNe with
z < 0.4, 0.4 6 z < 0.8, and 0.8 6 z 6 1.7 are selected
exclusively from the shallow, medium, and deep tiers, re-
spectively. The overall efficiency is not strongly affected by
this decision since the IFC-S exposure time is only a function
of redshift and not, for instance, brightness.
The choice however, does affect the number of SNe avail-
able for follow-up observations. For the SDT* simulation,
the final redshift distribution (Figure 7a) contains only 524
of the 1230 z < 0.6 SNe Ia desired by the SDT report i.e.,
only 43% (see Figure 7a). This is caused primarily by the
low SNR for objects in the shallow survey tier. If we did
not limit SNe at a particular redshift to be discovered in a
particular tier, the number of appropriate SNe would likely
increase (see results of SDT* Highz, Section 5.2), but the
number discovered are similar to those required by the SDT
report, and other selection criteria would likely reduce the
final number below that desired.
The statistical uncertainties of the simulated SDT and
SDT* surveys as a function of redshift are presented in Fig-
ure 7f. Statistical uncertainties are computed as the median
distance modulus residual in a ∆z = 0.1 redshift bin. These
values are combined in quadrature with the lensing uncer-
tainty described in Section 4, and divided by the square-root
of the number of SNe in each bin. The significant disagree-
ment between statistical uncertainties for the SDT-required
and SDT* surveys at z < 0.5 is due to the lack of low-z
SNe Ia in the final SDT* sample.
5.2 SDT* Highz
As the shallow tier did not yield many SNe for the sim-
ulated SDT* survey (Section 5.1), we examined the effects
of removing that component and reallocating the time to
the medium tier. This IFC+imaging based strategy there-
fore consists of only two tiers: medium and deep. This sim-
ulation is designed such that the medium tier is allowed to
sample SNe within a greater redshift range, 0.1 6 z < 0.8
(instead of the previously defined 0.4 6 z < 0.8 range).
The deep tier is unchanged from its description within Sec-
tion 5.1. The area of the medium WFC imaging component
is therefore increased by a factor of ∼2.3 to account for not
using the shallow tier and the time that it occupied. The
numbers presented in Table 8 are limited (where applica-
ble) to the maximum number of SNe per 0.1 redshift bin
as outlined in the SDT report. In addition, the modified se-
lection criteria (as outlined in Section 5.1) are implemented
in the creation of the final SN Ia sample. The strict version
of the selection criteria were also applied to this simulation,
but as in the previous SDT* scenario our modified selection
yields a larger statistical sample. The results of this strategy
can be seen in Figure 7b and 7g. The redistribution of time
within the medium tier allows for a gain of 24% more SNe Ia
within the final classified sample in comparison to the SDT*
results.
5.3 SDT Imaging
This simulation is based on a worst-case scenario where
the SDT strategy is executed, but after the fact it is de-
termined that the IFC-S data is unusable, resulting in ex-
clusive use of the existing WFC imaging data. Presumably
this analysis can happen even if the IFC-S works perfectly.
There is no increase in the areas of this strategy as it is
exploring the idea of data obtained when an instrument is
“faulty”. There are also no SN selection criteria as outlined
in Section 3.1 as there are no spectra. Purity of the resulting
SN Ia sample is implemented via the aforementioned SNR
requirements made on fitting (see Section 4). The results of
this simulated survey are presented in Figure 7c and 7h.
The number of SNe Ia obtained within the simulation is
a factor of ∼1.2 less then the final possible sample within our
SDT* strategy, and there are no SNe detected at z < 0.6.
This issue can again be attributed to the insufficient SNR
of the low-z SNe in the shallow tier of the survey.
5.4 Imaging:Allz
This simulated WFC imaging-only survey uses all three
SDT tiers, but four broad-band filters instead of two. The
four filters used are ZY J and F625W (R-band) for the shal-
low and medium tiers, and Y JHF for the deep. For each tier
the area has been adjusted (factors of ∼1.8, 2.2, 1.8 for shal-
low, medium and deep tiers, respectively) to account for the
loss of the IFC-S component, and the increase in the number
of filters. These filters are chosen to span the rest-frame op-
tical, where our spectral models are well defined, and extend
to the rest-frame NIR. The redistribution of IFC-S time, lack
of the selection criteria necessary for IFC-S observations, and
additional filter selection, result in a factor of ∼3.4 increase
in the final SN sample over the possible SDT*. See Figure 7c
and 7h for the results of this strategy. This is the first sce-
nario for which the number of SNe Ia per 0.1 redshift bin
has exceeded the requirements set by the SDT report for all
redshift bins.
We present a Hubble diagram for the simulated Imag-
ing:Allz and SDT* SN surveys in Figure 8. Within this
figure, we compare the expected distance uncertainties (in
redshift bins) for both simulations. An SDT* survey would
cover 0.1 6 z 6 1.7, while the Imaging:Allz data set would
cover 0.0 6 z 6 3.0. Within the same redshift range the
SDT* residuals are on average a factor of two greater. At
the high-z end however (z > 2.0), the residuals of the Imag-
ing:Allz simulation are on average ∼ 4× grater than the av-
erage SDT* residual. Neither sample has been corrected for
distance bias (as shown in Kessler & Scolnic 2016), which
leads to some of the larger residual values as seen in the
SDT* data at low-z.
5.5 Imaging:Lowz
A simulated WFC imaging survey that consists of the
shallow and medium tiers only, and the use of the two SDT
discovery filters (Y+J and J+H). The area of the shallow
tier is increased by a factor of ∼5.2 and the medium ∼7.5,
in order to account for not using the IFC-S and deep tier
components. Without the deep imaging tier and using non-
optimal filter choices, there is a factor of ∼1.8 decrease in
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Figure 7. Left panels: Redshift distributions for each simulated WFIRST SN survey examined. For comparison, the SDT required
redshift distribution (as assumed by the SDT report) is presented as a grey histogram in the top-left panel (this is equivalent to that
displayed in Figure 3). In the same panel, we present the “possible” SDT redshift distribution, which corresponds to all simulated SNe Ia
discovered that pass all SDT selection criteria, as red circles. The red histogram represents the “actual” SDT redshift distribution, which
corresponds to the lesser of the maximum number of SNe that can possibly be observed at that redshift and the desired number of
SNe Ia for that redshift bin. A similar curve and histogram for the SDT* strategy are shown as blue triangles and a blue histogram.
The remaining left panels present the redshift distributions of the other strategies examined. For comparison, the SDT* possible curve
is presented as blue triangles in each panel. Right panels: Fractional statistical distance uncertainties for each simulated WFIRST SN
survey as a function of redshift. For comparison, the assumed SDT uncertainties are plotted as the thick black line in the top-right panel
(see Figure 3), with the measured uncertainties from the simulations for the SDT (SDT*) strategies represented by red circles (blue
triangles). The remaining left panels present the fractional statistical distance uncertainties of the other strategies examined, with the
left and right panels of a given row corresponding to the same strategies. For comparison, the “actual” SDT* distance uncertainties are
presented as blue triangles in each panel.
MNRAS 000, 1–29 (2016)
16 R. Hounsell et al.
Figure 8. Hubble diagram of the simulated WFIRST SDT* sam-
ple (black points), and the simulated WFIRST Imaging:Allz sam-
ple (blue points). The red and gold lines represent ΛCDM and
wCDM (with w = −1.05) models, respectively. The bottom panel
displays the Hubble residuals relative to the ΛCDM model. The
black triangles, and blue squares represent binned residuals for
the SDT*, and the Imaging:Allz data, respectively.
the number of SNe Ia compared to the final possible sample
in the SDT* scenario (see Figure 7d and 7i). Below z < 0.4
no SNe Ia are detected, with only ∼0.4% of the total sample
at z < 0.6. The fraction of SN Ia with z > 1.2 compared to
the whole sample is only ∼2%.
5.6 Imaging:Lowz*
Here is another imaging-only simulation that consists
of the shallow and medium tiers, where the area of each
respective tier has been increased by a factor of ∼2.7 and
∼3.6 to account for not using the IFC-S and deep tier com-
ponents. RZY J filters are used in both tiers, maximising
our coverage of the rest-frame optical and extending to the
rest-frame NIR. On comparison to the Imaging:Lowz simu-
lation we have included an additional two filters, R+Z, and
thus decreased the observed areas. For this Imaging:Lowz*
simulation the redistribution of IFC-S time, bluer filter, lack
of the IFC-S component and selection criteria, resulted in a
∼2.7 increase in the number of SNe Ia in the final sample.
Of the total SN population only ∼5.1% have a z > 1.2 (see
Figure 7d and 7i).
5.7 Imaging:Lowz+
Six filters, RZY JHF , are used within this imaging-
only, two tier simulated survey (each tier uses all six filters).
The area of the shallow and medium tiers are increased by
factors ∼1.8 and 2.3 respectively. The bluer filters and slight
increase in area (from not using some components) of the
remaining tiers lead to a ∼1.7 increase in the number of
SNe Ia. Only ∼5.1% of the total SN population generated
occupy redshift bins > 1.2 (see Figure 7d and 7i).
5.8 Imaging:Lowz-Blue
This simulation is the same as Imaging:Lowz+, however
bluer filters have been selected, which include the WFC3
F425W (B), F555W (V ), F625W (R), and F814W (I) fil-
ters in combination with the WFIRST SDT discovery fil-
ters, Y+J . The areas of the shallow and medium tiers are
increased by factors of ∼1.8 and 2.3 to account for not us-
ing the IFC-S and deep components. The number of SNe Ia
found by this strategy is ∼1.6 times greater than the SDT*
survey. Only ∼5% of the SN sample has z > 1.2 (see Fig-
ure 7d and 7i).
5.9 Imaging:Highz*
This simulation is similar to the Imaging:Lowz* strat-
egy, however here the medium and deep tiers are used rather
than the shallow and medium. Time from the IFC-S and
shallow components are used to increase tier areas by factors
of ∼3.6 and 2.6 respectively. Filters selected for the medium
tier are RZY J , with Y JHF for the deep. The number of
SNe Ia found by this strategy is ∼5.1 times greater than
the SDT*. Focusing on a two tier survey with good expo-
sure times, and slight increases in the areas, results in a
more complete sample of SNe Ia across the required redshift
range. This is the second scenario for which the number of
SNe Ia per 0.1 redshift bin has exceed the requirements set
by the SDT report. See Figure 7e and 7j for the results of
this strategy.
5.10 Imaging:Highz+
This simulation is similar to the Imaging:Lowz+ strat-
egy, however here the medium and deep tiers are used rather
than the shallow and medium. The areas of the two tiers
have been increased by factors ∼2.3 and 1.8 respectively,
accounting for not using the IFC-S and shallow tier. The
number of SNe Ia found by this strategy is a factor of ∼3.5
times greater than the SDT* survey. There is a slight re-
duction of SNe Ia found here in comparison to the Imag-
ing:Highz* strategy due to the addition of two filters (H+F
in the medium and R+Z in the deep), and thus comparative
reduction in area size. See Figure 7e and 7j for the results
of this strategy.
5.11 Summary of Simulated Surveys
Redshift distributions of SNe Ia and their associated
distance uncertainties are shown in Figure 7. For the Imag-
ing:Highz and Imaging:Allz scenarios the number of SN Ia
detected per 0.1 redshift bin increases significantly over the
SDT* results. However, in the case of each Lowz survey the
number of SNe Ia detected at z > 1.2 drops dramatically
due to the loss of the deep tier component. This deep tier
has the longest exposure time and thus the ability to acquire
SNe Ia with SNR values large enough to pass photometric
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cuts. The redder filters of this deep tier are also required for
the detection of SNe at higher z.
The SDT Imaging and Imaging:Lowz strategies clearly
indicate how ineffective the shallow tier of the SDT SN sur-
vey design is. The dearth of SNe Ia at z < 0.6 is driven
by a combination of the shallow exposure time resulting in
objects with a low SNR, and poor filter selection which pro-
vides minimal rest-frame coverage.
In many of the imaging-only scenarios the redshift range
of the simulations are extended to z > 2, but note that our
SN Ia rates are less certain for z > 2. The increased number
of SNe Ia for particular redshift ranges leads to an increase in
the statistical precision per redshift bin, as much as ∼2.5×
better than the SDT* data for the Imaging:Highz* strategy.
6 SYSTEMATIC UNCERTAINTIES
In addition to the statistical uncertainties examined
above, several sources of systematic uncertainty have been
investigated as part of this analysis. These investigations are
the first attempt to quantify the systematic uncertainties of
the WFIRST SN survey without the use of ad hoc functions
such as Equation 5.
When considering systematic and statistical uncertain-
ties, we compute a covariance matrix to describe the dis-
tance uncertainties such that C = Dstat +Csys (Conley et al.
2011). The first term, Dstat, is the purely diagonal matrix,
where the diagonal elements correspond to the individual SN
distance uncertainties given by Equation 6. The systematic
component, Csys, can be described as the summation over
each systematic uncertainty such that
Csys,ij =
∑
k
(
δµi
δSk
)(
δµj
δSk
)
(∆Sk)
2 , (12)
where δµi/δSk is the change in distance modulus for the
ith SN when varying the kth systematic effect by ∆Sk. To
calculate Csys, we determine the distance modulus difference
when changing each systematic effect by 1σ. During this
process, we fix α and β from Equation 10 to the values found
by minimizing the Hubble residuals when including only the
statistical uncertainties.
To understand the dependence of the FoM on the value
of each systematic uncertainty, we introduce a bias in our
measurements that mimics the effect of each systematic un-
certainty. We vary each systematic effect with multiplicative
scaling from 0 (no effect) to 12 times the value of our current
constraints for that uncertainty. For each case, we compare
the distance moduli determined with the included uncer-
tainty to that determined without the effect. We display
the absolute median distance modulus bias as a function of
redshift for the nominal case (multiplicative factor of 1) in
Figures 9 and 10. The µ-differences are used to compute
the derivative term in Equation 12. Note that although ab-
solute values are presented in Figures 9 and 10, the signs
of the differences are unchanged in the computation of the
derivative.
To determine a FoM, we input the derived distances
and the associated covariance matrix to CosmoMC*. Ad-
ditional constrains from CMB and BAO measurements are
included in the fitting (as discussed in Section 4). The FoM
measurement when including a particular systematic uncer-
tainty (with various multiplicative scalings), FoMtot relative
to the statistical-only FoM, FoMstat, are shown in Figure 9
and 10. The points marked as “current” represent the FoM
calculated with our present understanding of the systematic
uncertainty (i.e., a multiplicative scaling of 1), FoMtot,curr.
Points marked “optimistic” represent the FoM values calcu-
lated with assumptions for improved systematic uncertain-
ties, FoMtot,opt. These optimistic systematic uncertainties
are values which we hope will be available at launch, and
have assumed through reasonable prediction.
The limited precision of the CosmoMC* runs (discussed
in Section 4) and artifacts of light-curve fitting in SNANA
add some numerical noise to individual FoM measurements,
making their values deviate, on order of a few percent, from
a smooth interpolation. However, all of our main findings
are robust against these small variations.
6.1 Calibration
Calibration uncertainty is currently the largest system-
atic uncertainty of all recent ground-based SN cosmology
analyses (e.g., Scolnic et al. 2014b). The primary sources of
calibration uncertainty can be split into three separate com-
ponents, which are listed and discussed below. The nominal
size of each component is set to match the current values
determined for the HST system. This is likely a conser-
vative assumption, and is varied within the present analysis.
1. The absolute calibration of the spectrophotometric
system: The accuracy of the HST Calspec system (Bohlin
et al. 2014) is described as a linear function with a slope of
roughly 5 mmag per 7000 A˚ (Bohlin 2007). Assuming the
functional form of the calibration of WFIRST is similar to
that of HST, we use the magnitude of the HST systematic
uncertainty as the nominal uncertainty for the WFC (see
Figure 9a and g). For the IFC-S we take it to be 50 mmag
per 7000 A˚, as there are many unknown calibration issues for
this instrument, and as such an estimate ten times greater
than the WFC is deemed appropriate (D. Law, private com-
munication). This higher value for the IFC-S is also appro-
priate given work conducted in Bacon et al. (Section 4.6
of 2015), which compares synthesized broad-band magni-
tudes from MUSE (a panoramic integral field spectrograph)
to that of HST, and finds a mean bias of 50 mmag, with
a statistical uncertainty of 40 mmag. In addition, similar
values were also found by Childress et al. (2016) in which
data from a 2/3 yr SN survey using the Wide Field Spec-
trograph on the Australian National University Telescope,
enabled the determination of a colour variation ranging from
40 mmag in the red to 90 mmag in the blue.
For both the IFC-S and WFC we assume an optimistic
colour-gradient uncertainty of 3 mmag per 7000 A˚, ∼1.7 ×
better than HST. This is the main calibration systematic
uncertainty for the IFC-S, and also an uncertainty for the
filters.
2. Non-linearity of the detector: Detector response non-
linearity can severely impact photometric precision in as-
tronomical observations. Recent work (e.g., Riess 2010) has
suggested that a count-rate dependent non-linearity is com-
mon in HgCdTe detectors. WFIRST will be using H4RG de-
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Figure 9. Left panels: Median distance modulus residuals for the Imaging:Allz simulated sample of SNe Ia. The residuals are the
difference between distance moduli measured with and without a particular systematic uncertainty applied (at its current value) and
scaled to have zero residual at z = 0. Right panels: Fractional FoM values relative to the statistical FoM for different values of a particular
systematic uncertainty (with the scaling being relative to the current value). The dashed line represents the statistical FoM. Red circles
and green squares represent the current and optimistic values of each systematic uncertainty, respectively
MNRAS 000, 1–29 (2016)
Simulations of the WFIRST SN Survey 19
Figure 10. Same as Figure 9, but for additional systematic uncertainties.
tectors for both the WFC and IFC-S. Count-rate dependent
non-linearity and its effect in HgCdTe detectors must there-
fore be taken into account as a systematic uncertainty for
the WFIRST mission. Riess (2010) measured a non-linearity
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in WFC3-IR data of ∼1% per dex over a range of 10 mag
(4 dex), which was independent of wavelength. We take this
as our baseline assumption (see Figure 9b and h).
Our optimistic non-linearity systematic uncertainty is
assumed to be 5× better than the values obtained from
HST studies. This is reasonable given current and future
improvements of detectors.
3. Zero-point uncertainty: Recent ground-based imag-
ing surveys have been able to measure the uncertainties in
their filter zero-points to 5 mmag (Betoule et al. 2013; Scol-
nic et al. 2015). Because of the colour term in the SN dis-
tance equation, a bias in a zero-point can result in a dis-
tance modulus bias ∼3× (a multiplicative value equivalent
to β) larger. A space-based observatory, being above the at-
mosphere, should have zero-point uncertainties that are at
worst equal to the state-of-the-art ground-based surveys. We
have therefore analyzed this uncertainty via the addition of
a 5 mmag shift to each filter zero-point (see Figure 10). Op-
timistic WFC imaging zero-point uncertainties are assumed
as a 1 mmag offset.
6.2 Core-collapse Contamination
For surveys that use the IFC-S we assume that there
are no CC SNe in the cosmological sample; i.e., we set the
current and optimistic contamination to be 0%. Although
some CC contamination was present within the SDT/SDT*
results (see Section 5.1), we expect that by using all spectra
and light curve data available (not just the first 5 imaging
data points and 3 IFC-S spectra), contamination will drop
significantly. In addition we expect that the application of
improved classification techniques on these data will further
improve classification.
For each of our imaging-only scenarios (see Sections 5.3
through 5.10) however, contamination on the final cosmol-
ogy sample must be considered. When simulating each sur-
vey both CC SNe and SN Ia are generated, selection and
light-curve quality cuts are then applied as discussed in Sec-
tion 4. Within our work, this results in a photometric clas-
sification purity of ∼93% (for the Imaging:Allz survey). To
account for the systematic uncertainty introduced by any re-
maining contamination, Hubble residuals are calculated for
data with and without CC SNe and differences in distance
vs. redshift are used as a systematic uncertainty. We further
reduce the contamination by a factor of 5× when consider-
ing an additional nearest-neighbor (NN) cut, as described in
Kessler & Scolnic (2016). We take this reduced contamina-
tion as our nominal uncertainty for imaging-only scenarios
(see Figure 9c and i). Kessler & Scolnic (2016) reduces the
contamination by a factor of 3.6× with the NN cut, but we
are slightly more optimistic because of the additional rest-
frame NIR data and stricter selection cuts. A full simulation
with NN classification is beyond the scope of this work, but
will be considered in future investigations.
Our optimistic core-collapse contamination uncertainty
for imaging-only simulations is assumed to be negligible, as
we expect classification methods to have improved substan-
tially by launch and to be able to take advantage of the
rest-frame NIR data.
6.3 SN Physics
Our simulations also take into account five systematic
uncertainties related to SN physics.
1. The host-galaxy – SN luminosity relation: After cor-
recting for SN light-curve shape and colour, SN Ia Hub-
ble residuals still correlate with host-galaxy properties (e.g.,
Kelly et al. 2010; Lampeitl et al. 2010; Sullivan et al. 2010).
Although the cause of this effect is still unknown, it is possi-
ble that it is related to different progenitor properties, such
as metallicity or age, that correlate with environment.
Currently, cosmology analyses (e.g., Betoule et al. 2014)
correct SN luminosities based on the mass of the SN host-
galaxy relative to a central split value. The exact functional
form of this correction is still poorly constrained, but most
assume a binary population split at 1010M (Sullivan et al.
2010). It is possible that the magnitude of this correction and
the form could change with redshift (e.g., Rigault et al. 2013,
2015; Childress et al. 2014). However, the size of the system-
atic uncertainty due to the mass-dependent evolution can be
mitigated by measuring the relation between distance resid-
uals and mass at different redshifts. This method is similar
to ideas presented by Shafer & Huterer (2014). Therefore,
the size of the systematic uncertainty is actually dependent
on how well the evolution of the relation is measured.
To mimic this effect, we take half of our output SNANA
SN Ia sample, which we call our “high-mass” sample, and
introduce a redshift-dependent offset in the peak brightness
of the SN mB , following
mB,shift = mB + 0.06− [0.06× (1− z)] . (13)
We then determine the redshift dependence of the difference
in Hubble residuals between our altered “high-mass” sample
and the unaltered “low-mass” sample. The difference in our
recovered dependence and our input dependence, given in
Equation 13, is used as the size of our nominal systematic
uncertainty (see Figure 9d and j). For this analysis, we
assume that the uncertainty in the difference of the Hubble
residuals for the two bins is dominated by the distance
uncertainty, rather than uncertainties in the mass estimates
of the host-galaxies. There may be a larger systematic un-
certainty related to a population drift of the host-galaxies;
however, we choose this particular kind of systematic for
the host-galaxy - SN luminosity relation to represent various
systematic uncertainties that actually improve with greater
statistics. As such there is no optimistic value for this bias
as it is based purely upon the statistics of the survey.
2. Intrinsic Scatter Uncertainty: There is still uncer-
tainty in the relative proportion of colour variation and lu-
minosity variation in the intrinsic scatter model for SNe Ia
(see Scolnic & Kessler 2016, for a review). The distance
bias corrections applied depend on the assumption of the
intrinsic scatter model. The differences between the bias
corrections are typically largest where selection effects are
strongest because the intrinsic scatter model will determine
whether predominantly bluer objects are selected or pre-
dominantly brighter objects are selected. To determine the
impact on our cosmological measurements from this uncer-
tainty, we first simulated our samples with two different in-
trinsic scatter models: G10, a model from Guy et al. (2010)
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which has 70% luminosity variation and 30% colour varia-
tion, and a model from Chotard et al. (2011), C11, which has
25% luminosity variation and 75% colour variation. Follow-
ing Kessler et al. (2013), we converted the Guy et al. (2010)
and Chotard et al. (2011) models into spectral-variation
models for SNANA. The difference between the recovered
distances from these two models is the systematic uncer-
tainty, shown in Figure 9e. The structure of the distance
differences with redshift shown in Figure 9e is due to the
impact of various selection effects (from the tiered surveys)
on the different scatter models.
The optimistic intrinsic scatter uncertainty is assumed
to be 5× better than current estimates due to improved
models in the IR (see Mandel et al. 2011)
3. Population drift: Related to uncertainty in the intrin-
sic scatter model, there is uncertainty in whether this form
of the scatter could evolve with redshift. This issue is con-
flated in past analyses with the possibility that the colour of
the SN population could evolve with redshift (Mandel et al.
2016; Scolnic & Kessler 2016), and this evolution is not ac-
counted for in the analysis. To determine the impact on our
cosmological measurements from this uncertainty, we intro-
duced a SN colour population drift of 0.01× z mag, keeping
the defined colour range and Bifurcated Gaussian σ identical
to previous simulations.
While there may be evidence for an x1 population drift
(see Scolnic & Kessler 2016), it will have less impact on pos-
sible distance biases than a c population drift because of
the different correlations between c and x1 with luminosity.
Therefore in this analysis, we do not include an additional x1
population drift. The difference between the recovered dis-
tances from this shift and the nominal simulation are shown
in Figure 9f, with relative FoM values given in Figure 9l.
It is possible that with the IFC-S, evolution of the in-
trinsic colour can be constrained by measuring the SN ejecta
velocities (Foley & Kasen 2011; Foley et al. 2011; Foley 2012;
Mandel et al. 2014). This claim is analysed further in Ap-
pendix B, though for our nominal systematic uncertainty,
we do not assume any improvement in the constraint on in-
trinsic colour evolution or population drift from the IFC-S.
The optimistic population drift uncertainty for ∆z = 0.1
is taken as 3.3 mmag. This is an estimate as it is unclear
from recent studies (e.g. Rubin et al. 2015; Scolnic &
Kessler 2016; Rubin & Hayden 2016) what an optimistic
constraint should be.
The following systematic uncertainties are not included
in our FoMtot predictions, but their effects have been
considered.
4. Beta evolution: The properties of interstellar dust
may change with redshift, affecting the ratio of total to
selective extinction. This evolution would manifest itself in
a change in the recovered value of β (Scolnic et al. 2014a)
with redshift (Conley et al. 2011). Furthermore as shown in
Mandel et al. (2016), β may be composed of a reddening
law as well as a separate relation between SN intrinsic
color with luminosity, and the relative components of the
two may change with redshift. Similar to the correlation
of Hubble residuals with host-mass, β evolution can be
included as a fit parameter and its uncertainty will decrease
with the size of the statistical sample. Therefore, its uncer-
tainty is expected to be small compared to the systematic
uncertainty from the intrinsic uncertainty or population
drift, so is not included here.
5. K-corrections: The SDT report lists K-corrections as
a top systematic uncertainty and a large motivation for the
use of the IFC-S over broad-band imaging. However, since
modern distance-fitting algorithms employ spectral models
to fit SN data in the observer frame, no true K-correction is
ever applied. Instead, a K-correction uncertainty should be
described as an imperfect knowledge of a SN SED. Since
most of our SN Ia training set is at z ≈ 0, certain re-
gions of the spectral model (near the effective wavelength
of certain filters) are better constrained than others. If the
de-redshifted observer-frame and rest-frame filters are not
well aligned, the diversity of spectral features could cause
an additional statistical uncertainty of up to 0.04 mag (e.g.,
Saunders et al. 2015). With IFC-S measurements, one can
synthesise photometry over any wavelength range, largely
eliminating this uncertainty.
It has been argued (e.g., Aldering et al. 2002; Perl-
mutter & Schmidt 2003) that this uncertainty will be
dominant for a space-based SN mission. However, even
with the most pessimistic scenario (Saunders et al. 2015),
this uncertainty is still negligible compared to the 0.13 mag
intrinsic scatter of SN Ia (Scolnic et al. 2014b; Betoule
et al. 2014). This bias averages out on redshift scales of
∆z ≈ 0.1. To further examine this point, the IFC-S spectra
were binned, maintaining the overall SNR, mimicking
progressively lower resolution spectra (or wider filters).
No systematic bias is found and distance uncertainties
do not increase, confirming that this uncertainty will be
sub-dominant. Therefore, K-corrections are not included as
an additional systematic uncertainty.
6. Milky Way extinction: Systematic uncertainties in
the amount of Milky Way (MW) extinction in the line-of-
sight to the SNe will propagate to systematic uncertainties in
the recovery of the cosmological parameters. The WFIRST
SN fields have not yet been chosen, but it is likely they
will be picked to minimize the amount of MW extinction:
MW E(B − V ) < 0.02 mag. As discussed in Scolnic et al.
(2014a), systematic uncertainties in the MW extinction take
the form of a multiplicative component and additive com-
ponent. Assuming a 10% multiplicative uncertainty and a
separate 3 mmag additive uncertainty, we find the impact
on the FoM is small (< 10%), relative to the other systematic
uncertainties discussed above. Therefore, it is not included
in our analysis.
6.4 Statistical and Systematic Uncertainty
Summary
A summation of the current and optimistic systematic
uncertainties investigated by our various simulations is pre-
sented in Table 12.
The effect of each individual systematic uncertainty
both current and optimistic is presented within Figure 11.
The values plotted here are produced using CosmoMC*. For
the SDT survey simulation, the largest uncertainty is the
colour-gradient uncertainty. Our current estimate for this
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Table 12. Current and optimistic systematic uncertainties investigated for both the WFC and IFC-S. Since the impact of systematic
uncertainties such as beta evolution, K-corrections, and MW extinction are considered negligible, we have not included them within our
final analysis.
Systematic Current Optimistic
Uncertainty WFC IFC-S WFC IFC-S
Colour-gradient 5 mmag per 7000 A˚ 50 mmag per 7000 A˚ 3 mmag per 7000 A˚ 3 mmag per 7000 A˚
Non-linearity 1% per dex over 10 mag 1% per dex over 10 mag 0.2% per dex over 10 mag 0.2% per dex over 10 mag
Zero-point offsets 5 mmag · · · 1 mmag · · ·
CC contamination 1/5th of derived systematicc 0% 0% 0%
Population drift 10 mmag × z 10 mmag × z 3.3 mmag × z 3.3 mmag × z
Intrinsic scatter The difference between the G10 and C11 models 1/5th that of current 1/5th that of current
Host-mass evolution Calculated for each strategyd
Beta evolution Considered Negligiblee
K-corrections Considered Negligiblee
MW extinction Considered Negligiblee
c See Section 6.2 for details on this systematic uncertainty.
d For each simulated survey strategy the host-mass systematic uncertainty was calculated as described within Section 6.3.
e As the effect of this systematic uncertainty is considered negligible (see Section 6.3) we have not included it within our final analysis.
uncertainty is 50 mmag per 7000 A˚. We hope that this value
will decrease by over a factor of 10× by launch, leading to
the much larger relative FoMtot,opt. For the imaging-only
scenario the largest systematic uncertainties are the intrin-
sic scatter and the zero-point offsets, specifically for the Y
and H bands. Further evaluation of these uncertainties is re-
quired in order to fully understand their effects and enable
optimisation of survey strategies.
7 COMPARISON OF SIMULATED SURVEY
STRATEGIES
Within this paper we have simulated a total of 11 dif-
ferent SN survey strategies for the WFIRST mission. Here
we compare each strategy, assessing how successful they are
at constraining dark energy models, via their FoM values.
We also examine the details of these strategies, such as red-
shift distribution of SNe Ia, and suggest how they may be
improved.
Using the “optimised” systematic uncertainties de-
scribed above we have evaluated the impact of each uncer-
tainty on each of our simulated surveys, the results of which
are presented in Figure 12, with Table 13 listing the FoMstat,
FoMtot,curr, and FoMtot,opt values determined for each case.
For completeness the FoM values presented here are calcu-
lated using the original version of CosmoMC, where the full
set of Planck likelihoods are considered. Figure 12 indicates
that the surveys examined possess a wide range of FoMstat
(103 – 476) values compared to a much narrower range of
FoMtot,curr (71– 198) values.
Examination of strategies that use both the IFC-S and
WFC (e.g., SDT, SDT* and SDT* Highz) allow us to draw
several important conclusions. The SDT strategy as outlined
in Spergel et al. (2015) results in a lower than expected
number of SNe Ia at z < 0.6. This decrease in low-z SNe
is a result of the short exposure time within the shallow
tier of the imaging survey, and the strict spectrophotometric
selection criteria.
Slight modification of these selection criteria as imple-
mented in SDT* (see Figure 7a) increases the total number
of low-z SN Ia by ∼300% with a total increase of ∼28% over
0.1 6 z 6 1.7. The short exposure time of the shallow imag-
ing tier leads to low-SNR SNe and thus even with modified
selection criteria this shallow survey still hinders the num-
ber of z < 0.6 SNe Ia obtained, reaching only ∼43% of the
fraction stated within the SDT report.
Based on these results we conclude that any selection
criteria implemented must be very carefully chosen so as to
maximise both efficiency and purity, and that the shallow
tier of the imaging survey (with current overhead estimates)
is a sub-optimal use of survey time. Shifting exposure time
from the shallow imaging tier to the medium tier and apply-
ing the modified selection criteria significantly increases the
number of SNe Ia observed (475 and 915 more SNe Ia com-
pared to SDT*, and SDT surveys, respectively) as indicated
in our SDT* Highz survey simulation (see Figure 7b). This
strategy possesses a much higher FoMtot,opt value of 364 in
comparison to the FoMtot,opt = 284 value of the SDT.
Figure 13 (left) presents the w0−wa 68% and 95% con-
fidence contours for the simulated SDT, SDT*, and SDT*
Highz surveys. These contours illustrate how slight modifica-
tion of the classification criteria presented by the SDT report
(see Section 3.1) can lead to an increase in the FoMtot,opt
whereas moving time to focus on the medium tier of the
survey makes for a more significant impact.
As an informative worst-case scenario, the SDT Imag-
ing simulation replicates a situation where all IFC-S data is
determined to be unusable, but only after completion of the
WFIRST mission. As a result, only the imaging data as part
of the SDT survey would be used for cosmological analyses.
Unsurprisingly, this SN survey produces too few SNe Ia at
z < 0.6 and delivers a low FoMtot,opt = 78.
The Imaging:Allz simulation has a FoMtot,opt = 359,
and is one of our more successful imaging-only strategies.
It is a 3-tier imaging strategy that uses four broadband fil-
ters (RZY J or Y JHF ). This survey discovers >3 times as
many SNe Ia as any IFC-S strategy and has a FoMstat = 456.
Combined, Zero-point uncertainties are the largest system-
atic uncertainties for this strategy (see Figure 11), as with
all imaging strategies.
When comparing the Imaging:Allz and SDT* Highz
FoMstat values, it is interesting to note that even though
the final cosmology sample of the Imaging:Allz survey con-
tains 33% more SNe Ia at z > 1.2, the addition of these SNe
increases the relative FoMstat value by only ∼13%. This is
likely due to the nature of dark energy and the w0 − wa
parameterization.
We have generated and examined four Lowz two-tier
imaging-only surveys in which time from the IFC-S and
deep tier have been redistributed amongst the shallow and
medium tiers of the discovery survey. This has allowed for
the addition of several filters and an increase in each tier’s
observational area. Each of these simulated surveys still
failed to meet the required number of SN Ia (as outlined
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Figure 11. Total (statistical+systematic) FoM values when including only a single systematic uncertainty relative to FoMstat. Each
systematic uncertainty considered is listed in the figure. The range for each uncertainty represents the possible effect on the FoM if the
systematic uncertainty is not improved from its current state (dotted line) to our optimistic value. The top and bottom panels display
the systematic uncertainties considered for the SDT (see Section 5.1) and Imaging:Allz strategies (see Section 5.4), respectively. In cases
where noise fluctuations makes the relative FoM slightly greater than FoMstat, these value have been set to 1. Note that the SDT results
do not include the effect of zero-point uncertainties as this strategy does not use any imaging to measure distances. Since the impact of
systematic uncertainties such as beta evolution, K-corrections, and MW extinction are considered negligible (Section 6.3), we have not
included them here.
Figure 12. Predicted dark energy FoMs for the simulated WFIRST SN survey strategies outlined in Section 5. IFC-focused and WFC-
focused strategies are presented in the top and bottom panels, respectively. The gradients for each strategy represent the range of FoMs
from FoMtot,curr (dotted lines) to FoMtot,opt. The thick black lines represent the FoMstat values of each simulation. The red dashed line
indicates the current FoM value of 32.6 (Alam et al. 2016).
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Table 13. Statistical and Systematic FoM values and their associated σ for each simulated survey strategy investigated.
Strategyf
Statistical Current Optimistic
FoM σ(w0) σ(wa) FoM σ(w0) σ(wa) FoM σ(w0) σ(wa)
SDT 318 0.043 0.20 157 0.050 0.23 284 0.044 0.20
SDT* 371 0.037 0.17 174 0.047 0.21 338 0.038 0.17
SDT* Highz 412 0.034 0.15 198 0.045 0.19 364 0.036 0.16
SDT Imaging 141 0.081 0.36 71 0.102 0.38 78 0.098 0.38
Imaging:Allz 456 0.030 0.14 195 0.053 0.24 359 0.035 0.17
Imaging:Lowz 103 0.083 0.36 82 0.092 0.38 93 0.088 0.37
Imaging:Lowz* 375 0.035 0.17 163 0.058 0.28 309 0.038 0.19
Imaging:Lowz+ 353 0.038 0.18 158 0.058 0.27 274 0.040 0.19
Imaging:Lowz-Blue 334 0.039 0.19 176 0.057 0.26 303 0.040 0.20
Imaging:Highz* 476 0.028 0.14 188 0.052 0.23 369 0.033 0.17
Imaging:Highz+ 456 0.029 0.15 166 0.055 0.26 314 0.035 0.17
f The ordering of this table is based upon the ordering of simulations presented in Section 5. Strategy names marked as bold represent
the survey simulations with the highest FoMtot,opt values.
Figure 13. w0 − wa 68% and 95% confidence contours for the simulated SDT, SDT*, and SDT* Highz WFIRST SN surveys (left
panel) and the SDT, Imaging:Allz, and Imaging:Highz* WFIRST SN surveys (right panel). Each contour represents total (statistical
plus optimistic systematic uncertainties) SN Ia constraints combined with CMB and BAO constraints. For comparison we have included
the confidence contours created using CMB+BAO data only.
in the SDT report) at z > 1.2. The Imaging:Lowz survey
lacks the desired SNe Ia at z < 0.7 and z > 1.1, resulting in
the small FoMtot,opt = 93.
For the two Highz imaging-only strategies, time from
IFC-S and the shallow tier observations was re-distributed to
the medium and deep tiers and observations were made with
additional filters. The Imaging:Highz* survey is the most
successful imaging-only survey with FoMtot,opt = 369. It also
has very small statistical uncertainties with FoMstat = 476,
the largest statistical-only FoM for any strategy examined.
Figure 12 visually compares the different FoM estimates
for each strategy. The SDT Imaging and Imaging:Lowz
strategies are clearly less precise than others since their
FoMstat and FoMtot,opt values are below the FoMtot,curr val-
ues of all other surveys. These strategies are clearly inferior
to other options.
Since the SDT and SDT* strategies are equivalent ex-
cept in classification, the final systematic uncertainty for
either strategy would be essentially equivalent. Therefore, it
is clear that the SDT* strategy is superior to that of the
SDT report. The SDT FoMtot,curr value is also comparable
to that possessed by many of the other strategies, an effect
that can be attributed to the fact that at this point we are
systematics limited.
For the remaining strategies, it is often difficult to have
a clear ranking. The effectiveness of each strategy has dif-
ferent dependencies on specific improvements in systematic
uncertainties. For instance, if all systematic uncertainties
improve significantly except for our ability to calibrate IFU
spectrophotometry, all IFC-focused strategies will have a
FoM value close to FoMtot,curr while all imaging-only strate-
gies would have a FoM value closer to FoMtot,opt.
None the less, our current simulations still provide im-
portant information about where to focus efforts. Consid-
ering the FoMtot,opt values, the top 3 strategies are Imag-
ing:Highz*, Imaging:Allz, and SDT* Highz, which all have
similar FoMtot,opt values. There is no obvious optimal strat-
egy among those investigated here and with current knowl-
edge. Importantly, imaging-only strategies are capable of
constraining dark energy as well as IFC-S strategies. Fig-
ure 13 (right) presents the w0 − −wa 68% and 95% con-
fidence contours for the simulated SDT, Imaging:Allz, and
Imaging:Highz* surveys. These contours illustrate how com-
petitive imaging-only strategies are with respect to an IFC-
focused strategy.
The wavelength dependent calibration uncertainty for
the IFC-S system is currently large enough to significantly
hamper the effectiveness of any IFC-focused strategy. We
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are optimistic that by launch it will improve by a factor of
17 (see Figure 11). However since no clear path has been pre-
sented for this improvement, we have also investigated how
factors of 5 and 10 improvement (i.e., 25, and 5 mmag per
7000 A˚) affect the final FoM values of the SDT* strategy. For
improvement factors of 1 (no improvement; current value),
5, 10, and 17 (optimistic value), we find FoMtot = 223, 229,
308, and 338, respectively. For these calculations, the val-
ues of the other systematic uncertainties (i.e., non-linearity,
host-mass evolution, population drift, and intrinsic scatter)
are set to their optimistic values. It is clear that a preci-
sion of at least 5 mmag per 7000 A˚ is required for optimal
implementation of an IFC-focused strategy.
In addition imaging-only strategies like Imaging:Allz
and Highz* may also have an advantage in that their data
can be sub-divide into samples for further systematic stud-
ies. For example, high and low-z host-mass and high and
low-z Galactic extinction studies. If new effects are found
such as β(z) or a better host-mass function, then imaging-
only strategies with superior statistics will prove better for
measuring these additional parameters.
8 DISCUSSION AND FUTURE WORK
The strategies outlined in this paper illustrate how the
WFIRST SN survey can be modified to increase the number
of SNe Ia examined, and the redshift range over which they
are found. These strategies are intended as reference options
that can be updated and expanded upon to perform more
rigorous optimisations.
Future optimisation of the survey may include trading
depth or area and adjusting the cadence of the light curves.
In addition, the current redshift distribution proposed by
the SDT report could be further optimised with relatively
small tweaks to the survey. Below we discuss in more detail
some of the ways in which the survey could be optimised.
Our simulations currently assume that the redshift of
each SN is perfectly known. In reality, the SNe will have
varying levels of redshift accuracy/precision based on how
the redshift is determined. The accuracy of the redshift af-
fects observation choices such as exposure times, the accu-
racy of classification routines, and potential biases that prop-
agate to the Hubble diagram. Meanwhile the uncertainty in
the redshift propagates directly to constraining cosmological
parameters.
We will likely use a combination of relatively
high-resolution spectroscopic host-galaxy redshifts, lower-
resolution WFIRST grism host-galaxy redshifts, SN+galaxy
photometric redshifts, and spectroscopic redshifts from the
SNe themselves. Further complicating the issue, the redshifts
(and their uncertainties) will be updated and improved dur-
ing the course of the survey.
A full analysis of these effects requires an accurate as-
sessment of the redshift catalogs present at the beginning
of the SN survey, the ground-based resources available dur-
ing the survey, the exact WFIRST survey strategy, and re-
sources available upon completion of the survey. With esti-
mates of the available resources, we can assign redshifts with
appropriate accuracy to each simulated SN and determine
how each survey is affected.
Our simulations have followed the current NASA man-
date that all SN discovery and follow-up observations be
performed exclusively by WFIRST. However, we will likely
observe WFIRST-discovered SNe from the ground. Further-
more, it is possible for WFIRST to observe SNe discovered
with other telescopes. There could be significant efficiency
gains if one could, for example, follow Large Synoptic Sur-
vey Telescope (LSST, Ivezic et al. 2008) discovered SNe Ia
with the IFC-S or obtain SN classifications using 8 to 30-m
class telescopes. However, ground-based discoveries have ad-
ditional potential systematic uncertainties because of vari-
able seeing, extended periods of bad weather affecting ca-
dence, etc. Future simulations should examine the possibility
of multiple scenarios for using ground-based observatories to
enhance the WFIRST SN survey.
The use of the grism has not yet been fully explored or
simulated. We performed preliminary simulations, finding
that grism spectroscopy would be effective for classification,
but only with longer exposure times (see Jones et al. 2013,
for a detailed examination of the HST WFC3 grism for this
purpose). More detailed simulations are necessary to deter-
mine if the grism is useful for the SN survey.
Usage of both the IFC-S and WFC imaging compo-
nents with their current 5 day cadence will place consid-
erable strain on scheduling. Within 5 days data will have to
be down-loaded, processed, searched for transients, objects
fit and selected, IFC-S follow-up observation schedules built
and sent, and finally the instrument set to observing again.
This cadence places a significant strain on human resources
and is a risk to the mission. A longer cadence of 7 days,
or even a flexible cadence may well ease some of these is-
sues and have little to no scientific impact on the mission.
Modified cadence investigations will be the subject of future
work.
The idea of using parallel observing for the IFC-S and
WFC must also be considered. Parallel observing would al-
low WFIRST to operate both the WFC and IFC-S at the
same time. Preliminary calculations suggest that given the
0.477 deg offset from the IFC-S to the center of the WFC,
and a random angle, the fraction of random parallel fields
that fall into what would be considered the deep SN field
is ∼72%. Examining the fraction of observations that hit a
particular spot within the field we find that 1 in 19 IFC-S
observations will hit a central deep field spot, while only ∼1
in 105 will hit in the corner. Taking the number of SN Ia
reported in the SDT report for z > 0.8 (1215), each of which
have 9 IFC observations, which are then divided by the 146
visits to give ∼75 IFC-S observations in the field per visit.
This means that on average ∼4 WFC parallel observation
of a given SN occur in the center of the deep field, and an
image is taken every 1.4 visits in the corners of the field.
Thus by virtue of the huge number of IFC-S observations,
the WFC imaging fields will be almost completely covered.
Note that this thought experiment ignores the possibility
of selecting particular roll angles or the likely correlations
between angles for a given SN. This means that there will
most likely be a higher cadence for some SNe than others.
Future work will include the use of parallel fields within our
simulations.
There are additional calibration issues for the WFC
and IFC-S that need to be taken into consideration when
examining systematic uncertainties. Required instrumental
characterizations include persistence, flat-fields, astrometric
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mapping of detector to the sky, out-of-band stray light, etc.
Initial assessments show that these calibration uncertainties
are all second-order systematics that are significantly be-
low the ones included in our current analysis, but will be
reviewed in future analyses.
An important limitation of the accuracy of the SN dis-
tances is the training sample used to determine the underly-
ing spectral model. As described in Astier et al. (2014), the
SN model uncertainty can be reduced by using the same
rest-frame wavelength range at all redshifts. For a rest-
frame wavelength range of 2800 – 8000 A˚ corresponding
to the current SALT2 spectral model, the mean effective
wavelength for ZY JHF filters will fall in redshift ranges of
0.1 < z < 2.1, 0.36 < z < 2.9, 0.63 < z < 3.6, 1.0 < z < 4.7,
and 1.4 < z < 5.7, respectively. Extending the SN cosmol-
ogy sample to lower redshifts requires further extension of
the spectral model into the NIR. One likely possibility is
that additional filter slot will be available for a bluer filter
so that the NIR extension may not be as critical, but this
work will still prove beneficial for the program.
There have been several efforts to obtain NIR SN Ia
data (e.g., Krisciunas et al. 2004; Wood-Vasey et al. 2008;
Stritzinger et al. 2011; Friedman et al. 2015). In total, there
are now several hundred SNe Ia with NIR light curves. While
most of these data are for low-z SNe, the RAISIN project
(PI Kirshner) has collected rest-frame NIR data of ∼45
moderate-redshift (0.2 < z < 0.6) SNe Ia with HST/WFC3.
HST. In addition to contributing to the NIR model, these
data will be very useful for investigating systematic uncer-
tainties related to intrinsic scatter, dust, and color.
When comparing multiple survey strategies, it is best
to have a single, pre-defined metric by which one can com-
pare. With multiple metrics, one can generally choose the
metric that is optimal for a particular strategy. That said,
there can be critical aspects of a problem that do not affect
a metric. For instance, the DETF FoM that we use to com-
pare strategies does not contain any information related to
mission cost/risk or enabling ancillary science.
Furthermore, the DETF FoM is not the only metric by
which we can optimise our understanding of dark energy.
For instance, eigenvectors have been a popular approach,
Huterer & Starkman (2003) (although Linder & Huterer
2005, argue that something like the DETF FoM is sufficient
for most needs). It will be straight-forward to implement
such dark energy characterisations in our simulations, but
interpretation (and evaluation) will likely be debated.
The SN survey defined within the SDT report limits the
number of SN Ia at high-z and focuses on achieving a larger
sample within 0.2 6 z 6 0.6. Our imaging-only strategies
however, place no limit on the number of SN Ia within a
given redshift bin, and explore out to z 6 3.0. As our surveys
have not been optimised, we have not specifically considered
the effects of focusing observations within any given redshift
range. However, our preliminary studies have indicated (see
Section 7) that an increase in the fraction of SN Ia with
higher redshifts (i.e., z > 1.2) does not necessarily provide
a significant increase in a surveys FoM. This is likely due to
the nature of dark energy and the w0−wa parameterization.
Variations on the redshift distribution will be considered as
part of our future optimisation studies.
Our work has used constraints on the cosmological pa-
rameters from both the BAO (Anderson et al. 2014) and
CMB (Planck Collaboration et al. 2016) datasets. However,
there is ongoing work to include external constraints from
projections of CMB S4 (Abazajian et al. 2016) and future
BAO missions, e.g., the DESI Collaboration et al. (2016).
Weinberg et al. (2013) showed that the impact of Stage 4
SN constraints on the FoM has a strong dependence on the
relative constraints from the Stage 4 BAO and future Weak
Lensing probes. Future work will attempt to replicate this
analysis in the context of various SN strategies.
9 CONCLUSION
Using open-source tools, including newly created
ones14, we have produced the first fully simulated reali-
sations of the WFIRST SN survey. We have examined 11
strategies in detail, including the survey strategy presented
in the SDT report. For each simulated SN survey strategy,
several statistical and systematic uncertainties have been
examined and included in order to calculate the FoMtot,opt
value, which we have used as our final measure of success.
Examination of the results produced by our SDT sim-
ulation (see Section 5.1) shows that this strategy results in
fewer SNe Ia than outlined in the SDT report. The selection
efficiency of the SDT strategy is low, and the noise is signif-
icantly underestimated, resulting in many SNe Ia being cut
or misclassified in the final sample by the strict classifica-
tion routine outlined in Section 3.1. With FoMtot,opt = 284
this is, on comparison, one of the least successful survey
strategies investigated (see Figure 12 and Table 13). Modi-
fication of the selection criteria to allow for variation in the
rise between epochs (required due to noise fluctuations), and
restriction of colours (to prevent the inclusion of more ex-
otic events), increased this FoMtot,opt to 338. Even within
the SDT* simulation however, there are still too few SN Ia
selected at z < 0.6, due in part to the short 13 second
exposure of the shallow imaging tier. Time devoted to the
shallow tier of the SDT* survey is placed into the medium
tier to produce our SDT* Highz scenario. For this strategy,
FoMtot,opt = 364.
Our imaging-only scenarios consist of strategies with
only the shallow+medium tiers (suffix Lowz), all three
imaging tiers (SDT Imaging and Imaging:Allz), and the
medium+deep tiers (suffix Highz). Tier areas were increased
and additional filters added to compensate for the loss of the
IFC-S and/or discovery tiers. Additional filters allowed a
broader coverage of the rest-frame optical wavelengths (via
addition of R and Z-bands), a region where our spectral
models are well defined, and extension into the rest-frame
NIR (via addition of F -band). The Imaging:Allz and Imag-
ing:Highz* surveys have FoMtot,opt values of 359 and 369
respectively, making them comparable to the SDT* Highz
strategy. The Imaging:Highz* survey also has the highest
FoMstat value at 476. For many of the imaging-only strate-
gies the number of SNe Ia within the final sample is signifi-
cantly higher than that obtained by the SDT strategy.
Using the FoMtot to measure the success of each strat-
egy, there is no best strategy. The Imaging:Highz*, SDT*
Highz, and Imaging:Allz simulated surveys all have similar
14 See https://jet.uchicago.edu/blogs/WFIRST/
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current and optimistic FoM values. Until systematic uncer-
tainties are further constrained, we cannot say if using the
IFC-S is a net benefit to the WFIRST SN survey.
However, there are several additional concerns related
to the use of the IFC-S that must be addressed before an
IFC-focused strategy can be adopted. Specifically, an IFC-
focused strategy must have active target selection (likely
with human decisions included), which increases operations
costs and locks in selection bias at the time of target selec-
tion. The ability to produce high-precision spectrophotom-
etry with an IFC has yet to be demonstrated, resulting in
a higher risk of reaching systematic uncertainty goals than
for an imaging-only strategy. An IFC-focused approach that
requires both the imager and IFC-S also increases risk of a
fatal hardware failure over a strategy that uses only one in-
strument. A further limitation of IFC-focused strategies are
their relatively small sample sizes that will prevent some
studies that require subdividing the sample into relatively
small parameter-space bins.
While the strategies we have presented are not fully
optimised, they provide a broader understanding of the pos-
sibilities for the survey. Moreover, at this stage in the mis-
sion, such an investigation is critical for mitigating risk and
ensuring the ultimate success of WFIRST. Our initial in-
vestigations have determined that there is no one correct
survey scenario for the mission, yet all our top strategies
will provide a significant improvement in comparison to cur-
rent surveys which utilize SNe Ia as cosmological probes,
and progression towards that which is expected by a Stage
4 experiment. Our work, which has focused on developing
and establishing a reliable and reproducible set of baseline
strategies, will enable future optimization of the survey via
application of the factors and tools mentioned within our
discussion, and thus produce a more definitive and success-
ful survey strategy.
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APPENDIX A: IFC-S EXTENDED TABLE:
Table A1 presented within this appendix provides a
complete listing of each IFC-S bin used within our simu-
lations. A machine readable version of this table is available
online. This table has been truncated for the archive, a full
version will be available at the submitted journal or by un-
commenting the lines within this source code.
APPENDIX B: MEASURING THE
POPULATION DRIFT:
The evolutionary change of intrinsic colour for a fixed
light curve shape has been shown to occur at some level
(currently poorly constrained) by several studies (Foley et al.
2012; Maguire et al. 2012; Milne et al. 2015). We have shown
that the colour difference is empirically correlated with SN
ejecta velocity (Foley & Kasen 2011; Foley et al. 2011; Foley
2012; Mandel et al. 2014). Measuring the ejecta velocity both
removes this potential bias and improves the distance preci-
sion for any given SN. Since the colour change is restricted
to λ < 4500 A˚ in the rest-frame, SNe across the WFIRST
redshift range will be affected by different amounts.
Although we could exclude all data blue-ward of 4500 A˚
this would result in using only 35% of the pixels for a z = 1.5
SN Ia, greatly diminishing the distance precision of these
SNe. Alternatively, we should be able to use all data if we
can measure a precise velocity. We have already shown that
this is possible for R > 75 if the data are of high quality
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Table A1. Each IFC-S bin between 0.42 -2.1 µm. Minimum and maximum wavelength ranges for each bin are give along with the
FWHM in pixels and associated sources of noise.
Maximum Minimum PSF Zodiacal Noise Thermal Noise
Wavelength Wavelength FWHM (e− s−1 pixel−1) (e− s−1 pixel−1)
(A˚) (A˚) (pixels)
4200.00 4209.35 1.540 0.000 0.000
4209.35 4218.76 1.541 0.000 0.000
4218.76 4228.23 1.542 0.000 0.000
4228.23 4237.76 1.543 0.000 0.000
4237.76 4247.35 1.543 0.000 0.000
4247.35 4257.00 1.544 0.000 0.000
4257.00 4266.71 1.545 0.000 0.000
4266.71 4276.49 1.546 0.000 0.000
4276.49 4286.34 1.546 0.000 0.000
4286.34 4296.24 1.547 0.000 0.000
4296.24 4306.22 1.548 0.000 0.000
4306.22 4316.26 1.549 0.000 0.000
4316.26 4326.37 1.550 0.000 0.000
4326.37 4336.56 1.551 0.000 0.000
4336.56 4346.81 1.551 0.000 0.000
4346.81 4357.13 1.552 0.000 0.000
4357.13 4367.53 1.553 0.000 0.000
4367.53 4378.00 1.554 0.000 0.000
4378.00 4388.55 1.555 0.000 0.000
(Foley 2013). In fact, we measured a Si II velocity for a
z = 1.55 SN Ia (Rodney et al. 2012) with an R = 130
spectrum (Foley 2013).
The most important feature for measuring the ejecta
velocity is Si ii λ6355, the hallmark feature of SN Ia. This
feature is blue-shifted to ∼6100 A˚ in the rest frame, making
it accessible for all IFC-S spectra and all grism spectra at
z > 1.2. To determine if we can measure the ejecta velocity
with realistic IFC-S data, we measured the Si II velocity for
all long-exposure spectra in the final SDT sample. Doing
this, we found that the typical velocity uncertainty will be
1000 km s−1, with a ∼5% failure rate. The ejecta velocity are
also biased low by ∼500 km s−1 , although presumably that
can be corrected with measurements from higher-resolution
spectra (perhaps from the ground).
This large velocity uncertainty propagates into a 0.10
mag distance modulus uncertainty (Foley et al. 2011). This
relatively large uncertainty (as large as the total distance
uncertainty) is caused by a combination of low resolution
and low SNR of the IFC-S spectra. For instance, at infinite
SNR, we find a scatter of 340 km s−1 (close to the limit
from galactic rotation) and a bias of 180 km s−1. For the
grism, the uncertainty decreases to 800 km s−1 for the same
(binned) SNR as the long IFC-S spectrum, indicating that
most of the uncertainty is caused by the low SNR.
This shows that WFIRST has the potential to measure
a SN ejecta velocity, but for this velocity to be helpful for
improving distance estimates, we have found that we re-
quire (a true) SNR > 20, beyond the current SDT design.
However, a slight modification to the survey design and/or
strategy (higher resolution and/or a higher SNR spectrum)
would alleviate this problem while simultaneously improv-
ing spectral classification. Although this would require addi-
tional exposure time per SN, it would reduce the statistical
uncertainty of each SN.
Other studies have indicated that other spectral fea-
tures, including flux ratios, can improve distance measure-
ments slightly (Bailey et al. 2009; Blondin et al. 2011). Us-
ing the simulated long spectra, we measure these flux ra-
tios, finding that the uncertainties are generally 20%, which
propagates into a ∼0.4 mag distance modulus uncertainty,
making the IFC-S data (at the current SNR) useless for mea-
suring such quantities. A secondary case for use of the IFC-S
is making such spectral measurements, but the SDT survey
as is, cannot adequately make these measurements.
This paper has been typeset from a TEX/LATEX file prepared by
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