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ABSTRACT 
We give some constructive characterizations for sufficient matrices and present 
some matrix classes whose elements are identified as column sufficient matrices. In 
particular we give the structure of column (row) sufficient matrices which leads to 
efficient testing methods for column (row) sufficiency. 
1. INTRODUCTION 
Given a matrix M E R”‘” and a column vector q E R”, the linear 
complementarity problem is to find vectors w, .Z E R” such that 
w=q+Mz, (1.1) 
w > 0, z > 0, (1.2) 
WTZ = 0. (1.3) 
We denote this problem by (q, M). 
The class of sufficient matrices was introduced by Cottle, Pang, and 
Venkateswaran [6] to answer two questions about solutions of the LCP. A 
matrix M E R”x” is said to be column su.cient if for all x E R”. 
xi(Mx), ~0, i = l,...,n * x~(Mx)~ = 0, i = 1,. . .,n, (1.4) 
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and M is said to be row su.cient if MT is column sufficient. A matrix that is 
both row and column sufficient is called sujkient. 
These matrix classes also have algorithmic significance for the LCP. See, 
for example, Cottle, Pang, and Venkateswaran [6], Cottle [3], and Cottle and 
Chang [4]. As pointed out by Cottle and Guu [5], a drawback of these 
matrices has been the lack of methods for identifying them. In 151, the 
authors find two finite tests for sufficiency. The aims of this note are to give 
some constructive characterizations for sufficient matrices and present some 
matrix classes whose elements are identified as sufficient matrices. 
In [6, 51, the authors note that all P-matrices (n x n real matrices with 
positive principal minors) and all positive semidefinite matrices (regardless of 
symmetry) are sufficient, and all column (row) adequate matrices introduced 
by Ingleton [I2, 131 (see also Cottle [2]) are column (row) sufficient. Although 
we know that the class of column (row) sufficient matrices is contained by the 
class P, (n X n real matrices with nonnegative principal minors; see [6]), the 
class P, is simply too large. In Section 2, we give some constructive 
characterizations for column (row) sufficient matrices. In particular we give 
the structure of column (row) sufficient matrices (Theorems 2.13 and 2.141, 
which leads to efficient testing methods for column (row) sufficiency. In 
Section 3, two conditions are given for pseudomonotone matrices to be 
column sufficient. 
2. CONDITIONS FOR PO-MATRICES TO BE 
SUFFICIENT MATRICES 
Let (Y be an increasing sequence of integers chosen from {1,2, . . . , n). 
We denote the cardinality of (Y by I (Y 1, the complement of (Y in {1,2, . . . , n) 
by ??, and the principal submatrix of M with rows and columns (Y by M,,. 
For a vector x E R”, denote by x, the subvector of x which contains only 
the components indexed by CY. 
We shall use the following properties of P-matrices and P,,-matrices. 
LEMMA 2.1. M E P if and only if M,, + D is nonsingularfor each index 
set LY C {1,2, . . , n} and nonnegative diagonal mat& D. 
LEMMA 2.2. The following properties of M are equivalent: 
(i) M E P,. 
(ii) M,, + D is nonsingular for each index set a c {l, 2, . , n} and 
positive diagonal matrix D. 
(iii) M + D is nonsingular for each positive diagonal matrix D. 
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Lemma 2.1 can be seen from Theorem 5.22 of Fiedler 171. The equiva- 
lence of(i) and (ii) of Lemma 2.2 is immediate from Theorem 1.3 of Fiedler 
and Ptak [8], and the equivalence of (i) and (iii) of Lemma 2.2 can be seen 
from Willson [16]. 
REMARK. The following example shows that the condition “M + D is 
nonsingular for any nonnegative diagonal matrix D” need not imply M E I’: 
The following definition is due to Maybee, Olesky, and van den Driessche 
D41. 
Let M be an n X n (n > 2) real matrix. The term A-eigenuector denotes 
an eigenvector u corresponding to the eigenvalue h of M, i.e., Mu = Au. If 
such an eigenvector u = (ui, _ , u,,)~ has ui # 0 for all i = I,. . . , n, then 
u is called a strictly nonzero eigenwector. On the other hand, if u, = 0 for at 
least one i, then u is called a partly xere eigenvector. 
THEOREM 2.3. Let M be an n X n (n > 2) real matrix. Then the 
following statements are equivalent: 
(i) M is column sujfkient. 
(ii) For any index set LY c {1,2, , n} and nonnegative diagonal matrix 
D # 0, if M,, + D is singular, then every 0-eigenvector of M,, + D is a 
partly zero eigenvector. 
Proof. (i) - (ii): Suppose there exists an index set CY C { 1,2,. , n}, a 
nonnegative diagonal matrix D # 0, and a strictly nonzero 0-eigenvector x, 
such that (M,, + D)x, = 0. Define a vector y such that ya = x, and 
yu = 0. Then y,(My), < 0 for i = 1,2, , n. It follows from the hypothesis 
that yi( Myji = 0 for i = 1,2, . . . , n. Since x, is a strictly nonzero vector, we 
have -Dx, = M,, x, = 0; hence D = 0, which is a contradiction. 
(ii) * (i): Supp ose x~(Mx)~ < 0 for i = I,2,. . . , n. Let (Y = {i (xi f 0). 
If M,, xu # 0, then there exists a nonnegative diagonal matrix D # 0 such 
that M,, x, = - Dx,. It follows that there exists a strictly nonzero vector x, 
satisfying (M,, + D)r, = 0, which is a contradiction. Hence M,,x, = 0; 
therefore, xi( Mx), = 0 for i = 1,2, . , n. This terminates the proof of 
Theorem 2.3. n 
The problem of characterizing matrices with the forced presence or 
absence of zero components in an eigenvector is of independent interest. For 
more details and references see Maybee, Olesky, and van den Driessche [14]. 
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From Lemma 2.2 and Theorem 2.3, we obtain a necessary and sufficient 
condition for Pa-matrices to be column sufficient. 
THEOREM 2.4. Zf M is an n x n (n z 2) P,-matrix, then the following 
statements are equivalent: 
(i) M is column suflcient. 
(ii) For any index set (Y c {1,2, , n), ( a 1 2 2, and any nonnegative 
diagonal matrix D with at least one zero diagonal entry and D # 0, if 
M,, + D is singular, then every 0-eigenvector of M,, + D is a partly zero 
eigenvector. 
Similar results hold for row sufficient matrices. We omit the details. 
Cottle and Guu [5] observed the following characterization for any 2 X 2 
matrix. Using Theorem 2.4, we give an alternate proof. Let 
M= z ;. 
( ) 
(2.1) 
THEOREM 2.5. Let M be given by (2.1). Zf M E P,, then: 
(i) M is not column sufiicient if and only if c = 0, d = 0, b # 0 or 
(Y = 0, b = 0, c # 0. 
(ii) M is not row sufficient if any only if a = 0, c = 0, b # 0 or b = 0, 
d = 0, c # 0. 
Proof. Since M E P,, we have a 2 0, d > 0 and ad - bc > 0. Let 
D,= (; ;). D,= (; ;)> p>% q>o. 
Suppose x = (xi, x,)r satisfies 
(,M+D,)(;+, or (a+p)xl+bxz=O’ 
cxl + dx, = 0. 
It is easy to verify that x is a strictly nonzero vector if and only if c = 0, 
d = 0, and b # 0. Similarly, M + D, has a strictly nonzero 0-eigenvector if 
and only if a = 0, b = 0, and c # 0. It follows from Theorem 2.4 that 
statement (i) holds. The proof of statement (ii) is similar to that of (il. n 
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LEMMA 2.6. Let M be an n X n matrix and D be a diagonal matrix with 
diagonal entries d,, d,, . . . , d,. Then 
det(M + D) = det M + xdjMi 
+ CdidjMij + c didjd,Mijk + ... +d,d, ... d,, 
i,j i,j,k 
i<j i<j<k 
where Mi is the determinant of the submatrtx of M obtained by deleting the 
i th row and column, Mij is the determinant of the submatrix obtained by 
deleting the i th and j th rows and columns, and so on. 
Lemma 2.6 can be seen from Lemma 1 of Parthasarathy and Ravindran 
[15] and can be used to determine whether M,, + D is singular in Theorem 
2.3 and Theorem 2.4. Indeed, we have the following result. 
LEMMA 2.7. Let M be an n X n(n > 2) P,-matrix. If there exists a 
nonnegative diagonal matrix D’ such that M + D’ is singular (nonsingular), 
then M + D is singular (nonsingular) for any nonnegative diagonal matrix D 
with the same zero pattern of D’, where we say that D = (dij) has the same 
zero pattern of D’ = (dij) if djj = 0 = dij = 0 (1 Q i, j < n). 
Proof. Follows from Lemma 2.6. n 
LEMMA 2.8. Zf M E P,, then M + D E P,, for any nonnegative diago- 
nal matrix D. 
Proof. Let D be a nonnegative diagonal matrix with diagonal entries 
d,, . . . , 4, and /3 = {i 1 d, # O}. If 1 p 1 = 0, the result is trivial. Suppose 
Ipl>l. Foranyindexset cuc{l,...,n},if cwnR=0, thendet(M+ 
D),, = det M,, 2 0; if (Y f~ p # 0, by Lemma 2.6 we have det (M + D),, 
2 0. So M + D E P,. W 
THEOREM 2.9. The following condition is necessary for matrix M E R”’ n 
to be column sufficient. 
(A) Ij det M,,,, = det M,, = 0 for (Y’ c cx c {1,2, . . . , n}, and 
det M,, = 0 for every ino!ex set L? (if possible) satisfying (Y’ c & c CY, then 
the columns of M,, with indices in (Y’ are linearly dependent. 
Proof. Since every principal submatrix of a column sufficient matrix is 
column sufficient and so is any matrix obtained by principal rearrangement 
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from a column sufficient matrix (see [3]), without loss of generality we assume 
that (Y’ = { 1,2, . , k} and CY = { 1,2, . , n}. Let di = 0, (1 < i < k), d, > 0 
(k + 1 < j < n), and D be the diagonal matrix with diagonal entries 
4, 4, . . . , d,. It follows from Lemma 2.6 and the hypothesis that det (M + 
D> = 0. Suppose M is column sufficient. By Theorem 2.3, every O-eigenvec- 
tor of M + D is a partly zero eigenvector. Let x = (x1, xp, . . , x,)~ be a 
0-eigenvector of M + D, and P = {i 1 xi # O]. Obviously 1 Q 1 PI < n. Our 
claim is that p n (k + 1, k + 2, . , nl = 0. On the contrary, suppose p n 
{k + 1, k + 2,. . . , n} # 0. If p c (k + 1, k + 2, . . , n}, it follows from 
Lemma 2.2 that Mpp + Dee is nonsingular, but there exists a nonzero vector 
xP such that (Map + Des )xp = 0, which is a contradiction. If p n {k + 1, k 
+ 2,..., n} # 0 and p c {k + 1, k + 2, . , n}, then there exists a strictly 
nonzero vector xp such that (Mee + Dpp)xp = 0, which is a contradiction to 
the column sufficiency of M by Theorem 2.3. n 
The following corollary gives the relation between adequate matrices and 
sufficient matrices. 
COROLLARY 2.10. The following two statements are equivalent: 
(i> M is column adequate. 
(ii) (a) If det M,, = 0 for (Y c {1,2,. . . , n), then det M,, = 0 for every 
index set & satisfying CY c C? c (1, . , n}, and 
(b) M is column suff&ent. 
Proof. (i> * (ii): Suppose M is column adequate; it follows from an 
observation given in [6] that M is column sufficient. If det M,, = 0 for 
CY c {1,2,. . . ) n), then by the definition of column adequate matrix [I2], we 
know that the columns of M with indices in cr are linearly dependent. So for 
every index set & satisfying CY c & c (1, , n}, we have det M,, = 0. 
(ii) * (i): It follows from the column sufficiency of M that M E P,. If 
det M,, = 0 for (Y c {1,2, . . . , n}, it follows from the hypothesis and Theo- 
rem 2.9 that the columns of M with indices in CY are linearly dependent. So 
M is column adequate. n 
Using Theorem 2.9, we can prove the following lemma. 
LEMMA 2.11. For M E Rex”, let V denote the column space of M, i.e., 
the vector space spanned by the columns of M. If M satisfies condition (A) 
stated in Theorem 2.9 and the columns of M with indices in (Y form a basis of 
V, then M,, is nonsingular. 
Proof. On the contrary, suppose det M,, = 0. Since the columns of M 
with indices in (Y form a basis of V, we have det M,, = 0 for any index set ~5 
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satisfying (Y c & c (1, . , n}. It follows from condition (A) that the columns 
of M with indices in (Y are linearly dependent, which is a contradiction. n 
We now prove that condition (AI stated in Theorem 2.9 is also sufficient 
for Pa-matrices to be column sufficient. 
THEOREM 2.12. If M E P, satisfies condition (A) stated in Theorem 2.9, 
then M is column su.icient. 
Proof. By Theorem 2.4, it is sufficient to prove that for any index set 
cr c 11,. . . , n) (1 (Y 1 > 2) and any nonnegative diagonal matrix D with at least 
one zero diagonal entry and D # 0, if M,, + D is singular, then every 
0-eigenvector of M,, + D is a partly zero eigenvector. Suppose M,, + D is 
singular. If 1 a 1 = 2, it is easy to see from condition (A) and Theorem 2.5 that 
every 0-eigenvector of M,, + D is a partly zero eigenvector. If IcrI > 3, 
without loss of generality, we assume that cr = (1, . , k} and the diagonal 
entries d,, . . . , d, of D satisfy 
dj=O forl<i<t and dj>O for t+l<j<k. 
Let a’=&..., t} and &’ = o \ (Y’ = (t + 1, . . . , k}. It follows from 
Lemma 2.6 that 
det M,!,, = det M,, = det MU, = 0 
for any index set & such that (Y’ c & c a. By condition (A), the columns of 
M,, with indices in cr’ are linearly dependent. Let r denote the dimension 
of the vector space spanned by the columns of M,, with indices in CY’. 
Obviously rank M olu > r > 0. We consider three cases. 
Case 1: If r = 0, then the columns of M,, with indices in (Y’ are zero 
vectors. On the contrary, suppose M,, + D has a strictly nonzero O-eigen- 
vector. Then the columns of M,, + D with indices in &’ are linearly 
dependent. So det (M + D)G,G, = 0, but by Lemma 2.2 we have det (M + 
D),,,, # 0, which is a contradiction. 
Case 2: If rank M,, = r > 1, then there exists an index set /3 = 
{i,, . , i,} c a’ such that the columns of M,, with indices in p form a 
basis of the column space of M,, . By Lemma 2.11, det Mpp # 0. On the 
contrary, suppose M,, + D has a strictly nonzero 0-eigenvector. Let v = 
{ii,. . . , i,, t + 1,. . , k}. Then the columns of M,, + D with indices in u 
are linearly dependent. So det(M + D),, = 0. But by Lemma 2.6 we have 
det (M + D),,, > 0, since every term in the expansion of det (M + D),, is 
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nonnegative and there exists at least one term d,, I *-* d, det MPP which is 
positive. We get a contradiction. 
Case 3: If rank M,, > r > 1, then there exist index sets p = 
{ii,. . . , i,) c (Y’ and /.L = (j,, , j,} c &’ such that the columns of M,, 
with indices in S = {ii,. . . , &jl,. . . > j,} form a basis of the column space of 
M u(L, where r + s = rank M,,. By Lemma 2.11, det M,, # 0. So det(M + 
D),, # 0 by Lemma 2.6. On the contrary, suppose M,, + D has a strictly 
nonzero 0-eigenvector. Let v = {ii,. . , i,, t + 1,. . . , k}. Then the columns 
of M,, + D with indices in u are linearly dependent. So det (M + D),, = 0. 
Define di (1 < i < k) such that di = dj forj E /J and d; = 0 for 1 E (Y \ /_L. 
Let D, denote the nonnegative diagonal matrix with diagonal entries of 
d;, . . , d;, D, = D - D,, and M’ = M + D,. Then det(M + D),, = 
det (M + D, + D,),, = det (M’ + DB)uu. By Lemmas 2.8 and 2.6, we have 
det (M’ + D2)VV > 0, since every term in the expansion of det (M’ + D,),, 
in Lemma 2.6 is nonnegative and there exists at least one term 
nj,,,,.djdet(M’ + D,),, = nj,,,,.djdet(M + D& which is posi- 
tive. We get a contradiction. This terminates the proof of Theorem 2.12. n 
Combining Theorems 2.9 and 2.12, we obtain the following result on the 
structure of column sufficient matrices. 
THEOREM 2.13. Thef El 0 owing two statements are equivalent: 
(i> M is column sufficient. 
(ii) (a) M E I’,, and 
(b) $ det M,,,, = det M,, = 0 for (Y’ c CY c 11,. . , n), and 
det M,, = 0 for every index set & (if possible) satisfying 12 C & C CX, then 
the columns of M,, with indices in CY’ are linearly dependent. 
THEOREM 2.14. The following two statements are equivalent. 
(i’) M is column sufficient. 
(ii’) (a’) M E P,, and 
(b’) for any index set CY c {l, . . . , n} such that M,, is singular, if the 
columns of M,, with indices in p ( p c CY) form a basis of the 
column space of M,,, then det MPp # 0. 
Proof. In virtue of Theorem 2.13, it is sufficient to prove that statement 
(b) in Theorem 2.13 is equivalent to statement (b’) in Theorem 2.14. 
(b) * (b’): Follows from Lemma 2.11. 
(b’) 3 (b): Suppose det M,,,, = det M = 0 for LY’ C (Y C {l, . . . , n} 
and det M,, = 0 for every index set & %isfjkg LY’ c & c (Y. On the 
contrary, suppose the columns of M,, with indices in (Y’ are linearly 
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independent. From (b’) we know that there exists an index set /3, cr’ c /3 c (Y 
and 1 cd < 1 p 1, such that the columns of M,, with indices in p form a basis 
of the column space of M,, . So det MPp # 0 from (b’), which is a contradic- 
tion to the hypothesis. n 
Similar results hold for row sufficient matrices. We omit the details. 
In order to see the difference between column sufficient matrices and 
column adequate matrices, we state a property of column adequate matrices 
which can be obtained directly from the definition [12]. 
THEOREM 2.15. The f 11 0 owing two statements are equivalent. 
(i) M is column adequate. 
(ii) (a> M E P,, and 
(b) for any index set IY c (1,. . . , n} such that M,, is singular, if the 
columns of M,, with indices in p are linearly independent, then det Mpp z 0. 
Theorems 2.13 and 2.14 give two efficient testing methods for column 
sufficiency. 
3. CONDITIONS FOR PSEUDOMONOTONE MATRICES TO 
BE COLUMN SUFFICIENT 
We first give some definitions and notation. In the Euclidean space R”, 
we denote the usual inner product between vectors x and y by ( x, y >. 
x > 0 (x > 0) means xi > 0 (xi > 0) for i = 1,2,. . . , n. For a h E R, 
A+:= max{A,O} and h-z= max{O, --A}. For any z = (z,, . . . , z,jT E R” we 
write z+=(.z:,...,z,‘>’ and z-= (-2)‘. Clearly z = .z- z- and 
(z-, z’) = 0. For 1 < i < n, ej denotes the ith coordinate vector (contain- 
ing 1 at the ith component and zero elsewhere). 
A matrix M E Rnx ” is said to be 
0, (l) 
(2) 
(3) 
(4) 
(51 
pseudomonotoneifx,y>O,(Mr,y-x)&O * (My,y-x)2 
copositive if ( Mx, x ) > 0 Vx > 0, 
copositive plus if M is copositive and 
x>O, (Mx,x)=O 3 (M + MT)x = 0, 
an &,-matrix, or M E R,, if the LCP(0, M) has a unique solution, 
a Q-matrix, or M E Q, if the LCP(q, M) has a solution for all q. 
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The class of pseudomonotone matrices was introduced by Gowda [9, lo]. 
In [ll], Gowda observed that if M is a pseudomonotone matrix, then M is 
row sufficient but need not be column sufficient. In this section, we give two 
conditions for pseudomonotone matrices to be column sufficient. We need 
the following well-known result. 
LEMMA 3.1. Let M be copositive. Zf x&O and (Mx,x)=O, then 
(MT + M)x 2 0. 
Proof. For any vector u > 0 and real number A > 0, we have Au + x 
> 0, and by copositivity of M, (M(hu + x), (Au + x)) > 0. Hence 
It follows that (MT + M)x > 0. n 
THEOREM 3.2. Let M be an n X n (n > 2) pseudomonotone wtrix. 
Then under each of the following conditions, M is column su.icient: 
(i) M is copositive plus. 
(ii) M E R,. 
Proof. Since M is pseudomonotone, it is easy to see that M is coposi- 
tive. We proceed by contradiction. If M is not column sufficient, then there 
exists a vector z such that zi( Mzji < 0 for i = 1,2,. . . , n and x,( Mz), < 0 
for at least one k E (1,2, , n}; hence ( Mz, z) < 0. Let Z = {i 1 zi > 0) 
and J = (j 1 z. < O}. If Z or J is empty, then (Mz, z) > 0 from the 
copositivity o ( M, which is a contradiction. So Z and J are not empty. 
W i t h 0 U t 10 s s 
of generality, assume k E I; then (Mz, z’) = Cirl~i(Mz)i < 0, and 
(Mz, z-) = CjG, - zj( M.z), > 0, which means 
0 < (Mz+, z’) < (Mz-, z’}, (3.1) 
0 < (MC, z-) < (Mz+, z-). (3.2) 
(a> Suppose (Mz-, z-> > 0. Let A = (M.z-, z-)/( Mz-, z+); then A 
> 0 and (MC, AZ+-- z-) = A( Mz-, z+> - (Mz-, z-) = 0. By pseu- 
domonotonicity, (M(Az+), AZ’- z-) > 0; hence 
(Mz-, z-)(M.z+, z’) 2 (Mz+, z-XMz-, .z+>. 
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From (3.1), (3.21, and the hypothesis, we have 
(Mz-, z-)(Ms+, 2+) < (Mz+, x-)(Mz-, z+>, 
which is a contradiction. 
(b) Suppose (MC, z - ) = 0. For all E > 0, we have 
(MC, EZ+- z-) = E(Mz-, .z+) - (MC, z-) 2 0 
By pseudomonotonicity, ( M(Ez'), EZ+- z-) > 0; hence 
E( Mz+, z+>  (Mz+, z-> 2 0. 
Since E > 0 is arbitrary, we have 
(Mz+, z-) = 0. (3.3) 
Proof of statement 6): If M is copositive plus, then since z-2 0 and 
(MC,z-) = 0,we have (M + MT)zp= 0. Hence 
(Mz-,z+)= ( - MTz-,z+)= -(z-,Mz+)= 0, 
which is a contradiction to (3.1). 
Proof of the statement (ii): We consider three cases. 
Case 1. Suppose (M T.z>i < 0 for some i. Let A = - ( Mz+, z )/( M ?'zji 
and u = he,;then (Mz+,z) = (Mz+,zt) - (Mz+,z-) > 0, and{ M(z+ 
+ u>,z-- z') = -(M(z++ u),z) = 0. By pseudomonotonicity,we have 
(M(z-+ u), z-- z+> = -(Mz-, z> - (Mu, z) 
= -(MC,z) -t (Mz+,.z) 
= -(Mz-,z+)+ (Mz+,.z+) 2 0; 
hence 
(MC,z+)< (Mz+,z+), 
which is a contradiction to (3.1). 
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Case 2. Suppose MTz > 0 and (MTz-ji > 0 for some i. Since M?‘z’a 
MT.5, we have 
(MTz+)i z (MTz-)j > 0. (3.4) 
Let h = {( M.z+, Z+ > + (MTz+)J/(M T~-)i; then A > 0 and (M(.z’+ 
e,), hz - .z+) = 0. By pseudomonotonicity, we have 
( M( AZ-+ ei), AZ--- z’) 
= A"(Mz-, z-> + h(MT+ - A(Mz-, 2’) - (MTz+)j 
= (Mz+, .z+) - 
(Mz+, .z+) + (MTz+)j 
( MTz-)i 
(Mz-, z’) > 0. 
Hence 
(Mz+, z+)( MTz-)i - (Mz-, z+)( MT.z+)i > (Mz+, z+)(Mz-, z+> > 0, 
(Mz+, z+)( MTz-)i > (Mz-, z+)( MTz+)j 
By (3.1) and (3.41, we have 
(Mz+, z+>( MTz-)j < (ML, z+)( MTz+)i, 
which is a contradiction. 
Case 3. Suppose MTz > 0 and M Tz-< 0. Since 0 # 2-a 0 and 
(MT, z-> = 0, by Lemma 3.1 we have (M + MT)zP> 0, so Mz-> 0, 
which is a contradiction to M E R,. This terminates the proof of Theorem 
3.2. W 
REMARK. Since a pseudomonotone matrix belongs to Pa [9], it follows 
from a result of Aganagic and Cottle [l] that condition (ii) of Theorem 3.2 can 
be replaced by the equivalent condition M E Q. 
1 am grateful to the referee for his many helpful comments and valuable 
suggestions which led to improvement in the presentation. 
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