ABSTRACT.
In 
(ii) if a < 1 0720? 0 < ß < 1,
Proof. The proof is similar to that of Titchmarsh. Then as in the original theorem
But I, = 0(l/x) and hence is negligible compared to / as x -> oo. Hence we have the first part of (i). The proofs of the second part of (i) and of both parts of (ii) are similar.
To deal with the case x < 0, we initially perform the change of variable t = u/( -x) and (i) and (ii) follow for x -» -oo and x -> 0_ ,
respectively.
This theorem is a valuable tool for deducing the behavior of f (x) at ± oo and 0. To do this we need two new definitions: the right-sided Fourier transform of a function / is f+(x) = (27r)-1AfQ°° f(t)e-ixtdt, and the left-sided Fourier transform is /-(x) = (277)-H f° f(t)e-ixtdt. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
(ii) if a< 1 and 0 < ß < 1,
hence the results by Theorem 3-1.
(iii) and (iv). (i) if 0 < a< 1, 0 < A< 1, ß > 0, and v > 0,
(ii) i/ a<T, X < 1, .0 < ß < 1, and 0<v< 1,
In each part of this corollary one of the two terms in the sum will dominate, depending upon the relative sizes of the power of |x| in each term. Similar sums will be written throughout the rest of this paper, with the understanding that one of the terms in any given sum will dominate.
fi-t) =
License or copyright restrictions may apply to redistribution; see http://www. ( -oo, oo) such that T equals the distribution corresponding'to a function g over ( -<x>, b] and corresponding to a function f over [a, oo) for any two real numbers b <^ a. so that dp. Gy(a) ~ £ r(l -a.)gi.(0+)fff + ai-1 (a -oo).
Proof. T = S + V, hence G (a) = £[r] = £[S] + £[v] = G xia) + G2(a

7=0
But GAo) -► 0 faster than any negative power of a, so its contribution is negligible compared to that of G,(ct).
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Moving 
xKg ( (a -x)~ f (x) over the interval (a -e, a) where 0 < A < 1 and / e BV(a -(, a), then 0 will contain the additional term
To see this note that h(x) = Urz)-*]"^ (a -t)~kf (t)e~ixt dt. The result then follows by using the methods of the proof of Theorem 3.2(i). U and g should be treated similarly.
We can now examine in more precise terms the remark in the introduction 
