We describe the dual space of the fusion product of graded Kirillov-Reshetikhin modules for all simple Lie algebras. We give a formula for the graded multiplicities of irreducible g-modules in the graded tensor product of the Feigin-Loktev type for these modules. In the case of Ar [AKS] the multiplicities are generalized Kostka polynomials, and in other cases, they are the fermionic side of the X = M conjecture [HKO + 99]. In the cases where the Kirillov-Reshetikhin conjecture has been proven in its original form, this provides a proof of the conjectures of Feigin and Loktev regarding the fusion product multiplicites in the non level-restricted case.
Introduction
This paper generalizes to general simple Lie algebras g the ideas introduced in [AKS] for computing the Feigin-Loktev fusion coefficients by describing the dual space of functions. We consider the tensor product of Kirillov-Reshetikhin modules and relate the fusion coefficients to the Kirillov-Reshetikhin conjecture [KR90] and to the fermionic sums of [HKO + 99].
The term Kirillov-Reshetikhin (KR) modules originally referred to evaluation modules of the Yangian [KR90] . The Yangian is a deformation of the current algebra g[t] := g ⊗ C[t], where g is any simple Lie algebra. Thus, one can define KR-modules for the current algebra as a limiting case of the Yangian modules.
In [Cha01] this idea is used to provide a definition of KR-modules for g [t] in terms of current generators and relations. The result is a finite-dimensional evaluation module of g [t] , corresponding to some highest weight of the form aω i where ω i is one of the fundamental weights of g, and a ∈ N. We denote such a module by KR aω i .
Unless g = A r , KR aω i is not, in general, irreducible as a g-module. The formula for the decomposition of KR-modules as g-modules was addressed in the original work on the subject [KR90] , and subsequently was investigated by [Kle97, Cha01, HKO + 99, Her, Nak03] among others.
There are two closely related conjectured formulas for the decomposition coefficients, both known as the Kirillov-Reshetikhin conjecture. One, which we call KR1, is as a sum of products of binomial coefficients (see equation (2.10)) [KR90] . This type of formula is what is known in the literature as a fermionic formula. The formula is of similar complexity for the decomposition of the tensor product of several KR-modules as for the decomposition of a single one. The proof of the KR1-conjecture is equivalent to proving the completenes of the Bethe states in the generalized Heisenberg model [KKR86] .
Another form of the conjecture, also called the Kirillov-Reshetikhin conjecture, was recently proven for all g by Hernandez [Her] by considering the induction system for Q-matrices. This form was also considered earlier by [Kir83, Nak03, KNT02] and others. The difference is that instead of binomial coefficients defined as the 'choose" function (2.9), this second form of the KR-conjecture uses the extended (alternating) binomial coefficients (2.11), defined in terms of gamma functions. We call this form of the conjecture KR2.
The two conjectures are known to be equal in special cases (see below and [Sch] ). Although there is no combinatorial proof of the equivalence of the two forms in general, it is conjectured that the two forms are equal [HKO + 99].
It is the KR1 form of the Kirillov-Reshetikhin conjecture which is related to the question of the completeness of Bethe ansatz states, and also to the tensor multiplicities which we compute in this paper.
We address the graded analogue of the KR-conjecture. Our main purpose is to prove the conjectures of Feigin and Loktev [FL99] regarding the fusion product, or graded tensor product, of finite-dimentional g-modules. The conjectures concern (1) the relation of the graded fusion coefficients with "generalized Kostka polynomials" (if g = A r , the coefficients are the fermionic sums M (λ, W, q −1 ) of [HKO + 99]), and (2) their independence on the localization parameters (see below). Obviously (1) implies (2), and we proved (1) for the fusion product of A r KR-modules in [AKS] .
Our approach in this paper is to explicitly compute fermionic formulas for the fusion coefficients. We are led to consider KR-modules, rather than irreducible g-modules [FJK + 04], because these are precisely the ones for which a fermionic construction is possible, since their definition in terms of current generators and relations is particularly simple. For this reason we do not obtain the "fusion Kostka polynomials" of [FJK + 04], which are the graded tensor coefficients of irreducible g-modules.
The techniques used in this paper are almost identical to the techniques introduced in our previous paper [AKS] for the case of g = A r . In that case, the relations for the KR-modules are precisely the highest-weight conditions for the irreducible representations of A r with a highest weight which is a positive integral multiple of one of the fundamental weights. Therefore, we were able to compute precisely the fusion Kostka polynomials [FJK + 04], and show that they are equal to the generalized Kostka polynomials [KSS02] . For g = A r , the relations for a KR-module are in general necessary but not sufficient.
We consider KR-modules as graded g[t]-modules, localized at a point ζ ∈ C * , denoted by KR aω i (ζ) or KR a,i (ζ). It turns out that it is just as simple to consider the graded coefficients for the decomposition of the graded tensor product ("fusion product") [FL99] of several KR-modules into irreducible g-modules, as it is to compute the decomposition of a single module. We define the graded multiplicities as
where λ label finite-dimensional irreducible g-modules, and n labels the graded components. Here, the notation * corresponds to the tensor product (⊗) together with a grading, as in [FL99] .
The fermionic formula for the multiplicities which we obtain depends only on the highest weights µ p = a p ω ip and and the Cartan matrix C of g, and is independent of the localization parameters ζ p , as conjectured by [FL99] . The generating function
is a q-deformation of the coefficients appearing in KR1 [KR90] , rather than KR2 [Kir83, Her] .
We describe explicitly the space dual to the multiplicity space
It can be expressed as a space of rational functions with a natural grading. We can then compute a fermionic formula for the upper bound of M λ,{µp} (q). When q = 1, this sum is equal to KR1. In the cases where the Kirillov-Reshetikhin conjecture has been proven in the form KR1, we then have an equality of graded multiplicities. This provides a proof, in these cases, of the conjectures of type (1) and (2) of Feigin and Loktev and of [FJK + 04]. Previous proofs of special cases of either type (1) or (2) were found in [FJK + 04, Ked04, CL, AKS, FKL, FL05].
In [FJK + 04], we presented a definition of "fusion Kostka polynomials". We conjectured that these were related to the generalized Kostka polynomials of [KSS02, HKO + 99]. This is true in the case that g = A r , and was proven in [AKS] . The fusion Kostka polynomials are the fusion coefficients of irreducible, finite-dimensional g-modules. In general there is no known fermionic formula for these coefficients. However, in this paper, we show that if the fusion product is the product of KRmodules, then the fusion multiplicities are the fermionic polynomials M (λ, W, q) of [HKO + 99].
The paper is organized as follows. The notation and graded KR-modules localized at ζ are introduced in Section 2. In section 3 we remind the reader of the notion of the graded tensor product of cyclic g[t]-modules. In Section 4, we describe the dual space to the current algebra U (n − [t, t −1 ]) where n − ⊂ g is the nilpotent subalgebra. This is similar to the ideas introduced in [SF94] for simple Lie algebras, and the proofs are almost identical to our proofs in [AKS] in the case of A r . We therefore defer most of the details to the Appendix. In Section 5, we describe the subspace of matrix elements dual to the multiplicity space of the irreducible g-modules in the tensor product of KR-modules. We compute a fermionic formula for the associated graded space, which is an upper bound on these multiplicities. We compare the result at q = 1 to the known results regarding the KR-conjectures, giving an equality of characters where the KR1-conjecture has been proven.
Evaluation modules.
Any finite-dimensional g-module V can be extended to a module of the Lie algebra g[t] := g ⊗ C[t] by the evaluation of the formal variable t at a complex number ζ ∈ C. We refer to this as a module localized at ζ, V (ζ), or the evaluation module at ζ.
If V (ζ) has a cyclic vector v with respect to g[t] (for example, if V is an irreducible g-module), then it can be given a graded structure as follows. The universal enveloping algebra U (g[t]) is graded by homogeneous degree in t. The action of U (g[t]) on v inherits a filtration associated with this grading. The associated graded space has the same dimension as V (ζ), and it is a graded space. Note that the graded structure depends on the choice of cyclic vector v.
Another way to view evaluation modules localized at ζ = 0 is to consider them to be the top component (the subspace generated by the action of g ⊂ g on the highest weight vector) of a highest weight affine algebra module localized at ζ. Let us explain this here.
First, consider the loop algebra g = g[t −1 , t]] (Laurent series in t with values in g) and its central extension g with central element c. The Cartan decomposition is g = n + ⊕ h ⊕ n − with n ± = n ± ⊕(g ⊗ t ±1 C[t ±1 ]) and h = Cc ⊕ h. We denote the generators of g by x[n] = x ⊗ t n with x ∈ g.
On any irreducible or cyclic g-module, c acts as a scalar multiple k of the identity, called the level of the representation. Integrable g-modules have level k ∈ N. They are completely reducible, and the irreducible components are indexed by k and
where θ is the highest root and the a ∨ i are the co-marks. Let V k,λ (0) be an irreducible, integrable highest weight g-modules generated by a the action of U (n − ) on a highest-weight vector v k,λ , which is annihilated by n + , with the properties (2.1) (where we regard g ⊂ g by setting x = x[0] for x ∈ g), and
(2.2)
More generally, let V be a finite-dimensional g[t]-module, which is a highest weight module with respect to g, and which is annihilated by positive currents, n + ∩ g[t]. Then the induced g-module is denoted by V (0). We assume all g-modules have a fixed integer level k which is sufficiently large (see below), but we will not have a need to use the integrability condition (2.2) in this paper. Therefore we will not make a distinction between the g-module induced from the top component V , and its integrable quotient. Now let ζ ∈ CP and choose a local variable,
]. The usual loop algebra g is identified with g 0 . The loop algebra g ζ has a central extension g ζ with the cocycle
By a g-module localized at ζ ∈ CP , denoted by V k,λ (ζ), we mean the integrable g ζ -module, with relations as above (see (2.2)), where we replace the currents x[n] by x[n] ζ . In particular, the current x[n] 0 = x⊗ t n acts on V k,λ (ζ) as x ⊗ (t ζ + ζ) n . Similarly, let V (ζ) be a finite-dimensional g[t ζ ]module, which is a highest weight module with respect to g and is annihilated by positive currents in t ζ . Then the induced g ζ -module is denoted by V (ζ). Since g acts on V (ζ) by expansion of the currents at ζ, V (ζ) is a g-module, and it is called the module localized at ζ.
We thus have an interpretation of the evaluation g[t]-module V λ (ζ) as the top component of a g-module localized at ζ. It is the g[t] ζ -module, annihilated by positive currents, x[n] ζ with n > 0. Accordingly, x[n] 0 acts as ζ n x on V λ (ζ), since by definition,
In terms of the generating functions
where z is a formal variable, one can write
We will use this below.
2.3. Kirillov-Reshetikhin Modules. Kirillov-Reshetikhin modules are evaluation modules of g [t] . They are finite-dimensional modules, highest-weight with respect to g, and cyclic with respect to g[t]. However they are not, in general, irreducible as g-modules unless g = A r . We use a definition similar to that found in [Cha01, CM], but we generalize it to the case where the module is localized at an arbitrary value of ζ ∈ C * . The definition found in [Cha01] corresponds to the special case ζ = 1. Note the point ζ = 0 is not sufficiently generic to be used with the definition below in terms of generators and relations, since the module is not, in general, cyclic at this point. We exclude this point from consideration.
(2.5)
This implies, for example, that f i [n] 0 acts on v as
Due to the highest weight condition (2.4) and the PBW theorem, it is clear that
The module KR a,i (ζ) is finite-dimensional and is equal to an evaluation module at ζ of the loop algebra g[t]. It is not necessarily irreducible as a g-module unless g is of type A r . In that case, KR a,i (ζ) = V aω i (ζ), the evaluation module corresponding to the irreducible highest-weight module of A r with highest weight aω i . In general, the irreducible highest weight g-module V aω i is a component in the KR-module: V aω i ⊂ KR a,i (ζ) as g-modules. The weight aω i is the highest g-weight in KR a,i (ζ).
2.3.1.
Grading on KR-modules. The space U := U (n − [t]) is a graded space, where the grading is by homogeneous degree in t. Let U (n) be the n-th graded component, and
where v is the cyclic vector of KR a,i (ζ). Thus we can define the graded the KR-module KR a,i (ζ) to be the associated graded space. Henceforth, when referring to KR-modules, we will assume they carry this grading.
2.4. The Kirillov-Reshetikhin conjecture. The Kirillov-Reshetikhin conjecture [KR90] is a formula for the decomposition of KR-modules as g-modules. Given the notational complexity, it is most efficient to present the conjecture for the decomposition of the tensor product of several KR-modules. The decomposition of a single module is a special case of this.
Let R denote a collection of highest weights of the form {(a p , i p ) : 1 ≤ p ≤ N }, and let {ζ p : 1 ≤ p ≤ N } be a collection of non-zero complex numbers. Define M λ,R to be the multiplicity of the irreducible g-module V λ in the tensor product of N KR-modules corresponding to the weights in R, localized at ζ p :
a to be the number of elements of R equal to (a, i) and define
where the sum is taken over m
and the "vacancy numbers" P
with C i,j being the Cartan matrix.
This conjecture first appeared in [KR90] for the classical Lie algebras. It has been proven for the following cases: For the case of g = A r [KSS02], for the case of g = D r and R consisting of weights of the form {(1, i p ) : i p ∈ I r } [Sch05], and for g nonexceptional and R = {(a p , 1) : a p ∈ N} [OSS03, SS] (see the review [Sch] for details). In each case, the proof involves a bijection between crystal bases and rigged configurations [KKR86] . We call this version of the Kirillov-Reshetikhin conjecture KR1.
The following is also called the KR-conjecture [HKO + 99, KNT02, Nak03, Her]. It is a modified form of (2.10) where the binomial coefficient is replaced by the alternating binomial coefficient:
.
(2.11)
We call this second form of the conjecture KR2. The conjecture KR2 can be proven for any g [Her] , using recursion relations known as the Q-system [Kir83, Nak03]. However, it remains a conjecture [HKO + 99] that the two sums KR1 and KR2 are equal in general.
The fusion product of KR-modules
The idea of the fusion product comes from the fusion product of integrable gmodules in conformal field theory [BPZ84] . It was reformulated as a graded tensor product of finite-dimensional g[t]-modules in [FL99] . Strictly speaking, the latter is the restriction of the [BPZ84] fusion product to the top component, or product of primary fields, in the case where the level (the value of the central charge) is sufficiently large. If the last condition is not met, we have the level-restricted fusion product, which will be discussed in a future publication.
3.1. The Feigin-Loktev graded tensor product. Let us recall the definition of the [FL99]-fusion product, specialized to the current context.
-modules localized at distinct points ζ i ∈ C * and let v i be the cyclic vectors of the respective modules. Then the tensor product V 1 (ζ 1 ) ⊗ · · · ⊗ V N (ζ N ) is generated by the action of U (g[t]) on the tensor product of cyclic vectors v 1 ⊗· · ·⊗v N , where the action is by the usual coproduct on the product of evaluation modules.
If v i are chosen to be highest weight with respect to the g-action, then the tensor product is generated by the action of the subalgebra U (n − [t]) on the tensor product of highest weight vectors.
The algebra U (n − [t]) is graded by degree in t. Therefore, the vector space U (n − [t])v 1 ⊗ · · · ⊗ v N inherits a filtration from this grading. We assign the vector v 1 ⊗ · · · ⊗ v N to have degree 0. The associated graded space is the graded tensor product, the so-called fusion product of [FL99] :
(3.1)
Note that the filtration, and hence the grading, is g-equivariant. Therefore, the graded components are g-modules.
Feigin and Loktev conjectured that in certain cases, the graded tensor product should be independent of the complex numbers ζ i . Our purpose in this paper is to prove this conjecture, in the case where g is a simple Lie algebra and the modules V i are KR-modules. We shall do so by computing explicit formulas for the multiplicities.
We are interested in the graded multiplicities of the irreducible components in the decomposition of the tensor product. Let V [n] be the graded component in the graded tensor product:
where V [n] are finite-dimensional g-modules. Define the multiplicities of the irreducible components as follows. Let
as g-modules. The generating function for the multiplicities
is called the graded multiplicity of V λ in the graded tensor product. For exam-
the graded multiplicity was called the fusion Kostka polynomial. Kirillov-Reshetikhin modules are cyclic g[t]-modules with a cyclic vector which is a highest weight vector with respect to g. Choose R to be a collection of dominant integral highest weights as before, and choose {ζ 1 , ..., ζ N } to be distinct non-zero complex numbers. Define M λ,R (q) to be the graded multiplicity of the irreducible g-module V λ in the graded tensor product of KR-modules:
Our goal in this paper is to compute the polynomials M λ,R (q).
Fusion products and matrix elements.
It is useful to understand the relation of the graded tensor product (3.1) of finite-dimensional g[t]-modules to the fusion product of g-modules: The product (3.1) is the graded top component, or the space of conformal blocks, of the fusion product of g-modules, at sufficiently large level k, together with a grading. This point of view is taken below in order to compute the character. See also the Appendix of [FKL + 01] and the introduction in
Let V (ζ) be a graded finite-dimensional cyclic g[t]-module, and let V (ζ) be the g ζ -module induced from it at level k. Note that V (ζ) need not be an irreducible gmodule. Given a collection of distinct complex numbers {ζ 1 , ..., ζ N } and a collection of finite-dimensional, cyclic g[t]-modules {V 1 (ζ 1 ), ..., V N (ζ N )}, consider the set of induced modules { V 1 (ζ 1 ), ..., V N (ζ N )}. Their fusion product is denoted by
(3.5) This is a g ⊗ A ζ -module, where A ζ is the space of rational functions in t with possible poles at ζ p for each p. Given a vector v 1 ⊗ · · · ⊗ v N , an element x ⊗ g(t) (x ∈ g, g(t) ∈ A ζ ) acts on the tensor product by the coproduct, where the action on the p-th component is given by the expansion of g(t) about ζ p . The algebra g ⊗ A ζ ⊂ g[t −1 , t]] has a central extension, with the cocycle given by the sum of the residues at each point. The level of the fusion product is k if the level of each module V p (ζ p ) is k. Its decomposition into irreducible level-k-modules of g is given by the fusion coefficients or Verlinde numbers. If k is sufficiently large, these coefficients are equal to the multiplicities of the irreducible g-modules in the tensor product of the top components V p (ζ):
Remark 3.1. The only role which the level plays here is the following. It is known that any integrable g-module is completely reducible, and we use this fact here to argue that the fusion product is completely reducible. Hence, it is isomorphic to a direct sum of irreducible g-modules localized at ζ = 0. In fact, we can take k → ∞ in all of the calculations below.
Thus, the coefficient of the g-module V λ in the decomposition is the dimension of the space Hom(V λ , V 1 (ζ 1 ) ⊗ · · · ⊗ V N (ζ N )). Suppose V p is generated by a highest weight vector v p for each p. Then in terms of matrix elements, since
(3.7)
The graded multiplicity of V λ in graded tensor product is equal to the associated graded space of this space of matrix elements, where the highest weight vectors are taken to have degree 0 and the grading is inherited from the degree in t.
The dual space to the algebra
Let g be a simple Lie algebra with Cartan matrix C with entries given by C α,β = 2(α, β)/(α, α). The universal enveloping algebra U = U ( n − ) = U (n − [t, t −1 ]) is generated by the coefficients of products of generating currents f α (x) (α ∈ Π). These generating currents satisfy two types of operator product expansion (OPE) relations. The first comes from the commutation relation between currents:
The second relation is a result of the Serre relation for g:
In terms of currents, this means that
Since U is a graded space with respect to the Cartan subalgebra h ∈ g, define U [m] be the subspace consisting of homogeneous components of weight −Cm (in the basis of fundamental weights). Here, m = (m (α 1 ) , ..., m (αr ) ). That is, U [m] consists of sums of products of m (α) of each of the currents f α (x (α) ), where α ∈ Π.
We want to compute the generating function for the d-graded components of U [m], where d = t d dt is the homogeneous degree in t. To do this, we introduce the dual space of the algebra, and then introduce a filtration on it. This will be the standard technique for computing characters in everything that follows, and was described in detail for the case of sl r+1 in [AKS] . It follows the general idea described in [SF94] for simple g.
The following is a description of the dual space U[m] to U [m]. It is a space of functions in the set of formal variables {x 
where ǫ β is a standard basis vector. The contour integral is taken counter-clockwise around the origin in a contour excluding the singularities at x (α) i with (α, i) = (β, 1). Similarly,
where this time the contour is taken clockwise around the point at infinity, excluding all the other points x if C α,β < 0. Thus, the dual space is a subspace of the space of rational functions of the form (we impose the usual ordering on the roots)
(4.
3)
The function g(x) is a Laurent polynomial in each of the variables, symmetric with respect to the exchange of variables of the same root type α, as a result of the fact that generators of the same root type commute. Moreover, due to the Serre-type relation (4.2), the function g 1 (x) satisfies the following vanishing condition:
(4.4)
Since these are the only relations among the generating currents corresponding to simple roots in n − , this completes the description of the dual space U[m].
4.1.
Filtration of the dual space. We introduce a filtration on the space of rational functions U[m]. The description is very similar to that explained in e.g. [AKS] for the case of sl r+1 , except for the vanishing conditions resulting from the Serre relation.
Due to the proliferation of indices, we denote the simple roots by their corresponding index in I r from this point on. Let µ = (µ (1) , · · · , µ (r) ) be a multipartition of m = (m (1) , · · · , m (r) ), that is, µ (α) is a partition of m (α) . Define
that is, the number of parts of length a in the partition µ (α) . Pick a tableau T of shape µ (α) on the letters 1, . . . , m (α) . Let a(j) be the length of the row in T in which j appears, and i(j) − 1 be the number of rows above the row in which j appears of the same length a(j). Define the evaluation map
(4.6)
extended by linearity, where H[µ] is a space of functions in the variables
There is a bijective correspondence between the pairs (a, i) for fixed α and the parts of the partition µ (α) . We order the pairs (a, i) accordingly: with the same index α, and therefore the vanishing properties and poles of the functions in the image in H(µ) under the evaluation map are independent of the particular tableau T chosen. Note that the evaluation maps preserve the homogeneous degree.
A lexicographical ordering on multipartitions µ ⊢ m is defined in the usual way: partitions are ordered lexicographically, and multipartitions are similarly ordered, ν > µ if there exists some β ∈ I r such that ν (α) = µ (α) for all α < β and ν (β) > µ (β) . Let 1 m (1) ), · · · , (1 m (r) )), and Γ µ = U[m] if µ = ((m (1) ), · · · (m (r) )). Thus we have a filtration F on the space U[m] parametrized by all multipartitions of m:
where µ i < µ i+1 for all i. We can describe the properties of functions in the image of the associated graded space 
is an isomorphism of graded vector spaces.
We provide a sketch of the proof in the Appendix, since it is very similar to the proof for the given in [AKS] in the case of sl r+1 (in the context of integrable modules).
Thus, we have an isomorphism of graded vector spaces,
We will use this fact below to compute the character of a subspace of U[m].
The dual space to the fusion product of KR-Modules
Our goal is to compute the decomposition of the graded tensor product of several KR-modules. In order to do this, we introduce the space of matrix elements, or conformal blocks corresponding to the fusion product of KR-modules. 5.1. The space of conformal blocks. Once more, let {ζ p |1 ≤ p ≤ N } be distinct, non-zero complex numbers, and let R be a collection of labels (highest weights) for KR-modules R = {(a 1 , α 1 ), · · · , (a N , α N )}, a p ∈ N, α p ∈ I r . For each p, let KR p := KR ap,αp (ζ p ) be the KR-module localized at the point ζ p , with highest g-weight a p ω αp . We denote by n (α) a the number of KR-modules with a highest weight equal to aω α . Define n (α) = a an (α) a , and n = (n (1) , · · · n (r) ). The q-multiplicities in the decomposition into irreducible g-modules of the graded tensor product of N KR-modules are defined as above:
where the notation is understood to mean that a term q n V λ denotes an irreducible g-module V λ appearing in the graded component of degree n.
To find the multiplicity of V λ in the tensor product, we can take the inner product with a distinguished vector w in the dual space V * λ which we know to have multiplicity 1. For our purposes here, it is sufficient to take the lowest weight vector w λ * ∈ V * λ (see [AKS] ), which is the lowest weight vector of the module V −ω 0 (λ) where ω 0 is the longest element in the Weyl group. The vector w λ * has weight −λ.
Let us consider the space of matrix elements of the form
where α j ∈ I r , and v p is the highest weight vector of KR p (ζ p ). It is convenient to consider the space of generating functions for such matrix elements:
Here, the variables x correspond to matrix elements of the form (5.2). The set of all linearly independent functions in C λ,R [m] corresponds to distinct matrix elements. We are therefore interested in the graded dimension of the space of such functions, which give the polynomials M λ,R .
In order to understand such matrix elements, one should consider KR p to be the highest component of a g ζ -module, similar to the "top component" of an irreducible g ζp -module sitting at ζ p . The induced g ζp -module is a (graded) direct sum of several irreducible modules. The graded tensor product of KR-modules is then the top component of the graded fusion product of several integrable g-modules in the usual sense of fusion product of integrable modules.
In this paper, we do not consider level restriction, so we always assume that k is sufficiently large. In practice, this means k ≥ α n (α) a ∨ α where a ∨ α are the comarks. We will consider the more general, "level-restricted" case in a later publication.
In this sense, it is clear that one should view w λ * not just as the lowest weight vector of a g-module V * λ , but as a vector in the representation V k,λ * (∞), the irreducible g ∞ -module, which is annihilated by the right action of n − [t] ∞ . This module can also be considered to be a lowest weight right g 0 -module with lowest weight vector w λ * . That means that
(5.4)
Recall that for a module localized at infinity, the local variable is t ∞ = t −1 .
The space of matrix elements of the form (5.3) is a space of functions, and we analyze the structure of this space below.
5.2.
The dual space of functions. For convenience, we note the formula for the pairing of a function g(x) in the dual space U[m] with a generator localized at ζ = 0:
The second integral excludes all poles but the one at infinity. These formulas result from the definitions
then it should be in the orthogonal complement to all of the relations in the algebra, the left ideal of the algebra acting on the tensor product to the left and the right ideal of the algebra acting on the module at infinity to the right. These relations imply the following.
(1) Zero weight condition. Clearly, the correlation function (5.3) will vanish unless the total weight with respect to h ⊂ g is 0. Denoting λ = α l (α) ω α and l = (l (1) , · · · , l (r) ), this means that m = (m (1) , · · · , m (r) ) is determined by the equation 
, (5.8)
where g 1 (x) is a Laurent polynomial which satisfies the Serre-type relations
and which is symmetric with respect to exchange of variables of the same type.
(3) Lowest weight condition. The vector w λ * is a lowest weight vector with respect to g of the the module sitting at infinity. The condition at infinity is that w λ * f α [n] ∞ = 0 if n ≥ 0, for any α. This means that
Changing variables to x −1 = x (α) 1 , we have x=0 dxx −2+n g(x −1 , ...) = 0, n ≥ 0.
thus, if deg x (g(x, ...)) = m, then m ≤ −2 if g is the orthogonal complement of the relations. Therefore we have the degree restriction for g(x) ∈ C λ,R [m]:
(5.10) (4) Highest weight conditions. Each vector v p is a highest weight vector with weight µ p = mω αp sitting at ζ p . Thus, f α [n] ζp with n ≥ δ α,αp generate a left ideal which acts trivially on the product v 1 ⊗ · · · ⊗ v N . This means that for functions g(z)
Here, the contours are taken so that all other poles are excluded. This shows that the function g(x) may have no poles at x implies that
This shows that if we define g(x) ∈ C λ,R [m] by (5.8) with
then the function g 2 (x) is a polynomial which vanishes on the following diagonal:
for p such that α = α p .
The space C λ,R [m] described above has a filtration by homogeneous degree in x (α) i , where we take the degree of the factors (x (α) i − ζ p ) to have degree −1. (This is equivalent to setting ζ p = 0.) Let ch q C λ,R [m] denote the graded dimension of the associated graded space. It is related to the polynomial M λ,R (q) which we wish to compute in the following way. Due to the definition of the currents f α (x 
. Functions in the image of the associated graded space of F under the evaluation maps ϕ µ can be described explicitly, in a manner similar to Theorem 4.1.
Theorem 5.1. The image of the space Γ µ under the evaluation map ϕ µ satisfies Again, the proof of this Theorem follows the same arguments as the proof in the case of A r . In fact, the reason one can describe the space dual to the fusion product of KR-modules is that the highest-weight conditions on KR-modules are identical to the highest-weight conditions on A r -modules with rectangular highest weights (see equations (5.8) and (5.9) in [AKS] ). We note that, as in the case of A r , we do not know how to prove the surjectivity of the map ϕ µ :
. Hence, we can only make a statement about the inclusion of spaces. Moreover the homogeneous degree of h 0 (y) is Q( m, n) − || m||, where
a . Thus, we have shown that we have the following upper bound on the character of the fusion product:
where the q-binomial coefficient of vectors is the product of q-binomial coefficients over the entries of the vector, By an upper bound on a polynomial we mean that each of the coefficients is bounded from above by the expression on the right.
Since we have chosen to have no representation localized at 0, the function h(y) has no poles at 0. Thus, the q-binomial coefficient which describes the character of the space is the usual q-binomial coefficient,
(1 − q i ). The right hand side of (5.21) is the M -side (that is, the fermionic sum side) of the X = M conjecture it its original form [HKO + 99]. The fusion coefficients are therefore bounded by M (λ, W, q −1 ) in general, where W is the collection of KR-modules labelled by R.
When q = 1, the right hand side is the fermionic sum of the Kirillov-Reshetikhin conjecture KR1. The conjecture is that the multiplicity of the irreducible module V λ in the tensor product of KR-modules is equal to the right hand side, when q = 1. This conjecture has been proven to hold for several special cases [KSS02, Sch05, OSS03, SS] . Thus, we have the equality at least in these cases:
Theorem 5.3. The equality holds in equation (5.21) for the cases of g = A r and R consisting of arbitrary KR-modules; for the case of g = D r and R consisting of fundamental weights; and for nonexceptional g if the weights in R are multiples of the weight ω 1 .
The KR1-conjecture has not yet been proven in full generality. In [Her] , the KR2 formula is proven:
with the same restrictions on the summation variables as in (5.21), where n m ′ = Γ(n + 1) Γ(m + 1)Γ(n − m + 1)
(5.23)
That is, the extended binomial coefficients do not vanish if P (α) a < 0. It is conjectured in [HKO + 99] that this sum is equal to the one containing the usual binomial coefficients (the original KR-conjecture). However, there is no proof available in general. If the conjecture of [HKO + 99] is correct, then we have the equality in (5.21).
It is an interesting open question to find an interpretation for the extended identity in terms of function spaces. A combinatorial proof seems to be unavailable.
Conclusion
By studying the space dual to the fusion product of arbitrary rectangular Kirillov-Reshetikhin modules of g[t] for any simple Lie algebra g, we were able to give an upper bound for the fusion coefficients. This upper bound is an equality in the cases where the Kirillov-Reshetikhin conjecture has been proven in the form KR1. We expect that the upper bound provided in this paper is in fact realized. One way to prove this claim is to show that the evaluation map ϕ µ is surjective. Another way is to prove the conjecture of [HKO + 99] that the two forms of the KR-conjecture, with the usual and alternating binomial coefficients, are in fact equal.
It is clear form the construction we used that the fusion product of Kirillov-Reshetikhin modules does not depend on the complex numbers ζ i (the 'location' of the modules). Thus, in the cases the Kirillov-Reshetikhin conjecture is proven in the form KR1 (see the list in section 2.4), we have proven the conjecture by Feigin and Loktev, which states that the fusion product of KR-modules is independent of the ζ i . In the other cases, the Feigin-Loktev conjecture follows from the KR2 version of the Kirillov-Reshetikhin conjecture (see [HKO + 99]) by using the results of Hernandez [Her] .
The results obtained in this paper can be used to provide explicit character formulas for arbitrary highest weight modules of arbitrary (non-twisted) affine Lie algebras. In a previous paper [AKS] , we showed how this can be done in the case of general sl r+1 modules. It is possible to generalize the argument of [AKS] to arbitrary g. We will provide the details in a forthcoming publication.
In this paper, we did not consider level restriction, that is, we considered k ≫ 0. However, the level restricted fusion products of KR-modules are very interesting. We will study these using methods similar to [AKS] in a future publication.
Appendix A. Proof of Theorem 4.1
First, we must prove that the evaluation map ϕ µ : Γ µ → H[µ], where the space H[µ] is described in Theorem 4.1, is well-defined.
The first factor in equation (4.10) describes the vanishing properties of functions in ϕ µ (Γ µ ).
Lemma A.1. Let g(x) ∈ Γ µ . Then the function ϕ µ (g(x) ) has a zero of order at least 2 min(a, b) whenever y (α)
Proof. The proof of this Lemma is identical to the proof of Lemma (3.7) of [AKS] . Consider the two sets of variables, corresponding to two different parts of µ (α) , denoted by R a and R b , of a lengths a and b, respectively. Denote the variables corresponding to R a by {x i | 1 ≤ i ≤ a} and those corresponding to R b by {x ′ j | 1 ≤ j ≤ b}. Without loss of generality, assume a ≥ b.
Let ϕ µ = ϕ 2 • ϕ 1 , where ϕ 1 is the evaluation of all the variables except the set corresponding to R b . Under ϕ 1 , the variables x i are all evaluated at y a . The map ϕ 2 is the evaluation of the variables x ′ j of R b at y b . The imageḡ = ϕ 1 (g(x)) is vanishes whenever y a = x ′ j for all j, because the evaluation x ′ j = y a corresponds to an evaluation map ϕ µ ′ for some µ ′ > µ. Functions in Γ µ are in the kernel of all such evaluation maps, by definition. Thus,
Moreover, since g(x) is a symmetric under the exchange of variables corresponding to the same root, it is easy to see thatḡ 1 also vanishes whenever y a − x ′ j for each j. It follows that ϕ µ (g(x)) = ϕ 2 (ḡ) has a zero of order at least 2 min(a, b) whenever y a = y b . The factor min(a, b) appears because we assumed that a ≥ b.
The second factor in equation (4.10) describes the pole structure of functions in the image of the graded component. Proof. The order of the pole is limited by the Serre-type relation (4.4). Let α and β be two connected roots in the Dynkin diagram with |α| ≥ |β|. Then C β,α = −t and C α,β = −1, where t ∈ {1, 2, 3}. The Serre relation determines the maximal order of the pole of products of the form f α (z 1 ) · · · f α (z a )f β (w 1 ) · · · f β (w b ).
(A.1)
Note that the order of the pole is independent of the ordering of the currents in the product.
We assume that α is the longer root, hence the Serre relation implies that (z 1 − w)(z 2 − w)f α (z 1 )f α (z 2 )f β (w) z 1 =z 2 =w = 0 and (z − w 1 ) · · · (z − w t+1 )f α (z)f β (w 1 ) · · · f β (w t+1 ) z=w 1 =···=w t+1 = 0.
Let R (α) denote a row in µ (α) of length a, and R (β) a row in µ (β) of length b. We visualize a pole as a line connecting box i in R (α) with box j in R (β) (corresponding to the factor z i − w j in the denominator). The allowed configurations of lines connecting boxes are: Each box in R (β) has only one line connected to it, and each box in R (α) may be connected to up to t boxes in R (β) .
With these allowed configurations, it is easy to see that the maximal number of lines connecting R (α) with R (β) is min(b, ta). To see this, first, connect each box in R (α) to one box in R (β) . This gives min(a, b) lines. If t > 1 and b > a then connect each box in R (α) to an unconnected box in R (β) . This gives min(2a, b) lines. Finally, if b > 2a and t = 3, then connect each box in R (α) to an unconnected box in R (β) . This gives min(3a, b) connecting lines.
After evaluating the variables in row R (α) to y (α) a,i and the variables in R (β) to y (β) b,j , the maximal pole when these two variables are equal to each other is of order min(|C α,β |b, |C β,α |a). This shows that the functions described in Theorem 4.1 are in the image ϕ µ (Γ µ ). To show that the map ϕ µ : Γ µ → H[µ] is surjective, we give a function in the pre-image of each function in H[µ]. The proof of surjectivity is almost identical to the proof of Lemma 3.16 in [AKS] , with the an appropriate adjustment made in the pre-image function to account for the different Serre relations for each g.
Denote the variables in the preimage of y where in both the numerator and denominator, we take the argument j to be a cyclic label: That is, x Theorem A.4. The function g(x) = Sym(g 0 (x)g 1 (x)), where g 1 (x) is an arbitrary Laurent polynomial in the variables x and the symmetrization is over each set of variables with the same label α, is in Γ µ . Moreover, given a symmetric Laurent polynomial h 1 (y), there exists a Laurent polynomial g 1 (x) such that ϕ µ (g(x)) = ξh(y) (A.3)
where ξ ∈ R and h(y) is the function of equation (4.10).
Proof. See Lemmas 3.11, 3.13 and 3.15 of [AKS] . The only difference is in the vanishing condition due to the Serre relations.
By definition, the induced map ϕ µ : Γ µ /Γ ′ µ is injective, since ker(ϕ µ ) ∩ Γ µ = Γ ′ µ . Thus, there is an isomorphism:
Lemma A.5. The induced map
This concludes the proof of theorem 4.1.
