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Abstract
Consider a convex domain B of R3. We prove that there exist complete minimal surfaces which
are properly immersed in B. We also demonstrate that if D and D′ are convex domains with D
bounded and the closure of D contained in D′ then any minimal disk whose boundary lies in the
boundary of D, can be approximated in any compact subdomain of D by a complete minimal disk
which is proper in D′. We apply these results to study the so called type problem for a minimal
surface: we demonstrate that the interior of any convex region of R3 is not a universal region for
minimal surfaces, in the sense explained by Meeks and Pe´rez in [9].
1 Introduction
The global theory of complete minimal surfaces in R3 has been developed for almost two and a half
centuries. One of the central problems in this theory has been the Calabi-Yau problem, which we now
introduce. By the maximum principle for harmonic functions, there are no compact minimal surfaces
in R3. Moreover, a basic observation of the classical examples of complete nonflat minimal surfaces
(catenoid, helicoid, Riemann minimal examples, ...) reveals that one cannot bound any coordinate
function for these surfaces. Even more, none of these examples is contained in a halfspace. This facts
motivated E. Calabi to conjecture that there were no complete bounded minimal surfaces in R3, and later
on S. T. Yau sharpened Calabi’s conjecture to ask if one can find a complete nonflat minimal surface
in a halfspace of R3. This Calabi-Yau question is an extremely active field of research nowadays: very
recently, T. H. Colding and W. P . Minicozzi [1] have answered the question in the negative when the
surface is assumed to be embedded and with finite topology (other partial answers to the Calabi-Yau’s
question in the embedded setting have been given by Meeks and Rosenberg [11] and by Meeks, Pe´rez and
Ros [10]).
Embeddedness creates a dichotomy in the Calabi-Yau’s question. The first example of a complete
minimal surface with a bounded coordinate function was a disk constructed by L. P. Jorge and F. Xavier
in 1981 [5]. The analytic arguments introduced by Jorge and Xavier in their construction were quite
ingenious, and have been present in almost all the papers devoted to find complete minimal surfaces with
some kind of boundedness on their coordinates. For instance, their idea of using a labyrinth of compact
sets around the boundary of a simply connected domain, jointly with Runge’s theorem in order to get
completeness, was afterwards used by N. Nadirashvili in a more elaborated way to construct an example
of a complete minimal surface in a ball of R3.
Theorem (Nadirashvili, [15]). There exists a complete minimal immersion f : D → B from the open
unit disk D into the open unit ball B ⊂ R3. Furthermore the immersion can be constructed with negative
Gaussian curvature.
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However, Nadirashvili’s technique did not guarantee the immersion f : D → B was proper, where
by proper we mean that f−1(C) is compact for any C ⊂ B compact. Recently, Mart´ın and Morales [8]
introduced an additional ingredient into Nadirashvili’s machinery in order to produce a complete minimal
disk which is properly immersed in a ball of R3. Similar ideas had been also used by Morales [14] to
construct a minimal disk which is properly immersed in R3. An example of a complete proper minimal
annulus which lies between two parallel planes was constructed earlier by H. Rosenberg and E. Toubiana
in [17]. This example is related to the previous construction of Jorge and Xavier.
In this paper we answer the question to the existence of complete simply connected minimal surfaces
which are proper in convex regions of space. To be more precise, our main Theorem (see Theorem 3 and
Corollary 1) establishes that:
Theorem A. If B ⊂ R3 is a convex domain (not necessarily bounded or smooth), then there exists a
complete proper minimal immersion ψ : D → B.
The proof of this theorem is divided in a two-stage process. First we prove the theorem for bounded
convex regular domains, i.e. domains whose boundary is a compact analytic surface of R3 (Theorem
2.) Later, we make use of a classical result by Minkowski (Theorem 1) to approximate in terms of
Hausdorff distance the interior of an arbitrary convex region B by an increasing sequence of bounded
convex regular domains {Bn}. Theorem 2 give us the existence of a complete minimal disk Mn which
is properly immersed in Bn. Roughly speaking, the desired minimal disk M is the limit of the family
{Mn}. Concerning this point, we are indebted to W. H. Meeks who suggested to us the way of making
use of Theorem 2 to construct the above sequence of minimal disks to get a good limit M . Item (b) in
Theorem 2 below restricts the behavior of the above approximation in a way that can be used in the
proof of the properness for the limit immersion. It is important to emphasize that we not only establish
the existence of properly immersed minimal disks in a convex domain, but we also prove that:
Theorem B. Let D′ be a convex domain of space, and consider D a bounded convex regular domain,
with D ⊂ D′. Then, any minimal disk whose boundary lies in ∂D, can be approximated in any compact
subdomain of D by a complete minimal disk which is proper in D′.
The lemmas we will use in proving Theorem 2 are stated and proved in Section 3. Lemma 1 is used to
get Lemma 2 and it represents the main ingredient used to obtain properness. It essentially asserts that
a minimal disk with boundary can be perturbed outside a compact set in such a way that the boundary
of the resulting surface achieves the boundary of a prescribed convex domain.
Lemma 2 is the main tool in the proof of Theorem 2. It will allow us to construct, in a recursive
way, a convergent sequence of compact minimal disks used to prove this theorem. It can be considered
to be a refinement of the corresponding Nadirashvili’s lemma in [15]. However, we must adapt his ideas
about balls to the setting of general convex bodies of space. Hence, our deformation increases the intrinsic
diameter, but it controls the extrinsic geometry in R3, in such a way that the perturbed surface is included
in a prescribed convex set. Moreover, in order to obtain the boundary behavior described in items (b.3)
and (b.4) of Lemma 2, we have to apply Lemma 1 in the way we have explained in the previous paragraph.
These properties will be crucial in the delicate argument that gives properness for the limit immersion.
In some sense, our Theorem A is related with an intrinsic question associated to the underlying
complex structure: the so called type problem for a minimal surface M , i.e. whether M is hyperbolic or
parabolic (as we have already noticed, the elliptic (compact) case is not possible for a minimal surface).
Classically, a Riemann surface without boundary is called hyperbolic if it carries a nonconstant positive
superharmonic function, and parabolic if it is neither compact nor hyperbolic. In the case of a Riemann
surface with boundary, we say thatM is parabolic if every bounded harmonic function onM is determined
by its boundary values, otherwise M is called hyperbolic. It turns out that the parabolicity for Riemann
surfaces without boundary is equivalent to the recurrence of Brownian motion on such surfaces. If the
boundary ofM is nonempty, thenM is called parabolic if, and only if, there exists a point p in the interior
of M such that the probability of a Brownian path beginning at p, of hitting the boundary ∂M is 1 (see
[3] for more details.)
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In this setting, given a connected region W ⊂ R3 which is either open or the closure of an open
set, we say that W is universal for surfaces if every complete, connected, properly immersed minimal
surface M ⊂ W is either recurrent (∂M = ∅) or a parabolic surface with boundary. The open question
of determining which regions of space are universal for surfaces has been proposed by W. H. Meeks and
J. Pe´rez in [9]. Theorem A implies that a convex domain of R3 is not universal for surfaces. In contrast
with this result, it is known [2] that the closure of a convex domain is universal for surfaces.
2 Preliminaries and Notation
Our objective in this section is to briefly summarize the notation and results about minimal surfaces and
convex geometry that we will use in the paper.
2.1 Minimal surface background
The theory of complete minimal surfaces is closely related to complex analysis of one variable. This is
due to the fact that any such surface is given by a triple Φ = (Φ1,Φ2,Φ3) of holomorphic 1-forms defined
on some Riemann surface such that:
Φ21 +Φ
2
2 +Φ
2
3 = 0; (1)
‖Φ1‖2 + ‖Φ2‖2 + ‖Φ3‖2 6= 0; (2)
and all periods of the Φj are purely imaginary; here we consider Φi to be a holomorphic function times
dz in a local parameter z. Then the minimal immersion X : M → R3 can be parametrized by z 7→
Re
∫ z
Φ. The above triple is called the Weierstrass representation of the immersion X . Usually, the first
requirement (1) (which ensures the conformality of X) is guaranteed by introducing the formulas:
Φ1 =
1
2
(
1− g2) η, Φ2 = i2 (1 + g2) η, Φ3 = g η,
with a meromorphic function g (the stereographic projection of the Gauss map) and holomorphic 1-form
η. In this article, all the minimal immersions are defined on simply connected domains of C. Then, the
Weierstrass 1-forms have no periods, and so the only requirements are (1) and (2). In this case, the
differential η can be written as η = f(z) dz. The metric of X can be expressed as
SX2 = 12‖Φ‖2 =
(
1
2
(
1 + |g|2) |f ||dz|)2 . (3)
Throughout the paper, we will use several orthonormal bases of R3. Given X : Ω → R3 a minimal
immersion and S an orthonormal basis, we will write the Weierstrass data of X in the basis S as
Φ(X,S) = (Φ(1,S),Φ(2,S),Φ(3,S)), f(X,S), g(X,S), η(X,S).
Similarly, given v ∈ R3, we will let v(k,S) denote the k-th coordinate of v in S. The first two coordinates
of v in this basis will be represented by v(∗,S) =
(
v(1,S), v(2,S)
)
.
Given a curve α in Ω, by len(α,SX) we mean the length of α with respect to the metric SX . Given a
subset W ⊂ Ω, we define:
• dist(W,SX )(p, q) = inf{len(α,SX) | α : [0, 1]→W, α(0) = p, α(1) = q}, for any p, q ∈W ;
• dist(W,SX )(T1, T2) = inf{dist(W,SX)(p, q) | p ∈ T1, q ∈ T2}, for any T1, T2 ⊂W ;
• diamSX (W ) = sup{dist(W,SX )(p, q) | p, q ∈ W}.
The Euclidean metric on C will be denoted as 〈·, ·〉. Note that SX2 = λ2X 〈·, ·〉, where the conformal
coefficient λX is given by (3).
Given a domain D ⊂ C, we will say that a function, or a 1-form, is harmonic, holomorphic, mero-
mophic, ... on D, if it is harmonic, holomorphic, meromorphic, ... on a domain containing D.
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Let P be a simple closed polygonal curve in C. We let IntP denote the bounded connected component
of C \ P. We will assume that the origin is in the interior region of all the polygons that appears in the
paper. Given ξ > 0, small enough, we define P ξ to be the parallel polygonal curve in IntP , satisfying
the property that the distance between parallel sides is equal to ξ. Whenever we write P ξ in the paper
we are assuming that ξ is small enough to define the polygon properly.
2.1.1 The Lo´pez-Ros transformation
The proof of Lemmas 1 and 2 exploits what has come to be called the Lo´pez-Ros transformation. If (g, f)
are the Weierstrass data of a minimal immersion X : Ω→ R3 (Ω ⊂ C simply connected), we define on Ω
the data
g˜ =
g
h
, f˜ = f · h, (4)
where h : Ω→ C is a holomorphic function without zeros. Notice that the new meromorphic data satisfies
(1) and (2). So, the new data defines a minimal immersion X˜ : Ω → R3. This method provides us with
a powerful and natural tool for deforming minimal surfaces. From our point of view, the most important
property of the resulting surface is that the third coordinate function is preserved. Note that the intrinsic
metric is given by (3) as
SX˜2 =
(
1
2
(|h|2 + |g|2) |f | |dz|)2 . (5)
This means that we can increase the intrinsic distance in a prescribed compact K ⊂ Ω, by using suitable
functions h. These functions will be provided by Runge’s theorem.
2.2 Background on convex geometry
Convex geometry is a classical subject with a large literature. To make this article self-contained, we
will describe the concepts and results we will need. A convex set of Rn with nonempty interior is called
a convex body. A theorem of H. Minkowski (cf. [13]) states that every convex body C in Rn can be
approximated (in terms of Hausdorff metric) by a sequence Ck of ‘analytic’ convex bodies.
Theorem 1. Let C be a convex body in Rn. Then there exists a sequence {Ck} of convex bodies with the
following properties
1. Ck ց C;
2. ∂Ck is an analytic (n− 1)-dimensional manifold;
A modern proof of this result can be found in [12, §3].
Given E a bounded regular convex domain of R3 and p ∈ ∂E, we will let κ2(p) ≥ 0 denote the largest
principal curvature of ∂E at p (associated to the inward pointing unit normal.) Moreover, we write
κ2(∂E)
def
= max{κ2(p) : p ∈ ∂E}.
If we consider N : ∂E → S2 the outward pointing unit normal or Gauss map of ∂E, then there exists
a constant a > 0 (depending on E) such that ∂Et = {p + t · N (p) : p ∈ ∂E} is a regular (convex)
surface ∀t ∈ [−a,+∞[. We label Et as the convex domain bounded by ∂Et. The normal projection to E
is represented as
PE : R3 \ E−a −→ ∂E,
p+ t · N (p) 7→ p.
Finally, we define the ‘extended’ Gauss map NE : R3 \ E−a −→ S2 as NE(x) = N (PE(x)).
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3 Preliminary Lemmas
As we have indicated in the introduction, the proofs of the main results of the paper require the following
two technical lemmas. Actually, Lemma 1 is used in proving Lemma 2.
Lemma 1. Let E and E′ be two regular bounded convex domains in R3, with 0 ∈ E ⊂ E ⊂ E′. Let
X : O −→ R3 be a conformal minimal immersion defined on a simply connected domain O, 0 ∈ O, with
X(0) = 0. Consider a polygon P with P ⊂ O, satisfying:
X(O \ IntP ) ⊂ E′ \ E. (6)
Then, for any b1, b2 > 0, such that E
′
−b2 and E−2b2 exist, there exist a polygon Q and a conformal
minimal immersion Y : IntQ −→ R3, with Y (0) = 0, such that:
(a.1) P ⊂ IntQ ⊂ IntQ ⊂ O;
(a.2) ‖Y (z)−X(z)‖ < b1, ∀z ∈ IntP ;
(a.3) Y (Q) ⊂ E′ \ E′−b2 ;
(a.4) Y (IntQ \ IntP ) ⊂ R3 \ E−2 b2 .
Lemma 2. Let E and E′ be two regular bounded convex domains in R3, with 0 ∈ E ⊂ E ⊂ E′. Let P be
a polygon, X : IntP −→ R3 be a conformal minimal immersion, with X(0) = 0, and ε, a and b positive
constants, such that:
1) X(IntP \ IntP ε) ⊂ E \ E−a;
2)
√(
a+ 1κ2(∂E)
)2
+ a2 − 1κ2(∂E) + ε <
dist(∂E,∂E′)
2 .
Then, there exist a polygon Q and a conformal minimal immersion Y : IntQ→ R3, with Y (0) = 0, and
verifying:
(b.1) IntP ε ⊂ IntQ ⊂ IntQ ⊂ IntP ;
(b.2) σ < dist(IntQ,SY )(z, P
ε), ∀z ∈ Q, where σ > 0 is given by the equation√(
a+ 1κ2(∂E)
)2
+ (2σ + a)2 − 1κ2(∂E) + ε =
dist(∂E,∂E′)
2 ;
(b.3) Y (Q) ⊂ E′ \ E′−b;
(b.4) Y (IntQ \ IntP ε) ⊂ R3 \ E−2(a+b);
(b.5) ‖Y (z)−X(z)‖ < ε, ∀z ∈ IntP ε.
3.1 Proof of Lemma 1
The proof of Lemma 1 consists of deforming the original immersion X outside IntP . The idea is to make
this a two-stage process. In the first stage, we make use of meromorphic functions with single poles to
apply successive Lo´pez-Ros transformations. These poles p1, . . . , pn are distributed around the polygon
P . In this way, we deform our original surface in a neighborhood of the points pi, following the direction
of NE(X(pi)), i = 1, . . . , n. In a second stage, we consider suitable curves joining two consecutive
poles, pi and pi+1, and we deform the surface again along these curves. This time, the deformation
acts tangentially to ∂E, by using Runge’s functions as Lo´pez-Ros parameters. These functions achieve
very big values on the above mentioned curves. In both stages, the functions that appear in Lo´pez-Ros
transformations are close to 1 in a neighborhood of IntP . It guarantees that the resulting immersion Y
will be close to X in IntP .
Along this proof, we denote N and P as the extended Gauss map associated to E and the normal
projection to ∂E, respectively. We also define two important constants that are chosen as follows:
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• µ = max{dist(p, ∂E) : p ∈ E′};
• ǫ0 > 0 is taken small enough to satisfy all the inequalities appearing in this section. This choice
will only depend on the data of the lemma.
3.1.1 The first deformation stage
We start by choosing the aforementioned points pi, i = 1, . . . , n.
Claim 1. There exist a simply connected domain W , with IntP ⊂ W ⊂ W ⊂ O, and a set of points
{p1, p2, . . . , pn} included in W \ IntP , satisfying the following properties:
1. The segments p1 p2, . . . , pn−1 pn, pn pn+1 form a polygon P̂ in W \ IntP (we adopt the convention
pn+1 = p1);
2. There exist open disks Bi ⊂W \ IntP satisfying pi, pi+1 ∈ Bi, for all i ∈ {1, . . . , n}, and
‖X(z)−X(w)‖ < ǫ0, ∀z, w ∈ Bi; (7)
3. For each pi, i = 1, . . . , n, there exists an orthonormal basis of R
3, Si = {ei1, ei2, ei3}, with ei1 =
N (X(pi)), and satisfying: ∥∥eij − ei+1j ∥∥ < ǫ03µ, ∀j ∈ {1, 2, 3}, (8)
and
f(X,Si)(pi) 6= 0; (9)
4. For each pi, i = 1, . . . n, there exists a complex number θi, satisfying |θi| = 1, Im θi 6= 0, and:∣∣∣∣θif(X,Si)(pi)|f(X,Si)(pi)| − 1
∣∣∣∣ < ǫ03µ, (10)
Remark 1. It is important to note that Properties (7) and (8) are cyclic: i.e. they are true for i = n
considering pn+1 = p1, Sn+1 = S1, and B
n+1 = B1.
Proof. As P is a piecewise regular curve, we know that N (X(P )) omits an open set U0 of S2. Hence, we
can find a simply connected domain W , verifying IntP ⊂W and N (X(W \ IntP )) ⊂ S2 \U0. Let V1 and
V2 be a smooth orthonormal basis of tangent vector fields on S
2 \U0. Then, we define: eˆ1(z) = N (X(z)),
eˆ2(z) = V1 (N (X(z))) , eˆ3(z) = V2 (N (X(z))), z ∈ W \ IntP .
The points p1, . . . , pn will be taken in W \ IntP to satisfy Statements 1, 2, and the following property:
‖eˆj(pi)− eˆj(pi+1)‖ < ǫ0/2, ∀j ∈ {1, 2, 3}, ∀i ∈ {1, . . . , n}. (11)
If the points pi, i = 1, . . . , n, are close enough (i.e., the number of points is large enough), then these
properties are a direct consequence of the uniform continuity of X and the fields eˆj , respectively. In order
to obtain Statement 3, we consider the Gauss map G of X . We can write G(pi) =
∑3
j=1 gˆ
i
j · eˆj(pi), gˆij ∈
[0, 1]. Take a ∈ [0, 1] \ {gˆi2, i = 1, . . . , n}, and define ei1 = eˆ1(pi), ei2 = −
√
1− a2eˆ2(pi) + aeˆ3(pi) and ei3 =
aeˆ2(pi)+
√
1− a2eˆ3(pi). Then, (8) is a direct consequence of (11). Moreover, note that ei3 6= G(pi), ∀i, and
so (9) trivially holds. Finally, the choice of the complex numbers θi, i = 1, . . . , n, is straightforward.
A small enough real number δ is chosen in ]0, 1[ and verifying the following list of properties, (see
Figure 1):
(A1) Int P̂ \ ∪nk=1D(pk, δ) is simply connected, where D(pk, δ) means the disk centered at pk with radius
δ;
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Figure 1: The points pi.
(A2) D(pi, δ) ∪D(pi+1, δ) ⊂ Bi, ∀i = 1, . . . , n;
(A3) D(pi, δ) ∩D(pk, δ) = ∅, ∀i = 1, . . . , n, and k 6= i;
(A4) δmaxD(pi,δ){|f(X,Si)|} < 2ǫ0, ∀i = 1, . . . , n;
(A5) δ · maxD(pi,δ){|f(X,Si)g
2
(X,Si)
|}
| Im θi| < 2ǫ0, ∀i = 1, . . . , n;
(A6) δ ·maxD(pi,δ){‖φ0‖} < ǫ0, ∀i = 1, . . . , n;
(A7) 3µ
maxw∈D(pi,δ){|f(Φ0,Si)(w)− f(Φ0,Si)(pi)|
|f(Φ0,Si)(pi)|
< ǫ0, ∀i = 1, . . . , n.
If we label E = Int P̂ \ ∪nk=1D(pk, δ), then we define the constant l as:
l
def
= sup
z∈E
{
dist(E,〈·,·〉)(0, z)
}
+ 2πδ + δ + 1. (12)
We are now ready to construct a sequence of Weierstrass representations that will provide us the im-
mersion we are looking for in this deformation stage. To be more precise, we will construct a sequence
Ψ1, . . . ,Ψn in a recursive process, where the element Ψi = {Φi, ki, ai, Ci, Gi, Di} is composed of:
• ki a positive constant;
• Φi is a Weierstrass representation defined on W . The points p1, . . . , pi are poles of Φi; and the
points wj = pj − kjθj , j = 1, . . . i, are either zeros or poles of Φi. We write Φi = φidz where
φi :W → C3 is a meromorphic map;
• ai is a point in the segment piqi, where qi = pi + δ ∈ ∂D(pi, δ);
• Ci is an arc of a circumference centered at pi and containing ai;
• Gi is a closed annular sector bounded by Ci, a piece of ∂D(pi, δ) and two radius of these circum-
ferences, as Figure 2 indicates;
• Di a simply connected domain of C verifying Di ∩Gi = ∅ and {pi, wi} ⊂ Di ⊂ Di ⊂ D(pi, δ).
7
Figure 2: The disk D(pi, δ).
Remark 2. In what follows, we will adopt the convention that Ψn+1 = Ψ1. Therefore, we will write
Φn+1 = Φ1, kn+1 = k1, . . ., pn+1 = p1, qn+1 = q1, . . .
The sequence Ψ1, . . . ,Ψn is constructed to satisfy:
(B1i) δmaxD(pk,δ){|f(Φi,Sk)|} < 2ǫ0, k = i+ 1, . . . , n;
(B2i) δ
maxD(pk,δ){|f(Φi,Sk)g2(Φi,Sk)|}
| Im θk| < 2ǫ0, k = i+ 1, . . . , n;
(B3i) 3µ
maxw∈D(pk,δ){|f(Φi,Sk)(w) − f(Φ0,Sk)(pk)|
|f(Φ0,Sk)(pk)|}
< ǫ0, k = i+ 1, . . . , n;
(B4i) ‖Re
∫
αz
Φi‖ < ǫ0, ∀z ∈ Ci, where αz is a piece of Ci connecting ai with z;
(B5i) Φ
i
(3,Si)
= Φi−1(3,Si), where Φ
i
(k,Si)
represents the k-th coordinate of the triple Φi in the frame Si;
(B6i) ‖φi(z)− φi−1(z)‖ < ǫ04nl , ∀z ∈W \ (D(pi, δ) ∪ (∪i−1k=1Dk));
(B7i) ‖Re
∫
qiai
Φi − Re ∫qi−1ai−1 Φi−1‖ < 13ǫ0, (for i = 2, . . . , n+ 1).
(B8i) For all z ∈ Gi one has∥∥∥∥(Re ∫
qiz
Φi1
)
ei1 +
(
Re
∫
qiz
Φi2
)
ei2 − 12
(∫
qiz
kidw
w − pi
)
|f(Φ0,Si)(pi)| ei1
∥∥∥∥ < 4ǫ0.
The above properties are true for i = 1, . . . , n, except for (B1i), (B2i) and (B3i) that only hold for
i = 1, . . . , n − 1. In the same way, Property (B7i) is only valid for i = 2, . . . , n + 1 (see Remark 2).
Observe that Properties (B5i) and (B8i) tell us that the deformation of our surface around the points
pi follows the direction of e
i
1 = N (X(pi)).
We define Ψ1, . . . ,Ψn in a recursive way. Let Φ
0 = φ0dz be the Weierstrass representation of the
immersion X0 = X . We denote Ψ0 = {Φ0}. Assume we have defined Ψi−1 verifying Properties
(B1i−1), . . . ,(B8i−1). To construct Ψi starting from Ψi−1 we will use Properties (B1i−1), (B2i−1)
and (B3i−1). In the case i− 1 = 0, these properties are a consequence of (A4), (A5) and (A7).
The Weierstrass data Φi, in the orthogonal frame Si, are determined by the Lo´pez-Ros transformation:
f(Φi,Si) = f(Φi−1,Si) · hi, g(Φi,Si) =
g(Φi−1,Si)
hi
,
where hi(z) =
kiθi
z−pi + 1. The constant ki > 0 is taken small enough to satisfy Properties (B1i), (B2i),
(B3i) and (B6i). Notice that this is possible thanks to the fact Φi
ki→0−→ Φi−1, uniformly onW \(D(pi, δ)∪
(∪i−1k=1Dk)). Furthermore, Property (B5i) trivially follows from the definition of Φi.
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The point ai is the first point in the (oriented) segment qipi, such that:
1
2 |f(Φ0,Si)(pi)|
∫
qiai
kidw
w − pi = 3µ. (13)
We take Di to be a simply connected domain containing the pole and the zero, wi = pi − kiθi, of hi and
verifying Di ⊂ D(pi, δ) and Di ∩ qiai = ∅. It is possible because Im θi 6= 0, and so wi 6∈ piqi.
The next step is to prove Property (B8i). We will use complex notation, that is to say a+i b ≡ aei1+bei2.
Consider z ∈ qiai. Taking (10) and (13) into account one obtains:∣∣∣∣(Re ∫
qiz
Φi(1,Si)
)
+ i
(
Re
∫
qiz
Φi(2,Si)
)
− 12
(∫
qiz
kidw
w − pi
)
|f(Φ0,Si)(pi)|
∣∣∣∣ <∣∣∣∣(Re ∫
qiz
Φi(1,Si)
)
+ i
(
Re
∫
qiz
Φi(2,Si)
)
− 12
(∫
qiz
kidw
w − pi
)
θif(Φ0,Si)(pi)
∣∣∣∣+ ǫ0 =
From the expression of Φi and hi, we have
= 12
∣∣∣∣∫
qiz
f(Φi−1,Si)(w)
kiθi
w − pi dw +
∫
qiz
f(Φi−1,Si)(w)dw−∫
qiz
f(Φi−1,Si)(w)g
2
(Φi−1,Si)
(w)
dw
hi(w)
−
(∫
qiz
kidw
w − pi
)
θif(Φ0,Si)(pi)
∣∣∣∣+ ǫ0 <
1
2
∣∣∣∣∫
qiz
(
f(Φi−1,Si)(w)− f(Φ0,Si)(pi)
) kiθi
w − pi dw
∣∣∣∣+ 12 ∣∣∣∣∫
qiz
f(Φi−1,Si)(w)dw
∣∣∣∣+
1
2
∣∣∣∣∫
qiz
f(Φi−1,Si)(w)g
2
(Φi−1,Si)
(w)
dw
hi(w)
∣∣∣∣+ ǫ0 <
by using (13), (B1i−1), (B2i−1), (B3i−1) and the fact that |hi(w)| > | Im θi|, we can get upper bounds
of the last addends,
< 3ǫ0 + ǫ0 = 4ǫ0.
Thus, we have proved that Property (B8i) holds for all z ∈ piai. Therefore, if Ci and Gi are chosen
sufficiently close to ai and piai, respectively, we obtain Properties (B4i) and (B8i).
To complete the construction of Ψi we only need to check (B7i). To do this, we write:∥∥∥∥∥Re
∫
qiai
Φi − Re
∫
qi−1ai−1
Φi−1
∥∥∥∥∥ ≤
∥∥∥∥∥
2∑
k=1
(
Re
∫
qiai
Φi(k,Si)
)
eik −
(
Re
∫
qi−1ai−1
Φi−1(k,Si−1)
)
ei−1k
∥∥∥∥∥+∥∥∥∥∥
(
Re
∫
qiai
Φi(3,Si)
)
ei3 −
(
Re
∫
qi−1ai−1
Φi−1(3,Si−1)
)
ei−13
∥∥∥∥∥ .
(14)
Using (B8i), (13), and (8), it is not hard to see:∥∥∥∥∥
2∑
k=1
(
Re
∫
qiai
Φi(k,Si)
)
eik −
(
Re
∫
qi−1ai−1
Φi−1(k,Si−1)
)
ei−1k
∥∥∥∥∥ ≤ 9ǫ0.
Regarding the last addend of (14), we apply (B5i−1) and (B5i), and obtain:∥∥∥∥(Re ∫
qiai
Φi(3,Si)
)
ei3 −
(
Re
∫
qi−1ai−1
Φi−1(3,Si−1)
)
ei−13
∥∥∥∥∥ ≤∣∣∣∣Re ∫
qiai
Φi−1(3,Si)
∣∣∣∣+
∣∣∣∣∣Re
∫
qi−1ai−1
Φi−2(3,Si−1)
∣∣∣∣∣ ≤ δ
(
max
D(pi,δ)
{‖φi−1‖}+ max
D(pi−1,δ)
{‖φi−2‖}
)
.
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Now, we use (B6k), for k = 1, . . . , i− 1, and (A6) to deduce that:∥∥∥∥∥
(
Re
∫
qiai
Φi(3,Si)
)
ei3 −
(
Re
∫
qi−1ai−1
Φi−1(3,Si−1)
)
ei−13
∥∥∥∥∥ ≤ 2ǫ0 + 2δǫ0 < 4ǫ0.
This concludes the proof of Property (B7i).
Note that the Weierstrass representations Φi have simple poles and zeroes in W . Our next job is
to describe a simply connected domain Ω in W where the above Weierstrass representations determine
minimal immersions.
For each i = 1, . . . , n, let Di be an open disk centered at pi containing D(pi, δ). We assume that
D1, . . . , Dn are pairwise disjoint. Let αi ⊂ Di \D(pi, δ) be a simple curve connecting ∂Di ∩ Int P̂ with
qi and finally let Ni be a small open neighborhood of αi ∪ qiai in Gi ∪ (Di \D(pi, δ)). The domain Ω is
defined as
Ω =
(
Int P̂ \
n⋃
k=1
Dk
)
∪
(
n⋃
k=1
Nk
)
.
Figure 3: The domain Ω.
If Di, αi and Ni are suitably chosen, then the following properties of Ω can be guaranteed:
(C1) Ω is simply connected;
(C2) qiai ⊂ Ω and IntP ⊂ Ω;
(C3) Ω contains neither the poles, pi, nor the zeroes, wi, of the functions hi, i = 1, . . . , n;
(C4) supz∈Ω{dist(Ω,〈·,·〉)(0, z)} < l. At this point, it is clear the definition of l made in (12);
(C5) Ω ∩D(pi, δ) ⊂ Gi.
Because of (C1) and (C3), the 1-forms of Φi are holomorphic differentials in Ω without real periods.
Therefore, they define conformal minimal immersions in Ω. Even more, it is clear that we can find a
simply connected domain Ω′, with Ω ⊂ Ω′ and verifying (C4), where the immersions Xi : Ω′ → R3,
Xi(z) = Re
∫ z
0
Φi are well defined, for i = 1, . . . n.
Next proposition summarize all the information we will need about the immersions Xi.
10
Proposition 1. For i = 1, . . . , n, one has:
(D1i) ‖Xi(z)−Xi−1(z)‖ < ǫ0n , ∀z ∈ Ω′ \D(pi, δ);
(D2i) (Xi)(3,Si) = (Xi−1)(3,Si);
(D3i) ‖Xn(ai)−Xn(ai+1)‖ < 18ǫ0;
(D4i) Xn(ai) ∈ R3 \ E2µ.
Proof. The first property is a consequence of (B6i) and (C4). In the same way, (B5i) directly implies
(D2i). In order to prove (D3i) we apply (D1k), k = 1, . . . , n, (B7i+1), and (7) to obtain
‖Xn(ai)−Xn(ai+1)‖ < ‖Xi(ai)−Xi(qi)− (Xi+1(ai+1)−Xi+1(qi+1))‖+ ‖Xi(qi)−Xi+1(qi+1)‖+2ǫ0 <
13ǫ0 + ‖X0(qi)−X0(qi+1)‖+ 4ǫ0 ≤ 18ǫ0.
Finally, we prove (D4i). Using (D1i), (B5i), (B8i) (for z = ai), and (7), one gets:
‖Xn(ai)−X(pi)− 3µN (X(pi))‖ ≤ ‖(Xi(ai)−Xi(qi))(∗,Si)− 3µN (X(pi))‖+ |(Xi(ai)−Xi(qi))(3,Si)|+
‖Xi(qi)−X(pi)‖ ≤ 9ǫ0.
As X(pi) + 3µN (X(pi)) ∈ R3 \ E3µ, then (D4i) holds for a small enough ǫ0.
3.1.2 The second deformation stage
In this part of the proof, we employ new orthogonal frames. In this case, we take Ti = {wi1, wi2, wi3},
i = 1, . . . , n, orthonormal bases so that:
wi3 = N (Xn(ai)). (15)
Given i ∈ {1, . . . , n}, we define the curve Qi as the connected component of ∂Ω \ (Ci ∪ Ci+1) that
does not cut Ck, k 6∈ {i, i+1} (see Figures 3 and 4). Note that Qi, i = 1, . . . , n are pairwise disjoint and
they satisfy:
Qi ⊂ Bi, (16)
Qi ∩D(pk, δ) = ∅ for k 6∈ {i, i+ 1}. (17)
Up to a small perturbation, we can assume that the curves Qi verify:
f(Xn,Ti)(z) 6= 0, ∀z ∈ Qi. (18)
Next step consists of describing neighborhoods of the curves C1, . . . , Cn, Q1, . . . , Qn that we will use
to apply Runge’s theorem.
For i = 1 . . . , n, let Ĉi be an open set containing Ci and sufficiently small to fulfill:
‖Xn(z)−Xn(ai)‖ < 3ǫ0, ∀z ∈ Ĉi ∩ Ω. (19)
Notice that the above choice is possible due to Properties (D1k) and (B4i). Given i ∈ {1, . . . , n}, we
define Qξi = {z ∈ C : dist(R2,〈·,·〉)(z,Qi) ≤ ξ}, where we are assuming that 0 < ξ is small enough so that:
(E1) Qξi ⊂ Ω′;
(E2) Qξi ∩Qξj = ∅, for i 6= j;
(E3) Qξi ∩D(pk, δ) = ∅, for k 6∈ {i, i+ 1};
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Figure 4: Immersions Xi and Xi+1 on the disks D(pi, δ) and D(pi+1, δ), respectively.
(E4) Qξi ⊂ Bi;
(E5) Q
ξ/2
i and Ω \Qξi are simply connected;
(E6) Given z ∈ Qi, one has |f(Xn,Ti)(z)−f(Xn,Ti)(x)| < ǫ1, ∀x ∈ B(z, ξ/2),where ǫ1 = 14 minQi{|f(Xn,Ti)|};
(E7) sup{dist(
Ω\Qξi ,〈·,·〉
) (0, z) : z ∈ Ω \Qξi } < l.
Observe that Properties (E3), (E4) and (E7) are consequence of (17), (16), and (C4), respectively. The
other ones are straightforward.
Label Y0
def
= Xn. We are going to construct a new family of minimal immersions Y1, Y2, . . . , Yn with
Yi : Ω
′ → R3 and Yi(0) = 0. Associated to these immersions, we will have two families of real parameters
τ1, . . . , τn−1 and ν1, . . . , νn−1. These families will satisfy the following list of properties, for i = 1, . . . , n:
(F1i) (Yi)(3,Ti) = (Yi−1)(3,Ti);
(F2i) ‖Yi(z)− Yi−1(z)‖ < ǫ0n , ∀z ∈ Ω \Qξi ;
(F3i) |f(Yi,Tk)(z)− f(Yi−1,Tk)(z)| < ǫ1n , ∀z ∈ Ω \Qξi , for k = i+ 1, . . . , n;
(F4i)
(
1
τi
+ νiτi(τi−νi)
)
max
Qξi
{|f(Yi−1,Ti)g2(Yi−1,Ti)|}+ νimax
Qξi
{|f(Yi−1,Ti)|} < 2ξ ;
(F5i)
1
2
(
τiξ
4 minQi
{|f(Y0,Ti)|} − 1
)
> diam(E′) + 1.
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Once again, the sequence Y1, . . . , Yn is defined by recursion. Suppose we have constructed Y0, Y1, . . . , Yi−1,
for an i ∈ {1, . . . , n}. Hence, we define Yi(z) = Re
∫ z
0
Φ the minimal immersion whose Weierstrass data
are given by:
η(Yi,Ti) = η(Yi−1,Ti)li, g(Yi,Ti) =
g(Yi−1,Ti)
li
,
where li : C→ C are holomorphic functions satisfying:
(G1) li(z) 6= 0, ∀z ∈ C;
(G2) |li(z)− τi| < νi, ∀z ∈ Qξ/2i ;
(G3) |li(z)− 1| < νi, ∀z ∈ Ω \Qξi .
Runge’s theorem gives us the existence of such functions. Note that Yi : Ω
′ → R3 has been obtained from
Yi−1 : Ω′ → R3 by a Lo´pez-Ros transformation. Notice that φ(Yi,Tk) νi→0−→ φ(Yi−1,Tk) uniformly on Ω \Qξi .
Property (F1i) trivially holds. The rest of the properties hold if the constant νi is sufficiently small
and τi is large enough.
3.1.3 Defining the immersion Y
Define the minimal immersion Y : Ω → R3 as Y = Yn. We are going to check that Y satisfies the
statements of Lemma 1.
Statement (a.2): Properties (E4) and (A2) imply that:
IntP ⊂ Ω \ ((∪nk=1D(pk, δ)) ∪ (∪nk=1Qξk)).
So, we can successively apply (D1k) and (F2k) to obtain:
‖Y (z)−X(z)‖ ≤ ‖Yn(z)− Y0(z)‖+ ‖Xn(z)−X0(z)‖ < 2ǫ0 < b1, ∀z ∈ IntP (20)
The last inequality occurs if ǫ0 is small enough.
Statements (a.1) and (a.3): Consider the following claim:
Claim 2. Every connected curve β in Ω joining the origin 0 ∈ C with ∂Ω has a point z′ ∈ β such that
Y (z′) ∈ R3 \ E′.
From (20), it is clear that Y
(
IntP
) ⊂ E′ (if ǫ0 is sufficiently small). Then, the existence of a polygon
Q verifying (a.1) and (a.3) is a direct consequence of Claim 2.
Proof of Claim 2. Let β ⊂ Ω be a connected curve with β(0) = 0 and β(1) = z0 ∈ ∂Ω. We will distinguish
four possible cases for z0 (see Figures 3 and 4.)
• Assume z0 ∈ Ĉi ∩Qξi .
Using (F2k) for k = i+ 1, . . . , n, (F1i) and (19), we infer:
|(Yn(z0)−Xn(ai))(3,Ti)| ≤ 5ǫ0.
If we write T as the tangent plane to ∂E at the point P(Xn(ai)), then we know that dist(p, ∂E) >
dist(p, T ) for any p in the halfspace determined by T that does not contain ∂E. Taking (D4i) into
account, and assuming that ǫ0 is small enough, we have that Yn(z0) belongs to the above halfspace,
and so:
dist(Yn(z0), ∂E) > dist(Yn(z0), T ) = (Yn(z0)− P(Xn(ai)))(3,Ti) >
(Xn(ai)− P(Xn(ai)))(3,Ti) − 5ǫ0 > 2µ− 5ǫ0 > µ; (21)
here we have used (D4i) and (15).
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• Assume z0 ∈ Ĉi ∩Qξi−1.
Reasoning as in the above case and using Property (D3i−1), we obtain:
|(Yn(z0)−Xn(ai−1))(3,Ti−1)| ≤ 23ǫ0.
Now, following the arguments of (21), we conclude Y (z0) ∈ R3 \ E′.
• The case z0 ∈ Ĉi \ ∪nk=1Qξk is easier than the previous ones, because (19) directly implies ‖Yn(z)−
Xn(ai)‖ ≤ 4ǫ0, and then we can finish as in the first case.
• Finally, suppose that z0 ∈ Qi \ ∪nk=1Ck.
Consider z1 ∈ β ∩ ∂D(z0, ξ/2). For the sake of simplicity, we will write f i−1 and gi−1 instead of
f(Yi−1,Ti) and g(Yi−1,Ti), respectively. Furthermore, we will use complex notation to write a + ib
instead of awi1 + bw
i
2. Hence, taking (F2k), k = i + 1, . . . , n, and the definition of Yi into account
one has:
‖Yn(z0)− Yn(z1)‖ ≥ ‖Yi(z0)− Yi(z1)‖ − 2ǫ0 ≥ ‖(Yi(z0)− Yi(z1))(∗,Ti)‖ − 2ǫ0 =
1
2
∣∣∣∣∫
z1z0
f i−1lidz −
∫
z1z0
f i−1(gi−1)2
li
dz
∣∣∣∣− 2ǫ0 ≥ 12 ∣∣∣∣τi ∫
z1z0
f i−1dz
∣∣∣∣− 12 ∣∣∣∣ 1τi ∫
z1z0
f i−1(gi−1)2dz
∣∣∣∣−
1
2
∣∣∣∣∫
z1z0
f i−1(li − τi)dz
∣∣∣∣− 12 ∣∣∣∣∫
z1z0
f i−1(gi−1)2
(
1
li
− 1
τi
)
dz
∣∣∣∣− 2ǫ0 ≥
using (G2), (F4i) and the fact len(z1z0, 〈·, ·〉) = ξ/2,
≥ τi2
∣∣∣∣∫
z1z0
f i−1dz
∣∣∣∣− ξ4
(
1
τi
max
Qξi
{|f i−1(gi−1)2|}+
νimax
Qξi
{|f i−1|}+ νi
τi(τi − νi) maxQξi
{|f i−1(gi−1)2|}
)
− 2ǫ0 ≥ 12
(
τi
∣∣∣∣∫
z1z0
f i−1dz
∣∣∣∣− 1)− 2ǫ0.
On the other hand, we make use of (F3k), k = 1, . . . , i− 1, and (E6) to deduce:∣∣∣∣∫
z1z0
f i−1(z)dz
∣∣∣∣ ≥ ∣∣∣∣f(Y0,Ti)(z0)∫
z1z0
dz
∣∣∣∣−∣∣∣∣∫
z1z0
(f(Y0,Ti)(z0)− f(Y0,Ti)(z))dz
∣∣∣∣− ∣∣∣∣∫
z1z0
(f(Y0,Ti)(z)− f i−1(z))dz
∣∣∣∣ ≥
ξ
2 (|f(Y0,Ti)(z0)| − ǫ1 − ǫ1) ≥ ξ2 (minQi {|f(Y0,Ti)|} − 2ǫ1) =
ξ
4 minQi
{|f(Y0,Ti)|}.
Therefore, by using (F5i) we have:
‖Yn(z0)− Yn(z1)‖ ≥ 12
(
τi
ξ
4 minQi
{|f(Y0,Ti)|} − 1
)
− 2ǫ0 > diam(E′) + 1− 2ǫ0 > diam(E′),
for ǫ0 small enough. From the above inequality we conclude that β also satisfies the claim in this
last case.

Statement (a.4): Consider z ∈ IntQ\IntP . We will distinguish five possible situations for the complex
z (recall that Qξi ∩D(pk, δ) = ∅, k 6= i, i + 1)
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• Assume z 6∈ (∪nk=1D(pk, δ)) ∪ (∪nk=1Qξk).
With these assumptions Properties (D1k) and (F2k)), k = 1, . . . , n enable us to conclude that:
‖Yn(z)−X(z)‖ ≤ 2ǫ0 < 2b2,
if ǫ0 is small enough. This fact joint with hypothesis (6) give us that Y (z) 6∈ E−2b2 .
• Assume z ∈ D(pi, δ)\∪nk=1Qξk, for an i = 1, . . . , n. Then, using Properties (D1k) ∀k 6= i, Properties
(F2k), ∀k, and (7), one has〈
Yn(z)−X(pi), ei1
〉
>
〈
Xi(z)−Xi(qi), ei1
〉− 4ǫ0 >
now, using (B8i),
> 12
(∫
qiz
kidw
w − pi
)
|f(Φ0,Si)(pi)| − 8ǫ0 > −8ǫ0 > −b2.
As a consequence of hypothesis (6), we infer Yn(z) 6∈ E−b2 . In particular Yn(z) 6∈ E−2b2 .
• Assume now z ∈ D(pi, δ) ∩ Qξi , for an i = 1, . . . , n. As a previous step we need to get an upper
bound for ‖ei1 − wi3‖. In order to do it, notice that:
Xn(ai)
(D1k)≈ Xi(ai)−Xi(qi) +Xi(qi)
(D1k) and (7)≈ Xi(ai)−Xi(qi) +X(pi)
(B8i), (13)≈
3µei1 + (Xi(ai)−Xi(qi))(3,Si)ei3 +X(pi)
(D2i), (D1k) and (7)≈ 3µei1 +X(pi).
Summarizing, it may be checked that:
‖Xn(ai)−
(
3µei1 +X(pi)
) ‖ ≤ 11ǫ0.
Therefore, we have:
‖ei1 − wi3‖ = ‖N (Xn(ai))−N
(
3µei1 +X(pi)
) ‖ ≤M‖Xn(ai)− (3µei1 +X(pi)) ‖ ≤ 11Mǫ0, (22)
where M represents the maximum of ‖d(N )‖ in R3 \ E. Note that M does not depend on ǫ0.
We need another previous inequality:
| 〈Yi(z)− Yi−1(z), ei1〉 | < | 〈Yi(z)− Yi−1(z), wi3〉+ 〈Yi(z)− Yi−1(z), ei1 − wi3〉 | ≤
11Mǫ0‖Yi(z)‖‖Yi−1(z)‖. (23)
Making use of (22) and (23), one obtains:〈
Yn(z)−X(pi), ei1
〉 ≥ 〈Yi(z)−X(pi), ei1〉− ǫ0 =〈
Yi−1(z)−X(pi), ei1
〉− 11Mǫ0‖Yi(z)‖‖Yi−1(z)‖ − ǫ0 ≥〈
Xi(z)−X(pi), ei1
〉− 11Mǫ0‖Yi(z)‖‖Yi−1(z)‖ − 3ǫ0.
Reasoning as in the previous case, we conclude:〈
Yn(z)−X(pi), ei1
〉
> −b2 − 11Mǫ0‖Yi(z)‖‖Yi−1(z)‖ − 3ǫ0. (24)
Observe that Statement (a.3) and successive applications of (F2k), for k = i+ 1, . . . , n, give that
Yi(z) ∈ E′ǫ0 . Furthermore, notice:
‖Yi−1(z)−X(qi)‖ ≤ ‖Yi−1(z)−Xi(z)‖+ ‖(Xi(z)−X(qi))(∗,Si)‖+
| (Xi(z)−X(qi))(3,Si) | < 3(µ+ 3ǫ0), (25)
where have used (F2k) and (D1k) to get a bound of the first addend, (B8i) and (D1k) to get a
bound of the second addend, and (D2i), (D1k) and (7) to get a bound of the third one.
Then ‖Yi(z)‖ and ‖Yi−1(z)‖ are bounded in terms of ǫ0. So, we infer from (24) that Y (z) 6∈ E−2b2 ,
if ǫ0 is small enough.
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• Suppose z ∈ D(pi+1, δ) ∩Qξi .
This case is quite similiar to the previous one. Taking into account (8) and (22), we deduce
‖ei+11 − wi3‖ ≤ ‖ei+11 − ei1‖+ ‖ei1 − wi3‖ < ǫ0(11M + 1). As in (23), we obtain:
| 〈Yi(z)− Yi−1(z), ei+11 〉 | < | 〈Yi(z)− Yi−1(z), wi3〉+ 〈Yi(z)− Yi−1(z), ei+11 − wi3〉 | ≤
ǫ0(11M + 1)‖Yi(z)‖‖Yi−1(z)‖
Using these inequalities as in the former case, we deduce Y (z) 6∈ E−2b2 .
• Finally, assume z ∈ Qξi \ ∪nk=1D(pk, δ).
If we apply the inequalities that we got in the previous cases, then we have:〈
Yn(z)−X(pi), ei1
〉 ≥ 〈Yi(z)−X(pi), ei1〉− ǫ0 =〈
Yi−1(z)−X(pi), ei1
〉− 11Mǫ0‖Yi(z)‖‖Yi−1(z)‖ − ǫ0 ≥〈
X(z)−X(pi), ei1
〉− 11Mǫ0‖Yi(z)‖‖Yi−1(z)‖ − 3ǫ0 ≥
using (7):
≥ ǫ0 − 11Mǫ0‖Yi(z)‖‖Yi−1(z)‖ − 3ǫ0 ≥ −2b2.
This concludes the proof of Statement (a.4) and completes the proof of Lemma 1.
3.2 Proof of Lemma 2
The proof of this lemma is a refinement of Nadirashvili’s techniques (see [15].) However, we must adapt
his ideas about balls to the setting of general convex bodies of space. Hence, our deformation increases
the intrinsic diameter, but it controls the extrinsic geometry in R3, in such a way that the perturbed
surface is included in a prescribed convex set. Lemma 2 we will be the key in the proof of Theorem 2.
As in the former section, we denote N and P as the extended Gauss map associated to E and the
normal projection to ∂E, respectively. We also need some notation about angles between vectors of
R3. Given a, b ∈ R3 and θ ∈ [0, π[, we label the angle formed by a and b as ∠(a, b) ∈ [0, π[ and write
Cone(a, θ) =
{
p ∈ R3 | ∠(p, a) < θ} .
Consider P , the polygon given in the statement of Lemma 2. Our first step is to describe a labyrinth
on IntP , which depends on P and a positive integer N . Let ℓ be the number of sides of P . From now
on N will be a positive multiple of ℓ.
Remark 3. Throughout the proof of the lemma a set of real positive constants depending on X, P , ε,
σ, a, and b will appear. The symbol ‘const.’ will denote these different constants. It is important to note
that the choice of these constants does not depend on the integer N .
Let ζ0 > 0 small enough so that P
ζ0 is well defined and Int(P ε) ⊂ Int(P ζ0). From now on, we will
only consider N ∈ N such that 2/N < ζ0. Let v1, . . . , v2N be a set of points in the polygon P (containing
the vertices of P ) that divide each side of P into 2Nℓ equal parts. We can transfer this partition to the
polygon P 2/N : v′1, . . . , v
′
2N . We define the following sets:
• Li = the segment that joins vi and v′i, i = 1, . . . 2N ;
• Pi = P i/N3 , i = 0, . . . 2N2;
• E = ⋃N2−1i=0 Int(P2i) \ Int(P2i+1) and E˜ = ⋃N2i=1 Int(P2i−1) \ Int(P2i);
• R = ⋃2N2i=0 Pi;
• B = ⋃Ni=1 L2i and B˜ = ⋃N−1i=0 L2i+1;
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• L = B ∩ E , L˜ = B˜ ∩ E˜ , and H = R∪ L ∪ L˜;
• ΞN = {z ∈ Int(P0) \ Int(P2N2) : dist(C,〈·,·〉)(z,H) ≥ 14N3 }.
We define ωi as the union of the segment Li and those connected components of ΞN that have nonempty
intersection with Li for i = 1, . . . , 2N . Finally, we label ̟i = {z ∈ C : dist(C,〈·,·〉)(z, ωi) < δ(N)}, where
δ(N) > 0 is chosen in such a way that the sets ̟i (i = 1, . . . , 2N) are pairwise disjoint (see Figure 5).
Figure 5: Distribution of the sets ωi.
The shape of the labyrinth formed by the sets ωi guarantee the following claims hold if N is large
enough:
Claim A. The Euclidean diameter of ̟i is less than
const.
N .
Claim B. N (X(̟i)) ⊂ Cone(q, 1√N ) for a suitable q ∈ S2. This is a consequence of Claim A.
Claim C. If λ2 〈·, ·〉 is a conformal metric on IntP and satisfies:
λ ≥
{
c in IntP,
cN4 in ΞN ,
for c ∈ R+, and if α is a curve in IntP connecting P ε and P , then len(α, λ 〈·, ·〉) > const. cN, where
const. does not depend on c.
Claim C is a consequence of the fact that a curve α, that does not go through the connected
components of ΞN , must have a large Euclidean length.
As we have done several times in the previous section, we deform X in 2N steps, by using Lo´pez-Ros
transformation and Runge’s theorem. Then, we construct (for a sufficiently large N) a sequence of 2N
conformal minimal immersions defined on IntP : F0 = X,F1, . . . , F2N , which satisfies:
(H1i) Fi(z) = Re
(∫ z
0 φ
i(w)dw
)
;
(H2i) ‖φi(z)− φi−1(z)‖ ≤ 1/N2 for all z ∈ IntP \̟i;
(H3i) ‖φi(z)‖ ≥ N7/2 for all z ∈ ωi;
(H4i) ‖φi(z)‖ ≥ const.√N for all z ∈ ̟i;
(H5i) distS2(Gi(z), Gi−1(z)) < 1N2 for all z ∈ IntP \̟i, where distS2 is the intrinsic distance in S2 and
Gi represents the Gauss map of the immersion Fi;
(H6i) there exists a set Si = {e1, e2, e3} of orthonormal frame in R3 such that:
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(H6.1i) For any z ∈ ̟i, we have ‖N (X(z))(∗,Si)‖ < const.√N ;
(H6.2i) (Fi(z))(3,Si) = (Fi−1(z))(3,Si) for all z ∈ IntP ;
(H7i) ‖Fi(z)− Fi−1(z)‖ ≤ const.N2 , ∀z ∈ IntP \̟i.
The sequence F0, F1, . . . , F2N is constructed in a recursive way. Suppose that we have F0, . . . , Fj−1
verifying the claims (H1i), . . . , (H7i), i = 1, . . . , j − 1. In order to construct Fj , first note that (for a
large enough N) the following statements hold:
(J1) ‖φj−1‖ ≤ const. in IntP \⋃j−1k=1̟k.
We easily deduce this property from (H2l) for l = 1, . . . , j − 1.
(J2) ‖φj−1‖ ≥ const. in IntP \⋃j−1k=1̟k.
To obtain this property, it suffices to apply (H2l) for l = 1, . . . , j − 1 once again.
(J3) The diameter in R3 of Fj−1(̟j) is less than 1√N .
This is a consequence of (J1), Claim A, and (3).
(J4) The diameter in S2 of Gj−1(̟j) is less than 1√N . In particular Gj−1(̟j) ⊂ Cone
(
g, 1√
N
)
, for some
g ∈ Gj−1(̟j).
From Claim A, the diameter of G0(̟j) is bounded. Then (J4) holds after successive applications
of (H5l).
(J5) There exists an orthogonal frame Sj = {e1, e2, e3} in R3, where:
(J5.1) ∠ (e3,N (X(z))) ≤ const.√N for all z ∈ ̟j;
(J5.2) ∠(±e3, Gj−1(z)) ≥ const.√N for all z ∈ ̟j .
The proof of (J5) is slightly more complicated. Let C = Cone
(
g, 2√
N
)
where g is given by Property
(J4). To obtain (J5.2) it suffices to take e3 in S
2 \H , where H = C⋃(−C). On the other hand, in
order to verify (J5.1), the vector e3 must be chosen as follows:
• If (S2 \H) ∩ N (X(̟j)) 6= ∅, then we take e3 ∈ (S2 \H) ∩ N (X(̟j));
• If (S2 \ H) ∩ N (X(̟j)) = ∅, then we take e3 ∈ S2 \ H satisfying ∠(e3, q′) < 2√N for some
q′ ∈ N (X(̟j)).
It is straightforward to check that this choice of e3 guarantees (J5).
We shall now construct Fj . Let (g
j−1, φj−13 ) be the Weierstrass data of the immersion Fj−1 in the
coordinate system Sj . Let hα : C→ C \ {0} be a holomorphic function verifying:
• |hα(z)− 1| < 1/α, ∀z ∈ IntP \̟j ;
• |hα(z)− 1/α| < 1/α, ∀z ∈ ωj ,
where α is a sufficiently large positive number. The existence of such a function is given by Runge’s
theorem.
We define φj3 = φ
j−1
3 and g
j = gj−1/hα. Let Fj be the minimal immersion induced by the aforemen-
tioned Weierstrass data in the frame Sj , Fj(z) = Re
(∫ z
0
φj(w) dw
)
.
Fj must now verify the properties (H1j),. . .,(H7j). (Note that they do not depend on changes of
coordinates in R3). Claim (H1j) directly follows from the definition.
Note that hα → 1 (resp. hα → ∞) uniformly on IntP \̟j (resp. on ωj), as α → ∞. Then (H2j),
(H3j), (H5j), and (H7j) easily hold for a large enough α (in terms of N .)
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(H4j) is verified using (J5.2) which gives:
sin
(
const.√
N
)
1 + cos
(
const.√
N
) ≤ |gj−1| ≤ sin
(
const.√
N
)
1− cos
(
const.√
N
) in ̟j,
and so, taking (J2) into account one has (if N is large enough):
‖φj‖ ≥ |φj3| = |φj−13 | ≥
√
2‖φj−1‖ |g
j−1|
1 + |gj−1|2 ≥ const. · sin
(
const.√
N
)
≥ const.√
N
in ̟j .
Using (J5.1), we get (H6.1j). To obtain (H6.2j), we use φ
j−1
3 = φ
j
3 in the frame Sj .
Hence, we have constructed the immersions F0, F1, . . . , F2N verifying claims (H1j),. . .,(H7j) for j =
1, . . . , 2N .
In the following claim we establish some properties of the immersion F2N that will be essential for
our purpose.
Claim 3. If N is large enough, then F2N verifies that:
(K1) 2σ < dist(IntP,SF2N )(P, P
ε);
(K2) ‖F2N (z)−X(z)‖ ≤ const.N , ∀z ∈ IntP \
⋃2N
j=1̟j;
(K3) there is a polygon P˜ such that
(K3.1) IntP ε ⊂ Int P˜ ⊂ Int P˜ ⊂ IntP ;
(K3.2) σ < dist(IntP,SF2N )(z, P
ε) < 2σ, ∀z ∈ P˜ ;
(K3.3) F2N (Int P˜ ) ⊂ Eµ′/2, where µ′ = dist(∂E, ∂E′);
(K3.4) F2N (IntP \ IntP ε) ⊂ R3 \ E−2a.
Proof. To get Property (K1) we have to apply Claim C, taking into account properties (H2k), (H3k), and
(H4k) (see Proposition 2 in [7] for details). Property (K2) is deduced from a successive use of (H7k), for
k = 1, . . . , 2N .
We now construct the polygon P˜ of Property (K3). Let
A = {z ∈ IntP \ IntP ε : σ < dist(IntP ,SF2N )(z, P
ε) < 2σ}.
A is a nonempty open subset of IntP \ IntP ε. Observe that the polygons P and P ε are contained in
different path components of C \ A. Then, we can draw a polygon P˜ on A such that IntP ε ⊂ Int P˜ ⊂
Int P˜ ⊂ IntP . Thus, (K3.1) and (K3.2) trivially hold.
Item (K3.3) is checked in the following paragraphs. Thanks to the convex hull property (see [16]), we
only need to prove that F2N (P˜ ) ⊂ Eµ′/2.
Let η ∈ P˜ . If η ∈ IntP \ ⋃2Nj=1̟j , then we have ‖F2N (η) − X(η)‖ ≤ const.N , and we know that
X(η) ∈ E. Therefore, F2N (η) ∈ E const.
N
⊂ Eµ′/2, if N is large enough.
On the other hand, if η ∈ ̟j for j ∈ {1, . . . , 2N} then to check that F2N (η) ∈ Eµ′/2 is slightly more
complicated. From (K3.2), it is possible to find a curve γ : [0, 1]→ IntP such that γ(0) ∈ P ε, γ(1) = η,
and len(γ,SF2N ) ≤ 2σ. We define:
t = sup{t ∈ [0, 1] : γ(t) ∈ ∂̟j}, η = γ(t).
Notice that the previous supremum exists because ̟j ⊂ Int(P ) \ Int(P ε) (for a large enough N .) To
continue, we need to demonstrate that
‖Fj(η)− Fj(η)‖ ≤ const.
N
+ 2σ. (26)
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Indeed, taking Properties (H7k) into account, one has:
‖Fj(η)− Fj(η)‖ ≤ ‖Fj(η)− F2N (η)‖+ ‖F2N (η)− F2N (η)‖ + ‖F2N (η)− Fj(η)‖ ≤
≤ const.
N
+ len(γ,SF2N ) +
const.
N
≤ const.
N
+ 2σ.
Now, define Σ(η) = P(X(η))− 1κ2(∂E)N (X(η)), and S2(η) the sphere centered at Σ(η) of radius 1κ2(∂E) .
Notice that ∂E is contained in the exterior of S2(η).
Figure 6: The sphere S2(η).
In what follows, we will assume that F2N (η) 6∈ E, if not (K3.3) trivially holds. Our next job is to find
an upper bound for the distance dist(F2N (η), ∂E).
dist(F2N (η), ∂E) ≤ dist(F2N (η), S2(η)) ≤ dist(Fj(η), S2(η)) + const.
N
=
‖Fj(η)−Σ(η)‖− 1
κ2(∂E)
+
const.
N
=
√
(Fj(η) − Σ(η))2(3,Sj) + ‖(Fj(η)− Σ(η))(∗,Sj)‖2−
1
κ2(∂E)
+
const.
N
.
We separately bound each addend in the root. For the third coordinate, we use Hypothesis 1), (H6.2j),
and (H7k)
|(Fj(η)−Σ(η))3| = |(Fj−1(η)−Σ(η))3| ≤ |(Fj−1(η)−X(η))3|+ |(X(η)−Σ(η))3| ≤ const.
N
+ a+
1
κ2(∂E)
.
Regarding the first two coordinates, we can apply inequality (26), Properties (H7k), (J3) and (H6.1j)
(taking Hypothesis 1) into account) and so one has
‖(Fj(η)− Σ(η))∗‖ ≤ ‖(Fj(η)− Fj(η))∗‖+ ‖(Fj(η)− Fj−1(η))∗‖+ ‖(Fj−1(η)− Fj−1(η))∗‖+
‖(Fj−1(η)−X(η))∗‖+ ‖(X(η)− P(X(η))∗‖+ ‖ 1
κ2(∂E)
N (X(η))∗‖ ≤
const.
N
+ 2σ +
const.
N2
+
1√
N
+
const.
N
+ a+
1
κ2(∂E)
const.√
N
≤ 2σ + a+ const.√
N
.
Using Pythagoras’ theorem and Hypothesis 2), one obtains:
dist(F2N (η), ∂E) ≤
√(
const.
N
+ a+
1
κ2(∂E)
)2
+
(
2σ + a+
const.√
N
)2
− 1
κ2(∂E)
+
const.
N
<
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√(
a+
1
κ2(∂E)
)2
+ (2σ + a)
2 − 1
κ2(∂E)
+ ε =
µ′
2
for a large enough N .
Finally, we check (K3.4). Let z ∈ IntP \ IntP ε. If z 6∈ ⋃2Nk=1̟k, then we deduce (K3.4) from
Hypothesis 1) in the lemma and item (K2). If z ∈ ̟j, we proceed as follows. We consider the frame
Sj = {e1, e2, e3}, and T the tangent plane of ∂E−2a at PE−2a(X(z)). Then, a lower bound of the oriented
distance from F2N (z) to T can be estimated in the following way:
〈F2N (z)−PE−2a(X(z)),N (X(z))〉 = 〈F2N (z)−PE−2a(X(z)), e3〉+〈F2N (z)−PE−2a(X(z)),N (X(z))−e3〉 ≥
applying (H6.2j) and (H7k), k = j + 1, . . . , 2N, one has
≥ 〈Fj−1(z)− PE−2a(X(z)), e3〉 − ‖F2N (z)− PE−2a(X(z))‖ · ‖N (X(z))− e3‖ −
const.
N
>
now, we use (K3.3), (H6.1j) and (H7k) to obtain
≥ 〈Fj−1(z)− PE−2a(X(z)), e3〉 −
const.√
N
≥ 〈X(z)− PE−2a(X(z)), e3〉 −
const.√
N
≥
〈X(z)− PE−2a(X(z)),N (X(z))〉+ 〈X(z)− PE−2a(X(z)), e3 −N (X(z))〉 −
const.√
N
.
Finally, Hypothesis 1), and Property (H6.1j) imply
〈F2N (z)− PE−2a(X(z)),N (X(z))〉 ≥ a−
const.√
N
> 0.
Thus, dist(F2N (z), ∂(E−2a)) > 0, if N is large enough. In particular, F2N (z) 6∈ E−2a. This completes
the proof of the claim.
The immersion F2N and the polygon P˜ verify all the properties of Lemma 2 except for (b.3). In order
to get this property, we modify F2N by using Lemma 1.
Hence, we apply Lemma 1 to the following data:
Xˆ = F2N , Pˆ = P˜ , Eˆ = E−2a, Eˆ′ = E′, bˆ2 = b,
and Oˆ ⊂ IntP is an open neighborhood of Int P˜ which is small enough to verify (6). We can choose Oˆ
because of (K3.3) and (K3.4). Then, we consider a polygon Q and a minimal immersion Y : IntQ→ R3
given by applying Lemma 1 to the above data and a suitable bˆ1. It is easy to check that Y and Q verify
all the claims in Lemma 2. Claim (b.2) is a direct consequence of (K3.2) and the fact that Y converges
to F2N , uniformly on Int P˜ , as bˆ1 → 0. Claim (b.4) is deduced as follows. Item (a.4) in Lemma 1 implies
Y (IntQ\ Int P˜ ) ⊂ R3 \E−2(a+b). On the other hand, using (K3.4) and item (a.2) in Lemma 1, we deduce
Y (Int P˜ \ IntP ε) ⊂ R3 \ E−2a−bˆ1 . This completes the proof of Lemma 2.
4 Proof of the main Theorems
In this section we state and prove the principal results of this article. First we demonstrate the existence
of properly immersed minimal disks in bounded regular convex domains, i.e., domains whose boundary
is a compact analytic surface of R3 (Theorem 2.) Later, we make use of a classical result by Minkowski
(Theorem 1) to construct complete proper minimal disks in any convex domain (Theorem 3 and Corollary
1).
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Theorem 2. Let D and D′ be two bounded convex regular domains satisfying D ⊂ D′. Let ϕ : Int(Π)→
R3 be a conformal minimal immersion, where Π ⊂ D is a polygon. Assume that ϕ(Π) ⊂ D \D−d, where
d is a positive constant such that:√(
d+
1
κ2(∂D)
)2
+ d2 − 1
κ2(∂D)
<
dist(∂D, ∂D′)
2
.
Then, for any δ > 0, there exist a simply connected domain Ω ⊂ D, with Int(Π) ⊂ Ω, and a complete
proper minimal immersion ϕ˜ : Ω→ D′ such that:
(a) ‖ϕ˜− ϕ‖ < δ, in Int(Π);
(b) ϕ˜(Ω \ IntΠ) ⊂ D′ \D−2d−δ.
Proof. First of all, we define a sequence {En} of bounded convex regular domains in the following way.
Consider ν > 0 small enough to verify that D′−ν˜ exists, D ⊂ D′−ν˜ , and√(
d+
1
κ2(∂D)
)2
+ d2 − 1
κ2(∂D)
<
dist(∂D, ∂D′−ν˜)
2
,
where ν˜ =
∑∞
k=2 ν/k
2. Then, we define E1
def
= D and En
def
= D′−∑∞k=n ν/k2 , n ≥ 2. We also take a
decreasing sequence of positive reals {bn} with b1 = d, bn < 1/n3 for n > 1, and which is related to {En}
in the following way√(
bn +
1
κ2(∂En)
)2
+ (bn)2 − 1
κ2(∂En)
<
µ′n
2
, where µ′n = dist(∂E
n, ∂En+1).
Next, we use Lemma 2 to construct a sequence
χn = (Xn : IntPn → R3, Pn, εn, ξn, σn),
where Xn are conformal minimal immersions with Xn(0) = 0, Pn are polygons, and {εn}, {ξn}, {σn} are
sequences of positive numbers converging to zero, verifying εk < 1/k
3,
∑∞
k=1 εk < δ, and√(
bk +
1
κ2(∂Ek)
)2
+ (2σk+1 + bk)
2 − 1
κ2(∂Ek)
+ εk+1 =
µ′k
2
; (27)
Furthermore, the sequence Xn : IntPn → R3 must verify the following properties:
(An) σn < dist
(IntP ξnn ,SXn )
(P
ξn−1
n−1 , P
ξn
n );
(Bn) ‖Xn(z)−Xn−1(z)‖ < εn, ∀z ∈ IntP εnn−1;
(Cn) λXn(z) ≥ αnλXn−1(z), ∀z ∈ IntP ξn−1n−1 , where {αi}i∈N is a sequence of real numbers such that
0 < αi < 1 and {
∏n
i=1 αi}n converges to 1/2;
(Dn) IntP
ξn−1
n−1 ⊂ IntP εnn−1 ⊂ IntP εnn−1 ⊂ IntP ξnn ⊂ IntP ξnn ⊂ IntPn ⊂ IntPn ⊂ IntPn−1;
(En) Xn(z) ∈ En \ (En)−bn , for all z ∈ Pn;
(Fn) Xn(z) ∈ R3 \ (En−1)−2(bn−1+bn), for all z ∈ IntPn \ IntP εnn−1.
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The sequence {χn} is constructed in a recursive way. To define χ1, we take X1 = ϕ and P1 = Π.
Suppose that we have χ1, . . . , χn. In order to construct χn+1, we consider the following data:
E = En, E′ = En+1, a = bn, X = Xn, P = Pn.
Furthermore, Property (En) says us that X(P ) ⊂ E \ E−a. Then it is straightforward that we can find
a small enough positive constant κ, such that Lemma 2 can be applied to the aforementioned data, and
for any ε ∈]0,κ[.
Take a sequence {ε̂m} ց 0, with ε̂m < minimum{ 1(n+1)3 ,κ, bn+1}, ∀m. For each m, we consider Qm
and Ym : IntQm → R3 given by Lemma 2, for the above data and ε = b = ε̂m. If m is large enough,
Assertions (b.1) and (b.5) in Lemma 2 tell us that IntP ξnn ⊂ IntQm and the sequence {Ym} converges to
Xn uniformly in IntP
ξn
n . In particular, {λYm} converges uniformly to λXn in IntP ξnn . Therefore there is
a m0 ∈ N such that:
IntP ξnn ⊂ IntP εˆm0n ⊂ IntQm0 , (28)
λYm0 ≥ αn+1λXn in IntP ξnn . (29)
We define Xn+1 = Ym0 , Pn+1 = Qm0 , and εn+1 = ε̂m0 . The term σn+1 is given by (27) for k = n + 1.
From (28) and Statement (b.2), we infer that σn+1 < dist(IntPn+1,SXn+1)(P
ξn
n , Pn+1). Finally, take ξn+1
small enough such that (An+1) and (Dn+1) hold. The remaining properties directly follow from (28),
(29) and Lemma 2. This concludes the construction of the sequence {χn}n∈N.
Now, we extract some information from the properties of {χn}. First, from (Bn), we deduce that
{Xn} is a Cauchy sequence, uniformly on compact sets of Ω =
⋃
n IntP
εn+1
n =
⋃
n IntP
ξn
n , and so {Xn}
converges on Ω. If one employs the properties (Dn), then the set Ω is an expansive union of simply
connected domains, resulting in Ω being simply connected. Let ϕ˜ : Ω→ R3 be the limit of {Xn}. Then
ϕ˜ has the following properties:
• ϕ˜ is a conformal minimal immersion, (Properties (Cn));
• ϕ˜ : Ω −→ D′ is proper. Indeed, consider a compact subset K ⊂ D′. Let n0 be a natural so that
K ⊂ (En−1)−2(bn−1+bn)−∑k≥n εk , ∀n ≥ n0.
From Properties (Fn), we have Xn(z) ∈ R3 \ (En−1)−2(bn−1+bn), ∀z ∈ IntPn \ IntP εnn−1. Moreover,
taking into account (Bk), for k ≥ n, we obtain
ϕ˜(z) ∈ R3 \ (En−1)−2(bn−1+bn)−∑k≥n εk .
Then, we have ϕ˜−1(K)∩ (IntPn \ IntP εnn−1) = ∅ for n ≥ n0. This implies that ϕ˜−1(K) ⊂ IntP εn0n0−1,
and so it is compact in Ω.
• Ω is complete with the metric Sϕ˜. From (27), σn is expressible as:
2σn = −bn−1 +
((
µ′n−1
2
)2
+ (εn)
2+
µ′n−1
κ2(∂(En−1))
− 2εn
κ2(∂(En−1))
− 4 bn−1
κ2(∂(En−1)))
− µ′n−1εn − 4 b2n−1
)1/2
. (30)
Note that {κ2(∂(En))} is a bounded sequence. Then (30) lead us to:
2σn > − 1(n−1)3 +
(
const.
(n−1)2 − const.n3
)1/2
> const.n−1 (n large enough).
Completeness of ϕ˜ follows from Properties (An), (Cn), and the fact that
∑
n≥2 σn =∞.
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• Statement (a) in the theorem is a direct consequence of Properties (Bn) and the fact
∑∞
n=1 εn < δ.
• In order to prove Statement (b), we consider z ∈ Ω \ IntΠ. There exists n ∈ N such that z ∈
IntPn \ IntP εnn−1. Hence, using Properties (Bk), k ≥ n, and Property (Fn) we deduce
ϕ˜(z) ∈ R3 \ En−1−2(bn−1+bn)−∑k≥n εk ⊂ R3 \D−2d−δ.
Notice that the regularity of D′ is used in a strong way to prove the above theorem. Especially,
we have made use of this fact to get the lower bound in (30). Curiously, Theorem 2 can be applied to
eliminate the regularity from the statement. So, we are able to establish the following general version.
Theorem 3. Let D′ be an arbitrary convex domain of space. Consider ψ : D −→ R3 a conformal minimal
immersion and Γ ⊂ D a Jordan curve such that ψ(Γ) ⊂ ∂D, where D ⊂ D′ is a bounded convex regular
domain. Then, for any δ > 0, there exist a simply connected domain Ω, with Γ ⊂ Ω ⊂ D, and a complete
proper minimal immersion ψ˜ : Ω −→ D′ so that
(a) ‖ψ˜ − ψ‖ < δ, in Int Γ;
(b) ψ˜(Ω \ Int Γ) ⊂ D′ \D−2δ.
Proof. Without loss of generality, we can assume that 0 ∈ D′. If B(p, r) denote the open ball centered
at p of radius r, then we label Vn = B(0, n) ∩ ((1 − 1/n) ·D′), for n ≥ 2. Notice that Vn is a bounded
convex domain. By using Minkowski’s theorem (see Theorem 1 in Section 2), one has the existence
of a decreasing sequence of convex bodies {V kn }k ց Vn, such that ∂V kn is an analytic surface. As
dist(∂D′, Vn) > dist(∂D′, Vn+1) > 0, we can guarantee the existence of kn ∈ N satisfying Vn ⊂ V knn ⊂
Vn+1. Then we have constructed a increasing sequence of convex domains D
n def= V knn with analytic
boundary, verifying:
• ∪∞n=2Dn = D′;
• Dn ⊂ Dn+1.
It is clear that we can take a subsequence (denoted in the same way) such that D ⊂ D2. Choose d1 > 0
satisfying: Dd1/2 ⊂ D2, d1 < δ/2, and√(
d1 +
1
κ2(∂Dd1/2)
)2
+ d1
2 − 1
κ2(∂Dd1/2)
<
dist(∂Dd1/2, ∂D
2)
2
,
and define D1
def
= Dd1/2. At this point, we can also construct a sequence of positive real numbers {dn} ց 0
satisfying: √(
dn +
1
κ2(∂Dn)
)2
+ dn
2 − 1
κ2(∂Dn)
<
dist(∂Dn, ∂Dn+1)
2
.
Consider a polygon Π1 so that ψ(Π1) ⊂ D1 \ (D1)−d1 , and Γ ⊂ IntΠ1. Label ϕ1 = ψ|IntΠ1 . By successive
application of Theorem 2, we will construct a sequence of polygons {Πn}, a sequence of positive reals
{δn} ց 0, and a sequence of conformal minimal immersions ϕn : IntΠn → Dn, verifying:
(An) dist(IntΠn,ϕn)(Πn, 0) > n;
(Bn) ‖ϕn(z)− ϕn−1(z)‖ < δn, ∀z ∈ IntΠn−1, where
∞∑
n=1
δn < δ;
(Cn) λϕn(z) ≥ αnλϕn−1(z), ∀z ∈ IntΠn−1, where 0 < αi < 1 and {
∏n
i=1 αi}n converges to 1/2;
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(Dn) IntΠn−1 ⊂ IntΠn;
(En) ϕn(Int Πn) ⊂ Dn \ (Dn)−dn ;
(Fn) ϕn(Int Πn \ IntΠn−1) ⊂ R3 \ (Dn−1)−2dn−δn .
Assume we have constructed ϕn. To obtain ϕn+1, we apply Theorem 2 to the following data:
D̂ = Dn, D̂′ = Dn+1, Π̂ = Πn, ϕ̂ = ϕn, d̂ = dn,
and δ̂ < δn small enough so that (Cn+1) holds. Then, ϕn+1 is the immersion ϕ˜ given by Theorem 2,
and Πn+1 is a suitable polygon satisfying (An+1), (Dn+1), and (En+1). Notice that (Bn+1) and (Fn+1)
directly follows from Theorem 2.
From Properties (Bn), we know that the sequence {ϕn} converges uniformly on compact sets of
Ω = ∪∞n=1 IntΠn (note that Ω is a simply connected domain in D.) Thus, the uniform limit ψ˜ : Ω → B
is the immersion we are looking for.
A trivial consequence of the above theorem is the following corollary.
Corollary 1. For any convex domain B in R3 (including noncompact and nonregular ones) there is a
proper complete minimal immersion ψ : D −→ B.
On the other hand, as we mentioned in the introduction, these results give us some extra information
about universal regions for minimal surfaces.
Corollary 2. A convex domain of R3 is not a universal region for minimal surfaces.
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