Multivariate time series (MTS) 
INTRODUCTION
A time series is a series of observations, x i (t); [i = 1, · · · , n; t = 1, · · · , m], made sequentially through time where i indexes the measurements made at each time point t [17] . It is called a univariate time series (UTS) when n is equal to 1, and a multivariate time series (MTS) when n is equal to, or greater than 2. A UTS data is usually represented in a vector of size m, while each MTS data is typically stored in an m × n matrix, where m is the number of observations and n is the number of variables.
An MTS data is typically very high dimensional. For example, an MTS data from one of the data sets used in the experiments in Section 3 contains 3000 observations with 64 variables. If a traditional distance metric for similarity search, e.g., Euclidean Distance, is to be utilized, this MTS data would be considered as a 192000 (3000 × 64) dimensional data. 192000 dimensional data would be overwhelming not only for the distance metric, but also for indexing techniques. To the best of our knowledge, there has been no attempt to index data sets with more than 100000 dimensions/features 1 . Hence, instead of using this high dimensional MTS data set as is, a number of techniques have been proposed to represent the MTS data set concisely for data mining processes, such as classification and similarity search [14, 13, 16, 18, 21] . For example, in [13] , an MTS data that contains an EEG signal with 39 channels is decomposed into multiple UTSs. Each UTS is subsequently transformed into 3 autoregressive (AR) coefficients. Hence, each MTS data is represented with 117 (3 × 39) features, after which feature subset selection is performed.
For MTS analysis, e.g., similarity search and feature subset selection, it has been empirically shown that the correlation information among the variables plays an important role, and the correlation-based techniques, such as PCA, perform well [16, 14, 18] . In [20] , each MTS data is represented with the upper triangle elements of the correlation coefficient matrix. The performance of feature subset selection using the correlation coefficients is shown to out-perform the one using the AR coefficients which does not consider the correlation information among the variables. In [16] , Principal Component Analysis (PCA) Similarity Factor (S P CA ) [11] is employed for the similarity measure between two MTS data. That is, in order to compute the similarity between two MTS data, they first obtain the correlation coefficient matries 2 of the two MTS data, and then decompose them via Singular Value Decomposition (SVD) to obtain the principal components. Consequently, they measure how similar the corresponding principal components (PCs) from the two MTS data are.
To recapitulate, the correlation-based techniques utilize the correlation coefficients to represent the original MTS data for data mining tasks. The good performance of correlation-based techniques hence implies that the correlation coefficients concisely represents the original MTS data in a dimension-reduced form. Note that, given an MTS data A of size m × n, it is typically the case that m n. For example, an MTS data from one of the data sets used in Section 3 contains 3000 observations, while there are only 64 variables. In general, the size of a correlation coefficient matrix for A, i.e., n × n, is much smaller than that of A.
However, if the properties of time series change over time, i.e., the time series is not stationary, then the correlation coefficients are not stable. For example, assume that we are given an MTS data x i (t) of size m × n, i.e., where
) and Corr(x 2 i (t)) would be statistically different. This example implies that for non-stationary MTS data, the correlation coefficients change statistically significantly depending on just one observation out of, e.g., 3000 observations, which is not the case for stationary MTS data.
In this paper, we propose to utilize the stationarity 3 of time series in order to better represent the MTS data with the correlation coefficients. Intuitively, a time series is defined to be stationary if the statistical properties of the time series, e.g., the mean and the correlation coefficients, do not change over time. Hence, if an MTS data is stationary, the correlation information of the MTS data does not change over time, which would make the correlation based representations of the original MTS data more stable. Therefore, we firstly test the stationarity of each MTS data in the database. Subsequently, we determine the stationarity of the MTS data set based on the majority of stationarities of MTS data in the data set. If the MTS data set turns out to be nonstationary, we stationarize all the MTS data in the data set before we perform correlation-based data analysis.
In order to evaluate the effectiveness of the proposed approach, we conducted several experiments on four realworld data sets. Even though our approach is general, to focus the discussion we describe our approach within the context of our previously proposed technique for MTS similarity search called Eros [18] . The performances depending on the stationarity of the data set have been compared in terms of the precision/recall using Eros. The results show that the performance improves up to 24% in precision/recall.
THE PROPOSED APPROACH
Algorithm 1 Determine the stationarity of an MTS data set Require: MTS data set, N {the number of data in the data set}, n {the number of variables in an MTS data} 1: for i = 1 to N do 2: res ← Johansen's test on the ith MTS data; 3: γ ← extract the number of co-integrating relationships from res; 4: if γ = n then 5 : Stationarize the given MTS data set; 12: end if Before performing any correlation-based data analysis for multivariate time series, we propose to render the data set as stationary, if necessary, as in Algorithm 1. That is, we firstly determine the stationarity for all the MTS data in the data set by performing the Johansen's Co-integration test [8] , for implementation of which the Econometrics Toolbox 4 is employed. Note that we do not utilize the Augmented Dickey Fuller (ADF) test [3] for each UTS, since we are not interested in the stationarity of each UTS in an MTS data. Besides, as in [5] , ADF test requires a strategy that deals with three cases to appropriately apply the ADF test to an UTS, which seems to be rather cumbersome. Moreover, it has been shown that ADF test has low power, failing to reject the unit root hypothesis in many cases [15, 2] .
As in Line 3 of Algorithm 1, we extract the number of co-integrating relationships, γ, where 1 ≤ γ ≤ n. As long as γ is equal to the number of variables of an MTS data, n, we consider the MTS data as stationary (Lines 4∼8). The stationarity of an MTS data set is subsequently determined by the majority of the stationarities of the MTS data. The sum(H) in Line 10 yields the number of non-stationary data in the data set. Hence, if the number of non-stationary MTS items is greater than half of the total number of MTS items, the data set is determined to be non-stationary, and each MTS item is first-order differenced into a stationary item. Intuitively, if we make sure that the data set is stationary, the original MTS data can be more stably, as well as concisely, represented with correlation coefficients.
PERFORMANCE EVALUATION
In order to evaluate the effectiveness of our proposed approach, we compared the impact of stationarity on MTS data sets within he context of our previously proposed similarity measure called Eros [18] . For a stationary data set, we compare the performances of Eros without differencing to those with differencing, and see how much they improve, and vice versa for a non-stationary data set. The Johansen's Co-integration test has been performed with a significance level of 5%. The experiments have been conducted on four different real-world data sets, i.e., AUSLAN [10] , BCI [12] , BCI MPI and EEG, which are all labeled MTS data sets whose labels are given. Table 1 shows the summary of the data sets used in the experiments.
We performed modified leave-one-out kNN search as in [18] . For simplicity, we chose 10 for maxr. Recall that each data set used in the experiments has more than 10 similar items per label as shown in Table 1 . For example, AUSLAN has 95 labels and with 27 items per label. The recall-precision graph [7] is then plotted, which has been frequently used to measure the performance of Content Based Image Retrieval (CBIR) systems as well as Information Retrieval (IR) systems. The mean aggregating function on the raw eigenvalues has been used for the weight vector w of Eros. Table 2 summarizes the results of Johansen's Cointegration test on the four data sets. AUSLAN and BCI are determined to be stationary, while BCI MPI and EEG are non-stationary, i.e., less than half of the MTS items are stationary. Figure 1 depicts the precision/recall using Eros. For all the data sets, the better performance corresponds to the stationarities of the data sets. That is, if the data set is stationary, the better performance is obtained without differencing, and if the data set is non-stationary, the better performance is achieved with differencing.
RESULTS
The performance improvements between with and without differencing are up to 24% in terms of precision/recall. Hence, our proposed approach to utilizing stationarity is well justified. For more detailed experiments and discussion, please refer to [19] .
CONCLUSIONS AND FUTURE WORK
In this paper, we proposed to render the given MTS data set as stationary, if necessary, before performing correlation-based data analysis, such as PCA. Based on the stationarity, the correlation coefficients represent the original MTS data more stably as well as concisely. Empirically, we have shown that if the given data set is non-stationary, making the data set stationary improves the performances of the correlation-based data analysis in terms of precision/recall.
We intend to extend this technique to the stream of data where the determination of the stationarity as well as the subsequent data analysis processes, such as, feature subset selection, can be performed incrementally adjusting itself based on the observations collected thus far. 
