Background: We examined the validity and reliability of the previously developed criterion-referenced assessment checklist (AC) and global rating scale (GRS) to assess performance in ultrasound-guided regional anaesthesia (UGRA). Methods: Twenty-one anaesthetists' single, real-time UGRA procedures (total: 21 blocks) were assessed using a 22-item AC and a 9-item GRS scored on 3-point and 5-point Likert scales, respectively. We used one-way analysis of variance to compare the assessment scores between three groups (Group 1: 30 blocks in the preceding year; Group 2: 31e100; and Group 3: >100). The concurrent validity was evaluated using Pearson's correlation (r). We calculated Type A intra-class correlation coefficient using an absolute-agreement definition in two-way random effects model, and inter-rater reli-
Reduced clinical opportunities during training, an increased focus on optimal patient safety, and greater public accountability have led to the need for an objective assessment of procedural skills in medicine. 1, 2 The assessment of expertise in medicine may be formative (developmental) or summative (pass/fail). Assessments assist practitioners towards expert practice whilst protecting patients by ensuring that safe, acceptable standards of practice are maintained. Assessments must be sufficiently valid and reliable to withstand scrutiny and challenge from the learner and patient groups; they must be credible and consistent in order that they have value and meaning. 3, 4 After the publication of recommendations for training in ultrasound-guided regional anaesthesia (UGRA), 5 a group of 18 UGRA experts used a modified Delphi technique to develop a criterion-referenced assessment checklist (AC) and the global rating scale (GRS) to assess the technical and nontechnical aspects of UGRA performance. 5, 6 However, the authors stated that future work should concentrate on establishing further evidence to support the validity and reliability of these assessments. Therefore, we examined the ability of the AC and the GRS to quantify the level of expertise in UGRA in anaesthetists (construct validity). We also examined the degree of inter-rater agreement and consistency of each assessment tool, and finally, the strength of agreement between the two assessments (concurrent validity).
Methods
We requested an ethics review by the University of Nottingham Medical School Research Ethics Committee, which approved the study (approval reference: K09052013LT 13053 SCS Anaesthesia). Anaesthetists working at the Nottingham University Hospitals NHS Trust were invited to participate in the study via e-mail. A participant information sheet was forwarded to those who expressed an interest and a written informed consent was gained in advance of any study activity. The patients of the participating anaesthetists were also given an information leaflet before their surgery, and their written informed consent was sought in the morning of their surgery. Each participating anaesthetist was given a participant identification number before the commencement of the study. This dual-site, blinded observational study was conducted concurrently at the Queen's Medical Centre and the City Hospital campuses of the Nottingham University Hospitals NHS Trust. Anaesthetists were eligible for study inclusion if they planned to perform an ultrasound-guided nerve or plexus block as part of their usual management for a patient, and the patient had agreed to take part. The exclusion criteria included anaesthetists or patients who did not wish to participate and patients who did not require UGRA. The clinical decision to perform UGRA was taken in all cases by the attending anaesthetist.
Before the commencement of the UGRA procedure, each participant completed a self-reported questionnaire with regard to the number of ultrasound-guided nerve blocks they had completed in the preceding year. To minimise observer bias, both the investigators were kept blinded from the completed self-reported questionnaire, which was submitted to them in a sealed envelope. Subsequently, two anaesthetist investigators (A.S. and M.R.) observed the participants together and used AC and GRS to assess independently the UGRA performance by participants during routine operating lists. Assessment occurred in real time during the performance of a single UGRA procedure by each participant, began with the initial preparation and set-up of equipment, and ended at completion of the procedure. The two investigators completed the assessments simultaneously and did not influence the clinical practice of the participants in any way.
A.S. and M.R. had been trained to use both assessment tools (AC and GRS) before the study commencement. This involved a week of practice assessment sessions (5 half-days) with a facilitated debriefing from the research team, so that both assessors were familiar with the assessment tools and that they had a shared understanding of the UGRA performance. In brief, the AC comprises 22 items scored on a 3-point Likert scale [not performed (0); poorly performed (1); well performed (2)] (Appendix A), whereas the GRS consists of nine categories scored on a 5-point Likert scale with descriptive anchors of performance to assist in scoring (Appendix B). 6 One of the categories of GRS that is the item 'overall performance' was excluded from the calculation of GRS score. In addition to that, we did not record a 'pass/fail' assessment.
Statistics
In line with previous studies, we estimated that we would need to recruit between 20 and 40 participant anaesthetists. 7e11 For the purpose of analysis, we arbitrarily allocated all the participants to one of three groups, based on the self-reported questionnaire with regard to the number of ultrasoundguided nerve blocks they had completed in the preceding year (Group 1: 30; Group 2: 31e100; and Group 3: >100). The statistical analysis used STATA/IC version 10.0 (StataCorp, College Station, TX, USA). Normality of data was assessed by histogram and the ShapiroeWilk and skewness/ kurtosis tests. To test whether higher total assessment scores were associated with a greater number of ultrasound-guided nerve blocks in the preceding year, we used a one-way analysis of variance (ANOVA) to compare the AC and GRS scores for Groups 1e3. Where a significant difference was identified, we performed appropriate post hoc comparisons with a Bonferroni adjustment to adjust for multiple comparisons.
We performed an exploratory analysis of the relationships between the values of AC score, GRS score, response to GRS item 'overall performance', and number of blocks in the preceding year by calculating the Spearman correlation coefficient r. Similarly, we evaluated the concurrent validity of the assessment tools by calculating the Pearson correlation coefficient (r). In all analyses, we used a two-tailed P-value less than 0.05 to indicate statistical significance.
To assess the inter-rater agreement, we calculated the Type A intra-class correlation coefficient (ICC) using an absoluteagreement definition in a two-way random effects model.
Editor's key points
Ultrasound-guided regional anaesthesia is a complex skill that requires reliable assessment tools for use in training. This study critically evaluated the validity and reliability of a previously developed assessment checklist and global rating scale for performance assessment and training. These tools may be used for effective feedback, with strong inter-rater agreement and inter-item consistency.
We also calculated the inter-rater reliability (IRR) using the proportion of absolute agreement between raters: 9 12 IRR ¼ observation event agreements total number of observations
We calculated Cronbach's a coefficient to assess the inter-item consistency within each assessment tool.
Results
Twenty-one anaesthetists enrolled in the study; no subject dropped out. Each participant performed a single UGRA procedure (total blocks: 21), which was observed in real time during routine operating lists. The median (inter-quartile range) number of ultrasound-guided nerve blocks completed by all the participating anaesthetists in the preceding year was 90 [30e160 (5e600)]. Seven participants were allocated to Group 1 (30 blocks in the preceding year), six to Group 2 (31e100 blocks), and eight to Group 3 (>100 blocks Table 1 . Score data from the AC and the GRS were considered to be normally distributed.
Assessment checklist
The maximum achievable score on the AC is 44. (Fig. 1) . Post hoc comparison of the group means revealed a statistically significant difference between Groups 1 and 3 (P<0.001) and between Groups 2 and 3 (P¼0.04). There was no significant difference between Groups 1 and 2.
There was a strong correlation (r: 0.704; P<0.001) between the AC scores and the total number of UGRA nerve blocks performed in the preceding year (i.e. a larger number of UGRA nerve blocks in the preceding year was associated with better AC scores) (Fig. 2) .
Global rating scale
The maximum achievable score in the GRS is 40. The mean (SD) GRS score was 30.09 (7.15) for all participants. One-way ANOVA revealed an overall statistically significant difference in the GRS scores between Groups 1, 2, and 3 [F (2, 18) 7.44; P¼0.004] with a mean rank GRS score of 24.57 (Group 1), 29.16 (Group 2), and 35.62 (Group 3) (Fig. 3) . Post hoc comparison of the group means revealed a statistically significant difference between Groups 1 and 3 (P¼0.004). There was no significant difference between Groups 1 and 2 and between Groups 2 and 3.
There was a strong correlation (r: 0.712; P<0.001) between GRS scores and the total number of UGRA nerve blocks performed in the preceding year (i.e. a larger number of UGRA nerve blocks in the preceding year was associated with better GRS scores) (Fig. 4) .
Reliability of the assessment tool
There was a strong correlation (r: 0.90; P<0.001) between the GRS score and the response to the GRS item 'overall performance', and a strong correlation between the AC and GRS scores (r: 0.73; P<0.001).
The ICC and the IRR are summarised in Table 2 . Cronbach's a coefficients (standard errors of measurement) for the AC and the GRS were 0.94 (3.41%) and 0.83 (10.25%), respectively, indicating a strong inter-item consistency.
Discussion
In this study of UGRA performance, we have demonstrated that both the AC and the GRS may be used to differentiate between individuals who have performed fewer (30) and many (>100) nerve blocks in the preceding year; this finding is consistent with the findings of the recent study of Ahmed and colleagues. 12 However, neither assessment tool was sufficiently sensitive to identify the anaesthetists who had performed an intermediate number of nerve blocks (31e100) in the preceding year. This could represent a Type 2 error, rather than a lack of sensitivity in the assessment tools, although our sample size is in line with similar and recent studies.
9e11 Our study results demonstrate that both the AC and the GRS have an appropriate construct validity. Furthermore, there is a strong correlation between the assessment scores and the number of nerve blocks performed recently. In conjunction with the strong correlation between the results of the AC and the GRS, these results demonstrate an appropriate concurrent validity. With regard to the reliability of the assessment tools, our results indicate a strong inter-rater agreement and an inter-item consistency. Mastery of a complex task requires an effective feedback to guide deliberate practice. 13 Our results indicate that the AC and the GRS are sufficiently reliable formative assessment tools to provide an effective feedback. In particular, both assessments provide useful anchors upon which feedback to learners can be based. Whether these assessment tools could be effective when used summatively is less clear. The key considerations would be who, when, how, and to what end these assessments are to be applied. For moderate-stakes assessments (e.g. major end-of-course tests), it is held that reliability coefficients should be at least 0.8e0.89 4 ; we have demonstrated reliability coefficients greater than 0.8 for both assessments in all analyses except one, thus replicating our previous analysis of the GRS. 14 On this basis, it would be reasonable for the AC and the GRS to be used in pass/fail assessments at the end of a unit of training in UGRA; this could equally be applied to doctors in training or consultant staff who are new to UGRA or refreshing their skills. At the other end of the expertise spectrum, we are reluctant to suggest that either assessment be used to inform very-high-stakes decisions (e.g. to grant licensure or accreditation). At the very least, any assessment outcome would need to be considered in the context of a practitioner's clinical outcomes, before a truly informed, valid, and reliable decision could be made.
Wong and colleagues 10 reported UGRA performance data in 13 trainee anaesthetists, using a modified checklist and the GRS; this study was published soon after recruitment to our study was completed. In broad terms, our findings are in agreement in that we found that both assessment tools are reliable and possess construct and concurrent validity; in addition, we have demonstrated improved inter-rater agreement, with much less variability in assessment (i.e. greater precision). Unlike the study of Wong and colleagues, 10 where six multicentre raters were used, we had two raters based at the same centre, one of whom had previously assessed the UGRA performance of 60 recruits using the GRS and composite error score.
14 In that study, we reported ICCs of 0.91 and 0.97 for the GRS and the composite error score, respectively. Caution is required in interpreting the high ICC, as it is increased by greater between-subject variance, and thus, is affected by the subjects' expertise. We studied a broader spectrum of expertise, which may have contributed to the greater ICC in our study. To account for this statistical effect, we presented subgroup analyses for each expertise level, and we found that the strong inter-rater agreement remained. For each participant, both the raters scored the AC and the GRS consecutively. The scoring for one tool could have influenced the scores for the other tool, which could be a limitation and partially explain the high level of agreement between scores for the two different tools. The use of non-binary checklists or Likert scales for the assessment in UGRA, and the analysis of reliability using ICC could be considered weaknesses in our study. 9, 12 Gallagher and colleagues 9 argue that high-stakes assessment should be made using binary assessments with high IRR (e.g. percentage agreement), as this approach is less ambiguous, and is more transparent and defensible. In contrast, the AC and the GRS introduce subjectivity in the assessment of performance, and thus, limiting reliability and defensibility. Whilst we have demonstrated a strong agreement for both assessments, it is evident that there is a less consistent agreement using the GRS, which has more rating choices in its 5-point Likert scale. The real-world significance of this is debatable, as both rating tools performed adequately (and similarly) in differentiating expertise levels in anaesthetists. A recent systematic review (considering 45 studies) concluded that the GRS is better able to discriminate expert performance and is more reliable than its dichotomous rivals. 15 As such, we support and recommend a previous assertion that the combination of validated checklists and the GRS by trained assessors is the current gold standard for assessment in UGRA. 2 With regard to the issues of ICC, previous authors have challenged the wisdom of using this analysis as a measure of inter-rater agreement, arguing that it measures the association between the decisions of raters rather than their absolute agreement. 9 To mitigate this, we calculated the Type A ICC using an absolute-agreement definition, in a two-way random effects model, measuring the absolute agreement and the correlation between the score differences of raters. For the sake of comparison, we also calculated the IRR or absolute agreement. The calculated coefficients were very high, but consistently lower than the corresponding ICC and with greater associated variability. Nevertheless, our findings were very similar to those of Ahmed and colleagues, 12 who are proponents of IRR and critics of ICC for the evaluation of assessment reliability. Whilst the absolute rater agreement is appealing in its simplicity, it is not necessary for high-stakes assessment; indeed, it fails to account for a chance agreement. 4 Instead, what counts most is consistency of assessment between raters, which is achieved through rater training and regular quality assurance; small differences in item ratings do not render an assessment tool unreliable. We must acknowledge that one rater (M.R.) worked at both campuses of Nottingham University Hospitals and personally knew most of the study participants; therefore, this could risk adding rater bias. However, the other rater (A.S.) had never worked in either department, and was oblivious to the study participants' grade or their previous UGRA practice. The strong inter-rater agreement indicates that any potential rater bias had minimal impact.
Another key limitation in the interpretation of our findings is generalisability (external validity). This problem is likely common to all assessments in UGRA, and in particular, the wording of performance descriptors may result in varying assessment scores for the same individual UGRA block performance, reflecting variable interpretation of performance descriptors by local raters. This issue is not insurmountable; a decision as to how the assessments are used (i.e. high-/moderate-/low-stakes assessment) is therefore required. Centralisation of future high-stakes UGRA assessment would ensure a shared frame of reference upon which expert raters can base their decisions and ensure a regular cycle of quality assurance.
Lastly, there is the question of whether block-specific or block-generic assessments should be used. There is no agreement on a validated technique or tool to evaluate learners' performance, which would permit an assessment between different organisations. 16 In the past, block-specific assessments had been developed for obstetric epidural analgesia, 17 spinal anaesthesia, 18 interscalene brachial plexus blocks, 7 ultrasound-guided supraclavicular blocks, 8 and ultrasoundguided axillary brachial plexus blocks. 19 Block-generic assessment was initially formulated by Cheung and 20 Recently, Chuan and colleagues 11 have designed block-generic assessments, which could be used for any type of regional anaesthesia procedures. The advantage of block-generic over block-specific assessments is their wider capability to assess different types of regional anaesthesia procedures. In all these assessments, unlike the GRS, the checklists used were not similar in design, demonstrating inconsistent validity and reliability. 21 Therefore, it requires further research, and if consistent validity and reliability are successfully established, then there is a promising chance that a single homogenous checklist layout could be formulated. In summary, we believe that we have presented a robust argument for the use of the AC and the GRS for low-/moderatestakes assessment in UGRA. In terms of their utility, both assessments appear reliable and valid. We do not yet know if these assessments and others like them are acceptable to learners and whether they have any educational impact on expertise acquisition. Future research should examine whether these competency-based assessment tools result in improved expertise gain.
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