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Abstract
Zap Q-learning is a recent class of reinforcement learning algorithms, motivated primarily as
a means to accelerate convergence. Stability theory has been absent outside of two restrictive
classes: the tabular setting, and optimal stopping. This paper introduces a new framework for
analysis of a more general class of recursive algorithms known as stochastic approximation. Based
on this general theory, it is shown that Zap Q-learning is consistent under a non-degeneracy
assumption, even when the function approximation architecture is nonlinear. Zap Q-learning with
neural network function approximation emerges as a special case, and is tested on examples from
OpenAI Gym. Based on multiple experiments with a range of neural network sizes, it is found
that the new algorithms converge quickly and are robust to choice of function approximation
architecture.
Keywords: Reinforcement learning, Q-learning, Stochastic optimal control
1 Introduction
A primary goal of reinforcement learning (RL) is the creation of algorithms that are convergent,
converge at the fastest possible rate, and result in a policy for control that has near optimal
performance. This paper focuses on algorithm design to ensure stability of the algorithm, consistency,
and techniques to obtain qualitative insight on the rate of convergence. One framework for algorithm
design is the theory of stochastic approximation (SA). The main contribution of this work is a
new class of Q-learning algorithms that are convergent even for nonlinear function approximation
architectures, such as neural networks.
Consider a Markov decision process (MDP) model with state-input sequence {(Xn, Un) : n ≥ 0},
and let {Qθ(x, u) : θ ∈ Rd} denote a family of approximations of the Q-function; the vector θ ∈ Rd
might correspond to weights in a neural network. One popular formulation of Q-learning is defined
by the recursion,
θn+1 = θn + αn+1Dn+1ζn (1)
in which {αn+1} is the non-negative step-size sequence, {Dn+1} is the scalar sequence of temporal
differences [recalled in eq. (19a)], and {ζn} the eligibility vectors: a typical choice is
ζn = ∇θQθ(Xn, Un)
∣∣∣
θ=θn
(2)
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The Q-learning algorithm of Watkins can be expressed as (1), with a linear function approximation
Qθ = θᵀψ, and the basis functions ψ(x, u) being indicator functions of each state-input pair.
The theory of Q-learning with function approximation has not caught up with the famous success
stories in applications. Consistency of the Q-learning algorithm in the tabular setting was established
in the seminal work of Watkins and Dayan [49]. Counter-examples soon followed: the recursion (1)
may fail to converge, even in the linear function approximation setting [3, 31]. Moreover, even when
convergence holds, Q-learning can be extremely slow [44, 19, 16].
The so-called ODE method of SA theory is typically regarded as a method of analysis for
stochastic recursions. We take the opposite view, regarding an ODE as a first step in algorithm
design. This is motivated in part by the recent work [41, 38] concerning the value of high-resolution
approximations of ODEs for applications in optimization, and the enormous insight gained from a
careful inspection of candidate ODEs.
The Q-learning algorithms considered in the present work are designed to solve a root-finding
problem of the form f(θ∗) := E[ζnDn+1]
∣∣
θ=θ∗ = 0. For ODE design, we let wt ∈ Rd denote the state
of the ODE at time t, and seek a vector field ν : Rd+1 → Rd to define the evolution:
d
dtwt = ν(wt, t)
The vector field is designed so that wt → θ∗ from each initial condition, and so that the ODE
solutions can be efficiently approximated using a discrete-time algorithm driven by observations.
One approach is to apply gradient descent to solve the non-convex optimization problem:
min
θ
J(θ) = min
θ
1
2f(θ)
ᵀMf(θ), with M > 0 (3)
which results in the ODE with time homogeneous vector field:
d
dtwt = −[∂θf (wt)]ᵀMf(wt) (4)
The GQ-learning algorithm of [31] can be regarded as a direct discrete-time translation of this ODE,
using M = E[ζnζ
ᵀ
n]−1.
This approach is discussed in Nesterov’s monograph [34, Section 4.4.1] for general root finding
problems, who warns that it can lead to numerical instability: “...if our system of equations is linear,
then such a transformation squares the condition number of the problem”. He goes on to warn that
it can lead to a “squaring the number of iterations” to obtain the desired error bound.
The main results of the present paper are related to the Newton-Raphson flow, defined by another
time homogeneous vector field ν(w) = −[∂θf (w)]−1f(w):
d
dtwt = Gtf(wt) , with Gt = −[∂θf (wt)]−1 (5)
A change of variables leads to the linear dynamics, ddtf(wt) = −f(wt), with solution
f(wt) = f(w0) e
−t , t ≥ 0 (6)
Thus, provided solutions to (5) are bounded, the algorithm is consistent in the sense that the limit
points of {wt} lie in the set of roots Θ∗ := {θ : f(θ) = 0}.
In most applications it is not possible to determine a-priori if the matrix ∂θf (θ) is full rank,
which motivates a regularized Newton-Raphson flow :
d
dtwt = −[εI +A(wt)ᵀA(wt)]−1A(wt)ᵀf(wt) , A(wt) = ∂θf (wt) (7)
2
It is shown in Prop. A.6 that (7) is stable, provided V = ‖f‖2 is a coercive function on Rd; V serves
as a Lyapunov function for (7), giving
lim
t→∞ f(wt) = 0 (8)
Hence the limit points of solutions lie in the set Θ∗.
Details of the algorithms and the contributions of this paper require additional background.
Consider the d-dimensional SA recursion of Robbins and Monro [37, 9]:
θn+1 = θn + αn+1f(θn,Φn+1) (9)
in which Φ is an irreducible Markov chain on a finite state space Z, {αn} is a non-negative gain
sequence, and f : Rd×Z→ Rd. It is assumed that Φ has a unique invariant probability mass function
(pmf) on Z. The algorithm is designed to approximate roots of the function f(θ) = E[f(θ,Φn+1)]
(with expectation in steady-state). Under mild conditions, the SA recursion shares the same limit
points as the ODE ddtwt=f(wt) [30, 9, 6]. More recently it has been established that boundedness
of the stochastic recursion follows from a stability condition for the ODE [10, 9, 36] (prior to this
work, stability of the stochastic recursion required separate arguments [45]).
One approach to obtain a rate of convergence in SA is through the linearization:
En+1 = En + αn+1[A∗En + ∆n+1] , E0 = θ0 − θ∗ (10)
where A∗ = ∂θf (θ∗) is called the linearization matrix. The sequence ∆n+1 := f(θ∗,Φn+1) is assumed
to admit a Central Limit Theorem (CLT) in the usual sense, with asymptotic covariance
Σ∆ =
∞∑
k=−∞
E[∆k∆
ᵀ
0] (11)
where the expectations are in steady state. The approximation En ≈ θ˜n := θn − θ∗ holds under
additional stability assumptions on the stochastic recursion (9), which in particular leads to a CLT
for the scaled error
√
nθ˜n [30, 9, 6].
The asymptotic covariance Σθ in the CLT has a simple form, subject to the eigenvalue test:
Re (λ) < −12 for each eigenvalue λ of A∗ (12)
Under this assumption, Σθ is the unique solution of the Lyapunov equation,
[12I +A∗]Σθ + Σθ[
1
2I +A∗]
ᵀ + Σ∆ = 0 (13)
For a fixed but arbitrary initial condition (Φ0, E0), denote Σn = E[EnEᵀn]. The following bounds were
obtained in [12] for the linear recursion (10):
(i) If (12) holds, then Σn = n−1Σθ +O(n−1−δ) for some δ > 0.
(ii) If there exists an eigenvalue of A∗ with ρ :=−Re (λ) < 12 , and associated eigenvector v satisfying
Σ∆v 6= 0, then the convergence rate of Σn to zero is no faster than n−2ρ.
Even though the recursion for Watkins’ Q-learning is of the form (1), with Dn+1 a non-linear
function of θn, techniques of [44] can be used to show that the estimates obtained using the non-linear
recursion couple with the estimates of a linear recursion of the form (10) (see [17] for a discussion).
The slow convergence for Watkins’ algorithm can then be explained by the fact that we are in case
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(ii) for the linearized recursion, whenever the discount factor satisfies γ > 12 : for a standard step-size
rule, the maximal eigenvalue of A∗ in Watkins’ Q-learning is λ = −(1 − γ), and the condition
Σ∆v 6= 0 holds under very mild conditions on the MDP [16]. It follows that the mean square error
converges to zero at rate n−2(1−γ). For GQ-learning, it is shown in Appendix A.3 that the maximal
eigenvalue is greater than −(1− γ)2, which is consistent with Nesterov’s warning.
The slow convergence can be remedied by scaling the step-size by a constant g > 1 (sufficiently
large so that the matrix 12I + gA∗ is Hurwitz). For tabular Q-learning any value satisfying g >
1/[2(1− γ)] will suffice, while for GQ-learning the scaling must be increased beyond 1/[2(1− γ)2].
Unfortunately, this approach may lead to very high variance.
Contributions (i) A generalization of the Zap SA algorithm of [16, 17] is proposed.
Zap SA Algorithm: Initialize θ0 ∈ Rd, Â0 ∈ Rd×d, ε > 0. Update for n ≥ 0:
Ân+1 = Ân + βn+1
[
An+1(θn)− Ân
]
, An+1(θ) := ∂θf (θ,Φn+1) (14a)
θn+1 = θn + αn+1Gn+1f(θn,Φn+1), Gn+1 :=−[εI + Âᵀn+1Ân+1]−1Âᵀn+1 (14b)
The algorithm is designed so that it approximates the ODE (7), which requires αn = o(βn).
(ii) A special case of this new class of SA algorithms leads to a significant generalization of Zap
Q-learning, for which convergence theory is obtained even in a nonlinear function approximation
setting. The reliability in neural network function approximation architectures is tested through
simulations.
(iii) The main technical contribution of this paper is an extension of SA theory to Zap Q-learning,
and as a byproduct also GQ-learning, by exploiting approximate convexity/concavity of the functions
f and f defined implicitly in (14).
Contribution (iii) resolves a significant challenge for both Zap Q-learning and GQ-learning: the
approximation in stochastic approximation. Standard theory does not apply because A(θ) :=∂θf(θ) is
not continuous. An ODE approximation for GQ-learning is obtained in [31] through the assumption
that noise {∆n} defined below (10) is martingale-difference. Assumption (Q3) of [16] is introduced
to obtain an ODE approximation without this restrictive assumption on noise. However, this implicit
assumption cannot be tested a-priori.
Literature review The observation that many RL algorithms can be cast as SA first appeared
in [45, 23]. Soon after, SA theory was applied to obtain stability theory for TD-learning with
linear function approximation under minimal assumptions [47]; the authors discussed challenges for
nonlinear approximation architectures.
In the case of Q-learning, ODE approximations are nonlinear and not understood outside of a few
special cases (notably tabular, and optimal stopping with linear function approximation). There are
many counterexamples showing that conditions on the function class are required in general, even in
a linear function approximation setting [4] (also see [46, 42, 20]). There has also been progress for
general linear function approximation: sufficient conditions for convergence of the basic Q-learning
algorithm (1) was obtained in [32], with finite-n bounds appearing recently in [13], and stability
of GQ-learning was established in [31] subject to assumptions slightly stronger than (A1)–(A3) in
the present paper. In particular, it is assumed in [31, Assumption L3] that ∂θf (θ) is everywhere
nonsingular. In [24], the authors obtained regret bounds for Q-learning in an episodic setting, under
a linear MDP (linear dynamics and linear rewards) assumption, stronger than the assumptions
imposed here.
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Stability theory for off-policy TD-learning faces similar challenges as Q-learning. A consistent
algorithm is introduced in [43] for linear function approximation, using the same ideas as in [31];
this theory is extended to non-linear function approximation in [8].
To the best of our knowledge, the ODE (5) was introduced in the economics literature, which led
to the comprehensive analysis by Smale [40] for smooth f . The term Newton-Raphson flow for (5)
was introduced in the deterministic control literature [39, 48]. The Zap SA algorithm was introduced
at the same time, and based on the same ODE [15].
The motivation of [15] was centered entirely on optimizing the asymptotic covariance of stochastic
approximation, and in particular Q-learning with tabular basis; see [30, 6] for history of convergence
rate theory in SA, and [29, 28] for application to actor-critic methods. While the motivation here is
stability, results in Section A.2 strongly suggest that the asymptotic covariance is approximately
optimal for the regularized Zap Q-learning algorithm introduced here; a “tightness argument” is
required to complete the proof.
The analysis in this paper can be cast in the general framework of stochastic approximation
based on differential inclusions (see [9, Chapter 5] and its references). This general framework guided
the research reported here. New in this paper is the proof of convergence of Zap Q-learning via an
ODE approximation, made possible by the special structure of the recursion.
2 Zap Q-learning with Nonlinear Function Approximation
Preliminaries We restrict to a discounted reward optimal control problem, with finite state space
X, finite input space U, reward function r : X×U→ R, and discount factor γ ∈ (0, 1). The Q-function
is defined as the maximum over all possible input sequences {Un : n ≥ 1} of the total discounted
reward:
Q∗(x, u) := max
U
∞∑
n=0
γnE[r(Xn, Un) | X0 = x ,U0 = u] , x ∈ X, u ∈ U (15)
Extensions to other criteria are straightforward (e.g., average cost or weighted shortest path).
Let Pu denote the state transition matrix when input u ∈ U is taken. It is known that the
Q-function is the unique solution to the Bellman equation [7]:
Q∗(x, u) = r(x, u) + γ
∑
x′∈X
Pu(x, x
′)Q∗(x′) (16)
where Q(x) := maxu∈UQ(x, u) for any function Q : X× U→ R.
Consider a (possibly nonlinear) parameterized family of candidate approximations {Qθ : θ ∈ Rd},
wherein Qθ : X× U→ R for each θ, and the associated family of policies φθ(x) ∈ arg maxuQθ(x, u),
x ∈ X. To avoid ambiguities when the maximizer is not unique, we enumerate all stationary policies
as {φ(i) : 1 ≤ i ≤ `φ}, and specify
φθ := φ(κ) , where κ := min{i : φ(i)(x) ∈ arg max
u
Qθ(x, u), for all x ∈ X} (17)
The recursion (1) is designed to compute an approximate solution of (16), defined as the solution to
the root-finding problem:
f(θ∗) = 0, with f(θ) := E
[(
r(Xn, Un) + γQ
θ(Xn+1)−Qθ(Xn, Un)
)
ζn
]
(18)
where the expectation is in steady state.
It is convenient to denote Φn+1 := (Xn+1, Xn, Un+1, Un), with state space Z := X2 × U2. It is
assumed throughout the paper that ζn = ζ(θn,Φn) for a function ζ : Rd × Z→ Rd.
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Algorithm The Zap SA algorithm (14) to solve (18) is obtained on specifying
D(θn,Φn+1) := r(Xn, Un) + γQθn(Xn+1)−Qθn(Xn, Un) (19a)
f(θn,Φn+1) :=D(θn,Φn+1)ζn (19b)
At points of differentiability, the derivative of f has a simple form:
A(θ) := ∂θf(θ) = E[ζn
(
γ∂θQ
θ(Xn+1, φ
θ(Xn+1))− ∂θQθ(Xn, Un)
)
+D(θ,Φn+1)∂θζn] (20)
The Zap SA algorithm for Q-learning is exactly as described in (14) with f defined in (19b), and
An+1(θ) defined to be the term inside the expectation (20):
An+1 = ζn[γ∂θQ
θn(Xn+1, φ
θn(Xn+1))− ∂θQθn(Xn, Un)] +D(θn,Φn+1)∂θζn (21a)
Ân+1 = Ân + βn+1
[
An+1 − Ân
]
(21b)
Gn+1 = −[εI + Âᵀn+1Ân+1]−1Âᵀn+1 (21c)
θn+1 = θn + αn+1Gn+1f(θn,Φn+1) (21d)
Recall that φθn is uniquely determined by (17) in the definition of An+1.
The step-size sequences {αn} and {βn} satisfy standard requirements for two-time-scale SA
algorithms [9]: βn/αn →∞ as n→∞. For concreteness, in analysis we fix
αn = 1/(n+ n0), βn = α
ρ
n , n ≥ 1 , with n0 ≥ 1 , ρ ∈ (0.5, 1) (22)
The theory in this paper is focused on decreasing step-size mainly because theory of SA is more
mature in this context. For constant step-size, with αn ≡ α, βn ≡ β, with β = kα for fixed
k  1, convergence of the algorithm can proceed by viewing the joint process (θn, Ân,Φn) as a
time-homogeneous Markov chain. Based on [10, Theorem 2.3] and [9, Chapter 9], it is conjectured
that there exists α¯ > 0 such that
lim
n→∞E[‖θn − θ
∗‖2] = O(α) , α ∈ [0, α¯] . (23)
Unfortunately, the mixing time of the Markov chain will increase with decreasing α.
Convergence Analysis Given that f in (19b) is non-smooth in θ, analysis is cast in the theory
of generalized subgradients of non-smooth functions. Consider first the temporal difference term
D : Rd × Z→ R. For each z ∈ Z, the set of generalized subgradients of D(θ, z) at θ0 is a convex set
of row vectors, denoted by ∂θD(θ0, z) [14, Chapter 10]. A vector ϑ ∈ ∂θD(θ0, z) has the defining
property,
ϑv ≤ lim
s↓0
D(θ0 + sv, z)−D(θ0, z)
s
, v ∈ Rd (24)
The limit exists because D(θ, z) is the pointwise maximum of smooth functions [14, Theorem 10.22].
The generalized subgradient of f(θ, z) exists under additional assumptions.
Recall that ζn = ζ(θn,Φn) for each n. It is assumed henceforth that ζ is differentiable in θ. In
the presentation here we impose the additional assumption that the vector-valued function ζ has
non-negative entries. We then obtain a version of the chain rule:
∂θf(θ0, z) = {ζ(θ0, z)ϑ+D(θ0, z)∂θζ(θ0, z) : ϑ ∈ ∂θD(θ0, z)} (25)
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We obtain in Lemma A.13 a similar representation for the set of generalized subgradients of f :
A(θ) :=
{
A ∈ Rd×d : Av ≤ lim
s↓0
f(θ + sv)− f(θ)
s
, v ∈ Rd
}
(26)
Non-negativity is relaxed in the appendix, based on a signed decomposition of ζ.
Assumptions:
(A1) The joint process (X,U) is an irreducible Markov chain with unique invariant pmf $.
(A2) Q and ζ are Lipschitz continuous and twice continuously differentiable in θ; f(θ, z) is Lipschitz
continuous for each z ∈ Z; ‖f‖ is coercive; Aᵀf(θ) 6= 0 for θ 6∈ Θ∗, A ∈ A(θ).
(A3) The set Θ∗ is a singleton, so that there is a unique θ∗ ∈ Rd satisfying f(θ∗) = 0.
Assumption A1 rules out -greedy policies and other parameter-dependent choices. It is likely that
the theory can be extended using the general theory in [26, 9, Sections 6.2 and 6.3].
The second and third assumptions are first applied to the ODE (7): the coercive assumption in
A2 implies boundedness of solutions, and this with A3 implies global asymptotic stability of (7).
It is also assumed throughout the paper that {θn} is bounded. This can be verified under
additional assumptions (which are easily satisfied for linear function approximation), based on an
extension of the ODE approximation used to prove Thm. 2.1. Details may be found in Appendix
A.1. The following summarizes the main results of this paper:
Theorem 2.1. Let {θn} be the parameter sequence obtained from the Zap Q-learning algorithm (21),
with some fixed ε > 0. If this sequence is bounded, then
(i) If Assumptions A1–A2 hold, then limn→∞ f(θn) = 0 a.s..
(ii) If Assumptions A1–A3 hold, then limn→∞ θn = θ∗ a.s..
uunionsq
Convergence Rate Establishing a CLT for the scaled error sequence {√nθ˜n} requires a “tightness
bound” [9, Chapter 8, Lemma 5] and the following:
(A4) f(θ, z) is smooth in a neighborhood of θ∗ for z ∈ Z, and A(θ∗) = ∂θf(θ∗) is non-singular.
Tightness is used to justify an approximation of the algorithm with its linearization (10). The proof
of tightness is left to future work. In Appendix A.2 we consider the linearization, and show that the
asymptotic covariance satisfies Σθ = Σ∗θ + ε
2Σ
(2)
θ + O(ε
3), where Σθ is the asymptotic covariance
obtained for Zap Q-learning (21), Σ∗θ is the optimal covariance, and Σ
(2)
θ is identified in Prop. A.3.
Overview of Proof of Thm. 2.1 [complete proofs are found in the appendix]
The first step is analysis of the ODE (7) that {θn} aims to approximate. It is shown in Lemma A.6
that it admits at least one solution from each initial condition. If in addition (A3) holds, then
the ODE is globally asymptotically stable. These conclusions are obtained through a uniform
approximation based on a smooth vector field.
A significant challenge is establishing solidarity between the ODE and the stochastic recursion.
To illustrate the main ideas, consider the linear parameterization Qθ = ψᵀθ, with ζn non-negative so
that the chain rule (25) holds. We then obtain subgradients of the components of f :
f(θn + v,Φn+1) = max
u
{
r(Xn, Un) + [γψ(Xn+1, u)− ψ(Xn, Un)]ᵀ(θn + v)
}
ζn
≥ f(θn,Φn+1) +An+1v , v ∈ Rd
(27)
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The update equation for Ân+1 in (21b) is used to obtain the averaged version of (27):
f(θn + v) ≥ f(θn) + Ân+1v + o(1) , v ∈ Rd , ‖v‖ ≤ 1 (28)
where o(1)→ 0 as n→∞, uniformly in v.
The arguments are considerably more complex when Qθ is non-linear, and the positivity as-
sumption on ζn is relaxed. In particular, without positivity, neither f nor f admit the generalized
subgradients. Fortunately, the techniques developed for the special case can be adapted to demon-
strate that Ân+1v approximates the directional derivative f
′
(θn; v) for each v and all large n. This
leads to a proof that f(θn) shares many attractive properties of f(wt) from ODE (7). Though we
have not been able to establish a true ODE approximation as defined in the traditional sense, these
properties lead to the convergence results in Thm. 2.1.
3 Numerical Results
The Zap Q-learning algorithm was tested on three examples from OpenAI gym: Mountain Car,
Acrobot, and Cartpole [1]. The approximation of Qθ was obtained based on a neural network, so
that the parameter θ ∈ Rd represents weights in the neural network. Rather than achieving the best
score for specific tasks, the objective of the experiments surveyed in this section was to investigate
the stability and consistency of the Zap Q-learning algorithm across different domains, and varying
neural network sizes. Common in each experiment: a feedforward neural network that is fully
connected, using the Leaky ReLU activation function.
0 2 4 6 8 10 0 2 4 6 8 10 0 2 4 6 8 10
0
200
400
600
800
1000
R(
φ
θ n
)
R(
φ
θ n
)
−200
−180
−160
−140
−120
−100
−80 NN: 18×14×6NN: 16×10×8 NN: 24×16×8
NN: 20×12×18 NN: 24×16×10 NN: 30×24×16
0 1 2 3 310×0 1 2 3 310× 0 1 2 3 310×
310
Episodes
× 310
Episodes
× 310
Episodes
×
0 1 2 3 310
−200
−180
−160
−140
−120
−100 NN: 12×6 NN: 16×8NN: 6×3
R(
φ
θ n
)
× 0 1 2 3 310× 0 1 2 3 310×
median
25-75
10-25
75-90
M
ou
nt
ai
n 
Ca
r
A
cr
ob
ot
Ca
rt
po
le
Figure 1: Average rewards for the three examples, shown by percentile.
The goal in each of the three examples is to collect as many rewards as possible before the state
reaches a terminal set denoted S ⊂ X. To avoid infinite values we introduce a deterministic upper
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bound τ¯ ≥ 1, and consider the bounded horizon τ = min(τ¯ , τS) with τS = min{n ≥ 1 : Xn ∈ S}.
The Q-function is denoted
Q∗(x, u) := maxE[
τ−1∑
n=0
r(Xn, Un) | X0 = x ,U0 = u] ,
which for τ¯ =∞ solves the Bellman equation
Q∗(x, u) = r(x, u) + E[I{X1 /∈ S}Q∗(X1) | X0 = x, U0 = u] (29)
Following the roadmap outlined in Section 2, we seek an approximate solution to (29) based on a
root-finding problem analogous to (18): find θ∗ such that
f(θ∗) = 0 , with f(θ) := E
[
ζn
(
r(Xn, Un) + I{Xn+1 /∈ S}Qθ(Xn+1)−Qθ(Xn, Un)
)]
(30)
where the distribution of X0 is given. The Zap-Q algorithm (21) is easily adapted to the modified
definition of f in (30).
The performance of the greedy policy φθ induced by Qθ is denoted
R(φθ) := E
[ τ−1∑
n=0
r(Xn, φ
θ(Xn))
]
(31)
Specifics of the meta-parameters and the details of how (31) was estimated are contained in
Section A.6.
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Figure 2: Average rewards with decreasing step-size, shown by percentile.
Two minor modifications of the algorithm were used in these experiments to reduce complexity:
1. Periodic gain update. An integer Nd > 1 was fixed, and the gain Gn appearing in (21d) was
updated only for integer multiples of Nd. In particular, the matrix inversion step was only performed
at these iterations. Letting N denote the total number of iterations, the overall complexity of
running this algorithm for N iterations is in the worst-case O(Nd3/Nd +Nd2) (see Appendix A.6
for further discussion on complexity). We observed that Nd = 50 worked well for all experiments,
and the performance was unchanged from Nd = 1.
2. Periodic eligibility update. The definition of the eligibility vector in (2) was modified to
break θ-dependency: ζn :=∇θQθi(n)(Xn, Un), with i(n) := (bn/Nζ + 1c − 1)Nζ , and Nζ = 2000. We
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then ignored the term D(θn,Φn+1)∂θζn when computing An+1 based on (21a). For comparison, we
performed experiments in which this term was included (increasing complexity considerably since
second derivatives are required [11]), and saw no improvement in performance.
Experiments were performed with both decreasing step-size (defined in (22)), and constant
step-size. We found that constant step-size implementations were more reliable for the Mountain car
and Acrobot examples, and the diminishing step-size gave better results for Cartpole. Figure 1 shows
results obtained for these choices, and selected results with diminishing step-sizes are contained in
Figure 2. The size of neural networks indicated in the figure refers only to hidden layers. To obtain
the quantiles shown, each experiment was repeated 50 times, with parameters randomly initialized
by the Kaiming uniform method [21, 35]. The first column shows results from the smallest network
for which we obtained reliable results for the particular example.
4 Conclusions
Zap Q-learning is provably consistent with nonlinear function approximation, under very general
conditions. Theoretical questions remain, such as extension to more general exploration strategies,
and convergence properties for more general step-size rules. There are also architectural questions.
For example, the definition of the eligibility vector (2) is not sacred. Better overall performance, and
simpler conditions for convergence may be achieved through alternatives (there are obvious choices
for deterministic control systems rather than MDPs).
Better algorithm design requires a better theory for function approximation in Q-learning. The
parameter estimates in both Zap Q-learning and the basic algorithm (1) are solutions to the root-
finding problem (18). How do we bound the Bellman error, or the absolute error |Qθ∗ −Q∗|? The
goal is to create a theory as complete as TD-learning with linear function approximation, for which
vector space concepts bring crisp answers [47, Theorem 1].
The matrix-inversion step in the algorithm may be a barrier to application of Zap-Q in some
problems. A simple approach to reduce complexity is described in the numerical results, and we expect
to obtain much more efficient implementations, perhaps by applying a distributed implementation
[2], and adapting techniques from stochastic optimization.
We are currently exploring the application of the techniques in this paper to analyze Deep
Q-learning [33], and application of Zap-SA to actor-critic methods.
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A Appendices
A.1 Establishing boundedness of the parameter estimates
Suppose that the following limits exist:
Qθ∞(x, u) = limm→∞m
−1Qmθ(x, u) , x ∈ X , u ∈ U
ζ∞(θ, z) = lim
m→∞ ζ(mθ, z) , z ∈ Z
where the limiting functions are twice continuously differentiable. The global Lipschitz conditions in
(A2) imply that the gradients also converge, and the convergence is uniform on compact sets. We
then obtain a vector field for the “ODE at infinity” introduced in [10]:
f∞(θ) := limm→∞m
−1f(mθ) = E
[(
γQθ∞(Xn+1)−Qθ∞(Xn, Un)
)
ζ∞(θ,Φn)
]
and a similar definition for f∞(θ, z). The associated regularized Newton-Raphson flow “at infinity”
is similar to (7):
d
dtwt = −[εI +A∞(wt)ᵀA∞(wt)]−1A∞(wt)ᵀf∞(wt) , A∞(wt) = ∂θf∞ (wt) (32)
With A∞(θ) defined as in (26) with respect to f∞, assume the following:
(A2∞) The functions Q∞ and ζ∞ are Lipschitz continuous and twice continuously differentiable
in θ in any open set not containing the origin; f∞(θ, z) is Lipschitz continuous for each z ∈ Z;
Aᵀf∞(θ) 6= 0 for all θ 6= 0 and A ∈ A∞(θ).
Assumptions (A2) and (A2∞) are identical when the function approximation Qθ is linear, and
ζ = ∇Qθ.
The function ‖f∞‖ is coercive under (A2∞) since f∞ is radially linear: f∞(mθ) = mf∞(θ) for
any θ and any m ≥ 0. Prop. A.6 can be adapted to show that (32) is globally asymptotically stable.
[9, Sections 6.3, Theorem 9] explains how stability of the ODE implies stability of the SA algorithm.
A.2 Asymptotic covariance of regularized Zap SA
We first introduce a standard result in linear system theory [25, Theorem 2.6-1].
Lemma A.1. If A ∈ Rd×d is Hurwitz and Σ∆ ∈ Rd×d is positive semi-definite, then there exists a
unique solution Σ ≥ 0 that solves the Lyapunov equation,
AΣ + ΣAᵀ + Σ∆ = 0 ,
whose solution can be expressed
Σ =
∫ ∞
0
exp(Aτ)Σ∆ exp(A
ᵀτ) dτ
Let {EGn } be the sequence obtained by the stochastic linear recursion (10) with matrix gain
G ∈ Rd×d:
EGn+1 = EGn + αn+1G[A∗EGn + ∆n+1] , EG0 = θ0 − θ∗ (33)
Denote the asymptotic covariance of {EGn } by ΣGθ :=limn→∞ nE[EGn (EGn )ᵀ]. According to the eigenvalue
test (12), ΣGθ is finite if
1
2I + GA∗ is Hurwitz. It is well known that the matrix gain G∗ = −A−1∗
achieves the minimal asymptotic covariance:
Σ∗θ = A
−1
∗ Σ∆(A
−1
∗ )
ᵀ (34)
The following result is standard in stochastic approximation [5, Part I, Section 3.2.3, Proposition 4],
and quantifies optimality of Σ∗θ.
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Lemma A.2. Suppose that A∗ and 12I +GA∗ are Hurwitz. Then,
(i) The asymptotic covariance ΣGθ ≥ 0 uniquely solves the Lyapunov equation:
(12I +GA∗)Σ
G
θ + Σ
G
θ (
1
2I +GA∗)
ᵀ +GΣ∆G
ᵀ = 0
(ii) The sub-optimality gap Σ˜Gθ = Σ
G
θ − Σ∗θ ≥ 0 uniquely solves the Lyapunov equation:
(12I +GA∗)Σ˜
G
θ + Σ˜
G
θ (
1
2I +GA∗)
ᵀ + (G+A−1∗ )Σ∆(G+A
−1
∗ )
ᵀ = 0 (35)
For any symmetric matrix S ∈ Rd×d, denote by λ(S) the set of its eigenvalues.
Proposition A.3. Suppose A∗ ∈ Rd×d is Hurwitz, and denote Gε = −[εI + Aᵀ∗A∗]−1Aᵀ∗. If
0 < ε < λmin(A
ᵀ
∗A∗), then 12I +GεA∗ is Hurwitz, so that the matrix gain Gε in the linear recursion
(33) results in a finite asymptotic covariance Σεθ. Moreover, the follow approximation holds:
Σεθ = Σ
∗
θ + ε
2Σ
(2)
θ +O(ε
3) , with Σ(2)θ = (A∗A
ᵀ
∗A∗)
−1Σ∆(Aᵀ∗A∗A
ᵀ
∗)
−1. (36)
Proof. The set of eigenvalues of 12I +GεA∗ admits the following representations:
λ(12I +GεA∗) =
{1
2
− λ : λ ∈ λ([εI +Aᵀ∗A∗]−1Aᵀ∗A)
}
=
{1
2
− 1
λ
: λ ∈ λ(ε(Aᵀ∗A∗)−1 + I)
}
=
{1
2
− 1
ελ+ 1
: λ ∈ λ((Aᵀ∗A∗)−1)
}
=
{1
2
− 1
ε/λ+ 1
: λ ∈ λ(Aᵀ∗A∗)
}
Given 0 < ε < λmin(A
ᵀ
∗A∗), the eigenvalues of 12I+GεA∗ are real and strictly negative. In particular,
this matrix is Hurwitz, as claimed.
We next establish the approximation (36). By Lemma A.2 (iii), Σ˜εθ = Σ
ε
θ−Σ∗θ solves the Lyapunov
equation (35) with G replaced by Gε. Denoting G˜ε = Gε +A−1∗ , we obtain by Lemma A.1,
Σ˜εθ =
∫ ∞
0
exp([12I +GεA∗]τ)G˜εΣ∆G˜
ᵀ
ε exp([
1
2I +GεA∗]
ᵀτ) dτ (37)
A Taylor series representation of matrix inverse results in the following:
GεA∗ = −[εI +Aᵀ∗A∗]−1Aᵀ∗A∗ = −[I + ε(Aᵀ∗A∗)−1]−1 = −[I − εA−1∗ (Aᵀ∗)−1] +O(ε2)
G˜ε = Gε +A
−1
∗ = [GεA∗ + I]A
−1
∗ = εA
−1
∗ (A
ᵀ
∗)
−1A−1∗ +O(ε
2)
With Σ(2)θ = (A∗A
ᵀ
∗A∗)−1Σ∆(A
ᵀ
∗A∗A
ᵀ
∗)−1, the integral in (37) becomes
Σ˜εθ=ε
2
∫ ∞
0
exp(−[12I−εA−1∗ (Aᵀ∗)−1]τ)Σ
(2)
θ exp(−[12I−εA−1∗ (Aᵀ∗)−1]ᵀτ)dτ +O(ε3) (38)
Another Taylor series expansion for matrix exponential gives
exp(−[12I − εA−1∗ (Aᵀ∗)−1]τ) = exp(− τ2I) + ετA−1∗ (Aᵀ∗)−1 exp(− τ2I) +O(ε2)
Consequently, the integral in (38) can be rewritten as
Σ˜εθ =ε
2
∫ ∞
0
exp(− τ2I)Σ
(2)
θ exp(− τ2I)dτ +O(ε3)
=ε2Σ
(2)
θ +O(ε
3)
uunionsq
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A.3 Eigenvalue test for GQ-learning
Consider the linear function approximation architecture: Qθ(x, u) = ψ(x, u)ᵀθ, where ψ : X×U→ Rd
is the basis function. With eligibility vector ζn := ψ(Xn, Un), let f be defined by (18). GQ-learning
[31] aims to solve the root finding problem (18), transformed into the non-convex optimization
problem (3).
The GQ-learning [31] algorithm is the two-time scale SA algorithm,
θn+1 = θn + αn+1[D(θn,Φn+1)ζn − γϕᵀn+1ζnψ(Xn+1, φθn(Xn+1))] (39a)
ϕn+1 = ϕn + βn+1ζn[D(θn,Φn+1)− ψ(Xn, Un)ᵀϕn] (39b)
where {βn} and {αn} are non-negative step-size sequences satisfying αn/βn → 0 as n → ∞. The
fast time scale recursion (39b) for {ϕn} is designed so that ϕn ≈Mf(θn) for large n. It follows that
the ODE approximation of (39a) is (4).
Proposition A.4. The linearization matrix for GQ-learning at θ∗ is given by AGQ = −Aᵀ∗MA∗,
whenever θ∗ is a solution to A(θ)ᵀMf(θ) = 0. With the tabular basis: ψk(x, u) = I{x = xk, u =
uk} , 1 ≤ k ≤ `x · `u, there is an eigenvalue λGQ of AGQ satisfying
λGQ ≥ −(1− γ)2
We first introduce some notation for tabular Q-learning. For any deterministic stationary policy
φ : X → U, let Sφ denote the substitution operator, defined for any function Q : X × U → R by
SφQ(x) = Q(x, φ(x)). With P viewed as a matrix with `x · `u rows and `x columns, PSφ can be
interpreted as the transition matrix for the joint process (X,U) when U is defined using policy
φ [15]. Then f(θ) can be written in matrix form
f(θ) = Πr + Π[γPSφθ − I]θ (40)
where Π is a diagonal matrix with entries: Π(k, k) := $(xk, uk) and r is a vector with entries:
r(k) := r(xk, uk). The derivative A(θ) of f(θ) is given by
A(θ) = Π[γPSφθ − I]
Proof. The matrix AGQ is the derivative of −A(wt)ᵀMf(wt) at θ∗. For the tabular case, by (40),
AGQ = −[γPSφ∗ − I]ᵀΠ[γPSφ∗ − I] = −HᵀH ,
with H := Π1/2[I − γPSφ∗ ]. It suffices to show that HᵀH has a positive eigenvalue less than (1− γ)2.
Since H−1 is a positive and irreducible matrix, we can apply the same arguments as in [15,
Theorem 3.3] to bound the Perron-Frobenius eigenvalue as follows:
λPF ≥ 1
1− γ minx,u
1√
$(x, u)
Therefore, H has positive eigenvalue λH = λ−1PF such that
λH ≤ (1− γ) max
x,u
√
$(x, u)
Applying [22, Theorem 5.6.9] we obtain the complementary bound
λH ≥ σmin(H) =
√
λmin(HᵀH)
and combining the two implies:
λmin(H
ᵀH) ≤ λ2H ≤ (1− γ)2
(
max
x,u
√
$(x, u)
)2 ≤ (1− γ)2
uunionsq
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A.4 ODE Analysis
To obtain the existence of a solution to (7), we first consider an ideal smooth setting:
Proposition A.5. Consider the following conditions for the function f :
(a) f is globally Lipschitz continuous and continuously differentiable. Hence A(·) is a bounded
matrix-valued function.
(b) ‖f‖ is coercive. That is, {θ : ‖f(θ)‖ ≤ n} is compact for each n.
(c) The function f has a unique zero θ∗, and Aᵀ(θ)f(θ) 6= 0 for θ 6= θ∗. Moreover, the matrix
A∗ = A(θ∗) is non-singular.
The following hold for solutions to the ODE (7) under increasingly stronger assumptions:
(i) If (a) holds then for each t, and each initial condition
d
dtf(wt) = −A(wt)[εI +A(wt)ᵀA(wt)]−1A(wt)ᵀf(wt) (41)
(ii) If in addition (b) holds, then the solutions to the ODE are bounded, and
lim
t→∞A(wt)
ᵀf(wt) = 0 (42)
(iii) If (a)–(c) hold, then (7) is globally asymptotically stable. uunionsq
Proof. The result (i) follows from the chain rule and the definitions.
The proof of (ii) is based on the Lyapunov function V (w) = 12‖f(w)‖2 combined with (a):
d
dtV (wt) = −f(wt)ᵀA(wt)[εI +A(wt)ᵀA(wt)]−1A(wt)ᵀf(wt)
The right hand side is non-positive when wt 6= θ∗. Integrating each side gives for any T > 0,
V (wT ) = V (w0)−
∫ T
0
f(wt)
ᵀA(wt)[εI +A(wt)
ᵀA(wt)]
−1A(wt)ᵀf(wt) dt (43)
so that V (wT ) ≤ V (w0) for all T . Under the coercive assumption, it follows that solutions to (7) are
bounded. Also, letting T →∞, we obtain from (43) the bound∫ ∞
0
f(wt)
ᵀA(wt)[εI +A(wt)
ᵀA(wt)]
−1A(wt)ᵀf(wt) dt ≤ V (w0)
This combined with boundedness of wt implies that limt→∞A(wt)ᵀf(wt) = 0.
We next prove (iii). Global asymptotic stability of (7) requires that solutions converge to θ∗
from each initial condition, and also that θ∗ is stable in the sense of Lyapunov [27]. Assumption (c)
combined with (ii) gives the former, that limt→∞wt = θ∗. A convenient sufficient condition for the
latter is obtained by considering A∞ = ∂θ[G(θ)f(θ)] |θ=θ∗ . Stability in the sense of Lypaunov holds
if this matrix is Hurwitz (all eigenvalues are in the strict left half plane in C) [27, Thm. 4.7]. Apply
the definitions, we obtain A∞ = −[εI +M ]−1M with M = A(θ∗)ᵀA(θ∗) > 0 (recall that A(θ∗) is
assumed to be non-singular). The matrix A∞ is negative definite, and hence Hurwitz.
uunionsq
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Prop. A.5 cannot be applied to the ODE (7) that motivated Zap Q-learning because f is only
piecewise smooth. To obtain an extension we consider the ODE in its integral form:
wt = w0 −
∫ t
0
[εI +Aᵀ(wτ )A(wτ )]
−1Aᵀ(wτ )f(wτ ) dτ, t ≥ 0 (44)
where f(θ), A(θ) are defined in (18, 20).
Proposition A.6. Under Assumptions A1-A2, there exists a solution to (44) from each initial
condition. The following hold for any solution:
(i) f(wt) = f(w0)−
∫ t
0
A(wτ )[εI +A(wτ )
ᵀA(wτ )]
−1A(wτ )ᵀf(wτ ) dτ, t ≥ 0
(ii) ‖f(wt)‖ is non-increasing, and limt→∞ f(wt) = 0.
(iii) If in addition A3 holds, then the ODE (44) is globally asymptotically stable.
The proof of existence is obtained by considering smooth approximations of (7).
Lemma A.7. Under Assumptions A1-A2, there exists a solution to (44) from each initial condition.
Proof. Define a C∞ probability density η on Rd via
η(x) :=
{
k exp(−(1− ‖x‖2)−1) ‖x‖ < 1,
0 ‖x‖ ≥ 1, (45)
where k > 0 is a normalization constant:
∫
η(x) dx = 1. For each δ > 0, a C∞ vector field is defined
via the convolution:
f δ(x) =
1
δd
∫
f(x− y)η(y/δ) dy , x ∈ Rd (46)
The family of functions {f δ : 0 < δ ≤ 1} is globally uniformly Lipschitz continuous, with the same
Lipschitz constant bL as of f . It is also evident that limδ↓0 f δ = f pointwise. The uniform Lipschitz
continuity implies that the convergence is uniform on compact sets.
Denote Aδ(θ) = ∂θf δ(θ), and consider the ODE (44) with f and A replaced by their smooth
approximations:
wδt = w
δ
0 −
∫ t
0
[εI +Aᵀδ(w
δ
τ )Aδ(w
δ
t )]
−1Aᵀδ(w
δ
t )f δ(w
δ
t ) dτ, w
δ
0 = w0 (47)
The solution exists and is unique for each δ ∈ (0, 1]. To obtain bounds on the solution we require
bounds on the matrices involved, and opt for the spectral norm:
‖[εI +Aᵀδ(wδt )Aδ(wδt )]−1‖ =
1
λmin(εI +A
ᵀ
δ(w
δ
t )Aδ(w
δ
t ))
≤ 1
ε
‖Aδ(wδτ )‖ ≤ bL
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where bL is the Lipschitz constant for f δ. Therefore,
‖wδt ‖ ≤ ‖wδ0‖+
∫ t
0
‖[εI +Aᵀδ(wδτ )Aδ(wδτ )]−1‖ · ‖Aδ(wδτ )‖ · ‖f δ(wδτ )‖ dτ
≤ ‖wδ0‖+
bL
ε
∫ t
0
‖f δ(wδτ )‖ dτ
≤ ‖wδ0‖+
bL
ε
∫ t
0
‖f δ(wδ0)‖+ ‖f δ(wδτ )− f δ(wδ0)‖ dτ
≤ ‖wδ0‖+
bL
ε
{
T‖f δ(wδ0)‖+ bL
∫ t
0
‖wδτ − wδ0‖ dτ
}
≤ ‖wδ0‖+
bL
ε
{
T (‖f δ(wδ0)‖+ bL‖wδ0‖) + bL
∫ t
0
‖wδτ‖ dτ
}
The set {‖f δ(wδ0)‖ : 0 < δ ≤ 1} is bounded by maxy∈B(w0,1) ‖f(y)‖, where B(w0, 1) denotes the
closed unit ball in Rd centered at w0. By Gronwall’s inequality, there exist constants C1 and C2
such that
‖wδt ‖ ≤ C1 + C2eb
2
LT/ε, t ∈ [0, T ] , δ ∈ (0, 1]
This combined with (47) implies that {wδ : 0 < δ ≤ 1} is uniformly bounded and equicontinuous. By
the Arzelà-Ascoli theorem, there exists a sequence δn ↓ 0 and a continuous function w0 : [0, T ]→ Rd
such that
lim
n→∞ supt∈[0,T ]
‖wδnt − w0t ‖ = 0
So the functional equation (47) holds for w0 with δ = 0, and w0 is thus a solution of (44). uunionsq
The following result has been derived in [15, Lemma A.10]. We present it here for completeness.
Lemma A.8. Let G(θ) := max1≤i≤`u Gi(θ) where each Gi : Rd → R is twice continuously differen-
tiable and Lipschitz continuous. Let w : [0, T ]→ Rd be a Lipschitz continuous function, and denote
gt :=G(wt). Then,
(i) g : [0, T ]→ R is Lipschitz continuous.
(ii) At any time t0 ∈ (0, T ) such that the derivatives of gt and wt exist,
d
dtgt
∣∣∣
t=t0
= ∂θGk(wt0) · ddtwt
∣∣∣
t=t0
for each k ∈ arg max
i
Gi(wt0). (48)
Proof. Denote git = Gi(wt), so that gt = max1≤i≤`u git. Let bL denote a Lipschitz constant for each
of these functions:
|git1 − git0 | ≤ bL|t1 − t0|, t0, t1 ∈ [0, T ], 1 ≤ i ≤ `u
For any t0, t1 ∈ [0, T ],
gt1 − gt0 ≤ gkt1 − gkt0 , for each k ∈ arg maxi g
i
t0
≤ bL|t1 − t0|
The same inequality holds for gt0 − gt1 with k ∈ arg maxi git1 . This proves (i).
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The proof of (ii) is also straightforward: The difference gt − gkt has a global minimum at t0 if
k ∈ arg maxi git0 , and consequently
0 = ddt [gt − gkt ]
∣∣
t=t0
uunionsq
Given a parameter vector θ ∈ Rd, denote by ςθ : X× U→ R the reward function that satisfies
the Bellman equation (16), with Q∗ replaced by Qθ: For each x ∈ X and u ∈ U,
ςθ(x, u) :=−γ
∑
x′∈X
Pu(x, x
′)Qθ(x′) +Qθ(x, u) (49)
Lemma A.9. Suppose Assumptions A1-A2 hold and the function w : [0, T ] → Rd is Lipschitz
continuous. Then, ςwt(x, u) is Lipschitz continuous in t for each x, u. Moreover, at any point t0 of
differentiability,
d
dt ς
wt(x, u)
∣∣∣
t=t0
=
[
− γ
∑
x′∈X
Pu(x, x
′)∂θQwt0 (x′, φwt0 (x′)) + ∂θQwt0 (x, u)
]
d
dtwt
∣∣∣
t=t0
(50)
where φwt0 is defined in (17).
Proof. From the definition (49), it is sufficient to establish the derivative formula
d
dtQ
wt(x′)
∣∣
t=t0
= ∂θQ
wt0 (x′, φ(k)(x′)) · ddtwt
∣∣
t=t0
where φ(k) is any policy that is Qwt0 -greedy. This is immediate from Lemma A.8. uunionsq
Stability of is obtained from the following standard Lyapunov condition:
Lemma A.10. Suppose that {wt : t ∈ R} is a Lipschitz continuous function taking values in
Rd, V : Rd → R+ is continuous and coercive, and U : Rd → R+. Assume moreover the following
properties:
(i) inf{U(θ) : V (θ) ≥ δ} > 0 for each δ > 0.
(ii) V (wt) ≤ V (w0)−
∫ t
0
U(wτ ) dτ , t ≥ 0.
Then, there exists a function B : R+ → R+ such that V (wt) ≤ η for all t ≥ V (w0)B(η). In particular,
V (wt)→ 0 as t→∞.
Proof. For any scalar η satisfying 0 < η < V (w0), let Hη := {θ : η ≤ θ ≤ V (w0)} and
εη = inf
θ∈Hη
U(θ)
Under assumption (i) of the lemma we have εη > 0. Let T η = inf{t : V (wt) ≤ η}, so that wt ∈ Hη
for 0 ≤ t ≤ T η. By assumption (ii) we have
0 ≤ V (wt) ≤ V (w0)− εηt , 0 < t ≤ T η.
Therefore, T η < V (w0)/εη. Because V (wt) is non-increasing in t, we have V (wt) ≤ η for all
t ≥ V (w0)B(ε), with B(ε) = ε−1η .
Since η is arbitrary, it follows that limt→∞ V (wt) = 0. uunionsq
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Proof of Prop. A.6. Suppose w : [0, T ]→ Rd is a solution of (44). At point t of differentiability, the
derivative of f(wt) is given by
d
dtf(wt) =
d
dtE
[
ζnς
wt(Xn, Un)
]
=E[ζn
d
dt ς
wt(Xn, Un)] + E[D(wt,Φn+1) ddtζn]
(51)
For each x ∈ X and u ∈ U, ςwt(x, u) is a Lipschitz continuous function of t, whose derivative is given
in Lemma A.9. Assertion (i) follows:
d
dtf(wt) = E
[
ζn[γ∂θQ
wt(Xn+1, φ
wt(Xn+1))− ∂θQwt(Xn, Un)] +D(wt,Φn+1)∂θζn
]
d
dtwt
= −A(wt)[εI +A(wt)ᵀA(wt)]−1A(wt)ᵀf(wt)
A candidate Lyapunov function is defined as V (wt) := 12‖f(wt)‖2. At a point t where f(wt) is
differentiable,
d
dtV (wt) = −f(wt)ᵀA(wt)[εI +A(wt)ᵀA(wt)]−1A(wt)ᵀf(wt) (52)
−[εI +A(θ)ᵀA(θ)]−1 ≤ −bV I
The integral representation of (52) then gives, for any t ∈ [0, T ],
V (wt) = V (w0)−
∫ t
0
f(wτ )
ᵀA(wτ )[εI +A(wτ )
ᵀA(wτ )]
−1A(wτ )ᵀf(wτ ) dτ
≤ V (w0)− bV
∫ t
0
‖A(wτ )ᵀf(wτ )‖2 dτ
(53)
Under (A2) the assumptions of Lemma A.10 hold with U(θ) = bV ‖A(θ)ᵀf(θ)‖2, so that limt→∞ V (wt) =
limt→∞ f(wt) = 0.
If in addition (A3) holds, we conclude that limt→∞wt = θ∗. uunionsq
A.5 Proof of Thm. 2.1
The remainder of the Appendix is dedicated to the proof of Thm. 2.1. We use n0 = 0 in the
definition of the step-size sequences (22); this shortens many of the expressions that follow, and
the extension to general n0 ≥ 1 is obvious. Given the typical choice of ζn in (2), it is assumed
throughout that ζn := ζ(θn, Xn, Un) for some function ζ : Rd × X× U→ Rd. We proceed under the
additional assumption that the vector-valued function ζ has non-negative entries:
[ζ(θ, x, u)]i ≥ 0 for each i, θ, x, u. (54)
The proofs are extended to the general case in Section A.5.4.
A.5.1 Generalities
This subsection contains the building blocks of the proof, summarized in two propositions, and
the proof of Thm. 2.1 based on these key results. The proofs of the propositions are postponed to
subsequent subsections.
The slow time scale used for an ODE approximation of {θn} is defined by
tn =
n∑
i=1
αi =
n∑
i=1
1
i
, n ≥ 1 , t0 = 0 (55)
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and its approximate inverse
[t] := max{j : tj ≤ t} (56)
Define the continuous time process {w¯t : t ≥ 0} with w¯tn = θn, and extended to R+ via linear
interpolation. Define the associated continuous time process {c¯t := f(w¯t) : t ≥ 0}. We also define
the piecewise constant processes {A¯t, G¯t : t ≥ 0} with A¯t = Ân+1, G¯t = Gn+1 for t ∈ [tn, tn+1). Both
bθ := supn ‖θn‖ = supt ‖w¯t‖ and bc := supt ‖c¯t‖ are finite a.s. by assumption.
Denote by O(1) = e(T0, t) a function of two variables, satisfying for each T > 0,
lim
T0→∞
sup
0≤t≤T
‖e(T0, t)‖ = 0
Proposition A.11. Under Assumptions (A1)-(A2) and (54), {w¯t} and {c¯t} are Lipschitz continuous
with respect to t, and the following approximations hold:
(i) lim
T0→∞
∫ T0+T
T0
‖A¯t ddt w¯t − ddt c¯t‖∞ dt = 0.
(ii) c¯T0+t = c¯T0 +
∫ T0+t
T0
A¯τ G¯τ c¯τ dτ + O(1) , T0 →∞
(iii) ‖c¯T0+t‖2 = ‖c¯T0‖2 + 2
∫ T0+t
T0
c¯ᵀτ A¯τ G¯τ c¯τ dτ + O(1) , T0 →∞. uunionsq
For a fixed but arbitrary time-horizon T > 0, define a family of functions {ΓT0 : T0 ≥ 0}, where
Γ
T0 : [0, T ]→ Rm for each T0 ≥ 0 and an integer m. It consists of four components: for t ∈ [0, T ],
Γ
T0
1 (t) = w¯T0+t , Γ
T0
2 (t) = c¯T0+t , Γ
T0
3 (t) = A¯T0+t , ΓT04 (t) = −A¯T0+tG¯T0+t
{ΓT01 : T0 ≥ 0} and {ΓT02 : T0 ≥ 0} are uniformly Lipschitz continuous and bounded. More specifically,
each of ΓT01 and Γ
T0
2 is a function of two variables: Γ
T0
1 (ω, t),Γ
T0
2 (ω, t) with ω ∈ Ω and t ∈ R+. The
property that ΓT01 and Γ
T0
2 are Lipschitz continuous and bounded holds with probability one. Denote
their sub-sequential limits by
Γ1(t) = wt , Γ2(t) = ct
where the convergence is uniform over [0, T ].
Limits of the remaining components of Γ are defined with respect to the weak topology in
L2([0, T ];Rd×d). Because {ΓT03 : T0 ≥ 0} and {ΓT04 : T0 ≥ 0} are uniformly bounded, they are weakly
relatively sequentially compact in L2([0, T ];Rd×d) [18, Theorem 1.1.2]. Their weak sub-sequential
limits Γ3 and Γ4 are denoted by {At,Ht : 0 ≤ t ≤ T}. That is, there exists Tk →∞ such that
Γ
Tk
3 → A weakly in L2([0, T ];Rd×d) , ΓTk4 → H weakly in L2([0, T ];Rd×d) , k →∞
Based on Prop. A.11, and a separate analysis of the fast time scale recursion for {Ân} we obtain
the following properties for any sub-sequential limit Γ of {ΓT0 : T0 ≥ 0}:
Proposition A.12. Under Assumptions (A1)-(A2) and (54), for each t ∈ [0, T ],
(i) ct := Γ2(t) = f(wt).
(ii) At := Γ3(t) ∈ A(wt).
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(iii) Ht := Γ4(t) ∈ Rd×d is positive semi-definite.
(iv) There exists a constant bV > 0 such that, for a.e. t ∈ [0, T ],
d
dtct = −Htct (57a)
d
dtV (wt) ≤ −U(wt) (57b)
with V (wt) = 12‖f(wt)‖2 and U(wt) = bV ‖Aᵀt ct‖2. uunionsq
An alert reader will notice that we have not obtained the desired ODE limit, since (57a) may
differ from the ODE solution given in Lemma A.6 (i). In particular, we do not know if At coincides
with A(wt) (where A(θ) is defined in (20) using a particular Qθ-greedy policy), and we do not know
if Ht coincides with
A(wt)[εI +A(wt)
ᵀA(wt)]
−1A(wt)ᵀ
We preserve the essential drift condition (57b), which leads to a simple proof of the main result:
Proof of Thm. 2.1. Prop. A.12 (i) and (ii) justify the assertion that U(wt) := bV ‖Aᵀt ct‖2 is in fact a
function of wt. Under (A2) we see that Assumption (i) of Lemma A.10 holds, and (57b) implies
Assumption (ii) of the lemma.
For given η > 0, we may choose T ≥ V (w0)B(η), so that V (wT ) ≤ η for any sub-sequential limit.
It then follows that lim supn→∞ V (θn) ≤ η. Since η > 0 is arbitrary, it follows that V (wT ) ≡ 0; that
is, limt→∞ f(θn) = 0 as claimed. uunionsq
A.5.2 Analysis of {Ân} over the fast time scale
The goal in this subsection is to show that Ân is close to the set A(θn) with n sufficiently large. An
explicit representation of A(θ) is given in the following: denote, for any θ ∈ Rd and any (possibly
randomized) policy φ, the random d× d matrix:
An+1(θ, φ) =
[
γ∂θQ
θ(Xn+1, φ(Xn+1))− ∂θQθ(Xn, Un)
]
ζ(θ,Xn, Un)
If φ is Qθ-greedy, meaning
Qθ(x, φ(x)) = Qθ(x) , x ∈ X ,
then a generalized subgradient of the function f in (19b) is given by
An+1(θ, φ) +D(θ,Φn+1)∂θζ(θ,Xn, Un)
Lemma A.13. If (A1)-(A2) hold, and if ζ is non-negative, then the set A(θ) defined in (26) admits
the representation,
A(θ) = {E$[An+1(θ, φ˜θn+1) +D(θ,Φn+1)∂θζ(θ,Xn, Un)] : φ˜θn+1 is Qθ-greedy}
where φ˜θn+1 ranges over all Q
θ-greedy randomized policies. uunionsq
A key implication of the non-negativity assumption (54) is the following:
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Lemma A.14. Under Assumptions (A1)-(A2) and (54), there exists bT < ∞ such that, for all
n ≥ 1 and all vectors v ∈ Rd, ‖v‖ ≤ 1,
f(θn + v,Φn+1) ≥ f(θn,Φn+1) +An+1v − bT ‖v‖21 (58)
where the inequality is component-wise, An+1 is defined in (21a), and 1 denotes the vector of all
ones. In particular, when Qθ = ψᵀθ, we have bT = 0:
f(θn + v,Φn+1) ≥ f(θn,Φn+1) +An+1v (59)
Proof. The proof is based on the Taylor series expansion. With z:=(x′, x, u′, u), define g : Rd×Z×U→
R by
g(θ, z, u◦) := r(x, u) + γQθ(x′, u◦)−Qθ(x, u) (60)
By (A2), g admits the Taylor series expansion at each ‖θ‖ ≤ bθ:
g(θ + v, z, u◦) = g(θ, z, u◦) + ∂θg(θ, z, u◦)v +O(‖v‖2)
Recall that D(θ, z) := g(θ, z, φθ(x′)) = maxu◦ g(θ, z, u◦) and the state-input space is finite,
D(θn + v,Φn+1) = max
u◦
g(θn + v,Φn+1, u
◦)
= max
u◦
g(θn,Φn+1, u
◦) + ∂θg(θn,Φn+1, u◦)v +O(‖v‖2)
≥ D(θn,Φn+1) + ∂θg(θn,Φn+1, φθn(Xn+1))v +O(‖v‖2)
(61)
Denote ζn(θ) := ζ(θ,Xn, Un). Another Taylor series expansion of ζ at θn gives
ζn(θn + v) = ζn(θn) + ∂θζn(θn)v +O(‖v‖2) (62)
We next recall that f(θn,Φn+1) = ζn(θn)D(θn,Φn+1),
f(θn + v,Φn+1)− f(θn,Φn+1) =ζn(θn)
{D(θn + v,Φn+1)−D(θn,Φn+1)}
+
{
ζn(θn + v)− ζn(θn)
}D(θn,Φn+1)
+
{
ζn(θn + v)− ζn(θn)
}{D(θn + v,Φn+1)−D(θn,Φn+1)}
By (61) and the non-negativity assumption (54),
ζn(θn)
{D(θn + v,Φn+1)−D(θn,Φn+1)} ≥ ζn(θn)∂θg(θn,Φn+1, φθn(Xn+1))v +O(‖v‖2)
Similarly, from (62),{
ζn(θn + v)− ζn(θn)
}D(θn,Φn+1) ={∂θζn(θn)v +O(‖v‖2)}D(θn,Φn+1)
≥D(θn,Φn+1)∂θζn(θn)v +O(‖v‖2)
By (A2) once more, both ζ and D are Lipschitz continuous in θ,∥∥ζn(θn + v)− ζn(θn)∥∥∣∣D(θn + v,Φn+1)−D(θn,Φn+1)∣∣ = O(‖v‖2)
Consequently,
f(θn + v,Φn+1)−f(θn,Φn+1)
≥ {ζn(θn)∂θg(θn,Φn+1, φθn(Xn+1)) +D(θn,Φn+1)∂θζn(θn)}v +O(‖v‖2)
The proof is completed by realizing that An+1 defined in (21a) can be expressed
An+1 = ζn(θn)∂θg(θn,Φn+1, φ
θn(Xn+1)) +D(θn,Φn+1)∂θζn(θn)
uunionsq
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Define the fast time scale, over which the matrix gain sequence {Ân} is updated,
tn =
n∑
i=1
βi =
n∑
i=1
1
iρ
, n ≥ 1 , t0 = 0 , ρ ∈ (0.5, 1) (63)
Define the time process {A¯t : t ≥ 0} with A¯tn = Ân for those values tn, with the definition extended
to R+ via linear interpolation. Note that this definition of {A¯t : t ≥ 0} is used only in this
subsection to analyze {Ân}. For each n ≥ 1, define the associated time block: [tm(n), tn) where
m(n) = min{j : tj + ln(n) ≥ tn}. Some properties of this fast time scale setting are collected in the
following:
Lemma A.15. The follow hold:
(i) ln(n)− 1 < tn − tm(n) ≤ ln(n).
(ii) There exists Ns ≥ 1 such that for n ≥ Ns, m(n) + 1 ≥ ρ1/(1−ρ)(n+ 1).
(iii) limn→∞maxm(n)≤k≤n ‖θk − θn‖ = 0.
Proof. (i) follows directly from the definition.
By (63),
tn − tm(n) =
n∑
i=m(n)+1
1
iρ
≥
∫ n+1
m(n)+1
1
τρ
dτ
= (1− ρ)−1[(n+ 1)1−ρ − (m(n) + 1)1−ρ]
(64)
Since ln(n) ≥ tn − tm(n), we have
(1− ρ) ln(n) ≥ (n+ 1)1−ρ − (m(n) + 1)1−ρ
There exits Ns ≥ 1 such that (n+ 1)1−ρ ≥ ln(n) for n ≥ Ns. Hence,
(1− ρ)(n+ 1)1−ρ ≥ (n+ 1)1−ρ − (m(n) + 1)1−ρ , n ≥ Ns
which proves (ii).
By (64),
(1− ρ)−1[(n+ 1)1−ρ − (k + 1)1−ρ] ≤ (1− ρ)−1[(n+ 1)1−ρ − (m(n) + 1)1−ρ]
≤ ln(n)
Multiplying each side of above inequality by (1− ρ)(k + 1)ρ−1 gives(n+ 1
k + 1
)1−ρ − 1 ≤ (1− ρ)(k + 1)ρ−1 ln(n) ≤ (1− ρ)(m(n) + 1)ρ−1 ln(n)
By the inequality ln(1 + x) ≤ x for x > −1,
(1− ρ) ln
(n+ 1
k + 1
)
≤ ln(1 + (1− ρ)(m(n) + 1)ρ−1 ln(n)) ≤ (1− ρ)(m(n) + 1)ρ−1 ln(n)
Given m(n) + 1 ≥ ρ1/(1−ρ)(n+ 1) in (ii),
ln
(n+ 1
k + 1
)
≤ ρ−1 ln(n)(n+ 1)ρ−1 (65)
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The parameter vector θn updated by (21d) can be expressed
θn = θk +
n∑
i=k+1
αiGif(θi−1,Φi) , m(n) ≤ k < n
We can find a constant bf < ∞ such that supn ‖Gn+1f(θn,Φn+1)‖ ≤ bf for almost every ω ∈ Ω.
With αi ≡ 1/i,
‖θn − θk‖ ≤ bf
n∑
i=k+1
αi ≤ bf
∫ n
k
1
τ
dτ ≤ bf ln
(n
k
)
By (65), for n ≥ Ns.
‖θn − θk‖ ≤ bf
∣∣ln(n
k
)
− ln
(n+ 1
k + 1
)∣∣+ bfρ−1 ln(n)(n+ 1)ρ−1
≤ bf
∣∣ln(1− 1
n+ 1
) + ln(1 +
1
k
)
∣∣+ bfρ−1 ln(n)(n+ 1)ρ−1
≤ bf 1
k
+ bfρ
−1 ln(n)(n+ 1)ρ−1
≤ bf 1
ρ1/(1−ρ)(n+ 1)− 1 + bfρ
−1 ln(n)(n+ 1)ρ−1
(66)
where the last inequality holds given k ≥ m(n) ≥ ρ1/(1−ρ)(n+ 1)− 1. Therefore, maxm(n)≤k≤n ‖θk −
θn‖ → 0 as n→∞. uunionsq
Proposition A.16. Under Assumptions (A1)-(A2) and (54), the following hold for all v ∈ Rd, ‖v‖ ≤
1, and all k ∈ Z between m(n) and n:
(i)
n∑
i=k+1
βi[f(θi−1 + v,Φi)− f(θi−1,Φi) + bT ‖v‖21] ≥ Ânv − Âkv +
n∑
i=k+1
βiÂi−1v (67)
(ii) For any t ∈ [tm(n), tn),
A¯tnv − A¯tv +
∫ tn
t
A¯τv dτ ≤ (tn − t)[f(θn + v)− f(θn) + bT ‖v‖21] + o(1) , n→∞ (68)
where o(1)→ 0 as n→∞, uniformly in v.
Proof. By (58), for each n ≥ 1,
f(θn + v,Φn+1) ≥ f(θn,Φn+1) +An+1v − bT ‖v‖21 , v ∈ Rd
Consequently,
n∑
i=k+1
βi[f(θi−1 + v,Φi)− f(θi−1,Φi) + bT ‖v‖21] ≥
n∑
i=k+1
βiAiv , m(n) ≤ k ≤ n
The gain matrix Ân updated by (21b) can be expressed
Ân = Âk +
n∑
i=k+1
βiAi −
n∑
i=k+1
βiÂi−1 , m(n) ≤ k ≤ n
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Therefore,
∑n
i=k+1 βiAiv = Ânv − Âkv +
∑n
i=k+1 βiÂi−1v. This proves (i).
Now consider the sum
∑n
i=k+1 βif(θi−1 + v,Φi) with m(n) ≤ k ≤ n. We first rewrite it in the
suggestive form
n∑
i=k+1
βif(θi−1 + v,Φi) =
n∑
i=k+1
βi[f(θi−1 + v,Φi)− f(θn + v,Φi)] +
n∑
i=k+1
βif(θn + v,Φi)
By the Lipschitz continuity of f in θ and Lemma A.15 (iii), the first sum on the right hand side
goes to 0 uniformly in k as n→∞. The second sum can be expressed
n∑
i=k+1
βif(θn + v,Φi) = (tn − tk)f(θn + v) +
n∑
i=k+1
βi[f(θn + v,Φi)− f(θn + v)]
Each term in the sum on the right side has zero-mean under the stationary pmf of (X,U). It goes
to zero a.s. for m(n) ≤ k ≤ n as n→∞ [5, Part II, Section 1.4.6, Proposition 7]. We then obtain
max
m(n)≤k≤n
∥∥(tn − tk)f(θn + v)− n∑
i=k+1
βif(θi−1 + v,Φi)
∥∥ = o(1) , n→∞ (69)
Since the process {A¯t : t ≥ 0} is linearly interpolated between discrete values,∫ tn
tk
A¯τv dτ = 12
n∑
i=k+1
βi[Âi + Âi−1]v =
n∑
i=k+1
βiÂi−1v + 12
n∑
i=k+1
βi[Âi − Âi−1]v
where the second sum on the right hand side can be rewritten as
n∑
i=k+1
βi[Âi − Âi−1]v = −βk+1Âkv + βnÂn+1v +
n−1∑
i=k+1
[βi − βi+1]Âiv
which goes to zero as n→∞ given supn ‖Ân‖ <∞ and βi − βi+1 ≈ ρi−1βi. Therefore,
max
m(n)≤k≤n
∥∥ n∑
i=k+1
βiÂi−1v −
∫ tn
tk
A¯τv dτ
∥∥ = o(1) , n→∞ (70)
Combining (i) with (69) and (70) gives, for t ∈ {tk : m(n) ≤ k ≤ n},
A¯tnv − A¯tv +
∫ tn
t
A¯τv dτ ≤ (tn − t)[f(θn + v)− f(θn) + bT ‖v‖21] + o(1) (71)
For any t ∈ [tm(n), tn), denote k = max{j : tj ≤ t}. Letting δ = (t− tk)/(tk+1 − tk), we have
A¯tv = (1− δ)A¯tkv + δA¯tk+1v
Then,
(1− δ){A¯tnv − A¯tkv + ∫ tn
tk
A¯τv dτ
} ≤ (1− δ)(tn − tk)[f(θn + v)− f(θn) + bT ‖v‖21] + o(1)
δ
{A¯tnv − A¯tk+1v + ∫ tn
tk+1
A¯τv dτ
} ≤ δ(tn − tk+1)[f(θn + v)− f(θn) + bT ‖v‖21] + o(1)
28
Combining above two inequalities gives
A¯tnv − A¯tv +
∫ tn
t
A¯τv dτ ≤ (tn − t)[f(θn + v)− f(θn) + bT ‖v‖21] + o(1)
uunionsq
Recall the constant bT > 0 introduced in Lemma A.14. For fixed matrix Â ∈ Rd×d and vector
θ ∈ Rd, define the function distN : Rd×d × Rd → R by
distN (Â, θ) = sup
‖v‖≤1
{
max
i
[
Âv − (f(θ + v)− f(θ))]
i
− bT ‖v‖2
}
(72)
This measures how well Âv approximates the directional derivative f ′(θ; v) for v in the unit ball.
It is non-negative since v = 0 is feasible in the supremum in (72). It is also continuous in both
arguments:
Proposition A.17. Under Assumptions (A1)-(A2) and (54), the function distN defined in (72)
satisfies:
(i) For fixed Â and θ, the supremum in (72) is achieved.
(ii) distN (Â, θ) is non-negative and Lipschitz continuous in both Â and θ.
(iii) If distN (Â, θ) = 0, then the following hold: Â ∈ A(θ), and
If f ′(θ; v) = −f ′(θ;−v) for some ‖v‖ ≤ 1, then Âv = f ′(θ; v).
Proof. With fixed Â and θ, maxi[Âv − (f(θ + v)− f(θ))]i is Lipschitz continuous with respect to v
by Lemma A.8 (i). Since the set {v : ‖v‖ ≤ 1} is compact, the supremum is achieved.
For (ii), consider Â 6= Â′, while θ is fixed. Let v∗, i∗ maximize [Âv− (f(θ+ v)− f(θ))]i− bT ‖v‖2.
We have
distN (Â, θ)− distN (Â′, θ) ≤ [Âv∗ − (f(θ + v∗)− f(θ))]i∗ − [Â′v∗ − (f(θ + v∗)− f(θ))]i∗
≤ ‖Â− Â′‖1‖v∗‖1
Therefore, distN (Â, θ) is Lipschitz continuous in Â. The same argument implies the Lipschitz
continuity of distN (Â, θ) in θ.
For (iii), the first claim follows from the definition of A(θ) in (26). By the definition of directional
derivative,
f
′
(θ; v) = f(θ + v)− f(θ) + o(‖v‖) (73)
where o(s)/s→ 0 as s ↓ 0. Given distN (Â, θ) = 0, we have for each v ∈ Rd,
Âv ≤ f(θ + v)− f(θ) + bT ‖v‖21 = f ′(θ; v) + o(‖v‖)
−Âv ≤ f(θ − v)− f(θ) + bT ‖v‖21 = f(θ;−v) + o(‖v‖)
Using f ′(θ;−v) = −f ′(θ; v) gives
f
′
(θ; v)− o(‖v‖) ≤ Âv ≤ f ′(θ; v) + o(‖v‖)
With f ′(θ; sv)/s = f ′(θ; v) for s > 0, replace v by sv in the above inequality and divide:
f
′
(θ; v)− o(s‖v‖)
s
≤ Âv ≤ f ′(θ; v) + o(s‖v‖)
s
Letting s ↓ 0 gives Âv = f(θ; v). uunionsq
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Proposition A.18. Under Assumptions (A1)-(A2) and (54),
(i) The component-wise inequality holds:
Ânv ≤ f(θn + v)− f(θn) + bT ‖v‖21 + o(1) , n→∞ (74)
where o(1)→ 0 as n→∞ uniformly in ‖v‖ ≤ 1.
(ii) lim
n→∞ distN (Ân, θn) = 0 a.s..
(iii) Let {θnk} be a subsequence of {θn} that converges to some θ◦ ∈ Rd a.s.. Then,
lim
k→∞
dist(Ânk ,A(θ◦)) = 0 , a.s. (75)
where dist(Ânk ,A(θ◦)) denotes the Euclidean distance between Ânk and the set A(θ◦).
Proof. For fixed n and v ∈ Rd, let U : [tm(n), tn] → Rd denote the solution of the following linear
integral equation
Ut = Utm(n) −
∫ t
tm(n)
Uτ dτ + (t− tm(n))[f(θn + v)− f(θn) + bT ‖v‖2] , Utm(n) = A¯tm(n)v (76)
With n fixed, δn , maxi
∣∣[o(1)]i∣∣ in (68) can be viewed as a positive constant. We claim that
A¯tnv ≤ Utn +1δn. Suppose the claim is not true. Then [A¯tnv]i > [Utn ]i+δn for some index i between
1 and d. Because A¯tv and Ut are both continuous functions over [tm(n), tn] and A¯tm(n)v = Utm(n) ,
there exists t ∈ [tm(n), tn) such that [A¯t v]i = [Ut]i and [A¯τv]i > [Uτ ]i for τ ∈ (t, tn). Consequently,
combing (68) and (76) gives
δn < [A¯tnv − Utn ]i ≤ [A¯t v − Ut]i −
∫ tn
t
[A¯τv − Uτ ]i dτ + δn < δn
which is a contradiction. Therefore, A¯tnv ≤ Utn + 1δn.
The integral equation (76) has the solution,
Ut = exp(tm(n) − t)Utm(n) + (1− exp(tm(n) − t))[f(θn + v)− f(θn) + bT ‖v‖2] , t ∈ [tm(n), tn]
Consequently,
Ânv ≤f(θn + v)− f(θn) + bT ‖v‖21 + δn1
+ exp(tm(n) − tn)
[Utm(n) − (f(θn + v)− f(θn) + bT ‖v‖2)]
By Lemma A.15 (i), we have tm(n) − tn < − ln(n) + 1 and hence exp(tm(n) − tn) < e/n. Therefore,∥∥exp(tm(n) − tn)[Utm(n) − [f(θn + v)− f(θn) + bT ‖v‖21]∥∥ ≤ en [bA + bL + bT ]‖v‖
≤ e
n
[bA + bL + bT ]
which goes to zero as n→∞. This proves (i), and (ii) follows by the definition of distN .
We prove (iii) by contradiction: Suppose (75) does not hold. Then there exists a constant δ > 0
and a subsequence {Ânk} such that dist(Ânk ,A(θ◦)) ≥ δ for each k. Without loss of generality,
the subsequence is convergent, with limit Â◦ satisfying dist(Â◦,A(θ◦)) ≥ δ. However, combining
statement (i) and Prop. A.17 (iii) gives
dist(Â◦,A(θ◦)) = 0
which is a contradiction. uunionsq
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A.5.3 Proofs of Prop. A.11 and Prop. A.12
In this subsection, the time processes involved all refer to those defined in Section A.5.1 with respect
to the slow time scale (55).
Proof of Prop. A.11. The Lipschitz continuity of {w¯t} and {c¯t} follows directly from boundedness
of {θn}.
At a point of differentiability, let vt = ddt w¯t = Gtf(θ[t],Φ[t]+1) and recall that supt ‖vt‖ ≤ bf .
Whenever exists, the derivative of c¯t may be represented as the directional derivative of f(w¯t) along
direction vt:
d
dt c¯t = lims→0
f(w¯t+s)− f(w¯t)
s
= lim
s↓0
f(w¯t+s)− f(w¯t)
s
= f
′
(w¯t; vt)
= lim
s↑0
f(w¯t+s)− f(w¯t)
s
= −f ′(w¯t;−vt)
(77)
Prop. A.17 (ii) combined with Prop. A.18 (ii) gives
lim
t→∞ distN (A¯t, w¯t) ≤ 0 , a.s. (78)
Let ηt := max(1/t, distN (A¯t, w¯t)), satisfying ηt > 0 and ηt → 0 as t→∞. There exists T• <∞ a.s.
such for t ≥ T•,
A¯tvt − f ′(w¯; vt) = 1√
ηt
[A¯t√ηtvt − f ′(w¯t;√ηtvt)]
=
1√
ηt
[A¯t√ηtvt − [f(w¯t +√ηtvt)− f(w¯t)]]+ o(‖vt‖)
≤ (1 + bT bf )√ηt1 + o(‖vt‖)
(79)
where the second equality follows from (77) and the last inequality holds given distN (A¯t, w¯t) ≤ ηt
and ‖vt‖ is uniformly bounded by bf .
At points of differentiability, we apply f ′(w¯t; vt) = −f ′(w¯t;−vt) from (77):
−A¯tvt + f ′(w¯; vt) ≤ (1 + bT bf )√ηt1 + o(‖vt‖)
Consequently,
‖A¯t ddt w¯t − ddt c¯t‖∞ ≤ (1 + bT bf )
√
ηt + o(‖vt‖)
where ‖ · ‖∞ denotes the infinity norm. The right hand side of above inequality is bounded and
converges to zero as t→∞. Since the derivatives of w¯t and c¯t exist a.e., we have for each T > 0,∫ T0+T
T0
‖A¯t ddt w¯t − ddt c¯t‖∞ dt ≤
∫ T0+T
T0
(1 + bT bf )
√
ηt + o(‖vt‖) dt
The desired result follows from Dominated Convergence Theorem.
Part (ii) is obtained from (i):
c¯T0+t = c¯T0 +
∫ T0+t
T0
d
dτ
c¯τ dτ
= c¯T0 +
∫ T0+t
T0
A¯τ G¯τf(θ[τ ],Φ[τ ]+1) dτ + O(1) , T0 →∞
= c¯T0 +
∫ T0+t
T0
A¯τ G¯τf(w¯τ ) dτ + O(1) , T0 →∞
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where the last equality follows from standard ODE arguments for stochastic approximation [5].
For (iii), ‖c¯t‖2 is Lipschitz continuous in t given boundedness of {θn}. Hence by the same
argument in (ii),
‖c¯T0+t‖2 = ‖c¯T0‖2 + 2
∫ T0+t
T0
c¯ᵀτ
d
dτ
c¯τ dτ
= ‖c¯T0‖2 + 2
∫ T0+t
T0
c¯ᵀτ A¯τ G¯τ c¯τ dτ + O(1) , T0 →∞
uunionsq
Proof of Prop. A.12. (i) follows from the Lipschitz continuity of f .
Let {Tk} be a sequence such that ΓTk → Γ for each of the four components: ΓTki , 1 ≤ i ≤ 4.
Since ΓTk3 → A weakly in L2([0, T ];Rd×d) as k →∞, by the Banach-Saks theorem, there exists a
subsequence {Tnk} such that
1
N
N∑
k=1
Γ
Tnk
3 (t)→ At , a.e. t ∈ [0, T ] , N →∞
Without loss of generality, we can modifying At on a Lebesgue-null set such that the convergence
above is pointwise. We also have ΓTnk1 (t)→ wt as k →∞ for each t ∈ [0, T ]. By Prop. A.18 (ii),
lim
k→∞
dist(ΓTnk3 (t),A(wt)) = 0 , t ∈ [0, T ]
It follows from definition (26) that the set A(θ) is convex for each θ. Then,
lim
N→∞
dist(
1
N
N∑
k=1
Γ
Tnk
3 (t),A(wt)) = 0 , t ∈ [0, T ]
Therefore, At ∈ A(wt) for each t ∈ [0, T ]. This proves (ii).
Given that ΓT04 is positive semi-definite pointwise and uniformly bounded, the same arguments
establish (iii).
Since ΓTk2 → c uniformly over [0, T ] and ΓTk4 → H weakly, Γ
Tk
4 Γ
Tk
2 converges to Hc : [0, T ]→ Rd
weakly. The ODE (57a) follows from Prop. A.11 (ii). For (57b), since bλ := supn λmax(Â
ᵀ
nÂn) is
finite,
−[εI + ÂᵀnÂn]−1 ≤ −
1
ε+ bλ
I , n ≥ 1
Combining this inequality with Prop. A.11 (iii) implies
‖c¯T0+t‖2 ≤ ‖c¯T0‖2 −
2
ε+ bλ
∫ T0+t
T0
‖A¯ᵀτ c¯τ‖2 dτ + O(1) , T0 → 0 (80)
We can show that {(ΓTk3 )ᵀΓTk2 } converges weakly to Aᵀc in L2([0, T ];Rd) by the sames arguments
that we used to establish ΓTk4 Γ
Tk
2 → Hc weakly. Applying [18, Theorem 2.2.1], we obtain for each
t ∈ [0, T ], ∫ t
0
‖Aᵀτ cτ‖2dτ ≤ lim inf
k→∞
∫ t
0
‖[ΓTk3 (τ)]ᵀΓTk2 (τ)‖2 dτ
Consequently,
‖ct‖2 ≤ ‖c0‖2 − 2
ε+ bλ
∫ t
0
‖Aᵀτ cτ‖2dτ
uunionsq
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A.5.4 General eligibility vector ζ
We finally come to the general model in which (54) is relaxed. For the sake of analysis, the
two functions D, ζ in (19b) are assumed to be parameterized by separate parameters θ, ξ ∈ Rd:
D(θ, z), ζ(ξ, x, u). This is only for clarifying calculations – in the end we do impose θ = ξ. Decompose
the function ζ : Rd × X × U → Rd into its positive and negative components: ζ = ζ+ − ζ−, with
ζ+ = max(ζ, 0) and ζ− = max(−ζ, 0). Define functions f+, f− : Rd × Rd × Z→ Rd by
f+(ξ, θ, z) = ζ+(ξ, x, u)D(θ, z) , f−(ξ, θ, z) = ζ−(ξ, x, u)D(θ, z)
Next define functions f+, f− : Rd × Rd → Rd by
f
+
(ξ, θ) = E$[f
+(ξ, θ,Φn+1)] , f
−
(ξ, θ) = E$[f
−(ξ, θ,Φn+1)]
Let A+(θ),A−(θ) denote the sets of generalized subgradients of f+, f− with respect to θ based on
(26). Explicit representations of A+(θ) and A−(θ) can be obtained as in Lemma A.13. With general
eligibility vector ζ, let A(θ) denote the set
A(θ) := {A+ −A− + E$[D(θ,Φn+1)∂ξζn(θ)] : A+ ∈ A+(θ) , A− ∈ A−(θ)} (81)
At each θ ∈ Rd, denote
f
+
(θ; v) := lim
s↓0
f
+
(θ, θ + sv)− f+(θ, θ)
s
with f−(θ; v) is defined similarly. Then the directional derivative f ′(θ; v) can be expressed
f
′
(θ; v) = lim
s↓0
f(θ + sv)− f(θ)
s
= f
+
(θ; v)− f−(θ; v) + E$[D(θ,Φn+1)∂ξζn]v , θ, v ∈ Rd (82)
Decompose An+1 in (21a) as An+1 = A+n+1 −A−n+1 +Aζn+1:
A+n+1 = ζ
+
n [γ∂θQ
θ(Xn+1, φ
θn(Xn+1))− ∂θQθ(Xn, Un)]
A−n+1 = ζ
−
n [γ∂θQ
θ(Xn+1, φ
θn(Xn+1))− ∂θQθ(Xn, Un)]
Aζn+1 = D(θn,Φn+1)∂ξζn
Accordingly, the matrix gain is decomposed: Ân+1 = Â+n+1 − Â−n+1 + Âζn+1, and each component
can be expressed in the recursive form:
Â+n+1 = Â
+
n + βn+1[A
+
n+1 − Â+n ]
Â−n+1 = Â
−
n + βn+1[A
−
n+1 − Â−n ]
Âζn+1 = Â
ζ
n + βn+1[A
ζ
n+1 − Âζn]
Analysis of {Â+n , Â−n , Âζn} over the fast time scale: Consider the fast time scale defined by
(63). The conclusions in Section A.5.2 hold for each of {Â+n } and {Â−n }. While {Âζn} can be treated
using standard SA arguments since Aζn+1 is Lipschitz continuous with respect to θn under (A2). We
obtain an extension of Prop. A.18:
Proposition A.19. The following hold:
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(i) As n→∞,
Â+n v ≤ f+(θn, θn + v)− f+(θn, θn) + bT ‖v‖21 + o(1)
Â−n v ≤ f−(θn, θn + v)− f−(θn, θn) + bT ‖v‖21 + o(1)
where o(1)→ 0 as n→∞, uniformly in ‖v‖ ≤ 1.
(ii) Let {θnk} be a subsequence of {θn} that converges to some θ◦ ∈ Rd a.s.. Then,
lim
k→∞
dist(Â+nk ,A+(θ◦)) = 0 , limk→∞ dist(Â
−
nk
,A−(θ◦)) = 0 , a.s.
(iii) Âζn = E$[D(θn,Φn+1)∂ξζn] + O(1).
Analysis of {θn} over the slow time scale: Going back to the slow time scale defined by (55),
define the continuous time processes {w¯t, c¯t : t ≥ 0} as before. Define similarly the piecewise constant
time processes {A¯t, G¯t : t ≥ 0} as well as the three components {A¯+t , A¯−t , A¯ζt : t ≥ 0}.
Proposition A.20. The conclusions of Prop. A.11 and Prop. A.12 hold for general eligibility vectors,
subject to the modified definition of A(θ) in (81).
Proof. For the three claims of Prop. A.11, it suffices to prove that Prop. A.11 (i) holds with the new
definition (81) of A(θ). The rest of the claims then follow from (i).
At a point t where both w¯t and c¯t are differentiable, denote vt = ddt w¯t. Consider
lim
s→0
f
+
(w¯t, w¯t+s)− f+(w¯t, w¯t)
s
= lim
s→0
∑
x,u
$(x, u)ζ+(w¯t, x, u)
ςw¯t+s(x, u)− ςw¯t(x, u)
s
By Lemma A.8, ςw¯t(x, u) is differentiable for each state-action pair and a.e. t, and hence
f
+
(w¯t; vt) = −f+(w¯t;−vt) , for a.e. t ∈ R+
The same arguments imply f−(w¯t; vt) = −f−(w¯t;−vt) for a.e. t ∈ R+. Then, with Prop. A.19 (i),
the same arguments used to establish Prop. A.11 (i) yield those conclusions: For each T > 0,
lim
T0→∞
∫ T0+T
T0
‖A¯+t vt − f
+
(w¯t; vt)‖∞ dt = 0
lim
T0→∞
∫ T0+T
T0
‖A¯−t vt − f
−
(w¯t; vt)‖∞ dt = 0
It follows from (82) that
d
dt c¯t = f
+
(w¯t; vt)− f−(w¯t; vt) + E$[D(w¯t,Φn+1)∂ξζn]vt
Therefore,∫ T0+T
T0
‖A¯tvt − ddt c¯t‖∞ dt ≤
∫ T0+T
T0
‖A¯+t vt − f
+
(w¯t; vt)‖∞ + ‖A¯−t vt − f
−
(w¯t; vt)‖∞ dt
+
∫ T0+T
T0
‖A¯ζt vt − E$[D(w¯t,Φn+1)∂ξζn]vt‖∞ dt
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where the right hand side of the above inequality goes to 0 as T0 →∞.
For the conclusions of Prop. A.12, we only need to prove (ii) with the new A(θ). Let A+t ,A−t ,Aζt
denote the weak sub-sequential limits of {A¯+T0+t, A¯−T0+t, A¯
ζ
T0+t
: T0 ≥ 0 , 0 ≤ t ≤ T} respectively. By
Prop. A.19 (ii), the same arguments used for Prop. A.12 (ii) apply to each of A+t and A−t ,
A+t ∈ A+(wt) , A−t ∈ A−(wt) , t ∈ [0, T ]
We also have Aζt = E$[D(wt,Φn+1)∂ξζn] from Prop. A.19 (iii). Therefore, At = A+t −A−t +Aζt , and
At ∈ A(wt) for each t ∈ [0, T ]. uunionsq
Following the same arguments as in Section A.5.1, the ODE approximations and ODE limits
established in Prop. A.20 imply the following extension of Thm. 2.1:
Theorem A.21. The conclusions of Thm. 2.1 hold, subject to the modified definition of A(θ) in
(81).
A.6 Numerical experiments: implementation details
Complexity of Zap Q-learning For the Zap Q-learning algorithm (21), per-iteration complexity
comes from various sources:
(i) Computation of f(θn,Φn+1) involves a maximum to obtain Qθn in (19a).
(ii) The derivatives An+1 = ∂θf(θn,Φn+1) are easily computed for linear parameterization of Qθ,
but require back-propagation in a neural network function approximation architecture.
(iii) Computation of Gn+1f(θn,Φn+1) in (21c) and (21d) requires (i) multiplication of two d× d
matrices, and (ii) multiplying a matrix inverse and a vector. Each of these two steps has worst
case computational complexity O(d3).
As discussed in Section 3, the complexity in (iii) can be reduced by updating the gain only periodically,
while continuously updating estimates of A(θn).
The complexity bound O(Nd3/Nd +Nd2) given in Section 3 is based on gain updates performed
only at integer multiples of Nd. This bound is based on the accounting (i)—(iii) above: O(d2)
complexity per iteration in (21b), and O(d3) complexity for the matrix inverse (as well as the product
Âᵀn+1Ân+1 appearing in (21c)).
Meta-parameters in experiments We used ε = 10−6 in (21c) for Mountain car and Acrobot,
ε = 10−4 for Cartpole.
For the decreasing step-size rule, we used ρ = 0.85 and n0 = 100 in (22). For constant step-size
experiments, we used
αn ≡ α , βn ≡ β = 100α
The choice of α itself was problem specific: α = 0.002 for the network of size 6× 3 in the Mountain
car example; α = 0.005 for other experiments using constant step-size. The average reward R(φθn)
defined in (31) was estimated by running 100 independent simulations following the policy φθn . The
deterministic upper bound τ¯ was 200 for Mountain car and Acrobot, and τ¯ = 1000 for Cartpole.
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Q-network The input space U in each of the examples is a finite set of scalars. Recall that the
size of neural networks indicated in Figure 1 refers to the size of hidden layers, with the input to
the network (x, u) and the output Qθ(x, u); hence, in the Cartpole example with (x, u) ∈ R5, the
network size 30× 24× 16 corresponds to θ ∈ Rd, with d = 1341:
d = (5 + 1) ∗ 30 + (30 + 1) ∗ 24 + (24 + 1) ∗ 16 + (16 + 1) = 1341
where each + 1 accounts for a bias parameter.
Policy The theory developed in this paper assumes a randomized stationary policy for exploration.
In our experiments, we apply the parameter-dependent -greedy exploration: At iteration n,
Un =
{
φθn(Xn), with probability 1− 
rand, with probability 
We set  = 0.4 for the Mountain Car and Acrobot, and  = 0.2 for Cartpole.
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