Introduction
Kernel-based visual trackers (e.g., [4] ) spatially fit a kernel (usually in location and in scale) over the image plane such that an objective function of the aggregate of image features under the kernel support is optimized. The spatial structure of features usually changes over time, so that abstaining from reliance on such a structure helps to make the tracker more robust to these changes. In kernel-based tracking, no attempt is made to find the exact boundary of the target, and all the pixels in the region where the kernel is fitted affect very few kernel parameters (usually only center and scale). Furthermore, no explicit relation between the kernel and the target shape is required, except that the kernel support be roughly where the target is located.
Although kernel-based trackers are robust, they usually transform the kernel only by translation and isotropic scaling. Such a coarse object localization may be of little significance when the change of target's shape in the image is poorly approximated by these three parameters (consider a rotating stick or a partial occlusion of a significant portion of the target). More seriously, this coarse localization may render the target region such a small portion of the kernel support (or vice versa) that the target will be lost. In addition, a too coarse localization is a major obstacle to updating the target's appearance model, though this is generally desired.
This paper tackles the aforementioned problems by proposing a kernel-based tracker that tracks spatial affine transformations. Since affine localization is usually too refined to be identified well by color alone, a spatially aligned pair of kernels, one related to target and background colors and the other to the object boundary, are used in conjunction. The two corresponding spatially normalized kernels are rotationally symmetric, which reduces their affine fitting to 5 dimensions (instead of 6). As we demonstrate, the refinement of the target localization to affinities enables us to more safely update the reference color histograms of both the target and the background, which further enhances the tracker's robustness.
Previous work
An early kernel-based visual tracker is the CAMSHIFT [2] . It tracked human faces by assigning each pixel a positive weight reflecting the incidence of the pixel color in a reference color histogram of the face, and finding the location of an axis-aligned rectangular window (the kernel) in which the the total weight of the pixels in the window is maximal. The search for the window location was performed quickly via mean-shift iterations [7] . The window localization was repeated several times, each time after isotropically scaling the size of the window according to some function of the sum of the pixel weights inside it, until some heuristic criterion was met.
A kernel-based tracker of heads was proposed in [1] . In this work a uniform kernel of an elliptical support was used to exhaustively search (in a region of the state space centered at the predicted state) for the location and isotropic scale of the head by comparing the color histogram under the support of the candidate kernel with a reference color histogram. Since the ellipse approximated to the head's shape in the image quite well, the score could also take into account the gradients along the candidate ellipse, with each gradient projected into the normal to the ellipse at the corresponding pixel. The kernel used in this tracker, as well as in the two aforementioned trackers, was uniform. As will be explained in Section 3.1, kernels that decrease from their center, like the ones used in the subsequent references, are better suited for tracking.
A kernel-based tracker minimizing a Bhattacharyya coefficient-based distance between the reference color distribution of the target and the target's color distribution in the current frame was formulated in [4] . The search for the best kernel location was performed by the mean-shift procedure three times per frame: once with the kernel scale estimated in the previous frame, once with the scale enlarged, and once with the scale reduced. The scale that produced the smallest distance was chosen to be input to an IIR filter used to derive the new scale. Extensions that incorporate background information and Kalman prediction, as well as an application to face tracking, were also proposed. A method for choosing the correct scale for mean-shift tracking by adapting Lindeberg's theory of feature scale selection was proposed in [3] . An extension that updates the reference color histogram by Kalman filtering each histogram bin, followed by hypothesis testing, was suggested in [15] .
Kernel-based tracking that minimizes the Matusita distance between the feature distributions using a Newtonstyle method, as well as the extension to the use of multiple kernels, were developed in [8] . An extension to multiple kernel-tracking where the different trackers collaborate by utilizing the state constraints was proposed in [6] .
Instead of fix-point estimation of kernel transformation parameters, a PDF (probability distribution function) of the transformation parameters (location and isotropic scale) was tracked in [14] via CONDENSATION [10] .
Another related work is [5, 16] , where, rather than completely ignoring the spatial structure of the image features in the target, the spatial constraint is only relaxed. This is achieved by modeling the feature-spatial joint probability of a region by a multivariate kernel density estimation.
We would like to note that in addition to the target's location and scale, the kernel-based trackers in [12] and [2] tried to estimate the vertical and horizontal scale of the target, and the latter also the rotation. However, the estimation was performed after the target localization was completed using a few heuristics. The tracker in [12] was used also in [13] , where a mixture-of-Gaussians color model of the target was adapted over time. Finally, we observe that affine object tracking was also performed in [17] . However, in contrast to the work here, the appearance model used there consisted of spatial structure through the use of the spatialcolor representation of [5] , no boundary-related cues were used, the (implicitly used) kernel was uniform, and no attempt was made to update the target's appearance model. These have probably limited all the targets in the presented experiments to be rigid or nearly rigid and wholly visible.
Affine kernel fitting
Using the framework of kernel-based tracking, the tracker proposed here transforms, in each video frame I(x), a spatially aligned pair of (spatially) normalized kernels K color (x) and K edge (x), color-related and object boundaryrelated, respectively. (x = (x, y)
T denotes coordinates.) The transformation parametersp are estimated such that a certain scoring function is maximized:
where S color and S edge are the color-related and boundaryrelated score components, respectively; K color p (x) and K edge p (x) are the transformed kernels with transformation parameters p; and α is a parameter regulating the weight of the boundary-related score component.
In the proposed tracker, the spatial transformation applied on the normalized kernels is affine. In an affine transformation, the relation between a point x and its corresponding point x in the transformed coordinates may be written as [9] :
where
0 λ y is a scaling/reflection matrix, and t = (t x , t y ) T is a translation vector. Now, since the normalized kernels used here are, as usual, rotationally symmetric with respect to all rotations, the second rotation of the coordinate system (corresponding to the multiplication by R(φ) in (2)) and any reflection (corresponding to a negative λ x or λ y ) may be omitted by a proper adjustment of the translation vector t. Thus, the problem of estimating the 6 transformation parameters of the kernel pair is reduced to that of estimating the 5 parameters, p = (λ x , λ y , θ, t x , t y ), of the coordinate transformation
Following the above, we define the transformed version of K color (x) with transformation parameters p as
and similarly for K edge p (x). The kernel normalization term λ x λ y , which is the Jacobian determinant of T p , guarantees that the volume of the transformed kernel will be constant for all transformations. This normalization term is the generalization of the normalization constant C h in [4] to affinities. As will be evident in what follows, this normalization is required if the scoring function is to be unbiased with respect to scale.
It is easy to show that the level-sets of the normalized kernels, which are circular, are transformed into elliptical level-sets in the transformed kernels. In particular, when the transformation parameters of the transformed kernel are written as
the circular level-set of unit radius in the normalized kernel is transformed in the transformed kernel into an ellipse with axes of lengths l x and l y , centered at (o x , o y ) and rotated by θ about its center (l x -length axis parallel to the x-axis before the rotation).
Color-related score component
Denote the discrete color PDFs of the target and the background by p tar (c) and p bg (c) (c denotes color), respectively, and the color at pixel location x by I(x). When a pixel color is considered as being drawn either from the target's color PDF or from the background's, the probability that a pixel location x belongs to the target is higher than the probability it belongs to the background by
(assuming equal prior probabilities). This probability difference is used to assign each pixel location a weight
This weight is positive for pixels whose color is more prominent in the target's color PDF than in the background's, and the greater the difference in the color's prominence, the higher the weight. The discrete color PDFs of the target and the background are approximated using the previous video frame and the previously estimated transformation parameters of the kernel pair for that frame. The target's color PDF is approximated as a smoothed version of the histogram in the elliptical region corresponding to the positive part of the estimated transformed color-related kernel. The background's color PDF is approximated in the same manner, using the pixels in a region around the target. A detailed description of the two color PDF approximations is given in [11] . The color-related score component for transformation parameters p is set to
This score has the same form as the objective function derived in [4] (with different weights), where the normalization term C h in [4] corresponds to the kernel normalization term λ x λ y in (4). Note that without this kernel normalization, the color-related score component will grow constantly with the growth in scale. Since the target is not exactly elliptical and its peripheral pixels are often affected by occlusions or interference from the background [4] , the pixel weights (6) are expected to be smaller farther from the target center. As the authors of [4] did, we choose the Epanechnikov kernel (which is rotationally symmetric for all rotations and monotonically decreasing in the distance from its center). Then, in order to make the kernel more adaptive to increases in scale, we extend it symmetrically by negative weights. (Such an approach was also used in [3] .) Thus, the color-related normalized kernel we use is
Boundary-related score component
Object boundaries are usually associated with highmagnitude gradients, which are perpendicular to the orientation of the projected object edges. Therefore, denoting by I c (x) the c-th color component at pixel location x (e.g., c = 1, 2, 3 for RGB), we set the boundary-related score component for transformation parameters p to
ó ¬ ¬ ¬ ¬ (9) (the caret denotes here normalization to unit length), where the boundary-related normalized kernel is
(10) Note that the first summation may consist of only pixel locations where the transformed boundary-related kernel is strictly positive. The kernel is illustrated in Fig. 2 . This score component rewards for color gradients indicating the presence of edges that are in proximity to the boundary of the positive part of the transformed color-related kernel and of orientation similar to the boundary's. The higher the gradient size, the higher the score; the closer the implied edge to this boundary and the closer this edge direction to the direction of the boundary tangent, the higher the score. This score component may be viewed as a kernel-based extension of the gradient module used in [1] .
The gradient of the transformed boundary-related kernel, where the kernel is positive, is
where k is a scalar (depending on x and p), and therefore has no bearing on the calculation of the normalized gradient
The image gradients ∇I c (x) at pixel locations are estimated using a simple discrete approximation.
Score maximization
In order to estimate the transformation parameters of the kernel pair, the scoring function in (1) has to be maximized. After experimenting with several maximization methods, we chose a "coarse-to-fine" search as the best method for finding the global maximum of the scoring function. In this method the 5 parameters p ellipse = (l x , l y , θ, o x , o y ) of the elliptical level-set corresponding to the circular levelset of unit radius in the normalized kernels are sought by a "coarse-to-fine" search in the 5-dimensional space of ellipse parameters: center (o x , o y ), rotation θ, and lengths of horizontal and vertical (before rotation) axes l x and l y , respectively. The search starts from the estimated ellipse in the previous frame, but it may of course start from a different ellipse if object dynamics is incorporated. The kernel transformation parameters p corresponding to the ellipse parameters p ellipse are given in (5) . A detailed description of the exact method of maximization is given in [11] .
Experimental results
Experiments using four image sequences are discussed below. In all but one sequence the color space used was RGB with 128 equally spaced values in [0,1] in each color band. In Sequence II the color PDFs were estimated over the HSV color space (with the same dynamic range and discretization as in the RGB color space), since this allowed for better separation of target from background colors in this sequence. The boundary-related weight parameter α (Eq. (1)) was set in Sequences I-III to 1. Since the target's shape (in the image) in Sequence IV is very close to an ellipse, better results for this sequence were obtained by raising α to 2. The initialization was manually performed in the first frame. Video files of all results for the proposed tracker are given as supplementary material. The estimated ellipses are presented with each of their semiaxes enlarged by 3 pixels so that the target boundary will be clear. An more elaborated experimental analysis may be found in [11] .
Sequence I: The proposed tracker was tested on an image sequence, where both the target (a lighter) and the camera are arbitrarily translated and rotated. The target was successfully tracked (see Fig. 3 ).
The same experiment was repeated using the mean shift tracker [4] . Results are shown in Fig. 4 . The shape of the target in the first frame is indeed approximated reasonably by an ellipse of some axis ratio and of axes parallel to the image boundaries. However, such a shape approximation is too crude for the rest of the sequence, as the target's shape changes throughout the sequence are far from being only of isotropic scale. Moreover, since the target is colored differently on different sides, its color PDF changes as it rotates. 
Sequence II:
Here the proposed tracker was tested on a non-rigid target (two people walking in a mall). The tracking succeeded, as may be seen in Fig. 5 .
As in the previous sequence, the mean shift tracker [4] did not perform well here. The main reason for this is that the target shape changes from a vertical blob at the beginning of the sequence to a horizontal one near the end, which eventually caused the loss of the target. Sequence III: In this sequence a walking person is tracked by the proposed tracker. The tracking is robust until the person leaves the scene (see Fig. 6 ).
Note that the person's legs were left out from the estimated target as the sequence progressed. This is caused by the significant changes in the target's shape near the leg area. These shape changes are too great to be reasonably approximated by an affinity of the approximated ellipse of the first frame. A kernel transformation that would have included the person's legs inside the positive part of the color-related kernel (and hence inside the ellipse), would have also included large background areas, which would have lowered the score too much.
Sequence IV: To test the proposed tracker on a target of topologically (in the image plane) changing shape, we used a sequence consisting of a roll of cellotape rotating in front of an arbitrarily moving camera. The successful tracking is shown in Fig. 7 .
Conclusion
A new kernel-based tracker was proposed. The proposed tracker is enhanced with respect to previous kernelbased trackers in two ways. First, in addition to the con- stancy of color exploited by other kernel-based trackers, this tracker exploits the presence of color edges along the target boundary. Second, it spatially adjusts the kernels using affine transformations instead of using merely translation and isotropic scaling, to which other kernel-based trackers are restricted. These two enhancements make the target localization more accurate. Moreover, the refined target localization facilitates safer updating of the target's reference color PDF, further enhancing the tracker's robustness. The tracking is performed by estimating the affinity of a spatially aligned pair of kernels, one color-related and the other object boundary-related. As was shown, the rotational symmetry of the spatially normalized kernel pair reduces the (normally 6-dimensional) space of affinities into a 5-dimensional one.
Experiments using several challenging image sequences demonstrate the high capability of the proposed tracker.
