Abstract: An adaptive reliable file transfer protocol was designed and implemented. The protocol is based on forward error correction techniques, which improves the packet loss correcting potential of the protocol. The protocol outperforms TCP at loss rates above 10%, making it suitable for use over wireless links with a poor signal to noise ratio. Future testing and optimisation using large files or alternative techniques for estimating network characteristics could improve the applicability of the protocol.
INTRODUCTION
When transferring a file over a packet-switched network such as the Internet, the file is segmented into packets. These packets are prone to loss, delay, jitter (variation of delay) and may arrive out-of-order [1] . Packet loss is typically due to one of two reasons: either the network is congested and finite-length buffers overflow, or an error occurred on the channel. Channel errors are more common in wireless channels with a poor signal to noise ratio than in wired channels [2] .
A transport layer protocol, such as the Transmission Control Protocol (TCP) [3] is used to abstract these network effects from an application, so that data is received reliably [4] . TCP was originally designed for a wired environment, where the primary cause of packet loss is due to buffer overflows.
In wireless networks, errors, which are manifested as losses at the transport layer, cause TCP to infer that the channel is congested when in fact it is only experiencing a high bit error rate (BER) [2, 5] .
Congestion control mechanisms are applied in response to packet loss measurements. Lost packets are retransmitted and the transmit window size is reduced [3] , which in turn reduces the sending rate. Retransmission-based (ARQ-based) protocols do not generally perform well under conditions of high packet loss and delay [1] .
An alternative to retransmitting data once a loss is detected is to transmit additional redundant data, which can be used to recover the lost packets. The server does not wait for confirmation of a lost packet, but transmits the redundancy regardless of whether a loss occurs. The redundancy is typically generated using a coding system which allows recovering lost or erroneous data at any position in the information. This concept is known as forward error correction (FEC).
FEC was deemed unsuitable for circuit-oriented networks by Burton and Sullivan [6] and so most networks chose to use simpler ARQ-based schemes. Improvements in computational capability and the high loss rates present in some network configurations (such as wireless links) make an FEC-based protocol feasible. Another disadvantage with using an FEC-based scheme is that real-time data cannot be adequately recovered. The FEC-based protocol (FBP) is therefore designed to operate on non-interactive data, transmitting a file in a shorter amount of time using less bandwidth than TCP under certain network conditions.
Other approaches have been taken to attempt to address the shortcomings of TCP over wireless channels. Using link level FEC, additional data is transmitted with each packet to allow recovering from bit reversals. Gallucio et al. [7] use this to artificially boost the perceived signal to noise ratio of the channel. Barakat and Altman [5] also use link level FEC, but with the purpose of directly reducing the bandwidth usage of TCP due to retransmissions. Some research has also been done into FEC at and above the transport layer. Oguz and Ayanoglu [8] propose an interleaved erasure correction code for use in ATM networks, while Liu et al. [2] extend TCP by sending feedback down to a link-level adaptive FEC system. This document is structured as follows. Section 2. describes the requirements of the protocol, and the choice of coding scheme is discussed.
In Section 3. the overall network architecture is illustrated, and then components of the data transmission protocol and the control protocol are described. In Section 4. the protocol is tested and compared to TCP under various packet loss and delay conditions. The test results are analysed and recommendations for improvement are described in Section 4..
PROTOCOL REQUIREMENTS
A file transfer protocol utilising FEC should be designed and tested. This requires an effective encoding/decoding
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scheme, and a control protocol to manage the transmission.
Coding scheme
FEC techniques are criticised as being too computationally intensive to be feasible [6] , and so the encoder/decoder should be as efficient as possible. The code should thus be:
• Left-aligned systematic: Decoding time may be reduced if the original data appears in the transmission. The data should be transmitted before the redundancy, to minimise transmitted data and time taken.
• Information erasures-only: Only elements in the original data which are erased should be decoded.
• Adaptable: The code rate should be variable to account for dynamic network conditions.
Various FEC coding schemes exist. Tornado and Raptor codes, for example, can encode rapidly, but the amount of information that can be recovered is always less than the amount of redundancy included [9] . Reed-Solomon (RS) codes [10] on the other hand, are part of a class of maximum distance separable (MDS) codes. A (n, k) MDS code can recover for up to h = n − k erased symbols, but requires higher computational complexity.
Furthermore, RS codes have good burst erasure correcting capabilities, and can thus respond to rapid network variability.
Control protocol
The control protocol has three primary functions: session initiation, session termination and transmission feedback.
Feedback serves two purposes: estimating the link bandwidth and informing the server of which packets have been lost. Knowledge of individual losses facilitates efficient retransmission in the unlikely event that all packets in a block are transmitted without k packets being received by the client.
SYSTEM DESCRIPTION
The system broadly comprises two modules: the coding module and the control module, as shown in Fig. 1 . The coding module encodes and decodes the data, and is also responsible for inserting headers which identify the encoding type. The network module handles transmission over the network and provides feedback regarding the network conditions, which is used to control the system.
Encoding/decoding module
Information is partitioned into k blocks of m bits each. The information is encoded to n > k blocks -a codeword of m × n bits. Codewords are transmitted over a lossy channel A modified interleaving scheme shown in Fig. 2 is used to encode the data. Information is inserted column-wise. The entire s × n set of blocks is called a grid. Packets (called strips) are s×m-bits and are retrieved column-wise, whereas encoding is performed row-wise.
Hence, there are several algorithm parameters n, k, h, m, and s (shown in Fig. 2 ) which may be adjusted. Extensive testing would be required to find an optimal solution for a range of network characteristics. The modified interleaver shown in Fig. 2 invalidates the need to test against every parameter. Importantly, s can be used to specify packet depth instead of m, and so a small, constant value of m = 8 can be used.
Galois Field arithmetic is extensively used by the RS encoder and decoder. Multiplication is performed in O(m) time [12] . Inversion is performed with the multiplicative inverse in O(m log m) time, using the Extended Euclidean algorithm. However, since m = 8 bits per symbol is used, only n + 1 = 2 m = 256 8-bit field elements exist. Lookup tables are thus used for multiplication and inversion which significantly improves the encoding and decoding speed.
Also, since m = 8 is not altered during the transmission, the same calculator is used for all encoders (and decoders) which improves execution speed. Using m = 8 is best for 32-bit architectures -a speed reduction of 2× to 4× is observed with m = 16 or higher [9] .
To maximise throughput, s is set so that the packet size, including headers, equals the MTU. The packet header shown in 3 was used. FBP packets are encapsulated and sent via UDP sockets, so that existing routers can both forward the packets and discard them should they become corrupted. Hence, any corrupt packets automatically become lost packets and the protocol need only correct for packet losses. Hence m, n and s are constant throughout the transmission -however removing these fields from the header will provide negligible improvement.
The only parameters which were varied dynamically were k and h , where h is the amount of transmitted redundancy.
The sub-systems comprising the data transmission scheme are described in Sections 3.1 through 3.1.
Systematic encoder:
The systematic encoder matrix G(X) is generated by encoding each row of the identity matrix of size k. Consider the generator matrix of the (n, k) = (7, 4) code shown in Equation 1 .
When using the modified interleaver, all symbols in an information packet occur at the same index i ∈ 0, 1, ..., k − 1 in the codeword. The encoder partially encodes the redundancy when each packet is encoded, by multiplying each symbol by row i of G(x) and storing the result for each codeword internally. Thus, for each packet which is encoded, there is an overhead of h * s multiplications, but there is no overhead when the redundant packets are required (they are retrieved from memory).
Since not all h redundant packets will be used, the encoder could be optimised by performing h ≤ h multiplications.
An encoder manager is used to concurrently modify encoder parameters as requested by the server. The data transmission is thus not delayed by changing the encoder parameters. When the current grid is acknowledged by the receiver, the current encoder is replaced with the new encoder.
Channel: A non-ideal channel was created using Dummynet [13] , as described in Section 4.. For illustrative purposes, consider that the codeword c(X) = (α 6 , 1, α, α 2 , α, α 3 , 0) is transmitted, with the received vector r(X) = (e, e, α, α 2 , e, α 3 , 0), where e denotes an erasure.
Erasures-only decoder:
The erasures-only decoder developed by Versfeld et al. [14] was implemented. This decoding scheme meets the decoding requirements specified in Section 2.. This decoder applies the interpolation-based decoder of Berlekamp [15] to Reed-Solomon codes.
Interpolation-based decoding typically involves inverting a k × k matrix -preferred for low-rate codes. In contrast, syndrome-based decoders typically involve solving h equations for h unknownspreferred for high-rate codes.
However, the erasures-only decoder can be optimised significantly, since a packet erasure results in a symbol being lost in the same place for many codewords. The received packets are denoted b i . In r(X) previously, the values are b 0 = 2, b 1 = 3, b 2 = 5, and b 3 = 6.
When packet b i is received, the polynomial F(X) is updated as per Equation 2, with the root (X − α b i ).
Once k packets are received, the quasi-systematic matrix is generated. Using the previous example, the quasi-systematic matrix [14] becomes:
Calculating the quasi-systematic matrix requires e × k multiplications and inversions (O(n 2 )) but is done once only per grid, where the number of erasures in the information set is denoted e .
Codeword symbols are recovered from the dot product of the received vector and the corresponding column of B. This is done for all s codewords using the same B. The operation requires (k * e ) 2 multiplications, which performs well for high and low rate codes. The maximum delay occurs at k = n/2, assuming that all h = n − k erasures occur in the information set. This is shown in Fig. 5 .
Transmission control module
The basic control structure for FBP is conceptually based on the Real-time Transport Protocol (RTP) [16] , which is used in multimedia streaming, for example. Data transmission is performed over an unreliable link, while control information is transmitted out of band. RTP also uses an unreliable protocol for control messages, but this is not feasible for FBP, since the control link is also responsible for session initiation. The FEC Based Control Protocol (FBCP) thus needs to be implemented using a reliable underlying protocol.
Since a reliable connection is required for the control information, a TCP connection is used, but it has a slight drawback. When the connection is set up using TCP, high loss rates can cause TCP to back off, resulting in large delays before the file transmission starts. Feedback messages can also be delayed unnecessarily, but this primarily affects the sending rate adaptability.
The data link carries little data back from client to server. Acknowledgements (ACKs) are only sent when the client has received at least k symbols in the block. The server sends the following block once an ACK for the current block is received. The client will continue ACKing every packet beyond the kth symbol in a block until a new block is received. This reduces the time for the server to receive an ACK on a lossy network.
Loss estimation: Since k packets are required to decode the k information symbols, the packet loss rate is estimated by the index of the first received ACK. For example, if k = 8 and the first ACK is 10, the packet loss rate is (10 − 8)/10 = 20%. If the index is k, there were no losses. Every lost data packet or ACK will cause the index to increase by one. The average loss rate, p loss is calculated as an exponentially weighted moving average with a smoothing factor of 0.25.
The server starts a file transfer with a very low rate (255,5) code, for two reasons. Firstly, the channel loss rate is completely unknown, and it would thus be unwise to attempt a high rate code. Secondly, a low rate reduces the delay before feedback about the channel conditions is received by means of ACKs and feedback messages.
For every completed block, the server attempts to double the code rate, as per Equation 3 .
This approach leaves a buffer of 35 packets which helps to avoid restarting a block if the channel loss rate suddenly increases.
In the unlikely event that a block needs to be restarted, it is preferable to only retransmit packets which were lost. In order to keep track of lost packets, a 32 bit field is included in each FBCP feedback message. For the last 32 packet indexes, bits are reset to indicate losses. The server stores these messages until a block is acknowledged. The messages can then be used to avoid retransmitting packets that were correctly received.
Bandwidth estimation: Estimating bandwidth, and thus sending rate, cannot be done by measuring packet loss, since the protocol is designed for networks with inherently high packet loss.
An implicit approach is thus taken to bandwidth estimation: if packets are arriving at close to the same interval as they are being transmitted, the network is possibly capable of higher speeds. If the arrival interval is more than 2% greater than the sending interval, transmission is slowed down according to the ratio of sending and receiving intervals. If the arrival interval is within 2% of the sending interval, the sending interval is decreased by 10%. This approach may result in under-utilising the link if the initial bandwidth estimate is significantly lower than the true value, since the interval does not decrease rapidly.
The initial bandwidth is estimated during session initiation, which is shown in Fig. 4 . The port request packet (PORT 10000) is padded to have a size of 1500 bytes. The round trip delay between starting to send this packet and receiving the short CONNECT OK packet gives an indication of the network speed, since the delay is composed of the transmission delay and twice the propagation delay.
The round trip delay is used as the starting interval between data packet transmissions. The server then continuously adjusts the interval as described above. Using this method of approximating initial conditions results in a slow transmission rate if the link has large delays. This can be countered by taking the difference in round trip delays for a 1500 byte PORT request and the shorter GET request. Delay estimation: Another concern regarding large delays is that sending packets at a fixed rate is likely to result in many excess packets being transmitted before an ACK is received. To counteract this, the round trip delay is continuously measured by calculating the elapsed time from when a packet is sent to when the corresponding ACK arrives. This delay is averaged identically to the average loss rate.
Once k(1 + p loss ) packets have been transmitted, it is likely that the receiver will get enough packets. To avoid excess transmission, the sending interval is increased by half the round trip delay until an ACK is received, at which point it moves on to the next block and reverts to the shorter interval.
The client can thus recover from the current loss rate in the least amount of time, with the smallest amount of bandwidth wasted. The slowly transmitted data provides for recovery when the packet loss rate is higher than estimated, but in the event that the client did decode successfully, the slow transmission provides sufficient time for the ACK to reach the server.
RESULTS

Encoder and decoder results
Due to the concerns regarding the computational complexity of RS schemes, performance tests were executed for the encoder and decoder. Fig. 5 shows the maximum link bandwidth allowed vs. k when n = 255 and h random erasures occurred. The encoder and decoder processing time peak near k = h, whereas the throughput increases linearly. This is expected since the systematic encoder requires h × k = nk − k 2 multiplications, which has a maximum at k = n/2. Similarly, the erasures-only decoder has a maximum at k = n/2. Interestingly, the code length n affects the time quadratically, and a future implementation should adjust n dynamically to maximise throughput. 
Simulation
System tests were performed using Dummynet [13] to simulate various network conditions.
Tests were run using a 320KB text file as sample data. The code rate starts as (255,5) and increases gradually as described in Section 3.2, but due to the size of the file, the rate doesn't exceed (255, 80). A larger file would typically show a higher performance level due to the increased efficiency at high rates. The sample file was chosen because it demonstrates both the benefits and shortcomings of FBP. Fig. 6 shows that TCP functions well at loss rates below 5%, but at loss rates above 10%, the time taken to transmit the sample file increases rapidly. Attempts to transfer the file using TCP with a loss rate of 24% were unsuccessful: the congestion control reduced the transmission rate to such an extent that it was manually terminated after half an hour.
FBP, on the other hand, performs slightly slower than TCP at low loss rates, but matches TCP at 5% loss. At loss rates above 10%, FBP performs noticeably better than TCP. Fig. 8 shows that at low delay, FBP oversends significantly in comparison to TCP. It was observed that at low delay and low loss conditions the ACK packets were not delivered to the server for some time, which is likely due to FBP's high link utilisation, or incorrect initial estimations. Wireless applications such as GPRS often have data costs associated with network use. It is thus important that FBP does not introduce excessive overheads in data usage. For the purpose of this evaluation, data usage is measured at the client. Any packets from the server which are lost can not be considered as overhead, since the transmission had to be attempted. Ideally, the client should receive no more data than the actual file size, but this unrealistic. Fig. 7 shows that TCP has 8-9% overheads under low loss conditions, while FBP has significantly larger overheads due to transmitting redundant data. At higher loss rates, however, TCP retransmissions occur often, increasing the excess data usage. FBP becomes more efficient than TCP at loss rates higher than 10%. The reason for this is twofold: more of the redundancy becomes useful, and the slower initial sending rate mentioned above results in less data being transmitted while waiting for the acknowledgement. The test was performed at 0% packet loss with a 100Kb/s link speed. The link speed corresponds to a packet interval of 117 ms. At low delays, the initial link capacity estimate is too high, which causes network buffers to fill due to higher transmission speeds. This can be attributed to the fact that Dummynet implements bandwidth limiting per-packet and not per-bit. At delays above 80 ms, the initial capacity estimate is at or below the actual capacity, 
ANALYSIS OF RESULTS
FBP performs better than TCP, both in terms of speed and data usage, at packet loss rates of over 10%. This corresponds to a channel BER of approximately 10 −5 after any link layer error correction has been applied. If the BER increases to 2.4 × 10 −5 (25% packet loss rate), TCP becomes unusable, but FBP still performs well. Tests simulating FBP's performance if TCP was not used for the control protocol showed that FBP is theoretically applicable with packet loss rates up to 80%, or BER over
Estimating the bandwidth of the link, and thus the ideal sending rate, is the most challenging aspect of implementing a protocol for high loss rate channels. TCP treats all losses as being due to congestion, reducing the sending rate accordingly. On a lossy channel, losses provide very limited indication of congestion. The main shortcomings of FBP are that it adapts slowly to the channel capacity and it does not provide an accurate initial estimate of the capacity. So, excess data is sent in some cases and transmission is slow under other conditions.
Recommendations for improvement
Analysis of the design and test data yields the following recommendations for improvements:
• The encoding time is longer than the decoding time for k ≤ n/2, since all h = 255 − k packets were encoded under the assumption that decoding would take longer than encoding. Instead, n should be reduced for k ≤ 127 to maximise the possible throughput of the protocol when the code rate is low. However, the tests performed are still valid since the bandwidth was limited to 24KB/s, and the lowest throughput caused by the encoder and decoder is approximately 40KB/s.
• Testing did not adequately consider the effects of varying network conditions. Although the protocol adapted to variability, it is unclear how efficient the adaption was. Should the link bandwidth rapidly change, the protocol may not effectively utilise the link. This effect should be investigated since a wireless link may exhibit high variability.
• Using TCP for the control messages limits the robustness of FBP, since high loss rates can cause FBCP to become unnecessarily throttled. Implementing FBCP using an alternative, automatic repeat request (ARQ) based reliable protocol may result in a more robust system, however the alternative protocol should not interpret packet loss as an indicator of congestion.
• Packet losses and delays were simulated using Dummynet [13] -packet losses are uniformly distributed and not bursty. The FBP protocol may outperform TCP under lower loss conditions if the losses are bursty. Also, the file tested was 321KB and did not allow the FBP protocol to reach maximum efficiency at k = 220/(1 + l). Tests should be run to compare FBP to TCP for larger files.
CONCLUSION
A reliable forward error correction based file transfer protocol was developed using Reed-Solomon encoding. Network conditions such as round trip delay, packet loss and bandwidth are monitored using an out of band feedback mechanism which utilises an underlying reliable protocol. The number of information packets per coding block adapts according to the average loss rate. The transmission rate adapts dynamically according to the estimated channel capacity. The rate is also decreased when the server anticipates that it has transmitted enough packets for the client to reconstruct the original data. This reduces the data usage of the protocol.
Comparative tests between TCP and the FEC based protocol (FBP) were performed using a simulated channel. FBP was found to outperform TCP at average packet loss rates of 10% and higher. At these loss rates, FBP completes the file transfer in less time than TCP, while the client also uses less data. At loss rates above 25%, TCP was not capable of completing the file transfer, while FBP completes the transfer with a time increase that is slightly greater than the loss rate increase.
FBP is non-ideal for low error rate networks, but can be utilised when data usage is not a primary concern. FBP excels, however, on networks with poor signal to noise ratio.
There are many highly specialised applications for FBP, such as long range wireless transmission, but it can also be implemented as a fail safe service on a file or web server. Users can use the primary HTTP or FTP servers when good signal is available, but can then use FBP as an alternative when in remote locations with very low signal.
Future research into improving FBP for general use should include an improved channel capacity estimating system and implementing FBCP using a reliable ARQ based protocol other than TCP.
[13] Dummynet, http://info.iet.unipi.it/ luigi/dummynet/, last accessed Oct 2009. [15] E. Berlekamp, "Long block codes which use soft decisions and correct erasure bursts without interleaving," in National Telecommunications Conference, 1977.
[16] H. Schulzrinne, S. L. Casner, R. Frederick, and V. Jacobson, "Rtp: A transport protocol for real-time applications," Internet RFC 3550, July 2003.
INTRODUCTION
Ternary line codes [1] such as the High-Density Bipolar of order n (HDBn) and Binary n-Zero Substitution (BnZS) have been used in PCM metallic cable systems worldwide. They are relatively simple and satisfy tight channel input restrictions, which make them suitable for use in baseband communications systems.
Ternary line codes are considered as DC-free codes, they do not contain zero-frequency components and do have low-frequency components. The clock recovery and synchronization [2] is easy since, when using the NRZ pulses, the frequent transitions between symbols that the code sequence has, enable the encoder clock signal to be derive from the code sequence at the receiver.
All textbooks and papers use linear convolutional codes as the encoders to study the behaviour of Viterbi decoding [3] - [5] and to present the well known ∼ 2 dB asymptotic gain of soft decisions over hard decisions on wideband Gaussian channels.
In their paper [6] , Ouahada and Ferreira investigated the performance of ternary line codes under Viterbi decoding and verified the simulation set-up to enhance the confidence in their results. They subjected their simulation set-up to several tests to verify its technical correctness and assess its numerical accuracy. They first tested their noise-generator results by writing a Matlab program to fit the Gaussian probability density function to the measured results by adjusting different parameters to obtain a better fit for better accuracy. They also double checked the 2 dB gain of the soft decision Viterbi decoding over the hard decision decoding by using a well known text book example of convolutional code [3] .
Although the derivation of the upper bounds on the error probability for non-linear codes has been investigated in the context of trellis codes [7, 8] , we investigate in this paper a different technique of verification which is usually used with binary convolutional codes. This technique is based on the derivation of the generating function to calculate the decoding error probability upper bounds of the soft and hard decisions, in order to be able to verify the 2 dB gain between them.
We present the concept of the generating function or the transfer function, as it is called in control systems [9] , and show how it is possible to apply it to coding techniques and more specifically to ternary line codes [1, 10] .
The generating function or transfer function of a line code, which was first introduced for convolutional codes [3] , contains all the necessary parameters such as the value of the distances between the expected and received data, the length of the path on the trellis and the inputs of the message. It gives the properties of all the possible paths that any code can assume. The generating function will be used for the research into the upper bound for the probability of errors of Viterbi decoding. It can be derived by Mason's rule [11] , which is explained as follows:
The overall transfer function of a flow graph can be obtained from the formula:
ON THE GENERATING FUNCTION AND ITS APPLICATION TO TERNARY LINE CODES
where:
* T k is the transfer function of each forward path between a source and a sink node.
is the determinant [11] of the whole graph. * L 1 is the sum of the transfer functions of each closed path. * L 2 is the sum of the product of the transfer functions of all possible combinations of two nontouching loops. We are given three non-touching loops: 1, 2 and 3. Then
is the sum of the product of the transfer functions of all possible combinations of three nontouching loops. We are given three non-touching loops: 1, 2 and 3. Then
It is the determinant of the remaining sub-graph when the forward path, which produces T k , is removed. Thus, it does not include any loops that touch the forward path in question. It is equal to unity when the forward path touches all the loops in the graph, or when the graph contains no loops.
Section 2 introduces the error probability of transmitted data for convolutional codes in soft and hard decision Viterbi decoding. In Section 3, a new code combining two properties of two different codes from two different classes is presented. The new code will be used to understand the behaviour of certain ternary line codes when they are subjected to Viterbi decoding algorithm. Section 4 presents a generalization of the concept of generating function. We conclude with some final remarks.
PROBABILITY OF ERROR IN TRANSMISSION
Binary Convolutional Codes
Probability of error for soft-decision Viterbi decoding
In this section we make use of the encoder of the convolutional code to study the error rate performance of Viterbi decoding on an additive white Gaussian noise channel with soft-decision decoding [3] . Many factors must be known before we can begin calculating the error probability. These include the linearity property of the convolutional encoder which will be employed to simplify the derivation, the all-zero path (reference path) to calculate the metrics, and the type of modulator used in the transmission. These are crucial factors for the calculation of any error probability.
It is assumed that the transmitted data is modulated by using the Binary Phase-Shift Keying (BPSK) [12] modulation and detected coherently at the demodulator. So the probability of error, denoted by P 2 on a binary symmetric channel (BSC), in the pair-wise comparison of two paths that differ in d (distance metric compared to the reference path) bits is [13] :
where γ b is the signal to noise ratio per bit; and R is the code rate.
The time domain convolutions can be conveniently replaced by polynomial multiplications in D-transform domain and after calculating the generating function, we obtain the following form:
where a d and N are respectively the number of encoded sequences of weight d from the all-zero path and the information block length. The function f (d) denotes the exponent of N and it depends on the value of d. As an example for a convolutional code with a constraint length K = 3 and a rate of R = 1/2, where its free distance is d f ree = 5, we have a d = 2
and
Taking the derivative of T (D, N ) with respect to N and setting N = 1, we obtain:
where
The successful completion of the above calculation brings us close to our main purpose, which is the calculation of the upper-bound error probability.
Once we have determined the upper-bound error probability for the soft and hard decisions, it becomes possible to verify the well-known 2 dB gain improvement of soft decisions over hard decisions.
Taking into consideration the error probability in (2), (5) can be written as:
By using the derivative of the generating function, (6) can be expressed simply as follows:
with N = 1, and 
. Probability of error for hard-decision Viterbi decoding
On a binary symmetric channel, the hard-decision decoding of the binary code will be used to study the performance of the channel's Viterbi decoding. The Hamming distance will be used for the calculation of the metrics at each node of the trellis.
Using the same notation as for soft decisions, the distance d refers to the distance from the all-zero path. It is important to know whether d is odd or even, to get an understanding of the formula of the error probability that will be used later. This principle is outlined in the formula below [13] :
If d is odd, the error probability of selecting the incorrect path is:
and if d is even, the error probability of selecting the incorrect path is:
where p is the transition probability.
By summing the pair-wise error probabilities, P 2 (d), over all possible paths, which merge with the all-zero path at the given node and by using the Chernoff bound [14, 15] on the pairwise error probability as
, we obtain the union bound:
Using the generating function directly, the error probability upper bound can be calculated as follows:
Example: In this example we present a binary convolutional code with only two states and a rate of R = 1/2 [13] . This code was chosen because of its simplicity and the close resemblance to the Alternate Mark Inversion (AMI) [13] line code, which will be studied further as a simple study case for ternary line codes. Fig. 1(a) shows the block diagram of our convolutional encoder with two states.
As can be seen from the model of the convolutional encoder presented in Fig. 1(a) , the block diagram has one shift-register bit that lead us to a constraint length, K = 2, with two outputs. Thus the encoder has a code rate of R = 1/2. The state diagram shown in Fig. 1(b) explains the method to obtain the distance properties of the convolutional code that we have. It is clear from the trellis diagram presented in Fig. 1(c) that the minimum distance (free distance) is d f ree = 3.
To obtain the generating function, it is necessary to label the branches of the state diagram as
, where the exponent of D denotes the Hamming distance of the sequence of output bits compared to the sequence of output bits on the all-zero branch [13] . As mentioned earlier, the generating function is obtained by Mason's rule, so it is necessary that an input and an output be defined in the state diagram to be able to calculate the gain, which is the transfer function divided by that input to that output. From here, the self-loop, which the connection between 
From Fig. 2 , we see that we have:
From (15) we can expand the denominator using Maclaurin [16] series, which leads to the following: 
This generating function will provide the properties of all the paths in the convolutional code which start from state 0 with a non-zero branch and end in state 0. The first term in (16) indicates that the minimum distance is d = 3, which is represented by the exponent of D, the corresponding path is of length 2, represented by the exponent of L; and out of two information bits, one is equal to 1 hence the exponent of N is 1. The second term in the expansion of T conv (D, N, L) indicates that when the minimum observed distance is d = 4, the corresponding path is of length 3 and two of three information bits in the path have the value 1. In the case where the sequence in the transmission is extremely long, essentially an infinite-length sequence, it is recommended that the generating function T conv (D, N, L) in (16) will be simplified by setting L = 1, which leads to:
and by writing the terms in (17) in a sigma form, we obtain:
A Matlab program is used to plot the curves of the upper bounds for hard and soft decisions and to check the 2 dB gain improvement between them. On the same graph the simulation results are presented in order to be compared to theoretical upper bounds. We have just limited our results to hard decisions since soft decisions are presented theoretically. 
We observe the closeness of our simulation for hard decisions to the theoretical hard-decision upper bound. These results make us positive about the way in which we use the same approach to calculate the error probability upper bound for our line codes.
Ternary Line Codes
This class of codes differs from the binary convolutional codes in terms of linearity and negative outputs that the encoder generates. Thus more complexity appears in calculations to determine the distances for Viterbi algorithm.
Example: We take the example of AMI, because of its simplicity.
Since the outputs of the AMI are positive and negative values [17] , the Hamming distance will be problematic for calculating the weight of distances. Thus Euclidean distance is the appropriate choice for this class of codes.
AMI is a line code with 1Mb/s as a bandwidth and it does not need a modulator to send the message through the channel, which is not the case with convolutional codes where we use PSK modulation. Also, it must be noted that AMI is a non-linear code, while the generating function approach was developed for linear convolutional codes. And this makes it difficult for us to double check our simulation results with a theoretical background, as was done in Example 2.1.2 with the convolutional code.
From the above discussion, it can be predicted that a perfect match between the simulation and the error probability upper bound for the AMI results cannot be achieved.
Since AMI code is the simplest ternary line code to understand and to design in view of its close state machine structure as the case for convolutional codes, we assume that the derivation of its corresponding generating function is achievable. Therefore, we plotted the approximated curves, comparing the simulation results of AMI [18] to its generating function as shown in Fig. 4 . It is clear from Fig. 4 , as it was predicted, that the difference between the two plotted lines can be clearly seen. Thus, the assumption that a ternary line code, as the case of AMI, can be considered or treated as line code is actually proved to be wrong.
Using only simulation results [6] , Fig. 5 shows the gain between soft decisions and hard decisions for AMI [19] , which is almost equal to 2 dB at the bit error rate (BER) value of 10
. This result is very important and shows the accuracy of our simulation set up. To check the theoretical upper-bounds for soft and hard decisions, we need to look at another technique based on certain approaches that can verify and back up our simulation results. This will be described in the following section.
CONVO-AMI: A NEW "LINEARISED" LINE CODE
The generating function is often used to obtain the upper bound for the error probability of Viterbi decoding, and is readily obtained for linear convolutional codes. However, this is not the case for the non-linear ternary line codes that we present in this paper. A new line code called Convo-AMI was therefore developed in order to apply existing theory to these ternary line codes.
To obtain the corresponding Convo-AMI code, the negative symbols of the AMI are converted to binary using the 2-bit two's complement rule. The obtained code is now considered as a binary code with two bit output corresponding to each one input bit. The new binary Fig. 6 (a) has a similar state machine structure to the previously studied convolutional code as shown in Fig. 6(b) .
Using the Convo-AMI, we were able to obtain a tight upper bound on the error probability using the generating function. Our new code retained certain characteristics of the AMI as the number of states and the same outputs in a binary form and also has a minimum distance, d f ree = 3, as depicted in Fig. 6(c) . This makes the new code similar to the convolutional code of constraint length K = 2 presented in Fig. 1 . The behaviour of the new code however, imitates a binary convolutional code.
denotes the generating function of the new code, Convo-AMI encoder, defined as follows:
As was done with the convolutional encoder and from Fig. 7 , we have,
Using Maclaurin series, the denominator in (20) can be expanded and we can obtain the following: 
It is clear from (21), that there is an infinite number of paths with the same distance equal to three which differ by two input bits from the all-zero path. There is only one path with different lengths, varying from 2 to infinity.
The name given to this new code is Convo-AMI. The name reflects the link between both codes: AMI and convolutional codes. While we retained the characteristics of the AMI, we could apply Mason's rule to obtain the generating function of Convo-AMI presented in (21). 
GENERALIZATION
After we have resolved the problem of linearisation of AMI, we wish to generalize this method to the rest of the ternary line codes. The two's complement technique and the simplicity of AMI structure helped us to linearise this line code and work through its look-alike linear line code to study the behaviour of its error probability upper bound . The question that still confronted us was if we could linearise the rest of our ternary line codes, would we be able to implement all Mason's rule steps to calculate the generating function? It is clear from the previous sections that the calculation of the generating function of any code needs to involve some basic steps, which are presented as follows:
1. The use of Hamming distance to calculate the exponent of the metric distances.
2. The choice of an all-zero path to be used as a reference to calculate the metric distances of all other paths by comparing the received data to that of the all-zero path.
3. The self-loop is necessary for the generating function to apply Mason's rule.
The AMI was not difficult to implement because of the similarity of its state diagram to that of the convolutional encoder. Difficulties arose when the code did not have all, or even some, of the steps mentioned before.
The challenge is to identify which steps are necessary and which are not.
Most of ternary line codes [20] , have no self loops in their state machines. If we take the example of the state machine of HDB1 line code presented in Fig. 9 , we can clearly see that it has no self loop. Fig. 10 shows the simulation results and emphasises the 2 dB gain between the hard-and soft decision Viterbi decoding of the HDB1 line code. Table I presents the structure of few ternary line codes and the gain achieved between soft and hard decision Viterbi decoding. It can be seen that AMI is the only ternary line code that has a self loop.
As was the case with AMI, the problem of the Hamming distance is always solved by changing the negative outputs of the encoder to their two's complement.
The all-zero path presents a question: what will happen if the encoder does not have zero outputs? Does this change the generating function? To find the answers, we will use a more extended and complicated convolutional encoder to calculate the generating function. We use a convolutional encoder with four states to calculate the generating function not only based on the all-zero path but also based on other different reference paths. 
Example:
We take the example of a more general convolutional encoder with 4 states and a rate of R = 1/2 [13] . In addition to the calculation of upper bound curves, we will compare our simulation to these curves. Fig. 11 shows the state diagram of the convolutional encoder with R = 1/2 , d f ree = 5. All states are labelled alphabetically. Fig. 12 shows how close the hard-decision simulation is to the hard-decision error probability upper bound.
Generating function with state (00) as the reference path
The state (00), labelled in Fig. 11 as state (a), is taken here to be the reference for the rest of the states to calculate the distance metric for all other paths compared to the all-zero path, which will be called the reference path. The corresponding flow graph of the state machine in Fig. 11 is presented in Fig. 13(a) and the corresponding relations between all states input and outputs are presented as follows:
Using the substitution method to solve the system to calculate the generating function
we get
It is clear here that the minimum distance or the free distance is equal to 5.
With L = 1, we get
Generating function with state (11) as the reference path
The state (11) , labelled in Fig. 11 as state (d), is taken here to be the reference for the rest of the states to calculate the distance metric for all other paths previously compared to the reference path.
The Hamming distance, as used before to calculate the distance metric for each path and symbolized in the generating function as the exponent of the distances, will be calculated referring to the output (10) of the state (11) instead of (00) of the state (00). The same procedure will be followed to search for the weight of each distance corresponding to each path. Definition 4 The term N is included in the generating function only if the branch transition is a result of an input data of the value "zero".
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The term L is used as it is defined in Definition 2. From Definition 4, we can see that the value of N is defined differently to the one in Definition 3 since it depends on the input of the reference path.
In the case of the all-zero path, where the self loop has the input of 0, the term N was included in the generating function for any input of 1. This value is always considered to be the complement to the value of the input of the reference path.
In the case of the (11) state as a reference path, we are dealing with a reference path with an input of 1. Thus we include the term N in the generating function when the input data is "zero".
In implementing these changes to the calculating procedure, we try here to calculate the generating function of the same convolutional encoder introduced in Fig. 11 and presented by its flow graph in Fig. 13(b) , corresponding to (11) as the reference path.
Using the substitution method to solve the system to calculate the generating function,
With L = 1 we get
It can be seen from (28) and (35), that both generating functions have the same formula, which means that we have always:
It is clear from (36) that the reference path from a self loop does not affect the generating function if we take into consideration the changes that we have to make to the definitions of the term N , related to the inputs at the self loops.
Proposition:
The generating function of any convolutional code is independent to the self-loop.
Proof: One of the major properties of convolutional codes is the symmetry of their state machines. Fig. 11 shows clearly the symmetry between the two self-loop states. This symmetry guarantees the non-changing of the minimum distance and the shortest path corresponding to it. The minimum distance and the shortest path are both the major elements for the derivation of the generating function. Thus if these two elements are unchangeable, then we can confirm that the generating function stays the same despite the selection of the self loop.
Generating function and the self-loop
Mason's rule shows that to calculate the generating function of any system it is necessary to have an input and output for the system. The generating function is then the ratio of both. Using the state diagram in telecommunications is a way to get to the application of Mason's rule by obtaining an input and an output from the states of the code. This is ensured by the self-loops.
In general the self-loops make no contributions to the distances since the distances are results of the comparison of the binary outputs of the code to the outputs of the reference path.
In the case where we choose two different states -one for the input and the other for the output of the system -the question that can be asked is: can we obtain the same result of the generating function as if we use the self-loop? In other words, can two states replace the self-loop state?
From Fig. 11 , the state (01), labelled as state (b), is chosen as the input of the system and the state (11), labelled as (d), is chosen as the output of the system.
The branch between the two states will be the reference path and N will be used for the inputs of "one". The branch between the state (11) and the state (01) will be eliminated since it is used as a reference path. 
Comparing this generating function with those in the previous sections, it is clear that they are totally different from each other. This leads to the conclusion that the self-loop in the state diagram for any line code is a requirement to calculate the generating function of the line code.
Proposition:
The self-loop is fundamental in the calculation of the generating function of any code.
Proof: The calculation of the generating function of any code is based on the linearity of that code. In control systems, the linearity is guaranteed when the output and the input of a system are related with a linear function. The linearity is guaranteed with the independence of the input of the system to the output as the non-existence of any feedback.
The split of the self loop is to ensure that the input and the output are not connected to other states that might contribute to the generating function and play a role similar to the feedback of the system. This fundamental property does not exist for all codes that do not have self-loops, which make all states depending and contributing to one another and thus will impact on the generating function.
CONCLUSION
It is clear from our investigation that the calculation of the generating function of any line code -used for the error probability -using Mason's rule requires certain steps to be executed. Some of these steps can be avoided or modified, like the reference path, but one of them is a necessity and can never be avoided, namely the self-loop.
The problem that we experienced with the ternary line codes studied here is that most of them do not have self loops which makes it difficult or, even impossible, to calculate the generating function.
The case of the AMI line code is an exception in view of its simplicity and the state diagram. It is necessary after this investigation to look for other tools besides Mason's rule that could be used to calculate the generating function or try to apply similar technique used for non-linear codes in the context of trellis codes to non-linear line codes.
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INTRODUCTION
According to Olsen [1] , predictions based on global radioclimatic models of the ITU-R can be made for three significant clear-air propagation effects on terrestrial lineof-sight (LOS) links: fading, distortion, and depolarization. In addition, such predictions can also be made for very low angle satellite links. All these predictions use worldwide contour maps of refractive index gradient statistics for the first 100 m of the troposphere. The current efforts in modelling is attributed to the establishment of an ITU-R Group in 1994 to develop new global radio-climatic models in clear-air conditions; with a parallel effort in Europe via the COST-235 Project being initiated, which was later expanded into the COST-255 framework. However, due to the sparcity of modelling data, Lystad et al [2] reported on the deployment and testing of various interpolation techniques for clear-air parameters at non-regular observation locations; they concluded that the kriging approach, with a little improvement, would be the best tool to map global data sets.
For clear-air propagation LOS prediction, the main types of impairment are diffraction fading and multipath fading. Diffraction or k-type fading in LOS links arises owing to the variation of the effective earth radius factor (k-factor) due to the time-varying nature of the primary tropospheric parameters of temperature, pressure, and water vapour pressure [3] . The statistics of the vertical gradient of radio refractivity, N, in the lowest atmosphere are important parameters for the estimation of path clearance and propagation-associated effects such as ducting, surface reflection, and multipath fading on terrestrial LOS links. Since most terrestrial LOS towers are within the height range of 20-100 m above ground level, refractivity gradient statistics for the lowest 100 m a.g.l are used to estimate the probability of occurrence of ducting phenomena and multipath conditions. Where more reliable local data are not available (as is the case in many African regions), Recommendation P.453-9 gives global plots of the percentage of time that the refractivity gradient, dN/dh, falls below -100 N-units/km (this is defined as  o ). The plots give the following percentages in the eastern part of South Africa, including Durban: 10-20% in February; 2-5% in May; 2-5% in August; and 10-20% in November. This compares well with the values obtained by Dabideen et al for KwaZulu-Natal, including Durban, with values ranging between 6-13%, as shown in Fig.1. [4] .
Atmospheric ducts may cause deep slow fading, strong signal enhancement, and multipath fading on terrestrial LOS links [3] . The ITU-R therefore gives statistics on duct occurrence tendencies globally, incorporating both surface ducts and elevated ducts. The plots give surface duct occurrence probability of about 10% for South Africa. The corresponding values obtained by Dabideen et al for KwaZulu-Natal give a probability range of 2-6% for surface ducts, and 1-2% for elevated ducts, as shown in Fig.2 [4] .
With regard to predicting multipath fading, Olsen, Tjelta et al [5, 6] provide a summary of worldwide techniques for predicting multipath fading distribution on terrestrial LOS links. They refer to two ITU-R methods: Method 1 requiring the knowledge of only three link parametersthe path length, d (km), the operation frequency, f (GHz), and the magnitude of the path inclination │ p │ (milliradians); and Method 2, which requires the additional link variable, the average grazing angle,  (milliradians), which is the average grazing angle corresponding to a 4/3 earth radius model for refraction. By comparing the revised ITU-R method with regional methods (the Barnett-Vigant's method in the United States, and the Morita method used in Japan), they conclude that the ITU-R method performs significantly better than the other two methods for both overland and coastal/over water links.
As far as diffraction fading is concerned, ITU-R Rec.P530-12 [7] states that k-factor statistics for a single point can be determined from measurements or predictions of the refractive index gradient in the first 100 m of the atmosphere (see Recommendation ITU-R P.453 on effects of refraction [3] ). These gradients need to be averaged in order to obtain the effective value of k for the path length in question, k e . Values of k e exceeded for 99.9% of the time are discussed in terms of path clearance criteria. For KwaZulu-Natal, Afullo and Odedina have determined the median value of k to be1.21, and the value of k e exceeded 99.9% of the time for the worst month is 0.2, as shown in Table 1 [8] .
This submission presents measurement results over a 6.73 km LOS link operating at 19.5 GHz, in Durban, KwaZulu-Natal. Section 2 gives a background to current fade exceedance methods. The link details are presented in section 3, the received signal analysis in section 4, and the link fade depth exceedance probability is modelled in section 5, which also presents the comparison between the outage probability with the corresponding analytical models of Morita, ITU-R, and Vigants. Section 6 presents the conclusions.
FADE OCCURRENCE ESTIMATION
Olsen et al used the percentage of time p that fade depth, A, (in dB) in deep-fade range, is exceeded in the average worst month (given by ITU-R Recommendation P.530-8) as [6] :
However, in the latest version P.530-12, p is given by [7] :
Here h L is the altitude of the lower of the two antennas (a.s.l.). K is the geoclimatic factor, estimated by [7] : 
Here, dN 1 is the point refractivity gradient for the lowest 65 m of the atmosphere not exceeded for 1% of the average year. For KwaZulu-Natal, Dabideen et al [4] have found the worst-month value of K to be 0.0318, as shown in Fig.3 [4] .
For the antenna heights h e and h r ((m) above sea level, the path inclination,  p in milliradians, is given by: 
Here f is frequency in GHz, and d is distance in miles (1 mile=1.6 kilometres). To obtain the occurrence probability as a percentage, multiply the above equation by 100.
A further modification of equation (5) 
Note that, , the surface roughness, is in feet in equation (6) , and should be converted into metres.
Morita's probability of Rayleigh fading model for LOS microwave links was developed after studying over 80 microwave systems in Japan [16] . He derived the following empirical formula for the occurrence probability of Rayleigh fading as a result of propagation tests in the worst season for many years in Japan (for path length d in km and frequency, f in GHz): 
In fact, the above Rayleigh fading formula by Morita was picked up for each hop by counting the total signal interruption time due to fading which was confirmed by the operation of the squelch circuit at the receiver. Thus the P R above defines the probability of outage over the hop. In our link below, it corresponds to the probability that a fade depth of about 40 dB is attained. This submission presents measurement results over a 6.73-km LOS link operating at 19.5 GHz, in Durban, KwaZuluNatal. The link details are presented in Section 3, the received signal analysis in Section 4, and the outage probability is modelled in Section 5. Section 5 also gives a comparison between the outage probability on a monthly basis with the corresponding analytical models used by Olsen, Morita, ITU-R, and Vigants. In our link, the average path height, h, in metres is 114.2; and the surface roughness factor, =32.1 m or 105.3 ft.
EXPERIMENTAL LOS MICROWAVE LINK OPERATIONAL DETAILS
In this section, the signal attenuation measurements over a period of one year in 2004 in Durban by Naicker et al [10] is presented to model clear-air fading on a typical terrestrial line-of-sight link in South Africa. These discussions are the clear-air counterpart of the rainattenuation modelling in Fashuyi and Afullo [11] . Note that for Durban, it has been established by Afullo et al [8] that the median value of k=1.21, rather than the temperate zone value of k=1.33. In addition, for the worst month (February), the value of k exceeded 99.9% of the time is 0.2, compared to 0.9 for the month of August. Therefore, to incorporate the appropriate value of the earth bulge, we have plotted the earth profile charts for k=1.33, 1.21, 0.9, and 0.2. One observes that even in the worst month, with k=0.2, the first Fresnel zone radius is cleared by over 20 m everywhere along the path. Thus we can conclude that diffraction fading is negligible over the link, since h=0 within the first Fresnel zone.
The link is horizontally polarized and centred at an operating frequency of 19.5 GHz. In addition, two Oregon Scientific WMR928N wireless professional weather stations were used along the path at both the receiver and the transmitter end to record the rainfall rate, outdoor temperature, relative outdoor humidity, outdoor dew point temperature, outdoor pressure, wind speed and wind direction under the link [10] .
Two Valuline ® WR42/R220 parabolic antennas, each of 0.6-meter diameter, were mounted at the receiving and the transmitting stations. The antennae can operate within the 17.7-19.7 GHz and 21.2-23.6 GHz bands and provide a gain of 38.6 dBi and a 3 dB beam width of 1.9 degrees at 19.5 GHz [10] . These parabolic antennae are protected by a weatherproof material (the radome) which prevents ice and freezing rain from accumulating directly onto the metal surface of the antenna. The cabling consists of FSJ1-50A superflexible coaxial cable which produces an attenuation of 2.2 dB per 100 m.
At the transmitter, an Agilent E8251A signal generator is used to provide the source signal and this can operate between 250 KHz-20 GHz. This was used in conjunction with an Agilent 83018A microwave system amplifier which can operate from 0.5 GHz to 25 GHz and provides a gain of up to 27 dB [12] . This setup produces unmodulated continuous wave signals at the operating frequency of 19.5 GHz. At the receiver, another Agilent 83018A power amplifier is used to produce additional gain before feeding the signal into the Rhodes & Schwarz FS1Q40 spectrum analyser. More details on the link setup at receiver and transmitter ends can be seen in [10] . The terrestrial link parameters are shown in Table 2 . Thus the received power P r expected at the receiver end of the link when a transmitting power of 100 mW is employed between Howard College and Westville campuses should be -41 dBm when there is no rain to cause any rain attenuation, no losses due to fog and water vapour, no multipath fading, and no diffraction fading. However, due to the other possible sources of loss, the actual received signal levels falls below this ideal value. Due to the coastal nature of Durban, as well as the surrounding industries, fog attenuation cannot be ignored: at the link operating frequency of 19.5 GHz, an average fog attenuation of 0.1 dB/km is expected, resulting in a value of 0.7 dB along the propagation path [14] . Water vapour is another main contributor of attenuation, with an average pressure of 27 mb in the summer, resulting in an attenuation of 0.34 dB/km, or 2.2 dB over the path in summer. During winter, the water vapour pressure is about 13 mb, giving an attenuation of 0.13 dB/km, or 0.9 dB over the LOS path. Thus water vapour attenuation varies from 0.9 dB to 2.2 dB over the link; and the combination of water vapour and fog attenuation together contribute an attenuation of 1.5 dB to 3.0 dB (see [11, 15] ). The mean value of the clear-air received signal level is shown in Fig. 5 .
DAILY AND MONTHLY SIGNAL LEVEL ANALYSIS
Figures 6-8 give sample plots of the time series of the measured received signal for three typical days with extreme fading (total outage), low fading, and negligible fading, respectively. In Fig. 6a , the signal is practically squelched over the entire day, as shown in the corresponding probability density function shown in Fig.  6b . For the purpose of this analysis, the measurement days are categorized into six different fade depth levels. These fade depth levels are: fade depth A(dB) ≥ 5 dB; fade depth A(dB) ≥ 10 dB; fade depth A(dB) ≥ 15 dB; fade depth A(dB) ≥ 20 dB; fade depth A(dB) ≥ 30 dB; fade depth A(dB) ≥ 40 dB. Before starting the analysis for each fade depth level for different months, all the available measurement data for the month in question are pooled together. We then determine the probability that a certain fade depth A is exceeded for a given month by summing all the measurement minutes during which that fade depth is exceeded, and dividing this by the total measurement minutes for the month. However, in cases where the signal was in squelch for an extended periodfor example more than 30 minutes non-stop -then that period's data is excluded, for it might imply either power outage at the transmitter or ducting. For example, the data for 31 st March 2004 was excluded, as there was total outage over that period. On the other hand, the data for 31 st May was accepted, as the fade depth was not unacceptably high over an extended period.
The fade depth for a given month, M, for a signal level P Mj measured in the jth minute of that month is determined as:
where P M is the median clear-air signal level for month M. For example, for February, P M =-41.7 dBm; for March, P M =-41.8 dBm; for April, P M =-42.8 dBm; et cetera. The resulting exceedance plots are shown in Figures 9a and 9b. As expected, the lower the value of A, the higher the probability of exceedance. In Fig.9a , the months with the best performance for A=10 dB are April and August, which each give an exceedance probability of 0.001%. The poorest performers for this value of A are the months of May and June, with exceedance probability levels of 5%.
For A=30 dB, the best performance is obtained in the months of April, July and August. March and December give miserable percentages above 0.1%, with February only slightly better. Yet again, the greatest culprits are the months of May and June, which each give a probability of exceedance value of about 5%. This implies that there is something else occurring during these two months, which needs further investigation. Finally, for A=40 dB, all the other months perform well save for the months of May and February, which give exceedance probabilities of 0.4% and 0.03%, respectively. In fact, one would expect that for a fade margin as high as 40 dB, the link should no longer suffer at all from multipath fading. Thus, as before, we may only surmise that some other events, different from multipath (or diffraction) fading must be playing a role here.
ANALYTICAL EXPRESSIONS FOR PROBABILITY OF EXCEEDANCE
For the exceedance plots shown in Fig.9 , we now proceed to develop analytical expressions as a function of A (dB). These are given by the following expressions, for a given fade depth A:
      
It is observed that over the link, the percentage of time that a certain fade depth A(dB) is exceeded can be modelled as a fourth order polynomial for May, June and whole year. These and other expressions, for all the measurement months of the year, are presented in Table  3 . Finally, we compare these fading probabilities with the semi-empirical expressions due to ITU-R Recommendation P530-8 (as presented by Olsen et al), ITU-R Rec. P.530-12, the Morita model, and the Vigants' model.
For the current measurements, the median signal level over the year is about -43 dBm, while the estimated noise level is about -82 dBm. Morita's example in Fig.1 [16] shows the median received signal level of -30 dBm, and squelching or outage is achieved at -70 dBm. Thus a fade depth of approximately 40 dB gives complete outage, as the received signal is completely embedded in noise. Thus we use the given models to estimate the probability of link outage. In addition, note that the revised or improved Vigants' model incorporates a terrain roughness factor, . This is defined as the square root of the average square of the deviation from the mean, given by [9] :   
In this case, x i is the height above sea level of the i-th terrain point in the intervening path between transmitter and receiver, and M is the mean terrain height for the link. In this example, we have used 13 points for the link in Fig.4 , resulting in a mean terrain height M=114.2 m, and terrain roughness =32.09m =105.3 feet. The results are summarized in Table 4 .
We should also note that Morita performed his tests in the 4-GHz band, and surmises that the formula be best applied in the frequency band between 2 to 15 GHz. Thus while the measured link outage probability of 0.05% is comparable to Morita's value of 0.060% over water and coastal areas, we should bear in mind the above caution. We also note that the ITU-R model of Recommendation P.530-8 gives an outage probability of 0.027% for this link, which is practically close to the measurement value obtained for our link. On the other hand, ITU-R Recommendation P.530-12 gives a marginally lower probability of 0.024%. All the Vigants's models (with and without the surface roughness factor) are seen to perform rather poorly in estimating the link outage. This may partly be due to the fact that they are not global, as compared to the ITU-R models.
Finally, we also note that the Geo-climatic factor (K) used in the ITU-R models in Table 4 is a local one obtained by Dabideen et al [4] ; and it is the worst-month value of 0.0381, which is the value for February. We note that the actual ITU-R value of K for the region is 9.12x10 -4 , which could have resulted in at least slightly different results for the outage probability. Also note in Table 1 that the effective value of k exceeded 99.9% of the time in the worst month is 0.2, and this also takes place in February. Thus, for KwaZulu-Natal, February is the month for the highest probability of multipath fading as well as diffraction fading.
CONCLUSION
From the 11-month measurement campaign in KwaZuluNatal over a line-of-sight microwave link, we determine the analytical models for fade exceedance probability. The measured outage probability of 0.05% compares well with the value of 0.06% due to Morita's model for sea and coastal areas. It also compares reasonably well with outage values of 0.027% and 0.024% obtained from the models of ITU-R Recommendations P.530-8 and P.530-12, respectively. However, it is observed that the Vigants' model of the United States for coastal and overwater regions does not present a reasonable prediction for link outage in South Africa, even with surface roughness incorporated. Finally, while the above models present a good start, a longer measurement campaign in South Africa will ensure a refinement of the model. 
