We have developed the concept of pathway assembly to explore the amount of extrinsic information required to build an object. To quantify this information in an agnostic way, we present a method to determine the amount of pathway assembly information contained within such an object by deconstructing the object into its irreducible parts, and then evaluating the minimum number of steps to reconstruct the object along any pathway. The mathematical formalisation of this approach uses an assembly space. By finding the minimal number of steps contained in the route by which the objects can be assembled within that space, we can compare how much information ( ) is gained from knowing this pathway assembly index (PA) according to = | | | |
Introduction
In the thought experiment known as the "infinite monkey theorem", an infinite number of monkeys, each having a typewriter, produce strings of text by hitting keys at random [1] . Given infinite resources, it can be deduced that the monkeys will produce all possible strings, including the complete works of Shakespeare. However, when constrained to the bounds of the physical universe, the likelihood that any particular text is produced by a finite number of monkeys drops rapidly with the length of the text [2] . This can also be extended to physical objects like cars, aeroplanes, and computers, which must be constructed from a finite set of objects -just as meaningful text is constructed from a finite set of letters. Even if we were to convert nearly all matter in the universe to object constructing monkeys, and give them the age of the universe in which to work, the probability that any monkey would construct any sufficiently complex physical object is negligible [3] . This is an entropic argument -the number of possible arrangements of the objects of a given composition increases exponentially with the object size. For example, if the number of possible play-sized strings is sufficiently large, it would be practically impossible to produce a predetermined Shakespearean string without the author. This argument implies information external to the object itself is necessary to construct an object if it is of sufficiently high complexity [4, 5] : in biology the requisite information partly comes from DNA, the sequence of which has been acquired through progressive rounds of evolution. Although Shakespeare's works are -in the absence of an appropriate constructor [6] (an author) -as likely to be produced as any other string of the same length, our knowledge of English, and Shakespeare in particular, allows us to partition the set of possible strings to generate information about those strings containing meaning, and to construct them.
Biological systems have access to a lot of information -genetically, epigenetically, morphologically, and metabolically -and the acquisition of that information occurs via evolutionary selection over successive cycles of replication and propagation [7] . One way to look at such systems is by comparing the self-dissimilarity between different classes of complex system, allowing a model free comparison [10] . However, it has also been suggested that much of this information is effectively encrypted, with the heritable information being encoded with random keys from the environment [8] . As such, these random keys are recorded as frozen accidents and increase the operative information content, as well as help direct the system during the process of evolution, producing objects that can construct other objects [9] . This is significant since one important characteristic of objects produced autonomously by machinery (such as life), which itself is instructed in some way, is their relative complexity as compared to objects that require no information for their assembly beyond what chemistry and physics alone can provide. This means that for complex objects there is 'object-assembly' information that is generated by an evolutionary system, and is not just the product of laws of physics and chemistry alone. Biological systems are the only known source of agency in the universe [11] , and it has been suggested that new physical laws are needed to understand the phenomenon of life [12] . The challenge is how to explore the complexity of objects generated by evolutionary systems without a priori having a model of the system.
Herein, we present the foundations of a new theoretical approach to agnostically quantify the amount of potential pathway assembly information contained within an object. This is achieved by considering how the object can be deconstructed into its irreducible parts, and then evaluating the minimum number of steps necessary to reconstruct the object along any pathway. The analysis of pathway assembly is done by the recursive deconstruction of a given object using shortest paths, and this can be used to evaluate the effective pathway assembly index for that object [13] . In developing pathway assembly, we have been motivated to create an intrinsic measure of an object forming through random processes, where the only knowledge required of the system is the basic building blocks and the permitted ways of joining structures together. This allows determining when an extrinsic agent or evolutionary system is necessary to construct the object, permitting the search for complexity in the abstract, without any specific notions of what we are looking for, thus removing the requirement for an external imposition of meaning, see Figure 1 .
Figure 1:
The Pathway Assembly process (centre) [13] is compared to implementations of Shannon Entropy [14] (left) and Kolmogorov Complexity [15] (right) for blue and white blocks. The Pathway
Assembly process leads to a measure of structural complexity that accounts for the structure of the object and how it could have been constructed, which is in all cases computable and unambiguous.
The development of the Pathway Assembly [13] index (PA) was motivated by the desire to define a biological threshold, such that any object found in abundance with PA above the threshold would have required the intervention of one or more biological processes to form [16] . The Pathway Assembly index (PA) of an object is the length of the shortest pathway to construct the object starting from its basic building blocks. It should be noted that this approach is entirely classical [17] , allowing quantifying pathways through assembly space probabilistically as a way to understand what life does.
We construct the object using a sequence of joining operations, where at each step any structures already created are available for use in subsequent steps, see Figure 2 . The shortest pathway approach is in some ways analogous to Kolmogorov complexity [15] , which in the case of strings is the shortest computer program that can output a given string. However, Pathway Assembly differs in that we only allow joining operations as defined in our model. This restriction is intended to allow the Pathway Assembly process to mimic the natural construction of objects through random processes, and it also importantly allows the PA of an object to be computable for all finite objects (see Theorem 4 in the SI).
Figure 2:
The basic concept of pathway assembly is shown here. Each of the final structures can be created from white and blue basic objects in four joining operations, giving a Pathway Assembly Index of 4. Pathway (a) shows the creation of a structure that can only be formed in four steps by adding one basic object at a time, while pathway (c) represents the maximum increase in size per step, by combining the largest object in the pathway with itself at each stage. Pathway (b) is an intermediate case.
Given a system where objects interact randomly and with equal probability, it is intuitively clear that the likelihood of an object being formed in steps decreases rapidly with . However, it is also true that a highly contrived set of biases could guarantee the formation of any object. For example, this could occur if we were to model the system such that any interactions contributing to the formation of the object were certain to be successful, while other interactions were prohibited. For complex objects, such a serendipitous set of biases would seem unlikely in the absence of external information about the end products, but physical systems generally do have biases in their interactions, and we can explore how these affect the likelihood of formation of objects. However, we expect for any perceived "construction processes" that requires a large enough set of highly contrived biases, we can deduce that external information is required in the form of a "machine" that is doing the constructing.
Technological processes are bootstrapped to biological ones, and hence, by extension, production of technosignatures involves processes that necessarily have a biological origin. Examples of biosignatures and technosignatures include chemical products produced by the action of complex molecular systems such as networks of enzymes [18] , and also objects whose creation involved any biological organisms such as technological artefacts [19] , complex chemicals made in the laboratory [20] , and the complete works of Shakespeare. Finding the object in some abundance, or a single object with a large number of complex, but precisely repeating features, is required in order to distinguish single random occurrences from deliberately generated objects. For example, a system which produces long random strings will generate many that have high PA, but not in abundance.
Finding the same long string more than once will tell us that there is a bias in the system towards creating that string, thus searching for signatures of life should involve looking for objects with high PA found in relatively high abundance.
Formalism
In this manuscript, we explore the foundations of Pathway Assembly, as well as some of its properties and variants. We also describe how Pathway Assembly can be incorporated into a new information measure, Pathway Information, and how this can help identify objects, above a threshold, that must have been produced by living systems. Finally, we offer some examples of the use of pathway assembly in systems of varying dimensionality, and describe some potential real-world applications of this approach. The Pathway Assembly process is formally defined in the context of an Assembly Space, which comprises a partially ordered set ( , ≤) of objects, and a morphism (that is a structurepreserving map from one mathematical structure to another of the same type) labelling map which associates each morphism with a set of objects from (see Definition 11 in the SI). If a morphism between object and is labelled with object , i.e. with ∈ ( ≤ ), then this can be thought of as being constructed through the combination of and . We also require that the symmetric operation exists within the space, i.e. ∈ ( ≤ ).
We define an assembly subspace U on an assembly space V to be an assembly space that contains a subset of the objects in V, maintaining all the relationships between them (see Definition 16 in the SI). An assembly subspace is said to be rooted if it contains a nonempty subset of the basic objects. This is an important distinction in the definition of the Assembly Index below, as it allows us to define the shortest construction pathway for objects using a consistent set of basic objects. Pathway assembly also allows for the combination of objects with compound objects in the assembly space.
We define a transitive Assembly Space as one if ϕ(u ≤ v) = R, ϕ(v ≤ w) = S and t ∈ ϕ(u ≤ w), then there is an r ∈ R, s ∈ S with s ∈ ϕ(r ≤ t); in other words, if u and t can be combined to make w in one step, there must be a way to make t from combing an object used to make v from u and an object used to make w from v (see Definition 14 in the SI). Although this property is not strictly required in the Assembly Space formalism, most real-world systems satisfy it. We also require the presence of one or more basic objects, used to construct other objects in the space (see Definitions 11 and 12 in the SI), formalised as minimal elements under the partial order ≤. We define an assembly map as a map from one assembly space to another that maintains the relationship between objects, but may map multiple objects in to the same object in . One such map that is generally applicable is the mapping of each object to its size, see Figure 3 . Assembly maps can be useful for finding a lower bound to the assembly index (described below, and Definition 20 in the SI), by mapping to a system that may be more computationally tractable to work in than the original system of interest (see Theorem 3 in the SI). Some of the morphisms have been omitted for clarity. The dotted region is an assembly subspace, and topological ordering of the objects in the subspace represents a minimal assembly pathway for any subspace containing the sequence of four blue boxes.
We define the cardinality and augmented cardinality as the number of objects in the assembly space, where the augmented cardinality excludes the basic objects (defined separately, as this measure is used in the assembly index). We then define an assembly pathway and the assembly index. An assembly pathway is a set of all the objects in an assembly space in some order that respects the partial order ≤, i.e. a topological order. If we take all the rooted assembly subspaces of that contain some object , we then define the assembly index as the augmented cardinality of the smallest rooted assembly subspace that contains . The subspace must be rooted, as otherwise a subspace containing only would meet this criterion. We use the augmented cardinality of this subspace, as defined above, as defining the assembly index without including basic objects in accord with the physical interpretations that motivated this measure; however, the cardinality could instead be used if desired, and the difference in the measures for any structures with shared basic objects would be require a constant. The assembly index then represents the minimum number of joining operations required to construct object , as illustrated in Figure 2 . For a formal definition, see Definition 20 in the SI.
When mapping from assembly space U to assembly space V through an assembly map f, the assembly index of a mapped object in V acts as a lower bound for the assembly index of the original object in U. This can allow us, for example, to map an assembly space to another in which finding the assembly index is less computationally intensive in order to calculate a useful lower bound, see Theorem 3 in the SI. The assembly index of an object in any rooted assembly subspace of U is an upper bound for the assembly index of the object in U, see Lemma 4 in the SI. A split-branched space is an assembly space where for each morphism ∈ ( ≤ ), then either ≤ , ≤ , or ↓∩ ↓= ∅ (see Definition 15 in the SI). This means that, other than basic objects, when combining two different objects neither of them can have an assembly pathway that uses objects created in the construction of the other. They may use objects that are considered identical (e.g. the same string) but these are separate objects within the space. Since we can define an assembly map that maps these identical objects to a new space where they map to the same object, the split-branched assembly index for a system is an upper bound for the assembly index on that system. We use the space of integers under addition to explore these assembly maps, where an addition chain for an integer is a sequence of integers, starting with 1, with each integer in the sequence being the sum of two previous integers, see Figure 4 . A minimal addition chain for an integer is the shortest addition chain that terminates in that integer, and the size of that addition chain is equivalent to the pathway assembly index of the integer (after subtracting 1 to account for the single basic object). The objects in this space can be considered as abstract integers, or as representing the size of objects in some other assembly space. See the "Example Applications" section below for more information on addition chains. We model the assembly process as a weighted decision tree where at each level there is a choice of objects that can be formed. The number of choices at each level of the tree is constrained by the number of integers that have the assembly index associated with that level. To obtain the assembly indices, we used data for all minimal addition chain lengths for integers up to 100,000, as published in the Online Encyclopaedia of Integer Sequences [21] . In the initial case of zero bias, the probability of each step was drawn from a uniform random distribution. In subsequent steps, a value was drawn from a uniform random distribution between 0 and a value ℎ, and the probability of the step was assigned a value 10 , subsequently normalised so that all probabilities sum to 1. As ℎ increases, so does the bias of the distribution, with each increase of by 1 representing a 10-fold increase in likelihood of that choice. We then calculated the probability of the most likely pathway to assess the impact of the bias. In the case of zero bias, at assembly index 25, the integer generated along the most probable pathway will be found has approximately 10 −7 probability of being formed. Increasing the bias to the maximum level ℎ = 5, the integer generated along the most probable pathway at assembly index 25 will appear approximately 12% of the time, see Figure 5 . These probabilities will reduce further when considering greater number of choices, such as in situations of higher dimensionality, like strings, grid structures, and graphs (see "Example
Applications" section below). In the maximum bias case explored here, where ℎ = 5, the choices with = 5 will be 10,000 times more likely than those with = 1. This argument demonstrates that using a pathway assembly model will result in a threshold above which it is unlikely that any specific object would be found, with the threshold depending on the system of objects and joining operations, and the physical limits of the inherent biases present in the process. Even in a significantly biased system, such a threshold will exist, and any objects found in abundance with PA above the threshold will require some process inducing specificity outside of the random (bias) model to form.
We consider these additional processes to be biological. Exploration of the processes and biases of a specific system can then be used, along with experimental data, to determine this threshold.
In addition to using the assembly index to determine this biological threshold, it is useful to consider an information measure based on the number of possible structures that can be created using assembly pathways, see Figure 6 . One way to do this is to consider a bounded set of possible structures , and then the subset of possible structures with a specified pathway assembly index, . The "pathway information" is the amount of uncertainty the pathway assembly index reduces beyond what knowledge of only the size or general composition can provide. In this case, using the approach of Shannon Information [14] , the information provided by the Pathway Assembly index, , is given by: It should be noted that this information measure provides a way of formalizing information over states (size, composition) and over paths (PA) within a common mathematical framework. To calculate IPA, there are several possible choices for , all of which must be finite. One option, for an end product with = , N is the set of objects possible that can be created from the same irreducible parts within steps regardless of PA, and NPA is the subset of those objects with the precise pathway assembly index = . This then gives us a measure of the information provided by learning the assembly index, within the context of all objects that could be created by traversing that distance in the assembly space. The difference in utility between the Pathway Assembly index and the pathway information, is that the Assembly Index provides a simple threshold based on pathway length, whereas pathway information can provide an intuition on what the assembly index tells us about the space of possible objects and how much additional information is provided by knowing the paths. The information increases rapidly with Assembly Index, as the space of objects accessible within a given number of steps grows rapidly with the number of steps, see Figure 7 . Pseudo code describing the algorithm to calculate the pathway assembly of a given object is described in the SI. and 6 x letter "B". If we have a string with Assembly Index of 9, i.e. it can be constructed in 9 steps, the pathway information is much higher than with Assembly Index 8, as the number of objects that can be constructed in steps grows much more rapidly than the number of objects with = .
Example Applications
In the following sections we describe how the pathway assembly approach can be applied to systems of varying dimensionality, see Figure 8 .
An addition chain is defined [22] as "a finite sequence of positive integers In this space, an assembly pathway on a subspace representing the assembly index of an integer will be equivalent to an optimum addition chain (subtracting 1 to account for the single basic object). Addition Chains can provide a useful lower bound for the assembly index in other assembly spaces, as we can define an assembly map in an assembly space that maps each object to an integer representing the number of basic objects within it (see Figure 3 ). Addition chains can be generalised to vectorial addition chains [23] , in which we define a vectorial addition chain for an k-dimensional vector of natural numbers ∈ ℕ /{0}
(excluding the 0 vector) as a sequence of ∈ ℕ /{0} such that for − + 1 ≤ ≤ 0, are the standard basis of unit vectors {(1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, 0, . . . , 1)}, and for each > 0 there exists , with = + and > ≥ . An example of a vectorial addition chain for [8, 8, 10] is [4, 4, 4] , [8, 8, 8] , [8, 8, 9] , [8, 8, 10] ]
Figure 8: Example assembly pathways for systems of varying dimensionality
We can also define an assembly map from other assembly spaces to vectorial addition chains, where each element in a vector represents the count of a type of basic object (e.g. [1, 2, 3] for 1 red block, 2 blue blocks, 3 green blocks), so this can provide another lower bound. In this case, there also exists a trivial assembly map from vectorial addition chains to addition chains, by summing the vector, so the assembly index on addition chains is a lower bound for the assembly index on vectorial addition chains. In one-dimensional strings we can define an assembly space ( ≤, ) of strings, where each ∈ is a string and ∈ ( ≤ ), if can be produced by concatenating and . There are multiple systems that have string representations, including text strings, binary signals and polymers. In the case of strings, the probabilities for each character represent the likelihood of finding it in the string, i.e. the inverse of the count of that character within the string. The Shannon information content is defined as the reduction in entropy (uncertainty) on being presented with some information, and in the case where we are presented with the string itself (reducing entropy to zero) the entropy and information are numerically equal. Unlike Pathway Assembly, Shannon information in this implementation does not consider the structure of the string, e.g. the information content will be the same for "ABBCCCDDDD" as for "ABCDBCDCDD". The Kolmogorov Complexity [15] of an object is the length of the shortest program that outputs that object, in a given Turing-complete language. Although Kolmogorov Complexity is dependent on the language used, it can be shown that the Kolmogorov complexity in any language can be related to the Kolmogorov complexity in a universal language by ( ) ≤ ( ) + for some constant [24] . If a string cannot be expressed in a universal language by a program shorter than its length, it is considered random. It has been shown that the Kolmogorov complexity is not computable, whereas the Pathway Assembly index is computable (see Theorem 4 in the SI).
We can extend Pathway Assembly to two dimensions by considering a grid of pixels, or coloured boxes, for example a digital image. For simplicity we will consider images with black and white basic objects, although this could be simply extended to greyscale images or colour images (e.g. greyscale images could have 256 basic objects representing different pixel intensities, as in an 8-bit greyscale image). We can define an assembly space ( , ≤) for all such images (without the restriction that the images must be rectangular) by selecting a basis set of all black and white pixels, and where for , , ∈ , ∈ ( ≤ ) if we can connect and to get in such a way that is a substructure of and is the complement of in . In other words, you can connect and together to get . A choice can be made about whether to enforce the preservation of orientation, or whether to consider substructures rotated by 90 degrees to be equivalent, and the latter choice can be related to the former by way of an assembly map. An illustration of an assembly pathway in this space can be seen in Figure 10 . The assembly index of an image can be bounded by an assembly map to the one-dimensional case, for example by mapping to a numeric list containing a count of the number of black pixels in each column. It can also be mapped to the space of addition chains as normal and to a reduced representation of the image such as those generated by pooling operations used in convolutional neural networks, or quantisation matrices used in jpeg compression. To extend pathway assembly to three dimensions we can consider structures created out of cubic building blocks as a natural extension of the two-dimensional model. Pathway assembly does not need to be applied to objects as a whole, but can be applied to shared motifs or networks found within the objects [13] , which can in some cases map to the problem of cubic building blocks. Pathway assembly, as described here, currently has no simple extension to continuous objects, however we can use an assembly map to define a function that consistently maps similar features to larger block structures, and can calculate the assembly index of that structural motif to explore whether it is over the biological threshold, if found in some abundance. As in the two-dimensional case, the assembly index of cubic structures can be bounded by an assembly map to the two-dimensional case, the one-dimensional case, or to the case of addition chains.
An undirected graph ( , ) is defined by a set of vertices and a set of edges ⊆ × . An assembly space for connected graphs (directed or undirected) can be defined where is the space of all connected graphs, with the basis set consisting of a single node. The partial order ≤ is defined
In other words, contains all vertices and edges of and , and also at least one edge between them. Similar spaces can be defined for graphs that are not necessarily connected by removing the requirement that ≠ ∅. Vertex colours can be incorporated by expanding the basis set . A graph assembly space can also be defined with edges as the basic objects, instead of vertices.
Additional constraints allow for the study of spaces of other useful graph structures, for example restriction of vertex degree allows for the study of the space of molecular graphs, which are studied in an upcoming paper. As in the block structures, the assembly space of graphs can be used to analyse objects that have identical network motifs in them while not being identical in other ways. Assembly maps can be defined from the space of graphs to the space of addition chains, as a count of the number of vertices, and also to vectorial addition chains if the vertices are coloured.
There are various other examples where the pathway assembly approach could be used to provide useful analysis of objects. One example is in audio / electromagnetic signals, or music. By utilising notes and silences as basic objects, possibly incorporating frequency/pitch, we could use pathway assembly to distinguish natural signals such as those from a pulsar, or the sound of wind moving through a complex landscape, from sounds such as birdsong or structured communications. In such a system, abundance could be considered to be the same signal from multiple locations, or from the same location but repeated. We can also consider the morphology of apparent geological formations to look for evidence of biological influence in the form of duplicated complex patterns.
Pathway assembly can also be used to define a compression algorithm, similar to the widely known Lempel-Ziv-Welch (LZW) algorithm [25] . In the LZW algorithm, repeated portions of text are represented by additional symbols in an expanded character set, and the need for a separate dictionary is removed by building the dictionary in such a way that it can be reconstructed during decompression.
In a pathway assembly-based implementation, we could initially calculate an assembly pathway for the string, and then use the additional character set to indicate points at which substrings are duplicated or stored for re-use. It is unlikely that such a compression algorithm would be commercially useful due to the computational complexity of finding a minimal assembly pathway, but analysing compressibility in this way could provide further insights around the information content of string-like objects from an assembly space perspective.
Conclusions
The pathway assembly model, and pathway information, can be used to explore the possible ways an object could have formed from its building blocks through random interactions, and we have now built on our initial work, [26] by establishing a robust mathematical formalism. By doing so, we can define a threshold above which extrinsic information from a biological source would have been required to create an observable abundance of an object because it is too improbable to have formed in abundance otherwise. The pathway assembly of an object, when above the threshold, can be used as an agnostic biosignature, giving a clear indication of the influence of information in constructing objects (e.g. via biological processes) without knowledge of the system that produced the end product.
In other words, it can be used to detect biological influence even when we don't know what we are looking for. Of interest is the ability to search for new types of life forms in the lab, alien life on other worlds, as well as identifying the conditions under which the random world embarks on the path towards life, as characterised by the emergence of physical systems that produce objects with high pathway assembly. As such, pathway assembly information might be enable us to not only look for the abiotic to living transition, identifying the emergence of life, but also to identify technosignatures associated with intelligent life with even higher pathway assemblies within a unified quantitative framework. We therefore feel that the concept of pathway assembly can be used to help us explore the universe for structures that must have been produced using an information-driven construction process; in fact we could go as far as to suggest that any such process requiring information is a biological or technological process. This also means that pathway assembly 
Supplementary Information:
Quantifying the pathways to life using assembly spaces In this work, we are interested in formalizing the notion of assembling real-world objects from basic building blocks, and establishing the idea that the minimal ways of doing so is an important property of the object within that context. We identified a set of minimal properties that the assembly processes requires, and considered a number of mathematical structures as candidates, e.g. categories, operads, monoids and partial orders. However, these options were either too general (categories and partial orders), or lacked one or more of these minimal properties (monoids and operads) . As a result, we constructed a new mathematical structure, which we refer to here as an assembly space, based on notions from category and order theories. In the following sections we describe the order-theoretic foundations for the theory of assembly spaces, provide the fundamental definitions of the theory, and present a number of important theorems relating to the concept of the pathway assembly index.
Order Theoretic Prerequisites
Much of the theory of assembly spaces is built on the concept of a partially ordered set, which captures the idea that if two objects and are combined to form an object , then is in some sense greater than both and . However, it is important to note that this is not necessarily a notion of "physical size", though it will typically be that is physically larger than both and . Two objects with the same physical size need not be comparable, and in fact often will not be. This notion of comparability is captured by a partial order ≤ on a set of objects .
Definition 1. A partial order on a set is a binary relation ≤ such that for all , , ∈ :
1. ≤ 2. If ≤ and ≤ , then = .
3. If ≤ and ≤ , then ≤ .
A set with a partial order ≤ is called a partially ordered subset (poset) and is denoted ( , ≤). We write < if and only if ≤ and ≠ , and read this as "b is above a".
There is an alternative way of thinking about such structures using the language of category theory. A wide range of mathematical structures can be describing using categorical language, e.g. sets, groups, monoids, and -most relevant to this work -partial orders. As we develop the formalism around assembly spaces, we will often make reference to a few concepts and notations from category theory to make the process easier. We start by defining a small category.
Definition 2.
A small category consists of 1. A set ( ) of objects 2. A set ℎ ( ) of morphisms between objects. Each morphism ∈ ℎ ( ) has a domain object, ∈ ( ) and a codomain object ∈ ( ). This is usually written : → . The set of all morphisms from to is denoted ℎ ( , ) ⊆ ℎ ( ), or ℎ ( , ) when the category is clear from context, and is called a hom-set.
3.
A composition operation ∘: ℎ ( , ) × ℎ ( , ) → ℎ ( , ) for every three objects , , , such that for : → and : → , ∘ : → .
which satisfy the following axioms:
1. If : → , : → and ℎ: → , then ℎ ∘ ( ∘ ) = (ℎ ∘ ) ∘ .
2. For every object , there exists a morphism : → , called the identity morphism on , such that for every morphism : → and : → , ∘ = and ∘ = .
Definition 3. A partially ordered set is a small category in which every hom-set ℎ ( , ) contains at most one morphism. Since there is at most one morphism in ℎ ( , ), we denoted the morphism as ≤ when it exists.
The concept of a "basic object", which will be formalized below, is important to our formalism. We can think joining of an object with a basic object as the smallest change which can be made to the original object. To capture this idea, it is useful to think about covering relations. One object covers another if there is no object between them; it never takes more than one joining operation to make the former into the latter.
When we come to define an assembly space, this categorical perspective allows us to talk about objects as the things being composed and assembled, and morphisms as the process of a composition. We will be able to associate sets of objects with the morphisms to capture the fundamental property that composition is a three-object process: two objects are combined to produce a third. This being said, as with most mathematical structures, there are many ways of representing these ideas. The most reasonable and direct alternative, in our view, would be graphbased representation wherein objects are replaced by vertices and morphisms by edges. These are complementary perspectives, each offering advantages over the other. For this work, we prefer the language of categories for the concision it offered to subsequent definitions and the more general applicability of category theory Definition 4. Let ( , ≤) be a poset. An element is said to cover an element , written ≺ , if < and there is no element ∈ such that < < . In other words, is a smallest element above .
We will regularly need to refer to the collection of all objects which are above (upper set) or below (lower set) a given object. The former captures the idea that the given object can be used, in some way, to build every element in the upper set, and the latter is the idea that some objects can never be used to construct a give object. Related to the idea of upper and lower sets is the concept of minimal and maximal elements. Most of this work makes use of the former, though we define them both here for good measure. Minimal elements are those elements in a partially ordered set which are not above any other element. Definition 6. Let ( , ≤) be a partially ordered set and in . Then is maximal in if, whenever ≤ in , we have = . Dually, is minimal in if, whenever ≤ in , we have = . The set of all maximal elements of is denoted max( ). Dually, min( ) is the set of all minimal elements.
Since our primary focus is on objects in the real world, will be focusing what we refer to as finite objects. That is, objects for which there are finitely many other objects which can be used to construct them. The questions of whether or not infinite things exists or whether we should consider a generalization admitting infinite objects is deferred to a subsequent work. Definition 7. An element in a poset is said to be finite if ↓ in is a finite set.
Our final definition of specific properties a partial order might have, that are necessary to define an assembly space, is that of a discrete partial order. In words, a partially ordered set is discrete if no matter which two comparable, unequal objects you choose, either one covers the other, or there is a finite sequence of covering relations connecting them. Conceptually, this means that for any given object, there are objects immediately above and immediately below it with nothing in between. We should point out that the definition of finite objects and discrete posets are somewhat non-standard, but capture essential qualities for the following development.
Definition 8.
A partially ordered set ( , ≤) is discrete if when < , there exists a finite, possibly empty, sequence of states 1 , … , with ≺ 1 ≺ ⋯ ≺ ≺ .
With partially ordered sets defined, and relevant properties laid out, we can turn to the idea of mapping one poset into another. This is done with a map between the posets' underlying sets which is non-decreasing with the order. Supposing you are mapping to , then this means that any two comparable objects in will be comparable in after the mapping, and that the order of comparison is unchanged by the map. 
Assembly Spaces, Subspaces and Maps
In developing the definition of an assembly space, we started with several basic properties. An assembly space should have a set of basic objects which can be used to construct every other object in the space. Whenever we combine two objects and to make a third object , we can think of as being greater, in some sense, than both and . What's more, was used turn into and vice versa. Finally, combining objects together necessarily changes them. More specifically, you cannot combine two objects and get either of the original objects back in the end. These translate directly into the following two definition Definition 11. An assembly space is a discrete partially ordered set ( , ≤) together with a morphism labeling map : ℎ ( ) → ( ) which satisfies the following axioms:
Such an assembly space is denoted ( , ≤, ), and can be abbreviated to ( , ≤) or simply where appropriate. If is an assembly space, we will write ∈ to mean that is an element of the underlying partially ordered set of .
For partially ordered sets in general, the first axiom of assembly spaces is not satisfied. For example, the poset of real numbers ordered in the canonical way has no minimal elements. It's also possible to have minimal elements, but not be bounded below by them. Consider, for example, the set ℝ ∪ , where = {⊥, ⊤} is the set of boolean values ordered under ≤ in the usual way ⊥ < ⊤, and ℝ ∪ is ordered according to
In other words, the elements of ℝ and are ordered as usual, but are not mutually comparable. In this case ⊥ is the only minimal element, and ⊥↑= {⊥, ⊤}. With all of this in mind, we require that assembly spaces have a set of minimal elements such that every element of the space is in the upper set of those elements.
Definition 12. The set of minimal elements of an assembly space is referred to as the basis of and denoted , or when the context is evident. Elements of the basis are referred to as basic objects or basic elements. The basic objects of an assembly space represent the fundamental building blocks of the objects in that space.
With the definition of an assembly space, we can now describe an assembly pathway, which was the primary object of the theory in prior work [1] . The concept is that there is a way to linearly order objects so that no object can be constructed from objects which follow it in the order. In this formalization, this is represented as a topological ordering of the underlying partially ordered set of the space. Definition 13. An assembly pathway of an assembly space ( , ≤) is any topological ordering of with respect to ≤.
The primary reason for this change of focus is that for a given space, there are typically many admissible topological orderings. This non-uniqueness, while not a problem, is somewhat unsavory.
Definition 14.
An assembly space ( , ≤, ) is said to be transitive if for all < < in with ( ≤ ) and ( ≤ ) non-empty, then for every ∈ ( ≤ ) there exists ∈ ( ≤ ) and ∈ ( ≤ ) with ≤ and ∈ ( ≤ ).
Definition 15. An assembly space ( , ≤, ) is said to be split-branched if for all , ∈ , ≤ or ≤ whenever ↓∩ ↓≠ ∅.
With the concept of an assembly space, we can formalize the notion of an assembly subspace. The idea is that a subset of the objects in an assembly space can be complete, in the sense the subset itself forms an assembly space.
Definition 16. Let ( , ≤ , ) be an assembly space. An assembly subspace of is subset ⊆ which is partially ordered under ≤ together with a morphism labeling map : ℎ ( ) → ( ) such that
We denote this relationship as ( , ≤ , ) ⊑ ( , ≤ , ), or ⊑ for short.
Generally, the basis of an assembly subspace will not be a subset of the basis of the large spacer of which it is a part. This is not necessarily a problem; the subspace can represent some higherlevel description. For example, we can think of constructing a building brick by brick and board by board, the bricks and boards being basic building block. However, we can mortar the brick together into walls and the fasten the boards together, and obtain a higher-level description of assembling a building -join four walls and a roof. All of this said, if the objective is to obtain a representation of how complicated the construction is relative to the basis of the larger space, it becomes necessary to only consider subspaces whose basis is a subset of the larger space. We refer to such assembly subspaces as rooted. 
As such, ≺ +1 and ( ) ≺ ( +1 ), so ≺ . Since is an assembly space, ( ≤ +1 ). By construction of , ( ( ≤ +1 ) ⊆ ( ≺ ), and is thus not empty. This proves axiom 3.
(Axiom 4) Let ∈ ( ≤ ). If ( ≤ ) is empty, then we're done. By construction of , there exists a , , ∈ such that ( ) = , ( ) = , ( ) = , ≤ and ∈ ( ≤ ). Since is an assembly space, ≤ and ∈ ( ≤ ). Then ≤ and ∈ ( ( ≤ )). If < , then ∈ ⋃ ≤ ∈ −1 ( ≤ ) ( ( ≤ )) and thus ∈ ( ≤ ). On the other hand, if = , then we have ∈ ( ≤ ). To see that this is impossible, note that it would imply that = by property 1 of the assembly map , and ∈ ( ≤ ). But ( ≤ ) = ∅, by definition and thus ∉ ( ≤ ). Therefore cannot equal . So, we have ∈ ( ≤ ) ⇔ ∈ ( ≤ ), giving us axiom 4.
Thus, ( ( ), ≤, ) is an assembly space, and satisfies the first property of being an assembly subspace of . The remaining two properties follow directly from the definition of and the definition of an assembly map. ◼ The Assembly Index Definition 19. The cardinality of an assembly space ( , ≤, ) is the cardinality of the underlying set , and is denoted | |. The augmented cardinality of the space with basis is | \ |. Definition 20. The assembly index ( ) of a finite object in an assembly space is the minimal augmented cardinality of all rooted assembly subspaces of containing . This can be written ( ) when the relevant assembly space is clear from context.
Bounds on the Assembly Index
Lemma 4. Let be an assembly space and a rooted assembly subspace of . For every finite in , the assembly index of in cannot be less than the assembly index of in . That is ( ) ≥ ( ) for all in U.
Proof: Let ∈ , and suppose ( ) < ( ). Then there exists a rooted assembly subspace ⊑ containing such that | \ | = ( ). But by the transitivity of assembly subset inclusion (lemma 1), is a rooted assembly subspace of and thus there exists a rooted assembly subspace in with augmented cardinality less than ( ); a contradiction. ◼ Theorem 2. Let be an assembly space and let be a finite element of . Then ( ) = ↓ ( ).
Proof: Since ↓ is finite, we need only consider finite, rooted assembly subspaces of . Let ⊑ be finite and rooted in , containing , and suppose ⋢ ↓. Let ∈ such that ≰ , then ( \ ↑) is a rooted assembly subspace of containing with augmented cardinality strictly less than . As such the of | \ | ≠ ( ). In other words, if is not a subspace of , then it cannot have the augmented cardinality ( ). Thus, by contrapositive, if | \ | = ( ), then ⊑ ↓.
Since is rooted in , it must also be rooted in ↓ . Therefore, if a rooted assembly subspace of has the minimal augmented cardinality in , it must be a rooted assembly subspace of ↓. This implies that ( ) ≥ ↓ ( ). However, by lemma 2, ( ) ≤ ↓ . Thus, ( ) = ↓ ( ). ◼ Theorem 3. If : → is an assembly map, then ( ) ( ( )) ≤ ( ) for all finite ∈ .
Proof: Let ⊑ be rooted assembly subspace containing with | \ | = ( ). The restriction of to is an assembly map : → ( ). Then we have | \ | ≥ | ( \ )| = | ( \ ) ∩ ( ( )\ ( ) )| + | ( \ ) ∩ ( ) | ≥ | ( \ ) ∩ ( ( )\ ( ) )|
(4)
As an assembly map, maps basis elements of to basis elements of ( ). So for every ∈ ( )\ ( ) , there exists a ∈ \ such that ( ) = , which gives us ( ) = | \ | ≥ | ( \ ) ∩ ( ( )\ ( ) )| = | ( )\ ( ) | ≥ ( ) ( ( )).◼
(5)
Computability and Algorithms Theorem 4. If is an assembly space and ∈ is finite, then ( ) is computable.
Proof: By Lemma 3 every minimal rooted assembly subspace of containing is a minimal rooted assembly subspace of ↓ containing . Since is finite, ↓ is finite, the set of assembly subspaces of ↓ is finite, and each such subspace is finite. Consequently, the basis of each subspace is computable. As such, the set of all rooted subspaces is computable. The cardinality is computable, so the set of cardinalities of all rooted subspaces is computable. Finally, the minimum of a finite set of natural numbers is computable. Therefore, ( ) is computable. ◼ With regard to the recursive pathway assembly index algorithm, we might just point out that for any give assembly space, you can create a split-branch space which can map onto the original space. Then according to Theorem 4, the assembly index in split-branch space is an upper bound of the index in the original space.
An algorithm for finding the pathway assembly index of an object within an assembly subspace is described below.
The Assembly Index in assembly space ≡ ( , ≤, ) of a target object ∈ , with basic objects ⊆ . 
End Function
We have also defined above the Split-Branched Assembly Index. Calculation of this index can be more computationally tractable than the assembly index, as often a lower number of pathways will need to be enumerated. An algorithm to calculate this index is shown below.
The Split-Branched Assembly Index in assembly space ≡ ( , ≤, ) of a target object ∈ , with basic objects ⊆ . 
