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We establish an expression of the entropy-from-work theorem that is complementary to the one
originally proposed in [P. Talkner, P. Hanggi and M. Morillo, arXiv:0707.2307]. In the original
expression the final energy is fixed whereas in the present expression the initial energy is fixed.
PACS numbers: 05.30.-d, 05.70.Ln, 05.40.-a
In a recent and very interesting work [1] Talkner et al.
have established the microcanonical quantum fluctuation
theorem. They proved that in quantum mechanics one
obtains the same fundamental equation that one finds
classically, namely:
øE(t0)ptf ,t0(E,w) = øE+w(tf )pt0,tf (E + w,−w), (1)
where øE(t0) and øE+w(tf ) are the densities of states at
energies E and E + w at times t0 and tf respectively.
The symbol ptf ,t0(E,w) denotes the probability of mov-
ing from energy E at time t0 to energy E+w at time tf ,
as a result of a protocol that changes the Hamiltonian
from H(t0) to H(tf ). The symbol pt0,tf (E + w,−w) de-
notes the probability of starting from E + w at tf and
ending up at E at t0 when the reversed protocol is acted
on the system.
Using Boltzmann’s definition of entropy [5]:
S(E, t) = ln øE(t), (2)
Talkner et al. re-expressed Eq. (1) as the microcanonical
quantum version of Crook’s theorem
ptf ,t0(E,w)
pt0,tf (E + w,−w)
= e[S(E+w,tf)−S(E,t0)]. (3)
Then, by expressing the final energy in terms of the
initial energy and work, and by integrating the exponen-
tiated initial entropy in Eq. (3) over all possible values of
work they have been able to prove the following entropy-
from-work theorem:
eS(Ef ,tf ) = N→(Ef )〈e
S(E,t0)〉Ef , (4)
where
N→(Ef ) = ıdE ptf ,t0(E,Ef − E) (5)
We label N→ with a right arrow to indicate that ptf ,t0
in the integrand refers to the forward protocol.
Note that the entropy-from-work theorem of Eq. (4) is
an equality that allows to extract an equilibrium property
(the final entropy) in terms of non-equilibrium work mea-
surements. In particular by running many experiments
that end up with the same energy Ef , and by measur-
ing the work that has been performed in each experiment,
one is able to extract the value of final entropy. Of course,
since w is a stochastic variable, the initial energy of each
experiment is not fixed and one has to sample a certain
range of initial energies.
In this communication we would like to point out an-
other non-equilibrium equality that follows from Eq. (3).
In this equality the initial energy is fixed rather than the
final, and we look for the average exponentiated negative
final entropy. We have:
〈e−S(E+w,tf )〉E =
∫
dwptf ,t0(E,w)e
−S(E+w,tf )
=
∫
dwptf ,t0(E,w)ø
−1
E+w(tf )
=
∫
dwpt0,tf (E + w,−w)ø
−1
E (t0)
= e−S(E,t0)
∫
dEfpt0,tf (Ef , E − Ef )(6)
By defining
N←(E) =
∫
dEfpt0,tf (Ef , E − Ef ) (7)
we obtain:
〈e−S(E+w,tf)〉E = N←(E)e
−S(E,t0) (8)
This constitutes a second entropy-from-work theorem by
means of which we can express the average exponentiated
negative final entropy in terms of non-equilibrium mea-
surements of work. The left arrow indicates that pt0,tf
in the integrand refers to the backward protocol.
So we have established a second entropy-from-work
theorem which is not opposed but rather complementary
to the theorem (4) provided in [1]. The two comple-
mentary theorems can be put in the following symmetric
form:
〈e−∆S〉Ef = N
−1
→
(Ef ) (9)
〈e−∆S〉E = N←(E) (10)
where ∆S = S(Ef , tf )−S(E, t0). In the expression given
by Talkner et al. the final energy Ef is fixed and the
average is taken over all the processes that would end
at that energy. In the expression given here the initial
2energy E is fixed and the average is over all the processes
that start from that energy.
It is interesting to study the relations between the
entropy-from-work theorem and the Second Law of Ther-
modynamics. With reference to the form in Eq. (8),
using Jensen equality one finds:
〈S(E + w, tf )〉E − S(E, t0) ≥ − lnN←(E) (11)
Note that the previous equation does not ensure the pos-
itivity of the entropy change. In fact, N←(E) can be
larger than 1, so that − lnN←(E) can be negative. This
means that the final expectation of Boltzmann entropy
in Eq. (2) can be lower than the initial value. One ex-
ample where this happens is the 1D harmonic oscillator
with changing frequency. For this system the density of
states does not depend on energy and is proportional to
the inverse of the frequency. Thus for any protocol of
increasing frequency the change in Boltzmann entropy
is negative. Recent works [2, 3] suggest that the final
expectation of microcanonical entropy could be proved
to be always larger than the initial value if the alterna-
tive definition where the density of states is replaced by
the volume of phase space is employed. This has been
already proved in general for the canonical initial condi-
tion [2, 4] and in high dimensional chaos for the micro-
canonical initial condition [3]. Nonetheless no associated
entropy-from-work theorem has been reported yet that
employs this alternative definition of entropy.
With reference to Talkner et al. form (4), in an analo-
gous way one also finds:
S(Ef , tf )− 〈S(E, t0)〉Ef ≥ lnN→(Ef ) (12)
which again does not put any constraint to the positivity
of averaged entropy change.
To summarize, we have established another form of
the entropy-from-work theorem that refers to the case of
fixed initial energy. This is complementary to the ex-
pression given by Talkner et al. where instead the final
energy is fixed. The relations between the entropy-from-
work theorems and the second law of thermodynamics
have been discussed too.
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