This paper considers methods for calculating the steady-state loss probability in the GI/G/2/0 queue. A previous study analyzed this queue in discrete time and this led to an efficient, numerical approximation scheme for continuous-time systems. The primary aim of the present work is to provide an alternative approach by analyzing the GI/ME/2/0 queue; i.e., assuming that the service time can be represented by a matrix-exponential distribution. An efficient computational scheme based on this method is developed and some numerical examples are studied. Some comparisons are made with the discrete-time approach, and the two methods are seen to be complementary.
Introduction
In this paper we consider methods for calculating the steady-state loss probability in the GI/G/2/0 queue. In a previous study of this system [3] , numerically exact probabilities were obgained for discrete-time systems in which both the interarrival time and the service time take finite integer values, and this led to an effective numerical approximation scheme for continuoustime systems.
Our primary aim in the present work is to provide an alternative method for solving continuous-time problems. We do this by using a matrix-exponential representation of the service-time distribution; i.e., by studying the GI/ME/2/0 queue. A matrix exponential density function f(x) has the form f(x) a exp(T_ x)s__, where _a is a row vector, _s is a column vector and _T is a matrix, and complex entries are allowed in a, s and T. An equivalent characterization is 1This author's research for this paper was supported by the British Council that f(x) has a rational Laplace transform. The matrix exponential distribution is identical in form to the widely-used phase-type distribution (see Nests [5] ), except that in the latter case the entries in a,s and T are subject to additional restrictions. Both matrix-exponential and phasetype distributions are powerful models for approximating general probability density functions in queueing and related processes. In the next section, we give a detailed steady-state analysis of the GI/ME/2/0 queue, leading to two computational schemes for the calculation of loss probabilities. This is followed, for comparative purposes, by a brief description of the discrete-time model referred to above. Some preliminary, numerical studies are then presented to illustrate both the discrete-time and matrix-exponential approaches and to make some comparisons between them. (1), i)), j (j(l) j2)) where i and z then n (z n phases in channels 1 and 2 respectively, while j(n 1) and j(n 2) are the corresponding numbers of residual phases in channels 1 and 2.
The steady-state equations can be obtained from the following transition diagram of the Markov chain" from. (1,i,j) to (1,i', j') with prob. fi, >_ jbi,j, to (2, (i', i"), (j', j")) with prob.
1/2(ii,f i, j_ j,bi,,j,, A-ii,f i, j_ from (2,(i(1),i(2)),(j(1),j(2))) to (1,i',j') with prob. Fi(1),i(2), _> j(1), > j(2)bi'j to (2, (i', i"), (j', j")) with prob.
where 5ij is the Kronecker delta,
Thus, for example, fij is the probability of completing j exponential phases within an interarrival interval, the parameter of the exponential law being h i. The above transition diagram implies the following steady-state equations: 
Equations (13) Calculation of approximate Ploss values is carried out using equations (27) and (28).
of the approximations clearly depends upon the values chosen for and m.
The quality
Numerical Examples
In this section we describe some preliminary numerical investigations which allow us to illustrate, and make some comparisons between, the matrix-exponential approach and the discrete-time approach to the GI/G/2/0 queue. The examples involve the following family of distributions B n (n 1,2,...) having the density:
bn(x on(1-cos (27rx) (15)- (17) and (21)- (23), the queues M/B/2/0, Bn/B/2/0 and Bn/Bn/2/0 have been studied. The first of these queues has Ploss values given by the well-known Erlang Loss formula; this queue is of interest here partly to validate the computational method and also to study the rate at which the algorithm converges. Obviously, one expects the rate of convergence to depend upon the traffic intensity s/a, and this can be seen in Figure 2 where the estimate ptoNss! of the steady-state loss probability is plotted against the iteration number N; i.e., modifying (15) In this case, only the discrete-time approach has been used and the results are given in Table 2 .
The results in Table 1 show good agreement between the two methods. The Ploss values for the matrix-exponential method are, of course, exact to the prescribed accuracy, while those for the discrete-time method are approximate but with errors that are quite low. For the examples using 7,000 time points, the errors are about 0.3%, which is comparable with results for other systems described in [3] . In general, the discrete-time method was heavy in its use of computing time (see, for example, the c.p.u, times listed in Table 2 ) while, for the matrix-exponential method, in each case the c.p.u, time was negligible. It is interesting to note that in the latter case the number N* of iterations could be predicted quite closely using the graph in Figure 3 for the M/B/2/0 queue. Of course, the distribution B is defined precisely and is of low dimension (r 3). In a more general case, it might be necessary to fit an appropriate ME density to represent an actual service-time distribution, for example by using the approach described in [2] . In this case, the speed of the matrix-exponential method would clearly depend upon the dimension of the ME representation used, and the accuracy would depend upon how well the actual service-time distribution was represented by the fitted ME density. In the absence of an appropriate ME representation, the discrete-time method is sufficiently flexible to give acceptable approximations, as shown in Table 2 for the Bn/Bn/2/0 queue. Finally, it should be noted that the form of the discrete-time distribution fitted to the B n densities in this paper, is not necessarily the most appropriate one for all applications. In the trade-off between computing time and accuracy, simpler discrete-time approximations could be devised by combining fewer time points, and hence shorter computing times, with a less precise fit to the distribution 's shape, for example by matching moments. The implications of this trade-off will be the subject of further research.
Concluding Remarks
In this paper we have presented a computationally efficient method for calculating steadystate loss probabilities in the queue GI/G/2/0 when the service-time distribution can be represented by a matrix-exponential distribution. We have also considered an alternative discrete-time approximation method. Preliminary numerical studies suggest that the two approaches are complementary in that the preferred choice in any application will depend largely upon the nature of the service-time distribution and how accurately it can be modelled by each of the two approaches.
