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IN HONOR OF KY FAN
Ekeland's variational principle states that if a Gateaux differentiable
 .function f has a finite lower bound although it need not attain it , then
5 X .5for every e ) 0, there exists some point x such that f x F e . Thise e
5 X .5 paper shows that there exists some point z such that f z F er 1 qe e
5 5.. w . w .h z , where h : 0, q` ª 0, q` is a continuous nondecreasing func-«
q`   ...tion such that H 1r 1 q h r dr s q`. As an application, a minimax0
theorem is proved under a weak ``compactness condition.''
1. A GENERAL RESULT
In this section we will prove the following generalization of Ekeland's
variational principle:
w . w .THEOREM 1.1. Let h : 0, q` ª 0, q` be a continuous nondecreasing
`   ...function such that H 1r 1 q h r dr s q`. Let M be a complete metric0
 4space, x g M fixed, f : M ª R j q` a lower semicontinuous function,0
not identically q` and bounded from below. Then, for e¨ery e ) 0, e¨ery
y g M such that
f y - inf f q e , 1.1 .  .
M
and e¨ery l ) 0, there exists some point z g M such that
f z F f y , 1.2 .  .  .
d z , x F r q r , 1.3 .  .0 0
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f x G f z y d x , z , ; x g M , 1.4 .  .  .  .
l 1 q h d x , z . . .0
 .where r s d x , y and r is such that0 0
1r0qr
dr G l. 1.5 .H 1 q h r .r0
 .Remark 1.2. If we take h r ' 0 and x s y, then this result is just0
w xEkeland's variational principle, see 4 .
 4Proof. Let us define inductively a sequence x in M as follows. Taken
x s y. If x is known, then x is such that either1 n n
 .  .  .     ....  .i f x G f x y erl 1 q h d x , x d x, x , ; x g M, orn 0 n n
 .   .  .     ....  .4ii E s x g M ¬ f x - f x y erl 1 q h d x , x d x, xn n 0 n n
/ B.
 .  .If case i holds, we take x s x , and if case ii holds, we choosenq1 n
x g E such thatnq1 n
1
f x - inf f q . 1.6 .  .nq1 n q 1En
 4Thus we obtain a sequence x in M satisfyingn
e
f x F f x y d x , x , n s 1, 2, . . . . .  .  .nq1 n n nq1l 1 q h d x , x . . .0 n
1.7 .
In the following we first show that
d x , x - r q r , n s 1, 2, . . . . 1.8 .  .0 n 0
 .  .Clearly, 1.8 holds for n s 1. Assume there is some k such that 1.8 holds
 .whenever 1 F n - k, but d x , x G r q r. This implies that x , . . . , x0 k 0 2 k
 .are defined as case ii . Hence
e
f x - f x y d x , x .  .  .k ky1 ky1 kl 1 q h d x , x . . .0 ky1
ky1 e
- f x y d x , x . .  .1 n nq1l 1 q h d x , x . . .0 nns1
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 .Combining with 1.1 , we get
ky1 e
d x , x - f x y f x .  .  . n nq1 1 kl 1 q h d x , x . . .0 nns1





d x , x - 1. 1.9 .  . n nq1l 1 q h d x , x . . .0 nns1
 .Without loss of generality, we can assume that d x , x , n s 1, 2, . . . , k, is0 n
nondecreasing. In fact, if there is some n, 1 F n F k y 1, such that
d x x ) d x , x , .  .0 n 0 nq1
 .  .which implies that n F k y 2 since d x , x G r q r ) d x , x for ev-0 k 0 0 n
ery n - k, then by the monotonicity of h, we get
1 1
F .
1 q h d x , x 1 q h d x , x .  . .  .0 n 0 nq1
Hence
1
d x , x .n nq21 q h d x , x . .0 n
1
F d x , x q d x , x .  . .n nq1 nq1 nq21 q h d x , x . .0 n
1
F d x , x .n nq11 q h d x , x . .0 n
1
q d x , x . .nq1 nq21 q h d x , x . .0 nq1
 .     ....  .Therefore 1.9 still holds if we take 1r 1 q h d x , x d x , x0 n n nq2
    ....  .    instead of 1r 1 q h d x , x d x , x q 1r 1 q h d x ,0 n n nq 1 0
....  .  4kx d x , x . Thus we can delete x from x .nq1 nq1 nq2 nq1 i is1
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 .Since h and d x , x , n s 1, 2, . . . , k are nondecreasing, we have0 n
ky1 1
d x , x . n nq11 q h d x , x . .0 nns1
ky1 1
G d x , x y d x , x .  . . nq1 0 n 01 q h d x , x . .0 nns1
ky1 1 .d x , x0 nq1G dr H 1 q h r . .d x , x0 nns1
1 .d x , x0 ks drH 1 q h r . .d x , x0 1
1r qr0G dr G l,H 1 q h r .r0
 .  .which contradicts 1.9 and completes the proof of 1.8 .
 4Now we start to prove that x converges to some point z for whichn
 .  .  41.2 ] 1.4 hold. By the definition of x , we know that if there exists somen
 .x defined as case i , then x ' x for any n G k and x satisfiesk n k k
 .  .1.2 ] 1.4 . Therefore, without loss of generality, we can assume that all of
 .  .  .x are defined as case ii . By 1.7 and 1.1 , we getn
n e
d x , x F f x y f x .  .  . k kq1 1 nq1l 1 q h d x , x . . .0 kks1
F f x y inf f .1
M
- e .
Letting n ª `, we obtain
` 1
d x , x F l. 1.10 .  . k kq11 q h d x , x . .0 kks1
 .  .Take a constant c such that c G 1 q h r q r . Then, by 1.8 , for every n,0
c
G 1. 1.11 .
1 q h d x , x . .n
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Hence
nqpy1
d x , x F d x , x .  .nqp n k kq1
ksn
nqpy1 1
F c d x , x . k kq11 q h d x , x . .0 kksn
` 1
F c d x , x . . k kq11 q h d x , x . .0 kksn
 .  4  4Combining with 1.10 , we know that x is a Cauchy sequence. So xn n
 .converges to some point denoted by z. It follows from 1.8 that z satisfies
 .  .1.3 . Using 1.7 and the lower semicontinuity of f , we get
f z F lim f x F f x F f x . .  .  .  .n n 1
nª`
 .  .This shows that 1.2 holds. Now if z does not satisfy 1.4 , then there
exists some z g M such that1
e
f z - f z y d z , z . 1.12 .  .  .  .1 1l 1 q h d x , z . . .0
 .  .Since lim x s z, and f z F f x , there exists some n such that fornª` n n 0
n G n ,0
e
f z - f x y d x , z . 1.13 .  .  .  . n1 n n 1l 1 q h d x , x . . .0 n
 .  .This shows that z g E as n G n . Combining 1.6 and 1.13 we1 n 0 nq1
obtain
1 e
inf f q G f x ) f z q d x , z .  .  .nq1 1 nq1 1n q 1 l 1 q h d x , xE  . . .n 0 nq1
e
G inf f q d x , z . .nq1 1l 1 q h d x , xE  . . .n 0 nq1
 .Combining with 1.11 , we have
l c
d x , z F . .nq1 1 e n q 1
Letting n ª `, we get lim x s z , hence z s z . But this contradictsnª` n 1 1
 .1.12 and completes the proof.
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2. THE WEAK P.S. CONDITION AND THE EXISTENCE
MINIMAL POINT
Throughout this section X denotes a Banach space. Recall that a
 4functional f : X ª R j q` is called Gateaux differentiable if at every
 . X .point x with f x - q`, there exists a continuous linear functional f x0
such that for every y g X,
f x q ty y f x .  .0 0 X :lim s f x , y . .0ttª0
w . w .In the following, we always assume that h : 0, q` ª 0, q` is a
`   ...nondecreasing continuous function such that H 1r 1 q h r dr s q`,0
 4and f : X ª R j q` is a lower semicontinuous function, not identically
q` and Gateaux differentiable.
THEOREM 2.1. If f is bounded from below, then for e¨ery e ) 0, e¨ery
y g X such that
f y - inf f q e , 2.1 .  .
X
and e¨ery l ) 0, there exists z g X such that
f z F f y , 2.2 .  .  .
5 5 5 5z F y q r , 2.3 .
e
X5 5f z F , 2.4 .  .
5 5l 1 q h z . .
where r is such that
15 5y qr dr G l. 2.5 .H 1 q h r .5 5y
 .Proof. Take x s 0 and use Theorem 1.1 directly. Inequality 1.4 gives0
5 5us, for every y g X with y s 1 and every t ) 0
f z q ty y f z e .  .
G y . 2.6 .
5 5t l 1 q h z . .
Letting t ª 0, we obtain
e
X :f z , y G y .
5 5l 1 q h z . .
5 5  .for all y g X with y s 1, and hence 2.4 .
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COROLLARY 2.2. If f is bounded from below, then for e¨ery e ) 0, there
exists some point z such thate
f z - inf f q e 2 , 2.7 .  .e
M
e
X5 5f z F . 2.8 .  .e 5 51 q h z .e
Proof. Just take e 2 instead of e and e instead of l in the preceding
theorem.
COROLLARY 2.3. If f is bounded from below, then there exists a minimiz-
 4ing sequence z of f such thatn
5 X 5 5 5f z 1 q h z ª 0. 2.9 .  . . .n n
Proof. Take e s 1rn, n s 1, 2, . . . , in the preceding corollary.
DEFINITION 2.4. f is said to satisfy the weak P.S. condition if the
 4   .4 5 X .5existence of x in X such that f x is bounded and f x 1 qn n n
5 5..  4h x ª 0 implies that x has a convergent subsequence.n n
 .  .Remark 2.5. If we take h r ' 0 and h r s r, respectively, then the
 .weak P.S. condition is just the P.S. condition and C condition, respec-
w xtively, see 2 . In critical point theory, many results still hold if we take the
weak P.S. condition instead of the P.S. condition.
THEOREM 2.6. If f is bounded from below and satisfies the weak P.S.
condition, then f has a minimal point.
 4Proof. By Corollary 2.4, there is a minimizing sequence x in X suchn
 . 5 X .5 5 5..that f x ª inf f and f x 1 q h x ª 0. The weak P.S. condi-n X n n
 4  4tion implies that x has a subsequence x convergent to some pointn nk
xU. Since f is lower semicontinuous, we get
inf f F f xU F lim f x F inf f . .  .nkX Xkª`
 U .Therefore f x s inf f.X
3. A MINIMAX THEOREM
In this section we will state and prove the following minimax theorem
w xwhich extends the similar result in 1, 3, 5, 6 .
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w . w .THEOREM 3.1. Let h : 0, q` ª 0, q` be a continuous nondecreasing
`   ...function such that H 1r 1 q h r dr s q`. Let K be a compact metric0
 .space, K ; K a closed set, X a Banach space, x g C K , X , and let us0 0
define the complete metric space M by
M s g g C K , X ¬ g s s x s if s g K 4 .  .  . 0
with the usual distance d. Let f : X ª R be a continuously differentiable
function and let us define
c s inf max f g s , c s max f . . . 1
ggM sgK  .x K 0
If
c ) c , 3.1 .1
then for each e ) 0, there exists some g g M and some x g X such thate e
max f g s - c q e 2 , 3.2 .  . .e
sgK




X5 5f x F . 3.4 .  .e 5 51 q h x .e
Furthermore, if f satisfies the weak P.S. condition, then c is a critical ¨alue
of f.
Proof. Without loss of generality, we can assume that
0 - e 2 - c y c . 3.5 .1
 .  .Let g : K ª X denote the zero of C K, X , that is, g s s 0 for every0 0
s g K, and let
M , if g g M ,0
M s1   4M j g , if g f M .0 0
We define the function F : M ª R by1
max f g s , if g g M , . .
sgKF g s .  q`, if g f M .
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 .Clearly, M is a complete metric space, c s inf F g ) c , and f is a1 g g M 11
lower semicontinuous function.
Now Theorem 2.1 implies the existence of g g M such thate 1
F g - c q e 2 , .e
and
e
F g G F g y d g , g , ;g g M . 3.6 .  .  .  .e e 11 q h d g , g . .0 e
 . 5  .5  .Since d g , g s max g s , 3.6 becomes0 e sg K e
e
F g G F g y d g , g , ;g g M . 3.7 .  .  .  .e e 1
5 51 q h max g s . /e
sgK
Thus our theorem will be proved if we show that there exists some point
s g K such that0
c y e 2 F f g s , 3.8 .  . .e 0
and
e
X5 5f g s F . 3.9 .  . .e 0 5 51 q h g s . .« 0
5  .5 5  .5.Since g s F max g s , using the monotonicity of h, we havee 0 sg K e
 .only to show the existence of some s g K such that 3.8 holds and0
e
X5 5f g s F , 3.10 .  . .e 0




X :f g s , y G y . .e 0
5 51 q h max g s . /e
sgK
5 5whenever y g X and y s 1. If it is not the case, then, for each s g X
 < 2   ..4 5 5where S s s g K c y e F f g s , there exist d ) 0, y g X with ye s s s
s 1 and an open ball B in K containing s such that for t g B and x g Xs s
5 5with x F d , we haves
e
X :f g t q x , y - y 3.11 .  . .e s
5 51 q h max g s . /e
sgK
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 X .we have used the continuity of f . Since S is compact, there exists a finite
 . w xsubcovering B , . . . , B of S and we define c t : K ª 0, 1 bys s j1 k
kdist t , K _ B .sj
c t s , if t g B , . Dj sk i dist t , K _ B .is1 s is1i
k
c t s 0, if t g K _ B . . Dj s i
is1
 4 w xFinally, let d s min d , . . . , d , let c : K ª 0, 1 be a continuous func-s s1 k
tion such that
1, if c F f g t , . .e
c t s . 2 0, if f g t F c y e , . .e
 .and let g g C K, X be defined by
k
g t s g t q dc t c t y . .  .  .  .e j s j
js1
 .It follows from 3.5 that for t g K ,0
f g t s f x t F c - c y e 2 .  . . .e 1
 .and hence c t s 0. Thus, for t g K ,0
g t s g t s x t , .  .  .e
 .  .i.e., g g M. Let us now estimate F g from above. If c t s 0, then
  ..   ..  .f g t s f g t . If c t / 0, then t g S. In this case the mean valuee
 .theorem and 3.11 imply that there is some 0 - t - 1 for which
f g t y f g t .  . .  .e
k k
Xs f g t q t dc t c t y , dc t c t y .  .  .  .  . e j s j sj j ; /js1 js1
k k
Xs dc t c t f g t q t dc t c t y , y .  .  .  .  . j e j s sj j ; /js1 js1
e
- y dc t . 3.12 .  .
5 51 q h max g s . /e
sgK
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  ..  .Now if t is such that f g t s F g , we obtain
f g t G f g t G c .  . . .e
 .  .so that t g S and c t s 1. By 3.12 , we get
e
f g t y f g t - y d .  . .  .e




F g q d - f g t F F g . .  .  . .e e
5 51 q h max g s . /s
sgK
But, by the definition of g, we have
d g , g F d .e
and hence
e
F g q d g , g - F g .  .  .e e
5 51 q h max g s . /e
sgK
 .which contradicts 3.7 and completes the proof.
COROLLARY 3.2. Let h be defined as in Theorem 3.1. Let X be a Banach
space and let f : X ª R be a continuously differentiable function. Assume that
X splits into a direct sum of closed subspaces X s Xy[ Xq for which
dim Xy- q`,
and
sup f - C s inf f , 3.13 .0 qy XSR
y  y< 5 5 4where S s x g X x s R . LetR
y y < 5 5 4B s x g X x F RR
y < yM s g g C B , X g s s s if s g S 4 . .R R
and
c s inf max f g s . 3.14 .  . .
yggM sgBR
Then, if f satisfies the weak P.S. condition, c is a critical ¨alue of f.
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COROLLARY 3.3. Let h be defined as in Theorem 3.1. Let X be a Banach
X .space and f g C X, R . Assume that there exist x g X, x g X, and a0 1
bounded open neighborhood V of x such that x f V and0 1
inf f ) max f x , f x . 4 .  .0 1
­ V
Let
<w xM s g g C 0, 1 , X g 0 s x , g 1 s x 4 .  . . 0 1
and
c s inf max f g s . . .
ggM  xsg 0, 1
If f satisfies the weak P.S. condition, then c is a critical ¨alue of f and
  .  .4c ) max f x , f x .0 1
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