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Abstract
This paper presents a joint input-state estimation algorithm that can be used for the identification
of forces applied to a structure and for the extrapolation of the measured data to unmeasured
response quantities of interest. The estimation of the input and the system states is performed
in a minimum-variance unbiased way, based on a limited number of response measurements
and a system model. No prior information on the system input is required, permitting online
application of the algorithm. The paper also presents a novel approach for quantification of the
estimation uncertainty originating from measurement errors and unknown stochastic excitation,
that is acting on the structure besides the forces that are to be identified. The joint input-state
estimation algorithm and the uncertainty quantification approach are verified using numerical
simulations.
Keywords: joint input-state estimation, force identification, state estimation, response
estimation, stochastic excitation
1. Introduction
Accurate online reconstruction of the dynamic forces acting on a structure and its correspond-
ing response behavior, referred to as the system state, are of great importance tomany engineering
applications. Very often the input, i.e. the dynamic forces, cannot be measured directly, e.g. for
wind loads, whereas the response of the structure cannot be measured at all physical locations,
due to practical and economical considerations. In these cases, the forces and system states have
to be determined indirectly from dynamic measurements of the response using system inversion
techniques, and can be used to extrapolate the response to unmeasured locations. The problem
of system inversion is often ill-posed [1], so that low level measurement noise may cause large
errors on the reconstructed forces.
Several recursive algorithms have been proposed in the literature to jointly estimate the input
and the corresponding system states from a system model and a set of response measurements.
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A deterministic method was recently presented by Klinkov and Fritzen [2]. Currently, the at-
tention is shifted to the development of recursive combined deterministic-stochastic approaches.
These methods do not only account for measurement errors, but also for modeling errors and ad-
ditional unknown stochastic excitation. Gillijns and De Moor [3] have proposed a Kalman filter
based joint input-state estimation algorithm where the input estimation is performed prior to the
state estimation step. The algorithm was introduced in structural dynamics by Lourens et al. [4],
extending the algorithm for use with reduced-order models. A similar approach was proposed by
Niu et al. [5]. Alternatively, the dynamic forces and system states can be jointly estimated using a
classical Kalman filter, hereby including the unknown forces in an augmented state vector [6].
This paper presents an extension of the joint input-state estimation algorithm proposed in [3],
accounting for the correlation between process noise and measurement noise. This correlation is
inherently present for civil engineering applications, when accelerations are measured and the
noise processes account for additional stochastic excitation, e.g. ambient loads such as wind or
wave excitation [5]. The paper also presents a novel approach for quantification of the estima-
tion uncertainty originating from measurement errors and unknown stochastic excitation, that is
acting on the structure besides the forces that are to be identified. This approach can be easily
extended to other force and state estimation algorithms presented in the literature, e.g. [7, 8, 9].
Both the joint input-state estimation algorithm and the uncertainty quantification approach are
verified using numerical simulations.
The outline of the paper is as follows. Section 2 presents the mathematical formulation, which
includes the extension of the joint input-state estimation algorithm and the approach to calculate
the uncertainty introduced by unknown stochastic excitation and measurement errors. Section 3
shows a verification of the proposed methodology, using numerical simulations. It is also shown
how the quantification of uncertainty allows to design a sensor network that minimizes the uncer-
tainty on the estimated quantities, and to determine the optimal noise statistics that are applied
for joint input-state estimation. Finally, in Section 4, the work is concluded.
2. Mathematical formulation
2.1. System model
In structural dynamics, first principles models, e.g. finite element (FE) models, are widely
used. In many cases, modally reduced order models are applied, constructed from a limited
number of structural modes. When proportional damping is assumed, the continuous-time de-
coupled equations of motion for modally reduced order models are given by:
z¨(t) +Γz˙(t) +Ω2z(t) =ΦTSp(t)p(t) (1)
where z(t) ∈ Rnm is the vector of modal coordinates, with nm the number of modes taken into
account in the model. The excitation force is written as the product of a matrix Sp(t) ∈ Rndof×np ,
specifying the force locations, and a time history vector p(t) ∈ Rnp , with np the number of forces.
For the remainder of this paper, the matrix Sp(t) is assumed to be time-invariant. The results,
however, can be readily extended to the case where Sp(t) is varying with time. The number of
degrees of freedom is denoted by ndof. Γ ∈ Rnm×nm is a diagonal matrix containing the terms
2ξjωj on its diagonal, where ωj and ξj are the natural frequency and modal damping ratio corre-
sponding to mode j, respectively. Ω ∈ Rnm×nm is a diagonal matrix as well, containing the natural
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frequenciesωj on its diagonal, andΦ ∈Rndof×nm is a matrix containing the mass normalizedmode
shapes φj as columns.
The decoupled governing equations can be written in state-space form, which after time dis-
cretization reads:
x[k+1] = Ax[k] +Bp[k] (2)
where x[k] = x(k∆t) and p[k] = p(k∆t), k = 1, . . . ,N , ∆t is the sampling time step, and N is the total
number of samples. The state vector x[k] consists of the modal displacements and velocities:
x[k] =
[
z[k]
z˙[k]
]
(3)
When applying a zero order hold assumption on the input vector p[k], the expressions for the
state-feedback matrix A and the state-input matrix B in Eq. (2) are given by:
A =exp
([
0 Inm
−Ω2 −Γ
]
∆t
)
(4)
B =
(
A− Ins
)[ 0 Inm
−Ω2 −Γ
]−1 [
0
Φ
TSp
]
(5)
where Inm ∈ Rnm×nm and Ins ∈ Rns×ns are identity matrices. The reader is referred to [10] for a
detailed overview of common time discretization schemes. As an alternative to models based on
first principles, models can be directly identified from experimental vibration data using system
identification techniques, see e.g. [11, 12, 13].
The output vector d(t) ∈ Rnd is generally written as:
d(t) = Sd,aΦz¨(t) +Sd,vΦz˙(t) +Sd,dΦz(t) (6)
where Sd,a, Sd,v, and Sd,d ∈ Rnd×ndof are matrices relating the measured accelerations, velocities
and displacements or strains, respectively, to the degrees of freedom in the model. The output
vector is composed of nd,d displacement or strain measurements, nd,v velocity measurements and
nd,a acceleration measurements, where nd is the sum of nd,d, nd,v, and nd,a.
Eq. (6) is transformed into its state-space form, using Eq. (1):
d[k] =Gx[k] + Jp[k] (7)
where d[k] = d(k∆t). The expressions for the state-output matrix G and the direct transmission
matrix J do in general not depend on the time discretization scheme, because Eqs. (6) and (7) do
not involve a time lag. The expressions for G and J are given by:
G =
[
Sd,dΦ−Sd,aΦΩ2 Sd,vΦ−Sd,aΦΓ
]
(8)
J =
[
Sd,aΦΦ
TSp
]
(9)
The force vector p[k] in Eqs. (2) and (7) corresponds to the forces acting on the structure that
are to be estimated. In addition, unknown additional forces are acting on the structure, assumed
to be stochastic. This additional stochastic excitation, as well as measurement errors and model-
ing errors, are accounted for in the system model by stochastic noise processes, i.e. process noise
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w[k] and measurement noise v[k]. When the noise processes are added to Eqs. (2) and (7), the
following discrete-time combined deterministic-stochastic state-space description of the system
is obtained:
x[k+1] = Ax[k] +Bp[k] +w[k] (10)
d[k] =Gx[k] + Jp[k] + v[k] (11)
where x[k] ∈ Rns is the state vector, d[k] ∈ Rnd is the measured output vector, and p[k] ∈ Rnp is
the input vector, to be estimated, with ns the number of system states, nd the number of out-
puts, and np the number of inputs. The process noise vector w[k] ∈ Rns and measurement noise
vector v[k] ∈ Rnd generally account for unknown stochastic excitation and modeling errors. In
addition, the measurement noise vector v[k] accounts for measurement errors. The process noise
vectors due to stochastic excitation and modeling errors are denoted by wS[k] and wE[k], respec-
tively. The measurement noise vectors due to stochastic excitation, measurement errors, and
modeling errors, are denoted by vS[k], vM[k], and vE[k], respectively. The following expressions are
obtained:
w[k] =wS[k] +wE[k] (12)
v[k] = vS[k] + vM[k] + vE[k] (13)
The vectors wS[k] and vS[k] corresponding to the stochastic excitation are given by:
wS[k] = B
′pS[k] (14)
vS[k] = J
′pS[k] (15)
where pS[k] ∈ RnpS is the vector of stochastic forces acting on the structure, and the matrices
B′ ∈ Rns×npS and J′ ∈ Rnd×npS relate the state vector x[k+1] and the output vector d[k] to the vector
of stochastic forces pS[k], respectively.
Consider in addition a vector de(t) ∈ Rnde of output quantities that are to be identified from the
measured data and the system model, hereafter referred to as the vector of extrapolated output
quantities:
de(t) = Sde,aΦz¨(t) +Sde,vΦz˙(t) +Sde,dΦz(t) (16)
where the matrices Sde,a, Sde,v, and Sde,d ∈ Rnde×ndof relate the identified accelerations, veloci-
ties and displacements or strains, respectively, to the degrees of freedom in the model (see also
Eq. (6)). After transformation of Eq. (16) into its state-space form, using Eq. (1), and adding mea-
surement noise, the following (discrete-time) output equation corresponding to the extrapolated
output quantities is obtained:
de[k] =Gex[k] + Jep[k] + ve[k] (17)
The matrices Ge ∈ Rnde×ns and Je ∈ Rnde×np are obtained from Eqs. (8) and (9), respectively, by
replacing the selection matrices Sd,a, Sd,v, and Sd,d with the matrices Sde,a, Sde,v, and Sde,d, re-
spectively. The measurement noise vector ve[k] in Eq. (17) accounts for stochastic excitation and
modeling errors and is therefore generally written as:
ve[k] = J
′
epS[k] + veE[k] (18)
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where the matrix J′e ∈ Rnde×npS relates the extrapolated output vector de[k] to the vector of stochas-
tic forces pS[k], and veE[k] is the component of ve[k] due to modeling errors.
Under the assumption of stationary noise processes, the stochastic forces pS[k] are character-
ized by the autocorrelation (AC) function Rp
S
p
S
(τ) and corresponding Power Spectral Density
(PSD) function Sp
S
p
S
(ω), that form the Wiener-Khinchin transformation pair:
Rp
S
p
S
(τ) ≡ E{pS(t + τ)pTS (t)} =
1
2π
∫ +∞
−∞
Sp
S
p
S
(ω)exp(iωτ)dω (19)
Sp
S
p
S
(ω) =
∫ +∞
−∞
Rp
S
p
S
(τ)exp(−iωτ)dτ (20)
where i =
√−1. The discrete autocorrelation Rp
S
p
S
[l] is obtained as Rp
S
p
S
(l∆t), with l the time lag
and ∆t the sampling time step. In case the stochastic forces correspond to finite bandwidth white
noise, the autocorrelation Rp
S
p
S
[l] and PSD Sp
S
p
S
(ωn) are given by:
Rp
S
p
S
[l] = Cpδ[l] (21)
Sp
S
p
S
(ωn) = Cp/F (22)
where Cp ∈ RnpS×npS is the covariance matrix of the stochastic forces, e.g. σ2p
S
InpS
for npS indepen-
dent stochastic forces with equal standard deviation σp
S
. F is the sampling frequency used in the
discretization process, ωn = 2π(n− 1)/(N∆t), and δ[l] = 1 for l = 0 and 0 otherwise.
The measurement errors vM[k] are defined similarly by the autocorrelation Rv
M
v
M
[l] and corre-
sponding PSD Sv
M
v
M
(ωn), which, in case themeasurement errors for all output signals correspond
to finite bandwidth white noise, are given by:
Rv
M
v
M
[l] = RMδ[l] (23)
Sv
M
v
M
(ωn) = RM/F (24)
where RM ∈Rnd×nd is the measurement error covariance matrix.
2.2. Joint input-state estimation algorithm
Throughout the derivation of the joint input-state estimation algorithm, the system matrices
A, B, G, J, Ge, and Je are assumed known. In addition, it is assumed that the sensor network
meets the conditions for instantaneous system inversion derived in [14]. The noise processes w[k]
and v[k] are assumed to be zero mean and white, with known covariance matrices Q, R, and S,
defined by:
E
[(
w[k]
v[k]
)(
wT
[l]
vT
[l]
)]
=
[
Q S
ST R
]
δ[k−l] (25)
with R > 0,
[
Q S
ST R
]
≥ 0.
The noise process ve[k] is assumed to be zero mean and white, with known covariance matrices
Re and Rc, defined by:
E
[
ve[k]v
T
e[l]
]
= Reδ[k−l], and E
[
ve[k]v
T
[l]
]
= Rcδ[k−l] (26)
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When the data vector includes accelerations and the noise processes w[k] and v[k] account for
additional stochastic forces, other than the ones included in the input vector p[k], the process
noise and measurement noise are inherently correlated [5] (i.e. S , 0). The original joint input-
state estimation algorithm proposed in [3] does not account for this correlation and is therefore
extended, as outlined next. The derivation of the extended algorithm is given in Appendix A.
Joint input-state estimation consists of estimating the forces p[k] and states x[k], from a set
of response measurements d[k]. A state estimate xˆ[k|l] is defined as an estimate of x[k], given the
output sequence d[n], with n = 0,1, . . . , l. The corresponding error covariance matrix, denoted by
Px[k|l], is defined as:
Px[k|l] ≡ E
{
(x[k] − xˆ[k|l])(xT[k] − xˆT[k|l])
}
(27)
where E{·} indicates the expectation operator. An input estimate pˆ[k|l] and its error covariance
matrixPp[k|l] are defined similarly. The cross covariancematrices Pxp[k|l] and Ppx[k|l] are defined as:
Pxp[k|l] = PTpx[k|l] ≡ E
{
(x[k] − xˆ[k|l])(pT[k] − pˆT[k|l])
}
(28)
The filtering algorithm is initialized using an initial state estimate vector xˆ[0|−1] and its error
covariance matrix Px[0|−1]. The estimate xˆ[0|−1] is assumed unbiased and independent of the noise
processes w[k] and v[k] for all k. The algorithm proceeds by computing the force and state esti-
mates recursively in three steps, i.e. the input estimation step, the measurement update and the
time update:
Input estimation
R˜[k] =GPx[k|k−1]GT +R (29)
M[k] =
(
JTR˜−1[k]J
)−1
JTR˜−1[k] (30)
pˆ[k|k] =M[k]
(
d[k] −Gxˆ[k|k−1]
)
(31)
Pp[k|k] =
(
JTR˜−1[k]J
)−1
(32)
Measurement update
K[k] = Px[k|k−1]GTR˜−1[k] (33)
xˆ[k|k] = xˆ[k|k−1] +K[k]
(
d[k] −Gxˆ[k|k−1] − Jpˆ[k|k]
)
(34)
Px[k|k] = Px[k|k−1] −K[k]
(
R˜[k] − JPp[k|k]JT
)
KT[k] (35)
Pxp[k|k] = PTpx[k|k] = −K[k]JPp[k|k] (36)
Time update
xˆ[k+1|k] = Axˆ[k|k] +Bpˆ[k|k] (37)
N[k] = AK[k]
(
Ind − JM[k]
)
+BM[k] (38)
Px[k+1|k] =
[
A B
] [ Px[k|k] Pxp[k|k]
Ppx[k|k] Pp[k|k]
][
AT
BT
]
+Q−N[k]ST −SNT[k] (39)
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From the estimated state vector xˆ[k|k] and force vector pˆ[k|k], the response can be estimated at
any arbitrary location in the structure, using the following modified output equation:
dˆe[k|k] =Gexˆ[k|k] + Jepˆ[k|k] (40)
where dˆe[k|k] ∈ Rnde is an estimate of the extrapolated output vector de[k], obtained from the system
described by Eqs. (10) and (17). The error covariancematrix corresponding to the output estimate
dˆe[k|k] is given by:
Pde[k|k] ≡ E
{
(de[k|k] − dˆe[k])(dTe[k|k] − dˆTe[k])
}
=GePx[k|k]GTe + JePp[k|k]J
T
e +GePxp[k|k]J
T
e + JePpx[k|k]G
T
e +Re
−Z[k]RTc −RcZT[k] (41)
with Z[k] =GeK[k]
(
I− JM[k]
)
+ JeM[k].
In the equations above, the system is assumed to be time-invariant. The algorithm can, how-
ever, be readily extended to time-variant systems, by replacing the systemmatrices A, B,G, J, Ge,
and Je with the system matrices A[k], B[k], G[k], J[k], Ge[k], and Je[k], depending on the time step k.
The gain matrices M[k] and K[k] are determined such that the input estimates pˆ[k|k] and state
estimates xˆ[k|k] are minimum variance and unbiased [3]. The uncertainty on the force and state
estimates, quantified by the trace of the error covariance matrices, tr(Pp[k|k]) and tr(Px[k|k]), is min-
imized, and the error on the estimated forces pˆ[k|k] and states xˆ[k|k] does not depend on the actual
forces p[k]. In the presence of modeling errors, the system described by Eqs. (10) and (11) does
not represent the true dynamic behavior of the structure. The force and state estimates obtained
from the joint input-state estimation algorithm are then no longer minimum variance and unbi-
ased, and the force and state error covariance matrices Pp[k|k], Px[k|k], and Px[k+1|k], as defined by
Eqs. (32), (35), and (39), respectively, do not correspond to the true error on the biased estimates.
Similarly, the expression for the output covariance matrix corresponding to the extrapolated out-
put vector Pde[k|k] in the presence of modeling errors does not correspond to the true error on
the biased output estimates. The influence of modeling errors is beyond the scope of this pa-
per, which focuses on estimation errors that originate from additional stochastic excitation and
measurement errors.
2.3. Transfer functions of the dynamic system
The characteristics of the filtering algorithm presented in Section 2.2, and therefore the uncer-
tainty on the results obtained from joint input-state estimation, depend on the dynamic behavior
of the system given by Eqs. (10) and (11). This dynamic behavior is described by the transfer
functions of the system, which are discussed next. The matter presented in this section is well
known in the literature and should therefore not be considered as a novel contribution. A brief
review of the transfer functions of the dynamic system is given here, however, for reference in the
following.
The transfer functions of a (continuous-time) system are generally defined in the Laplace
domain. For a single output and a single input, the transfer function Hdp(s) ∈C of a second order
dynamic system, described by Eqs. (10) and (11), relates the Laplace transform of the output to
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the Laplace transform of the input, and is directly obtained from the Laplace transform of Eqs. (1)
and (6):
Hdp(s) =
nm∑
m=1
sqφdmφpm
s2 +2ξmωms +ω
2
m
(42)
where s ∈ C is the Laplace variable, ωm and ξm are the natural frequency and modal damping
ratio corresponding to mode m, respectively, and φdm ∈ R and φpm ∈ R are obtained by select-
ing the component of the mode shape corresponding to mode m at the sensor and force location,
respectively. The integer q equals 0 for displacement or strain measurements, 1 for velocity mea-
surements, and 2 for acceleration measurements. Taking a common denominator for the terms in
the right hand side of Eq. (42) yields:
Hdp(s) =
sq
∑nm
m=1
(
φdmφpm
∏nm
n=1
(
(s2 +2ξnωns +ω
2
n)(1− δ[m−n])
))
∏nm
m=1
(
s2 +2ξmωms +ω
2
m
) (43)
Factorization of the numerator of Eq. (43) yields the following general expression for Hdp(s):
Hdp(s) = K
sq
∏nm−1
n=1
(
s2 + k1ns + k0n
)
∏nm
m=1
(
s2 +2ξmωms +ω
2
m
) (44)
with K , k1n, and k0n complex numbers that depend on the natural frequency ωj , the modal damp-
ing ratio ξj , and the mode shape components φdj and φpj corresponding to all modes included in
the system model.
The poles of the transfer function Hdp(s) are found as the values of s for which Hdp(s) is
unbounded, i.e. the denominator of the right hand side of Eq. (44) becomes zero. The transfer
function has 2nm poles, occurring in complex conjugate pairs, λm1 and λm2 (m = 1, . . . ,nm), given
by the following expression [15]:
λm1,2 = −ωmξm ± iωm
√
1− ξ2m (45)
It is seen from Eq. (45) that the system poles depend on the natural frequency ωm and the modal
damping ratio ξm corresponding to the modes included in the systemmodel, whereas they do not
depend on the mode shapes and so on the sensor configuration. The poles are therefore identical
for all transfer functions and a system characteristic. Under the zero order hold assumption, the
poles λm1 and λm2 are related to the poles λDm1 and λDm2 (m = 1, . . . ,nm) of the transfer function
Hdp(z) of the discrete-time system as follows:
λDm1,2 = exp(λm1,2∆t) (46)
The poles of the transfer function Hdp(z) are the eigenvalues of the state-feedback matrix A in
Eq. (10) and determine the stability of the discrete-time system [16]: the discrete-time system is
stable if and only if all eigenvalues are located inside the unit circle of the z-domain, i.e. |λDm1,2| <
1 (see Fig. 1). The zero order hold assumption preserves the stability of the poles and zeros of a
system, i.e. the left half plane of the Laplace domain is mapped to the inside of the unit circle
in the z-domain, as illustrated in Fig. 1. This implies that all physical systems with ωm > 0 and
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Im(z)
Re(z)
1
1
−1
−1
Im(s)
Re(s)
(a) (b)
Fig. 1: Indication of the domain of stable system poles and zeros in (a) the z-domain, and (b) the Laplace domain.
ξm > 0 are stable, since all (continuous-time) poles, given by Eq. (45), are located in the left half
plane of the Laplace domain.
The zeros of the transfer functionHdp(s) are found as the values of s for whichHdp(s) becomes
zero, i.e. the numerator of the right hand side of Eq. (44) becomes zero. The transfer function has
q zeros at the origin (λ = 0) and 2nm−2 zeros with a value different from zero, that occur as pairs:
λ0n1,2 = −
kn1
2
± 1
2
√
k21n − 4k0n (47)
For k21n−4k0n < 0, the zeros occur as complex conjugate pairs, λ0n1 and λ0n2, given by the following
expression:
λ0n1,2 = −ωanξan ± iωan
√
1− ξ2an (48)
where ωan =
√
k0n is the so called antiresonance frequency and ξan = k1n/(2
√
kn0) is the corre-
sponding damping ratio.
It is seen from Eq. (45) that the system zeros depend on the natural frequency ωj , the modal
damping ratio ξj , and the mode shape components φdj and φpj corresponding to all modes in-
cluded in the systemmodel. In contrast to the poles, the zeros depend on the sensor configuration
and are therefore not a pure system characteristic. Under the zero order hold assumption, the ze-
ros λ0n1 and λ0n2 are related to the zeros λD0n1 and λD0n2 (n = 1, . . . ,nm−1) of the transfer function
Hdp(z) of the discrete-time system as follows:
λD0n1,2 = exp(λ0n1,2∆t) (49)
Depending on their situation in the z-domain with respect to the unit circle, transfer function
zeros are referred to as stable (|λD0m1,2| < 1), marginally stable (|λD0m1,2| = 1), and unstable
(|λD0m1,2| > 1) [16] (see Fig. 1). The uncertainty on the results obtained from joint input-state
estimation is determined by the transfer function zeros and their situation with respect to the
unit circle, as shown in Section 3.6.
2.4. Filter transfer functions at steady state
If the conditions for instantaneous system inversion presented in [14] are satisfied, the joint
input-state estimation algorithm is stable, and the error covariancematrices Pp[k|k], Px[k|k], Px[k|k−1],
Pxp[k|k], and Ppx[k|k] evolve towards a steady state value as the joint input-state estimation algo-
rithm propagates in time. As a result, the gain matricesM[k] and K[k], as well as the matrices R˜[k]
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and N[k], evolve towards a steady state value. The steady state value of the matrices depends on
the noise covariance matrices Q, R, and S, on the forces to be estimated, as well as on the sensor
configuration. When the filtering algorithm has reached steady state, the filtering Eqs. (31), (34),
and (37) become:
pˆ[k|k] =Mss(d[k] −Gxˆ[k|k−1]) (50)
xˆ[k|k] = xˆ[k|k−1] +Kss(d[k] −Gxˆ[k|k−1] − Jpˆ[k|k]) (51)
xˆ[k+1|k] = Axˆ[k|k] +Bpˆ[k|k] (52)
where Mss and Kss are the steady state gain matrices obtained from Eqs. (30) and (33), respec-
tively. The matrices are calculated by recursively applying Eqs. (29), (30), and (32) (input estima-
tion), Eqs. (33), (35), and (36) (measurement update), and Eqs. (38) and (39) (time update), until
convergence towards a steady state value is observed from the matrix values. Note that the cal-
culation for the steady state gain and error covariance matrices is similar to solving the recursive
Riccati differential equation for the steady state value of the state error covariance matrix, in case
of the classical Kalman filter [10].
By applying the z-transformation to Eqs. (50) – (52), the following system of equations is
obtained:
Inp 0 M
ssG
KssJ Ins −Ins +KssG
B A −zIns


pˆ(z)
xˆ0(z)
xˆ1(z)
 =

Mss
Kss
0
d(z) (53)
where pˆ(z) is the z-transform of pˆ[k|k], d(z) is the z-transform of d[k], and xˆm(z) is the z-transform
of xˆ[k|k−m]. Inversion of the system of equations (53) and substituting z = exp(iω∆t), directly yield
the transfer functionmatrices that relate the Fourier transform of the estimated force vector pˆ[k|k],
denoted by pˆ(ω), and the Fourier transform of the estimated state vectors xˆ[k|k] and xˆ[k|k−1], de-
noted by xˆ0(ω) and xˆ1(ω), respectively, to the Fourier transform of the output vector d[k], denoted
by d(ω):
pˆ(ω)
xˆ0(ω)
xˆ1(ω)
 =

Hpˆd(ω)
Hxˆ0d(ω)
Hxˆ1d(ω)
d(ω) (54)
with 
Hpˆd(ω)
Hxˆ0d(ω)
Hxˆ1d(ω)
 =

Inp 0 M
ssG
KssJ Ins −Ins +KssG
B A −exp(iω∆t)Ins

−1 
Mss
Kss
0
 (55)
The transfer function matrix Hdˆed(ω) that relates the Fourier transform of the estimated output
vector dˆe[k|k], denoted by dˆe(ω), to the Fourier transform of the output vector d[k], is obtained
from Eq. (40) by applying the z-transformation and introducing subsequently Eq. (54):
dˆe(ω) =Hdˆed(ω)d(ω) (56)
with
Hdˆed(ω) =GeHxˆ0d(ω) + JeHpˆd(ω) (57)
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2.5. Uncertainty on the estimated quantities
When unknown stochastic excitation and measurement errors are present, and in absence of
modeling errors (i.e. wE[k] = 0, vE[k] = 0), introducing Eqs. (12) and (13) into Eqs. (10) and (11),
and applying subsequently the z-transformation, yields the following expression for the Fourier
transform of the state vector x[k] and the output vector d[k]:
x(ω) =Hxp(ω)p(ω) +Hxp
S
(ω)pS(ω) (58)
d(ω) =Hdp(ω)p(ω) +Hdp
S
(ω)pS(ω) + vM(ω) (59)
where Hxp(ω) and Hxp
S
(ω) are the transfer function matrices that relate the Fourier transform
of the state vector x[k], denoted by x(ω), to the Fourier transform of the force vector p[k] and the
vector of stochastic forces pS[k], denoted by p(ω) and pS(ω), respectively:
Hxp(ω) = (exp(iω∆t)Ins −A)−1B (60)
Hxp
S
(ω) = (exp(iω∆t)Ins −A)−1B′ (61)
The matrices Hdp(ω) and Hdp
S
(ω) are the transfer function matrices that relate the Fourier trans-
form of the output vector d[k], denoted by d(ω), to the Fourier transform of the force vector p[k]
and the vector of stochastic forces pS[k], respectively:
Hdp(ω) =GHxp(ω) + J (62)
Hdp
S
(ω) =GHxp
S
(ω) + J′ (63)
Note that each element of the matrix Hdp(ω), denoted by Hdp(ω), can also be obtained from
Eq. (42), by replacing s = iω. For notational convenience, the elements of a matrix X are indicated
by X throughout the entire paper.
Introducing Eq. (18) into Eq. (16) and applying subsequently the z-transformation, yields the
following expression for the Fourier transform of the output vector de[k] corresponding to the
extrapolated output quantities:
de(ω) =Hdep(ω)p(ω) +HdepS
(ω)pS(ω) (64)
where Hdep(ω) and HdepS
(ω) are the transfer function matrices that relate the Fourier transform
of the output vector de[k], denoted by de(ω), to the Fourier transform of the force vector p[k] and
the vector of stochastic forces pS[k], respectively:
Hdep(ω) =GeHxp(ω) + Je (65)
HdepS
(ω) =GeHxp
S
(ω) + J′e (66)
Introducing Eq. (59) in Eq. (54) yields the error on the Fourier transform of the estimated force
vector pˆ[k|k]:
p˜(ω) ≡ p(ω)− pˆ(ω)
= (Inp −Hpˆd(ω)Hdp(ω))p(ω)−Hpˆd(ω)HdpS (ω)pS(ω)−Hpˆd(ω)vM(ω) (67)
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Introducing Eq. (59) in Eq. (54), and taking into account Eq. (58), yields the error on the
Fourier transform of the estimated state vector xˆ[k|k−m]:
x˜m(ω) ≡ x(ω)− xˆm(ω)
= (Hxp(ω)−Hxˆmd(ω)Hdp(ω))p(ω) + (HxpS (ω)−Hxˆmd(ω)HdpS (ω))pS(ω)
−Hxˆmd(ω)vM(ω) (68)
Introducing Eq. (59) in Eq. (56), and taking into account Eq. (64), yields the error on the
Fourier transform of the estimated output vector dˆe[k|k]:
d˜e(ω) ≡ de(ω)− dˆe(ω)
= (Hdep(ω)−Hdˆed(ω)Hdp(ω))p(ω) + (HdepS (ω)−Hdˆed(ω)HdpS (ω))pS(ω)
−Hdˆed(ω)vM(ω) (69)
Eqs. (67) – (69) show that the errors on the estimated quantities consist of three components.
The first term in the right hand side of Eqs. (67) – (69) is due to modeling errors. In absence of
modeling errors, this term equals zero and therefore vanishes. The second and third term in the
right hand side of Eqs. (67) – (69) are due to additional stochastic excitation and measurement
errors, respectively. In the following, the focus will go to the errors that originate from additional
stochastic excitation and measurement errors.
In absence of modeling errors, and assuming the stochastic forces pS[k] and the measurement
errors vM[k] to be stationary and mutually uncorrelated (i.e. E{pS[k]vM[l]} = 0), the PSD function
of the error on the estimated force vector p˜[k|k] (≡ p[k] − pˆ[k|k]) is directly obtained from Eq. (67):
Sp˜p˜(ω) = Hpˆd(ω)Hdp
S
(ω)Sp
S
p
S
(ω)H∗dp
S
(ω)H∗pˆd(ω) +Hpˆd(ω)SvMvM (ω)H
∗
pˆd(ω) (70)
where ∗ denotes the Hermitian transpose of a matrix. The autocorrelation function of the error
is obtained as the inverse Fourier transform of the PSD function (Eq. (19)). The PSD function and
autocorrelation function of the error on the estimated state vector x˜[k|k−m] (≡ x[k]− xˆ[k|k−m]) and the
error on the estimated extrapolated output vector d˜e[k|k] (≡ de[k] − dˆe[k|k]) are obtained similarly
from Eqs. (68) and (69), respectively. The PSD function of the errors is given by the following
expressions:
Sx˜mx˜m(ω) = (HxpS
(ω)−Hxˆmd(ω)HdpS (ω))SpSpS (ω)(H
∗
xp
S
(ω)−H∗dp
S
(ω)H∗xˆmd(ω))
+Hxˆmd(ω)SvMvM
(ω)H∗xˆmd(ω) (71)
Sd˜ed˜e(ω) = (HdepS
(ω)−Hdˆed(ω)HdpS (ω))SpSpS (ω)(H
∗
depS
(ω)−H∗dp
S
(ω)H∗
dˆed
(ω))
+Hdˆed(ω)SvMvM
(ω)H∗
dˆed
(ω) (72)
In the case where the additional stochastic excitation and the measurement errors meet the
white noise assumption, and if the covariance matrices Cp and RM, defined in Eqs. (21) and (23),
respectively, are known, the covariance matrices Q, R, and S characterizing the actual process
noisew[k] and measurement noise v[k] are obtained from the following equation:[
Q S
ST R
]
=
[
B′
J′
]
Cp
[
B′T J′T
]
+
[
0 0
0 RM
]
(73)
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Applying the matrices Q, R, and S obtained from Eq. (73) for joint input-state estimation in
this case yields minimum variance and unbiased errors on the estimates of the forces and system
states. The autocorrelation of the error on the estimated force vector p˜[k|k] and state vector x˜[k|k−m],
for a time lag l = 0 by definition equals the corresponding steady state error covariance matrix
obtained from the joint input-state estimation algorithm:
Rp˜p˜[0] = P
ss
p and Rx˜mx˜m[0] = P
ss
m (74)
where Pssp and P
ss
m are the steady state error covariance matrices Pp[k|k], Px[k|k] (m = 0), and Px[k|k−1]
(m = 1), obtained from Eqs. (32), (35), and (39), respectively. The covariance matrices Re and Rc,
characterizing the actual measurement noise ve[k], are obtained from the following equation:
[
Re Rc
]
= J′eCp
[
J′Te J′T
]
(75)
The autocorrelation of the error on the estimated extrapolated output vector d˜e[k|k] for a time lag
l = 0 by definition equals the corresponding steady state error covariance matrix Pde[k|k] obtained
from Eq. (41), applying the matrices Re and Rc obtained from Eq. (75):
Rd˜ed˜e[0] = P
ss
de
(76)
where Pssde
is the steady state error covariance matrix, obtained from Eq. (41).
If the noise covariance matrices Q, R, and S assumed for joint input-state estimation do not
correspond to the true covariance of the white noise processes, or if the true noise processes do
not meet the white assumption, the errors on the force, state, and response estimates obtained
from the joint input-state estimation algorithm are not minimum variance. In addition, the error
covariance matrices Pp[k|k], Px[k|k−m], and Pde[k|k] do no longer give the covariance of the error on
the estimated quantities. Eqs. (67) – (69) remain valid, however, so that the PSD function of the
actual error on the estimated quantities is still obtained from Eqs. (70) – (72).
The approach for quantification of the estimation uncertainty presented in this section, for
the case of joint input-state estimation, can be extended to other force and state estimation al-
gorithms. This extension is performed by replacing the filter transfer functions presented in
Section 2.4 with the transfer functions of the force or state estimation algorithm under consider-
ation.
3. Verification example
The joint input-state estimation procedure is illustrated and verified using numerical simula-
tions. The structure under consideration is the cantilever steel beam shown in Fig. 2. The beam
has a rectangular cross section with a width of 50.8 mm and a height of 25.4 mm. The beam has a
length of 1 m. The Young’s modulus and material density are taken as 210 GPa and 7750 kg/m3,
respectively.
The beam is modeled using 100 2D finite element (FE) Euler-Bernoulli beam elements. Only
bending in the vertical plane is considered. The first four natural frequencies obtained from the
beam model are 21.4 Hz, 133.7 Hz, 374.0 Hz, and 731.6 Hz. The corresponding bending mode
shapes in the vertical plane are shown in Fig. 3. A modal damping ratio of 2.5% is assumed for
the four modes.
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Fig. 2: Side view cantilever beam, force and sensor configuration (p: force, ai : accelerometer i, and di : displacement
sensor i).
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Fig. 3: Mass normalized mode shape along the neutral axis of the beam, for (a) mode 1, (b) mode 2, (c) mode 3, and
(d) mode 4. The undeformed neutral axis is shown by a black dashed line. The markers indicate the sensor positions
(marker colors: see Fig. 2). The arrow indicates the force location.
3.1. System model
A discrete-time modally reduced order state-space model is constructed from the first four
bending modes of the beam. A zero order hold assumption on the input vector p[k] is applied in
the discretization of the system, using a sampling rate of 4 kHz. The state-feedback matrix A and
the state-input matrix B are calculated from Eqs. (4) and (5). The state-output matrix G and the
direct transmission matrix J are calculated from Eqs. (8) and (9).
In the following analysis, the response vector d[k] includes a subset of ten vertical accelera-
tions, a1 – a10, and four vertical displacements, d1 – d4. The input p[k], to be estimated, consists of
one vertical force p, applied at a distance of 0.1 m from the free end of the beam. The output de[k],
to be estimated, consists of one vertical acceleration, a11. The locations of the specified inputs and
outputs are shown in Fig. 2.
3.2. Joint input-state estimation
The joint input-state estimation algorithm introduced in Section 2.2 is first applied for the
identification of an impact force and the estimation of the corresponding extrapolated response,
in the absence of measurement errors and additional stochastic excitation. The impact force is a
triangular pulse that increases linearly from zero at time t = 0.2 s to 100 N at t = 0.202 s, before
decreasing linearly to zero at t = 0.204 s. From the conditions for instantaneous system inversion
derived in [14], it is found that the output vector d[k] should contain at least one acceleration and
one displacement measurement. By including an acceleration measurement, direct feedthrough
from the system input p[k] to the output d[k] is ensured through the matrix J in Eq. (9). This di-
rect feedthrough is necessary for instantaneous system inversion, i.e. inversion without any time
delay. The displacement is required in order to obtain a stable system inverse with a unique so-
lution (see also [14]). The system response d[k] in this case consists of one acceleration a9 and one
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displacement d4, see also Fig. 4. The response is obtained from a forward time domain calcula-
tion, hereby applying the impact force time history p[k] as input to the state-space model given
by Eqs. (10) and (11).
x
y
z
d4
a9
a11
p
Fig. 4: Force and sensor configuration assumed in the verification example (p: force, ai : accelerometer i, and di :
displacement sensor i).
For the application of the joint input-state estimation algorithm, the initial state vector xˆ[0|−1]
and its corresponding error covariance matrix Px[0|−1] are both assigned a zero value. No ad-
ditional stochastic excitation is present. The noise covariance matrices Q and S are therefore
assumed zero. Although no additional stochastic excitation and measurement errors are present,
the matrix R must be positive definite, and can therefore not be assigned a zero value (see also
Section 2.2). A standard deviation σM,a = 10
−2 m/s2 and σM,d = 10−6 m is assumed for the mea-
surement error on the acceleration and displacement signals, respectively. This choice, however,
does not affect the results obtained in this section.
Fig. 5 compares the estimated force obtained from joint input-state estimation to the applied
impact force. Fig. 6 compares the estimated acceleration aˆ11 to the corresponding actual acceler-
ation, obtained from a forward time domain calculation. The estimated force and extrapolated
response perfectly agree with the true force and response, respectively. This illustrates that, in
the absence of additional stochastic excitation and measurement errors, the algorithm is able to
perfectly reconstruct the actual forces and system states, which can be used to extrapolate the
response to any location in the structure.
3.3. Transfer functions of the dynamic system
As already mentioned in Section 2.3, the uncertainty on the results obtained from joint input-
state estimation depends on the dynamic behavior of the system given by Eqs. (10) and (11). This
section discusses the transfer functions Hdp(ω) that describe the dynamic behavior of the system.
Special attention is paid to the poles and zeros of the transfer functions.
Fig. 7 shows the poles and zeros of the transfer functions Hpd(z) of the discrete-time system
given by Eqs. (10) and (11). The transfer functions relate the z-transform of acceleration a9 and
displacement d4 to the z-transform of the force p. The poles of the transfer functions are a pure
system characteristic and, therefore, do not depend on the output quantity considered (see also
Section 2.3). Since all poles are located inside the unit circle, the system considered is stable. The
zeros of both transfer functions occur as complex conjugate pairs and correspond to antiresonance
frequencies given by Eq. (47). All zeros are located inside the unit circle, and, therefore, are stable.
Fig. 8 shows the amplitude of the transfer functionsHdp(ω) that relate the Fourier transform of
acceleration a9 and displacement d4 to the Fourier transform of the force p. The transfer functions
are characterized by a peak at the natural frequencies and a dip at the antiresonance frequencies.
The natural frequencies and antiresonance frequencies correspond to the poles and zeros of the
transfer functions, respectively. The transfer functions of the system are directly related to the
transfer functions of the joint input-state estimation algorithm, as illustrated in the following
section.
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Fig. 5: (a) Time history, (b) detail time history, and (c) amplitude of the narrow band frequency spectrum of the applied
impact force (blue dashed line) and the estimated force (red solid line). The begin and end of the impact are indicated
in (b) by a vertical dashed line.
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Fig. 6: (a) Time history, (b) detail time history, and (c) amplitude of the narrow band frequency spectrum of the actual
acceleration a11 (blue dashed line) and the estimated acceleration (red solid line). The begin and end of the impact are
indicated in (b) by a vertical dashed line.
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Fig. 7: Poles and zeros of the transfer function Hpd(z) that relates the z-transform of (a) acceleration a9 and (b) dis-
placement d4 to the z-transform of the force p. The poles are indicated by a cross (×), the stable zeros by a circle (◦),
and the marginally stable zeros by a solid diamond (q).
3.4. Filter transfer functions at steady state
The transfer functions of the joint input-state estimation algorithm at steady state, derived in
Section 2.4, relate the estimated quantities to the measured data. The transfer functions can be
used to quantify the uncertainty on the results obtained from joint input-state estimation, that is
introduced by additional stochastic excitation and measurement errors, as will be illustrated in
Section 3.5. Apart from their use in the quantification of the errors, the transfer functions also
yield insight into the way the algorithm weighs the available response data, as illustrated in this
section.
Fig. 9 shows the transfer functions Hpˆd(ω) that relate the Fourier transform of the estimated
force pˆ to the Fourier transform of acceleration a9 and displacement d4. The transfer function
has been calculated for the sensor configuration assumed for joint input-state estimation in Sec-
tion 3.2. The noise covariance matrices Q and S are assumed zero, i.e. no stochastic excitation
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Fig. 8: Amplitude of the transfer functions Hdp(ω) that relates the Fourier transform of (a) acceleration a9 and (b)
displacement d4 to the Fourier transform of the force p. The undamped natural frequencies are indicated by vertical
dashed lines. The antiresonance frequencies of the transfer function are indicated by vertical dotted lines.
present. For the measurement errors and so the noise covariance matrix R, two different cases are
considered. For the first case, the noise statistics are assumed identical to the ones assumed in Sec-
tion 3.2, i.e. σM,a = 10
−2m/s2 and σM,d = 10−6m. For the second case, a lowermeasurement uncer-
tainty is assumed for the displacement measurement, using a standard deviation σM,d = 10
−7 m
for the measurement error on the displacement signal. The measurement uncertainty for the ac-
celeration measurement is assumed identical to the first case, i.e. σM,a = 10
−2 m/s2. The transfer
function Hpˆd(ω) that relates the Fourier transform of the estimated force pˆ to the Fourier trans-
form of acceleration a9 (Fig. 9a) in both cases is characterized by a dip at the second, third, and
fourth natural frequency, and a peak at the antiresonance frequencies of the transfer function
Hdp(ω) (Fig. 8). For frequencies lower than the second natural frequency, the transfer function
Hpˆd(ω) strongly depends on the standard deviation σM,d assumed in the calculation of the trans-
fer function. This variation with the standard deviation σM,d is related to the way the algorithm
weighs the acceleration and displacement data, as explained next. The transfer function Hpˆd(ω)
that relates the Fourier transform of the estimated force pˆ to the Fourier transform of the dis-
placement d4 (Fig. 9b) strongly depends on the measurement uncertainty on the displacement
measurement assumed. For the first case (σM,d = 10
−6 m), the transfer function Hpˆd(ω) is not
characterized by clear dips at the natural frequencies, nor by clear peaks at the antiresonance
frequencies. For the second case, which corresponds to a lower measurement uncertainty for the
displacement measurement (σM,d = 10
−7 m), the transfer function Hpˆd(ω) is characterized by a
dip at the second, third, and fourth natural frequency, and a peak at the antiresonance frequen-
cies of the transfer function Hdp(ω) (Fig. 8). This can be explained as follows. For each frequency
ω, the joint input-state estimation algorithm weighs the displacement and acceleration data in
the estimation of the forces and system states, such that the errors on the estimated forces and
system states are minimum variance. The weighing is based on the process and measurement
noise covariance matrices, Q, R, and S. At low frequencies, the information is mostly contained
in the displacement data, whereas at higher frequencies the displacement data in case of large
measurement uncertainty becomes non-informative due to measurement noise. The absence of
clear peaks and dips in the transfer functionHpˆd(ω) that relates the Fourier transform of the esti-
mated force pˆ to the Fourier transform of the displacement d4 for the first case therefore indicates
that the displacement data only contribute to the estimated force at very low frequencies. The
value of the transfer function Hpˆd(ω) that relates the Fourier transform of the estimated force pˆ
to the Fourier transform of the displacement d4 at 0 Hz is equal to 5.53 × 104 N/m. This value
does not depend on the noise statistics assumed for joint input-state estimation, and perfectly
corresponds to the static stiffness of the beam.
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Fig. 9: Amplitude of the transfer function Hpˆd(ω) that relates the Fourier transform of the estimated force pˆ to the
Fourier transform of (a) acceleration a9 and (b) displacement d4, for case 1 (σM,d = 10
−6 m, blue dashed line) and
case 2 (σM,d = 10
−7 m, red solid line). The undamped natural frequencies are indicated by vertical dashed lines. The
antiresonance frequencies of the transfer functions Hdp(ω) that relate the Fourier transform of (a) acceleration a9 and
(b) displacement d4 to the Fourier transform of the force p (see Fig. 8) are indicated by vertical dotted lines.
Fig. 10 shows the transfer functionsHdˆed(ω) that relate the Fourier transform of the estimated
acceleration aˆ11 to the Fourier transform of acceleration a9 and displacement d4. For the mea-
surement uncertainty on the response data, the two cases introduced in the previous paragraph
are considered. The transfer functions Hdˆed(ω) depend on the relation of the output d[k] to the
input p, as described by the transfer functions Hdp(ω) (see Section 3.3), on the relation of the
output de[k] to the input p, as described by the transfer functions Hdep(ω), and on the noise co-
variance matrices, Q, R, and S, that determine the weighing of the data in the estimation. The
transfer function Hdˆed(ω) that relates the Fourier transform of the estimated acceleration aˆ11 to
the Fourier transform of acceleration a9 (Fig. 10a) does not show a clear variation with the stan-
dard deviation σM,d assumed. The transfer function Hdˆed(ω) that relates the Fourier transform of
the estimated acceleration aˆ11 to the Fourier transform of displacement d4 (Fig. 10b), on the other
hand, shows a clear variation with the standard deviation σM,d over the entire frequency range
of interest. In addition, this transfer function for both values of σM,d is characterized by peaks
and dips. The four modes included in the system model cannot be distinguished from a single
acceleration measurement. Taking into account the displacement in the estimation of the system
states will lead to a decreased uncertainty on the estimated (modal) states and, therefore, on the
estimated extrapolated response. The presence of clear peaks and dips in the transfer function
that relates the Fourier transform of the estimated acceleration aˆ11 to the Fourier transform of the
displacement d4 indicates that the displacement data contribute to the estimated acceleration aˆ11
for the entire frequency range of interest.
3.5. Error on the estimated quantities
This section illustrates how the error covariance matrices obtained from the joint input-state
estimation algorithm (Section 2.2) or, more generally, the autocorrelation and PSD functions of
the errors, directly obtained from the filter transfer functions (Section 2.4), can be used to quantify
the uncertainty on the estimation results. Two cases are considered, corresponding to different
types of additional stochastic excitation: the first case considers white noise stochastic excitation,
the second case considers colored noise stochastic excitation. In the first case, all assumptions
made for the derivation of the joint input-state estimation algorithm are met. In the second case,
the white noise assumption is violated.
It follows immediately from Eqs. (67), (68), and (69) that the errors on the estimated quantities
introduced bymeasurement errors and additional stochastic excitation are independent of the ac-
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Fig. 10: Amplitude of the transfer function Hdˆed
(ω) that relates the Fourier transform of the estimated acceleration
aˆ11 to the Fourier transform of (a) acceleration a9 and (b) displacement d4, for case 1 (σM,d = 10
−6 m, blue dashed line)
and case 2 (σM,d = 10
−7 m, red solid line). The undamped natural frequencies are indicated by vertical dashed lines.
The antiresonance frequencies of the transfer functions Hdp(ω) that relate the Fourier transform of (a) acceleration a9
and (b) displacement d4 to the Fourier transform of the force p (see Fig. 8) are indicated by vertical dotted lines. The
antiresonance frequencies of the transfer function Hdep(ω) that relates the Fourier transform acceleration a11 to the
Fourier transform of the force p are indicated by vertical dash-dotted lines.
tual force p[k], which is therefore assumed zero in the following analysis. The data d[k] passed to
the joint input-state estimation algorithm consists of acceleration a9 and displacement d4, and is
obtained from Eqs. (10) – (15), for p[k] = 0. The error on the estimated response vector dˆe[k|k],
which consists of acceleration aˆ11, is calculated as d˜e[k|k] = de[k] − dˆe[k|k], where the response vec-
tor de[k] obtained from Eqs. (10), (17), and (18), for p[k] = 0. A sampling period T = 500 s is
assumed in the analysis.
Ten uncorrelated vertical stochastic forces are considered, acting at the locations of accelerom-
eters a1 – a10 (see Fig. 2). For the case where white noise stochastic excitation is considered, the
stochastic forces are drawn independently from a normal distributionwith zero mean value and a
standard deviation σp
S
of 0.1 N. For the cases where colored noise stochastic excitation is consid-
ered, the Fourier transform of the jth stochastic force (j = 1, . . . ,10) is calculated for N/2 discrete
frequencies ωn (= 2π(n− 1)/(N∆t); n = 1, . . . ,N/2) from the following equation:
pSj (ωn) = exp(iφn)
√
N∆tSpSjpSj (ωn) (77)
with SpSjpSj (ω) the PSD function of the stationary stochastic force, for component j, N the number
of time steps in the simulation, and ∆t the sampling time step. The phase angle φn is drawn
independently from a uniform distribution over the interval [0,2π], see also [17]. The time history
pSj[k] is subsequently obtained from the (discrete) inverse Fourier transform of pSj (ωn). The PSD
function of the stationary stochastic forces SpSjpSj (ω) is assumed identical for the npS components,
and is given by:
SpSjpSj (ω) =
ω
(1 +ω)2
(78)
Fig. 11 shows the PSD function of the stochastic forces and its corresponding autocorrelation
function. The autocorrelation function shows a clear correlation of the stochastic forces over
time, whereas the PSD function shows that the stochastic forces are mainly dominated by low
frequency components.
The measurement errors vM[k] are drawn independently from a normal distribution with zero
mean value and a standard deviation of 10−6 m and 10−2 m/s2 for the displacement and acceler-
ation measurements, respectively.
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Fig. 11: (a) Autocorrelation (AC) function and (b) PSD function of the stochastic forces applied in the simulations (blue
solid line) and comparison to the equivalent white noise assumed for joint input-state estimation (red dashed line).
The noise covariance matrices Q, R, and S, assumed for joint input-state estimation, are cal-
culated from Eq. (73). Note that the joint input-state estimation algorithm assumes white process
and measurement noise, i.e. a flat PSD function over the entire frequency range for both the mea-
surement errors and stochastic forces. For colored noise stochastic forces, however, the white
noise assumption is not satisfied. Equivalent white noise with stochastic force covariance matrix
Cp = Rp
S
p
S
[0] is assumed. Fig. 11 compares the true noise autocorrelation and PSD function to the
ones of the equivalent white noise. Another choice of the matrix Cp will lead to different errors
on the estimated quantities, as will be shown in Section 3.6.
White noise stochastic excitation. Fig. 12 shows the evolution of the error variance of the estimated
force pˆ and the estimated acceleration aˆ11 with time. The variances are found as the diagonal
values of the error covariance matrices Pp[k|k] and Pde[k|k], obtained from the joint input-state
estimation algorithm. The error variance for both estimated quantities evolves over time towards
a steady state value. For both estimated quantities only a very a short time period is required
to reach steady state. This justifies the steady state assumption made in sections 2.4 and 2.5 for
the calculation of the filter transfer functions and the quantification of the errors on the results
obtained.
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Fig. 12: Evolution of the error variance of (a) the estimated force pˆ and (b) the estimated acceleration aˆ11, for white
noise stochastic excitation.
Figures 13 and 14 show the time history, the sample autocorrelation and PSD function of the
error on the estimated force pˆ and the estimated acceleration aˆ11, respectively, as obtained from
the numerical simulations. The sample PSD function is estimated using Welch’s method, hereby
applying a window length of 2048 samples and an overlap of 66%. The sample autocorrelation
function of the error on both estimated quantities shows a significant correlation with time, re-
sulting in a non-flat PSD function. The sample PSD function of the errors shows a peak at the
antiresonance frequencies of the transfer functions Hdp(ω) (see also Fig. 8). This indicates that
the estimation errors depend on the zeros of the transfer functions Hdp(ω). Unstable zeros lead
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to large errors on the estimated quantities, due to the amplification of measurement errors and,
therefore, should be avoided (see also Section 3.6). Figures 13 and 14 also compare the sample
autocorrelation and PSD function of the error on the estimated quantities to the autocorrelation
and PSD obtained from Eqs. (19), (70), and (72). The comparison shows an almost perfect agree-
ment. The small difference between both is mainly due to the finite time window considered in
the simulations and small leakage errors in the estimation of the PSD.
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Fig. 13: (a) Time history, (b) sample autocorrelation function (blue solid line) and autocorrelation function obtained
from analytical expressions (red dashed line), and (c) sample PSD function (blue solid line) and PSD function obtained
from analytical expressions (red dashed line) of the error on the estimated force pˆ, for white noise stochastic excitation.
The undamped natural frequencies are indicated by vertical dashed lines in (c). The antiresonance frequencies of the
transfer functions Hdp(ω) that relate the Fourier transform of acceleration a9 and displacement d4 to the Fourier
transform of the force p (see Fig. 8) are indicated by vertical dotted lines in (c).
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Fig. 14: (a) Time history, (b) sample autocorrelation function (blue solid line) and autocorrelation function obtained
from analytical expressions (red dashed line), and (c) sample PSD function (blue solid line) and PSD function obtained
from analytical expressions (red dashed line) of the error on the estimated acceleration aˆ11, for white noise stochastic
excitation. The undamped natural frequencies are indicated by vertical dashed lines in (c). The antiresonance fre-
quencies of the transfer functions Hdp(ω) that relate the Fourier transform of acceleration a9 and displacement d4 to
the Fourier transform of the force p (see Fig. 8) are indicated by vertical dotted lines in (c).
Tables 1 and 2 compare the estimated steady state error variance of the estimated force pˆ (Pssp )
and acceleration aˆ11 (P
ss
de
), respectively, to the mean squared errors obtained from the numerical
simulations, and the autocorrelation of the errors for time lag l = 0 (Rp˜p˜[0] and Rd˜ed˜e[0]). For the
present case of white noise stochastic excitation, both the error variance and the autocorrelation
of the errors for a time lag l = 0 give the true variance of the errors on the estimated quantities, as
already indicated in Section 2.5.
Colored noise stochastic excitation. Figures 15 and 16 show the time history, the sample autocorre-
lation and PSD function of the error on the estimated force pˆ and the estimated acceleration aˆ11,
respectively, as obtained from the numerical simulations. The figures also compare the sample
autocorrelation and PSD function of the error on the estimated quantities to the autocorrelation
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and PSD obtained from Eqs. (19), (70), and (72). As in the previous case of white noise stochastic
excitation, the comparison shows an almost perfect agreement. The autocorrelation of the error
on both estimated quantities again shows a significant correlation with time.
0 100 200 300 400 500
−30
−20
−10
0
10
20
30
Time [s]
Fo
rc
e 
er
ro
r [N
]
0 0.02 0.04 0.06 0.08 0.1
−15
−10
−5
0
5
10
15
Time lag [s]
Fo
rc
e 
er
ro
r A
C 
[N
2 ]
0 200 400 600 800 1000
10−4
10−3
10−2
10−1
100
Frequency [Hz]
Fo
rc
e 
er
ro
r P
SD
 [N
2 /H
z]
(a) (b) (c)
Fig. 15: (a) Time history, (b) sample autocorrelation function (blue solid line) and autocorrelation function obtained
from analytical expressions (red dashed line), and (c) sample PSD function (blue solid line) and PSD function obtained
from analytical expressions (red dashed line) of the error on the estimated force pˆ, for colored noise stochastic excita-
tion. The undamped natural frequencies are indicated by vertical dashed lines in (c). The antiresonance frequencies of
the transfer functions Hdp(ω) that relate the Fourier transform of acceleration a9 and displacement d4 to the Fourier
transform of the force p (see Fig. 8) are indicated by vertical dotted lines in (c).
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Fig. 16: (a) Time history, (b) sample autocorrelation function (blue solid line) and autocorrelation function obtained
from analytical expressions (red dashed line), and (c) sample PSD function (blue solid line) and PSD function obtained
from analytical expressions (red dashed line) of the error on the estimated acceleration aˆ11, for colored noise stochastic
excitation. The undamped natural frequencies are indicated by vertical dashed lines in (c). The antiresonance frequen-
cies of the transfer functions Hdp(ω) that relate the Fourier transform of acceleration a9 and displacement d4 to the
Fourier transform of the force p (see Fig. 8) are indicated by vertical dotted lines in (c).
Tables 1 and 2 compare the estimated steady state error variance of the estimated force pˆ (Pssp )
and acceleration aˆ11 (P
ss
de
), respectively, to the mean squared errors obtained from the numerical
simulations, and the autocorrelation of the errors for time lag l = 0 (Rp˜p˜[0] and Rd˜ed˜e[0]). For col-
ored noise stochastic excitation, the error covariance matrices obtained from the joint input-state
estimation algorithm do not present the true error variance, since the white noise assumption
is violated. The true value of the variance of the errors on the estimated quantities if found,
however, from the autocorrelation of the errors for a time lag l = 0, as computed in Section 2.5.
3.6. Uncertainty minimization
It was shown in Section 3.5 that the uncertainty on the estimated force, the system states, and
the extrapolated response, can be quantified by means of their PSD and autocorrelation func-
tion, assuming the PSD function of the (stationary) measurement errors and stochastic forces to
be known. In this section, it is first shown how to design a sensor network which minimizes
the uncertainty on the estimated quantities, introduced by measurement errors and additional
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Stochastic loads Pssp
1
N
∑N
k=1 p˜[k|k] Rp˜p˜[0]
White noise 5.18× 10−2 N2 5.18× 10−2 N2 5.18× 10−2 N2
Colored noise 1.17× 101 N2 1.27× 101 N2 1.28× 101 N2
Table 1: Comparison of the steady state error variance of the estimated force pˆ (Pssp ), the mean squared force error
obtained from the numerical simulations ( 1N
∑N
k=1 p˜[k|k]), and the autocorrelation of the force error for time lag l = 0
(Rp˜p˜[0]).
Stochastic loads Pssde
1
N
∑N
k=1 d˜e[k|k] Rd˜ed˜e[0]
White noise 2.69× 10−2 (m/s2)2 2.69× 10−2 (m/s2)2 2.69× 10−2 (m/s2)2
Colored noise 6.35 (m/s2)2 2.67 (m/s2)2 2.67 (m/s2)2
Table 2: Comparison of the estimated steady state error variance of the estimated extrapolated acceleration aˆ11 (P
ss
de
),
the mean squared acceleration error obtained from the numerical simulations ( 1N
∑N
k=1 d˜e[k|k]), and the autocorrelation
of the acceleration error for time lag l = 0 (Rd˜ed˜e[0]
).
stochastic excitation. Next, it is investigated how the uncertainty on the estimated quantities de-
pends on the noise statistics assumed for joint input-state estimation, in the case of colored noise
stochastic excitation.
Optimization of the sensor lay-out. The variance of the estimated force pˆ and the estimated ac-
celeration aˆ11 is calculated for forty different combinations of sensors, each consisting of one
accelerometer (a1 – a10) and one displacement sensor (d1 – d4). Ten vertical colored stochastic
forces are considered, acting at the locations of accelerometers a1 – a10 (see Fig. 2), and the mea-
surement errors are assumed zero mean and white. The noise processes assumed are identical
to those assumed in Section 3.5. The noise covariance matrices Q, R, and S are calculated from
Eq. (73), hereby assuming equivalent white noise with force covariance matrix Cp = Rp
S
p
S
[0].
Fig. 17 compares the variance of the error on the estimated force pˆ and the estimated accel-
eration aˆ11 for different sensor configurations. The variance is calculated as the autocorrelation
of the errors for time lag l = 0 (Rp˜p˜[0] and Rd˜ed˜e[0]), obtained from Eqs. (19), (70), and (72). The
figure also indicates for which sensors the corresponding transfer function Hdp(ω) contains un-
stable zeros. Firstly, it is observed that for every sensor combination including the accelerometers
a8, a9, or a10 that do not induce unstable zeros of the transfer function Hdp(ω), the error on both
estimated quantities hardly depends on the position of the displacement sensor. This confirms
that the algorithm in the estimation mainly relies on the acceleration data, as already found in
Section 3.4. For the sensor combinations that include one of the remaining accelerometers (a1 –
a7) which induce unstable zeros of the transfer function Hdp(ω), the error on the estimated quan-
tities significantly depends on the position of the displacement sensor. For these combinations,
the smallest errors are obtained when selecting displacement sensor d4, i.e. the only displacement
sensor that does not induce unstable zeros. The minimum variance of the error on the estimated
force pˆ is obtained for the sensor combination a9 - d3. Acceleration a9 is collocated with the force
p to be estimated and therefore ensures a significant feedthrough from the force p to the accelera-
tion a9. It is generally observed that for collocated acceleration measurements the corresponding
elements of the direct feedthrough matrix J in Eq. (9) contain a sum of positive numbers (i.e.∑nm
m=1φ
2
pm) and, therefore, a low uncertainty on the estimated forces is obtained. The minimum
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variance of the error on the estimated acceleration aˆ11 is obtained for the sensor combination a5
- d4. Displacement d4 is retained, since it is the only displacement that does not gives rise to
unstable zeros, as already mentioned. Acceleration a5 is almost collocated with the acceleration
a11 to be estimated, such that the four modes included in the system model have similar contri-
butions to both acceleration a5 and a11. The design of a sensor network for an increasing number
of forces and sensor locations can be solved in a computationally efficient way, by combining
the methodology for uncertainty quantification, proposed in this paper, with heuristic sequential
sensor placement algorithms, e.g. [18].
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Fig. 17: Variance of (a) the error on the estimated force pˆ in N2 and (b) the error on the estimated acceleration aˆ11
in (m/s2)2, for different sensor configurations. The sensor configuration for which the smallest variance is obtained,
is indicated by a black square. The sensors for which the corresponding transfer function Hdp(ω) contains unstable
zeros are indicated by a circle around the sensor label and a gray line in the figure.
Optimization of the noise statistics assumed for joint input-state estimation. The colored noise stochas-
tic excitation does not meet the assumption of white noise in the joint input-state estimation. In
the following, it is investigated how the results obtained from joint input-state estimation depend
on the (equivalent) white noise characteristics assumed for the calculation of the noise covariance
matrices Q, R, and S.
The system response d[k] consists of one acceleration a9 and one displacement d4. Ten vertical
colored stochastic forces are considered, acting at the locations of accelerometers a1 – a10, and the
measurement errors are assumed zero mean and white. The stochastic force and measurement
error characteristics are identical to those assumed in Section 3.5. The noise covariance matrices
Q, R, and S assumed for joint input-state estimation are calculated from the Eq. (73), with Cp =
σ2p
S
InpS
, for a range of values of σp
S
varying from 0 N to 10 N, corresponding to npS equivalent
independent and identically white noise stochastic forces with equal standard deviation σp
S
.
Fig. 18 shows the variance of the error on the estimated force pˆ and acceleration aˆ11 as a func-
tion of the standard deviation σp
S
assumed for joint input-state estimation. The error variance
is calculated from Eqs. (19), (70), and (72) as the autocorrelation of the errors for time lag l = 0
(Rp˜p˜[0] and Rd˜ed˜e[0]). Firstly, it is observed that the variance of the error on the estimated quantities
strongly depends on the standard deviation σp
S
. The noise statistics assumed for joint input-state
estimation should therefore be selected with care. The calculation of the theoretical error vari-
ance allows one to compare the errors that result from different equivalent white noise models, as
illustrated in this example. Secondly, it is observed that the standard deviation σp
S
at which the
error variance reaches its minimum value, is different for the error on the estimated force pˆ and
the error the estimated acceleration aˆ11. The joint input-state estimation algorithm weighs the
displacement and acceleration data in the estimation of the forces and system states, such that
the errors on the estimated forces and system states are minimum variance. The weighing takes
24
into account the noise covariance matrices Q, R, and S, that define the (equivalent) white noise
processes and depend on the standard deviation of the stochastic forces σp
S
. Changing the value
of σp
S
also changes the weighing of the data and may result in higher or lower uncertainty for
different estimated quantities, as seen from Fig. 18.
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Fig. 18: Variance of the error on (a) the estimated force pˆ and (b) the estimated acceleration aˆ11 as a function of
the standard deviation σp
S
assumed for joint input-state estimation. The vertical dashed line indicates the standard
deviation σp
S
for which the minimum error variance is obtained.
4. Conclusions
This paper presents a joint input-state estimation algorithm that can be used for force iden-
tification and response estimation in structural dynamics. The algorithm is an extension of an
existing joint input-state estimation algorithm, and includes the correlation between the process
noise and measurement noise. This correlation is inherently present for civil engineering appli-
cations, when accelerations are measured in the presence of unknown stochastic excitation. The
paper also presents a method for quantification of the uncertainty on the estimation results, intro-
duced by measurement errors and unknown stochastic excitation, that is acting on the structure
besides the forces that are to be identified. The proposed methodology is verified using numerical
simulations. It is also shown how to design a sensor network that minimizes the uncertainty on
the estimated quantities, and how to determine the optimal noise statistics that are applied for
joint input-state estimation.
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Appendix A. Extension of the joint input-state estimation algorithm
The system under consideration is described by the following discrete-time combined deterministic-
stochastic state-space description:
x[k+1] = Ax[k] +Bp[k] +w[k] (A.1)
d[k] =Gx[k] + Jp[k] + v[k] (A.2)
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where x[k] ∈ Rns is the state vector, d[k] ∈ Rnd is the measured output vector, and p[k] ∈ Rnp is the
input vector, to be estimated. The systemmatricesA, B,G, and J are assumed known. Throughout
the derivation of the algorithm, it is assumed that the sensor network meets the conditions for
instantaneous system inversion derived in [14].
The process noise vector w[k] ∈ Rns and measurement noise vector v[k] ∈ Rnd are assumed to
be zero mean and white, with known covariance matrices Q, R, and S, defined by:
E
[(
w[k]
v[k]
)(
wT
[l]
vT
[l]
)]
=
[
Q S
ST R
]
δ[k−l] (A.3)
with R > 0,
[
Q S
ST R
]
≥ 0, and δ[k] = 1 for k = 0 and 0 otherwise.
Finally, it is assumed that an unbiased estimate xˆ[0|−1] of the initial state is available, with
error covariance matrix Px[0|−1] (i.e. E[x[0] − xˆ[0|−1]] = 0, Px[0|−1] = E[(x[0] − xˆ[0|−1])(x[0] − xˆ[0|−1])T]).
In addition, the estimate xˆ[0|−1] is assumed independent of the noise processes w[k] and v[k] for
all k.
Joint input-state estimation consists of estimating the forces p[k] and states x[k], from a set
of response measurements d[k]. A state estimate xˆ[k|l] is defined as an estimate of x[k], given the
output sequence d[n], with n = 0,1, . . . , l. An input estimate pˆ[k|l] is defined similarly.
Consider the following three-step recursive filter:
xˆ[k|k−1] = Axˆ[k−1|k−1] +Bpˆ[k−1|k−1] (A.4)
pˆ[k|k] =M[k]
(
d[k] −Gxˆ[k|k−1]
)
(A.5)
xˆ[k|k] = xˆ[k|k−1] +L[k]
(
d[k] −Gxˆ[k|k−1]
)
(A.6)
The matrices M[k] ∈ Rnp×nd and L[k] ∈ Rns×nd are determined such that both the input estimates
pˆ[k|k] and the state estimates xˆ[k|k] are minimum variance and unbiased (MVU).
The first step in Eq. (A.4), hereafter referred to as the “time update”, yields an estimate of the
unknown state vector x[k], given the measured output up to time step k − 1. The second step in
Eq. (A.5), hereafter referred to as the “input estimation step”, yields an estimate of the unknown
input vector p[k], given the measured output up to time step k. Finally, the third step in Eq. (A.6),
hereafter referred to as the “measurement update”, yields an estimate of the state vector x[k],
given the measured output up to time step k.
Extending the joint input-state estimation algorithm proposed in [3] to account for the corre-
lation between the process noise and measurement noise, i.e. S , 0, only requires a modification
of the time update. The derivation of the entire extended algorithm is given, however, for the
sake of completeness.
Appendix A.1. Time update
The time update is given by Eq. (A.4). From Eqs. (A.1) and (A.4) it is found that the error on
the state estimate xˆ[k|k−1] obtained from the time update, denoted by x˜[k|k−1], is given by:
x˜[k|k−1] ≡ x[k] − xˆ[k|k−1]
=Ax˜[k−1|k−1] +Bp˜[k−1|k−1] +w[k−1] (A.7)
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where p˜[k|k] ≡ p[k]−pˆ[k|k] is the error on the input estimate pˆ[k|k] obtained from the input estimation
step and x˜[k|k] ≡ x[k] − xˆ[k|k] is the error on the state estimate xˆ[k|k] obtained from the measurement
update. The error on the state estimate xˆ[k|k−1] does not depend on the input p[k]. The state
estimate xˆ[k|k−1] is therefore unbiased if and only if xˆ[k|k] and pˆ[k|k] are unbiased for all k.
From Eqs. (A.2) and (A.5), the following expression for p˜[k|k] is obtained:
p˜[k|k] = (Inp −M[k]J)p[k] −M[k]Gx˜[k|k−1] −M[k]v[k] (A.8)
From Eqs. (A.2) and (A.6), the following expression for x˜[k|k] is obtained:
x˜[k|k] = (Ins −L[k]G)x˜[k|k−1] −L[k]Jp[k] −L[k]v[k] (A.9)
It is shown in Appendix A.2 that an unbiased estimate pˆ[k|k] is obtained from the filtering equa-
tions (i.e. Eqs. (A.4) – (A.6)) if and only ifM[k]J = Inp , where Inp ∈ Rnp×np is an identity matrix. In
Appendix A.3 it is shown that an unbiased estimate xˆ[k|k] is obtained from the filtering equations
if and only if L[k]J = 0. Assuming in addition that the initial state estimate xˆ[0|−1] is unbiased and
independent of the noise processes w[k] and v[k] for all k, and assuming the noise processes w[k]
and v[k] to be zero mean and white, with the covariance matrices Q, R, and S given by Eq. (A.3),
the covariance matrix of the error on the state estimate xˆ[k|k−1] is given by:
Px[k|k−1] ≡ E[x˜[k|k−1]x˜T[k|k−1]]
=
[
A B
] [ Px[k−1|k−1] Pxp[k−1|k−1]
Ppx[k−1|k−1] Pp[k−1|k−1]
][
AT
BT
]
+Q−N[k−1]ST −SNT[k−1] (A.10)
where
N[k] = AL[k] +BM[k] (A.11)
and Px[k|k] ≡ E[x˜[k|k]x˜T[k|k]], Pp[k|k] ≡ E[p˜[k|k]p˜T[k|k]], and Pxp[k|k] = PTpx[k|k] ≡ E[x˜[k|k]p˜T[k|k]]. The expres-
sions for these covariance matrices are derived in the following sections.
Appendix A.2. Input estimation
The input estimation step is given by Eq. (A.5). The error on the input estimate, p˜[k|k], is given
by Eq. (A.8). Let the state estimate xˆ[k|k−1] be unbiased, then it follows immediately from Eq. (A.8)
that an unbiased estimate pˆ[k|k] is obtained from Eq. (A.5) for all p[k] if and only if:
M[k]J = Inp (A.12)
Consider now the innovation d˜[k], defined by the following equation:
d˜[k] ≡ d[k] −Gxˆ[k|k−1] (A.13)
It follows immediately from Eqs. (A.2) and (A.13) that:
d˜[k] = Jp[k] + e[k] (A.14)
where
e[k] =Gx˜[k|k−1] + v[k] (A.15)
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Let the state estimate xˆ[k|k−1] be unbiased, then it follows from Eq. (A.15) that E[e[k]] = 0 and from
Eq. (A.14) that E[d˜[k]] = JE[p[k]]. This indicates that an unbiased estimate of p[k] can be obtained
from the innovation d˜[k].
The covariance matrix of e[k], denoted by R˜[k], is given by the following expression:
R˜[k] ≡ E[e[k]eT[k]]
=GPx[k+1|k]GT +R (A.16)
It follows immediately from the Gauss-Markov theorem [19] that a MVU estimate of the input
vector p[k] can be obtained from the innovation by weighted least squares estimation, where R˜
−1
[k]
is the weighting matrix. The optimal gain matrix, indicated asM⋆
[k]
, is then given by:
M⋆[k] =
(
JTR˜−1[k]J
)−1
JTR˜−1[k] (A.17)
The corresponding force error covariance matrix Pp[k|k] is given by:
Pp[k|k] =
(
JTR˜−1[k]J
)−1
(A.18)
Note that the expression for M⋆[k] in Eq. (A.17) meets the necessary and sufficient condition for
unbiased input estimation, i.e. M⋆[k]J = Inp .
Appendix A.3. Measurement update
The measurement update is given by Eq. (A.6). The error on the state estimate, x˜[k|k], is given
by Eq. (A.9). Let the estimate xˆ[k|k−1] be unbiased, then it follows immediately from Eq. (A.9) that
an unbiased estimate xˆ[k|k] is obtained from Eq. (A.6) for all p[k] if and only if:
L[k]J = 0 (A.19)
If Eq. (A.19) holds, the covariance matrix of the error on the state estimate xˆ[k|k] is given by:
Px[k|k] = (Ins −L[k]G)Px[k|k−1](Ins −L[k]G)T +L[k]RLT[k] (A.20)
or, taking into account Eq. (A.16):
Px[k|k] = L[k]R˜[k]LT[k] −L[k]GPx[k|k−1] −Px[k|k−1]GTLT[k] +Px[k|k−1] (A.21)
The gain matrix L[k] that yields a MVU state estimate is obtained by minimizing the trace of the
error covariance matrix Px[k|k], under the constraint that Eq. (A.19) holds. As proposed by Kitani-
dis [20], the constraint in Eq. (A.19) is introduced in the optimization problem using Lagrange
multipliers. The optimization problem is now written as:
L⋆[k] = arg min
L[k]∈Rns×nd
(
trace
{
L[k]R˜[k]L
T
[k]
− 2L[k]GPx[k|k−1] +Px[k|k−1]
}
−2 trace
{
L[k]JΛ
T
[k]
})
(A.22)
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where Λ[k] ∈ Rns×np is the matrix of Lagrange multipliers. The factor 2 in the second term of the
right hand side is introduced for notational convenience. Setting the derivative of the Lagrangian
in Eq. (A.22) with respect to L[k] and Λ[k] equal to zero yields respectively:
R˜[k]L
T
[k] −GPx[k|k−1] − JΛT[k] = 0 (A.23)
L[k]J = 0 (A.24)
Eqs. (A.23) and (A.24) can be written as a linear system of equations:
[
R˜[k] −J
JT 0
] L
T
[k]
Λ
T
[k]
 =
[
GPx[k|k−1]
0
]
(A.25)
The matrix R˜[k] ∈ Rnd×nd is nonsingular. Therefore, the Schur complement of the matrix R˜[k] of
the coefficient matrix in Eq. (A.25), i.e. the matrix −JTR˜−1[k]J ∈Rnp×np , and so the coefficient matrix
itself, are both nonsingular. The solution of the linear system of equations in Eq. (A.25) yields the
optimal gain matrix, indicated as L⋆[k]:
L⋆[k] =K
⋆
[k]
(
Ind − JM⋆[k]
)
(A.26)
where K⋆[k] = Px[k|k−1]G
TR˜−1[k].
Combination of Eqs. (A.5), (A.6), and (A.26) yields the following modified expression for the
measurement update:
xˆ[k|k] = xˆ[k|k−1] +K⋆[k]
(
Ind − JM⋆[k]
)(
d[k] −Gxˆ[k|k−1]
)
= xˆ[k|k−1] +K⋆[k]
(
d[k] −Gxˆ[k|k−1] − Jpˆ[k|k]
)
(A.27)
Themeasurement update given by Eq. (A.27) is similar to the classical Kalman filtermeasurement
update, where the known input vector p[k] has been replaced by the MVU input estimate pˆ[k|k].
Substitution of Eqs. (A.26) and (A.18) in Eq. (A.21) and further elaboration yields the follow-
ing expression for the error covariance matrix Px[k|k]:
Px[k|k] = Px[k|k−1] −K⋆[k]
(
R˜[k] − JPp[k|k]JT
)
K⋆T[k] (A.28)
Finally, using Eqs. (A.8), (A.12), (A.9), and (A.19), the following expression for the error covari-
ance matrix Pxp[k|k] is obtained:
Pxp[k|k] = −K⋆[k]JPp[k|k] (A.29)
Appendix A.4. Summary of filtering equations
The filtering algorithm is initialized using an initial state estimate vector x[0|−1] and its error
covariance matrix Px[0|−1]. The estimate xˆ[0|−1] is assumed unbiased and independent of the noise
processes w[k] and v[k] for all k. The algorithm proceeds by computing the force and state esti-
mates recursively in three steps, i.e. the input estimation step, the measurement update, and the
time update:
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Input estimation
R˜[k] =GPx[k|k−1]GT +R (A.30)
M[k] =
(
JTR˜−1[k]J
)−1
JTR˜−1[k] (A.31)
pˆ[k|k] =M[k]
(
d[k] −Gxˆ[k|k−1]
)
(A.32)
Pp[k|k] =
(
JTR˜−1[k]J
)−1
(A.33)
Measurement update
K[k] = Px[k|k−1]GTR˜−1[k] (A.34)
xˆ[k|k] = xˆ[k|k−1] +K[k]
(
d[k] −Gxˆ[k|k−1] − Jpˆ[k|k]
)
(A.35)
Px[k|k] = Px[k|k−1] −K[k]
(
R˜[k] − JPp[k|k]JT
)
KT[k] (A.36)
Pxp[k|k] = PTpx[k|k] = −K[k]JPp[k|k] (A.37)
Time update
xˆ[k+1|k] = Axˆ[k|k] +Bpˆ[k|k] (A.38)
N[k] = AK[k]
(
Ind − JM[k]
)
+BM[k] (A.39)
Px[k+1|k] =
[
A B
] [ Px[k|k] Pxp[k|k]
Ppx[k|k] Pp[k|k]
][
AT
BT
]
+Q−N[k]ST −SNT[k] (A.40)
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