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AN IMPOSSIBILITY THEOREM FOR LINEAR SYMPLECTIC
CIRCLE QUOTIENTS
HANS-CHRISTIAN HERBIG AND CHRISTOPHER SEATON
Abstract. We prove that when d > 2, a d-dimensional symplectic quotient
at the zero level of a unitary circle representation V such that V S
1
= {0}
cannot be Z-graded regularly symplectomorphic to the quotient of a unitary
representations of a finite group.
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1. Introduction
Let G→ U(V ) be a unitary representation of a compact Lie group G on a finite
dimensional Hermitian vector space (V, 〈 , 〉). By convention, the Hermitian scalar
product 〈 , 〉 is assumed to be complex antilinear in the first argument. For the
infinitesimal action d/dt exp(−tξ).v|t=0 of an element ξ of the Lie algebra g of G
on an element v ∈ V we write ξ.v. The moment map of the representation is the
regular map
J : V → g∗, v 7→ Jξ(v) := (J(v), ξ) :=
√−1
2
〈v, ξ.v〉,
2010 Mathematics Subject Classification. Primary 53D20, 13A50; Secondary 57S17.
Key words and phrases. symplectic reduction, unitary circle representations.
The research was supported by the Centre for the Quantum Geometry of Moduli Spaces, which
is funded by the Danish National Research Foundation. In addition, HCH was supported by the
Austrian Ministry of Science and Research BMWF (Start-Prize Y377) and by the grant GA CR
P201/12/G028. CS was supported by a Rhodes College Faculty Development Grant as well as
the E.C. Ellett Professorship in Mathematics.
1
2 HANS-CHRISTIAN HERBIG AND CHRISTOPHER SEATON
where (J(v), ξ) stands for the dual pairing of J(v) ∈ g∗ with an arbitrary ξ ∈ g.
Since J is an equivariant map, its zero level Z := J−1(0) is G-saturated, and one
can define the symplectic quotient M0 := Z/G. If G is finite, our convention is to
set Z := V and refer to the quotient as a linear symplectic orbifold. Note that when
G is not discrete, 0 ∈ g∗ is a singular value of J , and Z ⊂ V is a closed cone. In
our situation, the symplectic quotient M0 is not a manifold, but a semi-algebraic
set stratified by symplectic manifolds of varying dimensions [29]. We regard it as a
Poisson differential space with a global chart provided by a Hilbert basis (cf. [10]).
When comparing two such spaces, there is a natural notion of equivalence, namely
that of a Z-graded regular symplectomorphism. This point of view will be explained
in more detail in Subsection 2.1, see also [10].
The objective of this paper is to compare symplectic quotients of unitary circle
representations with finite unitary quotients. Our main result is the following.
Theorem 1.1. Let S1 → U(V ) be a unitary circle representation such that V S1 =
{0}. If the dimension of the symplectic quotient M0 is d > 2, then there cannot
exist a Z-graded regular symplectomorphism of M0 to a quotient of C
n by a finite
subgroup Γ < Un := U(C
n).
Note we can assume n = d/2. In [10], one can find a constructive proof of the
statement that any 2-dimensional symplectic quotient of a unitary torus represen-
tation is Z-graded regularly symplectomorphic to some cyclic quotient of C. We
can always assume without loss of generality that V S
1
= {0}, because V S1 is a sym-
plectic subspace on which the circle acts trivially; see Remark 4.1. So together with
[10] and the observation that the 0-dimensional case is trivial, Theorem 1.1 provides
the complete answer to the question of which linear symplectic circle quotients are
Z-graded regularly symplectomorphic to a finite unitary quotient.
It should be mentioned that some classes of unitary circle representations can
be ruled out from our considerations right from the beginning. If M0 is homeomor-
phic to a finite symplectic quotient, it is necessarily a rational homology manifold.
Assuming V S
1
= {0}, this is the case precisely when the sign of exactly one weight
of the representation differs from the sign of the others, see [14] or [10, Theorems
3 and 4]. In this situation, the corresponding GIT quotient V//C×, which is home-
omorphic to M0 by the Kempf–Ness theorem [18, 27], is affine space (cf. [32]). It
is perfectly legitimate to restrict our attention to these cases. Moreover, in [16] the
authors discovered a Diophantine condition on the weights (cf. Equation (2.7)) that
has to hold if the symplectic circle quotient is Z-graded regularly symplectomorphic
to a finite unitary quotient. Example calculations ([16, Section 7]) indicate that
the ‘majority’ of unitary circle representations violate this condition, even though
it holds in infinitely many cases. The point of this paper is that the remaining cases
can be ruled out as well.
Let us outline the plan of the paper. In Section 2.1, we recall the basics from [10]
about how to construct Z-graded regular symplectomorphism from global charts
that are provided by the theory of invariant polynomials. Moreover, we recall in
Section 2.2 some crucial results from [16] about the Hilbert series of the Z-graded
algebra of regular functions on a symplectic quotient associated to a unitary circle
representation. In Section 3, we develop tools for understanding the restrictions
of global charts for our symplectic quotients to the closures of orbit type strata.
Specifically, we demonstrate that Z-graded regular symplectomorphisms between
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symplectic reduced spaces restrict to Z-graded regular symplectomorphisms be-
tween the closures of strata, and in the relevant cases, the restrictions of global
charts are associated to Hilbert bases; see Theorems 3.2 and 3.10. On the way, we
demonstrate that complex symplectic reduced spaces of unitary torus representa-
tions are normal algebraic varieties; see Theorem 3.7. We rely heavily on the fact
that the groups under consideration are abelian or finite, and we do not know if
these results generalize. If it turns out that global charts are unique in general,
then Lemma 3.3 would be a trivial consequence of Theorem 3.2 for any compact
Lie group G, and the arguments would simplify considerably. Based on these tools,
we present in Section 4 an inductive argument that reduces the consideration to
the cases when dimC V = 3. That is, we show that any S
1-reduced space that is
Z-graded regularly symplectomorphic to a linear symplectic orbifold must contain
the reduced space of an S1-action on C3 that is as well Z-graded regularly sym-
plectomorphic to a linear symplectic orbifold; see Corollarey 4.4. In Section 5, we
complete the proof of Theorem 1.1 by ruling out case-by-case all finite subgroups
of U2 using the classification of duVal [8] following the exposition of [5].
One additional comment is in order. There is an analogous notion of a Z-graded
regular diffeomorphism between Poisson differential spaces with global charts, de-
fined as a Z-graded regular symplectomorphism where each algebra is equipped with
the trivial Poisson bracket. A natural question to ask is whether a linear symplectic
circle quotient is even Z-graded regularly diffeomorphic to a linear orbifold. In this
paper, the main techniques used to demonstrate the non-existence of a Z-graded
regular symplectomorphism are restrictions of such a symplectomorphism to the
closures of orbit type strata and comparing the Hilbert series of the Z-graded rings
of regular functions. The Poisson structures on the algebras of smooth functions
in question are only used to establish a bijection between the orbit type strata
of Z-graded regularly symplectomorphic spaces by applying [29, Proposition 3.3];
see Section 3. If it turns out that the algebra of smooth functions C∞(M0) of
a symplectic reduced space M0 determines the orbit type stratification, then the
proof of Theorem 1.1 would extend to preclude the existence of a Z-graded regular
diffeomorphism.
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2. Background
The purpose of this section is to recall the definition of the algebra of regular
functions on a linear symplectic reduced space as well as the definition of Z-graded
regular symplectomorphism. We refer to [10] for more details. In addition, we
summarize the formulas from [16] for the first four coefficients of the Laurent series
of a S1-reduced space and a linear symplectic orbifold for the cases we will need.
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2.1. Z-graded regular symplectomorphisms. As already indicated in the in-
troduction, the symplectic quotient M0 = Z/G of a unitary representation G →
U(V ) is not a smooth manifold, but a stratified symplectic space (this result is due
to R. Sjamaar and E. Lerman [29]). The symplectic strata (M(H) ∩Z)/G are given
by the spaces of G-orbits in the intersection of the orbit type strata M(H) with the
zero fiber Z of the moment map. The strata are indexed by the conjugacy classes
(H) of isotropy subgroups H < G of the G action on V . It has been realized al-
ready in [2] that M0 carries a natural smooth structure, i.e., the algebra of smooth
functions
C∞(M0) := C∞(V )G/IGZ ,
where IGZ := C∞(V )G ∩ IZ denotes the invariant part of the ideal IZ of smooth
functions vanishing on Z. Equipped with this algebra of smooth functions, M0
has the structure of a differential space (in the sense of Sikorski). It is moreover
pointed out in [2] that C∞(M0) inherits a Poisson bracket {, } from C∞(V ). Hence
the triple (M0, C∞(M0), {, }) is a Poisson differential space; see [10, Definition
5]. Using flows of invariant functions, it is shown in [3, 29] that the symplectic
stratification can be reconstructed from the Poisson algebra (C∞(M0), { , }). Later,
in [20], a notion of equivalence of symplectic quotients has been proposed that
generalizes symplectomorphism between manifolds. Namely, a map Φ : M0 → N0
between two symplectic quotients M0 and N0 is called a symplectomorphism if φ
is a homeomorphism and its pullback Φ∗ : C∞(N0) → C∞(M0) is an isomorphism
of Poisson algebras. It is clear from what has been said that a symplectomorphism
must preserve the symplectic strata.
In the situation of the symplectic quotient of a (unitary) representation V , one
can talk about symplectomorphisms that are mediated by polynomials. A language
to axiomatizes this idea has been suggested in [10]; the essentials we recall next.
The algebra of real-valued regular functions R[V ] on V forms a Poisson subalgebra
of C∞(V ). If we wish to use complex coordinates, we can view R[V ] as the algebra
C[V × V ]− of complex polynomials on V × V that are invariant under complex
conjugation −. By the theorem of Hilbert and Weyl, we can pick a real Hilbert
basis φ1, . . . , φk ∈ R[V ]G, i.e. a complete set of real homogeneous polynomial G-
invariants. The Hilbert basis gives rise to an embedding (the Hilbert embedding)
of the quotient space V/G into Rk. The image X of the Hilbert embedding is a
closed semialgebraic subset of Rk, and inherits from Rk a smooth structure C∞(X)
(a function f on X is defined to be smooth if it can be written as a restriction
f = F|X of a smooth function F on R
k). By the Theorem of G. W. Schwarz [25]
and J. Mather [21] the pullback under φ = (φ1, . . . , φk) provides an isomorphism
of Fre´chet algebras C∞(X) to C∞(V )G. In other words, φ provides us with a
diffeomorphism of V/G onto X .
For each element φi, i = 1, . . . , k of the Hilbert basis, we introduce a variable xi
and assign to it the degree deg(ϕi). We introduce the free Z-graded commutative
algebra R[x] := R[x1, . . . , xk] and consider the algebra homomorphism
ϕ : R[x]→ C∞(M0)
that sends xi to the class ϕi of φi in C∞(M0). This algebra homomorphism is not
surjective and for most representations not injective. However, it does satisfy the
following:
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(1) The image of the algebra homomorphism ϕ is a Poisson subalgebra. We call
it the Poisson algebra of regular functions R[M0] on M0. It is isomorphic
to the Z-graded Poisson algebra R[x]/ ker(ϕ), the bracket being of degree
−2.
(2) The algebra C∞(M0) is C∞-integral over R[M0], i.e. every function f ∈
C∞(M0) can be written as f = F ◦ (ϕ1, . . . , ϕk) for a suitable choosen
F ∈ C∞(Rk).
(3) The image of ϕ in C∞(M0) separates points.
Since it is a generalization of a linear coordinate system for a vector space, we call
a ring homomorphism satisfying (1), (2), and (3) a global chart for M0. Two global
charts are equivalent if their images in C∞(M0) coincide. If the ideal ker(ϕ) in
R[x] is homogeneous, then the global chart ϕ is Z-graded. A global chart given
by assigning to each xi an element of a Hilbert basis for R[V ]
G as above is a
global chart associated to a Hilbert basis for R[V ]G. A global chart provides us
with an embedding of M0 into euclidean space as a closed semialgebraic subset of
X . It turns out that the choice of the Hilbert basis is not essential; two global
charts associated to different choices of Hilbert bases for R[V ]G are easily seen to
be equivalent. Whether every global chart is actually equivalent to a global chart
associated to a Hilbert basis is unclear to the authors.
In analogy with coordinate systems on vector spaces, global charts can be used
to construct smooth (Poisson) maps between symplectic quotients. The appropri-
ate tool is provided by [10, Theorem 6], the so-called Lifting Theorem. It allows
to lift certain (Z-graded) Poisson homomorphisms between Poisson algebras of reg-
ular functions to the Poisson algebras of smooth function, namely those that are
compatible with the embeddings into eucildean space. In analogy with the notion
of regular maps between affine varieties, these lifts are be referred to as (Z-graded)-
regular Poisson maps. An invertible (Z-graded)-regular Poisson map is an example
of a symplectomorphism, called a (Z-graded)-regular symplectomorphism.
For later reference, let us spell out the dry details on how a Z-graded regular Pois-
son map is constructed. Suppose we have two symplectic quotients with Z-graded
global charts ϕ : R[x] := R[x1, . . . , xk]→ C∞(M0) and ψ : R[y] := R[y1, . . . , ym]→
C∞(N0). Let us assume we have an algebra homomorphism λ : R[y] → R[x] com-
patible with the Z-grading such that λ(ker(ψ)) ⊂ ker(ϕ), and the induced morphism
λ : R[y]/ ker(ψ)→ R[x]/ ker(ϕ) is compatible with the Poisson bracket { , }. Note
that every morphism of the Poisson algebras R[N0] → R[M0] of regular functions
can be represented by such a λ. Our λ is uniquely determined by the homogeneous
polynomials λi := λ(yi) ∈ R[x] where i = 1, . . . ,m. Let us define ϑ : M0 → Rm by
ϑ(ξ) := ((ϕ(λ1))(ξ), . . . , (ϕ(λm))(ξ)) and say that λ is a arrow if the image of the
map ψ : N0 → Rm that sends η ∈ N0 to (ψ(y1))(η), . . . , ψ(ym))(η) contains ϑ(M0).
The Lifting Theorem [10, Theorem 6] says that an arrow λ extends uniquely to a
morphism of Poisson algebras Λ : C∞(N0) → C∞(M0) and that the lift Λ is the
pullback of the map that sends ξ ∈M0 to ψ−1(ϑ(ξ)) ∈ N0.
Remark 2.1. For later reference, we note that the complexification of the represen-
tation of G on V × V is equal to the GC-representation V × V ∗ where V ∗ denotes
the dual representation. The latter is called the cotangent lifted GC-representation.
Moreover, the complexification JC of the moment map J is exactly the moment
map of the cotangent lifted GC-representation. The complexification IZ ⊗R C of
the vanishing ideal IZ of Z = J−1(0) is nothing but the vanishing ideal IZC in
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C[V ×V ∗] of the zero locus ZC = J−1
C
(0). Let IGC
ZC
= IZC ∩C[V ×V ∗]GC , and then
the complexification R[M0] ⊗ C of the algebra of regular functions on M0 is given
by
(
C[V × V ∗]/IZC
)GC = C[V × V ∗]GC/IGC
ZC
.
2.2. Results on symplectic circle quotients. Here, we specialize the discus-
sion to unitary representations V of the circle G = S1 and recall results from [16]
regarding the Hilbert series of the N-graded algebra R[M0] of regular functions on
the symplectic quotient M0 = Z/G. It will be convenient to identify V with C
n by
choosing coordinates z1, . . . , zn with respect to which the circle action is diagonal.
Remember that we are interested in Cn as a real variety, and so the Poisson algebra
of regular functions on V = Cn is the algebra R[V ] = C[z1, . . . , zn, z1, . . . , zn]
− of
those complex polynomials in zi and zi that are invariant under complex conju-
gation −. The Poisson bracket is given by {zi, zj} = −2
√−1δij . The action is
uniquely determined by the moment map
(2.1) J : V = Cn → g∗ = R, J(z, z) := 1
2
n∑
i=1
ai zizi,
where a1, . . . , an ∈ Z are the weights of the representation. We callA := (a1, . . . , an)
the weight vector. The action is effective if and only if the weights are coprime, i.e.,
gcd(A) := gcd(a1, . . . , an) = 1. We can restrict to consideration of the effective case
by replacing A by A/ gcd(A), which does not change the Poisson algebra of regular
functions. Also note that it does no harm to assume that there are no nontrivial
invariants, i.e., all weights are nonzero. If all weights are nonzero but have the same
sign, the reduced a space is a point. Otherwise, by [14] we know that the vanishing
ideal IZ coincides with the ideal IJ generated by the moment map.
Recall that the Hilbert series of an N-graded locally finite dimensional vector
space W = ⊕i≥0Wi is given by the formal series
HilbW (x) =
∞∑
i=0
dim(Wi) x
i ∈ Q[[x]].
Let us introduce the on-shell Hilbert series of our circle action with weight vector
A,
HilbonA (x) := HilbR[V ]/IJ (x),
the Hilbert series of the graded algebra R[V ]/IJ . As IZ = IJ in this case, the on-
shell Hilbert series coincides with the Hilbert series of the Z-graded algebra R[M0]
of regular functions on M0. Note that the Hilbert series Hilb
on
A (x) does not depend
on the signs of the weights. So putting αi := |ai| and writing α := (α1, . . . , αn)
we have HilbonA (x) = Hilb
on
α
(x). We will occasionally use the latter notation for
emphasis when we are not concerned with the signs of the weights.
HilbonA (x) is actually a rational function with a pole at x = 1 of order d = 2n−2,
the Krull dimension of R[V ]/IJ . It therefore admits a Laurent expansion of the
form
(2.2) HilbonA (x) =
∞∑
k=0
γk(A)
(1 − x)d−k .
In [16, Theorem 5.1], the first four Laurent coefficients are computed in terms of
symmetric functions of the αj . Here, we will need [16, Corollary 5.2], which states
that γ0(A) > 0 and γ2(A) = γ3(A) > 0, as well as the expressions for the Laurent
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coefficients when n = 3. It will be convenient to express these coefficients in terms
of the αj as well as the elementary symmetric polynomials ei in the αj ,
e1 = α1 + α2 + α3, e2 = α1α2 + α1α3 + α2α3, and e3 = α1α2α3.
For brevity, we let gcdij := gcd(αi, αj).
When n = 3 and all weights are nonzero, we have
(2.3) γ0(A) =
α1α2 + α1α3 + α2α3
(α1 + α2)(α1 + α3)(α2 + α3)
=
e2
e1e2 − e3 ,
and
γ2(A) =
α21 + α
2
2 + α
2
3 + α1α2 + α1α3 + α2α3
12(α1 + α2)(α1 + α3)(α2 + α3)
+
gcd212−1
12(α1 + α2)
+
gcd213−1
12(α1 + α3)
+
gcd223−1
12(α2 + α3)
=
1
12(e1e2 − e3)
[
− 2e2 + e2
(
gcd212+gcd
2
13+gcd
2
23
)
(2.4)
+ gcd212 α
2
3 + gcd
2
13 α
2
2 + gcd
2
23 α
2
1
]
Note that γ1(A) = 0 in general.
If Γ < Un−1 is a finite subgroup, then the Hilbert series HilbR[Cn−1]Γ|R(x) of real
regular functions on the quotient Cn−1/Γ has a similar form,
(2.5) HilbR[Cn−1]Γ|R(x) =
∞∑
k=0
γk(Γ)
(1− x)2n−2−k .
In this case, the first four coefficients of the Laurent series are computed [16, The-
orem 6.1] in terms of a collection of primitive pseudoreflections g1, . . . , gr for the
action of Γ on Cn−1, roughly a minimal generating collection of pseudoreflections.
We recall from [16, Definition 6.2] that a set {g1, . . . , gr} of pseudoreflections in Γ
is a set of primitive pseudoreflections if for each pseudoreflection g ∈ Γ, g = gki for
1 ≤ i ≤ r and some integer k, and if gki = gℓj 6= e, then i = j and k ≡ ℓ mod |gi|.
It is easy to see that such a set always exists though it is not unique. Note that
the diagonal action of Γ on Cn−1 × Cn−1 necessarily has no pseudoreflections.
We have
(2.6) γ0(Γ) =
1
|Γ| , γ1(Γ) = 0, and γ2(Γ) = γ3(Γ) =
1
12|Γ|
r∑
i=1
|gi|2 − 1.
In particular, note that γ2(Γ) = γ3(Γ) = 0 if Γ contains no pseudoreflections (in
terms of its action on Cn−1).
We state two obvious consequences of these computations which will be used in
the sequel. The first was discussed experimentally in [16, Section 7].
Corollary 2.2 (Diophantine Condition on γ0(A)). Let A = (a1, . . . , an) ∈ Zn be the
weight vector associated to a linear S1-action on Cn, and suppose that HilbonA (x) =
HilbR[Cn−1]Γ|R(x) for some finite Γ < Un−1. Then
(2.7)
1
γ0(A)
∈ Z.
Similarly, as γ0(A) > 0 for each weight vector A by [16, Corollary 5.2], and as
γ2(Γ) = 0 unless Γ contains pseudoreflections, we have the following.
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Corollary 2.3. Let A = (a1, . . . , an) ∈ Zn be the weight vector associated to a
linear S1-action on Cn, and suppose that HilbonA (x) = HilbR[Cn−1]Γ|R(x) for some
finite Γ < Un−1. Then Γ contains at least one pseudoreflection.
3. Restriction of regular symplectomorphisms
In this section, we consider the restrictions of Z-graded regular symplectomor-
phisms to closures of orbit type strata. We demonstrate in Theorem 3.2 that such
restrictions are themselves Z-graded regular symplectomorphisms. Moreover, in
some cases, the associated global charts will be shown to be equivalent to global
charts associated to Hilbert bases; see Lemma 3.3 and Theorem 3.10.
We fix the following notation, which will be used throughout this section. Let
M0 be the symplectic reduced space associated to a unitary representation V of
the compact Lie group G and let N0 be the symplectic reduced space associated to
a unitary representation W of the compact Lie group K. Assume M0 is equipped
with the global chart
ϕ : R[x] = R[x1, . . . , xk]→ C∞(M0), xi 7→ ϕi, i = 1, . . . , k
associated to a Hilbert basis for R[V ]G, and N0 is equipped with the global chart
ϕ′ : R[y] = R[y1, . . . , yℓ]→ C∞(N0), yi 7→ ϕ′i, i = 1, . . . , ℓ
associated to a Hilbert basis for R[W ]K . Assume further that χ : N0 → M0 is a
Z-graded regular symplectomorphism induced by the arrow λ : R[x] → R[y]. We
will use R to denote an orbit type stratum of M0 and S to denote an orbit type
stratum of N0.
The following is a trivial consequence of the definitions and the fact that, by the
above assumptions, λ : R[x]/ kerϕ→ R[y]/ kerϕ′ is a ring isomorphism preserving
the Poisson bracket.
Lemma 3.1. Define
(3.1) ψ : R[x]→ C∞(N0), xi 7→ ψi := ϕ′ ◦ λ(xi).
Then ψ is a global chart for N0 that is equivalent to ϕ
′ and hence associated to a
Hilbert basis for R[W ]K . With respect to the global charts ϕ and ψ, the Z-graded
regular symplectomorphism χ is induced by the identity arrow on R[x].
This in particular allows us to identify the generators ϕi of R[M0] with the
generators ψi of R[N0].
By [29, Proposition 3.3], the stratification of M0 by orbit types, with respect
to which it is a symplectic stratified space, is determined by the Poisson algebra
C∞(M0). Because the map χ : N0 → M0 is a homeomorphism inducing an iso-
morphism λ˜ : C∞(M0) → C∞(N0) of Poisson algebras, it follows that χ induces a
bijection between the orbit type strata of N0 and M0. Specifically, for each orbit
type stratum S ofN0, χ(S) is an orbit type stratum ofM0. Then as χ(S
cl) = χ(S)cl
where cl denotes the (topological) closure, it follows that χ induces a bijection be-
tween closures of orbit type strata.
Now, let g denote the Lie algebra of G, J : V → g∗ the homogeneous quadratic
moment map, and Z = J−1(0) the shell. Pick an isotropy group H of a point in
Z ⊂ V for the G-action on V . Let VH denote the set of points with isotropy groupH
and V H denote the set of points fixed by H . We make some observations following
[29]; note that this case differs from the case treated by Sjamaar–Lerman in that
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we apply their arguments to the subspace V H = (VH)
cl, which is a symplectic
subspace of V by [12, Lemma 27.1].
The normalizer NG(H) of H in G acts on V
H ; this action is not effective unless
H is trivial. That H is an isotropy group implies that H is the subgroup of NG(H)
acting trivially on V H . Let L = NG(H)/H and let l denote the Lie algebra of L.
The moment map J : V → g∗ restricts to a moment map JV H : V H → l∗; this
is proven for the restriction JVH of J to VH in [29, page 391–2], and the proof
for V H is identical. Using canonical coordinates for V that restrict to canonical
coordinates for V H , it is easy to see that JV H is homogeneous quadratic unless L
is finite, in which case JV H is trivial. Similarly, that J
−1
V H (0) = V
H ∩ Z follows
from the fact that J−1VH (0) = VH ∩ Z, and VH is dense in V H . The piece R of the
stratification of M0 corresponding to the orbit type (H) is given by the (regular)
symplectic reduced space J−1VH (0)/L, and similarly R
cl is given by the reduced space
J−1
V H
(0)/L. Note, however, that 0 need not be a regular value for JV H .
Let IRcl denote the vanishing ideal of Rcl in C∞(M0). Then composing with the
quotient map C∞(M0)→ C∞(M0)/IRcl = C∞(Rcl), one obtains a map ϕRcl : R[x]→
C∞(Rcl) that is easily seen to be a global chart for the Poisson differential space Rcl.
In particular, as the set {f |R : f ∈ C∞(M0)} is dense in C∞(R) by [29, page 387], as
the image of ψ is a Poisson subalgebra of C∞(M0), and as R is a piece of the sym-
plectic stratified spaceM0, it follows that the image of ψRcl is a Poisson subalgebra
of C∞(Rcl). That C∞(Rcl) is C∞-integral over R[x] follows from the integrality of
C∞(M0), and that the image of ϕRcl separates points follows from the fact that the
image of ϕ separates points in M0. In the same way, letting S be the stratum of
N0 such that χ(S
cl) = Rcl, one obtains a global chart ψ′Scl : R[y] → C∞(Scl), and
it is clear that λ defines an arrow inducing a Z-graded regular symplectomorphism
between Scl and χ(S)cl that corresponds to the restriction of χ to Scl. With this,
we have proven the following.
Theorem 3.2. With the notation as above, for each orbit type stratum S of the
symplectic stratified space N0, χ restricts to a Z-graded regular symplectomorphism
χ|Scl from the closure Scl to the closure of an orbit type stratum of the symplectic
stratified space M0. Here, the global charts for χ(S
cl) and Scl are the restrictions
of ϕ and ϕ′, respectively, and the arrow inducing χ|Scl coincides with the arrow
inducing χ. Giving Scl instead the global chart formed by restricting the ψ defined
in Equation (3.1), the arrow inducing χ|Scl is the identity on R[x].
Let ZH = J
−1
V H (0), and identify R
cl with the reduced space ZH/L as above. It
is obvious that restriction to V H defines a homomorphism R[V ]G → R[V H ]L, and
hence that the image of ϕRcl is contained in R[V
H ]L/ILZH . What is not clear in
general, however, is whether ϕRcl is a surjective map onto R[V
H ]L/ILZH . This is
related to the question of whether a global chart on a Poisson differential space is
unique up to equivalence as discussed in Section 1. Certainly, the algebra R[V H ]L
may admit a proper subalgebra that separates points, see e.g. [7, Section 2.3.2],
but the authors are currently unaware of whether such an algebra could satisfy the
Poisson and integrality conditions. Fortunately, however, the surjectivity of ϕRcl
onto R[V H ]L/ILZH is clear in the cases relevant to this investigation. The rest of
this section is devoted to verifying this fact.
Lemma 3.3. Suppose G is abelian and ϕ is a global chart associated to a Hilbert
basis for R[V ]G. Then the image of ϕRcl is equal to R[V
H ]L/ILZH .
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Proof. Choose an isotropy group H for the G-action on V and use the notation as
above. As G is abelian, V H is G-invariant, and L = G/H . Then the restriction map
C[V ×V ∗]GC → C[(V ×V ∗)H ]GC is surjective by [7, Corollary 2.2.9]. Taking the fixed
elements by complex conjugation, the restriction map R[V ]G → R[V H ]G = R[V H ]L
is surjective. Therefore, restricting a Hilbert basis for R[V ]G yields a complete
(not necessarily minimal) set of invariants for the L-action on V H , completing the
proof. 
We assume for the remainder of this section that G is a torus.
Recall [28] that if Y is a GC-variety, then Y has finite principal isotropy groups
(FPIG) if there is a point y ∈ Y such that the orbit GCy is closed and the isotropy
group of y in GC is 0-dimensional. In our case, as G is abelian, it is easy to see that
the isotropy group of a point in the principal orbit type of the G-space V is the
kernel of the G-action. Indeed, choose a point v in the principal orbit type stratum
of V as a G-space, and let H be the isotropy group of v. Then as H is the isotropy
group of every point in the principal orbit type stratum, and as the principal orbit
type stratum is dense in V , it follows that H is the kernel of the G-action. If we
assume further that the G-action is effective, it follows that there is a dense subset
of V consisting of points with trivial isotropy.
It may happen, though, that each such point in V has infinite GC-isotropy or fails
to have closed GC-orbits so that V may not have FPIG as a GC-variety. However,
this only occurs in somewhat artificial situations.
Example 3.4. Let C× act on C with weight vector (1). It is easy to see that each
point z 6= 0 has trivial isotropy group. However, the only point with a closed orbit
is 0 with isotropy C× so that C does not have FPIG as a C×-variety.
Note, though, that the moment map is given by J(z) = z1z¯1/2, see Equation
(2.1), so that J−1(0) = {0}. Hence, as J−1(0) is contained in a proper subspace
of C (the trivial subspace), we may restrict our attention to this subspace without
changing the reduced space as a Poisson differential space. That is, we may begin
with the trivial action of C× on a point to yield the same reduced space. Effec-
tivising the action, we are left with a point with trivial group action, which clearly
has FPIG.
The reason for the failure of FPIG in Example 3.4 and the method of correct-
ing it are in some sense the general situation for unitary torus representations.
Specifically, we have the following.
Lemma 3.5. With the notation as above, assume G is a torus. Choose coordinates
(z1, . . . , zn) for V with respect to which the G-action is diagonal, let I denote the
subset of {1, . . . , n} such that zi = 0 for every point (z1, . . . , zn) ∈ J−1(0), and
let V ′ denote the subspace of V defined by zi = 0 ∀i ∈ I. Then the symplectic
reduced spaces of the G-representations V and V ′ coincide. Moreover, J−1(0) has
nonempty intersection with the principal orbit type stratum of V ′.
Proof. The facts that V ′ is G-invariant and the two reduced spaces coincide are
demonstrated in the proof of [10, Theorem 4]. Moreover, from the description of
the weight matrices for the G-actions on V and V ′ in the same proof, it is easy to
see that every point in V ′ whose coordinates zj are all nonzero and have principal
isotropy type. Noting that J−1(0) contains points in V ′ with all nonzero coordinates
by construction completes the proof. 
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Remark 3.6. Using the Kempf–Ness theorem [18, 27], it is easy to see that the
definition of V ′ given in Lemma 3.5 coincides with that of [31, Lemma 2]. By this
result, if the G- and hence GC-actions are effective, it follows that the GC-action
on V ′ is stable, i.e. the union of the closed GC-orbits is dense in V
′.
As a consequence of Lemma 3.5, we may assume without loss of generality that
J−1(0) contains with principal isotropy group. We then have the following.
Theorem 3.7. Let G be a torus. Then R[M0]⊗ C is normal.
Proof. We assume without loss of generality that the G-action on V is effective and,
by Lemma 3.5, that there is a point v ∈ J−1(0) with principal G-isotropy group;
the effective assumption then implies that the G-isotropy group of v is trivial. Then
as J−1(0) is a Kempf-Ness set, it follows from [27, Theorem (4.2)] that v has trivial
GC-isotropy and closed GC-orbit. Hence V has FPIG as a GC-variety.
By [28, Theorem (0.4)(4)], V is 2-large (see [28] for the definition), and then by
[15, Theorem 2.2 (2)], C[V × V ∗]/IZC is normal. Finally, by [4, Proposition 6.4.1],
the quotient
(
C[V × V ∗]/IZC
)GC = C[V × V ∗]GC/IGC
ZC
is normal, completing the
proof; confer Remark 2.1. 
Remark 3.8. The reader is cautioned that the definition of 2-large in [28] is stronger
than the definition used in [15]. Specifically, the definition in [28] requires FPIG,
while that in [15] does not. This causes no issue in the above argument as FPIG
has been established.
Remark 3.9. Theorem 3.7 essentially demonstrates that the complex symplectic
reduced space of an effective linear torus action is normal by proving that the zero
fiber of the complex moment map is a normal variety. For a reductive group GC
and a GC-variety X , the normality of X is sufficient though not necessary for the
normality of X//GC, see [6, Section 7]. By Serre’s Criterion [22, Theorem 23.8],
a Cohen–Macaulay ring is normal if and only if it is regular in codimension 1.
In our case, C[V × V ∗]GC/IGC
ZC
is always Cohen–Macaulay. To see this, note that
C[V ×V ∗]GC is Cohen–Macaulay by [17, Corollary 1], and then the quotient ring is
Cohen–Macaulay by [4, Theorem 2.1.3]. Hence, C[V × V ∗]GC/IGC
ZC
is normal if and
only if the singular set of the complex symplectic reduced space has codimension
≥ 2. We do not know of an independent proof of this codimension condition.
Now assume that K is finite so that N0 = W/K is a linear symplectic orbifold.
We have the following, completing this section.
Theorem 3.10. With the notation as above, assume that G is a torus and K is
finite. For each isotropy group Γ of the K-action on W and corresponding orbit
type stratum S of the linear symplectic orbifold N0, the global chart for S
cl given
by the restriction of ψ (or ϕ′) is equivalent to a global chart associated to Hilbert
bases for R[WΓ]NK(Γ)/Γ.
Proof. Let Γ be an isotropy group for the action of K on W . The corresponding
stratum S is given by WΓ/NK(Γ), and its closure S
cl is WΓ/NK(Γ). As above,
the image of ψScl is a subalgebra A of R[WΓ]NK(Γ)/Γ. Let R = χ(S), and then
R is an orbit type stratum of M0 by Theorem 3.2. Let H be the isotropy group
of a point in V whose orbit is in R; note that H does not depend on the choice
of point as G is abelian. By Theorem 3.2, the identity arrow on R[x] induces an
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isomorphism between the image of ϕRcl and A, and by Lemma 3.3, the image of
ϕRcl is equal to R[V
H ]L/ILZH . It follows that the identity arrow on R[x] induces
an isomorphism κ : R[V H ]L/ILZH → A. Tensoring with C, we have an isomorphism
κC : (R[V
H ]L/ILZH )⊗R C→ A⊗R C =: AC.
Noting that (V × V¯ )H ⊗R C = (V × V ∗)HC , we have by [26, Proposition 5.8(1)]
that R[V H ]L =
(
C[(V × V¯ )H ]LC)−, and R[V H ]L ⊗R C = C[(V × V ∗)HC ]LC . Then
we have (R[V H ]L/ILZH ) ⊗R C = C[(V × V ∗)HC ]LC/ILCZC
H
. In the same way, we may
consider AC as a subalgebra of C[(W ×W ∗)Γ]NK(Γ) = (R[WΓ]NK(Γ)/Γ)⊗RC. That
is, κC can be viewed as an isomorphism
κC : C[(V × V ∗)H ]LC/ILCZC
H
→ AC,
and as C[(V × V ∗)H ]LC/ILC
ZC
H
is normal by Lemma 3.7, AC is normal.
Finally, we claim that the algebra AC is separating in C[(W ×W ∗)Γ]NK(Γ) in the
sense of [7, Definition 2.3.8], see also [9]. That is, for x, y ∈ (W ×W ∗)Γ, if there
is an f ∈ C[(W ×W ∗)Γ]NK(Γ) such that f(x) 6= f(y), then there is a g ∈ AC such
that g(x) 6= g(y). Because C[(W ×W ∗)Γ]NK(Γ) separates points in the complex
geometric quotient (W ×W ∗)Γ/(NK(Γ)) by [24, Theorem 1.1, Amplification 1.3],
it follows that this is equivalent to AC separating NK(Γ)-orbits in (W ×W ∗)Γ.
To see this, first note that the map η : (W ×W ∗)Γ/(NK(Γ)) → (W ×W ∗)/K
induced by the embedding (W ×W ∗)Γ →W ×W ∗ is injective, see [19, page 100].
Specifically, because Khx = hKxh
−1 for x ∈ W ×W ∗ and h ∈ K, η is obviously
an injective regular map on the open dense subset (W ×W ∗)Γ/(NK(Γ)) of (W ×
W ∗)Γ/(NK(Γ)) and hence birational. Then the normality of (W ×W ∗)Γ/(NK(Γ))
implies that η is an isomorphism of algebraic varieties; see [1, II. Section 2.7].
Choosing x, y ∈ (W ×W ∗)Γ with distinct orbits NK(Γ)x 6= NK(Γ)y, it follows that
Kx 6= Ky in W ×W ∗. Then as C[W ×W ∗]K separates K-orbits in W ×W ∗ (again
by [24]), there is an F ∈ C[W ×W ∗]K such that F (x) 6= F (y).
Again by [26, Proposition 5.8(1)], the isomorphism λ : R[V ]G/IZ → R[W ]Γ given
by the arrow λ induces an isomorphism λC : C[V × V ∗]GC/IZC → C[W ×W ∗]Γ. It
follows that there is a g ∈ C[V × V ∗]GC such that λ(gIZC) = F . Let gH denote
the restriction of g to (V × V ∗)H , and then κC(gHILCZC
H
) is equal to the restriction
f := F|(W×W∗)Γ of F to (W ×W ∗)Γ. Then f(x) = F (x) 6= F (y) = f(y) so that
AC is separating.
By [7, Theorem 2.3.12], C[(W × W ∗)Γ]NK(Γ) is equal to the normalization of
AC. As AC is normal, we obtain C[(W ×W ∗)Γ]NK(Γ) = AC. This clearly implies
R[WΓ]NK(Γ)/Γ = A so that ψScl is surjective, completing the proof. 
4. Reduction to the case n = 3
In this section, we will use the results of Section 3 to demonstrate that any
reduced spaceM0 satisfying the hypotheses of Theorem 1.1 and Z-graded regularly
symplectomorphic to a linear symplectic orbifold Cn−1/Γ for a finite subgroup
Γ < Un−1 contains as a subset the reduced space associated to an S
1-action on
C3, which is then Z-graded regularly symplectomorphic to C2/Γ′ for some finite
Γ′ < U2. In Section 5, we will show that no such Γ
′ can exist.
Let A = (a1, . . . , an) be a weight vector for a unitary action of S
1 on Cn. We
make the following assumptions.
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(i) There is a Z-graded regular symplectomorphism χ : M0 → Cn−1/Γ from
the reduced space M0 associated to A and a linear symplectic orbifold
Cn−1/Γ for a finite subgroup Γ < Un−1.
(ii) Each weight ai 6= 0, i.e. (Cn)S1 = {0}.
(iii) The weight a1 is the only negative weight.
Remark 4.1. Recall that permuting the weights of the weight vector A does not
change the Z-graded regular symplectomorphism class of the associated reduced
space M0, and suppose A = (a1, . . . , ak, 0, . . . , 0) with ai 6= 0 for i ≤ k. It is easy
to see that M0 is Z-graded regularly symplectomorphic to N0 × Cn−k where N0 is
the reduced space associated to the weight vector (a1, . . . , ak). As R[C
n]S
1
contains
2(n−k) linear invariants and the moment map J is homogeneous quadratic, R[M0]
must also contain 2(n−k) linear invariants. Then it must be that R[Cn−1]Γ contains
2(n− k) linear invariants as well, implying that (Cn−1)Γ is of complex dimension
n − k. Decomposing Cn−1 into a product Ck−1 × (Cn−1)Γ ∼= Ck−1 × Cn−k, it is
easy to see that N0 is Z-graded regularly symplectomorphic to C
k−1/Γ′′ × Cn−k
for some Γ′′ ∈ Uk−1. It follows that N0 is Z-graded regularly symplectomorphic to
Ck−1/Γ′′. Hence assumption (ii) introduces no loss of generality.
Remark 4.2. By [10, Theorems 3 and 4] (see also [14, Proposition 3.1]), we have
that M0 is a rational homology manifold if and only if A does not contain two or
more positive and two or more negative weights. Note that as each element g ∈ Γ
preserves the complex structure of Cn−1 and hence the induced orientation of the
underlying real vector space R2(n−1), the complex orbifold Cn−1/Γ is necessarily a
rational homology manifold by [13, 4.2.4]. If all weights have the same sign, then
M0 is a point, and multiplying A by −1 or permuting the weights does not change
the reduced spaceM0. Hence we may assume (iii) with no loss of generality as well.
Let t ∈ S1, and then it is easy to see that t fixes a nonzero point z = (z1, . . . , zn) ∈
Cn if and only if t is a kth root of unity for some integer k, and k divides ai for
each i such that zi 6= 0. With this in mind, for a subset I ⊆ {1, 2, . . . , n}, let
VI = {(z1, . . . , zn) ∈ Cn : zi 6= 0 ⇔ i ∈ I}, and let V clI = {(z1, . . . , zn) ∈ Cn : zi 6=
0⇒ i ∈ I} denote the closure of VI in Cn. We let V∅ = V cl∅ = {0}. Then, given a
t ∈ S1 of finite order k, letting Ik = {i : k|ai}, we have that (Cn)t = V clIk . Moreover,
for the cyclic subgroup Zk of S
1, it is easy to see that (Cn)Zk , the set of points with
isotropy group equal to Zk, is given by {z : gcd{ai : zi 6= 0} = k}, and the closure
(Cn)cl
Zk
of this orbit type is V clIk .
By Equation (2.1) and assumption (iii), it is clear that VI ∩Z 6= ∅ if and only if
I = ∅ or {1} ( I. Hence, an orbit type (Cn)Zk intersects Z if and only if there is
an I ⊆ {1, 2, . . . , n} such that {1} ( I and gcd{ai : i ∈ I} = k.
As a consequence of the assumption (i), we have that the Hilbert series HilbonA (x)
and HilbR[Cn−1]Γ|R(x) coincide. Then by Corollary 2.3, Γ must contain at least
one pseudoreflection. It follows that Cn−1/Γ contains a (complex) codimension-
1 orbit type stratum, and that a corresponding isotropy group is generated by a
pseudoreflection g ∈ Γ. Choosing a basis for Cn−1 such that g = diag(1, . . . , 1, λ)
for a root of unity λ, and identifying Cn−2 with the span of the first n− 2 elements
of this basis, this orbit type stratum is given by Cn−2/(NΓ(〈g〉)/〈g〉). Note that
the elements of NΓ(〈g〉) clearly fix the Hermitian product on Cn−2 (restricted from
Cn−1) so that (NΓ(〈g〉)/〈g〉) < Un−2.
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By Theorem 3.2, M0 must also contain a (complex) codimension-1 orbit type
stratum. Considering the orbit types of the S1-action on Cn, the closure of this
stratum must be given by V cl{i}c for some i 6= 1, where c denotes the complement
(or simply the origin {0} if n = 2). If ϕ : R[x] → C∞(M0) is a global chart for
M0 associated to a Hilbert basis for R[C
n]S
1
, then by Lemma 3.3, ϕ restricts to a
global chart for (V cl{1}c ∩ Z)/S1 equivalent to a global chart associated to a Hilbert
basis for R[V cl{1}c ]
S
1
with the restricted action. Note that in this case, it is easy to
see directly that (V cl{1}c ∩ Z)/S1 is the reduced space associated to the S1-action
on Cn−1 whose weight vector is formed by removing ai from A. Finally, Theorem
3.10 yields a Z-graded regular symplectomorphism between (V cl{1}c ∩ Z)/S1 and
Cn−2/(NΓ(〈g〉)/〈g〉) where the global charts are associated to Hilbert bases for the
respective actions. With this, we have established the following.
Proposition 4.3. Let n ≥ 2, let A be a weight vector satisfying (i), (ii), and
(iii), and let M0 denote the associated reduced space. Then M0 has a complex
codimension-1 orbit type S. Moreover, the closure Scl is itself the reduced space
associated to a linear representation of S1 on Cn−1 satisfying (ii) and (iii), and
χ restricts to a Z-graded regular symplectomorphism to the quotient of Cn−2 by a
finite subgroup of Un−2.
By repeated application of Proposition 4.3, the following is immediate.
Corollary 4.4. Let n ≥ 3, let A be a weight vector satisfying (i), (ii), and (iii),
and let M0 denote the associated reduced space. Then M0 contains as the closure of
an orbit type a linear symplectic quotient of C3 by S1 satisfying (ii) and (iii) that
is Z-graded regularly symplectomorphic to a linear symplectic orbifold C2/Γ′ where
Γ′ < U2 is finite and C
2/Γ′ is equipped with a global chart associated to a Hilbert
basis for R[C2]Γ
′
.
Of course, Proposition 4.3 also guarantees an orbifold stratum of complex di-
mension 1 given by the reduced space of an S1-action on C2. Such a reduced space
is always an orbifold by [10, Theorem 7], explaining why we stop at n = 3. Note,
however, that many examples of linear S1 reduced spaces are already excluded as
non-orbifolds by Proposition 4.3. In particular, for a weight vector A satisfying (i),
(ii), and (iii), if M0 has a complex codimension-1 orbit type, it must be that there
is an i1 6= 1 such that gcd{aj : j 6= i1} > gcd(a1, . . . , an). For the closure of this
orbit type in turn to contain a complex codimension 1-orbit type, it must be that
there is an i2 6= 1, i1 such that gcd{aj : j 6= i1, i2} > gcd{aj : j 6= i1}. Then by
induction, we obtain the following.
Corollary 4.5. Let n ≥ 3 and let A be a weight vector satisfying (i), (ii), and (iii).
Then for some ordering of the weights a2, . . . , an, we have that for 2 ≤ i ≤ n− 1,
gcd(a1, a2, . . . , ai) does not divide aℓ for any ℓ > i.
Example 4.6. Consider the weight vector A = (−3, 6, 12, 4). Using the Diophan-
tine condition in Corollary 2.2 and the formula for γ0(A) in [16, Section 7], we have
that γ0(A) = 1/21 is the reciprocal of an integer, so that the associated reduced
spaceM0 may be Z-graded regularly symplectomorphic to an orbifold. However, by
inspection, the only complex codimension-1 orbit type stratum in M0 corresponds
to z4 = 0 with isotropy group Z3. The closure of this orbit type is the reduced
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space associated to the weight vector (−3, 6, 12). This representation is not effec-
tive, and the corresponding effective representation has weight vector (−1, 2, 4).
However, as gcd(1, 2) = gcd(1, 4) = gcd(1, 2, 4) = 1, the corresponding reduced
space does not have a complex codimension-1 orbit type stratum. It follows that
M0 (equipped with a global chart associated to a Hilbert basis for R[C
4]S
1
) is not
Z-graded regularly symplectomorphic to an orbifold.
5. The case n = 3
Let V = C3 be equipped with the S1-action with weight vector A = (a1, a2, a3)
such that each ai is nonzero and gcd(a1, a2, a3) = 1. Assume further that the
symplectic reduced spaceM0 = J
−1(0)/S1 with global chart associated to a Hilbert
basis for R[C3]S
1
is Z-graded regularly symplectomorphic to a linear symplectic
orbifold C2/Γ for Γ < U2 finite. In this section, we will show that no such A and Γ
exist, which along with Corollary 4.4 derives the contradiction that completes the
proof of Theorem 1.1.
In Subsection 5.1, we collect some restrictions on the Hilbert series of the alge-
bra of regular functions R[M0]. In Subsection 5.2, we make similar observations
about the Hilbert series of R[C2]Γ. In Subsection 5.3, we use these results and the
classification of finite subgroups of U2 in [8, 5] to exclude each possible Γ.
Remark 5.1. Recall that in this paper, the Poisson structures on the algebras of
regular functions are only used to establish a bijection between orbit type strata
of Z-graded regular symplectomorphic reduced spaces; see Section 3. We point out
that in this section, this bijection is used again in Lemmas 5.9 an 5.10 and hence
is required to rule out groups of Type I.
5.1. The Hilbert series of M0. Let A = (a1, a2, a3) with each ai 6= 0 as above
and recall that αj = |aj | and α = (α1, α2, α3). The weight vector A is generic if
αi 6= αj for i 6= j and degenerate otherwise, see [16, Definition 2.2]. Our first task
is to exclude degenerate weight vectors, which is a consequence of the Diophantine
condition of Corollary 2.2 on γ0(α) as defined by Equation (2.2).
Lemma 5.2. Let A = (a1, a2, a3) be the weight vector associated to a linear S
1-
action on C3 such that each ai is nonzero and gcd(a1, a2, a3) = 1. If A is degenerate,
then the associated reduced space M0 is not Z-graded regularly symplectomorphic to
a linear symplectic orbifold C2/Γ for finite Γ < U2.
Proof. Suppose A is degenerate. Then either α1 = α2 = α3, in which case α =
(1, 1, 1), or up to permuting weights, α = (α, α, β) for positive coprime integers α
and β.
The case α = (1, 1, 1) is referred to as completely degenerate in [16, Section 5.3],
where the corresponding γ0 is computed to be 3/8. As this is not the reciprocal
of an integer, we have by Corollary 2.2 that the corresponding M0 is not Z-graded
regularly symplectomorphic to a linear symplectic orbifold.
So assume now that α = (α, α, β) for positive coprime integers α and β, and
then by Equation (2.3), we have
1
γ0(α)
=
2α(α+ β)2
α2 + 2αβ
=
2(α+ β)2
α+ 2β
.
Assume for contradiction that 1/γ0(α) ∈ Z, and suppose p is an odd prime that
divides α + 2β. Then p divides α + β, implying that p divides β and hence α,
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contradicting the fact that α and β are coprime. Therefore, it must be that α+2β =
2k for some k > 0. Note that α must be even and hence β is odd.
If α/2 is even, then (α+2β)/2 = α/2+β is odd, implying k = 1 and α+2β = 2.
This is not possible for positive integers α and β. So suppose α/2 is odd, and then
α/2 + β is even and divides (α + β)2. Then 2 divides α + β, contradicting the
parities of α and β. Hence there are no such α and β, completing the proof. 
It follows that we may restrict our attention to generic weight vectors. We now
observe the following immediate consequence of Corollary 4.5.
Corollary 5.3. Let A = (a1, a2, a3) be a generic weight vector associated to a linear
S1-action on C3 such that each ai is nonzero and gcd(a1, a2, a3) = 1. Assume
a1 < 0 and a2, a3 > 0. If the associated reduced space M0 is Z-graded regularly
symplectomorphic to a linear symplectic orbifold C2/Γ for finite Γ < U2 then either
gcd(a1, a2) > 1 or gcd(a1, a3) > 1.
Note that if a1, a2, and a3 are pairwise coprime, then the Laurent coefficient
γ0(α) is not the reciprocal of an integer and hence fails the Diophantine condition
(2.7). To see this, recall from Equation (2.3) that
1
γ0(A)
=
e1e2 − e3
e2
= e1 − e3
e2
where we recall that ei denotes the elementary symmetric polynomial in the αj of
degree i. Note that the ei are obviously integer valued when the αj ∈ Z. Hence
1/γ0(A) is an integer if and only if e2 divides e3, i.e.
a1a2 + a1a3 + a2a3
a1a2a3
∈ Z.
As a consequence, considering prime divisors of the aj , it is immediate that any
prime divisor of a weight aj must divide one of the other two weights.
We now establish the following, which will allow us in Subsection 5.3 to exclude
any finite subgroup of U2 that does have exactly two quadratic invariants.
Lemma 5.4. Let A = (a1, a2, a3) be a generic weight vector associated to a linear
S1-action on C3 such that each ai is nonzero and gcd(a1, a2, a3) = 1. Then the
Taylor expansion of HilbonA (x) at x = 0 begins
HilbonA (x) = 1 + 2x
2 + · · · .
Proof. Let (z1, z2, z3) denote the coordinates for C
3 as above. A polynomial in the
zi, zi is invariant if and only if each monomial term is invariant, so that the elements
of R[V ]S
1
of degree k are spanned by the invariant monomials of degree k. Let
HilboffA (x) = b0 + b1x+ b2x
2 + · · ·
denote the off-shell Hilbert series, i.e. the Hilbert series of R[C3]S
1
, and then bk is
the number of invariant monomials in zi, zi of degree k. Then b0 = 1 counts the
constant functions. As each ai 6= 0, there are clearly no invariant linear monomials
and hence b1 = 0. Finally, from the generic condition αi 6= αj for i 6= j, it is easy
to see that the only invariant quadratic monomials are zizi for i = 1, 2, 3 so that
b2 = 3. Then a simple computation using the fact that
(1 − x2)HilboffA (x) = HilbonA (x)
(see [16, Proposition 2.1]) completes the proof. 
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We note that using similar observations, it is easy to see that in fact,
HilbonA (x) = 1 + 2x
2 + c3x
3 + c4x
4 · · ·
where c3 is even and c4 ≥ 3 is odd, though we will only need Lemma 5.4 above.
Finally, we establish a restriction on the ratio of the first two nonzero Laurent
series coefficients of a reduced space that is Z-graded regularly symplectomorphic to
a linear orbifold. For many finite subgroups of U2 that we will meet in Subsection
5.3, the ratio of the first two nonzero Laurent coefficients is 1, 2, or ≥ 3, and hence
they will be excluded using the following.
Lemma 5.5. Let A = (a1, a2, a3) be a generic weight vector associated to a linear
S1-action on C3 such that each ai is nonzero and gcd(a1, a2, a3) = 1. Assume that
the associated reduced space M0 is Z-graded regularly symplectomorphic to a linear
symplectic orbifold C2/Γ for finite Γ < U2. Then the ratio γ0(A)/γ2(A) < 3 and is
not equal to 1 or 2.
Proof. Recall the notation gcdij = gcd(αi, αj) from Subsection 2.2. Note that if
gcdij = gcdjk for i, j, and k distinct, then this common divisor of all three weights
must be 1. Let r = γ0(A)/γ2(A).
r < 3. Applying Equations (2.3) and (2.4) and solving for e2, one obtains
(5.1) e2 =
gcd212 α
2
3 + gcd
2
13 α
2
2 + gcd
2
23 α
2
1
12/r + 2− gcd212− gcd213− gcd223
.
As e2 and the numerator of the right side are clearly positive, the denominator
of the right side must be positive as well. If r ≥ 3, then this is only the case if
gcd12 = gcd13 = gcd23 = 1. However, this implies that the weights are pairwise
relatively prime, which cannot be the case by Corollary 5.3. Hence r < 3.
r 6= 1. Suppose for contradiction that r = 1, and as γ0(A) does not depend on
the order of the weights, assume without loss of generality that gcd12 ≥ gcd13 ≥
gcd23. Then for the denominator of the right side of Equation (5.1) to be positive,
it must be that gcd13 = gcd23 = 1 and gcd12 ∈ {1, 2, 3}. As above, we can exclude
the case gcd12 = 1 by Corollary 5.3.
Suppose gcd12 = 2, and set α
′
1 = α1/2, α
′
2 = α2/2, and α
′
3 = α3 so that the α
′
j
are pairwise coprime. Note that α′3 is odd, and at least one of α
′
1 and α
′
2 is odd as
well. Assume without loss of generality that α′2 is odd. Then Equation (5.1) can
be rewritten as
4(2α′1α
′
2 + α
′
1α
′
3 + α
′
2α
′
3) = (α
′
1)
2 + (α′2)
2 + (α′3)
2.
If α′1 is odd, then the right side is odd while the left side is divisible by 4, a
contradiction. If α′1 is even, then reducing mod 4 yields
0 ≡ (α′2)2 + (α′3)2 mod 4.
By inspection, there are no odd integers that satisfy this congruence, allowing us
to conclude that gcd12 6= 2.
So suppose gcd12 = 3, and then Equation (5.1) becomes
3(α1α2 + α1α3 + α2α3) = 9α
2
1 + α
2
2 + α
2
3.
Considering the corresponding congruence mod 4 and checking each of the 64 pos-
sible values of the αj , each of the 8 solutions has α1, α2, and α3 even. Hence there
are no solutions with gcd(α1, α2, α3) = 1, and we conclude by contradiction that
r 6= 1.
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r 6= 2. Now suppose for contradiction that r = 2. Assuming again with no loss
of generality that gcd12 ≥ gcd13 ≥ gcd23, the denominator of the right side of
Equation (5.1) is positive only when gcd13 = gcd23 = 1 and gcd12 ∈ {1, 2}. We
again exclude gcd12 = 1 by Corollary 5.3, so that gcd12 = 2.
As above, set α′1 = α1/2, α
′
2 = α2/2, and α
′
3 = α3. Then the α
′
j are pairwise
coprime, α′3 is odd, and we may assume without loss of generality that α
′
2 is odd
as well. Rewrite Equation (5.1) as
2α′1α
′
2 + α
′
1α
′
3 + α
′
2α
′
3 = (α
′
1)
2 + (α′2)
2 + (α′3)
2,
and then for either possible parity of α′1, the parities of the left and right sides of
this equation do not match. Hence r 6= 2, completing the proof. 
5.2. The Hilbert series of C2/Γ. Let Γ < U2 be finite, and let (w1, w2) denote
the coordinates for C2. We let ωm denote a choice of primitive mth root of unity.
In addition, we let ΩSm denote the cyclic subgroup of SU2 of order m generated
by the element diag(ωm, ω
−1
m ) and Ωm denote the cyclic subgroup of U1 < U2 of
order m generated by the scalar ωm. Abusing notation in this manner, it will be
convenient for us to identify a scalar λ with the element diag(λ, λ) ∈ U2 that acts
on C2 by scalar multiplication.
By the ADE-classification of finite subgroups of SU2, every cyclic subgroup of
SU2 of orderm is conjugate to Ω
S
m. The generator diag(ωm, ω
−1
m ) of Ω
S
m acts on C
2×
C2 in coordinates (w1, w2, w1, w2) as diag(ωm, ω
−1
m , ω
−1
m , ωm). By an application of
Molien’s formula [23, 30], one has that all ten quadratic monomials are ΩS2-invariant,
while if m ≥ 3, then the space of quadratic polynomials has dimension 4; see [10,
Section 5.2.1] for details. By inspection, the quadratic monomials
(5.2) w1w1, w2w2, w1w2, and w1w2
are ΩSm-invariant and hence span the quadratic invariants when m ≥ 3.
Lemma 5.6. Let Γ < U2 be generated by Ω
S
m and Ωr for m, r ≥ 3. Then the
quadratic invariants of Γ are spanned by w1w1 and w2w2.
Proof. With respect to the basis in Equation (5.2) for the quadratic ΩSm-invariants,
the action of ωm is given by diag(1, 1, ω
2
m, ω
−2
m ). Applying the trace formula [30,
Lemma 2.2.2], the dimension of the ωm-invariant subspace is given by
1
m
m−1∑
k=0
Trace diag(1, 1, ω2m, ω
−2
m ) = 2 +
1
m
m−1∑
k=0
ω2km + ω
−2k
m ,
where we note that if m is even, then each term appears twice, but this is corrected
for by the 1/m prefactor. The remaining sum is over themth (ifm is odd) orm/2nd
(if m is even) roots of unity so that as m ≥ 3, the sum vanishes. It follows that the
Γ-invariant quadratic polynomials have dimension 2, and hence by inspection are
spanned by w1w1 and w2w2. 
Let Dm denote the binary dihedral group, the subgroup of SU2 of order 4m
generated by diag(ω2m, ω
−1
2m) and
(5.3) b =
[
0 1
−1 0
]
.
Note that b acts on C2 × C2 as diag(b, b) (in 2 × 2 blocks). Again by the ADE-
classification, any subgroup of SU2 isomorphic to a dihedral group is conjugate to
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some Dm. As above, by Molien’s formula and computed in [10, Section 5.2.2], the
quadratic invariants of D1 = 〈b〉 are of dimension 4, and the quadratic invariants
of Dm for m > 1 are of dimension 1. One checks that
w1w1 + w2w2, w1w2 − w2w1, w21 + w22 , and w12 + w22
are b-invariant and hence span the quadratic D1-invariants, while w1w1 + w2w2
spans the Dm invariants for m > 1.
Note that if Dm < Γ, then any Γ-invariant polynomial is obviously Dm-invariant.
Combining these observations yields the following, which along with Lemma 5.4 will
allow us to exclude any finite subgroup of U2 containing Dm for m ≥ 2.
Lemma 5.7. Suppose the finite group Γ < U2 contains the binary dihedral group
Dm for m > 1. Then the dimension of the quadratic elements of R[C
2]Γ is at most
1.
It will also be helpful for us to note the following computation, which will be
used extensively.
Lemma 5.8. For any λ ∈ C, λbk is a pseudoreflection if and only if k is odd and
λ = ±√−1, in which case it is a pseudoreflection of order 2.
Proof. First note that λb2 = −λ and λb4 = λ each have two eigenvalues of multiplic-
ity 2 and hence are never pseudoreflections. A simple computation demonstrates
that the eigenvalues of λb and λb3 = −λb are √−1λ and −√−1λ from which the
result follows. 
5.3. Elimination of each Γ < U2. First, let us briefly recall the classification of
finite subgroups of U2 of [8, 5]. Using the surjective 2-to-1 group homomorphism
U1× SU2 → U2 given by multiplication (l, r) 7→ lr with kernel ±(1, id), every
element of U2 can be expressed as the image of (l, r) ∈ U1× SU2, and this expression
is unique up to (−l,−r) = (l, r). Hence, any finite subgroup of U2 is of the form
(L/LK ;R/RK)φ = {(l, r) ∈ L×R : φ(lLK) = rRK}
where LK✂L are finite subgroups of U1 and RK✂R are finite subgroups of SU2 such
that L/LK is isomorphic to R/RK , and φ : L/LK → R/RK is a choice of isomor-
phism. If φ is unique, we write simply (L/LK;R/RK). The group (L/LK ;R/RK)φ
has order |R||LK |/2. Note that (L/LK ;R/RK)φ contains LK and RK as subgroups.
Let T24, O48, and I120 denote the binary tetrahedral, octahedral, and icosahe-
dral groups, respectively. As above, we let Ωm < U1 and Ω
S
m < SU2 denote the
cyclic subgroups of order m and let Dm < SU2 denote the binary dihedral group
of order 4m. Below, we recall each of the nine types of finite subgroups of U2
and demonstrate that the associated linear symplectic orbifolds are not Z-graded
regularly symplectomorphic to an S1-reduced space corresponding to weight vector
A = (−α1, α2, α3) with each αi > 0.
Type I. A Type I group Γ is of the form (Ω2m/Ωf ; Ω
S
2n/Ω
S
g)d where f ≡ g mod 2,
and d is relatively prime to 2m/f = 2n/g and indicates the isomorphism Ω2m/Ωf →
ΩS2n/Ω
S
g sending the class of 1 to the class of d. Every element of Γ is of the form
ωj2m diag(ω
k
2n, ω
−k
2n ) for some j and k so that Γ is abelian and consists of diagonal
elements. Clearly, the only pseudoreflections Γ can contain are of the form diag(1, λ)
or diag(λ, 1) for a scalar ω so that the number of primitive pseudoreflections in Γ
is either 0, 1, or 2 (see Subsection 2.2). By Corollary 2.3, Γ must contain at least
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one pseudoreflection. We can exclude the other Type I groups with the following
two results.
Lemma 5.9. Let A = (a1, a2, a3) be a generic weight vector associated to a linear
S1-action on C3 such that each ai is nonzero and gcd(a1, a2, a3) = 1. Then the
associated reduced space M0 cannot be Z-graded regularly symplectomorphic to C
2/Γ
where Γ < U2 is abelian and contains two primitive pseudoreflections.
Proof. Assume such a Z-graded regular symplectomorphism does exist for weight
vector A = (−α1, α2, α3) and Γ < U2, and fix a set of two primitive pseudoreflec-
tions of Γ. Then C2 has two complex codimension-1 orbit type strata implying that
M0 does as well. It follows from the descriptions of the orbit type strata of M0 in
Section 4 that gcd12 > 1 and gcd13 > 1, and the closures of the corresponding orbit
type strata are given by the reduced spaces associated to (−α1, α2) and (−α1, α3),
respectively. By [10, Theorem 7], these two orbit type strata are Z-graded regularly
symplectomorphic to C/ZN1 and C/ZN2 , respectively, where N1 = (α1+α2)/ gcd12
and N2 = (α1 + α3)/ gcd13. By Proposition 4.3, the Z-graded regular symplecto-
morphism from M0 to C
2/Γ restricts to a Z-graded regular symplectomorphism
on each of the closures of the orbit type strata. It follows that the closures of
the 2-dimensional orbit type strata of C2/Γ are isomorphic to C/ZN1 and C/ZN2 ,
respectively.
Note that if h ∈ Γ is a primitive pseudoreflection, then the closure of the orbit
type 〈h〉 is given by (C2)h = C equipped with the restricted action of Γ. As Γ
is abelian, the effectivized action is that of Γ/〈h〉, which acts on C as an element
of U1 and hence is cyclic. The Z-graded invariants of a cyclic group acting on
C determine the order of the group (see [10, page 21]), so we have that Γ/〈h〉 is
isomorphic to either C/ZN1 or C/ZN2 . If r and s denote the orders of the two
primitive pseudoreflections in Γ, it then follows that up to relabeling, |Γ|/r = N1
and |Γ|/s = N2.
Using Equations (2.3) and (2.6) and the fact that γ0(A) = γ0(Γ), we have
|Γ| = 1
γ0(A)
=
(α1 + α2)(α1 + α3)(α2 + α3)
α1α2 + α1α3 + α2α3
,
and the equation N1 = |Γ|/r = (α1 + α2)/ gcd12 becomes
α1 + α2
gcd12
=
(α1 + α2)(α1 + α3)(α2 + α3)
r(α1α2 + α1α3 + α2α3)
.
Solving for r yields
(5.4) r =
(α1 + α3)(α2 + α3) gcd12
α1α2 + α1α3 + α2α3
= gcd12+
α23 gcd12
α1α2 + α1α3 + α2α3
.
Similarly from N2 = |Γ|/s = (α1 + α3)/ gcd13, we have
(5.5) s =
(α1 + α2)(α2 + α3) gcd13
α1α2 + α1α3 + α2α3
= gcd13+
α22 gcd13
α1α2 + α1α3 + α2α3
.
To derive the contradiction, we will show that it is not possible for the expressions
in Equations (5.4) and (5.5) to both be integers when gcd(α1, α2, α3) = 1.
Define
α′1 =
α1
gcd12 gcd13
, α′2 =
α2
gcd12 gcd23
, and α′3 =
α3
gcd13 gcd23
.
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As gcd(α1, α2, α3) = 1, it follows that gcd12 and gcd13 are coprime so that α
′
1 is
an integer (and similarly for α′2 and α
′
3). Moreover, it is clear that α
′
1, α
′
2, and α
′
3
are pairwise coprime. Rewriting the last term in Equation (5.4) in terms of these
values yields
(5.6)
α23 gcd12
α1α2 + α1α3 + α2α3
=
(α′3)
2 gcd13 gcd23
α′1α
′
2 gcd12+α
′
1α
′
3 gcd13+α
′
2α
′
3 gcd13
,
and the last term in Equation (5.5) becomes
(5.7)
α22 gcd13
α1α2 + α1α3 + α2α3
=
(α′2)
2 gcd12 gcd23
α′1α
′
2 gcd12+α
′
1α
′
3 gcd13+α
′
2α
′
3 gcd23
.
Define κ = α′1α
′
2 gcd12+α
′
1α
′
3 gcd13+α
′
2α
′
3 gcd23, let p be a prime that divides κ,
and refer first to Equation (5.6). Then p divides (α′3)
2 gcd13 gcd23. If p divides α
′
3,
then p must divide α′1α
′
2 gcd12. However, as α
′
1, α
′
2, and α
′
3 are pairwise coprime,
it must be that p divides gcd12. But then p divides α1, α2, and α3, a contradiction,
so it must be the case that κ and α′3 are coprime. Therefore, κ divides gcd13 gcd23.
Applying an identical argument with Equation (5.7) demonstrates that κ and α′2
are coprime so that κ divides gcd12 gcd23. However, if q is any prime that divides
κ, then q cannot divide both gcd12 and gcd13, for then it would divide all three
weights, so it must divide gcd23. Therefore, κ must in fact be coprime to both gcd12
and gcd13, and hence κ divides gcd23. However, κ > gcd23, yielding a contradiction
and completing the proof. 
Similarly, we have the following.
Lemma 5.10. Let A = (a1, a2, a3) be a generic weight vector associated to a linear
S1-action on C3 such that each ai is nonzero and gcd(a1, a2, a3) = 1. Then the
associated reduced space M0 cannot be Z-graded regularly symplectomorphic to C
2/Γ
where Γ is abelian and contains one primitive pseudoreflection.
Proof. Assume such a Z-graded regular symplectomorphism does exist for weight
vector A = (−α1, α2, α3) and Γ < U2 with one fixed primitive pseudoreflection of
order r. Following the proof of Lemma 5.9, we conclude that M0 and C
2/Γ each
have one complex codimension-1 orbit type stratum. We may assume without loss
of generality that gcd12 = 1 and gcd13 > 1, and then the closure of the complex
codimension-1 orbit type stratum of M0 is Z-graded regularly symplectomorphic
to C/ZN with N = (α1 + α3)/ gcd13. Then |Γ|/r = N , implying that
r =
(α1 + α2)(α2 + α3) gcd13
α1α2 + α1α3 + α2α3
= gcd13+
α22 gcd13
α1α2 + α1α3 + α2α3
∈ Z.
Expressing this in terms of
α′1 =
α1
gcd13
, α′2 =
α2
gcd23
and α′3 =
α3
gcd13 gcd23
,
we have
α22 gcd13
α1α2 + α1α3 + α2α3
=
(α′2)
2 gcd23
α′1α
′
2 + α
′
1α
′
3 gcd13+α
′
2α
′
3 gcd23
.
Let κ = α′1α
′
2 + α
′
1α
′
3 gcd13+α
′
2α
′
3 gcd23, and let p be a prime that divides κ. If
p divides α′2, then it divides α
′
1α
′
3 gcd13. However, as α
′
1, α
′
2, and α
′
3 are pairwise
coprime, p must divide gcd13. But then p divides α1, α2, and α3, a contradiction.
Therefore, it must be that κ is coprime to α′2, and hence κ must divide gcd23. But
κ > gcd23, a contradiction. 
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As a consequence of Lemmas 5.9 and 5.10, Γ cannot be a Type I group.
Type II. Suppose Γ is a Type II group, a group of the form (Ω2m/Ω2m;Dℓ/Dℓ).
By Lemma 5.4, the degree 2 coefficient of the Taylor expansion of HilbonA (x) at
x = 0 is equal to 2. Then by Lemma 5.7, it must be that ℓ = 1 so that Γ =
(Ω2m/Ω2m;D1/D1) for some m.
The 4m elements of Γ are of the form ωj2mb
k where b is as in Equation (5.3); note
that ωj2mb
k = ωj+m2m b
k+2. By Lemma 5.8, Γ contains pseudoreflections if and only
if m is even, in which case it contains the two pseudoreflections
√−1b = −√−1b3
and −√−1b = √−1b3, each of order 2. By Corollary 2.3, it must be that m is even,
and it is easy to see that {√−1b,−√−1b} is a set of primitive pseudoreflections.
Applying Equation (2.6), the first two Laurent coefficients of HilbR[C2]Γ|R(x) are
γ0(Γ) =
1
4m
and γ2(Γ) =
1
8m
.
But then γ0(Γ)/γ2(Γ) = 2, and by Lemma 5.5, HilbR[C2]Γ|R(x) cannot coincide with
HilbonA (x). Hence Γ cannot be of Type II.
Type III. A Type III group is of the form (Ω4m/Ω2m;Dℓ/Ω
S
2ℓ). Suppose Γ is such
a group, and first assume m > 1 and ℓ > 1. Then Γ contains the subgroups Ω2m
as well as ΩS2ℓ, and the common quadratic invariants of these groups are w1w1 and
w2w2 by Lemma 5.6. However, Γ also contains the element ω4mb, which acts on
C2 × C2 in coordinates (w1, w2, w1, w2) as diag(ω4mb, ω−14mb) (in 2 × 2 blocks). A
simple computation demonstrates that the action of this element permutes w1w1
and w2w2 so that the quadratic invariants of Γ are of dimension at most 1. By
Lemma 5.4, HilbR[C2]Γ|R(x) 6= HilbonA (x).
Now suppose ℓ = 1 so that Γ = (Ω4m/Ω2m;D1/Ω
S
2) consists of the 4m elements
ωj2m for 0 ≤ j ≤ 2m − 1 and ωk4mb for k odd, 1 ≤ k ≤ 4m − 1. The elements
ωj2m are clearly not pseudoreflections, and ω
k
4mb is a pseudoreflection if and only if
ωk4m = ±
√−1 by Lemma 5.8. If m is even, then as k must be odd, Γ contains no
pseudoreflections and can be ruled out by Corollary 2.3. Ifm is odd, then Γ contains
two pseudoreflections of order 2 which form a set of primitive pseudoreflections.
Again by Equation (2.6),
γ0(Γ) =
1
4m
and γ2(Γ) =
1
8m
so that γ0(Γ)/γ2(Γ) = 2. By Lemma 5.5, HilbR[C2]Γ|R(x) cannot coincide with
HilbonA (x).
Finally, suppose ℓ > 1 and m = 1. Then Γ = (Ω4/Ω2;Dℓ/Ω
S
2ℓ) contains the 4ℓ
elements diag(ω2ℓ, ω
−1
2ℓ )
j and
√−1b diag(ω2ℓ, ω−12ℓ )j for 0 ≤ j ≤ 2ℓ − 1. A simple
computation using this description of the elements of Γ demonstrates that the three
polynomials w1w2, w1w2, and w1w1 + w2w2 are always Γ-invariant, implying that
the x2-coefficient in the Taylor expansion of HilbR[C2]Γ|R(x) at x = 0 is at least 3.
As the x2-coefficient of the Taylor expansion of HilbonA (x) is equal to 2 by Lemma
5.4, Γ cannot be a Type III group.
Though we will not require the following, we note that the above coefficient is in
fact equal to 3, which can be seen by computing the Hilbert series explicitly using
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Molien’s formula and [11, Theorem 4.2] to yield
HilbR[C2]Γ|R(x) =
1 + (2ℓ− 1)x2ℓ − (2ℓ− 1)x2ℓ+2 − x4ℓ+2
(1− x2)3(1 − x2ℓ)2 .
Then a simple computation demonstrates that as ℓ > 1, the x2-coefficient of the
Taylor series of HilbR[C2]Γ|R(x) is equal to 3.
Type III′. Suppose Γ is a Type III′ group of the form (Ω4m/Ωm;Dℓ/Ω
S
ℓ ) for m and
l odd. If m > 1 and ℓ > 1, then just as in the case of a Type III group above,
Γ contains the subgroups Ωm and Ω
S
ℓ as well as the element ω4mb. Therefore, the
quadratic invariants of Γ are of dimension 0 or 1, and HilbR[C2]Γ|R(x) 6= HilbonA (x).
Assume ℓ = 1, and then the 2m elements of Γ = (Ω4m/Ωm;D1/1) are ω
4j
4m and
ω4j+14m b for 0 ≤ j ≤ m−1. The scalars ω4j4m are never pseudoreflections, while ω4j+14m b
is a pseudoreflection if and only if ω4j+14m = ±
√−1 by Lemma 5.8. Recalling that m
is odd, this occurs exactly once; if m ≡ 1 mod 4, then it occurs when 4j + 1 = m,
and if m ≡ 3 mod 4, it occurs when 4j+1 = 3m. In either case, Γ contains exactly
one pseudoreflection of order 2. By Equation (2.6),
γ0(Γ) =
1
2m
and γ2(Γ) =
1
8m
.
Then γ0(Γ)/γ2(Γ) = 4 so that HilbR[C2]Γ|R(x) 6= HilbonA (x) by Lemma 5.5.
Finally, assume m = 1 and ℓ > 1 so that Γ = (Ω4/1;Dℓ/Ω
S
ℓ ) consists of the 2ℓ
elements diag(ωℓ, ω
−1
ℓ )
j and
√−1b diag(ωℓ, ω−1ℓ )j for 0 ≤ j ≤ ℓ− 1. Just as in the
case of Type III groups (with ℓ > 1 and m = 1), one checks that w1w2, w1w2, and
w1w1 + w2w2 are always Γ-invariant so that the x
2-coefficient in the Taylor series
of HilbR[C2]Γ|R(x) is at least 3. By Lemma 5.4, Γ cannot be a Type III
′ group.
Still using the same methods as in Type III, HilbR[C2]Γ|R(x) can be computed
explicitly to be
HilbR[C2]Γ|R(x) =
1 + (ℓ− 1)xℓ − (ℓ− 1)x2ℓ+2 − x2ℓ+2
(1 − x2)3(1− xℓ)2 ,
and then it is easy to verify that the x2-coefficient of the Taylor series is equal to
3 (as ℓ must be odd and so ℓ ≥ 3).
Type IV. Suppose Γ is a Type IV group of the form (Ω4m/Ω2m;D2ℓ/Dℓ). By
Lemmas 5.4 and 5.7, if the x2-coefficients in the Taylor expansions of HilbR[C2]Γ|R(x)
and HilbonA (x) coincide, it must be that ℓ = 1 and then Γ = (Ω4m/Ω2m;D2/D1).
Note that Γ contains the Type II group (Ω2m/Ω2m;D1/D1) as an index 2 subgroup,
and the nontrivial element of the quotient Γ/(Ω2m/Ω2m;D1/D1) is the coset of
ω4m diag(
√−1,−√−1). We consider two cases.
If m is odd, then (Ω2m/Ω2m;D1/D1) contains no pseudoreflections (see Type II
above). Hence any pseudoreflection in Γ must be of the form
(5.8) ω4m diag(
√−1,−√−1)ωj2m = ω2j+14m diag(
√−1,−√−1)
with eigenvalues ±√−1ω2j+14m or
(5.9) ω4m diag(
√−1,−√−1)ωj2mb = ω2j+14m
[
0 i
i 0
]
,
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also with eigenvalues ±√−1ω2j+14m . Then it is easy to see that Γ contains exactly
four pseudoreflections,
ωm4m diag(
√−1,−√−1) = diag(−1, 1), ωm4m
[
0 i
i 0
]
=
[
0 −1
−1 0
]
,
ω3m4m diag(
√−1,−√−1) = diag(1,−1), and ω3m4m
[
0 i
i 0
]
=
[
0 1
1 0
]
,
each of order 2. By Equation (2.6),
γ0(Γ) = γ2(Γ) =
1
8m
so that γ0(Γ)/γ2(Γ) = 1, and HilbR[C2]Γ|R(x) 6= HilbonA (x) by Lemma 5.5.
Now suppose m is even, and then (Ω2m/Ω2m;D1/D1) contains the two pseu-
doreflections ±√−1b of order 2 (see Type II). As in the case of m odd, the other
elements of Γ are of the forms described in Equations (5.8) and (5.9) with eigen-
values ±√−1ω2j+14m . As m is even, ±
√−1ω2j+14m 6= 1 for each j so that there are no
additional pseudoreflections. Equation (2.6) yields
γ0(Γ) =
1
8m
and γ2(Γ) =
1
16m
so that γ0(Γ)/γ2(Γ) = 2, and HilbR[C2]Γ|R(x) 6= HilbonA (x) by Lemma 5.5. Therefore,
Γ cannot be a Type IV group.
Types V through IX. The remaining types of finite subgroups of U2 are Type V
of the form (Ω2m/Ω2m;T24/T24), Type VI of the form (Ω6m/Ω2m;T24/D2), Type
VII of the form (Ω2m/Ω2m;O48/O48), Type VIII of the form (Ω4m/Ω2m;O48/T24),
and Type IX of the form (Ω2m/Ω2m; I120/I120). Because D2 is a subgroup of both
T24 and O48 while I120 contains a subgroup conjugate in SU2 to D3, if Γ is a group
of any of the above types, then Γ contains a subgroup conjugate to Dr for some
r ≥ 2. By Lemma 5.7, the Taylor expansion of HilbR[C2]Γ|R(x) has coefficient 0 or
1 in degree 2, so that by Lemma 5.4, HilbR[C2]Γ|R(x) 6= HilbonA (x) for any generic,
effective weight vector with nonzero weights.
It follows that Γ cannot be any of the finite subgroups of U2, which completes
the proof of Theorem 1.1.
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