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ABSTRACT
Poor modelling of the surface regions of solar-like stars causes a systematic discrepancy
between the observed and model pulsation frequencies. We aim to characterise this frequency
discrepancy for main sequence solar-like oscillators for a wide range of initial masses and
metallicities. We fit stellar models to the observed mode frequencies of the 67 stars, including
the Sun, in the Kepler LEGACY sample, using three different empirical surface corrections.
The three surface corrections we analyse are a frequency power-law, a cubic frequency term
divided by the mode inertia, and a linear combination of an inverse and cubic frequency term
divided by the mode inertia. We construct a grid of stellar evolution models using the stellar
evolution code MESA and calculate mode frequencies using GYRE. We scale the frequencies
of each stellar model by an empirical calculated homology coefficient, which greatly improves
the robustness of our grid. We calculate stellar parameters and surface corrections for each
star using the average of the best-fitting models from each evolutionary track, weighted by
the likelihood of each model. The resulting model stellar parameters agree well with an
independent reference, the BASTA pipeline. However, we find that the adopted physics of the
stellar models has a greater impact on the fitted stellar parameters than the choice of correction
method. We find that scaling the frequencies by the mode inertia improves the fit between the
models and observations. The inclusion of the inverse frequency term produces substantially
better model fits to lower surface gravity stars.
Key words: asteroseismology - stars: oscillations
1 INTRODUCTION
For the Sun and other solar-like stars, there exists a discrepancy be-
tween the observed and modelled frequencies of stellar oscillations.
The differences are the consequence of poorly modelled physics
at the stellar surface known collectively as the surface effects. A
surface correction is routinely applied to the oscillation frequencies
of the stellar models to remove this bias, often calculated using an
empirical relation between the observed and modelled frequencies
for a given stellar model. A number of such relations have been
put forward to generalise the correction for all solar-like oscillators.
Kjeldsen et al. (2008) used a frequency power-law to describe the
frequency dependence of the correction, whichwas calibrated based
on solar models and data (see Christensen-Dalsgaard et al. 1996;
Lazrek et al. 1997, respectively). Ball & Gizon (2014) considered
? E-mail: d.compton@physics.usyd.edu.au
two new formulations based on the work by Gough (1990): a cubic
term, and a linear combination of an inverse and a cubic frequency
term. Both methods were scaled by the mode inertia. Schmitt &
Basu (2015) compared the Kjeldsen et al. (2008) and Ball & Gi-
zon (2014) methods using simulations, rather than observed data,
and recommended the latter for any asteroseismic analysis. Sonoi
et al. (2015) proposed another correction function using a modified
Lorentzian.Most recently, Nsamba et al. (2018) used the lower-mass
stars in the LEGACY sample when they investigated the systemat-
ics that emerge from varying input physics, including the surface
correction. Attempts to characterize the surface correction between
observed and simulated mode frequencies of main-sequence stars
have so far been limited to the Sun and Sun-like stars, and then
extrapolated to the hotter main-sequence stars. These surface cor-
rection methods have also been tested on subgiant and red giant
solar-like oscillators (e.g. Ball & Gizon 2017; Li et al. 2018; Ball
et al. 2018).
© 2018 The Authors
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An alternative approach has been to model the surface of a
star using 3D hydrodynamical simulations (e.g. Ludwig et al. 2009;
Beeck et al. 2013; Trampedach et al. 2013). Comparing the differ-
ence in pulsation frequencies to the traditional 1D stellar models
(e.g. Sonoi et al. 2015; Ball et al. 2016; Houdek et al. 2017) has
been used to estimate the required correction, assuming the 3D
simulations can more accurately model the surface physics. How-
ever, these methods are still incomplete with various components of
the surface effect being neglected in the 3D hydrodynamical simu-
lations. Another downside is that the 3D simulations are far more
computationally demanding, making them impractical for ensemble
stellar analysis. Therefore, there is a desire to find a comprehensive
and permanent solution to the erroneous oscillation frequencies
calculated from 1D stellar models.
In this project we aimed to assess a number of surface correc-
tions method on an ensemble of main-sequenceKepler stars, named
the LEGACY sample (Lund et al. 2017; Silva Aguirre et al. 2017).
For each star, Silva Aguirre et al. (2017) reported the fundamental
stellar parameters calculated using seven different pipeline meth-
ods. The pipelines adopted a range of surface correction methods,
but differing physics and methods of each pipeline made it impos-
sible to properly compare the effect of the surface correction across
the different pipeline results for these stars. Therefore, in order to
complete such a comparison we also created a pipeline that deter-
mined stellar parameters for the LEGACY sample, and the choice of
surface correction was adjusted to compare the different functional
forms.
The structure of this paper is as follows: we outline the func-
tional forms of the three proposed surface correction methods in
Section 2. We also describe how we implemented homology scal-
ing of the oscillations frequencies to increase the robustness of our
grid. In Section 3 we describe how the observed and model data
were obtained. Section 4 is devoted to the method of our pipeline.
We explain how we fit the observed and modelled frequencies and
calculated the stellar and surface correction parameters for the sam-
ple. Results of the analysis and the performance of each surface
correction method, as well as their potential shortcomings are dis-
cussed in Section 5. Finally, conclusions and outlooks are presented
in Section 6.
2 BACKGROUND
2.1 The asymptotic relation
The oscillation frequencies of solar-like main-sequence stars ap-
proximately follow an asymptotic relation (Tassoul 1980)
νn,l ' ∆ν (n + l/2 + ) − δν0,l, (1)
where ∆ν is the large frequency separation, n is the radial order,
l is the angular degree,  is a phase offset, and δν0,l is the small
separation between modes of different angular degree with respect
to the l = 0 modes. The large frequency separation can be shown
to be the inverse of the acoustic travel time through the centre of
the star and is approximately proportional to the star’s square root
mean density ρ (Ulrich 1986; Gough 1987),
∆ν =
(
2
∫ R
0
dr
c
)−1
∝ √ρ, (2)
where R is the radius of the star and c is the sound speed in the star.
The frequency of maximum amplitude, νmax, can also be approxi-
mated using fundamental properties of the star,
νmax ∝ g√
Teff
∝ M
R2
√
Teff
(3)
where M is mass, Teff is the effective temperature, and g is the sur-
face gravity (Brown 1991; Kjeldsen & Bedding 1995). The asymp-
totic relation and the asteroseismic scaling relations can only ap-
proximate the properties of solar-like oscillators. Other parameters,
such as initial composition and mixing length, must be included
to calculate oscillation frequencies of observed stars. Plotting the
mode frequencies against the frequencies modulo ∆ν, called an
échelle diagram, emphasises departures from the asymptotic rela-
tion, that is, the frequency spacing between sequential radial orders
is not constant, as implied by Eq. 1. The type and magnitude of
these departures from regularity vary depend on the fundamental
properties of the star. One example is the higher order curvature
that is the result of acoustic glitches due to the oscillations encoun-
tering the helium ionisation zone (see Verma et al. 2014). Fig. 1a
shows an échelle diagram of a Kepler star with similar mass and
temperature to the Sun, where the measured frequencies have been
plotted on top of the Kepler power spectrum. A more massive main
sequence star exhibits more curvature in the échelle diagram, shown
in Fig. 1b. This star also shows stronger mode damping, resulting
in much broader ridges and lower signal-to-noise.
2.2 Surface correction
To characterize the discrepancy between the observed frequencies
and a best-fitting model, we used an empirically defined surface
correction function. In general, the correction increases with os-
cillation frequency and is largely independent of angular degree
for a given star. Consider an observed star with a set of pulsa-
tion frequencies, νobs(n, l). For this star there exists a model with
frequencies, νbest(n, l), and stellar parameters, such as mass, metal-
licity, age, etc., that describes the properties of the star but does
not correctly model the frequencies due to the surface effect. A
frequency-dependent correction, νcorr, needs to be added to the
best-fitting model frequencies to eliminate the difference:
νobs ' νbest + νcorr(νbest). (4)
In practice, a grid of models is unlikely to include the best-
fitting model that describes the properties of the star. We homolo-
gously scaled the mode frequencies of a closely fitting model by a
factor r to approximate a better fitting model (see Kjeldsen et al.
2008),
νbest ' rνmod. (5)
Scaling the mode frequencies by a factor r changes ∆ν by the
same ratio, hence the density will change by a factor r2. How-
ever, all other parameters, such as mass, effective temperature,
initial metallicity cannot be easily tracked under an r-scale trans-
formation. We assumed that other stellar parameters vary linearly
by a small amount under this transformation. This assumption in-
cludes the surface correction, that is, the frequency correction for
the scaled model is a good estimate for the true frequency difference
νcorr(νbest) ' νcorr(rνmod). Naturally, we made our analysis prefer
a scale factor r as close to unity as possible.
2.2.1 Power law correction
We investigated three different types of surface correction from the
literature. The first was proposed byKjeldsen et al. (2008), who used
MNRAS 000, 1–13 (2018)
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Figure 1. Échelle diagrams of two Kepler stars in the LEGACY sample. (a) KIC 4914923 and (b) KIC 12317678 show the difference of pulsation power
between G and F-type main-sequence stars. The greyscale represents the normalized power of the stellar oscillation spectrum, smoothed with a Gaussian filter
with a width of 0.25µHz. The red circles, green triangles, and blue squares show the extracted frequency peaks (from Lund et al. 2017) for the l = 0, l = 1,
and l = 2 angular degrees, respectively. Observational uncertainties are also shown on the corresponding symbols, but are often smaller than the size of the
symbol.
a single-term power-law fit to correct the mode frequencies. The
authors originally made the correction as a function of the observed
frequencies. However, we have chosen to use the frequencies of the
best-fitting model, such that
νcorr = a
(
r
νmod
νmax
)b
, (6)
which makes Eq. 4 just a function of the model frequencies and
is consistent with the other corrections we used. The frequency
of maximum power, νmax, was used to scale the frequencies. The
exponent, b, was originally fitted by Kjeldsen et al. (2008) using
the discrepancy of observed and model frequencies in the Sun, and
found to be b ' 4.8. However, there is no physical reason the solar-
calibrated exponent should fit best for other stars. We expect it to be
similar for stars with similar stellar properties but could potentially
vary for other stars.
We considered two options when implementing the power-law
surface correction. The first was to set b to a constant value that
would appropriately fit all stars in our sample, and the second was
to let b differ. The former was the method that we eventually used,
with a constant of b = 3. The primary reason for this choice was
that it is the same exponent used in two other surface corrections
we tested, which will be introduced below.
It can be argued that we were not faithful to the original Kjeld-
sen et al. (2008) correction. If the exponent was too close to one the
correction would become unrealistically large with a scale factor
r far from unity. Alternative approaches we considered included
making b vary between stars by either making it a free parameter
or find a relationship between b and the stellar parameters. The
former approach also strongly favours an exponent that is too close
to one and was equally impractical. We briefly investigated the lat-
ter, which will be discussed further in the paper. Specifics on how
the correction amount is dependent on the exponent in power-law
method will be discussed in Section 5.2.1.
To solve for νcorr we combine and rearrange Eq. 4 - 6. The ob-
served frequencies can nowbemodeledwith the following equation:
νobs ' rνmod + a
(
rνmod
νmax
)b
. (7)
2.2.2 Cubic Correction
Ball & Gizon (2014) introduced two new formulations of the sur-
face correction, inspired by Gough (1990). The first considers the
correction to be in the form of a frequency-cubed term divided by
the mode inertia, referred to as the cubic correction,
νcorr = c
(
νbest
νmax
)3
/Inl, (8)
whereInl is themode inertia for radial order n and azimuthal degree
l, and we solve for the coefficient c. The mode inertia is normalized
at the radius of the star (Aerts et al. 2010) and given by,
Inl =
4pi
∫ R
0
[ |ξr (r)|2 + l(l + 1)|ξh(r)|2] ρr2dr[ |ξr (R)|2 + l(l + 1)|ξh(R)|2] . (9)
Here, ξr and ξh are the radial and horizontal components of the dis-
placement eigenvector, respectively. We calculated the mode inertia
at νmax (Iνmax ) by interpolating the mode inertia between the two
adjacent modes near νmax. Note that we are assuming that the mod-
elled mode inertia is close to the true value, even after homology
scaling.
The profile of the inverse mode inertia over the course of
main-sequence and early sub-giant evolution is shown in Fig. 2
for a Sun-like stellar model (M = 1.0M) and a higher-mass
MNRAS 000, 1–13 (2018)
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Figure 2. The inverse mode inertia for l = 0 modes plotted against frequencies normalized by the scaling relation νmax for two initial masses M = 1.0 and
M = 1.5 (a and b respectively). Each model is normalized and offset by 0.5 for clarity. Colours of the circle and triangle symbols in each panel represent the
same model. Inset plot is the HR diagram of the model track (black line) and coloured symbols are the temperature and luminosity where each model was
sampled.
model (M = 1.5M), which roughly bracket the mass range of
the LEGACY sample. The mode inertia profile for the Sun-like
star does not noticeably change, even as it approaches the sub-giant
branch. However, the higher-mass star shows non-linear variation as
it evolves. The double-hump feature in Fig. 2b before and after the
end of main-sequence hook will affect the surface correction when
mode inertia is included.
2.2.3 Inverse-cubic Correction
The second parameterization introduced by Ball & Gizon (2014)
adds an inverse frequency term to the cubic term in Eq. 8:,
νcorr =
[
c−1
(
νbest
νmax
)−1
+ c3
(
νbest
νmax
)3]
/Iν, (10)
where we now solve for c−1 and c3, which are the inverse and cubic
coefficients, respectively. Eq. 10 is referred to as the inverse-cubic
correction. This method has been shown to more accurately correct
the mode frequencies in higher-mass main sequence stars using 3D
hydrodynamic simulations (e.g Ball et al. 2016). However, these
corrections have not been tested on an ensemble of main sequence
stars that sample a wide range of temperatures and masses as we set
out to do here.
2.2.4 Other corrections
Along with the three surface corrections above, there are other ap-
proaches that attempt to correct the discrepancy in the models. We
have not implemented them, but we note them here for complete-
ness.
• Frequency difference ratios were proposed by Roxburgh &
Vorontsov (2003, 2013) to marginalise the effects of improper mod-
elling of physics on the stellar surface layers. They are commonly
used instead of absolute frequencies (Lebreton&Goupil 2014; Silva
Aguirre et al. 2015).
• Gruberbauer et al. (2012) proposed a Bayesian method which
includes a frequency offset parameter for each oscillation mode.
They applied their method to both the Sun and a number of Ke-
pler targets (see Gruberbauer & Guenther 2013; Gruberbauer et al.
2013). While the former proved successful, they did find biases
towards stars with fewer low-frequency modes.
• Sonoi et al. (2015) used a modified Lorentzian to fit the dif-
ference between standard 1D stellar models to 3D hydrodynamical
simulations.
3 DATA AND MODELS
3.1 Kepler Data
We analysed the Kepler LEGACY sample (Lund et al. 2017; Silva
Aguirre et al. 2017), which consisted of 66 main-sequence Kepler
stars where at least 12 months of short cadence data (one minute
sampling) were available. Fig. 3 shows the distribution of stars in
our sample in the νmax-Teff plane.
For each star in the sample, we used the frequency and cor-
responding uncertainties measured by Lund et al. (2017). It must
be noted that their peak-bagging neglected mode asymmetry (see
Benomar et al. 2018), which contributes to the surface effects. In
general, temperatures and metallicities were adopted from the Stel-
lar Parameters Classification (SPC) tool (see Buchhave et al. 2012;
Buchhave & Latham 2015). For a small number of stars, temper-
atures and metallicities were from one of the following: Ramírez
et al. (2009); Huber et al. (2013); Casagrande et al. (2014); Chaplin
et al. (2014); Pinsonneault et al. (2012) (see Table 1 from Lund
et al. 2017, for details). However, for two stars, KIC 9025370 and
9965715, we chose different effective temperatures than the ones
MNRAS 000, 1–13 (2018)
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Figure 3. Modified Hertzsprung-Russell diagram of the LEGACY sample,
with colour of the symbols corresponding to observed iron abundance. The
lines are our stellar evolution models of differing mass at solar-metallicity
calculated using the method outlined in 3.2. The modelled νmax was calcu-
lated using the asteroseismic scaling relations, Eq. 3.
stated by Lund et al. (2017). The quoted temperatures, which were
5270±180Kand 5860±180K respectively, were clear outliers in our
initial results before we adopted alternative effective temperatures.
The newly adopted temperatures were: 5617K for KIC 9025370
from the Kepler Input Catalog, with the same uncertainty adopted
by Huber et al. (2014) of ±3.5%, and 6326±116K for KIC 9965715
derived by Molenda-Żakowicz et al. (2013).
Lund et al. (2017) included an analysis of the Sun using data
from theVIRGO instrument (Fröhlich 2009). They reduced the solar
time series using the same technique as the Kepler stars. Therefore,
our sample consists of the 66 Kepler stars and also includes the
Sun. We took the effective temperature of the Sun as if it were also
taken from the SPC, therefore, the we assumed the uncertainty to
be ±77K.
3.2 Stellar Models
We used the stellar evolution code MESA1 (revision 9793, Paxton
et al. 2011, 2013, 2015) to calculate a grid of models. Unless oth-
erwise stated, we used default options as described in the MESA
documentation and source code. The models were parameterized by
initial mass and metallicity, Z . Mass was sampled between 0.84 and
1.64 solar masses with a spacing of 0.02 solar masses and an iron
abundance between -0.6 to 0.4 dex with a spacing of 0.1 dex. This
specific sampling was chosen because it would cover almost all the
stars in our sample based on the results by Lund et al. (2017) and
Silva Aguirre et al. (2017). The stars that were not contained on our
grid were two lower-metallicity stars (KIC 7106245 and 8760414)
and two lower-mass star (KIC 7970740 and 11772920). However,
with the inclusion of a scale factor r we aim to find an appropriately
fitting model, even for stars falling slightly outside our model grid.
We adopted an enrichment law to calculate the initial helium
1 http://mesa.sourceforge.net/
abundance, Y :
Y = 0.24 + 2Z . (11)
Mixing-length theory (Cox & Giuli 1968) was used to describe
convection, but set to a constant αMLT = 1.8 in order to limit the
dimensionality of the grid. Overshoot mixing was treated with the
exponential decay formalism (Freytag et al. 1996) with a value of
fov = 0.01. Our grid was intentionally not solar calibrated because
we did not want a bias towards the more Sun-like stars, which were
of less interest. We adopted a standard Eddington-grey atmosphere.
OPAL opacities and chemical abundances used were derived by
Asplund et al. (2009). In general, we used the NACRE compilation
(Angulo et al. 1999) for thermonuclear reaction rates, but used
the JINA reaclib database (Cyburt et al. 2010) for 14N(p, γ)15O,
and Kunz et al. (2002) for 12C(α, γ)16O. Diffusion, gravitational
settling, rotation, and mass loss were neglected.
Models were evolved from pre-main-sequence until the large
separation from the scaling relation reached the limit ∆ν = 40µHz
(smaller than for any star in our sample) or when the age exceeded 14
Gyr. To ensure no discontinuities in stellar structure, we enforced a
maximum temperature change of |∆Teff | < 20K between sequential
models to avoid too large time steps.
Adiabatic oscillation frequencies and mode-inertias were cal-
culated using GYRE (Townsend & Teitler 2013). The radial, dipole,
and quadrupole modes were evaluated for models after the zero age
main. Templates for our MESA and GYRE inlists are available
online2.
4 METHOD
For each star in our sample, we used the observed absolutemode fre-
quencies and the iron abundance [Fe/H] to determine the probability
for each model in our grid. We used a least-squares optimization
routine to find the best-fitting scale factor r . The routine would
search the one dimensional parameter space of r and calculate the
one or two coefficients of the empirically calculated surface correc-
tion using linear regression (see Ball & Gizon 2014, for details of
calculation). The reduced χ2 statistic was calculated, defined by:
χ2ν =
1
Nobs
Nobs∑
i
(
rνmod,i − νobs,i
σobs,i
)2
, (12)
where σobs are the observed uncertainties and Nobs is the number
of observed modes. The corresponding likelihood,
Lν = exp
(
−1
2
χ2ν
)
, (13)
defines the probability that the oscillation modes fit a given model.
All available observed modes calculated by Lund et al. (2017) were
used in our analysis.
With the introduction of the scale factor r , it was common to
find multiple models with different initial parameters that provided
a similarly good fit. The inclusion of iron abundance in the posterior
calculation reduced the number of multiple solutions. Specifically,
the ratio of iron-to-hydrogen for the stellar models was estimated
from the initial metallicity of each model using the solar value
[Fe/H]mod = log (Z/X) − log (Z/X)sun, (14)
2 http://www.physics.usyd.edu.au/~dcom1502/inlists/
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where (Z/X)sun = 0.0181 (from Asplund et al. 2009). The result
from Eq. 14 was used to calculate the metallicity likelihood,
L[Fe/H] = exp
(
−1
2
[Fe/H]mod − [Fe/H]obs
σ[Fe/H]
)
, (15)
whereσ[Fe/H] is the metallicity uncertainty from Lund et al. (2017).
The total likelihood was calculated by multiplying the two likeli-
hoods (from Eq. 13 and 15) together. We also only considered
models with temperatures that were within three standard devia-
tions from the observed values. That is, the temperature likelihood
was one if |Teff,obs − Teff,mod | 6 3σTeff , else it was zero and the
model was not considered.
It is important to note that using a scale factor r changes
the parameters of our model in a non-linear way (except mean
density). Therefore, we included a Gaussian prior on our models
where the probability of a model was greatest at r = 1 with a
standard deviation of 1%. The width of the prior is an intentionally
overestimated approximation to the relative frequency difference
between sequential models of a typical oscillation mode around
νmax.
The posterior was calculated for all models in our grid for each
observed star. To determine the modelled stellar and surface cor-
rection parameters (and their uncertainties), the probability of the
best-fitting model for each combination of initial mass and metallic-
ity was used to weight the mean and standard deviation. A weighted
average should average out any bias caused by the scale factor r .
We included the weight of only one model for each evolutionary
track to eliminate the bias caused by different steps that the stellar
models take in parameter space. For example, the probability would
be biased towards an evolutionary track that spent more time at
the desired observed large separation, that is, where ∂ν/∂t is small.
Marginalising over time is not trivial because the time steps between
sequential models were not equal, and biased towards more rapidly
evolving stars. Additionally, we made the assumption that the prob-
ability distribution was symmetric before and after the best-fitting
model for a given evolutionary track. Therefore, only considering a
single model per track was a suitable approximation.
Finally, in some aspects of our analysis, we only considered
the model with the greatest probability, in which the best-fitting
model was used to compare the quality of fit between the surface
corrections. We will mention below if a value is from the weighted
average or the best-fitting model.
5 RESULTS
5.1 Model results
Theweighted averages of the stellar parameters, and their uncertain-
ties, are shown in Tables A.1–A.3, along with the relative surface
correction at νmax. It is difficult to independently verify our results
because the Kepler data is the only way to estimate the parameters
for most of the stars. Therefore, to test consistency, we considered
the technique outlined by Silva Aguirre et al. (2017). They used the
BASTA pipeline (see Silva Aguirre et al. 2015) as a reference to test
the results against the other six pipelines in that paper. Likewise,
in Fig 4 we plot the absolute differences between the results of the
stellar parameters from BASTA and our pipeline against the average
of the two. The difference between each correction method and the
BASTA pipeline was greater than the difference across the three cor-
rections. This strongly suggested the choice of correction method
affects the resulting fitted stellar parameters much less than the
effect from differences in the adopted physics of the stellar models.
We implemented the two quantitative diagnostics used by Silva
Aguirre et al. (2017) in their comparison: the Pearson product-
moment correlation coefficient rP (subscript added to avoid confu-
sion with the homology scale factor r) and the p-value of a one-
sample t-test of the weighted mean of the differences. Both values
are shown in Fig 4. Based on the sample size, a correlation coef-
ficient of |rP | > 0.25 from a linear regression analysis indicates a
significant difference at a level of 5%. While the mass does show
a slight difference, the radius and age parameters do not. However,
our calculated radius was consistently greater than the BASTA re-
sults for the larger stars. This was likely due to the adoption of
a constant mixing length for our models. Calibrations of the mix-
ing length parameter using 3D hydrodynamical simulations (e.g.
Trampedach et al. 2014; Magic et al. 2015) show that the mixing
length decreases as surface gravity decreases or effective tempera-
ture increases. Therefore, our mixing length is clearly overestimated
for the higher-mass stars in our grid.
We also considered the difference in the means of the results
(weighted by the uncertainties) between the two pipelines. Follow-
ing Silva Aguirre et al. (2017), we rejected the null hypothesis H0
if the p-value was less than 0.05. The radius calculated using the
inverse-cubic correction was the only parameter that showed a sig-
nificant difference. Other discrepancies will be discussed in the in
Section 5.3. We did not consider alternative methods of compari-
son such as the parallaxes or interferometric radii, which were only
available for a small subset of our sample, because we wanted to
focus on the general trends of all stars in the sample (obtaining the
stellar parameters was not the primary goal of this paper).
For each star, the mean and standard deviation of the scale
factor r was calculated using posterior probability of the models
as weights. We examine the results of the homology scaling in
Fig. 5. Compared to Kjeldsen et al. (2008), where they allowed the
frequencies to be scaled by over 11% for a model of β Hyi, we were
more cautious when allowing the frequencies to be scaled away
from unity. The distribution of calculated r-values show a clear
fixed bias slightly towards r < 1. No significant proportional bias
(|rP | < 0.25) can be seen in Fig. 5, but the slope of the weighted
linear fit is still dominated by the star in the top-right of the plot. In
fact, the slope is only negative because of that star.
The clear ’outlier’ star in the left panel of Fig. 5 isKIC7970740,
a low-mass star that was known to have a mass outside of our grid
range. Hence, our calculated stellar parameters shown in Tables 1-3,
particularly mass, are less accurate for this star because the homol-
ogy scaling was used to extrapolate our grid. It was expected that
modelled mode frequencies would need to be increased to match the
observed frequencies. The star with lowest r value, KIC 6933899,
is not a significant outlier and the stellar and surface correction pa-
rameters are in agreement with the rest of the sample. However, this
star has a lower scale factor r because it probably has an inaccu-
rate helium abundance due to the correlated residuals in the mode
frequencies (black symbols in Fig.8). The reason for this will be
discussed in Section 5.3.
The average r-value for each star was within the one-sigma
uncertainty for all three correction methods resulting in three nearly
identical kernel densities. This reinforces the fact that the the stellar
parameters from our pipeline are mostly independent of the chosen
correctionmethod.Overall, we are satisfiedwith the implementation
of the scale factor r , and its ability to produce better fitting models.
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5.2 Surface correction results
We present the ensemble analysis of the three surface corrections
in Figs. 6 and 7. The results confirm that the surface correction is
always negative. This is encouraging because there were no priors
on the surface correction coefficients.
We expected to observe trends between the surface correc-
tion and those stellar parameters that probe the outer layers of the
star. Figs. 6 and 7 show the relative surface correction at νmax,
νcorr(νmax)/νmax, against effective temperature and surface gravity,
respectively. These two parameters were chosen specifically be-
cause they are the two independent variables in the νmax scaling re-
lation, Eq. 3. Additionally, Trampedach et al. (2017) showed, using
3D stellar surface convection simulations, a relationship between
the relative surface correction and these two stellar parameters for
main-sequence stars. Some of these figures display a clear trend
and could imply a causal relationship. They will be discussed in
their corresponding subsections below. Throughout our discussion
we will show the details of the surface correction for the two stars
first shown in Fig. 1, KIC 4914923 and KIC 12317678. Note that
we will be using the frequencies from the best-fitting scaled model
(the model with the greatest total likelihood) in our comparison of
these two stars. These two stars would traditionally be classified as
simple and F-like, respectively (see Appourchaux et al. 2012).
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5.2.1 Power-law results
The results for the power-law correction in Fig.7a show a strong
correlation between temperature and the amount of relative surface
correction at νmax. Specifically, we observed the greatest correction
at approximately solar temperature, with the correction decreasing
for hotter stars. Interestingly, the surface correction appears to de-
crease for stars cooler than the Sun, although the sample size is
small. We are not able to suggest a physical reason for observing a
maximum in the amount of surface correction at solar temperature.
An example of a hotter star with negligible surface correction, KIC
12317678, is shown in Fig. 8b, which agrees with the analysis of
the F star Procyon by Bedding et al. (2010), where they fitted a
model with no surface correction to the observed frequencies using
a particular mode identification scenario. No trend cannot be seen
as a function of surface gravity, shown in Fig.7a.
For the most Sun-like stars in our sample, the results from our
pipeline do not agree with the work done by Kjeldsen et al. (2008).
The magnitude of our correction was greater than their analysis
between the Sun’s mode frequencies and Model S (Christensen-
Dalsgaard et al. 1996). Additionally, we notice an upturn in the
residuals towards higher frequencies when using the power-law
method (see Fig. 8a for an example of a Sun-like star). This feature
is present in the results of most stars in our sample, and can be
seen in our hotter star example shown in Fig. 8b. In our analysis,
decreasing the exponent in the power-law correction star improved
the fit, but also increased the magnitude of the correction to an
implausible amount. This contradicts the analysis by Kjeldsen et al.
(2008), who found a greater value of b ' 4.8 to be the most suit-
able. Presumably, the differing physics between our grid of models
and Model S can explain the difference between the corrections
amounts. In Section 5.2.3 we will revisit the power-law correction
and use the results for the cubic correction to estimate new and
varying exponents to use for a power-law correction.
5.2.2 Cubic results
The addition of mode inertia in the surface correction makes a
number of subtle yet important changes to the correction, without a
significant change in the calculated stellar parameters. The inclusion
of the mode inertia improved the likelihood (LCubic/LP−L > 1) for
all stars despite having the same number of free parameters as the
pure power-law method. The relative surface correction at νmax
as a function of both effective temperature and log (g), shown in
Figs. 6b and 7b, shows a flatter trend than the power-law equivalent.
In general, the magnitude of correction increases for the hotter
stars, and decreases for the cooler stars compared to the power-law
correction. Implementing the mode inertia into the correction is
approximately equivalent to decreasing the exponent for the hotter
stars and increasing it for the cooler stars, but with the advantage of
also improving the overall fit to the mode frequencies.
Additionally, the profile of the mode inertia (see Fig. 2) intro-
duces non-linearity to the surface correction, which is more pro-
nounced in hotter stars. This reduces the upturn we saw with the
power-law correction for the cooler stars. Finally, we observe a de-
crease in correction (νcorr) at higher frequencies in the hotter star,
shown in Fig. 8d. However, the residuals still show a slight, but
reduced, upturn.
5.2.3 Power-law revisited
We will now take a detour to investigate a power-law method with
a varied exponent. We attempted this in two ways: making the ex-
ponent a free parameter in our fit, or using the results of the cubic
correction to infer an exponent and applying it to the power-law
correction, while omitting the mode-inertia. Using a free parame-
ter may seem like a natural choice, however, in conjunction with
the homology scaling it produced unphysical model choices for our
sample of stars. That is, the exponent would tend to make the cor-
rection linear, b ' 1, giving extremely large frequency corrections
with a scale factor r that would stray far from unity, despite the
implementation of the r-restricting prior. The stellar parameters of
the chosen model for a free parameter fit were outliers compared to
the other correction methods.
The second method we attempted required fitting a two-
parameter power law, like the functional form of Eq. 6, to the cubic
correction and then to extract the exponent for each star. The re-
sulting exponents ranged between values we would expect for high-
and low-mass stars. We noticed a strong relationship between the
exponent and other stellar parameters. Therefore, instead of directly
using the exponents we extracted from the cubic correction in the
power-law correction, we constructed a function based on the sur-
face stellar parameters to estimate the exponent, similar to what
Sonoi et al. (2015) did for the parameters in their Lorentzian cor-
rection method. We found that a scaling relation, as a function of
effective temperature and  from Eq. 1, best described the fitted ex-
ponents. A plot of the exponents as a function of the arbitrary scaling
relation, along with the scaling parameters, is shown in Fig. 9.
The fit to the cubic correction suggests that the power-law
exponent is strongly related to the stellar parameters. In general,
a higher exponent was found to fit better for the cooler stars in
the sample. This contradicts what we found in Section 5.2.1, but
agrees with the value of the Sun found by Kjeldsen et al. (2008). We
used this relation as input for the exponent of a power-law without
mode inertia. The magnitude of the correction only changed slight
improvement for the cooler stars in the sample and no significant
change for the hotter stars compared to the pure power-law correc-
tion method. This was the result we expected, however, the quality
of the fit did not improve compared to the constant exponent power-
law we originally implemented. This analysis further suggests that
non-linearity of the mode inertia is required to get appropriate fits
for all stars in our sample.
5.2.4 Inverse-cubic results
Finally, the addition of the inverse term produces the most dramatic
changes of all three corrections. Fig. 10 shows that the contribu-
tion of the inverse coefficient term is most noticeable in stars with
lower surface gravity. For the cooler stars, there was little change
compared to the cubic correction for stars with temperatures up to
6000K. This can be seen in our cool star example, Fig. 8e, which is
indistinguishable from the cubic example in Fig. 8c.
The ensemble of stars show a relative surface correction that
overall increases with temperature, shown in Fig. 6c, the opposite of
what we observed using the power-law correction. The divergence
in this plot at high temperatures (hotter than 6000K) implies there
are two groups of F stars which can be separated at approximately
νcorr/νmax = −0.006. We found that the differences in surface grav-
ity was enough to distinguish between the two groups. Therefore,
the relative surface correction correlated better with the surface
gravity for the inverse-cubic method, shown in Fig. 7c.
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Combining the results from Figs. 6c and 7c we can visualise
how the surface correction varies with age. Consider any set of ob-
served stars in Fig. 11 which lie near the same model track (black
lines). In general, the relative surface correction increases for the
more evolved stars on any given track. This agrees with the pre-
dicted surface correction from 3D hydrodynamical simulations (see
Trampedach et al. 2017), but only for the inverse-cubic correction.
Fig. 8f shows an example of how the inverse-cubic term per-
forms the best for the hotter stars, particularly by greatly improv-
ing the fit at high frequencies. As expected, the likelihoods of the
inverse-cubic correctionmodels are exclusively better than the other
two methods for all stars, shown in Fig. 12. However, when we con-
sider the extra degree of freedom, the goodness of fit of the inverse-
cubic method is only substantially better for 25 stars compared to
MNRAS 000, 1–13 (2018)
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the power-law method and 7 stars for the cubic method, at a critical
value of p < 0.05.
5.3 Discussion
In general, more massive and evolved stars in our sample were more
likely to have larger uncertainties due to the degeneracies around
the end of main-sequence ’hook’. The model tracks in the top-left of
Figs. 3 and 11 show how a star with a givenmetallicity, temperature,
and νmax can be described by multiple masses. It was difficult to
refine the fit for stars in this regime. The introduction of the scale
factor r and then the additional free parameter in the inverse-cubic
correction allowed relatively good fits to a wider range of models.
For a number stars when using the inverse-cubic correction, this
greatly increased the uncertainties of the stellar and correction pa-
rameters, and can clearly be seen for a number of stars in Figs. 6c
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cubic results. The triangle symbol represents the Sun. The black lines are
our stellar evolution models of differing mass at solar-metallicity calculated
using the method outlined in 3.2.
and 7c. This was the only downside the two-term fit had over the
other methods we tried. Stronger constraints on the stellar parame-
ters would reduce the ambiguity. However, this would have required
another independent method of measurement, such as stellar radii
from interferometry (e.g. White et al. 2013).
The residuals, νobs−(rνmod+νcorr), for a number of stars in our
results showed a clear correlated scatter due to the assumption we
made about the helium abundance in our models. For these stars, the
enrichment law, Eq. 11, was not a good estimation of the stellar com-
position. The use of the metallicity likelihood, Eq. 15, ensured that
the modelled iron abundance was fit better to the observations than
the helium abundance. Oscillation mode frequencies in solar-like
stars are affected by the helium abundance which, in conjunction
with the effective temperature, determines the depth of helium ion-
isation zone (see Verma et al. 2014, 2017). This leads to acoustic
glitches that appear as sinusoidal variations in the asymptotic rela-
tion, e.g. Fig 1b. Fitting modelled frequencies to this curvature, for
all angular degrees, would require an accurate composition for all
elements in the model. Our model grid cannot easily remedy this
problem without increasing the number of dimensions.
Our definition of the surface correction at νmax does not fully
capture the difference between the observed and model pulsation
frequencies for cases where the correction does not monotonically
decrease, e.g. Fig. 8f. However, we found no scalar that could better
characterize the profile of the surface correction. While our analysis
shows a strong correlation between the surface gravity and the
relative surface correction at νmax, a better metric should be found
that describes the non-linearity of these corrections.
6 CONCLUSIONS
We created a pipeline that was able to fit observed pulsation fre-
quencies to a model grid using an empirically calculated surface
correction. The model grid was created using MESA, parameter-
ized by mass, metallicity, and age, with pulsation frequencies cal-
culated using GYRE. The pipeline was used to determine the stellar
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and surface correction parameters for 66 observed main-sequence
solar-like oscillators stars from Kepler as well as the Sun. The re-
sulting stellar parameters for all three surface correction methods
agreed well with an independent pipeline. However, the results for
each surface correction from our pipeline were much more similar
to each other than the results from the BASTA pipeline. This sug-
gested that choice of adopted physics has a greater impact than the
choice of surface correction. Applying a scale factor r to the cubic
and inverse-cubic surface corrections allowed for easy interpolation
between models and improved the robustness of our fits.
We found that including mode inertia in the surface correction
always improved the frequency fit to the models without including
another free parameter. The inverse term greatly improved the fit
to the models for the more evolved stars without much change
to the Sun-like stars. Therefore, the cubic term still dominated the
correction for the Sun-like stars while the contribution of the inverse
term becomes much more significant for older stars. This resulted
in a larger relative correction for lower surface gravity stars, when
using the inverse-cubic method. This agrees with the results found
using 3D hydrodynamical simulations.
However, including another free parameter occasionally
caused over-fitting for a small number of stars, greatly increas-
ing the uncertainty of the surface correction for a small number of
stars in our sample. Despite this, the inverse-cubic correction best
describes the discrepancy between observed and model pulsation
frequencies for all main-sequence stars. The surface correction can
be used to constrain a stellar model because we have shown the
correction correlates with the fundamental stellar parameters. We
recommend using the inverse-cubic method to empirically correct
for near surface effects for 1D stellar evolution models.
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Table 1. Stellar and surface correction parameters for LEGACY stars using the power-law correction method.
KIC Mass Initial Z Radius Age νcorr(νmax)/νmax r
(M) (10−2) (R) (Gyr) (10−3)
1435467 1.324 ± 0.021 1.616 ± 0.251 1.685 ± 0.017 2.957 ± 0.190 2.468 ± 0.624 0.9960 ± 0.0034
2837475 1.392 ± 0.041 1.478 ± 0.319 1.614 ± 0.018 1.803 ± 0.243 1.906 ± 0.613 0.9979 ± 0.0037
3427720 1.098 ± 0.020 1.323 ± 0.207 1.109 ± 0.009 2.751 ± 0.368 4.597 ± 0.335 0.9973 ± 0.0034
3456181 1.570 ± 0.016 1.965 ± 0.224 2.167 ± 0.019 1.864 ± 0.072 1.759 ± 0.736 0.9964 ± 0.0070
3632418 1.441 ± 0.006 2.172 ± 0.157 1.905 ± 0.008 2.531 ± 0.050 2.754 ± 0.222 0.9864 ± 0.0045
3656476 1.043 ± 0.014 2.190 ± 0.249 1.292 ± 0.009 8.770 ± 0.483 5.135 ± 0.334 0.9924 ± 0.0048
3735871 1.111 ± 0.029 1.308 ± 0.244 1.097 ± 0.010 2.097 ± 0.679 4.188 ± 0.439 0.9989 ± 0.0016
4914923 1.090 ± 0.019 1.868 ± 0.229 1.357 ± 0.012 6.875 ± 0.377 4.998 ± 0.308 0.9923 ± 0.0044
5184732 1.185 ± 0.011 2.912 ± 0.341 1.322 ± 0.007 4.318 ± 0.251 4.735 ± 0.479 0.9900 ± 0.0047
5773345 1.502 ± 0.020 2.373 ± 0.342 2.018 ± 0.017 2.243 ± 0.104 3.388 ± 0.375 0.9974 ± 0.0058
5950854 0.970 ± 0.022 1.032 ± 0.160 1.232 ± 0.011 9.128 ± 0.799 4.549 ± 0.398 0.9959 ± 0.0026
6106415 1.078 ± 0.017 1.434 ± 0.234 1.213 ± 0.010 5.220 ± 0.365 4.079 ± 0.432 0.9942 ± 0.0038
6116048 1.026 ± 0.016 1.087 ± 0.141 1.218 ± 0.010 6.658 ± 0.434 3.989 ± 0.354 0.9914 ± 0.0042
6225718 1.150 ± 0.021 1.452 ± 0.266 1.226 ± 0.010 3.089 ± 0.318 3.260 ± 0.484 0.9943 ± 0.0030
6508366 1.590 ± 0.013 2.362 ± 0.297 2.195 ± 0.016 1.868 ± 0.030 1.499 ± 0.387 0.9908 ± 0.0052
6603624 1.007 ± 0.011 2.133 ± 0.223 1.136 ± 0.009 8.611 ± 0.395 4.650 ± 0.303 0.9872 ± 0.0064
6679371 1.616 ± 0.010 2.015 ± 0.221 2.243 ± 0.019 1.693 ± 0.037 0.385 ± 0.686 0.9984 ± 0.0044
6933899 1.167 ± 0.012 2.120 ± 0.060 1.576 ± 0.014 5.949 ± 0.242 4.993 ± 0.256 0.9752 ± 0.0094
7103006 1.474 ± 0.021 1.923 ± 0.229 1.956 ± 0.016 2.212 ± 0.136 1.172 ± 0.418 0.9986 ± 0.0043
7106245 0.941 ± 0.025 0.479 ± 0.101 1.099 ± 0.012 6.828 ± 0.748 6.753 ± 0.365 0.9949 ± 0.0031
7206837 1.324 ± 0.035 1.871 ± 0.386 1.564 ± 0.015 2.605 ± 0.340 2.204 ± 0.674 0.9991 ± 0.0048
7296438 1.100 ± 0.021 2.120 ± 0.307 1.365 ± 0.012 6.905 ± 0.548 5.307 ± 0.423 0.9974 ± 0.0038
7510397 1.440 ± 0.005 2.450 ± 0.261 1.891 ± 0.008 2.594 ± 0.067 3.035 ± 0.522 0.9989 ± 0.0068
7680114 1.073 ± 0.019 1.778 ± 0.235 1.390 ± 0.011 7.549 ± 0.525 5.163 ± 0.452 0.9953 ± 0.0042
7771282 1.227 ± 0.059 1.408 ± 0.291 1.619 ± 0.025 4.060 ± 0.756 3.148 ± 0.620 0.9995 ± 0.0032
7871531 0.858 ± 0.014 0.979 ± 0.147 0.876 ± 0.006 9.181 ± 0.925 2.876 ± 0.233 0.9963 ± 0.0026
7940546 1.479 ± 0.006 2.117 ± 0.053 1.980 ± 0.010 2.314 ± 0.038 1.844 ± 0.111 0.9989 ± 0.0058
7970740 0.840 ± 0.000 1.086 ± 0.051 0.811 ± 0.001 7.245 ± 0.188 1.316 ± 0.049 1.0243 ± 0.0027
8006161 0.960 ± 0.010 2.687 ± 0.414 0.919 ± 0.007 5.308 ± 0.377 3.021 ± 0.325 0.9979 ± 0.0061
8150065 1.172 ± 0.045 1.324 ± 0.353 1.382 ± 0.019 3.893 ± 0.652 5.582 ± 0.859 0.9985 ± 0.0022
8179536 1.198 ± 0.039 1.347 ± 0.275 1.334 ± 0.015 2.954 ± 0.635 3.509 ± 0.583 0.9985 ± 0.0015
8228742 1.441 ± 0.004 2.581 ± 0.179 1.888 ± 0.006 2.618 ± 0.054 3.842 ± 0.365 0.9951 ± 0.0049
8379927 1.130 ± 0.020 1.472 ± 0.331 1.118 ± 0.010 2.019 ± 0.308 3.377 ± 0.521 0.9950 ± 0.0036
8394589 1.032 ± 0.029 0.836 ± 0.154 1.156 ± 0.013 4.969 ± 0.666 4.149 ± 0.461 0.9973 ± 0.0021
8424992 0.922 ± 0.020 1.158 ± 0.201 1.043 ± 0.010 9.858 ± 1.051 4.492 ± 0.396 0.9964 ± 0.0028
8694723 1.135 ± 0.016 1.042 ± 0.129 1.529 ± 0.016 5.094 ± 0.200 2.484 ± 0.458 0.9839 ± 0.0086
8760414 0.840 ± 0.001 0.435 ± 0.022 1.034 ± 0.001 11.653 ± 0.145 3.425 ± 0.097 0.9981 ± 0.0006
8938364 0.969 ± 0.014 1.324 ± 0.215 1.338 ± 0.010 10.868 ± 0.620 5.522 ± 0.493 0.9957 ± 0.0045
9025370 0.992 ± 0.022 1.175 ± 0.359 1.004 ± 0.010 4.669 ± 0.531 4.297 ± 0.591 0.9991 ± 0.0034
9098294 0.974 ± 0.018 1.148 ± 0.158 1.138 ± 0.010 8.273 ± 0.714 4.568 ± 0.305 0.9949 ± 0.0042
9139151 1.135 ± 0.025 1.603 ± 0.277 1.141 ± 0.010 2.424 ± 0.517 4.404 ± 0.455 0.9990 ± 0.0021
9139163 1.362 ± 0.029 2.368 ± 0.492 1.548 ± 0.014 2.151 ± 0.216 1.357 ± 0.666 0.9936 ± 0.0065
9206432 1.382 ± 0.037 1.951 ± 0.406 1.502 ± 0.015 1.509 ± 0.276 2.170 ± 0.572 0.9998 ± 0.0021
9353712 1.587 ± 0.011 2.234 ± 0.252 2.184 ± 0.016 1.843 ± 0.044 5.774 ± 0.622 0.9939 ± 0.0074
9410862 0.967 ± 0.028 0.758 ± 0.144 1.147 ± 0.013 7.358 ± 0.949 4.089 ± 0.516 0.9978 ± 0.0021
9414417 1.458 ± 0.015 2.064 ± 0.147 1.936 ± 0.016 2.387 ± 0.118 1.988 ± 0.375 0.9944 ± 0.0076
9812850 1.401 ± 0.027 1.549 ± 0.226 1.813 ± 0.022 2.383 ± 0.124 2.045 ± 0.446 0.9999 ± 0.0069
9955598 0.901 ± 0.013 1.485 ± 0.299 0.884 ± 0.007 6.956 ± 0.681 3.227 ± 0.358 0.9991 ± 0.0047
9965715 1.090 ± 0.046 0.794 ± 0.277 1.271 ± 0.022 4.228 ± 0.677 3.357 ± 0.839 0.9981 ± 0.0019
10068307 1.549 ± 0.024 2.588 ± 0.268 2.104 ± 0.034 2.063 ± 0.084 4.420 ± 0.252 0.9885 ± 0.0163
10079226 1.110 ± 0.044 1.865 ± 0.342 1.141 ± 0.015 3.594 ± 1.283 3.952 ± 0.423 0.9989 ± 0.0014
10162436 1.496 ± 0.011 2.131 ± 0.079 2.024 ± 0.015 2.255 ± 0.056 4.190 ± 0.161 0.9796 ± 0.0080
10454113 1.185 ± 0.027 1.533 ± 0.231 1.242 ± 0.012 2.446 ± 0.431 3.057 ± 0.291 0.9938 ± 0.0053
10516096 1.065 ± 0.019 1.281 ± 0.209 1.393 ± 0.011 6.930 ± 0.446 4.907 ± 0.460 0.9947 ± 0.0036
10644253 1.146 ± 0.022 1.620 ± 0.284 1.109 ± 0.009 1.480 ± 0.409 4.173 ± 0.471 0.9990 ± 0.0030
10730618 1.382 ± 0.045 1.943 ± 0.629 1.779 ± 0.030 2.656 ± 0.335 2.427 ± 1.134 0.9972 ± 0.0054
10963065 1.058 ± 0.021 1.022 ± 0.173 1.214 ± 0.011 5.205 ± 0.452 4.057 ± 0.497 0.9971 ± 0.0035
11081729 1.280 ± 0.046 1.720 ± 0.362 1.418 ± 0.016 2.347 ± 0.566 1.237 ± 1.094 0.9994 ± 0.0016
11253226 1.369 ± 0.034 1.317 ± 0.255 1.590 ± 0.017 1.876 ± 0.190 1.035 ± 0.384 0.9991 ± 0.0038
11772920 0.853 ± 0.013 1.282 ± 0.415 0.853 ± 0.007 9.219 ± 0.957 2.914 ± 0.501 1.0000 ± 0.0041
12009504 1.151 ± 0.028 1.385 ± 0.277 1.385 ± 0.015 4.474 ± 0.416 4.294 ± 0.609 0.9941 ± 0.0031
12069127 1.628 ± 0.010 2.138 ± 0.146 2.297 ± 0.009 1.732 ± 0.050 4.489 ± 0.418 0.9962 ± 0.0043
12069424 1.030 ± 0.010 1.690 ± 0.013 1.195 ± 0.007 7.498 ± 0.407 4.490 ± 0.162 0.9865 ± 0.0042
12069449 0.990 ± 0.018 1.608 ± 0.145 1.086 ± 0.012 7.623 ± 0.487 4.233 ± 0.087 0.9881 ± 0.0075
12258514 1.176 ± 0.013 1.902 ± 0.224 1.556 ± 0.011 5.376 ± 0.236 5.277 ± 0.479 0.9899 ± 0.0061
12317678 1.405 ± 0.013 1.111 ± 0.086 1.832 ± 0.008 2.156 ± 0.055 1.750 ± 0.154 1.0037 ± 0.0023
Sun 0.989 ± 0.010 1.350 ± 0.001 0.990 ± 0.007 4.824 ± 0.364 3.836 ± 0.103 0.9954 ± 0.0060
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Table 2. Stellar and surface correction parameters for LEGACY stars using the cubic correction method.
KIC Mass Initial Z Radius Age νcorr(νmax)/νmax r
(M) (10−2) (R) (Gyr) (10−3)
1435467 1.320 ± 0.022 1.542 ± 0.238 1.681 ± 0.016 2.945 ± 0.198 3.006 ± 0.881 0.9960 ± 0.0037
2837475 1.395 ± 0.038 1.437 ± 0.303 1.611 ± 0.018 1.744 ± 0.217 2.359 ± 0.730 0.9973 ± 0.0048
3427720 1.098 ± 0.020 1.311 ± 0.203 1.110 ± 0.009 2.773 ± 0.360 2.953 ± 0.258 0.9976 ± 0.0036
3456181 1.566 ± 0.016 1.881 ± 0.222 2.162 ± 0.019 1.851 ± 0.071 2.474 ± 0.562 0.9970 ± 0.0072
3632418 1.442 ± 0.006 2.130 ± 0.075 1.910 ± 0.007 2.528 ± 0.045 3.005 ± 0.133 0.9906 ± 0.0035
3656476 1.047 ± 0.014 2.205 ± 0.248 1.296 ± 0.010 8.666 ± 0.476 3.014 ± 0.254 0.9926 ± 0.0056
3735871 1.109 ± 0.029 1.286 ± 0.240 1.097 ± 0.010 2.153 ± 0.667 2.879 ± 0.364 0.9994 ± 0.0015
4914923 1.091 ± 0.019 1.873 ± 0.228 1.358 ± 0.012 6.848 ± 0.368 3.116 ± 0.233 0.9916 ± 0.0050
5184732 1.185 ± 0.012 2.794 ± 0.321 1.325 ± 0.011 4.305 ± 0.224 3.133 ± 0.417 0.9920 ± 0.0090
5773345 1.501 ± 0.020 2.294 ± 0.292 2.019 ± 0.015 2.236 ± 0.112 3.713 ± 0.453 0.9994 ± 0.0052
5950854 0.972 ± 0.022 1.035 ± 0.160 1.235 ± 0.012 9.081 ± 0.779 2.824 ± 0.306 0.9967 ± 0.0032
6106415 1.074 ± 0.016 1.299 ± 0.211 1.214 ± 0.009 5.140 ± 0.343 3.079 ± 0.364 0.9970 ± 0.0040
6116048 1.024 ± 0.017 1.026 ± 0.138 1.219 ± 0.010 6.556 ± 0.404 2.980 ± 0.339 0.9933 ± 0.0043
6225718 1.141 ± 0.020 1.236 ± 0.228 1.223 ± 0.010 3.059 ± 0.296 3.022 ± 0.462 0.9969 ± 0.0029
6508366 1.585 ± 0.012 2.230 ± 0.223 2.189 ± 0.015 1.866 ± 0.031 2.496 ± 0.332 0.9907 ± 0.0053
6603624 1.010 ± 0.011 2.139 ± 0.232 1.139 ± 0.009 8.512 ± 0.388 2.565 ± 0.237 0.9877 ± 0.0071
6679371 1.611 ± 0.011 1.855 ± 0.227 2.231 ± 0.020 1.660 ± 0.051 1.439 ± 1.034 0.9983 ± 0.0056
6933899 1.168 ± 0.011 2.120 ± 0.047 1.575 ± 0.012 5.936 ± 0.234 3.189 ± 0.204 0.9727 ± 0.0078
7103006 1.469 ± 0.022 1.803 ± 0.196 1.950 ± 0.016 2.189 ± 0.145 2.813 ± 0.713 0.9991 ± 0.0045
7106245 0.936 ± 0.025 0.471 ± 0.102 1.099 ± 0.012 6.982 ± 0.734 4.623 ± 0.329 0.9945 ± 0.0032
7206837 1.326 ± 0.035 1.842 ± 0.376 1.565 ± 0.015 2.570 ± 0.340 2.272 ± 0.753 1.0002 ± 0.0058
7296438 1.102 ± 0.021 2.136 ± 0.307 1.367 ± 0.011 6.866 ± 0.540 3.336 ± 0.334 0.9968 ± 0.0038
7510397 1.437 ± 0.010 2.178 ± 0.231 1.892 ± 0.014 2.537 ± 0.053 3.185 ± 0.468 1.0027 ± 0.0070
7680114 1.074 ± 0.019 1.735 ± 0.213 1.392 ± 0.012 7.461 ± 0.506 3.390 ± 0.321 0.9959 ± 0.0045
7771282 1.230 ± 0.059 1.409 ± 0.288 1.620 ± 0.025 4.014 ± 0.761 2.950 ± 0.687 0.9995 ± 0.0033
7871531 0.855 ± 0.013 0.929 ± 0.117 0.876 ± 0.005 9.256 ± 0.909 1.724 ± 0.137 0.9965 ± 0.0035
7940546 1.478 ± 0.008 2.081 ± 0.125 1.981 ± 0.012 2.309 ± 0.042 2.545 ± 0.365 1.0008 ± 0.0054
7970740 0.840 ± 0.000 1.085 ± 0.046 0.812 ± 0.001 7.331 ± 0.167 0.816 ± 0.034 1.0257 ± 0.0025
8006161 0.961 ± 0.010 2.617 ± 0.437 0.921 ± 0.007 5.293 ± 0.386 1.653 ± 0.241 0.9994 ± 0.0061
8150065 1.170 ± 0.045 1.312 ± 0.354 1.382 ± 0.020 3.925 ± 0.645 4.384 ± 0.867 0.9980 ± 0.0021
8179536 1.201 ± 0.040 1.337 ± 0.269 1.334 ± 0.015 2.907 ± 0.650 3.067 ± 0.612 0.9985 ± 0.0016
8228742 1.441 ± 0.004 2.424 ± 0.262 1.891 ± 0.006 2.579 ± 0.074 3.374 ± 0.482 0.9982 ± 0.0053
8379927 1.120 ± 0.021 1.217 ± 0.285 1.116 ± 0.010 2.048 ± 0.293 2.953 ± 0.503 0.9984 ± 0.0033
8394589 1.031 ± 0.028 0.821 ± 0.152 1.156 ± 0.012 4.992 ± 0.639 3.131 ± 0.414 0.9977 ± 0.0016
8424992 0.923 ± 0.020 1.160 ± 0.201 1.045 ± 0.010 9.824 ± 1.030 2.422 ± 0.257 0.9966 ± 0.0028
8694723 1.130 ± 0.017 0.950 ± 0.120 1.526 ± 0.017 5.001 ± 0.188 2.742 ± 0.492 0.9853 ± 0.0083
8760414 0.840 ± 0.001 0.433 ± 0.016 1.034 ± 0.001 11.64 ± 0.111 2.353 ± 0.049 0.9971 ± 0.0006
8938364 0.971 ± 0.014 1.308 ± 0.206 1.340 ± 0.011 10.743 ± 0.586 3.435 ± 0.350 0.9952 ± 0.0051
9025370 0.991 ± 0.022 1.138 ± 0.357 1.005 ± 0.010 4.637 ± 0.517 2.573 ± 0.469 0.9995 ± 0.0034
9098294 0.977 ± 0.018 1.145 ± 0.151 1.140 ± 0.010 8.147 ± 0.687 2.891 ± 0.234 0.9954 ± 0.0047
9139151 1.132 ± 0.024 1.559 ± 0.279 1.141 ± 0.010 2.462 ± 0.495 3.032 ± 0.402 0.9997 ± 0.0021
9139163 1.339 ± 0.029 1.743 ± 0.384 1.535 ± 0.018 2.155 ± 0.183 2.961 ± 0.809 0.9981 ± 0.0074
9206432 1.391 ± 0.038 1.947 ± 0.401 1.502 ± 0.016 1.405 ± 0.268 2.690 ± 0.829 0.9990 ± 0.0020
9353712 1.587 ± 0.011 2.213 ± 0.223 2.184 ± 0.016 1.840 ± 0.043 4.293 ± 0.348 0.9926 ± 0.0074
9410862 0.968 ± 0.028 0.759 ± 0.144 1.149 ± 0.013 7.326 ± 0.916 2.815 ± 0.423 0.9983 ± 0.0027
9414417 1.457 ± 0.015 1.950 ± 0.211 1.934 ± 0.017 2.343 ± 0.118 2.722 ± 0.679 0.9964 ± 0.0076
9812850 1.394 ± 0.026 1.491 ± 0.197 1.809 ± 0.021 2.409 ± 0.130 2.878 ± 0.540 1.0005 ± 0.0068
9955598 0.902 ± 0.013 1.485 ± 0.296 0.886 ± 0.007 6.923 ± 0.667 1.742 ± 0.230 0.9991 ± 0.0050
9965715 1.083 ± 0.046 0.732 ± 0.254 1.268 ± 0.022 4.265 ± 0.678 3.186 ± 0.865 0.9984 ± 0.0016
10068307 1.551 ± 0.023 2.571 ± 0.212 2.108 ± 0.034 2.057 ± 0.081 3.740 ± 0.191 0.9903 ± 0.0164
10079226 1.106 ± 0.044 1.822 ± 0.338 1.141 ± 0.015 3.706 ± 1.258 2.820 ± 0.404 0.9993 ± 0.0015
10162436 1.498 ± 0.008 2.125 ± 0.049 2.029 ± 0.011 2.248 ± 0.043 4.250 ± 0.171 0.9826 ± 0.0060
10454113 1.184 ± 0.028 1.514 ± 0.225 1.241 ± 0.012 2.451 ± 0.441 2.450 ± 0.268 0.9933 ± 0.0054
10516096 1.065 ± 0.018 1.258 ± 0.200 1.395 ± 0.011 6.903 ± 0.412 3.448 ± 0.386 0.9956 ± 0.0036
10644253 1.147 ± 0.022 1.616 ± 0.281 1.111 ± 0.009 1.486 ± 0.397 2.735 ± 0.370 0.9992 ± 0.0032
10730618 1.375 ± 0.042 1.752 ± 0.587 1.773 ± 0.028 2.631 ± 0.308 2.745 ± 1.042 0.9970 ± 0.0053
10963065 1.056 ± 0.022 0.994 ± 0.171 1.215 ± 0.011 5.212 ± 0.445 2.924 ± 0.426 0.9980 ± 0.0028
11081729 1.291 ± 0.047 1.692 ± 0.359 1.419 ± 0.016 2.166 ± 0.586 1.700 ± 1.393 0.9996 ± 0.0019
11253226 1.368 ± 0.035 1.260 ± 0.248 1.587 ± 0.017 1.856 ± 0.206 1.820 ± 0.647 1.0003 ± 0.0037
11772920 0.852 ± 0.013 1.223 ± 0.386 0.854 ± 0.006 9.186 ± 0.935 1.631 ± 0.316 1.0006 ± 0.0038
12009504 1.150 ± 0.027 1.284 ± 0.239 1.385 ± 0.014 4.381 ± 0.380 3.740 ± 0.539 0.9963 ± 0.0030
12069127 1.628 ± 0.010 2.132 ± 0.120 2.297 ± 0.009 1.731 ± 0.050 3.412 ± 0.212 0.9953 ± 0.0042
12069424 1.035 ± 0.009 1.690 ± 0.013 1.200 ± 0.007 7.336 ± 0.333 2.836 ± 0.128 0.9888 ± 0.0047
12069449 0.989 ± 0.019 1.597 ± 0.152 1.088 ± 0.012 7.694 ± 0.501 2.510 ± 0.056 0.9897 ± 0.0074
12258514 1.177 ± 0.012 1.811 ± 0.196 1.558 ± 0.011 5.255 ± 0.220 4.111 ± 0.439 0.9915 ± 0.0071
12317678 1.403 ± 0.010 1.096 ± 0.063 1.827 ± 0.007 2.149 ± 0.046 2.093 ± 0.220 1.0007 ± 0.0027
Sun 0.993 ± 0.010 1.350 ± 0.001 0.996 ± 0.007 4.743 ± 0.348 2.354 ± 0.098 0.9999 ± 0.0058
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Table 3. Stellar and surface correction parameters for LEGACY stars using the inverse-cubic correction method.
KIC Mass Initial Z Radius Age νcorr(νmax)/νmax r
(M) (10−2) (R) (Gyr) (10−3)
1435467 1.321 ± 0.023 1.553 ± 0.249 1.683 ± 0.018 2.949 ± 0.200 2.718 ± 1.578 0.9974 ± 0.0047
2837475 1.396 ± 0.040 1.440 ± 0.308 1.611 ± 0.016 1.744 ± 0.249 2.907 ± 2.981 0.9977 ± 0.0055
3427720 1.098 ± 0.020 1.310 ± 0.203 1.111 ± 0.009 2.784 ± 0.363 2.891 ± 0.189 0.9983 ± 0.0035
3456181 1.565 ± 0.017 1.948 ± 0.219 2.157 ± 0.019 1.878 ± 0.072 7.625 ± 0.862 0.9966 ± 0.0070
3632418 1.442 ± 0.007 2.134 ± 0.090 1.908 ± 0.008 2.519 ± 0.052 6.160 ± 0.227 0.9915 ± 0.0039
3656476 1.047 ± 0.014 2.215 ± 0.255 1.296 ± 0.010 8.644 ± 0.483 2.661 ± 0.350 0.9926 ± 0.0055
3735871 1.109 ± 0.029 1.286 ± 0.240 1.097 ± 0.010 2.154 ± 0.665 3.142 ± 0.367 0.9996 ± 0.0016
4914923 1.091 ± 0.019 1.874 ± 0.228 1.360 ± 0.012 6.858 ± 0.370 2.952 ± 0.198 0.9933 ± 0.0044
5184732 1.185 ± 0.012 2.799 ± 0.322 1.325 ± 0.011 4.308 ± 0.223 3.321 ± 0.385 0.9920 ± 0.0088
5773345 1.507 ± 0.023 2.370 ± 0.337 2.017 ± 0.016 2.194 ± 0.129 5.861 ± 0.622 0.9975 ± 0.0054
5950854 0.972 ± 0.022 1.036 ± 0.160 1.236 ± 0.012 9.073 ± 0.777 2.335 ± 0.257 0.9968 ± 0.0031
6106415 1.074 ± 0.016 1.297 ± 0.212 1.214 ± 0.009 5.143 ± 0.344 2.987 ± 0.322 0.9968 ± 0.0041
6116048 1.025 ± 0.017 1.028 ± 0.138 1.219 ± 0.010 6.553 ± 0.404 3.165 ± 0.317 0.9935 ± 0.0043
6225718 1.142 ± 0.021 1.243 ± 0.231 1.224 ± 0.010 3.044 ± 0.299 3.272 ± 0.465 0.9973 ± 0.0031
6508366 1.583 ± 0.010 2.187 ± 0.181 2.183 ± 0.012 1.862 ± 0.027 8.074 ± 0.425 0.9925 ± 0.0044
6603624 1.010 ± 0.011 2.139 ± 0.232 1.139 ± 0.009 8.512 ± 0.388 2.549 ± 0.217 0.9877 ± 0.0071
6679371 1.607 ± 0.011 1.790 ± 0.194 2.216 ± 0.018 1.642 ± 0.045 4.541 ± 2.015 0.9953 ± 0.0058
6933899 1.168 ± 0.011 2.121 ± 0.048 1.576 ± 0.013 5.933 ± 0.234 4.094 ± 0.248 0.9737 ± 0.0080
7103006 1.471 ± 0.024 1.794 ± 0.195 1.945 ± 0.015 2.162 ± 0.156 6.331 ± 1.418 0.9993 ± 0.0042
7106245 0.939 ± 0.027 0.478 ± 0.105 1.101 ± 0.014 6.928 ± 0.801 3.517 ± 1.369 0.9947 ± 0.0029
7206837 1.327 ± 0.037 1.856 ± 0.381 1.565 ± 0.014 2.556 ± 0.362 2.384 ± 1.236 0.9997 ± 0.0059
7296438 1.103 ± 0.022 2.142 ± 0.308 1.369 ± 0.012 6.852 ± 0.545 2.912 ± 0.415 0.9974 ± 0.0044
7510397 1.434 ± 0.014 2.149 ± 0.257 1.885 ± 0.017 2.535 ± 0.058 6.537 ± 0.655 1.0015 ± 0.0077
7680114 1.075 ± 0.019 1.742 ± 0.215 1.392 ± 0.012 7.446 ± 0.500 3.754 ± 0.340 0.9959 ± 0.0049
7771282 1.232 ± 0.059 1.416 ± 0.287 1.622 ± 0.023 3.987 ± 0.765 2.072 ± 3.701 0.9993 ± 0.0038
7871531 0.855 ± 0.013 0.930 ± 0.118 0.876 ± 0.005 9.285 ± 0.910 2.288 ± 0.149 0.9971 ± 0.0034
7940546 1.478 ± 0.008 2.102 ± 0.088 1.978 ± 0.013 2.313 ± 0.045 5.964 ± 0.104 1.0014 ± 0.0068
7970740 0.840 ± 0.000 1.085 ± 0.046 0.812 ± 0.001 7.331 ± 0.167 0.815 ± 0.036 1.0257 ± 0.0025
8006161 0.961 ± 0.010 2.592 ± 0.426 0.920 ± 0.007 5.305 ± 0.384 1.954 ± 0.267 0.9995 ± 0.0061
8150065 1.170 ± 0.045 1.318 ± 0.355 1.382 ± 0.020 3.936 ± 0.661 4.335 ± 1.143 0.9982 ± 0.0022
8179536 1.199 ± 0.042 1.333 ± 0.272 1.335 ± 0.014 2.955 ± 0.687 2.119 ± 1.714 0.9989 ± 0.0014
8228742 1.441 ± 0.005 2.531 ± 0.221 1.889 ± 0.007 2.604 ± 0.064 6.318 ± 0.414 0.9978 ± 0.0055
8379927 1.120 ± 0.021 1.215 ± 0.286 1.116 ± 0.010 2.057 ± 0.295 2.905 ± 0.446 0.9988 ± 0.0033
8394589 1.030 ± 0.028 0.818 ± 0.152 1.156 ± 0.013 4.997 ± 0.637 2.748 ± 0.281 0.9977 ± 0.0020
8424992 0.922 ± 0.021 1.152 ± 0.203 1.044 ± 0.010 9.852 ± 1.032 3.041 ± 0.751 0.9971 ± 0.0026
8694723 1.129 ± 0.016 0.935 ± 0.115 1.523 ± 0.016 4.980 ± 0.174 4.477 ± 0.610 0.9852 ± 0.0084
8760414 0.840 ± 0.001 0.433 ± 0.017 1.034 ± 0.001 11.64 ± 0.112 2.525 ± 0.043 0.9972 ± 0.0006
8938364 0.971 ± 0.014 1.307 ± 0.206 1.340 ± 0.011 10.741 ± 0.584 3.285 ± 0.310 0.9951 ± 0.0051
9025370 0.992 ± 0.022 1.145 ± 0.368 1.005 ± 0.011 4.630 ± 0.517 2.550 ± 0.630 0.9994 ± 0.0035
9098294 0.977 ± 0.018 1.145 ± 0.151 1.141 ± 0.010 8.135 ± 0.688 2.692 ± 0.199 0.9953 ± 0.0047
9139151 1.133 ± 0.024 1.561 ± 0.279 1.141 ± 0.010 2.454 ± 0.495 3.165 ± 0.383 0.9993 ± 0.0021
9139163 1.347 ± 0.033 1.805 ± 0.419 1.534 ± 0.017 2.070 ± 0.218 4.558 ± 1.047 0.9966 ± 0.0079
9206432 1.385 ± 0.040 1.943 ± 0.407 1.503 ± 0.015 1.486 ± 0.327 0.823 ± 3.201 0.9989 ± 0.0017
9353712 1.585 ± 0.011 2.191 ± 0.191 2.180 ± 0.014 1.843 ± 0.039 9.714 ± 0.495 0.9955 ± 0.0068
9410862 0.969 ± 0.028 0.760 ± 0.144 1.150 ± 0.012 7.306 ± 0.916 1.294 ± 0.327 0.9979 ± 0.0021
9414417 1.454 ± 0.015 1.909 ± 0.216 1.929 ± 0.016 2.331 ± 0.116 6.527 ± 1.053 0.9969 ± 0.0064
9812850 1.391 ± 0.027 1.479 ± 0.188 1.800 ± 0.020 2.410 ± 0.135 6.912 ± 0.375 0.9979 ± 0.0066
9955598 0.903 ± 0.013 1.492 ± 0.300 0.886 ± 0.007 6.897 ± 0.676 1.554 ± 0.258 0.9990 ± 0.0047
9965715 1.085 ± 0.047 0.740 ± 0.257 1.268 ± 0.022 4.224 ± 0.701 3.566 ± 0.979 0.9985 ± 0.0014
10068307 1.551 ± 0.022 2.630 ± 0.293 2.106 ± 0.032 2.060 ± 0.080 7.167 ± 0.399 0.9912 ± 0.0152
10079226 1.104 ± 0.044 1.820 ± 0.339 1.140 ± 0.015 3.748 ± 1.277 3.431 ± 0.892 0.9993 ± 0.0014
10162436 1.498 ± 0.009 2.130 ± 0.072 2.027 ± 0.012 2.245 ± 0.049 8.430 ± 0.285 0.9841 ± 0.0063
10454113 1.185 ± 0.028 1.519 ± 0.227 1.242 ± 0.012 2.430 ± 0.438 2.830 ± 0.303 0.9935 ± 0.0054
10516096 1.065 ± 0.018 1.257 ± 0.200 1.395 ± 0.011 6.903 ± 0.413 3.175 ± 0.344 0.9954 ± 0.0036
10644253 1.147 ± 0.022 1.616 ± 0.281 1.110 ± 0.010 1.482 ± 0.400 2.920 ± 0.338 0.9988 ± 0.0031
10730618 1.374 ± 0.043 1.712 ± 0.582 1.769 ± 0.028 2.612 ± 0.309 4.951 ± 1.590 0.9967 ± 0.0049
10963065 1.056 ± 0.022 0.996 ± 0.171 1.214 ± 0.011 5.199 ± 0.442 3.172 ± 0.403 0.9974 ± 0.0032
11081729 1.295 ± 0.052 1.702 ± 0.361 1.419 ± 0.016 2.113 ± 0.661 2.534 ± 3.533 0.9995 ± 0.0018
11253226 1.373 ± 0.037 1.281 ± 0.251 1.585 ± 0.015 1.808 ± 0.228 2.868 ± 2.226 0.9991 ± 0.0032
11772920 0.852 ± 0.013 1.229 ± 0.382 0.853 ± 0.006 9.211 ± 0.936 2.015 ± 0.311 1.0006 ± 0.0039
12009504 1.153 ± 0.028 1.302 ± 0.246 1.386 ± 0.013 4.334 ± 0.404 4.125 ± 0.632 0.9963 ± 0.0028
12069127 1.625 ± 0.009 2.132 ± 0.118 2.291 ± 0.007 1.737 ± 0.047 8.655 ± 0.249 0.9971 ± 0.0031
12069424 1.035 ± 0.009 1.690 ± 0.013 1.200 ± 0.007 7.333 ± 0.331 2.929 ± 0.161 0.9889 ± 0.0047
12069449 0.990 ± 0.018 1.600 ± 0.150 1.089 ± 0.012 7.683 ± 0.497 2.588 ± 0.051 0.9899 ± 0.0074
12258514 1.177 ± 0.012 1.800 ± 0.191 1.558 ± 0.011 5.260 ± 0.221 3.717 ± 0.412 0.9914 ± 0.0066
12317678 1.405 ± 0.012 1.098 ± 0.068 1.823 ± 0.006 2.123 ± 0.065 4.835 ± 0.853 1.0004 ± 0.0034
Sun 0.993 ± 0.010 1.350 ± 0.001 0.996 ± 0.007 4.742 ± 0.348 2.407 ± 0.113 1.0000 ± 0.0058
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