Monitoring systems are proposed for the detection of incipient instability in uncertain nonlinear systems. The work employs generic features associated with the response to noise inputs of systems bordering on instability. These features, called "noisy precursors'' in the work of Wiesenfeld, also yield information on the type of bifurcation that would be associated with the predicted instability. The closed-loop monitoring systems proposed in the paper have several advantages over simple open-loop monitoring. The advantages include the ability to influence the frequencies at which the noisy precursors are observed, and the ability to simultaneously monitor and control the system.
Introduction
In this paper, we propose monitoring systems for detection of incipient instability in uncertain nonlinear systems. Our aim is to develop automatic monitoring systems that provide a warning that a system is operating dangerously close to an instability. Such a warning mechanism can be of great value especially when no accurate system model is available and the system is being operated in a stressed condition. If an exact model were available, then the stability boundary could be calculated off-line, and there would be no need for an on-line monitoring system for detecting incipient instability.
Generically, loss of stability results in bifurcation of new steady states from the nominal one [3], [10], [12] . The type of bifurcation that occurs depends on the manner in which the system loses stability. Since bifurcations involve changes neglected in linearized models, it is not surprising that linear 
PI.
In this paper, we contribute to this problem area by considering the design of monitoring systems for detection of incipient instability. We also make observations on the design of combined monitoring and control systems for physical systems susceptible to bifurcation and loss of stability.
To develop an on-line approach to the detection of incipient instability in the absence of an accurate system model, we harness the effects of external continuously acting disturbances. The presence of these disturbances facilitates determination of measured signal features associated with nearness to instability. The presence of disturbance inputs, which can occur naturally or be injected, is crucial. Without continuous disturbances, a system at equilibrium would remain at equilibrium until an instability occurs, with no possibility of an on-line warning signal. We take the continuously acting disturbances to be white noise inputs. This allows us to make use of previous work of Wiesenfeld and co-workers [13, 5, 14, 15, 17, 9, 161. Wiesenfeld was interested in features that can be observed in the power spectrum of a measured output of a system that is operating close to an incipient bifurcation. He focused on nonlinear systems operating along a steady state limit cycle. He referred to the distinguishing features in the power spectrum as "noisy precursors" of the bifurcations. Noisy precursors are aspects of the power spectral density of a measured output that arise in the vicinity of an instability.
The monitoring systems we propose do not employ or require a system model. Rather, use of the noisy precursors notion allows a nonparametric approach based on general features of noise-driven systems operating close to instability. Moreover, the monitoring systems we develop are closed-loop, in the sense that they involve both sensing and actuation. This has important advantages over the direct open-loop approach of simply monitoring a system output and deciding if it exhibits features of a noisy precursor. Closed-loop monitoring systems can enhance our confidence in deciding that system operation is indeed near an instability as well as in determining the nature of the instability.
For many engineering system models, the normal operating condition is an equilibrium point rather than a periodic solution. Thus, we extend the theory of noisy precursors to systems operating at an equilibrium point. This forms the basis for our design of monitoring systems for detection of incipient instability.
Our results apply to situations that share the following general characteristics. A physical system is operating at or near a nominal stable steady state. The system depends on a set of parameters, some of which change slowly with time. Outside a certain range of parameter values (the "design range"), model uncertainty impedes reliable determination of system stability. However, there are circumstances in which the parameters will move outside of the design range. Moreover, in these circumstances it is crucial that system operability be maintained as far as possible outside the design range. The parameter changes may occur due to action of the system operator, or may be exogenous. We refer to operation outside the design range as "stressed operation."
There are many important examples in which systems need to be operated in off-design, stressed conditions. The driving factors depend on the application, but in general they entail a desire to achieve increased performance without re-design or expansion of the system. Often, stressed operation leads to a reduced margin of stability. Thus, stressed operation can be unsafe, in that small uncertainties or disturbances can lead to loss of stability, i.e., to system failure. Examples include electric power system voltage collapse [ll] , chemical reactor runaway [6] , jet engine stall [7] , aircraft stall at high angle-of-attack [2], and laser system instability [4] . For each of these examples, precise models are difficult to obtain, especially outside the design range.
The paper is organized as follows. In Section 2, we study noisy precursors for instability for systems operating at an equilibrium point. In Section 3, we introduce a basic monitoring system that facilitates use of precursors to detect incipient instability. In Section 4, we redesign the monitoring system to ensure that the bifurcation occurring in the overall system is supercritical. In Section 5, we collect our conclusions.
Noisy Precursors for Nonlinear System Instabilities
In this section, we extend the noisy precursor analysis of Wiesenfeld [13] to systems operating at an equilibrium point. Wiesenfeld considered systems driven by white noise and operating near a periodic steady state. He showed that the power spectrum of a measured output for such a system exhibits sharply growing peaks near certain frequencies as the system nears a bifurcation. The particulars depend on the type of bifurcation that the system was approaching. He used the results to show that bifurcating systems could be used as selectivefrequency amplifiers [5] , [15] , [16] .
Consider a nonlinear dynamic system ("the plant")
where P E Rn, p is a bifurcation parameter, and
Rn is a zero-mean vector white Gaussian noise process. Let the system possess an equilibrium point io. For small perturbations and noise, the dynamical behavior of the system can be described by the linearized system in the vicinity of the equilibrium point PO. The linearized system corresponding to (1) with a small noise forcing N ( t ) is given by
where x := P -PO and N ( t ) E Rn is a vector white Gaussian noise having zero mean. For the results of the linearized analysis to have any bearing on the original nonlinear model, we must assume that the noise is of small amplitude. This assumption of small noise will be explicated below, in terms of smallness of correlation and cross-correlation coefficients. The distinct notation for the system state P and the linearized system state x was used here for clarity. In the sequel, we will simply use the notation z and the meaning will be clear from the context.
The noise N ( t ) can occur naturally or can be injected using available controls. To facilitate consideration of cases in which the noise is intentionally injected, we write N ( t ) in the general form
where B E R n x m and n(t) E R" is a vector white 
where ri and li are right and left eigenvectors of A corresponding to eigenvalue X i , respectively and where 6 i j is the Kronecker delta,
Thus, the i-th component of z ( t ) is given by
Since the power spectrum is the Fourier transform of the autocovariance function, we calculate the autocovariance for z i ( t ) :
( z i ( t ) z i ( t 
o,p=l
Note that the upper limit of integration changes from t+T to t because the impulse 6(sl -sg) occurs for s1 = s2, and s1 < t in the inner integral.
For a dynamic system that depends on a single parameter, there are two types of typical bifurcation from a nominal equilibrium point. One is stationary bifurcation in which a new equilibrium emerges or the original equilibrium point suddenly disappears at the bifurcation. The other is Hopf bifurcation, where a periodic orbit emerges from the equilibrium point at bifurcation. In stationary bifurcation, a real eigenvalue of the linearized system becomes zero as the parameter varies. In Hopf bifurcation, a complex conjugate pair of eigenvalues crosses the imaginary axis.
Consider first the Hopf bifurcation. Assume that a complex conjugate pair of eigenvalues (denote them as X XI,^ E X2) close to the imaginary axis has relatively smaller negative real part in absolute value compared to other system eigenvalues:
for i = 3, ..., n. Since the integrand in (9) is the product of decaying exponentials (due to the asymptotic stability assumption) and bounded, terms involving X 1 and Xg dominate (9) for large t. 
-
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* - Finally, taking the Fourier transform of equation (11) yields the desired power spectrum:
The magnitude of Sii(q) is maximum at q = w and the maximum grows without bound as E -+ 0. Moreover, as the noise power (as measured by the v i j ) increases, the magnitude of Sii(q) also increases. However, since = and T affect Sii(q) linearly and uniformly over frequency q, the shape of the magnitude Sii(v) doesn't change with increasing noise power. Of course, we have assumed that the noise is of small amplitude, SO we cannot actually allow the v i j to increase without bound. From this observation, we can conclude that the power spectrum peak near the bifurcation is located at w, and the magnitude of this peak grows as E approaches to zero. This property will be used as a precursor signaling the closeness to Hopf bifurcation.
To study the impact of noise near a stationary bifurcation, assume that a real eigenvalue close to zero (denote it as X XI ) and that it has relatively smaller negative real part in absolute value compared to the other system eigenvalues:
1x11 << IR4Xi)l 
Monitoring System for Detecting Incipient Stationary and Hopf Bifurcation
As shown,in the foregoing section, we can expect to observe a growing peak in the power spectrum of a measured output of a nonlinear system with white Gaussian noise input as the system approaches a bifurcation. In the case of Hopf bifurcation, the location of the power spectrum peak coincides with the imaginary axis crossing frequency of the critical eigenvalues. In the case of stationary bifurcation the power spectrum peak occurs at zero frequency. In this section, we use these observations to develop a monitoring system for proximity to bifurcation. Since noisy precursors associated with stationary bifurcation involve a growing peak in the power spectrum at zero frequency, these are difficult to resolve. Hence, we first propose a closed-loop monitoring system that addresses this problem by transforming a stationary bifurcation into a Hopf bifurcation. That is, the original plant augmented with the monitoring system undergoes a Hopf bifurcation. The critical frequency of the Hopf bifurcation is set by the monitoring system itself. After introducing the monitoring system and studying its use in monitoring for stationary bifurcation, we study its use in monitoring a system for proximity to a Hopf bifurcation.
Generating a Hopf Bifurcation from a Stationary Bifurcation
Suppose the plant of interest is susceptible to loss of stability through a stationary bifurcation. Since Hopf bifurcation is easier to detect than stationary bifurcation through noisy precursors, we introduce a monitoring system that replaces the stationary bifurcation with a Hopf bifurcation of tunable frequency.
Let the plant obey the dynamics suppose the following assumptions hold:
The origin is an equilibrium point of system (17) for all values of p.
System (17) introduce the folowing augmented system corresponding to (17) :
Here, y E R", c E R and i = 1,2,. . . ,n. Eq. (18) will later be viewed as a basic monitoring system whose use facilitates detection of either stationary or Hopf bifurcation. Note that the state vector consists of the original physical system states x augmented with the states y of the monitoring system. Note that since the value C in equation (18) is adjustable, we can control the crossing frequency of the complex conjugate pair of eigenvalues of the augmented system. Thus, for detecting stationary bifurcation, we only need to monitor a frequency the origin of the original system is asymptotically stable (resp. unstable), then the origin is asymptotically stable (resp. unstable) for the augmented system.
Proposition 1 Under assumptions (S1)-
Proof: See [81. band around the chosen value of c. It is also possible to slowly vary c in a controlled fashion, giving added confidence in our assessment that an instability is imminent.
There are some other advantages of our monitoring system. The augmented system (18) has the same critical parameter value ( p c ) as the original system. This is actually not a luxury but a necessity for the system to be practically useful. In addition, the proof [8] shows that augmenting the states y i and applying the feedbacks cyi to the original system does not change the local stability of the system. Moreover, to apply the monitoring system, we do not need knowledge of the original system.
Detecting Hopf Bifurcation using Monitoring System
In this section, we consider the effect of the monitoring system of the proceeding section on a system that undergoes Hopf bifurcation instead of stationary bifurcation. Consider again the system (17), repeated here for convenience:
(Hl) The origin is an equilibrium point of (19) for all values of p.
Since two pairs of eigenvalues of the augmented system cross the imaginary axis at the critical parameter value, we can expect to see two peaks in the power spectrum as the system nears the bifurcation point. The values of the pairs of imaginary eigenvalues at criticality depend on c. Hence, we can change the location of the power spectrum peaks by changing c . Moreover, we can predict the exact locations of the peaks if the pair of eigenvalues crossing the imaginary axis in the original system is known.
Stabilization of Bifurcated Limit Cycle in the Augmented System
The monitoring system proposed above results in a Hopf bifurcation in the augmented system if the original system undergoes a stationary bifurcation. Besides being able to predict that a bifurcation is about to take place, it would be useful if the monitoring system could also ensure stability of the bifurcated solution. That is, a system that can perform both monitoring and control functions is desirable. The monitoring system we have proposed can be modified to serve in both capacities. In this section, this is briefly discussed. Details can be found in [SI.
First, we consider the relationship between the stanal system and stability of the bifurcated limit cycle of the augmented system. If stability of the bifurcated equilibria of the original system implies stability of the bifurcated periodic solution of the augmented system, then bifurcation control design need only be performed for the original system. We cation persist for scalar systems, but not generally for systems of dimension two or higher.
(H2) System (l9) undergoes a Hopf bifurcation bility of bifurcated equilibrium points of the origifrom the origin at p = p c . As in the foregoing section, let the augmented SYS- have found that the stability properties of the bifurtem be
, we show how our monitoring system can be modified such that the bifurcated limit cycle occurring in the augmented system is guaranteed stable where x E Rn, y E Rn, c E R, and i = 1,2,. . .,n.
regardless of <he stability of the pitchfork bifurcaProposition 2 Under the assumptions (HI)-tion occurring in the plant. That is, we ensure (H3), the augmented system (20) undergoes a codathat the Hopf bifurcation in the augmented sysmension two bifurcation at p = p c , in which two tem is supercritical, and that this holds regardless complex conjugate pairs of eigenvalues cross the of whether the pitchfork bifurcation in the original imaginary axis. Moreover, for any value of , U if system is supercritical or subcritical. The modifi-cation that we introduce in the monitoring system involves the addition of a nonlinear term with a gain parameter that can be tuned to ensure the desired result.
Let the plant obey the dynamics x = f ( X , P ) ,
which we assume undergoes a pitchfork bifurcation from the origin for p = pc. Here, x E R" and p E R is the bifurcation parameter.
In Here, c and rn are real constants. We show in [8] that, by choosing m positive and sufficiently large, we can ensure that the Hopf bifurcation in the monitored system is supercritical.
Conclusions
We have proposed closed-loop monitoring systems for detection of incipient instability in uncertain nonlinear plants. The proposed systems make use of characteristics of the power spectrum of a measured output in the vicinity of an instability. By employing closed-loop designs, we are able to more reliably monitor for incipient instability through on-line tuning of control parameters. We have studied the impact of the proposed monitoring systems on stability of bifurcations that occur when stability is lost. We have proposed design modifications to ensure stability of bifurcated solutions in a robust fashion. Other considerations, such as reduced order monitoring systems and applications to aeroengine compression systems, are discussed in [8] .
