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In this paper, we derive a microscopic master equation for a pair of XY-coupled two-level systems
interacting with the same memoryless reservoir. In particular, we apply this master equation to the
case of a pair of two-level atoms in free space where we can clearly contrast the predictions made
with the microscopicmaster equation obtained here and the phenomenological approaches where the
atom-atom coupling is included just a posteriori, i.e, not taking into account in the derivation of the
open system equation of motion. We show, for instance, that the phenomenological approach fails
completely in the assessment of the role played by the symmetric and antisymmetric decay channels.
As a consequence, the predictions related to collective effects such as superradiance, for instance, are
misleading in the phenomenological approach. We also obtain the fluorescence spectrum using the
microscopic model developed here.
PACS numbers: 42.50.Lc, 42.50.Ct,03.65.Yz
I. INTRODUCTION
The dynamics of open quantum systems have been
studied extensively in the fields of quantum optics [1],
quantum information [2], and more recently in quan-
tum biophysics [3]. The main goal is to describe the
non-unitary behavior resulting from the fact that the sys-
tem is not closed. An usual and useful approach is the
use of master equations for the system density operator
[4]. These master equations can describe memoryless
Markovian evolutions as well as non-Markovian evolu-
tions [5]. Usually, such master equations are obtained
by considering a microscopic model for the interaction
of the system under study and the environment, and
tracing out the environment variables in some exact or,
most of the times, perturbative treatment [1].
Usually, the presence of interactions among parts of
the system or its subsystems is not taken into account
in the derivation of the master equation. It is not un-
common to find examples of such a phenomenological ap-
proach where one consider the response of a system to
the environment to be exactly the same regardless of
whether it is coupled or not to another quantum system.
As an illustrative example, let us consider the celebrated
Jaynes-Cummings model describing the interaction of a
single-mode quantized electromagnetic field in a cavity
and a two-level atom in the rotating wave approxima-
tion [6]. When considering cavity losses at a decay rateκ,
one usually describes the open system by using a master
equation in the form
∂tρ =
1
i~
[HJC, ρ] + κ(aρa
† − a†aρ − ρa†a). (1)
The first term on right-hand side of (1) is the coherent
part of the evolution, which is generated by the Jaynes-
Cummings Hamiltonian HJC. More details about this
Hamiltonian can be found in [6]. The second term,
known as Liouvillian, accounts for the losses. The po-
tential problem of using (1) resides in the fact that the
derivation of the Liouvillian was realized in another dif-
ferentmicroscopicmodel, and not the Jaynes-Cummings
plus environment. Actually, this Liouvillian is deduced
for a cavity mode losing photons to the vacuum envi-
ronment without the presence of the atom. For this rea-
son, the use of (1) is a phenomenological approach. A
microscopic derivation of the master equation for the
Jaynes-Cummings model with cavity losses is found in
[7].
Here, we will be interested in a system formed by a
pair of XY-coupled qubits which, due to interactionwith
the environment, are subject to energy relaxation. We
will be particularly interested in collective effects result-
ing from the coupling of each subsystem to the same
reservoir or environment. This situation appears, for
instance, in the Dicke superradiance phenomenon in-
volving atoms and the quantized electromagnetic field
[8]. We will be concerned with coupled qubits because
this kind of system is present in most of the modern
applications of quantum mechanics [9]. Furthermore,
experimental advances in the control of single quantum
systemshas achieved amaturity such that precise control
over qubit interactions is achieved in many different se-
tups [10]. Consequently, acquiring a thoroughly under-
standing and an accurate description of the open system
dynamics of coupled qubits is a timely problem. Addi-
tionally, coupled qubits also appear in very complex en-
vironments such as in naturally occurring coupled chro-
mofores supporting single excitons in pigment-protein
complexes [11–13] or in conjugated polymer samples
[14].
In this contribution, we perform the microscopic
derivationof amaster equation taking into account, from
the start, the collective effects of a common reservoir
and the XY interaction between the qubits. We then
throughly compare results predicted by the obtained
generalizedmaster equation to that predicted using phe-
nomenological models. This work is organized as fol-
lows. In Section II, we do the microscopic derivation of
2the master equation for two XY-coupled qubits in inter-
action with a common memoryless reservoir. In Section
III, we particularize it for the case of two atoms in free
spacewhich are also subjected to an externally controlled
XY interaction. For this system, we study the popula-
tions in the collective basis in Section IV, and we obtain
the fluorescence spectrum in Section V. In Section VI, we
summarize our results. In order to clarify the exposition
of the ideas, we reservedAppendixA to present themost
lengthy expressions and also the results already known
in the literature.
II. GENERALIZED MASTER EQUATION
In this work, we will be interested in the study two
qubits coupled bymeans of a XY interaction. TheHamil-
tonian describing the closed system dynamics reads
HS =
~ω1
2
σz1 +
~ω2
2
σz2 − ~g(σx1σx2 + σy1σ
y
2
), (2)
where ωi is the angular frequency of qubit i, which un-
dergoes transitions |g〉i ⇋ |e〉i, the σ’s are the usual Pauli
matrices, and g is the XY coupling constant. By defining
J = 2g and using σ+
i
= |g〉i〈e| (σ−i = [σ+i ]†), we can rewrite
(2) as
HS =
~ω1
2
σz1 +
~ω2
2
σz2 − ~J(σ+1σ−2 + σ−1 σ+2 ), (3)
which is the form used from now on. This form of cou-
pling between the qubits is also known as dipole-dipole
coupling in the electromagnetic context.
The simplest phenomenological approach for this sys-
tem consists of using a master equation of the form
∂tρ =
1
i~
[H
(1)
S
, ρ] +L1(ρ) +L2(ρ), (4)
where Hamiltonian H
(1)
S
contains the XY interaction be-
tween the qubits and aLambshift term for eachqubit due
to individual couplingwith a reservoir. LiouvillianLi(ρ)
contains only operators acting on qubit i. The actual
form of H
(1)
S
and Li(ρ) are given in Appendix A, equa-
tions (A1) and (A2), respectively. Each Liouvillian Li(ρ)
on the right-hand side of (4) has been derived micro-
scopically in the framework of a different physical prob-
lem where the system is composed by just one qubit in
contact with its reservoir. Then, predictions made with
(4) might deviate greatly from the observations for not
taking the qubit-qubit coupling into consideration in its
derivation. Master equation (4) is also expected to fail
when collective effects arising from coupling to the same
reservoir are involved.
Amore elaborated phenomenological approach could
make use of a master equation of the form
∂tρ =
1
i~
[H
(2)
S
, ρ] +L12(ρ) +L†12(ρ) +
2∑
i=1
Li(ρ), (5)
where the Hamiltonian H
(2)
S
contains individual and col-
lective Lamb shifts, being the latter a kind of coherent
interaction between the qubits induced by the common
reservoir. In this case, the Liouvillians were deduced
with decoupled qubits (J = 0) in a single common or
shared bosonic environment [15]. This shared reservoir
induced a collective Liouvillian L12 acting on the state
of both qubits, besides an already mentioned coherent
interaction entering H(2)
S
. Expressions forH(2)
S
andL12(ρ)
can be found in the Appendix A, in equations (A5) and
(A6), respectively. Also, in order to obtain (5) in this con-
cise form, onemakes the approximationΛ(-)12ωi ≈ Λ(-)12ω0 and
Ω
(-)
12ωi
≈ Ω(-)12ω0 , where Λ(-)12µ andΩ(-)12µ are defined in (A6) and
(A7), respectively, andω0 = (ω1 +ω2)/2 [15]. This is pos-
siblewhen the difference between the atomic frequencies
|ω1 − ω2| are much smaller than the average atomic fre-
quency ω0 [15]. Clearly, this is the case when dealing
with qubits of the same nature having comparable tran-
sition frequencies. This master equation can be a good
approximation only if the externally induced XY inter-
action between the qubits is weak enough. If this is not
the case, the equilibrium state of the composite system is
not guaranteed to be equal of that of the non interacting
system [17]. It is to properly deal with strongly coupled
qubits in the presence of a shared memoryless reservoir
that in this work we derive a master equation from ami-
croscopic model that takes into account the qubit-qubit
coupling.
Let us then consider a system S formed by a pair
of XY-coupled qubits, and a reservoir R consisting of a
collection of independent harmonic oscillators. We will
denote ρT(t) the density operator for S ⊗ R, and define
the reduceddensity operator ρ(t) obtained by tracing out
the reservoir ρ(t) = trR[ρT(t)]. The Schrödinger equation
for ρT(t) reads
∂tρT =
1
i~
[H, ρT], (6)
where H = HS +HR +HSR, with HS given by (3), and
HR =
∑
k,λ
ωka
+
k,λak,λ, (7)
HSR =
∑
k,λ
(σ+1κ1;k,λ + σ
+
2κ2;k,λ)ak,λ +H.c., (8)
where ωk is the angular frequency of oscillator k, κi;k,λ is
a coupling constant (for the moment unspecified), and
λ may account for polarization in the case of the elec-
tromagnetic vacuum. By moving (6) to the interaction
picture [(˜⋄) = e i/(HS+HR)t (⋄) e−i/(HS+HR)t], formally integrat-
ing the result, and iterating it one time, one obtains [1]
∂tρ˜T = ρ˜T(0) +
1
i~
[H˜SR(t), ρ˜T(0)]
− 1
~2
∫ t
0
dt′[H˜SR(t), [H˜SR(t′), ρ˜T(t′)]]. (9)
3Assuming no correlations between S and R at t = 0, we
can write ρT(0) = ρ(0) ⊗ ρR(0), where ρR(0) is the initial
reservoir density operator. The state of the reservoir
will be chosen to be equilibrium state of independent
oscillators at temperature T = 0K (vacuum). Now, by
tracing out the reservoir in (9), and performing the Born
and Markov approximations [1, 15] one gets
∂tρ˜ = − 1
~2
∫ t
0
dt′tr
{
[H˜SR(t), [H˜SR(t
′), ρ˜(t)ρR(0)]]
}
. (10)
Finally, by writing the transformed interaction Hamilto-
nian as H˜SR = ~
∑
i s˜iΓ˜i, where si acts on S and Γi acts on
R, and changing variables (τ = t − t′), we may rewrite
(10) as
∂tρ˜ =
∑
i j
∫ t
0
dτ{[˜s j(t − τ)ρ˜(t)˜si(t) − s˜i(t)˜s j(t − τ)ρ˜(t)]〈˜Γi(t)˜Γ j(t − τ)〉R + [˜si(t)ρ˜(t)˜s j(t − τ) − ρ˜(t)˜s j(t − τ)˜si(t)]〈˜Γ j(t − τ)˜Γi(t)〉R}.
(11)
Equation (11) is quite general, and it sets the ground
for working out different master equations depending
on the microscopic model at hand. In our case, follow-
ing (8), we must have s1 = σ−1 , s2 = σ
+
1
, s3 = σ−2 , s4 =
σ+
2
, and Γ1 =
∑
k,λ κ
∗
1;k,λ
a+
k,λ
, Γ2 =
∑
k,λ κ1;k,λak,λ, Γ3 =∑
k,λ κ
∗
2;k,λ
a+
k,λ
, Γ4 =
∑
k,λ κ2;k,λak,λ. For HS given by (3),
which contains the XY interaction, and HR given by (7),
which is the common reservoir, we find
s˜1(t) = θ
∗
1(t)σ
−
1 + θ
∗
2(t)σ
z
1σ
−
2 , (12)
s˜2(t) = θ1(t)σ
+
1 + θ2(t)σ
z
1σ
+
2 , (13)
s˜3(t) = φ
∗
1(t)σ
−
2 + θ
∗
2(t)σ
−
1σ
z
2, (14)
s˜4(t) = φ1(t)σ
+
2 + θ2(t)σ
+
1σ
z
2, (15)
where
θ1(t) = δe
−iβt + γeiαt (16)
θ2(t) =
J
∆
(eiαt − eiβt) (17)
φ1(t) = γe
−iβt + δeiαt (18)
with
∆ =
√
4J2 + (ω1 − ω2)2, (19)
α = (∆ + ω1 + ω2)/2, (20)
β = (∆ − ω1 − ω2)/2, (21)
γ = (∆ + ω1 − ω2)/(2∆), (22)
δ = (∆ − ω1 + ω2)/(2∆), (23)
and, for the reservoir operators, we find
Γ˜1 =
∑
k,λ κ
∗
1;k,λ
a+
k,λ
eiωkt, Γ˜2 =
∑
k,λ κ1;k,λak,λe
−iωkt, Γ˜3 =∑
k,λ κ
∗
2;k,λ
a+
k,λ
eiωkt, Γ˜4 =
∑
k,λ κ2;k,λak,λe
−iωkt.
It is already possible to notice that the presence of
the XY interaction between the qubits will bring new
terms not present in (5). For example, let us consider
the time evolution of s˜1(0) = σ−1 . According to (12), the
J−coupling causes the appearance of a new term which
is proportional to σz
1
σ−2 , absent in (5). From (19) to (23),
one can also see that the frequencies and coefficients
appearance in (11) stronglydependon J. Innext sections,
wewill see how these new terms influence the dynamics
and spectrum of the system.
By considering a memoryless reservoir, the integrand
in (11) is not negligible only for very short times com-
pared with time scale for the evolution of ρ˜. Then, we
can extend the upper integration limit to infinity, and
perform the integrations in τ using
∫ ∞
0
exp(±iξτ)dτ = πδ(ξ) ± iP1
ξ
, (24)
where P denotes the Cauchy principal value. In our
case, ξ stands for ωk ± α and ωk ± β. We also make the
usual transition to the continuum [1], what allows us
to integrate the reservoir variables in k. After all these
integrations, (11) becomes
4∂tρ =
1
i~
[ρ,HS] +
∑
i j
(
Ai j σ−i ρσ+j +Bi j σ+i σ−j ρ +B∗i j ρσ−i σ+j
)
+
∑
i, j
(
Ci jσzi σ−j ρσ+i +Di jσzi σ−j ρσ+j + Ei jσ+i σ−i σzjρ + Fi jσ−i σ+i σzjρ +H.c.
)
,
(25)
where HS is given by (3) and the coefficients Ai j,
Bi j, Ci j, Di j, Ei j and Fi j are defined in (A15) in Ap-
pendix A. We presented (25) already in the original
Schrödinger picture, i.e., we have performed (⋄) =
e−i/~(HS+HR)t (˜⋄) e i/~(HS+HR)t. This is themaster equationmi-
croscopically deduced for two qubits coupled through
a XY interaction in the presence of a common bosonic
reservoir at T = 0K.
Master equation (25) contains the local decays Li
present in (4) and (5) and the collective decays L12
present only in (5). However, these terms have coef-
ficients which now depend on J. All coherent Lamb-
shifts, including an induced dipole-dipole coupling, are
present in the imaginary part of the coefficients in (25).
One can see that (25) contains phase elements, through
the presence of the operator σz
i
, something missing in (4)
and (5). These terms are accompanied by coefficientsCi j,
Di j, Ei j and Fi j which, as expected, goes to zero at the
limit of decoupledqubits, but affect the systemdynamics
for finite J.
In order to objectively compare the results predicted
by (25) with that predicted (4) or (5), we know work
within an specific example. In next section, we will con-
sider two XY-coupled atoms interactingwith the electro-
magnetic vacuum. We will suppose that the XY interac-
tion is externally controlled by some mechanism such a
the one presented in [18]. The precise mechanism lead-
ing to this qubit-qubit coupling will not concern us here.
III. TWO COUPLED ATOMS IN THE
ELECTROMAGNETIC VACUUM
Wenowparticularize to the case inwhich the reservoir
described by (7) is the electromagnetic vacuum. In this
case, atom i is coupled to the reservoir through [1]
κi;k,λ = −ieik·ri
√
ωk
2~ǫ0V
ek,λ · di, (26)
where di is the electric dipole of atom i, and the sum-
mation in (7) extends over all free space electromagnetic
field modes with wavevectors k (angular frequency ωk)
and polarizations λ. The atom i is positioned at ri and
V is the quantization volume. In order to change to a
continuum, wewill need a density of states g(k) for each
polarization λ [1]
g(k)d3k =
ω2V
8π3c3
dωk sinθdθdφ, (27)
where we dropped the index k in ωk. Using (26) and
(27), and assumingparallel atomicdipoles,we calculated
(A7) and (A8) obtaining
Ω
(±)
i jµ =
 ∓ 32
|di||d j |µ3
3πǫ0~c3
[
sin2(Θ) sin(χµ)/χµ + (1 − 3 cos2Θ)
(
cosχµ
χ2µ
− sinχµ
χ3µ
) ]
, if µ < 0,
0, if µ > 0,
(28)
and
Λ
(±)
i jµ =

∓ 38
|di ||d j ||µ|3
3πǫ0~c3
{
(1 − 3 cos3Θ)
(
sin |χµ |
χ2µ
+
cosχµ
|χµ |3 ± 2π
[
F2(|χµ |)
χ2µ
+
F1(|χµ |)
|χµ |3
])
± sin2Θ
(
cosχµ
|χµ | +
2
π
[
1
χ2µ
− F1(|χµ |)|χµ |
])}
, if µ > 0,
∓ 38
|di ||d j ||µ|3
3πǫ0~c3
{
(1 − 3 cos3Θ)
(
sin |χµ |
χ2µ
+
cosχµ
|χµ |3 ∓ 2π
[
F2(|χµ |)
χ2µ
+
F1(|χµ |)
|χµ |3
])
∓ sin2Θ
[
cosχµ
|χµ | +
2
π
[
1
χ2µ
− F1(|χµ |)|χµ |
]]}
, if µ < 0.
(29)
In these expressions, µ can either be α or β given by (20)
and (21), respectively, and χµ ≡ µr12/c, where r12 is the
atom-atom distance defined as r12 = |r1 − r2|. Θ is the
5angle between the electric dipole of each atom (assumed
to be parallel) and r12 = r1 − r2. Also,
F1(ξ) = sin(ξ)Ci(ξ) − cos(ξ)Si(ξ), (30)
F2(ξ) = − sin(ξ)Si(ξ) − cos(ξ)Ci(ξ), (31)
where Si[Ci] is the sine [cosine] integral function.
The terms Ω(±)iµ can be calculated by using Ω
(±)
iµ = Ω
(±)
iiµ
(A9). However, the individual lamb-shift termsΛ(±)iµ eval-
uated with Λ(±)iµ = Λ
(±)
iiµ (A10) are, in the scope of this
nonrelativistic theory, mathematically divergent. It is
possible to give them a finite value through introducing
a frequency cutoff ωc and including the counter rotating
terms. The result is [19, 20]
Λ
(±)
iµ =
1
2π
|di|2µ3
3πc3~ǫ0
ln
[∣∣∣∣∣ωc|µ| − 1
∣∣∣∣∣
(
ωc
|µ| + 1
)]
. (32)
From the practical side though, there is no much worry
because these Lamb-shifts can be seen as renormalized
atomic frequencies which are, as we all know, finite.
If we consider that ω1 = ω2 and d1 = d2, some
quantities become identical to both atoms, specially
ω0 = ω1 = ω2, which allows us to define Λ(±) ≡ Λ(±)1 = Λ(±)2
and Ω(±) ≡ Ω(±)1 ≡ Ω(±)2 , where Λ(±)i and Ω(±)i are given by
(A11) and (A12), respectively. By using (A15) and (25),
we then obtain the following master equation describing
two identical atoms, with parallel dipole moments, and
coupled by means of an external XY interaction
∂tρ =
1
i~
[H
(3)
S
, ρ] +
Ω(+)
2
2∑
i=1
(
2σ−i ρσ
+
i − {σ+i σ−i , ρ}
)
+
2∑
i, j=1
i, j
{1
2
(Ω(+)12 −Ω(-))(2σ−j ρσ+i − {σ+i σ−j , ρ}
)
+
Ω
(-)
12
2
(
σzi σ
−
j ρσ
+
j + σ
−
i ρσ
+
i σ
z
j − {σ+i σ−i σzj , ρ}
)
+
iΛ(+)12
2
(
σzi σ
−
j ρσ
+
j − σ−j ρσzi σ+j − [σ+i σ−i σzj , ρ]
)
+
Ω(-)
2
(
σzi σ
−
j ρσ
+
i + σ
−
i ρσ
z
i σ
+
j + 2σ
−
i ρσ
+
j
)
+
iΛ(+)
2
(
σzi σ
−
j ρσ
+
i − σ−i ρσzi σ+j
)}
,
(33)
where Hamiltonian H
(3)
S
is given by
H
(3)
S
=
1
2
~(ω0 + Λ
(-)/2)(σz1 + σ
z
2)
−~
[
J +
1
2
(Λ(+) −Λ(-)12)
]
(σ+1 σ
−
2 + σ
−
1 σ
+
2 ), (34)
with Λ(±)12 and Ω
(±)
12 are given by (A13) and (A14). It is this
master equationwhich will now be studied in detail. We
will see the role played by J in the dynamics and fluo-
rescence spectrum of the system, contrasting the results
obtainedwith (33) and the phenomenological models (4)
and (5).
It is important to emphasize that master equation (33)
reduces to (5) when J → 0, and (5) reduces to (4) when
r12 ≫ λ, whereλ = 2πc/ω0. Therefore,when the XY cou-
pling constant g in (2) or J in (3) is weak enough, master
equation (5) is expected to become a good approxima-
tion to the generalised master equation (33) which was
obtained here. At the same token, if J is weak enough
and the atoms are sufficiently far apart, master equation
(4) is likely to be a good approximation for (5) and (33).
In next sections, we will compare predictionsmade with
these models, and we will see that for moderate J the
differences are big enough to be experimentally testable.
IV. POPULATIONS
Webegin this sectiondefining the collective states, also
known as “molecular” eigenstates or “exciton” basis.
They are given by
|ε〉 =|ee〉,
|1〉 =|gg〉,
|s〉 = |eg〉 + |ge〉√
2
,
|a〉 = |eg〉 − |ge〉√
2
.
(35)
These are the eigenstates of the XY Hamiltonians (2)
and (3), and they provide a natural basis for discussing
symmetries and spectrum of multiatom systems [15].
We will now then rewrite the master equation (33) in
this basis, and to achieve this, it is convenient to define
collective operators Ai j = |i〉〈 j|, where i, j = {ε, 1, a, s}.
These collective operators are related to the individual
atomic ones by
σ+1 = σ
+
1 ⊗ 12 =
1√
2
(Aεs − Aεa + As1 + Aa1),
σ+2 = 11 ⊗ σ+2 =
1√
2
(Aεs + Aεa + As1 − Aa1).
(36)
6Now, we simply substitute (36) in (33) to obtain
∂tρ =
1
i~
[H(4)
S
, ρ] +L aρ +L sρ, (37)
where H
(4)
S
is given by
H
(4)
S
= ~ω′(Aee − Agg) + ~J(−)Aaa − ~J(+)Ass, (38)
with
J(±) = J +
1
2
(Λ(+) −Λ(-)12 ± 2Λ(+)12 ), (39)
and
ω′ = ω0 +
Λ(-) + Λ
(+)
12
2
. (40)
In (37), we also used L aρ and L sρ defined as
L aρ = − 1
2
(Ω(+) −Ω(+)12 )
[
(Aaa + Aεε)ρ + ρ(Aaa + Aεε) − 2(Aaε − A1a)ρ(Aεa − Aa1)
]
− 1
2
(Ω(-) −Ω(-)12)
[
(Aaa − Aεε)ρ + ρ(Aaa − Aεε) − 2(A1aρAa1 − AaeρAεa)
]
+ i(Λ(+) −Λ(+)12 )(AaερAa1 − A1aρAεa),
(41)
and
L sρ = − 1
2
(Ω(+) +Ω(+)12 )
[
(Ass + Aεε)ρ + ρ(Ass + Aεε) − 2(Asε + A1s)ρ(Aεs + As1)
]
− 1
2
(Ω(-) +Ω(-)12)
[
(Aεε − Ass)ρ + ρ(Aεε − Ass) − 2(AsερAεs − A1sρAs1)
]
+ i(Λ(+) + Λ(+)12 )(AsερAs1 − A1sρAεs),
(42)
respectively. It is clear that L sρ describes passage
through the symmetric state |s〉, or the symmetric chan-
nel (|ε〉− |s〉− |1〉),whileL aρ describes the antisymmetric
channel (|ε〉 − |a〉 − |1〉). By writing (33) in the molecular
basis and obtaining (37), we are then able to study these
channels, which are represented in Figure 1.
From now on, calculations made with master equa-
tions (4), (5), and (33) will be denoted ρ(1), ρ(2), and ρ(3),
respectively. Atoms initiallyprepared in the excited state
|ε〉will decay to the ground state |1〉 through both chan-
nels, but with different rates. The study of these decay
channels will serve well to highlight the different be-
haviors predicted by (4), (5), and (33). Figure 2 shows
the populations ρs of level |s〉 and ρa of level |a〉, given
the system was initially prepared in the excited state
|e〉. In these plots, we used r12/λ = 0.2 and J/ω0 = 0.6.
The probabilities are shown as functions of Γt, where
Γ = |d|2ω3
0
/(3πc3~ǫ0) is the atomic decay constant in the
absence of another atom.
In this illustrative case, i.e for r12/λ = 0.2 and J/ω0 =
0.6, which are very reasonable values, there is no dif-
ference between the populations of the symmetric and
antisymmetric states according to (4). For (5), the sym-
metric channel is more accessed than the antisymmetric
one. For the generalised master equation (33), the result
is quite remarkable. The system practically decays by
using only the symmetric channel. The antisymmetric
channel is very low populated for these parameters.
V. FLUORESCENCE SPECTRUM
In the previous section, we showed that the dynamics
governed by the generalizedmaster equation (33) can be
quite different then the one predictedby phenomenolog-
ical models. Now, we also investigate spectrum of the
system. Although mismatches between master equa-
tions (4), (5), and (33) are not so drastic in this case, there
are still differences which could be measured, especially
by varying J externally. To be more specific, we will
study the fluorescence spectrum of this atomic system.
This quantity measures the number of photons emitted
by the atoms into the vacuum field modes as a function
of the frequency of the modes [15].
The fluorescence spectrum is evaluated as the real part
of the Fourier transform of the two-time first-order cor-
relation function 〈E(−)(R, t)E(+)(R, t + τ)〉 for the positive
7Figure 1: Collective states of the Hamiltonian (38). The en-
ergies of the symmetric and antisymmetric states are shifted
asymmetrically by the “dressed” coupling functions J(±) given
by (39) which are dependent on the XY coupling strength as
well as on the relative atomic distance. The angular frequency
ω′ is given by (40). The sequence |ε〉−|a〉−|1〉 represents the an-
tisymmetric channel while the sequence |ε〉−|s〉−|1〉 represents
the symmetric channel.
Figure 2: Probability of the system initially prepared in |ε〉 to be
found in the symmetric state ρ(i)s or in the antisymmetric state
ρ(i)a for models (4), (5), and (33), denoted by ρ
(1), ρ(2), and ρ(3),
respectively. We are considering r12/λ = 0.2 and J/ω0 = 0.6.
E(+) and negative E(−) frequency components of the elec-
tric field operator at the position R of the detector [15].
We can write the steady-state fluorescence spectrum as
[15]
S(ω) = Re
∫ ∞
0
dτ lim
t→∞
∑
i j
Ω
(-)
i jω0
〈σ+i (t)σ−j (t + τ)〉eiωτ. (43)
The fluorescence spectrum can be decomposed into co-
herent and incoherent components. The incoherent com-
ponent of the spectrum SI(ω) is obtained by subtracting
the coherent component from the fluorescence spectrum
as
SI(ω) = Re
∫ ∞
0
dτ lim
t→∞
∑
i j
Ω
(-)
i jω0
[〈σ+i (t)σ−j (t + τ)〉
−〈σ+i (t)〉〈σ−j (t + τ)〉]eiωτ. (44)
Under the presence of the driving field, the system
Hamiltonian becomes HF = H
(4)
S
+HL,with
HL =
i~
2
√
2
2∑
i=1
[
ΩL(ri)σ
−
i e
iωLt −H.c.
]
=
i~
4
[
(ΩL(r1) +ΩL(r2))(Asε + A1s)e
iωLt
+(ΩL(r2) −ΩL(r1))(Aaε − A1a)eiωLt −H.c.
]
, (45)
where ΩL(ri) is essentially the Rabi frequency for atom
i. In the specific case of ΩL(r2) = ΩL(r1), which will be
considered from now on, it is clear from (45) that the
driving laser field can only interact with the symmetric
channel. In this case, and by moving to an interaction
picture defined by H˜L = exp(iH
(4)
S
t/~)HL exp(−iH(4)S t/~),
one obtains
H˜L =
i~ΩL
2
[Asee
−i(ω′+J(+)−ωL)t − Aese+i(ω′+J(+)−ωL)t
+Agse
−i(ω′−J(+)−ωL)t − Asge+i(ω′−J(+)−ωL)t], (46)
where ΩL ≡ ΩL(r2) = ΩL(r1). Essentially, (A1) and (A5)
transforms in the same way as (45) but with different
frequencies.
Let us start by considering ωL = ω′ − J(+), which is the
case depicted in the Figure (3) panel (a). From (46), we
can see that terms like Ase and Aes can, in principle, be
ignored by means of the rotating wave approximation
(RWA). If this is really the case, for the system initially
prepared in |1〉, a laser could only (or with great proba-
bility) induce transitions between the symmetrical and
ground states. From Figure 4, we can see that this is in-
deed the case. As a direct consequence of this coupling
between |g〉 and |s〉, the system is driven to a steady state
which is different from |g〉 allowing us to obtain a spec-
trum. For ωL = ω′ + J(+), the situation is depicted in
Figure 3 panel (b). Now, similar arguments used be-
fore show that Ags and Asg will be not important in (46).
So, regardless the initial state preparation, if the system
reaches the ground state, the laser will not be able to
move it from there. Consequently, there is no steady
state other than |g〉. This situation is presented in the
Figure (5), where the system is considered to be initially
prepared in the excited state |ε〉.
So, for the case of interest, where ωL ≈ ω′ − J(+), we
can write the effective Hamiltonian
HeffF =
δ′~
2
σZsg + i~
ΩL
2
(A1se
iωLt − As1e−iωLt), (47)
where we defined the detuning δ′ = ω′ − J(+) and
σZsg = Ass − A11. We can see that the system behaves
8Figure 3: Energy diagram of the system. I the part (a) the laser
frequency isωL = ω′− J(+). In part (b) the frequency of the laser
is ωL = ω
′ + J(+). In this picture ∆J ≡ J(−) − J(+).
Figure 4: Probability of the system initially prepared in |1〉
to be found in the ground ρ(3)1 , excited ρ
(3)
ε , symmetrical ρ
(3)
s
or antisymmetric ρ(3)s states. The driving field frequency is
ωL = ω′ − J(+). In this plot, we used J/ω0 = 0.1,ΩL/ω0 = 10 and
r12/λ = 0.2.
as a two-level system being driven by a laser field with
Rabi frequency ΩL. As mentioned before, this will also
be the case with (A1) and (A5) but with different detun-
ings involved.
In Figure (6), it is shown the incoherent fluorescent
spectrum (44) calculated with master equations (4), (5),
and (33), again identified by ρ(1), ρ(2), and ρ(3), respec-
tively. In all cases, we obtain the expected Mollow or
Stark triplet [21]. This triplet is depicted in Figure (7).
The physical explanation for the formation of this triplet
is well known [16], and it is given by using the dressed
atom picture and treating the laser quantum mechani-
cally. From Figure (6), we can see that (4), (5), and (33)
lead to different spectra and that these differences can
still be detected by varying J. An experiment can, in
principle, be conceived to measure the intensity of the
central peak as a function of J, in some arbitrary units,
and then check which model fits better. Given that our
generalized master equation (33) is based on a micro-
scopic model which takes the J coupling from the start,
we believe it to give more accurate answers than (4) or
(5).
Figure 5: Probability of the system initially prepared in |ε〉
to be found in the ground ρ(3)1 , excited ρ
(3)
ε , symmetrical ρ
(3)
s
or antisymmetric ρ(3)s states. The driving field frequency is
ωL = ω′ + J(+). In this plot, we used J/ω0 = 0.1,ΩL/ω0 = 10 and
r12/λ = 0.2.
Figure 6: Incoherent fluorescent spectrum for different values
of the coupling J. In this figure, we consider r12/λ = 0.2 and
ΩL/ω0 = 10 and ωL = δ′ − J(+).
VI. CONCLUSIONS
We have derived a master equation describing two
dissipative XY-coupled qubits taking into account the
qubit-qubit interaction in the microscopic model. We
then applied this development to atomic physics where
we discussed the dynamics of populations and the flu-
orescence spectrum. We highlighted instances where
thephenomenologicalmodels, which consider the qubit-
qubit coupling only a posteriori, lead to different predic-
tions when compared to the microscopic model devel-
oped here. In particular, we studied the populations of
the eigenstates of the XY Hamiltonian and the fluores-
cence spectrum.
It would be interesting to see similar investigations in
other physical setups which are traditionally described
by using phenomenological master equations. One
could, for instance, study the microscopic derivation of
master equations for the many generalizations of the
Jaynes-Cummings model, including multilevel atoms
9Figure 7: Splitting of the states by the Stark effect. Allowed
spontaneous transitions between uncoupled states (on the left)
and dressed states (on the right). In this picture, δ′′ = δ′ − ωL
andΩ =
√
(δ′′)2 + Ω2L and |N〉 is the Fock state for the quantized
laser field [16].
[22], external fields [23], multi-atom configurations [24],
and multi-photon transitions [25], just to mention a few
examples. In all these cases, one could perform simi-
lar studies as the one developed here and in [7], trying
to obtain master equations obtained with microscopic
models which already include the generalized Jaynes-
Cummings Hamiltonians from the beginning.
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Appendix A
In this Appendix, we present the Hamiltonians, Li-
ouvillians and coefficients necessary to work with the
phenomenological master equations (4), (5) andwith the
generalized master equation (25). For (4), one needs
H
(1)
S
=
1
2
~(ω1 + Λ
(-)
ω1
)σz1 +
1
2
~(ω2 + Λ
(-)
ω2
)σz2
−~J(σ+1σ−2 +H.c.), (A1)
and
Li(ρ) =
Ω(-)ωi
2
(
2σ−i ρσ
+
i − {σ+i σ−i , ρ}
)
, (A2)
with spontaneous decay rate Ω(-)ωi and Lamb shift Λ
(-)
ωi
given by
Ω(-)ωi = 2π
∑
λ
∫
dkg(ωk)|κi;k,λ|2δ(ωk − ωi), (A3)
and
Λ(-)ωi =
∑
λ
∫
dk
g(ωk)|κi;k,λ|2
ωi − kc , (A4)
respectively. In these expressions, g(ωk) is a density of
states, κ
i;k,λ
is a coupling constant (for the moment un-
specified), and i = {1, 2}. For the phenomenological mas-
ter equation (5), one also needs
H
(2)
S
=
1
2
~(ω1 + Λ
(-)
ω1
)σz1 +
1
2
~(ω2 + Λ
(-)
ω2
)σz2
−~
[
(J −Λ(-)12ω0)σ+1σ−2 +H.c.
]
, (A5)
and
Li j(ρ) =
Ω
(-)
i jω0
2
(
2σ−i ρσ
+
j − {σ+i σ−j , ρ}
)
, (A6)
where the collective parameters are given by
Ω
(±)
i jµ = 2π
∑
λ
∫
dkg(ωk)κi;k,λκ
∗
j;k,λδ(kc ± µ), (A7)
and
Λ
(±)
i jµ =
∑
λ
∫
dk
g(ωk)κi;k,λκ
∗
j;k,λ
µ ± kc , (A8)
respectively. In (A5) and (A6), we use (A7) and (A8)
with µ = ω0 where ω0 ≡ (ω1 + ω2)/2. In the following,
we keep using (A7) and (A8), but with µ assuming other
forms depending on the model.
In order to use (25), one needs the coefficientsAi j, Bi j,
Ci j, Di j, Ei j and Fi j. For this, it is convenient to first
define
Ω
(±)
iµ ≡ Ω(±)iiµ , (A9)
Λ
(±)
iµ ≡ Λ(±)iiµ , (A10)
and also
Λ
(±)
i = (Λ
(-)
iα ±Λ(+)iβ ), (A11)
Ω
(±)
i =
1
2
(Ω(-)iα ±Ω(+)iβ ), (A12)
Λ
(±)
12 = (Λ
(-)
12α ±Λ(+)12β), (A13)
Ω
(±)
12 =
1
2
(Ω(-)12α ±Ω(+)12β), (A14)
with µ = {α, β}, where α and β are given by (20) and (21),
respectively. Now, we can present the definitions ofAi j,
Bi j, Ci j,Di j, Ei j and Fi j
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A11 = γΩ(-)1α + δΩ(+)1β ,
A22 = δΩ(-)2α + γΩ(+)2β ,
A12 = Ω(+)*12 + i
(ω1 − ω2)
∆
Λ
(+)*
12 ,
A21 = A∗12,
B11 = G5|θ1(t)|2 + G6|θ2(t)|2
B22 = G5|θ2(t)|2 + G6|φ1(t)|2
B21 = i(δΛ(+)*12β − γΛ(-)*12α) −
1
2
(δΩ(+)*12β + γΩ
(-)*
12α) +
J
∆
[
Ω
(-)
2 + iΛ
(+)
2
]
,
B12 = i(γΛ(+)12β − δΛ(-)12α) −
1
2
(δΩ(-)12α + γΩ
(+)
12β) +
J
∆
[
Ω
(-)
1 + iΛ
(+)
1
]
,
C12 = J
∆
[
Ω
(-)
1 + iΛ
(+)
1
]
,
C21 = J
∆
[
Ω
(-)
2 + iΛ
(+)
2
]
,
D12 = J
∆
[
Ω
(-)*
12 + iΛ
(+)*
12
]
,
D21 = J
∆
[
Ω
(-)
12 + iΛ
(+)
12
]
,
E12 = G1θ∗1(t)θ2(t) + G2|θ1(t)|2 + G3|θ2(t)|2,
E21 = G1φ1(t)θ∗2(t) + G2|θ2(t)|2 + G3|φ1(t)|2,
F12 = G4θ1(t)θ∗2(t),
F21 = G4φ∗1(t)θ2(t), (A15)
where the auxiliary functions Gi are giving by
G1 = θ2(t)
(
γeitβΦ(-)2β + δe
−itαΦ(+)2α
)
− θ1(t)
(
γeitβΦ(-)12β + δe
−itαΦ(+)12α
)
+
J
∆
[
θ1(t)(e
−itαΦ(+)1α − eitβΦ(-)1β) − θ2(t)(e−itαΦ(-)*12α − eitβΦ(+)*12β )
]
G2 = −θ1(t) J
∆
(
e−itαΦ(+)12α − eitβΦ(-)12β
)
− θ2(t)
(
δeiβtΦ(+)*12β + γe
−iαtΦ(-)*12α
)
G3 = −φ1(t) J
∆
(
e−itαΦ(-)*12α − eitβΦ(+)*12β
)
− θ2(t)
(
γeiβtΦ(-)12β + δe
−iαtΦ(+)12α
)
G4 = θ2(t)
(
δeitβΦ(-)1β + γe
−itαΦ(+)1α
)
− φ1(t)
(
δeitβΦ(+)*12β + γe
−itαΦ(-)*12α
)
+
J
∆
[
φ1(t)(e
−itαΦ(+)2α − eitβΦ(-)2β) − θ2(t)(e−itαΦ(+)12α − eitβΦ(-)12β)
]
G5 = −θ1(t)
(
δeiβtΦ(-)1β + γe
−itαΦ(+)1α
)
− θ2(t) J
∆
(
e−iαtΦ(+)2α − eitβΦ(-)2β
)
G6 = −φ1(t)
(
γeiβtΦ(-)2β + δe
−itαΦ(+)2α
)
− θ2(t) J
∆
(
e−iαtΦ(+)1α − eitβΦ(-)1β
)
(A16)
with
Φ
(±)
iα =
1
2
Ω
(-)
iα ± iΛ(-)iα ,
Φ
(±)
iβ =
1
2
Ω
(+)
iβ ± iΛ(+)iβ ,
Φ
(±)
12α =
1
2
Ω
(-)
12α ± iΛ(-)12α
Φ
(±)
12β =
1
2
Ω
(+)
12β ± iΛ(+)12β (A17)
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