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Abstract
This article presents a simplicial branch and duality bound algorithm for globally solving the sum of convex–convex ratios
problem with nonconvex feasible region. To our knowledge, little progress has been made for globally solving this problem so far.
The algorithm uses a branch and bound scheme where the Lagrange duality theory is used to obtain the lower bounds. As a result,
the lower-bounding subproblems during the algorithm search are all ordinary linear programs that can be solved very efficiently.
It has been proved that the algorithm possesses global convergence. Finally, the numerical experiments are given to show the
feasibility of the proposed algorithm.
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1. Introduction
Many problems arising in engineering, economics, management science, and other disciplines can be stated as the
following optimization problem [9]:
(P) max
p∑
j=1
n j (x)
d j (x)
,
s.t. x ∈ Z ,
where Z is a nonempty closed set in Rn , and for each j = 1, . . . , p, n j and d j are real-valued functions defined on
Z such that d j (x) > 0 for all x ∈ Z .
In the special case with p = 1, i.e. the single ratio fractional programming problem (P) is first considered as
follows. If n1 is convex and d1 is concave, the problem (P) is a quasiconvex maximization; if n1 is concave and d1
is convex, the problem (P) is a quasiconcave maximization. Many algorithms are available for solving (P) in these
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cases. However, when both n1 and d1 are convex, the problem (P) is neither convex nor concave, hence is much more
difficult. Recently, some special single ratio problems, that is, n1 and d1 are all convex (or convex quadratic) while
Z is nonempty compact convex (or polytope), were studied in [4,6,10] and [15], respectively, and the corresponding
algorithms have been presented.
When p ≥ 2, the problem (P) is called the sum of ratios problem that has been studied by many researchers
(for example, [2,3,16,11]). Most of the corresponding theoretical and algorithmic work in the sum of ratios problem
applies only to the sum of linear ratios with linear constraints. Recently, for the sum of nonlinear ratios problem,
Freund and Jarre [14] proposed an interior-point approach for the convex–concave ratios with convex constraints;
Benson [5,7] gave a convex relaxation method and a concave envelopes method for the concave–convex ratios with
convex constraints, respectively. However, since their algorithms are based on the structure of the convex–concave (or
concave–convex) ratios, it is difficult to apply these methods directly to the following problem to be considered in this
paper, which is called as the sum of convex–convex ratios problem (SCCR) with nonconvex constraints.
In this article, we are concerned with the global optimization problem:
(SCCR) max
p∑
j=1
n j (x)
d j (x)
,
s.t. x ∈ Z , {x ∈ Rn | Ax ≤ b, fk(x) ≤ 0, k = 1, . . . ,m},
where p ≥ 2, n j ’s and d j ’s are all convex functions on Rn such that d j (x) > 0 for all x ∈ Z , fk’s are all
concave functions on Rq , A ∈ Rq×n , b ∈ Rq . In addition, we assume throughout that Z is nonempty and that
Λ , {x ∈ Rn | Ax ≤ b} is bound with intΛ 6= ∅.
Our motivation for studying problem (SCCR) is three-fold. First, this kind of problems may arise in practical
applications, for example, the maximally predictable portfolio problem formulated by Lo and MacKinlay [1]. Second,
the problem (SCCR) is a natural extension of the problems which were considered in [4,6,10,15]. However, their
algorithms cannot be applied to the general problem (SCCR). Third, it should be noted that although the literature on
nonconvex optimization has rapidly increased in recent years, most research papers either only deal with the theoretical
aspects of the problem or are concerned only with finding Kuhn–Tucker points or local solutions rather than global
optimal. To our knowledge, the global optimization problem (SCCR) has been seldom studied in the literature so far.
In this paper, we present a simplicial branch and duality bound algorithm for globally solving problem (SCCR).
The algorithm works by solving a nonconvex problem (P(S0)) that is equivalent to problem (SCCR). The well-
known weak duality theorem of Lagrange duality is used to obtain the lower bounds of the optimal value of (P(S0))
during the algorithm search. Thus the subproblems that must be solved for obtaining these lower bounds are all linear
programs, and so the main computational effort of the algorithm is only involved in solving a sequence of linear
programming problems that do not grow in size from iteration to iteration. Additionally, the algorithm uses simplices,
rather than more complicated polytopes, as partition elements in the branch and bound search. This keeps the number
of constraints in the subproblem linear programs to minimum. Finally, the convergence of the algorithm is proved and
numerical experiments are given to illustrate the feasibility of the algorithm.
The article is organized as follows. In Section 2, an equivalent problem of (SCCR) is given. Next, in Section 3, the
simplicial branching process, the lower and upper bounding processes, and the deleting technique used in the branch
and bound algorithm are defined and studied. The branch and bound algorithm is presented and its convergence
is shown in Section 4. In Section 5, illustrative examples and computational results are presented. Finally, a few
concluding remarks are given in Section 6.
2. Equivalent problem
Throughout this paper, for the next discussion, we assume that n j (x) ≤ 0 for all x ∈ Z , j = 1, . . . , p. In order
to globally solve the problem (SCCR), we convert it into an equivalent nonconvex programming problem (P(S0)). To
see such a reformulation is possible, first we rewrite the problem (SCCR) as follows:
(Pˆ) ν = min h(x) ,
p∑
j=1
−n j (x)
d j (x)
,
s.t. fk(x) ≤ 0, k = 1, . . . ,m,
Ax ≤ b.
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Second, for each j = 1, . . . , p, since d j (x) is a convex function on Rn , then d j (x) is continuous on a compact set
Z ⊆ Rn , and hence there exist m¯ j and M¯ j such that m¯ j = minx∈Z d j (x) > 0, M¯ j = maxx∈Z d j (x) > 0. Thus a set
D can be defined by
D ,
{
y ∈ Rp | 0 < 1
M¯ j
≤ y j ≤ 1m¯ j , j = 1, . . . , p
}
⊆ Rp+.
Note that the set D does not be computed necessarily in the performance of the algorithm (see the proposed algorithm
in Section 4).
Next, by introducing additional variable vector y = (y1, . . . , yp) ∈ Rp, and constructing an initial n-simplex S0
with Λ ⊆ S0 ⊆ Rn , then the problem (Pˆ) can be converted into an equivalent nonconvex programming problem
(P(S0)) as follows:
(P(S0)) ν(S0) = min
p∑
j=1
−y j n j (x),
s.t. fk(x) ≤ 0, k = 1, . . . ,m,
−y j d j (x)+ 1 ≤ 0, j = 1, . . . , p,
Ax − b ≤ 0,
x ∈ S0, y ∈ D.
The key equivalence result for problems (Pˆ) and (P(S0)) is given by the following theorem.
Theorem 1. If (x∗, y∗) is a global optimal solution for problem (P(S0)), then x∗ is a global optimal solution for
problem (Pˆ). If x∗ is a global optimal solution for problem (Pˆ), then (x∗, y∗) is a global optimal solution for
problem (P(S0)), where
y∗j =
1
d j (x∗)
, j = 1, . . . , p.
Proof. The proof of this theorem follows easily from the definitions of problems (Pˆ) and (P(S0)), therefore, it is
omitted. 
Remark 1. The set D defined in problem (P(S0)) is only utilized to prove the convergence of the algorithm to be
presented, and so it does not need to be computed practically in the executing of the algorithm for solving problem
(P(S0)). This is mainly due to the fact that the set D will be eliminated by using the Lagrangian weak dual theory (see
the proof of Theorem 2).
3. Algorithmic processes
It is seen from Theorem 1 that what we want to do is to find the global minimum of (P(S0)). In this section, based
on the above equivalent problem, a branch and bound algorithm is proposed for solving the global optimal solution
of (P(S0)). The main idea of this algorithm consists of three basic operations: successively refined partitioning of
the feasible set, estimation of lower and upper bounds for the optimal value of the objective function and deleting
technique over each subset generated by the partitions. Next, we begin the establishment of the algorithm with the
basic operations needed in a branch and bound scheme.
3.1. Initial simplex and simplicial partition
An initial simplex S0 which tightly encloses Λ can be constructed as follows [13]:
S0 =
{
x ∈ Rn | xr ≥ γr , r = 1, . . . , n,
n∑
r=1
xr ≤ γ
}
,
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where
γ = max
{
n∑
r=1
xr | x ∈ Λ
}
, and γr = min{xr | x ∈ Λ}, r = 1, . . . , n.
Then the vertex set of S0 is {V 00 , V 01 , . . . V 0n }, where V 00 = (γ1, . . . , γn), and
V 0r = (γ1, . . . , γr−1, αr , γr+1, . . . , γn)
with
αr = γ −
∑
r˜ 6=r
γr˜ , r = 1, . . . , n.
Next, the subdivision of simplices is defined in the following way.
At each stage of the branch and bound algorithm, a subsimplex of S0 is subdivided into two simplices by the
branching process. To explain this process, assume without loss of generality that a subsimplex of S0 to be subdivided
is S with vertex set {V0, V1, . . . , Vn}. Let c be the midpoint of any of the longest edges [Vs, Vs˜] of S, i.e.,
‖Vs − Vs˜‖ = max
i˜<i
i˜,i=0,1,...,n
{‖Vi˜ − Vi‖} ,
where ‖.‖ denotes any given norm in Rn . Then {S1,S2} is called a simplicial bisection of S, where the vertex set of
S1 is {V0, V1, . . . , Vs−1, c, Vs+1, . . . , Vn}, and the vertex set of S2 is {V0, V1, . . . , Vs˜−1, c, Vs˜+1, . . . , Vn}.
It follows easily that this simplicial branching process is exhaustive, i.e., if {Sr˜ } denotes a nested subsequence of
simplices (i.e. Sr˜+1 ⊆ Sr˜ , for all r˜ ) formed by the branching process, then for some unique point x ∈ Rn,⋂
r˜
Sr˜ = {x}.
3.2. Lower bound
For each simplex S (S ⊆ S0) formed by the branching process, the lower-bound process is used to compute a lower
bound LB(S) for the optimal value ν(S) of the problem
(P(S)) ν(S) = min
p∑
j=1
−y j n j (x),
s.t. fk(x) ≤ 0, k = 1, . . . ,m,
−y j d j (x)+ 1 ≤ 0, j = 1, . . . , p,
Ax − b ≤ 0,
x ∈ S, y ∈ D.
The next theorem shows that, by using the Lagrangian weak duality theorem of nonlinear programming, the lower
bound LB(S) can be found by solving an ordinary linear program.
Theorem 2. Let S be a subsimplex of S0 formed by the branching process with vertices V0, V1, . . . , Vn . ThenLB(S)≤
ν(S), where LB(S) is the optimal value of the linear programming problem (LP(S)) in variables λ j , j =
1, . . . , p, t, uk, k = 1, . . . ,m, and θl , l = 1, . . . , q, given by
(LP(S)) LB(S) = max
p∑
j=1
λ j + t,
s.t.
m∑
k=1
uk fk(Vi )+
q∑
l=1
θl(Al Vi − bl)− t ≥ 0, i = 0, 1, . . . , n,
−n j (Vi )− λ j d j (Vi ) ≥ 0, i = 0, 1, . . . , n and j = 1, . . . , p,
λ ≥ 0, u ≥ 0, θ ≥ 0, t free,
where Al denotes the lth row of A, bl denotes the lth component of b, l = 1, . . . , q.
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Proof. By the definition of ν(S) and the Lagrangian weak duality theorem of nonlinear programming, we have
ν(S) ≥ LB(S), where
LB(S)
= max
λ≥0
u≥0
θ≥0
minx∈S
y∈D
[
p∑
j=1
−y j n j (x)+
p∑
j=1
λ j (−y j d j (x)+ 1)+
m∑
k=1
uk fk(x)+
q∑
l=1
θl(Al x − bl)
]
= max
λ≥0
u≥0
θ≥0

p∑
j=1
λ j +min
x∈S
y∈D
[
〈N (x), y〉 + 〈H(x)y, λ〉 +
m∑
k=1
uk fk(x)+
q∑
l=1
θl(Al x − bl)
]
= max
λ≥0
u≥0
θ≥0
{
p∑
j=1
λ j +min
x∈S
[
m∑
k=1
uk fk(x)+
q∑
l=1
θl(Al x − bl)+min
y∈D
[
〈N (x)+ (H(x))Tλ, y〉
]]}
,
where N (x) = (−n1(x), . . . ,−n p(x)) ∈ Rp, H(x) = [hi j (x)] ∈ Rp×p with
hi j (x) =
{
0, if i 6= j,
−d j (x), if i = j.
Since miny∈D[〈N (x)+ (H(x))Tλ, y〉] =
{
0, if N (x)+ (H(x))Tλ ≥ 0,∀x ∈ S,
−∞, otherwise, it follows that,
LB(S) = max
{
p∑
j=1
λ j +min
x∈S
[
m∑
k=1
uk fk(x)+
q∑
l=1
θl(Al x − bl)
]}
,
s.t. N (x)+ (H(x))Tλ ≥ 0, ∀x ∈ S,
λ ≥ 0, u ≥ 0, θ ≥ 0.
(1)
From (1), for each j = 1, . . . , p, we can obtain −n j (x) − λ j d j (x) ≥ 0 for all x ∈ S. On the other hand, for each
λ j ≥ 0, since n j (x) and d j (x) are convex functions, i.e., −n j (x)− λ j d j (x) is a concave function, j = 1, . . . , p, and
since S is a simplex with extreme points V0, V1, . . . , Vn , we have (1) holds therefore if and only if
−n j (Vi )− λ j d j (Vi ) ≥ 0, i = 0, 1, . . . , n and j = 1, . . . , p.
This implies that the lower bound LB(S) is given by
LB(S) = max
p∑
j=1
λ j + t,
s.t. t ≤
m∑
k=1
uk fk(x)+
q∑
l=1
θl(Al x − bl), ∀x ∈ S,
−n j (Vi )− λ j d j (Vi ) ≥ 0, i = 0, 1, . . . , n and j = 1, . . . , p,
λ ≥ 0, u ≥ 0, θ ≥ 0, t free.
(2)
Notice that for each θ ≥ 0 and u ≥ 0, since fk(x) and Al x − bl are concave functions for each k = 1, . . . ,m and
l = 1, . . . , q , we can obtain that the right-hand side of (2) is a concave function of x . Additionally, since S is a simplex
with extreme points V0, V1, . . . , Vn , it is easy to see that for each θ ≥ 0 and u ≥ 0, (2) holds if and only if
m∑
k=1
uk fk(Vi )+
q∑
l=1
θl(Al Vi − bl)− t ≥ 0, i = 0, 1, . . . , n,
and the proof is complete. 
Theorem 3. Let S1 and S2 be subsimplices of S0 formed by the branching process such that S2 ⊆ S1 ⊆ S0. Then,
(i) LB(S2) ≥ LB(S1),
(ii) LB(S1) > −∞.
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Proof. (i) This follows immediately from the definition of LB(S) given in the proof of Theorem 2 for an arbitrary
simplex S.
(ii) From (i) we need only to show that LB(S0) > −∞. From the proof of Theorem 2, we have
LB(S0) = max
λ≥0
u≥0
θ≥0
minx∈S0
y∈D
[
p∑
j=1
−y j n j (x)+
p∑
j=1
λ j (−y j d j (x)+ 1)+
m∑
k=1
uk fk(x)+
q∑
l=1
θl(Al x − bl)
] .
Let λ = 0, u = 0, θ = 0, then
LB(S0) ≥ min
x∈S0
y∈D
p∑
j=1
−y j n j (x).
Since n j (x) is convex on Rn , then n j (x) is continuous for each j = 1, . . . , p, and hence the function F(x, y) ,∑p
j=1−y j n j (x) is continuous in (x, y) on M , S0 × D. By the compactness of M , it follows that min x∈S0
y∈D
F(x, y)
is finite, therefore LB(S0) > −∞. 
Remark 2. The monotonicity property in part (i) of Theorem 3 will be used to help to show the convergence of the
algorithm. From part (ii) of Theorem 3, for any simplex S created by the algorithm during the branch and bound
search, the duality bound-based lower bound LB(S) for the optimal value ν(S) of problem (P(S)) is either finite or
equal to+∞. When LB(S) = +∞, problem (P(S)) is infeasible and, as we shall see, S will be eliminated from further
consideration by the deletion in the bounding process of the algorithm.
3.3. Upper bound
In this subsection, we will show how to determine the upper bound of the globally optimal value for (Pˆ). For each
simplex S created by the algorithm such that LB(S) is finite, one tries to find a set F(S) of feasible solutions contained
in S and use it for computing an upper bound of the optimal value ν of problem (Pˆ). Throughout the algorithm,
more and more feasible solutions can be found, and thereby the upper bound of the optimal value can be improved
iteratively.
A set F(S) can be obtained by checking a finite set in S including e.g. vertices and the center of S. Additionally, the
following result shows that some feasible solutions contained in S can be also obtained from the dual information of
the linear programming (LP(S)).
Theorem 4. Let S be a subsimplex of S0 with vertices V0, V1, . . . , Vn , and suppose that LB(S) 6= +∞. Let
(y∗0,0, y∗0,1, . . . , y∗0,n) be optimal dual variables corresponding to the first n+1 constraints of linear program (LP(S)),
and let ω =∑ni=0 y∗0,i Vi . If fk(ω) ≤ 0 for each k = 1, . . . ,m, then ω is a feasible solution for problem (Pˆ).
Proof. The dual linear program to problem (LP(S)) is
(DLP(S)) LB(S) = min
p∑
j=1
n∑
i=0
−y j,i n j (Vi ),
s.t.
n∑
i=0
y0,i = 1, (3)
n∑
i=0
−y0,i fk(Vi ) ≥ 0, k = 1, . . . ,m,
n∑
i=0
y0,i (bl − Al Vi ) ≥ 0, l = 1, . . . , q, (4)
n∑
i=0
y j,i d j (Vi ) ≥ 1, j = 1, . . . , p,
y j,i ≥ 0, j = 0, 1, . . . , p and i = 0, 1, . . . , n.
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From (4), we have:
n∑
i=0
y0,i (Al Vi − bl) ≤ 0, l = 1, . . . , q.
By virtue of (3), it follows that:
Al
n∑
i=0
y∗0,i Vi ≤
n∑
i=0
y∗0,i bl = bl , l = 1, . . . , q.
Since ω =∑ni=0 y∗0,i Vi , then we have Alω ≤ bl , l = 1, . . . , q , therefore, Aω ≤ b. If fk(ω) ≤ 0, k = 1, . . . ,m, then
ω is a feasible solution for problem (Pˆ). 
3.4. Deleting technique
As the branch and bound search proceeds, certain simplices created by the algorithm are eliminated from further
consideration. There are two ways that this can occur, either by infeasibility or by bounding.
As soon as each simplex S is created by simplicial bisection in the algorithm, it is subjected to the deletion by
infeasibility test. Let V0, V1, . . . , Vn denote the vertices of such a simplex S. If for some k ∈ {1, . . . ,m}, such that
min{ fk(V0), fk(V1), . . . , fk(Vn)} > 0, (5)
or for some l ∈ {1, . . . , q}, such that
min{Al V0 − bl , Al V1 − bl , . . . , Al Vn − bl} > 0, (6)
then simplex S is said to pass the deletion by infeasibility test and it is eliminated by the algorithm from further
consideration. If for each k ∈ {1, . . . ,m} and each l ∈ {1, . . . , q}, both (5) and (6) fail to hold, then simplex S fails
the deletion by infeasibility test and it is retained for further scrutiny by the algorithm. The validity of the deletion by
infeasibility test follows from the fact that if (5) holds for some k, or (6) holds for some l, then for each x ∈ S, from
concavity of fk(x) and Al x − bl , it follows that fk(x) > 0 or Al x − bl > 0. This renders problem (P(S)) infeasible.
In addition, during any iteration k, k ≥ 1, γk represents the smallest objective function value achieved in problem
(Pˆ) by the feasible solutions to problem (Pˆ) thus far generated by the algorithm. A simplex S is deleted by bounding
when
LB(S) ≥ γk (7)
holds. When (7) holds, searching simplex S further will not improve upon the best feasible solution found thus far for
problem (Pˆ).
4. Algorithm and its convergence
By using the processes explained in Section 3, we can present a simplicial branch and duality bound algorithm for
globally solving problem (Pˆ). Such an algorithm may be stated as follows. The algorithm is assumed that an n-simplex
S0 containing Λ has been constructed, for example, by using the method in Section 3.1.
Branch and bound algorithm:
Initialization. Solve linear program LP(S0) to obtain its optimal value LB(S0) and determine the set F(S0). Set
µ0 = LB(S0). If F(S0) 6= ∅, then compute γ0 = min{h(x) | x ∈ F(S0)}, and choose x0 ∈ F(S0) such that h(x0) = γ0.
Otherwise, set γ0 = +∞. Set S0 = {S0}, k = 1.
Iteration. k, k ≥ 1. Execute Steps (a) through (h).
(a) Set xk = xk−1, µk = µk−1, γk = γk−1. If Sk−1 exists, set Sk = Sk−1.
(b) If γk = µk , stop: xk is a global optimal solution for problem (Pˆ) and ν = γk . Otherwise continue.
(c) Use simplicial bisection to divide Sk into Sk1 and S
k
2. Let Tˆ = {Sk1,Sk2}.
Delete from Tˆ each simplex that passes the deletion by infeasibility test in Section 3.4. Let T represent the subset
of Tˆ thereby obtained.
(d) For each S ∈ T, execute Steps (i) through (iii).
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(i) Find the optimal value LB(S) of linear program (LP(S)).
(ii) Determine the set F(S). If F(S) 6= ∅, then compute h(xˆ) = min{h(x) | x ∈ F(S)} and choose xˆ ∈ F(S). Otherwise,
set h(xˆ) = +∞.
(iii) If h(xˆ) < h(xk), set xk = xˆ and set γk = h(xˆ).
(e) Set Sk = {Sk−1 \ Sk}⋃T.
(f) Delete from Sk all S ∈ Sk such that LB(S) ≥ γk .
(g) If Sk 6= ∅, then set µk = min{LB(S) | S ∈ Sk} and choose Sk ∈ Sk such that LB(Sk) = µk . Otherwise set
µk = γk .
(h) Set k = k + 1 and go to iteration k.
It is obvious that the success of the above algorithm in branching Sk depends on the quality of γk . Therefore, the
branching test within a global optimization method may be benefit from a fast local search method delivering a good
(small) value γk on a very early stage of the method. In this paper, we do not use additional local method.
Notice that the algorithm is either finite or infinite. If it is finite, i.e. it terminates at iteration k, then obviously the
point xk is a global optimal solution of (Pˆ). If the algorithm does not terminate after finitely many iterations, then it is
easy to show that it generates at least one infinite nested subsequence {Sr˜ } of simplices, i.e., where Sr˜+1 ⊆ Sr˜ for all
r˜ . In this case, the following result is a key to the convergence of the algorithm.
For the sake of convenience, let F(x, y) : S0 × D → R be the objective function of problem (P(S0)) with
F(x, y) =∑pj=1−y j n j (x), and let G(x, y) : S0 × D → Rm+p+q be a vector function formed by the constraints of
(P(S0)) with G(x, y) = (G1(x, y), . . . ,Gm+p+q(x, y)) ∈ Rm+p+q , where each component of G(x, y) is
G l˜(x, y) =

fl˜(x), if l˜ = 1, . . . ,m,
−yl˜−mdl˜−m(x)+ 1, if l˜ = m + 1, . . . ,m + p,
Al˜−m−px − bl˜−m−p, if l˜ = m + p + 1, . . . ,m + p + q.
Theorem 5. Assume that the proposed algorithm is infinite, and that {Sr˜ } is an infinite nested subsequence of simplices
generated by the algorithm. Let
⋂
r˜ S
r˜ = {x∗}. Then, x∗ is a global optimal solution for problem (Pˆ).
Proof. Suppose that the algorithm is infinite, and let { Sr˜ } be chosen in the theorem. So, from Horst and Tuy [12],⋂
r˜ S
r˜ = {x∗} for some point x∗ ∈ Rn . Then, x∗ ∈ S0 since, for all r˜ , Sr˜ ⊆ S0. By the definition of F(x, y) and
G(x, y), we can rewrite problem (P(S0)) as follows:
min{F(x, y) | G(x, y) ≤ 0, x ∈ S0, y ∈ D}.
From Theorem 3, the sequence LB(Sr˜ ) is nondecreasing, so the limit u∗ = limr˜→∞ LB(Sr˜ ) exists. Let
ν(S0) = min{F(x, y) | G(x, y) ≤ 0, x ∈ S0, y ∈ D},
then obviously,
u∗ ≤ ν(S0). (8)
Next we will show that
u∗ ≥ ν(S0). (9)
Notice that
min{F(x∗, y) | G(x∗, y) ≤ 0, y ∈ D} ≥ ν( S0), (10)
so we only need to prove
u∗ ≥ min{F(x∗, y) | G(x∗, y) ≤ 0, y ∈ D}. (11)
Arguing by contradiction, suppose that (11) does not hold, i.e.,
min{F(x∗, y) | G(x∗, y) ≤ 0, y ∈ D} > u∗. (12)
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Since n j (x) and d j (x) are convex functions on Rn for each j = 1, . . . , p, fk(x) is a concave function on Rn , for
each k = 1, . . . ,m, then fk(x), n j (x) and d j (x) are continuous functions, and hence F(x, y) and G l˜(x, y) (l˜ =
1, . . . ,m + p + q), are continuous on M = S0 × D, linear in y for every fixed x . Thus for x ∈ S0 fixed, the function
(y, λ˜) 7→ F(x, y)+〈λ˜,G(x, y)〉 is linear in y and in λ˜, respectively, where λ˜ = (u1, . . . , um, λ1, . . . , λp, θ1, . . . , θq).
Since D is compact, then we have by the classical minimax equality (see [8]):
min
y∈D maxλ˜∈Rm+p+q+
{F(x, y)+ 〈λ˜,G(x, y)〉} = max
λ˜∈Rm+p+q+
min
y∈D{F(x, y)+ 〈λ˜,G(x, y)〉}. (13)
Since clearly
max
λ˜∈Rm+p+q+
{F(x, y)+ 〈λ˜,G(x, y)〉} =
{
F(x, y), if G(x, y) ≤ 0,
+∞, otherwise,
we have from (13), for every x ∈ S0,
min{F(x, y) | G(x, y) ≤ 0, y ∈ D} = max
λ˜∈Rm+p+q+
min
y∈D{F(x, y)+ 〈λ˜,G(x, y)〉}. (14)
Then by virtue of (12),
max
λ˜∈Rm+p+q+
min
y∈D{F(x
∗, y)+ 〈λ˜,G(x∗, y)〉} > u∗,
so there exists λ˜∗ satisfying
min
y∈D{F(x
∗, y)+ 〈λ˜∗,G(x∗, y)〉} > u∗.
Using the continuity of the function (y, λ˜∗) 7→ F(x, y) + 〈λ˜,G(x, y)〉 we can then find, for every fixed y ∈ D an
open ball Uy in Rn around x∗ and an open ball Vy in Rp around y such that
F(xˆ, yˆ)+ 〈λ˜∗,G(xˆ, yˆ)〉 > u∗, ∀xˆ ∈ Uy,∀yˆ ∈ Vy .
Since the balls Vy, y ∈ D, form a covering of the compact set D, there is a finite set E ⊆ D such that the balls
Vy, y ∈ E , still form a covering of D. Let U = ⋂y∈E Uy , then for every y ∈ D, we have y ∈ Vyˆ for some yˆ ∈ E ,
hence
F(x, y)+ 〈λ˜∗,G(x, y)〉 > u∗, ∀x ∈ U, ∀y ∈ D.
But Sr˜ ⊆ U for all sufficiently large r˜ , because ⋂r˜ Sr˜ = {x∗}. Then the just established inequality implies that
max
λ˜∈Rm+p+q+
min{F(x, y)+ 〈λ˜,G(x, y)〉 | x ∈ Sr˜ , y ∈ D} > u∗.
Hence, LB(Sr˜ ) > u∗. This is a contradiction. Therefore we can obtain (9). Combining (8)–(11), we can obtain
u∗ = ν( S0) = min{F(x∗, y) | G(x∗, y) ≤ 0, y ∈ D}, i.e.,
min{F(x∗, y) | G(x∗, y) ≤ 0, y ∈ D} = min{F(x, y) | G(x, y) ≤ 0, x ∈ S0, y ∈ D}.
Any optimal solution y∗ of the latter linear program then yields an optimal solution (x∗, y∗) for problem (P(S0)).
Therefore, by Theorem 1, x∗ is a global optimal solution for problem (Pˆ). 
5. Computational results
To verify the performance of the proposed algorithm, there exist at least two computational issues to be considered
below.
The first computational issue concerns Step (b) of the algorithm, i.e., the termination criterion. In fact, even after
many iterations, γk = µk may not be satisfied. However, by the convergence result, it follows that for any  > 0,
γk − µk ≤  (15)
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will hold for k sufficiently large. In practice, it is recommended the algorithm be terminated if, for some prechosen,
relatively small value of  > 0, (15) holds. When termination occurs in this way, it is easy to show that xk is a global
-optimal solution and h(xk) is a global -optimal value for problem (Pˆ) in the sense that
h(xk)−  ≤ ν ≤ h(xk).
The second computational issue concerns the lower bound computing process which is obtained by solving the
linear programming LP(S) from Section 3. This linear programming can be solved by some existing efficient and
known methods. Hence the complement of the proposed global optimization algorithm will depend upon the method
of linear programming solved (such as, the simplex method).
We now report the numerical experiments for the proposed algorithm to demonstrate its feasibility. The experiments
are implemented on a Win XP PC (Pentium (R) 4 CPU 2.00GHz, 512 MB RAM). The simplex method is applied to
solve the linear programming problems. Numerical results show that the proposed algorithm can globally solve the
problems (SCCR) efficiently.
To illustrate how the algorithm works, first we give four simple examples to show the main solving procedure of
the proposed algorithm.
Example 1.
max
−2x1 − x2
x1 + 10 +
−2
x2 + 10 ,
s.t. −x21 − x22 + 3 ≤ 0,
−x21 − x22 + 8x2 − 14 ≤ 0,
2x1 + x2 ≤ 6,
3x1 + x2 ≤ 8,
x1 − x2 ≤ 1,
x1, x2 ≥ 1.
First, prior to initiating the algorithm, from Section 3.1, we can determine a simplex S0 containing Λ. The vertices
of S0 are given by
V 00 = (1.0000, 1.0000), V 01 = (4.0000, 1.0000), V 02 = (1.0000, 4.0000).
Second, with  = 1.0E–5, the algorithm finds a global -optimal value −0.4856 after 90 iterations at the global -
optimal solution (x1, x2) = (1.0000, 1.4142). The CPU time is 6.9329 s, and the global -optimal value is discovered
in iteration number 65.
Example 2.
max
x21 − 3x1 + x22 − 3x2 − 3.5
x1 + 1 +
−x2
x21 − 2x1 + x22 − 8x2 + 20
,
s.t. −x21 − x22 + 3 ≤ 0,
−x21 − x22 + 8x2 − 14 ≤ 0,
2x1 + x2 ≤ 6,
3x1 + x2 ≤ 8,
x1 − x2 ≤ 1,
x1, x2 ≥ 1.
Preparatory to applying the branch and bound algorithm to this problem, similar to Example 1, a simplex S0
containing Λ is the same as Example 1.
With  = 1.0E–5, the global -optimal solution (x1, x2) = (2.2500, 1.2500)with objective function value−2.3723
is found after 146 iterations for problem. The CPU time is 9.8205 s, and the global -optimal value is discovered in
iteration number 141.
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Example 3.
max
n1(x)
d1(x)
+ n2(x)
d2(x)
,
s.t. x1 + x2 + x3 ≤ 10,
−x1 − x2 + x3 ≤ 4,
x j ≥ 1, j = 1, 2, 3,
where
n1(x) = x21 − 4x1 + 2x22 − 8x2 + 3x23 − 12x3 − 56
n2(x) = 2x21 − 16x1 + x22 − 8x2 − 2
d1(x) = x21 − 2x1 + x22 − 2x2 + x3 + 20
d2(x) = 2x1 + 4x2 + 6x3.
Prior to initiating the algorithm, similar to Example 1, a simplex S0 = [V 00 , V 01 , V 02 , V 03 ] containingΛ is determined
with
V 00 = (1.0000, 1.0000, 1.0000), V 01 = (8.0000, 1.0000, 1.0000),
V 02 = (1.0000, 8.0000, 1.0000), V 03 = (1.0000, 1.0000, 8.0000).
Solving this problem by the branch and bound algorithm, with  = 1.0E–5, yields, after 67 iterations, a global
-optimal solution
(x1, x2, x3) = (1.0000, 8.0000, 1.0000)
with objective function value −0.4588. The CPU time is 5.3005 s, and the global -optimal value is discovered in
iteration number 1.
Example 4.
max
n1(x)
d1(x)
+ n2(x)
d2(x)
+ n3(x)
d3(x)
,
s.t. 6 ≤ x1 ≤ 10,
4 ≤ x2 ≤ 6,
8 ≤ x3 ≤ 12,
6 ≤ x4 ≤ 8,
x1 + x2 + x3 + x4 ≤ 26,
where
n1(x) =
4∑
j=1
(x2j − 16x j )+ 214,
n2(x) = x21 − 16x1 + 2x22 − 20x2 + 3x23 − 60x3 + 4x24 − 56x4 + 586,
n3(x) =
4∑
j=1
(x2j − 20x j )+ 324,
d1(x) = 2x1 − x2 − x3 + x4 + 2,
d2(x) = −x1 + x2 + x3 − x4 + 10,
d3(x) = x21 − 4x4.
Preparatory to applying the branch and bound algorithm to this problem, similar to Example 1, we can determine
a containing simplex S0 for Λ. The vertices of S0 are given by
V 00 = (6.0000, 4.0000, 8.0000, 6.0000), V 01 = (8.0000, 4.0000, 8.0000, 6.0000),
V 02 = (6.0000, 6.0000, 8.0000, 6.0000), V 03 = (6.0000, 4.0000, 10.0000, 6.0000),
V 04 = (6.0000, 4.0000, 8.0000, 8.0000).
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With  = 1.0E–5, the algorithm finds a global -optimal solution
(x1, x2, x3, x4) = (6.0000, 4.0000, 8.0000, 6.0000)
with objective function value −2.7833 at iteration 113. The CPU time is 12.0010 s, and the global -optimal value is
discovered in iteration number 81.
Additionally, we choose the following three types of sum of convex–convex ratios problems to test our algorithm
further, which are generated randomly.
Problem 1.
max
 q∑
i=1
p1i
∏
j∈N 1i
x
α1i j
j
− c
 q∑
i=1
p2i
∏
j∈N 2i
x
α2i j
j
+ 1
+
 q∑
i=1
p3i
∏
j∈N 3i
x
α3i j
j
− c
 q∑
i=1
p4i
∏
j∈N 4i
x
α4i j
j
+ 1
,
s.t.
 q∑
i=1
−p5i
∏
j∈N 5i
x
α5i j
j
+ d ≤ 0,
1 ≤ x j ≤ 2, j = 1, 2, . . . , n,
where q is an integer number (for example, q is taken to be n in Table 1), for each k = 1, 2, . . . , 5, pki ∈ [0, 1],
N ki ⊂ {1, 2, . . . , n} with 1 ≤ |N ki | ≤ 4, each element of N ki is randomly generated from {1, 2, . . . , n}, and αki j are
randomly generated from {1, 2, 3}. c and d are constants with c ≥ 26n and d ∈ (0, 26n).
Problem 2.
max
−
(
m∏
j=1
((a1j )
Tx + b1j )
) 1
m
m∑
j=1
c1j exp((d
1
j )
Tx + f 1j )
+
−
(
m∏
j=1
((a2j )
Tx + b2j )
) 1
m
m∑
j=1
c2j exp((d
2
j )
Tx + f 2j )
,
s.t.
m∏
j=1
((a3j )
Tx + b3j )− e0 ≤ 0,
Ax ≤ b,
1 ≤ xi ≤ 2, i = 1, 2, . . . , n,
where for each k = 1, 2, 3, t = 1, 2 j = 1, 2, . . . ,m, bkj , ctj and f tj are generated by using random numbers in
the intervals [0, 1], [0, 0.1] and [0, 0.1], respectively; all the elements of akj and d
k
j are generated randomly in the
intervals [0, 1] and [−1, 1], respectively; each element of A and b is generated randomly in the interval [0, 1] and
[0, 8], respectively; e0 ∈ (0, 9).
Problem 3.
max
xT Q1x − c1
xT P1x
+ x
T Q2x − c2
xT P2x
,
s.t.
n∑
i=1
xi = 1,
n∑
i=1
ai j xi ≤ b j , j = 1, 2, . . . ,m,
0 ≤ xi ≤ 1, i = 1, 2, . . . , n,
where P1 and P2 are definite while Q1 and Q2 are semidefinite. We generated four matrices D1, D2, D3 and
D4 ∈ Rn×n using random numbers in the unit interval [0, 1] and define P1 = DT1 D1, P2 = DT2 D2, Q1 = DT3 D3 and
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Table 1
Numerical results for Problem 1
n Ave. CPU (s) Ave. Iter Ave. L Ave. Per
4 28.7 310 49 0.82
7 71.3 452 74 0.85
10 262.8 601 103 0.77
Table 2
Numerical results for Problem 2
n m p Ave. CPU (s) Ave. Iter Ave. L Ave. Per
4 3 5 32.4 299 49 1.00
6 3 5 50.4 313 55 0.99
10 3 5 120.7 671 93 0.97
4 7 5 36.7 309 51 0.98
4 10 5 39.6 317 49 0.97
4 3 7 62.6 490 51 0.94
4 3 10 107.8 724 67 0.97
Table 3
Numerical results for Problem 3
n p Ave. CPU (s) Ave. Iter Ave. L
5 3 12.5 121 17
10 3 100.8 569 87
15 3 720.5 591 303
5 7 14.5 143 25
5 10 16.3 155 29
5 20 59.5 171 37
Q2 = DT4 D4. c1 and c2 are sufficient large numbers such that numerators are negative. The constraints ai j ’s and b j ’s
are generated by using random numbers in the unit interval [0, 1].
For the above test Problems 1–3, the convergence tolerance parameters are set as  = 0.01. Numerical results
are summarized in Tables 1–3, where the average CPU times (denoted by Ave. CPU), average number of iterations
(denoted by Ave. Iter), average longest node number (denoted by Ave. L) and average percentage of passing the
condition fk(ω) ≤ 0 (denoted by Ave. Per, see Theorem 4) are obtained by running the algorithm for 20 test problems.
It is seen from Tables 1–3 that the size of n is the main factors affecting the performance of the algorithm. This is
mainly because the number of constraints in the subproblem linear programs (LP(S)) is proportional to n. Also, the
CPU time increases as m or p increases, but not as sharply as n.
6. Concluding remarks
We have presented and validated a simplicial branch and duality bound algorithm for globally solving the sum of
convex–convex ratios problem with nonconvex feasible region. The algorithm computes the lower bounds called for
during the branch and bound search by solving linear programming problems. These problems are derived by using
the well-known Lagrangian weak duality theorem of nonlinear programming. Computational results for randomly
generated test problems have been reported to show the feasibility and efficiency of the proposed algorithm.
We believe that the algorithm has three potential practical and computational advantages. First, it applies to a
broad class of sum of convex–convex ratios problems. This is because the problem (SCCR) is a natural extension
of the problems which were considered by Benson [4,6], Gotoh and Konno [10], and Yamamoto and Konno [15].
Second, the main work of the algorithm involves solving ordinary linear programming problems that do not grow in
size from iteration to iteration. These problems can be efficiently solved, for example, by the simplex method. Third,
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the algorithm uses simplices, rather than more complicated polytopes, as partition elements in the branch and bound
search. This keeps the number of constraints in the subproblem linear programs to minimum.
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