One goal of the fifth-generation (5G) cellular network is to support much higher data capacity (e.g., 1000 times higher than today), where device-to-device (D2D) communication is one of the key enabling technologies. In this paper, we focus on the D2D relaying functionality to improve cellular downlink throughput. Based on the shortages of the latest relevant work, we propose a new scheme that leverages multi-hop relay-assisted outband D2D communications. First of all, by extending two-hop connection to three-hop connection, our scheme can cut down receiving bit error ratio (BER) of cell edge nodes far away from a cellular base station (BS), which improves cellular downlink throughput. Then, it balances network lifetime and throughput by the proposed ratio of income and expenditure (RIE) metric with respect to remaining energy and throughput. Moreover, it reduces the computational overhead of searching relay and also ensures that the optimal relay is selected by the adjustment of searching scope. Compared with the most relevant work, our scheme outperforms it in terms of throughput, delay, and network lifetime.
Introduction
The rapid evolution of global information and communication technology enables innumerable wireless devices (e.g., laptops, smartphones, tablets, phablets, wearable devices, embedded devices, and sensors [1] [2] [3] ) to connect to each other simultaneously. Thus, more and more people are involved into an integration of physical, social, and mental space [4] [5] [6] , which leads to an exponential rise in traffic demand and generates a significant burden on current cellular networks [7, 8] . The fifth-generation (5G) cellular network, with larger data rate, higher spectrum and energy efficiency, and smaller delay, supports a large number of connected devices and provides flexible wireless interfaces. In theory, it supports a 1000 times higher data capacity, accommodates different mobile devices 1000 times than today, and has lower cost for infrastructures and devices.
The method of D2D communication is one of the key enabling technologies of a 5G wireless network.
Meanwhile, it is an essential part of the next-generation cellular communication system. The D2D communication mode not only improves spectral efficiency but also potentially enhances throughput, energy efficiency, delay, and fairness. This mode has several possible application scenarios, and we employ its relaying functionality in our scheme to improve throughput and extend communication range. D2D communication mode can be divided into inband D2D mode and outband D2D mode. The former occurs in a licensed spectrum that is allocated to a cellular operator, while the latter uses an unlicensed spectrum adopted by other wireless technologies that support direct communication (e.g., WiFi).
In the outband D2D mode, there is no interference between a D2D link and a cellular link. However, with the increasing usage of unlicensed spectrums, it is difficult to control the co-channel interference level between different D2D links. In addition, the outband D2D communications can be only used by wireless devices which are equipped with two types of radio interfaces (e.g., long-term evolution (LTE) interface and WiFi interface). Although the device performance in outband D2D communications is demanded more strictly, with more components highly integrated into wireless devices, the limitation of interfaces of wireless devices will not become the bottleneck of the outband D2D communications. Besides this, 802.21 (see [9] ), the standard of wireless interfaces, is going to integrate different heterogeneous networks (e.g., WiFi, LTE, and WiMAX), which brings a smooth and hidden switchover between various network interfaces. Therefore, more and more researchers start to explore outband D2D communications.
The majority of the existing works only propose concept, structure, or simple heuristic algorithms for outband D2D schemes. Nevertheless, some literatures formulate their schemes about optimizing problems of outband D2D communications, where a heuristic idea is usually considered due to non-deterministic polynomialtime (NP)-hardness. For example, in [10] , the authors design a channel-opportunistic framework with the purpose of enhancing network throughput under delay constraints, which is implemented by designing a greedy algorithm. But, there is enough room for us to improve this scheme. Firstly, it does not consider the energy constraints; the network lifetime could not be guaranteed. Then, it adopts repeated iteration and global search strategy which causes huge communication complexity and computational complexity. Moreover, it could not meet the demands of cell edge nodes in receiving bit error ratio (BER).
In this paper, we pay special attention to multi-hop relay-assisted outband D2D communications to reduce the BER of cell edge nodes with the objective of improving cellular downlink throughput. Therefore, cellular communication and the relay-assisted D2D communication should be jointly investigated and analyzed. The contributions of our scheme are summarized into the following points:
1. In order to avoid interfering neighboring cells, the transmission power of a cellular base station (BS) is no more than the specified maximum value. And the process of direct data transmission (from BS to anyone of user equipments (UEs) near the edge of cells) usually causes the problem of excessively high BER. However, the existing scheme (e.g., the work in literature [10] ), using one relay to form a two-hop communication path, still hardly solves the problem of high BER. Therefore, a scheme of three-hop relayassisted outband D2D communication is proposed in this paper to reduce receiving BER and improve throughput efficiently. 2. Our scheme constructs a new formula which could balance the performance of the first selected relay between downlink throughput and remaining energy. By setting a threshold of ratio of income and expenditure (RIE) and adjusting this threshold value, we could emphasize either of the two different performance metrics. On this basis, via energy constraints, we could ensure that the remaining energy of the second selected relay is not less than the minimum value between the first relay's energy and the energy threshold, and thus, the transmission path lifetime is also guaranteed when the throughput is improved. 3. To obtain related link throughput and construct transmission paths, the typical existing scheme uses the method of actual measurements of link throughput, which are then reported to the related components of infrastructure. After that, the throughput values of all potential transmission paths are estimated and they are regarded as the input parameters of the relay selection algorithm. However, since the calculation of co-channel interference of outband D2D links involves the number of co-channels, the distribution, and other information of interference sources, the above scheme needs several times of iteration to obtain a convergence value of transmission path throughput. Hence, the computational and communication complexity increase accordingly. The algorithm in this paper firstly adopts the strategy of relay preselection and then verifies whether the selected relay improves throughput or not. Finally, the relatively stable values of link throughput and communication paths are determined at a time instead of several times of iteration. Meanwhile, the communication complexity is reduced because of the one-round decision. 4. Based on the elaboration of the third point, we only consider cellular link throughput between BS and potential relays or receiving UEs, instead of uncertain throughput of outband D2D links, to construct relay preselection metrics. Meanwhile, in order to avoid too low D2D link throughput, which might become the throughput bottleneck of the entire transmission path, an estimation method of relay preselection is proposed in this paper to reduce the possibility of abandoning the preselected relays in the phase of relay verification. By adjusting the related parameter to control the scope of relay preselection, the distance between two communication UEs in an outband D2D link can be limited to an appropriate range, which reduces the number of abandoned preselected relays. 5. Different from the global search strategy for potential relays in the typical existing scheme, local search strategy is adopted in this paper. By reasonably setting a searching scope, the local computational complexity is reduced when the optimal relays are selected.
The remainder of this paper is organized as follows: An overview of related works on relay-assisted D2D communications is presented in the "Related work" section. This section is followed by the detailed scheme for improving cellular downlink throughput in the "The scheme for optimizing cellular downlink throughput" section. The performance of our scheme is evaluated, and the results are discussed in the "Performance evaluation" section. Finally, the conclusions are given in the "Conclusions" section.
Related work
In [11] , an overview of papers primarily focusing on inband D2D communications in OFDMA cellular networks is provided, where the authors introduce the research status and major problems existing in D2D communications from different perspectives and then provide a number of existing solutions concerning these problems. Another survey on D2D communications is presented in [12] , where the advantages and disadvantages of inband D2D and outband D2D are discussed, and also, the authors point out the major issues which occur in overlay D2D, underlay D2D, and outband D2D. Based on the shortcomings of present research analyzed in [12] , the authors summarize the research directions in the future.
Focusing on the problems of D2D clustering, the authors in [13] propose a cluster-based scheme over D2D users to reuse spectrum resource. Meanwhile, by using an interference alignment (IA) transmission mode within small scale clusters, D2D users could transmit its data in higher spectrum efficiency. The authors in [14] propose a channel-opportunistic architecture to enhance throughput, energy efficiency, and fairness, in which clusters are formed by cellular UEs and then the UE owning the best channel status is selected as the cluster head to communicate with base station on behalf of the whole cellular UEs. Within clusters, the unlicensed spectrums are used between D2D pairs. Similar to [14] , literature [15] proposes a clustering scheme and specifies how to use WiFi spectrum in D2D communications to offload data traffic from LTE-based cellular networks.
Another important issue of relaying functionality in D2D communications has also been investigated. Literature [16] utilizes the topology-controlled D2D communications to achieve better performance in capacity and coverage. It particularly points out that the edge UEs have to use mobile UEs to improve system's capacity and extend the wireless network coverage because of its poor network transferring condition. And if more D2D UEs act as relays for the extension of network coverage, how are the relays selected? This problem is tackled in literature [17] , where an algorithm for relay selection based on graph theory is proposed to address it. A spectrum-sharing protocol is given in [18] , where BS allows two UEs in proximity to initiate bidirectional D2D communications in the process of two-way communications, and the channel of bidirectional D2D link is reused in two time slots. A D2D UE is selected as a bidirectional relay only if it helps to achieve a higher bit rate for a cellular UE; hence, a higher system throughput is also guaranteed. Based on relay functionality of D2D communications, literature [19] proposes an approach to extend battery life, where the main objective is to help UEs with a low-battery level to save energy by relaying its data, and the relaying UE is selected according to the metric of the neighbors' remaining battery and distance.
Aiming at reducing interference of inband communications and outband D2D communications, a radio resource allocation method about time hopping (TH) which has lower signal expenditures is proposed in [20] . The authors in [21] have formulated a semi-distributed resource allocation method to maximize spatial reuse by using the same radio resources in simultaneous transmission. Literature [22] investigates several resource allocation schemes, in which D2D communications and cellular communications share radio resources. Similar problem is also considered in [23, 24] , where resource sharing mode selection and transmit power allocation are jointly considered to fulfill some target signal-tointerference-plus-noise ratio (SINR) values for each link. The authors in [25] prove that the reduced complexity of interference management and the improved energy efficiency could be implemented by outband D2D relay communications.
By studying the latest research findings, we find that most researchers focus on addressing the related problems of two-hop outband D2D communications. For example, the authors in [10] introduce a cellular downlink throughput optimization problem under delay constraints, which is solved by designing a greedy algorithm since it is NP-hard problem. In this paper, a UE is either in two-hop outband D2D communication mode or onehop legacy cellular communication mode. Literature [26] solves that how edge mobile UEs improve fairness and throughput via idle UEs playing role of a full duplex relay, which is only equipped with two network interfaces. Meanwhile, this scheme restricts the number of relays to one in any transmission path and compares three kinds of relay selection criterion with the standard connectivity. However, literature [27] investigates a selling relays service based on tokens exchange in the two-hop outband D2D communications. As described in [11] , interaction among conventional cellular communications, two-hop outband D2D communications and multi-hop outband D2D communications should be investigated and analyzed. In summary, an attractive option is to extend two-hop relay communications to multi-hop relay communications. In this case, we extend the work of literature [10] . 3 The scheme for optimizing cellular downlink throughput
System model
Before modeling, the basic situation should be described. We only consider the downlink throughput (i.e., the throughput from eNB (evolved node B) to UEs) optimization problem of a single cellular network or a cell of multi-cell network where the inter-cell interference could be controlled effectively. All spectrum resources of cellular network are equally divided into N resource block (RB), and it is scheduled and allocated by the single eNB, the number of UEs within this cellular network is denoted as M. We also limit the number of relay in every transmission path to two (i.e., three hops).
We assume that eNB allocates a RB to a UE on the basis of preset strategy when a UE requests for transmission service. And then, the allocated RB is used by this UE to communicate with eNB in the mode of TDD (time division duplexing). That is to say, a UE transmits data to the eNB in the uplink time slot, and it receives data from eNB in the downlink time slot. The problem we are going to discuss is that when there is a large number of UEs (M>> N) within a cell to request for massive transmission services, what is the maximum value of cellular downlink throughput? How to model it? How to solve it?
Due to the number limitation of RB in a cell, there are only N UEs could obtain downlink data transmitting service simultaneously. For example, as depicted in the three scenarios of Fig. 1 , UE1~UE5 could get downlink data transmitting service at the same time according to a certain strategy (e.g., the order of successfully send service request when competing for public channel). And Fig. 1 (a) illustrates that the whole downlink data is transmitted directly to UE1~UE5 from eNB through cellular channel; however, UE1~UE5 can use a WiFi channel (outband) to receive data by relay-assisted D2D communications in Fig. 1 (b) and (c) for the purpose of improving the capacity of the whole cellular downlinks. The difference between Fig. 1 (b) and (c) is that the latter allows all UEs to play a role of relay for different receiving UEs, but idle UEs (i.e., both have not requested for data transmitting service and have not acted as a relay) are only permitted to act as a relay for a certain receiving UE in Fig. 1 (b) . Each receiving UE has more candidates for relaying UEs to forward data in Fig. 1 (c) , which brings about much improvement in downlink throughput compared with Fig. 1 (b) . This is the latter's advantages, but higher requirement in devices (i.e., user devices must be equipped with enough cellular and WiFi interfaces) is its drawbacks, since it increases the cost of user devices.
Take UE4 in Fig. 1 (c) for example, in order to be involved in relaying data when it receives data from eNB, UE4 must be equipped with one cellular interface to receive its own downlink data through cellular channel C4. In addition, it needs three cellular interfaces to receive the downlink data of UE1, UE3, and UE5 through cellular channels C1, C3, and C5 accordingly. At the same time, another three WiFi interfaces are needed to forward data to UE8, UE9, and UE5 through different WiFi channels by D2D communications; Finally, UE8 and UE9 relay data to UE1 and UE3 respectively via a WiFi channel. Therefore, UE4 must have at least four cellular interfaces and three WiFi interfaces to guarantee the above-mentioned transmission process (see Fig. 2 ). The devices in Fig. 1 (b) have a lower configuration requirement than those in Fig. 1 (c), where each UE just needs one cellular interface and two WiFi interfaces in general, and also the WiFi spectrum should be different between UE's two WiFi links to avoid interference. There is no doubt that lots of expenditures spent in user devices are saved while the range of selecting relays is limited. Based on the above analysis, the proposed system model can be concluded as how to select communication mode reasonably to improve cellular downlink throughput according to the status information of each receiving UE, distribution of interference sources, neighboring UEs' status information and so on.
Problem formulation
By considering communication mode selection and the number of relays under end-to-end delay constraints and remaining energy constraints, we propose a method for downlink throughput optimization by multi-hop relay-assisted outband D2D communications (DTO-MROD). In order to determine relays, the eNB in [10] utilizes real-time throughput (i.e., measured by real devices) and the way of repeated iteration. Different from [10] , we use the way of relay preselection to determine both the throughput values and the relays just at a time, and all the phases are centrally processed by the eNB. Thus, according to the architecture proposed by 3GPP, we also assume that user devices report the channel state information (CSI) of their D2D links as well as their remaining energy to the eNB, and it is also available for the ProSe server to acquire user devices' location information.
CSI is the channel property of communication links, which describes signal's attenuation factor in every communication link. In particular, CSI is the value of every element in channel gain matrices, such as the information about signal scattering, environment fading (e.g., multipath and shadowing fading), and power decay of distance. In general, CSI is sent to the sending side after the receiving side evaluates and quantifies CSI, and we call the quantified value as channel attenuation coefficient (CAC). Literature [28] describes how to acquire full CSI and get CAC.
Capacity of direct and relay-assisted transmission
The receiving UEs use three types of communication modes to receive data from the eNB: (1) the receiving UEs directly communicate with the eNB, which refers to the one-hop cellular communication, (2) the receiving UEs use one relay to assist themselves to receive data from the eNB through two-hop transmission, and the transmission path is composed of one cellular link and one D2D link, (3) similarly, two relays are utilized in a three-hop transmission path composed by one cellular link and two D2D links to forward data for the receiving UEs, which makes it possible for the eNB to extend its cellular coverage.
According to the Shannon capacity formula, when user i directly receives its data from the eNB, the throughput of user i could be expressed as follows.
In (1), T i cell and γ i cell are the throughput and the signal to interference noise ratio (SINR) for user i respectively when the eNB transmits data to it over a cellular channel, and b i cell is the allocated bandwidth for user i. User j receives data for user i over a cellular channel b i cell , where the throughput (i.e., that from the eNB to user j) T ji cell is computed by the following formula.
γ j cell appearing in (2) is the SINR for user j when the eNB transmits data to it over a cellular channel b i cell . User j relays data for user i over a WiFi channel b ji wifi ; hence, the throughput (i.e., that from user j to user i) T ji wifi could be computed by the following formula.
In (3), γ ji wifi is the SINR for user i when user j transmits data to user i over a WiFi channel, and b ji wifi is the available WiFi bandwidth to user i from user j. Based on (2) and (3), the throughput of user i that receives its traffic from a relaying user j is expressed as follows.
showing up in formula (4) is the throughput of user i when the eNB transmits data to it via relay j, and its value depends on the bottleneck of throughput over two communication links. Thus, in a similar way, if user i receives its traffic from the eNB via relay k and relay j in turn, its throughput (denoted asT kji d2d ) is computed as follows.
The eNB uses the transmission power p c to transmit data to user i directly over a cellular channel, andthe SINR for user i is estimated by the following formula.
In (6) , N i is the noise power perceived by the user i; F i,cell is the interference power perceived by the user i over a cellular channel, which could be ignored if a single cellular network is just considered or the co-channel interference of neighboring cells can be controlled effectively when a cell is considered in multi-cell network. g i is the channel attenuation coefficient of the link from eNB to the user i, which includes the path loss, multipath fading, and shadowing fading effects; as we say before, it is usually evaluated and quantified by the receiver and then sent to the eNB.
When user j relays data to user i by using the transmission power p ji (set as a fixed value p ue in this paper) over a WiFi channel, the SINR for the user i is estimated by the following formula.
In (7), g ji is the channel attenuation coefficient of the link from the user j to i, which includes the same factors as that of g i ; F i,wifi is the interference power perceived by the user i over a WiFi channel, which mainly caused by its surrounding potential transmitter using the same or overlapped frequency band, and it is estimated by the following formula.
In (8), g ki is the channel attenuation coefficient of the link from the interfering user k to the interfered user i, which includes the same factors as that of g i ; p k is the transmission power of the interfering user k; I i is the set of the interfering users of user i.
When user j act as a relay (if j = 0, there is no relay), the delay over the air from eNB to the user i could be denoted as d ji . Also, the over air delay from eNB to the user i is denoted by d kji when k and j act as its relays (if k = 0 and j = 0, there is no relay). However, in order to balance the throughput and lifetime of the transmission path, we simultaneously select two potential relays just according to the throughput improvement in the preselection process of the first relay (i.e., user j), which lead to the optimal and sub-optimal improvement for the downlink throughput of user i respectively. Therefore, we call them optimal relay o and sub-optimal relay s. Based on the definitions we have listed above and the constraint thresholds, we could model our focused problem as a downlink throughput optimization problem for M users as follows:
Max
; e k ≥ min e j ; ; e th À Á
In (9), α ij and α kji are binary decision variables, the value of α ij equals 1 which means that user i transmits to user j, and there is no communication link between user i and user j if α ij equals 0. Also α kji determines whether user k relays the data of user j to user i or not; δ ij equals 1 if i = j and 0 on the contrary. To facilitate the description, the eNB is marked as user 0. The variables in the first constraint and the sixth constraint are enforced to be a binary value. In the second and third constraint, the situation that users transmit data to themselves are forbidden except for the eNB, and this exception does not mean the eNB transmits data to itself, it is just for notational convenience. The users could receive data either from a relay or the eNB under the forth constraint. And the number of relays of each receiver is confined within N-1. The seventh constraint limits that a user can select one relay at most when itself acts as a relay already. The eighth constraint keeps the delay of transmission path that consists of one relay (i.e., j) or two relays (i.e., k and j) below a given threshold value.
In addition, the ninth constraint is to preselect the first relay between candidates (i.e., UE o and UE s) based on RIE i and the threshold value (e.g., RIE th ) for the RIE metric. Moreover, it also restricts that the residual energy for relay k must be not less than the minimum value between the residual energy of relay j (e.g., e j ) and the energy constraint (e.g., e th ). That is, in order to ensure the preselection scope, e k is only considered to be not less than e th when e j is more than e th . And when e j is not more than e th , as long as e k is not less than e j , the relay k will not become the energy bottleneck of the transmission path. For another, the RIE metric weighs the superiority degree of being a relay of relaying UE o over relaying UE s, and we will detail the meaning of RIE in the following text.
In the scenarios that the paper focuses on, it is relatively easy to determine the transmission power of reaching the maximum throughput for a cellular channel, if the desired value for the receiving bit error ratio (BER) and environment noise power in the receiving side, allocated bandwidth, and channel attenuation coefficient (based on the CSI's quantification result) are available for us. Therefore, we could estimate transmission power by using formulas (1) and (6) . If the evaluated transmission power is not beyond the maximum transmission power of transmitter, the evaluated transmission power will be adopted. Otherwise, if the energy efficiency is not to be considered, the maximum transmission power will be adopted to send data, which could simplify our scheme. But for a WiFi channel, determining the transmission power of reaching the maximum throughput might be more difficult compared with a cellular channel. This is because the uncertain interferences of WiFi co-channels exist, such as the frequently used 2.4 GHz frequency band, in which there are only three non-overlapping channels. Thus, the co-channel interference is inevitable when a large number of WiFi channels are used for D2D communications, which makes each transmitter adjust the transmission power with the concern of the co-channel interferences in its neighboring area. However, the adjusted transmission power becomes the interference source of other WiFi links. Therefore, the solution to this optimization problem belongs to a NP problem. In order to make our scheme less complicated so that the most attention could be paid to 'What effects multi-hop outband D2D communications will have on the trend of cellular downlink throughput, ' we set that each transmitter of a WiFi link (i.e., relaying UE) adopts a uniform transmission power. The interference source of the receiving UE (e.g., UE i) mainly consists of the transmitters of co-channel communication links in UE i's neighboring area, and the transmitters in this area constitute its neighboring interference set (i.e., I i,nei ). For example, in Fig. 2 , the set I 5,nei of UE5 includes UE1, UE3, UE4, UE8, and UE9. When UE4 relays data for UE5, UE4 does not cause any interference to UE5, but UE1, UE3, UE8, and UE9 are potential interference sources of UE5, and they cause interference to UE5 only when they use the same or overlapped spectrum as the UE5's receiving spectrum. Making statistics about the actual co-channel interference sources of WiFi links is relatively complicated and difficult. Thus, in this paper, we adopt the strategy of relay preselection and allocate a WiFi channel randomly as a relay channel. Then, each receiving UE estimates the throughput gain after the assistance of the preselected relays. If the throughput is worse than that in a direct communication mode, this receiving UE will abandon both the preselected relays and the allocated WiFi channels. This behavior reduces interference to other receiving UEs. Therefore, the receiving UEs that estimate the throughput gain afterwards are more likely to retain the preselected relays. At some degree, this relay preselection strategy also takes the advantage of reducing the statistical difficulty caused by the actual interference source except the advantages mentioned before.
Approximate coverage under the given BER
Each wireless receiver has a certain requirement on its BER. As for the receiving UEs in our scheme, if the BER of the cellular link from the eNB to any of the receiving UEs is higher than the fixed value (set it as BE th ), a relay will be needed to forward data for the receiving UE.
From the formula for estimating frame success rate (i.e., f γ j ¼ 1−e −0:5γ j À Á M , where M denotes the length of frame with respect to a given length of packet, and γ j is the SINR value of receiving-end j [29] ), we know that e −0:5γ j is the BER value of receiving-end j. Therefore, when given the value for BE th , the corresponding SINR (i.e., γ th ) could be estimated by the formula in (10), which is deduced from the formula BE th ¼ e −0:5γ th .
Then, the relay will be determined in receiving UEs' neighboring scope under the delay constraints and the hybrid constraints of energy and throughput. For any receiving UE i, how broad its neighboring scope should be, in which the UEs send data to it in a given transmission power (e.g., p ue ), to ensure its BER within BE th ? For simplicity and without loss of generality, we could estimate the receiving UE i's approximate coverage D i according to the following formula (11) .
In (11), G t and G r are the transmitting and receiving antenna's gains respectively; h t and h r are denoted as the height of the transmitting and receiving antenna on the ground respectively; λ is the wavelength of the signal carrier; and L is the system loss coefficient which is not related to propagation; d crossover is the crossover distance, which is computed by formula (12) as described in [30] .
The approximate coverage of UE i is estimated by formula (11) . Due to the number of actual interference sources and their location distributions, transmission powers and other information about interference estimation may not be available for UE i; thus, F i,wifi is an uncertain value. Sometimes, it could not be guaranteed that the receiving UE i's BER is below the given threshold level when the UE near the edge of cellular coverage sends data to UE i. Multiplying the result in (11) by a discount coefficient η improves the probability of a lower BER of UE i that is not more than the given threshold BER, which potentially improves the throughput of UE i to avoid becoming the throughput bottleneck of the transmission path, and thus more preselected relays could be retained. The approximate coverage after discounting is as follows.
In (13), 0<η≤1, and all UEs within this approximate coverage of UE i are denoted as a set (e.g., V i ).
Energy constraints of relays
In our scheme, for any receiving UE (e.g., UE i), different energy constraints are adopted in the selection process of its first relaying UE and second relaying UE. As mentioned in the previous text, in the preselection process of the first relaying UE, we have determined two candidate relays, that is, optimal relay o and sub-optimal relay s, where their remaining energy values are denoted as e oi and e si . In order to conveniently weigh these two relays' performance in terms of link throughput and link lifetime, we propose formula (14) as follows.
In (14), RIE i denotes the RIE value for UE i, which measures superiority degree of being a relay of relaying UE o over relaying UE s. The higher value of RIE i is, the greater superiority relaying UE o has over relaying UE s. If e oi is not less than e si , it indicates that not only the relaying UE o has advantage in throughput improvement but also in remaining energy when compared with relaying UE s. Thus, in this case, we set RIE i as ∞ to show that relaying UE o has more advantage in both improving link throughput and prolonging link lifetime when compared with relaying UE s. Therefore, UE i chooses relaying UE o to relay data for itself. On the contrary, when e oi is less than e si , it indicates that relay o has an advantage in throughput improvement but it is located in an inferior position in extending link lifetime. Therefore, if RIE i is less than the RIE threshold we set before, user i chooses relay s instead of relay o to transmit data.
After a receiving UE (e.g., i) has determined its first relay, and if there is still a need (i.e., the BER from the eNB to its first relay is still higher than the given BER value) for UE i to choose the second relay, we adopt direct energy constraints and delay constraints to select the second relay. That is to say, the remaining energy of the selected second relay must not be less than the minimum value between the first relay's energy and the energy threshold.
In the extensively used protocol of 802.11b/g/n, WiFi interface usually works in the 2.4G frequency band of ISM, which is divided into 14 basic sub-channels and labeled as from 1 to 14. The overlapping coefficient of two neighboring sub-channels is approximatively regarded as 80% of one sub-channel frequency band. Therefore, the overlapping coefficient of frequency band decreases by 20% if the difference between any pair of tags increases by 1. When the difference between any pair of tags is not less than 5, the corresponding sub-channel frequency bands do not overlap (e.g., sub-channels 1, 6, and 11). If there are no more than three WiFi links in a transmission path, non-overlapping WiFi channel could be allocated to every WiFi link. For a certain WiFi link, other WiFi links using the same or overlapped spectrum are its interference sources. Therefore, the corresponding coefficient of overlapping area should be multiplied when calculating interfering power of receiving UE or relaying UEs. Based on the number of actual interference sources, their location distributions and transmission powers, we should adjust transmission power of this WiFi link to ensure link throughput, and the adjusted transmission power becomes the regulation basis of transmission power of other WiFi links, which is a significant way to improve cellular throughput. As we have mentioned above, in this paper, the effects of multi-hop outband D2D communications on cellular throughput is what we mainly focus on. Therefore, the adjustment of transmission power is not considered in this paper.
Centralized algorithm for DTO-MROD
To solve the problem (i.e., DTO-MROD) described in the "Problem formulation" section, we propose a centralized heuristic algorithm for scene (c) of Fig. 1 , which could be divided into the three subroutines (i.e., the preselection for the first relay, the preselection for the second relay, and the relay verification, which are executed at the eNB one after another). The corresponding pseudocodes are given in Algorithm 1~3.
Lines 2 to 7 are to determine the receiving UEs which cannot satisfy the given BER when the eNB transmits data directly to it. That is to say, these receiving UEs require the help of relaying UEs. Because of the unavailability for calculating the D2D link throughput, the difference values between the link throughput from the eNB to the relaying UE and the link throughput from the eNB to the receiving UE are used to select potential relays.
In order to prevent the throughput of WiFi links from becoming the throughput bottleneck of transmission path, we adopt the scope computed by formula (13) to limit the selecting scope of potential relays. First of all, we select the two optimal potential relays (lines 9 to 17), then estimate the value of RIE i by formula (14) and compare with the given RIE th . Finally, the optimal relaying UE or sub-optimal relaying UE will be chosen to act as the first relay according to the evaluated value (lines 18 to 20).
It is noted that c ji is the allocated WiFi channel's sequence number of the WiFi link from UE j to UE i, but the value that equals 0 means that WiFi channel has not been allocated to this WiFi link. If scene (c) in Fig. 1 is replaced with scene (b) in Fig. 1 , one constraint (i.e., UEs that both have not requested for data transmitting service and have not acted as a relay could be preselected as relays) should be added to line 10.
At the phase of the second relay preselection, the purpose of lines 2 to 7 is to calculate the metric of selecting the second relaying UE. This metric is the difference value between the link throughput from the eNB to the second potential relay and the link throughput from the eNB to the first potential relay. The purpose of lines 8 to 15 is to preselect the second potential relay which has the optimal metric and satisfies the delay and energy constraints.
At last, due to the uncertainty of co-channel interference in the process of preselecting relays, the throughput gains need to be rechecked. Thus, lines 2 to 27 are to check whether the selected potential relays are able to improve throughput or not after all potential relays and WiFi channels are determined. If the relay can meet the above requirement, no action will be done. Otherwise, the flag of relay will be deleted (i.e., set α ji and c ji to 0 or set α kji , c kj and c ji to 0), and the interference will also be recalculated. The Abs (in lines 7, 12, and 21) is the function that solves the absolute value of the argument, and the polynomial value in the bracket means overlapping coefficient for frequency band.
Only one UE with the optimal throughput improvement is selected as the receiving UE's relay in the existing algorithm DORE in [10] . If this relaying UE is infeasible under the delay constraints, the receiving UE will give up the relay selection and receive data directly from the eNB. Thus, the whole process shows typical greed features. But in our scheme, if the optimal relay is infeasible, the sub-optimal relay will be considered until a relay is able to improve throughput or all candidates are compared.
DTO-MROD procedures ProSe-compliant framework
The integration of DTO-MROD in 3GPP Proximitybased Services (ProSe) is elaborated in this subsection. The access network and main ProSe elements (i.e., ProSe Function and ProSe Application Server) mentioned in [31] are depicted in Fig. 3 . As shown in Fig. 3 , the framework includes the process of registration, collection, decision, activation, communication, and termination.
The first step for cellular D2D communications is registration which is essential for D2D users because the eNB needs the whole information in centralized cellular network. As we can see from Fig. 3 , UE j sends registration request to the ProSe Function, and then, this message is handled in the ProSe Application Server. Meanwhile the confirmation and setting message consist of an application ID that is used to make requests, the information of location updating period, discovery beacon, and discovery channel are returned to UE j . After a registration, the necessary information (e.g., location, channel state information (CSI), battery level) must be collected before the stage of decision. A decision is made by running the Algorithm 1~3 at the ProSe Application Server. Based on the results of decision, a proximity decision result message is sent to the Prose Function from ProSe Application Server. Then, after receiving the proximity decision result message from the ProSe Function, the eNB broadcasts it to all UEs in turn.
The UEs activate the D2D links according to certain procedures. Once establishing the connection with the eNB, the UEs will start to send a Link Ready message to the eNB. Then, the eNB begins to serve the D2D UEs when it takes notice of the activation of D2D links. In order to ensure that the frame (should be received or be relayed) could be identified by every UE, the eNB labels the frame of D2D UEs. Once the relay frames are received, the relaying UEs will handle the packet from the physical layer to the Packet Data Convergence Protocol (PDCP) layer, and then, the PDCP Service Data Unit (SDU) will be encapsulated into a WiFi frame that will be sent via the D2D link. After the receiving UEs decapsulate the relayed frames, the PDCP SDU will be handled by the receiving UEs via the remaining LTE stack.
The eNB terminates the process of relaying when it receives a termination request message from a D2D UE (depicted in Fig. 3 ). Then, a Termination Notification message will be sent to the ProSe Function to notify that this communication has been terminated and this message will be forwarded to the ProSe Application Server in the same purpose.
Theoretical analysis
We explore the communication and computational complexity of the DTO-MROD algorithm in this subsection. The maximum number of UEs in the network is denoted as |ℜ|, and the number of elements in any set V j is denoted as |V j |. We first give the theorem with respect to computational complexity of the DTO-MROD as follows.
Theorem 1
The computational complexity of the DTO-MROD algorithm executed by a node on the infrastructure is O(|ℜ|·max{|I i,nei |·|V j || i∈ℜ, j∈I i,nei }), where I i,nei ⊂V i ⊂ℜ={0,1, …, N}, V j ⊂ℜ={0,1, …, N}.
Proof For a node on the infrastructure (e.g., the ProSe Application Server), determining the metrics of the first relay selection (line 5 in Algorithm 1) takes time O(max{|V i | |i∈ℜ}), where V i ⊂ℜ={0,1, …, N}. Hence, the computational complexity of executing the first part of Algorithm 1 (lines 2 to 7) in the node is O(|ℜ|·max{|V i | |i∈ℜ}) since the for loop (lines 2 to 7 in Algorithm 1) iterates |ℜ| times. As for the second part of Algorithm 1 (lines 8 to 21), the process of selecting two potential relays (lines 9 to 17 in Algorithm 1) and finally By executing the first (lines 2 to 7) and the second (lines 8 to 15) part of Algorithm 2, we could determine the metric of the second relay selection (line 5 in Algorithm 2) and select the second relay (lines 8 to 15 in Algorithm 2) respectively. And the computational complexity of this two parts is O(|D|·max{|V j | |i∈ℜ, j∈V i }) and O(|D|), respectively, where D is a set of points which constitutes by the sequence number of the receiving UE and its first relay. Due to UEs that are uniformly distributed, there is no significant difference in the number of UEs between V i and V j ; hence |V i | could be simply regarded as |V j |.
Based on the above analysis, in the loop body (lines 2 to 27 in Algorithm 3), both the interference calculation of the receiving UE (lines 7 and 21 in Algorithm 3) and the first relay (line 12 in Algorithm 3) are iterated |ℜ| times, which could be completed in O(|ℜ|·max{|I i,nei |·|V j || i∈ℜ, j∈I i,nei }) time.
Actually the elements in set D is so small that it could be ignored when compared with |ℜ|; hence, O(|D|·max{|V j | |i∈ℜ, j∈V i }) is better than O(|ℜ|·max{|V j | |i∈ℜ, j∈V i }), while O(|ℜ|·max{|V j | |i∈ℜ, j∈V i }) is smaller than O(|ℜ|·max{|I i,nei |·|V j || i∈ℜ, j∈I i,nei }) by almost one order of magnitude, and thus, it is the maximum computational complexity of Algorithm 1~3. Therefore, the computational complexity of the DTO-MROD is O(|ℜ|·max{|I i,nei |·|V j || i∈ℜ, j∈I i,nei }).
Then, we analyze the communication complexity of the DTO-MROD algorithm and give the following theorem. Proof The DTO-MROD algorithm could be executed in a node on the infrastructure. For any UE, it must send its information about location, CSI, and battery level in an Information Reporting package to the ProSe Function. Then the package is sent to the ProSe Application Server as an input of the DTO-MROD algorithm. Thus, the communication complexity of each UE is O(1), and the node running DTO-MROD algorithm receives |ℜ| Information Reporting packages from all UEs as shown in Fig. 3 . Therefore, its communication complexity is O(|ℜ|).
Although the existing scheme (i.e., DORE) has advantages on computational complexity compared with DTO-MROD, DTO-MROD outperforms it in communication complexity. It is obvious that the computational power of smart terminals gains a sustained growth, and thus, the increased computational complexity of our scheme does not have a great impact on UEs' performance. Meanwhile, the usage of spectrum resources is becoming increasingly tense. Therefore, in general, the reduced communication overhead of our scheme plays a stronger role in performance improvement of future mobile networks when compared with the increased computational overhead.
Performance evaluation

Description of the compared scheme
The most relevant scheme to DTO-MROD is the scheme of DORE mentioned in literature [10] . The DORE has given a definition of link throughput which is evaluated by real devices, and it is regarded as an input for the greedy algorithm discussed in [10] . As discussed in the "Problem formulation" section, the greedy algorithm in DORE needs a repeated iteration to get a convergent value. Moreover, the performance of communication process after relays selection is what our scheme tries to improve, that is, the performance metrics of throughput, network connectivity ratio, and so on are what our scheme should focus on. Meanwhile, the actual measurements could not be done in experiment simulations. Thus, in order to compare DTO-MROD with DORE fairly, we adapt DORE by introducing relay preselection and call it LIKE-DORE. Its pseudocode description for scene (c) of Fig. 1 is given in Algorithm 4, where the corresponding WiFi channels will be allocated when the relays of D2D communications are selected, and also, different distribution of WiFi channels has a different impact on the interference distribution which affects the throughput. Table 1 
. Based on the above analysis, the DTO-MROD and LIKE-DORE have the same communication overhead. However, the DTO-MROD outperforms the LIKE-DORE in terms of the computational complexity since |I i,nei | and |V j | are far less than N, which are benefiting from the local search strategy for potential relays.
Simulation setting
The definition of our simulation metrics are as follows:
(1) Throughput refers specifically to the data rate, that is, after the allocation of all cellular channels, the data successfully and simultaneously transmitted from the eNB to the UEs that are assigned cellular channels during a given time.
(2) Delay refers specifically to the forward capability of the relaying UEs in a transmission path when the eNB transmits high-capacity data flow to any destination UE, and this delay depends on the relaying UEs with the worst forward capability in a transmission path. Hence, if there is no relaying UE, no delay is considered.
(3) Network connectivity ratio refers specifically to the ratio between the number of the remaining connected transmission paths and the number of the total transmission paths, where the total transmission paths refer specifically to paths from the eNB to the UEs allocated with cellular channels, and the remaining connected transmission paths refer specifically to part of the total transmission paths, which is still connected after several rounds of data transmission. (4) Average downlink continuous service capability refers specifically to the amount of average downlink data, that is, under the given transmission power for relaying UEs, the amount of average data that the receiving UEs have received from the eNB before each downlink transmission path is disconnected. (5) Average downlink data transmission time refers specifically to the average time of transmitting the given number of packets from the eNB to the receiving UEs during the transmission paths are still connected.
For simplicity but without loss of generality, we only consider distance-dependent path losses but no fading losses in our simulation experiments. According to the energy consumption formula for transmitting and receiving in [30] , for a link from UE j to i, Δe t ji is the total energy consumption when UE j transmits 1 bit and Δe r ji is the total energy consumption when UE i receives 1 bit, and it could be expressed as follows.
In (15), d ji is the distance from UE j to i; φ 11 , φ 12 , and φ 2 are transmitter electronics energy, receiver electronics energy and radio amplifier energy respectively; α ji is path loss exponent from UE j to i. For simplicity, α ji takes 2 when d ji is less than d crossover ; otherwise, it takes 4.
The simulation network is a circular region with a radius of 500 m, and the eNB is located in the center of the region. In addition, the parameter values employed in our simulation are given in Table 2 .
Simulation results
We use the first group of experiments (from Figs. 4, 5, 6, 7 , 8, and 9) to compare DTO-MROD with LIKE-DORE in the performance metrics of average cellular downlink throughput, average delay, network connectivity ratio, average downlink continuous service capability, and average downlink data transmission time. The simulation parameters of Figs. 4, 5, 6, 7, and 8 are as follows: the number of the allocated cellular channels N is assigned to 120, the range of the UEs' number is from 400 to 2200, and each UE obtaining cellular channel should follow the constraints of scenario (b) in Fig. 1 when it selects relays. In DTO-MROD, the discount coefficient η of formula (13) is set as 0.7, and the threshold values of RIE, delay, and energy take 1, 110 ns, 0.1 J respectively. Meanwhile, the three strategies of the verification order of relay preselection are adopted in DTO-MROD, that is, far to near, near to far, and random selection (i.e., check the throughput of receiving UEs according to the order of the distance from the eNB to receiving UEs). In this group of experiments, we adopt the strategy of random selection. As can be seen from Fig. 4 , although there is a big gap with the ideal outcome, our DTO-MROD does improve LIKE-DORE. The throughput value of the ideal benchmark solution is got by formulas (1) and (10) based on the assumption that each receiving UE can achieve the BER threshold value (i.e., BE th = 10 −10 ). In practice, it is almost impossible to get such an ideal outcome due to the uncertainty of environmental noise and interference.
Meanwhile, we see that, no matter how the UEs' number M within the cellular network changes, the throughput of DTO-MROD is always better than LIKE-DORE. The main reasons are as follows: if a receiving UE is far away from the eNB (i.e., located in the cellular edge), not only the receiving UE has an excessively high BER when eNB transmits data directly to it, but also the BER may not be less than the given maximum value with a great possibility in spite of using one relay. Thus, we know that the SINR of the receiving UE is relatively small based on formula (10) . Moreover, from formulas (1)~(4), the throughput of the transmission link will be lower. LIKE-DORE allows each receiving UE to select one relay at most, but two relays are allowed to forward data at most in DTO-MROD. Therefore, if the abovementioned situation appears in DTO-MROD, by shortening the transmission distance, the BER becomes lower and then the cellular throughput is improved. Another phenomenon we should notice is that the cellular throughput fluctuates randomly when the number of UEs (i.e., M) changes, this is because of the random variation of the distribution relationship between the UEs obtaining cellular channels and those that are not. Different distribution relationship leads to different potential candidates of each receiving UE and mutual interference (i.e., the co-channel interference of WiFi links); thus, there is a fluctuation in cellular throughput.
We could see from Fig. 5 that the average delay of DTO-MROD has advantage in that of LIKE-DORE no matter how the number of UEs (i.e., M) within a cellular network changes, which is familiar with Fig. 4 . According to the definition of delay metric in this paper, delay of any communication path depends on the relay with the worst forwarding capability over this path, while the forwarding capability of this relay directly influences the throughput of this path. Thus, the trend of Fig. 5 is similar to that of Fig. 4 . Figure 6 illustrates how the network connectivity ratio of cellular network changes over the number of UEs after 400 rounds' data transfers. We can find that the network connectivity ratio of DTO-MROD is higher than that of LIKE-DORE from Fig. 6 . The main reason is that we synthetically consider link throughput and link lifetime in establishing the standard of the first relay selection (see formula (14) ). Based on this standard, if another relay is needed in data transfers, we can ensure that the remaining energy of the second relay is not lower than the minimum value between the first relay's energy and the energy threshold via energy constraint. Therefore, a longer average link lifetime is ensured by these measures based on the relays' remaining energy, while it cannot be guaranteed in LIKE-DORE that does not have energy constraint on its relays.
The fluctuation of network connectivity ratio in Fig. 6 is also caused by the random variation of the distribution relationship, which is familiar with the fluctuation in Fig. 4 . But it is worth noting that the network connectivity of LIKE-DORE is slightly better than that of DTO-MROD when the number of UEs is 800. This Fig. 7 , we find that DTO-MROD outperforms LIKE-DORE in terms of this performance index. We attribute this advantage to two points. Firstly, the energy constraints are considered in DTO-MROD, and thus, the selected relays have higher battery level than those in LIKE-DORE. Secondly, for DTO-MROD, the UEs near the edge of cells trend to select two relays to transfer data, which leads to the shorter transmission links than that in LIKE-DORE. Therefore, the receiving-ends of transmission links have lower BER and thus higher energy efficiency in the process of data transfer. Figure 8 illustrates how average downlink data transmission time changes under the different number of UEs in a fixed area. From Fig. 8 , we see that DTO-MROD has an advantage over LIKE-DORE in terms of average downlink data transmission time. Similar to the second reason mentioned in Fig. 7 , the receiving UEs in DTO-MROD have the lower BER due to the shorter transmission links. And according to formulas 1~5 and 10, the average throughput of transmission path in DTO-MROD is larger than that in LIKE-DORE. Therefore, its average downlink data transmission time is less than that of LIKE-DORE when transmitting a given amount of data.
With the changes of data transfers' round, the variation of network connectivity ratio is depicted in Fig. 9 . In every round, the eNB only sends a data package with a fixed length to every receiving UE. In this simulation, besides the number of UEs is fixed to 1200, other parameters are the same as Fig. 6 . As shown in Fig. 9 , the network connectivity ratio of two schemes reaches 100% before the rounds of 100, which means there is no disconnected path in two schemes. From the rounds of 100 to 560, the network connectivity ratio of DTO-MROD is higher than that of LIKE-DORE, the main reason refers to the explanation of Fig. 6 . But from the rounds of 560 to 700, the network connectivity ratio of DTO-MROD is lower than that of LIKE-DORE, the main reason is that some communication paths with two relays appear in DTO-MROD, but it does not appear in LIKE-DORE, and with a large amount of energy consumed, the paths with two relays are more likely to be disconnected. Hence, the network connectivity ratio of DTO-MROD decreases significantly in this scope of rounds. After the rounds of 700, the difference between two schemes is getting smaller and smaller with the disappearance of all three-hop (i.e., two relays) communication paths.
The second group of experiments is used to compare the performance metrics of cellular downlink throughput, average delay, and network connectivity ratio of DTO-MROD under several typical values of discount coefficient η and RIE threshold. At the same time, we also explore the impact of different verification order of preselected relay on the above performance metrics. In this group (Figs. 10, 11, 12, 13, 14, 15, 16, 17, and 18) , besides the changed parameters (e.g., different discount Figures 10, 11, and 12 show the impacts of relay selection scope on cellular downlink throughput, average delay, and network connectivity ratio. The value of discount coefficient (i.e., η in Figs. 10, 11, and 12) equaling 0.3 means the relaying distance of WiFi links between the receiving UEs and its relay is relatively short, while η equaling 1.0 means this distance is relatively long. The short relaying distance means that the distance from eNB to relaying UEs is relatively long unless the receiving UEs select the second relay. From Fig. 10 , when η equals 0.7, its throughput is relatively high regardless of the changes of UEs' number within cellular area. The main reason is that when η equals 0.3, the cellular links distance is more likely to be longer. However, the relaying distance of WiFi links is more likely to be longer when η equals 1.0. Both two factors become the throughput bottleneck of the whole transmission path; thus, it limits the throughput improvement.
The average delay is relatively short when η equals 0.3 in Fig. 11 ; this is because the relaying distance of WiFi links is relatively short which is beneficial for data forwarding. Although the cellular link distance may be relatively long, eNB is the transmitter of this link, whose transmission power is greater than normal UEs. Meanwhile, due to the longer cellular link distance, the receiving UEs are most likely to select the second relay when η equals 0.3. Therefore, the bottleneck of forwarding capability is less likely to exist in the whole path. On the other hand, in Fig. 12 , due to the number of communication paths owning two relays is the largest when η equals 0.3, these paths are most likely to be disconnected compared with the other two conditions. Figures 13, 14, and 15 show the effects of three typical RIE threshold values on a cellular downlink throughput, average delay, and network connectivity ratio respectively. From formula (14), we could know that the relay with sub-optimal throughput is more likely to replace the relay with optimal throughput, when RIE threshold becomes larger. As we can see in Fig. 13 , the changes of RIE threshold have little impact on cellular throughput, especially in low density of UEs. Also, as the number of UEs (i.e., M) within the cellular network increases, the throughput does not show obvious regularity. This is because in some cases, the replacement of optimal relay with sub-optimal relay decreases the cellular throughput. But in other cases, the replaced optimal relays are used in other transmission links which increase the cellular throughput conversely. Thus, the trend of throughput shows a certain degree of randomness. Familiar with the above reason, the trend of average delay depicted in Fig. 14 also shows a certain degree of randomness. From Fig. 15 , we could know that the larger the RIE threshold is, the higher the network connectivity ratio will be. Based on the above-mentioned analysis, this phenomenon is mainly caused by relay replacement in the preselection of the first relay, which is more likely to happen when RIE threshold gets larger. Also, the relay has higher remaining energy after relay replacement; thus, the network connectivity ratio is improved. Figures 16, 17, and 18 show the effects of different verification order of preselected relay on cellular downlink throughput, average delay, and network connectivity ratio respectively. The order of near to far has advantage in improving throughput, the reason is that the action of verifying the receiving UEs that is closer to eNB firstly makes the receiving UEs abandon their relay because of large interference. And this behavior reduces interference when the distant receiving UEs start to verify their throughput; thus, the distant receiving UEs are more likely to retain their relays. On the other hand, by using relays, the throughput of the distant UEs improves greatly compared with the closer UEs. The throughput improvement of far to near is contrary to near to far; however, the order of random verification combines the features of the above two orders; thus, its throughput improvement is between near to far and far to near. But the effects of different verification orders on average delay and network connectivity ratio show no obvious regulations.
The third group of experiments ( Figs. 19, 20 , and 21) shows the comparison among cellular downlink throughput, average delay, and network connectivity ratio between scene (b) and scene (c) in Fig. 1 . The simulation parameters are set as those in the first group of experiments. In Fig. 19 , throughput in scene (c) is better than that in scene (b). This is because the relay selection in scene (c) is not under constraints; thus, the receiving UEs could select an UE as a relay which could optimize link throughput. The interpretation of the ideal result in Fig. 19 is similar to that in Fig. 4 .
Based on the explanation of Fig. 5 that is the definition of delay in this paper; the data transfer delay of any path depends on the relay with the worst forwarding capability in this path, while the forwarding capability directly influences the throughput of this path. Thus, the trend of Fig. 20 is familiar with Fig. 19 , which is reasonable. Figure 21 shows that the network connectivity ratio in scene (c) is worse than that in scene (b), and the reason is that some UEs (e.g., UE4 in Fig. 1 (c) ) located in a key position provide relaying services for other receiving UEs, which leads to high energy consumption; thus, these links are disconnected in shorter time.
Conclusions
To deal with tremendous traffic demand in a cyberspace on account of innumerable wireless smart devices and a number of multimedia applications, we propose the DTO-MROD scheme to optimize downlink throughput in a cellular system. We extend two-hop communication links to three-hop communication links to reduce Fig. 20 Average delay for the DTO-MROD scheme under the different scenes in Fig. 1 receiving bit error ratio efficiently and thus improve cellular downlink throughput. The first relay is selected according to the proposed RIE metric and the related estimation formulas, which can balance network lifetime and throughput. The remaining energy of the second relay is not less than the minimum value between the first relay's energy and the energy threshold.
In addition, the DTO-MROD scheme firstly adopts relay preselection and then verifies whether the preselected relays improve throughput or not. Therefore, it can determine the ultimate relays and the corresponding transmission paths at a time instead of several times of iteration, which reduces the communication overhead. Also, the DTO-MROD scheme adopts a local searching strategy; thus, it reduces the local computational overhead and also ensures that the optimal relays are selected by reasonably setting a searching scope. The simulation results and theoretical analysis reveal that our scheme outperforms the compared scheme in different perspectives of downlink throughput, delay, network lifetime, and communication overhead.
