We show that for every finite set R of positive integers, there is an integer n 0 = n 0 (R) such that every R-uniform hypergraph H on n (n ≥ n 0 ) vertices with minimum co-degree δ 2 (H) ≥ 1 contains a Berge cycle C s for any 3 ≤ s ≤ n. For R = {3}, we show that every 3-graph on n ≥ 7 vertices with co-degree at least one contains a Hamiltonian Berge cycle. As an application, we determine the maximum Lagrangian of k-uniform Berge-C t -free hypergraphs and Berge-P t -free hypergraphs.
Introduction
A hypergraph is a pair H = (V, E) where V is a vertex set and E ⊆ 2 V is an edge set. For a fixed set of positive integers R, we say H is an R-uniform hypergraph, or R-graph for short, if the cardinality of all edges belongs to R. If R = {k}, then an R-graph is simply a k-uniform hypergraph or a k-graph. Given an R-graph H = (V, E) and a set S ∈ V s , let deg(S) denote the number of edges containing S and δ s (H) be the minimum s-degree of H, i.e., the minimum of deg(S) over all s-element sets S ∈ V s . When s = 2, δ 2 (H) is also called the minimum co-degree of H. Given a hypergraph H, the 2-shadow (or shadow ) of H, denoted by ∂(H), is a simple 2-uniform graph G = (V, E) such that V (G) = V (H) and uv ∈ E(G) if and only if {u, v} ⊆ h for some h ∈ E(H). Note that δ 2 (H) ≥ 1 if and only if ∂(H) is a complete graph. In this case, we say H is covering.
There are several notions of a path or a cycle in hypergraphs. A Berge path of length t is a collection of t hyperedges h 1 , h 2 , . . . , h t ∈ E and t + 1 vertices v 1 , . . . , v t+1 such that {v i , v i+1 } ⊆ h i for each i ∈ [t]. Similarly, a k-graph H = (V, E) is called a Berge cycle of length t if E consists of t distinct edges h 1 , h 2 , . . . , h t and V contains t distinct vertices v 1 , v 2 , . . . , v t such that {v i , v i+1 } ⊆ h i for every i ∈ [t] where v t+1 ≡ v 1 . Note that there may be other vertices than v 1 , . . . , v t in the edges of a Berge cycle or path. We say an R-graph H on n vertices contains a Hamiltonian Berge cycle (path) if it contains a Berge cycle (path) of length n (or n − 1). We say H is Berge-Hamiltonian if it contains a Hamiltonian Berge cycle.
For k-uniform hypergraphs, there are more structured notions of Berge cycles as well. Given 1 ≤ ℓ < k, a k-graph C is called an ℓ-cycle if its vertices can be ordered cyclically such that each of its edges consists of k consecutive vertices and every two consecutive edges (in the natural order of the edges) share exactly ℓ vertices. In particular, in a k-graph, a (k −1)-cycle is often called a tight cycle while a 1-cycle is often called a loose cycle. A k-graph contains a Hamiltonian ℓ-cycle if it contains an ℓ-cycle as a spanning subhypergraph.
The problem of finding Hamiltonian cycles has been studied very intensively. In 1952, Dirac [5] showed that for n ≥ 3, every n-vertex graph with minimum degree δ ≥ n/2 contains a Hamiltonian cycle. Since then, problems that relate the minimum degree (or minimum s-degree in hypergraphs) to the structure of the (hyper)graphs are often referred to as Diractype problems. In the setting of a hypergraph, define the threshold h ℓ s (k, n) as the smallest integer m such that every k-graph on n vertices with δ s (H) ≥ m contains a Hamiltonian ℓ-cycle, provided that k − ℓ divides n. The subscript s is omitted when s = k − 1. Katona and Kierstead [19] first studied h k−1 (k, n) and showed that
Rödl, Ruciński and Szemerédi [26, 27] , using the absorbing method, showed that
for all k ≥ 3. For k = 3, they showed in [28] that for sufficiently large n,
Assume that 1 ≤ ℓ < k and k − ℓ divides n. Since every (k − 1)-cycle of order n contains an ℓ-cycle on the same vertices, (1) implies that h ℓ (k, n) ≤ n 2 + o(n). Together with lower bound constructions in [32] and [23] , it follows that
When k − ℓ does not divide k, Kühn, Mycroft and Osthus [22] showed that
For more asymptotic and precise results regarding h ℓ s (k, n) for different values of ℓ and s, we refer the readers to the recent survey [34] (also see [17] ). For Berge hypergraphs, Bermond, Germa, Heydemann, and Sotteau [3] showed a Dirac-type theorem for Berge cycles.
In this paper, we consider the co-degree condition for the existence of a Hamiltonian Berge cycle in a [k]-graph, where [k] := {1, 2, . . . , k} denote the set of first k positive integers. Define the thresholdĥ s (k, n) as the smallest integer m such that every k-graph on n vertices with δ s (H) ≥ m contains a Hamiltonian Berge cycle. Theorem 1. For any fixed set of integers R ⊆ [k] where k ≥ 2, there is an integer n 0 := n 0 (k) such that every covering R-graph H on at least n 0 vertices contains a Hamiltonian Berge cycle. In other words, for sufficiently large n,ĥ
Given an [k]-graph H = (V, E) and a subset S ⊆ V , the trace of H on S is defined to be the [k]-graph H S = (S, E ′ ) with the vertex set S and the edge set E ′ := {F ∩ S : F ∈ E(H)}. Trace of hypergraphs is very useful in extremal problems involving hypergraphs. For some examples of results on trace functions and applications, see [29, 30, 33, 18] .
Regarding the trace of covering hypergraphs, we first observe the following proposition, which can be easily verified by definitions. Proposition 1. Let H be a [k]-graph and S ⊆ V (H) be any subset of vertices. Then the following statements hold:
1. If H is covering, so is H S .
2. Every Berge-cycle (or Berge-path) in H S can be lifted to a Berge-cycle (or Berge-path) in H of the same length.
The following proposition can be shown using simply probabilistic arguments. We will give the proof in Section 3.
Proposition 2. Let G be a fixed graph of order s. Then for any fixed set R of finitely many integers, there is an integer n 0 := n 0 (s, R) such that every covering R-graph H on n ≥ n 0 vertices contains a Berge copy of G.
Combining Theorem 1, Proposition 1 and Proposition 2, we have: Theorem 2. For any fixed set R of finitely many integers, there is an integer n 0 := n 0 (R) such that every covering R-graph H on n ≥ n 0 vertices contains a Berge cycle C s for any 3 ≤ s ≤ n. Furthermore, for any S ⊆ V (H) such that |S| ≥ n 0 , H S is Berge-Hamiltonian.
and a sufficiently large n, every R-graph H on n vertices with δ 2 (H) ≥ 1 contains a Hamiltonian Berge path.
When R = [3] , Theorem 1 is true for all n ≥ 7 and Corollary 1 is true for all n ≥ 6. Note that the existence of a Hamiltonian Berge cycle in a covering 3-graph requires that n 2 / 3 2 ≥ n, which is only true when n ≥ 7. Hence the condition n ≥ 7 is necessary. Similarly, for the existence of a Hamiltonian Berge path, the condition n ≥ 6 is also necessary. Theorem 4. Every covering [3] -graph H on n ≥ 7 vertices contains a Berge cycle C s for any 7 ≤ s ≤ n.
We make the following conjectures: Using Theorem 2, 3, 4 and Corollary 1, we determine the maximum Lagrangian of Berge-P t -free and Berge-C t -free k-graphs when t is sufficiently large.
Given a k-uniform hypergraph H on n vertices, the polynomial form P H (x) : R n → R is defined for any vector x = (x 1 , . . . , x n ) ∈ R n as
For k ≥ 2, the Lagrangian of a k-uniform hypergraph H = (V, E) on n vertices is defined to be λ(H) = max
where the
|x i | is the 1-norm of x ∈ R n . Note that P H (x) can always reach its maximum at some nonnegative vectors. Lagrangians for graphs (i.e., 2-graphs) were introduced by Motzkin and Straus in 1965 [24] . They showed λ(G) =
, where ω(G) is the clique number of G. The Lagrangian of a k-graph H is closely related to the maximum edge density of the blow-up of H, which is very useful in the Turán theory [31, 20] .
We will use Theorem 2, 3, 4 and Corollary 1 to determine the maximum Lagrangian of Berge-P t -free and Berge-C t -free k-uniform hypergraphs. Extremal problems related to Berge hypergraphs have been receiving increasing attention lately. For Turán-type results, let ex k (n, G) denote the maximum number of hyperedges in k-uniform Berge-G-free hypergraph. Győri, Katona and Lemons [13] showed that for a k-graph H containing no Berge path of length t,
k+1 . Both bounds are sharp. The remaining case of t = k + 1 was settled by Davoodi, Győri, Methuku and Tompkins [4] . For cycles of a given length, Győri and Lemons [14, 15] showed that ex k (n, C 2t ) = Θ(n 1+1/t ). The same asymptotic upper bound holds for odd cycles of length 2t + 1 as well. The problem of avoiding all Berge cycles of length at least k has been investigated in a series of papers [21, 8, 9, 6, 16] . For general results on the maximum size of a Berge-G-free hypergraph for an arbitrary graph G, see for example [10, 12, 25] .
As an application of Theorem 2 and Corollary 1, we determine the maximum Lagrangian of Berge-C t -free and Berge-P t -free hypergraphs respectively.
Theorem 5. For fixed k ≥ 2 and sufficiently large t = t(k) and n ≥ t, let H be a k-uniform hypergraph on n vertices without a Berge cycle of length t. Then
As a corollary, we obtain the same results for the Berge-P t -free hypergraphs as well.
Corollary 2. For fixed k ≥ 2 and sufficiently large t = t(k) and n ≥ t, let H be a k-uniform hypergraph on n vertices without a Berge-P t . Then
Remark 2. Note that the extremal Berge-P t -free and Berge-C ≥t -free hypergraphs (for t sufficiently large) (see, e.g., [13, 8] ) that realize the Turán number also realize the maximum Lagrangian in Theorem 5 and Corollary 2 respectively.
For k = 3, due to Theorem 3 and Theorem 4, we obtain more precise results.
Corollary 3. Let H be a 3-uniform hypergraph on n vertices without a Berge-C t where n ≥ t ≥ 7. Then
Corollary 4. Let H be a 3-uniform hypergraph on n vertices without a Berge-P t where n ≥ t ≥ 6. Then
Variant of Brun's Sieve Method
The main tool that we use to prove Theorem 1 is a variant of Brun's sieve (see [2] for more exposition), which may be of independent interest. Let B 1 , . . . , B m be events, X i the indicator random variable for B i and X = X 1 +· · ·+X m the number of B i that hold. Note that there is a hidden parameter n (i.e., m = m(n), B i = B i (n), X = X(n)), which defines the o, O notation. Define
summing over all sets {i 1 , . . . , i r } ⊆ [m] and define
Then by the inclusion-exclusion principle,
Theorem 6. Suppose there are constants c 1 , c 2 ≥ 0 such that
and such that for every fixed r,
Then for every ǫ > 0, there exists N 0 > 0 such that for all n ≥ N 0 ,
Remark 3. For Pr(X = t), observe that
Similar approach in Theorem 6 implies that Pr(X = t) →
Proof of Theorem 6. Fix ǫ > 0. Choose s so that
The Bonferroni Inequalities state that, in general, the inclusion-exclusion formula alternatively over-and underestimates Pr(X = 0). Hence
for 0 ≤ r ≤ 2s + 1. It follows that for such n,
Similarly, taking the sum to 2s, we obtain that there exists N 0 such that for all n ≥ N 0 ,
Using Theorem 6 as a tool, we prove the following theorem, which may be of independent interest. The setup is the same as Theorem 6. Let B 1 , . . . , B m be events, X i the indicator random variable for B i and X = X 1 + · · ·+ X m the number of B i that hold. There is a hidden parameter n (i.e., m = m(n), B i = B i (n), X = X(n)), which defines the o, O notation. Theorem 7. Suppose for each fixed integer r ≥ 1 and sufficiently large m, there exist constants c 1 (r), c 2 (r) ≥ 0 such that
and
. Then for every ǫ > 0 and sufficiently large n,
Proof of Theorem 7. It suffices to verify the conditions in Theorem 6. It is clear that
Pr B i j , otherwise Type II. Now observe that
On the other hand,
Pr(B i j )
It then follows that
= o(1).
Apply Theorem 6 and we are done.
Proof of Proposition 2 and Theorem 1
Proof of Proposition 2. Let G be an arbitrary fixed graph on s vertices and R ⊆ [k] for some constant k. Let H = (V, E) be a covering R-graph on n vertices (n sufficiently large). Assume further that H is edge-minimal with respect to the covering property. Suppose E = {h 1 , h 2 , . . . , h m } where m = |E|. Since H is edge-minimal and covering, it follows that Taking a union bound over all B i , we have that
when n is sufficiently large. Hence with probability tending to 1, we have |h i ∩ S| ≤ 2 for all i ∈ [m]. We claim that H S contains a Berge copy of G. Indeed, since H is covering, for every edge e ∈ E(G), there exists a hyperedge h(e) of H such that e ⊆ h(e). Moreover, for e 1 = e 2 ∈ E(G), h(e 1 ) = h(e 2 ) since h(e 1 ), h(e 2 ) both intersect S in at most 2 vertices. Hence it follows by definition that H contains a Berge copy of G.
Now we proceed to show Theorem 1. Assume R ⊆ [k] for some integer k, it is enough to prove Theorem 1 for R = [k]. We first show the following lemma. Lemma 1. Let H = (V, E) be an edge-minimal covering [k]-graph on n vertices. Let E = {h 1 , h 2 , · · · , h m }. Assume that n = n(k) is sufficiently large and |{(i, j) : h i ∩ h j = ∅}| = o(n 4 ). Then there exists a Hamiltonian Berge cycle in H with probability at least e −k 4 .
Proof. We will use Theorem 7 to show this lemma. Since δ 2 (H) ≥ 1, every vertex pair of H is contained in some hyperedge. It follows that there exists a collection of subsets f 1 , f 2 , . . . , f m of vertex pairs in the hyperedges h 1 , h 2 , . . . , h m such that f i ⊆ h i 2 for every i, f i ∩ f j = ∅ for every i = j, and every vertex pair of H is contained in some f i . Such collection can be found greedily: for each vertex pair of H, arbitrarily pick a hyperedge that contains it. Since H is chosen to be edge-minimal, 1 ≤ |f i | ≤ k 2 for every i ∈ [m]. Now permute the vertex set by picking a cyclic permutation σ = (s 1 , s 2 , . . . , s n ) uniformly randomly and order the vertices of H cyclically according to σ as follows: (v s 1 , v s 2 , . . ., v sn ) .
.
. Moreover, since δ 2 (H) ≥ 1 and H is edge-minimal, it follows that
m for all i ∈ [m] and n ≥ 4. Now, for pairwise disjoint r edges h i 1 , . . . , h ir ,
Pr(B i j ).
Moreover, recall that we assumed that |{(i, j) :
Hence (5) of Theorem 7 is satisfied. Now observe that for every {i 1 , i 2 , . . . , i r } ⊆ [m], the edges (vertex pairs) in f i 1 ∪ f i 2 ∪ . . . ∪ f ir whose end points are consecutive in σ form disjoint union of paths. Hence it is not hard to see that
Hence by Theorem 7, it follows that there exists a cyclic permutation τ of the vertex set such that for each f i , there are no two vertex pairs e 1 , e 2 ∈ f i such that the two end points of e 1 and e 2 are both consecutive in the permutation. Now consider the cycle
. Let h i be the hyperedge such that f i contains v τ (i) v τ (i+1) . Observe that {h i }s are distinct edges. Hence we obtain a Hamiltonian Berge cycle.
Proof of Theorem 1. Let H = (V, E) be a [k]-uniform hypergraph with
Let d(v) and d(v, u) denote the degree of v and co-degree of v, u in H respectively. Now let
Note that since m ≤ n 2 , we have that
which implies that |S| < kn 2 n 1.9 = kn 0.1 .
For every v ∈ S, set
Claim 1. For every v ∈ S, |T v | ≥ n 0.8 .
Proof. Suppose for the sake of contradiction that for some v ∈ S, |T v | < n 0.8 . Then it follows that
which contradicts the fact that d(v) > n 1.9 since v ∈ S. This completes the proof of the claim.
Now let H S be the non-uniform hypergraph on S with edge set {h\S : h ∈ E(H)}. Note that every edge in H S has cardinality at most k and δ 2 (H S ) ≥ 1. Moreover, we claim that |{(i, j) :
follows that there exists a hyperedge h intersecting at least ǫn 2 hyperedges in E(H S ). Hence there exists a vertex in h that is contained in at least ǫ k n 2 hyperedges, which contradicts that d(v) < n 1.9 for v ∈ S when n is sufficiently large. Hence, by contradiction, |{(i, j) :
It remains to show that we can add vertices from S to extend the Berge cycle C. Let v 1 , v 2 , · · · , v |S| be the vertices in S. Recall that |T v i | ≥ n 0.8 for all 1 ≤ i ≤ |S|. Call a vertex u ∈ T v i exhausted on v i if all but at most 3|S| hyperedges containing v i u are already used in C. We claim that at most √ n vertices in T v i are exhausted on v i . Suppose not, i.e. there are √ n + 1 vertices in T v i that are exhausted on v i . Note that for each vertex u that is exhausted, the number of hyperedges in C that contain {v i , u} is at least
. Hence the number of hyperedges in C, by double counting, has to be at least ( √ n + 1)(n 0.8 − 3|S|)/(k − 1) > n (when n sufficiently large), which contradicts that C has at most n hyperedges. Now let us start with adding v 1 ∈ S to C. Let T ′ v 1 ⊆ T v 1 be the set of vertices not exhausted on v 1 . Consider the set
Note that
> n when n is sufficiently large. It follows that there exists u p , u q , u p+1 , u q+1 and an unused edge h such that {u p+1 , u q+1 } ⊆ h. Moreover, since u p , u q ∈ T ′ v 1 , none of them are exhausted. Hence we can find two more unused edges h p , h q such that {v 1 , u p } ⊆ h p and {v 1 , u q } ⊆ h q . Note that in this case, consider the cycle
where h, h p and h q are used to embed {u p+1 , u q+1 }, {v 1 , u p } and {v 1 , u q } respectively. Hence we obtain a larger cycle C + v 1 .
We can iteratively add vertices in S to the cycle as above. Let C t be the cycle after we already added v t to the cycle. Let u t p , u t q , u t p+1 , u t q+1 be the vertices identified when adding v t . For v t+1 , consider
Relabel the vertices in C t = {u 1 , u 2 , . . . , u ℓ } where ℓ = |S| + t and consider again
Similar to before, |T t+1 | > n. Hence there exists u t+1 p , u t+1 q , u t+1 p+1 , u t+1 q+1 and unused edge h, h p , h q such that {u
p } ⊆ h p and {v t+1 , u t+1 q } ⊆ h q . Extend the cycle the same way as before and we are done.
Proof of Theorem 3 and Theorem 4
Proof of Theorem 3. Let H = (V, E) be a [3] -uniform hypergraph on n ≥ 6 vertices with δ 2 (H) ≥ 1. Let P = v 1 v 2 . . . v t be a maximum-length Berge path in H. If t = n, we are done. Otherwise assume that t < n and let u be a vertex not in P . Observe that by the maximality of P , we have t ≥ 3. Call a hyperedge h used if h is an edge in the Berge path P , otherwise call it free. Since δ 2 (H) ≥ 1, there exists a hyperedge h 1 containing {u, v 1 }. The edge h 1 must be used in P since otherwise we can extend P by embedding {u, v 1 } in h 1 . Since H is [3] -uniform, the only way that h 1 can be used in P is to embed {v 1 , v 2 }. Similarly, there exists a hyperedge h t that contains {u, v t } and is used to embed {v t−1 , v t }. Now consider a hyperedge h ′ containing {v 1 , v t }. Note that h ′ is free since both {v 1 , v 2 } and {v t−1 , v t } have already been embedded. Now consider the path
, u} is embedded in h 1 and other edges in P ′ are embedded in the same hyperedges in P . Notice that P ′ is a berge hyperpath in H that is longer than P . This gives us the contradiction. Hence t = n and P is a Hamiltonian Berge path in H.
For n = 4 and n = 5, the same idea in the proof of Theorem 3 works as long as there are enough edges (observe that for n ≥ 6, δ 2 (H) ≥ 1 implies that there are at least n − 1 edges):
Corollary 5. Let H be a covering [3] -graph on n ≥ 4 vertices with at least n − 1 edges. Then there exists a Hamiltonian Berge path in H.
Now let us proceed to the proof of Theorem 4.
Proof of Theorem 4. Let H = (V, E) be a [3] -graph on n ≥ 7 vertices with δ 2 (H) ≥ 1. We first show that H contains a Hamiltonian Berge cycle.
We first claim that there exists a Berge cycle on n − 1 vertices. By Theorem 3, there is a Hamiltonian Berge path P = u 1 u 2 . . . u n in H. Since δ 2 (H) ≥ 1, there exists an edge h ∈ E(H) such that {u 1 , u n } ⊆ h. If h is not an edge in P , then we embed u 1 u n in h and obtain a Hamiltonian Berge cycle. Otherwise, h is used to embed either u 1 u 2 or u n−1 u n . WLOG, h embeds u n−1 u n . Then h = {u 1 , u n−1 , u n }. If we embed u 1 u n−1 in h, we then obtain a Berge cycle C = u 1 u 2 . . . u n−1 on n − 1 vertices.
Let C = v 1 v 2 . . . v n−1 be a Berge cycle in H on n−1 vertices and call the remaining vertex w. For ease of reference, consider v n ≡ v 1 and v 0 ≡ v n−1 . Consider a two-edge-coloring on {v i v i+1 : i ∈ [n − 1]}: color v i v i+1 red if the hyperedge that embeds v i v i+1 also contains w; otherwise color it blue. Assume that C is picked among all Berge cycles on n − 1 vertices such that C has the most number of red edges (when viewed as a 2-uniform cycle).
Again, from now on, we call a hyperedge h used if h is a hyperedge in C, otherwise call it free. Moreover, when we say 2-edges of C, we mean the 2-uniform edges of C when C = v 1 v 2 . . . v n−1 is viewed as a 2-uniform cycle. Otherwise, C is considered a [3]-graph. Proof. For ease of reference, let φ(v k v k+1 ) denote the hyperedge in C that embeds v k v k+1 . Suppose there is a free edge h containing v i+1 v j+1 . Consider the cycle
For any other edge e of C ′ , embed e in φ(e). We then obtain a Hamiltonian Berge cycle.
Observe that given two disjoint red pairs v i v i+1 , v j v j+1 , if the hyperedge h containing v i v j is not free, then it must be used to embed either v i−1 v i or v j v j−1 . Similarly, if the hyperedge containing v i+1 v j+1 is not free, then it must be used to embed either
are both red. By the above observation, a bridge must be used to embed a blue 2-edge in C that intersects the bridge. Call a sequence of vertices a segment if they are consecutive in C. A segment is red (or blue) if the 2-edges in C (viewed as a 2-uniform cycle) induced by the vertices in the segment are all red (or blue). By Claim 2, it is easy to derive the following consequence:
(i) There are no four pairwise disjoint red segments. This is because, for any four pairwise disjoint red segments, there are at least 2 4 2 = 12 bridges but only at most 8 blue edges that intersects the four red segments. Hence one of the bridges must be free. Then we are done by Claim 2.
(ii) If there are three pairwise disjoint red segments, there must be at least two blue edges (in both directions) between every two red segments. Moreover, each of the red segments has length 1. This is because, three pairwise disjoint red segments have at least six bridges. If there is only one blue edge between two of the red segments, then there are at most five blue edges intersecting the red segments. Hence one of the bridges must be free and we are done by Claim 2.
(iii) There can be only one red segment of length at least 2. Moreover, if there is any other red segment, then there must be at least two blue edges (in both directions) between the two red segments. The logic is the same as the above two cases.
(iv) If there is a red segment of length 3, there is no other red segment.
(v) There is no red segment of length at least 4.
Claim 3.
If there exist three consecutive blue edges in C, i.e., v i , v i+1 , v i+2 , v i+3 such that v k v k+1 is blue for k ∈ {i, i + 1, i + 2}, then we have a Hamiltonian Berge cycle.
Proof. Since δ 2 (H) ≥ 1, it follows that there exist free edges h 1 , h 2 such that h 1 contains wv i+1 and h 2 contains wv i+2 . Note that h 1 = h 2 otherwise we have a free h = {w, v i+1 , v i+2 }, which contradicts our assumption that C is picked such that it has the maximum number of red edges. Now consider the cycle
Embed v i+1 w in h 1 ; embed wv i+2 in h 2 ; embed any other edge e the same way it is embedded in C. We then obtain a Hamiltonian Berge cycle.
Combining Claim 3, the consequences (i)-(v) above and the fact that n ≥ 7, it is easy to deduce that there are only three cases left. Let us analyze them one by one:
Case 1: n = 7. Note that v 4 v 1 is a bridge. Hence if the edge h containing v 4 v 1 is free, then we are done by Claim 2. Otherwise, WLOG, suppose h is used to embed v 3 v 4 ,
Figure 1: Remaining three cases: (a): n = 7; (b): n = 8; (c): n = 10.
i.e., h = {v 1 , v 3 , v 4 }. Moreover there are free edges h 1 , h 2 (may be the same) such that {w, v 3 } ⊆ h 1 and {w, v 6 } ⊆ h 2 . If h 1 = h 2 , then consider the cycle
is embedded in h, v 6 w is embedded in h 2 , wv 3 is embedded in h 1 and all other edges are embedded in the same way as before. We then obtain a Hamiltonian Berge cycle. On the other hand, suppose h 1 = h 2 , then it follows that h ′ = {v 3 , v 6 , w} is a free edge. Now consider the cycle
such as v 3 v 6 is embedded in h ′ , v 4 v 1 is embedded in h and all other edges are embedded in the same way as before. Observe that this cycle, using the same coloring scheme as before, has three red edges, which contradicts our assumption that the cycle in Figure  1 has the maximal number of red edges. 
, wv 3 is embedded in h ′ , and every other 2-edge of C ′ is embedded in the same way as in C.
Case 3: n = 10. In this case, observe there must be a free hyperedge containing each of wv 3 , wv 6 and wv 9 . Moreover, the free hyperedges containing wv 3 , wv 6 and wv 9 cannot be the same hyperedge. Hence, WLOG, let h 1 be the free edge containing wv 3 and h 2 be the free hyperedge containing wv 9 . Now observe that v 2 v 8 is bridge. Let h be an hyperedge containing v 2 v 8 . If h is free, we are done by Claim 2. Otherwise, WLOG, h is used to embed v 2 v 3 , i.e., h = {v 2 , v 3 , v 8 }. Then consider the cycle
where v 2 v 8 is embedded in h; v 3 w is embedded in h 1 ; wv 9 is embedded in h 2 ; and any other 2-edge of C ′ is embedded in the same way as in C.
Thus, in all cases, we obtain a Hamiltonian Berge cycle. In summary, we showed that every [3] -graph H on n ≥ 7 vertices with δ 2 (H) ≥ 1 contains a Hamiltonian Berge cycle. For smaller Berge cycles of length s such that 7 ≤ s ≤ n − 1, pick an arbitrary subset S ⊆ V (H) of size s. By Proposition 1, H S is also a covering [3] -graph with at least 7 vertices. Hence by our proof above, H S contains a Hamiltonian Berge cycle. Then it follows from Proposition 1 again that H contains a Berge cycle of length s. This complete the proof of Theorem 4.
Proof of Theorem 5
Before we show the proof of Theorem 5, we need a few definitions and lemmas. For a vector x = (x 1 , . . . , x n ) of real numbers, the support of x is defined as Supp(x) := {1 ≤ i ≤ n : x i = 0}. Given a family of subsets of [n] and I ⊆ [n], we say F covers pairs with respect to I if for every i, j ∈ I, there exists some h ∈ F such that {i, j} ⊆ h. Moreover, we define F[I] = {h ∈ F : h ⊆ I}.
Lemma 2 ([7]
). Let F be a family of k-subsets of [n]. Suppose x = (x 1 , . . . , x n ) with x i ≥ 0 such that n i=1 x i = 1. Moreover, suppose that P F (x) = λ(F) and I = Supp(x) is minimal. Then F[I] covers pairs with respect to I.
Proof of Theorem 5. Let H be a Berge-C t -free k-uniform hypergraph on n vertices that achieves the maximum Lagrangian where t ≥ n 0 ({k}) in Theorem 2. Suppose that x = (x 1 , x 2 , . . . , x n ) ∈ R n such that n i=1 x i = 1 and P H (x) = λ(H). Further assume that I = Supp(x) is minimal. By Lemma 2, we have that H[I] covers pairs with respect to I. Since H is C t -free, it follows by Theorem 2 that |I| ≤ t − 1. It follows that the Lagrangian of H is λ(H) = P H (x) = {i 1 ,i 2 ,··· ,i k }∈E(H)
For k = 3, due to Theorem 3, we obtain, by the same logic as in the proof of Theorem 5, Corollary 4: if H is a 3-uniform hypergraph on n vertices without a Berge-P t where n ≥ t ≥ 6, then λ(H) ≤ λ(K . Proof. Let H be a Berge-P t -free 3-uniform hypergraph on n vertices that achieves the maximum Lagrangian. Suppose x = (x 1 , x 2 , . . . , x n ) ∈ R n is a nonnegative vector such that n i=1 x i = 1 and P H (x) = λ(H). Further assume that I = Supp(x) is minimal. By Lemma 2, we have that H[I] covers pairs with respect to I. 
