Abstract. The Hough transform is a standard pattern recognition technique introduced between the 1960s and the 1970s for the detection of straight lines, circles, and ellipses. Here we offer a mathematical foundation, based on algebraic-geometry arguments, of an extension of this approach to the automated recognition of rational cubic, quartic, and elliptic curves. The accuracy of this approach is tested against synthetic data and in the case of experimental observations provided by the NASA Solar Dynamics Observatory mission.
the normal to the line with the horizontal axis and the distance of the line from the origin [5] . In this way both the angular and the linear parameters belong to known and bounded intervals and, furthermore, in this formulation an interpretation of the Hough transform in terms of the Radon transform is possible [14] . Together with this reformulation, the recognition based on the Hough transform has been extended to the case of circles and ellipses, which can be described in terms of appropriate parametric equations [5] .
A further development of this technique has been the introduction of the generalized Hough transform for the detection of arbitrary (nonanalytic) profiles [2] . This method introduces a look-up table of a prototypal shape as a correspondence between the image space and the parameter space and detects instances of the prototype by utilizing the values of the corresponding look-up table. This approach typically has two drawbacks: it may be computationally heavy when several look-up tables must be stored, corresponding to different prototypal profiles to recognize, and it may be inaccurate, when a specific instance to detect differs significantly from the prototype.
In the present paper we show that the Hough transform can be effectively applied for the automatic recognition of specific classes of curves whose algebraic forms are known but are significantly more complicated than straight lines or conics. Specifically, we have considered algebraic curves of degree 3 (the Descartes folium) and degree 4 (rational quartic curves with a triple point, or three double points, or with a tacnode) and elliptic curves. For all these curves and from a formal viewpoint, we have proved a duality-type correspondence between the image and the parameter spaces by showing that each point P of the curve in the image space is transformed into a curve, Γ P , in the parameter space in such a way that all curves Γ P meet in one and only one point. This point uniquely identifies the original curve to be detected. Then we have implemented a numerical algorithm that, on the basis of this general result, realizes the recognition in an automatic way, is extremely robust when the number of points satisfying the curve equation is much smaller than noise points randomly picked up in the image space, and is robust when the points on the curve are perturbed by random noise of rather notable intensity. We believe that this pattern recognition procedure may have applications in several domain of applied science like in the processing of high resolution images from astronomical satellites and in medical imaging.
The structure of the paper is as follows. Section 2 contains the main mathematical result, i.e., the theorem introducing a class of curves for which there is a perfect duality between the image and the parameter spaces, as in the case of straight lines. Sections 3 and 4 describe notable curves of degree 3 and 4 belonging to such a class, while section 5 is devoted to elliptic curves. Section 6 contains numerical results concerning the pattern recognition procedure in the case of synthetic data. Section 7 contains an application to astronomical imaging. Finally, our conclusions are offered in section 8.
Hough transform of algebraic curves.
Most of the results in this section hold over an infinite integral ring K (see [6, section 28] ). However, let us restrict our analysis to the classical cases where either K = R or K = C, the fields of real or complex numbers, respectively.
For every t tuples of independent parameters λ :
be a family P of irreducible polynomials in the indeterminates x, y, of a given degree d (not depending on λ), whose coefficients g i,j (λ 1 , . . . , λ t ) are polynomials in λ 1 , . . . , λ t . Let F be the corresponding family of the zero loci C λ , and assume that C λ is a curve in the affine plane A 2 (x,y) (K) for each λ, (Of course, this is always the case if K is an algebraically closed field.) Clearly, the curves are irreducible; that is, they consist of a single component, since the polynomials of the family P are assumed to be irreducible in K [x, y] . So, we want F to be a family of irreducible curves which share the degree.
Definition 2.1. Let F be a family of curves C λ as above, and let P = (x P , y P ) be a point in the image space A 2 (x,y) (K). Let Γ P (F) be the hypersurface defined in the affine t-dimensional parameter space A t (Λ 1 ,...,Λt) (K) by the polynomial equation
in the indeterminates Λ 1 , . . . , Λ t . We say that Γ P (F) is the Hough transform of the point P with respect to the family F. If no confusion will arise, we simply say that Γ P (F) is the Hough transform of P , denoting it by Γ P .
If P belongs to a curve C λ of the family, we also say that Γ P (F) is the Hough transform of the pair (C λ , P ) (or of the pointed curve (C λ , P )), and we denote it by Γ P (λ).
Summarizing, the polynomial family defined by (2.1) gives rise to a polynomial F (x, y;
. . , λ t ) ∈ K t and for each point P = (x P , y P ) ∈ C λ , we write
In most cases throughout the paper we will consider families of algebraic curves in A 2 (x,y) (K) whose equations are parameterized by only two parameters, say a, b. We will denote such curves of equation F (x, y; a, b) = 0 by C a,b , and the Hough transform of the pointed curve (C a,b , P ) by Γ P (a, b), that is, the curve defined in the parameters plane A 2 (A,B) (K) by the equation F (x P , y P ; A, B) = 0, where P = (x P , y P ) ∈ C a,b . In a few cases three parameters are used (e.g., see the quartic curves with two closed loops of (4.6) and elliptic curves discussed in section 5).
With the previous notation and definitions, we have the following general fact. Theorem 2.2. Let F be a family of irreducible curves as above, and let C λ be a curve of the family. Then the following hold:
1. The Hough transforms Γ P (λ) of the pairs (C λ , P ), when P varies on C λ , all pass through the point λ = (λ 1 , . . . , λ t ). 2. Assume that the Hough transforms Γ P (λ), when P varies on C λ , have a point in common other than λ, say λ = (λ 1 , . . . , λ t ). Thus the two curves C λ , C λ coincide. Proof. The first statement is essentially a tautology. Indeed, the point λ = (λ 1 , . . . , λ t ) belongs to Γ P (λ) if and only if F (x P , y P ; λ 1 , . . . , λ t ) = 0, which is to say that P = (x P , y P ) ∈ C λ .
The assumption in the second statement says that there exists a point λ = (λ 1 , . . . , λ t ) belonging to Γ P (λ) such that λ ∈ Γ Q (λ) for each point Q = (x Q , y Q ) ∈ C λ ; that is,
are supposed to be irreducible curves (of the same degree) in the image plane.
Example 2.1. Assume K = R, and consider the family of conics
with a, b ∈ R. Then C 1,0 is defined by the polynomial x 2 + y 2 = 0 and consists of the single point (0, 0) in A 2 (x,y) (R), while C −1,0 is defined by the polynomial x 2 − y 2 = 0 and consists of two distinct lines. Therefore C 1,0 is strictly contained in C −1,0 . But clearly the family defined by (2.2) does not satisfy the assumptions made.
The following is an immediate consequence of the above theorem. Lemma 2.3 (key lemma). Let F be a family of irreducible curves as above. Then the following conditions are equivalent:
Remark 2.1. Let us stress the fact that a family F of curves C λ satisfy properties equivalent to those in Lemma 2.3, that is, "the Hough transforms Γ P (λ) of the pointed curve (C λ , P ) intersect in the parameter space in exactly one point which uniquely identifies the curve C λ ." This plays a crucial role in the pattern recognition problem (see section 6). In principle, this uniqueness result has just a formal (although elegant) significance, since the presence of more than one point in the parameter space identifying the curve should not prevent the recognition method to properly work. However, in practical applications, the presence of noise in the image pixels often makes the identification of the maximum in the accumulator more ambiguous, and such ambiguity may be stressed by the presence of more than one maximum in the histogram.
The equivalent properties in the lemma are not true in general. (E.g., consider the family of conics C λ of equation
) It is then of special interest to find families of curves which satisfy conditions equivalent to those of Lemma 2.3. Indeed, let C λ , C λ be curves from the family, and let
be the equations of C λ , C λ , respectively. The equality
is identically zero on K 2 as polynomial in K [x, y] . Thus, for each pair of indices i, j, it must be
see [6, (u, v, w) is the line of equation Ux P + V y P + W z P = 0. Clearly, when P varies on , such lines belong to the pencil of center [u, v, w] , that is,
Note that here we are using homogeneous coordinates in a projective plane to avoid "to loose" vertical lines of the affine plane A 2 (x,y) (R). Note also that the notion of Hough transform Γ P (u, v, w) of a pointed line ( u,v,w , P ) may be rephrased in terms of the usual duality of the projective plane.
Example 2.3. In the affine plane A 2 (x,y) (R) consider a family of circumferences
where the center (a, b) varies and the radius r(> 0) is supposed to be fixed. For each given point P = (x P , y P ) ∈ γ a,b , the Hough transform is the circumference Γ P (a, b) of center (x P , y P ) and radius r in the parameter plane
. Note that, as r varies, then the Hough transform is a quadric cone of vertex (a, b, r) = (x P , y P , 0) in the parameter space A 3 (A,B,R) (R). Remark 2.2. It is worth noting that most of the above formally extends if we consider a family of polynomials
defining a family of hypersurfaces in A n x (K), where λ := (λ 1 , . . . , λ t ) ∈ K t and x := (x 1 , . . . , x n ) are affine coordinates. We omit the details since we don't need such a generalization here. Let us only mention that in [3] all the theory has been extended even in the more general case of families of affine varieties defined by a system of polynomial equations.
In the next three sections we discuss some classes of examples of algebraic plane curves. Indeed, some geometrical evidence suggests looking at such curves as "natural" candidates to approximate solar flare profiles (see, for example, images from [16] ). From now on, throughout the paper, we will assume K = R.
Descartes folium.
In the affine plane A 2 (x,y) (R) consider the cubic rational curve defined by the equation 
Such a curve has a nice geometry (see Figure 1 and also [10, section 4.8]): it has a node at the origin and a loop in the first (respectively, second) quadrant if b > 0 (respectively, b < 0). Moreover, if b < 0, the curve C a,b of (3.1) is the symmetric curve with respect to the y-axis of
To compute the (relative) y-maxima points of the curve graph, consider the system of equations
Then the points we are looking for can be considered as maximum points of the function f (x, y) = y constrained by the condition ϕ(x, y) = 0. Such points are solutions of the system of equations
where
Thus, the (relative) y-maxima points of the curve are solutions of the system 2x 3 − by 3 = ay − x 2 = 0, so that they can be easily computed. Denoting by b 2 1/3 the unique real root of the equation
, the y-maximum of the loop is the point a
2 ) −2/3 . For any point P = (x P , y P ) ∈ C a,b , the Hough transform is the line in the parameter plane
Thus the conditions of Lemma 2.3 hold true.
Rational quartic curves.
Rational quartic curves look of particular interest in the applications. In this section we describe three special classes of such curves, roughly in order of increasing complexity.
Quartic curves with a triple point. In the affine plane
where b > 0 and f 4 (x, y) ∈ R[x, y] is a given degree 4 homogeneous polynomial, satisfying the condition f 4 (x, y) ≥ 0 for each x, y, so that C a,b is contained in the real superior semiplane. The curve C a,b has a triple point at the origin O (with tangent lines the x-axis, and y − ax = 0 counted twice). It thus follows that C a,b is a rational curve having O as the only singular point. By intersecting with the pencil of lines y = tx, we get the parametric representation
Let us compute the variance of such a curve by using polar coordinates x = ρ cos θ, y = ρ sin θ. Then the equation becomes
Therefore the curve C a,b is contained in the semicircumference with center (0, 0) and radius R a,b of the real upper half-plane. For any point P = (x P , y P ) ∈ C a,b the Hough transform is the parabola in the parameter plane A 2 (A,B) (R) of
Let us check the condition that Let us propose two explicit examples of curves as above: e.g.,
As to the variance, we have in the former case
so that the curve C a,b is contained in the semicircumference with center (0, 0) and radius
Quartic curves with three double points.
In the affine plane A 2 (x,y) (R) consider the irreducible quartic curve of 
Look also at a variant of the limaçon, that is, the irreducible quartic curve of
for any positive reals numbers a, b. In this case, the curve C a,b has a cusp (with cuspidal tangent the line x = by), and it is said to be a cardiod. Setting x := x − by, the curve has parametric equation (see also [15, p. 100 
In both cases (4.3) and (4.4) the curves C a,b have two more double points at the infinity; precisely, the complex conjugates points [±i + b, 1, 0].
To compute the variance, write x − by = u cos v, y = u sin v, for real parameters u, v, 0 ≤ v ≤ π. (Up to an affinity, it looks like an expression in polar coordinates.) Then (4.3)
Therefore we find u − a sin v = ± √ b, giving the upper bound
Now, writing x = u cos v + bu sin v, we get
From (4.5) we thus conclude that the curve C a,b (which may contain points of the lower halfplane) is contained in the circumference with center (0, 0) and radius
Exactly the same argument shows that the cardioid of (4.4) is contained in the circumference with center (0, 0) and radius R a,b = 4a 2 (1 + b) 2 .
In both equations (4.3) and (4.4) the coefficients of the monomials x 3 y, x 2 y, xy 2 are a , b ) . Then, once again, the conditions of Lemma 2.3 are satisfied.
In both cases (4.3) and (4.4) above, for any point P = (x P , y P ) ∈ C a,b , the Hough transform Γ P (a, b) is a quartic curve in the parameter plane A 2 (A,B) (R). 4.3. Quartic curves with a tacnode. Let C be an irreducible quartic curve of
where ϕ 2 (x, y) and ϕ 4 (x, y) are homogeneous polynomials (whose coefficients depend polynomially on real parameters a, b) of degree 2 and 4, respectively. Such curves have a cusp at the origin O, with cuspidal tangent line : y = 0, which is a little more complicated than an ordinary cusp since the intersection multiplicity m O (C, ) equals four (instead of three, as in the case of an ordinary cusp). Indeed,
Such a singularity is called a tacnode. Quartic curves of (4.6) are in fact rational and can be parameterized by using a suitable pencil of conics. Among the curves of (4.6), look at those of an equation of the form
where b > 0, so that C a,b is contained in the real superior semiplane. The "visible" real points of such curves present a single closed loop and a loop closed at the infinity (having the y-axis as asymptote). For any point P = (x P , y P ) ∈ C a,b , the Hough transform is the parabola in the parameter plane A 2 (A,B) (R) of
To check the needed condition that To have the loop closed at the infinity with a general line x − my = 0 through the origin as asymptote, let us consider a further special case of (4.6), that is, the family of curves of
where a, b > 0, so that C a,b,m is contained in the real superior semiplane. For any point P = (x P , y P ) ∈ C a,b,m , the Hough transform is the quartic surface Q P (a, b, m) of Ay Finally, consider the family of curves of (again a special case of (4.6))
where b, m > 0, so that C a,b,m is contained in the real superior semiplane, and a = 0. The real points of such curves present two closed loops. For any point P = (x P , y P ) ∈ C a,b,m , the Hough transform is the quadric surface Notice that for each curve of (4.7), (4.8), and (4.9) the variance can be directly computed by considering (4.6) as a second degree polynomial in y.
Elliptic curves.
A further notable case is that of elliptic curves, that is, nonsingular cubic curves in A 2 (x,y) (R). In fact, in the real case, we can take as the definition of elliptic curve the graph of an equation of the form, called the Weierstrass equation,
for some coefficients (not both zero) a, b ∈ R (see, e.g., [18, Chapter 2] ). 1 Then, for any given point P = (x P , y P ) ∈ C a,b , the Hough transform is the line Γ P (a, b) of equation Up to the coordinate transformation (x, y) → (−y, x − my), the elliptic curve above can be written in the form (which is used in what follows)
for some nonnegative real parameter m. In this case, for any given point P = (x P , y P ) ∈ E a,b,m , the Hough transform is the quadric surface 6. Algorithm and applications to synthetic data. Key Lemma 2.3 (together with Remark 2.1) can be considered as the conceptual basis for a pattern recognition algorithm able to detect curves belonging to the classes described in sections 3, 4, and 5.
The idea of the algorithm is the same as the one based on the Hough transform when applied in the case of straight lines. In the following we first describe the behavior of this algorithm for curves belonging to each class previously considered. Specifically, we start from synthetic datasets mimicking the result of the edge detection step, and for each dataset we show the Hough transforms of the points in the dataset, the accumulator function, and the result of the recognition. Then we study the robustness of the method when applied to datasets (strongly) perturbed by noise and show results corresponding to all cases. These samples do not belong to an image but are intended as a set of points (x, y), where x is randomly chosen in a specific real interval and y is determined by the curve equation.
Let us consider, as a first example, the Descartes folium in Figure 1 . We construct a database of 100 points satisfying the curve equation (see Figure 4 , top left panel). Then the Hough transforms are computed in the top right panel of Figure 4 , by drawing the curves in the parameter space corresponding to all points of the database in the image space. In the case of the Descartes folium these curves are straight lines that all meet in one point (see More interestingly, this Hough transform algorithm is extremely effective also in recognizing these curves when embedded in a very noisy framework. To show this, for each curve in these classes we constructed databases of N = N 1 + N 2 points, where N 1 points (dataset points, from now on) satisfy the curve equation while N 2 points (noise points, from now on) are randomly picked up on the image plane according to a uniform distribution. Then we applied the Hough transform algorithm to these databases, in the case of N 2 /N = 0.1, 0.5, 0.75, 0.99. For each simulation, we performed ten tests, corresponding to ten realizations of both the dataset and noise points. We found that the method always computed the cell in the parameter space that most accurately approximated the expected value of the parameters. In Figures Table 1 . It is interesting to note that in all left panels of such figures the dataset points, represented with the same marker of the noise points, are clearly invisible at a visual inspection. In the right panels we show the results of the pattern recognition: this time the dataset points are represented with a different marker in order to illustrate that the computed curve has correctly recognized these points.
We also validated the robustness of the recognition method against random perturbations of the location of the points on the curves. More specifically, as an example, we considered the quartic curve with tacnode (equation (4.7) with a = 1, b = 8), and we set up the following experiment:
1. Take N = 100 points randomly on the curve, according to a uniform distribution. 2. Perturb each point (x, y) in this database by means of a random Gaussian distribution with zero mean and standard deviation σ. 3. Apply the recognition algorithm N times and determine the corresponding N pairs
of curve parameters. 4. In the parameter space, compute the N Euclidean distances between the computed parameter pairs and the exact one. 5. Compute the average value of these distances and the corresponding standard deviation. Table 2 and clearly show that the recognition method is notably robust with respect to noise affecting the points available on the curves.
We note that, for values of σ larger than 0.15, the recognition deteriorates quite rapidly. Therefore we assumed the average distance corresponding to σ = 0.15 (i.e., 0.5 in Table 2 ) as the limit value for which the recognition could considered as successful. Starting from this assumption, in a final test, we set up an experiment with the aim of assessing the probability that the method recognizes the curve by chance (i.e., the distance between the computed parameter pair and the ground-truth one is under the threshold 0.5, corresponding to the case with σ = 0.15). Specifically, we used 100 random Gaussian perturbations of sets of points on the curve with high standard deviations (i.e., σ > 0.15) and counted the rate of recognitions. For example, again in the case of the quartic curve with tacnode, for σ = 0.3, the method recognizes the curve nine times over 100; for σ = 0.4, this happens two times over 100 and for σ = 0.5, this happens 5 times over 100.
7. An application to astronomical imaging. The Solar Dynamics Observatory (SDO) is a NASA mission launched by NASA on February 3, 2010, with the aim to study how solar activity is created and how space weather results from that activity [13] . The atmospheric imaging assembly (AIA) [11] in the SDO is an array of four telescopes that will observe surface and atmosphere of our star with big-screen clarity and unprecedented time and spatial resolution. SDO/AIA is overwhelming solar physicists with a downlink data rate of 1.5 Terabyte per day, which clearly cannot be handled without automated image processing tools. Specifically, automated detection of spatial features in SDO images should account for the fact that coronal plasma can flow only along the magnetic field lines, thus presenting mainly 1-dimensional structures, such as coronal loops or filaments. Several pattern recognition algorithms are of course already on the market, and their applicability to SDO data is discussed, for example, in [1, 12] . The extension of the Hough transform to a wider and very general class of curves presented in this paper is potentially very useful to this analysis, particularly since, at a visual inspection, one can easily point out that these loops describe shapes very close to the ones discussed in sections 3, 4, and 5.
In the present section we offer an example of this application, considering the AIA data form March 30, 2010, showing a beautiful prominence eruption in a wavelength band centered around 304Å(see Figure 10(a) ). In this image it is easy to recognize a portion of a possible elliptic curve in the inner profile of the arch, at its top. Our aim was to automatically recognize this curve. We first applied a preprocessing step whereby a Canny edge detection process [4] highlights the loop boundaries as described in panel (b). We also notice that the candidate curve in the image is rotated with respect to the form studied in section 5, and therefore it should be represented by a six-parameter equation. In order to reduce such a complexity, we appropriately chose a coordinate system, centered in the pixel (167, 233) and rotated 45 • with respect to the x image axis, so that the elliptic curve could be represented in the Weierstrass form as
The recognition of this curve by means of the Hough transform requires an appropriate discretization of the parameter space. We adopted the following approach, described in the general setting of section 2. Let us first choose an initializing point λ * = (λ * 1 , . . . , λ * t ) in the parameter space T , and let d k be the sampling distance with respect to the component λ k , automatically chosen as a function of the data, searching for a trade-off between the accuracy of the sampling and the computational effectiveness. Then set where N k denotes the number of considered samples for such a component, and n k the index of the sample. Then denote by (7. 3)
the cell with center in the sampling point λ n := (λ 1,n 1 , . . . , λ t,nt ) of the parameter space T , where n denotes the multi-index (n 1 , . . . , n t ). One may also refer to C n as the cell represented by the point λ n . We then computed a 3-dimensional accumulator characterized by an overall maximum whose parameters (a = −18.8, b = 2864, c = 3.21) provided the profile in red in panel (c), where a back transformation to the original coordinate system has been performed. In the final panel (d) the profile has been superimposed on the original image from panel (a). The two bottom panels show that, within a computational effort of the order of a few seconds in a standard laptop, the computational procedure is notably effective at recognizing the nontrivial patterns present in experimental data.
Conclusions.
In this paper we have formally proved that, for specific classes of curves, the Hough transforms of the pointed curves all meet in one and only one point in the parameter space which uniquely identifies the curve (see Lemma 2.3 and Remark 2.1). This naturally inspired the extension of a classic pattern recognition method to the detection of such curves. We showed that this algorithm is effective even when applied to datasets embedded in very noisy backgrounds. Moreover it is also effective when applied to real data like astronomical images. Further extensions of this approach can be addressed, for example to the case of space curves. Image processing applications may involve the detection of notable patterns in both medical and astronomical images. For example, in the case of solar plasma equations, it is appropriate to look for wave solutions accounting for terms that describe both wave-particle and wave-wave interactions. In fact, these solutions are characterized by dispersion relations of order bigger than 2, that can be modeled by elliptic and quartic curves [8, 17] . In February, 2010, NASA launched the Solar Dynamics Observatory (SDO) mission with the aim of providing images of the solar corona and cromosphere in the ultraviolet and extreme ultraviolet wavelengths. As a confirmation of the theoretical predictions, some of these images, characterized by a very high spatial resolution, show coronal loops clearly mimicking special curves of the kind illustrated in the present paper. Therefore SDO data seem to be perfect candidates for the application of this pattern recognition method based on the use of the Hough transform.
