In a recent paper the authors obtained stability and convergence results for spline collocation methods of arbitrarily high order applied to the classical rstkind boundary integral equation with logarithmic kernel (Symm's equation) on a polygonal domain. This paper obtains the same convergence results for the case when the collocation integrals are approximated using an appropriate quadrature rule. The analysis depends on the calculus of non-standard Mellin pseudodi erential operators and on some new estimates for the kernels of these operators. Calculations using piecewise constant and piecewise linear splines are reported. These are consistent with the theoretical results and suggest some further conjectures about the performance of this method.
Introduction
This work is the third in a series of papers (the others being 4], 5]) concerned with practical collocation methods for the boundary integral equation when ? is a closed polygon enclosing a simply connected bounded domain in R 2 . This equation arises regularly in the solution of two-dimensional potential problems. The collocation method is well-analysed when ? is smooth. Until recently this analysis did not carry over to the case of polygonal ?, and for this case only special results for low-order methods were known. This situation changed with the recent paper 4] which obtained stability and optimal convergence for collocation methods of arbitrarily high order applied to (1.1). The chief purpose of the present paper is to obtain analogous results for a fully discrete version of the method in 4], in which the collocation integrals are computed by an appropriate quadrature rule. This quadrature analysis is carried out using some new estimates which lead to a more general version of the results in 4]. In addition extensive numerical experiments illustrating the theoretical results are given in the nal section of the paper.
The (1.
3) The corners of ? induce singularities in the solution u of (1.1). However, the solution w of the transformed equation (1.2) may (evidently) be made as smooth as desired on ? ; ], provided is smooth and varies su ciently slowly near the corners of ?. In this case w may be approximated to optimal order by an arbitrarily high-order spline based on a uniform mesh on ? ; ]. The numerical method which we propose then is the classical one for integral equations of this sort: Approximate w by a smooth spline of order k on a uniform grid with mesh diameter h = 2 =n, and determine the degrees of freedom in this approximation by collocating (1.2) at the mid-points of subintervals if k is odd and the break-points if k is even.
One of the chief di culties in the numerical analysis of this method is rst of all to establish the well-posedness of the transformed equation (1.2) in appropriate Sobolev spaces and to prove that indeed the solution w can be made smooth with appropriate choice of . This was done for the rst time in 4], with a generalisation given in 5]. The analysis proceeds by rst showing that the theory of (1.2) can be reduced to the theory of a related second-kind integral equation featuring a Mellin convolution operator. In general, such operators arise frequently in the analysis of boundary integral equations in non-smooth domains. However in this case the operators which arise are quite nonstandard due to the use of the nonlinear parametrization . A lengthy analysis in 4] obtains the well-posedness (in an appropriate sense) of this second-kind equation. A convergence theory for the collocation method (also given in 4]) follows. It is typical of the analysis of approximation schemes for other Mellin convolution operators: stability is only proved under the assumption that the approximating space may be modi ed near the corners. (For the origin of this stability technique see 2] . A more comprehensive discussion is given in 3] .)
The plan of the present paper is as follows. In Section 2 we describe brie y the reduction of (1.2) to a second-kind Mellin convolution equation and we give a review of the well-posedness results from 4], 5]. We also obtain some new estimates related to the kernel of the Mellin operator. These are used in Section 3 to give a much simpler proof of the convergence of the collocation method than that given in 4]. Then in Section 4 we show that the convergence results of Section 3 remain true even when the collocation integrals are approximated numerically, provided an appropriate quadrature scheme is employed. Numerical experiments in Section 5 verify the theoretical results of the paper but they also suggest that some aspects of the theory may be strengthened in future. We nish this introductory section with some preliminaries and a description of the nonlinear parametrisation which we shall use. Before doing this we mention that there is now a large literature on the numerical solution of (1.1). We do not attempt to give a review of this here but merely mention that an extensive review (mostly for the case of smooth ?) is given in 11]. An extended discussion of the literature for polygonal ? is given in 4].
We assume throughout that the trans nite diameter of ? is not equal to 1. We suppose that ? has corners x 0 ; x 1 ; :::; x r = x 0 and that, for each j, the exterior angle between the sides x j ? x j?1 and x j+1 ? x j is (1 + j ) ; 0 < j j j < 1. The side joining x j to x j+1 is denoted ? j and j? j j denotes its length. j?j is the length of ?.
To de ne the parametrization , choose a grading exponent q 2 N and introduce r points ? < S 0 < S 1 < ::: < S r?1 < ; given by (1.6) where the usual periodicity convention (s+2 ) = (s) is adopted. The parametrization we have chosen is graded with exponent q near each corner. Finally, let s < 0. Since the denominator in (2.19) takes the form (jsj + j j) 2 , the proof of (2.21) now can be done by di erentiating h 0 (s; ) directly and by applying (2.23).
Collocation
In this section we review some results from 4], 5] on stability and convergence of the collocation method for equation (1.2) . Consider the uniform mesh s i = ? + ih; i = 0; :::; n; h = 2 =n:
The image of this mesh under is graded with exponent q to the corner points x j , but does not necessarily include them. We shall approximate (1.2) in the space V k h of (smoothest) periodic splines of order k (i.e. degree k ? 1) subordinate to the mesh fs i g.
Introduce the collocation points t i = s i if k is even t i = (s i + s i+1 )=2 if k is odd ) i = 0; :::; n ? 1:
Then the collocation method for (1.2) seeks w h 2 V k h such that (Kw k )(t i ) = g(t i ); i = 0; :::; n ? 1:
The convergence analysis of this method usually proceeds by rewriting (3.3) as Q h Kw h = Q h g (3.4) where Q h is a rank n operator de ned on H 1 with the property that Q h v = 0 if and only if v(t i ) = 0 for i = 0; :::; n?1. Usually Q h is taken to be the interpolatory projection onto the (n dimensional) space V k h at the points ft i : i = 0; :::; n ? 1g. This was the approach used in 4], 5]. However in this paper we take a di erent approach (which facilitates the analysis in x4) and we de ne Q h to be the interpolatory projection at ft i g onto the n dimensional space A(V k h ). It is well known that this projection is well de ned. In fact, by 8 (3.9) It is then straightforward to see that (3.4) is equivalent to (I + R h M)w h = R h e; i.e. it is a non-standard projection method for (2.2). As is usual for Mellin convolution operators, we are only able to prove stability for a slightly modi ed method. Introduce, for su ciently small, the truncation operator T v(s) = ( 0; s 2 S j ? ; S j + ]; j = 0; :::; r ? 1 v(s); otherwise: Then for any xed integer i and for n su ciently large, de ne
and consider the modi ed collocation method Q h K i h w h = Q h g; (3.10) which coincides with (3.4) when i = 0. Now it is easily seen that (3.10) is equivalent to (I + R h MT i h )w h = R h e: (3. 11)
The next theorem describes the convergence of (3.10). 
holds for all n su ciently large, where c does not depend on v h or n.
(ii) The solutions of the collocation equations (3.10) converge to the exact solution of (1.2) with the error bound kw ? w h k k = O(h k ) as n ! 1:
We give the proof of this below. First we present a Lemma which is the key to the stability of (3.11) and hence of (3.10). The proof of this Lemma is based on Theorem 2.3 and is simpler than the proof of an analogous lemma in 4]. The proof is complete since by (2.9) the last term is of order h k again, cf. 4].
Quadrature
To implement the collocation method (3.3), a certain amount of integration must be done. Speci cally we must nd the image of each basis function for V k h under the action of the operator K, and evaluate it at each collocation point. These integrals may be done after the integrand is made smoother by \singularity subtraction" techniques.
Let f j h ; j = 0; :::; n ? 1g be an appropriate basis of V k h (usually chosen to be periodic B-splines). Then The rule with the smallest number of points satisfying the exactness criterion in (4.4) is the k point Gauss-Legendre rule and thus k + 1 l k: (4.7) Another rule, useful for our purposes, and satisfying (4.4) is the k+1 point Gauss-Lobatto rule which uses the end-points 0 and 1 as well as k ? 1 Thus the linear system corresponding to (4.11) is just the same as that of (3.4) except that the integrals corresponding to the smooth part of the kernel are obtained using our composite quadrature rule. We shall now prove the analogue of Theorem 3.1 for (4.11). The stability theory follows the same lines as in Section 3. That is, instead of (4.11) we consider the slightly more general equation Q hK i h w h = Q h g; (4.12) holds for all n su ciently large, where c is independent of v h and n.
(ii) The solutions w h of (4.12) converge to the exact solution w of (1.2) which, since k 1, yields the result.
(ii) As in the proof of Theorem 3.1 (ii), we have kw?w h k 0 k(I?R h )wk 0 +kw h ?R h wk 0 ;
where the rst term is of order h k . Using (4.13) and the uniform boundedness of Q The rst term on the right side of (4.22) is of order h k (see the proof of Theorem 3.1 (ii)).
For the second term it su ces to obtain the required estimate with w replaced by w, where is a smooth cut-o function with support near S j = 0. Since the estimate (2.9) ensures that jsj ?k w 2 H 0 , we get from the rst inequality in (4.18) that kB i ;h wk 1 ch k kjsj ?k wk 0 :
The third term is estimated by setting ! = B h w in (4.19) and then using (4.20) to obtain kQ h B h wk 2 1 c h 2k kwk 2 0 + h ?1 fj!(t n?1 )j 2 + j!(t 0 )j 2 g]: (4.23) To complete the estimate we now need a sharper bound than (4.20) for the last two terms in (4.23). This is obtained by recalling the property (4.9) of our quadrature rule and using the fact that w 2 H k . Let s;j denote the piecewise polynomial of order j which coincides on each subinterval (s i ; s i+1 ) with the Taylor polynomial of order j (degree j ? 1) The last term in (4.24) vanishes by (4.9). Since P h is uniformly bounded with respect to the uniform norm, the rst two terms in (4.24) are trivially bounded by Substitution of these last two estimates into (4.24) completes the proof.
Numerical Results
In this section we describe a number of experiments illustrating the solution of equation With this parametrization we put (1.1) in the form (1.2) and solved the latter equation numerically using the quadrature-collocation scheme (4.12). We took the right-hand side f to be f(x) = exp(x 1 ) cos(x 2 ) + Ref(x 1 + ix 2 ) 1=(1? ) g:
Then f is the Dirichlet data for a harmonic function in the interior of ? which has the expected (weak) singularity induced by the corner in ?. Nevertheless the solution of (1.1) will have the stronger singularity corresponding to the worst of the two singuarities appearing in the exterior and interior harmonic boundary value problems for this domain.
Special care must be taken in the implementation of (4.12), in particular in the application of numerical quadrature to the integrals Z ? k 1 (s; ) j h ( )d ; (5.2) where (working over the domain 0; ]), k 1 is the smooth function given by k 1 (s; ) = log ( j (s) ? ( )j js ? jj ? s + jj ? + sj ) : (5. 3)
The evaluation of the quotient in the right-hand side of (5.3) when the numerator and denominator are both close to zero involves, in principle, an appropriately high order Taylor expansion and thus requires the calculation of derivatives of { obviously a practical drawback. In practice it turns out that we can (almost) avoid this di culty by always choosing quadrature rules whose points do not collide with the underlying collocation points. Then, even for moderately large n and q , catastrophic cancellation never arises in the evaluation of k 1 (s; ) except in the extreme case when s and are near the end-points of 0; ]. In this case further evasive action must be taken. If (for example) both s and are near 0 (but not necessarily coincident) then, for large grading exponent q and for large n, the numerator on the right-hand side of (5.3) becomes much closer to 0 than the denominator and numerically (5.3) becomes log(0). Similar di culties arise when s is near 0 or and is near 0 or .
To avoid these di culties we use an appropriate limiting approximation which we will describe only for the case s 0; 0. The other di culties are avoided analogously. In the present case we make the approximation log ( j (s) ? ( ) 2) we observe that, for small positive t, j 0 (t)j is the product of a smooth function of t (which does not vanish at 0) with q?1 (t). Evaluating the smooth factor at t = 0 leads to the approximation j 0 (t)j q 1?q (3 ? 4=q) q?1 (t), which yields log j 0 (maxfs; g)j log(q 1?q (3 ? 4=q)) + (q ? 1) log( (maxfs; g)):
We substitute this into the right-hand side of (5.4) and thus obtain a formula suitable for computation. Theorem 4.1 implies that the numerical solution w h will converge to the true solution with rate kw ? w h k 0 = O(h k ); (5.5) provided q > (k + 1=2)(1 + ); (5.6) and provided the quadrature rule satis es condition (4.4) . In all the experiments described in this section, no modi cation of the collocation method was found necessary for stability and so throughout we have set i = 0. As a test of Theorem 4.1 we solved (1.2) numerically in the cases k = 1 ( piecewise constant mid-point collocation) and k = 2 (continuous piecewise linear break-point collocation). All of the experiments shown here are for = 0:76. Thus for the rate of convergence (5.5) it is su cient to take q = 3 (when k = 1) and q = 5 (when k = 2): (5.7)
Empirically determined rates of convergence are given in columns headed \EOC" in the following tables. The exact solution w of (1.2) is unknown. To check (5.5) we computed (for each case) an approximate solution w using n = 1024 subintervals and used that as the exact solution. Then kw ? w h k 0 was computed using the two-point Gauss rule on the mesh with 1024 subintervals. Our rst set of results, given in Table 1 , are for the case k = 1 and two di erent quadrature rules, the trapezoidal rule and the two point Gauss-Legendre rule, each of which satisfy (4.4). It is clear that the results con rm the prediction (5.5). In Table 2 we present an experiment for the case k = 2 using two di erent quadrature rules. In both cases (5.5) appears to hold even though the one point Gauss rule fails to satisfy (4.4).
As a test of the sensitivity of our numerical method to the choice of grading exponent q we conducted two further experiments. The rst was for the case k = 1 with the trapezoidal rule and for q = 1; 2; 3 . The second was for k = 2 with the two point GaussLegendre rule and for q = 1; :::; 5. In both cases we computed with n = 2 p ; p = 3; : : : ; 8.
In Figure 1 we plot the base 2 logarithm of the error kw ?w h k 0 against p for some of these experiments. In each case the plain line corresponds to q = 1 whereas the lines with 0; and + correspond to q = 2; 3 and 5 respectively. A graph with gradient corresponds to a rate of convergence of O(h ).
In the rst graph we have plotted only the cases q = 1; 3. The case q = 2 is graphically identical to q = 3 but is slightly less accurate. The choice q = 3 is su cient to satisfy the hyptheses of Theorem 4.1. Both q = 2 and q = 3 have an optimal empirical convergence rate of O(h). In the second graph we have plotted only the cases q = 1; 2 and 5. The cases q = 3; 4 are graphically equivalent to q = 5, all three cases have an empirical convergence rate of O(h 2 ) and, of the three, q = 4 is marginally most accurate. The choice q = 5 is required to satisy the hypotheses of Theorem 4.1.
It appears from these experiments that the results of Theorem 4.1 may remain true for slightly less stringent choices of q than those predicted in Theorem 4.1. However it is not at all obvious how to prove such an extension of Theorem 4.1 since it is fairly easy to show that the regularity result of Theorem 2.2 will not remain true for smaller choices of q than stated there. satis es Laplace's equation both in (the region enclosed by ?) and in 0 (the complement of ? in R 2 ) and coincides with f on ?. We computed U h (x), the analogue of (5.8), but with w replaced by w h in the case k = 2 using the 2 point Gauss-Legendre rule in (4.12) and also to calculate the potentials (5.8) for various choices of q. Since f is harmonic, we have U(x) = f(x) for x 2 and thus errors in U h can be computed exactly inside . This is not possible in 0 , since f grows exponentially at in nity and an analytic expression for U(x) in 0 is not known. However, unlike the situation inside , the function U(x); x 2 0 can be expected to have a singularity of the form r , where = (1 + ) ?1 0:57 and thus presents a reasonable test of the method as a boundary element method. We show in Tables 3-5 The points x 1 , x 2 lie, respectively, outside and inside but near the singularity at the origin. The point x 3 lies near the centre of while x 4 lies outside and a long way from ?. All four potentials converge empirically with O(h 3 ) when q = 5, which is the rate predicted by 4, Corollary 10], i.e. an increase in order of 1 is possible for smooth linear functionals of w. (It is now known that an increase in order of 2 is obtained in the case k odd provided q is appropriately chosen ( 6] ).) More unexpectedly, the rate O(h 3 ) is achieved for the potentials at x 3 (away from the singular point) even in the uniform mesh case q = 1 and for all four potentials in the case q = 3. A similar phenomenon was observed in the case k = 1 in 4]. However further analysis will be necessary to explain this behaviour. 
