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REFLECTION MATRICES, COIDEAL SUBALGEBRAS
AND GENERALIZED SATAKE DIAGRAMS OF AFFINE TYPE
VIDAS REGELSKIS AND BART VLAAR
Abstract. We present a generalization of the theory of quantum symmetric pairs as developed
by Kolb and Letzter. We introduce a class of generalized Satake diagrams that give rise to (not
necessarily involutive) automorphisms of the second kind of symmetrizable Kac-Moody algebras g.
These lead to right coideal subalgebras Bc,s of quantized enveloping algebras Uq(g).
In the case that g is a twisted or untwisted affine Lie algebra of classical type Jimbo found in-
tertwiners (equivariant maps) of the vector representation of Uq(g) yielding trigonometric solutions
to the parameter-dependent quantum Yang-Baxter equation. In the present paper we compute
intertwiners of the vector representation restricted to the subalgebras Bc,s when g is of type A
(1)
n ,
B
(1)
n , C
(1)
n and D
(1)
n . These intertwiners are matrix solutions to the parameter-dependent quantum
reflection equation known as trigonometric reflection matrices. They are symmetric up to conju-
gation by a diagonal matrix and in many cases satisfy a certain sparseness condition: there are at
most two nonzero entries in each row and column. Conjecturally, this classifies all such solutions
in vector spaces carrying this representation.
A group of Hopf algebra automorphisms of Uq(g) acts on these reflection matrices, allowing us
to show that each reflection matrix found is equivalent to one with at most two additional free
parameters. Additional characteristics of the reflection matrices such as eigendecompositions and
affinization relations are also obtained. The eigendecompositions suggest that for all these matrices
there should be a natural interpretation in terms of representations of Hecke-type algebras.
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1. Introduction
1.1. The Yang-Baxter equation. Let g be a derived symmetrizable Kac-Moody algebra defined
over an algebraically closed field of characteristic 0, say C. Let q be an indeterminate. The quantized
enveloping algebra Uq(g) of g over C(q), discovered independently by Drinfeld [Dr1, Dr2] and Jimbo
[Ji1] plays an important role in representation theory and the theory of quantum integrable models,
see e.g. [CRAS, JiMi, KlSg, STS].
One of the key properties of Uq(g) is the existence of the universal R-matrix. More precisely,
one extends Uq(g) by certain Cartan elements to obtain an extended algebra Uq(g
ext) which is, up
to a completion of the tensor product, a quasitriangular Hopf algebra [Dr2, KhTo]. Its univer-
sal R-matrix yields various important relations and structures in the theory of quantum groups.
Subsequently it can be used to generate different classes of quantum integrable models and explore
their properties, see e.g. [BGKNR, FrHz, FrRt, GmTL]. However to construct a universal R-matrix
for a particular choice of g is a rather nontrivial task; as an alternative we highlight the so-called
method of the intertwining equation, pioneered by Jimbo in [Ji3].
Let K be an algebraic closure of C(q) and let Tu : Uq(g) → KN be any finite-dimensional
representation of Uq(g) over K depending rationally on u ∈ K, called the spectral parameter.
Furthermore, let ∆ : Uq(g)→ Uq(g)⊗ Uq(g) be the coproduct of Uq(g).
It is well-known [Ji2] that, assuming certain irreducibility and regularity conditions, an inter-
twiner Rˆ(u/v) ∈ End(KN )⊗2 of the tensor product of two such representations,
(1.1) Rˆ(uv )(Tu ⊗Tv)(∆(a)) = (Tv ⊗Tu)(∆(a))Rˆ(uv ),
is unique, up to a scalar, and satisfies the quantum Yang-Baxter equation (YBE)
(Rˆ(u/v) ⊗ Id)(Id⊗ Rˆ(u))(Rˆ(v)⊗ Id) = (Id⊗ Rˆ(v))(Rˆ(u)⊗ Id)(Id⊗ Rˆ(u/v)),
an identity of End(KN )⊗3-valued rational functions; here Id : KN → KN is the identity operator.
Such solutions Rˆ(u) are known as “trigonometric” solutions since, roughly speaking, a rational
dependence on u can be restated as a trigonometric dependence on x by setting u = e2
√−1x. In
this way Jimbo found trigonometric solutions of the YBE when g is an (untwisted or twisted) affine
Lie algebra of classical Lie type and Tu is the vector (first fundamental) representation of Uq(g).
1.2. The reflection equation. The reflection equation (RE), also called the boundary quantum
Yang-Baxter equation, is a quaternary analogue of the quantum Yang-Baxter equation and plays a
fundamental role in the representation theory of coideal quantum groups [CGM, GoMo, Mo, MoRa,
MRS] and quantum integrable systems with open boundary conditions [Sk, Ch1, Ch3]. In general it
is not straightforward to classify solutions of the RE, called reflection matrices or K-matrices. First
of all, in contrast to the YBE there are several reflection equations, such as twisted and untwisted
left and right reflection equations. However, owing to the symmetry properties of the R-matrices
we consider in this paper, left and right versions and in many cases also twisted and untwisted
versions are related via certain transformation rules. Hence it is enough to find a solution for one
of them. More significantly, the scale of the task of solving a particular reflection equation lies
in the fact that given an R-matrix there exists a large number of inequivalent solutions. In the
theory of quantum integrable systems each K-matrix corresponds to a different choice of boundary
conditions that are compatible with the underlying integrability [Mk].
Many K-matrices for various R-matrices are known. The task is much simpler when R-matrices
involved in the reflection equation are of rational type. In this case they are associated to Yangians
and exhibit additional symmetries that do not extend to the trigonometric case in general; thus,
classifying solutions of the rational reflection equation is largely well understood [AACDFR1, DMS,
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GuRg1, MoRa]. When R-matrices are of trigonometric type, K-matrices that are solutions of
the constant reflection equation have been thoroughly studied in [KSS, NoSu]. Solutions of the
(nonconstant) reflection equation with a particular choice for the R-matrix have been studied by
many authors, see e.g. [AbRi, BCDR, BCR, BeFo, Ch1, DeGe, DeMk, dVGR, FNR, Gb, JKKKM].
In [MLS], the densest solutions to the untwisted reflection equation are found: those with most
nonzero entries. However it appears that they are not the most general : not every possible solution
to the untwisted reflection equation can be obtained from these by specializations of their free
parameters. In other words, a unifying framework for classifying trigonometric K-matrices does not
exist so far. Consequently, also the specialization to the rational case requires further investigation.
In this paper we address the classification problem of trigonometric K-matrices from the point
of view of quantum symmetric pair (QSP) algebras. Let us explain what we mean by this. Let
θ : g → g be an involutive Lie algebra automorphism. The pair of algebras (g, gθ) is called
a symmetric pair. Let θ be of the second kind, that is the standard Borel subalgebra b+ of g
is required to satisfy dim(θ(b+) ∩ b+) < ∞. Then the works [Le1, Le2, Ko1] by Letzter and
Kolb provide quantized versions of such symmetric pairs, denoted Bc,s, which are right coideal
subalgebras of Uq(g) depending on parameter tuples c and s.
Note that the Kac-Moody algebra g, as well as the quantum group Uq(g), can be defined com-
binatorially, by means of its Drinfeld-Jimbo realization, in terms of a Dynkin diagram. In the
same way these fixed-point Lie subalgebras and coideal subalgebras, as well as the involution θ
and its quantum analogon, can be defined in terms of a decoration of this diagram, called a Satake
diagram. Furthermore, only for suitable (combinatorially conditioned) values of the parameters c
and s, does the algebra Bc,s specialize to the universal enveloping algebra of g
θ; in this case Bc,s
is called a QSP algebra.
By a suitable adjustment to the setting of coideal subalgebras, Jimbo’s method of the intertwining
equation can be used to find K-matrices. More precisely, we will be interested in pairs (K(u), η),
where K(u) ∈ End(KN ), depending rationally on u, is invertible and η ∈ K×, satisfying the
untwisted boundary intertwining equation
K(u)Tηu(b) = Tη/u(b)K(u) for all b ∈ Bc,s,(1.2)
or the twisted boundary intertwining equation
K(u)Tηu(b) = T
t
η/u(S(b))K(u) for all b ∈ Bc,s,(1.3)
where t is the usual transposition of matrices and S is the antipode map. Then, following an
argument made in [DeGe, DeMk], provided the representation Tu ⊗ Tv of Uq(g) restricts to an
irreducible representation of Bc,s and an additional regularity condition is satisfied, K(u) satisfies
the appropriate (untwisted or twisted) reflection equation. This method of finding trigonometric K-
matrices was used, for example, in [DeGe, DeMk, Gb] for affine Toda field theories on the half-line,
and in [dLMR, dLR] for integrable open spin-chain models, where certain superalgebra analogues
of Bc,s were constructed.
Note that the fact that a quantum group has many inequivalent coideal subalgebras is responsible
for the multitude of inequivalent K-matrices. For the coideal subalgebras considered in this paper
this is reflected in the fact that to a Dynkin diagram are associated many different Satake diagrams.
It is also worth noting that the problem of classifying K-matrices is closely related to the problem
of constructing universal K-matrices, i.e. analogues of universal R-matrices in the setting of coideal
subalgebras. Certain universal K-matrices associated with coideal subalgebras Bc,s ⊆ Uq(g) were
recently shown to exist by Balagovic´ and Kolb in [BgKo2, Ko2]; also see [BaWa]. The constant
K-matrices classified in [NDS, NoSu] are, up to scalar factors, images of these universal K-matrices
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of Uq(g) under its vector representation, when g is of finite type. The constant K-matrices can also
be obtained as limu→0K(u) whenever K(u) satisfies (1.2) or (1.3) for all b in a natural affinization
of Bc,s. The main drawback of this method is that there is not yet an explicit expression for the
universal K-matrix, even if g is of finite type.
1.3. Summary of present work. We study coideal subalgebras Bc,s ⊆ Uq(g) defined in terms of
more general decorations of Dynkin diagrams called generalized Satake diagrams. These diagrams
yield automorphisms θ, which are not always involutive, and Lie subalgebras kc ⊆ g depending on
the tuple c, which are not always fixed-point subalgebras. However, the subalgebras kc preserve a
property of gθ (where it is trivially true): the only Cartan elements in kc are those fixed by θ. We
call this the intersection property. The coideal subalgebras Bc,s enjoy a quantum version of this
property; this in turn is essential to showing that these algebras at q = 1 specialize to the universal
enveloping algebra of kc. We call these Bc,s the quantum pair (QP) algebras.
The diagrammatic approach allows us to easily construct the algebra Bc,s for any generalized Sa-
take diagram. Given a generalized Satake diagram, the corresponding algebra Bc,s is parametrized
by tuples c and s with entries in K× and K, respectively. If Bc,s is to be a suitable quantum
deformation of U(k′), conditions must be imposed on c and s. In this paper we will only consider
the constraints as derived in [Ko1, Sec. 5.1].
We restrict our attention to the case where g is an untwisted affine Kac Moody algebra of classical
Lie type, i.e. of type A
(1)
n , B
(1)
n , C
(1)
n or D
(1)
n , and Tu is the vector representation of Uq(g). The
solutions K(u) of the corresponding boundary intertwining equations (1.2) or (1.3) have elegant
representation-theoretic properties. In particular, with respect to the standard basis of KN , these
matrices are rather sparse; the number of nonzero entries in each row and column of K(u) is at
most 4. In fact, this number is at most 2 if the algebra Bc,s is quasistandard. This amounts to an
additional combinatorial condition on the tuple s, see Definition 9.5, which fails only for certain
coideal subalgebras of Uq(ŝoN ) and Uq(ŝpN ). It is worth noting that less sparse K-matrices can be
obtained by imposing mixed constraints on the tuples c and s, namely combinations of those given
in [Ko1, Sec. 5.1] and the so-called q-Onsager type constraints studied by Baseilhac and Belliard
in [BsBe1, Sec. 2]. We leave the analysis of such cases for a further study.
The main result of this paper is Theorem 9.3, which provides explicit formulas of K-matrices for
QP algebras when g = ŝlN , ŝoN or ŝpN . We conjecture that this classifies all matrix solutions to
the untwisted and twisted reflection equations that have at most two nonzero entries in each row
or column and are symmetric (with respect to the main diagonal or counter-diagonal, respectively)
up to conjugation by a diagonal matrix. We also study supplementary properties of the K-matrices
such as unitarity and regularity relations, eigendecompositions and, when Bc,s is an affine extension
of a coideal subalgebra of the corresponding quantum group of finite type, affinization identities.
This eigendecomposition allows us to obtain the minimal polynomial of such a K-matrix and leads
to connections with the representation theory of Hecke-type algebras.
1.4. Outline. This paper is organized as follows. In section 2 we recall the necessary preliminaries
regarding Kac-Moody Lie algebras g. In particular we introduce the notion of a generalized Satake
diagram and use it to define an automorphism and a subalgebra of g. The motivation for this is
that certain properties of Satake diagrams and the associated symmetric pairs hold for these more
general diagrams. Then in Section 3 we consider the associated quantized enveloping algebras
following [KlSg, KaWa, ChPr1] for the quantum groups and following [Ko1, BgKo2] for the coideal
subalgebras.
In Section 4 we discuss the vector representation of Uq(g), the evaluation module obtained by
affinization (in the homogeneous grading) of the vector (first fundamental) representation of the
corresponding Hopf subalgebra of finite type.
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In Section 5 we discuss the quantum Yang-Baxter equation and review properties of quantum
R-matrices associated with the vector representation. The main references for these sections are
[Ji2, FRT] and [KlSg, Sec. 8.4 and 8.7].
In Section 6 we survey properties of twisted and untwisted reflection equations and discuss their
solutions: twisted and untwisted reflection matrices. In particular, we explain how solutions to the
boundary intertwining equations (1.2) and (1.3) for arbitrary coideal subalgebras yield solutions of
the quantum reflection equation.
In Section 7 we describe the “rotational” symmetries which relate K-matrices associated with QP
algebras that are equivalent under the Hopf algebra automorphisms corresponding to the symme-
tries of the Satake diagrams, cf. [Ko1, Def. 9.1]. This means we only need to study one representative
for each family of equivalent QP algebras. In addition, we discuss the “dressing” method that al-
lows us to write a K-matrix as being diagonally equivalent to a bare K-matrix, which contains at
most two free parameters; the other free parameters appear in the diagonal change-of-basis ma-
trices. Also dressing is underpinned by an equivalence of QP algebras by particular Hopf algebra
automorphisms.
In Section 8 we extend the classification of affine Satake diagrams in [BBBR] to generalized Satake
diagrams (restricting to untwisted affine diagrams of classical type). We introduce diagrammatic
terminology and a new notation for the generalized Satake diagrams that are directly in aid of the
classification of reflection matrices.
In Section 9 we present the main results of this paper. In Section 9.1 we make general statements
regarding the obtained K-matrices for QP algebras when g = ŝlN , ŝoN or ŝpN . Sections 9.2–9.8
provide details of the computations that were performed with the computer algebra systemWolfram
Mathematica.
Section 10 contains a brief overview of some further directions of study that are implied by the
results of the present paper. In Section 10.1 we review how reflection equations naturally underpin
integrability in quantum integrable systems with reflecting boundary conditions expressed in terms
of qKZ equations, transfer matrices as well as Hamiltonians. In Section 10.2 we give a synopsis
of twisted quantum loop algebras in the RTT presentation of quantum groups. Such algebras
have been constructed in [CGM, MRS], and their representations were studied in [GoMo, Mo].
In Section 10.3 we demonstrate that some of the obtained K-matrices provide representations of
baxterized operators in cyclotomic Hecke algebras studied in [IsOg, KuMv]. This part is aimed to
motivate a similar study for cyclotomic Birman-Wenzl-Murakami algebras.
Appendix A contains the classification of generalized Satake diagrams associated to affine Dynkin
diagrams of classical Lie type. In Appendix B we list isomorphisms of affine generalized Satake
diagrams of low rank. Appendix C contains a summary of key properties of the K-matrices studied
in this paper. In Appendix D we present an example of a coideal subalgebra of a generalized
q-Onsager type and its reflection matrix.
1.5. Notation. We will use the following conventions throughout the document:
◦ the symbol  indicates the end of a definition, remark or example;
◦ for any proposition P , we write
δP :=
{
1 if P is true,
0 if P is false;
◦ we abbreviate δi=j by the usual Kronecker delta symbol δij .
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2. Kac-Moody Lie algebras and generalized Satake diagrams
2.1. Kac-Moody Lie algebras. Let I be a finite set and let A = (aij)i,j∈I be a symmetrizable
generalized Cartan matrix, i.e. for all i, j ∈ I we have aii = 2, aij ∈ Z≤0 if i 6= j and
(2.1) diaij = dj aji
for some di ∈ Q>0. For any X ⊆ I, consider the submatrix AX := (aij)i,j∈X . We will assume that
A is indecomposable: for all ∅ 6= X ⊂ I we have A 6= AX ⊕ AI\X (up to any permutation of I),
in other words there exists (i, j) ∈ X × I\X such that aij 6= 0. For most of Sections 2 and 3, we
will consider general A, but for the remainder of this paper we will assume that A is of finite type,
i.e. det(AX) 6= 0 for all X ⊆ I, or of affine type, i.e. det(A) = 0 and det(AX) 6= 0 for all X ⊂ I.
Consider a complex vector space h with basis {hi}i∈I . It can be extended to a Lie algebra in
which h appears as a Cartan subalgebra:
Definition 2.1. The derived Kac-Moody Lie algebra associated to A is the Lie algebra g =
〈ei, fi, hi〉i∈I , subject to the following relations for i, j ∈ I:
[hi, hj ] = 0, [hi, ej ] = aijej , [hi, fj] = −aijfj, [ei, fj] = δijhi,(2.2)
ad(ei)
1−aij (ej) = ad(fi)1−aij (fj) = 0 if i 6= j,(2.3)
where
(2.4) ad(x)(y) := [x, y].
We denote the upper and lower nilpotent subalgebras by n+ := 〈ei〉i∈I and n− := 〈fi〉i∈I , respec-
tively, and the upper and lower Borel subalgebras by b± := 〈h, n±〉. 
We briefly review some additional properties of g, see e.g. [Ca] for more detail. Choose simple
roots {αj}j∈I , i.e. a linearly independent subset of h∗ satisfying αj(hi) = aij for all i, j ∈ I. There
exists a symmetric bilinear form (·, ·) on h such that (hi, hj) = d−1j aij for i, j ∈ I. The induced
bilinear form on h∗ is given by (αi, αj) = diaij for i, j ∈ I so that di = (αi, αi)/2.
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The Weyl group W ⊂ GL(h) is generated by the simple reflections {ri}i∈I ; they act on h and
dually on h∗ according to
(2.5) rj(hi) = hi − aijhj , ri(αj) = αj − aijαi for all i, j ∈ I;
in particular, the bilinear form (·, ·) isW -invariant. It follows thatW is a Coxeter group, i.e. r2i = 1
for all i ∈ I and the braid relations associated to A are satisfied:
(2.6) rirjri · · ·︸ ︷︷ ︸
mij factors
= rjrirj · · ·︸ ︷︷ ︸
mij factors
for i, j ∈ I such that i 6= j,
where mij = 2, 3, 4, 6 and ∞ if aijaji = 0, 1, 2, 3 and ≥ 4, respectively.
As an h-module, g has the triangular decomposition
(2.7) g = n+ ⊕ h⊕ n−
and, more precisely, is a direct sum of root spaces:
(2.8) g =
⊕
µ∈h∗
gµ, where gµ = {x ∈ g |∀i ∈ I : [hi, x] = µ(hi)x} for µ ∈ h∗,
with πµ : g → gµ the corresponding projection. Note that g0 = h. Let Q =
∑
i∈I Zαi ⊂ h∗ be the
root lattice. Then (2.8) induces a Q-grading:
(2.9) [gµ, gν ] ⊆ gµ+ν for all µ, ν ∈ Q.
Furthermore the root system Φ = {µ ∈ h∗\{0}|gµ 6= {0}} is contained in Q+ ∪ (−Q+), where
Q+ :=
∑
i∈I Z≥0αi. We have ri(Φ) = Φ for all i ∈ I; call β ∈ Φ real if β = w(αi) for some w ∈W ,
i ∈ I. If β ∈ Φ is real then dim(gβ) = 1, (β, β) > 0 and mβ ∈ Φ for m ∈ Z implies m ∈ {±1}.
We will consider various Lie algebra automorphisms on g, closely following [Ko1, Sec. 2.1-2.3].
First of all, denote by ω the Chevalley involution on g:
(2.10) ω(ei) = −fi, ω(fi) = −ei, ω(hi) = −hi for all i ∈ I.
Denote by Aut(A) the group of diagram automorphisms of A:
Aut(A) = {σ : I → I bijective |∀i, j ∈ I : aij = aσ(i)σ(j)}.
Note that Aut(A) < Aut(g) by setting, for arbitrary σ ∈ Aut(A),
σ(ei) = eσ(i), σ(fi) = fσ(i), σ(hi) = hσ(i) for all i ∈ I.
The induced map on h∗, also denoted σ, satisfies σ(αi) = ασ(i) for all i ∈ I; note that σ(Q) = Q.
Consider the Kac-Moody group G associated to A. The adjoint action of g on itself corresponds
to the group homomorphism Ad : G→ Aut(g) (see [KaWa, 1.3] for more details):
Ad(exp(x)) = exp(ad(x)) for all x ∈ g.
This allows us to extend the action of the Weyl group W on h to an action on g which preserves
Lie brackets. For i ∈ I define mi ∈ G by
(2.11) mi = exp(ei) exp(−fi) exp(ei)
and consider Ad(mi) ∈ Aut(g) (note that ad(ei) and ad(−fi) act locally nilpotently on g for all
i ∈ I). According to [Ka, §3.8], Ad(mi)(gµ) = gri(µ) and Ad(mi)|h = ri. Crucially, the mi
satisfy the braid relations (2.6) associated to A. Hence given w ∈ W with reduced decomposition
w = ri1ri2 · · · riℓ with i1, . . . , iℓ ∈ I, mw := mi1mi2 · · ·miℓ ∈ G is well-defined.
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2.2. Generalized Satake diagrams. Given further combinatorial data, namely a subset X ⊆ I
and τ ∈ Aut(A) satisfying certain additional properties, there is a canonical way to construct an in-
volutive Lie algebra automorphism of g and an associated fixed point Lie subalgebra of g, see [Ko1,
Sec. 2] and references therein. By relaxing some conditions on (X, τ), essentially the same con-
struction produces a Lie algebra automorphism θ, not necessarily involutive, and a Lie subalgebra
k whose elements are not all fixed by θ; nevertheless these objects retain crucial properties.
It is customary to associate to (I,A) a Dynkin diagram as follows:
◦ Identify the set of vertices (nodes) with I.
◦ Between nodes i and j, draw an edge of multiplicity max(−aij,−aji) provided aijaji ≤ 4 and
draw an edge with the label (−aij,−aji) otherwise.
◦ Furthermore, if di > dj orient the edge towards j.
Then pairs (X, τ) with X ⊆ I and τ ∈ Aut(A) such that τ2 = id will be referred to as decorated
diagrams with the decorations applied to the Dynkin diagram associated to (I,A) as follows:
◦ Fill all nodes labelled by elements of X.
◦ For all nontrivial orbits {i, τ(i)} (i.e. i 6= τ(i)) a bidirectional arrow is drawn between the
nodes i and τ(i).
Example 2.2. Let A be the Cartan matrix of type B
(1)
3 with I = {0, 1, 2, 3} (assuming the standard
labelling, i.e. a02 = a20 = a12 = a21 = a23 = −1, a32 = −2 and aij = 0 for all other values i, j ∈ I
with i 6= j). Then the pair (X, τ) = ({2}, (01)) corresponds to the decorated Dynkin diagram
0
1
2
3
This diagram does not satisfy the condition [Ko1, Def. 2.3 (3)] so does not correspond to an
involutive Lie algebra automorphism of ŝo7. 
Let X ⊆ I. Recall the notation AX and in the same vein denote
gX = 〈ei, fi, hi〉i∈X , hX = 〈hi〉i∈X , WX = 〈ri〉i∈X , QX =
∑
i∈X
Zαi.
Furthermore, we introduce some terminology that is natural from the interpretation of (I,A) as a
Dynkin diagram. For i, j ∈ X, a path from i to j in X is a tuple k ∈ XD+1 for some D ∈ Z≥0,
called the length of k, such that k1 = i, kD+1 = j and for all 1 ≤ r ≤ D we have akrkr+1 6= 0. We
call X connected if it is nonempty and for all i, j ∈ X there exists a path from i to j in X.
A component of X is a subset Y ⊆ X such that aij = 0 for all i ∈ Y , j ∈ X\Y (note that
components may be disconnected or empty). A decomposition of X is a collection {X1, . . . ,Xk} of
disjoint components of X for some k ∈ Z≥0 such that X = ∪kt=1Xt; note that components may be
disconnected or empty, which can be useful in decompositions.
If AX is of finite type and {X1, . . . ,Xk} is a decomposition of X, then
wX =
k∏
t=1
wXt ∈WX , ρ∨X =
j∑
t=1
ρ∨Xt ∈ hX
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where wX is the longest element in WX and ρ
∨
X is the half-sum of positive coroots (note that wXs
commutes with wXt as elements of WX , for all 1 ≤ s, t ≤ m). Also, for j ∈ I\X, denote
(2.12) X(j) =
k⋃
t=1
∃i∈Xt aij 6=0
Xt,
i.e. X(j) is the smallest component of X containing all i ∈ X such that aij 6= 0 or, equivalently,
X(j) is the largest component of X such that X(j) ∪ {j} is connected. Note that X(j) = ∅ if
aij = 0 for all i ∈ X.
Lemma 2.3. Let X ⊆ I with AX of finite type and let j ∈ I\X. For all i ∈ X(j) there exist
vi(αj) ∈ Z>0 such that
(2.13) wX(αj) = αj +
∑
i∈X(j)
vi(αj)αi.
Proof. As a consequence of (2.5), (2.13) holds with vi(αj) ∈ Z≥0. It remains to prove that for all
i ∈ X(j), vi(αj) > 0. If X(j) = ∅ then wX(αj) = αj and we are done. For all i ∈ X(j) we have
αj(wX(hi)) = wX(αj)(hi) = αj(hi) +
∑
i′∈X(j)
vi′(αj)αi′(hi).
Because wX sends the fundamental Weyl alcove in hX to minus itself, i.e. −wX permutes the sets
{αi}i∈X and {hi}i∈X , we have wX(hi) = −hσX(i) for some bijection σX : X → X. It follows that
(2.14) − aσX(i) j − aij −
∑
i′∈X(j)\{i}
vi′(αj)ai i′ = 2vi(αj),
with each term nonnegative. Define the distance Di of the node i ∈ X(j) to the node j to be the
minimum of the lengths of all paths from i to j in X(j) ∪ {j}. By definition of X(j) the Di are
well-defined positive integers and there exists Dmax ∈ {1, 2, . . . , |I|−1} such that Di ≤ Dmax for all
i ∈ X(j) and, conversely, for all D ∈ Z>0 there exists i ∈ X(j) with Di = D precisely if D ≤ Dmax.
We now proceed by induction with respect to Di. The initial case is when Di = 1, i.e. aij 6= 0.
Then the left-hand side of (2.14) is positive as it contains the positive term −aij, yielding vi(αj) > 0
as required. Suppose now that the statement is true for all i ∈ X(j) withDi < D for some D ∈ Z>0.
If there are no i ∈ X(j) with Di = D, then D > Dmax and we are done. Hence assume that Di = D
for some i ∈ X(j); then there exists i′ ∈ X(j) such that ai′i 6= 0, Di′ = D−1 and, by the induction
hypothesis, vi′(αj) > 0. In this case the left-hand side of (2.14) is positive as it contains the positive
term −vi′(αj)ai i′ , so that vi(αj) > 0 as required. 
We will only be interested in pairs (X, τ) where X and τ satisfy certain compatibility criteria.
If AX is of finite type, −wX is an involution of the set {αi}i∈X . A useful compatibility criterion on
the pair (X, τ) is that −wX and τ coincide on QX , i.e.
(2.15) − wX(αi) = ατ(i) for all i ∈ X.
Note that (2.15) implies that τ(X) = X and furthermore τ(Y ) = Y if Y is a component of X.
Definition 2.4. Let X ⊆ I with AX of finite type and let τ ∈ Aut(A) be an involution such that
(2.15) is satisfied. The Lie algebra automorphism associated to (X, τ) is
θ = θ(X, τ) := Ad(mwX )τ ω ∈ Aut(g). (2.16)
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Hence θ acts on h as the involution −wXτ . The dual involution on h∗ also acts as −wXτ and
we also denote it by θ. We collect several basic properties of θ for later use.
Proposition 2.5. Let X ⊆ I with AX of finite type and let τ ∈ Aut(A) be an involution such that
(2.15) is satisfied. Then
θ(x) = x for all x ∈ gX ,(2.17)
θ(gµ) = gθ(µ) for all µ ∈ Q,(2.18)
θ2(x) = (−1)2µ(ρ∨X )x for all x ∈ gµ,(2.19)
hθ =
⊕
i∈X
Chi ⊕
⊕
j∈I∗
j 6=τ(j)
C(hj − hτ(j)),(2.20)
where I∗ is any subset of I\X that intersects each τ -orbit in a singleton.
Proof. Note that (2.17) is [BBBR, Lem. 4.9]. Secondly, (2.18) follows immediately from the cor-
responding properties of the component Lie algebra automorphisms, in particular Ad(mwX )(gµ) =
gwX(µ) for all µ ∈ Q. Next, for (2.19) note that Ad(mwX ) commutes with τ and with ω (see [Ko1,
Prop. 2.2 (3)]), so that θ2 = Ad(m2wX ). Now [BBBR, Cor. 4.10.3] implies the statement.
We note that, by duality, (2.20) is equivalent to
(2.21) θ(µ) = µ ⇐⇒ ∃m ∈ ZI : µ =
∑
i∈X
miαi +
∑
j∈I∗
j 6=τ(j)
mj(αj − ατ(j))
for all µ ∈ Q. Consider Ai(X, τ) := αi − ατ(i) + wX(ατ(i))− wX(αi) ∈ QX for i ∈ I. By applying
θ we obtain
(2.22) Ai(X, τ) = 0
(also see [BgKo1, Lem. 3.1]). Hence from (2.15) we infer that, for all µ ∈ Q,
(2.23) θ(µ) = µ ⇐⇒
∑
j∈I∗
j=τ(j)
mj(αj + wX(αj)) +
∑
j∈I∗
j 6=τ(j)
(mj +mτ(j))(αj + wX(ατ(j))) = 0.
Note that for j ∈ I\X, wX(αj)− αj ∈ QX so that the right-hand side of (2.23) implies∑
j∈I∗
j=τ(j)
2mjαj +
∑
j∈I∗
j 6=τ(j)
(mj +mτ(j))(αj + ατ(j)) ∈ QX
and we obtain the right-hand side of (2.21). The implication ⇐ in (2.21) follows from a straight-
forward calculation using (2.15) and (2.22). 
Definition 2.6. Let X ⊆ I with AX of finite type and let τ ∈ Aut(A) be an involution such that
(2.15) is satisfied. Furthermore, let c ∈ (C×)I\X and denote
(2.24) gi :=
{
fi if i ∈ X,
fi + ciθ(fi) otherwise
and
(2.25) n+X := n
+ ∩ gX = 〈ei〉i∈X .
The Lie algebra associated to the triple (X, τ, c) is
kc = kc(X, τ) = 〈n+X , hθ, {gi}i∈I〉 ⊆ g. (2.26)
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Now we recall the notion of a Satake diagram (also called “admissible pair”) for symmetrizable
Kac-Moody algebras as per [Ko1, Defn. 2.3] (but compare e.g. [BBBR, Def. 4.10 (b)]).
Definition 2.7. Let X ⊆ I with AX of finite type and let τ ∈ Aut(A) be an involution such that
(2.15) is satisfied. The pair (X, τ) is called a Satake diagram (associated to A) if
(2.27) τ(j) = j =⇒ αj(ρ∨X) ∈ Z for all j ∈ I\X
where ρ∨X is the half-sum of positive coroots associated to gX . The class of all Satake diagrams
associated to A is denoted Sat(A). 
For a complete listing of Satake diagrams associated to affine Cartan matrices (both twisted and
untwisted, both of classical and exceptional Lie type), see [BBBR, Sec. 6]. If (X, τ) is a Satake
diagram, then the automorphism θ can be made into an involution and the Lie subalgebra kc
into a fixed point subalgebra of this involution, as will become clear in the proof of the following
proposition. More relevant to us is the conclusion drawn with respect to the Cartan elements
contained in the algebra kc.
Proposition 2.8. If (X, τ) ∈ Sat(A) then there exists c ∈ (C×)I\X such that the intersection
property holds:
(2.28) kc ∩ h = hθ.
Proof. Fix (X, τ) ∈ Sat(A). Consider H˜ := Hom(Q,C×), the group of characters of Q over C. For
χ ∈ H˜, define Ad(χ) ∈ Aut(g) by
Ad(χ)(a) = χ(µ)(a) for all a ∈ gµ, µ ∈ Q.
As X = τ(X) we have αj(2ρ
∨
X) = ατ(j)(2ρ
∨
X) ∈ Z for all j ∈ I\X. Choose χ ∈ H˜ such that
χ(ατ(j))
χ(αj)
= (−1)αj(2ρ∨X ) if j /∈ X and j 6= τ(j),
χ(αj) = 1 otherwise,
see [Ko1, Eqn. (2.7)] and [BgKo2, (5.1-5.2)]. Then θ′ := Ad(χ)θ is an involution as per [Ko1, Thm.
2.5]. Defining c ∈ (C×)I\X by cj = χ(θ(αj))−1, we have cjθ(fj) = θ′(fj) for all j ∈ I\X and hence
kc equals the fixed-point Lie subalgebra g
θ′ . Moreover, owing to [Ko1, Lem. 2.8], gθ
′ ∩ h = hθ′ .
Noting that Ad(χ) fixes h pointwise, we derive (2.28). 
Remark 2.9. A Lie algebra automorphism ψ ∈ Aut(g) is said to be of the second kind if dim(ψ(b+)∩
b+) < ∞. The automorphism θ defined by (2.16) is of the second kind, since AX is of finite type.
Hence, if ψ equals the involution θ′ appearing in the proof of Proposition 2.8, then ψ is of the second
kind and (g, gψ) is called the symmetric pair associated to (X, τ). All involutive automorphisms of
g of the second kind are related to a Satake diagram in this way, see [Ko1, Thm. 2.7]. 
Let us consider some basic examples of pairs (X, τ) satisfying (2.15) and study the Lie algebra
automorphism θ and the Lie subalgebra kc.
Example 2.10. Let A be of finite type and rank 2. Write I = {1, 2} for the labelling set. Choose
τ = id and X = {2}. Then −wX = −r2 fixes α2 so that (2.15) is satisfied. Also, θ = Ad(r2)ω (in
particular, hθ = Ch2) and kc is generated by e2, g2 = f2 and g1 = f1 + c1θ(f1).
(i) Suppose A is of type B2, i.e. g = so5. The Satake diagram is
1 2
. Note that α1(ρ
∨
X) =
1
2α1(h2) =
1
2a21 = −1. Hence (X, τ) ∈ Sat(A). According to Proposition 2.8, for c1 =
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χ(θ(α1))
−1 = 1 we have (2.28). In fact, a direct calculation establishes that (2.28) holds for
all c1 ∈ C×. Namely, note that
θ(f1) = − exp(ad(e2)) exp(ad(−f2)) exp(ad(e2))(e1)
= − exp(ad(e2)) exp(ad(−f2))(e1 + [e2, e1] + 12 [e2, [e2, e1]])
= −12 exp(ad(e2))([e2, [e2, e1]])
= −12 [e2, [e2, e1]]
so that g1 = f1 − c12 [e2, [e2, e1]]. Defining
g(2,1) := [g2, g1] = [f2, f1]− c1[e2, e1], g(2,2,1) := [g2, g(2,1)] = [f2, [f2, f1]]− 2c1e1
we have [g(2,2,1), f2] = 0 and
[g1, h2] = −2g1, [g(2,1), h2] = 0, [g(2,2,1), h2] = 2g(2,2,1),
[g1, e2] = 0, [g(2,1), e2] = −2g1, [g(2,2,1), e2] = −2g(2,1),
[g1, g(2,1)] = 2c1e2, [g1, g(2,2,1)] = −2c1h2, [g(2,1), g(2,2,1)] = −4c1g2.
Hence
kc = Ce2 ⊕ Ch2 ⊕ Cg2 ⊕ Cg1 ⊕ Cg(2,1) ⊕ Cg(2,2,1) ∼= so4
so that kc ∩ h = hθ for all c1 ∈ C×.
(ii) If A is of type C2, i.e. g = sp4. The Satake diagram is
1 2
. Now α1(ρ
∨
X) =
1
2α1(h2) =
1
2a21 = −12 , so (X, τ) /∈ Sat(A). Nevertheless, we have
θ(f1) = − exp(ad(e2)) exp(ad(−f2))(e1 + [e2, e1])
= − exp(ad(e2))([e2, e1]) = [e1, e2]
so that g1 = f1 + c1[e1, e2]. Define g(1,2) := [g1, g2] = [f1, f2] + c1e1. Then [g(1,2), g2] = 0 and
[g1, h2] = −g1, [g(1,2), h2] = g(1,2), [g1, e2] = 0, [g(1,2), e2] = −[g1, h2] = g1.
Also define
g(1,1,2) := [g1, g(1,2)] = [f1, [f1, f2]]− 2c1(h1 + h2)− c21[e1, [e1, e2]].
Straightforward calculations show that this element is central in kc. Hence
kc = Ce2 ⊕ Ch2 ⊕ Cg2 ⊕ Cg1 ⊕Cg(1,2) ⊕ Cg(1,1,2)
so that, again, for all c1 ∈ C× we have kc ∩ h = hθ. Hence, the subalgebra kc has a nontrivial
Levi decomposition in terms of the simple Lie algebra 〈e2, g2, h2〉 ∼= sl2 and the solvable Lie
algebra 〈g1, g(1,2), g(1,1,2)〉 (isomorphic to the three-dimensional Heisenberg algebra).
(iii) Finally, if A is of type A2, i.e. g = sl3. the Satake diagram is
1 2
. As in the previous
example, (X, τ) /∈ Sat(A). Also, θ(f1) = [e1, e2] so that g1 = f1 + c1[e1, e2]. Defining
g(1,2) = [g1, g2] = [f1, f2] + c1e1 we obtain
[g1, g(1,2)] = [f1 + c1[e1, e2], [f1, f2] + c1e1] = −c1(2h1 + h2) ∈ kc ∩ h,
but θ([g1, g(1,2)]) = −[g1, g(1,2)], so that the intersection condition (2.28) fails for all values of
c ∈ (C×)I\X . In fact, since c1 6= 0 a straightforward computation yields kc = sl3. 
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Clearly, Example 2.10 (iii) can be generalized to the following statement. Suppose X ⊆ I with
AX is of finite type and τ ∈ Aut(A) is an involution such that (2.15) and (2.28) are satisfied. Then
there are no (i, j) ∈ X × I\X such that τ(j) = j, X(j) = {i} and aij = aji = −1. In other words,
(2.29) θ(αj) = −(αi + αj) =⇒ aji 6= −1 for all (i, j) ∈ X × I\X.
Here we have used Lemma 2.3 to rewrite the condition on (i, j) in a more compact way. This leads
to the following definition.
Definition 2.11. Let X ⊆ I with AX of finite type and let τ ∈ Aut(A) be an involution such that
(2.15) is satisfied. The pair (X, τ) is called a generalized Satake diagram (associated to A) if (2.29)
holds. We denote the class of all generalized Satake diagrams associated to A by GSat(A). 
Diagrammatically, condition (2.29) means that among all the connected components of all deco-
rated diagrams obtained from (X, τ) by repeatedly deleting unfilled τ -orbits (along with all adjacent
edges) there are no copies of .
Example 2.12. The following decorated diagrams are all examples of generalized Satake diagrams:

If (2.29) does not hold, i.e. there exist (i, j) ∈ X × I\X such that τ(j) = j, X(j) = {i},
aij = aji = −1, then αj(ρ∨X) = 12αj(hi) =
aij
2 = −12 and we see that (2.27) fails too. We obtain the
following statement.
Lemma 2.13. Sat(A) ⊆ GSat(A).
Definition 2.14. Let X ⊆ I with AX of finite type and let τ ∈ Aut(A) be an involution such that
(2.15) is satisfied. The pair (X, τ) is called a weak Satake diagram (associated to A) if (X, τ) ∈
WSat(A) := GSat(A)\Sat(A). 
Example 2.10 (ii) shows that, at least for some A, WSat(A) is non-empty. More precisely, if A
is of type An or A
(1)
n then WSat(A) is empty; for all other finite or affine Cartan matrices, there
exist weak Satake diagrams. All generalized Satake diagrams for untwisted affine Cartan matrices
of classical Lie type are listed in Appendix A.
The motivation for considering generalized Satake diagrams is that the corresponding Lie subal-
gebra kc satisfy the key intersection property (2.28) (and in the case of Satake diagrams, not just
for one specific choice of c as in the proof of Proposition 2.8).
Remark 2.15. We will see that the quantum analogons Bc,s of these Lie subalgebras satisfy a similar
intersection condition (see Proposition 3.7) and that the vector representation restricted to Bc,s
has nontrivial intertwiners, yielding solutions to the reflection equation. It would be good to find
a Lie-algebraic motivation for the notion of generalized Satake diagrams that does not rely on the
algebra kc, which is defined in a rather ad hoc manner. 
In order to prove (2.28), it is convenient to have a vector space basis of kc. This can be established
in a similar way to the arguments in [Ko1, Secs. 5.3 & 6]. First of all, define a partial order on Q
in the usual way: α ≥ β if and only if α − β ∈ Q+; we also write α > β if and only if α ≥ β and
α 6= β. For i = (i1, . . . , iℓ) ∈ Iℓ with ℓ ∈ Z>0 define
(2.30) αi =
ℓ∑
m=1
αim , fi = ad(fi1) · · · ad(fiℓ−1)(fiℓ), gi = ad(gi1) · · · ad(giℓ−1)(giℓ).
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Let j ∈ I. From (2.2), (2.17) and the explicit formula (2.24) we immediately obtain
(2.31) [ei, gj ] = δijhi ∈ hθ for all i ∈ X, [h, gj ] = −αj(h)gj for all h ∈ hθ.
It follows that, as vector spaces,
(2.32) kc = n
+
X + h
θ + 〈gj〉j∈I = n+X + hθ +
∑
ℓ∈Z≥0
∑
i∈Iℓ
Cgi.
Now we establish some relations for elements of kc. As a preliminary result, we have the following.
Lemma 2.16. Let (X, τ) ∈ GSat(A) and i ∈ I\X be such that i = τ(i). Also let m ∈ Z≥0.
(i) If j ∈ X is such that j ∈ X(i) then
ad(gi)
m(gj)− ad(fi)m(fj)− cmi θ(ad(fi)m(fj)) ∈ n+X + hX +
∑
αj<mαi+αj
Cgj .
(ii) If j ∈ I\X is such that j /∈ {i, τ(i)} and X(i) = ∅ then
ad(gi)
m(gj)− ad(fi)m(fj)− cmi cjθ(ad(fi)m(fj)) ∈
∑
αj<mαi+αj
Cgj .
Proof. We prove both statements by induction with respect to m.
(i) For m = 1, the statement follows immediately from [fi + ciθ(fi), fj ] = f(i,j) + ciθ(f(i,j)).
Suppose m ∈ Z>1 and suppose the statement is satisfied when we replace m by any smaller
positive integer. The induction hypothesis then yields
(2.33)
ad(gi)
m(gj)− ad(fi)m(fj)− cmi θ(ad(fi)m(fj))
= ci
(
[θ(fi), ad(fi)
m−1(fj)] + cm−2i
[
fi, θ(ad(fi)
m−1(fj))
])
+ ad(gi)(an element of n
+
X + hX +
∑
αj<(m−1)αi+αj
Cgj .
We have [θ(fi), ad(fi)
m−1(fj)] ∈ gwX(αi)−(m−1)αi−αj ; precisely if wX(αi)− (m− 1)αi − αj ∈
Φ∪{0} this is nonzero. This occurs only if wX(αi) ≥ (m−1)αi−αj or wX(αi) < (m−1)αi−αj.
Because of j ∈ X(i) and Lemma 2.3 the latter inequality is not satisfied for any m. The
former impliesm ≤ 2, again by virtue of Lemma 2.3; by assumption this meansm = 2. In this
case [θ(fi), ad(fi)(fj)] ∈ gwX(αi)−αi−αj ⊆ n+X + hX . Owing to (2.19),
[
fi, θ(ad(fi)
m−1(fj))
]
equals θ([θ(fi), ad(fi)(fj)]) up to a sign, so that it is an element of n
+
X + hX as well. Now
(2.33) implies that
ad(gi)
m(gj)− ad(fi)m(fj)− cmi θ(ad(fi)m(fj)) ∈ n+X + hX +
∑
αj<mαi+αj
Cgj .
(ii) We will repeatedly use that fi = −θ(ei) and θ(fi) = −ei; in particular gi = fi − cifτ(i).
For m = 1 the statement is simply a consequence of [gi, gj ] = [fi, fj] + cicjθ([fi, fj]) since
[θ(fi), fj ] = −[ei, fj] = 0 and, owing to (2.19), [fi, θ(fj)] equals θ([θ(fi), fj ]) up to a sign.
Suppose m ∈ Z>1 and suppose the statement is true with m replaced by any smaller positive
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integer. By the induction hypothesis,
(2.34)
ad(gi)
m(gj)− ad(fi)m(fj)− cmi cjθ(ad(fi)m(fj))
= −ci
(
[ei, ad(fi)
m−1(fj)] + cm−2i cjθ
([
ei, ad(fi)
m−1(fj)
]))
+ ad(gi)(an element of n
+
X + h
θ +
∑
αj<(m−1)αi+αj
Cgj).
We have
[ei, ad(fi)
m−1(fj)] =
m−1∑
r=1
ad(fi)
r−1ad(hi)ad(fi)m−1−r(fj)
= −
m−1∑
r=1
(2(m− 1− r) + aij)ad(fi)m−2(fj)
= −(m− 1)(m− 2 + aij)ad(fi)m−2(fj)
so that
[ei, ad(fi)
m−1(fj)] + cm−2i cjθ
([
ei, ad(fi)
m−1(fj)
])
= −(m− 1)(m− 2 + aij)
(
ad(fi)
m−2(fj) + cm−2i cjθ(ad(fi)
m−2(fj))
)
= −(m− 1)(m− 2 + aij)ad(gi)m−2(gj) + (an element of
∑
αj<(m−2)αi+αj
Cgj)
∈
∑
αj<mαi+αj
Cgj ,
because of the induction hypothesis once again and θ(αj) < 0 if 0 < αj < mαi + αj . Now
(2.34) yields the desired conclusion. 
For i, j ∈ I denote λij := (1− aij)αi + αj ∈ Q+; note that (2.3) implies that λij /∈ Φ.
Lemma 2.17. Let (X, τ) ∈ GSat(A). Suppose that c ∈ (C×)I\X satisfies
(2.35) aj,τ(j) = 0 and X(j) = ∅ =⇒ cj = cτ(j) for all j ∈ I\X.
Then for all i, j ∈ I such that i 6= j the modified Serre relations are satisfied
ad(gi)
1−aij (gj) ∈ n+X + hθ +
∑
αj<λij
Cgj .
Proof. We will repeatedly use the explicit formula (2.24). If i ∈ X, then using (2.17) we obtain
ad(gi)
1−aij (gj) =
{
ad(fi)
1−aij (fj) if j ∈ X,
ad(fi)
1−aij (fj) + cjθ(ad(fi)1−aij (fj)) otherwise
which in both cases vanishes due to the Serre relations (2.3). Hence we may assume that i ∈ I\X.
By induction with respect to m ∈ Z≥0 we straightforwardly obtain
(2.36) ad(gi)
m(gj) ∈
m∑
r=0
(
g−β(r)ij
+ g−θ(β(r)ij )
)
where we have used (2.18) and denoted
(2.37) β
(r)
ij = (m− r)αi + αj − rwX(ατ(i)) ∈ Q.
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Note that the r-th term in (2.36) survives precisely if β
(r)
ij ∈ Φ ∪ {0}. Now fix m = 1 − aij . In
particular, the term with r = 0 vanishes because of the Serre relations (2.3). Let r > 0; because
Φ ⊂ Q+∪ (−Q+), the r-th term in (2.36) survives only if one of the following conditions is satisfied:
(1− aij − r)αi + αj < rwX(ατ(i))(2.38)
(1− aij − r)αi + αj ≥ rwX(ατ(i)).(2.39)
Let us first deal with the case (2.38). Lemma 2.3 implies {i, j} ⊆ X(i)∪{τ(i)}; hence τ(i) = i and
j ∈ X(i). Furthermore, as a consequence of Lemma 2.16 (i) with m = 1− aij we have
ad(gi)
1−aij (gj) ∈ n+X + hX +
∑
αj<λij
Cgj
Hence it suffices to consider (2.39). Then X(i) ⊆ {j} so there are two possibilities for X(i),
which we treat separately below.
X(i) = {j}: We must have τ(i) = i and wX(ατ(i)) = αi − ajiαj, so that we obtain 1 ≥ r|aji|
and 1 − aij ≥ 2r. Because we may assume r 6= 0, we obtain r = 1 = −aji so that β(r)ij =
(−aij − 1)αi. Since αi is real, we must have aij ∈ {−1,−2}. Because (X, τ) ∈ GSat(A) it
must in fact be aij = −2. Hence the configuration as in Example 2.10 (i) applies; it follows
that ad(gi)
3(gj) = 0.
X(i) = ∅: We have τ(i) ∈ {i, j} and wX(ατ(i)) = ατ(i). Assume that τ(i) = j so that aij = aji.
Then r = 1, so that β
(r)
ij = −aijαi; since αi is real it follows that aij ∈ {0,−1}. If aij = 0,
then by assumption we have ci = cj so that
ad(gi)
1−aij (gj) = [fi − ciej , fj − cjei] = ci(hi − hτ(i)) ∈ hθ.
If aij = −1 then a straightforward computation yields
ad(gi)
1−aij (gj) = [fi − ciej, [fi, fj]− cicj [ei, ej ]]
= ci([hj , fi] + cj[hi, ej ])
= cigi ∈
∑
αj<λij
Cgj .
Finally, we must consider the case τ(i) = i. Lemma 2.16 (i) with m = 1− aij implies that
ad(gi)
1−aij (gj) ∈
∑
αj<λij
Cgj . 
From (2.2-2.3) it follows that n− is spanned by
⋃
ℓ∈Z>0{fi}i∈Iℓ . Now choose J ⊆
⋃
ℓ∈Z>0 I
ℓ such
that {fj}j∈J is a basis of n−; note that for each j ∈ J , αj ∈ Φ ∩Q+.
Theorem 2.18. Let (X, τ) ∈ GSat(A). Suppose that c ∈ (C×)I\X satisfies (2.35). Then, as vector
spaces,
kc = n
+
X ⊕ hθ ⊕
⊕
j∈J
Cgj .
Proof. First we prove that kc = n
+
X + h
θ +
∑
j∈J Cgj . Fix ℓ ∈ Z>0 and fix k ∈ Iℓ. We may assume
that k /∈ J . Considering (2.32) we see that it suffices to prove that
(2.40) gk ∈ n+X + hθ +
∑
j∈J
Cgj .
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Since {fj}j∈J spans n−, we have fk =
∑
j∈J ajfj for some aj ∈ C. One obtains such a decompo-
sition for fk by repeatedly applying only Serre relations (2.3) for fi and fj for some i, j ∈ I such
that λij ≤ αk. This defines a finite sequence ((i1, j1), (i2, j2), . . . , (ir, jr)) of pairs of nodes for some
r ∈ Z≥0. Now repeatedly apply the modified Serre relations to gk given by the same sequence of
pairs of nodes, see Lemma 2.17. At each step, using (2.31) where necessary, we obtain (instead of
zero) an element of
n+X + h
θ +
∑
αj<αk
Cgj = n
+
X + h
θ +
∑
αj<αk
j∈J
Cgj +
∑
αj<αk
j /∈J
Cgj
so that gk lies in this subspace of kc. By induction on ℓ we obtain
gk ∈ n+X + hθ +
∑
αj<αk
j∈J
Cgj ⊆ n+X + hθ +
∑
j∈J
Cgj
as required. It remains to show that the sum is direct. Let j ∈ J . Then fj is nonzero. Because of
θ(gβ) = g−wXτ(β) and the explicit formula (2.24), we have
(2.41) gj − fj ∈ n+X + hX +
∑
αk<αj
Cgk.
Hence fj = π−αj (gj) for all j ∈ J . Thus the linear independence of {fk}k∈J together with the
triangular decomposition g = n+ ⊕ h⊕ n− implies that, as required,
n+X + h
θ +
∑
j∈J
Cgj = n
+
X ⊕ hθ ⊕
⊕
j∈J
Cgj . 
Remark 2.19. It is possible to write explicit expressions for the right-hand side of the modified
Serre relations appearing in Lemma 2.17, at least when |aij | ≤ 4, i.e. at least when A is of finite or
affine type. Together with the relations (2.31) and the usual relations for 〈n+X , hθ〉 inherited from
g, we claim that this yields an efficient presentation of kc in terms of generators and relations for
(X, τ) ∈ WSat(A). See [Ko2, Sec. 7] for the analogous theory for the quantized versions of U(kc)
for (X, τ) ∈ Sat(A): it can be immediately generalized to (X, τ) ∈WSat(A) because at no point is
condition (2.27) necessary, just the weaker condition (2.29). 
Corollary 2.20. Let (X, τ) ∈ GSat(A). Suppose that c ∈ (C×)I\X satisfies (2.35). Then the
intersection condition (2.28) is satisfied.
Proof. Clearly hθ ⊆ kc ∩ h; it remains to show the reverse inclusion. Suppose h ∈ kc ∩ h. From
π−αj (gj) = fj ∈ n− and the triangular decomposition g = n+⊕h⊕n− we immediately deduce that
h ∈ n+X ⊕ hθ. From (2.17) we obtain h ∈ hθ. 
In the next section we will consider an analogue of kc in the quantum setting. It is worth noting
that the universal enveloping algebra corresponding to kc can be modified by scalar terms, allowing
us to introduce another tuple s ∈ CI\X : U(kc)s is generated as a unital associative algebra by the
subalgebras U(n+X) and U(h
θ) and the elements gi := fi (for i ∈ X) and gi := fi + ciθ(fi) + si (for
j ∈ I\X), see [Ko1, Cor. 2.9].
3. Quantum groups and quantum pair algebras
3.1. Drinfeld-Jimbo quantum groups. In the Drinfeld-Jimbo presentation [Dr1, Dr2, Ji1] quan-
tum groups are typically defined as unital associative algebras over C(q), the field of rational expres-
sions in an indeterminate q, with specific generators and relations. As we will be invoking Schur’s
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lemma in Section 6 when discussing intertwiners, instead we will define them over an algebraic
closure K of C(q). Elsewhere one may replace K by a quadratic closure of C(q), in which case one
must choose the di appearing in (2.1) to be dyadic fractions. Note that qi := q
di ∈ K for i ∈ I.
Definition 3.1. We denote by Uq(g) the Hopf algebra over K with generators xi, yi and invertible
ki for i ∈ I satisfying the defining relations
kikj = kjki, kixj = q
aij
i xjki, kiyj = q
−aij
i yjki, [xi, yj ] = δij
ki − k−1i
qi − q−1i
,(3.1)
1−aij∑
r=0
(−1)rx(1−aij−r)i xjx(r)i =
1−aij∑
r=0
(−1)ry(1−aij−r)i yjy(r)i = 0(3.2)
for all i, j ∈ I. Here we have introduced the notations, for i ∈ I and r ∈ Z≥0,
[r]q =
qr − q−r
q − q−1 , [r]q! = [r]q[r−1]q · · · [2]q[1]q, x
(r)
i =
xri
[r]qi !
, y
(r)
i =
yri
[r]qi !
.
The following assignments for i ∈ I determine the coproduct, counit and antipode:
∆(xi) = xi ⊗ 1 + ki ⊗ xi, ǫ(xi) = 0, S(xi) = −k−1i xi,
∆(yi) = yi ⊗ k−1i + 1⊗ yi, ǫ(yi) = 0, S(yi) = −yiki,(3.3)
∆(ki) = ki ⊗ ki, ǫ(ki) = 1, S(ki) = k−1i . 
For µ =
∑
i∈I miαi ∈ Q with m ∈ ZI write kµ =
∏
i∈I k
mi
i . We have the Hopf subalgebra
(3.4) Uq(h) := 〈k±1i 〉i∈I =
⊕
µ∈Q
Kkµ.
Define the quantum root space of Uq(g) corresponding to µ ∈ Q by
Uq(g)µ = {a ∈ Uq(g) |∀i ∈ I kiak−1i = q(αi,µ)a} ⊂ Uq(g)
and one obtains a Q-grading: Uq(g) =
⊕
µ∈Q Uq(g)µ.
Following [Ko1, Sec. 3.2], for χ ∈ H˜q := Hom(Q,K×), define Ad(χ) ∈ AutHopf(Uq(g)) by
Ad(χ)(a) = χ(µ)(a), for all a ∈ Uq(gµ), µ ∈ Q.
In other words, Ad(χ)(xi) = χ(αi)xi and Ad(χ)(yi) = χ(αi)
−1yi for all i ∈ I and Ad(χ) acts as the
identity on Uq(h). We may also view Aut(A) < AutHopf(Uq(g)) by setting
(3.5) σ(xi) = xσ(i), σ(yi) = yσ(i), σ(ki) = kσ(i) for all σ ∈ Aut(A), i ∈ I.
In AutHopf(Uq(g)) we may form the semidirect product Ad(H˜q) ⋊ Aut(A). According to [Tw,
Thm. 2.1], in fact
(3.6) AutHopf(Uq(g)) = Ad(H˜q)⋊Aut(A).
Coideal subalgebras B,B′ ⊆ Uq(g) are called equivalent if there exists φ ∈ AutHopf(Uq(g)) such that
φ(B) = B′.
Remark 3.2. The full quantum Kac-Moody algebra Uq(g
ext) is a larger Hopf algebra obtained
as follows. We extend h to a larger vector space hext by adding basis elements {λs}n′s=1 with
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n′ = corank(A) satisfying αj(λs) ∈ {0, 1} for all j ∈ I and 1 ≤ s ≤ n′. Then Uq(gext) is the
extension of Uq(g) by the invertible generators {Λs}n′s=1 satisfying
Λsxi = q
αi(λs)xiΛs, Λsyi = q
−αi(λs)yiΛs, [Λs, ki] = 0, [Λs,Λr] = 0.
for i ∈ I and 1 ≤ s, r ≤ n′. The Hopf algebra structure on Uq(gext) is the one on Uq(g) extended by
∆(Λs) = Λs ⊗ Λs, ǫ(Λs) = 1, S(Λs) = Λ−1s
for 1 ≤ s ≤ n′. Note that a completion of Uq(gext) is used in the construction of the univer-
sal R-matrix when A is of affine type, see e.g. [Dr1, FrRt, KhTo]. If the minimal realization
(hext, {hi}i∈I , {αi}i∈I) of A is compatible with τ in the sense that there exists a permutation τ˜ of
{s}1≤s≤n′ such that ατ(i)(λτ˜(s)) = αi(λs) for all i ∈ I and 1 ≤ s ≤ n′, then the theory set out in the
next section can be extended to Uq(g
ext); see [Ko1, Sec. 2.6] for more detail and note also [BgKo2,
Rmk. 8.2]. 
We now introduce various algebra automorphisms of Uq(g), again following [Ko1, Sec. 3.4 & 4.1].
Define ωq : Uq(g)→ Uq(g) by
(3.7) ωq(xi) = −k−1i yi, ωq(yi) = −xiki, ωq(ki) = k−1i for i ∈ I.
For i ∈ I denote by Ti the algebra automorphism of Uq(g) called T ′′i,1 in [Lu, 37.1]:
(3.8)
Ti(xi) = −yiki, Ti(xj) =
−aij∑
r=0
(−qi)−rx(−aij−r)i xj x(r)i ,
Ti(yi) = −k−1i xi, Ti(yj) =
−aij∑
r=0
(−qi)ry(r)i yj y(−aij−r)i ,
where j ∈ I\{i}, and Ti(kµ) = kri(µ) for µ ∈ Q; in particular Ti(Uq(g)µ) = Uq(g)ri(µ). Owing to
[Lu, 39.4.3] the Ti satisfy the braid relations (2.6) associated to A. Hence we have a well-defined
Tw := Ti1Ti2 · · · Tiℓ ∈ Uq(g)
where w = ri1ri2 · · · riℓ with i1, . . . , iℓ ∈ I is a reduced decomposition for w ∈W .
3.2. Quantum pair algebras. We consider an algebra automorphism which is a quantum anal-
ogon of θ(X, τ) following [Ko1, Def. 4.3].
Definition 3.3. Let X ⊆ I with AX of finite type and let τ ∈ Aut(A) be an involution such that
(2.15) is satisfied. The algebra automorphism associated to (X, τ) is
θq = θq(X, τ) := TwX τ ωq. (3.9)
Proposition 3.4. Let X ⊆ I with AX of finite type and let τ ∈ Aut(A) be an involution such that
(2.15) is satisfied. Then
θq(a) = a for all a ∈ Uq(gX),(3.10)
θq(Uq(g)µ) = Uq(g)θ(µ) for all µ ∈ Q,(3.11)
θq(kµ) = kθ(µ) for all µ ∈ Q,(3.12)
Uq(h)
θq =
〈{k±1i }i∈X , {kj k−1τ(j), k−1j kτ(j)}j∈I∗〉,(3.13)
where I∗ ⊆ I\X is as in Proposition 2.5.
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Proof. Identity (3.10) is a consequence of [Ko1, Lem. 3.4]. We obtain (3.11) as a consequence of
the corresponding properties of the three constituent automorphisms TwX , τ and ωq. Next, (3.12)
immediately follows from ωq(kµ) = k−µ, τ(kµ) = kτ(µ) and Ti(kµ) = kri(µ) for i ∈ I. Finally, (3.13)
follows from (3.12) and the proof of (2.20) in Proposition 2.5. 
The following definition is due to [Ko1, Def. 5.6] (also see [Le2, Sec. 7, Variation 2]).
Definition 3.5. Let X ⊆ I with AX of finite type and let τ ∈ Aut(A) be an involution such that
(2.15) is satisfied. Let c = (cj)j∈I\X ∈ (K×)I\X and s = (sj)j∈I\X ∈ KI\X and denote
(3.14) bi =
{
yi if i ∈ X,
yi + ciθq(yiki)k
−1
i − sik−1i otherwise
and
Uq(n
+
X) = 〈xi〉i∈X .
The subalgebra associated to (X, τ, c, s) is
Bc,s = Bc,s(X, τ) := 〈Uq(n+X), Uq(h)θq , {bi}i∈I〉. (3.15)
Proposition 3.6. Let X ⊆ I with AX of finite type and let τ ∈ Aut(A) be an involution such that
(2.15) is satisfied. Let c = (cj)j∈I\X ∈ (K×)I\X and s = (sj)j∈I\X ∈ KI\X . Then Bc,s is a right
coideal of Uq(g):
∆(Bc,s) ⊆ Bc,s ⊗ Uq(g).
Proof. This is [Ko1, Prop. 5.2]. We emphasize that neither (2.27) nor the weaker condition (2.29)
is needed to establish this. 
Note that a left coideal subalgebra is obtained by applying the antipode or its inverse to Bc,s.
The arguments in [Ko1, Sec. 10], which crucially do not rely on (2.27), imply the following.
Proposition 3.7. Let (X, τ) ∈ GSat(A). Suppose c ∈ (K×)I\X and s ∈ KI\X are such that
(3.16) Bc,s ∩ Uq(h) = Uq(h)θq
holds. Then Bc,s(X, τ) specializes to U(kc(X, τ))s at q = 1.
Equation (3.16) holds if the tuples c and s satisfy certain constraints.
Remark 3.8. The same constraints also arise when trying to find a nontrivial intertwiner for the
restrictions of the vector representation Tu of Uq(g) to Bc,s, see Theorem 9.1. This can be under-
stood roughly as follows. The vector representation Tu of Uq(g) is a particular representation on
a finite-dimensional vector space, which has the property that elements of Uq(h) are mapped to
diagonal matrices; on the other hand the images of the generators bj are non-diagonal matrices.
An intertwiner of Tu|Bc,s is a matrix K(u) that commutes with the action of Bc,s given by the
representation Tu. If there are too many elements of Uq(h) in Bc,s compared to the number of bj
(given by the cardinality of I\X) then this puts too many restrictions on the intertwiner K(u) and
forces is to be as zero matrix. It appears that the subalgebra Bc,s ∩ Uq(h) is of the “correct” size
precisely if it is as small as possible, i.e. if it equals Uq(h)
θq . 
To describe these constraints on c and s one needs to single out certain τ -orbits of I\X. As
in Proposition 2.5, choose a subset I∗ ⊆ I\X containing precisely one element of every τ -orbit.
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Consider the following subsets of I∗:
Idiff = {j ∈ I∗ |j 6= τ(j) and (αj , θ(αj)) 6= 0},(3.17)
Ins = {j ∈ I∗ |j = τ(j) and aij = 0 ∀i ∈ X},(3.18)
Insf = {j ∈ Ins |aij ∈ 2Z ∀i ∈ Ins}.(3.19)
Definition 3.9. Let (X, τ) ∈ GSat(A). We call a τ -orbit Y ⊆ I\X special if
Y = {j} such that j ∈ Insf , or
Y = {j, τ(j)} such that one of j, τ(j) is in Idiff . 
Example 3.10. In these examples we choose the standard labelling I = {0, 1, . . . , n} for untwisted
affine Dynkin diagrams; in particular {1, . . . , n} labels the associated finite Dynkin diagram.
(i) Consider the Cartan matrix of type A
(1)
3 with I = {0, 1, 2, 3}. It can be straightforwardly
verified that (X, τ) = ({2}, (13)) ∈ Sat(A) ⊆ GSat(A). The diagram is
0
1
3
2
We have wX = r2 and hence
θ(α0) = α0, θ(α1) = −α2 − α3, θ(α2) = α2, θ(α3) = −α1 − α2.
Choose I∗ = {0, 1}. We obtain Idiff = {1} and Ins = Insf = {0}.
(ii) Fix n ≥ 4 and consider the Cartan matrix of type C(1)n with I = {0, 1, . . . , n}. Then (X, τ) =
({0, 1, . . . , n− 3}, id) ∈ GSat(A)\Sat(A). The diagram in this case is
0
1 n−3
n−2
n−1
n
Necessarily, I∗ = I\X. From an−1,n = −2 and an,n−1 = −1 we derive
Idiff = ∅, Ins = {n− 1, n}, Insf = {n}. 
The special τ -orbits in I\X are characterized diagrammatically as follows. Note that for j ∈ I\X,
by virtue of [Ko1, Lem. 5.3], τ(X) = X and Lemma 2.3, the condition j 6= τ(j) and (αj , θ(αj)) 6= 0
appearing in the definition of Idiff is equivalent to the premise in (2.35). Hence Idiff corresponds to
those nontrivial τ -orbits of unfilled nodes which neighbour each other or at least one filled node.
Next, Ins corresponds precisely to all unfilled nodes which are fixed by τ and do not neighbour any
filled nodes. One obtains Insf by taking those nodes j ∈ Ins all of whose neighbours i ∈ Ins are
connected to j by edges with even multiplicity and not directed towards j (in particular di ≤ dj ,
i.e. αi must not be longer than αj).
The sets Idiff and Insf will be important for Ad(H˜q)-equivalences of algebras Bc,s, see Corollary
7.13. For now, following [Ko1, (5.9) and (5.11)], we define the sets of suitable parameters:
C = C(X, τ) = {c ∈ (K×)I\X |∀j ∈ I∗ : cj 6= cτ(j) ⇒ j ∈ Idiff},(3.20)
S = S(X, τ) = {s ∈ KI\X |∀j ∈ I∗ : sj 6= 0⇒ j ∈ Insf}.(3.21)
Definition 3.11. Fix (X, τ) ∈ GSat(A). If c ∈ C and s ∈ S we call Bc,s a quantum pair (QP)
algebra. If in addition (X, τ) ∈ Sat(A), then Bc,s is known as a quantum symmetric pair (QSP)
algebra, see [Ko1, Def. 5.6]. 
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Proposition 3.12. Let (X, τ) ∈ GSat(A), c ∈ C and s ∈ S.
(i) The number of free parameters in Bc,s is |I∗|+ |Idiff ∪ Insf |.
(ii) The intersection condition (3.16) holds.
Proof. To prove statement (i), note that for each j ∈ I∗ there is a free parameter cj ∈ K×. The
defining conditions of the sets C and S in (3.20-3.21) imply that there can only be one additional
free parameter for each j ∈ Idiff ∪ Insf .
Statement (ii) follows from the arguments in [Ko1, Secs. 5–7]. In these sections the only place
in [Ko1] where (2.27) is used is in [Ko1, Proof of Lem. 5.11, Step 1]. However, it is clear that the
necessary condition in there is precisely (2.29). 
Remark 3.13.
(i) We will see in Section 7.2 that Bc,s is equivalent to a coideal subalgebra with |Idiff ∪ Insf | free
parameters. This can be accomplished by applying a suitable Hopf algebra automorphism,
which carries the remaining |I∗| degrees of freedom.
(ii) For (X, τ) = (∅, id) Baseilhac and Belliard in [BsBe1, Prop. 2.1] considered the algebra
Bc,s with, according to some combinatorial prescription, either s
2
j c
−1
j a particular rational
expression in qj, sj = 0 or sj ∈ K free, for each j ∈ Ins = I. In this case the algebra Bc,s
is called a generalized q-Onsager algebra. However it appears that for arbitrary (X, τ) ∈
GSat(A) the same prescription for sj with j ∈ Ins yields a coideal subalgebra Bc,s satisfying
(3.16); in this case it is convenient to redefine S and Insf . In order to obtain an algebra
inequivalent to any QP algebra, one must have Insf 6= Ins. A unified theoretical treatment of
QP algebras and such generalized q-Onsager algebras will be presented elsewhere. 
3.3. Untwisted affine Dynkin diagrams of classical Lie type. We now restrict to the case
where A is of affine type. Then the kernel of A is one-dimensional; in other words, there exists a
unique tuple (ai)i∈I of coprime positive integers such that
(3.22)
∑
j∈I
aijaj = 0
(see e.g. [Ca, Ch. 17]). Hence (2.1) implies that
(3.23) kc :=
∏
j∈I
k
aj
j
is central in Uq(g). The quotient Uq(g)/(kc − 1)Uq(g) is called the quantum loop algebra. A theory
of coideal subalgebras of Uq(g)/(kc − 1)Uq(g) can be developed (see [Ko1, Sec. 11] and references
therein) which is very similar to the one for Uq(g). Furthermore, all finite-dimensional representa-
tions ρ : Uq(g) → End(V ), including Tu, satisfy ρ(kc) = IdV (level-zero representations) so that ρ
factors through a representation of Uq(g)/(kc − 1)Uq(g).
We furthermore assume that A is an untwisted affine Cartan matrix. We choose I = {0, . . . , n}
such that n = rank(A) and I\{0} indexes the corresponding Cartan matrix Afin := (aij)1≤i,j≤n of
finite type; in particular a0 = 1. Finally, we assume A
fin is one of the classical Lie types An≥1,
Bn≥1, Cn≥1, Dn≥3. Accordingly, the associated (semi)simple Lie algebra gfin := 〈ei, fi〉1≤i≤n ⊂ g
equals slN with N := n + 1, soN with N := 2n + 1, spN with N := 2n or soN with N := 2n,
respectively. In Table 1 we list the untwisted affine Cartan matrices A of classical Lie type and our
choice of the corresponding (di)i∈I , see (2.1).
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Table 1. Dynkin diagrams of untwisted affine Lie algebras of classical types, the
generalized Cartan matrix A and the positive rationals di. We refer the reader to
[Ca, Appendix] for more details on the Cartan matrices of finite and affine type.
Name Diagram
Cartan matrix
di (0 ≤ i ≤ n)A = (aij)0≤i,j≤n
A
(1)
1 0 1
(
2 −2
−2 2
)
d0 = d1 = 1
A
(1)
n≥2
n
0
1
2


2 −1 −1
−1 2 −1
−1 2 ·
· · −1
−1 −1 2

 d0 = . . . = dn = 1
B
(1)
n≥3
0
1
2 3 n−2
n−1
n


2 −1
2 −1
−1 −1 2 −1
−1 2 ·
· · −1
−1 2 −1
−2 2


d0 = . . . = dn−1 = 1
dn =
1
2
C
(1)
n≥2 0
1 2 n−2
n−1
n


2 −1
−2 2 −1
−1 2 ·
· · −1
−1 2 −2
−1 2


d0 = dn = 2
d1 = . . . = dn−1 = 1
D
(1)
n≥4
0
1
2 3 n−3
n−2
n−1
n


2 −1
2 −1
−1 −1 2 −1
−1 2 ·
· · −1
−1 2 −1 −1
−1 2
−1 2


d0 = . . . = dn = 1
Define the following elements of Aut(A):
(3.24)
ψ :=
{∏⌊n
2
⌋
i=1 (i, n + 1− i)
id
for A
(1)
n ,
otherwise,
ψ′ :=
∏⌊n−1
2
⌋
i=0 (i, n − i) for A(1)n ,
ρ := (01 . . . n) for A(1)n ,
π :=

∏n−1
2
i=0 (i, i +
n+1
2 )∏⌊n−1
2
⌋
i=0 (i, n − i)
for A
(1)
n if n is odd,
for C
(1)
n and D
(1)
n ,
φ1 := (01) for B
(1)
n and D
(1)
n ,
φ2 := (n−1n) for D(1)n ,
φ12 := (01)(n−1n) for D(1)n .
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In Table 2 we have summarized relevant properties of Aut(A).
Table 2. Properties of Aut(A). For A of type A
(1)
n or D
(1)
n we first list our chosen
generators of Aut(A) and subsequently other relevant elements. For A of type B
(1)
n
or C
(1)
n the group Aut(A) is of order 2, so there is only one choice of generator (which
is automatically an involution). We denote by CycN , DihN and SymN the cyclic,
dihedral and symmetric groups of order N , 2N and N !, respectively.
Type Aut(A) Important elements Relations
ρ
N−1
0
1
2 ρN = ψ2 = id
(ψ · ρ)2 = id
A
(1)
n≥1
DihN if n ≥ 2
Cyc2 if n = 1
ψ 0
1
N−1
N
2
−1
N
2
+1
N
2 0
1
N−1
N−1
2
N+1
2
ψ′
0
N−1
N
2
−1
N
2
(N even) ψ′ = ψ · ρ
π
N−1
0
1
N
2
−1
N
2
N
2
+1 (N even) π = ρN/2
B
(1)
n≥3 Cyc2 φ1
0
1
2
n−1
n
φ21 = id
C
(1)
n≥2 Cyc2 π
n
2
n
2
−1
n
2
+1
1
n−1
0
n
n−1
2
n+1
2
1
n−1
0
n
π2 = id
D
(1)
n>4
Dih4
π
n
2
n
2
−1
n
2
+1
2
n−2
1
n−1
0
n
n−1
2
n+1
2
2
n−2
1
n−1
0
n π2 = φ21 = id
(π · φ1)4 = id
φ1
0
1
2
n−2
n−1
n
φ2
0
1
2
n−2
n−1
n φ2 = π · φ1 · π
φ12
0
1
2
n−2
n−1
n φ12 = (π · φ1)2
D
(1)
4
Sym4
As for n > 4, and additionally
(14)
0 32
1 4
(14)2 = id, ((14) · π)4 = id
((14) · φ1)3 = id
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4. The vector representation
In this section, adhering closely to [KlSg, Sec. 8.4.1] we give the description of the vector (also
called natural or first fundamental) representation1 T of Uq(g
fin) on KN , when gfin is slN , soN
and spN . We then turn this representation into an evaluation representation Tu of Uq(g) by means
of affinization in the homogeneous grading defined by xi 7→ δi0, yi 7→ −δi0 (see [KKMMNN]).
However, we first need to introduce some additional notation that we will make use of throughout
the remaining parts of the paper.
4.1. Notation. In will be convenient to label the standard basis of KN by
(4.1) 〈N〉 =

{1, 2, . . . , N} for slN ,
{−n, . . . ,−1, 1, . . . , n} for so2n and sp2n,
{−n, . . . ,−1, 0, 1, . . . , n} for so2n+1.
Define ϑ, ϑi, νi ∈ 12Z for i ∈ 〈N〉 by
(4.2) ϑ =

(−1)n,
1,
−1,
ϑi =

(−1)i,
1,
sgn(i),
νi =

i− N+12
i− sgn(i)(n − κ)
i
for slN ,
for soN ,
for spN ,
where
(4.3) κ =
N
2
− ϑ.
We also note that for orthogonal and symplectic cases our tuple (−ν−n, . . . ,−νn) corresponds to
the tuple (ρ1, . . . , ρN ) in [FRT, §1] and in [KlSg, Sec. 8.4.2].
Let Eij denote the usual N × N elementary matrices, i.e. (Eij)kl = δikδjl with i, j, k, l ∈ 〈N〉.
Given mi ∈ Z for all i ∈ 〈N〉, we write
q
∑
i∈〈N〉miEii =
∑
i∈〈N〉
qmiEii.
We denote by Id =
∑
i∈〈N〉Eii the identity matrix in End(K
N ). For orthogonal and symplectic
cases, we additionally set
(4.4) Fij = Eij − ϑiϑjE−j,−i, so that Fij + ϑiϑjF−i,−j = 0
and, for ease of notation, we will write ¯ = n+ 1− j for any j ∈ I.
4.2. The representations T and Tu. The vector representation T : Uq(g
fin) → End(KN ) is
the N -dimensional irreducible highest-weight representation of Uq(g
fin) with the highest weight
(q, 1, . . . , 1) ∈ Kn and a highest weight vector (1, 0, . . . , 0)t ∈ KN defined as follows. For slN it is
xi 7→ Ei,i+1, yi 7→ Ei+1,i, ki 7→ qEii−Ei+1,i+1 for 1 ≤ i ≤ n.(4.5)
For soN and spN , upon defining c = [2]
1/2
q1/2
, it is
xi 7→ F−ı¯,−ı¯+1, yi 7→ F−ı¯+1,−ı¯, ki 7→ qFı¯−1,¯ı−1−Fı¯,¯ı for 1 ≤ i < n(4.6)
1Our choice of the vector representation agrees with [KlSg, Sec. 8.4.1] up to the Chevalley automorphism; for
Uq(ŝlN ) it agrees with [FrMn, Lem. 3.4].
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and
xn 7→

c(E−1,0−q− 12E01),
1
2F−1,1,
F−2,1,
yn 7→

c(E0,−1−q 12E10),
1
2F1,−1,
F1,−2,
kn 7→

q−F11
q−2F11
q−F11−F22
for so2n+1,
for sp2n,
for so2n.
(4.7)
Consider the natural inclusion of Hopf algebras ι : Uq(g
fin)→ Uq(g). Let u ∈ K×. We extend the
highest-weight representation T : Uq(g
fin) → End(KN ) to a pseudo-highest-weight representation
Tu : Uq(g)→ End(KN ), depending polynomially on u±1. We fix Tu(ι(a)) := T (a) for all a ∈
Uq(g
fin) and for the remaining generators x0, y0 and k0 we define
x0 7→

uEN1,
uFn−1,−n,
1
2uFn,−n,
y0 7→

u−1E1N ,
u−1F−n,n−1,
1
2u
−1F−n,n,
k0 7→

qENN−E11
qFn−1,n−1+Fnn
q2Fnn
for ŝlN
for ŝoN ,
for ŝpN .
(4.8)
It is a direct computation to verify that the assignments above provide a representation of Uq(g).
4.3. Self-duality of representations T and Tu. The representations T and Tu exhibit an
additional property called (pseudo-)self-duality (see [KlSg, Sec. 8.4.2]) unless A is of type A
(1)
n with
n > 1. Here we formulate a more general property which also includes type A
(1)
n>1.
LetH be a Hopf algebra with antipode S and let ̺ be a representation ofH on a finite-dimensional
vector space V over a field F . The dual representation ̺∗ of H on V ∗ := HomF (V, F ) is defined by
(4.9) (̺∗(a)φ)(v) = φ(̺(S−1(a))v) for all a ∈ H, v ∈ V, φ ∈ V ∗.
If ̺∗ is equivalent to ̺, i.e. if there exists an invertible φ ∈ Hom(V, V ∗) such that for all a ∈ H
we have ̺∗(a) ◦ φ = φ ◦ ̺(a), then ̺ is called a self-dual representation. The following definition is
a generalization of this notion.
Definition 4.1. Let H be a Hopf algebra and σ ∈ AutHopf(H) an involution. Let ̺ be a repre-
sentation of H on a finite-dimensional vector space V over a field F . Then ̺ is called σ-skewed
self-dual if ̺∗ is equivalent to ̺ ◦ σ. 
Recall the involution ψ from (3.24); note that ψ restricts to an element of Aut(Afin). We will
show below that T and Tu are ψ-skewed self-dual representations. Let us identify the vector spaces
(KN )∗ and KN in the natural way. Denote the usual transposition in End(KN ) by t, viz. Etij = Eji
and write T t(a) = (T (a))t for all a ∈ Uq(gfin) and T tu (a) = (Tu(a))t for all a ∈ Uq(g). Then the
ψ-skewed self-duality of T is equivalent to the statement that there exists C ∈ GL(KN ) such that
(4.10) CT (ψ(a)) = T t(S(a))C for all a ∈ Uq(gfin).
For the representation Tu we need to allow a shift in u. It follows that Tu is ψ-skewed self-dual if
and only if there exists C ∈ GL(KN ) and q˜ ∈ K× such that
(4.11) CTu(ψ(a)) = T
t
q˜ 2u(S(a))C for all a ∈ Uq(g).
We now give explicit expressions for C and q˜, using which we can derive (4.10-4.11) (in other
words, the ψ-skewed self-duality properties):
(4.12) C =

∑
i∈〈N〉
ϑiq
νiEN+1−i,i∑
i∈〈N〉
ϑiq
νiE−i,i
q˜ =

(−1)N/2qN/2 for slN ,
qκ otherwise.
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Note that C2 = ϑId. Taking (4.12) into account, we have the following statements.
Lemma 4.2. The representation T of Uq(g
fin) is ψ-skewed self-dual.
Proof. We only need to show this property for the generators of the algebra. For soN and spN it
was shown in Prop. 20 in [KlSg, Sec. 8.4.2]. For slN it follows by a direct computation using
(4.13) C−1EijC = (−q)i−jEN−i+1,N−j+1.
Recall that ψ : xi 7→ xN−i, yi 7→ yN−i and ki 7→ kN−i. Thus
C−1T t(S(ki))C = C−1qEi+1,i+1−EiiC = qEN−i,N−i−EN−i+1,N−i+1 = T (ψ(ki)),
C−1T t(S(xi))C = −C−1Ei+1,i qEi+1,i+1−EiiC = EN−i,N−i+1 = T (ψ(xi)),
C−1T t(S(yi))C = −C−1qEii−Ei+1,i+1Ei,i+1C = EN−i+1,N−i = T (ψ(yi)). 
Lemma 4.3. For any u ∈ K× the representation Tu of Uq(g) is ψ-skewed self-dual.
Proof. It is enough to check that (4.11) holds for xi, yi and ki with 0 ≤ i ≤ n. By Lemma 4.2 we
already know that this is true when 1 ≤ i ≤ n. Thus we only need to check that (4.11) holds when
i = 0, which again follows by a direct computation. For ŝlN , using (4.13), we have
C−1T tq˜2u(S(k0))C = C
−1qE11−ENNC = qENN−E11 = Tq˜2u(ψ(k0)),
C−1T tq˜2u(S(x0))C = −(−q)NuC−1E1NqE11−ENNC = uEN1 = Tu(ψ(x0)),
C−1T tu (S(y0))C = −(−q)−Nu−1C−1qENN−E11EN1C = u−1E1N = Tu(ψ(y0)).
Next, analogous to (4.13), for ŝoN and ŝpN we derive C
−1FijC = −qνi−νjFji. Thus, for ŝoN we
have q˜2 = qN−2 = q2νn . It follows that
C−1T tq˜2u(S(k0))C = C
−1q−Fn−1,n−1−FnnC = qFn−1,n−1+Fnn = Tu(ψ(k0)),
C−1T tq˜2u(S(x0))C = −q2νnuC−1F−n,n−1 q−Fn−1,n−1−FnnC = uFn−1,−n = Tu(ψ(x0)),
C−1T tq˜2u(S(y0))C = −q−2νnu−1C−1qFn−1,n−1+FnnFn−1,−nC = u−1F−n,n−1 = Tu(ψ(y0)).
For ŝpN we have q˜
2 = qN+2 = q2νn+2 and
C−1T tq˜2u(S(k0))C = C
−1q−2FnnC = q2Fnn = Tu(ψ(k0)),
C−1T tq˜2u(S(x0))C = −12q2νn+2uC−1F−n,n q−2FnnC = 12uFn,−n = Tu(ψ(x0)),
C−1T tq˜2u(S(y0))C = −12q−2νn−2u−1C−1q2FnnFn,−nC = 12u−1F−n,n = Tu(ψ(y0)). 
5. R-matrices and the quantum Yang-Baxter equation
This section summarizes and elaborates on various results involving trigonometric solutions of
the quantum Yang-Baxter equation listed in [Bzh, FRT, Ji2, Ji3, KlSg].
5.1. Constant R-matrices. We start by defining certain linear operators acting on the tensor
product KN ⊗KN . The identity matrix in End(KN )⊗2 given by∑i,j∈〈N〉Eii⊗Ejj will be denoted
by Id. (Note that Id also denotes the identity matrix in End(KN ); it will always be clear from the
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context which Id is used.) We introduce the permutation operator P and a projection-like operator
Qq, both in End(K
N )⊗2, by
(5.1) P =
∑
i,j∈〈N〉
Eij ⊗ Eji, Qq =

0 for slN ,∑
i,j∈〈N〉
ϑiϑjq
νi−νjEij ⊗ E−i,−j otherwise,
which satisfy P 2 = Id and Q2q = NQq. Next, introduce the constant R-matrix Rq ∈ End(KN )⊗2.
According to [FRT, §1], for slN it is
Rq =
∑
i,j∈〈N〉
(
qδijEii ⊗ Ejj + δi<j(q − q−1)Eij ⊗ Eji
)
.(5.2)
For soN and spN it is
Rq =
∑
i,j∈〈N〉
(
qδij−δi,−jEii ⊗Ejj + δi<j(q − q−1)(Eij ⊗ Eji − ϑiϑjqνi−νjEij ⊗ E−i,−j)
)
.(5.3)
The R-matrix Rq is a solution of the constant quantum Yang-Baxter equation, viz.
(5.4) R12R13R23 = R23R13R12,
where Rij denotes Rq acting nontrivially on the i-th and j-th factors of (K
N )⊗3 only. It can be
checked by a direct computation that matrices defined in (5.1-5.3) satisfy the identity
(5.5) Rq − PR−1q P = (q − q−1)(P −Qq).
In order to state some useful properties of the matrices P , Qq and Rq that will be important
later we need the following. We will use the notation t for transposition in End(KN )⊗2, viz.
(Eij ⊗Ekl)t = Eji ⊗ Elk. Furthermore, t1 and t2 will denote partial transpositions on End(KN )⊗2
with respect to the first and the second tensor factor, respectively: (Eij ⊗ Ekl)t1 = Eji ⊗ Ekl and
(Eij ⊗ Ekl)t2 = Eij ⊗ Elk.
PT-symmetry: We have
(5.6) P t = P, Qtq = PQqP, R
t
q = PRqP.
Bar-symmetry: We have
(5.7) Qq−1 = PQqP, Rq−1 = R
−1
q .
C-symmetry: In the orthogonal and symplectic cases we have the following identities involving C:
(5.8)
P t1 = C1Qq−1C
−1
1 , Q
t1
q = C1PC
−1
1 , R
t1
q = C1R
−1
q C
−1
1 ,
P t2 = Ct2Qq−1(C
t
2)
−1, Qt2q = C
t
2P (C
t
2)
−1, Rt2q = C
t
2R
−1
q (C
t
2)
−1,
where C1 = C ⊗ Id, C2 = Id⊗ C. For sl2 we have
(5.9)
P t1 =
qC1R
−1
q C
−1
1 − q−1C2RqC−12
q − q−1 , R
t1
q = qC1R
−1
q C
−1
1 ,
P t2 =
qCt2R
−1
q (C
t
2)
−1 − q−1Ct1Rq(Ct1)−1
q − q−1 , R
t2
q = qC
t
2R
−1
q (C
t
2)
−1.
In all cases, including slN>2, we have
(5.10) C1C2P = P
tC1C2, C1C2Qq = Q
t
qC1C2, C1C2Rq = R
t
qC1C2.
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Eigenvalues and polynomial identities: Writing Rˆq = PRq and Qˆq = PQq, from (5.5) we infer
QˆqRˆq = RˆqQˆq = ϑq
ϑ−N Qˆq,(5.11)
Qˆ2q = (1 + ϑ [N − ϑ]q) Qˆq,(5.12)
and the identities
Rˆ2q = (q − q−1)
(
Rˆq − ϑqϑ−NQˆq
)
+ Id,(5.13)
(Rˆq − q Id)(Rˆq + q−1Id)(Rˆq − ϑqϑ−N Id) = 0,(5.14)
which simplify to (Rˆq−q Id)(Rˆq+q−1Id) = 0 for slN . More precisely, the eigenvalues q, −q−1
and ϑqϑ−N of Rˆq have the following multiplicities:
(5.15)
(
N+1
2
)
,
(
N
2
)
, 0 for slN ,(N+1
2
)−1, (N2 ), 1 for soN ,(N+1
2
)
,
(N
2
)−1, 1 for spN ,
which are the dimensions of the symmetric, antisymmetric and trivial representations of gfin.
5.2. R-matrices with spectral parameter. The R-matrix R(u) ∈ End(KN )⊗2, depending ra-
tionally on the spectral parameter u, is defined by
(5.16) Rq(u) = R(u) = fq(u)Rq +
(q − q−1)u
q − q−1u
(
P − 1− u
q2κ − u Qq
)
where fq(u) =
1− u
q − q−1u.
The constant R-matrices are recovered by setting u = 0: Rq(0) = q
−1Rq. We will mostly write R(u)
and reserve the notation Rq(u) to special cases such as Rq−1(u) when needed. These R-matrices
are solutions of the quantum Yang-Baxter equation with spectral parameters,
(5.17) R12(
u
v )R13(
u
w )R23(
v
w ) = R23(
v
w )R13(
u
w )R12(
u
v ),
where Rij(u) is R(u) acting nontrivially on the i-th and j-th factors of (K
N )⊗3. This can be checked
directly using (5.4), the Yang-Baxter equation for Rq (5.4) and identities such as (5.5).
The R-matrices with spectral parameter satisfy many additional properties that will be relevant
later on. First we list properties in which the spectral parameter plays a role; these are not direct
analogues of properties of Rq.
Regularity: Immediately from (5.16) we have
(5.18) R(1) = P.
Unitarity: From (5.17-5.18) it follows that R(u)R21(u
−1) is a scalar multiple of Id, where R21(u) :=
PR(u)P . Owing to the chosen normalization we in fact have, for generic values of u,
(5.19) R(u)−1 = R21(u−1)
and, in particular, R(u) is invertible.
Affinization identity: From (5.5) and (5.16) one finds that Rˆ(u) := PR(u) satisfies
Rˆ(u) =
Rˆq − uRˆ−1q
q − q−1u +
(q − q−1)(qκ − q−κ)u
(q − q−1u)(qκ − q−κu)Qˆq
=
(1− u)(qκRˆq − q−κuRˆ−1q ) + (q − q−1)(qκ − q−κ)uId
(q − q−1u)(qκ − q−κu) .
(5.20)
Relations such as (5.20) are also known as Baxterization identities, see [KlSg, Sec. 8.7.1].
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In addition to the properties listed above, the matrix R(u) inherits properties obeyed by the
matrices P , Qq and Rq.
PT-symmetry: As a consequence of (5.6) we have
(5.21) R(u)t = R21(u), R(u)
ti = PR(u)tiP.
Bar-symmetry: Define R(u) = Rq−1(u). Then from (5.7) one obtains
(5.22) R(u) = R(u)−1.
C-symmetry: For soN , spN and sl2, owing to (5.8-5.10) and (5.19), we obtain
(5.23) R(u)t1 = f˜q(u)C1R(q˜
−2u)−1C−11 , R(u)
t2 = f˜q(u)C
t
2R(q˜
−2u)−1(Ct2)
−1,
where f˜q(u) := fq(u) for sl2 and f˜q(u) :=
fq(u)
fq(q2κu−1)
otherwise. For all types of A (including
slN>2) we have
(5.24) R(u)tC1C2 = C1C2R(u).
Eigenvalues and polynomial identities: As a consequence of (5.11-5.14), the matrix Rˆ(u) satisfies
(5.25) QˆqRˆ(u) = Rˆ(u)Qˆq = ϑ
q−ϑ − qϑu
q − q−1u
q−κ − qκu
qκ − q−κu Qˆq,
and the identities
Rˆ(u)2 =
(q − q−1)(1 + u)
q − q−1u
(
Rˆ(u)− ϑ q
−ϑ − qϑu
q − q−1u
(
1− u
qκ − q−κu
)2
Qˆq
)
+
q−1 − qu
q − q−1u Id,(5.26) (
Rˆ(u)− Id
)(
Rˆ(u) +
q−1 − qu
q − q−1u Id
)(
Rˆ(u)− ϑ q
−ϑ − qϑu
q − q−1u
q−κ − qκu
qκ − q−κu Id
)
= 0,(5.27)
which for slN simplifies to(
Rˆ(u)− Id
)(
Rˆ(u) +
q−1 − qu
q − q−1u Id
)
= 0.
The multiplicities of the eigenvalues 1, − q−1−quq−q−1u and ϑ q
−ϑ−qϑu
q−q−1u
q−κ−qκu
qκ−q−κu of Rˆ(u) are as in (5.15).
Remark 5.1. Note that the R-matrices Rq(u) for sl2 and Rq1/2(u) for sp2 are both equal to
(5.28) R(u) = P + fq(u)
(
E11 ⊗ E22 + E22 ⊗ E11 − q−1E12 ⊗ E21 − qE21 ⊗ E12
)
which, up to a similarity transformation, is Baxter’s R-matrix for the six-vertex model [Ba2]. 
5.3. The R-matrix as intertwiner of vector representations. The R-matrix R(uv ) is the
intertwiner for the representation Tu ⊗Tv, that is
(5.29) R(uv )(Tu ⊗Tv)(∆op(a)) = (Tu ⊗Tv)(∆(a))R(uv ) for all a ∈ Uq(g).
This equality can be used to define the R-matrix up to a scalar factor, provided (5.29) has
a nonzero solution. This follows from the well-known fact that for generic values of u/v the
tensor product Tu ⊗ Tv is an irreducible representation of Uq(g) and an application of Schur’s
lemma. Indeed, Schur’s lemma guarantees that R(uv ) is invertible for generic values of u/v.
Now let R′(uv ) be any other nonzero solution to (5.29), then (Tu ⊗ Tv)(∆(a))R(uv )R′(uv )−1 =
R(uv )(Tu ⊗Tv)(∆op(a))R′(uv )−1 = R(uv )R′(uv )−1 (Tu ⊗Tv)(∆(a)). Since K is algebraically closed,
it follows by Schur’s lemma (e.g. as formulated in [EGHLSVY, Sec. 1.3]) that R(uv )R
′(uv )
−1 ∈ K×Id.
In [Ji2] this approach was taken to construct R-matrices for the vector representation Tu when g
ranges over all (untwisted and twisted) affine Lie algebras of classical Lie type.
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Furthermore, the properties listed in Section 5.2 can be obtained, even without relying on an
explicit expression for R(u). Most importantly, the Yang-Baxter equation (5.17) can be derived by
observing that both sides of (5.17) intertwine the action of Uq(g) on (K
N )⊗3 given by (Tu ⊗Tv ⊗
Tw)((∆⊗ id)(∆(a))). Since Tu⊗Tv ⊗Tw is also an irreducible representation of Uq(g) for generic
values of u/v and v/w, both sides must be identical up to a scalar. To show that the scalar factor
equals 1 one uses that R(u) has a constant eigenvector of the form e⊗e with e ∈ KN . Alternatively
(and this argument can be applied in a more general context), one takes determinants to show that
the scalar factor must be an N3-th root of unity; since it also depends rationally on the spectral
parameters it must be constant with respect to u/v and v/w. By setting u/v = v/w = 1 and using
(5.18) one sees that the factor is 1.
Remark 5.2.
(i) We note that the representation T ⊗T of the quantum group Uq(gfin) is reducible. In particu-
lar, the equality Rq(T ⊗T )(∆(a)) = (T ⊗T )(∆op(a))Rq for all a ∈ Uq(gfin) (cf. (5.29)) does
not have a unique solution, thus cannot be viewed as the defining relation for the constant
R-matrices (5.2) and (5.3).
(ii) Recall that a universal R-matrix R of a Hopf algebra H (see e.g. [Dr1]) is an invertible
element in H⊗H satisfying the following properties:
R∆op(a) = ∆(a)R for all a ∈ H,(5.30)
(∆ ⊗ id)(R) = R23R13, (id ⊗∆)(R) = R12R13,(5.31)
from which one obtains
R12R13R23 = R23R13R12.(5.32)
Given representations ρi : H → End(Vi) for some vector space Vi with i ∈ {1, 2, 3}, denote
R(i,j) = (ρi ⊗ ρj)(R) for i, j ∈ {1, 2, 3}. Then applying ρ1 ⊗ ρ2 ⊗ ρ3 to (5.32) and viewing
R(i,j) as an element of End(V1 ⊗ V2 ⊗ V3) acting nontrivially on Vi⊗ Vj only, one obtains the
Yang-Baxter equation
R(1,2)R(1,3)R(2,3) = R(2,3)R(1,3)R(1,2),
whether ρ1⊗ρ2⊗ρ3 is irreducible or not. Such a universal R-matrix R exists if H = Uq(gfin),
but not if H = Uq(g). Instead one must use a certain completion of the larger Hopf algebra
Uq(g
ext) (see Remark 3.2).
6. K-matrices and the reflection equation
6.1. Reflection equation. Solutions of the constant reflection equation corresponding to Rie-
mannian quantum symmetric spaces of classical type have been obtained in [NoSu, Sec. 3] and
[NDS, Sec. 2]. In this section we will introduce versions of the (parameter-dependent) reflection
equation (RE) and discuss these in the context of irreducible finite-dimensional representations of
suitable coideal subalgebras of a Hopf algebra.
More precisely, let R(u) be one of the R-matrices with spectral parameter discussed in Section 5.2.
Our goal is to find invertible K-matrices K(u) ∈ End(KN ), depending rationally on u, that are
solutions of the untwisted reflection equation [Ch1]
R21(
u
v )K1(u)R(uv)K2(v) = K2(v)R21(uv)K1(u)R(
u
v ),(6.1)
and the twisted reflection equation [KuSk2]
R(uv )K1(u)R(
1
uv )
t1K2(v) = K2(v)R(
1
uv )
t1K1(u)R(
u
v ),(6.2)
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where K1(u) = K(u)⊗ Id and K2(u) = Id⊗K(u). Using unitarity (5.19) and PT-symmetry (5.21),
we note that the twisted reflection equation can be written alternatively as
R21(
u
v )
tK1(u)(R(uv)
−1)t2K2(v) = K2(v)(R21(uv)−1)t1K1(u)R(uv ).(6.3)
Equation (6.3) is more natural in the sense that unitarity (5.19) and PT-symmetry (5.21) are no
longer needed when proving statements involving this reflection equation.
We will be interested in solutions of the reflection equations above which are associated to right
coideal subalgebras B ⊂ Uq(g). This will be explained in detail in Section 6.2 below. For now we
will briefly comment on some general properties of solutions of (6.1) and (6.2).
Lemma 6.1. Assume that gfin = sl2, soN or spN . Then K˜(u) := CK(q˜u) is a solution of (6.3)
precisely if K(u) is a solution of (6.1).
Proof. Using the second equation in (5.23) we derive that
(R(uv)−1)t2C2 = f˜q(uv)C2R(q˜2uv)
and hence, by conjugating with P ,
(R21(uv)
−1)t1C1 = f˜q(uv)C1R21(q˜2uv).
By virtue of (5.24) we see that the left-hand side of (6.3) for K(u) = K˜(u) equals
f˜q(uv)C1C2R21(
u
v )K1(q˜u)R(q˜
2uv)K2(q˜v),
whereas the right-hand side becomes
f˜q(uv)C1C2K2(q˜v)R21(q˜
2uv)K1(q˜u)R(
u
v ).
The equivalence of (6.1) with K(u) and (6.3) with K˜(u) = CK(q˜u) is now obvious. 
Because in most cases Lemma 6.1 implies that a classification of solutions of (6.1) produces a
classification of solutions of (6.2), it is only necessary to consider (6.2) if gfin = slN>2.
Lemma 6.2. Suppose K(u) ∈ End(KN ) is a solution of (6.1) or (6.3). Then
(i) K˜(u) := K(−u) is a solution of the same equation;
(ii) K˜(u) := m(u)K(u) is a solution of the same equation for any m(u) : K→ K;
(iii) KZ(u) := Z( ηu)
−1K(u)Z(ηu) is a solution of (6.1) or KZ(u) := Z( ηu)
tK(u)Z(ηu) is a solu-
tion of (6.3), respectively, for any η ∈ K× and any Z(u) ∈ End(KN ) depending rationally on
u and satisfying
(6.4) [R(uv ), Z(u)⊗ Z(v)] = 0.
Proof. Statements (i) and (ii) are obvious. Statement (iii) is a special case of [Sk, Prop. 2] in the
case of the untwisted reflection equation; for the twisted reflection equation it is entirely analogous,
relying on the identities
R(uv )Z1(ηu)Z2(ηv) = Z1(ηu)Z2(ηv)R(
u
v ),
R21(
u
v )
tZ1(
η
u)
t1Z2(
η
v )
t2 = Z1(
η
u )
t1Z2(
η
v )
t2R21(
u
v )
t,
Z1(ηu)(R(uv)
−1)t2Z2(ηv )
t2 = Z2(
η
v )
t2(R(uv)−1)t2Z1(ηu),
Z2(ηv)(R21(uv)
−1)t1Z1( ηu)
t1 = Z1(
η
u )
t1(R21(uv)
−1)t1Z2(ηv),
all of which follow straightforwardly from (6.4). 
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Equation (6.4) can be thought of as a version of the Yang-Baxter equation with one tensor
factor replaced by the ground field K. To our best knowledge, all invertible solutions of (6.4),
with R(u) defined by (5.16), form a group of matrices depending rationally on u isomorphic to
Ad(H˜q)⋊ΣA, cf. (3.6). The elements of Ad(H˜q) correspond to certain constant diagonal matrices,
whereas elements of ΣA ≤ Aut(A) correspond to matrices possibly with a nontrivial dependence
on u. We explore this in more detail in Section 7.
Remark 6.3. Equations (6.1) and (6.2) are often referred to as right reflection equations, since they
have an interpretation of a factorized scattering of particles off the right end of a semi-infinite line
or a segment, see e.g. [Ch1, GhZa, Sk]. For example for (6.1) this can be seen by writing it as
(6.5) Rˆ(uv)K2(v)Rˆ(
u
v )K2(u) = K2(v)Rˆ(uv)K2(u)Rˆ(
u
v ).
where Rˆ(u) = PR(u); in this presentation K-matrices appear in the right tensorand only. Note
that this is at odds with other conventions, see for instance [BgKo2], where (6.5) holds but with
Rˆ(u) = R(u)P instead. In Section 10.1 we discuss how reflection equations appear in the theory of
quantum integrable systems, including left reflection equations. 
6.2. Boundary intertwining equation. Fix a right coideal subalgebra B ⊂ Uq(g). The untwisted
boundary intertwining equation for the pair (K(u), η) ∈ End(KN )×K× is the equation
K(u)Tη u(b) = Tη/u(b)K(u) for all b ∈ B.(6.6)
The twisted boundary intertwining equation for the pair (K(u), η) ∈ End(KN )×K× is the equation
K(u)Tη u(b) = T
t
η/u(S(b))K(u) for all b ∈ B.(6.7)
We view these as equations for matrix-valued rational functions of u. We call η the scaling param-
eter. We say that K(u) is an (un)twisted K-matrix if it is a solution of the (un)twisted boundary
intertwining equation, respectively.
The equations above are analogues of the intertwining equation (5.29). We will use these equa-
tions to find solutions of the reflection equations (6.1) and (6.3), respectively, following the argu-
ments presented in [DeMk, Sec. 2] and [DeGe, Sec. 3]. We will make this more precise shortly. The
main benefit of using boundary intertwining equations to find K-matrices is that they are linear in
K(u), whereas REs are quadratic in K(u).
We make the following observations about solutions of (6.6) and (6.7). Note that we will only
be interested in nontrivial solutions (K(u), η), i.e. with K(u) 6= 0.
Lemma 6.4. Let B ⊂ Uq(g) be a right coideal subalgebra. Suppose (K(u), η) is a solution of (6.6)
or (6.7). Then:
(i) (K˜(u),−η) with K˜(u) := K(−u) is a solution of the same equation.
(ii) (K˜(u), η) with K˜(u) := m(u)K(u) is a solution of the same equation for any m(u) : K→ K.
Proof. We obtain (i) by applying (u, η) 7→ (−u,−η) in (6.6) and (6.7). Statement (ii) is obvious. 
Lemma 6.4 corresponds directly to Lemma 6.2 (i)-(ii). We will dicuss analogons of Lemma 6.2
(iii) on the level of the intertwining equation in Section 7.
Lemma 6.5. Let B ⊂ Uq(g) be a right coideal subalgebra. Suppose Tu|B is irreducible for generic
values of u. If a nontrivial solution (K(u), η) to (6.6) or (6.7) exists, then K(u) is invertible for
generic values of u and is unique, up to a scalar factor.
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Proof. Suppose u is generic. Let (K(u), η) be a nontrivial solution of (6.6). By Schur’s lemma
K(u) is invertible. Now let (K ′(u), η) be any other nontrivial solution with the same η. Then
K ′(u)−1K(u)Tη u(b) = K ′(u)−1Tη/u(b)K(u) = Tηu(b)K ′(u)−1K(u) for any b ∈ B. It follows by
Schur’s lemma for algebraically closed fields that K ′(u)−1K(u) must be proportional to a scalar.
Proving invertibility and uniqueness of a solution K(u) of (6.7) is analogous. 
By multiplying K(u) by a suitable polynomial in u of minimal degree we may clear denominators
in K(u) and obtain a matrix with polynomial entries, which is uniquely defined up to an element
of K×. We define deff(K), the effective degree of K(u), to be the degree of this polynomial matrix.
We now demonstrate that solutions of (6.6) and (6.7) indeed satisfy (6.1) and (6.2), under
suitable assumptions.
Proposition 6.6. Let B ⊂ Uq(g) be a right coideal subalgebra and let (K(u), η) be a nontrivial
solution of the boundary intertwining equation (6.6). If (Tu ⊗ Tv)|B is irreducible for generic
values of u and v, then K(u) is a solution of the reflection equation (6.1).
Proof. The main idea of this proof first appeared in [DeMk, Sec. 2.2] and [DeGe, Sec. 3]; it is an
adaptation of an argument by Jimbo [Ji2, Proof of Prop. 3]. Let u and v be generic. Now note
that (5.29) is equivalent to
(6.8) R21(
u
v )(T1/u ⊗T1/v)(∆(a)) = (T1/u ⊗T1/v)(∆op(a))R21(uv ) for all a ∈ Uq(g).
Since B is a right coideal subalgebra of Uq(g), for all b ∈ B we have
K2(v)(Tη u ⊗Tη v)(∆op(b)) = (Tη u ⊗Tη/v)(∆op(b))K2(v),(6.9)
K1(u)(Tη u ⊗Tη v)(∆(b)) = (Tη/u ⊗Tη v)(∆(b))K1(u).(6.10)
Denote the left and right hand sides of (6.1) by RE1(u, v) and RE2(u, v), respectively. Applying
RE1(u, v) to (Tη u ⊗Tη v)(∆op(b)) we obtain
R21(
u
v )K1(u)R(uv)K2(v)(Tη u ⊗Tη v)(∆op(b)) =
(6.9)
= R21(
u
v )K1(u)R(uv)(Tη u ⊗Tη/v)(∆op(b))K2(v)
(5.29)
= R21(
u
v )K1(u)(Tη u ⊗Tη/v)(∆(b))R(uv)K2(v)
(6.10)
= R21(
u
v )(Tη/u ⊗Tη/v)(∆(b))K1(u)R(uv)K2(v)
(6.8)
= (Tη/u ⊗Tη/v)(∆op(b))R21(uv )K1(u)R(uv)K2(v),
for all b ∈ B. In a similar way we can show RE2(u, v) also intertwines (Tη u ⊗ Tη v)(∆op(b)) with
(Tη/u ⊗Tη/v)(∆op(b)) for all b ∈ B.
Since (Tu⊗Tv)|B is irreducible, it follows that Tu|B and Tv|B are also irreducible and, by Lemma
6.5, bothK(u) andK(v) are invertible. Hence RE2(u, v) is also invertible and RE2(u, v)
−1RE1(u, v)
intertwines (Tη u ⊗ Tη v)(∆op(B)) with itself. By Schur’s lemma RE1(u, v) = ζ(u, v)RE2(u, v) for
some ζ(u, v) ∈ K. It remains to show that ζ(u, v) = 1. Note that ζ(u, v) depends rationally on u
and v since the operators appearing in (6.1) depend rationally on u and v. Taking the determinant
of both sides of (6.1) yields ζ(u, v)N
2
= 1. Because the set of N2-th roots of unity is discrete in K,
it follows that ζ(u, v) = ζ must be constant. Now by virtue of (5.18), taking u = v in both sides of
(6.1) we obtain ζ = 1 as required. 
To demonstrate the analogous statement in the twisted case, i.e. that a solution of (6.7) is also
a solution of (6.2), we need the additional lemma stated below.
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Lemma 6.7. The following identities hold for all a ∈ Uq(g) and generic values of u and v:
(R(uv)−1)t2(Tu ⊗T t1/v)(id⊗ S)(∆op(a)) = (Tu ⊗T t1/v)(id ⊗ S)(∆(a))(R(uv)−1)t2 ,(6.11)
(R21(uv)
−1)t1(T t1/u ⊗Tv)(S ⊗ id)(∆(a)) = (T t1/u ⊗Tv)(S ⊗ id)(∆op(a))(R21(uv)−1)t1 ,(6.12)
R21(
u
v )
t (T t1/u ⊗T t1/v)(S ⊗ S)(∆(a)) = (T t1/u ⊗T t1/v)(S ⊗ S)(∆op(a))R21(uv )t.(6.13)
Proof. To prove (6.11), we will repeatedly use the identity
(6.14) Xt2(Y ⊗ Zt) = ((Y ⊗ IdV )X(IdV ⊗ Z))t2 ∈ End(V ⊗ V ),
where V is any vector space, X ∈ End(V ⊗ V ) and Y,Z ∈ End(V ). First of all, note that
a 7→ (Tu ⊗T t1/v)(id ⊗ S)(∆op(a))
defines an algebra homomorphism: Uq(g) → End(KN ). To establish this it is sufficient to show
that it preserves products. This follows from a straightforward argument involving (6.14), the fact
that S is an algebra antiautomorphism of Uq(g) and transposition is an algebra antiautomorphism
of End(KN ). Hence it suffices to prove (6.11) for the generators xi, yi and ki (i ∈ I). Note that
(5.29) is equivalent to
(6.15) R(uv )
−1(Tu ⊗Tv)(∆(a)) = (Tu ⊗Tv)(∆op(a))R(uv )−1, for all a ∈ Uq(g).
To prove (6.11) for a = xi, note that
(id⊗ S)(∆op(xi)) = xi ⊗ k−1i − 1⊗ k−1i xi, (id⊗ S)(∆(xi)) = xi ⊗ 1− ki ⊗ k−1i xi
so that
(R(uv)−1)t2(Tu ⊗T t1/v)(id ⊗ S)(∆op(xi)) =
= (R(uv)−1)t2(Tu(xi)⊗T t1/v(k−1i ))− (R(uv)−1)t2(Id⊗T t1/v(k−1i xi))
(6.14)
=
(
(Id⊗T1/v(k−1i ))R(uv)−1(Tu(xi)⊗ Id)− (Id⊗T1/v(k−1i xi))R(uv)−1
)t2
(6.15)
=
(
(Tu(xi)⊗ Id)R(uv)−1 − (Id⊗T1/v(k−1i ))R(uv)−1(Tu(ki)⊗T1/v(xi))
)t2
(6.15)
=
(
(Tu(xi)⊗ Id)R(uv)−1 − (Tu(ki)⊗ Id)R(uv)−1(Id⊗T1/v(k−1i xi))
)t2
(6.14)
= (Tu(xi)⊗ Id)(R(uv)−1)t2 − (Tu(ki)⊗T t1/v(k−1i xi))(R(uv)−1)t2
= (Tu ⊗T t1/v)(id ⊗ S)(∆(xi))(R(uv)−1)t2 .
The analogous calculation for yi is very similar and we leave it to the reader. Finally, we have
(id⊗ S)(∆op(ki)) = (id⊗ S)(∆(ki)) = ki ⊗ k−1i so that
(R(uv)−1)t2(Tu ⊗T t1/v)(id ⊗ S)(∆op(ki)) = (R(uv)−1)t2(Tu(ki)⊗T t1/v(k−1i ))
(6.14)
=
(
(Id⊗T1/v(k−1i ))R(uv)−1(Tu(ki)⊗ Id)
)t2
(6.15)
=
(
(Tu(ki)⊗ Id)R(uv)−1(Id⊗T1/v(k−1i ))
)t2
(6.14)
= (Tu(ki)⊗T t1/v(k−1i ))(R(uv)−1)t2
= (Tu ⊗T t1/v)(id ⊗ S)(∆(ki))(R(uv)−1)t2 .
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To obtain (6.12) we only need to conjugate (6.11) with P and swap u and v. Finally, (6.13) is
equivalent to (5.29); this follows by transposing, conjugating by P and using that the antipode is
a coalgebra antiautomorphism. 
Proposition 6.8. Let B ⊂ Uq(g) be a right coideal subalgebra and let (K(u), η) ∈ End(KN )×K× be
a nontrivial solution of the twisted boundary intertwining equation (6.7). If (Tu⊗Tv)|B is irreducible
for generic values of u and v, then K(u) is a solution of the twisted reflection equation (6.2).
Proof. Let u and v be generic. We will use the alternative form of the twisted RE (6.3). We need
to use (6.11) and (6.13), as well as the identities
K2(v)(Tη u ⊗Tη v)(∆op(b)) = (Tη u ⊗T tη/v)(id⊗ S)(∆op(b))K2(v),(6.16)
K1(u)(Tη u ⊗Tη v)(∆(b)) = (T tη/u ⊗Tη v)(S ⊗ id)(∆(b))K1(u),(6.17)
for b ∈ B. Applying the left-hand side of (6.3) to (Tη u ⊗Tη v)(∆op(b)) we obtain
R21(
u
v )
tK1(u)(R(uv)
−1)t2K2(v)(Tη u ⊗Tη v)(∆op(b)) =
(6.16)
= R21(
u
v )
tK1(u)(R(uv)
−1)t2(Tη u ⊗T tη/v)(id ⊗ S)(∆op(b))K2(v)
(6.11)
= R21(
u
v )
tK1(u)(Tη u ⊗T tη/v)(id ⊗ S)(∆(b))(R(uv)−1)t2K2(v)
(6.17)
= R21(
u
v )
t (T tη/u ⊗T tη/v)(S ⊗ S)(∆(b))K1(u)(R(uv)−1)t2K2(v)
(6.13)
= (T tη/u ⊗T tη/v)(S ⊗ S)(∆op(b))R21(uv )tK1(u)(R(uv)−1)t2K2(v),
for all b ∈ B. It follows from a similar computation using (5.29) and (6.12) that the right-hand side
of (6.3) also intertwines (Tη u ⊗Tη v)(∆op(b)) with (T tη/u ⊗T tη/v)(S ⊗ S)(∆op(b)). The rest of the
proof is analogous to that of Proposition 6.6. 
Analogous to Lemma 6.1 we have the following.
Proposition 6.9. Assume that gfin = sl2, soN or spN . Let B ⊂ Uq(g) be a right coideal subalgebra.
Then (K˜(u), η˜) := (CK(q˜u), q˜η) is a solution of (6.7) precisely if (K(u), η) is a solution of (6.6).
Proof. This follows immediately from (4.11). 
Remark 6.10. There exist universal structures that are analogues of (5.30) and (5.32) for certain
coideal subalgebras of quantum groups. Such universal structures have been proposed in [DKM]
and more recently in [BaWa, BgKo2, Ko2]. More precisely, let g be an arbitrary symmetrizable
Kac-Moody algebra. Following [BgKo2, Defn. 4.12 and Cor. 7.7] and analogous statements in
[Ko2], we consider an associated quantized Kac-Moody algebra U = Uq(gext) and a Satake dia-
gram (X, τ) for the associated generalized Cartan matrix A. We assume the minimal realization
(hext, {hi}i∈I , {αi}i∈I) of A is compatible with τ . In this case one may consider a right coideal
subalgebra B = B(X, τ) ⊆ U (essentially given by Definition 3.5) and a ττ0-universal K-matrix
exists, i.e. an invertible element K in a suitable completion of B ⊗ U satisfying
K∆(b) = (id⊗ ττ0)(∆(b))K for all b ∈ B,(6.18)
(∆⊗ id)(K) = Rττ021 K02R−112 ,(6.19)
(id⊗∆)(K) = K01Rττ012 K02R21.(6.20)
Here R is the universal R-matrix as in Remark 5.2, we have written Rττ012 = (id ⊗ ττ0)(R12) and
Rττ021 = (ττ0⊗id)(R21), and τ0 is a particular diagram automorphism satisfying certain compatibility
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conditions with τ , see [BgKo2, Sec. 7.1]. It would be nice to generalize it to the larger class of
coideal subalgebras defined in terms of generalized Satake diagrams studied in this paper.
Identity (6.20) implies that K satisfies the universal reflection equation
(6.21) K01Rττ012 K02R21 = R12K02Rττ021 K01.
If U is of finite type, for τ0 we may take the unique diagram automorphism such that the longest
element w0 ∈ W satisfies w0(αi) = −ατ0(i) for all i ∈ I. The existence of such a τ0 in the general
Kac-Moody case is not proven.
Suppose that U is of affine type and its minimal realization is compatible with τ . Let ǫ : B → K
be a one-dimensional representation. Then, upon applying ǫ ⊗ Tu ⊗ Tv to both sides of (6.21)
and conjugating with P , one should obtain the untwisted reflection equation (6.1) or the twisted
reflection equation (6.2), depending on the explicit form of ττ0. Similarly, applying ǫ ⊗ Tu to
both sides of (6.18) one should obtain the untwisted intertwining equation (6.6) or the twisted
intertwining equation (6.7), or in other words, we expect that K(u) = k0(u)(ǫ ⊗ Tηu)(K) for some
meromorphic function k0 : C→ C. If s ∈ KI\X is such that sj 6= 0 implies j = τ(j) (in particular,
if s ∈ S) then we may choose τ0 = τ , although this does not always produce the desired universal
intertwining equation. The choice τ0 = ψ seems to produce the correct intertwining equation, see
Theorem 9.1. When U is of type A(1)n>1 and τ ∈ {id, π} this imposes conditions ci = cj for some
i, j ∈ I\X. It will become clear that in those cases it is in fact sufficient to consider QP algebras
with ci = cj for all i, j ∈ I\X (see Propositions 7.12 and 7.15), so this does not pose a restriction. 
Remark 6.11. In many cases it is relevant to consider R- and K-matrices acting on arbitrary vector
spaces which carry irreducible representations of Uq(g) (or more generally of any symmetrizable
quantized Kac-Moody algebra). Of a particular importance are R-matrices acting on tensor prod-
ucts of two vector spaces of different dimensions. For example, this enables one to generalize the
construction of qKZ transport matrices, transfer matrices and Hamiltonians (see Section 10.1) as
elements of End(V1 ⊗ · · · ⊗ VL) with the vector spaces {Vi}1≤i≤L not all of the same dimension.
In many instances higher-dimensional R- and K-matrices are related to their lower-dimensional
counterparts by the so-called fusion rules or the bootstrap method, see e.g. [CDRS, FgKo¨, KRS,
KuSk2, MeNe2, ZaZa], see also [Is, BbRg]. However it is unknown whether all solutions of higher-
dimensional reflection equations can be obtained this way. An example is the K-matrix given in
[BsKz1, Eqns. (17), (18), (20)]. To obtain such K-matrices from a universal K-matrix formalism,
it is crucial that, as in [Ko2], K lies in (a completion of) B ⊗ U , with B a right coideal subalgebra
of a Hopf algebra U , and satisfies (6.19). 
6.3. Unitarity and regularity of K-matrices. There exist notions of unitarity and regularity for
K-matrices which are analogous to the corresponding properties for R-matrices (5.18-5.19). These
properties are important in the theory of integrable systems with reflecting boundary conditions,
see Section 10.1. First we deal with the untwisted case. Let (K(u), η) be a solution of (6.6). We
say that K(u) is unitary if, for generic values of u,
(6.22) K(u)−1 = K(u−1).
Lemma 6.12. Let B ⊂ Uq(g) be a right coideal subalgebra. Suppose Tu|B is irreducible for generic
values of u. If (K(u), η) is nontrivial solution of (6.6), then then K(u−1) equals K(u)−1 up to a
scalar and there exists a rational function m : K→ K such that K˜(u) := m(u)K(u) is unitary.
Proof. Let u be generic. Substitute u→ u−1 in (6.6) and left- and right-multiply with K(u−1)−1.
This gives
K(u−1)−1Tη u(b) = Tη/u(b)K(u−1)−1 for all b ∈ B.
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Hence, by irreducibility and Schur’s lemma, K(u) equals K(u−1)−1 up to a scalar as required.
For the second part of the lemma, we may assume that K(u)−1 = n(u)K(u−1) for some rational
function n(u) (since K(u) is rational in u). By substituting u → u−1 it follows that n(u−1) =
n(u). It is sufficient to show that there exists a rational function m : K → K such that n(u) =
m(u)m(u−1). Because K[u] is a unique factorization domain whose irreducibles are precisely the
linear polynomials over K (here we need that K is algebraically closed), we have
n(u) = c
∏
a∈K
(u− a)ja
with unique c ∈ K× and unique ja ∈ Z, finitely many of which are nonzero. Again by unique
factorization, n(u) = n(u−1) implies that∏
a∈K×
(−a)ja = 1, −2j0 =
∑
a∈K×
ja, ja = ja−1 for a ∈ K×.
Hence j1 and j−1 are even. Choose a subset H ⊂ K×\{±1} such that for all a ∈ K×\{±1} either
a ∈ H or a−1 ∈ H. Let c˜ ∈ K× be a square root of c(−1)−j1/2∏a∈H(−a)−ja and define
m(u) = c˜(u− 1)j1/2(u+ 1)j−1/2
∏
a∈H
(u− a)ja .
Then it can be straightforwardly checked that m(u)m(u−1) = n(u). 
Suppose (K(u), η) is a nontrivial solution of (6.6). If both K(1) and K(−1) are equal to ±Id we
call K(u) doubly regular ; if precisely one of K(1) and K(−1) equals ±Id we call K singly regular ;
finally, if neither K(1) nor K(−1) equals ±Id we call K non-regular.
Lemma 6.13. Let B ⊂ Uq(g) be a right coideal subalgebra, (K(u), η) a nontrivial solution of (6.6)
and ζ ∈ {±1}. Suppose Tζη|B is irreducible. Then K(ζ) equals Id up to a scalar. Moreover, if
K(u) is unitary then K(ζ) = ±Id.
Proof. Setting u = ζ in (6.6) we see that K(ζ) and Id intertwine the representation Tζη with itself.
The first statement now follows using Schur’s lemma. The second statement follows immediately
by observing that K(ζ) = K(ζ)−1 and K(ζ) = nζId for nζ ∈ K× imply that nζ = n−1ζ . 
We now present an analogue of Lemma 6.12 for the twisted case.
Lemma 6.14. Let B ⊂ Uq(g) be a right coideal subalgebra such that ψ(B) = B. Suppose Tu|B is
irreducible for generic values of u. If (K(u), η) is nontrivial solution of (6.7), then there exists a
rational function ntw : K→ K such that
(6.23) (C−1K(q˜−1u))−1 = ntw(u)C−1K(q˜−1u−1).
Proof. Let u be generic and let b ∈ B. From (6.7) and B = ψ(B) we derive
(6.24) K(u)Tη u(ψ(b)) = T
t
η/u(S
−1(ψ(b)))K(u)
so that, using Lemma 4.3,
C−1K(q˜−1u−1)C−1T tηq˜u−1(S
−1(b))
(4.11)
= C−1K(q˜−1u−1)Tηq˜−1u−1(ψ(b))C−1
(6.24)
= C−1T tηq˜u(S
−1(ψ(b)))K(q˜−1u−1)C−1
(4.10)
= Tηq˜−1u(b)C
−1K(q˜−1u−1)C−1,
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where we have used that ψ ∈ AutHopf(Uq(g)) is involutive. On the other hand, by left- and right-
multiplying (6.7) by K(u)−1 and replacing u by q˜−1u we obtain
K(q˜−1u)−1T tηq˜u−1(S
−1(b)) = Tηq˜−1u(b)K(q˜−1u)−1.
Because C−1K(q˜−1u−1)C−1 and K(q˜−1u)−1 intertwine the same representations of B, by Schur’s
Lemma, they agree up to a scalar factor. As K(u) depends rationally on u, so does this factor. 
For gfin = sl2, soN and spN the condition ψ(B) = B in Lemma 6.14 is trivially true; in this case
Lemma 6.14 can also be obtained by combining Proposition 6.9 and Lemma 6.12. For slN>2 we
will see in Lemma 7.8 that, for all QP algebras B = Bc,s(X, τ) associated to the twisted reflection
equation, the condition ψ(B) = B is equivalent to a simple condition on c.
Remark 6.15.
(i) It is possible to renormalize a twisted K-matrix so that (C−1K(q˜−1u))−1 = C−1K(q˜−1u−1),
i.e. such that ntw(u) = 1; the proof for Lemma 6.12 can be straightforwardly modified. How-
ever it is more convenient for the presentation of our results to have a different proportionality
factor ntw(u) for different B.
(ii) A notion of regularity for the twisted case, namely thatK(±q˜−1) equals C up to a scalar exists
only if gfin = sl2, soN or spN In those cases it can be simply derived from the transformation
appearing in Lemma 6.1, provided that the corresponding untwisted K-matrix at ±1 equals
Id up to a scalar. If gfin = slN>2, because ψ does not fix B = Bc,s(X, τ) pointwise, such
a regularity property cannot be derived from the intertwining equation. Our case-by-case
results (see Section 9.2) indeed confirm that K(±q˜−1) is not a scalar multiple of C. 
7. Rotation and dressing of quantum pair algebras and K-matrices
Let Σ ≤ AutHopf(Uq(g)). Coideal subalgebras B,B′ ⊆ Uq(g) are called Σ-equivalent if there
exists φ ∈ Σ such that φ(B) = B′. Note that (3.6) implies that essentially there are two types
of equivalences of coideal subalgebras of Uq(g): those induced by diagram automorphisms and
those induced by characters of the root lattice; we will refer to them as rotational and dressing
equivalences, respectively. In this section we will see that both types of equivalences are crucial for
studying the intertwiners of Tu|Bc,s .
7.1. Rotation. QP algebras which are Aut(A)-equivalent are related by natural transformations
on the underlying generalized Satake diagram and the tuples c and s. Furthermore, for each
generalized Cartan matrix A of untwisted affine type, there exist a subgroup ΣA ≤ Aut(A) such
that the solutions of the boundary intertwining equation (6.6) or (6.7) of ΣA-equivalent QP algebras
are, ignoring a u-deformation, similar or congruent as matrices, respectively. Thus the classification
of solutions of these intertwining equations is simplified: we only need to solve them for QP algebras
Bc,s(X, τ) for representatives (X, τ) of the ΣA-equivalence classes.
7.1.1. Aut(A)-equivalences of QP algebras. Here we review how Aut(A)-equivalent coideal sub-
algebras Bc,s are related to each other by transformations of the underlying generalized Satake
diagram (X, τ) and the tuples c ∈ C, s ∈ S. Let σ ∈ Aut(A) and (X, τ) ∈ GSat(A). Then
(Xσ , τσ) ∈ GSat(A) where
(7.1) Xσ := σ(X), τσ := στσ−1.
This follows immediately from
(7.2) aσ(i)σ(j) = aij for all i, j ∈ I and ρ∨Xσ = σ(ρ∨X).
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Furthermore, two generalized Satake diagrams (X, τ), (X ′, τ ′) associated to A are called Aut(A)-
equivalent if there exists σ ∈ Aut(A) such that X ′ = Xσ and τ ′ = τσ.
For c ∈ (K×)I\X , s ∈ KI\X and σ ∈ Aut(A), define σ(c) ∈ (K×)I\X , σ(s) ∈ KI\X by (σ(c))σ(i) =
ci and (σ(s))σ(i) = si for i ∈ I\X. With respect to Aut(A)-equivalence classes of coideal subalgebras
of Uq(gˆ) we have the following.
Proposition 7.1. Let (X, τ) ∈ GSat(A) and σ ∈ Aut(A). Given c ∈ C and s ∈ S, we have
σ(c) ∈ σ(C), σ(s) ∈ σ(S) and
(7.3) σ(Bc,s(X, τ)) = Bσ(c),σ(s)(X
σ, τσ).
Proof. From rσ(i) = σriσ
−1 (as maps on h∗) and aσ(i)σ(j) = aij one obtains that Tσ(i) = σTiσ−1 so
that, combined with τ(X) = X, TwX = σTwXσ
−1. Now using (7.2) and the fact that τσ = στσ−1
it follows that
θσq := θq(X
σ, τσ) = σθq(X, τ)σ
−1.
Since σ permutes Q, it follows that kσ(µ) = σ(kµ) for all µ ∈ Q so that Uq(h)θσq = σ(Uq(h)θq ). Also,
from (3.5) we immediately obtain Uq(gXσ) = σ(Uq(gX)).
Fix tuples c ∈ (K×)I\X and s ∈ KI\X . It follows that
σ(bj) = bσ(j)|(X,τ)→(Xσ ,τσ),
which proves that (7.3) holds for c ∈ (K×)I\X and s ∈ KI\X . To complete the proof, it suffices to
prove that
C(Xσ , τσ) = σ(C(X, τ)), S(Xσ, τσ) = σ(S(X, τ)),
which follows directly from the definitions (3.17-3.21), aσ(i)σ(j) = aij and (7.2). 
7.1.2. Rotational symmetries of the representation Tu. Recall the definitions made in (3.24).
Definition 7.2. Define ΣA ≤ Aut(A) as follows:
(7.4) ΣA =

〈ρ〉 ∼= CycN for ŝlN ,
〈φ1〉 ∼= Cyc2 for ŝo2n+1,
〈π〉 ∼= Cyc2 for ŝp2n,
〈φ1, π〉 ∼= Dih4 for ŝo2n.
For the specified generators of ΣA and generic u, define Z
σ(u) ∈ GL(KN ) as follows:
Zρ(u) =
n∑
i=1
Ei,i+1 + uEN1 for ŝlN ,
Zφ1(u) =
∑
|i|<n
Eii − uEn,−n − u−1E−n,n for ŝoN ,(7.5)
Zπ(u) =
∑
i∈〈N〉
(−1)i+1(−ϑu)δi<0Ei−sgn(i)(n+1),i for ŝp2n and ŝo2n. 
We wish to extend these assignments to a map ξu : ΣA → GL(KN ) : σ 7→ Zσ(u). If ΣA is cyclic,
each of its elements can be written as σi with 0 ≤ i < |ΣA| with σ the generator specified in (7.4).
For ŝo2n we use the following expressions for the elements of ΣA in terms of the generators:
ΣA = {id, φ1, π, φ1π, πφ1, φ1πφ1, πφ1π, φ1πφ1π}.
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Correspondingly we extend the assignments (7.5) multiplicatively, obtaining Zσ(u) ∈ GL(KN ) ⊂
End(KN ) for all σ ∈ ΣA. Note that the centre of GL(KN ) is isomorphic to, and will be identified
with, K×.
Proposition 7.3. Let u be generic. The composition of the above map ξu with the canonical map
GL(KN )։ GL(KN )/K× defines a group homomorphism ΣA →֒ GL(KN )/K×.
Proof. In GL(KN )/K×, the correct relations are satisfied. This follows from
(7.6)
Zρ(u)N = uId for ŝlN ,
Zφ1(u)2 = Id for ŝoN ,
Zπ(u)2 = (−1)nϑuId for ŝp2n and ŝo2n,(
Zφ1(u)Zπ(u)
)4
= u2 Id for ŝo2n.
Hence the pertinent map is a homomorphism. The injectivity can be straightforwardly verified: in
(7.6) the exponents in the left hand sides are the smallest ones such that the respective right hand
sides are multiples of Id. 
The matrices Zσ(u) intertwine the representations Tu ◦ σ and Tu of Uq(g).
Proposition 7.4. We have
(7.7) Zσ(u)Tu(σ(a)) = Tu(a)Z
σ(u) for all a ∈ Uq(g).
Proof. It is sufficient to check (7.7) for the specified generators σ and for a ∈ {x±i , k±i }i∈I . This
can be straightforwardly accomplished using (4.5-4.8) and (7.5). 
Since the representation Tu⊗Tv of Uq(g) is irreducible for generic values of u/v, Schur’s lemma
implies the following statement.
Corollary 7.5. Let σ ∈ ΣA. The R-matrices defined by (5.16) satisfy [R(uv ), Zσ(u)⊗ Zσ(v)] = 0.
For ŝo2n we will additionally use the notations
(7.8)
Zφ2 := Zπ(u)Zφ1(u)Zπ(u)−1 =
∑
|i|>1
Eii +E−1,1 + E1,−1,
Zφ12(u) := Zφ1(u)Zφ2 =
∑
1<|i|<n
Eii + E−1,1 + E1,−1 − uEn,−n − u−1E−n,n.
Note that Zφ2 does not depend on u. Indeed φ2 is a rotational symmetry of the representation T
of Uq(so2n): Z
φ2T (φ2(a)) = T (a)Z
φ2 for all a ∈ Uq(so2n). (We note that Zφ2 corresponds to the
matrix T in [Ji2, Sec. 3].)
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Remark 7.6. The matrices Zσ(u) can be expressed as images under Tu of certain elements of Uq(g)
fixed by σ:
Zρ(u) = Tu
∑
i∈I
xi for ŝlN ,
Zφ1(u) = Tu
(
1 + x0y1 + y0x1 − x0y0y1x1 − y0x0x1y1
)
for ŝoN ,
Zπ(u) = Tu
(
x(n−1)−−(2)x0 + x0x(2)−−(n−1) + x(1)−−(n−2)xn + xnx(n−2)−−(1)
+
n−1∑
i=2
(
x(i−1)−−(0)x(2)−−(¯ı−1) + x(¯ı)−−(n)x(n−2)−−(i)
))
for ŝo2n,
Zπ(u) = Tu
n∑
i=1
(
x(i−1)−−(0)x(1)−−(¯ı−1) + x(¯ı)−−(n)x(n−1)−−(i)
)
for ŝp2n,
where x(i)−−(j) = xixi+1 · · · xj if i ≤ j or x(i)−−(j) = xixi−1 · · · xj if i ≥ j. We expect that these
elements of Uq(g) are truncations of certain universal elements Zσ, satisfying Zσσ(a) = aZσ for
all a ∈ Uq(g). 
We emphasize that ΣA 6= Aut(A) precisely for ŝlN>2 and ŝo8. In particular, for ŝlN>2 we
have ψ /∈ ΣA. However, in order to study Aut(A)-equivalence classes it is sufficient to study
ΣA-equivalence classes.
Lemma 7.7. Let A be of type A
(1)
n>1. Then Aut(A)-equivalent QP algebras are ΣA-equivalent.
Proof. Since Aut(A) is generated by ρ and ψ, it is sufficient to show that ψ(Bc,s) = ρ
m(Bc,s) for
some m ∈ {0, 1, . . . , n}. First we prove that (Xψ , τψ) = (Xρm , τρm) for all (X, τ) ∈ GSat(A).
Because Aut(A) ∼= DihN , we have τ = ρrψs with r ∈ {0, 1, . . . , n} and s ∈ {0, 1}. Suppose s = 1.
Then ψ = ρ−rτ so that, the property τ(X) = X implies
τψ = ψτψ−1 = ρ−rτρr = τρ
−r
, Xψ = ψ(X) = ρ−r(τ(X)) = ρ−r(X) = Xρ
−r
and we may take m ∈ {0, 1, . . . , n} congruent to −r modulo n+ 1.
If on the other hand s = 0 then τ = ρr. Since τ is an involution we must have r = 0 or r = N2 with
N even. In both cases τ commutes with ψ. Let X ′ be a component of X. If τ = id, then note that
wX′ 6= id if X ′ is of type At≥2; hence, X ′ = ∅, or X ′ = {i} for some i ∈ I. In that case condition
(2.29) implies that N is even and X is of type A
×N/2
1 . If τ = π, then because τ(X
′) = X ′,
X ′ must be a union of pairs {i, i + N/2} (with addition modulo N implied). Since X 6= I it
follows that X ′ = ∅. The only possibilities are (X, τ) = (∅, id), (X, τ) = ({0, 2, . . . , N − 1}, id),
(X, τ) = ({1, 3, . . . , N − 2}, id), (X, τ) = (∅, π); in all cases (Xψ , τψ) = (X, τ) and we may take
m = 0.
Proposition 7.1 now implies that the equivalence of the Satake diagrams can be lifted to an
equivalence of QP algebras. 
As a byproduct of the proof of the previous lemma we are able to improve on Lemma 6.14 for
type A
(1)
n>1.
Lemma 7.8. Let (X, τ) ∈ Sat(A) with A of type A(1)n such that τ ∈ ΣA. Let c ∈ (K×)I\X such
that c = ψ(c). Let (K(u), η) be a nontrivial solution of (6.7) for the coideal subalgebra Bc,s(X, τ).
Then there exists ntw(u) ∈ K(u) such that (6.23) holds for generic values of u.
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Proof. From the proof of Lemma 7.7 we know that (Xψ, τψ) = (X, τ); moreover we straightfor-
wardly see that Idiff = ∅ = Insf ; in particular s = 0 := (0, . . . , 0) ∈ KI\X . The proof of Proposition
7.1 implies ψ(Bc,0(X, τ)) = Bc,0(X, τ). Hence, Lemma 6.14 can be used. 
Remark 7.9. For type D
(1)
4 not all diagram automorphisms are elements of ΣA
∼= Dih4 (note that
ΣA = Aut(A) ∼= Dih4 for type D(1)n>4). For example, (14) ∈ Aut(A) is not a symmetry of Tu. This
is corroborated by our computations (see Sections 9.4-9.7 as opposed to Section 9.8.3). This is
also true for the representation T of Uq(so8). Although Aut(A) ∼= Sym3 in type D4, the equation
ZT (σ(a)) = T (a)Z for all a ∈ Uq(so8) has a nontrivial solution Z ∈ End(KN ) for σ ∈ {id, (34)}
only, so that the n = 4 case matches the situation for n > 4, where Aut(A) = 〈φ2〉. 
Elements of ΣA are called rotational symmetries of Tu and the corresponding Z
σ(u) are called
rotation matrices. For τ ∈ Aut(A) we denote the corresponding ΣA-conjugacy class by
[τ ] := {τ ′ ∈ Aut(A) |τ ′ = στσ−1 for some σ ∈ ΣA}.
For example, for type D
(1)
4 we have [(14)] = {(03), (04), (13), (14)}.
7.1.3. Rotation of K-matrices. K-matrices associated to ΣA-equivalent QP coideal subalgebras can
be related as follows.
Proposition 7.10. Let σ ∈ ΣA and recall the matrices Zσ(u) defined in Section 7.1.2. Fix (X, τ) ∈
GSat(A), c ∈ C and s ∈ S. The pair (K(u), η) is a solution to the boundary intertwining equation
(6.6) or (6.7) for all b ∈ Bc,s(X, τ) precisely if (Kσ(u), η), where
(7.9) Kσ(u) :=
{
Zσ( ηu)
−1K(u)Zσ(ηu) if K(u) is untwisted,
Zσ( ηu)
tK(u)Zσ(ηu) if K(u) is twisted,
is a solution to the same equation for all b ∈ σ(Bc,s(X, τ)).
Proof. Let b ∈ Bc,s(X, τ). Using the expression (7.9) and the relation (7.7), one straightforwardly
derives that Kσ(u)Tηu(σ(b)) = Tη/u(σ(b))K
σ(u) is equivalent to K(u)Tηu(b) = Tη/u(b)K(u). In
the twisted case one additionally uses that the antipode S and σ commute. 
Proposition 7.10 implies that it is sufficient to solve the intertwining relation (6.6) for one rep-
resentative (X, τ) of each ΣA-orbit in GSat(A). K-matrices associated to other generalized Satake
diagrams in the same ΣA-orbit can then be obtained from the K-matrix associated to the chosen
representative diagram by means of (7.9).
Example 7.11. For A
(1)
3 the following Satake diagrams (X, τ) form one ΣA-orbit:
({2}, (13)), ({3}, (02)), ({0}, (13)), ({1}, (02)).
The last three diagrams are related to the first by means of the automorphisms ρ, ρ2 and ρ3,
respectively. Proposition 7.10 entails that it is sufficient to find K-matrix associated to the Satake
diagram ({2}, (13)) and then apply (7.9) with an appropriate power of ρ.
To make things more explicit, set (X ′, τ ′) = ({3}, (02)). Suppose we wish to solveK ′(u)Tη′u(b) =
Tη′/u(b)K
′(u) for all b ∈ Bc′,s′(X ′, τ ′) for some c′ = (c′0, c′1, c′2) ∈ C(X ′, τ ′) and s′ = (0, s′1, 0) ∈
S(X ′, τ ′). Note that X ′ = Xσ, τ ′ = τσ where σ = (0123) and (X, τ) = ({2}, (13)) is the above
representative. In Section 9.3 we solve K(u)Tη u(b) = Tη/u(b)K(u) for all b ∈ Bc,s(X, τ) and all
c = (c0, c1, c2) ∈ C(X, τ), s = (s0, 0, 0) ∈ S(X, τ). In particular, we may take c = σ−1(c′) ∈
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σ−1(C(X ′, τ ′)) = C(X, τ) and s = σ−1(s′) ∈ σ−1(S(X ′, τ ′)) = S(X, τ). As per Proposition 7.1, we
have ci = c
′
σ(i) and si = s
′
σ(i) so that
(7.10) c0 = c
′
1, c1 = c
′
2, c3 = c
′
0, s0 = s
′
1.
Consider a pair (K(u), η) that solves (6.6) for these particular values c and s; it is uniquely defined
up to a scalar factor and a choice of sign. Then according to Proposition 7.10, the pair (Kσ(u), η)
with Kσ(u) = Zσ( ηu)
−1K(u)Zσ(ηu) given by (7.9) solves Kσ(u)Tη u(b) = Tη/u(b)Kσ(u) for all
b ∈ σ(Bc,s(X, τ)) = Bσ(c),σ(s)(Xσ , τσ) = Bc′,s′(X ′, τ ′) as required. To express K ′(u) = Kσ(u) and
η′ = η in terms of the original c′ and s′, in the expressions for Kσ(u) and η one should replace the
ci and si by the appropriate c
′
j and s
′
j according to (7.10). 
7.2. Dressing. Let us consider QP algebras which are Ad(H˜q)-equivalent. We will see that the
underlying diagrams (X, τ) must be the same and the respective tuples c and s are related by
straightforward transformations. The corresponding solutions of the boundary intertwining equa-
tion (6.6) or (6.7) are similar or congruent as matrices, respectively. It allows us to reduce our
workload further: we only have to solve the intertwining equations for QP algebras Bc,s(X, τ) for
suitably chosen c ∈ C and s ∈ S.
7.2.1. Ad(H˜q)-equivalences of QP algebras. The following is a straightforward extension of [Ko1,
Prop. 9.2 (1)] and [BgKo1, Prop. 3.16 (2)].
Proposition 7.12. Fix (X, τ) ∈ GSat(A), c ∈ C and s ∈ S. For all χ ∈ H˜q we have
(7.11) Ad(χ)(Bc,s) = Bc′,s′
where c′ ∈ C and s′ ∈ S are determined by
(7.12) c′j = χ(αj + wX(ατ(j)))cj , s
′
j = χ(αj)sj , for j ∈ I\X.
Proof. Note that (3.14) implies that, for j ∈ I\X, we have
bj = yj − cjTwX (xτ(j))k−1j − sjk−1j
so that, using (3.11), we have
(7.13) Ad(χ)(bj) = χ(αj)
−1
(
yj − χ(αj + wX(ατ(j)))cjTwX (xτ(j))k−1j − χ(αj)sjk−1j
)
.
The observation that Ad(χ) acts on the natural generators of Uq(gX) and Uq(h)
θq by scalar multi-
plication completes the proof. 
Recall the set I∗ ⊆ I\X parametrizing the τ -orbits in I\X. Let c ∈ C and s ∈ S be given and
consider (7.12). By choosing χ suitably, it is possible to fix those c′j with j ∈ I∗ to arbitrary values
(e.g. to 1) as follows (here we need that K is quadratically closed).
Suppose j is such that j 6= τ(j). Then (2.22) implies c′τ(j) = cτ(j)c′j/cj . If j /∈ Idiff we naturally
have c′τ(j) = c
′
j; however if j ∈ Idiff the value c′τ(j) cannot be fixed to an arbitrary value, since c′j
has been fixed already and cj and cτ(j) are given. Alternatively, if j = τ(j) then either j /∈ Insf or
j ∈ Insf . In the former case s′j = sj = 0; in the latter case aij = 0 for all i ∈ X so, using Lemma 2.3,
we obtain χ(wX(ατ(j))) = χ(αj). Therefore s
′
j = sj(c
′
j/cj)
1/2; we see that s′j cannot be assigned an
arbitrary value.
Combining this with Proposition 3.12 (i) we obtain the following corollary.
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Corollary 7.13. Let (X, τ) ∈ GSat(A), c ∈ C and s ∈ S. Then Bc,s(X, τ) is Ad(H˜q)-equivalent
to a QP algebra with |Idiff ∪ Insf | free parameters. The Hopf algebra automorphism accomplishing
this equivalence will contain the remaining |I∗| degrees of freedom.
To have uniform expressions for the intertwiners K(u) it is convenient to let the generators of
Bc,s associated to a special orbit depend on a free parameter λ appearing in K(u) in the following
way. For all j ∈ Idiff it is convenient to choose cj/cτ(j) equal to λ2 times a signed integer power
of qj, unless A is of type C
(1)
n or D
(1)
n , τ ∈ [π] and X is of maximal size, in which case we choose
cj/cτ(j) = λ
4. Similarly for all j ∈ Insf we will choose sj/c1/2j equal to λ−λ
−1
qj−q−1j
or λ+λ
−1
qj−q−1j
times a
square root of a signed integer power of qj.
7.2.2. Dressing symmetries of the representation Tu. On the level of the representation Tu, Hopf
algebra automorphisms induced by elements of H˜q appear as conjugations by diagonal matrices; in
other words there are diagonal matrices which intertwine the representations Tu and Tu ◦ Ad(χ)
for arbitrary χ ∈ H˜q. Let us make this statement precise.
Definition 7.14. Denote
Ωn =
{
{ω ∈ (K×)N |∏Ni=1 ωi = 1} for ŝlN ,
(K×)n for ŝoN and ŝpN .
(7.14)
For ω ∈ Ωn, define the dressing matrix G(ω) ∈ SL(KN ) by
G(ω) =

N∑
i=1
ωiEii for ŝlN ,
E00 +
n∑
i=1
(ωiE−ı¯,−ı¯ + ω−1i Eı¯ ı¯) for ŝo2n+1,
n∑
i=1
(ωiE−ı¯,−ı¯ + ω−1i Eı¯ ı¯) for ŝp2n and ŝo2n.
(7.15)
Finally, for ω ∈ Ωn and η ∈ K× define ζ(ω, η) ∈ H˜q as follows:
ζ(ω, η)(αi) = ωiω
−1
i+1 for 1 ≤ i ≤ n− 1,
ζ(ω, η)(αn) =

ωnω
−1
n+1
ωn
ω2n
ωn−1ωn
for ŝlN ,
for ŝo2n+1,
for ŝp2n,
for ŝo2n,
ζ(ω, η)(α0) =

ηω−11 ωN
ηω−11 ω
−1
2
ηω−21
for ŝlN ,
for ŝoN ,
for ŝp2n.
(7.16)

The matrices G(ω) intertwine the representations Tηu and Tu ◦ Ad(ζ(ω, η)) of Uq(g):
Proposition 7.15. Let ω be as in Definition 7.14 and let η ∈ K×. For all a ∈ Uq(g) we have
(7.17) G(ω)Tηu(a) = Tu(Ad(ζ(ω, η))(a))G(ω).
Proof. This follows from a straightforward check using the formulas (4.5-4.8) and (7.15-7.16). 
Analogously to Corollary 7.5 we have the following.
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Corollary 7.16. Let ω be as in Definition 7.14. The R-matrices defined by (5.16) satisfy
(7.18) [R(uv ), G(ω) ⊗G(ω)] = 0.
7.2.3. Dressing of K-matrices. We have a statement analogous to Proposition 7.10 for Ad(H˜q)-
equivalent QP algebras.
Proposition 7.17. Let ω be as in Definition 7.14 and η ∈ K×. Fix (X, τ) ∈ GSat(A), c ∈ C and
s ∈ S. The pair (K(u;ω), η), where
(7.19) K(u;ω) :=
{
G(ω)−1K(u)G(ω) if K(u) is untwisted,
G(ω)K(u)G(ω) if K(u) is twisted,
is a solution to the boundary intertwining equation (6.6) or (6.7), respectively, for all b ∈ Bc,s(X, τ)
precisely if (K(u), 1) is a solution to the same equation for all b ∈ Ad(ζ(ω, η))(Bc,s(X, τ)).
Proof. This is completely analogous to the proof of Proposition 7.10. Let b ∈ Bc,s(X, τ). Using
the expression (7.19) and the relation (7.17), one straightforwardly derives that K(u;ω)Tηu(b) =
Tη/u(b)K(u;ω) is equivalent to K(u)Tu(Ad(ζ(ω, η))(b)) = T1/u(Ad(ζ(ω, η))(b))K(u). In the
twisted case one additionally uses that that the antipode S and Ad(ζ(ω, η)) commute. 
Proposition 7.17 implies that we need to solve the intertwining equation (6.6) or (6.7) only for
η = 1 and for particular representatives of the Ad(H˜q)-equivalence classes. We will use this to
simplify and structure the presentation of the K-matrices classified in this paper, by combining it
with Corollary 7.13; in that light it turns out to be natural to call the matrix K(u;ω) a dressed
K-matrix and the matrix K(u) a bare K-matrix ; furthermore the free parameters ωi are called
dressing parameters and the remaining free parameters in K(u) the non-removable free parameters,
which are associated to the sets Idiff and Insf , i.e. to the special orbits.
Let us explain this in more detail. Consider (X, τ) ∈ GSat(A) and let c ∈ C and s ∈ S be given.
According to Corollary 7.13, Ad(χ)(Bc,s) = Bc′,s′ with χ, depending on the free parameters ci with
i ∈ I∗, chosen so that Bc′,s′ only has |Idiff ∪ Insf | degrees of freedom (those cτ(i) with i ∈ I∗ ∩ Idiff
and those si with i ∈ Insf). Now choose
χ = ζ(ω, η).
Then from Proposition 7.17 we know that (K(u;ω), η) satisfies the boundary intertwining equation
associated to Bc,s if and only if (K(u), 1) satisfies the boundary intertwining equation for Bc′,s′ .
According to Corollary 7.13, the number of degrees of freedom in χ is |I∗|; since we equate χ
to ζ(ω, η) there are also |I∗| degrees of freedom among the dressing parameters and the scaling
parameter. The scaling parameter η will take one of these degrees of freedom and there are |I∗|− 1
degrees of freedom to be distributed over n dressing parameters ωi. This means, unless I
∗ = I,
there is some redundancy among the dressing parameters. It is always possible to set n+ 1 − |I∗|
of them to 1; the remaining |I∗| − 1 are called effective dressing parameters.
In our case-by-case results we will write the ensuing relations between the algebra parameters
c and s on the one hand and the effective dressing parameters, the scaling parameter and any
non-removable free parameters on the other in the form cj = . . . and sj = . . . for j ∈ I\X.
Example 7.18. Let A be of type A
(1)
3 . Then the choice X = {2}, τ = (13) defines a Satake
diagram. Choose I∗ = {0, 1}. We have Insf = {0} and Idiff = {1}. Note that wX = r2 so that
wX(α1)−α1 = wX(α3)−α3 = α2. Then c = (c0, c1, c3) and s = (s0, 0, 0) with four free parameters.
From Proposition 7.12 it follows that Bc,s = Ad(χ)(Bc′,s′), where
c′0 = χ(α0)
2c0, c
′
1 = χ(α1)χ(α2)χ(α3)c1, c
′
3 = χ(α1)χ(α2)χ(α3)c3, s
′
0 = χ(α0)s0
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for some χ ∈ H˜q. On the other hand, Proposition 7.15 suggests to consider Ad(ζ(ω, η))(Bc,s). The
choice χ = ζ(ω, η) implies
c0 = c
′
0η
−2ω21ω
−2
4 , c1 = c
′
1ω
−1
1 ω4, c3 = c
′
3ω
−1
1 ω4, s0 = s
′
0η
−1ω1ω−14
or, equivalently,
η2 =
c′0c′1c′3
c0c1c3
,
(
ω1
ω4
)2
=
c1c3
c′1c′3
,
c′1
c′3
=
c1
c3
, (s′0)
2 = s20
c′0
c0
(
c′1c′3
c1c3
)2
. 
8. Classification of generalized Satake diagrams of affine type
Satake diagrams associated to (untwisted and twisted) affine Dynkin diagrams were classified in
[BBBR]. In this section we will in part review the classification in as much it pertains to Dynkin
diagrams of untwisted affine Lie type A, B, C or D, extend it to include weak Satake diagrams, and
introduce additional notation that will be useful in classifying K-matrices. We restrict to untwisted
affine Cartan matrices of classical Lie type, although many observations apply to twisted affine
Cartan matrices or affine Cartan matrices of exceptional Lie type.
8.1. Diagram involutions. We introduce additional terminology involving diagram involutions.
Definition 8.1. Let τ ∈ Aut(A) be an involution. Those Y ⊆ I consisting of the labelled nodes
subject to |i− i′| = 1 in the following subdiagrams and low-rank diagrams are called τ -lateral :
i i
i
i′
i
i′
i
i
i′
(8.1)
i i i with τ 6= φ12
i
i′
(8.2)
Moreover,
◦ the subsets {i} appearing in the first diagram of (8.1) and the first diagram of (8.2) are said
to be of type B1;
◦ the subsets {i} appearing in the second diagram of (8.1) and the first diagram of (8.2) are
said to be of type C1;
◦ the subsets {i, i′} appearing in the middle two diagrams of (8.1) are said to be of type D2;
◦ the subsets {i} and {i, i′} appearing in the last two diagrams of (8.1) or anywhere in (8.2)
are called hinges.
The set of all τ -lateral sets is denoted L(τ). For (X, τ) ∈ GSat(A), write
(8.3) I ′ = (I\X)\
⋃
Y ∈L(τ)
Y.
If τ fixes I ′ elementwise it is said to be of identity type. In particular, τ is called a flip if it acts
nontrivially on a τ -lateral set and fixes all other nodes of I. 
Note that both nodes of the diagram of type A
(1)
1 with τ = ψ = id constitute hinges and
subdiagrams of type B1 and C1; this is convenient as this diagram appears as the first case in many
infinite series. The conditions |i − i′| = 1 and τ 6= φ12 are imposed to ensure compatibility with
ΣA, the group of symmetries of T and Tu, in the case that g
fin = so8 (see Remark 7.9). Hence
48 VIDAS REGELSKIS AND BART VLAAR
Table 3. Expressions for wX and ρ
∨
X for AX of finite type. Note that −wX acts on
{αi |i ∈ X} as the identity except in the cases At≥2 and, for odd t, Dt≥3, in which
case it acts as the unique nontrivial diagram automorphism.
Name Diagram wX ρ
∨
X
At≥1 1 2 t−1 t
(r1r2 · · · rt−1rtrt−1 · · · r2r1)·
·(r2 · · · rt−1 · · · r2) · · ·
·
· · · r t+12 if t is odd· · · (r t
2
r t
2
+1r t
2
) if t is even
t∑
i=1
i(t+ 1− i)
2
hi
Bt≥1 1 2 t−1 t (r1r2 · · · rt−1rtrt−1 · · · r2r1)·
·(r2 · · · rt−1rtrt−1 · · · r2) · · ·
· · · (rt−1rtrt−1)rt
t∑
i=1
i(2t+ 1− i)
2
hi
Ct≥1 1 2 t−1 t
t∑
i=1
i(2t− i)
2
hi
Dt≥2
1 2 t−2
t−1
t
(r1r2 · · · rt−2rt−1rtrt−2 · · · r2r1)·
·(r2 · · · rt−2rt−1rtrt−2 · · · r2) · · ·
· · · (rt−2rt−1rtrt−2)rt−1rt
t−2∑
i=1
i(2t− 1− i)
2
hi+
+ t(t−1)4 (ht−1 + ht)
we treat the diagram involutions (03), (04), (13) and (14) separately from (01) and (34) and the
diagram involutions (01)(34) separately from (03)(14) and (04)(13).
In view of Section 7.1, for our purposes it is sufficient to consider ΣA-equivalence classes of
involutive diagram automorphisms. As representative diagram involutions we will use the following
(see (3.24) for their definitions):
◦ The identity id.
◦ The flip φ1 for diagrams of type B(1)n and the flip φ2 for diagrams of type D(1)n .
◦ The composition of distinct commuting flips φ12 for diagrams of type D(1)n .
◦ The involution ψ for diagrams of type A(1)n , which has two hinges.
◦ For diagrams of type A(1)N−1 with N even: the involutions ψ′ (which has two hinges) and π
(there are no π-lateral sets if N > 2).
◦ The involution π for diagrams of type C(1)n and D(1)n , which has one hinge.
◦ For diagrams of type D(1)4 , the automorphism (14) /∈ [φ2]. Because ΣA < Aut(A) and there
is no a statement analogous to Lemma 7.7, the classification of Satake diagrams in [BBBR]
in the case D
(1)
4 , yields all ΣA-conjugacy classes of diagram involutions except [(14)].
Note that in type A
(1)
n>1 we have Aut(A)\ΣA = [ψ] ∪ [ψ′]. On the other hand, ψ = id ∈ ΣA and
ψ′ = π ∈ ΣA in type A(1)1 .
8.2. Classification of generalized Satake diagrams of affine type. As an aid to determining
the set GSat(A) for untwisted affine Cartan matrices A of classical Lie type, in Table 3 we list
explicit expressions for wX and ρ
∨
X for subsets X ⊆ I such that AX is a of finite type.
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From now on assume that (X, τ) ∈ GSat(A). The following definitions will enable us to organize
the pertinent diagrams into natural families. For any Y ⊆ I such that τ(Y ) = Y we denote
(8.4) oY =
∣∣{Z ⊆ Y |Z is a τ − orbit and |Z| = 2}∣∣,
i.e. the number of nontrivial τ -orbits in Y . Also, let XY be the smallest component of X containing
Y ; if X does not contain Y then set XY = ∅. It will also be convenient to write
(8.5) pY =
∣∣{Z ⊆ XY |Z is a τ − orbit}∣∣.
We observe the following with respect to the lateral sets of τ . If τ is of identity type then
|L(τ)| = 2, except in type A(1)n>1 where |L(τ)| = 0. If τ = π then |L(τ)| = 1, except again in type
A
(1)
n>1 where |L(τ)| = 0. Finally if τ /∈ ΣA then |L(τ)| = 2 in type A(1)n≥1 and |L(τ)| = 0 in type D(1)4 .
Let Y ∈ L(τ). Then oY = 1 implies that Y is a hinge or a subset of type D2. From (2.15) one
may draw two pertinent conclusions. Namely, if Y is a hinge then XY is of type At (or empty) and
arranged symmetrically around the hinge. Also, if XY is of type Dt≥2, then pY is even.
Recall the subsets X(j) ⊆ X defined by (2.12) and I ′ ⊆ I\X defined by (8.3).
Definition 8.2. Let (X, τ) ∈ GSat(A) with τ of identity type. We call (X, τ) plain if I ′ is connected
and no connected component of X is a proper subset of a τ -lateral set. If X(j) has precisely two
connected components for all j ∈ I ′, we call (X, τ) alternating. 
Note that if (X, τ) is alternating then Ins = Insf . There exist generalized Satake diagrams of
identity type which are plain as well as alternating, namely those for which I\X consists of one
τ -orbit, i.e. |I∗| = 1 (in this case A is of type B(1)n , C(1)n or D(1)n and (X, τ) ∈ Sat(A)). For A is of
classical Lie type, using (2.29) one checks straightforwardly that all generalized Satake diagrams
with τ of identity type are plain or alternating.
Remark 8.3. In the more restrictive case that (X, τ) ∈ Sat(A), using the expressions for ρ∨X in
Table 3, from (2.27) one derives that the number of components of X neighbouring j which are of
type A1 and not in L(τ) has the same parity as the number of components of X neighbouring j of
type Ct≥1. 
If (X, τ) ∈ GSat(A) is not of identity type, then any connected component of X must be of
type At. More precisely, if A is of type A
(1)
N−1 with N even and τ = π, in the proof of Lemma 7.7
we have seen that X must be empty. If τ has at least one hinge, then (X, τ) with AX of finite
type is a generalized Satake diagram precisely if each connected component of X is of type At and
symmetrically arranged around a hinge. Finally, if A is of type D
(1)
4 and τ ∈ [(14)] then there are
three possibilities for X; for example, if τ = (14), then X = ∅, X = {0, 3} or X = {1, 2, 4}.
Given an enumeration Y1, Y2, . . . , Yk of lateral sets, we will abbreviate
oi := oYi , pi := pYi , Xi := XYi .
From the above definitions and arguments we obtain that, if A is an (untwisted or twisted) affine
Cartan matrix of classical Lie type and (X, τ) ∈ GSat(A), there are at most 2 τ -lateral sets and X
decomposes as follows:
(8.6) X = X1 ∪Xalt ∪X2.
Here Xalt is the largest component of X of the form A
×t
1 which does not contain any τ -lateral sets
(note that Xalt = ∅ unless (X, τ) is alternating).
Classifying the generalized Satake diagrams now amounts to a straightforward enumeration of
possibilities for oi and pi. For Satake diagrams, we recover the classification of [BBBR], apart from
50 VIDAS REGELSKIS AND BART VLAAR
Table 4. Overview of the generalized Satake diagrams considered in this paper.
A.1 B.1ab C.1 D.1abc
A.2 B.2ab C.2 D.2abc
A.3abc D.3
τ ∈ {(03), (04), (13), (14)}
A.4 C.4ab D.4ab
the subtlety of the case where A is of type D
(1)
4 and τ ∈ [(14)]. Additionally, we obtain weak Satake
diagrams when A is of type B
(1)
n , C
(1)
n or D
(1)
n and τ is of identity type; these are alternating if A
is of type B
(1)
n or D
(1)
n and plain if A is of type C
(1)
n . The result is given in Table 4.
8.3. Notation and choice of representatives for generalized Satake diagrams of affine
type. We will denote families of generalized Satake diagrams by the format T.ts where T ∈
{A,B,C,D} indicates the type of underlying Dynkin diagram; t ∈ {1, 2, 3, 4} and s ∈ {a,b, c}
indicate a type and subtype, respectively. The specifications t = 1 and t = 2 correspond to
plain and alternating generalized Satake diagrams respectively. Furthermore, t = 3 corresponds to
τ 6∈ ΣA (in this case the Lie type is A or D4) and t = 4 corresponds to τ = π (then the Lie type is
A, C or D).
The subtype s is defined to be a, b or c according as
∑
i oi equals 0, 1 or 2, where the summation
is over all τ -lateral subsets of I. Note that for generalized Satake diagrams of types A.1, A.2,
A.4, C.1 and C.2 the distinction in subtypes is trivial and will be suppressed in the notation. For
example, the family A.3c consists of Satake diagrams whose underlying Dynkin diagram is of type
An≥1, where τ ∈ [ψ] ∪ [ψ′] and τ acts nontrivially on each hinge (at once we see that n must be
odd and in fact τ ∈ [ψ′]).
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It is often convenient in the notation to unite families across different types, e.g. BCD.1 is the
union of the B.1, C.1 and D.1 families, A.124 is the union of the A.1, A.2 and A.4 families and
D.12ac is the union of the D.1a, D.1c, D.2a and D.2c families.
By swapping the labels 1 and 2 if necessary, we may assume for generalized Satake diagrams of
types A.3ac, C.12 and D.12ac (i.e. those with two τ -lateral sets such that τ commutes with π) that
(8.7) o1 ≤ o2, and o1 = o2 =⇒ p1 ≤ p2.
The representatives of the ΣA-orbits of generalized Satake diagrams that we will use in Section 9
are chosen in such a way that the involution τ is as specified in Section 8.1. The above conventions
imply that, assuming the standard labelling, if there are two τ -lateral sets, the affine node 0 is
automatically in Y1. Moreover, if a ΣA-orbit intersects GSat0(A) then we can and will choose the
representative to be an element of GSat0(A).
We will employ a second notation to describe the generalized Satake diagrams of affine type more
precisely. It has the format
(T(1)n )
τ
specification of X ,
where T ∈ {A,B,C,D}, so that T(1)n indicates the type of the underlying affine Dynkin diagram.
In view of (8.6) we specify X is as follows:
◦ For generalized Satake diagrams in the families A.3ac, C.1 and D.1ac (for which we have fixed
p1 ≤ p2) the specification is written in the format p1, p2. For generalized Satake diagrams in
the families A.3b, B.1 and D.1b (for which we have imposed an ordering by specifying the
types of the τ -lateral subsets of I) the specification format is p1; p2.
◦ For Satake diagrams in the family CD.4, X has only one component and the specification
format is simply p1.
◦ If (X, τ) is alternating, this will be indicated by “alt”; for (X, τ) in the families BCD.2 there
may be up to two components X1, X2 involving the nodes 0 and n, respectively, and we
combine this with the aforementioned convention, yielding a specification format p1, alt, p2
(for types C.2 and D.2ac) and p1, alt, p2 (for types B.2 and D.2b).
◦ In the families A.1 and A.4 we will specify X by writing ∅.
◦ For Satake diagrams of type D(1)4 with τ ∈ [(14)] we simply specify X as a subset of I =
{0, 1, 2, 3, 4}.
Appendix A lists all subfamilies of ΣA-equivalence classes of generalized Satake diagrams for
untwisted affine Dynkin diagrams (I,A) of classical Lie type, along with relevant properties. In
Appendix B we list bijections between low-rank (n ≤ 4) ΣA-equivalence classes.
8.4. Restrictable diagrams. Owing to the standard choice of labelling, deleting the node 0 from
an untwisted affine Dynkin diagram, one obtains the corresponding Dynkin diagram of finite type.
It leads to the following definition for (generalized) Satake diagrams.
Definition 8.4. Let A be an untwisted affine Cartan matrix. Define
GSat0(A) = {(X, τ) ∈ GSat(A) |τ(0) = 0 6∈ X} .
The elements of GSat0(A) are called restrictable generalized Satake diagrams. We also define
Sat0(A) = GSat0(A) ∩ Sat(A) = {(X, τ) ∈ Sat(A) |τ(0) = 0 6∈ X} ,
the element of which are called restrictable Satake diagrams. 
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There is a natural one-to-one correspondence between GSat(Afin) and GSat0(A) for the Cartan
matrices under consideration.
Proposition 8.5. Let A be an untwisted affine Cartan matrix of classical Lie type. For τ ∈
Aut(Afin), define τ̂ ∈ Aut(A) by τ̂(i) = τ(i) if i ∈ I\{0} and τ̂(0) = 0. The assignment (X, τ) 7→
(X, τ̂ ) defines an invertible map AffA : GSat(A
fin) → GSat0(A) such that AffA(Sat(Afin)) =
Sat0(A).
Proof. Let (X, τ) ∈ GSat(Afin). First we show that (X, τ̂ ) ∈ GSat(A). Note that evidently X is of
finite type and τ̂ is an involution. Condition (2.15) holds since τ̂ |X = τ |X . For condition (2.29),
consider X(0), the union of connected components of X neighbouring node 0 ∈ I\X, We have the
following case-by-case analysis for the four infinite families of A:
A
(1)
n>1: Here X(0) cannot be a single node. In type A.1, X = ∅ and in type A.2, X(0) = {1, n}. In
type A.3, either X(0) = ∅ or X(0) ∈ {1, n}.
A
(1)
1 and C
(1)
n : If X(0) consists of a single node, it must be 1. We have a10 = −2.
B
(1)
n and D
(1)
n : Again, X(0) cannot be a single node. Namely, only i = 2 is a possibility which
would leave 1 in I\X, contradicting (2.29) for (X, τ) ∈ GSat(Afin).
Hence, if X(0) = {i} for some i ∈ {1, . . . , n}, a0iai0 6= 1; therefore (X, τ̂ ) ∈ GSat(A). It follows
immediately from Definition 8.4 that in fact (X, τ) ∈ GSat0(A). The invertibility of AffA follows at
once upon noting that (X, τ |I\{0}) ∈ GSat(Afin) if (X, τ) ∈ GSat0(A) and that restriction to I\{0}
is a left- and right-inverse of the map τ 7→ τ̂ .
Finally, to show that AffA(Sat(A
fin)) = Sat0(A), assume that (X, τ) ∈ Sat(Afin). Then αj(ρ∨X) ∈
Z for all j ∈ I\X such that τ(j) = j by assumption, so that it remains to verify that α0(ρ∨X) ∈ Z.
Recall the tuple (ai)i∈I satisfying (3.22); as A is of untwisted affine type we have a0 = 1. Then
the basic imaginary root δ :=
∑
i∈I aiαi ∈ Φ satisfies δ(hi) = 0 for all i ∈ I and φ := δ − α0 =∑
i∈I\{0} aiαi is the highest root of ΦI\{0}. Immediately we have δ(ρ
∨
X) = 0. Also, φ(ρ
∨
X) ∈ Z.
Indeed, having chosen a subset (I\{0})∗ ⊆ (I\{0})\X intersecting the τ -orbits of (I\{0})\X in
singletons, we obtain
φ(ρ∨X) =
∑
i∈X
aiαi(ρ
∨
X) +
∑
i∈(I\{0})∗
i=τ(i)
aiαi(ρ
∨
X) +
∑
i∈(I\{0})∗
i6=τ(i)
(aiαi + aτ(i)ατ(i))(ρ
∨
X).
Each summation is in Z: the first because ρ∨X is the sum of fundamental coweights associated to
ΦX , the second because (X, τ) ∈ Sat(Afin) and the third because ai = aτ(i) (since φ = τ(φ)) and
ατ(i)(ρ
∨
X) = αi(ρ
∨
X) (since X = τ(X)). 
Since AffA is bijective, generalized Satake diagrams of finite type appear in a natural way as
subdiagrams of restrictable generalized Satake diagrams of affine type. Hence, for Satake diagrams,
we recover their classification (listed in [Ara, §4 and §5] and [Le3, Sec. 7]), see Table 17 in Appendix
A. Note that the families B.12b, D.12c, A.3c and ACD.4 do not contain any restrictable Satake
diagrams. generalized Satake diagrams from the remaining families are restrictable up to rotation
by an element of ΣA precisely if X\Xalt is connected or empty.
8.5. The special orbits revisited. Let (X, τ) ∈ Sat(A). In [Le2, Sec. 7, Variation 1] it was noted
that |Idiff | ≤ 1 if A is of finite type. Moreover, in [Ko1, Rmk. 9.3] it is argued that |Idiff | ≤ 2 if A is
of affine type. It is natural to generalize this in two directions: also involve the set Insf and allow
(X, τ) ∈ GSat(A). It turns out that the same upper bounds hold.
Lemma 8.6. Let A be a finite or untwisted affine Cartan matrix of classical Lie type and fix
(X, τ) ∈ GSat(A). Then |Idiff ∪ Insf | is bounded above by 1 or 2, respectively.
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Proof. This follows from a straightforward case-by-case analysis using the tables in Appendix A. 
It would be nice to prove this upper bound without resorting to the case-by-case analysis. Even if
we would be able to prove this for generalized Satake diagrams of finite type, there would not be an
obvious way to derive a proof of this for affine type, since Lemma 8.6 applies also to non-restrictable
affine generalized Satake diagrams.
Remark 8.7.
◦ Lemma 8.6 applies equally for generalized Satake diagrams associated to twisted affine Cartan
matrices, as well as finite and affine Cartan matrices of exceptional Lie type. Furthermore,
the upper bound can be lowered by 1 in some cases.
◦ From the tables in Appendix A it also follows that instances of generalized Satake diagrams
with |Idiff ∪ Insf | = 2 exist for all untwisted affine Cartan matrices of classical Lie type. For
example, let A be of type A
(1)
n≥2, i.e. I = {0, 1, . . . , n}, aii = 2 and, for i 6= j, aij = aji = −1
precisely if |i−j| = 1 or |i−j| = n. Note that Aut(A) is a dihedral group. Then |Idiff∪Insf | = 2
for all (X, τ) ∈ GSat(A) such that |I∗| > 1 and τ /∈ ΣA. Moreover, each of the three
possibilities for (|Idiff |, |Insf |) is attained by some (X, τ) provided |I| is even. 
Combining Corollary 7.13 and Lemma 8.6 we obtain the following.
Corollary 8.8. Fix (X, τ) ∈ GSat(A) and let c ∈ C and s ∈ S. Then Bc,s is Ad(H˜q)-equivalent
to a QP algebra with at most two free parameters.
9. Classification of K-matrices
In this section we present the main results of this paper, a comprehensive list trigonometric
reflection matrices for QP algebras Bc,s = Bc,s(X, τ) in the vector representation of Uq(g) for all
(X, τ) ∈ GSat(A), when A is of a classical untwisted affine type.
9.1. Methodology and the main results. The reflection matrices are obtained by solving (6.6)
or (6.7) for all generators of the algebras Bc,s for each representative (X, τ) of the ΣA-orbits of the
generalized Satake diagrams as defined in Section 8. We remind the reader that whenever general-
ized Satake diagrams are in the same ΣA-orbit, the associated K-matrices are related according to
Proposition 7.10. Now fix (X, τ) ∈ GSat(A) to be such a representative. We choose
(9.1) I∗ = {j ∈ I\X |j ≥ τ(j) if {j, τ(j)} = {0, 1} and j ≤ τ(j) otherwise}
The condition τ(0) = 1 only applies to some representative generalized Satake diagrams of types
BD.2c and BD.1b; in those cases we will reiterate our choice for I∗. Note that this fixes the sets
Idiff and Inse. As explained in Section 7.2.3, we express c and s in terms of dressing parameters ω,
non-removable free parameters and the scaling parameter η in such a way that solving (6.6) or (6.7)
for all bj and the generators of the subalgebras Uq(gX) and Uq(h)
θq for the given value of η yields
a dressed K-matrix K(u;ω) given by (7.19). Recall from Section 7.2 that the bare K-matrix K(u)
contains |Idiff ∪ Insf | degrees of freedom and the dressing matrix G(ω) contains |I∗| − 1 degrees of
freedom; the remaining degree of freedom is accounted for by the scaling parameter η.
Recall that if a nontrivial solution (K(u), η) of (6.6) or (6.7) exists, (K(−u),−η) is also a
nontrivial solution (it may occur that K(u) and K(−u) coincide); as a matter of convenience we
always present only one of them. Our case-by-case computations suggest that if a nontrivial solution
of (6.6) or (6.7) exists, then K(u) is unique up to this choice of sign and up to scalar multiples.
The following statement refers to the existence of solutions.
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Theorem 9.1. Fix (X, τ) ∈ GSat(A) and consider the corresponding coideal subalgebra Bc,s with
c ∈ (K×)I\X and s ∈ KI\X . The untwisted boundary intertwining equation (6.6) has nontrivial
solutions if and only if τψ ∈ ΣA. More precisely we have the following:
Type A
(1)
n>1: Either (6.6) or (6.7) has a nontrivial solution, and (6.6) has nontrivial solutions pre-
cisely if τ /∈ ΣA ∼= CycN .
Types A
(1)
1 , B
(1)
n>1 and C
(1)
n>1: We have ψ = id and ΣA = Aut(A) and indeed we have found non-
trivial solutions to (6.6) for all (X, τ) ∈ GSat(A) which are in 1-to-1 correspondence with
nontrivial solutions to (6.7) according to Proposition 6.9.
Type D
(1)
n>3: We have ψ = id and, provided (X, τ) ∈ GSat(A) such that τ ∈ ΣA, again (6.6) turns
out to have nontrivial solutions which are in 1-to-1 correspondence with nontrivial solutions
to (6.7). Only if (X, τ) is of type D.3, i.e. n = 4 and τ ∈ [(14)], the condition τ ∈ ΣA fails
and, for all c ∈ (K×)I\X and s ∈ KI\X , the only solution to (6.6) or (6.7) is K(u) = 0.
In accordance with the above, assume that (X, τ) is not of type D.3 and select the appropriate
intertwining equation (6.6) or (6.7) if A is of type A
(1)
n>1. The existence of solutions to (6.6) or
(6.7) depends on c and s as follows. The boundary intertwining equation has a nontrivial solution
only if c ∈ C. Assuming that c ∈ C, the only values of s for which there are nontrivial solutions to
(6.6) or (6.7) are as follows:
◦ If |I∗| = 1 (in particular Ins = ∅), the boundary intertwining equation has a nontrivial solution
for any s ∈ KI\X ; these solutions are diagonal. Note that the additional term in bj is mapped
by Tu to a diagonal matrix and, as we will see, the solution K(u) is itself diagonal and does
not depend on s.
◦ If |I∗| > 1 and Ins = Insf , the boundary intertwining equation has a nontrivial solution
precisely if s ∈ S (i.e. sj = 0 if j /∈ Insf).
◦ There exists a nontrivial solution if s ∈ (K×)I\X satisfies q-Onsager type constraints, see
[BsBe1, Prop. 2.1], which include particular K-linear relations between s2j and cj for certain
values of j ∈ Ins. These solutions are genuinely different from the aforementioned ones only
if Insf 6= Ins, which requires that (X, τ) is plain.
Remark 9.2.
(i) The above theorem is based on computational work for low values of n; thus it is only a con-
jecture for general n. It is possible on a case-by-case basis to give lengthy but straightforward
proofs which we omit here.
(ii) A detailed study of the reflection matrices associated to generalized q-Onsager algebras will
be presented elsewhere, although we briefly review the K-matrix associated with the family
A.1 in Appendix D. 
Our main result is the following list of trigonometric reflection matrices for QP algebras of
classical Lie type. In order to present this succinctly, recall the sign ϑ as defined in (4.2) and, if A
is of type A
(1)
n , denote, for a ∈ Z≥0,
(9.2) a mod′N =
{
N if a is an integer multiple of N,
a mod N otherwise.
In particular, for (X, τ) of type A.3, we denote t = τ(0) mod′N .
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Theorem 9.3. The bare twisted K-matrices are:
A.1 : K(u) = Id if N > 2,
A.2 : K(u) =
∑
1≤i≤N/2
(
q1/2E2i−1,2i − q−1/2E2i,2i−1
)
if N > 2 even,
A.4 : K(u) =
∑
1≤i≤N/2
(
uEi+N/2,i + Ei,i+N/2
)
if N > 2 even.
In the other cases, in terms of
ℓ =

p1 for A.3,
p1 + o1 for BCD.12,
(n− o)/2 − p for CD.4,
r =
{
(N − o1 − o2)/2− p2 for A.3,
n− p2 − o2 for BCD.12
the bare untwisted K-matrices are given by the formula
(9.3) K(u) = Id +
u− u−1
k1(u)
(
M1(u) +
M2(u)
k2(u)
)
where
k1(u) = λµ− u, k2(u) =
{
λ−1 − (µu)−1 for C.1 and BD.2,
λ−1 + (µu)−1 for other types
(9.4)
and
M1(u) =

∑
1≤i≤ℓ
λµuEii +
∑
t+1−ℓ≤i≤N
Eii for A.3,
∑
ℓ¯≤i≤n
(λµuE−i,−i + Eii) for BCD.12,
∑
1≤i≤n
Eii for CD.4,
(9.5)
and
M2(u) =

∑
ℓ<i≤r
(
λEii + λ
−1Et+1−i,t+1−i + Ei,t+1−i + Et+1−i,i
)
for A.3,
∑
r¯≤i<ℓ¯
(
λE−i,−i + λ−1Eii + E−i,i + Ei,−i
)
for BD.1,
−δℓ,1u−1 (µ − µ−1)Enn − δN,2n δr,n−1 (λ− λ−1)E11
+
∑
r≤i<ℓ
(−λE−i,−i + λ−1Eii + ǫi (E−i−ǫi,i − Ei,−i−ǫi)) for BD.2,∑
r¯≤i≤ℓ¯
(−λE−i,−i + λ−1Eii + E−i,i − Ei,−i) for C.1,
∑
r¯≤i<ℓ¯
(
λE−i,−i + λ−1Eii + ǫi (E−i−ǫi,i +Ei,−i−ǫi)
)
for C.2,
∑
ℓ¯≤i≤n
(
λE−i,−i + λ−1E−ı¯,−ı¯ − E−i,−ı¯ − E−ı¯,−i
−u−1(µEii + µ−1Eı¯¯ı − Ei¯ı − Eı¯i)
)
for CD.4,
(9.6)
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with ǫi = (−1)ı¯−ℓ for BCD.2. The parameters λ, µ have the following values:
λ ∈ K× is free for A.3, CD.4 and for C.1 if r = n,
λ = qN/2−r for BD.1 and C.2,
λ = qN/2−r−ϑ for B.2, for C.1 if r < n and for D.2 if r < n− 1,
(9.7)

µ ∈ K× is free for A.3, for C.1 if ℓ = 0 and for BD.2 if ℓ ≤ 1,
µ = q−ℓ for BD.1 and C.2,
µ = q−ℓ+ϑ for C.1 if ℓ > 0, for BD.2 if ℓ > 1,
µ = q−n+2ℓλ for CD.4.
(9.8)
For D.4 if ℓ = 1 the above formulas should be replaced by
K(u) = Id +
u− u−1
k1(u)
(
M1 +
M+2 (u)
k+2 (u)
− M
−
2
k−2 (u)
)
,
where M1 =
∑
1≤i≤nEii (as for ℓ 6= 1) and
k+2 (u) = k2(u) = λ
−1 + (µu)−1, M+2 (u) = u
−1(µ−1E11 + µEnn + E1n +En1),
k−2 (u) = (αλ)
−1 + α(µu)−1, M−2 = (αλ)
−1E−1,−1 + αλE−n,−n + E−1,−n + E−n,−1,
with µ = q−n+2αλ and free parameters α, λ ∈ K×.
For certain QP algebras of types BCD.1 the above formulas should be replaced as follows (the
expressions for k1(u) and k2(u) and the values for λ and µ remain the same).
For BD.1 with (ℓ, r) = (0, 2):
K(u) = Id +
(u− u−1)λ2u2
k1(
ν0u
ν1
)k1(
ν1u
ν0
)k1(ν0ν1u)k1(
u
ν0ν1
)
(
k1(u)k2(u)M2 + α(
u
λ)M˜
−
3 + α(
λ
u )M˜
+
3
)
,
where α(u) = (ν1 + ν
−1
1 )u− (ν0 + ν−10 ) and
M2 =
∑
n−1≤i≤n
(
λE−i,−i + λ−1Ei,i + E−i,i + Ei,−i
)
,
M˜±3 = E∓(n−1),±n −E±n,∓(n−1) + λ∓1(E±(n−1),±n − E±n,±(n−1) ∓ (ν1 + ν−11 )E±n,±n).
For BCD.1 with 1 ≤ ℓ ≤ n− 2, r = ℓ+ 2:
K(u) = Id +
u− u−1
k1(u)
(
M˜1(u) +
k2(u)M˜2(u) + ν+M˜3(u)
k2(−ν−2u)k2(−ν2u)
)
,
where
M˜1(u) =
∑
ℓ¯−1≤i≤n
(λµuE−i,−i + Eii),
M˜2(u) = ϑλE2−ℓ¯,2−ℓ¯ + λ
−1Eℓ¯−2,ℓ¯−2 + ϑE2−ℓ¯,ℓ¯−2 + Eℓ¯−2,2−ℓ¯
− µuE1−ℓ¯,1−ℓ¯ − ϑ(µu)−1Eℓ¯−1,ℓ¯−1 + E1−ℓ¯,ℓ¯−1 + ϑEℓ¯−1,1−ℓ¯,
M˜3(u) = ϑ
(
E1−ℓ¯,2−ℓ¯ − E2−ℓ¯,1−ℓ¯
)
+ λ−1(E1−ℓ¯,ℓ¯−2 − ϑEℓ¯−2,1−ℓ¯)
+ (µu)−1
(
ϑE2−ℓ¯,ℓ¯−1 − Eℓ¯−1,2−ℓ¯ + ϑλ−1(Eℓ¯−2,ℓ¯−1 −Eℓ¯−1,ℓ¯−2)
)
.
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For B.1 with (ℓ, r) = (n− 1, n) :
K(u) = Id +
u− u−1
k1(u)
(
M˜1(u) +
k1(u
−1)2M˜2(u) + q1/4[2]
1/2
q1/2
(ν − ν−1)M˜3(u)
k1(ν2u−1)k1(ν−2u−1)k2(u)
)
,
where
M˜1(u) =
∑
1≤i≤n
(q1/2µuE−i,−i + Eii),
M˜2(u) = −µuE−1,−1 − (µu)−1E11 + E−1,1 + E1,−1,
M˜3(u) = k1
(
u−1)(u−1(E01 + E10)− µ(E−1,0 + E0,−1)
) − q1/4[2]1/2
q1/2
µ(ν − ν−1)u−1E00.
Remark 9.4.
(i) The new parameters ℓ, r and t are such that the tuples (n, ℓ), (n, ℓ, r) and (n, ℓ, r, t) uniquely
parametrize generalized Satake diagrams of the families CD.4, BCD.12 and A.3, respectively
(across all subfamilies a,b,c, when applicable).
(ii) In each case M1(u) is always diagonal and vanishes if (X, τ) is restrictable. Matrix M2(u)
contains the off-diagonal entries of K(u), with M2(u) = 0 if |I∗| = 1.
(iii) Theorem 9.3 summarizes the main results obtained in Sections 9.2–9.6. We used computa-
tional software to solve intertwining equations for n in the range 1 ≤ n ≤ 15, depending on
the type of Bc,s, and extrapolated the results for general n. Thus it is a theorem for small
n, but only a conjecture for large n. Proving that the above expressions solve the boundary
interwining equation for arbitrary n in most cases involve lengthy but direct computations;
in some cases these calculations are somewhat simpler, see Remark 9.11 for the A.4 case.
The uniqueness (up to a scalar multiple and up to a sign) of these solutions for general n
would follow if we could establish indecomposability of Tu|Bc,s .
(iv) We have solved the intertwining equations (6.6-6.7) for representative generalized Satake
diagrams (X, τ) in each ΣA-orbit, corresponding to the special values of the parameters ℓ, r
and t as mentioned in Theorem 9.3. Expressions for the K-matrices corresponding to other
generalized Satake diagrams are determined by Proposition 7.10. However, in many cases the
(ℓ, r, t)-dependent formulas in Theorem 9.3 are valid for more generalized Satake diagrams;
see Remarks 9.13, 9.15, 9.17, 9.21 and 9.23 for more precise statements in types A.3 and
CD.12. 
In each case we compare our results with known solutions of the reflection equation. In [MLS]
Malara and Lima-Santos give a detailed description of the “densest” solutions (i.e. with most
entries nonzero) of the untwisted reflection equation for a larger class of R-matrices, which are
obtained by directly solving the reflection equation. In particular, for type A they find K-matrices
corresponding to Satake diagrams of type A.3 with X empty. However they admit they cannot
completely describe the relations between these matrices, which is accounted for by the action
of ΣA ∼= CycN in our setup. Their solutions for types B, C and D are related to generalized q-
Onsager algebras, see [BsBe1]. Some untwisted K-matrices found here are special parameter limits
of these more general K-matrices and we highlight this in the results where appropriate. A more
comprehensive comparison will be made in a future publication dealing with K-matrices associated
to generalized q-Onsager algebras.
9.1.1. Nonzero entries of K-matrices and quasistandard QP algebras. The K-matrices classified in
this paper are relatively sparse, i.e. the number of nonzero entries with respect to the standard
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basis of KN is small compared to N2. In fact, it is clear from Theorem 9.3 that, except in some
cases of type BCD.1, the number of nonzero entries in each rows and column of each K-matrix is
at most 2. This can be characterized in terms of the generalized Satake diagram underlying the
associated QP algebra as follows.
Definition 9.5. Let A be an untwisted affine Cartan matrix of classical Lie type and let (X, τ) ∈
GSat(A). We call (X, τ) quasistandard if for each Y ∈ L(τ), Insf ∩ Y = {j} with αj long (note
that for simply-laced diagrams, all roots are considered to be long). Let c ∈ C and s ∈ S. The QP
algebra Bc,s(X, τ) is called quasistandard if sj 6= 0 implies that αj is long and {j} = Y ∩ Insf for
some Y ∈ L(τ).
This terminology is natural: evidently all standard QP algebras (those with sj = 0 for all
j ∈ I\X, see [Ko1, Defn. 5.6]) are quasistandard. Most nonstandard QP algebras considered in
this paper are also quasistandard; in fact, the only non-quasistandard QP algebras for untwisted
affine Cartan matrices of classical Lie type occur in type BCD.1.
Note that a generalized Satake diagram (X, τ) is quasistandard precisely if each element of Insf
is one of the nodes labeled j in the following subdiagrams:
j j
j
or one of the nodes labelled j or j′ in one of the following low-rank diagrams:
j j′ j j with τ 6= φ1φ2
j
j′
with |j − j′| 6= 1.
Hence, quasistandard generalized Satake diagrams with nonempty Insf occur in types A.3, C.1,
BD.2 and CD.4, as can be easily seen from Table 4. (See also Table 16 in Appendix A.)
Non-quasistandard generalized Satake diagrams are of type BCD.1 and contain one of the fol-
lowing subdiagrams (where j and j′ indicate the elements of Insf):
j
j′ j j j
j
or special low-rank versions of these. The corresponding QP algebras are studied in Section 9.7.
The K-matrices associated to quasistandard QP algebras are of a particular simple form. Recall
that a generalized permutation matrix is an element of End(KN ) whose nonzero entries pattern
in the same way as a permutation matrix, in other words a K-linear combination of elementary
matrices Ei,γ(i) with i ∈ 〈N〉 for some permutation γ of 〈N〉. For example, for generic values
of u, any matrix Zσ(u) with σ ∈ ΣA is a generalized permutation matrix. The subgroup of
generalized permutation matrices in GL(KN ) normalizes the maximal abelian subgroup of GL(KN )
consisting of diagonal matrices, whose Weyl group is SN . If the permutation γ is an involution,
we call a generalized permutation matrix a generalized involution matrix (g.i.m.). Note that any
g.i.m. squares to a diagonal matrix.
Definition 9.6. We call an element of End(KN ) a generalized cross matrix (g.c.m.) if it is a
K-linear combination of a diagonal matrix and a g.i.m. 
Note that, up to a reordering of the basis, a generalized cross matrix is a direct sum of 2×2- and
1×1-blocks. It follows from Theorem 9.3 that, for generic values of u, a K-matrix associated to a
quasistandard QP algebra is a generalized cross matrix. The explicit expressions of the involution
γ are listed in Table 5; see also Table 24 in Appendix C. In certain cases, the K-matrix reduces
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Table 5. Involution γ.
Type γ(i)
A.1 i
A.2
{
(i− (−1)i) mod′N if X = {1, 3, . . . , n}
(i+ (−1)i) mod′N if X = {0, 2, . . . , n− 1}
A.4 (i+ N2 ) mod
′N
A.3 (τ(0) + 1− i) mod′N
BCD.1 −i
BCD.2
{
i if |i| = 1 and n+ o1 + p1 is odd, or |i| = n and o1 + p1 is odd
−i+ sgn(i)(−1)n+i+o1+p1 otherwise
CD.4 sgn(i)|i|
to a generalized involution matrix, which are in addition independent of u if and only if (X, τ) ∈
GSat0(A). This occurs precisely for the following QP algebras:
◦ QP algebras with one of the following underlying Satake diagrams (n ≥ 2):
◦ QP algebras of type A.3, C.1 or D.2 with sj = 0 and cj = cτ(j) for all j ∈ I∗.
◦ QP algebras of type CD.4 with X = ∅, n even and sn/2 = 0.
◦ QP algebras such that |I∗| = 1, in which case K(u) is diagonal.
Another property of all untwisted K-matrices obtained in this paper is thatKij(u) 6= 0 if and only
if Kji(u) 6= 0 for all i, j ∈ 〈N〉, i.e. that K(u) is symmetric up to conjugation by a diagonal matrix.
In fact, it follows from the definitions of the representation Tu and of the coideal subalgebras
under consideration in this paper that solutions of (6.6) have this property. For the same reason,
solutions K(u) of (6.7) satisfy the property that Kij(u) 6= 0 if and only if Kj′i′(u) 6= 0 for all
i, j ∈ 〈N〉, where i′ = N + 1 − i if g = ŝlN and i′ = −i otherwise, i.e. C−1K(q˜−1u) is symmetric
up to conjugation by a diagonal matrix. In other words, for the untwisted K-matrices classified in
this paper the off-diagonal nonzero entries come in pairs; the number of such pairs is |I∗| − 1 for
quasistandard QP algebras of type A.3 or BCD.1, 2(|I∗| − 1) for quasistandard algebras of type
BCD.24 and 3(|I∗|−1) for non-quasistandard QP algebras of type BCD.1. In particular, if |I∗| = 1
then an untwisted K-matrix is diagonal. Indeed, by construction any such K-matrix commutes
with all diagonal matrices in End(KN ), which follows from the fact that the QP algebra contains
n = |I| − 1 linearly independent elements of Uq(h) and from the explicit formulas for Tu(ki) for
0 ≤ i ≤ n (in particular one needs that Tu(kc) = Id).
Attempting to solve the reflection equation (6.1) or (6.2) starting from various ansa¨tze with
prescribed matrix entries set to zero in End(KN )(u) for some low values of N , leads us to believe
that the listing in Theorem 9.3 is complete in the following sense.
Conjecture 9.7. Let R(u) be given by (5.16). All solutions K(u) of the reflection equation (6.1)
or (6.2) which satisfy the conditions
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(i) K(u) or C−1K(q˜−1u), respectively, is symmetric up to conjugation by a diagonal matrix;
(ii) no row or column in K(u) has more than two nonzero entries;
are generalized cross matrices. Up to application of Lemma 6.1, rotation, dressing, scalar multiple
and choice of sign of the spectral parameter, they are listed in Theorem 9.3 for quasistandard
(X, τ) ∈ GSat(A).
9.1.2. Additional properties of K-matrices. For each of the K-matrices obtained, where applicable
we discuss the following properties in the case-by-case results:
Unitarity: In accordance with Lemma 6.12, all untwisted K-matrices classified in Theorem 9.3
have been normalized so as to satisfy the unitarity property (6.22). We will not highlight
this property in the case-by-case results. For the twisted bare K-matrices of types A.124 we
have chosen c ∈ (K×)I\X to be of the form (a, . . . , a) for some a ∈ K×. Lemma 7.8 implies
that (6.23) holds for some there exists ntw(u) ∈ K. It is not convenient to renormalize these
K-matrices to make ntw(u) = 1; instead we will state (6.23) in each case.
Regularity: Unless otherwise stated, all untwisted K-matrices obtained are doubly regular; again,
we will not emphasize double regularity in the case-by-case results. All doubly and singly
regular K-matrices can be and have been normalized such that K(ζ) = +Id for ζ = −1,
ζ = 1 or both (this can be accomplished by multiplying the K-matrix by −1 and/or by u as
required, neither of which affects the unitarity property).
Eigendecomposition: All untwisted K-matrices obtained are diagonalizable for generic values of the
non-removable free parameters. More precisely, we have
(9.9) K(u) = V D(u)V −1,
where V is independent of u and D(u) is diagonal. If Bc,s is quasistandard, V is a generalized
cross matrix with the same involution γ as K(u). In each case we will give the matrices V
and D(u). It will be convenient to use the notation
(9.10) hi(u) =
ki(u
−1)
ki(u)
.
We will order the eigenvalues and eigenvectors in such a way that V is a generalized cross
matrix with the same involution γ as K(u) (see Table 5). For twisted K-matrices one has to
replace K(u) by C−1K(q˜−1u) in (9.9).
The number of distinct eigenvalues is low compared to N , namely at most 5 (4 in the
quasistandard case). From (9.9) it follows that, in analogy with (5.27), this number equals
the degree of the minimal polynomial of K(u); furthermore [K(u),K(v)] = 0 for all u, v.
These properties suggest that the K-matrices obtained here in terms of representations of
coideal subalgebra of affine quantum groups can also be related to representations of suitable
cyclotomic Hecke or Birman-Murakami-Wenzl algebras, i.e. certain quotients of affine versions
of these algebras. As an example, in Section 10.3 we work this out in detail for K-matrices
of type A.3. In turn, this may help in establishing a version of quantum Schur-Weyl duality
for coideal subalgebras.
Affinization: If (X, τ) ∈ GSat0(A), the limit K0 := limu→0K(u) exists and is invertible. This can
be seen by taking the limits u → 0, v → 0 in (6.1) and (6.3) appropriately and noting that
K0 is a solution to the constant untwisted or twisted reflection equations, viz.
(Rq)21(K0)1Rq(K0)2 = (K0)2(Rq)21(K0)1Rq,(9.11)
(Rq)
t
21(K0)1(R
−1
q )
t2(K0)2 = (K0)2(R
−1
q )
t1
21(K0)1Rq,(9.12)
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respectively. The matrixK0 satisfies the constant boundary intertwining equation K0T (b) =
T (b)K0 in the untwisted case, or K0T (b) = T
t(S(b))K0 in the twisted case, for all b ∈
Bc,s ∩ Uq(g). Conversely, if (X, τ) is not restrictable, we find that K0 is not invertible, so it
cannot be interpreted as an intertwiner of any coideal subalgebra of Uq(g) in the usual sense.
In [NoSu] a classification of solutions of the constant twisted RE was given; the case of
the quantum complex Grassmannian (corresponding to our type A.3, for which the reflection
equation cannot be brought to the twisted form) was discussed in [NDS]. In order to compare
our results with those obtained by Noumi, Dijkhuizen and Sugitani, for each restrictable case
we will indicate to which of their constant K-matrices our K(u) corresponds. It is useful to
remark that, owing to (5.6), (9.12) is equivalent to
R˜q(K0)1R˜
t1
q (K0)2 = (K0)2R˜
t1
q (K0)1R˜q
with R˜q = (R
−1
q )21, which is the twisted RE used in [NoSu].
If X = I\{0} we always have K(u) = K0 = Id. More generally, K-matrices associated to
restrictable generalized Satake diagrams turn out to have at most three distinct eigenvalues,
i.e. there exists a linear combination of K(u), K(u)−1 and Id which is zero. In the quasis-
tandard restrictable cases there are in fact at most two distinct eigenvalues (there is only one
family of non-quasistandard restrictable Satake diagrams: BD.1 with I\X = {0, 1, 2}).
Analogously to (5.20) we find (boundary) affinization identities: if (X, τ) ∈ GSat0(A) and
K(u) is the corresponding K-matrix then there exist f±(u), f0(u), g±(u) ∈ K such that
K(u) = f+(u)K0 + f0(u)Id + f−(u)K−10 ,
K(u) = g+(u)K0 + g−(u)K−10 if (X, τ) is quasistandard.
Rotations: When (Xσ , τσ) = (X, τ) for some σ ∈ ΣA then according to Proposition 7.10, the rotated
K-matrix Kσ(u) given by (7.9) associated to the same generalized Satake diagram, can be
presented as a modification of K(u) in terms of dressing, scalar multiplication and a different
choice of c ∈ C, s ∈ S. When applicable, we list such identities for rotated K-matrices Kσ(u).
Bar-symmetry: K-matrices of types A.3 and BCD.12 exhibit a boundary analogon of the “bar-
symmetry” (5.22), namely K(u)−1 can be expressed in terms of JK(u)J with an involution
applied to its parameters, where
J =
∑
i∈〈N〉
Ei′,i
where i′ = N + 1 − i if g = ŝlN and i′ = −i otherwise (see Section 9.1.1). The appearance
of J is quite natural since (5.22) is equivalent to Rˆ(u)−1 = J1J2Rˆ(u)|q→q−1J1J2 owing to
R21(u) = J1J2R(u)J1J2.
Half-period: In many cases there is a simple relation between K(−u) and K(u). We call this
half-period symmetry since in the trigonometric realization of these K-matrices, obtained by
substituting u by exp(
√−1t) for a new spectral parameter t, the transformation u → −u
corresponds to t → t + π. If 0 /∈ X the only generators of Bc,s whose image under Tηu
depends on η are b0 and bτ(0); if 0 ∈ X there is a unique τ -orbit Y ⊆ I\X neighbouring
the connected component of X containing 0 and only the bj with j ∈ Y depend on η. As
follows from Section 7.2, if τ(0) = 0 /∈ X, c0 is proportional to η−2 and s0 is proportional
to η−1. If τ(0) 6= 0 /∈ X then c0 and cτ(0) are both proportional to η−1. Finally, if 0 ∈ X
then for all j ∈ Y we have cj proportional to η−1. Hence, if τ(0) = 0 /∈ X with s0 = 0 then
K(u) = K(−u). Furthermore, if 0 ∈ Insf with s0 6= 0 or if either {0, τ(0)} or Y intersects
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Idiff then K(−u) can be obtained from K(u) by applying to a nonremovable free parameter
a certain transformation, which we will specify.
Reductions and diagonal cases: We highlight if any of the following behaviour occurs for special
values of the “classification” parameters ℓ, r and t or for special values of the free parameters:
◦ The effective degree deff (K) defined in Section 6.2 is not equal to the number of distinct
eigenvalues of K(u) (i.e. the degree of the minimal polynomial of K(u)).
◦ The K-matrix is not doubly regular (i.e. K(1) or K(−1) is not equal to ±Id); this is
always accompanied by a reduction in deff(K). In particular, w.r.t. the formulas listed
in Theorem 9.3, the functions ki(u) may develop a zero at u = ±1, yielding a reduction
in the regularity property (in these cases it follows that the representation Tu restricted
to Bc,s is reducible when evaluated at u = ±η).
◦ The K-matrix is a generalized involution matrix.
◦ The K-matrix is independent of q. This is possible in some cases by expressing c
and s suitably in terms of q, the dressing parameters ωj, the scaling parameter η and
additional free parameters.
Whenever we restrict to a certain values of ℓ, r and t, or impose a relation between ℓ and
r we will denote the corresponding K-matrix by notations such as Kℓ=ℓ0(u), Kℓ=ℓ0, r=r0(u),
Kℓ=r(u), etc.
We present results in the case-by-case manner by grouping them according to the type of reflection
equation and the number of special τ -orbits, i.e. by |Idiff ∪ Insf |:
◦ Families A.124: |Idiff ∪ Insf | = 0. The cases with n > 1 are studied in Section 9.2. Some of
the n = 1 cases have nonempty Idiff ∪ Insf and are studied in Section 9.8 (they are related to
the n = 1 case of the A.3 family).
◦ Family A.3: |Idiff ∪ Insf | = 2 for most of the cases, with |Idiff ∪ Insf | < 2 for certain special-
izations; all cases are studied together in Section 9.3.
◦ Families C.1 and BD.2: Idiff ∪Insf = ∅ for most of the cases, with |Idiff ∪Insf | = 1, 2 for certain
specializations. These families mostly consist of weak Satake diagrams; the Satake diagrams
are those such that |Idiff ∪ Insf | = 2 or |I∗| = 1. All cases are studied together in Section 9.4.
◦ Families CD.4: most of these Satake diagrams have |Idiff ∪ Insf | = 1 and are treated in
Section 9.5.1. There is a special case with |Idiff | = 2, namely Satake diagrams of type D.4
with |I\X| = 4, which are dealt with in Section 9.5.2.
◦ Families C.2 and BD.1: Most of the cases have Idiff ∪ Insf = ∅ and are studied in Sections
9.6.1-9.6.2. The cases with |I∗| = 1 are also of type C.1 or BD.2, respectively; in particular
in the family BD.1 there are special cases with |Idiff | = 1 which are dealt with in Section 9.4.
◦ Finally, we study the non-quasistandard cases, which occur in the families BCD.1. These
are dealt with in Section 9.7. Of these, the BD.1 diagrams are Satake diagrams and the C.1
diagrams are weak Satake diagrams.
Low-rank QP algebras with n = 1 and the exceptional D.3 cases (where n = 4 and τ ∈ [(14)]) are
studied in Section 9.8. In Appendix C we give a summary of the main properties of the K-matrices
classified in this paper.
9.2. Twisted K-matrices of types A.1, A.2 and A.4. In this section we compute reflection
matrices for the QP algebras associated with Satake diagrams (X, τ) ∈ Sat(A) when A is of type A(1)n
and either τ = id or τ = π that correspond to types (families) A.1, A.2 and A.4 listed in Table 6.
These QP algebras provide us with solutions of the twisted boundary intertwining equation (6.7)
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that are also solutions of the twisted reflection equation (6.2). In this section we also give additional
details of intermediate computations. In later sections we will be more concise.
Table 6. Satake diagrams and special τ -orbits for families A.1, A.2 and A.4.
Type Name Diagram Restrictions Idiff Ins Insf
A.1
(
A
(1)
1
)id
0
0 1 n = 1 ∅ {0, 1} {0, 1}
A.1
(
A
(1)
n
)id
0
n
0
1
2 n ≥ 2 ∅ I ∅
A.2
(
A
(1)
n
)id
alt
n
0
1
2 or
n
0
1
2 n odd ∅ ∅ ∅
A.4
(
A
(1)
1
)π 0
1
n = 1 {0} ∅ ∅
A.4
(
A
(1)
n
)π n
0
1
(n−1)/2
(n+1)/2
(n+3)/2
n ≥ 3, odd ∅ ∅ ∅
The n = 1 case is special for QP algebras of types A.1 and A.4 (this will be explained in detail
below). We will postpone the study of this case to Section 9.8.
We note that the K-matrices of types A.1, A.2 and A.4 are rather simple. Nevertheless we give
a complete list of their properties (or rather, of the associated matrix C−1K(q˜−1u)) to allow the
reader to compare with K-matrices of types BCD.1, BCD.2 and CD.4, respectively.
9.2.1. Family A.1. This family consists of Satake diagrams (X, τ) = (∅, id) parametrized by n ≥ 1
only. All diagrams in this family are quasistandard and restrictable, and have I∗ = I. The special
τ -orbits are Idiff = ∅, Insf = I if n = 1 and Insf = ∅ otherwise; see Table 6. The case n = 1 is
special and will be studied in Section 9.8. Here we focus on the case n ≥ 2.
Since Idiff = Insf = ∅, we have s = 0 and the QP algebra Bc,0 is generated by the elements bj
defined by
(9.13) bj = yj − cj xjk−1j for 0 ≤ j < N
with c = (c0, . . . , cn) ∈ C = (K×)I . Let η ∈ K× and K(u) ∈ End(KN )(u) be arbitrary. Combining
(9.13) with (4.5) and (4.8) we have that
Tηu(b0) = (ηu)
−1E1N − q c0ηuEN1, T tη/u(S(b0)) = c0 ηu−1E1N − qη−1uEN1,
Tηu(bj) = Ej+1,j − q cjEj,j+1, T tη/u(S(bj)) = cjEj+1,j − qEj,j+1,
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for 1 ≤ j < N . Solving the twisted boundary intertwining equation (6.7) for bj with 1 ≤ j < N
gives a unique, up to a scalar multiple, q-independent solution, which we denote by Kc(u),
(9.14) Kc(u) =
∑
1≤i≤N
( ∏
1≤j<i
cj
)
Eii,
satisfying the twisted reflection equation (6.2). Solving (6.7) with (9.14) for b0 fixes η
2 =
∏
j c
−1
j .
Next we want to rewriteKc(u) in the canonical form. We introduce the effective dressing parameters
ω1, . . . , ωN , all in K
×, and set
(9.15) c0 = η
−2ω21ω
−2
N and cj = ω
−2
j ω
2
j+1 for 1 ≤ j ≤ n.
Then, upon multiplying by ω21, (9.14) becomes
∑N
i=1 ω
2
iEii, which coincides with the type AI solu-
tion of the constant twisted reflection equation reported in [NoSu, Sec. 3]. Hence, upon undressing
according to (7.19), we reach the following result.
Result 9.8. The bare K-matrix of type A.1 is K(u) = Id.
The properties this K-matrix are rather trivial, nevertheless we state them for completeness. The
affinization identity is simply K(u) = K0. The rotational symmetry is K
ρ(u) = K(u), cf. (7.9).
The twisted unitarity relation (6.23) is
(C−1K(q˜−1u))−1 = (−1)nC−1K(q˜−1u−1).
The eigendecomposition of C−1K(q˜−1u) is
V = Id + (−1)N+12
∑
i∈〈N〉
sgn(N+12 − i)ϑiqνiEN+1−i,i, D(u) = (−1)
N+1
2
∑
1≤i≤N
(
δi≤N+1
2
− δi>N+1
2
)
Eii.
9.2.2. Family A.2. This family consists of Satake diagrams (X, τ) = ({1, 3, . . . , n}, id) and (X, τ) =
({0, 2, . . . , n−1}, id) with n ≥ 1 odd; see Table 6. All diagrams in this family are quasistandard.
Proposition 7.10 with σ = ρ allows us to restrict to the study of the restrictable (0 /∈ X) case only.
Note that X is of type A
×N/2
1 . We have I
∗ = {0, 2, . . . , n − 1} and there are no special τ -orbits,
i.e. Idiff = Ins = Insf = ∅. In contrast to the A.1 family the n = 1 case is not special; nevertheless
we will give additional comments on it in Section 9.8.
The QP algebra Bc,0 is generated by elements xi, yi, ki with i ∈ X and elements bj defined by
(9.16) bj = yj − cj Tj−1Tj+1(xj)k−1j with j ∈ {0, 2, . . . , n−1}
and cj ∈ K× all independent; here x−1 := xn. Next we proceed in a similar way as we did for the
A.1 family above. Combining (9.16) with (4.5) and (4.8) we have that
Tηu(b0) = (ηu)
−1E1N − q−1c0ηuEN−1,2, T tη/u(S(b0)) = −qη−1uEN1 − q−4c0ηu−1E2,N−1,
Tηu(bj) = Ej+1,j + q
−1cjEj−1,j+2, T tη/u(S(bj)) = −qEj,j+1 − q−4cjEj+2,j−1,
for j ∈ {2, 4, . . . , n−1}. Solving the twisted boundary intertwining equation (6.7) for all generators
of the QP algebra yields a unique, up to a scalar multiple, solution
(9.17) Kc(u) =
∑
1≤i≤N/2
( ∏
1≤j<i
q−3c2j
)(
E2i,2i−1 − qE2i−1,2i
)
.
It satisfies the twisted reflection equation (6.2). Substituting (9.17) for K(u) in (6.7) with b = b0
fixes η2 = q3N/2
∏
j c
−1
j . To obtain the canonical form of Kc(u) we introduce the effective dressing
parameters ω2, ω4, . . . , ωN and set
(9.18) c0 = q
3η−2ω2ω−1N and cj = q
3ω−1j ωj+2 for j ∈ {2, 4, . . . , N − 2}.
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Then, upon multiplying by ω2, (9.17) becomes
∑
1≤i≤N/2 ω2i(E2i,2i−1 − qE2i−1,2i), which coincides
with the type AII solution reported in [NoSu, Sec. 3]. Upon undressing and multiplying with
−q−1/2, we obtain the following result.
Result 9.9. The bare K-matrix of type A.2 is
(9.19) K(u) =
∑
1≤i≤N/2
(
q1/2E2i−1,2i − q−1/2E2i,2i−1
)
.
As in the A.1 case, the affinization identity is simply K(u) = K0. The rotational symmetry is
Kρ
2
(u) = K(u). The twisted unitarity relation (6.23) is
(C−1K(q˜−1u))−1 = C−1K(q˜−1u−1).
The inverse of the K-matrix is given by the simple formula K(u)−1 = −K(u). The eigendecompo-
sition of C−1K(q˜−1u) is
V = Id +
N/2∑
i=1
(
qνi−(−1)
i/2EN+1−i+(−1)i,i − q(−1)
i/2−νiEi,N+1−i+(−1)i
)
,
D(u) =
∑
i∈〈N〉
(
δi≤2⌈N/4⌉ − δi>2⌈N/4⌉
)
Eii.
9.2.3. Family A.4. This family consists of Satake diagrams (X, τ) = (∅, π) with n ≥ 1 odd. All
diagrams in this family are quasistandard and non-restrictable. We choose I∗ = {0, 1, . . . , N/2−1}
so that Ins = Insf = ∅ and Idiff = {0} if n = 1 and Idiff = ∅ otherwise; see Table 6. As for the A.1
family, the n = 1 case is special; we will study this case in Section 9.8. Here we study the n ≥ 3
case only.
The QP algebra Bc,0 is generated by the elements kjk
−1
j+N/2 with 0 ≤ j < N/2 and elements bj
with 0 ≤ j < N defined by
(9.20) bj = yj − cj xj+N/2k−1j ,
where cj = cj+N/2 for 0 ≤ j < N/2; all indices must be read modulo N . Combining (9.20) with
(4.5) and (4.8) we have that
Tηu(b0) = (ηu)
−1E1N − c0EN/2,N/2+1, T tη/u(S(b0)) = −qη−1uEN1 + q−1c0EN/2+1,N/2,
Tηu(bN/2) = EN/2+1,N/2 − c0ηuEN1, T tη/u(S(b0)) = −qEN/2,N/2+1 + q−1c0ηu−1E1N ,
Tηu(bj) = Ej+1,j − cjEj+N/2,j+N/2+1, T tη/u(S(bj)) = −qEj,j+1 + q−1cjEj+N/2+1,j+N/2,
Tηu(bj+N/2) = Ej+N/2+1,j+N/2 − cjEj,j+1, T tη/u(S(bj+N/2)) = −qEj+N/2,j+N/2+1 + q−1cjEj+1,j,
for 0 < j < N/2. Solving the twisted boundary intertwining equation (6.6) for all generators of the
QP algebra fixes η =
∏
0≤j<N/2 q
−1cj and gives a unique, up to a scalar multiple, solution
(9.21) Kc(u) =
∑
1≤i≤N/2
( ∏
i≤j<N/2
q c−1j
)
(uEi+N/2,i +Ei,i+N/2)
satisfying the twisted reflection equation (6.2). Next, in terms of the effective dressing parameters
ω1, . . . , ωN/2 and the scaling parameter η we set
(9.22) c0 = qη
−1ω1/ωN/2 and cj = qωj+1/ωj for all 1 ≤ j < N/2.
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Then, upon multiplying by ωN/2, (9.21) becomes
∑
1≤i≤N/2 ωi(uEi+N/2,i +Ei,i+N/2) and we arrive
at the following result.
Result 9.10. The bare K-matrix of type A.4 is
(9.23) K(u) = Zπ(u) =
∑
1≤i≤N/2
(uEi+N/2,i + Ei,i+N/2).
This K-matrix has the following properties. The constant K-matrix K0 = limu→0K(u) is not
invertible; this is typical for K-matrices associated with non-restrictable Satake diagrams. The
rotational symmetry is Kρ(u) = K(u). The twisted unitarity relation (6.23) is
(C−1K(q˜−1u))−1 = −q˜C−1K(q˜−1u−1).
The inverse if given by K(u)−1 = u−1K(u). The effective degree is deff = 1. The matrix
C−1K(q˜−1u) has four distinct eigenvalues. Its eigendecomposition is
V = Id + (−1)N/4qN/4
⌊N/4⌋∑
i=1
(
(−1)νiqνi(EN/2+1−i,i + EN+1−i,i+N/2)
− (−1)−νi−N/2q−νi−N/2(Ei,N/2+1−i + Ei+N/2,N+1−i)),
D(u) = (−1)(N+2)/4q−N/4
N/2∑
i=1
(−1)δi≤(N+2)/4(uEii +EN/2+i,N/2+i).
Remark 9.11. The boundary intertwining equation can be straightforwardly verified for the A.4
family (we keep the assumption N > 2). Owing to Proposition 7.17, it suffices to verify it for the
“bare” case when cj+N/2 = cj = q for all 0 ≤ j < N/2. From K(u) = Zπ(u) and Proposition 7.7 it
follows that K(u)Tu(b)K(u)
−1 = Tu(π(b)) for all b ∈ Bc,0 and the boundary intertwining equation
simplifies to
(9.24) Tu(π(b)) = T
t
1/u(S(b)) for all b ∈ {bj , kjk−1j+N/2}0≤j<N .
When b = kjk
−1
j+N/2 this is clear: we have π(b) = b
−1 = S(b) and Tu|Uq(h′) = T1|Uq(h′) = T t1/u|Uq(h′).
It remains to verify (9.24) when b = bj , see (9.20). We have
Tu(π(bj)) = Tu
(
yj+N/2 − qxjk−1j+N/2
)
= Tu
(
yj+N/2)− qTu
(
xj
)
T1(k
−1
j+N/2),
T
t
1/u(S(bj)) = T
t
1/u
(
qkjk
−1
j+N/2xj+N/2 − yjkj
)
= qT t1/u(xj+N/2)T1(k
−1
j+N/2)T1(kj)−T1(kj)T t1/u(yj).
Hence, it is sufficient to establish the equations
Tu
(
yj+N/2) = qT
t
1/u(xj+N/2)T1(k
−1
j+N/2)T1(kj), qTu
(
xj
)
T1(k
−1
j+N/2) = T1(kj)T
t
1/u(yj).
By transposing and replacing j by j + N/2 in the first equation and replacing u by 1/u in the
second, we see that this system is equivalent to
T1(kj)T
t
u
(
yj) = qT1(k
±1
j+N/2
)T1/u(xj)
(for both sign choices in the exponent). But this is a direct consequence of (4.5) and (4.8). 
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9.3. Untwisted K-matrices of type A.3. The A.3 family consists of Satake diagrams (X, τ) ∈
Sat(A) with τ ∈ Aut(A)\ΣA = [ψ]∪ [ψ′] and A of type A(1)n . All diagrams in this family are quasi-
standard and are parametrized by the tuple (N, p1, p2, o1, o2) and location of the affine node. We
assume the underlying Dynkin diagram is labelled clockwise. We recall that oi ∈ {0, 1} determines
the type of the unique τ -lateral set Yi and pi equals the number of τ -orbits in Xi. According to the
value of o1 + o2 we distinguish three subfamilies: A.3a (with o1 + o2 = 0), A.3b (with o1 + o2 = 1)
and A.3c (with o1 + o2 = 2).
Set ℓ = p1 + ⌊(t+N)/2⌋ and r = ⌊t/2⌋ − p2, where t = τ(0) mod′N (recall the notation (9.2)).
It follows that o1 = N − t and o2 = t mod 2, and the quadruple (N, ℓ, r, t) uniquely determines
(X, τ). By rotating (X, τ) with an appropriate σ ∈ ΣA we may assume that either τ = ψ′ with N
even (subfamily A.3c) or τ = ψ (subfamilies A.3ab). This determines the representative diagrams
(note that p1 ≤ p2 for even N) and implies that 0 ∈ Y1, t ∈ {N − 1, N} and ℓ, r are bounded
by 0 ≤ ℓ ≤ r ≤ ⌊t/2⌋ and, for even N , ℓ + r ≤ ⌊t/2⌋. We thus have that |I∗| − 1 = r − ℓ,
X1 = {0, . . . , ℓ − 1} ∪ {t − ℓ + 1, . . . , n} and X2 = {r + 1, . . . , t − r − 1}. A Satake diagram is
restrictable precisely if (ℓ, t) = (0, N). The representative diagrams and special τ -orbits, subject to
the choice I∗ = {ℓ, . . . , r}, are listed in Table 7. In all cases Insf = Ins.
The QP algebra is generated by xi, yi, ki with i ∈ X and kjk−1τ(j) with j ∈ (I\X)\Insf and
elements bj whose reduced expressions are
bℓ =

yℓ − cℓxℓk−1ℓ − sℓk−1ℓ
yℓ − cℓTwX1 (xt−ℓ)k−1ℓ
yℓ − cℓTwX2 (xℓ)k−1ℓ
yℓ − cℓTwX1TwX2 (xt−ℓ)k
−1
ℓ
if ℓ < r, (ℓ, t) = (0, N),
if ℓ < r, (ℓ, t) 6= (0, N),
if ℓ = r, (ℓ, t) = (0, N),
if ℓ = r, (ℓ, t) 6= (0, N),
bt−ℓ =
{
yt−ℓ − ct−ℓTwX1 (xℓ)k−1t−ℓ
yt−ℓ − ct−ℓTwX1TwX2 (xℓ)k
−1
t−ℓ
if ℓ < r, (ℓ, t) 6= (0, N),
if ℓ = r, (ℓ, t) 6= (0, N),
br =
{
yr − cr xrk−1r − sr k−1r
yr − cr TwX2 (xt−r)k−1r
if ℓ < r = N/2,
if ℓ < r < N/2,
bt−r = yt−r − ct−rTwX2 (xr)k
−1
t−r if ℓ < r < N/2,
bj = yj − cj xt−j k−1j if ℓ < j < r or t− r < j < t− ℓ,
where cj = ct−j for all ℓ < j < r. Next, we introduce the effective dressing parameters ωℓ+1, . . . , ωr,
the scaling parameter η and additional free parameters λ and µ, all in K×, and we set
cℓ =

−q−1η−2ω21
(−q)N−t+2ℓ η−1µωℓ+1
(−q)Nη−2
−(−q)N−t+2ℓη−1λµ
if ℓ < r, (ℓ, t) = (0, N),
if ℓ < r, (ℓ, t) 6= (0, N),
if ℓ = r, (ℓ, t) = (0, N),
if ℓ = r, (ℓ, t) 6= (0, N),
ct−ℓ =
{
−(ηµ)−1ωℓ+1
−(−q)t−2ℓ(ηλµ)−1
if ℓ < r, (ℓ, t) 6= (0, N),
if ℓ = r, (ℓ, t) 6= (0, N),
cr =
{
λω−1r
−q−1ω−2r
if ℓ < r < N/2,
if ℓ < r = N/2,
ct−r = −(−q)t−2rλ−1ω−1r if ℓ < r < N/2,
68 VIDAS REGELSKIS AND BART VLAAR
Table 7. Family A3: representative Satake diagrams.
Type Name Diagram (o1, o2) Restrictions Idiff Insf
A.3a
(
A
(1)
n
)ψ
p1,p2
p1 p2
0
ℓ
N−ℓ
r
N−r
(0, 0)
t = N even
0 < ℓ < r ≤ N2 −ℓ
{ℓ, r} ∅
A.3a
(
A
(1)
n
)ψ
0,p2
p2
0
r
N−r
(0, 0)
t = N even
0 = ℓ < r < N2
{r} {0}
A.3a
(
A
(1)
n
)ψ
0,0
0 N2 (0, 0)
t = N even
ℓ = 0, r = N2
∅ {0, N2 }
A.3a
(
A
(1)
n
)ψ
N
2
−p2,p2
N
2
−p2 p2
0
ℓ
N−ℓ
(0, 0)
t = N even
0 < ℓ = r ≤ N4
{ℓ} ∅
A.3a
(
A
(1)
n
)ψ
0,N
2
0 N2 (0, 0)
t = N even
ℓ = r = 0
∅ ∅
A.3b
(
A
(1)
n
)ψ
p1;p2
p1 p2
0
ℓ
N−ℓ
r
N−r
(0, 1)
t = N odd
0 < ℓ < r ≤ N+12
{ℓ, r} ∅
A.3b
(
A
(1)
n
)ψ
0;p2
p2
0
r
N−r
(0, 1)
t = N odd
0 = ℓ < r ≤ N+12
{r} {0}
A.3b
(
A
(1)
n
)ψ
N−1
2
−p2;p2
N−1
2
−p2 p2
0
ℓ
N−ℓ
(0, 1)
t = N odd
0 < ℓ = r ≤ N+12
{ℓ} ∅
A.3b
(
A
(1)
n
)ψ
0;N−1
2
0 (0, 1)
t = N odd
ℓ = r = 0
∅ ∅
A.3c
(
A
(1)
n
)ψ′
p1,p2
p1 p2
0
n
ℓ
n−ℓ
r
n−r
(1, 1)
t+1 = N even
0 ≤ ℓ < r < N2 −ℓ
{ℓ, r} ∅
A.3c
(
A
(1)
n
)ψ′
N−2
2
−p2,p2
N−2
2
−p2 p2
0
n
ℓ
n−ℓ
(1, 1)
t+1 = N even
0 ≤ ℓ = r < N4
{ℓ} ∅
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cj = −ω−1j ωj+1 if ℓ < j < r,
s0 =
µ− µ−1
q − q−1 η
−1ω1 if ℓ < r, (ℓ, t) = (0, N),
sN/2 =
λ− λ−1
q − q−1 ω
−1
N/2 if ℓ < r, (ℓ, r) = (0, N/2).
Then solving the boundary intertwining equation (6.6) for all generators of the QP algebra subject
to the assignments above we obtain the following solution of the reflection equation (6.1), which is
independent of q for all ℓ, r and t.
Result 9.12. The bare K-matrix of type A.3 is of the form (9.3) with λ, µ ∈ K× and
(9.25)
M1(u) =
∑
1≤i≤ℓ
λµuEii +
∑
t−ℓ<i≤N
Eii,
M2(u) =
∑
ℓ<i≤r
(
λEii + λ
−1Et+1−i,t+1−i + Ei,t+1−i + Et+1−i,i
)
.
The K-matrices corresponding to the Satake diagrams with X = ∅ and at least one element of I
fixed by τ (i.e. o1 = 0) were found in [AbRi]. Up to rotation and dressing, they correspond to the
K(u) defined above when (ℓ, r, t) = (0, ⌊N2 ⌋, N); in this case it is a linear combination of a diagonal
matrix and the antidiagonal matrix J . In [MLS], the so-called type I solutions, for which only one
pair of non-diagonal entries is nonzero, correspond to the rotated and dressed versions of K(u)
when r − ℓ = 1. The type II solutions in ibid. are the rotated and dressed analogues of K(u) with
r− ℓ > 1. Around the same time, in [KuMv, Sec. 5] the dressed versions of this class of K-matrices
were derived by means of a baxterization procedure (also see Remark 10.14 in Section 10.3). Finally
we note that for restrictable Satake diagrams, K(u) coincides with the one in [CGM, eq. (31)] by
setting λ = ξ and µ = 1.
The K-matrix defined above satisfies the following properties.
Eigendecomposition: V = Id + λ
∑
ℓ<i≤r
(
Ei,t+1−i − Et+1−i,i
)
,
D(u) = u2h1(u)
∑
1≤i≤ℓ
Eii +
∑
ℓ<i≤t−r
Eii + h1(u)h2(u)
∑
t−r<i≤t−ℓ
Eii + h1(u)
∑
t−ℓ<i≤N
Eii.
Affinization: For (ℓ, t) = (0, N) the Satake diagram is restrictable and the affinization identity is
K(u) =
λu−1K0 − λ−1uK−10 + µ−Id
λu−1 − λ−1u+ µ− =
λ(u−1 + µ−λ−1− )K0 − λ−1(u+ µ−λ−1− )K−10
λ(u−1 + µ−λ−1− )− λ−1(u+ µ−λ−1− )
.
Here we have introduced the notation ν− := ν − ν−1 for ν ∈ K×. Also, K0 = limu→0K(u)
is the constant K-matrix, independent of µ, having eigenvalues 1 and −λ−2 with respective
multiplicities r¯ and r. It coincides with Jσ in [NDS, eq. (2.14)] upon identifying λ = q−σ and
conjugating by
∑N
i=1Ei,N+1−i, and with J
ξ in [CGM, eq. (30)] upon identifying λ = ξ.
Bar-symmetry: K(u)−1 = Zρ(u)o1JK(u)|λ→λ−1,µ→µ−1JZρ(u−1)−o1 .
Half-period: K(−u) = K(u)|µ→−µ.
Rotations: For N odd there is no nontrivial rotational symmetry. For N even the Satake diagrams
with p1 = p2 are invariant under rotation by π = ρ
ℓ. The corresponding K-matrices satisfy
Kπ(u) = u2h1(u)K(u)|λ↔−µ−1 .
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Reductions: For ℓ < r and µ = ±λ±1 with λ generic it has deff = 2 and is singly regular,
K(∓1)|µ=±λ 6= Id and K(±1)|µ=±λ−1 6= Id. For ℓ < r and λ = −µ = ±1 it has deff = 1 and
is a non-regular g.i.m.:
K(u)|λ=−µ=±1 =
∑
1≤i≤ℓ
(uEii + u
−1Et+1−i,t+1−i)∓
∑
ℓ<i≤r
(Ei,t+1−i + Et+1−i,i) +
∑
r<i≤t−r
or i>t
Eii.
Diagonal cases: For ℓ = r it is parametrized by ξ := λµ only,
(9.26) Kℓ=r(u) = u
2 ξ − u−1
ξ − u
∑
1≤i≤ℓ
Eii +
∑
ℓ<i≤t−ℓ
Eii +
ξ − u−1
ξ − u
∑
t−ℓ<i≤N
Eii.
Additionally setting ξ = ±1 yields
Kℓ=r(u)|ξ=±1 = ∓u
∑
1≤i≤ℓ
Eii +
∑
ℓ<i≤t−ℓ
Eii ∓ u−1
∑
t−ℓ<i≤N
Eii.
For ℓ = r = 0 and t = N it specializes to Kℓ=r=0, t=N (u) = Id; it is associated to the unique
restrictable Satake diagram with |I∗| = 1, namely (X, τ) = (I\{0}, ψ).
For ℓ < r we have the following diagonal limits:
lim
λ→0
K(u) =
∑
1≤i≤N
u−2δi>t−rEii, lim
λ→∞
K(u) =
∑
1≤i≤N
u2δi≤rEii,
lim
µ→0
K(u) =
∑
1≤i≤N
u−2δi>t−ℓEii, lim
µ→∞K(u) = Id.
Moreover, by first imposing a relation between λ and µ and then taking such a limit we may
recover (a rotated version of) a K-matrices associated to a particular Satake diagram with
|I∗| = 1. More precisely, given 0 ≤ r ≤ ℓ ≤ (N − o1 − o2)/2, choose o′1 ∈ {0, 1} of the same
parity as r − ℓ and write ℓ′ = (r − ℓ+ o′1)/2. Consider the Satake diagram of type A.3 with
the same N , but with τ(0) = o′1 and I∗ = {ℓ′}; this is a representative Satake diagram and
denote the corresponding diagonal K-matrix by K ′(u). It is given by (9.26) with ℓ replaced
by ℓ′ and t replaced by N − o′1, with a free parameter ξ ∈ K×. We have:
lim
λ→0
K(u)|µ→−ξ−1λ =
∑
1≤i≤t−r
Eii +
ξ − u−1
ξ − u
∑
t−r<i≤t−ℓ
Eii + u
−2 ∑
t−ℓ<i≤N
Eii
= Zρ(u−1)o1+ℓ+ℓ
′
K ′(u)Zρ(u)−o1−ℓ−ℓ
′
.
Remark 9.13. Consider a non-representative Satake diagram (X, τ) of type A.3 parametrized by
(N, ℓ′, r′, t′) with 0 ≤ ℓ′ ≤ r′ ≤ t′/2 and t′ < N − 1, i.e. one of the following:
0
t′
ℓ′
t′−ℓ′
r′
t′−r′
0
t′
ℓ′
t′−ℓ′
r′
t′−r′
0
t′
ℓ′
t′−ℓ′
r′
t′−r′
These diagrams can be obtained from those in Table 7 by the action of ρ = (01 . . . n) ∈ ΣA. Let
m = ⌊(N−t′)/2⌋. Then (N, ℓ′+m, r′+m, t′+2m) parametrizes a representative Satake diagram.
It turns out that the formula appearing in Result 9.12 defining bare K-matrix also applies to
the non-representative Satake diagram given by (N, ℓ′, r′, t′), so that up to a factor the K-matrix
Kℓ=ℓ′,r=r′,t=t′(u) defined in Result 9.12 equals the rotated K-matrixK
ρm
ℓ=ℓ′+m,r=r′+m,t=t′+2m(u). Hence,
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if 0 ≤ ℓ ≤ r ≤ t/2 ≤ N/2, the K-matrix given by Result 9.12 is a solution of the reflection equation.
In fact, we have:
Kρ
m
ℓ=ℓ′+m,r=r′+m,t=t′+2m(u) = Kℓ=ℓ′, r=r′, t=t′(u). (9.27)
9.4. Untwisted K-matrices of types C.1 and BD.2. The C.1 family consists of generalized
Satake diagrams (X, id) ∈ GSat(A) with A of type C(1)n . Moreover (X, τ) ∈ Sat(A) if and only if
|I∗| ∈ {1, n + 1}. This family has both quasistandard and non-quasistandard generalized Satake
diagrams. The quasistandard diagrams have Idiff = ∅ and Insf ⊆ {0, n}. The non-quasistandard
diagrams have Insf = {i} with 2 ≤ i ≤ n− 2 and lead to K-matrices that are not generalized cross
matrices. These cases will be studied in Section 9.7
The BD.2 family consists of generalized Satake diagrams (X, τ) ∈ GSat(A) with τ ∈ 〈φ1, φ2〉
and A of type B
(1)
n or D
(1)
n . In this case (X, τ) ∈ Sat(A) if and only if X = Xalt for type D.2 or
|I∗| = 1. All diagrams in the BD.2 family are quasistandard.
9.4.1. Family C.1 (quasistandard case). Generalized Satake diagrams in this family are parametrized
by the tuple (N, p1, p2) with N ≥ 4. By rotating with π ∈ ΣA, if necessary, we may assume that
the affine node satisfies 0 ∈ X ⇒ 0 ∈ X1. With this choice, the diagrams are restrictable precisely
if p1 = 0.
Set ℓ = p1 and r = n − p2, so that ℓ and r are bounded by 0 ≤ ℓ ≤ r ≤ n − ℓ. It follows that
(X, id) ∈ Sat(A) if ℓ = r or if ℓ = 0 and r = n. The cases with 1 ≤ ℓ ≤ n − 3 and r = ℓ + 2
are non-quasistandard and will be studied in Section 9.7. We have I∗ = I\X = {ℓ, ℓ + 1, . . . , r}
so that |I∗| − 1 = r − ℓ and X1 = {0, 1, . . . , ℓ − 1} and X2 = {r + 1, r + 2, . . . , n}, which, unless
ℓ = 1 or r = n − 1, are of respective type Cℓ and Cn−r; otherwise they are of type A1. The
representative diagrams and special τ -orbits are listed in Table 13. In all cases Idiff = ∅ and
Ins = {ℓ+ δℓ 6=0, ℓ+ δℓ 6=0 + 1, . . . , r − δr 6=n}.
Table 8. Family C.1: representative quasistandard generalised Satake diagrams.
Type Name Diagram Restrictions Insf
C.1
(
C
(1)
n
)id
p1,p2
0
1 ℓ r n−1
n
p1 p2
r 6= ℓ+ 2
0 < ℓ ≤ r ≤ n− ℓ ∅
C.1
(
C
(1)
n
)id
0,p2
0 = ℓ
1 r n−1
n
p2
0 = ℓ < r < n {0}
C.1
(
C
(1)
n
)id
0,n
0 = ℓ = r
1 n−1
n 0 = ℓ = r < n ∅
C.1
(
C
(1)
n
)id
0,0
0 = ℓ
1 n−1
r = n 0 = ℓ < r = n {0, n}
The QP algebra is generated by xi, yi, ki with i ∈ X and
bℓ =

y0 − c0TwX2 (x0)k−10
y0 − c0x0k−10 − s0k−10
yℓ − cℓTwX1 (xℓ)k
−1
ℓ
yℓ − cℓTwX1TwX2 (xℓ)k−1ℓ
if 0 = ℓ = r,
if 0 = ℓ < r,
if 0 < ℓ < r,
if 0 < ℓ = r,
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bj = yj − cj xj k−1j if ℓ < j < r,
br =
{
yr − crTwX2 (xr)k−1r
yn − cnxnk−1n − snk−1n
if ℓ < r < n,
if ℓ < r = n,
with all cj independent. Next, in terms of the effective dressing parameters ωℓ+1, . . . , ωr, the scaling
parameter η and additional free parameters λ and µ we set
cℓ =

q2nη−2
q−2η−2ω41
(−q)ℓη−1ω2ℓ+1
−(−q)n+1η−1
if 0 = ℓ = r,
if 0 = ℓ < r,
if 0 < ℓ < r,
if 0 < ℓ = r,
cj = q
−1ω−2j ω
2
j+1 if ℓ < j < r,
cr =
{
(−q)n−rω−2r
q−2ω−4n
if ℓ < r < n,
if ℓ < r = n,
sj =
{
µ+µ−1
q2−q−2 η
−1ω21
λ+λ−1
q2−q−2 ω
−2
n
if j = 0 = ℓ < r,
if ℓ < r = j = n.
Solving the boundary intertwining equation (6.6) for all generators of the QP algebra we obtain
the following result.
Result 9.14. The bare K-matrix of type C.1 is of the form (9.3) with
(9.28) M1(u) =
∑
ℓ¯≤i≤n
(λµuE−i,−i + Eii), M2(u) =
∑
r¯≤i<ℓ¯
(−λE−i,−i + λ−1Eii + E−i,i − Ei,−i)
where λ = qr¯, µ = q−ℓ−1 except µ ∈ K× if ℓ = 0 and λ ∈ K× if r = n.
This K-matrix has the following properties.
Eigendecomposition: V = Id + λ
∑
r¯≤i<ℓ¯
(
E−i,i + Ei,−i
)
,
D(u) =
∑
1≤i<r¯
(
E−i,−i + Eii
)
+
∑
r¯≤i<ℓ¯
(
E−i,−i + h1(u)h2(u)Eii
)
+ h1(u)
∑
ℓ¯≤i≤n
(
u2E−i,−i + Eii
)
.
Affinization: For ℓ = 0 the generalized Satake diagram is restrictable and the affinization identity is
K(u) =
λu−1K0 + λ−1uK−10 − µ+Id
λu−1 + λ−1u− µ+ =
λ(u−1 − µ+λ−1+ )K0 + λ−1(u− µ+λ−1+ )K−10
λ(u−1 − µ+λ−1+ ) + λ−1(u− µ+λ−1+ )
.
Here ν+ := ν + ν
−1 for all ν ∈ K×. The constant K-matrix K0 has eigenvalues 1 and λ−2
with respective multiplicities N − r and r. If additionally r = n, then (X, τ) ∈ Sat(A), and,
upon setting λ2 = −1 and multiplying by C and dressing, K0 corresponds to the CI solution
of the constant twisted RE reported in [NoSu, Sec. 3].
Bar-symmetry: K(u)−1 = JK(u)|λ→λ−1, µ→µ−1J .
Half-period: K(−u) = K(u)|µ→−µ if ℓ = 0.
Rotations: Kπ(u) = −uK(u) if ℓ+ r = n and ℓ > 0,
Kπ(u) = h2(u)K(u)|λ↔µ if ℓ+ r = n and ℓ = 0,
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where λ↔ µ corresponds to (c0, s0)↔ (cn, sn).
Reductions: For ℓ + r = n and ℓ < r it has deff = 3 and for ℓ = r = n/2 it has deff = 2. In
both cases it is singly regular, K(1) 6= Id. For ℓ = 0, r > ℓ and µ ∈ {±λ,±λ−1} it has
deff = 1 and is singly regular, K(±1)|µ∈{±λ,±λ−1} 6= Id. For ℓ = 0, r = n and µ2 = λ2 = −1
(so that s0 = sn = 0) it is a non-regular g.i.m.: K(u)|λ2=µ2=−1 = ±G(ω)−1JG(ω) with
ω = ((−1)1/4, . . . , (−1)1/4) ∈ Kn.
Diagonal cases: For ℓ = r:
K(u) = Id +
u− u−1
k1(u)
M1(u).
For ℓ = 0, r > 0:
lim
µ→∞K(u) = limµ→0
K(u) = Id.
For ℓ = 0, r = n:
lim
λ→∞
K(u) = u2 lim
λ→0
K(u) =
∑
1≤i≤n
(
u2E−i,−i + Eii
)
,
lim
λ→∞
K(u)|µ=λ±1 = −u lim
λ→0
K(u)|µ=λ±1 =
∑
1≤i≤n
(−uE−i,−i +Eii),
lim
λ→∞
K(u)|µ=−λ±1 = u lim
λ→0
K(u)|µ=−λ±1 =
∑
1≤i≤n
(
uE−i,−i + Eii
)
.
Remark 9.15. Non-representative generalized Satake diagrams (X, τ) of type C.1 are parametrized
by (n, ℓ′, r′) such that 0 ≤ ℓ′ ≤ r′ ≤ n and, crucially, ℓ′ + r′ > n. Then (X, τ) is the π-rotation of
the representative diagram parametrized by (n, n − r′, n − ℓ′). Hence, owing to Proposition 7.10,
Kπℓ=n−r′,r=n−ℓ′(u), with K(u) the K-matrix defined in Result 9.14, is a bare K-matrix associated to
(X, τ). In fact, the formula appearing in Result 9.14 defining bare K-matrices turns out to apply
to any non-representative diagram of type C.1. If ℓ′ + r′ > n, up to a factor the K-matrix K(u)
defined in Result 9.14 equals the rotated K-matrix Kπℓ=n−r′,r=n−ℓ′(u):
Kπℓ=n−r′, r=n−ℓ′(u) =
(
k1(u)
k1(u−1)
K(u)
)∣∣∣
ℓ=ℓ′, r=r′
. (9.29)
9.4.2. Family BD.2. Generalized Satake diagrams in this family are parametrized by the quintuple
(N, p1, p2, o1, o2) with N ≥ 7. According to the value of o1 + o2 we distinguish three subfamilies:
BD.2a (with o1 + o2 = 0), BD.2b (with o1 + o2 = 1) and D.2c (with o1 + o2 = 1). Recall that pi,
the number of τ -orbits in Xi = XYi , is even unless N is odd and i = 2. Rotating with a suitable
σ ∈ ΣA, if necessary, we may assume that the affine node satisfies 0 ∈ X ⇒ 0 ∈ X1. With this
choice, the diagrams are restrictable if o1 = p1 = 0.
Set ℓ = p1 + o1 and r = n − p2 − o2, so that ℓ and r are bounded by 0 ≤ ℓ ≤ r ≤ n and r − ℓ
is even. The diagram (X, τ) is restrictable if o1 = p1 = 0. Moreover, (X, τ) ∈ Sat(A) if ℓ = r or if
(ℓ, r) ∈ {(0, n), (0, n − 1), (1, n − 1)}. We have |I∗| − 1 = (r − ℓ)/2 and X = X1 ∪Xalt ∪X2. Here
X1 = {0, 1, . . . , ℓ− 1} is of type Dℓ if ℓ ≥ 2, and empty otherwise. Also, X2 = {r + 1, r + 2, . . . , n}
is of type Dn−r if r ≤ n − 2 and N even, of type Bn−r if r ≤ n − 1 and N odd, and empty
otherwise. Finally, Xalt = {ℓ+ 1, ℓ + 3, . . . , r − 1} is of type A×
r−ℓ
2
1 if ℓ < r and empty otherwise.
The representative diagrams and special τ -orbits are listed in Table 9. In all cases Insf = Ins.
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Table 9. Family BD.2: representative generalized Satake diagrams.
Type Name Diagram (o1, o2) Restrs. Idiff Insf
B.2a
(
B
(1)
n
)id
p1;alt;p2
0
1
2 ℓ r n−1
n
p1
p2
(0, 0)
ℓ even
2 ≤ ℓ ≤ r ≤ n ∅ ∅
B.2b
(
B
(1)
n
)φ1
p1;alt;p2
0
1
2 ℓ r n−1
n
p1
p2
(1, 0)
ℓ odd
3 ≤ ℓ ≤ r ≤ n ∅ ∅
B.2a
(
B
(1)
n
)id
0;alt;p2
0
1
2 r n−1
n
p2
(0, 0)
ℓ = 0
0 ≤ r ≤ n ∅ {0}
B.2b
(
B
(1)
n
)φ1
0;alt;p2
0
1
2 r n−1
n
p2
(1, 0)
ℓ = 1
1 ≤ r ≤ n {0} ∅
D.2a
(
D
(1)
n
)id
p1,alt,p2
0
1
2 ℓ r n−2 n−1
n
p1
p2
(0, 0)
ℓ, n−r even
2 ≤ ℓ ≤ r ≤ n−2
ℓ+ r < n
∅ ∅
D.2b
(
D
(1)
n
)φ2
p1;alt;p2
0
1
2 ℓ r n−2 n−1
n
p1
p2
(0, 1)
ℓ even, n−r odd
2 ≤ ℓ ≤ r ≤ n−3 ∅ ∅
D.2c
(
D
(1)
n
)φ12
p1,alt,p2
0
1
2 ℓ r n−2 n−1
n
p1
p2
(1, 1)
ℓ, n−r odd
3 ≤ ℓ ≤ r ≤ n−3
ℓ+ r < n
∅ ∅
D.2a
(
D
(1)
n
)id
0,alt,p2
0
1
2 r n−2 n−1
n
p2
(0, 0)
ℓ = 0, n−r even
0 ≤ r ≤ n−2 ∅ {0}
D.2b
(
D
(1)
n
)φ2
0;alt;p2
0
1
2 r n−2 n−1
n
p2
(0, 1)
ℓ = 0, n−r odd
0 ≤ r ≤ n−3 ∅ {0}
D.2c
(
D
(1)
n
)φ12
0,alt,p2
0
1
2 r n−2 n−1
n
p2
(1, 1)
ℓ = 1, n−r odd
1 ≤ r ≤ n−3 {0} ∅
D.2a
(
D
(1)
n
)id
0,alt,0
0
1
2
n−2
n−1
n
(0, 0)
ℓ = 0, r = n
n even
∅ {0, n}
D.2b
(
D
(1)
n
)φ2
0;alt;0
0
1
2
n−2
n−1
n
(0, 1)
ℓ = 0, r = n−1
n odd
{n} {0}
D.2c
(
D
(1)
n
)φ12
0,alt,0
0
1
2
n−2
n−1
n
(1, 1)
ℓ = 1, r = n−1
n even
{0, n} ∅
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Recall that I ′ = (I\X)\(Y1∪Y2). The QP algebra is generated by xi, yi, ki with i ∈ X, (k0k−11 )±1
if ℓ = 1, (knk
−1
n−1)
±1 if r = n− 1 and N even, and elements bj whose reduced expressions are
b0 =

y0 − c0TwX2 (x0)k−10
y0 − c0x0k−10 − s0k−10
y0 − c0TwX2 (x1)k−10
y0 − c0T2(x1)k−10
if 0 = ℓ = r,
if 0 = ℓ < r,
if 1 = ℓ = r,
if 1 = ℓ < r,
b1 =
{
y1 − c1TwX2 (x0)k
−1
1
y1 − c1T2(x0)k−11
if 1 = ℓ = r,
if 1 = ℓ < r,
bℓ =
{
yℓ − cℓTℓ+1TwX1 (xℓ)k−1ℓ
yℓ − cℓTwX2TwX1 (xℓ)k
−1
ℓ
if 1 < ℓ < r,
if 1 < ℓ = r,
bj = yj − cj Tj−1Tj+1(xj)k−1j if j ∈ I ′,
br = yr − cr Tr−1TwX2 (xr)k−1r if ℓ < r < n− (−1)N ,
bn−1 = yn−1 − cn−1Tn−2(xn)k−1n−1 if ℓ < r = n− (−1)N ,
bn =
{
yn − cnTn−2(xn−1)k−1n
yn − cnxnk−1n − snk−1n
if ℓ < r = n− (−1)N
if ℓ < r = N/2,
where all cj are independent. Next, in terms of the effective dressing parameters ωℓ+2, ωℓ+4, . . . , ωr,
the scaling parameter η and additional free parameters λ and µ we set
c0 =

q2(⌈N/2⌉−1)η−2
q−1η−2ω22
−(−q)⌈N/2⌉−1(µη)−1
−qµ−1η−1ω3
if 0 = ℓ = r,
if 0 = ℓ < r,
if 1 = ℓ = r,
if 1 = ℓ < r,
c1 =
{
−(−q)⌈N/2⌉−1µη−1
qµη−1ω3
if 1 = ℓ = r,
if 1 = ℓ < r,
cℓ =
{
−(−q)ℓη−1ωℓ+2
−(−q)⌈N/2⌉−1 η−1
if 1 < ℓ < r,
if 1 < ℓ = r,
cj = qω
−1
j ωj+2 if j ∈ I ′,
cr = −(−q)⌈N/2⌉−rω−1r if ℓ < r < n− (−1)N ,
cn−1 = qλ ω−1n−1 if ℓ < r = n− (−1)N ,
cn =
{
−qλ−1ω−1n−1
q−1ω−2n
if ℓ < r = n− (−1)N ,
if ℓ < r = N/2,
s0 =
µ+ µ−1
q − q−1 η
−1ω2 if 0 = ℓ < r,
sn =
λ+ λ−1
q − q−1 ω
−1
n if ℓ < r = N/2.
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Then, solving the boundary intertwining relation (6.6) for all generators of the QP algebra we
obtain the following result.
Result 9.16. The bare K-matrix of type BD.2 is of the form (9.3) with
M1(u) =
∑
ℓ≤i≤n
(
λµuE−i,−i + Eii
)
,
M2(u) = −δℓ,1u−1 (µ− µ−1)Enn − δN,2nδr,n−1 (λ− λ−1)E11
+
∑
r≤i<ℓ
(−λE−i,−i + λ−1Eii + ǫi (E−i−ǫi,i − Ei,−i−ǫi)).
(9.30)
where ǫi = (−1)ı¯−ℓ, µ = q−ℓ+1, λ = qN/2−r−1 except µ ∈ K× if ℓ ∈ {0, 1} and λ ∈ K× if
r ∈ {n− 1, n} for type D.2 only.
This K-matrix has the following properties.
Eigendecomposition: V = Id− λ∑r¯≤i<ℓ¯ ǫi(E−i−ǫi,i − Ei,−i−ǫi),
D(u) =
∑
1≤i<r¯
(
E−i,−i + Eii
)
+
∑
r¯≤i<ℓ¯
(
E−i,−i + h1(u)h2(u)Eii
)
− u−u−1k1(u)k2(u)
(
δℓ1u
−1µ−Enn + δN,2nδr,n−1λ−
)
+ h1(u)
∑
ℓ¯≤i≤n
(
u2E−i,−i + Eii
)
.
Affinization: For ℓ = 0 the generalized Satake diagram is restrictable and the affinization identity
is as in the C.1 case. If additionally r = n if n is even or r = n− 1 if n is odd, then (X, τ) ∈
Sat(A), and, upon setting λ =
√−1 and multiplying by C and dressing, K0 corresponds to
the CI solution of the constant twisted RE reported in [NoSu, Sec. 3].
Bar-symmetry: K(u)−1 = Zφ1(u)o1(Zφ2)o2JK(u)|λ→−λ−1,µ→−µ−1JZφ1(u−1)−o1(Zφ2)−o2 .
Half-period: K(−u) = K(u)|µ→−µ if ℓ ∈ {0, 1}.
Rotations: Kφ1(u) = K(u)|µ→µ−1 if ℓ = 1.
Kφ2(u) = h1(u)h2(u)K(u)|λ→λ−1 if r = n− 1 for D.2,
Kπ(u) = h2(u)K(u)|λ↔µ if ℓ+ r = n and ℓ ≤ 1 for D.2,
Kπ(u) = −uK(u) if ℓ+ r = n and ℓ ≥ 2 for D.2,
where µ → µ−1 corresponds to c0 ↔ c1, λ → λ−1 to cn−1 ↔ cn and λ ↔ µ to (c0, c1, s0) ↔
(cn, cn−1, sn).
Reductions: For ℓ = 1 and µ ∈ {±λ,±λ−1} it has deff = 3. For ℓ = 0 and µ ∈ {±λ,±λ−1} it has
deff = 1. In the latter two cases it is singly regular, K(±1)|µ∈{±λ,±λ−1} 6= Id.
For N even, ℓ+ r = n and 1 < ℓ < r it has deff = 3. For ℓ = r = n/2 it has deff = 2. In both
cases it is singly regular, K(1) 6= Id.
For N and n even, l = 0, r = n and λ2 = µ2 = −1 (so that s0 = sn = 0) it is a non-regular
g.i.m.: K(u)|λ2=µ2=−1 = −
√−1∑r≤i<ℓ ǫi (E−i−ǫi,i − Ei,−i−ǫi).
Diagonal cases: For ℓ = r:
K(u) = Id +
u− u−1
k1(u)
∑
ℓ¯≤i≤n
(λµuE−i,−i + Eii).
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For ℓ ≤ 1, r ≥ n−1 for D.2:
lim
λ→0
K(u) =
∑
1≤i≤n
(E−i,−i + u−2Eii), lim
λ→0
K(u)|µ=±λ =
∑
1≤i≤n
(E−i,−i ∓ u−1Eii),
lim
λ→0
K(u)|µ=±λ−1 = δℓ1(∓uE−n,−n + u2Enn) +
∑
1≤i<ℓ¯
(E−i,−i ∓ u−1Eii),
lim
λ→∞
K(u) = δr,n−1(E−1,−1 + u2E11) +
∑
r¯≤i≤n
(u2E−i,−i + Eii),
lim
λ→∞
K(u)|µ=±λ = δℓ1(u2E−n,−n ∓ u−1Enn) + δr,n−1(E−1,−1 ∓ uE11) +
∑
r¯≤i<ℓ¯
(∓uE−i,−i + Eii),
lim
λ→∞
K(u)|µ=±λ−1 = δr,n−1(E−1,−1 ∓ uE11) +
∑
r¯≤i≤n
(∓uE−i,−i + Eii).
For ℓ = 0, r ≥ 2:
lim
µ→0
K(u) = lim
µ→∞K(u) = Id.
For ℓ = 1, r ≥ 2:
lim
µ→0
K(u) = Id, lim
µ→∞K(u) = Id + (u
2 − 1)E−n,−n + (u−2 − 1)Enn.
Remark 9.17. K-matrices of type D.2ac also satisfy (9.29), see Remark 9.15. 
9.5. Untwisted K-matrices of type CD.4. The CD.4 family consists of (X,π) ∈ Sat(A) with A
of type C
(1)
n or D
(1)
n . All diagrams in this family are quasistandard, non-restrictable and |Idiff ∪ Insf |
equals 1 (generic case) or 2 (special case).
9.5.1. Family CD.4 (generic case). Satake diagrams in this family are parametrized by the tuple
(n, o1, p1). According to the value of o1 we distinguish two subfamilies: CD.4a (with o1 = 0) and
CD.4b (with o1 = 1).
Set ℓ = (n− o1)/2 − p1 = |I∗| − 1 so that 0 ≤ ℓ ≤ (n − o1)/2. We additionally require ℓ 6= 1 for
type D.4; the excluded case is the special case and is studied in Section 9.5.2 below. In terms of this
parametrization we have X = {ℓ+1, . . . , n− ℓ− 1}, which, unless ℓ = n/2, is of type An−2ℓ−1. We
choose I∗ = {0, 1, . . . , ℓ}. The representative diagrams and special τ -orbits are listed in Table 10.
The QP algebra is generated by xi, yi, ki with i ∈ X and (kjk−1n−j)±1 with j ∈ I∗ and elements
bj whose reduced expressions are
bℓ =
{
yℓ − cℓTwX (xn−ℓ)k−1ℓ
yℓ − cℓxℓk−1ℓ − sℓk−1ℓ
if ℓ < n/2,
if ℓ = n/2,
bn−ℓ = yn−ℓ − cn−ℓTwX (xℓ)k−1n−ℓ if ℓ < n/2,
bj = yj − cj xn−j k−1j if j < ℓ or j > n−ℓ,
where cj = cn−j if j /∈ Idiff . Next, in terms of the effective dressing parameters ω1, . . . , ωℓ, the
scaling parameter η, an additional free parameter λ and µ = q−n+2ℓλ, we set
cℓ =

q−ϑη−1λ2
λω−1ℓ
−q−1ω−2ℓ
if ℓ = 0,
if 1+ϑ2 < ℓ < n/2,
if ℓ = n/2,
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Table 10. Family CD.4: representative Satake diagrams with |Idiff ∪ Insf | = 1.
Type Name Diagram Restrictions Idiff Ins = Insf
C.4a
(
C
(1)
n
)π
p1
ℓ
n−ℓ
1
n−1
0
n
p1
n even
0 ≤ ℓ < n/2 {ℓ} ∅
C.4a
(
C
(1)
n
)π
0
n/2
1
n−1
0
n
n even
ℓ = n/2
∅ {n/2}
C.4b
(
C
(1)
n
)π
p1
ℓ
n−ℓ
1
n−1
0
n
p1
n odd
0 ≤ ℓ < n/2 {ℓ} ∅
D.4a
(
D
(1)
n
)π
p1
ℓ
n−ℓ
2
n−2
1
n−1
0
n
p1
n even
0 ≤ ℓ < n/2
ℓ 6= 1
{ℓ} ∅
D.4a
(
D
(1)
n
)π
0
n/2
2
n−2
1
n−1
0
n
n even
ℓ = n/2
∅ {n/2}
D.4b
(
D
(1)
n
)π
p1
ℓ
n−ℓ
2
n−2
1
n−1
0
n
p1
n odd
0 ≤ ℓ < n/2
ℓ 6= 1
{ℓ} ∅
cn−ℓ =
{
q−ϑη−1µ−2
(−1)nµ−1ω−1ℓ
if ℓ = 0,
if 1+ϑ2 < ℓ < n/2,
cj =
{
η−1ω
3−ϑ
2
1 ω
1+ϑ
2
2
−ω−1j ωj+1
if 0 = j < ℓ,
if 0 < j < ℓ,
sℓ =
µ− µ−1
q − q−1 ω
−1
ℓ if ℓ = n/2,
where ϑ = −1 for type C and ϑ = 1 for type D, see (4.2). Then, solving the boundary intertwining
equation (6.6) for all generators of the QP algebra we obtain the following result.
Result 9.18. The bare K-matrix of type CD.4, when |Idiff ∪ Insf | = 1, is of the form (9.3) with
M1(u) =
∑
1≤i≤nEii and
(9.31) M2(u) =
∑
ℓ¯≤i≤n
(
λE−i,−i + λ−1E−ı¯,−ı¯ +E−i,−ı¯ +E−ı¯,−i − u−1(µEii + µ−1Eı¯¯ı + Ei¯ı +Eı¯i)
)
,
where µ = q−n+2ℓλ and λ ∈ K×.
This K-matrix has the following properties.
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Eigendecomposition: V = Id +
∑
1≤i≤ℓ
(
λ(E−ı¯,−i − E−i,−ı¯) + µ(Eı¯,i − Ei,¯ı)
)
,
D(u) =
∑
1≤i≤ℓ
(
h1(u)h2(u)E−i,−i + u−2h2(u)Eii
)
+
∑
ℓ<i≤n
(
E−i,−i + h1(u)Eii
)
.
Rotations: Kπ(u) = u2h1(u)K(u)|λ→qn−2ℓλ−1 ,
Kφ12(u) = K(u) for D.4 if ℓ > 0.
Reductions: For ℓ = n/2 it is independent of q, has deff = 2 and is singly regular, K(−1) 6= Id.
Setting λ = ±1 it becomes a nonregular g.i.m. with deff = 1.
For ℓ < n/2 and λ = ±qn/2−ℓ or λ = ±√−1qn/2−ℓ it has deff = 2 and is singly regular,
K(1) 6= Id or K(−1) 6= Id, respectively.
Diagonal cases: For ℓ > 0 it has the following diagonal limits, both with deff = 3:
lim
λ→0
K(u) = u−2h2(u)
∑
1≤i≤ℓ
(E−i,−i + Eii) +
∑
ℓ<i≤n
(E−i,−i + u−2Eii),
lim
λ→∞
K(u) =
∑
1≤i<ℓ¯
(E−i,−i + Eii) + h2(u)
∑
ℓ¯≤i≤n
(E−i,−i + u−2Eii).
For ℓ = 0 it is diagonal and has deff = 2. By writing ξ = λµ = q
−nλ2, it is independent of q,
K(u) =
n∑
i=1
(
E−i,−i +
ξ − u−1
ξ − u Eii
)
,
and has the half-period symmetry K(−u) = K(u)|ξ→−ξ.
9.5.2. Family D.4 (special case). The diagrams with |Idiff ∪ Insf | = 2 are parametrized by the tuple
(n, o1, p1) with p1 = (n − o1)/2 − 1, so that ℓ = 1 and X = {2, . . . , n− 2}. We choose I∗ = {0, 1}.
The representative Satake diagrams and the special τ -orbits are listed in Table 11. In both cases
Ins = Insf = ∅.
The QP algebra is generated by xi, yi, ki with i ∈ X and (kjk−1n−j)±1 with j ∈ I∗ and elements
bj whose reduced expressions are
bj = yj − cjTwX (xn−j)k−1j , bn−j = yn−j − cn−j TwX (xj)k−1n−j with j ∈ I∗,
and all cj , cn−j independent. Next, in terms of the effective dressing parameter ω1, the scaling
parameter η and the additional free parameters α and λ and with µ = q−n+2αλ we set
c0 = η
−1λω1, c1 = αλω−11 , cn−1 = (−1)n(µω1)−1, cn = (−1)n(ηµ)−1αω1.
Repeating the same steps as before we obtain the following result.
Result 9.19. The bare K-matrix of type D.4, when |Idiff ∪ Insf | = 2, is
(9.32) K(u) = Id +
u− u−1
k1(u)
(
M1 − M
+
2 (u)
k+2 (u)
+
M−2
k−2 (u)
)
,
where k1(u) and k
+
2 (u) = k2(u) are as in (9.4), M1 =
∑
1≤i≤n Eii is as in Result 9.18, and the
remaining terms are α-deformations of the matrix M2(u) given by (9.31):
M+2 (u) = u
−1(µ−1E11 + µEnn + E1n + En1), k−2 (u) = (αλ)
−1 + α(µu)−1,
M−2 = (αλ)
−1E−1,−1 + αλE−n,−n + E−1,−n + E−n,−1.
Here µ = q−n+2αλ with α, λ ∈ K×.
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Table 11. Family D.4: representative Satake diagrams with |Idiff ∪ Insf | = 2.
Type Name Diagram Restrictions Idiff
D.4a
(
D
(1)
n
)π
n/2−1 1
n−1
0
n
n even
ℓ = 1
{0, 1}
D.4b
(
D
(1)
n
)π
(n−3)/2 1
n−1
0
n
n odd
ℓ = 1
{0, 1}
Setting α = 1 the K-matrix defined above specializes to the one defined in Result 9.18 when
ℓ = 1. The K-matrix defined in (9.32) has the following properties.
Eigendecomposition: V = Id + αλ(E−n,−i − E−i,−n) + µ(En,1 − E1,n),
D(u) = h1(u)h
−
2 (u)E−i,−i + u
−2h+2 (u)Eii +
∑
1<i≤n
(
E−i,−i + h1(u)Eii
)
.
Half-period: K(−u) = K(u)∣∣
α→−α, λ→−λ.
Rotations: Kπ(u) = u2h1(u)K(u)
∣∣
α→α−1, λ→−(−q)n−2λ−1 ,
Kφ12(u) = K(u)
∣∣
α→α−1, λ→αλ.
Reductions: For λ ∈ {µ,−µ−1, α−2µ} or λ ∈ {−µ, µ−1,−α−2µ} it has deff = 3 and is singly regular,
K(−1) 6= Id or K(1) 6= Id, respectively.
Diagonal cases: lim
α→0
K(u) =
∑
1<i≤n
(E−i,−i + u−2Eii) + u−2E−1,−1 + E11,
lim
α→∞K(u) =
∑
1≤i<n
(E−i,−i + Eii) + u2E−n,−n + u−2Enn,
lim
λ→0
K(u) =
∑
1<i≤n
(E−i,−i + u−2Eii) +
qn−2α+ u−1
qn−2α+ u
E−1,−1 +
qn−2α−1 + u−1
qn−2α−1 + u
E11,
lim
λ→∞
K(u) =
∑
1≤i<n
(E−i,−i + Eii) +
1 + qn−2αu
1 + qn−2αu−1
E−n,−n +
qn−2α−1 + u−1
qn−2α−1 + u
Enn,
lim
α→0,λ→∞
αλ fixed
K(u) = Id, lim
α→∞,λ→0
αλ fixed
K(u) =
∑
1≤i≤n
(E−i,−i + u−2Eii).
9.6. Untwisted K-matrices of types C.2 and BD.1. The C.2 family consists of Satake dia-
grams (X, id) ∈ Sat(A) with A of type C(1)n . All diagrams in this family are quasistandard and
have |Idiff ∪ Insf | = 0. Note that diagrams with |I\X| = 1 are also members of the C.1 family and
were studied in Section 9.4.1.
The BD.1 family consist of Satake diagrams (X, τ) ∈ Sat(A) with τ ∈ {id, φ1, φ1, φ12} and A
of type B
(1)
n or D
(1)
n . This family has both quasistandard and non-quasistandard Satake diagrams.
The quasistandard diagrams have |Insf | = 0 and |Idiff | equal to 0 (general case) or 1 (special case).
The special case only occurs if |I∗| = 1 and the corresponding diagrams are also members of the
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BD.2 family and were studied in Section 9.4.2. The non-quasistandard diagrams have |Idiff | = 0
and |Insf | ∈ {1, 2} and will be studied in Section 9.7.
9.6.1. Family C.2. Satake diagrams in this family are parametrized by the triple (n, p1, p2) with
n ≥ 2. By rotating with π ∈ ΣA, if necessary, we may assume that the affine node satisfies
0 ∈ X ⇒ 0 ∈ X1. With this choice, the diagrams are restrictable precisely if p1 = 0.
Set ℓ = p1 and r = n − p2, so that ℓ and r are bounded by 0 ≤ ℓ ≤ r ≤ n − ℓ and r − ℓ
is even. We also have |I∗| − 1 = (r − ℓ)/2 and X1 = {0, . . . , ℓ − 1}, X2 = {r + 1, . . . , n} and
Xalt = {ℓ+ 1, ℓ + 3, . . . , r − 3, r − 1}. Thus X1 is of type Cℓ (empty if ℓ = 0), X2 is of type Cn−r
(empty if r = n) and Xalt is of type A1
× r−ℓ
2 (empty if ℓ = r). Note that I∗ = I\X and there are no
special τ -orbits. The representative diagrams are listed in Table 12.
The QP algebra is generated by the elements xi, yi, ki with i ∈ X and elements bj whose reduced
expressions are
bℓ =
{
yℓ − crTwX1Tr+1(xℓ)k−1ℓ
yℓ − crTwX1TwX2 (xℓ)k−1ℓ
if ℓ < r,
if ℓ = r,
br = yr − crTr−1TwX2 (xr)k−1r if ℓ < r,
bj = yj − cj Tj−1Tj+1(xj)k−1j if ℓ < j < r and j − ℓ even,
with cj all independent. Next, in terms of the effective dressing parameters ωℓ+2, ωℓ+4, . . . , ωr and
the scaling parameter η we set
cℓ =

q2(n+1)η−2
qη−2ω2ℓ+2
−(−q)n+1η−1
(−q)ℓ+1η−1ωℓ+2
if 0 = ℓ = r,
if 0 = ℓ < r,
if 0 < ℓ = r < n,
if 0 < ℓ < r < n,
cr =
{
(−q)r¯ω−1r
qω−2n
if ℓ < r < n,
if ℓ < r = n,
cj = qω
−1
j ωj+2 if ℓ < j < r and j − ℓ even.
Then, solving the boundary intertwining equation (6.6) for all generators of the QP algebra we
obtain the following result.
Table 12. Family C.2: representative Satake diagrams.
Type Name Diagram Restrictions
C.2
(
C
(1)
n
)id
p1,alt,p2
0
1 ℓ r n−1
n
p1 p2
r − ℓ even
0 < ℓ ≤ r ≤ n− ℓ
C.2
(
C
(1)
n
)id
0,alt,p2
0 = ℓ
r n−1
n
p2
r even
0 ≤ r < n
C.2
(
C
(1)
n
)id
0,alt,0
0 = ℓ r = n n even
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Result 9.20. The bare K-matrix of type C.2 is of the form (9.3) with
(9.33)
M1(u) =
∑
ℓ¯≤i≤n
(λµuE−i,−i +Ei,i),
M2(u) =
∑
r¯≤i<ℓ¯
(
λE−i,−i + λ−1Ei,i + ǫi (Ei,−i−ǫi + E−i−ǫi,i)
)
,
where λ = qN/2−r, µ = q−ℓ and ǫi = (−1)i+ℓ¯.
This K-matrix has the following properties.
Eigendecomposition: V = Id + λ
∑
r¯≤i<ℓ¯ ǫi(E−i−ǫi,i − Ei,−i−ǫi),
D(u) =
∑
|i|<r¯
(
E−i,−i + Eii
)
+
∑
r¯≤i<ℓ¯
(
E−i,−i + h1(u)h2(u)Eii
)
+ h1(u)
∑
ℓ¯≤i≤n
(
u2E−i,−i + Eii
)
.
Affinization: For ℓ = 0 the Satake diagram is restrictable and the affinization identity is
K(u) =
λu−1K0 − λ−1uK−10
λu−1 − λ−1u ,
where, upon multiplying by C and dressing,K0 corresponds to the CII solution of the constant
twisted RE reported in [NoSu, Sec. 3]. In this case we also have a half-period symmetry:
K(−u) = K(u).
Rotations: For n even and ℓ+ r = n we have Kπ(u) = −uK(u).
Bar-symmetry: K(u)−1 = G(ω)JK(u)|λ→λ−1 , µ→µ−1JG(ω) where ω = (−1, . . . ,−1) ∈ Kn.
Reductions: For n even and ℓ + r = n, when 0 < ℓ < n/2, it has deff = 3 and is singly regular,
K(1) 6= Id; when ℓ = 0 it is a non-regular g.i.m.:
(9.34) K(u) = −
∑
1≤i≤n
ǫi(Ei,−i−ǫi + E−i−ǫi,i).
Diagonal cases: For ℓ = r it coincides with the one of type C.1 with ℓ = r.
Remark 9.21. K-matrices of type C.2 also satisfy (9.29), see Remark 9.15. 
9.6.2. Family BD.1 (generic case). Satake diagrams in this family are parametrized by the tuple
(N, p1, p2, o1, o2) with N ≥ 7. According to the value of o1+ o2 we may distinguish two subfamilies
if N is odd: B.1a (o1 + o2 = 0) and B.1b (o1 = 1, o2 = 0), and three subfamilies if N is even: D.1a
(o1 + o2 = 0), D.1b (o1 + o2 = 1) and D.1c (o1 + o2 = 2). Recall that pi, the number of τ -orbits
in Xi = XYi , is even unless N is odd and i = 2. Rotating with a suitable σ ∈ ΣA, if necessary,
we may assume that the affine node satisfies 0 ∈ X ⇒ 0 ∈ X1. With this choice, the diagrams are
restrictable if o1 = p1 = 0.
Set ℓ = p1 + o1 and r = n− p2 − o2, so that ℓ and r are bounded by 0 ≤ ℓ ≤ r ≤ n and, if N is
even and o1 = o2, in addition by ℓ+ r ≤ n. We restrict to the generic case, |Insf ∪ Idiff | = 0, hence
(ℓ, r) /∈ {(1, 1), (⌊N/2⌋−1, ⌈N/2⌉−1)} and r 6= ℓ + 2. In terms of this parametrization we have
|I∗|−1 = r− ℓ and X1 = {0, . . . , ℓ−1} if ℓ > 1 and X2 = {r+1, . . . , n} if N is odd or r < n−1, so
that X1 is of type Dℓ and X2 is of type Bn−r if N is odd and of type Dn−r if N is even; otherwise
respectively X1 = ∅ and X2 = ∅. We choose I∗ = {ℓ, ℓ+1, . . . , r}. The representative diagrams are
listed in Table 13. They have Ins = {ℓ+ δℓ 6=0, ℓ+ δℓ 6=0 + 1, . . . , r − δr 6=n}.
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Table 13. Family BD.1: representative Satake diagrams with |Insf ∪ Idiff | = 0.
Type Name Diagram (o1, o2) Restrictions
B.1a
(
B
(1)
n
)id
p1;p2
0
1
2 ℓ r n−1
n
p1
p2
(0, 0)
ℓ even, r 6= ℓ+ 2
0 ≤ ℓ ≤ r ≤ n
(ℓ, r) 6= (n−1, n)
B.1b
(
B
(1)
n
)φ1
p1;p2
0
1
2 ℓ r n−1
n
p1
p2
(1, 0)
ℓ odd, r 6= ℓ+ 2
0 ≤ ℓ ≤ r ≤ n
(ℓ, r) 6= (1, 1)
(ℓ, r) 6= (n−1, n)
D.1a
(
D
(1)
n
)id
p1,p2
0
1
2 ℓ r n−2 n−1
n
p1
p2
(0, 0)
ℓ, n−r even, r 6= ℓ+ 2
0 ≤ ℓ ≤ r ≤ n− ℓ
D.1b
(
D
(1)
n
)φ2
p1;p2
0
1
2 ℓ r n−2 n−1
n
p1
p2
(0, 1)
ℓ even, n−r odd
r 6= ℓ+ 2
0 ≤ ℓ ≤ r ≤ n
(ℓ, r) 6= (n−1, n−1)
D.1c
(
D
(1)
n
)φ12
p1,p2
0
1
2 ℓ r n−2 n−1
n
p1
p2
(1, 1)
ℓ, n−r odd, r 6= ℓ+ 2
0 ≤ ℓ ≤ r ≤ n− ℓ
(ℓ, r) 6= (1, 1)
(ℓ, r) 6= (n−1, n−1)
The QP algebra is generated by xi, yi, ki with i ∈ X and (k0k−11 )±1 if ℓ = 1 and (kn−1k−1n )±1 if
r = n− 1 and N is even, and elements bj whose reduced expressions are
b0 =
{
y0 − c0TwX2 (x0)k−10 ,
y0 − c0xo1k−10 ,
if 0 = ℓ ≤ r ≤ 1,
if 0 ≤ ℓ ≤ 1 < r,
b1 = y1 − c1x1−o1k−11 if 0 ≤ ℓ ≤ 1 < r,
bℓ =
{
yℓ − cℓTwX1 (xℓ)k−1ℓ
yℓ − cℓTwX1TwX2 (xℓ)k−1ℓ
if 2 ≤ ℓ < r,
if 2 ≤ ℓ = r,
bj = yj − cj xj k−1j if ℓ < j < r < n− (−1)N ,
br = yr − crTwX2 (xr)k−1r if ℓ < r < n− (−1)N ,
bn−1 = yn−1 − cn−1xn−1+o2 k−1n−1 if ℓ < n− (−1)N ≤ r,
bn = yn − cnxn−o2 k−1n if ℓ < n− (−1)N ≤ r,
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where c0 = c1 if ℓ = 1 and cn−1 = cn if r = n − (−1)N . Next, in terms of the effective dressing
parameters ωℓ+1, . . . , ωr and the scaling parameter η we assign
cℓ =

q2(⌈N/2⌉−1)η−2
−(−q)⌈N/2⌉−2η−2ω21
q−1η−2ω21ω22
−(−q)ℓ−1η−1ω2ℓ+1
−(−q)⌈N/2⌉−1η−1
if 0 = ℓ = r,
if 0 = ℓ < r = 1,
if 0 = ℓ < r − 1,
if 1 ≤ ℓ < r,
if 2 ≤ ℓ = r,
cj = q
−1ω−2j ω
2
j+1 if ℓ < j < r,
cr =
{
−(−q)⌈N/2⌉−1−rω−2r
q−1ω−2n−1ω
−2
n
if ℓ < r < ⌈N/2⌉,
if ℓ < r = N/2.
Then, solving the boundary intertwining equation (6.6) for all generators of the QP algebra we
obtain the following result.
Result 9.22. The bare K-matrix of type BD.1 when |Insf ∪ Idiff | = 0 is given by (9.3) with M1(u)
as in (9.33) and λ = qN/2−r, µ = q−ℓ as before, and
(9.35) M2(u) =
∑
r¯≤i<ℓ¯
(λE−i,−i + λ−1Eii + E−i,i + Ei,−i).
For N odd and (ℓ, r) = (0, n) this K-matrix, upon dressing, coincides with the one in [MLS,
(163-164)]; for N even and (ℓ, r) = (0, 1) it corresponds to [MLS, (199)]. Moreover, it has the same
properties as the one of type C.2 except for the following.
Eigendecomposition: V = Id + λ
∑
r¯≤i<ℓ¯
(
E−i,i − Ei,−i
)
and D(u) as for type C.2.
Affinization: The constant K-matrix K0 corresponds to the BDI solution of the constant twisted
RE reported in [NoSu, Sec. 3].
Rotations: Kφ1(u) = K(u) if r > 0 and Kφ2(u) = K(u) if N is even.
Bar-symmetry: K(u)−1 = JK(u)|λ→λ−1, µ→µ−1J .
Reductions: For N even and (ℓ, r) = (0, n) it is a non-regular g.i.m. K(u) = −J .
Diagonal cases: For ℓ = r 6= 1 it coincides with the one of type BD.2 with ℓ = r.
Remark 9.23. K-matrices of type D.1ac also satisfy (9.29), see Remark 9.15. 
9.7. Untwisted K-matrices for non-quasistandard QP algebras of types BCD.1. In this
section we study non-quasistandard weak Satake diagrams for the family BCD.1. The representative
diagrams and special τ -orbits are listed in Table 14. Note that (X, τ) ∈ Sat(A) for the BD.1 family,
but (X, τ) ∈ WSat(A) for the C.1 family. It will be shown below that all these diagrams yield
K-matrices that are not generalized cross matrices, which sets them apart from the other cases
studied in this paper.
9.7.1. Family BD.1 with |Insf | = 2. Satake diagrams in this family are parametrized by ℓ = 0 and
r = 0 and have X = {3, 4, . . . , n}. The QP algebra is generated by xi, yi, ki with i ∈ X and
elements bj whose reduced expressions are
bj = yj − cj xjk−1j − sjk−1j for j ≤ 1 and b2 = y2 − c2TwX (x2)k−12 ,
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Table 14. Family BCD.1: representative non-quasistandard weak Satake dia-
grams. In all cases Idiff = ∅ and Insf = Ins, except when (ℓ, r) = (n − 2, n) and
N is odd, in which case Ins = {n− 1, n}.
Type Name Diagram (o1, o2) Restrictions Insf
B.1a
(
B
(1)
n
)id
0;n−2
0
1
2 3 n−1
n (0, 0) (ℓ, r) = (0, 2) {0, 1}
D.1a
(
D
(1)
n
)id
0,n−2
0
1
2 3 n−2 n−1
n
(0, 0)
n even
(ℓ, r) = (0, 2) {0,1}
D.1b
(
D
(1)
n
)φ2
0;n−3
0
1
2 3 n−2 n−1
n
(0, 1)
n odd
(ℓ, r) = (0, 2)
C.1
(
C
(1)
n
)id
ℓ;n−ℓ−2 0
1 ℓ
ℓ+1
ℓ+2 n−1
n (0, 0) 1 ≤ ℓ ≤ n−3 {ℓ+1}
B.1a
(
B
(1)
n
)id
ℓ;n−ℓ−2
0
1
2 ℓ
ℓ+1
ℓ+2 n−1
n (0, 0)
1 ≤ ℓ < n−1
r = ℓ+2, ℓ even {ℓ+1}
B.1b
(
B
(1)
n
)φ1
ℓ−1;n−ℓ−2
0
1
2 ℓ
ℓ+1
ℓ+2 n−1
n (1, 0)
1 ≤ ℓ < n−1
r = ℓ+2, ℓ odd
D.1a
(
D
(1)
n
)id
ℓ,n−ℓ−2
0
1
2 ℓ
ℓ+1
ℓ+2 n−2 n−1
n
(0, 0)
1 ≤ ℓ ≤ n2 , r = ℓ+2
ℓ even, n even
D.1b
(
D
(1)
n
)φ2
ℓ,n−ℓ−3
0
1
2 ℓ
ℓ+1
ℓ+2 n−2 n−1
n
(0, 1)
1 ≤ ℓ ≤ n−3, r = ℓ+2
ℓ even, n odd
{ℓ+1}
D.1c
(
D
(1)
n
)φ12
ℓ−1,n−ℓ−3
0
1
2 ℓ
ℓ+1
ℓ+2 n−2 n−1
n
(1, 1)
1 ≤ ℓ ≤ n2 , r = ℓ+2
ℓ odd, n even
B.1a
(
B
(1)
n
)id
n−1;0
0
1
2
n (0, 0)
(ℓ, r) = (n−1, n)
n odd
{n}
B.1b
(
B
(1)
n
)φ1
n−2;0
0
1
2
n (1, 0)
(ℓ, r) = (n−1, n)
n even
{n}
with c0, c1, c2 and s0, s1 all independent. Upon setting
c0 = q
−1η−2ω21ω
2
2, c1 = q
−1ω−21 ω
2
2, c2 = −(−q)n−2ω−22 ,
s0 =
ν0 + ν
−1
0
q − q−1 η
−1ω1ω2, s1 =
ν1 + ν
−1
1
q − q−1 ω
−1
1 ω2,
where ν0, ν1 ∈ K× are additional free parameters, and solving the boundary intertwining equation
(6.6) for all generators of the QP algebra we obtain the following result.
Result 9.24. When (ℓ, r) = (0, 2) the bare K-matrix of type BD.1 is
(9.36) K(u) = Id +
(u− u−1)λ2u2
k1(
ν0u
ν1
)k1(
ν1u
ν0
)k1(ν0ν1u)k1(
u
ν0ν1
)
(
k1(u)k2(u)M2 + α(
u
λ )M˜
−
3 + α(
λ
u )M˜
+
3
)
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where λ = qN/2−2, µ = 1 are as in Result 9.22 and α(u) = (ν1+ ν−11 )u− (ν0+ ν−10 ). Furthermore,
M2 equals the expression M2(u) defined in (9.35), i.e.
M2 =
∑
n−1≤i≤n
(
λE−i,−i + λ−1Ei,i + E−i,i +Ei,−i
)
and we have introduced
M˜±3 = E∓(n−1),±n − E±n,∓(n−1) + λ∓1(E±(n−1),±n − E±n,±(n−1) ∓ (ν1 + ν−11 )E±n,±n).
Note that the rows and columns labeled ±n and ±(n − 1) have four nonzero entries. This K-
matrix has three distinct eigenvalues, however deff = 4 for generic values of ν0, ν1. For ν
2
0 = ν
2
1 = −1
(so that s0 = s1 = 0), it specializes to the one in Result 9.22 with (ℓ, r) = (0, 2). This K-matrix
exhibits the following properties.
Eigendecomposition:
V = Id + (ν1 + ν
−1
1 )E1−n,−n − ν1
(
En−1,n + En,n−1
)
+ λ
(
ν−11 E−n,n−1 − ν21E−n,n + E1−n,n−1 − ν1E1−n,n − En−1,1−n − En,−n
)
,
D(u) =
∑
i≤n−2
Eii + u
2
(
k1(ν
−1
0 ν1u
−1)
k1(ν
−1
0 ν1u)
k1(ν0ν1u−1)
k1(ν0ν1u)
En−1,n−1 +
k1(ν0ν
−1
1 u
−1)
k1(ν0ν
−1
1 u)
k1(ν
−1
0 ν
−1
1 u
−1)
k1(ν
−1
0 ν
−1
1 u)
En,n
)
.
Note that V does not depend on ν0. Its two rightmost columns are eigenvectors of K(u)
associated with the two non-unit eigenvalues. When specializing ν0 and ν1 to ±
√−1 these
two columns do not tend to the rightmost columns of V in the generic case of type BD.1 (see
the eigendecomposition following Result 9.22). However both eigenvalues tend to p1(u)p2(u)
and the corresponding two-dimensional eigenspace can be given the expected basis.
Affinization: The constant K-matrix K0 is independent of ν0 and has eigenvalues 1, λ
−2ν21 and
λ−2ν−21 with multiplicities N − 2, 1 and 1, respectively. The affinization identity is
K(u) =
(u− u−1)(λα(λu )K0 − λ−1α(uλ )K−10 )+ β(u)Id
(u− u−1)(λα(λu )− λ−1α(uλ ))+ β(u) ,
where β(u) = −(ν1 + ν−11 )α(λu )α(uλ )− (λ− λ−1)
(
α(λu )u− α(uλ )u−1
)
.
Half-period: K(−u) = K(u)|ν0→−ν0 .
Rotations: Kφ1(u) = K(u)|ν0↔ν1 and, for even N , Kφ2(u) = K(u).
Reductions: For (ν0/ν1)
2 = λ±2 or (ν0ν1)2 = λ±2 it has deff = 2 and is singly regular, K(1) 6= Id
or K(−1) 6= Id, depending on the choice of the square root in the previous identities.
Diagonal cases: lim
ν0→0
K(u) = lim
ν0→∞
K(u) = Id,
lim
ν1→0
K(u) = lim
ν1→∞
K(u) = u2E−n,−n + u−2Enn +
∑
i<n
(E−i,−i +Eii),
lim
ν0→0
K(u)|ν1=ν0 = limν0→∞K(u)|ν1=ν0 = h1(u)(u
2E−n,−n + En,n) +
∑
i<n
(E−i,−i + Eii),
lim
ν0→0
K(u)|ν1=−ν−10 = limν0→∞K(u)|ν1=−ν−10 = h2(u)(E−n,−n + u
−2En,n) +
∑
i<n
(E−i,−i + Eii).
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9.7.2. Family C.1 with Insf = {j} with 2 ≤ j ≤ n − 2. Weak Satake diagrams in this family are
parametrized by ℓ = j − 1 and r = j + 1 with j ∈ {2, . . . , n − 2}. Hence X = X1 ∪ X2 with
X1 = {0, . . . , ℓ− 1} and X2 = {r+1, . . . , n}. The QP algebra is generated by xi, yi, ki with i ∈ X
and elements bj whose reduced expressions are
bℓ+1 = yℓ+1 − cℓ+1xℓ+1k−1ℓ+1 − sℓ+1k−1ℓ+1,
bℓ = yℓ − cℓTwX1 (xℓ)k
−1
ℓ , bℓ+2 = yℓ+2 − cℓ+2TwX2 (xℓ+2)k
−1
ℓ+2,
with cℓ, cℓ+1, cℓ+2, sℓ+1 independent. Upon setting the parameters cj in the same way as in the
general case given in Section 9.4.1 and sℓ+1 as
cℓ =
{
q−2η−2ω41
(−q)ℓη−1ω2ℓ+1
if ℓ = 0,
if ℓ > 0,
cℓ+1 = q
−1ω−2ℓ+1ω
2
ℓ+2,
cℓ+2 =
{
(−q)ℓ¯−1ω−2ℓ+2
q−2ω−4n
if ℓ+ 2 < n,
if ℓ+ 2 = n,
sℓ+1 =
ν + ν−1
q − q−1 ω
−1
ℓ+1ωℓ+2,
and repeating the same steps as before we obtain the following result.
Result 9.25. When 1 ≤ ℓ ≤ n− 3, r = ℓ+ 2 the bare K-matrix of type C.1 is
(9.37) K(u) = Id +
u− u−1
k1(u)
(
M˜1(u) +
k2(u)M˜2(u) + (ν + ν
−1)M˜3(u)
k2(−ν−2u)k2(−ν2u)
)
with λ = qr¯, µ = q−ℓ−1 as in Result 9.14 and
M˜1(u) =
∑
ℓ¯−1≤i≤n
(
λµuE−i,−i + Eii
)
,
M˜2(u) = −λE2−ℓ¯,2−ℓ¯ + λ−1Eℓ¯−2,ℓ¯−2 + E2−ℓ¯,ℓ¯−2 − Eℓ¯−2,2−ℓ¯
− µuE1−ℓ¯,1−ℓ¯ + (µu)−1Eℓ¯−1,ℓ¯−1 + E1−ℓ¯,ℓ¯−1 − Eℓ¯−1,1−ℓ¯ ,
M˜3(u) = −E1−ℓ¯,2−ℓ¯ + E2−ℓ¯,1−ℓ¯ + λ−1(E1−ℓ¯,ℓ¯−2 + Eℓ¯−2,1−ℓ¯)
− (µu)−1(E2−ℓ¯,ℓ¯−1 + Eℓ¯−1,2−ℓ¯ + λ−1(Eℓ¯−2,ℓ¯−1 − Eℓ¯−1,ℓ¯−2)).
This K-matrix has four non-zero entries in the rows and columns labelled ±(ℓ¯− 1) and ±(ℓ¯− 2).
For ν2 = −1 it specializes to the one in Result 9.14 with 1 ≤ ℓ < n−2 and r = ℓ+2. This K-matrix
has the following properties.
Eigendecomposition:
V = Id + (ν + ν−1)E2−ℓ¯,1−ℓ¯ − ν
(
Eℓ¯−1,ℓ¯−2 +Eℓ¯−2,ℓ¯−1
)
+ λ
(−ν2E1−ℓ¯,ℓ¯−1 + E2−ℓ¯,ℓ¯−2 + Eℓ¯−2,2−ℓ¯ + Eℓ¯−1,1−ℓ¯ + ν−1E1−ℓ¯,ℓ¯−2 − νE2−ℓ¯,ℓ¯−1),
D(u) =
∑
1−ℓ¯≤i<ℓ¯−2
Eii + p1(u)
(
k2(−ν2u−1)
k2(−ν2u) Eℓ¯−2,ℓ¯−2 +
k2(−ν−2u−1)
k2(−ν−2u) Eℓ¯−1,ℓ¯−1 +
∑
ℓ¯≤i≤n
(u2E−i,−i + Eii)
)
.
Rotations: Kπ(u) = −uK(u) if ℓ = n2 − 1.
Reductions: For ν2 = (λ/µ)±1 it has deff = 3 and is singly regular, K(−1) 6= Id.
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Diagonal cases: lim
ν→0
K(u) = lim
ν→∞K(u) = p1(u)
∑
i≥ℓ¯−1
(u2E−i,−i + Eii) +
∑
|i|<ℓ¯−1
Eii.
9.7.3. Family BD.1 with Insf = {j} with αj long. Satake diagrams in this family are parametrized
by ℓ and r satisfying 1 ≤ ℓ < ⌈N/2⌉ − 2 and r = ℓ + 2, so that j = ℓ + 1. Hence X = X1 ∪ X2
with X1 = {0, . . . , ℓ − 1} if ℓ > 1 or X1 = ∅ if ℓ = 1, and X2 = {r + 1, . . . , n}. When ℓ = 1, the
QP algebra is generated by xi, yi, ki with i ∈ X, (k0k−11 )±1 and the elements bj whose reduced
expressions are
b2 = y2 − c2x2k−12 − s2k−12 ,
bj = yj − c1x1−j k−1j for j ∈ {0, 1}, b3 = y3 − c3TwX2 (x3)k−13 .
When 1 < ℓ < ⌈N/2⌉ − 1, the QP algebra is generated by xi, yi, ki with i ∈ X and
bℓ+1 = yℓ+1 − cℓ+1xℓ+1k−1ℓ+1 − sℓ+1k−1ℓ+1,
bℓ = yℓ − cℓTwX1 (xℓ)k−1ℓ , bℓ+2 = yℓ+2 − cℓ+2TwX2 (xℓ+2)k−1ℓ+2.
Upon setting the parameters cj in the same way as in the generic case, cf. Section 9.6.2,
cℓ = (−q)ℓ−1η−1ω2ℓ+1, cℓ+1 = q−1ω−2ℓ+1ω2ℓ+2, cℓ+2 = (−q)ℓ¯−3ω−2ℓ+2,
and sℓ+1 =
ν+ν−1
q−q−1 ωℓ+2ω
−1
ℓ+1, and repeating the same steps as before we obtain the following result.
Result 9.26. When 1 ≤ ℓ ≤ n−2, r = ℓ+2 the bare K-matrix of type BD.1 is given by the formula
(9.37) only with λ = qN/2−ℓ−2, µ = q−ℓ as in Result 9.22 and
M˜1(u) =
∑
ℓ¯−1≤i≤n
(λµuE−i,−i + Eii),
M˜2(u) = λE2−ℓ¯,2−ℓ¯ + λ
−1Eℓ¯−2,ℓ¯−2 + E2−ℓ¯,ℓ¯−2 + Eℓ¯−2,2−ℓ¯+
− µuE1−ℓ¯,1−ℓ¯ − (µu)−1Eℓ¯−1,ℓ¯−1 + E1−ℓ¯,ℓ¯−1 + Eℓ¯−1,1−ℓ¯,
M˜3(u) = E1−ℓ¯,2−ℓ¯ − E2−ℓ¯,1−ℓ¯ + λ−1(E1−ℓ¯,ℓ¯−2 − Eℓ¯−2,1−ℓ¯)+
+ (µu)−1
(
E2−ℓ¯,ℓ¯−1 − Eℓ¯−1,2−ℓ¯ + λ−1(Eℓ¯−2,ℓ¯−1 − Eℓ¯−1,ℓ¯−2)
)
.
This K-matrix is very similar to that in Result 9.25. For ν2 = −1 it specializes to the one in
Result 9.22 with 1 ≤ ℓ < ⌈N/2⌉ − 2 and r = ℓ+ 2. We list below only those properties that differ
from the ones above.
Eigendecomposition: D(u) is the same as for the non-quasistandard C.1 case, but V is given by
V = Id + λ
(−ν2E1−ℓ¯,ℓ¯−1 + E2−ℓ¯,ℓ¯−2 − Eℓ¯−2,2−ℓ¯ − Eℓ¯−1,1−ℓ¯ + ν−1E1−ℓ¯,ℓ¯−2 − νE2−ℓ¯,ℓ¯−1)
+ (ν + ν−1)E2−ℓ¯,1−ℓ¯ − ν
(
Eℓ¯−1,ℓ¯−2 + Eℓ¯−2,ℓ¯−1
)
.
Rotations: There are additional rotations Kφ1(u) = K(u) and Kφ2(u) = K(u) if N and even.
Reductions: The singly regular K-matrix has K(−1) 6= Id instead.
9.7.4. Family B.1 with Insf = {j} with αj short. Satake diagrams in this family are parametrized
by (ℓ, r) = (n−1, n) with N odd. We have j = ℓ+ 1 and X = {0, 1, . . . , n− 2}. The QP algebra is
generated by xi, yi, ki with i ∈ X and
bn−1 = yn−1 − cn−1TwX1 (xn−1)k−1n−1, bn = yn − cnxnk−1n − snk−1n .
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Upon setting cn−1, cn, sn as
cn−1 = −(−q)n−2η−1ω2n, cn = −ω−2n , sn = q1/4
ν − ν−1
q1/2 − q−1/2 ω
−1
n ,
where ν ∈ K× (for cn−1 and cn this is the same as in Section 9.6.2), and proceeding in the same
way as before we obtain the following result.
Result 9.27. When (ℓ, r) = (n− 1, n) the bare K-matrix of type B.1 is
K(u) = Id +
u− u−1
k1(u)
(
M˜1(u) +
k1(u
−1)2M˜2(u) + q1/4(ν − ν−1)[2]1/2q1/2M˜3(u)
k1(ν2u−1)k1(ν−2u−1)k2(u)
)
(9.38)
with λ = q1/2, µ = q1−n as in Result 9.22 and
M˜1(u) =
∑
1≤i≤n
(λµuE−i,−i + Eii),
M˜2(u) = −µuE−1,−1 − (µu)−1E11 + E−1,1 + E1,−1,
M˜3(u) = k1(u
−1)
(
u−1(E01 +E10)− µ(E−1,0 + E0,−1)
)− q1/4(ν − ν−1)[2]1/2
q1/2
µu−1E00.
This K-matrix has three nonzero entries in the rows and columns labelled −1, 0 and 1. (Note
the appearance of the factor [2]
1/2
q1/2
, cf. (4.7).) For ν2 = 1 (so that sn = 0) it specializes to the one
in Result 9.22 with N odd and (ℓ, r) = (n− 1, n). This K-matrix has the following properties.
Eigendecomposition:
V = Id + λ
(
E−1,1 − ν2E1,−1
+ q−1/4[2]−1/2
q1/2
(
µ
(
(ν − ν−1)E01 + [2]q1/2νE0,−1
)
+ µ−1
(
ν−1E10 − λ−1νE−1,0
)))
,
D(u) = p1(u)
(
k1(ν−2u)
k1(ν−2u−1)
E−1,−1 +
k1(ν2u)
k1(ν2u−1)
E00 + p2(u)E11 +
∑
ℓ¯≤i≤n
(
u2E−i,−i + Eii
))
.
Rotations: Kφ1(u) = K(u).
Diagonal cases: lim
ν→0
K(u) = lim
ν→∞K(u) = p1(u)
(
p2(u)E00+
n∑
i=1
(u2E−i,−i+Eii)
)
.
9.8. Special low-rank cases. Here we highlight some peculiarities that occur when the underlying
Lie algebra is of low rank. In Appendix B we have listed all isomorphisms of (ΣA-classes of) affine
Satake diagrams of low rank (n ≤ 4). When two affine Kac-Moody algebras are isomorphic,
necessarily the rank n is the same for both. However the value for N (the dimension of the vector
representation) can be different. In particular, N = 2 for A
(1)
1 and C
(1)
1 but N = 3 for B
(1)
1 .
Similarly, N = 4 for C
(1)
2 but N = 5 for B
(1)
2 . Finally, N = 4 for A
(1)
3 but N = 6 for D
(1)
3 . For
simplicity, here we will focus on the cases when vector spaces have the same dimensions.
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9.8.1. Untwisted cases of A
(1)
1 and C
(1)
1 . The solutions of the untwisted RE (6.1) involving Bax-
ter’s R-matrix (5.28) are given by the low-rank cases of the formulas for K-matrices of type A.3 in
Result 9.12, type C.1 in Result 9.14, type C.4 in Result 9.18 and type C.2 in Result 9.20, upon a
suitable choices of the classification parameters and relabelling of the basis vectors. Note that these
K-matrices are independent of q, thus the substitution q → q1/2 required to identify R-matrices of
types A
(1)
1 and C
(1)
1 does not affect the K-matrices. Here we review these K-matrices starting with
the most simple case and working our way up to the K-matrix of the most general form.(
A
(1)
1
)ψ
0,1
∼= (C(1)1 )id0,alt,1 0 1
The Satake diagram is (X, τ) = ({1}, id). The bare K-matrix in this case is simply
(9.39) K(u) = Id.
By rotating with ρ = (01) we obtain (Xρ, τρ) = ({0}, id) and the K-matrix becomes
K(01)(u) = Z(01)( ηu)
−1K(u)Z(01)(ηu) = u2E11 + E22.(
A
(1)
1
)ψ′
0,0
∼= (C(1)1 )π0 0 1
The Satake diagram is now (X, τ) = (∅, (01)). The bare K-matrix has a free parameter ξ ∈ K×:
(9.40) K(u) = E11 +
ξ − u−1
ξ − u E22.
This K-matrix was one of several found by Cherednik in [Ch1] and featured in Sklyanin’s adaptation
of the algebraic Bethe ansatz to quantum integrable systems with boundaries [Sk].(
A
(1)
1
)ψ
0,0
∼= (C(1)1 )id0,0 0 1
The Satake diagram is (X, τ) = (∅, id). The bare K-matrix has two free parameters:
(9.41) K(u) =
(µ− µ−1)Id + (λ− λ−1)(uE11 + u−1E22) + (u− u−1)(E12 + E21)
(λµ− u)(λ−1 + (µu)−1) .
This K-matrix was first obtained in [dVGR].
Remark 9.28. Specialize q to be a nonzero complex number which is not a root of unity and consider
the reflection equation (6.1) with the A
(1)
1 -type R-matrix. Then it can be checked directly thatK(u)
given by (9.40) is the most general meromorphic diagonal solution. Here we have ignored the limit
cases ξ → 0, ξ →∞, which up to a scalar yield the two solutions Id and u2E11 +E22 above. Also,
K(u) given by (9.41) is, upon dressing, the most general nondiagonal meromorphic solution.
9.8.2. Twisted cases of A
(1)
1 and C
(1)
1 . Solutions of the twisted RE (6.2) can be obtained from the
ones above using Proposition 6.9 as follows.
From
(
A
(1)
1
)ψ
0,1
to
(
A
(1)
1
)id
alt
:
The K-matrix K(u) = Id (cf. (9.39)) corresponds to K˜(u) = C, which is indeed what formula
(9.19) yields in the case n = 1.
From
(
A
(1)
1
)ψ′
0,0
to
(
A
(1)
1
)ρ
:
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The diagonal K-matrix (9.40) corresponds the twisted K-matrix
(9.42) K˜(u) = CK(qu) ∝ (u−1 + qξ)E12 − (qu+ ξ)E21,
which has one more free parameter compared to the K-matrix in (9.23). This owes to the fact that
the set Idiff is empty in the case when n = 1, so that an additional parameter plays a role in the
intertwining equation. By setting ξ = −1 in (9.42) one recovers (a scalar multiple of) the matrix
K(u) = uE21 + E12, the low-rank limit of the formula (9.23).
From
(
A
(1)
1
)ψ
0,0
to
(
A
(1)
1
)id
0
:
The nondiagonal bare K-matrix discussed above leads to the following solution of the twisted RE:
(9.43)
K˜(u) = CK(qu)
∝ (qu− (qu)−1)(q1/2E11 − q−1/2E22)
− (q1/2(µ−1 − µ) + q−1/2(λ−1 − λ)u−1)E12
+ (q−1/2(µ−1 − µ) + q1/2(λ−1 − λ)u)E21.
Upon dressing, this K-matrix has three free parameters. However, the n = 1 analogue of the K-
matrix of type A.1 found in Section 9.2.1, namely ω21E11 + ω
2
2E22, only has one (upon multiplying
the K-matrix by a scalar). It can be obtained from (9.43) by setting λ2 = µ2 = 1 and left- and
right-multiplying by the appropriate G(ω1, ω2), cf. (7.19).
In Appendix D we will discuss the q-Onsager K-matrix for A
(1)
n>1; the one above can be viewed as
a special case of the q-Onsager case provided we take into account the following subtlety. Uniquely
for n = 1 among the A.1 family, Insf = I and hence the generators b0, b1 have four independent
parameters c0, c1, s0, s1 that enter the intertwining relation (in the q-Onsager case for n > 1
a relation is imposed between cj and sj for j ∈ I). This exceptional status for n = 1 where
a01 = a10 = −2 is accounted for in the description by Baseilhac and Belliard, see [BsBe1, Prop. 2.1].
In terms of dressing parameters ω1, ω2, additional free parameters λ, µ and the scaling parameter
η set
c0 = −qη−2ω−21 ω22, c1 = −q−1ω21ω−22 , s0 = q
µ− µ−1
q − q−1 η
−1ω−11 ω2, s1 =
λ− λ−1
q − q−1 ω1ω
−1
2 .
Solving the boundary intertwining equation we find, up to dressing by G(ω1, ω2) and multiplication
by a scalar, the K-matrix given by (9.43).
9.8.3. Exceptional cases of D
(1)
4 . Let (I,A) be of type D
(1)
4 . There are three ΣA-equivalence classes
of Satake diagrams of type D.3. We consider their representatives (X, τ) with τ = (14) and
X = ∅, X = {1, 2, 4} or X = {0, 3}, which are Aut(A)-equivalent to the Satake diagrams (∅, (34)),
({2, 3, 4}, (34)) and ({0, 1}, (34)) respectively (see Table 23 in Appendix B), which were studied in
Sections 9.4-9.6. However as they are not ΣA-equivalent, these exceptional Satake diagrams need
to be considered separately.
In particular, we need to solve the boundary intertwining equation (6.6) for the exceptional QSP
algebras Bc,s whose details are listed in Table 15. By doing so in each case we find that the only
solution of (6.6) is the trivial solution, K(u) = 0. For example, in the case with X = {0, 3} this can
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Table 15. Exceptional QSP algebras for D
(1)
4
Name Diagram Generators
(D
(1)
4 )
(14)
∅
0
1
2
4
3
(k1k
−1
4 )
±1,
bj = yj − cj xj k−1j for j ∈ {0, 2, 3},
bj = yj − cj x5−jk−1j for j ∈ {1, 4},
with c0, c1, c2, c3, c4 ∈ K× such that c1 = c4.
(D
(1)
4 )
(14)
{1,2,4}
0
1
2
4
3 xi, yi, ki for i ∈ {1, 2, 4},
bj = yj − cj T2T1T4T2(xj)k−1j for j ∈ {0, 3}, with c0, c3 ∈ K×.
(D
(1)
4 )
(14)
{0,3}
0
1
2
4
3
(k1k
−1
4 )
±1 and xi, y1, ki for i ∈ {0, 3},
b2 = y2 − c2T0T3(x2)k−12 ,
bj = yj−cj x5−j k−1j for j ∈ {1, 4}, with c1, c2, c4 ∈ K× such that c1 = c4.
be established as follows. First, note that the representation Tu of generators of Uq(hˆ) is given by
Tu(k1k
−1
4 ) =
∑
1≤i≤3
(q−1E−i,−i + qEii) + qE−4,−4 + q−1E44,
Tu(k0) = q
−1(E−4,−4 + E−3,−3) + q (E33 + E44) +
∑
1≤i≤2
(E−i,−i + Ei,i),
Tu(k3) = q
−1(E−1,−1 + E22) + q (E−2,−2 + E11) +
∑
3≤i≤4
(E−i,−i + Ei, i).
Then observe that for all i, j ∈ 〈4〉 with i 6= j the (i, i)- and (j, j)-entries are distinct for at least
one of three matrices above. Hence the relation K(u)Tηu(b) = Tη/u(b)K(u) for b ∈ {k1k−14 , k0, k3}
implies that K(u) is a diagonal matrix, say K(u) =
∑
i∈〈4〉 k
(i)(u)Eii with some k
(i)(u) ∈ K(u).
Next, the representation Tu of generators xj for j ∈ {0, 3} and bj for j ∈ {1, 2} is given by
Tu(x3) = E−2,−1 − E12, Tu(b1) = E−3,−4 − E43 + c1(E−1,2 −E−2,1),
Tu(x0) = u(E3,−4 − E4,−3), Tu(b2) = E−2,−3 − E32 + c2 q−1u(E1,4 − E−1,4).
By a direct computation we see that K(u)Tηu(x2) = Tη/u(x2)K(u) implies that k
(±2)(u) =
k(±1)(u). Likewise, equality K(u)Tηu(b1) = Tη/u(b1)K(u) further implies that k(±4)(u) = k(±3)(u)
and k(1)(u) = k(−1)(u), and K(u)Tηu(x0) = Tη/u(x0)K(u) implies that k(−3)(u) = u2k(3)(u). It
remains to compute K(u)Tηu(b2) = Tη/u(b2)K(u), giving two more relations, k
(−1)(u) = k(3)(u)
and k(−1)(u) = u2k(3)(u), which are only true if k(−1)(u) = k(3)(u) = 0. Hence K(u) = 0.
Remark 9.29. It would be interesting to understand if the absence of nontrivial solutions to (6.6)
for the exceptional coideal subalgebras Bc,s described in Table 15 is an artefact of the vector
representation Tu or it is also true for other finite-dimensional representations of Uq(ŝo8) that
remain irreducible when restricted to Bc,s. 
10. Outlook and applications
In this section we apply the results obtained to related topics in mathematical physics and
representation theory.
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10.1. Quantum integrable systems with boundaries. We briefly review some existing results
that place the right REs (6.1) and (6.2) and counterparts of them for the left boundary in the
context of quantum integrable systems using the example of a quantum Heisenberg spin chain of
length k ∈ Z>0 (see e.g. [Ba2]). Such a system describes particles labelled by 1, 2, . . . , k, each with
N ∈ Z>0 internal degrees of freedom called “spin” (e.g. magnets), which are arranged on a line.
Since it is a quantum-mechanical system, the space of states is a vector space, namely (CN )⊗k.
The particles are assumed to obey nearest-neighbour interactions only. Such interactions can be
encoded in a solution of the quantum Yang-Baxter equation (5.17), i.e. an R-matrix. If particles
1 and k are not considered to be neighbours the chain is called open. In particular, the spin chain
may be thought of as being between two boundaries in which case the particle-boundary interaction
is related to a choice of solution of an appropriate reflection equation, i.e. a K-matrix. The inte-
grability of such a system can be characterized using different frameworks. We will consider here
the quantum Knizhnik-Zamolodchikov (qKZ) equations, the transfer matrix and the Hamiltonian.
The integrability in each formalism always follows from just the Yang-Baxter and appropriate re-
flection equations; the relations between the different formalisms require unitarity and regularity
conditions on the R- and K-matrices. Therefore it applies to all K-matrices classified in this paper
except possibly where the regularity property K(±1) = Id is needed. One may distinguish between
boundary conditions given by untwisted and twisted K-matrices; we will first treat the untwisted
case in detail and briefly review the twisted case in Section 10.1.2.
To simplify the presentation the indeterminate q is specialized to a nonzero complex number
which is not a root of unity. Furthermore we assume that we are given matrices R(u), K+(u),
K−(u), meromorphically depending on u such that R(u) ∈ End(CN ⊗ CN ) satisfies the Yang-
Baxter equation (5.17), K+(u) ∈ End(CN ) satisfies the right reflection equation (6.1) and K−(u) ∈
End(CN ) satisfies the left reflection equation:
(10.1) R(uv )K
−
1 (u)R21(uv)K
−
2 (v) = K
−
2 (v)R(uv)K
−
1 (u)R21(
u
v ).
Using the fact that image of a right coideal subalgebra under the antipode (or its inverse) is a left
coideal subalgebra, the entire construction of solutions of (6.1) followed in this paper in terms of
right coideal subalgebras can be modified to left coideal subalgebras in order to produce solutions of
(10.1). However, it can be checked that if K+(u) is a solution of (6.1), then K−(u) = C−1K+(u)tC
is a solution of (10.1) (and all solutions of (10.1) arise in this way). Thus, assuming R(u) is one
of the R-matrices discussed in Section 5.2, Section 9 provides a pool of solutions of both (6.1) and
(10.1). Although the two given K-matrices K+(u), K−(u) are necessarily associated to coideal
subalgebras of the same affine quantum group, these two coideal subalgebras do not need to be
related to each other in any further way (in particular the underling generalized Satake diagrams
do not need to be the same).
10.1.1. qKZ equations. The qKZ equations are noteworthy difference equations appearing in a wide
range of contexts in mathematical physics, representation theory and beyond; in their original form
they are defined in terms of R-matrices only [DFZJ1, EFK, FrRt, JiMi, Sm, TaVa]. Cherednik [Ch2,
Ch3] studied generalizations of these equations defined in terms of an R-matrix datum associated
to an arbitrary affine root system; taking this to be of type A one recovers the aforementioned
equations. If instead we choose the type to be B, C or D, we obtain the boundary qKZ equations.
More precisely, for p ∈ Ck, the qKZ equations are the (multiplicative) difference equations for
meromorphic functions f : Ck → (CN )⊗k defined by
(10.2) f(z1, . . . , pzr, . . . , zk) = Ar(z; p)f(z) for 1 ≤ r ≤ k.
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Here the transport matrices Ar(z; p) are particular elements of End((CN )⊗k), depending meromor-
phically on z and p1/2 and satisfying the condition
(10.3) Ar(z1, . . . , pzs, . . . , zk; p)As(z; p) = As(z1, . . . , pzr, . . . , zk; p)Ar(z; p) for 1 ≤ r, s ≤ k;
consequently the system (10.2) is consistent (and thus defines a “discrete connection”). For the
qKZ transport matrices at p = 1, also called scattering matrices, (10.3) turns into an ordinary
integrability (i.e. commutativity) statement. The qKZ equations can then be seen as p-deformations
of ordinary eigenvector equations of the scattering matrices (with eigenvalue 1).
Specifically, for the boundary qKZ equations, we have
(10.4)
Ar(z; p) = Rr,r−1( pzrzr−1 ) · · ·Rr1(
pzr
z1
)K−r (p
1/2zr)R1r(z1zr) · · ·Rr−1,r(zr−1zr)
×Rr+1,r(zrzr+1) · · ·Rkr(zrzk)K+r (zr)Rkr(zkzr )−1 · · ·Rr+1,r(
zr+1
zr
)−1.
In this case the consistency condition (10.3) is a consequence of (5.17), (6.1) and (10.1).
Solutions of the boundary qKZ equations in special cases exist in various forms. They are
best understood for representations of Uq(ŝl2). Correlation functions of Uq(ŝl2)-vertex operators
with respect to so-called boundary states were obtained in [JKKKM, JKKMW]. In other types
of solutions the importance of the representation theory of affine Hecke algebras of type B, C
or D comes to the fore. For example, Laurent polynomial solutions in terms of nonsymmetric
Macdonald-Koornwinder polynomials were found in [StVl]; when p is a specific rational power of q,
polynomials solutions involve connections with combinatorics, see [DFZJ2] and references therein.
Finally, if the underlying QSP algebra is of type
(
A
(1)
1
)ψ′
0,0
∼= (C(1)1 )π0 , solutions in the form of Jackson
integrals (bilateral series) and integrals have been obtained [RSV1, RSV2, RSV3]; these solutions
are in terms of boundary Bethe vectors as introduced by Sklyanin [Sk] and thus K-matrices and
R-matrices themselves.
The formalism of commuting transfer matrices originates in the work of Baxter [Ba2] on two-
dimensional vertex models of statistical mechanics. Of particular relevance is his result that the
transfer matrix of a two-dimensional vertex model is simply related to the Hamiltonian of a quantum
spin chain [Ba1]. In the 1970s and 1980s the concept of commuting transfer matrices was developed
further by the St. Petersburg school [Fa, KuSk1]. This directly led to the RTT formulation of
quantum groups [FRT]. Commuting transfer matrices for reflecting systems can be constructed
from solutions of the Yang-Baxter equation and appropriate reflection equations, following the
ideas and conventions used in [Sk, MeNe1].
To formalize this, it is convenient to consider the larger vector space CN ⊗ (CN )⊗k where the
solitary tensor factor, called auxiliary space, is labelled 0; for any M ∈ End(CN ⊗ (CN )⊗k) denote
by Tr0M ∈ End((CN )⊗k) the relative trace with respect to the auxiliary space. Define Kd(u) ∈
End(CN ) meromorphically depending on u by means of
(10.5) K−1 (u) = Tr0K
d
0 (u)P01R01(u
2) or, equivalently, Kd1 (u) = Tr0K
−
0 (u)P01R˜01(u
2).
As a consequence of (5.17), (10.5) provides a one-to-one correspondence between meromorphic
solutions of the left RE (10.1) and meromorphic solutions of the dual reflection equation (also see
[Sk, MeNe1, Vl] and [WYCS, Sec. 1.2]):
(10.6) R12(u/v)
−1Kd1 (u)R˜21(uv)K
d
2 (v) = K
d
2 (v)R˜12(uv)K
d
1 (u)R21(u/v)
−1,
where R˜(u) := ((R(u)t1)−1)t1 . We have assumed here that R(u)t1 is generically invertible, which is
the case for the R-matrices considered in this paper.
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The (inhomogeneous) boundary transfer matrix is the operator T (u; z1, . . . , zk) ∈ End((CN )⊗k),
depending meromorphically on u and z and defined by
(10.7) T (u;z) := Tr0Kd0 (u)R10(uz1) · · ·Rk0(uzk)K+0 (u)R0k( uzk ) · · ·R01(
u
z1
).
We have
(10.8) [T (u;z),T (v;z)] = 0
as a consequence of (5.17), (10.1) and (10.6).
Owing to (5.18) certain transfer matrices interpolants are equal to the scattering matrices:
(10.9) T (zr;z) = Ar(z; 1), T (z−1r ;z) = Ar(z; 1)−1 for 1 ≤ r ≤ k.
For the second relation of (10.9) we also need the unitarity of the left and right K-matrices, viz.
K±(u)−1 = K±(u−1). Then, under suitable conditions on the R-matrix datum, see e.g. [Vl, Sec.
4.2], the commutativity of the T (u;z) can be derived from the commutativity of the Ar(z; 1).
Sklyanin related the boundary transfer matrices in the homogeneous case (z1 = . . . = zk = 1) to
quantum Hamiltonians for spin chains in the case that R(u) and K+(u) have a suitable regularity
condition at u = 1, provided the R-matrix satisfies additional symmetries [Sk, Prop. 4]. Similar
expressions for these Hamiltonians can be found in [MeNe1, Eqn. (25-26)] and, in the Uq(ŝl2)-case
with various choices for the K-matrices, [BsBe2, BsKz2, JKKKM, JKKMW, StVl]. We will now
generalize this to a larger class of R-matrices and associated K-matrices. For any meromorphic
matrix-valued function X we denote X ′(u) = dduX(u) and define the Hamiltonian for the open
chain of length k as
(10.10) H := (K−1 )′(1) + 2
k−1∑
s=1
Rˆ′s,s+1(1) + (K
+
k )
′(1).
Following [Sk, Rmk. 3] we note that K+ and K− appear in a symmetric fashion in (10.10).
Proposition 10.1. Suppose we have a meromorphic End(CN ⊗ CN )-valued function R satisfying
(5.18-5.19) and meromorphic End(CN )-valued functions K± satisfying K±(1) = Id. Defining Ar,
T and H according to (10.4), (10.7) and (10.10), respectively. We have
(10.11) H = T ′(1;1) = ∂Ar(z; 1)
∂zr
|z=1 for 1 ≤ r ≤ k.
Proof. From the first relation in (10.5) we obtain
(10.12) Id = TrKd(1), (K−1 )
′(1) = Tr0(Kd0 )
′(1) + 2Tr0Kd0 (1)Rˆ
′
01(1)
where Rˆ(u) := PR(u). We may express the homogenized transfer matrix as
T (u;1) = Tr0Kd0 (u)Rˆ01(u)Rˆ12(u) · · · Rˆk−1,k(u)K+k (u)Rˆk−1,k(u) · · · Rˆ12(u)Rˆ01(u).
Thus, by a straightforward calculation,
T ′(1;1) = Tr0(Kd0 )′(1) + 2
k−1∑
s=0
Tr0K
d
0 (1)Rˆ
′
s,s+1(1) + Tr0K
d
0 (1)(K
−
k )
′(1).
Using (10.12) we obtain T ′(1;1) = H. To obtain the identity ∂∂zrAr(z; 1)|z=1 = H, note that it is
straightforward to establish that ∂∂zrAr(z; 1)|z=1 = T ′(1;1) by differentiating the first identity in
(10.9) with respect to zr and using that T (1;z) = Id⊗k for generic values of z. 
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Remark 10.2.
(i) Equation (10.8) and Proposition 10.1 yield [H,T (u;1)] = 0, relating diagonalization problems
of the Hamiltonian to simultaneous diagonalization problems of the transfer matrices. Higher-
order Hamiltonians can be defined through linear combinations of higher-order derivatives of
the homogenized transfer matrix T (u;1) at u = 1.
(ii) Proposition 10.1 is applicable to all singly or doubly regular K-matrices discussed in this
paper. In the case when K(−1) = Id 6= K(1) one should redefine K±(u) as K±(−u). 
It turns out that there exist natural rotation and dressing transformation formulas for the qKZ
transport matrices, transfer matrices and Hamiltonians defined above, provided the transformations
at the level of the K-matrices are chosen in a compatible way at the two boundaries. More precisely,
fix η ∈ K×. According to Lemma 6.2 (iii), the assignment
(10.13) K+,Z(u) := Z(η/u)−1K+(u)Z(ηu)
maps solutions of the right RE (6.1) to itself. Here Z(u) is a solution of (6.4), e.g. a rotation
matrix Zσ(u) with σ ∈ ΣA or a dressing matrix G(ω) with ω as in Definition 7.14. Fix another
parameter ζ ∈ K×. Similarly, the assignments
(10.14) K−,Z(u) := Z(ζu)−1K−(u)Z(ζ/u) and Kd,Z(u) := Z(ζu)−1Kd(u)Z(ζ/u)
permute the solutions of the left RE (10.1) and those of the dual RE (10.6), respectively.
It follows from repeated application of (6.4) that
AZr (z; p) := Ar(z; p)|K±(u)7→K±,Z(u),ζ→p1/2η =
(∏
s 6=r
Zs(ηzs)
)−1
Zr(ηpzr)
−1Ar(z; p)
∏
s
Zs(ηzs),
T Z(u;z) := T (u;z)|K±(u)7→K±,Z(u),ζ→η =
(∏
s
Zs(ηzs)
)−1T (u;z)∏
s
Zs(ηzs),
HZ := H|K±(u)7→K±,Z(u),ζ→η =
(∏
s
Zs(η)
)−1H∏
s
Zs(η).
Note that these Z-transformed objects satisfy the same consistency and compatibility conditions
as before, e.g.
AZr (z1, . . . , pzs, . . . , zk; p)AZs (z; p) = AZs (z1, . . . , pzr, . . . , zk; p)AZr (z; p) for 1 ≤ r, s ≤ k.
We end this discussion with a comment about the diagonalizability of Ar(z; p) and T (u;z). Note
that T (a) := Tu(a) are independent of u for all a ∈ Uq(h) and the R-matrices considered in this
paper satisfy
(10.15) [Rˆ(u/v), (T ⊗T )(∆(a))] = 0 for all a ∈ Uq(h).
This is essentially a generalization of the ice rule (see [Ba2]) enjoyed by the matrix R(u) given by
(5.28) associated to Uq(ŝl2). Suppose K
+(u) is not diagonal (e.g. |I∗| 6= 1). Then K+(u) and T (a)
do not commute for all a ∈ Uq(h). Hence operators such as Ar(z; p),T (u;z) ∈ End((CN )⊗k) do
not commute with T ⊗k(∆(k)(a)) for all a ∈ Uq(h), where we have recursively defined
∆(k) = (∆ ⊗ id⊗(k−2))∆(k−1) : Uq(g)→ Uq(g)⊗k for k ∈ Z>1, ∆(1) = id.
Furthermore, the diagonalization (9.9) of K+(u) does not help, because as far as the authors are
aware the equation
R(v)W1(u)V2 = W˜1(u)V2R(v)
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is not solvable for invertibleW (u), W˜ (u) ∈ End(KN ) unless V =W (u) = W˜ (u). It may be possible
to diagonalize Ar(z; p) and T (u;z) by using R-matrices with a dynamical parameter, see [FK] for
the case of Uq(ŝl2). One may expect that K-matrices which are generalized cross matrices (i.e. those
corresponding to quasistandard QP algebras) are most likely to be amenable to (generalizations
of) this technique.
10.1.2. Integrability in the twisted case. Here we briefly outline the analogues of the above con-
structions and statements in the twisted case. For more detail on quantum integrable systems
with twisted boundary conditions see e.g. [BCDR, BCR, Gb]. Notably, in [AACDFR2, Do1] trans-
fer matrices and Hamiltonians are constructed for such systems; here we use a different approach
although the underlying reflection equations are essentially the same. Assume we have a meromor-
phic solution K˜+(u) of the right twisted RE (6.3) and a meromorphic solution K˜−(u) of the left
twisted reflection equation
(10.16) R(uv )K˜
−
1 (u)(R21(uv)
−1)t1K˜−2 (v) = K˜
−
2 (v)(R(uv)
−1)t2K˜−1 (u)R21(
u
v )
t.
We remark that (6.3) describes particle-to-antiparticle scattering and (10.16) describes antiparticle-
to-particle scattering, so that composition of these two K-matrices corresponds to particle-to-
particle scattering. Note that (10.16) is equivalent to (6.3) by PT-symmetry (5.21). Similar to
the untwisted case, solutions of (10.16) can be bijectively related to solutions of (6.3): if K˜+(u) is
a solution of (6.3), then K˜−(u) = C−1K˜+(u)t(C−1)t is a solution of (10.16).
The twisted boundary qKZ transport operator is given by
A˜r(z; p) = Rr,r−1( pzrzr−1 ) · · ·Rr1(
pzr
z1
)K˜−r (p
1/2zr)
(
R1r(z1zr)
−1)tr · · · (Rr−1,r(zr−1zr)−1)tr
× (Rr+1,r(zrzr+1)−1)tr · · · (Rkr(zrzk)−1)tr K˜+r (zr)Rkr(zkzr )−1 · · ·Rr+1,r(zr+1zr )−1.
and satisfies (10.3) as a consequence of (5.17), (6.3) and (10.16).
The analogon of the relation (10.5) in the twisted case is
K˜−1 (u) = Tr0K˜
d
0 (u)P01(R01(u
2)−1)t1 , K˜d1 (u) = Tr0K˜
−
0 (u)P01R01(u
2)t1 .
As follows from a proof along the lines of [Vl, App. B] and relying on (5.17), it provides a bijection
between solutions of the left twisted RE (10.16) and solutions of the dual twisted RE:
(10.17) R(uv )
−1K˜d1 (u)R21(uv)
t1K˜d2 (v) = K˜
d
2 (v)R(uv)
t2K˜d1 (u)(R21(
u
v )
−1)t.
The twisted boundary transfer matrix is given by
(10.18) T˜ (u;z) := Tr0K˜d0 (u)(R10(uz1)−1)t0 · · · (Rk0(uzk)−1)t0K˜+0 (u)R0k( uzk ) · · ·R01(
u
z1
).
and satisfies (10.8). We have the following relation between the twisted boundary transfer matrix
and the twisted boundary qKZ transport matrix:
T˜ (zr;z) = (scalar) · A˜r(z; 1) for 1 ≤ r ≤ k.
If gfin 6= slN>2 then owing to Lemma 6.1 and its analogon for the left K-matrices, viz. K˜−(u) =
K−(q˜u)C−1, we also have
T˜ (q˜−2z−1r ;z) = (scalar) · A˜r(z; 1)−1 for 1 ≤ r ≤ k.
For the same reason, for the Hamiltonian
H˜ := (K˜−1 )′(q˜−1) + 2
k−1∑
s=1
Rˆ′s,s+1(1) + (K˜
+
k )
′(q˜−1)
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we have the following version of Proposition 10.1:
H˜ := T˜ ′(q˜−1; q˜−11) = ∂A˜r(z; 1)
∂zr
|z=q˜−11 for 1 ≤ r ≤ k.
Whenever the twisted K-matrix cannot be specialized to C (for example owing to being a generalized
involution matrix, as in types A.124) it is not possible to relate the Hamiltonian in this way to the
transfer matrix and qKZ transport matrices.
Finally, the analogues of (10.13-10.14) in the twisted case are
(10.19)
K˜+,Z(u) := Z(η/u)tK˜+(u)Z(ηu),
K˜−,Z(u) := Z(ζu)−1K˜−(u)(Z(ζ/u)−1)t, K˜d,Z(u) := Z(ζ/u)−1K˜+(u)(Z(ζ/u)−1)t.
The transformation rules for the qKZ transport matrices, transfer matrices and Hamiltonian are
A˜Zr (z; p) := A˜r(z; p)|K˜±(u)7→K˜±,Z(u),ζ→p1/2η =
(∏
s 6=r
Zs(ηzs)
)−1
Zr(ηpzr)
−1A˜r(z; p)
∏
s
Zs(ηzs),
T˜ Z(u;z) := T˜ (u;z)|K˜±(u)7→K˜±,Z(u),ζ→η =
(∏
s
Zs(ηzs)
)−1
T˜ (u;z)
∏
s
Zs(ηzs),
H˜Z := H˜|K˜±(u)7→K˜±,Z(u),ζ→η =
(∏
s
Zs(η)
)−1
H˜
(∏
s
Zs(η)
)
.
10.2. R-matrix presentation of quantum loop algebras and coideal subalgebras. It is
well-known (see e.g. [DeMk, Sec. 2.3]) that K-matrices can be used to construct coideal subalgebras
of quantum loop algebras, the so-called twisted quantum loop algebras, using the RTT presentation
of quantum groups [FRT]. Motivated by the pioneering works of Cherednik [Ch1] and Sklyanin
[Sk], Olshanski [Ol] constructed twisted orthogonal and symplectic Yangians, denoted by Y +(N)
and Y −(N), respectively, that are coideal subalgebras of the Yangian Y (N) [Dr1, Dr2]. These
twisted Yangians are certain quantizations of the twisted current Lie algebra glN [x]
θ, where the
involution θ is such that θ(x) = −x and glθN = soN or glθN = spN , corresponding to the symmetric
pairs of type AI or AII, respectively.
In [MRS], Molev, Ragoucy and Sorba constructed their q-analogues, coideal subalgebras of
quantum loop algebras, called twisted orthogonal and twisted symplectic q-Yangians denoted by
Y twq (soN ) and Y
tw
q (spN ), respectively. It was shown by Kolb [Ko1, Thm. 11.7] that certain special-
izations of the q-Yangians Y twq (soN ) and Y
tw
q (spN ) are isomorphic to QSP algebras of types A.1
and A.2, respectively.
In [CGM], Chen, Guay and Ma constructed a family of twisted quantum loop algebras, denoted
by U rq (ĝlN ) and parametrized by 0 ≤ r ≤ ⌊N/2⌋, that correspond to the pairs of type AIII and
are q-analogues of reflection algebras B(N, r) introduced by Molev and Ragoucy in [MoRa]. Kolb
noted in [Ko1, Rmk. 11.8], that it is to be expected that these algebras are isomorphic to a certain
family of QSP algebras.
In this section we recall the RTT presentation of quantum loop algebras and briefly survey
the description of coideal subalgebras by summarizing and extending the constructions presented
in [CGM, DeMk, MRS]. We then make a connection with the results obtained in the previous
sections. In particular, we demonstrate how one obtains boundary intertwining equations studied
in Section 6.2 starting with the RTT presentation of coideal subalgebras and answer the question
raised in [Ko1, Rmk. 11.8].
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10.2.1. R-matrix presentation of quantum groups. Let R be the universal R-matrix of Uq(gext) and
let bext,± denote the standard Borel subalgebras of gext. Introduce L-operators by
(10.20) L+(u) = (Tu ⊗ id)(R), L−(u) = (Tu ⊗ id)(R−121 ).
Recall that the universal R-matrixR is an element in a completion of Uq(bext,+)⊗Uq(bext,−) [KhTo].
Thus the matrix elements L±ij(u) of L
±(u), where i, j ∈ 〈N〉, are formal series
L±ij(u) =
∑
r≥0
L±ij[r]u
±r ∈ Uq(bext,±)[[u±1]]
with coefficients satisfying L±ii [0]L
∓
ii [0] = 1 for all i and L
−
ij[0] = L
+
ji[0] = 0 for all i < j, which
follows from the fact that Tu(yi) and Tu(xi) for 1 ≤ i ≤ n are lower and upper triangular matrices,
respectively; see Section 4 (the elements L±ij[0] also satisfy additional symmetry relations that
depend on the choice of g, see [FRT, §2]). Introduce the elements L±1 (u) and L±2 (u) by
L±1 (u) =
∑
i,j∈〈N〉
Eij ⊗ I ⊗ L±ij(u), L±2 (u) =
∑
i,j∈〈N〉
I ⊗ Eij ⊗ L±ij(u).
Proposition 10.3. The L-operators satisfy the following commutation relations
R(uv )L
±
1 (u)L
±
2 (v) = L
±
2 (v)L
±
1 (u)R(
u
v ),(10.21)
R(uv )L
+
1 (u)L
−
2 (v) = L
−
2 (v)L
+
1 (u)R(
u
v ).(10.22)
Proof. This is a standard computation. We follow the arguments presented in the proof of Prop. 27
in [KlSg, Sec. 8.5.1]. Let σ : a ⊗ b 7→ b ⊗ a denote the flip operator. Applying Tu ⊗Tv ⊗ id
to both sides of R12R13R23 = R23R13R12 we obtain the relation with the ‘+’ sign in (10.21).
Next, applying id⊗Tu ⊗Tv to both sides of R23R−112 R−113 = R−113 R−112 R23 yields the relation
R23(
u
v )σ(L
−
2 (u))σ(L
−
3 (v)) = σ(L
−
3 (v))σ(L
−
2 (u))R23(
u
v ), which is equivalent to the one with the
‘−’ sign in (10.21). Lastly, applying Tu ⊗ id ⊗ Tv to both sides of R13R12R−123 = R−123 R12R13
we obtain the relation R13(
u
v )L
+
1 (u)σ(L
−
3 (v)) = σ(L
−
3 (v))L
+
1 (u)R13(
u
v ), which is equivalent to
(10.22). 
Relations (10.21-10.22) are conveniently called the RTT (or LLR) relations. The algebra gener-
ated by the coefficients L±ij [r] with r ≥ 0 is called the RTT (or R-matrix) presentation of Uq(g); we
will denote this algebra by URq (g). Note that U
R
q (g) is a quantum loop algebra. This is because
the universal R-matrix factorizes as R = R0R with quasi R-matrix R independent of the central
element kc and (Tu⊗ id)(R0) = (id⊗Tu)(R0) = I, see Section 3.3 and [FrRt, Sec. 4]. The subalge-
bra generated by the coefficients L±ij [0] is isomorphic to Uq(g
fin). (Isomorphisms between different
presentations of Uq(ĝlN ) and Uq(ŝlN ) are studied in [FrMn]. The RTT presentation of Uq(ŝoN ) and
Uq(ŝpN ) is studied in [GRW].)
The coalgebra structure on URq (g) is as follows. Recall that (∆ ⊗ id)(R) = R23R13 (5.31). Let
L¯±ij(u) denote the matrix elements of the inverses L
±(u)−1. Then the coproduct on the elements
L±ij(u) and L¯
±
ij(u) is given by
(10.23) ∆(L±ij(u)) =
∑
a∈〈N〉
L±ia(u)⊗ L±aj(u), ∆(L¯±ij(u)) =
∑
a∈〈N〉
L¯±aj(u)⊗ L¯±ia(u).
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10.2.2. R-matrix presentation of coideal subalgebras. We will focus on coideal subalgebras of Uq(g)
that are constructed via certain embeddings of the so-called S-operators of untwisted and twisted
type. In particular, we introduce untwisted and twisted S-operators by
(10.24) S(u) = L−( 1u)
−1K(u)L+(u), S˜(u) = L+( 1u)
t K˜(u)L−(u),
where K(u) and K˜(u) are solutions of the untwisted and twisted reflection equations, respectively
with matrix elements being rational functions in u over K, so that expanding in series at u = 0 we
have K(u) ∈ End(KN )[[u]] and at u =∞ we have K˜(u) ∈ End(KN )[[u−1]]. With these assumptions
S-operators are well-defined elements in URq (g)[[u]] and U
R
q (g)[[u
−1]], respectively.
Let S1(u), S2(u) and S˜1(u), S˜2(u) be defined in an analogous way as L
±
1 (u) and L
±
2 (u). We can
write commutation relations for matrix elements of S(u) and S˜(u) as follows.
Proposition 10.4. The untwisted S-operator satisfies the untwisted algebraic reflection equation
R21(
u
v )S1(u)R(uv)S2(v) = S2(v)R21(uv)S1(u)R(
u
v ),(10.25)
in End((KN )⊗2) ⊗ URq (g)[[u, v]]. The twisted S-operator satisfies the twisted algebraic reflection
equation
R(uv ) S˜1(u)R(
1
uv )
t1 S˜2(v) = S˜2(v)R(
1
uv )
t1 S˜1(u)R(
u
v )(10.26)
in End((KN )⊗2)⊗ URq (g)[[u−1, v−1]].
Proof. It is a standard computation to show that S(u) satisfies (10.25). This was first observed in
[Sk, Prop. 2]; for a detailed proof see e.g. [CGM, Thm. 6.3] (note that R(u, v) in ibid. corresponds
to our R21(
u
v ) for g = ŝlN ). The proof of (10.26) is analogous; this was shown in [MRS, Sec. 3] 
Let B denote the algebra generated by the coefficients Sij[r] with r ≥ 0 of the matrix entries
Sij(u) of S(u), and let the algebra B˜ be defined analogously in terms of S˜(u). The coalgebra
structure on B and B˜ is described by the proposition below.
Proposition 10.5. The algebras B and B˜ are right coideal subalgebras of URq (g).
Proof. This is easy to show using (10.24) and (10.23). A direct computation gives
∆(Sij(u)) =
∑
b,c∈〈N〉
∆
(
L¯−ib(
1
u)Kbc(u)L
+
cj(u)
)
=
∑
a,b,c,d∈〈N〉
L¯−ab(
1
u)Kbc(u)L
+
cd(u)⊗ L¯−ia( 1u)L+dj(u)
=
∑
a,d∈〈N〉
Sad(u)⊗ L¯−ia( 1u)L+dj(u) ∈ (B ⊗ URq (g))[[u]]
in the untwisted case, and
∆(S˜ij(u)) =
∑
b,c∈〈N〉
∆
(
L+bi(
1
u)K˜bc(u)L
−
cj(u)
)
=
∑
a,b,c,d∈〈N〉
L+ba(
1
u )K˜bc(u)L
−
cd(u)⊗ L+ai( 1u)L−dj(u)
=
∑
a,d∈〈N〉
S˜ad(u)⊗ L+ai( 1u)L−dj(u) ∈ (B˜ ⊗ URq (g))[[u−1]]
in the twisted case. 
We are now ready to obtain the RTT presentation of the boundary intertwining relations.
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Proposition 10.6. The following intertwining relations hold
K2(v)(id ⊗Tv)(S1(u)) = (id ⊗T1/v)(S1(u))K2(v),(10.27)
K˜2(v)(id ⊗Tv)(S˜1(u)) = (id ⊗T t1/v)(id ⊗ S)(S˜1(u))K˜2(v).(10.28)
Proof. We demonstrate (10.27) first. Observe that
(id ⊗Tv)(L+(u)) = (Tu ⊗Tv)(R) = r0(uv )R(uv ),
(id ⊗Tv)(L−( 1u)−1) = (T1/u ⊗Tv)(R21) = r0(uv)R21(uv).
Combining this with (10.24) we obtain
(id⊗Tv)(S1(u)) = r0(uv )r0(uv)R21(uv)K1(u)R(uv ),
(id ⊗T1/v)(S1(u)) = r0(uv )r0(uv)R21(uv )K1(u)R(uv),
Finally, by combining the expressions above with (6.1) we deduce that (10.27) is indeed true. Let
us now demonstrate (10.28). For the left hand side we have
(id⊗Tv)(L+( 1u )t) = (T t1/u ⊗Tv)(R) = r0( 1uv )R( 1uv )t1 ,
(id⊗Tv)(L−(u)) = (Tu ⊗Tv)(R−121 ) = r0( vu)−1R21( vu)−1 = r0( vu)−1R(uv ),
giving
(id⊗Tv)(S˜1(u)) = r0( 1uv )r0( vu)−1R( 1uv )t1 K˜1(u)R(uv ).
For the right hand side of (10.28) we compute
(id⊗T t1/v)(id⊗ S)(L+( 1u)t) = (T t1/u ⊗T t1/v)(id ⊗ S)(R) = r0( vu)−1(R( vu)−1)t = r0( vu)−1R(uv ),
(id ⊗T t1/v)(id ⊗ S)(L−(u)) = P (T t1/v ⊗Tu)(S ⊗ id)(R−1)P = r0( 1uv )PR( 1uv )t1P = r0( 1uv )R( 1uv )t1 .
Hence
(id ⊗T t1/v)(id⊗ S)(S˜1(u)) = r0( 1uv )r0( vu)−1R(uv )K˜1(u)R( 1uv )t1 .
Combining the equations above with (6.2) proves (10.28) as required. 
The boundary intertwining equations (10.27-10.28) can be written in a more convenient form as
K(v)Tv(b) = T1/v(b)K(v) for all b ∈ B,
K˜(v)Tv(b) = T
t
1/v(S(b))K˜(v) for all b ∈ B˜.
By introducing an additional parameter η into the definitions (10.20) we recover the boundary
intertwining equations studied in Section 6.2.
We have shown above that K-matrices for the vector representation of QP algebras can be used
to construct coideal subalgebras of quantum loop algebras in the RTT presentation of quantum
groups. The natural question to ask is whether coideal subalgebras in the RTT presentation and
in the quantum symmetric pair description are isomorphic as algebras. As we have mentioned in
the beginning of this section, a positive answer was given by Kolb in [Ko1, Thm. 11.7] for QSP
algebras of types AI and AII for a certain choice of tuples c (that in our notation correspond to
types A.1 and A.2). It is natural to expect that the same is true for all the remaining cases.
Remark 10.7. In [Ko1, Rmk. 11.8], Kolb noted that a family U rq (ĝlN ) of twisted quantum loop
algebras of type AIII/IV constructed by Chen, Guay and Ma in [CGM] is expected to be isomorphic
(by taking the intersection with Uq(ŝlN )) to a family of QSP algebras of type AIII/AIV, that in our
notation corresponds to type A.3. Coideal subalgebras U rq (ĝlN ) are constructed via the untwisted S-
operator, which in our notation corresponds to S(u), and using the K-matrix Gξ(u), which coincides
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with the restrictable K-matrix Ks=N (u) of type A.3 (after setting λ = ξ and µ = 1). Thus the
family U rq (ĝlN ) can be viewed as a subfamily of a larger family U
ℓ,r
q (ĝlN ) defined using the ‘general’
K-matrix K(u) of type A.3. Note that this K-matrix provides a two–parameter one–dimensional
representation of U ℓ,rq (ĝlN ) parametrized by λ and µ. This is an analogy of the one–parameter one–
dimensional representation V (γ) of the reflection algebras B(N, r) constructed in [MoRa, Sec. 4.3].
This answers the question of Kolb about the role of the second parameter. 
10.3. Representations of the cyclotomic Hecke algebra. Affine Hecke algebras play an im-
portant role in the representation theory of Uq(ŝlN ) (see e.g. [ChPr1, Sec. 12.3] and [ChPr2]) and
its coideal subalgebras (see e.g. [CGM, JoMa]). Moreover, its cyclotomic quotients have wide ap-
plications in Kazhdan-Lusztig theory [BaWa] and the theory of quantum integrable models with
open boundary conditions (see e.g. [BbRg, Do2, IsOg, Is, LvMt]). In this section we briefly re-
call representation of the Hecke algebra on (KN )⊗k when k ∈ Z≥2. We then demonstrate that
baxterized solutions of the reflection equation within a cyclotomic Hecke algebra found in [KuMv]
and [IsOg, Sec. 1] can be represented by K-matrices of type A.3 obtained in Section 9.3. This
motivates a study of representations of cyclotomic Birman–Murakami–Wenzl (BMW) algebras on
(KN )⊗k. In particular, we expect that K-matrices of types B, C, D given by Theorem 9.3 provide
representations of certain baxterized solutions of the reflection equation obtained in [IsOg, Sec. 2].
Such connections between coideal subalgebras and representations of cyclotomic Hecke or BMW
algebras point towards an analogue of the Schur–Weyl duality for coideal subagebras, see [CGM,
Sec. 7.2] and [JoMa, Sec. 7 & 8] for such a duality for certain coideal subalgebras of type A.3; the
role of K-matrices in this case is analogous to that of R-matrices in the Schur–Weyl duality for the
quantum group Uq(g).
10.3.1. Finite and affine Hecke algebras. We start by recalling the relevant definitions.
Definition 10.8. The Hecke algebra Hk(q) is the unital associative K-algebra with generators
σ1, . . . , σk−1 and defining relations
σiσi+1σi = σi+1σiσi+1, σ
2
i = (q − q−1)σi + 1, σiσj = σjσi if |i− j| > 1. (10.29)
Let Rˆq = PRq be as in Section 5, and let Rˆi,i+1 denote Rˆq acting nontrivially on spaces i and
i+1 in the tensor product (KN )⊗k only. Then there exists a unique representation πk of the Hecke
algebra Hk(q) on (K
N )⊗k such that πk(σi) = Rˆi,i+1. Introduce baxterized elements
(10.30) σi(u) =
σi − uσ−1i
q − q−1u
satisfying unitarity (σi(u)σi(u
−1) = 1) and the baxterized braid relation
(10.31) σi(u)σi+1(uv)σi(v) = σi+1(v)σi(uv)σi+1(u).
Recall that the R-matrix with a spectral parameter for the vector representation of Uq(ŝlN ) is given
by (5.20)
(10.32) R(u) =
Rq − uPR−1q P
q − q−1u .
Denote by Rˆi,i+1(u) = Pi,i+1Ri,i+1(u) the R-matrix above acting nontrivially on spaces i and i+ 1
in (KN )⊗k only. Comparing (10.30) and (10.32) we see that πk(σi(u)) = Rˆi,i+1(u). Moreover,
(10.31) is mapped to the braided quantum Yang-Baxter equation (cf. (5.17))
Rˆi,i+1(u)Rˆi+1,i+2(uv)Rˆi,i+1(v) = Rˆi+1,i+2(v)Rˆi,i+1(uv)Rˆi+1,i+2(u).
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Definition 10.9. The affine Hecke algebra Hˆk(q) of type Ak−1 is an extension of Hk(q) by one
more element τ1 satisfying
σ1τ1σ1τ1 = τ1σ1τ1σ1 and τjσi = σiτj for j 6= i, i+ 1. (10.33)
It was shown in [IsOg, Prop. 1] that the baxterized element
(10.34) τ1(u) =
τ1 − ξu
τ1 − ξu−1
is a unitary (τ1(u)τ1(u
−1) = 1) solution of the baxterized reflection equation
(10.35) σ1(u/v)τ1(u)σ1(uv)τ1(v) = τ1(v)σ1(uv)τ1(u)σ1(u/v).
This is a local solution in the sense that [τ1(u), σj ] = 0 for all 1 < j < k, and a regular solution:
τi(±1) = 1.
10.3.2. Cyclotomic Hecke algebra. Fix a positive integer m ∈ Z≥1 and let αj ∈ K for 0 ≤ j ≤ m.
Consider the two-sided ideal Iˆ(α1, . . . , αm) of Hˆk(q) generated by the identity
(10.36) τm+11 +
∑
0≤j≤m
αjτ
j
1 = 0.
The cyclotomic Hecke algebra is Hm,1,k(α0, . . . , αm; q) := Hˆk(q)/Iˆ(α0, . . . , αm) (for more details
see [Ari]). The identity (10.36) is called the characteristic identity.
Let us focus on the case m = 1. The characteristic identity is now τ21 + α1τ1 + α0 = 0, and the
cyclotomic Hecke algebra in this case amounts to the Hecke algebra of type B. We have
1
τ1 − ξu−1 = −
(α1u+ ξ)(τ1 + ξu
−1 + α1)
(ξu−1 + α1)(α0u+ ξ2u−1 + α1ξ)
.
Hence τ1(u) specializes to the simplest polynomial solution [IsOg, Eq. (1.17)]:
(10.37) τ1(u) =
u− u−1
ξu−2 + α1u−1 + α0ξ−1
(
τ1 +
α1u+ ξ + α0ξ
−1
u− u−1
)
.
It is a direct computation to check that (10.37) is indeed a solution of (10.35). Our goal is to
show that πk can be naturally extended to H1,1,k(α0, α1; q) and that this extension maps τ1(u) to
a scalar multiple of the inverse of a particular restrictable K-matrix of type A.3 (see Section 9.3).
More precisely, define K¯(u) := Kt=N,ℓ=0(u)
−1 with 0 < r ≤ N/2. Note that Kt=N,ℓ=0(u) does
not depend on q; hence (5.22) implies that K¯(u) is a solution of the left reflection equation (10.1).
Define K¯ = λ−1 limu→0 K¯(u). In particular,
(10.38) K¯ = λ−1Id−
∑
1≤i≤r
(λEii + λ
−1EN−i+1,N−i+1 + Ei,N−i+1 + EN−i+1,i).
The matrix K¯ satisfies (K¯ + λId)(K¯ − λ−1Id) = 0 (its minimal polynomial) and the constant left
reflection equation
(10.39) Rˆq (K¯ ⊗ Id)Rˆq (K¯ ⊗ Id) = (K¯ ⊗ Id)Rˆq (K¯ ⊗ Id)Rˆq.
We also note that K¯(u) can be written as
(10.40) K¯(u) =
u− u−1
(λ−1 + µ−1u)(λµ− u−1)
(
K¯ +
(λ− λ−1)u+ µ− µ−1
u− u−1 Id
)
.
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Due to the automorphism τ1 7→ cτ1 of Hˆk(q), where c ∈ C× is arbitrary, we can fix one of the
free parameters without loss of generality. Thus we choose α1 = λ − λ−1, α0 = −1 and ξ = µ, so
that λ and µ are independent free parameters. Then (τ1 + λ)(τ1 − λ−1) = 0 and (10.37) becomes
(10.41) τ1(u) =
u2(u− u−1)
(λ−1 + µ−1u)(λµ − u)
(
τ1 +
(λ− λ−1)u+ µ− µ−1
u− u−1
)
.
Denote by K¯i and K¯i(u) the matrices K¯ in (10.38) and K¯(u) in (10.40), respectively, acting on the
space i in (KN )⊗k only.
Proposition 10.10. The assignments
(10.42) π˜k(σi) = Rˆi,i+1 for 1 ≤ i < k and π˜k(τ1) = K¯1
with K¯1 as in (10.38) define a unique representation π˜k of H1,1,k(α0, α1; q) on (K
N )⊗k.
Proof. Since π˜k restricts on Hk(q) to the representation πk it is enough to show that K¯1 satisfies
the same relations as τ1. But this is straightforward: we have (K¯1 + λId)(K¯1 − λ−1Id) = 0,
[K¯1, Rˆj,j+1] = 0 for all 1 < j < k and (10.39). 
By comparing (10.41) with (10.40) we obtain the following.
Corollary 10.11. The baxterized solution τ1(u) given by (10.37) satisfies:
(10.43) π˜k(τ1(u)) =
1− λµu
1− λµu−1 K¯1(u).
Next, let us study the case when m = 2. The characteristic identity is now of degree three,
τ31 + α2τ
2
1 + α1τ1 + α0 = 0, giving
1
τ1 − ξu−1 = −
∑
0≤j≤2 αj+1(
ξ
u)
j∑
0≤j≤3 αj(
ξ
u)
j
(
1 +
ξ
u + α2∑
0≤j≤2 αj+1(
ξ
u)
j
(
y +
y2
ξ
u + α2
))
,
where α3 = 1, and τ1(u) specializes to [IsOg, Eq. (1.18)]:
(10.44) τ1(u) =
ξ(u− u−1)∑
0≤j≤3 αj(
ξ
u)
j
(
τ21 +
( ξ
u + α2
)
τ1 +
ξ2
u + α2ξ + α1u+
α0
ξ
u− u−1
)
.
Showing that (10.44) is indeed a solution of (10.35) requires to use the identity
(q − q−1)τ1τ1σ1τ1 − σ1τ1τ1σ1τ1 + τ1σ1τ1τ1σ−11 = 0.
Note that the inverse of τ1 is not required in checking (10.35). Hence we need not assume that τ1
has an inverse. This will be important later on.
Now we want to show that πk can be naturally extended to H2,1,k(α0, α1, α2; q) and that τ1(u)
given by (10.44) is mapped to a scalar multiple of the inverse of a particular non-restrictable
K-matrix of type A.3, namely K¯(u) = Kℓ=0(u)
−1 with 0 < t < N and 0 < r ≤ t/2. Define
K¯ = λ−1 limu→0 K¯(u). More precisely,
(10.45) K¯ =
∑
1≤i≤t−r
λ−1Eii −
∑
1≤i≤r
(λEii + Ei,t−i+1 + Et−i+1,i).
The matrix above is not invertible and satisfies (K¯+λId)(K¯−λ−1Id)K¯ = 0 (its minimal polynomial)
and, as before, (10.39). With these conventions K¯(u) can be written as
(10.46) K¯(u) =
u− u−1
(1 + µλu)(λµ− 1u)
(
K¯2 +
(µ
u + λ− λ−1
)
K¯ +
(1 + µλu)(λµ − u)
u− u−1 Id
)
.
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Set α2 = λ− λ−1, α1 = −1, α0 = 0 and ξ = µ. Then (10.44) becomes
(10.47) τ1(u) =
u2(u− u−1)
(1 + µλu)(λµ− u)
(
τ21 +
(µ
u + λ− λ−1)τ1 −
(1 + µλu)(λµ − u)
u− u−1 Id
)
.
The characteristic identity of τ1 can now be written as (τ1 + λ)(τ − λ−1)τ1 = 0. Next, as in the
m = 1 case, we denote by Ki and Ki(u) the matrices K¯ in (10.45) and K¯ in (10.46), respectively,
acting on the space i in (KN )⊗k only.
Proposition 10.12. The assignments
(10.48) π˜k(σi) = Rˆi,i+1 for 1 ≤ i < k and π˜k(τ1) = K¯1
with K¯1 as in (10.45) define a unique representation π˜k of H2,1,k(α0, α1, α2; q) on (K
N )⊗k.
Proof. The proof is analogous to that of Proposition 10.10. 
Finally, by comparing (10.44) with (10.46) we obtain the following.
Corollary 10.13. The baxterized solution τ1(u) given by (10.44) satisfies:
(10.49) π˜k(τ1(u)) =
1− λµu
1− λµu−1 K¯1(u).
Remark 10.14. The representation (10.49) was first obtained in [KuMv, Sec. 5]. In particular,
the K-matrix K¯ in (10.45) and K¯(u) in (10.46) correspond to the one in equation (36) in ibid.
and the matrix K(x) immediately below it, respectively. Note that these K-matrices have three
free parameters. However one of them can be removed by the dressing method, which leaves two
non-removable parameters, as expected. 
A. Generalized Satake diagrams of classical Lie type
In Table 16, following [BBBR], we present a complete classification of generalized Satake diagrams
whose underlying Dynkin diagram is untwisted affine and of classical Lie type in terms of n, oi (the
number of nontrivial τ -orbits in Yi) and pi (the number of τ -orbits in Xi = XYi). We additionally
indicate the restrictions placed on the parameters and |ΣA(X, τ)|, the cardinality of the ΣA-orbit
under consideration. Recall that N = n+ 1 if the diagram is of type A
(1)
n .
Table 16. Classification of generalized Satake diagrams of affine type
Name Diagram o1, o2 Restrictions |ΣA(X, τ)|
A.1
(
A
(1)
n
)id
∅ - - 1
A.2
(
A
(1)
n
)id
alt
- N even 2
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Name Diagram o1, o2 Restrictions |ΣA(X, τ)|
A.3a
(
A
(1)
n
)ψ
p1,p2
p1 p2
o1 = 0
o2 = 0
N + o1 + o2 even
p1, p2 ≥ 0
p1 + p2 ≤ N+o1+o22
p1 ≤ p2 if o1 = o2
N/2 if o1 = o2
and p1 = p2
N otherwise
A.3b
(
A
(1)
n
)ψ
p1;p2
p1 p2
o1 = 0
o2 = 1
A.3c
(
A
(1)
n
)ψ′
p1,p2
p1 p2
o1 = 1
o2 = 1
A.4
(
A
(1)
n
)π
∅ - N even 1
B.1a
(
B
(1)
n
)id
p1;p2
p1
p2 o1 = 0
o2 = 0
p1, p2 ≥ 0
p1 + p2 ≤ n− o1
p1 even
2 if p2 = n
1 otherwise
B.1b
(
B
(1)
n
)φ1
p1;p2
p1
p2 o1 = 1
o2 = 0
B.2a
(
B
(1)
n
)id
p1;alt;p2
p1
p2 o1 = 0
o2 = 0
p1, p2 ≥ 0
p1 + p2 ≤ n− o1
p1 even
n−p1−p2−o1 even
2 if p2 = n
1 otherwise
B.2b
(
B
(1)
n
)φ1
p1;alt;p2
p1
p2 o1 = 1
o2 = 0
C.1
(
C
(1)
n
)id
p1,p2
p1 p2 o1 = 0
o2 = 0
0 ≤ p1 ≤ p2
p1 + p2 ≤ n
1 if p1 = p2
2 otherwise
C.2
(
C
(1)
n
)id
p1,alt,p2
p1 p2 o1 = 0
o2 = 0
0 ≤ p1 ≤ p2
p1 + p2 ≤ n
n− p1 − p2 even
1 if p1 = p2
2 otherwise
C.4a
(
C
(1)
n
)π
p1
p1
o1 = 0
n− o1 even
0 ≤ p1 ≤ n−o12
1
C.4b
(
C
(1)
n
)π
p1
p1
o1 = 1
D.1a
(
D
(1)
n
)id
p1,p2
p1 p2
o1 = 0
o2 = 0
p1, p2 ≥ 0
p1+p2 ≤ n−o1−o2
p1, p2 even
p1 ≤ p2 if o1 = o2
4 if p2 = n− o2
1 if o1 = o2
and p1 = p2
2 otherwise
D.1b
(
D
(1)
n
)φ2
p1;p2
p1 p2
o1 = 0
o2 = 1
D.1c
(
D
(1)
n
)φ12
p1,p2
p1 p2
o1 = 1
o2 = 1
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Name Diagram o1, o2 Restrictions |ΣA(X, τ)|
D.2a
(
D
(1)
n
)id
p1,alt,p2
p1 p2
o1 = 0
o2 = 0 p1, p2 ≥ 0
p1+p2 ≤ n−o1−o2
p1, p2 even
n−p1−p2−o1−o2 even
p1 ≤ p2 if o1 = o2
4 if p2 = n− o2
1 if o1 = o2
and p1 = p2
2 otherwise
D.2b
(
D
(1)
n
)φ2
p1,alt,p2
p1 p2
o1 = 0
o2 = 1
D.2c
(
D
(1)
n
)φ12
p1,alt,p2
p1 p2
o1 = 1
o2 = 1
(D
(1)
4 )
(14)
∅
0
1
2
4
3
D.3 (D
(1)
4 )
(14)
{1,2,4}
0
1
2
4
3
4
(D
(1)
4 )
(14)
{0,3}
0
1
2
4
3
D.4a
(
D
(1)
n
)π
p1
p1
o1 = 0
n− o1 even
0 ≤ p1 ≤ n−o12
4 if p1 =
n−o1
2
2 otherwise
D.4b
(
D
(1)
n
)π
p1
p1
o1 = 1
In [Ara, §4 and §5] (also see [NoSu, Sec. 3] and [Le3, Sec. 7]) all Satake diagrams of finite type
were classified and a notation involving roman numerals was introduced. We recall this classification
in Table 17, indicating the corresponding symmetric pair, and extend it to all generalized Satake
diagrams by including weak Satake diagrams of types CI and BDIII. We provide the name of the
generalized Satake diagram, both in terms of the roman-numeral notation and the notation of the
present paper, suitably adapted to the finite case. Finally we give the corresponding restrictable
generalized Satake diagram of affine type in the classification of Table 16. The types AIV and
BDII are distinguished from the larger families AIII and BDI, respectively, by the condition that
|I∗| = 1; also note that in [Le3, Sec. 7] the Satake diagrams given by (X, τ) = (I, wI) are not listed,
since in this case gX = g, thus Bc,s = Uq(g).
Table 17. Classification of generalized Satake diagrams of finite type
Symm. pair Name Diagram Restrictions Affinization
(slN , soN ) AI
(
An
)id
∅ A.1
(
A
(1)
n
)id
∅
(slN , spN ) AII
(
An
)id
alt
N even A.2
(
A
(1)
n
)id
alt
(slN , slN∩
(gl⌊N
2
⌋−p ⊕ gl⌈N
2
⌉+p))
AIII,
AIV
(
An
)ψ
p
p
0 ≤ p ≤ ⌊N−1⌋2
A.3a
(
A
(1)
n
)ψ
0,p
(
An
)ψ
p
p
A.3b
(
A
(1)
n
)ψ
0;p
108 VIDAS REGELSKIS AND BART VLAAR
Symm. pair Name Diagram Restrictions Affinization
(so2n+1,
son−p ⊕ son+1+p)
BI,
BII
(
Bn
)id
p
p
0 ≤ p ≤ n B.1a (B(1)n )id0;p
- BIII
(
Bn
)id
alt,p
p 0 ≤ p ≤ n
n− p even B.2a
(
B
(1)
n
)id
0;alt;p
(sp2n, gln) if p = 0
(sp2n, sp2n) if p = n
CI
(
Cn
)id
p
p
0 ≤ p ≤ n C.1 (C(1)n )id0,p
(sp2n, spn−p ⊕ spn+p) CII
(
Cn
)id
alt,p
p 0 ≤ p ≤ n
n− p even C.2
(
C
(1)
n
)id
0,alt,p
(so2n, son−p ⊕ son+p) DI,
DII
(
Dn
)id
p
p
1 ≤ p ≤ n
p even
D.1a
(
D
(1)
n
)id
0,p
(
Dn
)φ2
p
p
1 ≤ p < n
p even
D.1b
(
D
(1)
n
)φ2
0;p
(so2n, gln) if p = 0
(so2n, so2n) if p = n
DIII
(
Dn
)id
alt,p
p
0 ≤ p ≤ n
p, n even
D.2a
(
D
(1)
n
)id
0,alt,p
(
Dn
)φ2
alt,p
p
0 ≤ p ≤ n
p even, n odd
D.2b
(
D
(1)
n
)φ2
0,alt,p
B. Generalized Satake diagrams of low rank
In this appendix we list isomorphisms between generalized Satake diagrams of low rank when
the underling Dynkin diagram is of affine type. For the restrictable cases these are in one-to-
one correspondence with isomorphisms of irreducible Hermitian symmetric spaces listed in [He,
Sec. X.6]. Mainly, we consider degenerations of affine Dynkin diagrams that follow from the well-
known isomorphisms of simple Lie algebras of low rank:
A1 ∼= B1 ∼= C1, B2 ∼= C2, A4 ∼= D3,
sl2 ∼= so3 ∼= sp2, so5 ∼= sp4, sl4 ∼= so6.
For the affine Dynkin diagrams the corresponding isomorphisms are
A
(1)
1
∼= B(1)1 ∼= C(1)1 , B(1)2 ∼= C(1)2 , A(1)3 ∼= D(1)3
allowing us to let n for types B
(1)
n , C
(1)
n and D
(1)
n start at the values n = 1, n = 1 and n = 3,
respectively, with the corresponding diagrams listed in Table 18 being the natural degenerations of
the families of diagrams listed in Table 1 in Section 4.
Table 18. Degenerate Dynkin diagrams of affine type.
0 1
0
1
0
1
2
0
1
2
3
C
(1)
1 B
(1)
1 B
(1)
2 D
(1)
3
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Moreover, for Dynkin diagrams of type A
(1)
1 certain diagram involutions coincide which are
distinct when n > 1 so that certain Satake diagrams can be identified. In Tables 19–21 we list the
isomorphisms of generalized Satake diagrams of low rank. Finally, if A is of type D
(1)
4 the group
Aut(A) is strictly larger than ΣA; some Aut(A)-equivalence classes coincide with a ΣA-equivalence
class (see Table 22) whereas others are the union of two ΣA-equivalence classes (see Table 23).
Table 19. Isomorphisms between the three representative Satake diagrams of type A
(1)
1 (written
in two different ways), B
(1)
1 and C
(1)
1 , respectively.
0
1
∼= 0 1 ∼= 0
1
∼= 0 1
(A
(1)
1 )
id
∅ ∼= (A
(1)
1 )
ψ
0,0
∼= (B(1)1 )id0;0 ∼= (C(1)1 )id0,0,
0
1
∼= 0 1 ∼= 0
1
∼= 0 1
(A
(1)
1 )
id
alt
∼= (A(1)1 )ψ0,1 ∼= (B(1)1 )id0;1 ∼= (C(1)1 )id0,alt,1
0
1
∼=
0
1
∼= 0
1
∼= 0
1
(A
(1)
1 )
π
∅ ∼= (A
(1)
1 )
ψ′
0,0
∼= (B(1)1 )φ10;0 ∼= (C(1)1 )π0
Table 20. Isomorphisms between the seven representative generalized Satake diagrams of types
B
(1)
2 and C
(1)
2 . The diagram in the bottom row is the only weak Satake diagram. Because of the
different labelling of the nodes the isomorphism is given by 1↔ 2.
0
1
2 ∼= 0
1
2 0
1
2 ∼= 0
1
2 0
1
2 ∼= 0
1
2
(B
(1)
2 )
id
0;0
∼= (C(1)2 )id0,0 (B(1)2 )id0;1 ∼= (C(1)2 )id0,alt,0 (B(1)2 )id0;2 ∼= (C(1)2 )id0,alt,2
0
1
2 ∼= 0
1
2 0
1
2 ∼= 0
2
1
0
1
2 ∼= 0
2
1
(B
(1)
2 )
id
2;0
∼= (C(1)2 )id1,alt,1 (B(1)2 )φ10;0 ∼= (C(1)2 )π0 (B(1)2 )φ10;1 ∼= (C(1)2 )π1
0
1
2 ∼= 0
1
2
(B
(1)
2 )
id
0;alt;0
∼= (C(1)2 )id0,1
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Table 21. Isomorphisms between the nine representative Satake diagrams of type A
(1)
3 and D
(1)
3 .
Again, the nodes are labelled differently and accordingly the isomorphism is given by 1↔ 2.
0
1
2
3 ∼=
0
1
2
3
0
1
2
3 ∼=
0
1
2
3
0
1
2
3 ∼=
0
1
2
3
(A
(1)
3 )
id
∅ ∼=(D
(1)
3 )
id
0,0 (A
(1)
3 )
id
alt
∼=(D(1)3 )id0,2 (A(1)3 )π∅ ∼=(D
(1)
3 )
φ12
0,0
0
1
3
2 ∼=
0
1
2
3
0
1
3
2 ∼=
0
1
2
3
0
1
3
2 ∼=
0
1
2
3
(A
(1)
3 )
ψ
0,0
∼=(D(1)3 )φ20;0 (A(1)3 )ψ0,1 ∼=(D(1)3 )φ2alt (A(1)3 )ψ0,2 ∼= (D(1)3 )φ20;2
0
1
3
2 ∼=
0
1
2
3
0
3
1
2
∼=
1
2
0
3
0
3
1
2
∼=
1
2
0
3
(A
(1)
3 )
ψ
1,1
∼=(D(1)3 )φ22;0 (A(1)3 )ψ
′
0,0
∼= (D(1)3 )π0 (A(1)3 )ψ
′
0,1
∼= (D(1)3 )π1
Table 22. Satake diagrams of type D
(1)
4 whose Aut(A)- and ΣA-equivalence class coincide.
0
1
2
4
3 0
1
2
4
3 0
1
2
4
3
(D
(1)
4 )
id
0,0 (D
(1)
4 )
id
0,4 (D
(1)
4 )
id
2,2
Table 23. Aut(A)-equivalent Satake diagrams of type D
(1)
4 which are ΣA-inequivalent.
0
1
2
4
3 6∼=ΣA
0
1
2
4
3
(D
(1)
4 )
id
0,2 6∼=ΣA (D(1)4 )idalt
0
1
2 3
4
6∼=ΣA 2 1
3
0
4
0
1
2 3
4
6∼=ΣA 2 1
3
0
4
0
1
2 3
4
6∼=ΣA 2 1
3
0
4
(D
(1)
4 )
φ12
0,0 6∼=ΣA (D(1)4 )π0 (D(1)4 )φ12alt 6∼=ΣA (D(1)4 )π1 (D(1)4 )φ120,2 6∼=ΣA (D(1)4 )π2
0
1
2 3
4
6∼=ΣA
0
1
2
4
3 0
1
2 3
4
6∼=ΣA
0
1
2
4
3 0
1
2 3
4
6∼=ΣA
0
1
2
4
3
(D
(1)
4 )
φ2
0;0 6∼=ΣA (D(1)4 )(14)∅ (D
(1)
4 )
φ2
0;2 6∼=ΣA (D(1)4 )(14){1,2,4} (D
(1)
4 )
φ2
2;0 6∼=ΣA (D(1)4 )(14){0,3}
C. Summary of K-matrix properties
In Table 24 we summarize some key properties of the K-matrices obtained in Section 9. First
we indicate the type of generalized Satake diagram. Then we give constraints on the classification
parameters n, ℓ, r (or N, t, ℓ, r in case of A.3). For each K-matrix of the given type with the
constraints as indicated we indicate (for generic values of any free parameters) the locations and
the number of its nonzero entries, the parameters appearing in the bare K-matrix (including any
powers of q) and dmin, the degree of the minimal polynomial of K(u) in the untwisted case and of
C−1K(q˜−1u) in the twisted case.
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We list some further properties where appropriate, namely whether the K-matrix is twisted (tw),
restrictable (rstr), non-quasistandard (nqs), half-period symmetric (hps), singly regular (sreg) and
also the value of its effective degree deff = deff(K) if this is unequal to dmin. As an aid to the
reader we also highlight if the corresponding Satake diagram is weak (W). If the generalized Satake
diagram is such that I\X = {0} then we will indicate this; in this case K(u) = Id and automatically
we have the (trivial) properties that deff = 0, K(u) is restrictable and half-period-symmetric; we
will not specify these properties. Similarly, if K(u) is otherwise constant then we will indicate this
(cst); in this case K(u) is automatically restrictable, half-period-symmetric and nonregular and
satisfies deff=0; again, we will not specify these properties.
Table 24. A summary of properties of K-matrices.
Type Restrictions
Nonzero entries Parameters
dmin CommentsLoc. Number in bare K
A.1 N > 2 N - 2 tw, cst
A.2 N > 2 even N q
1
2 2 tw, cst
A.4 N > 2 even N - 4 tw, deff = 1
0 = ℓ = r N - 1 I\X = {0}
A.3a
0 = ℓ < r ≤ N2 N+2r λ, µ 2 rstr, hps
0 < ℓ < r < N2 −ℓ N+2(r−ℓ) λ, µ 4 hps
0 < ℓ = r ≤ N4 N ξ = λµ 3 hps
0 = ℓ = r N - 1 I\X = {0}
A.3b
0 = ℓ < r ≤ N+12 N+2r λ, µ 2 rstr, hps
0 < ℓ < r ≤ N+12 N+2(r−ℓ) λ, µ 4 hps
0 < ℓ = r ≤ N+12 N ξ = λµ 3 hps
0 = ℓ = r N ξ = λµ 2 hps
A.3c 0 ≤ ℓ < r < N2 −ℓ N+2(r−ℓ) λ, µ 4 hps
0 < ℓ = r < N4 N ξ = λµ 3 hps
0 = ℓ = r N - 1 I\X = {0}
0 = ℓ < r < n N+2r qr¯, µ 2 rstr, hps, W
0 = ℓ < r = n 2N λ,µ 2 rstr, hps
C.1
0 < ℓ < r < n−ℓ, r 6= ℓ+2 N+2(r−ℓ) qr¯, q−ℓ−1 4 W
1 ≤ ℓ ≤ n−3, r = ℓ+2 N+12 qr¯, q−ℓ−1, ν 5 nqs, W
0 < ℓ < r = n−ℓ 2(N−2ℓ) q−ℓ−1 4 sreg, deff = 3, W
0 < ℓ = r < n2 N q
n−2ℓ 3
0 < ℓ = r = n2 N - 3 sreg, deff = 2
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Type Restrictions
Nonzero entries Parameters
dmin CommentsLoc. Number in bare K
0 = ℓ = r N - 1 I\X = {0}
0 = ℓ < r N+2r qr¯−
3
2 , µ 2 rstr, hps, W
B.2
1 = ℓ = r N qn−
3
2 , µ 3 hps, deff = 4, W
1 = ℓ < r N+2(r−1) qr¯− 32 , µ 4 hps, W
1 < ℓ < r N+2(r−ℓ) qr¯− 32 , q−ℓ+1 4 W
1 < ℓ = r N qℓ¯−ℓ−
1
2 3 -
0 = ℓ = r N - 1 I\X = {0}
0 = ℓ < r < n−1 N+2r qn−r−1, µ 2 rstr, hps, W
0 = ℓ < r = n−1, n odd N+2r λ, µ 2 rstr, hps
0 = ℓ < r = n, n even N+2r λ, µ 2 rstr, hps
1 = ℓ = r N qn−2, µ 3 hps
D.2 1 = ℓ < r < n−1 N+2(r−1) qn−r−1, µ 4 hps, W
1 = ℓ < r = n−1 2N−4 λ, µ 4 hps
1 < ℓ < r < n−ℓ N+2(r−ℓ) qn−r−1, q−ℓ+1 4 W
0 < ℓ < r = n−ℓ 2(N−2ℓ) q−ℓ+1 4 sreg, deff=3, W
1 < ℓ = r < n2 N q
n−2ℓ 3 -
ℓ = r = n2 N - 3 sreg, deff=2
0 = ℓ N ξ = q−nλ2 2 hps
C.4 0 < ℓ < n2 N+4ℓ λ, q
n−2ℓλ 4
n
2 = ℓ 2N λ 4 sreg, deff=2
0 = ℓ N ξ = q−nλ2 2 hps
D.4
1 = ℓ N+4 α, λ, q−n+2αλ 4 hps
1 < ℓ < n2 N+4ℓ λ, q
−n+2ℓλ 4
n
2 = ℓ 2N λ 4 sreg, deff=2
0 = ℓ = r N - 1 I\X = {0}
0 = ℓ < r < n N+2r qn−r 2 rstr, hps
0 = ℓ < r = n N - 2 cst
C.2 0 < ℓ < r < n−ℓ N+2(r−ℓ) qn−r, q−ℓ 4 -
0 < ℓ < r = n−ℓ 2(N−2ℓ) q−ℓ 4 sreg, deff=3
0 < ℓ = r < n2 N q
n−2ℓ 3
0 < ℓ = r = n2 N - 3 sreg, deff=2
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Type Restrictions
Nonzero entries Parameters
dmin CommentsLoc. Number in bare K
0 = ℓ = r N - 1 I\X = {0}
0 = ℓ < r 6= 2 N+2r qr¯− 12 2 rstr, hps
0 = ℓ < r = 2 N+12 qn−
3
2 , ν0, ν1 3 rstr, nqs, hps, deff=4
B.1
0 < ℓ < r, ℓ 6=n−1, r 6=ℓ+2 N+2(r−ℓ) qr¯− 12 , q−ℓ 4
0 < ℓ < r = ℓ+2 N+12 qℓ¯−
5
2 , q−ℓ, ν 5 nqs
ℓ = n−1, r = n N+6 q 12 , q1−n, ν 5 nqs
1 = ℓ = r N qn−
3
2 , α 3 hps, deff=4
1 < ℓ = r N qℓ¯−ℓ−
1
2 3
0 = ℓ = r N - 1 I\X = {0}
0 = ℓ, r = 2 N+12 qn−2, ν0, ν1 3 rstr, nqs, hps, deff=4
0 = ℓ < r < n, r 6= 2 N+2r qn−r 2 rstr, hps
0 = ℓ < r = n N - 2 cst
D.1
0<ℓ<r<n, r /∈{ℓ+2, n−ℓ} N+2(r−ℓ) qn−r, q−ℓ 4
0<ℓ<r = n−ℓ, r 6= ℓ+2 2(N−2ℓ) q−ℓ 4 sreg, deff=2
0<ℓ< n2−1, r = ℓ+2 N+12 qℓ¯−3, q−ℓ, ν 5 nqs
ℓ = n2−1, r = n2+1 N+12 q
n−3
2 , q
1−n
2 , ν 5 nqs, sreg, deff=4
1 < ℓ = r < n−1 N qn−2ℓ 3 -
D. A K-matrix of generalized q-Onsager type
Here we present an example of a generalized q-Onsager algebra, namely the one of type A defined
in [BsBe1]. Let us return to the family A.1 considered in Section 9.2.1. Recall that the Satake
diagram is given by (X, τ) = (∅, id). Assume n ≥ 2. Choose tuples c, s ∈ (K×)I such that the
generalized q-Onsager type constraints cj = (q
−1 − 1)2 s2j for all j ∈ I are satisfied (cf. [BsBe1,
Prop. 2.1]). Then the associated algebra Bc,s is the generalized q-Onsager algebra generated by
(D.1) bj = yj − cj xjk−1j − sj k−1j for all j ∈ I.
Introduce dressing parameters ω1, ω2, . . . , ωN satisfying ω1ω2 · · ·ωN = 1 and, for all j ∈ I, set
sj = (q
−1 − 1)−1ω−1j ωj+1, where ω0 := ηωN . Next, we solve the twisted boundary intertwining
equation (6.7) for all bj in (D.1). This gives a solution
(D.2) K(u;ω) = G(ω)K(u)G(ω), where K(u) =
∑
1≤i,j≤N
q−1/2uδi>j + q1/2uδi≥j
1− u Eij,
satisfying the twisted reflection equation (6.2). This K-matrix was first obtained in [Gb]. It has
the following additional properties (recall that q˜ = (−1)N/2qN/2):
Twisted unitarity: (C−1K(q˜−1u))−1 = (−1)NC−1K(q˜−1u−1).
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Eigenvalues of C−1K(q˜−1u): (−1)N2 +1 (with multiplicity N−12 ), (−1)
N
2 (with multiplicity ⌈N−12 ⌉),
(−1)−N2 1−q˜ uq˜−u (with multiplicity 1). This particular K-matrix also has a basis of eigenvectors,
but we leave the explicit eigendecomposition of C−1K(q˜−1u) out of consideration.
Affinization: K(u) =
K0 + uCK
−1
0 C
−1
1− u , where K0 := limu→0K(u).
Rotations: Kρ(u) = K(u).
Additionally, K(u) satisfies K(u)t+K(u−1) = (q−1/2−q1/2)Id and K(u)t = JK(u)J . Note that
although the degree of the minimal polynomial of C−1K(q˜−1u) is 3, the effective degree is only 1.
Contrary to the solutions to the twisted RE in Section 9.2, K(u) maps each basis vector of
End(KN ) to a linear combination of all of them. This approach can be used to obtain similar
“dense” reflection matrices associated with Satake diagrams of types B.1, C.1 and D.1 when the
parameters cj and sj satisfy generalized q-Onsager type constraints. Examples of these most general
non-diagonal K-matrices are already known: for type D such a K-matrix was obtained in [DeGe]
and a wider class of such dense K-matrices was found in [MLS, Sec. 3.2].
References
[AACDFR1] D. Arnaudon, J. Avan, N. Crampe´, A. Doikou, L. Frappat, E. Ragoucy, Classification of reflection
matrices related to (super-) Yangians and application to open spin chain models. Nucl. Phys. B 668
(2003), no. 3, 469–505. arXiv:math/0304150.
[AACDFR2] D. Arnaudon, J. Avan, N. Crampe´, A. Doikou, L. Frappat, E. Ragoucy, General boundary conditions
for the sl(N) and sl(M | N) open spin chains. JSTAT 08 (2004) P005. arXiv:math-ph/0406021.
[AbRi] J. Abad, M. Rios, Non-diagonal solutions to reflection equatons in su(n) spin chains. Phys. Lett. B 352
(1995), no. 1, 92–95. arXiv:hep-th/9502129.
[Ara] Sh. Araki, On root systems and an infinitesimal classification of irreducible symmetric spaces. J. Math.
Osaka City Univ. 13 (1962), no. 1, 1–34.
[Ari] S. Ariki, Lectures on cyclotomic Hecke algebras. LMS Lecture Note Series No. 290 (Ed. A. Pressley),
Cambridge University Press, 2002. arXiv:math/9908005.
[BaWa] H. Bao, W. Wang, A new approach to Kazhdan-Lusztig theory of type B via quantum symmetric pairs.
Preprint, arXiv:1310.0103.
[Ba1] R. Baxter, Eight-vertex model in lattice statistics and one-dimensional anisotropic Heisenberg chain. I.
Some fundamental eigenvectors. Ann. of Physics 76 (1973), no. 1, 1–24.
[Ba2] , Exactly Solved Models in Statistical Mechanics. Academic Press Inc., 1982.
[BBBR] V. Back-Valente, N. Bardy-Panse, H. Ben Massaoud, G. Rousseau, Formes presque-de´ploye´es des
alge`bres de Kac-Moody: Classication et racines relatives. J. Algebra 171 (1995), 43–96.
[BbRg] A. Babichenko, V. Regelskis, On boundary fusion and functional relations in the Baxterized affine Hecke
algebra. J. Math. Phys. 55 (2014), 043503. arXiv:1305.1941.
[BCDR] P. Bowcock, E. Corrigan, P. Dorey, R. Rietdijk, Classically integrable boundary conditions for affine
Toda field theories. Nucl. Phys. B 445 (1995), 469–500. arXiv:hep-th/9501098.
[BCR] P. Bowcock, E. Corrigan, R. Rietdijk, Background field boundary conditions for affine Toda field theories.
Nucl. Phys. B 465 (1996), 350–364. arXiv:hep-th/9510071.
[BeFo] S. Belliard, V. Fomin, Generalized q-Onsager Algebras and Dynamical K-matrices. J. Phys. A 45 (2012),
025201. arXiv:1106.1317.
[BGKNR] H. Boos, A. Go¨hmann, A. Klu¨mper, K.S. Nirov, A.V. Razumov, Exercises with the universal R-matrix.
J. Phys. A 43 (2010), no. 41, 415208, 35pp. arxiv:1004.5342.
[BgKo1] M. Balagovic´, S. Kolb, The bar involution for quantum symmetric pairs. Rep. Thy. of the Amer. Math.
Soc. 19 (2015), no. 8, 186–210. arXiv:1409.5074.
[BgKo2] , Universal K-matrix for quantum symmetric pairs. Journal fu¨r die reine und angewandte Math-
ematik (Crelles Journal). arXiv:1507.06276.
[BsBe1] P. Baseilhac, S. Belliard, Generalized q-Onsager algebras and boundary affine Toda field theories. Lett.
Math. Phys. 93 (2010), 213–228. arXiv:0906.1215.
REFLECTION MATRICES, COIDEAL SUBALGEBRAS AND GENERALIZED SATAKE DIAGRAMS 115
[BsBe2] , The half-infinite XXZ chain in Onsager’s approach. Nucl. Phys. B873 (2013), 550–583.
arXiv:1211.6304.
[BsKz1] P. Baseilhac, K. Koizumi, Sine-Gordon quantum field theory on the half-line with quantum boundary
degrees of freedom. Nucl. Phys. B 649 (2003), no. 3, 491–510. arXiv:hep-th/0703106.
[BsKz2] , Exact spectrum of the XXZ open spin chain from the q-Onsager algebra representation theory.
J. Stat. Mech.: Theory and Exp. 09 (2007), P09006. arXiv:hep-th/0703106.
[Bzh] V. V. Bazhanov, Trigonometric solutions of triangle equations and classical Lie algebras. Phys. Lett. B
159 (1985), 321–324.
[Ca] R. Carter, Lie algebras of finite and affine type. Cambridge studies in advanced mathematics, Cambridge
University Press, 2005.
[CDRS] E. Corrigan, P. E. Dorey, R. H. Rietdijk and R. Sasaki, Affine Toda field theory on a half line. Phys.
Lett. B 333 (1994), no. 1, 83–91. arXiv:hep-th/9404108.
[CGM] H. Chen, N. Guay, X. Ma, Twisted Yangians, twisted quantum loop algebras and affine Hecke algebras
of type BC. Trans. Amer. Math. Soc. 366 (2014), 2517–2574.
[Ch1] I. Cherednik, Factorizing particles on a half-line and root systems. Theor. and Math. Phys. 61 (1984),
no. 1, 977–983.
[Ch2] , A unification of Knizhnik-Zamolodchikov and Dunkl operators via affine Hecke algebras. Inv.
Math. 106 (1991), 411–431.
[Ch3] , Quantum Knizhnik-Zamolodchikov equations and affine root systems. Comm. Math. Phys. 150
(1992), 109–136.
[ChPr1] V. Chari and A. Pressley, A guide to quantum groups. Cambridge University Press, 1994.
[ChPr2] , Quantum affine algebras and affine Hecke algebras. Pacific J. Math. 174 (1996), no. 2, 295–326.
[CRAS] G. Cisar, M. Ruiz-Altaba, G. Sierra, Quantum groups in two-dimensional physics. Cambridge University
Press, 2005.
[DeGe] G. Delius, A. George, Quantum affine reflection algebras of type d
(1)
n and reflection matrices. Lett. Math.
Phys. 62 (2002), 211–217. arXiv:math/0208043.
[DeMk] G. Delius, N. Mackay, Quantum group symmetry in sine-Gordon and affine Toda field theories on the
half-line. Comm. Math. Phys. 233 (2003), 173–190. arXiv:hep-th/0112023.
[DFZJ1] P. Di Francesco, P. Zinn-Justin, The quantum Knizhnik-Zamolodchikov equation, generalized Razumov-
Stroganov sum rules and extended Joseph polynomials. J. Phys. A: Math. Gen. 38 (2005), L815.
arXiv:math-ph/0508059.
[DFZJ2] , Quantum Knizhnik-Zamolodchikov equation: reflecting boundary conditions and combinatorics.
J. Stat. Mech.: Theory and Exp. 12 (2007), P12009. arXiv:0709.3410.
[DKM] J. Donin, P. Kulish, A. Mudrov, On a universal solution to the reflection equation. Lett. Math. Phys.
63 (2003), 179–194. arXiv:math/0210242.
[dLMR] M. de Leeuw, T. Matsumoto, V. Regelskis, Coideal Quantum Affine Algebra and Boundary Scattering
of the Deformed Hubbard Chain. J. Phys. A 45 (2012), 065205. arXiv:1110.4596.
[dLR] M. de Leeuw, V. Regelskis Integrable boundaries in AdS/CFT: revisiting the Z=0 giant graviton and
D7-brane. JHEP 03 (2013) 030. arXiv:1206.4704.
[DMS] G. W. Delius, N. J. MacKay, B. J. Short, Boundary remnant of Yangian symmetry and the structure of
rational reflection matrices. Phys. Lett, B 522 (2001), no. 3, 335–344. arXiv:hep-th/0109115.
[Do1] A. Doikou, Quantum spin chain with ‘soliton nonpreserving’ boundary conditions. J. Phys. A: Math.
Gen. 33 (2000), 8797–8807. arXiv:hep-th/0006197.
[Do2] , From affine Hecke algebras to boundary symmetries. Nucl.Phys. B725 (2005), 493–530.
arXiv:math-ph/0409060.
[Dr1] V. Drinfeld, Hopf algebras and the quantum Yang-Baxter equation. Soviet Math. Dokl. 32 (1985), 254–
258.
[Dr2] , Quantum groups. Proceedings of the International Congress of Mathematicians, Berkeley, 1986,
A. M. Gleason (ed), 798-820, Amer. Math. Soc., Providence, RI.
[EFK] P. Etingof, I. Frenkel, A. Kirillov, Lectures on Representation Theory and Knizhnik-Zamolodchikov
Equations. Amer. Math. Soc., 1998.
[EGHLSVY] P. Etingof, O. Golberg, S. Hensel, T. Liu, A. Schwendner, D. Vaintrob, E. Yudovina, Introduction to
Representation Theory, vol. 59 of Student Mathematical Library. AMS, 2011.
[Fa] L. Faddeev, Les Houches XXXIX, edited by J. Zuber and R. Stora (1984). arXiv:hep-th/9605187.
116 VIDAS REGELSKIS AND BART VLAAR
[FgKo¨] A. Fring and R. Ko¨berle, Boundary bound states in affine Toda field theory. Int. J. Mod. Phys. A, 10
(1995), no. 5, 739–751. arXiv:hep-th/9404188.
[FK] G. Filali and N. Kitanine, Spin chains with non-diagonal boundaries and trigonometric SOS model with
reflecting end. SIGMA, 7 (2011), Paper 012, 22 pages. arXiv:1011.0660.
[FNR] L. Frappat, R. I. Nepomechie, E. Ragoucy, Complete Bethe Ansatz solution of the open spin-s XXZ
chain with general integrable boundary terms. J. Stat. Mech. (2007), P09009. arxiv:0707.0653.
[FrHz] E. Frenkel, D. Hernandez, Baxter’s Relations and Spectra of Quantum Integrable Models. Duke Math.
J. 164 (2015), no. 12, 2407–2460. arXiv:1308.3444.
[FrMn] E. Frenkel, E. Mukhin, The Hopf algebra Rep Uq(ĝl∞). Sel. Math., New Ser 8 (2002), 537–635.
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