We obtain the degrees of freedom region of the Gaussian multiple-input multiple-output (MIMO) broadcast channel with common and private messages. We first show that a parallel Gaussian broadcast channel with unmatched subchannels can be constructed from any given Gaussian MIMO broadcast channel by using the generalized singular value decomposition (GSVD) and a relaxation on the power constraint for the channel input, in a way that the capacity region of the constructed parallel channel provides an outer bound for the capacity region of the original channel. The capacity region of the parallel Gaussian broadcast channel with unmatched subchannels is known, using which we obtain an explicit outer bound for the degrees of freedom region of the Gaussian MIMO broadcast channel. We finally show that this outer bound for the degrees of freedom region can be attained by the achievable scheme that uses a classical Gaussian coding for the common message and dirty-paper coding (DPC) for the private messages.
I. INTRODUCTION
We study the two-user Gaussian multiple-input multipleoutput (MIMO) broadcast channel with common and private messages, where the transmitter sends a private message to each user in addition to a common message which is directed to both users. The capacity region of this channel is not known completely. However, when one of the three messages is absent, the corresponding capacity region is known. In particular, the capacity region is known when there is no common message [1] , and when there is only one private message [2] , [3] .
The first work that considers the Gaussian MIMO broadcast channel with common and private messages is [4] . Reference [4] proposes an achievable scheme which uses a classical Gaussian coding scheme for the common message, and dirty-paper coding (DPC) for the private messages. The corresponding achievable rate region is called the DPC region. In addition, [4] obtains the capacity region when the Gaussian MIMO broadcast channel is equivalent to a set of parallel independent Gaussian channels using the results from [5] . The Gaussian MIMO broadcast channel with common and private messages is further studied in [2] , [3] . References [2] , [3] propose an outer bound for the capacity region of the This work was supported by NSF Grants CCF 04-47613, CCF 05-14846, CNS 07-16311 and CCF 07-29127.
Gaussian MIMO broadcast channel with common and private messages, which matches the DPC region given in [4] partially. Moreover, [2] , [3] show that for a given common message rate, the DPC region achieves the private message sum capacity. Finally, [2] , [3] show the optimality of the DPC region in [4] when the common message rate is beyond a certain threshold.
A recent work is [6] , where we first obtain an outer bound for the capacity region of the two-user discrete memoryless broadcast channel with common and private messages. We next show that if jointly Gaussian random variables are sufficient to evaluate this outer bound for the Gaussian MIMO case, the DPC region is the capacity region of the Gaussian MIMO broadcast channel with common and private messages. However, we can evaluate only a loosened version of this outer bound, which results in that, extending the DPC region in the common message rate direction by a fixed amount yields an outer bound for the capacity region of the Gaussian MIMO broadcast channel with common and private messages. However, this fixed amount (gap) is not finite for all channels.
Here, we follow a different approach, and establish the degrees of freedom region of the Gaussian MIMO broadcast channel with common and private messages. We first show that we can construct a parallel Gaussian broadcast channel with unmatched sub-channels [5] from any given Gaussian MIMO broadcast channel such that the capacity region of this parallel Gaussian broadcast channel with unmatched subchannels includes the capacity region of the Gaussian MIMO broadcast channel. To construct such a parallel channel, we use the generalized singular value decomposition (GSVD) [7] on the channel gain matrices of the Gaussian MIMO broadcast channel and also relax the power constraint on the channel input. This relaxation on the power constraint is the reason why the capacity region of the parallel channel gives an outer bound for the capacity region of the original MIMO broadcast channel. Consequently, the capacity region of the constructed parallel channel provides an outer bound for the capacity region of the Gaussian MIMO channel. Since the capacity region of the parallel Gaussian broadcast channel with unmatched sub-channels is known [5] , we are able to characterize the degrees of freedom region of the parallel Gaussian broadcast channel with unmatched sub-channels, which serves as an outer bound for the degrees of freedom region of the Gaussian MIMO broadcast channel. We next show that this outer bound for the degrees of freedom region of the Gaussian MIMO broadcast channel with common and private messages can be attained by a proper selection of the covariance matrices involved in the DPC region.
II. CHANNEL MODEL AND DEFINITIONS
The Gaussian MIMO broadcast channel is defined by
where the channel input X is a t × 1 column vector, H j is the jth user's channel gain matrix of size r j ×t, Y j is the channel output of the jth user, and the Gaussian random vector N j is of size r j × 1 with an identity covariance matrix. The channel input is subject to an average power constraint as follows
We study the Gaussian MIMO broadcast channel for the scenario where the transmitter sends a common message to both users, and a private message to each user. We call the channel model arising from this scenario the Gaussian MIMO broadcast channel with common and private messages.
An (n, 2 nR0 , 2 nR1 , 2 nR2 ) code for this channel consists of three message sets W j = {1, . . . , 2 nRj }, j = 0, 1, 2, one encoder f n :
The probability of error is defined as P n e = max{P n e1 , P n e2 }, where P ej = Pr[g j n (f n (W 0 , W 1 , W 2 )) = (W 0 , W j )], j = 1, 2, and W j is the message which is a uniformly distributed random variable in W j , j = 0, 1, 2. A rate triple (R 0 , R 1 , R 2 ) is said to be achievable if there exists a code (n, 2 nR0 , 2 nR1 , 2 nR2 ) which has lim n→∞ P n e = 0. The capacity region C(P ) is defined as the convex closure of all achievable rate triples (R 0 , R 1 , R 2 ).
We investigate how the capacity region C(P ) behaves when the available power at the transmitter P is arbitrarily large, i.e., P goes to infinity. This investigation can be carried out by obtaining the degrees of freedom region of the Gaussian MIMO broadcast channel with common and private messages.
The degrees of freedom region D is defined as the convex closure of all achievable degrees of freedom triples (d 0 , d 1 , d 2 ). We conclude this section by presenting the achievable rate region, hereafter called the DPC region, given in [4] . In the achievable scheme in [4] , the common message is encoded by a standard Gaussian codebook, and the private messages are encoded by DPC. Each user decodes the common message by treating the signals carrying the private messages as noise. Next, users decode their private messages. Since DPC is used to encode the private messages, one of the users observes an interference-free link depending on the encoding order at the transmitter. We define
where K 0 , K 1 , K 2 denote the covariance matrices allotted for the common message, the first user's private message, and the second user's private message, respectively. The DPC region is stated in the following theorem.
for some positive semi-definite matrices K 0 , The DPC region is tight in several cases. The first one is the case where each receiver gets only a private message, i.e., R 0 = 0 [1] . The other case is the degraded message set scenario in which we have either R 1 = 0 or R 2 = 0 [2] . In both of these cases, there are only two messages to be sent. Furthermore, the DPC region is known to be partially tight for the case when both private messages and a common message are present [2] , [3] . However, it is still unknown whether the DPC region is equal to the capacity region of the Gaussian MIMO broadcast channel with common and private messages.
III. MAIN RESULT
We now present our main result which characterizes the degrees of freedom region of the Gaussian MIMO broadcast channel with common and private messages. Our result shows that this degrees of freedom region can be attained by the DPC region in Theorem 1, i.e., the DPC region in Theorem 1 is asymptotically tight. Before stating our main result, we introduce the generalized singular value decomposition (GSVD) [7] which plays a crucial role in the proof of our main result, and provides the necessary notation to express this result.
Definition 1 ([7], Theorem 1) Given two matrices H
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where Σ 1 and Σ 2 are given by
and the constants k, p are given as
and s depends on the matrices H 1 , H 2 . The matrices D 1 , D 2 are diagonal with the diagonal elements being strictly positive.
We define the sets S 1 , S c , S 2 as follows
Our main result is stated in the following theorem.
Theorem 2
The degrees of freedom region of the Gaussian MIMO broadcast channel with common and private messages is given by the union of degrees of freedom triples
for some non-negative α 1 , α 2 , β such that α 1 + α 2 ≤ |S c |, β ≤ min{|S 1 |, |S 2 |}. Moreover, the degrees of freedom region of the Gaussian MIMO broadcast channel with common and private messages can be attained by the DPC region given in Theorem 1. This theorem states that if the available power P is sufficiently large, the Gaussian MIMO broadcast channel behaves as if it is a parallel Gaussian broadcast channel with |S 1 | + |S c |+|S 2 | sub-channels. |S 1 | (resp. |S 2 |) of these sub-channels can be accessed by only the first (resp. second) user and |S c | of these sub-channels can be accessed by both users. For a fixed (α 1 , α 2 , β), |S c | − α 1 − α 2 of the sub-channels that both users can access need to be used for the transmission of the common message in addition to β of the |S 1 | sub-channels that only the first user can access and β of the |S 2 | subchannels that only the second user can access. Thus, each user gets the common message over |S c | − α 1 − α 2 common subchannels, which can be observed by both users, and β private sub-channels, which can be observed by only one user. This leads to a β+|S c |−α 1 −α 2 degrees of freedom for the common message. The first user's message needs to be transmitted over α 1 of the |S c | sub-channels that are observed by both users, and the remaining |S 1 | − β of the first user's private subchannels (the rest of these sub-channels were dedicated to the transmission of the common message) that cannot be observed by the second user. This results in an α 1 + |S 1 | − β degrees of freedom for the first user's private message. The second user's private message needs to be transmitted in analogous way which will yield an α 2 + |S 2 | − β degrees of freedom.
We prove Theorem 2 in the next two sections. In Section IV, we show that the region given in Theorem 2 is an outer bound for the degrees of freedom region of the Gaussian MIMO broadcast channel with common and private messages. Then, we complete the proof of Theorem 2 in Section V by showing the achievability of this region.
IV. OUTER BOUND
We first obtain a new channel from the original one in (1)-(2)-(3) by using the GSVD, where the capacity region of the new channel includes the capacity region of the original one in (1)-(2)-(3). To this end, we note that
which is due to (12), and the fact that Ψ t is orthonormal.
Since Ψ j is also orthonormal, and therefore non-singular, the capacity region of the following channel
is equal to the capacity region of the original one in (1)-(2)-(3). The channel defined in (24) can be written as
where we used (23). We defineÑ j = Ψ j N j which is also a white Gaussian random vector, i.e.,
due to the fact that Ψ j is orthonormal and N j is white. We also defineX
using which the channel in (25) can be written as
where the channel inputX should be chosen according to the trace constraint on X stated in (3) . We now relax the power constraint onX, and consequently, obtain the new channel whose capacity region includes the capacity region of the original channel in (1)-(2)-(3). To this end, we note that
where (29) comes from the definition ofX in (27), and (30) comes from the fact that tr(AB) = tr(BA). We next note 978-1-4244-5638-3/10/$26.00 ©2010 IEEE that there exists a ζ > 0 such that
Since tr(A 1 A 2 ) ≥ 0 if A j 0, using (31) in (30), we get
where (33) comes from the fact that Ψ t is orthonormal, and (34) is due to the total power constraint on X given in (3) . We now consider the following channel
where the channel input is subject to the following trace constraint
We note that this new channel in (35)-(36) is obtained from the original channel in (1) We next rewrite the channel in (35)-(36) in an alternative form. To this end, we note that the last (r 1 + p − k) entries of Y 1 come from only the noise. Since the noise is white, see (26), we can omit these last r 1 + p − k entries ofỸ 1 without loss of optimality. Furthermore, we definẽ
Similarly, the first r 2 −p−s entries ofỸ 2 come from only the noise. Since the noise is white, see (26), we can again omit these first r 2 − p − s entries ofỸ 2 without loss of optimality. Similarly, we also definẽ
Using the definitions in (37)-(38) and omitting the entries of Y 1 ,Ỹ 2 which contain only noise, the channel in (35) can be expressed as
where we used the definitions of S 1 , S c , S 2 given in (17)-(19) in conjunction with (37)-(38). Note that
are i.i.d. Gaussian random variables with unit variance. The power constraint on the channel input in (36) can be rewritten as
We note that the channel defined by (39)-(40) is a parallel Gaussian broadcast channel with unmatched sub-channels, whose capacity region is obtained in [5] . In particular, the capacity region of the channel in (39)-(40) is given by the union of the rate triples (R 0 , R 1 , R 2 ) satisfying
such that |S1|+|Sc|+|S2| =1 P = ζP , where C(x) = (1/2) log(1 + x), S c1 and S c2 are given by
We can obtain an outer bound D out for the degrees of freedom region of the Gaussian MIMO broadcast channel with common and private messages by using (42)-(47). D out contains all the degrees of freedom triples (d 0 , d 1 , d 2 ) satisfying
for some η, δ such that 0 ≤ η ≤ min j=1,2 |S j |, 0 ≤ δ ≤ |S c |.
The equivalence between D out and the region in Theorem 2
978-1-4244-5638-3/10/$26.00 ©2010 IEEE can be shown by using the Fourier-Motzkin elimination.
V. INNER BOUND We now show that the degrees of freedom region given in Theorem 2 is achievable. To this end, we define the covariance matrices K u , u = 0, 1, 2, as follows
where Λ u is a diagonal matrix of size k × k. ξ in (54) is selected to ensure that tr(K 0 + K 1 + K 2 ) ≤ P . We next specify the diagonal matrices Λ 0 , Λ 1 , Λ 2 as follows
We now use the covariance matrices in (54) to compute an achievable degrees of freedom region by using the achievable rate region given in Theorem 1. We first note that
Similarly, we have 
Hence, combining (59) and (61) yields that
is an achievable degrees of freedom for the common message. We now consider the first user's rate as follows
which implies that
is an achievable degrees of freedom for the first user's private message. We finally consider the second user's rate as follows
is an achievable degrees of freedom for the second user's private message. Thus, in view of (62), (64), (66), we have shown the achievability of the degrees of freedom region given in Theorem 2.
VI. CONCLUSIONS
We obtain the degrees of freedom region of the Gaussian MIMO broadcast channel with common and private messages. The key step for this result is to construct a parallel Gaussian broadcast channel from the Gaussian MIMO broadcast channel by using the GSVD and a power relaxation, where the capacity region of the parallel channel provides an outer bound for the capacity region of the original channel. Using the capacity result for the parallel channel, we obtain an outer bound for the degrees of freedom region of the Gaussian MIMO broadcast channel. Finally, we show that this outer bound can be attained by the DPC region, i.e., the DPC region is asymptotically optimal.
