Quantum mechanical calculations of photofragment angular distributions have been performed as a function of the frequency of excitation, the lifetime of the dissociative state, the rotational level, and the rotational constant. In the limit of high J values and white, incoherent excitation, the general results are found to agree exactly with both those of Mukamel and Jortner ͓J. Chem. Phys. 61, 5348 ͑1974͔͒ and those of Jonah ͓J. Chem. Phys. 55, 1915 ͑1971͔͒. Example calculations describe how the anisotropy is dependent on the degree of broadening, the rotational constant, the initial rotational level, and the frequency of excitation. Applications are also made to interpret experimental results on the photodissociation of ClO via the 11-0, 10-0, and 6-0 bands of the A 2 ⌸ 3/2 -X 2 ⌸ 3/2 transition and on the photodissociation of O 2 via the 0-0 band of the E 3 ⌺ u − -X 3 ⌺ g − transition.
I. INTRODUCTION
The use of photofragment angular distributions to provide insight into excited state symmetry, lifetimes, and dynamics is well documented. [1] [2] [3] [4] [5] [6] [7] [8] [9] In diatomic molecules the photofragment angular distributions arising from one-photon dissociation using linearly polarized light can be expressed as 10, 11 I͑͒ = 1 4 ͑1 + ␤P 2 ͑cos ͒͒, ͑1͒
where ␤ is +2 for a purely parallel transition ͑⌬⍀ =0͒ and −1 for a purely perpendicular transition ͑⌬⍀ = ±1͒, P 2 ͑cos ͒ is the second Legendre polynomial, and is the angle between the fragment recoil direction and the polarization direction. The normalization factor 1 / 4 corresponds to unit probability for the integral of I͑͒ over all solid angles. A value of ␤ intermediate between the extremes of 2 and −1 can have several origins: a mixed transition, depolarization due to an excited state lifetime comparable to the rotational period, or a breakdown of the axial recoil approximation. In polyatomic molecules, reduction in ␤ from its limiting values will also occur when the recoil axis is neither parallel or perpendicular to the transition dipole moment. If the recoil direction is at an angle with respect to the transition moment, then the limiting form of ␤ can be calculated as ␤ =2P 2 ͑cos ͒.
There is ample previous work on how and why the anisotropy of photofragment recoil will be reduced from the limiting values. The breakdown of the axial recoil approximation has been considered recently by Demyanenko et al. 12 and by Wrede et al. 13 Here we concentrate on the reduction due to the effect of the lifetime of the excited state prior to dissociation. This topic has been addressed in a semiclassical model by Jonah, 14 who calculated for a parallel transition that I͑͒ = cos 2 ͑͒͑ + 1/͒ +
+ 1/ , ͑2͒
where is the lifetime of the molecule and is its classical angular frequency. Note that when → 0, I͑͒ is given by a cos 2 ͑͒ distribution and ␤ achieves its limiting value of 2, but as the lifetime gets long compared to the reciprocal of the rotational frequency, ␤ is reduced from this limiting value, ultimately by a factor of 4. As satisfyingly simple as are this expression and the corresponding one for a perpendicular transition, they leave open several questions. How will ␤ behave as a function of frequency; i.e., how does it vary across the absorption band? How will it depend on the specific value of J?
Several studies have addressed these questions for the → ϱ limit, i.e., when the absorption lines are sharp and dissociation is slow relative to rotation. For example, Zare demonstrated how to calculate the alignment of molecules by optical absorption, which is directly related to the dissociation anisotropy for long-lived states. 15 More recently, Cosofret et al. showed how to perform the calculation for both one-and two-photon excitations using the example of photodissociation of NO. 16 Dixon has recently tabulated ␤ for a variety of multiphoton excitation schemes to dissociative states that live long enough to have sharp lines. 17 However, while these papers do predict ␤ at specified frequencies, they do not address how ␤ changes when the lifetime of the dissociation state becomes comparable to or shorter than the rotational period and, thus, they do not address frequencies nonresonant with individual rotation levels.
Mukamel and Jortner did address these questions in 1974. 18 We briefly outline their approach here to put our own into context. The cross section for dissociation from a specified starting state ͉gJM , k͘ is given by
Here, g is the lower electronic state; , its vibrational level; J , M is the rotational state; k is the photon wave vector, from which linear polarization direction the angle is measured; ͗K , ac͉ represents the dissociative state, described by an outgoing plane wave following absorption of the photon; T͑E͒ represents the Hamiltonian; and corresponds to the density of states in the dissociative continuum. Under reasonable assumptions that the various levels decay independently, Mukamel and Jortner find that
where H V is the part of the Hamiltonian that couples the excited state to the dissociative continuum, H int is the part of the Hamiltonian giving rise to the optical excitation, ⌫ J Ј is related to the lifetime of the upper level, ⌫ J Ј =1/͑͒, and the summation is over the various excitation branches, typically P, Q, and R. Their paper then proceeds to evaluate the two matrix elements on the right-hand side ͑rhs͒ of ͑4͒ in detailed fashion. An intermediate result, of use to us later, is that
͑5͒
Here, R J involves integrals over the radial part of the wave function, and it is assumed that these do not vary strongly with E over the excitation range. The functions A are the one-photon excitation functions, in this case for linear polarization, while D are rotation matrices. Note that the result in ͑5͒ must be summed over all initial JM states that through their broadened lines contribute to excitation at the energy E. Of course, the initial J , M states must be weighted by their populations; for a thermal distribution the weight is simply exp͓−E͑J , M͒ / kT͔ / Q rot , where E͑J , M͒ gives the energy for this initial state and Q rot is the rotational partition function. The approach taken here and in Ref. 16 is, essentially, to jump directly to the equivalent of ͑5͒. As have both Jonah and Mukamel and Jortner, we assume the axial recoil limit. We write the angular and frequency dependent dissociation probability as
In this equation C is a constant; Pop͑J , M͒ is the population of the initial state, given by exp͓−E͑J͒ / kT͔ / Q rot , independent of M for an isotropic thermal sample, although polarized or nonthermal distributions are easily represented by other forms of Pop͑J , M͒; A͑...͒ is a function giving the absorption amplitude for a particular transition; N͑JЈ͒ = ͓͑2JЈ +1͒ /2͔ 1/2 is a normalization factor ͑see below͒; d M⍀ J ͑͒ is a rotation matrix element; and L͑ , JЈ͒ is a Lorentzian broadening amplitude given by
Here, J,J Ј is the center frequency for the particular P, Q, or R transition. The function L͑ , JЈ͒ must be complex ͑rather than, for example, the real square root of the Lorentzian probability͒ in order to have the correct magnitudes and phases for the off-diagonal products in ͑6͒.
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A justification for ͑6͒ and a route for application to more complicated cases is given as follows. Dissociation from an initial J , M state to produce products at an angle is the analog of an experiment where light passes through three slits and strikes a screen. The P, Q, and R excitations correspond to the paths through the three slits and corresponds to the final position on the screen. As in the classic interference experiment, the probability amplitudes for the three paths must be added before determining the final probability by squaring ͑more correctly, by multiplying by the complex conjugate͒. However, in the dissociation experiment, it is as if the slits have slightly different widths, since the probability amplitude depends not only on the P, Q, or R path through the slightly different values of the function A͑...͒ but also on how far the frequency is from the resonance for each of these lines. For each path, the probability depends on the broadening amplitude, on the optical excitation probability amplitude, and on a rotation matrix element.
The optical excitation probability amplitude A͑...͒ is simply an M-state resolved version of the Hönl-London factor; that is, the sum over ͑͒ is the probability amplitude that a rotation vector making a projection of M onto one axis will make a projection ⍀ f onto another axis rotated from the first by an angle . Alternatively put, it is the probability amplitude that, if J makes a projection M onto one axis and ⍀ f onto another axis, the two axes will be rotated from one another by an angle . In the case at hand, for example, in the Q branch, the rotation matrix element gives the probability amplitude that if J makes a projection M onto the Z axis ͑defined as the axis of linear polarization͒ and a projection ⍀ f onto the internuclear axis, the internuclear axis will be at an angle of relative to the Z axis. In the axial recoil limit, where the products recoil along the internuclear axis, the distribution of thus gives the distribution of products. We conclude that for this description, which is Hund's case ͑a͒ coupling ͑see, for example, the diagram on p. 298 of Ref.
is simply the angular distribution for the products produced from excited states J, M, and ⍀ f in the axial recoil limit.
In summary, for each of the three paths there is an amplitude given by the product of a broadening amplitude, an optical excitation amplitude, and a probability amplitude for dissociation with the internuclear axis at an angle with respect to the Z axis. The probability amplitudes are then summed, the sum is multiplied by its complex conjugate to give the probability, and the probabilities are summed over all relevant initial states weighted by their populations. The factor N͑JЈ͒ = ͓͑2JЈ +1͒ /2͔ 1/2 is a normalization constant for the rotation matrix elements:
The remainder of this paper is divided as follows. In Sec. II we show that the results of the Jonas formula, the Mukamel and Jortner formulation, and our own are in agreement for the high-J limit and for incoherent, white light excitation. We then apply Eqs. ͑6͒ and ͑7͒ to cases of isolated P, Q, and R triplets to develop intuition about how ␤ varies as a function of frequency, broadening parameter, and rotational level. In Sec. III we briefly describe experiments at Texas A&M on ClO and at Cornell on O 2 . Section IV provides the results of these experiments and presents calculations that help to understand the variation of ␤ with excitation frequency. They also provide a user guide as to how to perform such calculations, both in the more straightforward case such as ClO, where Eqs. ͑6͒ and ͑7͒ are sufficient, and in the more complicated case such as O 2 , where these equations need to be extended to cover, for example, Fano line shapes, more excitation pathways, and behavior intermediate to Hund's cases ͑a͒ and ͑b͒. Section V provides directions for further extension of this approach as well as concluding remarks. An Appendix provides a formula for extending this approach to more complicated systems.
II. CALCULATED EXAMPLES
We begin this section by showing that Eqs. ͑1͒, ͑5͒, and ͑6͒ all lead to the same prediction for the reduction in ␤ from its limiting values as the lifetime of the excited state increases. Mukamel and Jortner have shown ͓their Eqs. ͑4͒-͑10͔͒, in the limit of broadband incoherent excitation ͑that is, integration over E͒ and for a 1 ⌺ -1 ⌺ transition, that ͑5͒ leads to
where C 1 = ͓͑2͒ 2 / ប͔͓2 / ⌫͔͉R J ͉ 2 and =2B͑2J +1͒ / ⌫ J with B as the rotational constant. To compare ͑2͒ and ͑8͒ requires a consistent normalization, which can be obtained by replacing C 1 in ͑8͒ by 3 / ͑4͒ and by multiplying the rhs of ͑2͒ by 3/͑4͒. Normalizing ͑2͒ and ͑8͒ as described and then equating each to ͑1͒ produces, in the first case,
and in the second,
͑10͒
Equating ͑9͒ and ͑10͒ leads to an equation whose solution, in the high-J limit, gives the correspondence between Jonah's and
With this correspondence it is now possible to compare the results of the three approaches. Figure 1 shows that for J = 20, Eqs. ͑9͒ and ͑10͒ predict exactly the same curves ͑the dotted curve cannot be seen because it falls exactly on the solid one͒. The points calculated from Eq. ͑6͒ also lie on these curves. Similar results are obtained for J = 5 and J = 10. However, for J = 2, where the high-J limit is not achieved, the calculations of ͑6͒ and ͑10͒ are in agreement and are slightly different from those calculated from the Jonah equation, ͑9͒. All three approaches correctly predict the decrease in ␤ with increasing for white light excitation in the high-J limit. Note, however, that the implicit J dependence of ␤ for a particular predissociation lifetime in Jonah's classical result ͑2͒ does not give correct predictions for individually selected rotational lines, but only for the uncommon case of broadband excitation from an isotropic sample of a single initial J state.
The exact agreement between the approach of ͑6͒ and that of Mukamel and Jortner is not surprising, once one examines the correspondence between ͑6͒ and ͑5͒. In the latter equation, a normal approximation is to assume that the R J functions are not strongly dependent on J, so that they can be pulled out of the sum and incorporated into an overall con- Finally, the summation in ͑5͒ over JЈ , JЉ = J , J ± 1 produces nine terms. These nine terms correspond to the nine terms produced in ͑6͒ when the three-term sum in that equation is multiplied by its complex conjugate. The only differences involve equivalent ways of writing the normalization and broadening terms and the omission in ͑5͒ of the Boltzmann factor, which is included elsewhere in the Mukamel and Jortner approach. Thus, under reasonable assumptions about R J , the approaches represented by ͑5͒ and ͑6͒ are equivalent. We now use Eq. ͑6͒ to develop some intuition about how ␤ should vary with for simple cases, since this variation is not treated by Jonah. Figure 2 illustrates two extreme cases. In the bottom panel, a single frequency located x from the Q line will produce nearly zero absorption unless x is nearly resonant with one of the lines; the broadening of the lines is too small to provide much amplitude at other frequencies. In the top panel, the broadening is much larger, so all three lines are excited together with amplitudes that differ but are of similar magnitude.
Figures 3-5 show how ␤ and the absorption due to a single P, Q, and R triplet vary with for a parallel transition and for differing values of ⌬ / B. The spectrum is generated from ͑6͒ simply by integrating the angular distribution over sin d. In each panel, the dashed line gives ␤, as read from the right-hand ordinate, while the solid line gives the spectrum, in arbitrary units, as read from the left-hand ordinate. The panels show the results for increasing J from bottom to top. In Fig. 3 , the lines are very sharp compared to the spacing between them, so as the frequency is scanned each line makes a nearly "separate" contribution. By "separate," we mean that although all lines experience the radiation, the weighting factor in ͑6͒ for the one on resonance is so much larger than that for the other two that the other two make little contribution. Note that the contribution from the Q line is small for this parallel transition ͑⍀Љ =1 to ⍀Ј =1͒, but that the value of ␤ at the wavelength corresponding to the Q line is negative. Of course, since the intensity is small, measurement of ␤ at this frequency would be difficult at high J.
The predictions for ␤ at the frequencies in resonance with the P, Q, and R lines are in agreement with the sharpline calculations of Zare. 15 For an ⍀ =0 to ⍀ = 0 transition ͑not shown in the figures͒, ␤ at, for example, the R͑2͒, R͑5͒, and R͑15͒ lines is 0.80, 0.64, and 0.55, respectively, while for the P͑2͒, P͑5͒, and P͑15͒ lines it is 0.20, 0.36, and 0.45, respectively. These are equal to the values that are calculated from Eqs. ͑9͒ and ͑10͒ of Ref. 15 . In the limit of high J, these values approach 0.5. Similar behavior at high J can be seen in Fig. 3 .
In Fig. 4 , the broadening is comparable to the spacing between lines at low J, and the curves for ␤ as a function of are not much changed. Again, there is significant intensity In Fig. 5 , the broadening is much larger than the spacing between the individual lines, and the envelope of the absorption shows a Lorentzian profile ͑the abscissa for this figure covers considerably more spectral range than that for Figs. 3 and 4͒. The P, Q, and R contributions to the amplitude are now similar at nearly all frequencies, and ␤ is uniformly equal to its limiting value of 2 across the spectrum. Note that this value is substantially larger than the value for any separate line when, as in Fig. 3 , the lines are sharp. The limiting values of ␤ are most readily achieved when the amplitudes of the P, Q, and R contributions in the sum of Eq. ͑6͒ are nearly equal. Indeed, it is the coherence of the excitation that leads to the limiting value.
Similar calculations have been performed for a perpendicular transition, with similar results, except of course that the limiting value for ␤ is −1.
Since ␤ is so sensitive to the coherent nature of the excitation, one might wonder whether a spectral simulation would need to be performed using ͑6͒ or whether it could be performed in the usual way of treating the contribution from each line separately. Fortunately, it is easy to show that the latter case is obtained. When the sum in ͑6͒ is multiplied by its complex conjugate, there will be diagonal terms involving, for example, the term for the P line multiplied with its complex conjugate, and off-diagonal terms involving products of, for example, the P term and the complex conjugate of the Q term. At a given angle , these off-diagonal terms are important for determining scattering, and they thus affect ␤. On the other hand, when one integrates over sin d, the cross terms vanish due to the aforementioned orthogonality ͑Eq. 
III. EXPERIMENT

A. Photodissociation of ClO
The Texas A&M University velocity-map ion-imaging apparatus used in the ClO experiments has been described in detail elsewhere. 25, 26 Briefly, a pulsed, collimated, ClO molecular beam was intersected at 90°by two copropagating linearly polarized laser beams from the frequency doubled output of two Nd:YAG ͑yttrium aluminum garnet͒ pumped dye lasers. Both fundamental wavelengths were calibrated using a Ne-filled hollow cathode lamp. The photolysis beam was provided by a Nd:YAG ͑Spectra Physics GCR-150-10͒ pumped dye laser ͑Spectra Physics PDL-1͒ after frequency doubling. Four Pellin-Broca prisms were used to maintain overlap of the photolysis and probe laser beams during the photofragment excitation ͑PHOFEX͒ scans. Typical photolysis and probe pulse energies were 20 and 30 J, respectively. The Cl͑ 2 P 3/2 ͒ atoms were probed using 2 + 1 REMPI ͑reso-nantly enhanced multiphoton ionization͒ transition at 235.336 nm ͑4p 2 D 3/2 ← 3p 2 P 3/2 ͒ ͑Ref. 27͒ and the O͑ 3 P 0 ͒ atoms were probed using the 2 + 1 REMPI transition near 226 nm ͑3p 3 P 2,1,0 ← 2p 3 P 2,1,0 ͒. 28 The resulting chlorine and oxygen cations were accelerated by velocity mapping ion optics 29 prior to entering a 50 cm long field-free flight tube along the axis defined by the molecular beam. The ions were projected on a position-sensitive detector consisting of a dual microchannel plate-phosphor assembly. Images were acquired using a charge-coupled device ͑CCD͒ camera and a frame grabber controlled by a commercial software ͑CODA32͒ which involved centroiding and event counting. 30 The final O͑ 3 P 0 ͒ images were obtained by repeatedly scanning Doppler profiles over the REMPI transitions to achieve homogeneous detection efficiency. The three dimensional velocity distributions were reconstructed from the two-dimensional projections using the basis set expansion ͑BASEX͒ algorithm developed by Drinbinski et al. 31 The ClO molecular beam was generated using the flash pyrolysis of a Cl 2 O / He mixture as described previously. 25 Simulations of the PHOFEX spectra ͑vide infra͒ indicates that the radicals are characterized by T rot ഛ 100± 20 K with negligible vibrational and electronic excitations.
B. Photodissociation of O 2
The experimental procedure and primary data have already been presented in detail elsewhere, 32 so they will be summarized only briefly here. A molecular beam of oxygen entered an ion imaging apparatus and was crossed at right angles with copropagating light of 120.4 and 130.2 nm. Each laser wavelength was generated by four-wave difference frequency generation in krypton using the same 212.55 nm light for the two-photon transition in krypton and using two visible wavelengths, 729 and 578 nm, to obtain 120. 4 1+1Ј ionization scheme, where the second photon was residual light from the 212.55 source. O͑ 1 D͒ was also probed by 2 + 1 REMPI using light at 203.7 nm. Photofragment yield spectra were generated by scanning the wavelength of the source centered at 120.4 nm while recording the signal intensity of the probed O͑ 1 D 2 ͒ or O͑ 3 P 2 ͒. Angular and speed distributions were obtained for each of O͑ 1 D 2 ͒, O͑ 3 P 2 ͒, and O͑ 3 P 0 ͒ at five specific dissociation wavelengths. The angular distributions were analyzed and found to indicate significant alignment of the O͑ 1 D͒ and O͑ 3 P 2 ͒ fragments, with production of mostly m J = 0. The values of ␤ at the five wavelengths were reasonably consistent across the pairs of recoiling fragments, although there was substantial error from the experiment and from the fitting procedure. As expected, the angular distributions indicated a basically parallel transition, with values ranging between ␤ = 0.74 and 1.53. The results are summarized in Table II of Ref. 32 and will be presented graphically in Sec. IV.
IV. RESULTS AND DISCUSSION
A. Photodissociation of ClO
The predissociation of the ClO A 2 ⌸ ⍀ state represents an ideal system to test the modeling of fragment spatial anisotropy. Excitation to the A 2 ⌸ 3/2 state involves a parallel ͑⌬⍀ =0͒ corresponding to an intrinsic anisotropy parameter of ␤ = 2.0 in the limit of prompt recoil. There have been numerous spectroscopic studies of the A 2 ⌸ ⍀ state and the spectroscopic constants are well known. [33] [34] [35] [36] [37] The A 2 ⌸ 3/2 state, which correlates to O͑ 1 D͒, is bound but is predissociated by a number of repulsive states which correlate to O͑ 3 P͒. The individual vibronic bands of the A 2 ⌸ 3/2 state exhibit partially resolved rotational structure with the resolution of each band dependent on the predissociation lifetimes, which vary from 0.5 to 10 ps. The lifetimes do not depend on J, suggesting that predissociation is due to spin-orbit coupling and not induced by molecular rotation. Our previous investigations of ClO produced beams with rotational temperatures near 100 K, a temperature which provides access to a wide range of rotational states, J Ͼ 20, with reasonable signal-to-noise ratio. These factors permit coarse "tuning" of the number of overlapping transitions to explore the limits of the current model. In addition, since the O͑ 3 P 0 ͒ fragment has no angular momentum, the ion images are sensitive only to the spatial anisotropy, avoiding complications involving atomic alignment. In this work we have measured spatial anisotropy parameters for the O͑ 3 P 0 ͒ fragments arising from the predissociation of the ClO A 2 ⌸ 3/2 state throughout the 10-0 and 6-0 vibronic bands and in sections of the 11-0 band. These bands were selected primarily due to their different lifetimes, 2.5, 1.0, and 0.5 ps for the 11-0, 10-0, and 6-0 bands, respectively. Figure 6 shows raw O͑ 3 P 0 ͒ images ͑upper panel͒ arising from ClO photodissociation at 279.50 and 280.20 nm corresponding to excitation at the band head and in the tail region on the 10-0 band, respectively. Photodissociation of the 6-0, 10-0, and 11-0 bands results in the production of only Cl͑ 2 P 3/2 ͒ fragments in coincidence with O͑ 3 P 0 ͒ fragments, and therefore the images consist of a single ring. The difference in the spatial anisotropy arising from photodissociation at the two wavelengths is clear from inspection of the raw images. Anisotropy parameters derived from the images for both vibronic bands are shown as the upper data points in Figs. 7 and 8.
In order to provide wavelength calibration and to determine the rotational temperature, we collected PHOFEX spectra for each band investigated. PHOFEX spectra were obtained through analysis of Cl͑ 2 P 3/2 ͒ ion images acquired across each band rather than by collecting total ion signal associated with either O͑ 3 P 0 ͒ or Cl͑ 2 P 3/2 ͒ products. Since the PHOFEX is a relative signal, a small feature in the ion images due to Cl 2 photodissociation was used as a constant intensity reference to which the strongly wavelengthdependent ClO feature was compared. Such analysis required us to assume that the contribution from Cl 2 photodissociation, due to a broad absorption spectrum in this region, was constant over each run ͑despite large run-to-run variability in the overall Cl 2 signal͒. Our experience suggested that this assumption was reasonable. A comparison of the relative intensities of the Cl 2 photodissociation and ClO photodissociation contributions to the speed distributions also provided correction for beam overlap and probe power. We find that the PHOFEX experiments were highly reproducible. Figure 7 shows the photofragment excitation spectrum of ClO on the 10-0 band of the A 2 ⌸ 3/2 -X 2 ⌸ 3/2 transition as well as the experimental measurements of ␤ at several wavelengths. Equation ͑6͒ was used to calculate the spectral simulation and the variation of ␤ with wavelength. 38 The results are given as solid lines, calculated for ⌬ = 4.0 cm −1 . The spectral simulation parameters were BЉ = 0.623 45 cm −1 , BЈ = 0.360 13 cm −1 , 00 = 35 752.74 cm −1 , and T = 100 K. Rotational levels up to J = 49 were included. Figure 8 shows a similar photofragment excitation spectrum for ClO on the 6-0 band of the A 2 ⌸ 3/2 -X 2 ⌸ 3/2 transition. The results are calculated for ⌬ = 10.0 cm −1 . The spectral simulation parameters were the same for the ground state as in the 10-0 calculation: BЈ = 0.389 cm −1 , 00 = 34268.43 cm −1 , and T = 80 K. Note that the broadening is higher for the 6-0 band than for the 10-0 band, resulting generally in higher values of ␤, as might be expected from comparing Figs. 4 and 5.
Encouraged by these results, we attempted to see if one could observe oscillations in ␤ predicted, for example, in Fig. 7 . Figure 9 presents results for the 11-0 band, for which the lifetime broadening is known to be much smaller than in the 6-0 or 10-0 bands. For the 11-0 band, the broadening of 2 cm −1 is comparable to the spacing between transitions involving the higher J values, so that it is possible in theory to measure how ␤ changes when the dissociation laser is slightly off resonance versus on resonance. Eleven images were taken at roughly equal spacings between 277.85 and 278.05 nm and analyzed to determine the anisotropy parameter. The results are plotted as points with error bars in the figure, which also shows the prediction of ͑6͒ as well as the simulation of the ͑unmeasured͒ spectrum. The spectroscopic constants for the ground virbational level were the same as those used above, whereas the rotational constant for =11 was taken to be B = 0.345 cm −1 . The value for 00 was 36 068.75 cm −1 . The dashed line gives the average trend of ␤ in this region.
Despite the difficulty of the experimental measurements, there are two important points to notice about the data. First, the data show an oscillation of ␤ around the average value predicted by the theory of ͑6͒, roughly in phase with theory. Second, the magnitude of the oscillation is in approximate agreement with the prediction of ͑6͒.
It is interesting to note that the oscillations are not in accord with a classical model. A classical model based on ͑2͒ might predict an oscillation between ␤ values for the P vs R transitions, due to their different J values and branches, but that is not what is predicted by the quantum model. In the quantum model the value of ␤ in resonance with either P-or R-branch transitions is substantially the same; the oscillation occurs between the resonances. A better understanding of the theory comes from investigating the predicted ␤ variation in correlation with the predicted line positions. In this region of the spectrum, the R branch has turned around from its band head, and the spectrum consists of alternating P-and R-branch transitions, of which four P-and four R-branch transitions fall within the region illustrated. The P-branch transitions have higher amplitude because the adjacent R-branch transitions are from higher J values with lower population. The R-branch transition corresponding to the P͑15.5͒ transition in the figure is at lower wavelength ͑off this figure͒. Recall from Fig. 3 that, for a single P , R pair, ␤ is lower between the P-and R-branch transitions and higher outside this range. Thus, we expect ␤ to be lower on the low wavelength side of the P-branch transition ͑in the direction of the corresponding R͒ and higher on the high wavelength side, exactly as predicted by ͑6͒. It is encouraging that the experiment observes oscillations of approximately the correct magnitude and phase. We conclude that such oscillations should be observable in other systems where the line broadening is comparable to the spacing between rotational lines.
B. Photodissociation of O 2
The photodissociation of O 2 provides some interesting new features compared with the case of ClO. For one thing, the spectroscopy is more complicated because the transition is
Second, only odd N levels of ground-state O 2 are populated due to the nuclear spin statistics. Third, because the transition is embedded in an optically allowed continuum, Fano line shapes are encountered. 39 Finally, the transition is an intermediate case between Hund's cases ͑a͒ and ͑b͒, so the wave function and transition amplitudes must be modified. 40 The incorporation of Fano line shapes is reasonably straightforward. The factor L͑ , JЈ͒ given in ͑7͒ should be replaced by F͑ , JЈ͒ = g͓q + ͑͑ − C ͒ / g͔͒ / ͓ − C + ig͔, where g is the broadening parameter and q measures the strength of the continuum coupling. In the case of O 2 , q = q 0 + q N ͑JЈ͑JЈ +1͒͒ 2 and g = g 0 + g N ͑JЈ͑JЈ +1͒͒, with q N = 2.8ϫ 10 −5 and g N = 0.18. 41 We have treated q 0 and g 0 as adjustable parameters. 3 ⌺ electronic states intermediate between cases ͑a͒ and ͑b͒ have been considered by Tatum and Watson. 40 Briefly, the energy levels are given by
The common term ͑2 − ␥͒ is normally included in the electronic energy. For the 0-0 band of the E 3 ⌺ u − -X 3 ⌺ g − transition in O 2 , BЉ = 1.437 77, Љ = 1.984, and ␥Љ= 0.008 37, all in cm −1 , while BЈ = 1.4701, Ј = −3.3725, and ␥Ј= 0.045. Note that each rotational state N will be split into three spinrotation states J = N +1, N, and N − 1 corresponding to the F 1 , F 2 , and F 3 states, respectively.
The wave functions for the three states are given by
where
Note that for every value of N, there will be, in general ͑except for N =1͒, 14 branches, 40 of which five will have identical values of JЉ = N − 1 and FЉ = 3, five will have JЉ = N + 1 and FЉ = 1, and four will have have JЉ = N and FЉ =2. These several branches starting from a single initial state then replace the P, Q, and R branch terms in ͑6͒-instead of a three slit analog, we have a four or five slit analog. When the squares of these and the other similar terms are summed over M, they provide the modified Hönl-London factors listed for the 14 branches in Table 2 of Tatum and Watson. From the point of view of the Mukamel-Jortner treatment, these modified Hönl-London factors are the squares, summed over M, of the matrix elements ͗sJЈMЈ͉H int ͉gJM , k͘ given in ͑4͒. The equivalent of the rotational part of the matrix element ͗K͉H V ͉sJЈMЈ͘ in ͑4͒ is simply proportional to a function of the form of ͑12͒ in
Thus each of the terms in ͑6͒ that substitute for the P, Q, and R terms will be of the form of a broadening amplitude, given by F͑ , JЈ͒, multiplied with a factor of the form of ͑14͒, replacing A͑...͒, multiplied with a factor of the form of ͑12͒ with the substitution of the rotation matrix element, as just described. The Appendix provides a concise summary.
Calculations were performed using the spectroscopic constants given above with 00 = 80 382.8 cm −1 . The results are compared to the measured values of ␤ and the photofragment excitation spectrum in Fig. 10 . The parameters that best fit the data are q 0 = −12.0, g 0 = 5.0 cm −1 , and T =20 K.
V. CONCLUSION
The good agreement between experimental and calculated values of the yield spectra and the variation of ␤ with show that the approach of ͑6͒ or, equivalently, of ͑5͒ can be useful in interpreting spectroscopic and anisotropy results. An advantage of this approach is that it can be modified relatively easily to cover new situations as they arise. For example, for two-photon excitation only minor modifications are needed. The principle is the same, in that the sum in ͑6͒ must coherently combine all the possible routes from initial states to products at a particular angle. Generally, this will involve the product of A͑...͒ functions going through states of the ͑virtual͒ intermediate. This approach has been taken, for example, in a study of the twophoton photodissociation of NO through Rydberg levels in the 265-278 nm region. 16 If results are desired for different Hund's cases, the wave functions can be modified as done above for O 2 , where both electronic states were of mixed character, or as done in the NO study, 16 where different Hund's cases describe the upper and lower electronic states. See also the Appendix.
Extension to polyatomic molecules, either symmetric or asymmetric tops, should be possible by treating the initial state as ͉JKM͘ and replacing A͑...͒ with the appropriate linear excitation amplitudes. When the projection of the electronic angular momentum onto the top axis is zero or much smaller than K, the situation is particularly simple. In the case of symmetric tops, the A͑...͒ functions 42 are the same as those listed in Bray and Hochstrasser 20 with K replacing ⍀.
The rotation matrix element d M Ј ,K Ј JЈ ͑͒ then gives the probability amplitude that the figure axis, where JЈ makes projection KЈ, will be at an angle with respect to Z, where JЈ makes projection MЈ. With these substitutions, ͑6͒ predicts the angular distribution for the figure axis. If this axis is also the recoil axis, then the distribution gives ␤; if the recoil axis is rotated from the figure axis by an amount , then ␤ will be reduced from the value for the figure axis by a factor P 2 ͑cos ͒, as can be calculated using the spherical harmonic addition theorem.
Use of circular rather than linear polarization is also straightforward, since Bray and Hochstrasser have given the one-photon versions that correspond to A͑...͒. 20 Finally, it will be interesting to extend the current approach to excitation by coherent light, whose bandwidth is broad compared to the spectrum.
In summary, we have investigated how ␤ changes as a function of and the broadening parameter͑s͒ for situations intermediate between short and long upper state lifetimes relative to the rotational period of the dissociating molecule. A practical method is provided for calculating ␤͑͒, which has the side benefit of additionally generating a simulated spectrum by simply integrating the angular distribution at each wave number over sin d. Despite the long history and importance of the anisotropy parameter, it is surprising that calculations of ␤͑͒ are not routinely performed. The method for doing so was described in 1974, 18 but was somewhat cumbersome. Perhaps the more descriptive treatment given above, in the Appendix, and in the available computer program 43 will encourage better use of this tool.
