





BAB 5 IMPLEMENTASI SISTEM 
Pada bagian ini akan menjelaskan tentang implementasi pada sistem yang 
diperoleh dari bab sebelumnya yaitu bab perancangan yang di dalamnya terdapat 
perancanan algoritme dan perancangan antarmuka sistem. 
5.1 Implementasi Program 
Berdasarkan perancangan sistem yang telah dibahas pada bab 4, maka 
akan dibahas mengenai implementasi program sesuai dengan perancangan yang 
telah dibuat. Sistem pada skripsi ini diimplementasikan menggunakan bahasa 
pemograman Python 2.7 dengan aplikasi Spyder 3 yang terdapat pada Anaconda 
versi 2. 
5.1.1 Implementasi Proses Data Latih 
5.1.1.1 Implementasi Proses Normalisasi Data 
Pertama-tama proses akan diawali dengan melakukan normalisasi 
terhadap seluruh data yang akan di olah untuk standarisasi data agar 
mendapatkan nilai yang sejenis untuk dapat di proses ke proses selanjutnya, 
seluruh data latih akan diubah menjadi data dengan range antara nilai 0 dengan 1 




def rumusNormalisasi(x, maxN, minN): 
    rumus = (x-minN)/((maxN-minN)+(1-0)) 
    return rumus 
Kode Program 5.1 Rumus Normalisasi Data 
Penjelasan dari Kode Program 5.1 Rumus Normalisasi Data adalah sebagai berikut: 
1. Baris 2 merupakan proses perhitungan untuk mencari nilai normalisasi data 
2. Baris 3 merupakan proses mengembalikan nilai rumus. 
Diatas adalah proses yang terjadi di dalam method rumus normalisasi data 
dan selanjutnya adalah proses pengolahan data yang akan menjadi data inputan 
menjadi data normalisasi dengan range antara 0 sampai dengan nilai 1, proses 
pengolahan normalisasi ini dapat dilihat pada Kode Program 5.2 tentang 











dataNormalisasi = [] 
for i in range(len(nilaiZ)): 
    temp = [] 
    for j in range(24): 
            try:     
temp.append(rumusNormalisasi(nilaiZ[i][j],nilaiMaxi[j],nila
iMini[j])) 
            except Exception as e: 
                pass 
    dataNormalisasi.append(temp) 









Penjelasan dari Kode Program 5.2 Proses Normalisasi Data adalah sebagai berikut: 
1. Baris 1 merupakan proses inisialisasi list dataNormalisasi 
2. Baris 2-9 merupakan proses perulangan untuk mengisi nilai pada list temp 
yang akan di pindahkan ke dalam list dataNormalisasi dan terdapat 
pemanggilan method rumusNormalisasi untuk menghitung normalisasi 
3. Baris 10 merupakan mengisi list dataNormalisasi dengan nilai List temp. 
5.1.1.2 Implementasi Proses Inisialisasi Bobot 
Langkah selanjutnya dalam metode Extreme Learning Machine (ELM) 









    bobotA = [] 
    for i in range (int(hiddenNeuron)): 
        temp = [] 
        for j in range (24):     
            temp.append(random.uniform(-0.5,0.5)) 
        bobotA.append(temp) 
Kode Program 5.3 Proses Inisialisasi Bobot 
Penjelasan dari Kode Program 5.3 Proses Inisialisasi Bobot adalah sebagai berikut: 
1. Baris 2 merupakan proses inisialisasi list bobotA 
2. Baris 3-7 merupakan proses perulangan untuk mendapatkan nilai bobot acak 
dengan range (-0.5,0.5) yang berbentuk matriks berukuran jumlah hidden 
neuron x jumlah parameter data. 
Setelah mendapatkan nilai bobot acak , dilakukan proses mengubah nilai 










    bobotT = [] 
    for i in range (24): 
        temp = [] 
        for j in range (len(bobot)): 
            temp.append(bobot[j][i]) 
        bobotT.append(temp) 
    return bobotT 
Kode Program 5.4 Proses Bobot Transpose 
Penjelasan dari Kode Program 5.4 Proses Bobot Transpose adalah sebagai berikut: 
1. Baris 2 merupakan inisialisasi list bobotT 
2. Baris 3-7 merupakan proses perulangan untuk mendapatkan nilai bobot acak 
transpose. 






5.1.1.3 Implementasi Proses Inisialisasi Bias 
Langkah setelah menentukan bobot acak dalam metode Extreme Learning 
Machine (ELM) adalah inisialisasi bias yang dimana nilai bias ini dibentuk dari nilai 









    bias = [] 
    for i in range (len(dataNormalisasi)): 
        temp = [] 
        for j in range (int(hiddenNeuron)): 
            temp.append(random.uniform(0,1)) 
        bias.append(temp)temp) 
Kode Program 5.5 Proses Menghitung Inisialisasi Bias 
Penjelasan dari Kode Program 5.5 Proses Menghitung Inisialisasi Bias adalah 
sebagai berikut: 
1. Baris 2 merupakan inisialisasi list Bias 
2. Baris 3-7  merupakan proses perulangan untuk mendapatkan nilai Bias pada 
metode ELM yaitu dengan mengambil nilai random dengan range [0,1]. 
5.1.1.4 Implementasi Proses Perhitungan Keluaran Hidden Neuron 
Langkah selanjutnya dalam metode Extreme Learning Machine (ELM) 











    Hinit = [] 
    for i in range (len(matrixA)): 
        temp = [] 
        for j in range (len(matrixA[0])): 
            temp.append(matrixA[i][j]+matrixB[i][j]) 
        Hinit.append(temp) 
    return Hinit 
Kode Program 5.6 Proses Menghitung Keluaran Hidden Neuron 
Penjelasan dari Kode Program 5.6 Proses Menghitung Keluaran Hidden Neuron 
adalah sebagai berikut: 
1. Baris 2 merupakan inisialisasi list Hinit 
2. Baris 3-7 merupakan proses perulangan untuk mendpatkan nilai keluaran 
hidden neuron dengan menambahkan matrix XWT dengan matrix Bias yang 
hasilnya adalah matrix keluaran hidden neuron. 
3. Baris 8 merupakan proses mengembalikan nilai Hinit. 
5.1.1.5 Implementasi Proses Perhitungan Keluaran Hidden Neuron dengan 
Fungsi Aktivasi 
Langkah selanjutnya dalam metode Extreme Learning Machine (ELM) 
adalah menghitung keluaran hidden neuron dengan fungsi aktivasi yang dapat 
















    H = [] 
    for i in range (len(matrixA)): 
        temp = [] 
        for j in range (len(matrixA[0])): 
            temp.append(1/(1+math.exp(-1*(matrixA[i][j])))) 
        H.append(temp) 
    return H 
Kode Program 5.7 Proses Menghitung Keluaran Hidden Neuron dengan Fungsi 
Aktivasi 
Penjelasan dari Kode Progran 5.7 Proses Menghitung Keluaran Hidden Neuron 
dengan Fungsi Aktivasi adalah sebagai berikut: 
1. Baris 2 merupakan inisialisasi list H 
2. Baris 3-7 merupakan proses perulangan untuk mendapatkan nilai keluaran 
hidden neuron dengan fungsi aktivasi dengan perhitungan 1/1+exp(-(Hinit)) 
dan mengisi nilai nya pada list H. 
3. Baris 8 merupakan proses mengembalikan nilai H. 
Setelah mendapatkan nilai H maka proses selanjutnya adalah mengubah 










    HT = [] 
    for i in range (int(hiddenNeuron)): 
        temp = [] 
        for j in range (len(matrixA)): 
            temp.append(matrixA[j][i]) 
        HT.append(temp) 
    return HT    
Kode Program 5.8 Proses H Transpose 
Penjelasan dari Kode Program 5.8 Proses H Transposes adalah sebagai berikut: 
1. Baris 2 merupakan inisialisasi list HT 
2. Baris 3-7 merupakan proses perulangan untuk merubah nilai matrix H menjadi 
H Transpose. 
3. Baris 8 merupakan proses mengembalikan nilai HT. 
5.1.1.6 Implementasi Proses Perhitungan Pseudo-Invers dengan Moore-
Penrose 
Langkah selanjutnya dalam metode Extreme Learning Machine (ELM) 
adalah menghitung pseudo-invers  dengan moore-penrose  yang dapat dilihat pada 






def rumusPerkalianHDagger(matrixTranspose,matrixH):    
    HTH = [] 
    temp_sum = 0 
    for i in range (len(matrixTranspose)): 




























        for j in range (int(hiddenNeuron)): 
            for k in range (len(matrixTranspose[i])): 
                temp_sum += 
matrixTranspose[i][k]*matrixH[k][j] 
            temp_b.append(temp_sum) 
            temp_sum = 0 
        HTH.append(temp_b) 
    valueHTH = np.array(HTH) 
    HTHinvers = np.linalg.inv(valueHTH) 
    fixHTH = HTHinvers.tolist() 
    HDeker = [] 
    temp_sum = 0 
    for i in range (len(fixHTH)): 
        temp_b = [] 
        for j in range (len(nilaiH)): 
            for k in range (len(fixHTH[i])): 
                temp_sum += 
fixHTH[i][k]*matrixTranspose[k][j] 
            temp_b.append(temp_sum) 
            temp_sum = 0 
        HDeker.append(temp_b) 
    return HDeker 
Kode Program 5.9 Proses Perhitungan Pseudo-Invers dengan Moore-Penrose 
Penjelasan dari Kode Program 5.9 Proses Perhitungan Pseudo-Invers  dengan 
Moore-Penrose adalah sebagai berikut. 
1. Baris 2 merupakan proses inisialisasi list HTH 
2. Baris 3 merupakan proses inisialisasi awal variable temp_sum dengan nilai = 
0 
3. Baris 4-11 merupakan proses perulangan untuk mendapatkan nilai hasil 
perkalian antara matrix HTranspose dengan matrix H. 
4. Baris 13 merupakan proses mengubah nilai list kedalam bentuk array untuk di 
proses selanjutnya. 
5. Baris 14 merupakan proses mencari nilai invers dari nilai matrix perkalian 
HTranspose dengan H yang disimpan pada variable valueHTH 
6. Baris 15 merupakan proses pengembalian bentuk array menjadi suatu list 
7. Baris 16 merupakan proses inisialisasi list HDeker 
8. Baris 17 merupakan inisialisasi awal variable temp_sum dengan nilai = 0 
9. Baris 18-26 merupakan proses perulangan untuk mendapatkan nilai hasil 
perkalian antara matrix HTH yang telah di invers dengan matrix HTranspose 
yang nilainya disimpan pada list HDeker. 
10. Baris 27 merupakan proses pengembalian nilai HDeker 
5.1.1.7 Implementasi Proses Perhitungan Bobot Keluaran 
Langkah selanjutnya dalam metode Extreme Learning Machine (ELM) 



















    beta = [] 
    temp_sum = 0 
    for i in range (len(matrixH)): 
        temp_b = [] 
        for j in range (len(matrixY[0])): 
            for k in range (len(matrixH[i])): 
                temp_sum += matrixH[i][k]*matrixY[k][j] 
            temp_b.append(temp_sum) 
            temp_sum = 0 
        beta.append(temp_b) 
Kode Program 5.10 Proses Perhitungan Bobot Keluaran 
Penjelasan dari Kode Program 5.10 Proses Perhitungan Bobot Keluaran adalah 
sebagai berikut. 
1. Baris 2 merupakan proses inisialisasi list beta 
2. Baris 3 merupakan proses inisialisasi awal variable temp_sum dengan nilai = 
0 
3. Baris 4-11 merupakan proses perulangan untuk mendapatkan nilai bobot 
keluaran dengan mengkalikan antara matriks H+ dengan matrix target dan 
mengisi nilainya di dalam list beta 
5.1.1.8 Implementasi Proses Perhitungan Keluaran Output Layer 
Langkah terakhir dalam metode Extreme Learning Machine (ELM) adalah 
menghitung keluaran output layer yaitu dengan mengkalikan matrix beta / bobot 
keluaran dengan matrix target yang nanti akan diketahui nilai Y prediksinya dan 
setelah diketahui Y Prediksi maka nilai Y Prediksi akan dicari nilai maximum untuk 
mendapatkan nilai prediksi klasifikasi yang dilakukan dengan metode ELM ini pada 
klasifikasi penyakit chroncic kidney disease (CKD) yang proses perhitungan 














    yPrediksi = [] 
    temp_s = 0 
    for i in range (len(matrixH)): 
        temp_b = [] 
        for j in range (len(matrixB[0])): 
            for k in range (len(matrixH[i])): 
                temp_s += matrixH[i][k]*matrixB[k][j] 
            temp_b.append(temp_s) 
            temp_s = 0 
        yPrediksi.append(temp_b) 
    return yPrediksi 
Kode Program 5.11 Proses Perhitungan Keluaran Output Layer 
Penjelasan dari Kode Program 5.11 Proses Perhitungan Keluaran Output Layer 
adalah sebagai berikut. 
1. Baris 2 merupakan proses inisialisasi list yPrediksi 






3. Baris 4-13 merupakan proses perulangan untuk mendapatkan nilaikeluaran 
output layer dengan mengkalikan antara matrix H dengan matrix beta dan 
mengisi nilainya di dalam list yPrediksi 
4. Baris 14 merupakan proses mengembalikan nilai yPrediksi. 
5.1.1.9 Implementasi Proses Perhitungan Confusion Matrix 
Setelah menghitung data menggunakan Extreme Learning Machine (ELM) 
selanjutnya menghitung nilai confusion matrix  yang terdiri dari nilai precision, 













































    pp = 0 
    pn = 0 
    np = 0 
    nn = 0 
    for each in matrixA: 
        if each[0] == 0: 
            if each[1] == 0: 
                pp += 1 
            elif each[1] == 1: 
                pn += 1 
        if each[0] == 1: 
            if each[1] == 1: 
                nn += 1 
            elif each[1] == 0: 
                np += 1 
    try: 
        precision_positif = pp / (pp+pn) 
        recall_positif = pp / (pp+np) 
        f1_positif = 2 * precision_positif * recall_positif 
/ (precision_positif + recall_positif) 
        precision_negatif = nn / (nn+np) 
        recall_negatif = nn / (nn+pn) 
        f1_negatif = 2 * precision_negatif * recall_negatif 
/ (precision_negatif + recall_negatif) 
        akurasi = (pp+nn) / (pp+pn+np+nn) 
        c = PrettyTable([' ', 'GoldTrue_CKD', 
'GoldTrue_NotCKD']) 
        c.add_row(['Predicted_CKD', pp, pn]) 
        c.add_row(['Predicted_NotCKD', np, nn]) 
        print c 
        t = PrettyTable([' ', 'Precision', 'Recall', 'F1', 
'Akurasi']) 
        t.add_row(['CKD',precision_positif, recall_positif, 
f1_positif, ' ']) 
        t.add_row(['NotCKD',precision_negatif, 




        return t 
    except Exception as e: 
return e 







Penjelasan dari Kode Program 5.12 Proses Perhitungan Confusion Matrix 
adalah sebagai berikut. 
1. Baris 2-5 merupakan proses inisialisasi awal dari variable pp,pn,np,dan nn 
dengan nilai = 0. 
2. Baris 6-16 merupakan proses membandingkan nilai Y prediksi dengan nilai 
target untuk mendapatkan nilai pp,pn,np dan nn. 
3. Baris 17-31 merupakan proses untuk perhitungan confusion matrix yang terdiri 
dari precision, recall, F1 dan Akurasi. 
5.1.2 Implementasi Proses Data Uji 
5.1.2.1 Implementasi Proses Normalisasi Data 
Pertama-tama pada data uji proses akan diawali dengan melakukan 
normalisasi terhadap seluruh data yang akan di olah untuk standarisasi data agar 
mendapatkan nilai yang sejenis untuk dapat di proses ke proses selanjutnya, 




def rumusNormalisasi(x, maxN, minN): 
    rumus = (x-minN)/((maxN-minN)+(1-0)) 
    return rumus 
Kode Program 5.13 Rumus Normalisasi Data 
Penjelasan dari Kode Program 5.13 Rumus Normalisasi Data adalah sebagai 
berikut: 
1. Baris 2 merupakan proses perhitungan untuk mencari nilai normalisasi data 
2. Baris 3 merupakan proses mengembalikan nilai rumus. 
Diatas adalah proses yang terjadi di dalam method rumus normalisasi data 
dan selanjutnya adalah proses pengolahan data yang akan menjadi data inputan 
menjadi data normalisasi dengan range antara 0 sampai dengan nilai 1, proses 











dataNormalisasi = [] 
for i in range(len(nilaiZ)): 
    temp = [] 
    for j in range(24): 
            try:     
temp.append(rumusNormalisasi(nilaiZ[i][j],nilaiMaxi[j],nila
iMini[j])) 
            except Exception as e: 
                pass 
    dataNormalisasi.append(temp) 
Kode Program 5.14 Pengolahan Normalisasi Data 
Penjelasan dari Kode Program 5.14 Pengolahan Normalisasi Data adalah sebagai 
berikut: 






2. Baris 2-9 merupakan proses perulangan untuk mengisi nilai pada list temp 
yang akan di pindahkan ke dalam list dataNormalisasi dan terdapat 
pemanggilan method rumusNormalisasi untuk menghitung normalisasi 
3. Baris 10 merupakan penghapusan list(0) dikarenakan isi dalam list berupa 
parameter yang tidak terpakai di dalam perhitungan selanjutnya. 
5.1.2.2 Implementasi Proses Mengambil Nilai Bobot Data Latih 
Langkah selanjutnya dalam data uji mengambil nilai bobot pada data latih 



















    nBobot = [] 
    data = open("Nilai Bobot Pengujian.txt","r") 
    x = data.read() 
    data.close()   
    bobot = re.split("\n",x) 
    for each in bobot: 
        temp = re.split(",",each) 
        nBobot.append(temp) 
    nilaiBobot = [] 
    for i in range (len(nBobot)): 
        temp = [] 
        for j in range (len(nBobot[i])): 
            temp.append(float(nBobot[i][j])) 
        nilaiBobot.append(temp) 
    return nilaiBobot 
Kode Program 5.15 Proses Mengambil Nilai Bobot 
Penjelasan dari Kode Program 5.15 Proses Mengambil Nilai Bobot adalah sebagai 
berikut. 
1. Baris 2 merupakan proses inisialisasi list nBobot 
2. Baris 3-6 merupakan proses pembacaan file txt yang di dalamnya tersimpan 
nilai dari bobot sebelumnya. 
3. Baris 7-16 merupakan proses mengambil nilai yang ada dalam file txt ke dalam 
suatu list dan merubah tipe data yang terdapat pada file  txt menjadi float 
agar dapat diproses dan disimpan pada list nilaiBobot.  
Setelah mendapatkan nilai bobot acak , dilakukan proses mengubah nilai 










    bobotT = [] 
    for i in range (24): 
        temp = [] 
        for j in range (len(bobot)): 
            temp.append(bobot[j][i]) 
        bobotT.append(temp) 
    return bobotT 







Penjelasan dari Kode Program 5.16 Proses Bobot Transpose adalah sebagai 
berikut: 
1. Baris 2 merupakan inisialisasi list bobotT 
2. Baris 3-7 merupakan proses perulangan untuk mendapatkan nilai bobot acak 
transpose. 
3. Baris 8 Mengembalikan nilai bobotT 
5.1.2.3 Implementasi Proses Inisialisasi Bias 
Langkah setelah menentukan bobot acak dalam metode Extreme Learning 
Machine (ELM) adalah inisialisasi bias yang dimana nilai bias ini dibentuk dari nilai 
random dengan range [0,1], nantinya nilai bias akan digunakan untuk mencari nilai 










    bias = [] 
    for i in range (len(dataNormalisasi)): 
        temp = [] 
        for j in range (int(hiddenNeuron)): 
            temp.append(random.uniform(0,1)) 
        bias.append(temp)temp) 
Kode Program 5.17 Proses Inisialisasi Bias 
Penjelasan dari Kode Program 5.17 tentang Proses Inisialisasi Bias adalah sebagai 
berikut: 
3. Baris 2 merupakan inisialisasi list Bias 
4. Baris 3-7  merupakan proses perulangan untuk mendapatkan nilai Bias pada 
metode ELM yaitu dengan mengambil nilai random dengan range [0,1]. 
5.1.2.4 Implementasi Proses Perhitungan Keluaran Hidden Neuron 
Langkah selanjutnya dalam metode Extreme Learning Machine (ELM) 
adalah menghitung keluaran hidden neuron  dengan proses mengkalikan matrix 
XWT dengan nilai matrix Bias , untuk proses menghitung keluaran hidden neuron 











    Hinit = [] 
    for i in range (len(matrixA)): 
        temp = [] 
        for j in range (len(matrixA[0])): 
            temp.append(matrixA[i][j]+matrixB[i][j]) 
        Hinit.append(temp) 
    return Hinit 
Kode Program 5.18 Proses Menghitung Keluaran Hidden Neuron 
Penjelasan dari Kode Program 5.18 Proses Menghitung Keluaran Hidden Neuron 







1. Baris 2 merupakan inisialisasi list Hinit 
2. Baris 3-7 merupakan proses perulangan untuk mendpatkan nilai keluaran 
hidden neuron dengan menambahkan matrix XWT dengan matrix Bias yang 
hasilnya adalah matrix keluaran hidden neuron. 
3. Baris 8 merupakan proses mengembalikan nilai Hinit. 
5.1.2.5 Implementasi Proses Perhitungan Keluaran Hidden Neuron dengan 
Fungsi Aktivasi 
Langkah selanjutnya dalam metode Extreme Learning Machine (ELM) 
adalah menghitung keluaran hidden neuron dengan fungsi aktivasi yang dapat 










    H = [] 
    for i in range (len(matrixA)): 
        temp = [] 
        for j in range (len(matrixA[0])): 
            temp.append(1/(1+math.exp(-1*(matrixA[i][j])))) 
        H.append(temp) 
    return H 
Kode Program 5.19 Proses Menghitung Keluaran Hidden Neuron dengan Fungsi 
Aktivasi 
Penjelasan dari Kode Progran 5.19 Proses Menghitung Keluaran Hidden Neuron 
dengan Fungsi Aktivasi adalah sebagai berikut: 
1. Baris 2 merupakan inisialisasi list H 
2. Baris 3-7 merupakan proses perulangan untuk mendapatkan nilai keluaran 
hidden neuron dengan fungsi aktivasi dengan perhitungan 1/1+exp(-(Hinit)) 
dan mengisi nilai nya pada list H. 
3. Baris 8 merupakan proses mengembalikan nilai H. 
5.1.2.6 Implementasi Proses Mengambil Nilai Bobot Keluaran 
Langkah selanjutnya dalam metode Extreme Learning Machine (ELM) pada 

















    nBeta = [] 
    data = open("Nilai Beta Pengujian.txt","r") 
    b = data.read() 
    data.close()   
    beta = re.split("\n",b) 
    for each in beta: 
        temp = re.split(",",each) 
        nBeta.append(temp) 
    nilaiBeta = [] 
    for i in range (len(nBeta)): 
        temp = [] 
        for j in range (len(nBeta[i])): 








        nilaiBeta.append(temp) 
    return nilaiBeta 
Kode Program 5.20 Proses Mengambil Nilai Bobot Keluaran 
Penjelasan dari Kode Program 5.20 Proses Mengambil Nilai Bobot Keluaran adalah 
sebagai berikut. 
1. Baris 2 merupakan inisialisasi list nBeta 
2. Baris 3-5 merupakan proses pembacaan file txt yang di dalamnya terdapat 
nilai beta data latih. 
3. Baris 6 merupakan proses pemisahanan kata berdasarkan “\n” / line baru. 
4. Baris 7-9 merupakan proses perulangan untuk proses pemisahan kata 
berdasarkan tanda baca “,” 
5. Baris 10 merupakan proses inisialisasi list nilaiBeta 
6. Baris 11-15 merupakan proses perulangan untuk proses merubah tipe data 
string menjadi float agar dapat diproses selanjutnya. 
7. Baris 16 merupakan proses mengembalikan nilai nilaiBeta 
5.1.2.7 Implementasi Proses Perhitungan Keluaran Output Layer 
Langkah terakhir dalam metode Extreme Learning Machine (ELM) adalah 














    yPrediksi = [] 
    temp_s = 0 
    for i in range (len(matrixH)): 
        temp_b = [] 
        for j in range (len(matrixB[0])): 
            for k in range (len(matrixH[i])): 
                temp_s += matrixH[i][k]*matrixB[k][j] 
            temp_b.append(temp_s) 
            temp_s = 0 
        yPrediksi.append(temp_b) 
    return yPrediksi 
Kode Program 5.21 Proses Perhitungan Keluaran Output Layer 
Penjelasan dari Kode Program 5.21 Proses Perhitungan Keluaran Output Layer 
adalah sebagai berikut. 
1. Baris 2 merupakan proses inisialisasi list yPrediksi 
2. Baris 3 merupakan proses inisialisasi awal variable temp_s dengan nilai = 0 
3. Baris 4-13 merupakan proses perulangan untuk mendapatkan nilaikeluaran 
output layer dengan mengkalikan antara matrix H dengan matrix beta dan 
mengisi nilainya di dalam list yPrediksi 






5.1.2.8 Implementasi Proses Perhitungan Confusion Matrix 
Setelah proses menghitung data menggunakan Extreme Learning Machine 
(ELM) dengan tahapan-tahapan proses yang telah dilakukan selanjutnya akan 
dilakukan perhitunga nilai confusion matrix  dalam tahap pengujian yang dimana 
confusion matrix sangat cocok untuk proses klasifikasi data pada proses ini  
keluaran outputnya akan terdiri dari Tabel confusion matrix dan juga hasil nilai 
yang terdiri dari nilai precision, recall, F1 dan akurasi . proses yang dapat dilihat 














































    pp = 0 
    pn = 0 
    np = 0 
    nn = 0 
    for each in matrixA: 
        if each[0] == 0: 
            if each[1] == 0: 
                pp += 1 
            elif each[1] == 1: 
                pn += 1 
        if each[0] == 1: 
            if each[1] == 1: 
                nn += 1 
            elif each[1] == 0: 
                np += 1 
    try: 
        precision_positif = pp / (pp+pn) 
        recall_positif = pp / (pp+np) 
        f1_positif = 2 * precision_positif * recall_positif 
/ (precision_positif + recall_positif) 
        precision_negatif = nn / (nn+np) 
        recall_negatif = nn / (nn+pn) 
        f1_negatif = 2 * precision_negatif * recall_negatif 
/ (precision_negatif + recall_negatif) 
        akurasi = (pp+nn) / (pp+pn+np+nn) 
        c = PrettyTable([' ', 'GoldTrue_CKD', 
'GoldTrue_NotCKD']) 
        c.add_row(['Predicted_CKD', pp, pn]) 
        c.add_row(['Predicted_NotCKD', np, nn]) 
        print c 
        t = PrettyTable([' ', 'Precision', 'Recall', 'F1', 
'Akurasi']) 
        t.add_row(['CKD',precision_positif, recall_positif, 
f1_positif, ' ']) 
        t.add_row(['NotCKD',precision_negatif, 
recall_negatif, f1_negatif, ' ']) 




        return t 
    except Exception as e: 
        return e 







Penjelasan dari Kode Program 5.22 Proses Perhitungan Confusion Matrix adalah 
sebagai berikut. 
1. Baris 2-5 merupakan proses inisialisasi awal dari variable pp,pn,np,dan nn 
dengan nilai = 0. 
2. Baris 6-16 merupakan proses membandingkan nilai Y prediksi dengan nilai 
target untuk mendapatkan nilai pp,pn,np dan nn. 
3. Baris 17-31 merupakan proses untuk perhitungan confusion matrix yang 
terdiri dari precision, recall, F1 dan Akurasi. 
5.2 Implementasi Antarmuka 
Sub bab Implementasi Antarmuka merupakan pembahasan – pembahasan 
yang meliputi hasil implementasi antarmuka yang sebelumnya dirancang pada Bab 
4. 
5.2.1 Implementasi Halaman Training Data 
Halaman training data digunakan untuk melakukan input parameter 
banyaknya jumlah hidden layer, data yang ingin digunakan sebagai data training 
yang nantinya pada halaman ini akan di proses dengan menggunakan metode 
Extreme Learning Machine (ELM) yang mengeluarkan output hasil dari klasifikasi 
sistem yang dapat dilihat pada Gambar 5.1. 
 
Gambar 5.1 Perancangan Halaman Hasil Klasifikasi Data 
5.2.2 Implementasi Halaman Testing Data 
Halaman training data digunakan untuk melakukan input parameter 
banyaknya jumlah hidden neuron, data yang ingin digunakan sebagai data testing 
yang nantinya pada halaman ini akan di proses dengan menggunakan metode 








Gambar 5.2 Perancangan Halaman Hasil Klasifikasi Data 
 
 
 
 
 
