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RÉSUMÉ 
 
Les alertes que nos logiciels antivirus nous envoient ou encore les différents reportages diffusés 
dans les médias nous font prendre conscience de l'existence des menaces dans le cyberespace. 
Que ce soit les pourriels, les attaques par déni de service ou les virus, le cyberespace regorge de 
menaces qui persistent malgré les efforts qui sont déployés dans leur lutte. Est-ce que cela a à 
voir avec l'efficacité des politiques en place actuellement pour lutter contre ce phénomène? 
Pour y répondre, l'objectif général du présent mémoire est de vérifier quelles sont les politiques 
de prévention (lois anti-pourriel, partenariats publics-privés et démantèlements de botnets) qui 
influencent le plus fortement le taux de menaces informatiques détectées, tout en s'attardant 
également à l'effet de différents facteurs socio-économiques sur cette variable. Les données 
collectées par le logiciel antivirus de la compagnie ESET ont été utilisées. Les résultats 
suggèrent que les partenariats publics-privés offrant une assistance personnalisée aux 
internautes s'avèrent être la politique de prévention la plus efficace. Les démantèlements de 
botnets peuvent également s'avérer efficaces, mais seulement lorsque plusieurs acteurs/serveurs 
importants du réseau sont mis hors d'état de nuire. Le démantèlement du botnet Mariposa en est 
un bon exemple. Les résultats de ce mémoire suggèrent que la formule partenariats-
démantèlements serait le choix le plus judicieux pour lutter contre les cybermenaces. Ces 
politiques de prévention possèdent toutes deux des méthodes efficaces pour lutter contre les 
menaces informatiques et c'est pourquoi elles devraient être mises en commun pour assurer une 
meilleure défense contre ce phénomène.  
 
Mots clés : menaces informatiques, cybercriminalité, cybermenaces, politiques de prévention, 
botnets.  
 
 
 
 
 
ABSTRACT 
 
Antivirus software alerts  as well as the myriad of reports in the media about threats in  
cyberspace makes us realize the full extent of the problem. Whether it is SPAM, attacks by 
denial of service or viruses,  cyberspace is filled with threats that persist despite the efforts put 
forward in this ongoing battle. Does it have anything to do with the effectiveness of the actual 
policies in place to counter the phenomenon?  In addressing this question, the main objective of 
this study is to verify which precautionary policies (anti-spam laws, public-private partnerships 
and dismantling botnets) are most influential in determining security threats, while also 
focusing on the effects of different socio-economic factors on this variable. The data collected 
by the antivirus software company ESET were used. The results suggest that public-private 
partnerships offering personalized assistance to users happen to be the most effective prevention 
policy. The botnets takedowns can also be effective, but only when multiple actors / servers 
important to the network are put out of harm's way. The dismantling of the Mariposa botnets is 
a good example. The  conclusion of this paper suggests that  the dismantling- partnerships 
formula would be the most sensible choice to fight against cyber threats. These prevention 
policies both have effective methods to fight against cyber threats, which is why they should be 
pooled to provide a better defense against this phenomenon. 
 
Keywords: security threats, cyber crime, cyber threats, prevention policies, botnets 
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Les ordinateurs et Internet font partie intégrante de la vie quotidienne de notre société moderne. 
À l'été 2014, près de la moitié (42,5%) de la population mondiale était connectée à Internet, ce 
qui représente plus de trois milliards de personnes (Internet World Stats, 2014). Que ce soit 
pour se divertir, travailler ou encore régler ses comptes, les ordinateurs et le cyberespace sont 
utilisés à plusieurs fins et regorgent d'informations, dont certaines pouvant s'avérer d'intérêt 
pour des individus malintentionnés. Sécuriser les systèmes informatiques est donc devenu, au 
fil du temps, une préoccupation pour les institutions et internautes. Une importance 
grandissante est d'ailleurs accordée dans les médias au cyberespace et les menaces qui y 
persistent. Ces menaces permettent aux botmasters d'accéder à nos systèmes et de mettre la 
main sur des informations confidentielles qu'ils pourront utiliser à leur avantage, que ce soit 
pour les revendre ou pour réaliser des vols d'identités (Hogben, Plohmann, Gerhards-Padilla et 
Leder, 2011).  De plus, de nombreuses pertes financières peuvent être engendrées par les 
menaces qui circulent dans le cyberespace. Il suffit de rappeler les attaques menées par 
MafiaBoy contre des géants tels que Yahoo!, CNN et eBay pour se souvenir que les dommages 
causés par un jeune homme âgé de 15 ans avaient été estimés à près d'un milliard de dollars 
(ARN, 2014). Les pourriels ne font pas exception à la règle, bien qu'ils soient considérés par 
plusieurs comme étant de moindre gravité. En 2011, Andrea Rosen (2011), cadre en chef de la 
conformité et des enquêtes du Conseil de la radiodiffusion et des télécommunications 
canadiennes (CRTC), estimait à près de trois milliards de dollars les dommages engendrés par 
les pourriels au Canada seulement. Étant donné les méthodes de protection qu'il faut prendre et 
le tri des messages électroniques à faire, les pourriels engendrent une perte de temps importante 
et donc, par le fait même, une perte d'efficacité et d'argent (Moustakas, Ranganathan et 
Duquenoy, 2005; Wood, 2004).  
 
Les outils et initiatives existants pour lutter contre les cybermenaces se multiplient, puisqu'en 
plus d'être très dommageables, ces menaces ne semblent que s'accroître dans le monde virtuel. 
Le rapport de Symantec pour l'année 2013 fait d'ailleurs état d'une augmentation de 23% du 
nombre d'attaques via le web détectées quotidiennement par rapport à 2012 (Symantec 
Corporation, 2014). Malgré tous les efforts mis de l'avant pour lutter contre le phénomène des 
cybermenaces, celles-ci persistent.  
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Certains auteurs sont d'avis que la persistance des menaces informatiques dans le cyberespace 
s'expliquerait en partie par la théorie de l'économie de la sécurité. Selon cette théorie, les 
différents acteurs chargés de sécuriser le cyberespace prennent des décisions en fonction de 
différentes motivations externes qui pourraient influencer la vulnérabilité de nos systèmes face 
à d'éventuelles attaques (Bauer et Van Eeten, 2009; Anderson et Moore, 2006; Anderson, 
2001). À titre d'exemple, il peut s'avérer plus économiquement avantageux pour une compagnie 
de sécurité informatique de laisser certaines failles dans ses logiciels pour que des versions 
avancées soient requises. Ce faisant, les compagnies s'assurent de créer une demande et, par le 
fait même, de nouveaux profits (Anderson et Moore, 2006; Anderson 2001). 
 
Le monde virtuel étant bien différent du monde physique, plusieurs acteurs se partagent 
différents pouvoirs ce qui complexifie la régulation du cyberespace. Que ce soit les 
fournisseurs d'accès à Internet (FAI), les développeurs de logiciels antivirus, les responsables 
des noms de domaines ou même les institutions judiciaires, tous jouent un rôle important et 
différent lorsque vient le temps de sécuriser le cyberespace (Feick et Werle, 2010). Les 
difficultés de régulation ne se limitent pas à cela. Contrairement au monde physique, le monde 
virtuel n'a aucune limite juridictionnelle ou géographique, ce qui rend difficile l'application 
d'une loi (Feick et Werle, 2010). Premièrement, les pays ne disposent pas tous de lois en 
matière de cybercriminalité. Deuxièmement, dans les cas où un pays est doté d'une loi, celle-ci 
n'est applicable que dans sa juridiction (Lavoie, Fortin et Tanguay, 2013). Ainsi, un individu 
qui génère des menaces informatiques à un endroit où celles-ci sont interdites risque davantage 
de se faire arrêter que s'il est situé dans un pays où aucune législation en la matière n'existe 
(Wall, 2007).  
 
Considérant ces divers obstacles à la régulation du cyberespace et la quantité accrue de 
menaces qui y circulent, est-il juste de se questionner sur l'efficacité des différentes politiques 
de prévention en place? Leur efficacité a-t-elle d'ailleurs déjà été étudiée? Avant d'implanter 
une politique, il importe d'en connaître davantage sur son efficacité afin d'éviter de mobiliser 
inutilement un grand nombre de ressources. L'objectif du présent mémoire est donc de vérifier 
quels sont les facteurs socio-économiques et les politiques de prévention qui influencent le plus 
fortement le taux de menaces informatiques détectées. Les lois anti-pourriel, les partenariats 
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publics-privés et les démantèlements de botnets sont les trois catégories de politiques de 
prévention à l'étude.  
 
Ce mémoire comprend quatre chapitres. Tout d'abord, une revue de la littérature sur le sujet 
sera effectuée. Le premier chapitre permettra donc de mieux comprendre en quoi consiste le 
phénomène des cybermenaces et quelles en sont ses conséquences. Les trois catégories de 
politiques de prévention à l'étude, à savoir les lois anti-pourriel, les partenariats publics-privés 
et les démantèlements de botnets, seront par la suite abordées en détails. Les différentes raisons 
qui pourraient expliquer pourquoi les menaces informatiques persistent dans le cyberespace 
malgré les efforts qui sont déployés dans leur lutte seront également discutées dans ce chapitre. 
Enfin, la problématique sera exposée.  
 
Dans le deuxième chapitre, la méthodologie utilisée pour arriver à répondre aux objectifs fixés 
sera présentée. Les données étudiées, la construction des variables de même que les analyses 
réalisées seront discutées.  
 
Au troisième chapitre, les résultats obtenus aux analyses réalisées ainsi que les interprétations 
qui y découlent seront abordés. Le tout sera subdivisé en deux sections distinctes. D'une part, la 
première section présentera les résultats obtenus aux analyses visant à vérifier l'influence des 
facteurs socio-économiques sur le taux de menaces informatiques détectées. D'autre part, la 
deuxième section traitera de l'efficacité des politiques de prévention à faire diminuer le taux de 
menaces informatiques détectées dans un pays.  
 
Finalement, le quatrième chapitre offrira une discussion sur les résultats obtenus dans le cadre 
de ce mémoire et les interprétations qu'il est possible d'en tirer. Il sera notamment question des 
formules à prioriser en matière de lutte aux cybermenaces.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPITRE 1 : REVUE DE LITTÉRATURE 
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1.1. Définir la cybercriminalité : Un défi de taille! 
 
Tout le monde est conscient de l'existence du phénomène de la cybercriminalité et ce, même si 
aucun consensus n'a été établi quant à sa définition scientifique. Tel que le soulèvent Lavoie et 
ses collaborateurs (2013), nous savons que la cybercriminalité est en fait un crime perpétré par 
l'entremise d'un ordinateur, mais quel rôle doit jouer ce système informatique dans la 
perpétration de l'infraction pour que nous ayons affaire à un cybercrime? Est-ce que le système 
doit être la cible de l'infraction ou plutôt le moyen pour la commettre? Ce manque de consensus 
pose problème lorsque vient le temps pour les différents pays de collaborer dans la lutte à la 
cybercriminalité (Alkaabi, Mohay, McCullagh et Chantler, 2011). En effet, en n'ayant pas la 
même définition juridique de la cybercriminalité, les pays ne puniront pas nécessairement les 
mêmes actes, ce qui pourrait faire en sorte de rendre difficile la collaboration entre eux. Le 
même problème se pose pour ce qui est des différents corps de police. Statistiques Canada 
(2002) soulève qu'il n'existe pas de consensus entre les diverses organisations policières 
canadiennes en ce qui a trait à la définition de la cybercriminalité.  
 
Le débat autour de la définition de ce concept persiste dans le monde scientifique puisque les 
chercheurs ne s'entendent pas sur le type de crimes que celle-ci devrait concerner. L'arrivée des 
ordinateurs et d'Internet a facilité la commission de certains crimes traditionnels, mais a 
également créé de nouvelles opportunités criminelles qui n'existaient pas auparavant. Cela pose 
problème lorsque vient le temps d'établir une définition scientifique de la cybercriminalité. 
Comme le dit si bien Leman-Langlois (2006, p. 65), « cette oscillation entre la nouveauté et le 
conventionnel soulève une certaine confusion quant à la nature du concept de cybercrime [...] ». 
C'est d'ailleurs le cœur du débat qui entoure la définition de la cybercriminalité et qui fait en 
sorte qu'elle ne soit pas la même d'un endroit à un autre. À titre d'exemple, la définition adoptée 
par la Convention sur la cybercriminalité du Conseil de l'Europe (2001) n'inclut que les crimes 
visant les données informatiques et le piratage, alors qu'au Canada, la cybercriminalité fait 
référence à tout crime dans lequel l'ordinateur est l'instrument principal utilisé pour arriver à 
perpétrer l'infraction (Statistiques Canada, 2002).  
 
Considérant l'existence de ce flou définitionnel, les chercheurs doivent faire des choix 
méthodologiques et adopter la définition qui convient le mieux aux circonstances de leur étude. 
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Ainsi, dans le cadre du présent mémoire, il a été décidé d'adopter la définition proposée par 
Kim, Jeong, Kim et So (2011). Ces auteurs définissent la cybercriminalité selon deux grandes 
catégories : 1) Les menaces non-axées sur les technologies et 2) Les menaces axées sur les 
technologies. La première catégorie de menaces inclut des crimes tels que la pornographie 
juvénile, la cyberintimidation et la diffamation, alors que la deuxième catégorie est constituée 
de menaces telles que les pourriels, les virus, les attaques par déni de service, etc. (Kim et al. 
2011). L'intérêt du présent mémoire porte spécifiquement sur cette deuxième catégorie de 
menaces, c'est-à-dire celles qui visent à fragiliser nos systèmes et voler nos données 
informatiques. Ainsi, lorsqu'il sera question de cybermenaces dans le cadre de cette étude, nous 
ferons référence aux crimes inclus dans la catégorie des menaces axées sur les technologies tel 
que proposé par Kim et ses collaborateurs (2011).  
 
1.2. L'existence des cybermenaces 
 
Les cybermenaces qui circulent dans le cyberespace sont nombreuses et diversifiées. Que ce 
soit les pourriels, virus, logiciels malveillants, ces menaces réalisent toutes différentes activités 
visant notamment à fragiliser nos systèmes informatiques et accéder à des données permettant 
de réaliser des transactions frauduleuses. Ces menaces existent dans le cyberespace puisque des 
individus malintentionnés désirent s'emparer de nos données confidentielles, au même titre que 
des voleurs s'introduisent dans nos résidences pour voler nos biens. Lorsque l'on aborde le 
phénomène des cybermenaces d'un point de vue économique, on constate que celles-ci existent 
principalement puisqu'il y a une demande : Ce n'est pas seulement l'affaire d'individus 
malintentionnés. Les prochains paragraphes présenteront le phénomène des cybermenaces 
selon la loi de l'offre et la demande, tel qu'abordé traditionnellement en économie. Nous y 
verrons que, selon cette optique, les cybermenaces sont perçues comme une opportunité 
d'affaire et les cybercriminels comme des entrepreneurs.  
 
1.2.1 La loi de l'offre et la demande dans le cyberespace 
 
Le fonctionnement d'un marché économique est souvent expliqué selon la loi de l'offre et la 
demande. Pour qu'un équilibre économique soit atteint, l'offre de biens et services doit répondre 
à la demande des clients du marché (Heakal, 2015). Il faut toutefois que ces biens et services 
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soient offerts à quantité suffisante et à prix raisonnable. Selon la loi de la demande, plus le prix 
d'un bien et service est faible, plus la demande sera élevée (Heakal, 2015; Johnson, 2015). Une 
fois la demande créée, les entreprises seront en mesure d'augmenter le prix de leurs biens et 
services et ainsi, générer davantage de profits (Heakal, 2015; Johnson, 2015).  
 
Lorsque l'on applique cette loi au phénomène des cybermenaces, on comprend en partie 
pourquoi celles-ci sont présentes en aussi grande quantité dans le cyberespace. Initialement, la 
curiosité et les aptitudes informatiques étaient les principaux facteurs qui poussaient les 
cybercriminels à s'introduire dans nos systèmes informatiques et à développer des virus (Lee et 
Bureau, 2007). Or, avec le temps, ces motivations ont changées et l'appât du gain a pris le 
dessus sur le goût d'apprendre (Hogben et al., 2011; Lee et Bureau, 2007). Tel que le suggère 
Cardenas, Radosavac, Grossklags, Chuang et Hoofnagle (2009), les opportunités d'affaires pour 
les cybercriminels n'ont fait que prendre de l'ampleur avec l'expansion d'Internet. En effet, 
puisqu'Internet est essentiel à la réalisation de plusieurs tâches quotidiennes, la grande majorité 
de la planète est connectée, offrant ainsi aux cybercriminels un nombre incroyable de victimes 
potentielles. De plus, les infractions que peuvent mener les criminels dans le cyberespace sont 
si diversifiées qu'il devient plus attrayant pour eux de se tourner vers le monde virtuel 
(Cardenas et al., 2009). En mettant leurs efforts dans le web, ces cybercriminels finissent par 
développer certaines aptitudes informatiques et seront en mesure éventuellement d'offrir des 
services illicites dans le cyberespace. Dans leur article, Franklin, Paxon, Perrig et Savage 
(2007) soulèvent que les cybercriminels utilisent le web pour faire la promotion des services 
qu'ils offrent, que ce soit des intrusions informatiques ou l'envoi de pourriels. Ces publicités se 
retrouvent dans le « cybermarché noir » et sont consultés par les internautes fréquentant cette 
couche du web (Hogben et al., 2011). Il existe donc une demande dans le monde virtuel pour 
ces biens et services illicites et c'est en partie pourquoi il est aussi difficile d'enrayer les 
cybermenaces.  
 
Tout comme les cybercriminels, les clients qui achètent des biens et services illicites offerts 
dans le cyberespace ont également recours à la publicité sur les forums de discussion afin de 
faire connaître leurs besoins (Franklin et al., 2007). À titre d'exemple, une entreprise qui désire 
faire la promotion à grande échelle de l'un de ses produits peut avoir recours au « cybermarché 
noir » afin de demander les services de quelqu'un spécialisé dans l'envoi de pourriels (Hogben 
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et al., 2011). Ces forums de discussion sont aussi très utiles aux cybercriminels qui désirent 
parfaire leurs connaissances sur certains aspects techniques. En échange d'argent, certains 
cybercriminels vont effectivement faire appel à des développeurs d'antivirus afin d'apprendre 
comment exploiter les failles des systèmes (Krebs, 2009).  Dans ce marché des cybermenaces, 
on constate que c'est l'argent qui domine les décisions des acteurs impliqués. Les botmasters 
qui contrôlent des botnets le font puisque les bénéfices qu'ils en retirent sont plus nombreux 
que les coûts associés (Li, Liao et Striegel, 2009). C'est le fondement même de la théorie du 
choix rationnel qui soutient que les criminels pèsent le pour et le contre avant de réaliser une 
activité criminelle (Cusson, 2014). La journée où les coûts surpasseront les bénéfices retirés, on 
peut s'attendre à ce que moins d'individus se tournent vers les botnets comme principale activité 
criminelle. Or, considérant que les risques de poursuites sont moins élevés dans les cas de 
cybercriminalité que de criminalité traditionnelle (Cardenas et al., 2009), beaucoup de 
criminels pourraient être tentés de se tourner vers le monde virtuel pour mener leurs infractions. 
La certitude d'être sanctionné pourrait certainement avoir un effet dissuasif sur ces individus.  
 
Pour que leur marché fonctionne et génère des profits, les cybercriminels doivent offrir leurs 
biens et services à un prix raisonnable et à une quantité qui répond à la demande. Les 
cybercriminels se sont sophistiqués et disposent maintenant de méthodes leur permettant de 
répondre aux nombreuses demandes du marché noir de la cybercriminalité. Les prochains 
paragraphes présenteront l'utilité des botnets dans un contexte de cybermarchés criminels.  
 
1.2.2. Botnets 
 
Les botnets sont des réseaux constitués de millions d'ordinateurs, communément appelés bot, 
qui sont infectés par des logiciels malicieux (Rajab, Zarfoss, Monrose et Terzi, 2006). Une fois 
infectés, les ordinateurs sont par la suite contrôlés par l'opérateur du botnet, le botmaster, qui 
envoie les commandes qu'il désire (Anderson et al., 2012; Hogben et al., 2011; Van Eeten et 
Moore, 2009; Rajab et al., 2006). Notons que les ordinateurs contrôlés par un même botmaster 
peuvent se retrouver partout à travers la planète et répondre aux commandes envoyées (Hogben 
et al., 2011). L'ampleur que peuvent prendre les botnets dans le cyberespace est pratiquement 
infinie, mais ô combien inquiétante.  
 
10 
 
On retrouve deux structures principales de botnets : Les botnets centralisés et les botnets 
décentralisés (Hogben et al., 2011; Bailey et al., 2009). Il faut préciser que peu importe la 
structure du botnet, il faut nécessaire une connexion à Internet pour que la communication entre 
le botmaster et ses bots se fasse (Hogben et al., 2011). Dans le cas des botnets centralisés, le 
botmaster envoie sa commande à un serveur de commande et contrôle qui, par la suite, 
transmet l'information à tout le réseau en même temps. Ce type de structure est rapide pour 
transmettre l'information aux ordinateurs du réseau, mais est peu sécuritaire. Puisque 
l'information provient d'un seul et unique point, le serveur est plus facilement décelable par les 
autorités (Hogben et al., 2011; Bailey et al., 2009).  
 
Lorsqu'il s'agit de botnets décentralisés, la commande du botmaster ne passe pas par un seul et 
unique serveur, mais se répand plutôt dans le réseau d'un ordinateur à un autre. Les botnets 
décentralisés partent du principe selon lequel chaque ordinateur du réseau ne doit pas connaître 
l'existence de plus d'un seul bot ou ordinateur (Bailey et al., 2009).  En fait, le botmaster envoie 
sa commande à l'un des ordinateurs de son réseau qui, par la suite, transmet l'information à un 
autre ordinateur et ainsi de suite. Évidemment, ce type de structure rend la transmission de 
l'information plus lente, mais est plus sécuritaire puisque les commandes ne proviennent pas 
toujours du même point (Hogben et al., 2011; Bailey et al., 2009). 
 
Mais comment un seul individu parvient à se créer de si gros réseaux d'ordinateurs zombies? 
Tel que mentionné quelques lignes plus haut, les cybercriminels ont sophistiqué leurs actions et 
c'est le cas des botmasters qui disposent de différentes méthodes pour parvenir à cibler les 
ordinateurs qu'ils infecteront. Certains de ces botmasters procèdent à des vérifications aléatoires 
leur permettant d'identifier les ordinateurs vulnérables qu'ils pourront infiltrer et exploiter 
(Rajab et al., 2006). D'autres botmasters préfèrent avoir recours à l'ingénierie sociale afin 
d'amener certains internautes à télécharger eux-mêmes des fichiers malveillants (Cooke, 
Jahanian et McPherson, 2005). L'ingénierie sociale est un processus selon lequel « le malfaiteur 
suppose être une personne qu'il n'est pas afin d'arriver à manipuler son interlocuteur. Ce faisant, 
le malfaiteur parvient à contrôler sa victime pour ainsi obtenir les informations qu'il désire 
[traduction libre] » (Mitnick et Simon, 2002, p.164).   
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Le plus alarmant c'est que les ordinateurs infectés par des botmasters vont, pour la plupart, 
continuer à fonctionner correctement (Microsoft, 2015). Ainsi, la personne qui possède un 
ordinateur infecté par un botmaster ne constatera pas nécessairement l'infection et continuera 
d'utiliser son système comme à l'habitude, malgré que celui-ci réponde à des commandes et 
propage des menaces dans le cyberespace (Microsoft, 2015).  Hogben et ses collaborateurs 
(2011) soutiennent d'ailleurs que dans un botnet, chaque ordinateur infecté (ou bot) devient un 
vecteur important de propagation de menaces dans le cyberespace. Anderson, Bhöme, Clayton 
et Moore (2008) comparent les ordinateurs contrôlés par des botmasters à des industries qui 
polluent l'environnement. Tout comme ces industries polluantes, les ordinateurs infectés sont 
néfastes pour l'ensemble de la communauté virtuelle puisqu'ils envoient un grand nombre de 
menaces dans le cyberespace. Ainsi, si le propriétaire de l'ordinateur infecté ne tente pas 
d'enrayer l'infection puisqu'il ne sait pas qu'elle existe, son système devient une réelle menace 
pour le monde virtuel. Dans les cas où l'infection est décelée par le propriétaire de l'ordinateur, 
celui-ci mettra en marche ses logiciels antivirus croyant que c'est suffisant pour faire disparaître 
l'infection. Or, certaines infections sont si sophistiquées qu'il devient difficile pour un individu 
ayant des connaissances de base en informatique de désinfecter son ordinateur par lui-même 
(Microsoft, 2015). L'infection perdure et le botmaster maintient ses activités.  
 
Au fil du temps et avec l'expansion d'Internet, les moyens pour lancer les commandes se sont 
raffinés, ce qui accélère de beaucoup le processus. Maintenant, les botmasters peuvent 
automatiser leurs demandes plutôt que de tout faire manuellement (Bailey, Cooke Jahanian et 
Xu, 2009). Les ordinateurs infectés répondent donc automatiquement aux commandes 
envoyées par le botmaster (Anderson et al., 2012; Hogben et al., 2011). De plus, puisque la 
plupart de ces ordinateurs sont connectés à Internet plusieurs heures par jour, le botmaster peut 
envoyer ses commandes sans restriction dans le temps (Microsoft, 2015). Ainsi, si un botmaster 
contrôle un grand nombre d'ordinateurs à distance, il peut être relativement facile pour ce 
dernier de lancer plusieurs attaques dans le cyberespace en seulement quelques clics et ce, à 
n'importe quel moment de la journée. Il n'est donc pas étonnant d'apprendre que ces réseaux 
d'ordinateurs zombies contribuent à la propagation d'un grand nombre de menaces dans le 
cyberespace  (John, 2011; Feily et Shahrestani, 2009; Ianelli et Hackworth, 2006). 
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Les prochains paragraphes seront consacrés au type de biens et services qu'offrent les 
botmasters à leurs clientèles. Plus précisément, les types de menaces propagées par l'entremise 
de botnets seront discutés en détails ici-bas.  
 
1.2.3. Activités menées par l'entremise de botnets 
 
La diversité des actions que peuvent réaliser les botnets est impressionnante. En offrant de 
nombreux biens et services, les botmasters élargissent leur offre de service pour se créer une 
clientèle variée et ainsi, s'assurer des profits de toutes parts. Afin de mieux comprendre d'où 
proviennent les profits générés par un botnet, les activités principales de ces réseaux seront 
abordées, en débutant par la propagation de logiciels malveillants et/ou virus. Notons qu'il ne 
s'agit pas ici d'une liste exhaustive des activités réalisées par les botnets, étant donné la variété 
de celles-ci.  
 
 1.2.3.1.Propagation de logiciels malveillants et/ou virus 
 
Pour qu'un botmaster soit en mesure d'infiltrer des ordinateurs présentant des vulnérabilités, la 
première étape est d'envoyer à ces systèmes des logiciels malveillants qui donnent accès aux 
informations désirées (Lee, Wang et Dagon, 2008). Les logiciels malveillants (ou malware en 
anglais) sont en fait une catégorie de menaces dans laquelle on inclut notamment les virus, vers 
informatiques et cheval de Troie, puisqu'elles agissent toutes de manière similaire dans un but 
ultime d'accéder aux informations personnelles contenues dans les systèmes informatiques 
(Furnell, 2010). Quelques aspects techniques dans leur fonctionnement différencient ces 
menaces entre elles (Furnell, 2010). Les logiciels malveillants se propagent très rapidement 
dans le cyberespace et la popularité des réseaux sociaux auprès des internautes y est 
certainement pour quelque chose. Dupont, Lavoie et Fortin (2013) ont créé une base de 
données à partir d'événements médiatisés afin notamment de mieux comprendre la nature des 
menaces qui circulent dans le Web 2.0. Leur étude a permis de soulever que certains sites 
Internet représentaient des plateformes de choix pour les pirates informatiques désireux de 
mener des attaques ou de propager des logiciels malveillants (Dupont et al., 2013). C'est le cas 
pour les sites comme Twitter ou Facebook sur lesquels circulent beaucoup de contenu non-
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vérifié pouvant infecter les ordinateurs (Dupont et al., 2013). Fan et Yeung (2011) vont dans le 
même sens et ajoutent qu'un logiciel malveillant peut se propager très rapidement sur Facebook 
et ce, même si l'application dans laquelle est contenue la menace n'est pas populaire auprès de 
la communauté Facebook. En fait, il ne suffit que de quelques amis qui se partagent 
l'application pour que la menace se répande sur Facebook. Ces quelques partages sont 
relativement faciles à obtenir, considérant que les individus qui sont amis entre eux sur 
Facebook se font confiance et ne se méfient pas du contenu qu'ils partagent entre eux (Fan et 
Yeung, 2011). Quelques clics et partages sont suffisant pour que la menace se propage 
rapidement dans le cyberespace. 
 
Les courriels sont eux aussi un excellent moyen pour assurer la propagation de menaces dans le 
web. En effet, il n'est pas rare de voir circuler dans le cyberspace des courriels contenant des 
liens ou fichiers malveillants qui font en sorte d'activer des virus informatiques sur les 
ordinateurs des internautes (Zou, Towsley et Gong, 2003). Cohen (1987) définit un virus 
informatique comme étant un programme ayant la capacité d'infecter et de corrompre d'autres 
programmes. Ces programmes infectés agiront par la suite comme un virus informatique et 
assureront ainsi la propagation de l'infection (Cohen, 1987). Les virus peuvent parvenir aux 
ordinateurs des internautes en exploitant les failles des systèmes ou encore en se camouflant 
dans des fichiers, sites web ou courriels (Zou, et al., 2003). Les vers informatiques et cheval de 
Troie agissent sensiblement de la même manière en ce sens qu'ils peuvent se propager dans le 
cyberespace par l'entremise de courriels ou fichiers infectés (Furnell, 2010). Ce type de 
menaces est particulièrement efficace puisqu'il peut être envoyé par l'entremise d'une adresse 
courriel connue de la victime. Ainsi, celle-ci ne se méfiera pas du courriel et l'ouvrira sans 
prendre de précautions (Zou et al., 2003).  
 
Pour optimiser le nombre d'ordinateurs qu'ils infectent, certains botmasters vont faire affaire 
avec des développeurs de sites web afin que ceux-ci incluent sur leurs sites des logiciels 
malveillants qui seront profitables pour les botmasters. Évidemment, tout cela en échange 
d'argent. À titre d'exemple, un botmaster pourrait développer des partenariats avec des 
administrateurs de sites offrant des services bancaires en ligne. En corrompant ces acteurs 
importants du cyberespace, le botmaster met la mains sur des informations lui permettant 
d'infiltrer les systèmes des internautes et d'accéder à leurs informations confidentielles 
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(Cardenas et al., 2009). Les deux parties de cette entente sont donc gagnantes : Les 
administrateurs se font payer pour leurs services et le botmaster se fait des profits grâce aux 
informations confidentielles auxquelles ils accèdent en infiltrant des ordinateurs.  
 
Bien que les botnets soient utilisés pour propager des logiciels malveillants dans le 
cyberespace, ce ne sont pas nécessairement les botmasters qui sont responsables de leur 
création. En effet, les botmasters profitent de l'expertise des développeurs de logiciels 
malveillants et font affaire avec eux pour acheter leurs produits (Hogben et al., 2011; Cardenas 
et al., 2009) puisqu'ils sont utiles pour infiltrer des systèmes informatiques. L'achat de ces 
logiciels malveillants est un investissement rentable pour un botmaster puisqu'il sera par la 
suite en mesure de mettre la main sur des informations confidentielles qu'il pourra 
éventuellement revendre sur le « cybermarché noir » (Hogben et al., 2011; Cardenas et al., 
2009).  
 
1.2.3.2. Pourriels  
 
Le deuxième type d'activités auxquelles s'adonnent les botmasters est l'envoi de pourriels. Tous 
les internautes ont certainement déjà reçu dans leur boîte courriel des messages indésirables, 
communément appelés pourriels. Les pourriels sont définis comme étant des messages non 
sollicités fragilisant, par leurs quantités remarquables, le fonctionnement du système de 
messagerie électronique (Li et Hsieh, 2006). Étant donné la grande quantité de pourriels qu'une 
seule personne peut recevoir dans sa boîte courriel, ceux-ci engendrent des pertes de temps et 
d'argent énormes et représentent donc une réelle menace dans le cyberespace (Moustakas et al., 
2005). Puisque l'envoi de ces messages non-sollicités est l'une de leurs activités principales 
(Hogben,et al., 2011; Bailey, Cooke, Jahanian et Xu, 2009), la majorité des pourriels sont 
envoyés par l'entremise de botnets (Song, Inoue, Eto, Kim et Nakao, 2010). Les pourriels sont 
majoritairement envoyés pour faire la publicité et promouvoir différents biens et services 
(Moustakas et al., 2005). Tel que discuté précédemment, les compagnies désireuses de faire 
passer un message publicitaire par l'entremise de pourriels peuvent payer les botmasters pour 
qu'ils le fassent pour eux et ce, à grande échelle (Hogben et al., 2011). Les botmasters se font 
donc des profits et les compagnies sont satisfaites puisqu'elles font la publicité de leurs 
produits. Le rapport annuel 2013 de Symantec soulève d'ailleurs que 76% des pourriels 
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circulant dans le cyberespace sont envoyés par l'entremise de botnets (Symantec Corporation, 
2013).  
 
Certains pourraient se questionner sur le fait que diverses entreprises privées aient recours à des 
botnets pour diffuser un message publicitaire. On pourrait effectivement croire que les 
entreprises disposent de nombreuses listes de distribution auxquelles ils pourraient facilement 
transmettre leur publicité. Or, l'utilisation de botnets est beaucoup plus avantageuse en termes 
de temps et de clientèles rejointes. En infiltrant des ordinateurs, les botmasters ont accès à de 
nombreuses informations confidentielles, dont des listes d'adresses courriels d'internautes 
partout à travers la planète (Hogben et al., 2011; Cardenas et al., 2009). Sachant qu'un seul 
botnet peut contrôler plusieurs milliers d'ordinateurs (Rajab et al., 2006), pas besoin d'un calcul 
très poussé pour constater qu'il est beaucoup plus avantageux d'avoir recours à des botnets si 
l'on veut diffuser un courriel à un grand nombre d'internautes.  
 
Afin de lutter contre les pourriels, certains fournisseurs d'accès à Internet (FAI) filtrent le flux 
d'informations qui circulent dans le cyberespace et identifient les adresses IP qui en génèrent le 
plus et qui seraient susceptibles de faire l'envoi de pourriels (Hogben et al., 2011; Cardenas et 
al., 2009).  Pour éviter que les bots de leurs réseaux ne soient identifiés comme générateurs de 
pourriels, certains botmasters vont développer des partenariats avec des FAI en échange 
d'argent (Cardenas et al., 2009). Les FAI corrompus ferment donc les yeux sur l'existence 
d'adresses IP problématiques et récoltent des profits de la part des botmasters pour leur 
collaboration. Tout comme des businessmans, les botmasters se développent des réseaux de 
contacts dans le milieu, facilitant ainsi la réalisation de leurs activités criminelles.  
 
1.2.3.3. Attaques par déni de service 
 
Étant donné le grand nombre d'ordinateurs qu'un seul botmaster peut contrôler, il lui est 
relativement facile de mener des attaques par déni de service. Des attaques par déni de service 
consistent à cibler un site web en particulier et augmenter l'achalandage vers ce site afin que ses 
serveurs ne soient plus en mesure de répondre  (Hogben et al., 2011; Cardenas et al., 2009; 
Mirkovic et Reiher, 2004). Une telle panne de serveurs pour des sites web tels que eBay peut 
générer des pertes importantes pour  la compagnie. Prenons l’une des premières grosses 
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attaques par déni de service comme exemple; l’attaque de Mafiaboy perpétrée en février 2000 
contre Yahoo!, CNN, eBay, Dell et Amazon (Ries, 2010; Kessler, 2000). Michael Cale, jeune 
adolescent derrière Mafiaboy, s’est fait connaître en menant une attaque contre l’un des plus 
importants moteurs de recherche sur Internet, Yahoo!. Grâce à son attaque, le site web de 
Yahoo! a cessé de fonctionner pour plusieurs heures, de même que les sites web de CNN, 
eBay, Dell et Amazon (ARN, 2014). À lui seul, Mafiaboy a généré des pertes économiques 
évaluées à près de deux milliards de dollars (Calce et Silverman, 2011). 
 
Des attaques de ce genre sont habituellement motivées par l'esprit de compétition ou la 
poursuite d'idéaux politiques /religieux (Cardenas et al., 2009; Mirkovic et Reiher, 2004). Or, 
certains botmasters s'en servent pour se faire des profits. En effet, sachant que des pannes de 
serveur de ce genre engendrent de très grosses pertes pour les entreprises, le botmaster est en 
bonne position pour faire chanter sa victime et lui demander de l'argent en échange de quoi il 
n'attaquera pas son site web (Hogben et al., 2011; Cardenas et al., 2009). 
 
1.2.3.4. Vols d'identité 
 
Il aurait été juste de s'attendre à retrouver les vols d'identités dans la section traitant des 
conséquences des botnets. Or, comme ces réseaux d'ordinateurs zombies infiltrent les 
ordinateurs dans un but ultime de mettre la main sur les informations confidentielles des 
internautes (Hogben et al., 2011; Bailey et al., 2009; Cardenas et al., 2009), les vols d'identité 
font partie intégrante des activités réalisées par les botnets. On parle de vol d'identité lorsqu'une 
« tierce partie acquiert, transfère, possède ou utilise les informations personnelles d'une 
personne physique ou morale sans autorisation, avec l'intention de commettre, ou en lien avec 
une fraude ou d'autres crimes » (Acoca, 2007, p.12). Afin d'arriver à mettre la main sur un 
nombre suffisant d'informations pour répondre à la demande des internautes du Dark Web, les 
botmasters disposent de différentes méthodes. D'une part, ils ont la possibilité d'infiltrer les 
ordinateurs des internautes et récupérer les informations disponibles et d'autre part, ils peuvent 
hacker des sites de vente virtuels ou développer des partenariats avec les administrateurs de ces 
sites (Cardenas et al., 2009). Moyennant une certaine somme d'argent, ces partenaires clés 
offrent aux botmasters la possibilité d'accéder aux informations des internautes ayant fait des 
achats sur leurs sites (Cardenas et al., 2009).  
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Que ce soit des numéros de cartes de crédit, des numéros d'assurance sociale ou encore des 
mots de passes, les opérateurs des botnets ont accès à ces informations qu'ils peuvent utiliser à 
leur avantage (Bailey et al., 2009;Cardenas et al., 2009). Une fois obtenues, ces informations 
peuvent être soient utilisées par le botmaster lui-même ou revendues. Les botmasters qui 
décident de conserver les informations acquises pour leur propre utilisation vont les modifier 
afin d'obtenir de nouvelles et fausses identités qui semblent légitimes aux yeux de la loi 
(Décary-Hétu, 2013). Ainsi, à l'aide de ces identités, les botmasters peuvent obtenir des biens et 
services frauduleusement (Décary-Hétu, 2013).  
 
Dans bien des cas, le botmaster s'empare d'informations confidentielles pour éventuellement les 
revendre sur le « cybermarché noir » (Franklin et al., 2007). Franklin et ses collaborateurs 
(2007) ont étudié pendant sept mois les forums de discussions utilisés par les internautes du 
Dark Web et ils ont constaté que les opérateurs de botnets y faisaient la promotion des 
informations dont ils disposaient. Pour ce faire, certains d'entre eux publient seulement qu'une 
partie des informations désirées par les internautes, notamment des numéros partiels de cartes 
de crédits (Cardenas et al., 2009). De cette manière, les botmasters prouvent à leurs clientèles 
qu'ils sont réellement en possession de telles informations (Franklin et al., 2007). 
 
 Non seulement les botmasters utilisent ce média pour faire connaître leurs biens et services, 
mais les internautes qui désirent faire connaître leurs besoins le font également. À titre 
d'exemple, les cybercriminels qui désirent mener des transactions frauduleuses vont se 
connecter sur ces forums de discussion et acheter des numéros de cartes de crédit obtenus par 
les botmasters pour par la suite créer des faux comptes bancaires à partir des informations de la 
victime (Frankin et al., 2007). D'autres internautes seront plutôt intéressés par les listes 
d'adresses courriels à vendre sur ces forums de discussion. Grâce à ces adresses courriels, les 
cybercriminels sont en mesure de mener des campagnes de phishing, c'est-à-dire envoyer de 
faux courriels de la part d'institutions financières afin de soutirer les informations bancaires des 
internautes (Cardenas et al., 2007).  
 
Les profits générés par la vente d'informations sur ces forums de discussion ne sont 
malheureusement pas chiffrés. Certains événements peuvent toutefois nous donner une petite 
idée de l'ampleur des profits potentiels pouvant être fait par les botmasters. En 2014, la 
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compagnie américaine Home Depot a été victime du hacking de ses systèmes informatiques, 
offrant ainsi aux botmasters l'accès à plus de 56 millions de numéros de cartes crédit et débit 
(Panda Security, 2014). Toujours en 2014, le botnet ColdFusion a été démantelé après avoir 
enregistrés pendant deux ans les informations des clients de plusieurs sites de vente en ligne tel 
que Smucker's et Secure Pay (Krebs on Security, 2014). Considérant que les informations 
concernant une carte de crédit américaine peuvent se vendre 12$ sur les forums de discussion 
du Dark Web (Dell, 2014), on peut comprendre pourquoi il est plus lucratif pour un criminel de 
se tourner vers le monde virtuel.  
 
Afin de mieux saisir les risques des botnets et l'importance de leur lutte, les prochains 
paragraphes présenteront l'ampleur du phénomène des cybermenaces à l'aide de statistiques 
disponibles. Par la suite, les coûts associés à ces menaces et aux activités des botnets seront 
discutés.  
  
1.2.4. L'ampleur des cybermenaces et leurs conséquences 
 
1.2.4.1. Statistiques 
 
La cybercriminalité est un phénomène pour lequel il est difficile d'obtenir des statistiques 
fiables et uniformes. En n'ayant pas une même définition du phénomène, les corps de police, 
par exemple, ne collectent pas des données pour les mêmes crimes ce qui fait que les 
statistiques ne mesurent pas la même chose et sont donc difficilement comparables entre elles 
(Statistiques Canada, 2002). Si l'on tente d'avoir une vision de la cybercriminalité pour un seul 
et unique territoire, le chiffre noir de la cybercriminalité vient biaiser le portrait. 
Dépendamment du type de cybercrimes commis, certains sont sous-rapportés aux autorités 
officielles ce qui vient biaiser les statistiques sur le phénomène. Plusieurs crimes commis dans 
le cyberespace ne sont pas rapportés aux organisations policières parce que les victimes ne 
savent pas toujours nécessairement qu'elles ont été la cible d'une cyberattaque (Lavoie et al., 
2013). Le cheval de Troie est un bon exemple d'un type de cybermenace qui risque d'être 
inconnu de ses victimes et donc, sous-rapporté aux autorités puisqu'il s'installe sur les 
ordinateurs des usagers subtilement et semble agir de manière légitime (Hogben et al., 2011). 
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Dans les cas où la victime est consciente de l'infraction, il est probable qu'elle ne juge pas que 
ce soit suffisamment grave pour le rapporter aux policiers (Lavoie et al., 2013). Prenons 
l'exemple des virus informatiques. Qui n'a jamais eu sur son ordinateur une infection faisant en 
sorte de ralentir le système? La majorité des gens ayant été victime d'un virus vont nettoyer leur 
ordinateur sans rapporter l'incident aux autorités officielles, soit parce qu'ils considèrent que 
cette infraction n'est pas suffisamment grave ou soit parce qu'ils ne savent pas que les corps 
policiers traitent ce genre de plaintes (Lavoie et al., 2013). Ainsi, ce genre d'incidents ne sera 
pas pris en considération dans les statistiques officielles ce qui vient biaiser le portrait réel du 
phénomène. 
 
Heureusement, certaines compagnies œuvrant dans le domaine de la sécurité informatique se 
sont mises à collecter des données sur les menaces présentes dans le cyberespace. C'est le cas 
de Symantec, qui publie annuellement un rapport présentant les tendances que suivent les 
menaces sur Internet. Selon cette compagnie, le nombre d'attaques ciblées réalisées dans le 
cyberespace a connu une augmentation de 42% en 2012 (Symantec Corporation, 2013) et une 
diminution de 28% en 2013 (Symantec Corporation, 2014). Les compagnies privées pourraient 
principalement être la cible de ces attaques. En effet, selon IBM, les compagnies sont victimes 
de cyberattaques en moyenne 1 400 fois par semaine (IBM, 2013). Étant donné qu'un seul 
botnet peut contrôler à lui seul des milliers d'ordinateurs (Rajab et al., 2006), plusieurs de ces 
attaques pourraient facilement être l'œuvre de quelques botnets. Plusieurs auteurs s'entendent 
d'ailleurs pour dire que les botnets représentent l'une des plus importantes menaces du 
cyberespace puisqu'ils propagent un grand nombre de pourriels et fichiers infectés (John, 2011; 
Feily et Shahrestani, 2009; Ianelli et Hackworth, 2006). En 2013, 2,3 millions d'ordinateurs 
étaient sous l'emprise d'un botmaster (Symantec Corporation, 2013). Bien que ce chiffre 
représente une baisse de 33,3% par rapport à 2012, il n'en demeure pas moins alarmant lorsque 
l'on considère le fait que chaque bot devient un vecteur important de propagation de menaces 
dans le cyberespace (Hogben et al., 2011).  
 
 Le phénomène des cyberattaques et des logiciels malveillants circulant dans le cyberespace 
continue à prendre de l'ampleur puisqu'Internet procure constamment de nouvelles possibilités 
de communication ainsi que de nouvelles cibles attrayantes pour les botmasters (Furnell, 2010). 
À titre d'exemple, les avancées technologiques font en sorte que des applications sont 
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maintenant disponibles pour les internautes qui utilisent les appareils mobiles. Or, ces 
applications sont désormais la cible des botmasters. Le rapport annuel de Verizon soulève 
d'ailleurs qu'au cours de l'année 2013, 3 937 incidents informatiques visant les applications 
mobiles ont été rapportés, avec un total de 490 ayant mené à des pertes de données privées 
(Verizon Enterprise Solutions, 2014).  
 
1.2.5.  Coûts associés aux cybermenaces 
 
Les compagnies de sécurité informatiques récoltent des statistiques sur l'ampleur des menaces 
circulant dans le cyberespace, mais elles collectent également des chiffres faisant état des pertes 
associées à ces cybermenaces. Or, ces chiffres donnés par des compagnies de sécurité 
informatique doivent être interprétés avec soin puisque certaines de ces compagnies ont 
avantage à sur ou sous-estimer les coûts associés aux cybermenaces (Moore, Clayton et 
Anderson, 2009). À titre d'exemple, McAfee mentionnait en 2013 que les coûts associés à la 
cybercriminalité étaient d'un trillion de dollars annuellement, alors que Symantec affirmait que 
ces coûts se rapprochaient plutôt de 110 billions de dollars chaque année (Hyman, 2013). La 
théorie de la sécurité de l'économie, qui sera discutée en détails plus loin, permet de comprendre 
en partie pourquoi les chiffres concernant la cybercriminalité diffèrent autant d'un acteur à un 
autre. Pour le moment, contentons-nous de mentionner que certains acteurs responsables de la 
sécurisation du cyberespace retirent des avantages à diminuer les coûts engendrés par les 
cybermenaces ou encore l'argent investi dans leur lutte (Bauer et Van Eeten, 2009; Cardenas et 
al., 2009; Anderson et Moore, 2006; Anderson, 2001).  
 
Quoiqu'il en soit, un survol des coûts générés par les menaces circulant dans le cyberespace 
permettra de mieux comprendre les risques associés à ce phénomène et la nécessité d'agir. Les 
coûts associés à la cybercriminalité seront divisés selon trois catégories, tel que suggéré par 
Anderson et ses collaborateurs (2012) : 1) Coûts directs 2) Coûts indirects et 3) Coûts reliés à la 
sécurisation des systèmes. 
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1.2.5.1. Coûts directs 
 
Lorsqu'un internaute est victime de cybercriminalité, les pertes et dommages ressentis suite à 
cet acte sont en fait ce qu' on entend par coûts directs (Anderson et al., 2012). Dans cette 
catégorie de coûts associés à la cybercriminalité, on retrouve donc les pertes monétaires et de 
temps subies par la victime (Anderson et al., 2012). À défaut d'utiliser les statistiques des 
compagnies de sécurité informatique pour chiffrer les coûts directs associés à la 
cybercriminalité, celles de l'Internet Crime Center Complaint (IC3) sont particulièrement 
intéressantes. L’IC3 est un partenariat développé entre le Federal Bureau of Investigation (FBI) 
et le National White Collar Crime Center (NW3C) afin de récolter les plaintes des internautes 
victimes de cybercriminalité et les référer aux autorités responsables (IC3, 2014). Bien que 
leurs statistiques ne reflètent que la cybercriminalité rapportée, l’IC3 n'a pas nécessairement les 
mêmes motivations que les compagnies de sécurité informatique à réduire ou gonfler leurs 
chiffres ce qui rend leurs chiffres davantage intéressants.  
 
Selon le plus récent rapport annuel de IC3 (2014), 123 684 plaintes ont été déposées par les 
internautes dans lesquelles ils mentionnent avoir subi une perte monétaire. Au total, des pertes 
de 800 492 073$ ont été répertoriées par IC3 au cours de l'année 2014. Sachant que ces chiffres 
ne représentent environ que 15% de la réalité (IC3, 2014), on comprend  rapidement à quoi 
peut ressembler l'ampleur des pertes monétaires engendrées par la cybercriminalité. Les 
institutions financières font partie des victimes qui subissent de nombreuses pertes monétaires 
engendrées par la cybercriminalité. En effet, lorsque leurs clients se font frauder suite à une 
intrusion informatique, les dédommagements financiers sont souvent assurés par les institutions 
financières (Bauer et Van Eeten, 2009). Les chiffres concernant le nombre de 
dédommagements offerts par les institutions financières ne sont malheureusement pas des 
données disponibles, pour des raisons qui seront expliquées plus loin.  
 
En plus des pertes monétaires, de nombreuses pertes de temps sont engendrées par la 
cybercriminalité et subies tant par les internautes que les institutions financières. Les internautes 
perdent effectivement beaucoup de temps à supprimer les nombreux pourriels qu'ils reçoivent 
dans leur boîte courriel (Rao et Reiley, 2012; Wood, 2004). Certaines compagnies estiment que 
les employés vont perdent environ cinq minutes par jour à faire le tri de leurs messages 
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électroniques. Lorsque l'on regarde cette perte de temps en termes monétaires, cela représente 
des pertes oscillant autour de 45$ à 55$ par mois et ce, pour un seul employé (ZeroSpam, 
2015).  
 
Les internautes ne constatent toutefois pas l'ampleur des pourriels étant donné que leur FAI ou 
encore leur service de messagerie électronique filtrent à la base les courriels qui sont envoyés 
dans leurs boîtes de messagerie afin d'éviter que des pourriels ne s'y retrouvent (Ramachandran, 
Feamster et Vempala, 2007). Or, en faisant le tri ou le ménage des messages reçus, certains 
courriels importants peuvent être supprimés par mégarde, ce qui contribue à faire perdre le 
temps des internautes (Rao et Reiley, 2012). Dans les cas de fraudes informatiques, les 
internautes doivent prendre de leur temps pour modifier leurs informations confidentielles 
(ex.: mots de passes, numéros de cartes bancaires) auprès de leurs institutions financières 
(Anderson et al., 2012). Ainsi, tant les internautes que les institutions financières doivent 
consacrer du temps à réparer les dommages causés par la cybercriminalité.  
 
1.2.5.2. Coûts indirects 
 
De par son existence, la cybercriminalité génère de nombreux coûts indirects à la société. Selon 
Anderson et ses collaborateurs (2012), les coûts indirects sont subis par tous et non seulement 
par la victime de l'acte en tant que tel. Tel que mentionné précédemment, les courriels sont 
utilisés par les cybercriminels pour propager des menaces dans le monde virtuel (Furnell, 
2010). Or, cela fait en sorte que les internautes perdent confiance dans les systèmes de 
messageries électroniques et se retournent plutôt vers les services postaux, engendrant des 
coûts pour la société (Anderson et al., 2012). Dans le même ordre d'idées, en profitant des 
services en ligne des institutions financières pour mener leurs activités criminelles, les 
cybercriminels font indirectement en sorte que les internautes perdent confiance en de tels 
services (Anderson et al. 2012). Ainsi, ces individus vont recommencer à utiliser les méthodes 
traditionnelles pour mener leurs transactions, ce qui va rendre les institutions financières 
beaucoup moins efficaces (Anderson et al., 2012). L'efficacité des FAI est également affectée 
par l'existence de la cybercriminalité (Wood, 2004). En effet, l'envoi de pourriels ralentit 
l'efficacité des FAI étant donné le flux important d'informations qu'il génère (Wood, 2004). 
Pour remédier à cela, les FAI doivent investir dans la gestion de l'information et se voient dans 
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l'obligation d'augmenter les tarifs imposés à leurs clients (Wood, 2004). C'est donc la société en 
général qui subit les coûts indirects engendrés par la cybercriminalité.  
 
 1.2.5.3. Coûts reliés à la sécurisation des systèmes  
 
Étant donné les risques que la cybercriminalité représente pour les internautes, de nombreux 
coûts sont dépensés dans la sécurisation du cyberespace et des systèmes informatiques. Dans un 
but préventif, plusieurs internautes et compagnies privées vont dépenser de l'argent dans l'achat 
de logiciels antivirus afin de protéger leurs systèmes (Anderson et al., 2012). De nombreuses 
compagnies de sécurité informatique vont consacrer  une quantité importante de ressources 
pour le développement et la mise au point de logiciels antivirus afin de lutter et prévenir ce 
phénomène (Anderson et al., 2012). D'autres entreprises vont plutôt embaucher de la main-
d'œuvre ou payer pour différents services afin de sécuriser comme il se doit leurs systèmes 
informatiques. Sachant qu'un bon système de filtrage des messages électroniques coûte 
approximativement trois dollars par mois par usager (ZeroSpam, 2015), une entreprise de 
cinquante employés qui désire sécuriser ses ordinateurs des pourriels se retrouve rapidement 
avec une facture élevée. 
 
De nombreuses pertes monétaires sont également ressenties par les FAI ou les services de 
messagerie électronique qui investissent beaucoup de ressources et d'efforts dans la lutte aux 
cybermenaces, notamment celles envoyées par l'entremise de courriels malicieux 
(Ramachandran, Feamster et Vempala, 2007). Les FAI disposent de méthodes pour inscrire sur 
des listes noires des adresses IP qui semblent problématiques et ainsi, les empêcher d'envoyer 
davantage de messages malicieux (Rao et Reiley,  2006). En plus de ces techniques, les FAI, de 
même que les services de messagerie électronique tels que Hotmail ou Yahoo!, vont investir 
beaucoup de ressources dans le filtrage des messages électroniques qui sont destinés à leurs 
clients afin d'éviter que ceux-ci ne reçoivent des pourriels (Rao et Reiley, 2006).  
 
Les organisations policières ainsi que le système de justice investissent également beaucoup 
d'argent dans la lutte à ce phénomène, que ce soit en implantant de nouvelles lois ou encore en 
créant des escouades spécialisées. En 2013, le ministre de la Défense du Canada, Peter 
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MacKay, a annoncé un investissement de 20 millions de dollars dans la recherche et le 
développement de méthodes de lutte à la cybercriminalité (McMillan, 2013). Considérant le 
nombre de menaces qui circulent dans le cyberespace, plusieurs pays inscrivent la 
cybercriminalité au sommet de leur liste de priorités. En faisant de ce phénomène une priorité 
nationale, certains pays vont se mettre à investir de nombreuses ressources, mais pas 
nécessairement aux bons endroits. Selon Anderson et ses collaborateurs (2012), davantage de 
ressources et d'efforts devraient être mis dans la répression des cybercriminels plutôt que dans 
la prévention de la cybercriminalité (Anderson et al., 2012).  
 
Les botmasters font de nombreuses victimes étant donné la  diversité des activités criminelles 
qu'ils peuvent mener. Les études en criminologie ont l'habitude de s'attarder au profil des 
victimes d'actes criminels afin de comprendre les traumatismes qu'elles vivent et être en mesure 
de les aider. La victimisation en cybercriminalité nécessiterait d'être davantage abordée dans la 
littérature scientifique puisqu'elle permettrait de mieux connaître le phénomène et les facteurs 
l'influençant. Les  prochains paragraphes porteront donc sur la cybervictimisation et les facteurs 
qui y sont associés.  
 
1.3. La cybervictimisation 
 
La victimologie est un domaine de la criminologie qui s'intéresse particulièrement aux victimes 
d'actes criminels et aux traumatismes qu'elles vivent (UdeM Nouvelles, 2013; Institut de 
Victimologie, s.d.). C'est en s'intéressant aux victimes qu'il a été possible pour les chercheurs 
d'identifier différents des facteurs de risque qui pourraient rendre certaines personnes plus 
susceptibles d'être victimisées. Chaque cinq ans, Statistiques Canada réalise d'ailleurs une 
Enquête sociale générale sur la victimisation afin d'en connaître davantage sur les facteurs de 
risque associés, les principaux étant l'âge, le sexe, l'état matrimonial et les habitudes de vie 
(Statistiques Canada, 2013). Depuis tout récemment, des facteurs de protection sont aussi 
abordés dans la littérature afin de connaître ce qui empêche un individu évoluant dans un 
environnement à risque de se tourner vers la délinquance (Ouellet et Hodgins, 2014).  
 
Sachant qu'il a fallu attendre le 20
ième
 siècle pour que la victimologie soit abordée en 
criminologie (Wemmers, 2003), il n'est pas étonnant d'apprendre que la littérature traitant de la 
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cybervictimisation se fait relativement rare. Certains auteurs se sont tout de même penchés sur 
le sujet et se sont intéressés aux caractéristiques individuelles des victimes de cybercriminalité. 
C'est le cas notamment de Williams III et McShane (2010) qui ont réalisé un sondage auprès de 
neuf classes d'étudiants universitaires afin de connaître leurs habitudes et victimisation en ligne. 
Leur étude a permis de constater que les personnes dont le mode de vie est axé sur les 
technologies sont les plus susceptibles d'être victimisées. L'absence de logiciels de protection 
pour les systèmes informatiques s'avère également être un facteur de risque de 
cybervictimisation (Williams III et McShane, 2010). L'Institut de la statistique du Québec 
(2015) s'intéresse également aux facteurs de risque liés à la cybervictimisation. En février 2015, 
l'Institut a publié un rapport dans lequel on apprend que les cybermenaces touchent davantage 
les internautes qui fréquentent les forums de discussion ou qui réalisent des transactions 
bancaires en ligne.  
 
Les éléments abordés ci-dessus présentent la cybervictimisation d'un point de vue individuel, 
tel que nous sommes habitués de voir en criminologie traditionnelle. Or, puisque la 
cybercriminalité est un phénomène international pouvant affecter n'importe quel internaute, ne 
serait-il pas plus approprié d'aborder la cybervictimisation d'un point de vue macro, c'est-à-dire 
s'intéresser aux pays plutôt qu'aux individus? Au début des années 2000, Holt (2003) a travaillé 
à dresser un profil des pays victimes de cyberattaques entre 1999 et 2001. À partir de données 
de cybervictimisation auto-révélées, ce chercheur est arrivé à la conclusion que les incidents 
visant la sécurité informatique des ordinateurs étaient à la hausse au Canada, en Australie, au 
Royaume-Uni et aux États-Unis, tous de fortes puissances mondiales. De plus, son étude lui a 
permis de conclure que plus il y a d'abonnés à Internet dans un pays, plus les risques de 
cybervictimisation sont élevés (Holt, 2003). Évidemment, plus il y a de personnes connectées à 
Internet dans un pays, plus ce pays offre des opportunités criminelles aux botmasters, le rendant 
ainsi une cible de choix pour ces cybercriminels.   
 
Tout comme c'est le cas pour la cybervictimisation au niveau individuel, le manque de 
protection des systèmes informatiques pourrait représenter un facteur de risque lié à la 
cybervictimisation des différents pays. C'est du moins l'une des hypothèses soulevées par 
Kshetri (2005) dans sa tentative d'élaborer un cadre conceptuel permettant de mieux 
comprendre les agissements des cybercriminels. En plus de cette hypothèse, Kshetri (2005) 
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croit que les endroits où des institutions d'une importance symbolique sont établies 
(ex. : Maison Blanche) seront davantage ciblés par les attaques des botmasters. Cet auteur est 
également d'avis que les compagnies dont le bon fonctionnement dépend grandement des 
technologies représentent des cibles de choix pour les botmasters (Kshetri, 2005).  
 
De leur côté, Dagou, Zou et Lee (2006) se sont intéressés aux différents aspects techniques qui 
pourraient faire en sorte que certains pays soient davantage victimes de cybermenaces. Selon 
ces auteurs, il est possible qu'une attaque vise particulièrement une version ou encore un 
langage spécifique du système. À titre d'exemple, si l'attaque ne fonctionne qu'en anglais, il est 
juste de s'attendre à ce que les régions où la langue principale est l'anglais soient 
particulièrement visées (Dagon, Zou et Lee, 2006). Microsoft (2013) va dans le même sens et 
soutient que certaines attaques ciblent spécifiquement des endroits où les habitants parlent un 
certain langage ou présentent des caractéristiques culturelles précises (Microsoft, 2013). 
Considérant que la langue la plus utilisée sur Internet est l'anglais (Internet World Stats, 2013), 
il n'est pas étonnant que la majorité des virus soient rédigés de cette même langue (Greenberg, 
2007). Ainsi, se pourrait-il que le fait d'avoir l'anglais parmi ses langues parlées représente un 
facteur de risque pour les différents pays dans le monde? N'est-il pas plus simple pour un 
botmaster d'envoyer ses tentatives  de phishing rédigées dans la langue anglaise sachant qu'elle 
est la plus utilisées dans le cyberespace? La langue anglaise pourrait-elle être un facteur de 
risque à la cybervictimisation ou au contraire, est-ce que ce sont les autres langues qui s'avèrent 
être des facteurs de protection? L'Institut de la statistique du Québec semble opter pour cette 
dernière option. En effet, l'Institut nous apprend dans son rapport que de manière générale, les 
internautes de l'Ouest canadien sont davantage victimisés que les québécois (Institut de la 
statistique du Québec, 2015). L'hypothèse soulevée par l'Institut de la statistique du Québec est 
que la langue française agirait comme facteur de protection pour les internautes québécois 
(Institut de la statistique du Québec, 2015).  
 
Malgré les quelques auteurs mentionnés ci-dessus, la littérature sur la cybervictimisation se fait 
rare, encore plus si l'on tente d'aborder le sujet d'un point de vue macro. Dans le cas où des 
études sur le sujet sont recensées, celles-ci ne font que soulever des hypothèses et datent 
souvent de quelques années. Pourtant, c'est en augmentant nos connaissances sur la 
cybervictimisation qu'il sera possible d'adopter nos stratégies de défense à la cybercriminalité 
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en fonction des stratégies de lutte des botmasters. Les prochains paragraphes aborderont 
d'ailleurs différentes politiques de prévention mises sur pieds afin de lutter contre ce 
phénomène.  
 
1.4. Lutte aux cybermenaces 
 
Considérant les nombreuses menaces qui circulent dans le cyberespace, différents moyens ont 
été mis sur pied pour arriver à lutter contre la cybercriminalité. Que ces soit les listes noires, 
l'analyse du trafic d'informations (flow record analysis), le sinkholing
1
, les lois, les partenariats 
publics-privés ou encore les démantèlements de botnets, ces méthodes ont toutes comme 
objectif ultime de contrer la cybercriminalité. 
 
1.4.1.   Politiques de prévention  
 
Une quantité importante de méthodes existent pour lutter contre la cybercriminalité, mais 
l'intérêt du présent mémoire est particulièrement porté sur les politiques de prévention, à savoir 
les lois anti-pourriel, les partenariats publics-privés et les démantèlements de botnets.  
 
1.4.1.1. Lois anti-pourriel 
 
L'implantation de lois est l'une des techniques adoptées par différents pays pour lutter contre les 
pourriels et, par le fait même, les botnets. En effet, considérant que l'envoi de pourriels est 
l'activité principale à laquelle s'adonnent les botmasters (Bailey et al., 2009), il est juste de 
croire que les lois luttant contre les pourriels luttent également de manière indirecte contre les 
menaces envoyées par l'entremise de botnets. C'est pourquoi, dans le cadre du présent mémoire, 
les lois anti-pourriel sont prises en considération afin de vérifier leur efficacité à lutter contre les 
botnets.  
 
L'efficacité des différentes lois pour lutter contre la cybercriminalité est parfois remise en 
question puisque certains auteurs se demandent comment une loi implantée à un niveau national 
                                                          
1
 Méthode qui consiste à rediriger l'information destinée au serveur malicieux vers un serveur légitime (Link et 
Sancho, 2011).  
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pourrait avoir des effets sur phénomène international comme la cybercriminalité (Feike et 
Werle, 2010; Moore, 2010). Étant donné qu'une loi ne peut être imposée que dans les limites de 
sa juridiction (Wall, 2007), il est juste de se questionner sur son efficacité à lutter contre un 
phénomène où l'on risque de retrouver l'agresseur et sa victime dans deux continents bien 
distincts. Lorsque vient le temps de traduire en justice les cybercriminels, ces éléments 
complexifient la tâche et pourraient expliquer en partie pourquoi les peines qu'ils se voient 
imposés dans les cas où ils sont sanctionnés sont assez clémentes (Smith, Grabosky et Urbas, 
2004). Considérant ces faits, il se pourrait que les lois anti-pourriel s'avèrent l'une de trois 
politiques de prévention les moins efficaces. Cependant, en s'intéressant  à l'effet dissuasif que 
certaines lois peuvent avoir sur les comportements des délinquants, on en vient à croire que les 
lois anti-pourriel pourraient dissuader les criminels et ainsi, avoir un certain impact sur le taux 
de menaces informatiques détectées par ESET.  
 
Dissuader c'est faire en sorte qu'une personne malintentionnée en vienne à croire, grâce à 
l'existence de lois et sanctions, que les risques d'être sanctionnées sont plus élevés que les gains 
potentiels de l'infraction (Cusson, 2010). Pour y arriver, il faut s'assurer non seulement de la 
sévérité de la peine, mais également de la certitude qu'elle survienne (Cusson, 2010). Beccaria 
(1965, p. 123) soutenait d'ailleurs que « la certitude d'une peine, même modérée, fera toujours 
plus d'impression que la crainte d'une peine terrible si à cette crainte se mêle l'espoir de 
l'impunité [...] ». Plusieurs méta-analyses vont dans le même sens. C'est  le cas pour celles 
menées par Yu et Liska (1993) ou Pogarsky (2002) qui concluent que dans ce modèle classique 
de la théorie de la dissuasion c'est la certitude de la peine qui a davantage un effet dissuasif sur 
les délinquants, la notion de sévérité n'ayant qu'une faible importance.  
 
Prenons l'exemple de la sécurité routière. Blais et Dupont (2005) ont réalisé une méta-analyse 
de 38 études et se sont penchés sur les effets que peuvent avoir les programmes policiers sur le 
nombre d'accidents de la route. Ils se sont notamment intéressés à l'impact des caméras de 
surveillance et des barrages routiers sur le comportement des automobilistes. Cette méta-
analyse leur a permis de conclure que les programmes policiers avaient un effet dissuasif sur les 
automobilistes fautifs. En implantant de tels programmes, l'État fait comprendre aux 
automobilistes que la sécurité routière compte parmi ses priorités et qu'elle sera impitoyable 
envers les délinquants. Cette méthode a également démontré ses effets en Australie où le 
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nombre d'accidents de la route a connu une baisse significative après que les véhicules de 
patrouille aient tous été équipés de systèmes de détection des capacités affaiblies par l'alcool 
(Homel, 1988).  Tel que conclu par Yu et Liska (1993) ou Pogarsky (2005), c'est la certitude de 
se faire arrêter en infraction qui dissuade les automobilistes (Blais et Dupont, 2005).  
 
Ces études portant sur la sécurité routière nous permettent de soulever différentes hypothèses 
quant à l'effet dissuasif qu'une loi peut avoir sur le comportement des délinquants. Les résultats 
de Blais et Dupont (2005) et Homel (1988) ont permis de constater que ce n'est pas tant la loi 
règlementant la sécurité routière qui a un effet dissuasif, mais bien les moyens mis en place par 
le système pour faire respecter cette législation. Pour qu'une loi soit prise au sérieux par la 
population, le gouvernement doit démontrer que ceux qui ne respectent pas la loi seront traduits 
en justice. Or, ce processus peut prendre un certain temps. Ce n'est pas parce qu'une loi est en 
vigueur que des sanctions suivront systématiquement. L'effet dissuasif d'une loi a beaucoup à 
voir avec la capacité de réponse des organisations policières et des systèmes de justice (Blais et 
Dupont, 2005). C'est pourquoi Cusson (2010) mise beaucoup sur la communication pour 
améliorer l'effet dissuasif d'une loi. Cet auteur est d'avis qu'il faut que les délinquants soient 
informés de l'existence de la loi et des sanctions qui y sont associées afin de bien saisir les 
risques auxquels ils font face (Cusson, 2010). Pour Cusson, l'intelligence de la population y est 
pour beaucoup dans l'effet dissuasif d'une loi. Il précise : « [...] la sanction pénale ne produit pas 
seulement des effets de conditionnement ou de terreur : elle s'adresse aussi à l'intelligence ; elle 
veut convaincre (p.24) ». L'effet dissuasif d'une loi semble donc être grandement influencé par 
la connaissance et la certitude des sanctions. Considérant ces éléments, on peut s'attendre à ce 
que les lois anti-pourriel qui ont été bien publicisées et pour lesquelles des sanctions ont été 
imposées rapidement après leur arrivée aient été les plus efficaces à lutter contre cette menace.  
 
Pour les fins de ce mémoire, les lois anti-pourriel existants au Canada (Loi anti-pourriel), en 
Inde (Information Technology Act), en Israël (Israeli Anti-spam Law) et au Japon (Act on 
regulation of the transmission of specified mail of 2008) seront étudiées. Ces quatre lois ont été 
sélectionnées puisqu'elles sont relativement récentes. En effet, la loi canadienne a été adoptée en 
2010 alors que les trois autres sont entrées en vigueur en 2008. Considérant que la période 
d'étude de ce mémoire est de deux ans avant et un an après l'implantation d'une politique de 
prévention et que ESET n'a des données qu'à partir de septembre 2007, il fallait nécessairement 
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sélectionner des lois suffisamment récentes pour pouvoir vérifier leur impact sur le taux de 
menaces informatiques fourni par ESET. 
 
 1.4.1.1.1. Canada - Loi anti-pourriel  
 
La loi canadienne anti-pourriel a été adoptée en décembre 2010. Lors de l'écriture de ce 
mémoire, l'entrée en vigueur (1
er 
 juillet 2014) venait tout juste de passer ce qui rendait 
impossible l'étude de cette loi en fonction de sa date d'entrée en vigueur (Gouvernement du 
Canada, 2014). Malgré tout, cette politique de prévention canadienne a tout de même été prise 
en considération puisqu'il semblait important de connaître l'ampleur du phénomène des 
cybermenaces dans notre pays.  Pour les fins de ce mémoire, la loi canadienne anti-pourriel a 
donc été étudiée à partir de sa date d'adoption en décembre 2010. Ainsi, lors de la période 
d'étude de la loi canadienne anti-pourriel, aucune sanction n'était imposée aux cybercriminels 
puisque la loi n'était pas encore en vigueur. Cette nuance est importante et peut influencer 
l'impact que cette loi a eu sur le taux de menaces informatiques détectées au cours de la période 
d'étude. Tel que mentionné précédemment, la certitude d'être sanctionné joue un rôle important 
dans l'effet dissuasif d'une loi (Cusson, 2010; Pogarsky, 2005; Yu et Liska,1993; Beccaria, 
1965) et c'est pourquoi on peut s'attendre à ce que la loi canadienne ne soit pas aussi efficace 
que les trois autres lois étudiées à partir de leur date d'entrée en vigueur. L'annonce de cette 
nouvelle loi canadienne pourrait tout de même avoir un certain effet dissuasif si elle est bien 
communiquée à la population.  
 
La loi canadienne anti-pourriel interdit l'envoi des messages commerciaux électroniques sans 
avoir obtenu au préalable le consentement du destinataire (Gouvernement du Canada, 2014). 
Toujours selon cette loi, c'est à l'expéditeur de s'assurer que le destinataire a donné son 
consentement pour recevoir des messages commerciaux électroniques (Gouvernement du 
Canada, 2014). Cette nouvelle loi interdit également l'installation de logiciels ou encore 
l'obtention d'informations personnelles en s'infiltrant sur un ordinateur sans que son propriétaire 
n'ait préalablement consenti (Gouvernement du Canada, 2014). Il est important de noter que 
cette loi règlemente uniquement les messages électroniques commerciaux. Ainsi, seuls les 
messages envoyés au nom d'une entreprise sont concernés par la loi canadienne anti-pourriel; 
les messages envoyés par des particuliers qui ne sont pas à des fins commerciales ne sont pas 
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visés par la loi canadienne (Conseil de la radiodiffusion et des télécommunications canadiennes, 
2014). 
 
C'est grâce à la collaboration de trois organismes canadiens différents, à savoir le CRTC, le 
Bureau de la concurrence et le Commissariat à la protection de la vie privée du Canada, que 
l'application de la loi anti-pourriel est possible (Gouvernement du Canada, 2013). L'application 
de cette loi est en majeure partie assurée par le CRTC, organisme ayant la responsabilité « de 
faire enquêter, de prendre des mesures et de fixer des sanctions administratives pécuniaires » en 
ce qui en à trait à l'envoi de messages électroniques commerciaux, la modification des données 
et l'installation de programmes non-désirés (Gouvernement du Canada, 2013). Industrie 
Canada, Spectre, Technologies de l'information et Télécommunications (STIT) et Le Bureau de 
la consommation du Canada (BC), quant à eux, sont des organismes qui veillent notamment à 
éduquer et sensibiliser les différents acteurs impliqués (Gouvernement du Canada, 2013).  
 
Les compagnies qui ne se conforment pas à la loi canadienne anti-pourriel sont passibles 
d'amendes pouvant atteindre jusqu'à 1 000 000$ s'il s'agit d'une personne physique qui commet 
l'infraction ou de 10 000 000$ pour toutes autres personnes (Gouvernement du Canada, 2014). 
En moins d'une semaine après l'entrée en vigueur de la loi, déjà plus de 1000 plaintes ont été 
rapportées à l'adresse combattrelepourriel.gc.ca (La Presse, 2014). Comme quoi cette 
problématique affectait réellement les internautes canadiens. 
 
1.4.1.1.2. Inde - Information Technology Act 
 
Le Parlement indien a lui aussi adopté, en juin 2000, une loi visant à règlementer l'utilisation 
des technologies (Ministry of Law, Justice and Company Affairs, 2000). Pour ce mémoire, c'est 
l'amendement fait à cette loi qui nous intéresse. Les 22 et 23 décembre 2008 à New Delhi, les 
décideurs ont accepté que soient ajoutés à la loi des articles visant l'envoi de messages 
électroniques de masse (Ministry of Law, Justice and Company Affairs, 2008). Contrairement à 
la loi canadienne, celle-ci s'avère beaucoup plus générale puisqu'elle règlemente tous les 
messages électroniques envoyés pour ennuyer, créer des désagréments ou désinformer le 
destinataire (Ministry of Law, Justice and Company Affairs, 2008). Conformément à la loi 
indienne, toutes personnes refusant de se soustraire à ce règlement est passible d'une peine 
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maximale de deux ans d'emprisonnement et/ou d'une amende dont le montant n'est pas divulgué 
(Ministry of Law, Justice and Company Affairs, 2008). 
 
L'amendement apporté à la loi Information Technology Act en 2008 a également fait en sorte 
d'ajouter un article traitant du vol d'identité. Ainsi, depuis que la loi indienne a été modifiée, il 
est maintenant interdit pour quiconque d'utiliser de manière malhonnête ou frauduleuse la 
signature électronique, le mot de passe ou tout autre identifiant personnel d'autrui sans son 
consentement (Ministry of Law, Justice and Company Affairs, 2008). Bien que la loi n'interdise 
pas spécifiquement les intrusions informatiques, elle interdit du moins l'utilisation des 
informations requises pour y accéder. Toute personne qui refuse d'obéir à cet article est passible 
d'une peine d'emprisonnement maximale de trois ans et peut se voir imposer une amende 
pouvant s'élever jusqu'à 100 000 roupies (monnaie indienne) (Ministry of Law, Justice and 
Company Affairs, 2008).  
 
1.4.1.1.3. Israël - Israeli Anti-Spam Law 
 
Selon le même principe que celui régissant la loi canadienne, l’Israël dispose d’une loi anti-
pourriel, Israeli Anti-spam Law, entrée en vigueur le 1
er
 décembre 2008 et obligeant les 
personnes qui envoient des messages à des fins publicitaires à obtenir au préalable le 
consentement des destinataires à recevoir de tels messages (Dayman, 2008; Tene, 2008). Cette 
loi s’applique aux messages commerciaux envoyés par courriels, télécopieur, messages textes et 
messages téléphoniques automatisés (Dayman, 2008).  
 
Non seulement cette loi régit l’envoi de messages commerciaux, mais elle règlemente 
également le contenu de ces messages. Depuis l’entrée en vigueur de la loi anti-pourriel 
israélienne en décembre 2008,  les messages envoyés à des fins commerciales doivent être 
clairement identifiés comme tel et doivent nécessairement contenir les coordonnées de 
l’annonceur (Tene, 2008). Les compagnies qui ne respectent pas les dispositions de cette loi 
sont passibles d’une amende pouvant s’élever jusqu’à plus de 50 000$. De plus, si les 
compagnies envoient des messages commerciaux électroniques sans avoir respecté la 
réglementation concernant le contenu, elles peuvent se voir imposer une amende de plus de 
17 000$ par message non-conforme envoyé (Tene, 2008).  La Israeli Internet Association 
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mentionne d'ailleurs que depuis l'entrée en vigueur de cette loi, de nombreux cas ont été 
présentés devant les tribunaux israéliens, ce qui a permis d'imposer des sanctions totalisant plus 
de un million de dollars (Israeli Internet Association, s.d.).  
 
En plus de cette loi, les compagnies israéliennes doivent se conformer à une règlementation 
commerciale qui vient renforcer les dispositions de l'Israeli Anti-Spam Law. En effet, le Privacy 
Protection Act oblige depuis 1981 d'obtenir le consentement des destinataires avant de leur 
envoyer de la publicité, que ce soit par téléphone, télécopieur, courriels ou messages textes 
(Tene, 2008). Selon cette règlementation,  des bases de données doivent être alimentées et mises 
à jour afin de connaître l'identité des consommateurs ayant donné leur consentement pour 
obtenir de la publicité (Tene, 2008).  
 
1.4.1.1.4. Japon - Act on regulation of the transmission of specified mail of 2008 
 
Le gouvernement japonais a lui aussi décidé d'implanter en 2002 une loi règlementant la 
transmission et la réception de messages électroniques (Ministry of Internal Affairs and 
Communications, 2009). Or, ce n'est qu'en 2008, plus précisément le 6 juin, que cette loi a été 
modifiée pour y inclure un article traitant de l'envoi de certains messages électroniques sans 
avoir obtenu au préalable le consentement du destinataire (Ministry of Internal Affairs and 
Communications, 2009). Selon la loi japonaise, il est interdit pour quiconque de faire l'envoi de 
messages électroniques à des fins de publicité et commerce sans qu'il ait le consentement des 
internautes à qui sont destinés ces courriels (Ministry of Internal Affairs and Communications, 
2009). Contrairement à la loi israélienne, la loi japonaise ne règlemente pas les messages 
envoyés par télécopieur ou téléphone (Ministry of Internal Affairs and Communication, 2009). 
 
Un internaute qui constate avoir reçu un message électronique à des fins commerciales sans 
avoir donné son consentement doit le signifier à l'un des ministères responsables. Par la suite, ce 
ministère doit mener les enquêtes nécessaires pour valider la véracité des informations 
(Consumer Affairs Agency Measures, 2009). Dépendamment de l'issu des enquêtes, le 
ministère a la responsabilité d'imposer les sanctions qui s'appliquent. Dans le cas de messages 
commerciaux envoyés sans avoir obtenu la permission du destinataire, l'expéditeur pourrait se 
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voir imposer une amende maximale de un million de yen (monnaie japonaise) (Consumer 
Affairs Agency Measures, 2009).  
 
On constate, à la lecture des paragraphes ci-dessus, que les quatre lois sélectionnées pour le 
présent mémoire sont similaires en ce sens qu'elles interdisent toutes l'envoi de messages 
électroniques commerciaux sans avoir obtenu le consentement du destinataire (méthode Opt-
Out). Certains auteurs se questionnent sur l'efficacité de ce genre de lois. C'est le cas notamment 
de Arora (2006) qui soutient que d'autres types de messages électroniques, notamment ceux 
envoyés à des fins politiques, peuvent également être considérés comme des pourriels et envahir 
les boîtes de messagerie des internautes. Avec l'expansion d'Internet, les partis politiques 
risquent d'exploiter de plus en plus les messages électroniques lors de leur campagne et ce, en 
toute légitimité puisque les lois ne les interdisent pas (Arora, 2006). Ainsi, en ne réglementant 
que les messages électroniques commerciaux, ces lois risquent de passer outre certains 
messages électroniques, notamment les messages envoyés à des fins de propagande politique, 
qui sont en fait des pourriels. Les quatre lois anti-pourriel sélectionnées pour le présent mémoire 
pourraient donc permettent de faire en sorte de diminuer le nombre de messages commerciaux 
électroniques, mais les autres types de pourriels risquent de perdurer puisqu'ils ne sont pas régis 
par ces lois.  
 
Seul l'Inde règlemente dans son texte de loi tous types de messages électroniques envoyés pour 
ennuyer ou déranger le destinataire (Ministry of Law, Justice and Company Affairs, 2000). On 
peut donc soulever l'hypothèse que la loi indienne serait plus efficace que les trois autres pour 
lutter contre les pourriels puisque sa règlementation vise une plus grande variété de messages 
électroniques.  
 
1.4.1.2. Les partenariats publics-privés 
 
Contrairement aux lois discutées précédemment, les partenariats publics-privés choisis pour le 
présent mémoire (Icode, Irish anti-botnet center, Germany anti-botnet advisory center, Abuse 
IX) visent spécifiquement les botnets. Que ce soit en Australie, en Irlande, en Allemagne ou aux 
Pays-Bas, les partenariats développés pour lutter contre les botnets adoptent tous la même 
technique, c'est-à-dire identifier les ordinateurs infectés et contacter les propriétaires pour les 
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aider à nettoyer leur système (OECD, 2012). Pour ce faire, il est important que ces partenariats 
comptent parmi leurs alliés des FAI. Les FAI jouent un rôle très important dans le cyberespace 
puisque ce sont eux qui rendent Internet accessible aux usagers (Alderson et Soo Hoo, 2004). 
Étant donné la position qu'ils occupent dans le cyberespace, les FAI peuvent filtrer les 
nombreuses informations qui sont distribuées via Internet et ainsi, assurer un certain niveau de 
sécurité dans le cyberespace (Alderson et Soo Hoo, 2004). Grâce à la collaboration des FAI, les 
partenariats implantés en Australie, en Irlande, en Allemagne et aux Pays-Bas ont le pouvoir, à 
partir d'adresses IP, d'identifier les ordinateurs infectés. Une fois ces ordinateurs identifiés, les 
compagnies de sécurité informatique impliquées dans ces partenariats entrent en scène pour 
offrir des solutions aux propriétaires de ces systèmes afin qu'ils soient en mesure de régler la 
situation (OECD, 2012; Alderson et Soo Hoo, 2004).  .  
 
1.4.1.2.1 Australie - Icode 
 
Le Icode est fondé sur le principe selon lequel les FAI et les usagers résidentiels sont deux 
acteurs importants ayant le pouvoir de diminuer les risques et menaces auxquels font face les 
internautes lors d'une navigation dans le cyberespace (Internet Industry Association, 2014). Ce 
code a débuté en décembre 2010 grâce à la collaboration de 34 FAI participants (Internet 
Industry Association, 2012), représentant plus de 90% de tous les FAI australiens (Internet 
Industry Association, 2014).  
 
Le Icode a comme objectif d'aider à diminuer le nombre de systèmes informatiques infectés en 
Australie. Pour ce faire, le Icode dirige les propriétaires d'ordinateurs infectés vers son site web 
afin de les aviser que leur système est potentiellement en danger (Internet Industry Association, 
2012). Une fois sur le site web du Icode (http://icode.net.au/index.php), l'internaute dont 
l'ordinateur est infecté reçoit des trucs et conseils pour tenter d'irradier la menace par lui-même 
(Internet Industry Association, 2012).  Le Icode offre aux internautes des essais gratuits d'anti-
virus qui pourraient permettre d'identifier et d'éliminer la menace sur leur ordinateur (Internet 
Industry Association, 2012).  
Dans les cas où le propriétaire de l'ordinateur n'arrive pas à faire disparaître l'infection à l'aide 
de procédures initialement fournies par le Icode, de l'aide professionnelle est offerte, que ce soit 
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via Internet ou par téléphone (Internet Industry Association, 2012). Quatre compagnies 
australiennes de sécurité informatique, à savoir Focalnet, Gizmo, Tech2home et Webroot 
Professional Services, participent au Icode et offrent de l'assistance personnalisée aux 
internautes ayant besoin d'aide pour rendre leur système fonctionnel (Internet Industry 
Association, 2012).  
 
1.4.1.2.2. Irlande - Irish Anti-Botnet Advisory Center 
 
Le Irish Anti-Botnet Advisory Center a trois objectifs bien précis : Informer, nettoyer et 
prévenir, dans un but ultime de diminuer le nombre d'ordinateurs infectés en Irlande (Irish Anti-
Botnet Initiative, s.d.). Ce partenariat irlandais en place depuis le début de l'année 2011 est 
différent de celui implanté en Australie du fait qu'il n'envoie pas de messages aux propriétaires 
d'ordinateurs infectés pour les aviser de la situation. Dans le cadre de ce partenariat, l'internaute 
doit se rendre par lui-même sur le site  https://www.botfrei.de/ie/index.html où il obtiendra des 
conseils pour se défaire des menaces existant sur son ordinateur (Irish Anti-Botnet Initiative, 
s.d.). Plusieurs critiquent cette manière de faire puisque si l'internaute n'est pas conscient que 
son ordinateur est infecté par diverses menaces, il ne consultera évidemment pas le site Internet 
du Irish Anti-botnet Advisory Center et ne tentera pas de nettoyer son système.  
 
Une fois sur le site Internet de ce partenariat irlandais, l'internaute dont l'ordinateur est infecté 
obtient tout d'abord des renseignements afin qu'il connaisse les menaces auxquelles il fait face. 
Par la suite, des conseils sont offerts à l'internaute afin qu'il tente de nettoyer son ordinateur par 
lui-même. Des liens vers des logiciels de sécurité informatique lui sont offerts. Enfin, des 
recommandations en matière de prévention sont suggérées à l'internaute concerné afin d'éviter 
que des situations similaires ne se répètent (Irish Anti-Botnet Initiative, s.d.).  
 
1.4.1.2.3. Allemagne - Germany Anti-botnet Advisory Center 
 
Annoncé en 2009 (Constantin, 2009) et mis de l'avant au début de l'année 2010 (Support 
Center, 2013), le partenariat en Allemagne ressemble à celui implanté en Australie puisque non 
seulement ce partenariat propose des solutions aux propriétaires d'ordinateurs infectés, mais une 
ligne d'aide téléphonique a également été mise sur pied afin de porter assistance aux individus 
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qui tentent de nettoyer leur système (OECD, 2012). Tout comme ceux discutés précédemment, 
le partenariat implanté en Allemagne compte parmi ses alliés des FAI et des compagnies de 
sécurité informatique.  
 
1.4.1.2.4. Pays-Bas - Abuse IX 
 
Le gouvernement néerlandais, plus précisément le ministère des affaires économiques, finance 
depuis janvier 2012 une politique de lutte aux botnets qui se nomme Abuse IX ou Abuse 
Information Exchange (Telecompaper, 2012). Abuse IX est en fait l'initiative de plusieurs 
partenaires dont KPN SOLCPN, Tele2, UPC, XS4ALL, Zeelandnet. Ziggo et SIDN, tous des 
FAI (Rijksoverheid, 2012).  Ensemble, ces partenaires se sont donné comme mission de 
collecter et d'analyser le flux d'informations circulant via les ordinateurs néerlandais afin de 
lutter et prévenir l'existence de botnets (Rijksoverheid, 2012). Abuse IX a donc été mis sur pied 
afin de centraliser la collecte et l'analyse de l'information reçue (ECP, 2012). Cette initiative 
accélèrera le processus de détection de la menace puisque l'information sera analysée et mise en 
commun par une seule et même entité, à savoir Abuse IX (NU, 2012). Une fois l'information 
analysée, des listes de menaces potentielles sont transmises aux FAI responsables afin que 
ceux-ci tentent de remédier à la situation de quelque manière que ce soit. À titre d'exemple, un 
FAI participant à Abuse IX pourrait, s'il constate que l'un de ses clients apparaît sur la liste, 
contacter ce dernier afin de l'aviser de la situation (Telecompaper, 2012).  
 
Étant donné les rôles que jouent différents acteurs dans la sécurisation du cyberespace, le 
développement de partenariats publics-privés est perçu comme la politique pouvant avoir la 
meilleure efficacité pour lutter contre les botnets (Hogben et al., 2011). Or, il semble que le fait 
de simplement aviser et proposer des solutions aux propriétaires d'ordinateurs infectés n'est pas 
suffisant pour arriver à nettoyer les systèmes. En effet, les internautes n'ont pas tous les 
aptitudes techniques pour arriver à nettoyer leur ordinateur et ce, à partir uniquement de 
solutions (Hogben et al., 2011). Il est donc juste de soulever l'hypothèse que les partenariats qui 
offrent de l'assistance personnalisée aux propriétaires d'ordinateurs infectés, dont ceux 
implantés en Australie ou en Allemagne, seraient plus efficaces pour lutter contre les botnets.  
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1.4.1.3. Démantèlement de botnets  
 
Les démantèlements de botnets sont utilisés pour briser les réseaux et ainsi, mettre fin à leurs 
activités illégales. Il existe deux méthodes principales de démantèlements de botnets. Déceler 
les serveurs de commande et contrôle dans le cas de botnets centralisés ou encore briser la 
connexion entre les ordinateurs du réseau lorsqu'il s'agit de botnets décentralisés (Hogben et al., 
2011).  
 
Les démantèlements de botnets permettent de mettre un frein aux activités illégales 
pratiquement instantanément puisque leur but est de briser le réseau, mais certaines limites ont 
été soulevées quant à leur efficacité.  En effet, il est facile pour un botmaster de maintenir en vie 
son réseau et ce, même si l'un de ses serveurs a été démantelé (Hogben, et al., 2011). Même si 
un grand nombre de joueurs impliqués dans un botnet ont été arrêtés, plusieurs autres acteurs 
peuvent rester connectés et ainsi poursuivre les activités criminelles du réseau (Décary-Hétu et 
Dupont, 2012).  
 
Malgré que cette méthode de lutte aux botnets soit utilisée par divers acteurs impliqués dans la 
sécurité informatique, rares sont les évaluations d'impact qui ont été faites suite à un 
démantèlement de botnet. C'est pourquoi, dans le cadre du présent mémoire, quatre 
démantèlements de botnets ont été choisis de manière aléatoire parmi ceux survenus au cours 
des cinq dernières années afin de vérifier  leur impact sur le taux de menaces informatiques 
dans le cyberespace. Les botnets sélectionnés sont les suivants :  
1) Bredolab 2) Rustock 3) Mariposa et 4) Grum. 
 
1.4.1.3.1. Bredolab 
 
Le 25 octobre 2010, le botnet Bredolab a été déstabilisé lorsque les autorités policières des 
Pays-Bas ont procédé à son démantèlement ainsi qu'à l'arrestation de l'un des individus pouvant 
être responsables de l'existence de ce botnet (Williams, 2014). Environ 143 ordinateurs ont été 
saisies la journée du 25 octobre 2010 (Info Security Magazine, 2010). En saisissant le serveur 
de commande et contrôle du botnet, la police hollandaise en a profité pour envoyer un message 
d'alerte aux ordinateurs ayant été infectés (Leyden, 2012a). Le botnet Bredolab était constitué 
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d'approximativement 30 millions de bot (ou ordinateurs zombies) ayant permis l'envoi de plus 
de trois milliards de pourriels en une seule journée (Leyden, 2012a; Kadiev, 2010). Selon la 
compagnie de sécurité informatique Fortinet, le taux de pourriels circulant dans le cyberespace 
a diminué de 26% une semaine après le démantèlement du botnet Bredolab (Info Security 
Magasine, 2010).  
 
Non seulement ce botnet engendrait l'envoi d'un grand nombre de pourriels, mais il était 
également reconnu pour voler des informations personnelles ou propager des virus sous la 
forme de liens qui semblent légitimes, habituellement publiés sur des sites web fortement 
achalandés (Facebook, Skype, Amazon) (Leyden 2012a). L'infection se répandait donc à une 
vitesse incroyable dans le cyberespace (Leyden, 2012a).  
Les individus derrières le botnet Bredolab possédaient certainement plusieurs aptitudes 
informatiques puisque les méthodes d'infection de ce réseau étaient particulièrement 
sophistiquées (Kadiev, 2010). C'est Georgy Avanesov, un arménien de 27 ans résidant en 
Russie, qui a réussit à établir cet immense réseau d'ordinateurs zombies. Étant donné qu'il était 
en mesure de contrôler des millions d'ordinateurs, Avanesov faisait des profits pouvant atteindre 
125 000$ par mois (Leyden, 2012a). Avanesov a obtenu, suite à son arrestation, une peine 
d'emprisonnement d'une durée de quatre ans, faisant de lui la première personne d'origine 
arménienne à faire de la prison pour une infraction liée à la cybercriminalité (Leyden, 2012a). 
Considérant la sophistication du fonctionnement de ce botnet, l'hypothèse selon laquelle 
plusieurs individus sont derrière l'existence de ce réseau est celle retenue par Kadiev (2010). Or, 
seul un individu a été reconnu coupable jusqu'à maintenant (Leyden, 2012a; Kadiev, 2010).  
 
Le botnet Bredolab a repris ses activités quelques mois après son démantèlement grâce à l'un de 
ses serveurs implantés en Russie et ayant survécu à l'opération (Vicario, 2010).   
 
1.4.1.3.2.Rustock 
 
Lors d''une conférence sur la sécurité informatique, Microsotf, Pfizer, FireEye et l'Université de 
Washington se sont rassemblés afin de mettre sur pied une opération visant à démanteler le 
botnet Rustock (Leyden, 2011). Il s'agit de l'opération B107 (Génération Nouvelles 
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Technologies, 2011). Les efforts de ces différents acteurs ont été récompensés puisque le botnet 
Rustock a été démantelé en mars 2011 (Leyden, 2011). Ce botnet centralisé infectait les 
ordinateurs grâce au téléchargement de fichiers malveillants. Les estimés se placent entre 1,1 et 
1,7 million d'ordinateurs ayant été sous l'emprise de ce botnet (Kolakowski, 2011).  
 
Une fois les ordinateurs infectés, ceux-ci étaient utilisés pour envoyer des pourriels. À un 
certain moment, le botnet Rustock était d'ailleurs reconnu pour être responsable de presque la 
totalité des pourriels qui circulaient dans le cyberespace (Leyden, 2011). Les pourriels générés 
par le botnet Rustock faisait principalement la promotion de produits pharmaceutiques tels que 
Viagra (Leyden, 2011).  
 
Microsoft et Hotmail ressentant les répercussions négatives de ces nombreux pourriels générés 
par le botnet Rustock, une plainte officielle a été déposée par Microsoft contre les contrôleurs 
anonymes de ce réseau, facilitant les procédures entre autres au niveau judiciaire (Génération 
Nouvelles Technologies, 2011). Dans la foulée, des douzaines de disques durs ainsi que 
plusieurs ordinateurs ont été saisis par les autorités (Wingfield, 2011). Plusieurs serveurs ont 
également été saisis, lesquels étaient situés dans sept villes américaines différentes, à savoir 
Kansas City, Scranton , Denver, Dallas, Chicago, Seattle et Columbus (Génération Nouvelles 
Technologies, 2011; Kolakowski, 2011).  
 
Malgré toutes ces perquisitions, aucun individu n'a été jusqu'à maintenant tenu responsable de 
l'existence du botnet Rustock (Leyden, 2011). Étant donné qu'aucune arrestation n'a encore eu 
lieu suite à cet événement, les profits générés par le botnet Rustock sont toujours inconnus. Or, 
si l'on prend en considération le fait que l'opérateur de ce botnet avait les moyens de payer 
10 000$ par mois pour louer des serveurs basés aux États-Unis (Leyden, 2011), il est juste de 
penser que ce botnet a généré des sommes d'argent importantes.  
 
 1.4.1.3.3. Mariposa 
 
Le botnet Mariposa, qui signifie papillon en espagnol, a été démantelé en décembre 2009 grâce 
au travail acharné de trois acteurs importants, à savoir la firme de sécurité informatique Panda 
Security, l'Agence du renseignement de la défense (Defence Intelligence) et la Garde civile de 
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l'Espagne (Leyden, 2010). Ensemble, ces trois acteurs ont réussi à mettre la main sur le serveur 
de commande et contrôle par lequel les commandes du botmaster était transmises aux 12,7 
millions d'ordinateurs zombies dont il avait l'emprise (Leyden, 2010). Les ordinateurs 
constituant ce réseau étaient implantés dans approximativement 190 pays différents (BBC 
News, 2013), comme quoi un botmaster est en mesure de contrôler plusieurs systèmes malgré la 
distance géographique.  
 
Contrairement aux deux autres botnets présentés précédemment, le botnet Mariposa était 
principalement utilisé pour voler des informations confidentielles, que ce soit des mots de passe 
ou encore des numéros de cartes de crédit, pouvant être par la suite revendus sur le 
« cybermarché noir » (Leyden, 2010). En plus d'avoir fait des profits en vendant les 
informations volées, les individus derrière le botnet Mariposa ont également connu des gains 
financiers en vendant une partie du réseau qu'ils contrôlaient (BBC News, 2010; Leyden, 2010).  
 
Bien que le réseau ait été démantelé en décembre 2009, les arrestations n'ont eu lieu que deux 
mois plus tard, laissant ainsi le temps aux botmasters de se réorganiser. D'ailleurs, selon 
Hogben et ses collaborateurs (2011), il peut être relativement simple pour un pirate 
informatique de continuer à opérer et agrandir son réseau malgré un démantèlement important. 
Le botnet Mariposa en est un bel exemple puisque suite à la saisie du serveur de commande et 
contrôle, l'un des botmasters responsables a mené une attaque par déni de service contre 
l'Agence du renseignement de la défense, laquelle a eu des impacts ressentis jusqu'au Canada 
(Leyden, 2010). Pour mener cette attaque, l'un des botmasters impliqués s'est connecté au botnet 
à partir de sa résidence, ce qui a permis aux autorités d'établir son identité et, par la suite, celles 
de ses complices (BBC News, 2013). Suite à cette erreur, les experts en sécurité informatique 
impliqués dans l'opération ont été en mesure d'interrompre les liens entre les serveurs et les 
ordinateurs constituant le réseau. Ainsi, les commandes du botmaster ne se rendaient plus à 
destination et, par le fait même, n'était plus exécutées (Corrons, 2010).  
 
Au total, quatre individus ont été arrêtés suite à ce démantèlement (BBC News, 2013). 
L'individu responsable de l'existence du botnet Mariposa, Matjaz Skorjanc, a obtenu une 
sentence de 58 mois de prison combinée à une amende équivalent à 4 100$ (BBC News, 2013). 
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Il s'avère qu'aucun de ces quatre individus ne possédait d'aptitudes particulières en informatique 
(BBC News, 2013).  
 
1.4.1.3.4. Grum  
 
Le botnet Grum a été démantelé en juillet 2012 principalement grâce aux efforts déployés par la 
firme de sécurité informatique FireEye en collaboration avec l'organisation Spamhaus (Leyden, 
2012b). Ce botnet, qui contrôlait plus de 800 000 ordinateurs à travers la planète, se spécialisait 
principalement dans l'envoi de pourriels. Selon les estimés, le botnet Grum générait 
quotidiennement 18 millions de messages faisant la promotion de montres Rolex falsifiées ou 
de pharmacies clandestines (Krebs On Security, 2012; Leyden, 2012b). Selon les estimés, le 
botnet Grum était actif depuis plus de quatre ans lors de son démantèlement en 2012 (Leyden, 
2012b; Smith, 2012). 
  
Le démantèlement du botnet Grum a eu lieu en plusieurs étapes, mais dans une période de 
temps rapprochée. Le serveur de commande et contrôle du botnet a tout d'abord été saisi aux 
Pays-Bas le 16 juillet 2012. Malgré cette saisie importante, d'autres serveurs zombies du botnet 
Grum continuaient d'être fonctionnels. Ce n'est que quelques heures et négociations plus tard 
que le Panama, la Russie et l'Ukraine ont collaboré pour irradier les serveurs illégaux existant 
dans leur juridiction respective (Leyden, 2012b). Les experts s'entendent pour dire que tous les 
serveurs du botnet Grum ont été démantelés, laissant ainsi le réseau ineffectif (Mushtaq, 2012).  
 
Au niveau technologique, on peut croire que le réseau Grum a été démantelé étant donné que de 
nombreux serveurs le constituant ont été saisis en juillet 2012 par les autorités responsables. Or, 
aucun individu n'a été, jusqu'à maintenant, tenu responsable de l'existence du botnet Grum 
(Bradley, 2012). Il est donc juste de croire que les individus derrières l'existence de ce botnet se 
soient réorganisés et maintiennent leurs activités criminelles dans le cyberespace.  
 
1.5. Le cyberespace et les menaces qui y persistent 
 
Tout comme pour leur santé, la plupart des gens se fient aux experts, que ce soit les 
compagnies de sécurité informatique ou les FAI, pour assurer la sécurité de leurs systèmes 
43 
 
informatiques. Malgré l'existence de ces acteurs et des possibilités dont ceux-ci disposent, les 
menaces persistent dans le cyberespace. Pourquoi en est-il ainsi? En saisissant le contexte dans 
lequel ces acteurs doivent évoluer, on comprend rapidement les nombreuses difficultés 
auxquelles ils se buttent lorsque vient le temps de sécuriser le cyberespace. En plus de ce 
contexte difficile, les acteurs chargés de la sécurisation du cyberespace ont plusieurs 
motivations pour laisser nos systèmes quelque peu vulnérables. La théorie de l'économie de la 
sécurité permet de soulever les différents aspects qui entrent en ligne de compte lors du 
processus décisionnel de ces acteurs. Les prochains paragraphes seront donc consacrés à la 
mise en contexte et la théorie de l'économie de la sécurité.  
 
1.5.1. Mise en contexte : Difficultés de régulation du cyberespace 
 
Étant donné que le cyberespace est dominé tant par le secteur public que privé, les pouvoirs de 
régulation sont dispersés à travers de nombreux acteurs. Contrairement au monde physique où 
la sécurité est assurée majoritairement par l'État, le monde virtuel évolue en fonction des 
infrastructures, codes et logiciels qui le dominent (Feick et Werle, 2010). Sans nécessairement 
les avoir demandés, les développeurs de ces différents outils possèdent de nombreux pouvoirs 
de régulation puisque ce sont eux qui déterminent qui peut utiliser Internet, de quelle manière 
les internautes vont être identifiables ou encore comment l'information est accessible (Feick et 
Werle, 2010).  
 
Dans le cyberespace, l'implantation de règlementations et le respect de celles-ci se fait 
difficilement. Chaque pays impose les règlementations qu'il désire dans sa juridiction et celles-
ci ne sont applicables qu'à l'intérieur de ce pays (Brenner et Schwerha, 2004). Cela pose 
problème lorsque vient le temps de réguler le cyberespace, étant donné l'aspect « international » 
de la chose. En effet, puisqu'il n'existe aucune limite géographique dans le cyberespace 
permettant de délimiter les responsabilités de chaque pays, les lois nationales ont peu de 
pouvoir si elles ne se complémentent pas avec celles des autres pays (Feick et Werle, 2010). 
Wall (2007) soutient d'ailleurs que ces disparités entre les différentes lois peuvent faire en sorte 
qu'un geste soit considéré comme un crime dans certains pays et pas dans d'autres. De plus, la 
gravité accordée à différentes actions peut varier selon les cultures (Wall, 2007). À titre 
d'exemple, l'envoi de pourriels sans le consentement est maintenant une infraction criminelle au 
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sens de la loi canadienne (Gouvernement du Canada, 2013), mais en est-il ainsi partout? 
Sachant qu'un botmaster peut envoyer un grand nombre de menaces partout à travers le monde 
(Hogben et al., 2011), il peut être relativement ardu pour un pays où les pourriels sans 
consentement sont interdits de traduire en justice le générateur de ces menaces si celui-ci est 
situé à un endroit où ce geste n'est pas règlementé.   
 
La collaboration entre les différents pays est donc de mise si l'on veut arriver à amener les 
cybercriminels devant la justice. Or, il semble que cette solution présente elle aussi ses 
embûches. Lavoie et ses collaborateurs (2013) sont d'avis que certains pays ne seront pas en 
mesure de collaborer pour des raisons de tensions politiques, divergences culturelles ou tout 
simplement puisque leurs ressources financières ne leur permettent pas de lutter contre la 
cybercriminalité. Les collaborations inter-pays dans le cadre d'une enquête de cybercriminalité 
sont longues et coûteuses, ce qui fait que ce sont habituellement les infractions les plus graves 
qui sont enquêtées de cette manière (Lavoie et al., 2013). Les crimes les plus fréquents dans le 
cyberespace sont ceux les moins graves et donc pour lesquels des collaborations entre pays sont 
les plus rares puisque leur gravité ne justifie pas le déploiement de telles ressources (Lavoie et 
al., 2013).  
 
Par ailleurs, dans les cas où des collaborations entre divers pays permettent le démantèlement 
d'un réseau, les botmasters sont souvent très rapides à reprendre le contrôle. Il ne suffit que d'un 
serveur qui a été épargné lors du démantèlement pour que le botmaster redonne vie à son réseau 
(Hogben et al., 2011). En fait, il  n'est pas nécessaire que ce soit un individu qui connaisse le 
fonctionnement du réseau pour que celui-ci puisse lui redonner vie. Dupont (2014) mentionne 
d'ailleurs que quiconque minimalement opportuniste met la main sur l'un des serveurs du réseau 
peut relativement facilement prendre le contrôle du botnet et ainsi, continuer la propagation de 
cybermenaces.  
 
La dispersion des pouvoirs entre les acteurs combinée avec l'absence de limites 
juridictionnelles, de ressources et de collaboration font en sorte de rendre difficile la régulation 
du cyberespace.  Lorsqu'il est possible d'avoir un certain contrôle sur les activités criminelles 
qui se déroulent dans le cyberespace, la rapidité de réorganisation des botmasters peut venir 
compliquer les choses. Pour en rajouter, les acteurs impliqués dans la sécurisation du 
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cyberespace ont de nombreuses motivations les poussant à ne pas sécuriser totalement nos 
systèmes informatiques. C'est le sujet des prochains paragraphes. 
1.5.2. Théorie de l'économie de la sécurité   
 
Étant donné que le cyberespace est, en très grand partie, dominé par le secteur privé, de 
nombreuses motivations économiques influencent les actions qu'entreprennent les acteurs ayant 
comme mandat de sécuriser le cyberespace, que ce soit les institutions financières, les FAI, les 
organismes d'application de la loi ou encore les compagnies de sécurité informatique (Anderson 
et Moore, 2006). Le réel problème réside dans le fait que les acteurs qui ont comme mandat de 
sécuriser les systèmes informatiques ne sont pas ceux qui sont affectés lorsqu'une attaque 
survient (Moore et Anderson, 2011; Anderson et Moore, 2006). La théorie de l'économie de la 
sécurité explique bien cette dynamique. Selon cette théorie, des motivations externes font en 
sorte d'influencer les décisions des acteurs chargés de sécuriser le cyberespace et, par le fait 
même, de compromettre la sécurité de nos systèmes informatiques (Bauer et Van Eeten, 2009; 
Anderson et Moore, 2006; Anderson, 2001). 
 
Dynes, Goetz et Freeman (2007) ont rédigé un article dans lequel ils s'intéressent aux 
motivations qui entrent en ligne de compte lorsque vient le temps d'investir dans la sécurisation 
du cyberespace. Ces auteurs mentionnent que pour obtenir un niveau optimal de sécurité, il faut 
que les montants investis dans la sécurité des systèmes soient égaux ou inférieurs aux montants 
perdus lors d'attaques. Ainsi, si les acteurs chargés de la sécurisation du cyberespace subissent 
rarement les conséquences d'une attaque (Moore et Anderson, 2011; Anderson et Moore, 2006), 
quels intérêts ont-ils à investir davantage dans la sécurité des systèmes?  Dynes et ses 
collaborateurs (2007) soutiennent que les acteurs chargés de sécuriser le cyberespace doivent 
retirer un avantage économique pour justifier un investissement dans la sécurisation du 
cyberespace, que ce soit la diminution des coûts engendrés par des cyberattaques ou encore 
l'augmentation des profits qu'ils font. Dans plusieurs cas, ce qui pourrait être perçu par certains 
comme une faiblesse des systèmes informatiques est en fait le résultat de choix économiques 
rationnels (Van Eeten et Bauer, 2009). La sécurité des systèmes est dispendieuse et c'est 
pourquoi plusieurs organisations vont accepter un certain niveau de vulnérabilités plutôt que 
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d'avoir à investir des sommes astronomiques dans la sécurisation de ces systèmes (Van Eeten et 
Bauer, 2009). 
 
Afin de bien comprendre comment la théorie de l'économie de la sécurité s'applique aux actions 
menées par les acteurs chargés de sécuriser le cyberespace, les motivations externes qui 
régissent les actions de quatre grands groupes d'acteurs, à savoir le E-commerce, les FAI, les 
organismes d'application de la loi ainsi que les compagnies de sécurité informatique, seront 
abordés. C'est en discutant des motivations de chacun de ces groupes qu'il sera possible de 
constater que la sécurisation des systèmes informatiques est influencée par les actions ou les 
inactions menées par tout un écosystème d'acteurs.  
 
1.5.2.1. Institutions financières / Services bancaires en ligne 
 
Les institutions financières et les sites web offrant de services bancaires en ligne sont bien 
présents dans le cyberespace. Ils offrent des services en ligne permettant à leurs clients 
d'effectuer des transactions dans le confort de leur résidence (Bauer et Van Eeten, 2009), que ce 
soit payer des comptes ou encore faire l'achat de divers biens et services. Ces différents 
services, bien que très utiles pour les internautes, offrent aux cybercriminels des opportunités de 
frauder. En effet, les données que ces institutions financières et sites web possèdent, telles que 
les numéros de cartes de crédit, font en sorte qu'elles représentent une cible attrayante pour les 
cybercriminels (Bauer et Van Eeten, 2009). Malgré l'intérêt que portent les cybercriminels à 
leur égard, les institutions financières ou les sites web offrant des services bancaires en ligne ne 
vont pas pour autant sécuriser parfaitement leur site Internet. En effet, Bauer et Van Eeten 
(2009) mentionnent dans leur étude que les institutions financières qui offrent des services en 
ligne vont préférer avoir recours à la compensation de leurs clients lorsque ceux-ci sont 
victimes de fraudes plutôt qu'à la réelle sécurisation de leur site Internet. Le même principe 
s'applique pour les sites web qui offrent des services bancaires en lignes. Bauer et Van Eeten 
(2009) mentionnent qu'il existe des administrateurs qui tolèrent volontairement certaines 
vulnérabilités à leurs sites web. En sécurisant leurs sites web, les administrateurs se voient dans 
l'obligation de modifier leur plate-forme ce qui pourrait leur faire perdre de la clientèle. Les 
internautes risquent effectivement de se décourager plus rapidement s'ils naviguent sur une 
plate-forme avec laquelle ils ne sont pas familiers (Bauer et Van Eeten, 2009). Plutôt que de 
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sécuriser leur plate-forme et risquer de faire fuir leur clientèle, les institutions financières et les 
services bancaires en ligne vont préférer dédommager leurs clients puisque cela s'avère plus 
rentable pour eux. Cette manière de voir les choses n'est pas tout à fait fausse. Moore et 
Anderson (2011) mentionnent dans leur article qu'il est beaucoup moins dispendieux pour une 
institution financière de réaliser la majorité de ses transactions avec sa clientèle en ligne. Les 
méthodes de transaction traditionnelles qui consistaient à se rendre dans les lieux physiques de 
l'institution sont très contre-productives et ralentissent le fonctionnement du système (Anderson 
et al., 2012). Les institutions financières veulent donc s'assurer  que leur clientèle est à l'aise et 
adopte les transactions bancaires en ligne. De plus, les institutions financières ne dévoilent pas 
les chiffres qu'elles possèdent sur les cas de fraudes en ligne et ce, pour ne pas nuire à leur 
réputation (Moore et al., 2009). En dévoilant le nombre de leurs clients qui ont été victimes de 
fraudes en ligne, les institutions financières mettent à jour leurs vulnérabilités et risqueraient de 
perdre des clients. Pour éviter  de tels scénarios, ces institutions préfèrent conserver ces données 
à l'interne (Moore et al., 2009). En refusant de diffuser les statistiques de fraudes en ligne 
qu'elles disposent, les institutions financières nuisent sans nécessairement le vouloir au 
développement des connaissances sur la cybercriminalité.  
 
Par ailleurs, tel que le mentionnent Anderson et Moore (2006), les institutions financières, du 
moins aux États-Unis, sont tenues responsables lorsque l'un de leurs clients est victime de 
fraudes. Dans de tels cas, soit elles tentent de prouver que le client en question tentait de les 
frauder ou soit elles offrent une compensation financière au client ayant été victimisé (Anderson 
et Moore, 2006). Certains pourraient croire qu'il est plus avantageux pour les institutions 
financières d'investir dans la sécurisation de leur site Internet plutôt que d'offrir des 
compensations à leurs clients à chaque fois que ceux-ci sont victimes. Cependant, il semble que 
ce ne soit pas le cas. En effet, il est plus économiquement avantageux pour les institutions 
financières d'offrir des compensations à leurs clients puisque cela ne requiert qu'un faible 
montant d'argent comparativement à l'investissement qu'elles devraient faire pour bien sécuriser  
leur site Internet (Bauer et Van Eeten, 2009). Les actions dans lesquelles s'engagent les 
institutions financières semblent être purement motivées par l'aspect lucratif. Moore et Clayton 
(2008) ont soulevé dans leur étude que les institutions financières ne mettront pas d'efforts pour 
freiner les messages frauduleux si ceux-ci ne les concernent pas. En fait, tant que leur institution 
financière n'est pas ciblée par les courriels, les banques ne retirent aucun avantage économique 
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à s'impliquer pour contrer ce phénomène (Moore et Clayton, 2008). Par contre, dès qu'une 
institution financière décide de mettre fin à une cybermenace la concernant, il n'est 
habituellement pas très long avant que celle-ci ne soit enrayée. En effet, Moore et Clayton 
(2008) soulèvent dans leur article le fait que le phishing est un phénomène qui semble se 
résorber facilement alors que d'autres problématiques telles que les pharmacies en ligne 
perdurent malgré tout. 
 
Considérant les éléments présentés précédemment, il est juste de croire que les institutions 
financières et les services bancaires en ligne contribuent à la vulnérabilité de nos systèmes 
informatiques en ne mettant pas les moyens dont ils disposent pour lutter contre les 
cybercriminels.  
1.5.2.2. Fournisseurs d'accès Internet (FAI) 
 
Les FAI  jouent un rôle très important dans le cyberespace puisque ce sont eux qui rendent 
Internet accessible aux usagers (Alderson et Soo Hoo, 2004). Étant donné la position qu'ils 
occupent dans le cyberespace, les FAI ont le pouvoir de filtrer les nombreuses informations qui 
sont distribuées via Internet et ainsi, assurer un certain niveau de sécurité dans le cyberespace 
(Alderson et Soo Hoo, 2004). Cependant, il semble que pendant un certain temps, les FAI se 
déresponsabilisaient face au rôle qu'ils occupaient en ce qui a trait à la sécurisation du 
cyberespace. En effet, Van Eeten et Bauer (2009) ont soulevé dans leur étude que les FAI 
refusaient de filtrer les messages électroniques des usagers et ce, même s'ils ont le pouvoir de le 
faire, avançant qu'une telle méthode ne respectait pas le droit à la vie privée. Ainsi, en refusant 
de filtrer les messages électroniques des usagers, les pourriels ont connu une expansion 
fulgurante dans le cyberespace et les consommateurs se sont mis à se plaindre au service à la 
clientèle de leur FAI (Van Eeten et Bauer, 2009). Étant donné que ces appels engendraient de 
nombreux coûts, les FAI ont pris la décision qui leur paraissait la plus avantageuse 
économiquement, c'est-à-dire prendre les mesures nécessaires pour agir de manière proactive 
face aux pourriels (Van Eeten et Bauer, 2009). Il a donc fallu attendre que les coûts engendrés 
par les pourriels surpassent les coûts à investir dans la sécurité pour que les FAI prennent 
action.  
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On retrouve dans la majorité des partenariats publics-privés étudiés des FAI parmi leurs alliés. 
Mais qu'est-ce que ces acteurs ont à gagner en s'impliquant dans la lutte aux botnets? La théorie 
de l'économie de la sécurité l'explique bien. En s'impliquant dans des partenariats, les FAI 
consacrent des ressources pour lutter activement contre les pourriels et ce, en concertation avec 
d'autres acteurs importants, espérant ainsi réduire le nombre d'appels reçus concernant cette 
problématique. Il est donc juste de croire qu'il est plus économiquement avantageux pour les 
FAI de s'engager dans un partenariat pour lutter contre les pourriels, donc par le fait même 
contre les botnets, plutôt que de tenter de régler le problème à leur niveau uniquement.  
 
De plus, puisqu'il existe une compétition entre les différents FAI, le fait de les compter comme 
partenaires pourraient, dans certains cas, représenter un obstacle à l'efficacité des partenariats 
publics-privés pour lutter contre les botnets. Puisque les FAI cherchent à faire des profits, 
certains d'entre eux peuvent être réticents à aviser leurs clients que leur ordinateur est infecté 
par craintes que ceux-ci décident de se tourner vers un autre fournisseur (OECD, 2012). Les 
motivations économiques des différents FAI pourraient donc avoir un impact sur leur 
dévouement et implication dans de tels partenariats. 
 
1.5.2.3. Organismes d'application de la loi 
 
De leur côté, les organismes d'application de la loi, telles que les autorités policières, jouent un 
rôle primordial dans la lutte à la cybercriminalité puisque ce sont eux qui ont le pouvoir de 
mener des enquêtes et de procéder aux arrestations des délinquants. Mais est-ce que la 
cybercriminalité est vraiment une priorité pour les organismes d'application de la loi? Les 
entrevues menées par Nhan et Huey (2008) dans le cadre de leur étude ont permis de soulever 
que les policiers concentraient davantage leurs efforts sur les crimes violents plutôt que sur les 
crimes purement économiques. Ainsi, les autorités policières vont déployer davantage de 
ressources pour contrer la pédopornographie que pour lutter contre les pourriels ou les logiciels 
malicieux. Les autorités policières possèdent les ressources d'enquêtes pour mener à l'arrestation 
de certains délinquants (Nhan et Huey, 2008), mais encore faut-il que ces ressources soient 
utilisées lorsqu'elles sont nécessaires. Wall (2008) soutient que les autorités policières n'auront 
pas recours aux ressources dont elles disposent pour mener des enquêtes sur la cybercriminalité 
si les dommages du crime en question ne surpassent pas les coûts engendrés par le déploiement 
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de telles ressources. Bauer et Van Eeten (2009) maintiennent d'ailleurs que les organismes 
d'application de la loi font un choix économiquement rationnel en acceptant qu'il existe un 
certain niveau d'insécurité. Avant d'augmenter la sécurité, les organismes d'application de la loi 
doivent vérifier si les avantages retirés par la sécurisation des systèmes surpassent les coûts 
engendrés par la mise en place des mesures de sécurité (Van Eeten et Bauer, 2009).  
 
1.5.2.4. Compagnies de sécurité informatique  
 
Plusieurs usagers d’Internet ont recours aux logiciels informatiques développés par les 
compagnies de sécurité informatique pour s'assurer que leur système est sécurisé. Bien que ces 
logiciels de sécurité soient nombreux et populaires, leur efficacité est questionnable. Le 
développement de logiciels de sécurité est long et coûteux ce qui fait qu'il est plus 
économiquement avantageux pour les compagnies de sécurité de mettre ces logiciels 
rapidement sur le marché et ce, même s'ils présentent quelques vulnérabilités (Bauer et Van 
Eeten, 2009; Anderson et Moore, 2006; Anderson 2001). Advenant le cas où l'ordinateur d'un 
consommateur est infecté par un virus malgré la protection achetée, les compagnies de sécurité 
informatique ne peuvent pas être blâmées. En effet, rien ne tient les compagnies de sécurité 
informatique responsables si jamais leur logiciel n'a pas réussi à éviter un virus (Van Eeten et 
Bauer, 2009). De plus, dans de telles situations, les compagnies de sécurité peuvent soutenir que 
l'outil acheté n'était pas nécessairement compatible avec le système du consommateur ou encore 
que son efficacité dépend de l'utilisation faite par l'usager (Van Eeten et Bauer, 2009). Pour 
remédier au problème, certaines compagnies vont offrir à leurs clients de nouveaux outils 
permettant d'effacer le virus en question. De cette manière, les compagnies s'assurent la 
satisfaction de leur clientèle et se garantissent de nouveaux profits (Anderson et Moore, 2006; 
Anderson 2001). 
 
Il n'est pas rare de voir une compagnie privée parmi les principaux acteurs ayant permis de 
démanteler un botnet. Prenons l'exemple du botnet Rustock, qui a été démantelé en mars 2011 
aux États-Unis grâce aux efforts des compagnies de sécurité informatique comme Microsoft et 
FireEye (Leyden, 2011). Les compagnies privées s'impliquent dans de tels démantèlements 
pour des raisons de marketing. Les compagnies qui décident de s'impliquer dans la sécurisation 
du cyberespace ont souvent comme but d'améliorer leur réputation afin d'augmenter leur 
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clientèle (Dynes et al., 2007).  Être à la tête d'un démantèlement est certainement avantageux 
pour leur réputation. Il est d'ailleurs juste de supposer qu'en étant parmi les acteurs importants 
d'un démantèlement de botnets, les internautes vont avoir comme réflexe de croire que ces 
compagnies sont efficaces à lutter contre les botnets et à protéger leurs systèmes contre 
d'éventuelles attaques. Ainsi, en ayant une telle publicité, ces compagnies s'assurent une bonne 
réputation, une clientèle et, par le fait même, des profits (Dynes et al., 2007).  
 
1.6. La problématique : Qu'en est-il de notre efficacité à lutter contre les cybermenaces? 
 
Considérant que les technologies occupent une place grandissante dans nos vies, la 
cybercriminalité est un phénomène qui risque que de ne prendre de l'ampleur au fil du temps. Il 
est donc important de s'intéresser aux différents facteurs pouvant influencer ce phénomène ainsi 
qu'aux méthodes permettant de se défendre. Or, nous en savons très peu sur ce sujet. La revue 
de la littérature a permis de constater que très peu d'informations sont disponibles sur la 
cybervictimisation d'un point de vue macro. Pourtant, il s'agit ici d'un phénomène international 
qui devrait être abordé de manière plus générale. En criminologie, on apprend que certaines 
caractéristiques de l'individu et son environnement agissent à titre de facteurs de risque et 
d'autres comme facteurs de protection. Selon cette optique, se pourrait-il que les pays présentant 
certaines caractéristiques socio-économiques soient davantage à risques ou protégés de la 
cybervictimisation? Sachant que l'absence de logiciels de protection s'avère être un facteur de 
risque de cybervictimisation au niveau individuel (McShane et Williams III, 2010), est-ce que 
ce même facteur serait d'importance si l'on étudiait la cybervictimisation d'un point de vue 
macro? C'est en connaissant les profils des pays les plus victimisés par les cybermenaces qu'il 
sera possible de réfléchir aux facteurs de risque et de protection associés à ce phénomène. 
L'identification de ces différents facteurs est nécessaire si l'on veut être en mesure de prévenir 
d'éventuelles victimisations. La prévention de ces épisodes de victimisation est d'autant plus 
importante en cybercriminalité puisque les ordinateurs infectés suite à une attaque sont 
habituellement contrôlés par le pirate informatique pour en mener d'autres (Hogben et al., 
2011). Il est d'ailleurs connu que les ordinateurs infectés deviennent des vecteurs importants de 
propagation de menaces dans le cyberespace (Hogben et al., 2011). Pour réussir à contrôler les 
menaces qui circulent dans le cyberespace, il ne faut pas seulement être proactif et agir à la base 
du problème, mais également être réactif et tenter de contenir la propagation aux moins 
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d'endroits possible. Pour ce faire, il importe d'en connaître un peu plus sur les facteurs socio-
économiques qui caractérisent les endroits les plus victimes de cyberattaques.  
 
Non seulement il faut être en mesure de déterminer ce qui influence la variation de la 
cybercriminalité d'un endroit à un autre pour arriver à prévenir ce phénomène, mais il faut 
également être en mesure de bien se défendre. Tel qu'il l'a été discuté précédemment dans la 
revue de littérature, plusieurs pays ont adopté différents moyens pour arriver à lutter contre la 
cybercriminalité, que ce soit l'implantation de lois, la création de partenariats publics-privés ou 
encore les démantèlements de botnets. Rares sont les évaluations d'impacts qui ont été menées 
pour vérifier l'efficacité de ces politiques de prévention à la cybercriminalité et ce, même si des 
millions sont investis dans la lutte à ce phénomène. Lorsque leurs infrastructures sont 
compromises, les gouvernements des différents pays vont investir des sommes importantes dans 
la sécurité. Prenons l'exemple du 9/11. Suite à ces attentats, les États-Unis ont investi plus de 
trois trillions de dollars dans le défense et la sécurité (Stiglitz et Bilmes, 2008). Or, Anderson et 
ses collaborateurs (2012) sont d'avis que ces investissements, bien que très utiles, ne sont pas 
toujours très judicieux ni stratégiques. Selon ces auteurs, davantage de ressources devraient être 
consacrées à la répression des cybercriminels plutôt qu'à la prévention du phénomène. Si l'on 
veut investir et déployer des ressources dans les bonnes politiques, il apparaît primordial de 
connaître leur efficacité à réduire le taux de menaces informatiques détectées. Une fois cela fait, 
il sera possible de développer des politiques de prévention basées sur des données probantes 
ayant permis d'identifier les stratégies efficaces et prometteuses.  
 
L'objectif général du présent mémoire est donc de vérifier quels sont les facteurs socio-
économiques et les politiques de prévention qui influencent le plus fortement le taux de 
menaces informatiques détectées. Puisque cet objectif général traite de deux aspects du 
phénomène des cybermenaces, le présent mémoire sera divisé en deux sections.  Un diagramme 
a été inséré à la prochaine page afin d'illustrer de manière visuelle la conceptualisation de la 
problématique. 
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Dans un premier temps, le phénomène des cybermenaces sera abordé d'un point de vue macro 
afin d'avoir une vision globale de la situation. Ainsi, la première section de ce mémoire sera 
consacrée à l'étude du taux de menaces informatiques à travers le monde et les facteurs pouvant 
l'influencer, tel que l'illustre la figure 1. Plus précisément, l'objectif de cette première section est 
de vérifier si les caractéristiques socio-économiques d'un endroit permettent d'expliquer la 
variation du taux de menaces informatiques détectées d'un pays à un autre. Cette section du 
mémoire permettra de bien saisir les différents facteurs socio-économiques influençant la 
variation du taux de menaces informatiques détectées d'un endroit à un autre. En sachant quels 
facteurs socio-économiques influencent la vulnérabilité d'un endroit face aux cybermenaces, il 
sera possible d'identifier les pays les plus susceptibles d'être victimisés et où des politiques de 
prévention doivent être élaborées. 
 
 
Taux de menaces  
informatiques détectées 
 
L'influence des facteurs socio-
économiques : 
 
 
L'efficacité des politiques de 
prévention : 
 
 
 
1. Anglais comme 
langue officielle 
 
2. Produit intérieur 
brut par habitant (PIB) 
du pays 
 
1. Implantation de lois 
anti-pourriel 
 
2. Création de 
partenariats publics-
privés 
Figure 1.  
Conceptualisation de la problématique en cause 
 
3. Proportion d'usagers 
Internet 
 
3. Démantèlements de 
botnets 
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Dans un deuxième temps, une attention particulière sera portée sur l'efficacité des politiques de 
prévention contre les cybermenaces. Les lois anti-pourriel, les partenariats publics-privés et les 
démantèlements de botnets sont les trois grandes catégories de politiques de prévention qui 
seront étudiées dans le cadre de cette deuxième section. Pour connaître l'impact d'implantation 
de ces politiques de prévention, la deuxième section de ce mémoire tentera d'atteindre les trois 
sous-objectifs suivants :  
 
I. Vérifier l'évolution du taux de menaces informatiques deux ans avant et un an après 
l'implantation de lois anti-pourriel; 
 
II. Vérifier l'évolution du taux de menaces informatiques deux ans avant et un an après 
l'implantation de partenariats entre le secteur public et le secteur privé pour lutter contre 
les botnets;  
 
III. Vérifier l'évolution du taux de menaces informatiques deux ans avant et un an après des 
démantèlements de botnets. 
 
Beaucoup de ressources sont investies dans l'implantation de ces différentes politiques de 
prévention contre les cybermenaces, mais qu'en est-il de leur réelle efficacité? La deuxième 
section de ce mémoire permettra d'indiquer laquelle, parmi les trois grandes catégories de 
politiques de prévention, s'avère la plus efficace pour réduire le nombre de menaces détectées 
par le logiciel antivirus de ESET  
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CHAPITRE 2 :  MÉTHODOLOGIE 
 
 
 
 
 
 
 
 
 
56 
 
2.1. Sources de données 
 
Différentes variables ont été sélectionnées afin d'arriver à répondre aux objectifs du présent 
mémoire. Tel qu'illustré par la figure 1 présentée précédemment, deux grands concepts seront 
élaborés dans le cadre du présent mémoire, à savoir l'influence des facteurs socio-économiques 
et l'efficacité des politiques de prévention. Chacun de ces deux concepts aura une section qui 
leur sera réservée lors de la présentation des résultats.  
 
Étant donné que le présent mémoire traite de deux aspects distincts de la cybercriminalité,  les 
variables indépendantes de l'étude varient en fonction des sous-objectifs poursuivis dans 
chacune des sections. La variable dépendante, quant à elle, demeure le taux de menaces 
informatiques détectées. Or, dépendamment du sous-objectif poursuivi, quelques nuances 
s'appliquent, lesquelles seront expliquées dans les paragraphes qui suivent. 
 
2.1.1. Variable dépendante 
 
Les données de la compagnie de sécurité  informatique ESET ont été utilisées pour constituer la 
variable dépendante de ce mémoire. Établie depuis 1986, cette compagnie offre de nombreux 
services et produits à travers le monde afin d'optimiser la sécurité des systèmes informatiques 
(ESET, 2013).  Lorsque l'on compare la popularité  de cette compagnie à celle d'autres géants 
informatiques, ESET détenait en janvier 2014 8,1% des parts du marché, se situant devant 
Symantec ou encore McAfee (Opswat, 2014). Les données de ESET n'offre qu'une partie de la 
réalité et il aurait été préférable, dans le meilleur des mondes, de disposer de données d'autres 
compagnies de sécurité informatique afin d'avoir un portrait plus juste de la réalité. Or, pour les 
fins de ce mémoire, les données de ESET sont suffisantes et contribuent à l'amélioration des 
connaissances sur le phénomène des cybermenaces.  
 
ESET vaut sa popularité à différents de ses produits, dont son logiciel antivirus qui permet de 
bloquer divers types de menaces provenant de différentes sources telles que les fichiers 
téléchargés, les réseaux sociaux ou les sites web malveillants (ESET, 2013). Chaque fois qu'une 
potentielle menace est détectée par ce logiciel, celle-ci est notée au rapport ensuite envoyé à 
ESET. À partir de ces rapports de détection quotidiens, il est possible pour ESET de calculer un 
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taux de menaces informatiques détectées pour chaque pays où il y a des usagers du logiciel 
antivirus en question. Pour des raisons de marketing, le nombre exact d'usagers de ce logiciel 
par pays n'est pas une donnée qui a été rendue disponible par ESET. Il est toutefois important de 
noter que dans chaque pays étudié, ESET dispose d'un nombre suffisant d'usagers pour 
constituer un échantillon représentatif par rapport au nombre d'utilisateurs Internet de l'endroit
2
. 
 
 Le taux de menaces informatiques détectées par le logiciel antivirus de ESET est en fait calculé 
en divisant le nombre de fois que le logiciel antivirus détecte une menace potentielle par rapport 
au nombre de fois où le logiciel n'a rien détecté. C'est ce taux de menaces informatiques 
détectées qui constitue la variable dépendante de ce mémoire. Cette variable s'avère être de 
nature continue puisqu'il s'agit d'un taux. Il est important de préciser que le logiciel antivirus de 
ESET va considérer comme dangereux tout ce qui semble potentiellement menaçant pour le 
système informatique. Il se peut donc qu'un périphérique externe inconnu soit compté comme 
une menace dans les rapports quotidiens de ESET. À cet effet, la section portant sur les limites 
de l'étude peut être consultée.  
 
Puisque les sous-objectifs poursuivis dans chacune des sections sont différents, la période de 
temps choisie pour constituer la variable dépendante diffère quelque peu d'une section à l'autre. 
Ceci étant dit, il n'en demeure pas moins que c'est toujours le taux de menaces informatiques 
détectées l'objet de l'étude. 
Pour la section traitant de l'influence des facteurs socio-économiques, la variable dépendante est 
en fait le taux de menaces informatiques détectées en 2012 par le logiciel antivirus de ESET et 
ce, pour tous les pays où ce logiciel a des usagers. Au total, des données pour 206 pays ont été 
recueillies. L'année 2012 a été sélectionnée comme période d'étude puisqu'au moment de 
contacter ESET pour obtenir des données, il s'agissait de l'année la plus récente pour laquelle 
toute l'information demandée était disponible.  
 
La section traitant de l'efficacité des politiques de prévention, quant à elle, portera également 
sur le taux de menaces informatiques détectées par le logiciel antivirus de ESET, mais pour des 
périodes de temps et des pays spécifiques. En fait, pour chacune des trois catégories de 
                                                          
2
  Intervalle de confiance = 95% ; Marge d'erreur = 5% 
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politiques de prévention sélectionnées, l'implantation de quatre événements spécifiques sera 
étudiée. Chacun de ces événements spécifiques sera comparé avec un groupe contrôle illustrant 
la tendance que suit la moyenne mondiale du taux de menaces informatiques détectées par le 
logiciel antivirus de ESET.  Une section complète sera consacrée à la description de ces groupes 
contrôles dans les paragraphes qui viennent. Le tableau suivant a été inséré afin de présenter les 
événements étudiés dans chaque catégorie de politiques de prévention.   
 
 
Lois anti-pourriel Partenariats publics-privés Démantèlements de botnets 
1. Canada - Loi anti- 
    pourriel  
   (Décembre 2010) 
1.  Australie - Icode 
    (Janvier 2010) 
 
1. Pays-Bas - Bredolab Botnet 
   (Novembre 2010) 
 
2. Inde - Information  
    Technology Act    
   (Décembre 2008) 
2. Irlande - Irish anti-botnet            
    center 
    (Janvier 2011) 
2. États-Unis - Rustock  Botnet         
    (Mars 2011) 
 
3. Israël - Israeli Anti-Spam  
    Law  
   (Décembre 2008) 
3. Allemagne - Germany       
    anti- botnet advisory  
    (Janvier 2010) 
3. Espagne - Mariposa Botnet 
    (Décembre 2009) 
 
4. Japon -  Act on regulation of  
    the  transmission of specified  
    mail of 2008  
   (Juillet 2008) 
4. Pays-Bas  Abuse IX 
(Janvier 2012) 
4. Pays-Bas - Grum Botnet   
    (Juillet 2012) 
 
La période d'étude qui a été sélectionnée pour vérifier l'impact des politiques de prévention sur 
le taux de menaces informatiques est de deux ans avant et un an après l'implantation de la 
politique en question. Le choix de cette période d'étude s'explique par le fait que le taux de 
menaces informatiques est une mesure qui varie grandement à travers le temps (Choo, 2011). 
Ainsi, pour avoir une bonne vue d'ensemble d'où se situait le taux de menaces informatiques 
avant l'implantation des différentes politiques de prévention, il semblait censé d'étudier le taux 
de menaces informatiques pour une période de deux ans avant. Seule une année après 
l'implantation de la politique en question sera étudiée. Il ne semblait effectivement pas 
nécessaire d'étudier le taux de menaces informatiques sur une plus longue période post-
implantation puisque l'objectif du présent mémoire est de vérifier l'impact d'implantation des 
politiques de prévention. Sachant que les cybermenaces est un phénomène qui fluctue 
Tableau I. 
 Liste des politiques de prévention à l'étude 
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grandement et rapidement, il est probable de croire que l'impact d'implantation des politiques de 
prévention sur le taux de menaces informatiques se fera ressentir dans un laps de temps assez 
court.  
 
Puisque l'intérêt porté pour la problématique des cybermenaces est relativement récent, les 
politiques de prévention qui existent pour lutter contre ce phénomène ne sont pas aussi 
nombreuses que celles qui existent pour contrer la prostitution par exemple. De plus, puisque le 
logiciel de ESET n'a commencé qu'à collecter des données en septembre 2007 et que la période 
d'étude du présent mémoire est de deux ans avant et un an après l'implantation, le choix des 
politiques de prévention s'avérait relativement restreint. Pour chacune des catégories de 
politiques de prévention étudiée, les événements la constituant ont été sélectionnés de manière à 
pouvoir les étudier à partir des données de ESET. Cette restriction explique pourquoi, dans la 
catégorie des démantèlements de botnets, les Pays-Bas sont étudiés à deux reprises. Comme il 
n'existe pas des milliers de démantèlements de botnets pouvant s'étudier à partir des données de 
ESET et que deux démantèlements importants (Bredolab et Grum) ont eu lieu à cet endroit, les 
Pays-Bas sont étudiés à deux reprises dans la même catégorie de politique de prévention
3
. Il est 
toutefois important de préciser que ces deux démantèlements sont survenus à deux périodes 
distinctes et très distancées l'une de l'autre (Novembre 2010 (Bredolab) versus Juillet 2012 
(Grum)). Les impacts de ces démantèlements n'ont donc probablement pas interférés entre eux.  
 
2.1.2. Variables indépendantes  
 
Étant donné que ce mémoire est constitué de deux sections ayant des sous-objectifs distincts, les 
variables indépendantes diffèrent d'une section à l'autre. Cependant, les variables indépendantes 
étudiées dans les deux sections ont toutes été construites à partir de données disponibles sur des 
sites ouverts au public. La construction de chaque variable indépendante est décrite dans les 
paragraphes qui suivent.  
 
 
                                                          
3
 Afin de différencier les démantèlements survenus aux Pays-Bas, le nom du botnet sera mis entre parenthèses à 
côté du terme Pays-Bas.  
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2.1.2.1. Section I - L'influence des facteurs socio-économiques 
 
Afin de vérifier l'influence des facteurs socio-économiques d'un pays sur les cybermenaces qui 
y sont détectées, le taux de menaces informatiques détectées sera mis en relation avec trois 
variables indépendantes. Premièrement, une variable nominale dichotomique représentant le fait 
d'avoir l'anglais comme langue officielle a été sélectionnée. Sachant que la langue la plus 
utilisée sur Internet est l'anglais (World Stats, 2014) et que plupart des virus ont été rédigés dans 
cette même langue (Greenberg, 2007), il est possible de soulever l'hypothèse que le fait de ne 
pas utiliser cette même langue dans un pays agit comme facteur de protection face aux 
cybermenaces. Rappelons d'ailleurs que l'Institut de la statistique du Québec (2014) a soulevé 
cette hypothèse dans son rapport afin d'expliquer pourquoi les internautes de l'Ouest canadien 
étaient davantage cybervictimisés que les québécois. Les données utilisées pour constituer cette 
première variable indépendante ont été obtenues à partir du site web www.infoplease.com. 
Grâce aux listes de langues officielles de chaque pays, une cote de 1 a été attribuée aux pays de 
l'échantillon étudié qui présentaient l'anglais comme langue officielle et une cote de 0 pour ceux 
qui n'ont pas l'anglais comme langue officielle. Il a été possible de collecter des données pour 
176 des 206 pays de l'échantillon. Dans un monde idéal, il aurait été préférable d'avoir comme 
variable le nombre d'habitants maîtrisant la langue anglaise. Ce n'est pas parce qu'un pays n'a 
pas l'anglais parmi ses langues officielles que ses habitants ne la maîtrisent pas. Ces données ne 
sont toutefois pas disponibles pour les 206 pays à l'étude ou du moins la majorité de ceux-ci, ce 
qui explique pourquoi une variable dichotomique a été créée.  
 
Deuxièmement, le produit intérieur brut (PIB) par habitant a été intégré au modèle afin de 
représenter le développement et la richesse de chaque pays de l'échantillon. Les données 
utilisées pour créer cette variable ont été obtenues sur le site web de la Banque Mondiale, où il a 
été possible de les extraire en format Excel. Dans la même optique que celle proposée par 
Kshetri (2005), on peut s'attendre à ce que les pays où il y a le plus faible PIB par habitant 
présentent les plus hauts taux de menaces informatiques détectées puisqu'ils n'ont pas les 
moyens ni les opportunités de se défendre. En effet, il est juste de croire que davantage de 
services en sécurité seront offerts dans les pays ayant les plus haut PIB par habitant puisque ces 
endroits représentent des opportunités d'affaires pour les compagnies de sécurité informatique. 
L'offre étant donc diversifiée, on peut s'attendre à ce que les ordinateurs des internautes de ces 
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pays soient mieux sécurisés. À l'inverse, lorsque l'on pousse la réflexion plus loin, on peut en 
venir à supposer que les pays ayant de hauts PIB par habitant puissent avoir les taux de menaces 
informatiques les plus élevés. Puisque ces pays sont plus riches, plus de personnes risquent 
d'être connectées à Internet alors plus d'opportunités criminelles s'offrent aux botmasters. Le 
PIB par habitant est une variable indépendante de nature continue puisqu'elle représente un 
montant (en monnaie américaine). Le site de la Banque Mondiale a permis d'obtenir des 
données pour 172 pays de l'échantillon étudié.  
 
Enfin, la troisième variable indépendante qui a été ajoutée au modèle suggéré est la proportion 
d'usagers Internet, étant donné que plus il y a un grand nombre d'abonnés à Internet, plus les 
risques de cybervictimisation sont élevés (Holt, 2003). Il serait donc juste de s'attendre à ce que 
les pays où la proportion d'usagers Internet est la plus élevée soient également les endroits où 
l'on détecte le plus de menaces informatiques. Les données utilisées pour constituer cette 
variable ont également été obtenues sur le site web de la Banque Mondiale où elles ont été 
extraites. La Banque Mondiale (2015) définit le terme « usagers Internet » comme étant toute 
« personne qui se connecte au réseau mondial ». Cette variable est de nature continue 
puisqu'elle représente un pourcentage. Au total, des données pour 180 pays de l'échantillon ont 
été obtenues.  
 
Avant de passer à la prochaine section, il est important de préciser que le choix des trois 
variables indépendantes de la section I s'est fait en fonction de la disponibilité des données. 
D'autres variables, telles que le taux de piratage des logiciels ou le nombre d'utilisateurs des 
services bancaires en ligne, auraient certainement été plus intéressantes à intégrer au modèle 
proposé. Or, dans bien des cas, ce sont des données qui ne sont pas récoltées. De plus, étant 
donné que l'échantillon étudié est constitué de 206 pays, il est difficile de trouver des données 
disponibles et récoltées de manière uniforme et ce, pour un aussi grand nombre d'endroits. Cela 
nous rappelle l'importance d'assurer la collecte de données concernant le phénomène de la 
cybercriminalité et ce, de manière uniforme. L'importance que nous accordons à la 
cybercriminalité doit se refléter dans la rigueur que nous mettons à collecter des données 
uniformes sur ce phénomène.  
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2.1.2.2. Section II - L'efficacité des politiques de prévention 
 
Dans le cadre de la deuxième section, il est question de vérifier l'impact d'implantation de trois 
politiques de prévention contre les cybermenaces. Ainsi, trois variables indépendantes, à savoir 
l'implantation de lois anti-pourriel, l'implantation de partenariats publics-privés, et les 
démantèlements de botnets, ont été sélectionnées pour cette deuxième section. Ces variables ont 
été construites à l'aide de la date d'implantation ou de démantèlement diffusé dans les médias. 
Une fois cette date connue, il a été possible d'accorder un pointage de 0 à la période avant 
l'implantation ou le démantèlement et une cote de 1 pour la période après.  
 
À noter que la période après ne débute qu'au mois suivant celui de l'implantation ou du 
démantèlement. Ce choix méthodologique s'explique par le fait que la date précise de chaque 
implantation ou démantèlement n'est pas toujours connue. Cependant, grâce aux différents 
articles sur le sujet, il est possible de connaître le mois exact de chaque implantation ou 
démantèlement. Puisqu'il n'était pas toujours possible de savoir si l'implantation ou le 
démantèlement a eu lieu au début ou à la fin du mois, il était risqué de considérer le mois exact 
dans la période suivante. Les variables indépendantes à l'étude dans cette section sont donc 
toutes de nature dichotomique. 
 
2.1.3. Groupes contrôles 
 
Étant donné que les cybermenaces est un phénomène international, des groupes contrôles 
mesurant la tendance de la moyenne mondiale des taux de menaces informatiques ont été 
ajoutés aux analyses de la section II. Ces groupes contrôles ont été créés à partir de données 
quotidiennes fournies par ESET. Au total, il a été possible de récolter des données pour 124 
pays distincts. La liste de ces pays se retrouve en annexe II. Une fois les données obtenues, des 
moyennes mondiales ont été calculées à partir de ces 124 pays et ce, pour chaque journée de la 
période d'étude requise. La moyenne mondiale d'une journée est en fait la somme des taux de 
menaces informatiques détectées dans chacun des 124 pays, divisée par le nombre total de pays 
constituant l'échantillon (n=124). À titre d'exemple, le groupe contrôle qui sera comparé avec 
l'échantillon concernant l'implantation du Irish anti-botnet center (implanté en janvier 2011) est 
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constitué de moyennes mondiales du taux de menaces informatiques couvrant pour chacune des 
journées la période du 1
er 
janvier 2009 au 31 janvier 2012. 
 
Grâce à ces groupes contrôles, il sera possible de vérifier si l'évolution du taux de menaces 
informatiques détectées suite à l'implantation d'une politique de prévention suit la même courbe 
que la tendance mondiale. Ainsi, si le taux de menaces d'un endroit diminue suite à 
l'implantation d'une loi, mais que la moyenne mondiale augmente, il est juste de croire que cette 
diminution puisse être attribuable en partie à l'arrivée de cette politique de prévention.  
 
2.2. Analyses réalisées 
 
Afin de réaliser les analyses du présent mémoire, le logiciel SPSS (Statistical Program for 
Social Science) a été utilisé. Grâce à cet outil, des analyses descriptives, bivariées et 
multivariées ont été menées, dépendamment de la nature des variables mises en relation.  
 
2.2.1. Section I - L'influence des facteurs socio-économiques 
 
Les analyses descriptives de chacune des variables à l'étude ont tout d'abord été ressorties afin 
d'avoir une vue d'ensemble de la distribution de l'échantillon étudié. Les statistiques descriptives 
ressorties et interprétées sont la médiane, la moyenne, l'écart-type, les données minimale et 
maximale ainsi que le nombre d'observations. Par la suite, des analyses bivariées ont été 
réalisées, au cours desquelles toutes les variables ont été mises en relation entre elles. Puisque le 
modèle est constitué d'une variable dépendante de nature continue et de variables indépendantes 
de nature dichotomique ou continue, différentes analyses bivariées ont été menées. 
Premièrement, des tests de différence de moyennes ont été réalisés entre la variable concernant 
la langue anglaise et la variable dépendante. Par la suite, des corrélations ont été menées entre 
les deux autres variables indépendantes restantes et la variable dépendante. Enfin, une 
régression multiple a été effectuée afin d'atténuer l'effet de chacune des variables indépendantes 
l'une sur l'autre et vérifier quel indicateur prédit le mieux la variable dépendante. 
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2.2.2. Section II - L'efficacité des politiques de prévention 
 
Bien que la nature des variables indépendantes sélectionnées dans le cadre de cette section soit 
identique à la nature des variables discutées dans le paragraphe précédent, les analyses réalisées 
diffèrent quelque peu. Tout d'abord, les analyses descriptives des échantillons étudiés dans le 
cadre de cette section ont été ressorties. La médiane, la moyenne, l'écart-type, les données 
minimale et maximale ainsi que le nombre d'observations sont les statistiques descriptives qui 
ont été ressorties lors de ces analyses. Par la suite, étant donné qu'une variable dichotomique 
peut également être considérée comme étant de nature nominale (Fox, 1998), des tests de 
différence de moyennes ont été réalisés. Les variables dichotomiques nominales telles que le 
sexe ou encore le fait d'avoir déjà consommer de la drogue (oui/non) sont d'ailleurs des 
variables très fréquentes en sciences sociales (Fox, 1998).  Les analyses bivariées réalisées dans 
cette section ont permis de vérifier s'il existe une différence significative entre le taux moyen 
des menaces informatiques détectées par le logiciel antivirus de ESET au cours des deux 
périodes étudiées. Aucune analyse multivariée n'a été effectuée dans cette section.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPITRE 3 : RÉSULTATS ET INTERPRÉTATIONS 
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3. 1. SECTION I - L'influence des facteurs socio-économiques sur les menaces  
informatiques 
 
Lorsque vient le temps de comprendre ou d'expliquer un phénomène social, il est primordial de 
se pencher sur les différents facteurs pouvant entrer en ligne de compte. Le même exercice doit 
être réalisé lorsque l'on tente de comprendre l'évolution de la cybercriminalité. Divers facteurs 
socio-économiques, à savoir l'anglais comme langue officielle du pays, son PIB par habitant 
ainsi que la proportion d'usagers Internet, ont donc été mis en relation avec le taux de menaces 
informatiques détectées dans chacun des pays à l'étude afin de vérifier si ceux-ci ont une 
influence sur la variation de cette variable. Les résultats obtenus à ces analyses sont présentés et 
discutés dans les paragraphes qui suivent.  
 
3.1.1. Analyses descriptives 
 
Pour débuter, des analyses descriptives ont été menées, lesquelles ont permis de faire ressortir 
les résultats regroupés dans le tableau II présenté ici-bas. Il est a noter que la médiane et la 
moyenne sont présentées dans le tableau des résultats. Par contre, la médiane ne sera interprétée 
que pour les distributions anormales et la moyenne pour celles qui suivent une courbe normale. 
Seule la variable portant sur la langue anglaise présente un échantillon avec une distribution 
normale. Ainsi, des médianes seront interprétées pour les trois autres variables au modèle.   
 
 
 
Variables Médiane  Moyenne Écart-type Min. Max. N 
Anglais comme langue officielle 
(1 = oui) 
0 0,47 0,51 0 1 176 
Produit intérieur brut par 
habitant (US$) 
6 381,23 10,6 20 478,44 251,01 106 022,80 172 
Proportion d'usagers Internet 
(%) 
43,71 3,43 28,96 0,80 96 182 
Taux de menaces détectées (%) 7,10 2,13 6,13 1,31 48,38 206 
Tableau II.   
Statistiques descriptives concernant les facteurs socio-économiques à l'étude 
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Le tableau précédent nous permet de constater que le nombre d'observations d'un échantillon à 
l'autre diffère quelque peu. Le N représente en fait le nombre de pays pour lesquels nous 
disposons de données. Il aurait été préférable que des données pour l'ensemble des 206 pays à 
l'étude soient disponibles. Or, ce n'est malheureusement pas le cas. Les données manquantes ont 
été exclues des échantillons et c'est pourquoi les N sont légèrement différents.  
 
Les résultats présentés dans le tableau II nous informent que 47% des 176 pays étudiés ont 
l'anglais parmi leurs langues officielles. De plus, les résultats nous apprennent que la variable 
PIB par habitant présente une médiane de 6 381,23$ et des valeurs minimale et maximale 
respectives de 251,01$ et 106 022, 80$. Ces résultats signifient que 50% des pays de 
l'échantillon présentent des PIB par habitant se situant entre 251,01$ et 6 381,22$ et l'autre 50% 
entre 6 381,24$ et 106 022,80$. Ainsi, l'étendue de la distribution de cette variable est large, 
signifiant que l'on retrouve dans l'échantillon étudié des pays très pauvres ainsi que des pays 
très riches.  
 
Les proportions d'usagers Internet présents dans les différents pays de l'échantillon présentent 
une valeur médiane de 43,71. Avec des valeurs minimale et maximale respectives de 0,80% et 
96%, on peut affirmer que la proportion d'usagers Internet est distribuée inégalement dans les 
pays étudiés : La moitié de l'échantillon étudié présente des proportions d'usagers Internet de 
42% et moins alors que l'autre moitié de l'échantillon présente des proportions se situant entre 
44% et 96% d'usagers Internet.   
 
Enfin, lorsque l'on en vient à s'intéresser aux statistiques descriptives de la variable dépendante, 
on constate que la valeur médiane des taux de menaces informatiques détectées pour les 206 
pays à l'étude est de 7,10% avec un minimum de 1,31% et un maximum de 48,38%. Cette 
distribution est elle aussi distribuée inégalement. La moitié des 206 pays à l'étude présentent des 
taux de menaces informatiques de moins de 7,10% alors que pour l'autre moitié, les taux varient 
entre 7,11% et 48,38%.  
 
Avant d'en arriver à la présentation des résultats obtenus suite aux analyses bivariées, il 
semblait intéressant d'illustrer la répartition géographique du taux de menaces informatiques à 
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travers le monde. La figure 2 a donc été insérée à la page suivante afin d'illustrer les cinq pays 
de l'échantillon où les taux de menaces informatiques détectées sont les plus élevés.  
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Légende 
 Valeur minimale = 1,31 
 Valeur maximale = 48,38 
 Valeurs manquantes 
Figure 2.  
Répartition géographique de la menace informatique dans le monde - Top 5 des pays où le taux de menaces est le plus élevé 
Togo 
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Bénin 
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Érythrée 
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Myanmar 
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Burundi 
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À première vue, on constate rapidement sur cette carte que la majorité des pays où le plus de 
menaces informatiques ont été détectées sont, pour la plupart, situés en Afrique. Le pays qui se 
classe au haut de la liste est l'Érythrée, avec un taux de menaces détectées de 48%. Le Togo 
arrive deuxième avec 41%, en troisième on retrouve le Myanmar avec 32%, suivi du Burundi 
avec 29% de menaces détectées et en cinquième, le Bénin avec 24%. À l'inverse, lorsque l'on 
s'attarde aux pays où les plus faibles taux de menaces informatiques ont été détectées, on 
retrouve le Japon, l'Allemagne, la Norvège et la Finlande, avec des taux aux alentours de 2%.  
 
À partir de ce que nous présente la carte ci-dessus et sans n’avoir mené aucune analyse 
statistique, il est juste de s'attendre à ce que le PIB par habitant du pays ait un rôle à jouer sur 
le taux de menaces informatiques de l'endroit. Les résultats obtenus aux différentes analyses 
bivariées sont présentés dans les paragraphes suivants.  
 
3.1.2. Analyses bivariées 
 
Tel que mentionné précédemment, des tests de différence de moyennes ainsi que des 
corrélations ont été réalisées puisque les variables du modèle sont soit nominales 
dichotomiques ou continues. Lorsqu'une variable dichotomique est croisée avec une variable 
continue, des tests de différence de moyennes sont menés. Des corrélations sont réalisées 
lorsque deux variables de nature continue sont mises en relation. 
 
Puisque la variable concernant la langue anglaise est de nature dichotomique, des tests de 
différences de moyennes ont été réalisés. Afin que ces tests s'avèrent fiables, les distributions 
des variables analysées doivent être normales. Le log (base 10) des trois variables avec 
lesquelles la langue anglaise est croisée a été utilisé pour mener ces tests et ainsi respecter les 
postulats d'utilisation.  
 
Les résultats obtenus aux analyses bivariées sont regroupés dans le tableau II présenté à la 
page suivante.  
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Anglais comme 
langue officielle  
 (1 = oui) 
Produit intérieur 
brut par 
 habitant 
Proportion 
d'usagers 
Internet 
Taux  
de menaces 
détectées (%) 
Anglais comme 
langue officielle  
(1 = oui) 
1 Eta
 
= 0,05 Eta
 
= 0,07 Eta = 0,06 
Produit intérieur 
brut par habitant 
- 1 r = 0,76** r = - 0,44** 
Proportion d'usagers 
Internet  
- - 1 r = - 0,66** 
Taux de menaces 
détectées (%) 
- - - 1 
 
  
Deux relations significatives ont été détectées avec la variable dépendante, tel que l'indique le 
tableau ci-dessus. Premièrement, le PIB par habitant est corrélé significativement (r= -0,44**) 
avec le taux de menaces informatiques détectées. Cette relation est négative, signifiant que 
plus les pays de l'échantillon étudié ont un haut PIB par habitant, moins le taux de menaces 
informatiques détectées par le logiciel antivirus de EST y est élevé. Le PIB par habitant d'un 
pays semble donc être lié au taux de menaces informatiques détectées à cet endroit. Un 
diagramme de dispersion a été inséré à la page suivante afin d'illustrer cette relation. 
 
Tableau III.  
 
Relations entre les facteurs socio-économiques d'un endroit et le taux de menaces 
informatiques détectées  
  ** p < 0,01  * p < 0,05 
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La figure 3 permet de remarquer que la relation entre le PIB par habitant et le taux de menaces 
informatiques détectées est de force moyenne, puisque les points du diagramme sont plus ou 
moins rapprochés entre eux afin de former une ligne droite. De plus, le diagramme permet de 
constater que les pays de l'échantillon ayant les plus faibles PIB par habitant sont également 
ceux qui présentent les taux de menaces informatiques les plus élevés. On remarque au coin 
supérieur gauche du diagramme des pays d'Afrique tels que le Togo ou l'Érythrée, tandis qu'au 
coin inférieur droit, il y a des pays développés comme le Luxembourg ou la Norvège.  
 
Figure 3. 
Diagramme de dispersion  illustrant la relation PIB par habitant - Taux de menaces 
informatiques 
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La deuxième et la plus forte relation détectée est celle entre la proportion d'usagers Internet  
et le taux de menaces informatiques détectées ( r= -0,66**). Cette relation est négative ce qui 
signifie que les pays de l'échantillon présentant les plus faibles proportions d'usagers Internet 
sont également ceux où les taux de menaces informatiques détectées par le logiciel antivirus 
de ESET sont les plus élevés. Le diagramme de dispersion a été inséré ci-dessous afin de 
représenter cette relation.  
 
 
 
La figure 4 illustre clairement que cette relation est plus forte que la précédente, étant donné 
que la dispersion des points est plus rapprochée vers le centre. De plus, on visualise grâce à ce 
diagramme la relation négative qu'il existe entre la proportion d'usagers Internet et le taux de 
Figure 4.  
Diagramme de dispersion illustrant la relation Proportion d'usagers Internet - Taux de 
menaces informatiques 
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menaces informatiques détectées. Les pays qui se retrouvent au coin supérieur gauche du 
diagramme sont encore une fois majoritairement des pays d'Afrique alors que les pays 
développés sont plutôt dans le coin inférieur droit. Il aurait été juste de s'attendre à ce que cette 
relation soit positive puisque plus il y a d'abonnés à Internet dans un endroit, plus les risques 
de cybervictimisation sont élevés (Holt, 2003). Or, les résultats aux analyses démontrent 
l'inverse : Plus la proportion d'usagers Internet dans les pays étudiés est faible, plus le taux de 
menaces détectées à ces endroits est élevé.  
 
Une relation positive a également été détectée entre deux variables indépendantes, à savoir le 
PIB par habitant et la proportion d'usagers Internet. Ainsi, les pays de l'échantillon présentant 
les plus forts PIB par habitant sont également ceux où les proportions d'usagers Internet sont 
les plus élevées. Par le fait même, ces pays présentant de faibles PIB par habitant sont ceux où 
les plus hauts taux de menaces informatiques ont été détectées par ESET.  
 
Par ailleurs, une relation négative a été remarquée entre la proportion d'usagers Internet des 
pays à l'étude et le taux de menaces informatiques qui y sont détectées par le logiciel antivirus 
d’ESET. Les deux relations détectées avec la variable dépendante et discutées précédemment 
sont donc complémentaires l'une de l'autre.  
 
La théorie de l'économie de la sécurité pourrait en partie expliquer les résultats obtenus aux 
analyses bivariées. Selon cette théorie, les décisions des acteurs impliqués dans la sécurisation 
du cyberespace sont influencées par diverses motivations externes, notamment les gains 
financiers (Bauer et Van Eeten, 2009; Anderson et Moore, 2006; Anderson, 2001). Ces 
acteurs, que ces soit les compagnies de sécurité informatique ou encore les FAI, doivent retirer 
un avantage quelconque pour justifier leurs investissements, que ce soit la diminution des 
coûts engendrés par des cyberattaques ou encore l'augmentation des profits qu'ils font (Dynes 
et al., 2007). Considérant cela, on peut supposer que les pays où le PIB par habitant est le plus 
élevé sont ceux qui présentent les taux de menaces informatiques les plus faibles puisque c'est 
à ces endroits où il est le plus profitable d'investir. Une compagnie de sécurité informatique ou 
un FAI qui désire s'implanter risque fortement de choisir un endroit où la clientèle potentielle 
possède les ressources pour acheter leurs services. Les pays qui ont un PIB par habitant élevé 
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et donc, par le fait même, où une bonne proportion d'individus est connectée à Internet 
représente un marché de choix pour les organisations désirant investir dans la sécurité 
informatique. Possédant davantage de ressources, ces pays ont le loisir de choisir parmi 
différentes options pour sécuriser leurs systèmes informatiques, ce qui pourrait expliquer en 
partie pourquoi les taux de menaces informatiques détectées à ces endroits sont plus faibles 
qu'aux endroits disposant de moins de ressources.  
 
Toujours selon cette même logique, les taux de menaces informatiques risquent de demeurer 
élevés dans les pays ayant moins de ressources financières et où la proportion d'usagers 
Internet est faible. En effet, puisque ces pays sont plus pauvres et qu'ils n'ont pas une clientèle 
potentielle assez nombreuse pour s'avérer un marché de choix dans le domaine dans la sécurité 
informatique, ces pays sont pratiquement laissés à eux-mêmes pour lutter contre les 
cybermenaces.  Les compagnies de sécurité informatique ou les FAI qui sont présents dans ces 
pays plus pauvres sont sûrement peu nombreux. Il est donc juste de croire que la compétition à 
ces endroits est moins féroce et donc, les produits et services offerts de moins bonne qualité. 
Van Eeten et Bauer (2009) soutiennent que la vulnérabilité de nos systèmes informatiques est 
en fait le résultat de choix économiques rationnels faits par les acteurs travaillant pour la 
sécurité du cyberespace. Tant que ces acteurs n'auront pas de raisons valables pour investir 
dans la sécurisation du cyberespace, les systèmes informatiques demeureront vulnérables. À 
quoi bon offrir de meilleurs produits et services s'il n'y a pratiquement aucun adversaire pour 
faire compétition? 
 
3.1.3. Analyse multivariée 
 
Afin de contrôler l'effet de chacune des variables indépendantes l'une sur l'autre, une 
régression multiple a été menée. Les résultats obtenus à cette analyse sont regroupés dans le 
tableau IV présenté à la page suivante. 
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Taux de menaces informatiques détectées 
ẞ Sign. N 
Anglais comme langue officielle (1 = oui) -0,00 0,74 158 
Produit intérieur brut par habitant (US $) 0,14 0,14 158 
Proportion d'usagers internet  - 0,76** 0,00 158 
R
2
 0,44** 0,00 158 
 
 
Les résultats obtenus permettent d’affirmer que les trois variables indépendantes du modèle 
expliquent 44% de variance de la variable dépendante. Ainsi, 44% de la variance du taux de 
menaces informatiques détectées dans un pays s’explique par le fait d’avoir l’anglais comme 
langue officielle, le PIB par habitant et la proportion d’usagers Internet de l’endroit. Le seul et 
unique prédicteur du taux de menaces informatiques détectées est la proportion d’usagers 
Internet (ẞ  = -0,76**). Cette relation est une fois de plus négative, signifiant que plus la 
proportion d'usagers Internet à un endroit est faible, plus le taux de menaces informatiques 
détectées risque d'y être élevé.  
 
Tout d'abord, tel que soulevé précédemment, il est possible que cette relation s’explique par le 
fait que les endroits où il y a moins de personnes connectées à Internet ne représentent pas des 
clientèles intéressantes pour les acteurs désireux d'investir dans le sécurisation du cyberespace. 
L'offre n'étant pas présente, ces pays ne disposent possiblement pas des moyens nécessaires 
pour bien sécuriser leurs systèmes, les rendant ainsi vulnérables à d'éventuelles attaques. 
Lorsque des logiciels de protection sont disponibles dans ces pays, est-il faux de croire qu'ils 
puissent être corrompus ou défaillants? Considérant que ces pays ne représentent pas un 
marché intéressant pour les compagnies de sécurité informatique, il est juste de croire que les 
internautes de ces endroits se procurent des versions de logiciels volées ou piratées afin de 
pallier au manque d'offre. Or, ces versions risquent de s'avérer moins fiables et efficaces à 
protéger les systèmes informatiques des usagers. De plus, ces versions des logiciels ne 
Tableau IV.  
Régression multiple sur le taux de menaces informatiques détectées 
** p < 0,01  * p < 0,05 
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disposent probablement pas des mises à jour nécessaires, exposant ainsi les systèmes à des 
cybermenaces. 
 
Dans les pays où la proportion d'usagers Internet est faible, on peut supposer que la lutte à la 
cybercriminalité ne se retrouve pas au sommet de la liste des priorités nationales des pays en 
développement. Ainsi, les connaissances au sujet de la cybercriminalité dans ces pays ne sont 
probablement pas très avancées et, par le fait même, les internautes pas très éduqués. 
N'oublions pas que dans bien des cas, les ordinateurs infectés continuent à fonctionner 
correctement (Hogben et al., 2011). Ainsi,  les personnes connectées à Internet dans les pays 
pauvres qui ne sont pas sensibilisées au phénomène des cybermenaces et qui ont des 
ordinateurs qui, selon elles, fonctionnent bien ne verront pas de problématiques et ne tenteront 
pas d'irradier la menace. Ces ordinateurs demeureront donc infectés et deviendront des 
vecteurs importants de propagation de menaces dans le cyberespace (Hogben et al., 2011).  
 
Étant donné que les pays les plus pauvres ne possèdent pas nécessairement les ressources 
(financières et matérielles) pour se défendre contre les cybermenaces, se pourrait-il que ces 
endroits représentent des lieux de prédilection pour les botmasters? Les dynamiques et 
facteurs expliquant l'existence des cybermenaces sont bien évidemment plus complexes que 
cette simple explication, mais se pourrait-il que la vulnérabilité des pays fasse partie de 
l'équation lorsque vient le temps d'expliquer la variation du taux de menaces informatiques 
d'un pays à un autre? C'est d'ailleurs l'une des hypothèses soulevées par Kshetri (2005). Selon 
cet auteur, les endroits dont les systèmes de défense contre les cyberattaques sont défaillants 
peuvent représenter des cibles de choix pour les botmasters. À l'inverse, Lavoie et ses 
collaborateurs (2013, p.7) sont d'avis que ces endroits vont représenter des « havres de sécurité 
pour les cybercriminels, leur offrant la possibilité de lancer des attaques informatiques contre 
d'autres régions juridiques sans que ces dernières puissent légalement riposter ».  
 
Considérant que les pays qui possèdent le moins de ressources semblent également être ceux 
où les taux de menaces informatiques détectées sont les plus élevés, il est dans l'intérêt de tous 
de développer des partenariats pour venir en aide à ces pays et ainsi contenir la menace. Les 
pays qui ne sont pas équipés pour se défendre contre les cyberattaques nuisent à la sécurité du 
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cyberespace puisqu'une fois infectés, les ordinateurs contribuent à la propagation de menaces 
(Hogben et al., 2011). De plus, ces pays peuvent représenter des refuges pour les botmasters 
puisqu'ils leur permettent de mener leurs attaques tout en étant à l'abri de poursuites judiciaires 
(Lavoie et al., 2013). En laissant les pays les plus pauvres se débrouiller par eux-mêmes avec 
les moyens dont ils disposent pour lutter contre la cybercriminalité, on contribue indirectement 
à l'existence des cybermenaces.   
 
3.2. SECTION II - Menaces informatiques et politiques de prévention 
 
Différentes politiques de prévention ont été mises sur pied partout à travers la planète pour 
lutter contre l'existence des menaces dans le cyberespace. Les lois anti-pourriel, les 
partenariats publics-privés et les démantèlements de botnets sont les trois catégories de 
politiques de prévention sélectionnées pour ce mémoire. Comme il l'a été mentionné plus tôt, 
la section II de ce mémoire traite spécifiquement de l'efficacité des politiques de prévention. 
Plus précisément, il sera question dans cette section de vérifier l'impact d'implantation des 
trois catégories de politiques de prévention sélectionnées sur le taux de menaces 
informatiques détectées par le logiciel antivirus de ESET. Des analyses descriptives suivies de 
tests de différence de moyennes seront donc réalisés pour chacune des politiques de 
prévention, en débutant par les lois anti-pourriel. 
   
3.2.1. Lois anti-pourriel 
 
L'implantation d'une loi peut s'avérer un défi long et fastidieux étant donné le nombre de 
ressources qu'il faut déployer pour y arriver. Implanter une loi signifie non seulement la 
rédaction et l'adoption de textes de loi, mais également l'implantation de moyens pour 
sanctionner les délinquants, ce qui nécessite la mobilisation de plusieurs ressources. 
Considérant ces faits, il est opportun d'évaluer l'efficacité des lois avant de mettre les efforts et 
de mobiliser toutes les ressources nécessaires, qu'elles soient humaines ou financières. Les 
paragraphes qui suivent présentent les résultats obtenus aux analyses réalisées pour chacune 
des quatre lois anti-pourriel sélectionnées dans le cadre du présent mémoire :  1) Loi anti-
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pourriel (Canada) 2) Israeli Anti-Spam Law (Israël) 3) Information Technology Act (Inde) et 
4) Act on regulation of the transmission of specified mail of 2008 (Japon).  
 
3.2.1.1. Analyses descriptives 
 
Avant de vérifier l'impact d'implantation de chacune des lois anti-pourriel, des analyses 
descriptives ont été réalisées afin d'avoir une vue d'ensemble de la distribution des données. 
Pour chaque loi, la médiane, la moyenne, l'écart-type les données minimale et maximale ainsi 
que le nombre total d'observations (N) ont été ressortis. La médiane est utilisée comme mesure 
de tendance centrale puisque certains échantillons étudiés ne présentaient pas des distributions 
normales. Plutôt que de dénaturer les échantillons et normaliser leur distribution, il a été 
décidé de les conserver tels quels et d'utiliser la médiane comme mesure de tendance centrale. 
Ainsi, pour les échantillons présentant une distribution anormale, ce sera la médiane qui sera 
interprétée plutôt que la moyenne.  Les résultats de ces analyses sont regroupés dans le tableau 
ici-bas  
 
 
 
Variables (%) Médiane  Moyenne Écart-type Min. Max. N 
Taux de menaces informatiques 
détectées au Canada 
1,93 2,07 0,98 0,48 5,58 1127 
Groupe contrôle - Canada 4,39 4,54 1,62 1,56 8,48 1127 
Taux de menaces informatiques 
détectées en Inde 
4,00 3,91 0,57 2,00 5,36 822 
Groupe contrôle - Inde 4,03 3,98 0,61 2,33 5,36 822 
Taux de menaces informatiques 
détectées en Israël 
3,38 3,31 0,58 1,02 4,82 822 
Groupe contrôle - Israël 4,03 3,98 0,61 2,33 5,36 822 
Taux de menaces informatiques 
détectées au Japon  
0,59 0,73 0,43 0,15 2,67 670 
Groupe contrôle - Japon 4,24 4,14 0,57 2,59 5,36 670 
Tableau V.  
Statistiques descriptives concernant les lois anti-pourriel 
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Avant d'interpréter les résultats regroupés dans le tableau V, il est important de préciser que 
parmi les quatre échantillons étudiés, celui concernant le Japon ne présente pas une 
distribution normale. Ainsi, la médiane est la mesure de tendance centrale utilisée pour 
interpréter l'évolution du taux de menaces informatiques détectées dans ce  pays. 
 
À la lecture des résultats, on constate rapidement que le nombre d'observations (N) est très 
différent d'un pays à un autre. Le nombre d'observations est en fait le nombre de journées dans 
chaque échantillon pour lesquelles des données d’ESET sont disponibles. Pour des raisons de 
collecte de données, ESET n'était pas toujours en mesure de fournir tous les taux de menaces 
nécessaires à la période étudiée. À titre d'exemple, la période d'étude pour le Japon est de 
juillet 2006 (deux ans avant l'implantation) à juillet 2009 (un an après l'implantation). Or, 
ESET n'a commencé qu'à collecter des données à la fin septembre 2007, ce qui explique 
pourquoi l'échantillon du Japon est constitué de seulement 670 observations, d'octobre 2007 à 
juillet 2009 inclusivement. Les mêmes raisons s'appliquent pour expliquer le nombre 
d'observations constituant les échantillons de l'Inde et d'Israël (n=822). Ces lois ont été 
implantées en décembre 2008, mais les données d’ESET ne permettent que de remonter un an 
et deux mois avant leur implantation, ce qui explique le N de ces échantillons. Pour sa part, 
l'échantillon du Canada est complet avec 1127 observations. Ce nombre d'observations (N) 
représente les journées constituant la période de deux ans avant et un an après l'adoption de la 
loi canadienne.  
 
Les statistiques descriptives présentées dans le tableau V nous indiquent que le Canada 
présente un taux moyen de menaces informatiques détectées de 2,07%, avec des valeurs 
minimale et maximale de 0,48% et 5,58%. Cet échantillon a un écart-type de 0,98%, signifiant 
que les données le constituant sont assez variées. Un taux moyen de menaces informatiques de 
3,91% a été détectée en Inde, avec un écart-type de 0,57%. Les valeurs minimale et maximale 
étant respectivement de 2,00% et 5,36%, on peut conclure que les taux de menaces détectées 
en Inde lors de la période étudiée sont relativement rapprochés l'un de l'autre. Il est intéressant 
de soulever que parmi les quatre échantillons à l'étude, l'Inde est celui présentant la moyenne 
et la valeur minimale les plus élevées, suggérant que le taux de menaces informatiques y est 
plus haut qu'aux trois autres endroits. Le taux moyen de menaces informatique obtenu pour 
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Israël est de 3,33% avec des valeurs minimale et maximale de 1,02% et 4,82%. L'écart-type 
étant de 0,58%, il est possible de dire que l'échantillon d'Israël contient des données ayant des 
valeurs relativement similaires. Le Japon étant le seul pays présentant une distribution 
anormale, la médiane doit être utilisée plutôt que la moyenne. Avec une valeur médiane de 
0,59% et des valeurs minimale et maximale de 0,15% et 2,67%, on peut en déduire que les 
taux de menaces informatiques qui constituent cet échantillon sont très peu variés et très 
rapprochés l'un de l'autre.  
 
Les résultats de ces analyses descriptives vont dans le même sens que ceux obtenus dans la 
Section I. Selon les données annuelles de 2012 fournies par ESET,  l'Inde se classe au 86
e
 rang 
des pays où le taux moyen de menaces informatiques détectées est le plus élevé, tel que 
présenté en annexe I. Le Japon, quant à lui, est le pays qui présentait, en 2012, le taux moyen 
de menaces informatiques détectées le plus faible (voir annexe I). Notons qu'en 2012, le PIB 
par habitant du Japon se classait parmi les plus élevés au monde, ce qui peut laisser croire en 
l'existence de plusieurs investisseurs dans le domaine de la sécurité informatique dans ce pays.  
 
3.2.1.2. Analyses bivariées 
 
Afin de vérifier l'impact d'implantation des lois sur le taux de menaces informatiques 
détectées, des tests de différence de moyennes ont été réalisés. Étant donné que les variables 
indépendantes (implantation des différentes lois) prises en considération dans le cadre de ces 
analyses sont de nature dichotomique, il était possible d'étudier ces variables comme si elles 
étaient de nature nominale et ainsi, les mettre en relation avec une variable de nature continue 
(taux de menaces informatiques détectées) afin de réaliser des tests de différence de 
moyennes. Les résultats obtenus aux analyses bivariées ont été insérés dans le tableau VI 
présenté à la page suivante. 
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Variables (%) 
Moyenne 
Sign. 
Force 
(Eta) 
Variation 
Avant Après 
Loi anti-pourriel - Canada 1,64 2,97 0,00** 0,64 ↑ 1,33 
Groupe contrôle - Canada 3,91 5,84 0,00** 0,56 ↑1,93 
Information Technology Act - Inde  4,15 3,66 0,00** 0,44 ↓ 0,50 
Groupe contrôle - Inde  4,27 3,62 0,00** 0,53 ↓ 0,65 
Israeli Anti-spam Law - Israël 3,31 3,31 0,92 0,04 ----- 
Groupe contrôle - Israël 4,27 3,62 0,00** 0,53 ↓ 0,65 
Act on regulation of the transmission of 
specified mail of 2008 - Japon (Log) 
-0,21 
(0,62) 
-0,17 
(0,68) 
0,01* 0,10 
↑ 0,04 
(↑ 0,06) 
Groupe contrôle - Japon (Log) 
0,61 
(4,07) 
0,62 
(4,17) 
0,04* 0,08 
↑ 0,01 
(↑ 0,10) 
 
 
Avant de présenter les résultats obtenus aux analyses bivariées, il est important de préciser que 
le log (base 10) a été utilisé afin de normaliser l'échantillon du Japon ainsi que celui du groupe 
contrôle avec lequel il est comparé. Des tests de différence de moyennes nécessitent des 
échantillons qui sont distribués normalement. Le log (base 10) est la méthode qui a été 
priorisée afin de normaliser l'échantillon. Les résultats entre parenthèses qui sont inscrits dans 
le tableau ci-dessus sont en fait l'antilogarithme des résultats initialement obtenus. Ce sont ces 
résultats entre parenthèses qui seront utilisés pour l'interprétation.  
 
Lorsque l'on s'attarde aux résultats présentés dans le tableau VI, on constate rapidement que 
trois relations sur quatre se sont avérées statistiquement significatives. En effet, les relations 
entre le taux de menaces informatiques détectées avant et après l'implantation des lois anti-
pourriel canadienne, indienne et japonaise sont significatives (p < 0,01). Ainsi, pour ces trois 
pays, les différences des taux de menaces informatiques détectées entre les deux périodes 
étudiées sont suffisamment grandes pour pouvoir dire qu'elles sont statistiquement 
Tableau VI.  
Tests de différence de moyennes - Lois anti-pourriel 
** p < 0,01  * p < 0,05 
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significatives. La seule diminution du taux de menaces constatée est celle suivant 
l'implantation de la loi indienne (p < 0,01), avec une baisse de 0,50% entre les périodes avant 
et après. Il importe toutefois de mentionner que cette baisse survient dans la même période au 
cours de laquelle une diminution (↓ 0,65%) de la moyenne mondiale du taux de menaces 
informatiques est constatée. Ainsi, est-ce que la baisse ressentie un an après l'implantation de 
la loi indienne est attribuable à l'arrivée de cette politique de prévention ou plutôt à la tendance 
mondiale du taux de menaces informatiques? Pour nous aider à y répondre, comparons ces 
résultats à ceux obtenus pour l'échantillon d'Israël.  
 
Le taux de menaces informatiques détectées en Israël est resté stable entre les deux périodes à 
l'étude, avec un résultat de 3,31%. Comme la différence est nulle entre les périodes avant et 
après, cette relation ne s'avère pas statistiquement significative. Quoi qu'il en soit, cette 
stabilité du taux de menaces détectées en Israël entre les périodes avant et après est 
intéressante, d'autant plus que la période d'étude est la même que celle de l'Inde. Ainsi, lorsque 
l'on s'intéresse au groupe contrôle comparé avec Israël, on constate également une baisse de la 
moyenne mondiale du taux de menaces informatiques. Pourquoi le taux de menaces 
informatiques détectées en Israël ne suit pas la tendance mondiale, alors qu'en Inde on a 
détecté un taux de menaces à la baisse? Se pourrait-il que ce soit la loi indienne qui s'est 
avérée d'une certaine manière efficace à réduire le taux de menaces informatiques? Est-il 
possible que ces résultats s'expliquent en partie par l'hypothèse soulevée dans la revue de 
littérature selon laquelle la loi indienne serait la plus efficace à réduire le taux de menaces 
informatiques puisqu'elle règlemente tous les messages électroniques envoyés pour ennuyer, 
créer des désagréments ou désinformer le destinataire (Ministry of Law, Justice and Company 
Affairs, 2000)? Il se peut effectivement que le fait d'être plus général dans le type de messages 
règlementés ait eu certain impact positif sur l'efficacité de la loi. Or, considérant qu'aucune 
autre des trois lois étudiées ne s'est avérée efficace à réduire le taux de menaces informatiques, 
il est plus probable que cette diminution soit attribuable à la baisse mondiale constatée lors de 
la même période. Il est d'ailleurs juste de croire que les lois soient des politiques de prévention 
trop nationaux pour lutter contre un phénomène aussi international.  
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Les taux de menaces détectées après l'implantation de ces deux lois anti-pourriel canadienne et 
japonaise sont légèrement plus élevés, avec une augmentation d'un taux moyen de 1,33% pour 
le Canada et 0,06% pour le Japon. On peut donc dire que l'adoption de la loi canadienne anti-
pourriel et l'amendement à la loi japonaise n'ont pas eu comme effet de diminuer le taux de 
menaces informatiques détectées dans ces deux pays. 
 
C'est au Canada où le taux de menaces informatiques a le plus augmenté entre les deux 
périodes à l'étude. Cette relation est d'ailleurs la plus forte détectée à l'aide des analyses, avec 
un coefficient de force de 0,64%. ). Mentionnons toutefois que la période d'étude pour la loi 
anti-pourriel canadienne est celle au cours de laquelle la moyenne mondiale a connu la plus 
forte hausse, avec une augmentation du taux moyen de 1,93%. Malgré cette hausse mondiale, 
il est possible qu'une augmentation ait davantage été ressentie au Canada puisque, pour des 
raisons méthodologiques, la période d'étude pour la loi canadienne débute à la date de son 
adoption (décembre 2010) et non celle de son entrée en vigueur (juillet 2014). Ces nuances 
pourraient donc avoir eu un impact sur les résultats obtenus. Étant donné que la période 
d'étude pour le Canada a été établie à partir de la date d'adoption, aucune mesure d'application 
de la loi n'était implantée, ce qui pourrait avoir eu une certaine influence sur le taux de 
menaces informatiques détectées. En effet, puisque la loi n'était pas encore en vigueur, aucune 
sanction n'était appliquée pour faire respecter la loi. Ainsi, jusqu'en juillet 2014, les botmasters 
qui envoyaient des pourriels à des internautes canadiens n'étaient passibles d'aucune sanction. 
Des résultats plus concluants pourraient être obtenus si la loi anti-pourriel canadienne était 
étudiée à partir de sa date d'entrée en vigueur. Dernièrement, les médias ont publié différents 
articles rapportant des amendes imposées à diverses entreprises sous la loi anti-pourriel 
canadienne. C'est le cas notamment de Compu-Finder, une firme de consultants, qui s'est vu 
imposer par le CRTC une amende totalisant 1,1 million de dollars et ce, seulement huit mois 
après l'entrée en vigueur de la loi (Elder, 2015). Avec des sanctions aussi rapides, le 
gouvernement canadien démontre à sa population le sérieux de ses démarches et l'importance 
qu'il accorde à la sanction des cybercriminels. De telles actions pourraient avoir un effet 
positif sur la population canadienne et c'est pourquoi il serait intéressant de mener les mêmes 
analyses, mais en fonction de la date d'entrée en vigueur de la loi. . C'est le principe de la 
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dissuasion. Pour qu'une sanction ait un effet dissuasif, celle-ci doit être certaine (Beccaria, 
1965). 
 
En adoptant des lois anti-pourriel et en les faisant respecter, les autorités judicaires démontrent 
leur préoccupation et volonté à punir les cybercriminels, plus particulièrement ceux qui 
effectuent l'envoi de pourriels. Or, plusieurs obstacles entrent en ligne de compte lorsque vient 
le temps de traduire en justice les cybercriminels. Premièrement, pour qu'une infraction soit 
prise en considération par le système de justice, il faut tout d'abord que celle-ci soit rapportée 
aux autorités responsables. Le problème est que les personnes qui reçoivent des pourriels ne 
considèrent pas nécessairement que cela soit suffisamment grave pour le rapporter aux 
autorités (Lavoie et al., 2013). Ainsi, si aucune plainte n'est déposée, aucune enquête ne sera 
menée. Dans les cas où l'infraction est rapportée aux autorités officielles, il est possible que 
celles-ci ne possèdent pas les ressources requises pour poursuivre les criminels. Les autorités 
officielles ont davantage tendance à miser leurs efforts sur les « criminels dangereux », tels 
que les pédophiles ou les hackers de grande envergure (Wall, 2007). On suppose donc que les 
individus qui envoient des pourriels ne figurent pas au sommet de la liste des criminels 
prioritaires à traduire en justice. 
 
Wall (2007) maintient que l'aspect « international » du phénomène de la cybercriminalité 
représente l'un des plus gros défis lorsque vient le temps d'appliquer la loi. Puisque les 
juridictions de chaque pays sont bien définis lors de l'application de la loi, il peut 
effectivement devenir difficile d'amener en justice un cybercriminel situé, par exemple, au 
Canada et qui envoie des pourriels à l'international. Les lois d'un pays ont un pouvoir sur 
l'individu qui envoie des pourriels seulement si celui-ci se retrouve à l'intérieur de sa 
juridiction (Pfleeger et Bloom, 2005). Ainsi, si le pays destinataire n'a pas la collaboration du 
pays expéditeur pour arrêter l'individu qui a envoyé des pourriels, l'application de la loi est 
pratiquement impossible (Kshetri, 2006). 
  
Les résultats obtenus aux analyses bivariées tendent à indiquer que les quatre lois anti-pourriel 
étudiées ne se sont pas avérées efficaces à réduire le taux de menaces informatiques détectées 
un an après leur implantation. Ces résultats confirment les hypothèses soulevées plus haut.  
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Il est difficile de réguler le cyberespace à l'aide de lois étant donné l'aspect « international » 
du phénomène. Puisque la cybercriminalité ne se délimite pas dans le temps ni dans l'espace 
(Feick et Werle, 2010), les lois semblent être une politique de prévention de niveau trop 
national pour lutter contre un phénomène d'envergure international. En effet, puisque les lois 
ne peuvent être appliquées qu'à l'intérieur de leur juridiction (Brenner et Schwerha, 2004), 
celles-ci s'avèrent inefficaces pour lutter contre la cybercriminalité si elles ne se 
complémentent pas avec celles des autres pays (Feick et Werle, 2010). Le cas des pourriels en 
est un bon exemple. La majorité des pourriels sont envoyés par l'entremise de botnets (Song et 
al., 2010). À titre d'exemple, si le botmaster est domicilié dans un pays où  aucune loi anti-
pourriel n'est prévue et que, conformément à sa loi, le Canada désire traduire le malfaiteur en 
justice, on peut croire que les démarches, s'il y en a, s'avèreront complexes. De plus, étant 
donné que l'envoi de pourriels représente un crime d'une faible gravité, il n'est pas assuré que 
des démarches seront entreprises pour amener le cybercriminel devant les tribunaux (Lavoie 
et al., 2013), si celui-ci ne se retrouve pas dans le pays où la règlementation est prévue. 
 
Vu la sophistication des botmasters, il leur est relativement facile de propager un grand 
nombre de menaces dans le cyberespace et ce, en très peu de temps (Hogben et al., 2011). 
Ainsi, se pourrait-il que les lois anti-pourriel ne s'avèrent pas la politique de prévention la 
mieux adaptée pour lutter contre un phénomène qui évolue aussi rapidement? Pourrait-on 
également se questionner sur la finalité des lois? Imposer des sanctions aux criminels est 
important pour  tenter d'enrayer le phénomène, mais lorsqu'on parle de cybermenaces, il faut 
cibler la base du problème, c'est-à-dire les serveurs qui envoient des commandes. Une amende 
imposée au botmaster ne vient pas régler le problème des commandes automatisées envoyées 
aux milliers d'ordinateurs constituant le réseau (Bailey, Cooke Jahanian et Xu, 2009). De plus, 
les ordinateurs victimisés par ce botmaster deviennent des menaces pour le cyberespace 
(Hogben et al., 2011) et c'est pourquoi les lois pourraient s'avérer insuffisantes en ne 
s'attaquant qu'aux cybercriminels : Des efforts doivent être déployés afin d'enrayer les 
menaces envoyées par l'entremise des ordinateurs infectés.  
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3.2.2. Partenariats publics-privés 
 
L'une des politiques de prévention de plus en plus adoptée pour lutter contre la 
cybercriminalité est la mise en place de partenariats entre les secteurs public et privé. Le 
cyberespace étant un monde complexe, plusieurs acteurs différents sont impliqués et 
nécessaires à la sécurisation d'Internet. À titre d'exemple, les FAI jouent un rôle très important 
dans le cyberespace puisque ce sont eux qui rendent Internet accessible aux usagers (Alderson 
et Soo Hoo, 2004), tandis que les compagnies de sécurité informatique développent et offrent 
des logiciels visant à sécuriser les systèmes des internautes (Anderson et Moore, 2006; 
Anderson 2001). De leur côté, les organismes d'application de la loi sont en charge du respect 
et de l'application de la règlementation en matière de cybercriminalité.  
 
Considérant les rôles primordiaux de chaque acteur, le développement de partenariats pourrait 
s'avérer une politique de prévention efficace à la lutte aux cybermenaces. Afin de vérifier 
l'efficacité de cette politique de prévention, quatre partenariats publics-privés ont été 
sélectionnés et étudiés dans le cadre du présent mémoire : 1) Icode (Australie) 2) Germany 
Anti-Botnet Advisory Center (Allemagne) 3) Irish Anti-Botnet Center (Irlande) et 4) Abuse IX 
(Pays-Bas). Pour chacun de ces partenariats, des analyses descriptives ont été réalisées, suivies 
de test de différence de moyennes. Les résultats obtenus à ces manipulations sont présentés 
dans les paragraphes qui suivent.  
 
3.2.2.1. Analyses descriptives 
 
Avant toutes analyses bivariées, il est important de réaliser des analyses descriptives afin 
d'avoir une bonne vue d'ensemble de la distribution des données à l'étude. Pour chacun des 
pays à l'étude dans cette deuxième catégorie de politiques de prévention, la médiane, la 
moyenne, l'écart-type, les valeurs minimale et maximale, de même que le nombre 
d'observations ont été ressortis. Le tableau VII de la page suivante rassemble les résultats 
obtenus aux analyses descriptives réalisées sur chacune des variables dépendantes à l'étude. 
 
 
88 
 
 
 
Les échantillons étudiés pour vérifier l'impact d'implantation des partenariats présentent tous 
des distributions normales. Ainsi, bien que la médiane soit présentée dans le tableau ci-dessus, 
la moyenne sera la seule mesure de tendance centrale qui sera interprétée. Lorsque l'on 
considère les résultats de manière générale, on constate rapidement que les distributions des 
quatre variables dépendantes étudiées sont relativement similaires. Tout d'abord, le nombre 
d'observations constituant chacun des échantillons est de 1127, ce qui signifie que des données 
sont disponibles pour la totalité de la période d'étude (deux ans avant et un an après). De plus, 
les valeurs minimales de chaque échantillon sont sensiblement les mêmes, avec 0,56% pour 
l'Australie et l'Allemagne, 0,49% pour l'Irlande, et 0,59% pour les Pays-Bas. Enfin, les écarts 
entre les valeurs maximales sont quant à elles davantage marquées. Un taux maximal de 
menaces informatiques de 4,26% a été noté pour l'Australie, 3,34% pour l'Allemagne, 5,54% 
pour l'Irlande et enfin, 7,24% pour les Pays-Bas.  
 
Parmi les quatre pays à l'étude dans cette catégorie de politiques de prévention, l'Allemagne 
est celui où il semble y avoir le plus faible taux de menaces informatiques détectées par le 
logiciel antivirus d’ESET, avec un taux moyen de 1,66% et un écart-type de 0,49%. Les 
données constituant l'échantillon de l'Allemagne présentent donc des valeurs relativement 
rapprochées par rapport à la moyenne. À l'inverse, les Pays-Bas sont l'endroit où le taux 
Variables (%) Médiane Moyenne Écart-type Min. Max. N 
Taux de menaces informatiques 
détectées en Australie 
2,00 2,07 0,69 0,56 4,26 1127 
Groupe contrôle - Australie 4,07 4,13 1,38 1,56 8,48 1127 
Taux de menaces informatiques 
détectées en Allemagne 
1,64 1,66 0,49 0,56 3,34 1127 
Groupe contrôle - Allemagne 4,07 4,13 1,38 1,56 8,48 1127 
Taux de menaces informatiques 
détectées en Irlande 
3,08 2,10 0,77 0,49 5,54 1127 
Groupe contrôle - Irlande 4,45 4,57 1,63 1,56 8,48 1127 
Taux de menaces informatiques 
détectées au Pays-Bas 
3,71 3,48 1,38 0,59 7,24 1127 
Groupe contrôle - Pays-Bas  5,98 5,40 1,58 1,56 8,48 1127 
Tableau VII.  
Statistiques descriptives concernant les partenariats publics-privés 
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moyen de menaces informatiques détectées est le plus élevé, avec un résultat de 3,48%. C'est 
les Pays-Bas qui ont l'écart-type le plus grand, avec un résultat de 1,39%.  L'Australie et 
l'Irlande, quant à eux, ont obtenus des taux moyens similaires, avec respectivement 2,07% et 
2,10% et des écarts-types de 0,49% et 0,77%.  
 
Lorsque l'on compare ces statistiques descriptives aux résultats obtenus dans la section I, on 
constate que, parmi les quatre pays sélectionnés pour leurs partenariats publics-privés, ceux 
ayant les taux moyens les plus faibles sont également ceux qui se retrouvent au sommet de la 
liste des pays présentant les taux de menaces informatiques détectées en 2012 les moins 
élevés. En effet, sur un total de 206 pays, l'Allemagne se classait au 8
e
 rang des pays 
présentant le plus faible taux de menaces informatiques détectées en 2012, alors que les Pays-
Bas se classaient au 50
e
 rang. Le classement des pays selon le taux de menaces informatiques 
détectées par ESET en 2012 est présenté en annexe I.   
 
3.2.2.2. Analyses bivariées 
 
Afin de connaître l'impact d'implantation de chaque partenariat public-privé sur le taux de 
menaces informatiques détectées, des analyses bivariées ont été menées. Étant donné que l'on 
a affaire à des variables dépendantes (taux de menaces informatiques détectées) de nature 
continue et des variables indépendantes (implantation de partenariats publics-privés) de nature 
nominale dichotomique, des tests de différence de moyennes ont été réalisés. Le tableau VIII 
présenté à la page suivante rassemble les résultats obtenus à ces analyses.  
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Variables (%) 
Moyenne 
Sign. 
Force 
(Eta) 
Variation 
(Moyenne) Avant Après 
Icode - Australie 2,14 1,92 0,00** 0,15 ↓ 0,22 
Groupe contrôle - Australie 4,00 4,40 0,00** 0,13 ↑0,40 
Irish Anti-Botnet Center - Irlande 1,82 2,68 0,00** 0,52 ↑ 0,86 
Groupe contrôle - Irlande 3,98 5,79 0,00** 0,52 ↑ 1,81 
Germany Anti-Botnet Advisory  
Center - Allemagne 
1,67 1,65 0,51 0,02 ↓ 0,02 
Groupe contrôle - Allemagne 4,00 4,40 0,00** 0,13 ↑0,40 
Abuse IX - Pays-Bas 2,91 4,66 0,00** 0,59 ↑ 1,75 
Groupe contrôle - Pays-Bas 5,02 6,19 0,00** 0,35 ↑ 1,17 
 
 
En s'attardant au tableau ci-dessus, on remarque que trois relations sur quatre se sont avérées 
statistiquement significatives (p < 0,01). L'Australie, l'Irlande et les Pays-Bas sont les trois 
pays pour lesquels les différences des taux de menaces informatiques détectées entre les deux 
périodes à l'étude sont suffisamment grandes pour dire qu'elles sont statistiquement 
significatives (p< 0,01). Seule la différence entre le taux de menaces informatiques détectées 
avant et après l'implantation du partenariat Germany Anti-Botnet Advisory Center ne s'est pas 
avérée statistiquement significative.  
 
Parmi les trois relations significatives, celle détectée avec les Pays-Bas est la plus forte, avec 
un coefficient de force de 0,59%. La différence des taux de menaces détectées avant et après 
l'implantation du partenariat aux Pays-Bas est d'ailleurs celle la plus marquée, avec une 
augmentation de 1,75%. Au cours de cette même période d'étude, la moyenne mondiale du 
taux de menaces informatiques a connu une hausse de 1,17%. L'arrivée du partenariat Abuse 
IX ne semble pas avoir eu l'effet désiré sur le taux de menaces informatiques détectées. Bien 
que l'augmentation constatée aux Pays-Bas soit davantage marquée que celle ressentie dans le 
** p < 0,01  * p < 0,05 
Tableau VIII.  
Tests de différence de moyennes - Partenariats publics-privés 
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monde, la moyenne après l'implantation d’Abuse IX demeure tout de même plus faible que la 
moyenne mondiale.  
 
La deuxième relation la plus forte est celle détectée avec l'Irlande avec un coefficient de force 
de 0,52% et une augmentation du taux de menaces informatiques de 0,86%. Le taux moyen 
mondial a également subi une augmentation de 1,81% au cours de cette même période. Il se 
pourrait donc que l'effet du Irish Anti-Botnet Center se soit perdu dans cette hausse marquée 
de la moyenne mondiale.  
 
La relation détectée avec l'Australie s'avère être parmi les moins fortes, présentant un 
coefficient de force de 0,15%. Bien que cette relation soit faible, elle est la seule parmi les 
trois pour laquelle une diminution statistiquement significative a été remarquée. En effet, le 
taux de menaces informatiques détectées en Australie a connu une baisse moyenne de 0,22% 
entre les périodes avant et après l'implantation de l’Icode. Il est d'ailleurs très intéressant de 
soulever que la moyenne mondiale a augmenté de 0,40% au cours de cette période. Cette 
hausse n'a pas été ressentie en Australie et on pourrait croire que ce soit attribuable à l'arrivée 
de l’Icode. Même scénario pour l'Allemagne. Puisque ces deux pays n'ont pas suivi la même 
tendance que celle remarquée au niveau mondial, ces résultats laissent croire que les 
partenariats implantés en Australie et en Allemagne ont eu un certain effet positif sur le taux 
de menaces informatiques détectées dans ces deux pays. Lors de la revue de littérature, il a été 
soulevé l'hypothèse selon laquelle les partenariats implantés en Australie et en Allemagne 
seraient les plus efficaces parmi les quatre sélectionnés puisque ce sont les seuls qui offrent de 
l'assistance personnalisée aux usagers aux prises avec des problèmes informatiques. Les 
résultats obtenus aux analyses bivariées semblent confirmer cette hypothèse. Bien que la 
différence du taux de menaces informatiques détectées avant et après l'implantation du 
partenariat en Allemagne ne soit pas suffisamment grande pour être statistiquement 
significative, on constate tout de même une diminution du taux de menaces (-0,02%) entre les 
deux périodes, aussi minime soit cette baisse.  
 
Les partenariats implantés en Australie et en Allemagne se distinguent des autres puisqu'en 
plus d'offrir des conseils de sécurité, le Icode et le Germany Anti-Botnet Advisory Center 
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offrent une assistance téléphonique personnalisée aux propriétaires d'ordinateurs infectés. Se 
pourrait-il que ce soit ce détail qui fasse la différence? Hogben et ses collaborateurs (2011) se 
sont déjà penchés sur la question et sont d'avis que c'est en accompagnant les internautes dans 
le nettoyage de leur ordinateur qu'il sera possible d'être efficace. Selon ces auteurs, le fait 
d'offrir quelques conseils de sécurité aux internautes n'est pas suffisant (Hogben et la., 2011). 
Les internautes qui sont aux prises avec un ordinateur infecté ne possèdent pas nécessairement 
les aptitudes pour nettoyer leur système par eux-mêmes (Hogben et al., 2011). Ainsi, selon cet 
optique, les partenariats qui ne font qu'offrir quelques conseils de base risquent de s'avérer 
inefficaces puisque les internautes se décourageront avant même d'avoir réussi à enrayer 
l'infection (Hogben et al., 2011). De plus, certaines infections se font tellement subtilement 
que l'internaute peut continuer à utiliser son ordinateur sans aucun problème (Mason, 2008). 
Considérant cela, on peut supposer que l'internaute pour qui l'ordinateur semble fonctionner 
correctement ne mettra pas le temps ni les efforts nécessaires pour nettoyer l'infection. Ainsi, 
en offrant une assistance rapide et personnalisée, ces partenariats s'assurent de mobiliser 
l'usager dans ses démarches pour nettoyer son ordinateur et, par le fait même, de sécuriser son 
système.  
 
En Australie, en plus d'offrir un service personnalisé, le Icode met à la disposition des 
internautes aux prises avec des infections informatiques un essai gratuit de logiciels antivirus 
(Internet Industry Association, 2012). En effet, grâce à la collaboration des compagnies de 
sécurité informatique qui participent au Icode, les internautes peuvent jouir pendant un certain 
temps de la protection que procurent les logiciels développés par ces compagnies. Sachant que 
ces périodes d'essais gratuits peuvent éventuellement aboutir à l'achat du logiciel en tant que 
tel, il est juste de croire que les compagnies de sécurité informatique impliquées dans ce 
partenariat espèrent retirer certains gains financiers en offrant de tels services. La théorie de 
l'économique de la sécurité soutient d'ailleurs que plusieurs motivations externes entrent en 
ligne de compte dans le processus décisionnel des acteurs impliqués dans la sécurisation du 
cyberespace et font en sorte de rendre nos systèmes vulnérables à d'éventuelles menaces 
(Bauer et Van Eeten, 2009; Anderson et Moore, 2006; Anderson, 2001). Selon cette théorie, 
les compagnies de sécurité informatiques qui s'impliquent dans la sécurisation du cyberespace 
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ont avant tout comme objectif ultime d'améliorer leur réputation sur le marché (Dynes et al., 
2007). Tout est une question de profits. 
 
Les raisons qui poussent les compagnies de sécurité informatique ou les FAI à s'impliquer 
dans la sécurisation du cyberespace semblent être avant tout motivées par leur intérêt 
personnel. Malgré cela, il semble que leur implication, dévouement et services dans des 
partenariats soient essentiels pour être efficaces dans la lutte aux cybermenaces. Ceci étant dit, 
ce n'est pas parce qu'un partenariat compte parmi ses alliés des compagnies de sécurité 
informatique ou des FAI qu'il sera nécessairement efficace à lutter contre les cybermenaces. 
Encore faut-il que ces acteurs s'impliquent réellement et posent des actions concrètes pour 
rendre ces partenariats efficaces.  
 
3.2.3. Démantèlements de botnets 
 
Démanteler les réseaux qui génèrent les menaces dans le cyberespace est l'une des politiques 
de prévention qui s'avère, à première vue, la plus logique à adopter pour lutter contre ce 
phénomène. C'est en attaquant le problème à la base qu'il sera possible de s'en débarrasser. Or, 
il semble que ce ne soit pas aussi simple. Étant donné la complexité de l'infrastructure d'un 
botnet, un démantèlement peut être très long à préparer et nécessite la mobilisation d'un grand 
nombre de ressources. À titre d'exemple, il n'est pas rare qu'un botnet soit composé de serveurs 
situés à différents endroits dans le monde (Hogben et al., 2011), nécessitant ainsi une 
collaboration internationale si l'on désire démanteler le réseau en entier. De telles démarches 
peuvent s'avérer fastidieuses et c'est pourquoi il est important de connaître l'efficacité des 
démantèlements et les pratiques à privilégier avant d'y investir des efforts. Quatre 
démantèlements de botnets bien connus ont été sélectionnés dans le cadre du présent mémoire 
afin de vérifier l'efficacité de cette politique de prévention : 1) Bredolab 2) Rustock 
3) Mariposa et 4) Grum.  
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3.2.3.1. Analyses descriptives 
 
La médiane, la moyenne, l'écart-type, les valeurs maximale et minimale, de même que le 
nombre d'observations permettent d'avoir une vue d'ensemble de la distribution des données 
constituant un échantillon. Ainsi, pour chaque démantèlement de botnets étudié, ces 
statistiques descriptives ont été ressorties et rassemblées dans le tableau ci-dessous. Les 
résultats obtenus sont regroupés dans le tableau IX ici-bas et discutés dans les paragraphes qui 
suivent.  
 
 
 
À la lecture des résultats présentés dans le tableau IX, on remarque que le nombre 
d'observations de chaque échantillon étudié est de 1127. Ainsi, des données sont disponibles 
pour 1127 jours, ce qui couvre la période d'étude de deux ans avant et un an après. Notons 
également que chaque échantillon présente des distributions suivant une courbe normale, ce 
qui signifie que la moyenne sera la mesure de tendance centrale favorisée pour l'interprétation 
Variables (%) Médiane  Moyenne Écart-type Min. Max. N 
Taux de menaces informatiques 
détectées aux Pays-Bas (Bredolab) 
2,20 2,44 1,16 0,59 6,87 1127 
Groupe contrôle - Pays-Bas 
(Bredolab) 
4,38 4,52 1,61 1,56 8,48 1127 
Taux de menaces informatiques 
détectées en États-Unis (Rustock) 
3,87 3,79 0,81 1,61 12,24 1127 
Groupe contrôle - États-Unis 
(Rustock) 
5,04 4,64 1,66 1,56 8,48 1127 
Taux de menaces informatiques 
détectées en Espagne (Mariposa) 
4,48 4,30 0,95 1,86 8,10 1127 
Groupe contrôle - Espagne 
(Mariposa) 
3,95 4,06 1,33 1,56 8,48 1127 
Taux de menaces informatiques 
détectées aux Pays-Bas (Grum) 
4,24 4,06 1,06 0,59 7,24 1127 
Groupe contrôle - Pays-Bas (Grum) 6,22 6,18 1,17 1,56 8,76 1127 
Tableau IX.  
Statistiques descriptives concernant les démantèlements de botnets 
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des résultats. Tous les échantillons étudiés dans ce cas-ci présentent des distributions 
normales.   
 
C'est aux États-Unis où le taux maximal de menaces informatiques a été remarqué, avec une 
valeur de 12,24%. Les Pays-Bas (Bredolab et Grum), quant à eux, sont l'endroit où le plus 
faible taux de menaces informatiques a été atteint, avec une valeur minimale de 0,59%. Ce 
sont d'ailleurs les Pays-Bas (Bredolab) qui présentent le plus faible taux moyen de menaces 
informatiques détectées au cours des périodes à l'étude, avec un résultat de 2,44%.  Le taux 
moyen de menaces informatiques le plus élevé est de 4,25% et c'est en Espagne qu'il a été 
remarqué.  
 
Bien que ce soit les Pays-Bas (Bredolab) qui présentent la valeur maximale et le taux moyen 
les plus faibles parmi les quatre pays étudiés, c'est cet échantillon qui présente l'écart-type le 
plus élevé, avec un résultat de 1,16%. Ces résultats suggèrent donc que les données constituant 
cet échantillon sont assez dispersées par rapport à la moyenne.  
 
À l'inverse, ce sont les États-Unis qui présentent le plus faible écart-type, avec un résultat de 
0,81%. La distribution des données de cet échantillon est donc relativement rapprochée par 
rapport à la moyenne. On peut donc croire que la valeur maximale de 12,24% détectée aux 
États-Unis s'avère être une valeur extrême, c'est-à-dire qu'elle se démarque grandement du lot 
par son écart avec les autres valeurs (Triola et Triola, 2012). La figure 5 a d'ailleurs été insérée  
à la page suivante afin d'illustrer cette affirmation.    
 
 
 
 
 
 
 
 
 
96 
 
 
 
 
Dépendamment du contexte de l'étude, différents traitements peuvent être offerts aux valeurs 
extrêmes : Il est possible de les exclure, leur attribuer la valeur moyenne ou les conserver 
telles quelles (Triola et Triola, 2012). C'est cette dernière option qui a été priorisée pour le 
présent mémoire étant donné que les valeurs extrêmes détectées offrent un bel indicateur de la 
variation du taux de menaces informatiques à un endroit. Dans le cas qui nous intéresse, il est 
étonnant de constater que parmi les quatre pays à l'étude, ce sont les États-Unis qui ont 
enregistré la valeur la plus élevée, ce même pays qui a été nommé le plus engagé dans la 
cybersécurité selon les plus récents résultats de Global Security Index (Business Wire, 2014). 
Considérant que de nombreux géants de l'informatique tels que Microsoft ou IBM sont 
implantés aux États-Unis, on pourrait s'attendre à ce qu'il y ait moins de menaces qui y soient 
détectées et c'est pourquoi cette valeur extrême de 12,24% s'avère quelque peu préoccupante. 
Les résultats de la section I indiquaient d'ailleurs que les pays les plus riches sont ceux dont les 
taux de menaces informatiques détectées sont les plus faibles. Cette valeur extrême pourrait-
elle suggérer une faille dans la sécurité informatique des États-Unis?  
 
Lorsque l'on compare les résultats de cette section à ceux obtenus à la section I, on constate 
qu'ils sont similaires du fait que l'Espagne était, en 2012, le pays parmi les quatre à l'étude 
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Figure 5. 
Évolution des menaces informatiques aux États-Unis de mars 2009 à mars 2012 
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actuellement qui présentait le plus haut taux de menaces informatiques détectées. Si l'on se fie 
aux taux moyens pour attribuer un classement aux pays, l'Espagne est encore, parmi les quatre, 
le pays où le plus de menaces informatiques ont été détectées.  
 
Le classement des Pays-Bas et des États-Unis en 2012 était relativement rapproché, avec des 
rangs respectifs de 50 et 33. Dans la cadre de la section II, les périodes d'étude pour  ces deux 
pays dans le cadre de la section II sont pratiquement les mêmes (Pays-Bas : Novembre 2008 à 
novembre 2011; États-Unis : Mars 2008 à mars 2011) alors que les taux moyens de menaces 
détectés sont bien différents (Pays-Bas : 2,44%  | États-Unis : 3,79%). Considérant que les 
États-Unis présentaient en 2012 un taux de menaces informatiques inférieur à celui des Pays-
Bas, il est juste de soulever l'hypothèse selon laquelle l'année 2012 a été assez intense pour les 
Pays-Bas en terme de menaces informatiques.   
 
3.2.3.2. Analyses bivariées 
 
Comme il en a été question pour les deux autres politiques de prévention, des tests de 
différence de moyennes ont été réalisés avec chacun des quatre échantillons à l'étude. Ces tests 
permettent de vérifier l'impact que chaque démantèlement a eu sur le taux de menaces 
informatiques détectées dans le pays concerné en vérifiant si des différences significatives 
existent entre les périodes avant et après. Les résultats obtenus à ces analyses bivariées ont été 
regroupés dans le tableau X, lequel est présenté à la page suivante.   
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Variables (%) 
Moyenne 
Sign. 
Force 
(Eta) 
Variation 
(Moyenne) Avant Après 
Botnet Bredolab - Pays-Bas 1,89 3,62 0,00** 0,70 ↑ 1,73 
Groupe contrôle - Pays-Bas (Bredolab) 3,84 5,90 0,00** 0,60 ↑ 2,06 
Botnet Rustock - États-Unis 3,81 3,75 0,26 0,03 ↓0,06 
Groupe contrôle - États-Unis 4,13 5,72 0,00** 0,45 ↑ 1,59 
Botnet Mariposa - Espagne 4,67 3,54 0,00** 0,56 ↓1,13 
Groupe contrôle - Espagne 4,06 4,05 0,91 0,00 ↓0,01 
Botnet Grum - Pays-Bas 3,68 4,85 0,00** 0,52 ↑ 1,17 
Groupe contrôle - Pays-Bas (Grum) 5,81 6,97 0,00** 0,47 ↑ 1,16 
 
 
La lecture du tableau X nous apprends que trois relations sur quatre se sont avérées 
statistiquement significatives pour ce qui est de l'impact d'un démantèlement de botnet sur le 
taux de menaces informatiques détectées. En effet, des différences significatives des taux de 
menaces informatiques ont été remarquées suite aux démantèlements des botnets Bredolab, 
Mariposa et Grum. Seul l'Espagne a connu une diminution significative d'un taux moyen de 
1,13% entre avant et après le démantèlement du botnet Mariposa. Le taux de menaces à cet 
endroit est donc passé de 4,67% avant le démantèlement à 3,54% après. Au cours de cette 
même période, la moyenne mondiale du taux de menaces informatiques est restée relativement 
stable avec une baisse de 0,01%. Ces résultats pourraient s'expliquer par le fait que le 
démantèlement du botnet Mariposa est également le seul qui a permis l'arrestation de plus d'un 
individu. En effet, dans le cadre de ce démantèlement, quatre individus ont été arrêtés pour 
avoir contribué aux activités du botnet Mariposa (BBC News, 2013). Se pourrait-il que la 
diminution du taux de menaces informatiques détectées en Espagne soit attribuable au fait que 
tant l'infrastructure du réseau que les individus responsables de son existence aient été mis 
hors d'état de nuire? En plus d'être le seul parmi les quatre à l'étude qui a abouti à l'arrestation 
de plus d'un individu (BBC News, 2013), ce démantèlement a permis la déconnexion de 
plusieurs bots aux serveurs envoyant les commandes (Corrons, 2010). Considérant que le 
** p < 0,01  * p < 0,05 
Tableau X.  
Tests de différence de moyennes - Démantèlements de botnets 
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botnet Mariposa comptait approximativement 12,7 million d'ordinateurs (Leyden, 2009) et 
qu'une partie de ceux-ci ne recevaient plus les commandes après la déconnection des serveurs 
(Corrons, 2010), on peut comprendre en partie pourquoi une baisse statistiquement 
significative du taux de menaces informatiques a été remarquée après le démantèlement du 
botnet Mariposa. La baisse constatée au niveau mondial pourrait-elle également être en partie 
attribuable à ce démantèlement? Est-ce plutôt le contraire? Se pourrait-il que la baisse 
remarquée en Espagne soit entre autres due au fait que la moyenne mondiale soit demeurée 
relativement stable? La première hypothèse est celle retenue. Le démantèlement d'un botnet 
d'une telle ampleur au niveau international a fort probablement un certain impact à la baisse de 
la moyenne mondiale du taux de menaces informatiques détectées.  
 
Une baisse du taux de menaces informatiques a également été remarquée aux États-Unis suite 
au démantèlement du botnet Rustock, mais celle-ci ne s'avère pas suffisamment grande pour 
être statistiquement significative (↓ 0,06%). Cette relation est d'ailleurs la moins forte de 
toutes, avec un coefficient de force 0,03%.  La baisse constatée aux États-Unis est toutefois 
très intéressante puisqu'elle arrive au même moment où la moyenne mondiale du taux de 
menaces subit une hausse de 1,59%. Bien que le démantèlement du botnet Rustock ait permit 
la saisie d'une douzaine de disques durs (Winfield, 2011) et de nombreux serveurs situés dans 
sept villes américaines distinctes (Kolakowski, 2011), cette opération n'a pas permis de 
procéder à l'arrestation des individus derrière ce réseau (Leyden 2011). Ainsi, contrairement à 
celui discuté précédemment, le démantèlement du botnet Rustock n'a pas fait en sorte de 
mettre ce réseau hors d'état de nuire puisque les individus responsables courent toujours. 
Pourtant, une diminution, aussi minime soit-elle, a tout de même été remarquée suite à cette 
opération et ce, malgré la hausse constatée à travers la planète. Se pourrait-il que cette faible 
baisse ait quelque chose à voir avec les nombre d'ordinateurs constituant le réseau? Si l'on 
prend en considération que le botnet Rustock contrôlait entre 1,1 et 1,7 million d'ordinateurs 
(Leyden, 2011) et que son démantèlement a permis la saisie de nombreux serveurs et disques 
durs, on peut s'attendre à une certaine baisse du taux de menaces informatiques. Logiquement, 
plus un réseau est gros plus il génère un grand nombre de menaces et, par le fait même, plus 
l'impact de son démantèlement risque de se faire ressentir. Le botnet Rustock a d'ailleurs déjà 
été reconnu comme étant responsable de pratiquement tous les pourriels qui circulaient dans le 
100 
 
cyberespace (Leyden, 2011). N'ayant pas été arrêtés, il est juste de croire que les individus 
responsables du botnet Rustock aient repris leurs activités quelques temps après le 
démantèlement, ce qui pourrait expliquer pourquoi cette baisse n'a pas été davantage marquée. 
De plus, notons qu'une valeur extrême de 12,24% a été enregistrée aux États-Unis dans la 
période suivant le démantèlement, ce qui a certainement eu un impact sur les résultats obtenus 
aux tests de différence de moyennes.  
 
Des augmentations statistiquement significatives du taux de menaces informatiques ont été 
détectées aux Pays-Bas après les démantèlements des botnets Bredolab et Grum, avec des 
hausses respectives de 1,73% et 1,17%. En plus de présenter la variation la plus marquée, les 
Pays-Bas (Bredolab) sont le pays avec lequel la relation la plus forte relation a été détectée 
(Eta = 0,70). N'est-il pas préoccupant de constater que les deux seules augmentations détectées 
suite à des démantèlements de botnets sont aux Pays-Bas (Bredolab et Grum)? Se pourrait-il 
que ce soient les aboutissements de ces deux démantèlements qui expliqueraient l'inefficacité 
de cette politique de prévention à réduire le taux de menaces informatiques détectées dans ce 
pays? Il est important de soulever que, pour ces mêmes périodes d'étude, les moyennes 
mondiales des groupes contrôles des Pays-Bas (Bredolab et Grum) ont connu des hausses 
respectives de 2,06% et 1,16%. Ainsi, est-il  possible que l'effet des démantèlements des 
botnet Bredolab et Grum ne se soit pas fait ressentir étant donné la hausse constatée au niveau 
mondial? Les deux hypothèses sont plausibles. Ces démantèlements ont tous deux obtenus une 
attention médiatique et certains auteurs ont soulevé quelques soupçons par rapport à la reprise 
de contrôle de ces réseaux. Dans son article, Kadiev (2010) soulève l'hypothèse selon laquelle 
plus d'un individu serait derrière le botnet Bredolab étant donné la complexité de 
fonctionnement de ce réseau. Considérant qu'une seule personne a été tenue responsable de 
l'existence de ce botnet, il est juste de croire que d'autres individus impliqués aient échappé 
aux mains de la justice et peuvent toujours mener des activités criminelles. Comme pour 
confirmer cette hypothèse, le botnet Bredolab a repris ses activités quelques jours après son 
démantèlement grâce à divers serveurs situés en Russie (Vicario, 2010), ce qui pourraient en 
partie expliquer l'augmentation du taux de menaces informatiques détectées lors des analyses. 
Il a dû être relativement facile pour un botmaster de reprendre le contrôle de ce botnet puisque 
« l'infrastructure de base (les millions de machines infectés) a été laissée intacte [...] » 
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(Dupont, 2014, p. 7). Avec la reprise de contrôle de ce botnet, ce sont des millions 
d'ordinateurs qui ont recommencé à répondre à des commandes illégales et, par le fait même, à 
contribuer aux nombreuses menaces qui circulent dans le cyberespace.  
 
Le démantèlement du botnet Grum, quant à lui, a permis la saisie de plusieurs serveurs 
implantés à différents endroits tels que le Panama, la Russie et l'Ukraine (Leyden, 2012b). 
Malgré cela, aucune arrestation n'a eu lieu et le taux de menaces informatiques a continué 
d'augmenter aux Pays-Bas suite à ce démantèlement. Il faut dire que le botnet Grum est le plus 
petit parmi les quatre étudiés, avec environ 800 000 ordinateurs sous son emprise (Krebs On 
Security, 2012; Leyden, 2012b). Est-il possible que le démantèlement de ce botnet ait eu 
moins d'impact considérant sa plus petite taille par rapport aux autres? En plus d'avoir été 
démantelé alors qu'une hausse mondiale se faisait ressentir,  n'oublions pas que les individus à 
l'origine de l'existence de ce botnet n'ont toujours pas été arrêtés. Il est juste de croire que 
ceux-ci poursuivent leurs activités criminelles, contribuant ainsi fort probablement aux 
menaces informatiques circulant dans le cyberespace. D'ailleurs, quelques mois après la saisie 
des nombreux serveurs du botnet Grum, la compagnie de sécurité informatique FireEye a 
déclaré que le réseau a repris lentement ses activités (Kovacs, 2013).  
 
Les résultats obtenus aux analyses bivariées nous mènent à conclure que les démantèlements 
de botnets s'avèrent une politique de prévention efficace contre les cybermenaces seulement 
dans une condition : L'infrastructure du botnet de même que les individus qui le contrôlent 
doivent être mis hors d'état de nuire. La plus forte baisse est celle constatée suite au 
démantèlement du botnet Mariposa qui a permis la déconnection de plusieurs bots aux 
serveurs (Corrons, 2010). Arrêter les individus contrôlant ces botnets ne semble pas être une 
méthode suffisante pour enrayer les cybermenaces. Les résultats obtenus aux analyses laissent 
croire qu'il est nécessaire de s'attaquer également aux ordinateurs toujours connectés aux 
serveurs envoyant les commandes. Autrement, on peut croire qu'il est assez difficile de 
constater des impacts positifs suite à des démantèlements de botnets. La revue de littérature a 
permis de soulever qu'il est relativement simple pour un botmaster de reprendre le contrôle 
d'un réseau suite à un démantèlement (Hogben et al., 2011). Ainsi, en ne démantelant que 
l'infrastructure du réseau sans procéder à l'arrestation d'individus ou vice versa, on ne fait que 
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résoudre le problème de manière temporaire. Dès que d'autres botmasters auront pris le 
contrôle du réseau, les menaces continueront de se propager dans le cyberespace.  
 
Arriver à démanteler l'infrastructure complète d'un botnet ainsi que les individus derrière ce 
réseau peut s'avérer ardu. Le contexte dans lequel évoluent les acteurs chargés de sécuriser le 
cyberespace pourrait expliquer en partie pourquoi il peut être assez difficile de mener un 
démantèlement qui s'avèrera efficace à réduire le taux de menaces informatiques. Tout 
d'abord, puisque les botnets disposent pour la plupart de serveurs situés à différents endroits 
dans le monde (Hogben et al., 2011), une collaboration internationale est nécessaire pour 
arriver à démanteler ce genre de réseaux. Or, que ce soit pour des raisons financières, 
politiques ou culturelles (Lavoie et al., 2013), ce ne sont pas tous les pays qui vont 
nécessairement collaborer dans ce genre de situations. Il ne suffit que d'un serveur qui survive 
pour qu'un démantèlement s'avère inefficace, tel que démontré par le botnet Bredolab qui a 
survécu grâce à l'un de ses serveurs implantés en Russie (Vicario, 2010).  
 
En plus des difficultés de collaboration inter-pays, il a été soulevé qu'il peut être relativement 
simple pour un botmaster de reprendre rapidement le contrôle de son botnet et ce, même si 
plusieurs serveurs de son réseau ont été saisis (Hogben et al., 2011). D'un autre côté, arrêter 
plusieurs individus responsables d'un botnet n'est pas nécessairement un gage de succès. 
Dupont (2014) soutient que d'autres botmasters vont rapidement reprendre le contrôle du 
botnet et ainsi, continuer la propagation des menaces dans le cyberespace.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPITRE 4 : DISCUSSION ET CONCLUSION 
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4.1. Synthèse des résultats 
 
Les cybermenaces étant en constant changement et évolution, le présent mémoire avait comme 
objectif d'étudier ce phénomène selon deux aspects différents. Tout d'abord, il était question de 
vérifier les facteurs socio-économiques qui influencent la variation du taux de menaces 
informatiques d'un pays à un autre. Par la suite, l'efficacité de trois politiques de prévention 
(lois antipourriel, les partenariats publics-privés et les démantèlements de botnets) sur les taux 
de menaces informatiques détectées a été testée.  
 
Les résultats obtenus dans le cadre de ce mémoire nous indiquent que la sécurité du 
cyberespace dépend grandement des gains financiers potentiels à faire. Contrairement au 
monde physique, le monde virtuel est en grande partie géré par le secteur privé, ce qui fait que 
l'aspect financier prend beaucoup de place dans le processus décisionnel des divers acteurs 
impliqués dans la sécurisation du cyberespace. Sachant cela, il est nécessaire de développer 
des politiques de prévention dans lesquelles les acteurs s'impliqueront réellement puisqu'ils 
auront des avantages à en retirer.  
 
4.1.1. Les possibilités d'investissement avant tout 
 
Le logiciel antivirus de ESET a enregistré, en 2012, les taux de menaces informatiques les plus 
élevés dans les pays présentant les plus faibles PIB par habitant (p < 0,01). À l'inverse, c'est 
dans des pays tels que le Japon que le moins de menaces informatiques a été détectées (voir 
annexe I). Puisque le PIB par habitant et la proportion d'usagers Internet sont deux variables 
qui corrèlent ensemble (p < 0,01), les pays où il y a eu le plus de menaces informatiques 
détectées en 2012 sont également ceux où la proportion d'usagers Internet est la plus faible.  
 
Certains concluraient tout simplement que les taux de menaces informatiques sont élevés dans 
les pays pauvres puisque ces endroits ne disposent pas des moyens requis pour se défendre. 
Or, ce n'est qu'une partie de l'explication. En fait, comme le veut la théorie de l'économie de la 
sécurité, les acteurs qui assurent la sécurité du cyberespace prennent des décisions en 
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fonctions de différentes motivations externes (Bauer et Van Eeten, 2009; Anderson et Moore, 
2006; Anderson, 2001). Il est beaucoup plus économiquement avantageux pour une 
compagnie de sécurité informatique ou encore un FAI d'aller s'implanter dans un endroit où la 
demande sera la plus forte. Cette règle de l'offre et la demande fait donc en sorte que les pays 
où le niveau de vie est le plus faible sont également les endroits où le nombre de 
cybermenaces risque d'y être le plus élevé puisque l'offre en matière d'expertise informatique y 
est manquante.  
 
Lorsque des logiciels de sécurité informatique sont disponibles dans les pays en 
développement,  on peut croire que la plupart de ceux-ci s'avèrent être des versions volées ou 
piratées. Les systèmes informatiques protégés à l'aide de ces logiciels falsifiés sont fort 
probablement moins bien protégés et plus vulnérables à d'éventuelles attaques. Les mises à 
jour n'existant possiblement pas pour ces versions volées ou piratées, le logiciel de sécurité 
n'arrive pas à suivre la sophistication des méthodes des botmasters et rend le système 
informatique à risque de cybervictimisation.  
 
Considérant que la majorité des ordinateurs infectés deviennent des vecteurs de propagation 
importants (Hogben et al., 2011), les pays où les plus hauts taux de menaces informatiques ont 
été détectés représentent des menaces pour l'ensemble des internautes. En effet, la situation 
socio-économique des pays où les taux les plus élevés de menaces informatiques ont été 
remarqués fait en sorte qu'ils ne sont pas nécessairement en position de pouvoir collaborer 
avec d'autres endroits pour lutter contre les cybermenaces. Sachant que ces endroits ont un 
niveau de vie relativement faible, il est juste de croire que la lutte aux cybermenaces ne 
comptent pas parmi leurs priorités nationales. Ainsi, les lois en matière de cybercriminalité 
dans ces pays risquent d'être rares ou inexistantes, rendant difficile la collaboration 
internationale avec d'autres pays. L'absence de règlementation en la matière pourrait d'ailleurs 
faire en sorte que ces pays représentent pour les botmasters des lieux de protection où ils 
pourront mener leurs attaques en toute sécurité (Lavoie et al., 2013).  
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4.1.2. L'efficacité des politiques de prévention : Une question de gains potentiels? 
 
En comparant trois politiques de prévention (lois anti-pourriel, partenariats publics-privés et 
démantèlements de botnets) entre elles, on constate tout d'abord que les lois anti-pourriel 
étudiées dans le cadre du présent mémoire se sont avérées inefficaces à réduire le taux de 
menaces informatiques. En matière de cybercriminalité, l'efficacité des lois peut effectivement 
être remise en question étant donné l'aspect international du phénomène. Autrement dit, les 
lois sont des politiques de prévention qui agissent à un niveau trop national pour avoir un effet 
sur un phénomène de niveau international tel que les cybermenaces. Une loi n'est applicable 
que dans sa juridiction alors comment peut-elle être efficace lorsqu'elle tente de règlementer 
des activités qui vont au-delà des limites de sa juridiction? Afin que les lois concernant la 
cybercriminalité aient un certain impact sur le taux de menaces informatiques circulant dans le 
cyberespace, des ententes de collaboration entre les différents pays devraient être élaborées en 
même temps que l'adoption des textes législatifs. Des collaborations inter-pays sont 
nécessaires pour pouvoir mener à d'éventuelles arrestations et ce sont ces arrestations qui 
permettront aux lois d'avoir un certain effet dissuasif sur sa population. Malgré cela, il se 
pourrait que les lois anti-pourriel ne s'avèrent tout simplement pas efficaces puisqu'elles 
tentent de règlementer un phénomène trop évolutif et changeant. Les textes législatifs ciblent 
les criminels. Dans le cas des cybermenaces, les ordinateurs infectés contribuent à la 
propagation des menaces dans le cyberespace alors il n'est pas suffisant de s'attaquer 
uniquement à l'individu qui contrôle le réseau. C'est en partie pourquoi, dans le cadre du 
présent mémoire, les politiques de prévention qui ciblent tant les botmasters que les 
ordinateurs infectés se sont avérées les plus efficaces à réduire le taux de menaces 
informatiques.  
 
À la lumière des résultats obtenus dans le cadre de ce mémoire, les partenariats publics-privés 
qui offrent une assistance personnalisée aux internautes semblent s'avérer la politique la plus 
efficace pour réduire le taux de menaces informatiques. L'Australie et l'Allemagne ont tous 
deux adopté cette manière de faire et ont vu leur taux de menaces informatiques diminuer 
respectivement de 0,22% et 0,02% suite à l'implantation du partenariat. La baisse davantage 
marquée en Australie est probablement due au fait que ce partenariat offre également des 
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essais gratuits de logiciels antivirus aux internautes aux prises avec des problèmes 
informatiques (Internet Industry Association, 2012). En offrant de tels services, les 
compagnies de sécurité informatique impliquées dans ce partenariat australien font la 
promotion de leurs produits tout en protégeant les systèmes fragilisés des internautes. Il est 
évident que les compagnies de sécurité informatique s'impliquent autant dans ce partenariat 
pour leurs intérêts personnels, mais il semblerait que ces implications s'avèrent positives pour 
le bénéfice de toute la communauté virtuelle puisque le taux de menaces informatiques s'en 
voit diminué.      
 
Bien que deux démantèlements (Mariposa et Rustock) sur quatre se sont avérés efficaces à 
réduire le taux de menaces informatiques, plusieurs obstacles entrent en ligne de compte 
lorsque vient le temps de mener une telle opération et font en sorte de remettre en question 
l'efficacité de cette politique. Les botnets sont composés de plusieurs serveurs pouvant être 
établis à différents endroits dans le monde, ce qui fait qu'une collaboration internationale peut 
être requise pour démanteler un réseau. Or, les réalités de chaque pays étant différentes, ces 
collaborations ne sont pas toujours possibles (Lavoie et al., 2013). Si un serveur a le malheur 
de survivre suite à un démantèlement, un pirate informatique s'empressera de lui mettre la 
main dessus et reprendre le contrôle du réseau au complet (Dupont, 2014; Décary-Hétu et 
Dupont, 2012 ). C'est donc en mettant hors d'état de nuire l'infrastructure en grande partie ainsi 
que les individus derrière le botnet qu'il sera possible d'espérer pour un démantèlement d'avoir 
un impact positif sur le taux de menaces informatiques.  
 
Considérant les raisons mentionnées précédemment, mettre un botnet totalement hors d'état de 
nuire s'avère un défi de taille. Ce n'est pas parce que des arrestations ont eu lieu que les 
activités criminelles du botnet cesseront.  
 
Diverses avenues peuvent être tout de même envisagées pour faire en sorte que les partenariats 
publics-privés et les démantèlements de botnets s'avèrent des politiques de prévention 
davantage efficaces. Présentant tous deux des concepts efficaces, les prochains paragraphes 
présentent les possibilités envisageables si l'on jumèle ces deux politiques de prévention 
ensemble.  
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4.2. Les avenues à envisager 
 
Les résultats obtenus dans le cadre de ce mémoire et les interprétations qui en découlent nous 
mènent à conclure que les pays les plus pauvres sont également ceux où le taux de menaces 
informatiques risque d'y être plus élevé puisque l'expertise en matière de sécurité informatique 
offerte à ces endroits est défaillante. En plus de ne pas posséder les ressources nécessaires 
pour se défendre contre les cybermenaces, ces pays ne reçoivent pas l'aide dont ils ont besoin. 
Pourtant, la communauté virtuelle entière aurait à gagner en venant en aide aux pays les plus 
pauvres et donc, les plus aux prises avec des problèmes de sécurité informatique. Puisque les 
ordinateurs infectés deviennent des vecteurs importants de propagation de menaces (Hogben et 
al., 2011), on peut supposer que les pays présentant des taux élevés de menaces informatiques 
ont un rôle primordial à jouer dans la propagation des cybermenaces. Une initiative devrait 
être mise de l'avant au niveau international pour venir en aide à ces pays et ainsi contenir le 
plus possible la menace dans des endroits délimités. La solution doit toutefois offrir aux 
compagnies de sécurité informatique ou aux FAI qui s'impliqueront des avantages à retirer, 
que ce soit au niveau financier ou réputationnel si l'on veut s'assurer leur dévouement. 
 
Pour ce qui est des politiques de prévention et des meilleures pratiques à adopter pour lutter 
contre les cybermenaces, les résultats de ce mémoire nous mènent à conclure que ce sont les 
partenariats publics-privés qui, à plus long terme, s'avèreront davantage efficaces. Par contre, 
puisque les démantèlements ont démontré qu'ils pouvaient être efficaces à réduire le taux de 
menaces informatiques, il serait intéressant de développer des politiques de prévention qui 
jumèleraient les notions des partenariats et des démantèlements. Par exemple, il pourrait 
s'avérer efficace que des partenariats comme ceux implantés en Australie ou en Allemagne 
intègrent à leurs partenaires des organismes d'applications de la loi, tel que suggéré par 
Dupont (2014). Ainsi, en plus de maintenir les services déjà offerts par ces partenariats, il sera 
possible pour les acteurs des secteurs public et privé de collaborer tous ensemble pour réaliser 
des démantèlements. À titre d'exemple, de tels partenariats pourraient permettre l'implication 
des FAI et des compagnies de sécurité informatique suite à un démantèlement afin d'aviser et 
de porter assistance aux internautes dont l'ordinateur est infecté.  
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Le cyberespace étant unique en son genre, des politiques de prévention adaptées à sa réalité 
doivent être mises sur pied. Les résultats de ce mémoire nous portent à croire que la clé du 
succès réside dans la collaboration entre les acteurs chargés de sécuriser le cyberespace. À 
elles seules, les organismes d'application de loi de ne sont pas en mesure de suivre le 
phénomène des cybermenaces à la rapidité à laquelle elles évoluent. De leur côté, les experts 
en informatique ne disposent pas des pouvoirs d'enquête des policiers. Il faut donc trouver un 
moyen de faire collaborer ensemble des experts en informatique et des organismes 
d'application de la loi plutôt que de les faire travailler en silo. Parmi les quatre partenariats 
étudiés dans le cadre de ce mémoire, aucun ne comptait parmi ses alliés des corps policiers. 
Bien que ceux-ci ne s'avèrent pas des spécialistes dans le domaine informatique, les policiers 
sont indispensables lorsque vient le temps de mettre hors d'état de nuire un réseau.  
 
4.3. Limites de l'étude 
 
Comme toutes études, ce mémoire présente quelques limites qui nécessitent d'être 
mentionnées. Premièrement, les données fournies par ESET ne mesurent pas nécessairement 
uniquement les menaces informatiques réelles. En fait, il est possible que le logiciel antivirus 
de ESET bloque, par mesure de précaution, certains éléments qui semblent être malicieux. À 
titre d'exemple, le logiciel antivirus pourrait empêcher une clé USB inconnue de se connecter 
à l'ordinateur. Bien qu'ils ne soient pas de réelles menaces, ces éléments seront pris en 
considération dans les rapports de détection quotidiens et, par le fait même, dans le taux de 
menaces informatiques détectées. Ce genre de menaces est donc pris en considération dans le 
cadre du mémoire. 
 
Deuxièmement, seules les menaces informatiques détectées par le logiciel antivirus de ESET 
sont étudiées dans le cadre du présent mémoire. Ainsi, toutes les menaces qui circulent dans le 
cyberespace, mais qui ne sont pas détectées par ce logiciel en question ne sont pas considérées.  
 
Troisièmement, ESET a commencé à collecter les données de détection du logiciel NOD32 
qu'à partir de la mi-septembre 2007. Étant donné que les certaines lois anti-pourriel sont 
implantées depuis plus longtemps, il était, dans certains cas, impossible pour ESET de fournir 
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toutes les données demandées. C'est le cas pour l'Inde, l'Israël et le Japon. Pour ces trois pays, 
la période « deux ans avant » n'a pas été respectée étant donné que les données de ESET ne 
remontent qu'à octobre 2007 (premier mois complet).  
 
Quatrièmement, contrairement aux trois autres lois, la période d'étude concernant la loi 
canadienne ne se base pas sur la date d'implantation (entrée en vigueur) de la loi, mais bien sur 
sa date d'adoption. Cette décision méthodologique s'explique par le fait que la loi canadienne 
anti-pourriel n'est entrée en vigueur qu'en juillet 2014, ce qui aurait rendu impossible l'étude 
d'impact de cette loi dans le cadre du projet mémoire. De plus, puisqu'il semblait important 
d'offrir un portrait de la situation canadienne en ce qui a trait aux menaces informatiques, ce 
choix s'avérait le plus judicieux. 
 
Enfin, plusieurs autres facteurs peuvent avoir une influence sur le taux de menaces 
informatiques détectées et ne sont pas pris en considération dans le cadre du présent mémoire. 
À titre d'exemple, plusieurs autres méthodes de défenses existent, tel que le sinkholing
,
 et ont 
un certain impact sur le nombre de menaces circulant dans le cyberespace et, par le fait même, 
sur le taux de menaces informatiques détectées par ESET. Bien que ces facteurs n'aient pas été 
pris en considération dans le cadre de ce mémoire, il est important de se rappeler qu'ils 
peuvent avoir une influence sur la variable dépendante.  
 
 
 
 
 
 
 
111 
 
RÉFÉRENCES 
 
ACOCA, B. (2007). Scoping Paper on Online Identity Theft. OCDE : Paris.  
 
ALKAABI, A., MOHAY, G. McCULLAGH A., et CHANTLER, N. (2011). Dealing With the 
 Problem of Cybercrime. Dans I. Baggili (dir.), Digital Forensics and Cyber Crime, 
 Actes de l'Institute for Computer Sciences, Social Informatics and Telecommunications 
 Engineering, Berlin, 53, 1-18.  
 
ANDERSON, R. (2001). Why Information Security is Hard - An Economic Perspective. 
 Préparé pour le 17th Annual Computer Security Applications Conference  (ACSAC) 
 (Nouvelle-Orléans, 10 au 14 décembre 2001). 
 
ANDERSON, R. et MOORE, T. (2006). The Economics of Information Security. Science, 
 314(610). 
 
ANDERSON, R., BHÖME, R. CLAYTON, R. et MOORE, T. (2008). . Security economics 
 and european policy. Dans Managing information risk and the economics of security. 
 Chicago : Springer US.  (pp. 55-80).  
 
ANDERSON, R, BARTON, C., BÖHME, R. CLAYTON, R. EETEN, M., LEVI, M., 
 MOORE, T. et SAVAGE, S.  (2012). Measuring the cost of cybercrime. 
 Communication présentée dans le cadre du 11
th
 Annual Workshop on  
 the Economics of Information Security WEIS. Berlin: Juin.   
 
ARN (2014). Top 10 most notorious cyber attacks in history : Who needs a gun when you 
 have a keyboard? Repéré le 16 décembre 2014 au : 
 http://www.arnnet.com.au/slideshow/341113/top-10-most-notorious-cyber-attacks-
 history/?image=2 
 
112 
 
ARORA, V. (2006). CAN-SPAM Act: An Inadequate Attempt to Deal with a Growing 
 Problem, Columbia Journal of Law and Social Problems, 39 (299).  
 
BAILEY, M., COOKE, E., JAHANIAN, F et XU Y. (2009). A Survey of Botnet Technology 
 and Defenses. Communication préparée pour la Cybersecurity Application & 
 Technology Conference For Homeland Security.  
 
BANQUE MONDIALE (2015). Données : Utilisateurs internet (pour 100 personnes). Repéré 
 le 13 juillet 2015 au : http://donnees.banquemondiale.org/indicateur/IT.NET.USER.P2 
 
BAUER, J. M., & VAN EETEN M. J. (2009). Cybersecurity: Stakeholder incentives, 
 externalities, and policy options. Telecommunications Policy, 33(10) : 706-719. 
 
BBC News (2010). Spanish police arrest masterminds of 'massive' botnet. Repéré le 26 
 septembre 2014 au :  http://news.bbc.co.uk/2/hi/technology/8547453.stm  
 
BBC News. (2013). Mariposa botnet 'mastermind' jailed in Slovenia. Repéré le 26 septembre 
 2014 au : http://www.bbc.com/news/technology-25506016  
 
BECCARIA, C. (1965). Des délits et des peines, 1764. Genève : Droz 
 
BLAIS, E., et DUPONT, B. (2005). Assessing the Capability of Intensive Police Programmes 
 to Prevent Severe Road Accidents A Systematic Review. British Journal of 
 Criminology, 45(6), 914-937. 
 
BRENNER, S. W., et SCHWERHA IV, J. J. (2004). Introduction—Cybercrime: A Note on 
 International Issues. Information Systems Frontiers, 6(2) : 111-114. 
 
 
113 
 
BRADLEY, T. (2012). What You Should Know About Grum and the Botnet Takedown. 
 Repéré le 2 novembre 2014 au :  
 http://www.pcworld.com/article/259589/what_you_should_know_about_grum_and_th
 e_botnet_takedown.html  
 
BUSINESS WIRE (2014). United States Ranked Most Committed to Cybersecurity Followed 
 by Canada, Australia, Malayi and Oman in Cybersecurity Index. Repéré le  13 
 décembre 2014 au : 
 http://www.businesswire.com/news/home/20141209006041/en/United-States-Ranked-
 Committed-Cybersecurity-Canada-Australia#.VJXdgV4AKA  
 
CALCE, M., et SILVERMAN, C. (2011). Mafiaboy: A Portrait of the Hacker as a Young
 Man. Globe Pequot. 
 
CARDENAS, A., RADOSAVAC, S., GROSSKLAGS. J., CHUANG J., et HOOFNAGLE, C. 
 (2009). An economic map of cybercrime. Communication préparée pour le 37ième 
 Research Conference on Communication, Information and Internet Policy. Repéré le 
 12 avril 2015 au http://www.tprcweb.com/ images/stories/papers/cardenas_2009.pdf. 
 
CHOO, K. K. R. (2011). The cyber threat landscape: Challenges and future research 
 directions. Computers & Security, 30(8) : 719-731. 
 
COHEN, F. (1987). Computer viruses: theory and experiments, Computers and Security, 6 (1) 
 :  22–35. 
 
CONSEIL DE LA RADIODIFFUSION ET DES TÉLÉCOMMUNICATIONS 
 CANADIENNES (CRTC) (2014). Exemptions relatives aux liens personnels. Repéré 
 le 13 décembre 2014 au : http://www.crtc.gc.ca/fra/com500/infograph6.htm  
 
114 
 
CONSTANTIN, L. (2009). German Government to Help Rid Computers of Malware. Repéré 
 le 23 septembre 2014 au : http://archive.news.softpedia.com/news/German-
 Government-to-Help-Rid-Computers-of-Malware-129439.shtml  
 
COOKE, E., JAHANIAN, F. et MCPHERSON, D. (2005). The zombie roundup: 
 Understanding, detecting, and disrupting botnets. Communication préparée pour  le 
 USENIX SRUTI Workshop,39. (p. 44).  
 
CORRONS, L. (2010). Mariposa Botnet. Repéré le 3 décembre 2014 au : 
 http://www.pandasecurity.com/mediacenter/malware/mariposa-botnet/ 
 
COUNCIL OF EUROPE (2001). Convention on Cybercrime. Repéré le 3 mars 2014 au : 
 http://conventions.coe.int/Treaty/Commun/QueVoulezVous.asp?NT=185&CM=8&DF
 =&CL=ENG 
 
CUSSON, M. (2010). Dissuasion, justice et communication pénale. Études et analyses, 9.  
 
CUSSON, M. (2014). Choix rationnel et pensée stratégique. Repéré le 13 juillet 2015 au : 
 http://www.criminologie.com/article/choix-rationnel-et-pens%C3%A9 
 strat%C3%A9gique 
 
DAGOU, D., ZOU C., et LEE W. (2006). Modeling Botnet Propagation Using Times Zones. 
 NDSS, 6 (p.2-13). 
 
DAYMAN, D. (2008). New Anti-Spam Laws : Israel. Repéré le 2 novembre 2014 au :  
 http://blog.deliverability.com/2008/12/new-antispam-law- israel.html  
 
DÉCARY-HÉTU, D. et  DUPONT, D. (2012) The social network of hackers. Global 
 Crime, 13(3) : 160-175. 
 
115 
 
DÉCARY-HÉTU, D. (2013). Piratage informatique. Dans F. Fortin (dir.), Cybercriminalité : 
 Entre inconduite et crime organisé, (p.183-210). 
 
DELL, (2014). Underground hackers market. Repéré le 27 mai 2015 au : 
 http://www.secureworks.com/assets/pdf-store/white-papers/wp-underground-hacking-
 report.pdf 
 
DUPONT, B., LAVOIE, P-L. et FORTIN, F. (2013). Crimes sur le Web 2.0. Dans F. Fortin 
 (dir.), Cybercriminalité : Entre inconduite et crime organisé, (p.37-50). 
 
DUPONT, B. (2014). La régulation du cybercrime comme alternative à la judiciarisation : Le 
 cas des botnets. Criminologie, 47(2) : 179-201.  
 
DYNES, S. GOETZ, E. et FREEMAN M. (2008). Cyber Security: Are Economic Incentives 
 Adequate?  Dans E. Goetz (Éditeur). Critical Infrastructure Protection. Boston: 
 Springer.  
 
ECP. (2012). Abuse IX Fight Against Botnets. Repéré le 13 décembre 2014 au : 
 http://ecp.nl/abuse-ix-strijdt-tegen-botnets  
 
ELDER, D. (2015). First blood : CRTC imposes $1.1 million fine in first ever  finding under 
 anti-spam law. Repéré le 6 mai 2015 au : 
 http://www.thecompetitor.ca/2015/03/articles/advertisingmarketing/first- blood-crtc-
 imposes-11-million-fine-in-first-ever-finding-under-antispam-law/ 
 
ESET (2013). About ESET. Repéré le 23 septembre 2014 
 http://www.eset.com/us/about/profile/overview/  
 
FAN, W., et YEUNG, K. H. (2011). Online social networks—Paradise of computer 
 viruses. Physica A: Statistical Mechanics and its Applications, 390(2) : 189-197. 
 
116 
 
FEICK, J., & WERLE, R. (2010). Regulation of cyberspace. The Oxford handbook of 
 regulation : 523-547. 
 
FEILY, M. et SHAHRESTANI A. (2009). A survey of botnet and botnet detection. 
 Communication préparée pour la Third International Conference  on Emerging 
 Security Information, Systems and Technologies.  
 
FOX, W. (1998). Statistiques Sociales. Canada : Les Presses de l'Université Laval.  
 
FRANKLIN, J., PAXSON, V., PERRIG, A. et SAVAGE, S. (2007) An inquiry into the nature 
 and causes of the wealth of internet miscreants. Communication préparée pour la 14
ième 
 
ACM conference on Computer and communications security : ACM CCS 2007, (pp. 
 375–388). 
 
FURNELL, S. (2010). Hackers, viruses and malicious software. Dans Y. Jewks et M. Yar 
 (dirs.) Handbook of Internet Crime. (pp. 173-193). Willian Publishing : Devon. 
 
GÉNÉRATION NOUVELLES TECHNOLOGIES (2011). Microsoft démantèle l'infâme 
 Rustock. Repéré le 13 décembre 2014 au : http://www.generation-nt.com/microsoft-
 rustock-botnet-spam-actualite-1176691.html  
 
GOUVERNEMENT DU CANADA (2013). Application de la loi. Repéré le 26 septembre 
 2014 au : http://combattrelepourriel.gc.ca/eic/site/030.nsf/fra/h_00026.html  
 
GOUVERNEMENT DU CANADA (2014). La loi canadienne sur le pourriel et les autres 
 menaces informatiques. Repéré le 26 septembre 2014 au  : 
 http://combattrelepourriel.gc.ca/eic/site/030.nsf/fra/accueil 
 
 
117 
 
HEAKAL, R. (2015). Economics Basics : Supply and Demand. Repéré le 7 avril 2015  sur le 
 site web de Investopedia au :http://www.investopedia.com/university/economics/ 
 economics3.asp 
 
HOGBEN, G., PLOHMANN, D., GERHARDS-PADILLA, E., & LEDER, F. (2011). Botnets: 
 Detection, measurement, disinfection and defence. European Network and 
 Information Security Agency (ENISA). 
 
HOLT, T. J. (2007). Subcultural evolution? Examining the influence of on- and off-line 
 experiences on deviant subcultures. Deviant Behavior, 28 : 171-198. 
 
HOLT, T.J. (2003). Examining a Transnational Problem: An Analysis of Computer Crime 
 Victimization in Eight Countries Form 1999 to 2011. International Journal of 
 Comparative and Applied Criminal Justice, 27(2), 199-220. 
 
HOMEL (1988). Policing and punishing the drinking driver. Springer Science & Business 
 Media. 
 
HYMAN, P. (2013). Cybercrime: it's serious, but exactly how serious?. Communication 
 présentée au ACM, 56(3), 18-20. 
 
IANELLI N. et HACKWORTH A. (2006). Botnets as a Vehicle for Online Crime. CERT 
 Coordination Center, 1(28).  
 
INFO SECURITY MAGAZINE (2010). Fortinet reports 12% drop in global spam after 
 Bredolab takedown. Repéré le 13 décembre 2014 au : http://www.infosecurity-
 magazine.com/news/fortinet-reports-12-drop-in-global-spam-after/  
 
IBM (2013). The 2013 IBM Cyber Security Intelligence Index. Illuminating the Threat 
 Landscape : Recent Findings That Can Shed Light on the Security of your 
118 
 
 Organization. Repéré le 26 septembre 2014 au  : http://www-
 935.ibm.com/services/us/en/security/infographic/cybersecurityindex.html 
 
INSTITUT DE LA STATISTIQUE DU QUÉBEC (2015). La victimisation de la population 
 québécoise :  victimisation criminelle et cybervictimisation. Repéré le 29 juin 2015 
 au :http://www.stat.gouv.qc.ca/statistiques/conditions-viesociete/securite/victimisation/ 
 victimisation.pdf  
 
INSTITUT DE VICTIMOLOGIE (s.d.). Institut de victimologie. Repéré le 7 avril 2015 au :  
 http://www.institutdevictimologie.fr/institut-victimologie/institut-de 
 victimologie_1.html  
 
INTERNET CRIME CENTER COMPLAINT (2014). 2014 Internet Crime Report. Repéré le 
 25 avril 2015 au : https://www.fbi.gov/news/news_blog/2014-ic3-annual-report  
 
INTERNET INDUSTRY ASSOCIATION (2012). About the Icode. Repéré le 13 juillet 2014 
 au  : http://iia.net.au/codes-of-practice/icode-iias-esecurity-code.htm  
 
INTERNET INDUSTRY ASSOCIATION (2014). ISP code to take on spammers, botnets and 
 zombies. Repéré le 13 juillet 2014 au  : http://iia.test.iwayvietnam.com:9090/codes-of-
 practice/icode-iias-esecurity-code.htm 
 
INTERNET WORLD STATS (2014) The Internet Big Picture : World Internet Users and 
 2014 Population Stats. Repéré le 8 août 2014 au : 
 http://www.internetworldstats.com/stats.htm. 
 
INTERNET WORLD STATS (2013) Internet World Users by Language - Top 10 Languages. 
 Repéré le 25 avril 2015 au : http://www.internetworldstats.com/stats7.htm 
 
 
119 
 
IRISH ANTI-BOTNET INITIATIVE (s.d.). Safer InternetSurfind - Remove Potential Threats. 
 Repéré le 8 août au : 
 file:///C:/Users/User/Desktop/Cours%20a%20marie/M%C3%A9moire/Irlande/Irish%2
 0Anti-Botnet%20Advisory%20Centre.htm  
 
ISRAELI INTERNET ASSOCIATION (s.d). On-line database: Anti-Spam Law verdicts. 
 Repéré le 20 décembre 2014 au: http://www.isoc.org.il/index_eng.html.  
 
JOHN, P.J. (2011). Understanding Malware on the Internet. (Thèse de doctorat). Accessible 
 par ProQuest Dissertations  Theses (3485409) 
 
JOHNSON, M. (2015). Economic Basics : Supply and Demande, Definitions. Repéré le 7 avril 
 2015 sur le site web de Sophia Learning au : 
 http://www.sophia.org/tutorials/economic-basics- supply-and-demand  
 
KADIEV, A. (2010). End of the Line for the Bredolab Botnet? Repéré le 30 septembre 2014 
 au :  http://securelist.com/analysis/36335/end-of-the-line-for-the-bredolab-botnet/  
 
KESSLER, G.C. (2000). Defenses Against Distributed Denial of Service Attacks. Repéré le 
 24 juillet 2014 au : http://www.garykessler.net/library/ddos.html  
 
KIM, W., JEONG, O-R., KIM C., ET SO J. (2011). The dark side of the Internet : Attacks, 
 costs and responses. Information Systems , 36 : 675-705. 
 
KOLAKOWSKI, N. (2011). Microsoft Claims Rustock Botnet Takedown. Repéré le 8 aoput 
 2014 au : http://www.eweek.com/c/a/Windows/Microsoft-Claims-Rustock-Botnet-
 Takedown-825397/ 
 
KOVACS, E. (2013). Grum Spam Botnet Is Slowly Recovering After Takedown, Experts 
 Warn. Repéré le 30 septembre 2014 au : http://news.softpedia.com/news/Grum- Spam-
 Botnet-is-Slowly-Recovering-After-Takedown-Experts-Warn-340125.shtml  
120 
 
 
KREBS, B. (2009). Security Fix. Repéré le 29 juin 2015 sur le site web du Washington Post 
 au : http://voices.washingtonpost.com/securityfix/ 
 
KREBS ON SECURITY (2014). The Long Tail of ColdFusion Fail. Repéré le 29 juin 2015 
 au :  http://krebsonsecurity.com/tag/coldfusion-botnet/  
 
KREBS ON SECURITY (2012). Inside the Grum Botnet. Repéré le 30 septembre 2014 au : 
 http://krebsonsecurity.com/2012/08/inside-the-grum-botnet/ 
 
KSHETRI, N. (2006). The Simple Economics of Cybercrimes. IEEE Security and 
 Privacy. 4(1).  
 
KSHETRI, N. (2005). Pattern of global cyber war and crime: A conceptual framework. 
 Journal of International Management, 11, 541-562.  
 
LA PRESSE (2014). Loi anti-pourriel : Le CRTC a reçu 1000 plaintes. Repéré le 23 
 septembre 2014 au : http://www.lapresse.ca/actualites/national/201407/04/01-4781165-
 loi-anti-pourriel-le-crtc-a-recu-1000-plaintes.php 
 
LAVOIE, P-L., FORTIN, F. et TANGUAY, S. (2013). Problèmes relatifs à la définition et à la 
 mesure de la cybercriminalité. Dans F. Fortin (dir.), Cybercriminalité : Entre 
 inconduite et crime organisé, (p.3-20).  
 
LEE, A. et BUREAU, P-M. (2013). From Fun to Profit : The Evolution of Malware, ESET.  
 
LEE, W., WANG, C., et DAGON, D. (2007). Botnet detection: countering the largest security 
 threat. Springer Science and Business Media. 
 
LEMAN-LANGLOIS, S. (2006). Questions au sujet de la cybercriminalité, le crime comme 
 moyen de contrôle du cyberespace commercial. Criminologie, 39. (pp. 63-81).  
121 
 
 
LEYDEN, J. (2012a). Armenia jails Bredolab botmaster for 4 years. The Register. Repéré le 
 13 décembre 2014 au : 
 http://www.theregister.co.uk/2012/05/23/bredolab_botmaster_jailed/ 
 
LEYDEN, J. (2012b). Mega spam-apewing Grum botnet finally KO'd. The Register. Repéré le 
 24 juillet 2014 au : http://www.theregister.co.uk/2012/07/19/grum_botnet_takedown/ 
 
LEYDEN, J. (2011). RUSTOCK TAKEDOWN :How the word's worst botnet was KO'd. The 
 Register. Repéré le 27 août 2014 au  : 
 http://www.theregister.co.uk/2011/03/23/rustock_takedown_analysis/page2.html 
 
LEYDEN, J. (2010). How FBI, police busted massive botnet. The Register. Repéré le 23 
 septembre 2014 au : 
 http://www.theregister.co.uk/2010/03/03/mariposa_botnet_bust_analysis/ 
 
LI, F. et HSIEH, M.H. (2006). An empirical study of clustering behavior of spammer and 
 group-based anti-spam strategis. Préparé pour la Third Conference on  Email  and 
 Anti-Spam. Repéré le 13 juillet 2014 au http://web.media.mit.edu/~fulu/CEAS06-
 final.pdf.  
 
LI, Z., LIAO, Q., & STRIEGEL, A. (2009). Botnet economics: uncertainty matters. 
 Dans Managing Information Risk and the Economics of Security. Chicago : Springer 
 US. (pp. 245-267). 
 
LINK, R., SANCHO, D. (2011). Lessons Learned While Sinkholing Botnets - Not As Easy As 
 It Looks. Communication préparée pour le 21st Virus Bulletin International 
 Conference,(Barcelona) (pp. 106-110). 
 
122 
 
MASON, D. (2008). The Dimensions of Cyber Crime. Dans National Center For Justice And 
 The Rule Of Law (NCJRL), Combating Cyber Crime : Essential Tools And Effective 
 Organizational Structures, A Guide For Policy Maker And Managers.  
 
MCMILLAN, T. (2013). Canadian Government Fights Cyber Crime with $20 Million 
 Investment. Repéré le 4 juin 2015 sur le site web de Tech Vibes au :  
 http://www.techvibes.com/blog/government-fights-cyber-crime-2013-03-21  
 
MICROSOFT (2015). Microsoft intelliegence report. Repéré le 4 juin 2015 au : 
 http://www.microsoft.com/security/sir/story/default.aspx#!botnetsection  
 
MICROSOFT (2013). Microsoft Security Intelligence Report. Repéré le 4 juin 2015 au : 
 http://www.microsoft.com/security/sir/default.aspx 
 
MINISTRY OF INTERNAL AFFAIRS AND COMMUNICATIONS (2009). Ordinance for 
 Enforcement of the Act on Regulation of the Transmission of Specified Electronic Mail. 
 Repéré le 8 août au : http://measures.antispam.go.jp/. 
 
MINISTRY OF LAW, JUSTICE AND COMPANY AFFAIRS (2008). Information 
 Technology Act,  2008.  Repéré le 8 août au : 
 http://police.pondicherry.gov.in/Information%20Technology%20Act%202000%20-
 %202008%20%28amendment%29.pdf  
 
MINISTRY OF LAW, JUSTICE AND COMPANY AFFAIRS (2000). Information 
 Technology Act,  2000.  Repéré le 8 août au : http://www.dot.gov.in/act-
 rules/information-technology-act-2000  
 
MIRKOVIC, J., & REIHER, P. (2004). A taxonomy of DDoS attack and DDoS defense 
 mechanisms. ACM SIGCOMM Computer Communication Review,34(2) : 39-53. 
 
123 
 
MITNICK, K. D., et SIMON, W. L. (2001). The art of deception: Controlling the human 
 element of security. John Wiley & Sons. 
 
MOORE T. et ANDERSON, R. (2011). Economics and Internet Security: a Survey of Recent 
 Analytical, Empirical and Behavioral Research. Dans M. Peitz et J. Waldfogel 
 (Éditeurs). The Oxford Handbook of the Digital Economy. Oxford University Press.  
 
MOORE, T., CLAYTON, R., & ANDERSON, R. (2009). The economics of online crime. The 
 Journal of Economic Perspectives, 23(3), 3-20. 
 
MOORE, T. et R. CLAYTON (2008). The Impact of Incentives on Notice and Take-Down. 
 Communication préparée pour le Workshop on Economics of Information Security. 
 Repéré le 4 juin 2014 au : http://weis2008.econinfosec.org/papers/MooreImpact.pdf 
 
MOUSTAKAS, E., RANGANATHAN, C. et DUQUENOY, P. (2005). Combating spam 
 trough legislation : A comparative analysis of us and european approaches. 
 Communication Préparée pour The Second Conference on Email and Antispam. 
 Repéré le 4 juin 2014 au : 
 http://pdf.aminer.org/000/085/114/combating_spam_through_legislation_a_comparativ
 e_analysis_of_us_and.pdf. 
 
MUSHTAQ, A. (2012). Grum, World's Third-Largest Botnet, Knocked Down. Repéré le 30 
 septembre 2014 au : https://www.fireeye.com/blog/threat-research/2012/07/grum-
 botnet-no-longer-safe-havens.html  
 
NHAN, J. et HUEY, L. (2008). Policing through nodes, clusters and bandwidth. Dans 
 Stéphane Leman-Langlois (ed.), Technocrime: Technology, crime and social 
 control. Cullompton:  Willan. (pp.66-87).  
 
124 
 
NU (2012). Internet providers will jointly fight botnets. Repéré le 4 juin 2014 au :  
 http://www.nu.nl/internet/2940887/internetproviders-gaan-gezamenlijk-botnets-
 bestrijden.html 
 
OECD (2012). Proactive Policy Measures by Internet Service Providers against Botnets. 
 Repéré le 13 juillet 2014 au : http://dx.doi.org/10.1787/5k98tq42t18w-en 
 
OPSWAT (2014). Antivirus and Threat Report : January 2014. Repéré le 25 avril 2015 au : 
 https://www.opswat.com/resources/reports/antivirus-january-2014#worldwide-
 antivirus-vendor-market-share 
 
OUELLET, F et HODGINS, S. (2014). Synthèse des connaissances sur les facteurs de 
 protection liés à la délinquance. Criminologie, 47(2), 231-262. 
 
PANDA SECURITY (2014). The Home Depot confirms hacker attack. 56 million credit and 
 debit cards compromised. Repéré le 27 mai 2015 au : 
 http://www.pandasecurity.com/mediacenter/news/the-home-depot-confirms-hacker-attack/ 
 
PFLEEGER, S.L. et BLOOM, G. (2005). Canning Spam: Proposed Solutions to  Unwanted 
 Email. Security and Privacy Magazine, IEEE. 3(2).  
 
POGARKSY, G. (2006). Identifying ''deterrable'' offenders : Implications for research on 
 deterrence. Justice Quaterly, 19(3), pp. 431-452.  
 
RAJAB, A., ZARFOSS,M., MONROSE, F. et TERZIS, A. (2006). A multifaceted approach 
 to understanding the botnet phenomenon. Communication préparée pour le 6th ACM 
 SIGCOMM conference on Internet measurement, (pp. 41-52).  
 
125 
 
RAMACHANDRAN, A.,FERNSTER, N. et VEMPALA, S. (2007). Filtering spam with 
 behavioral blacklisting. Communication préparée pour le 14ième ACM conference on 
 Computer and communications secrity, (pp. 342-351).  
 
RAO, J.M., et REILEY,D. H. (2006). The Economics of Spam. Journal of Economic 
 Perspectives, 26(3), pp. 87-11.  
 
RIES, B (2010). Hackers' Most Destructive Attacks. Répéré le 23 juillet 2014 au  : 
 http://www.thedailybeast.com/articles/2010/12/11/hackers-10-most-famous-attacks-
 worms-and-ddos-takedowns.html  
 
RIJKSOVERHEID (2012). Internet providers fight against computer viruses. Repéré le 4 juin 
 2014 au : http://www.rijksoverheid.nl/nieuws/2012/10/24/internetproviders-strijden-
 tegen-computervirussen.html  
 
ROSEN, A. (2011). Discours. Communication présentée au Sommet canadien des 
 télécommunications. Toronto, Ontario.  
 
SMITH, R., GRABOSKY, P. et URBAS, G. (2004) Cyber criminals on trial. Cambridge : 
 Cambridge University Press. 
 
SMITH, D. (2012). Grum Spambot Shut Down : Massive Botnet Created 18 Percent Of 
 World's Spam Email. Repéré le 2 novembre 2014 au : http://www.ibtimes.com/grum-
 spambot-shut-down-massive-botnet-created-18-percent-worlds-spam-email-726917  
 
SONG, J., INOUE, D., ETO, M. KIM, H.C. et NAKAO, K. (2010). An Empirical Study of 
 Spam : Analyzing Spam SendingSystems and Malicious Web Servers. Communication 
 préparée pour le 10th Annual International Symposium on Applications and the 
 Internet.  
 
 
126 
 
SUPPORT CENTER (2013). The Advanced Cyber Defence Center (ACDC). Repéré le 23 
 septembre 2014 au : http://www.acdc-project.eu/wp-
 content/uploads/2014/11/ACDC_D1.3.1_Specification_ToolGroupSupportCentre.pdf 
 
STATISTIQUES CANADA (2013). La victimisation criminelle au Canada, 2009. Repéré le 
 27 mai 2015 au : http://www.statcan.gc.ca/pub/85-002-x/2010002/article/11340-
 fra.htm 
 
STATISTIQUES CANADA (2002).  Cybercriminalité: enjeux, sources de données et 
 faisabilité de recueillir des données auprès de la police, Centre canadien de la 
 statistique juridique, n
o 
85-558-XIF.  
 
STIGLITZ, J. E. et BILMES, L. J. (2008). The The Trillion Dollar War : The True Cost of the 
 Iraq Conflit. New York : W.W. Norton.  
 
SYMANTEC CORPORATION (2014). 2013 Trends. Internet Security Threat Report 2014, 
 19.  
 
SYMANTEC CORPORATION (2013). 2012 Trends. Internet Security Threat Report 2013, 
 18.  
 
TENE, O. (2008). Israeli's new anti-spam law: Seller beware, Privacy Law & Business 
 International Newsletter. 16-17.     
 
TELECOMPAPER (2012). Dutch ISPs set up Abuse IX in fight against botnets. Repéré le 18 
 novembre 2014 au : http://www.telecompaper.com/news/dutch-isps-set-up-abuse-ix-in-
 fight-against-botnets--903848 
 
TRIOLA, M.F. et M.F. TRIOLA (2012). Biostatistiques pour les sciences de la vie et de la 
 santé. Paris : Pearson France.  
 
127 
 
UDEM NOUVELLES (2013). L'UdeM offre le premier programme en victimologie au 
 Canada. Repéré sur le site web de l'Université de Montréal au : 
 http://crim.umontreal.ca/notre-ecole/nouvelles-evenements/ludem-offre-le-premier-
 programme-en-victimologie-4174/  
 
VAN EETEN, M. et BAUER, M. (2009). Emerging Threats to Internet Security: Incentives, 
 Externalities and Policy Implications. Journal of Contingencies and Crisis 
 Management,  17(4).  
 
VERIZON ENTERPRISE SOLUTION (2014). 2014 Data Breach Investigations Report. 
 Repéré le 23 juillet 2014 au : http://www.verizonenterprise.com/DBIR/2014/ 
 
VICARIO, M. (2010). Bredolab is still in the wild. Repéré le 25 octobre 2014 au : 
 http://www.symantec.com/connect/blogs/bredolab-still-wild.  
 
WALL, D. (2010). The Internet as a conduit for criminal activity. Information Technology and 
 The Criminal Justice System, 77-98. 
 
WALL, D.S. (2008). Cybercrime, Media and Insecurity: The shaping of public  perceptions 
 of cybercrime. International Review of Law, Computers and Technology, 22(1-2). 
 
WALL, D. (2007). Cybercrimes : The Transformation of Crime in the Information Age, Polity 
 Press : Royaume-Uni.  
 
WEMMERS, J-A. (2003). Introduction à la victimologie. Montréal : Les Presses de 
 l'Université de Montréal.  
 
WILLIAMS III, F. P., et MCSHANE, M. D. (2010). Criminology theory: Selected classic 
 readings. Routledge. 
 
 
128 
 
WILLIAMS, J. (2012). Bredolab takedown, Another win for collaboration. Repéré le 13 
 octobre 2014 au : http://blogs.technet.com/b/mmpc/archive/2010/10/26/bredolab-
 takedown-another-win-for-collaboration.aspx  
 
WINGFIELD, N. (2011). Spam Network Shut Down. Repéré le 13 septembre 2014 au : 
 http://www.wsj.com/articles/SB10001424052748703328404576207173861008758 
 
WOOD, P.A. (2004) Spammers in the works: Everything you need to know about 
 protecting yourself and your business from the rising tide of unsolicited ''spam'' e-
 mail. Repéré le 18 novembre 2014 au :
 http://www.security.iia.net.au/downloads/spammer%20in%20works%20-
 %20an%20update%2014.5.pdf 
 
YU, J., et LISKA, A. E. (1993). The Certainty of Punishment : A Reference Group Effect and 
 Its Functional Form. Criminology, 31, pp. 447-464. 
 
ZEROSPAM (2015). Spam filtering service. Repéré le 5 juillet 2015 au : 
 http://www.zerospam.ca/2/Additional_information/Spam-Filtering-Service 
 
ZOU, C.C., TOWSLEY, D. et GONG,W. (2003). Email virus propagation modeling and 
 analysis. (Rapport n
o
 TR-CSE-03-04). University  of Massachusetts : Amherst. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
APPENDICE (ANNEXE) 
 
 
 
  
 
 
 
 
 
 
 
 130 
 
Annexe I. Classement des pays à l'étude en fonction du taux de menaces informatiques 
détectées en 2012 (ordre croissant) 
 
N
o
 Pays Menaces (%) 
1 Japon 1,31 
2 Îles Falkland (Malvinas) 2,08 
3 Nouvelle Zélande 2,47 
4 Groenland 2,60 
5 Jersey 2,65 
6 Norvège 2,87 
7 Allemagne 2,90 
8 Bermudes 2,97 
9 Finlande 3,10 
10 Macau 3,11 
11 Irlande 3,12 
12 Suède 3,13 
13 Autriche 3,24 
14 Polynésie française 3,28 
15 Liechtenstein 3,33 
16 Taiwan 3,39 
17 Iles Cook 3,44 
18 Danemark 3,45 
19 Saint Martin (partie française) 3,47 
20 Luxembourg 3,49 
21 Aruba 3,51 
22 Hong Kong 3,56 
23 Canada 3,56 
24 Australie 3,63 
25 Suisse 3,65 
26 Pologne 3,68 
27 Îles Caïmans 3,71 
28 Estonie 3,72 
29 Isle of Man 3,77 
30 Belgique 3,78 
31 Slovénie 3,79 
32 Hongrie 3,80 
33 Etats-Unis 3,88 
34 Royaume-Uni 4,04 
35 Slovaquie 4,06 
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N
o
 Pays Menaces (%) 
36 République tchèque 4,08 
37 France 4,18 
38 Uruguay 4,24 
39 Réunion 4,24 
40 République populaire de Chine 4,25 
41 Martinique 4,31 
42 Islande 4,34 
43 Croatie 4,35 
44 Italie 4,35 
45 Antilles néerlandaises 4,37 
46 Guam 4,38 
47 Anguilla 4,41 
48 Guadeloupe 4,49 
49 Guyane française 4,58 
50 Pays-Bas 4,59 
51 Nouvelle-Calédonie 4,81 
52 Afrique du Sud 4,83 
53 Gibraltar 4,93 
54 Ile Maurice 5,01 
55 Argentine 5,04 
56 Israël 5,05 
57 Saint-Vincent-et-les Grenadines 5,07 
58 Arménie 5,13 
59 Grèce 5,18 
60 Liban 5,26 
61 Lettonie 5,33 
62 Sainte-Lucie 5,39 
63 Monaco 5,40 
64 Guinée-Bissau 5,40 
65 Malte 5,56 
66 Barbade 5,63 
67 Îles Mariannes du Nord 5,68 
68 Chypre 5,70 
69 Koweit 5,71 
70 Puerto Rico 5,74 
71 Arabie Saoudite 5,78 
72 San Marino 5,79 
73 Portugal 5,80 
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N
o
 Pays Menaces (%) 
74 Dominique 5,83 
75 Namibie 5,84 
76 Ex-République yougoslave de Macédoine 5,85 
77 Monténégro 5,87 
78 Vanuatu 5,88 
79 Bahamas 5,90 
80 Chili 5,91 
81 Dinde 5,94 
82 Serbie et Monténégro 5,96 
83 Bosnie-Herzégovine 5,98 
84 Azerbaïdjan 6,03 
85 Espagne 6,12 
86 Malaisie 6,13 
87 Paraguay 6,19 
88 Bulgarie 6,19 
89 Lituanie 6,31 
90 Saint-Kitts-et-Nevis 6,33 
91 Cap-Vert 6,36 
92 Suriname 6,44 
93 Roumanie 6,55 
94 Antigua-et-Barbuda 6,55 
95 Colombie 6,56 
96 Grenade 6,61 
97 Kirghizstan 6,74 
98 Jordanie 6,85 
99 Oman 6,85 
100 Bahreïn 6,86 
101 Mexique 6,94 
102 Trinité-et-Tobago 6,98 
103 Andorre 7,07 
104 République arabe syrienne 7,13 
105 Iles Salomon 7,14 
106 Maroc 7,19 
107 Seychelles 7,21 
108 Russie 7,26 
109 Îles Turques et Caïques 7,30 
110 Kazakhstan 7,32 
111 Mayotte 7,36 
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N
o
 Pays Menaces (%) 
112 Biélorussie 7,38 
113 Costa Rica 7,39 
114 Venezuela 7,41 
115 Territoire palestinien 7,44 
116 Îles Féroé 7,44 
117 Tunisie 7,49 
118 Qatar 7,50 
119 Brésil 7,68 
120 Jamaïque 7,79 
121 Inde 7,84 
122 Lesotho 7,85 
123 République dominicaine 7,88 
124 Moldova 7,95 
125 Corée 7,98 
126 El Salvador 8,11 
127 Brunei Darussalam 8,13 
128 Ukraine 8,23 
129 Fidji 8,34 
130 Émirats arabes unis 8,41 
131 Panama 8,82 
132 Mozambique 8,93 
133 Algérie 9,02 
134 Samoa 9,04 
135 Népal 9,10 
136 Sénégal 9,15 
137 Guinée équatoriale 9,25 
138 Géorgie 9,40 
139 Djibouti 9,49 
140 Sao Tomé et Principe 9,49 
141 Nigeria 9,58 
142 Swaziland 9,73 
143 Sri Lanka 9,74 
144 Guatemala 9,80 
145 Thaïlande 9,84 
146 Equateur 10,05 
147 Haïti 10,09 
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N
o
 Pays Menaces (%) 
148 Nicaragua 10,19 
149 Egypte 10,21 
150 Ouzbékistan 10,49 
151 Niger 10,55 
152 Mauritanie 10,61 
153 Kenya 10,66 
154 Guyane 10,71 
155 Pakistan 10,79 
156 Botswana 10,84 
157 Belize 10,87 
158 Tanzanie 10,98 
159 Maldives 10,99 
160 République des Philippines 11,02 
161 Viet Nam 11,09 
162 Soudan 11,11 
163 Pérou 11,68 
164 Papouasie-Nouvelle-Guinée 11,75 
165 Angola 11,83 
166 Cuba, 11,95 
167 Yémen 11,97 
168 Iran 12,03 
169 Guinée 12,12 
170 Albanie 12,27 
171 Irak 12,28 
172 Singapour 12,30 
173 Bhoutan 12,30 
174 Burkina Faso 12,87 
175 Gambie 12,92 
176 Bolivie, 13,01 
177 Libye 13,14 
178 Mali 13,44 
179 Cambodge 13,68 
180 Madagascar 13,73 
181 Malawi 13,92 
182 Mongolie 14,17 
183 Zambie 14,50 
184 Ghana 14,72 
185 Indonésie 14,89 
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N
o
 Pays Menaces (%) 
186 Tonga 14,96 
187 Gabon 15,01 
188 Bangladesh 15,17 
189 Tadjikistan 15,18 
190 Afghanistan 16,77 
191 Libéria 17,03 
192 Côte d'Ivoire 17,41 
193 Cameroun 17,57 
194 Honduras 18,19 
195 Zimbabwe 18,34 
196 Ouganda 18,82 
197 Rwanda 20,00 
198 Congo 20,39 
199 République démocratique populaire lao 21,22 
200 Turkménistan 22,15 
201 Ethiopie 22,92 
202 Bénin 23,71 
203 Burundi 28,84 
204 Myanmar 32,91 
205 Togo 41,35 
206 Érythrée 48,38 
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Annexe II. Liste des pays pour lesquels des données ont été utilisés afin de créer les 
groupes contrôles de l'étude 
 
N
o
 Pays 
1 Afghanistan 
2 Afrique du Sud 
3 Albanie 
4 Algérie 
5 Allemagne 
6 Arabie Saoudite 
7 Argentine 
8 Arménie 
9 Australie 
10 Autriche 
11 Azerbaïdjan 
12 Bahreïn 
13 Bangladesh 
14 Belgique 
15 Belize 
16 Biélorussie 
17 Bolivie 
18 Bosnie Herzégovine 
19 Brésil 
20 Brunei Darussalam 
21 Bulgarie 
22 Cambodge 
23 Canada 
24 Chilie 
25 Chine 
26 Colombie 
27 Corée 
28 Costa Rica 
29 Croatie 
30 Danemark 
31 Égypte 
32 Émirats Arabes Unis 
33 Équateur 
34 Espagne 
35 Estonie 
36 États-Unis 
37 Ethiopie 
38 Ex-République yougoslave de Macédoine 
39 Finlande 
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N
o
 Pays 
40 France 
41 Géorgie 
42 Grèce 
43 Groenland 
44 Guatemala 
45 Honduras 
46 Hong Kong S.A.R. 
47 Hongrie 
48 Îles Féroé 
49 Inde 
50 Indonésie 
51 Iran 
52 Iraq 
53 Ireland 
54 Islande 
55 Israël 
56 Italie 
57 Jamaïque 
58 Japon 
59 Jordan 
60 Kazakhstan 
61 Kenya 
62 Kuwait 
63 Kyrgyzstan 
64 Laos 
65 Le Salvador 
66 Lettonie 
67 Liban 
68 Libye 
69 Liechtenstein 
70 Lithuanie 
71 Luxembourg 
72 Macau 
73 Malaisie 
74 Maldives 
75 Malta 
76 Maroc 
77 Mexico 
78 Monaco 
79 Mongolie 
80 Népal 
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N
o
 Pays 
81 Nicaragua 
82 Nigeria 
83 Norvège 
84 Nouvelle-Zélande 
85 Oman 
86 Ouzbékistan 
87 Pakistan 
88 Panama 
89 Paraguay 
90 Pays-Bas 
91 Pérou 
92 Philippines 
93 Pologne 
94 Porto Rico 
95 Portugal 
96 Qatar 
97 République Arabe Syrienne 
98 République Dominicaine 
99 République tchèque 
100 Roumanie 
101 Royaume-Uni 
102 Russie 
103 Rwanda 
104 Sénégal 
105 Serbie et Monténégro 
106 Singapore 
107 Slovaquie 
108 Slovénie 
109 Sri Lanka 
110 Suède 
111 Suisse 
112 Tadjikistan 
113 Taiwan 
114 Thaïlande 
115 Trinité et Tobago 
116 Tunisie 
117 Turkménistan 
118 Turquie 
119 Ukraine 
120 Uruguay 
121 Venezuela 
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N
o
 Pays 
122 Viet Nam 
123 Yémen 
124 Zimbabwe 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
