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Abstract
We study the scaling dimension ∆φn of the operator φ
n where φ is the fundamental
complex field of the U(1) model at the Wilson-Fisher fixed point in d = 4−ε. Even for
a perturbatively small fixed point coupling λ∗, standard perturbation theory breaks
down for sufficiently large λ∗n. Treating λ∗n as fixed for small λ∗ we show that ∆φn
can be successfully computed through a semiclassical expansion around a non-trivial
trajectory, resulting in
∆φn =
1
λ∗
∆−1(λ∗n) + ∆0(λ∗n) + λ∗∆1(λ∗n) + . . .
We explicitly compute the first two orders in the expansion, ∆−1(λ∗n) and ∆0(λ∗n).
The result, when expanded at small λ∗n, perfectly agrees with all available diagram-
matic computations. The asymptotic at large λ∗n reproduces instead the systematic
large charge expansion, recently derived in CFT. Comparison with Monte Carlo sim-
ulations in d = 3 is compatible with the obvious limitations of taking ε = 1, but
encouraging.a
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1 Introduction
Quantum Mechanics is an astonishing fact of Nature, but a moment’s thought identifies
the origin of the astonishment: the amazing ability of quantum mechanics to disappear
behind classical physics in a vast array of physical situations. Those of course include
life on earth, which molded our mind in the course of an odd billion years of evolution.
The different regimes of quantum systems are readily classified through the prop-
erties of the corresponding path integral. The latter of course depends not only on
the dynamics but also on the boundary conditions and, somewhat equivalently, on the
operator insertions. Path integrals can be broadly divided into two classes, Weakly
Coupled (WC) and Strongly Coupled (SC). A path integral is weakly coupled when
it can be approximated by a loop expansion around some leading classical trajectory
γ. In the WC case the contribution to physical observables O consists of the sum of
two terms O = Oγ +Oq, a classical one Oγ , determined by the value of physical vari-
ables along the leading trajectory, and a quantum one, Oq, determined by quantum
fluctuations around γ. One can then distinguish classical and quantum observables
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depending respectively on whether Oγ  Oq or not. For instance, the path integral
for the harmonic oscillator is always weakly coupled, by definition, while the corre-
sponding ground state energy is a quantum observable, and one can consider states
(for instance coherent states) where to find classical observables. A strongly coupled
path integral instead occurs when no saddle point approximation is possible. In that
case all observables are quantum mechanical. An example of this situation is given
by QCD processes around the GeV. In fact QCD suggests also a third class, given by
strongly coupled path integrals where the quantum fluctuations of at least a subset
of the variables, normally associated to long distance physics, are small around some
trajectory. In that case one can first integrate out the variables with large quantum
fluctuations and derive an effective weakly coupled description for the remaining vari-
ables. In the case of QCD, the latter correspond to the low energy excitations of the
pions.
The most common practice in particle physics concerns processes involving a few
weakly interacting particles, for instance 1 → 2, 2 → 2, 2 → 3, etc. That corresponds
to computing quantum fluctuations around the vacuum trajectory in a weakly coupled
path integral. On the other hand it is well known that, even in weakly coupled QFT,
when considering processes whose number of legs n grows, perturbation theory even-
tually fails [1]. This issue was investigated in some details in the 80’s and 90’s, where,
focussing on massive λφ4, some remarkable results were obtained. In particular, it was
shown that the computation could be organized as a semiclassical expansion around a
non-trivial trajectory [2]. Mostly technical difficulties, but also some conceptual ones,
however slowed progress down. A recent revival [3] did not greatly progress, in our
opinion, towards the tackling of the difficulties (see for instance [4, 5] for a critical
assessment). This remains an important problem, not only technically and conceptu-
ally, but also phenomenologically, when considering the fate of scattering amplitudes
involving many W,Z and Higgs bosons in the Standard Model (SM) at energies that
may be approachable at the next generation of colliders. While keeping the fate of
the SM in our mind, in the present paper we shall instead focus on a simpler prob-
lem, plausibly the simplest one in the context of multilegged amplitudes. We shall
study the correlator of the operator of charge n, φn, in U(1) invariant scalar QFT with
quartic interaction (φ¯φ)2. In particular we shall study its scaling dimension, mostly
focussing on the Wilson-Fisher fixed point in d = 4−ε, at small ε where the coupling is
weak. The main conceptual result of our paper is that the operator’s scaling dimension
∆φn can be computed through a systematic expansion around a non-trivial trajectory,
yielding
∆φn =
1
λ∗
∆−1(λ∗n) + ∆0(λ∗n) + λ∗∆1(λ∗n) + . . . (1)
with λ∗/16pi2 = ε/5+ . . . the fixed point coupling, and with ∆`−1 representing the `-th
loop contribution. This result will be made concrete through the explicit computation
of the leading and subleading terms, ∆−1 and ∆0. Eq. (1) shows the existence of a
double scaling limit, where λ∗ → 0 and n → ∞ with λ∗n fixed, where λ∗ remains the
loop expansion parameter, while the effects of large n are controlled by the classical
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parameter λ∗n. Our system, when weakly coupled around the vacuum, thus remains
weakly coupled also at large n. However our result applies equally well to large and
to small λ∗n, where one can also compute using Feynman diagrams. On the one
hand this illustrates that the poor behaviour of standard perturbation theory as λ∗n is
increased is simply tied to a poor choice of the path integral trajectory around which
to expand. On the other hand it allows to compare our semiclassical computation to
the results obtained using Feynman diagrams. In that doing we shall not only find
perfect agreement, but also be able to combine our result with finite order calculations
and predict expansion coefficients that are beyond the order reached by each method
when taken individually.
The simplicity of the problem we consider, we believe, illuminates previous litera-
ture in related but different contexts. As concerns multilegged scattering amplitude,
the structure of our computation is precisely the same, and precisely identical is the
emergence of a double scaling limit, λ → 0 with λn fixed. This indicates a sort of
universality in the structure of multilegged observables, with λn acting like a sort of
’t Hooft coupling, and motivates further investigations into the more difficult problem
of particle production. On the CFT side, our result directly connects to recent work
on the general properties of large charge operators [6, 7, 8]. In that context, it shows
more concretely how the superfluid configuration of the leading trajectory emerges and
it offers a concrete “UV” complete realization of the effective field theory describing
the superfluid. In particular the parameter λ∗n controls the occurrence of the pure
superfluid regime: at small λ∗n the leading trajectory corresponds to a superfluid in-
teracting with a light radial excitation, while at large λ∗n the latter decouples. In
our amusingly simple scenario, the parameter λ∗n thus seems to play a role similar
to the ’t Hooft coupling in AdS/CFT, where it controls the gap between stringy and
supergravity modes. Finally, our systematic expansion in ε invites a comparison with
the results of Monte Carlo simulations in d = 3. While we are aware that taking ε = 1
is a significant stunt, we nonetheless find the comparison encouraging already with the
first two orders we computed. This warrants computation of the next order, ∆1.
This paper is organized as follows. In section 2 we setup our conventions and we
review the standard perturbative calculation of the anomalous dimension of φn. In
section 3 we derive the existence of the expansion (1) and we show how to compute the
leading term ∆−1 for small λ∗n within the proposed approach. Section 4 deals with
the explicit calculation of the first two leading terms in (1) for arbitrary values of λ∗n;
the result is analyzed at length in section 5. We finally comment on future directions
in 6.
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2 Perturbation theory around the vacuum
2.1 Conventions
In this paper we will consider massless U(1) symmetric λ(φ¯φ)2 theory in d = 4 − ε
dimensional euclidean space-time with lagrangian
L = ∂φ¯∂φ+ λ0
4
(
φ¯φ
)2
. (2)
We will first consider general coupling, but we shall later derive more specific results
by focussing on the Wilson-Fisher fixed point. Renormalized field and coupling are
defined according to
φ = Zφ[φ], λ0 = M
ελZλ, (3)
where M is the sliding scale. Throughout the paper we will adopt the minimal sub-
traction scheme, where Zφ and Zλ are expressed as an ascending series of pure poles.
In particular we have
logZλ =
∑
k
zk(λ)
εk
=
c11λ+ c12λ
2 + . . .
ε
+
c22λ
2 + . . .
ε2
+ . . . , (4)
where
z1(λ) = 5
λ
(4pi)2
− 15
2
λ2
(4pi)4
+O
(
λ3
(4pi)6
)
. (5)
Notice moreover that Zφ = 1 up to two loop corrections. Using (3) one can easily show
that the β-function equals
∂λ
∂ logM
≡ β(λ) = −ελ+ β4(λ), (6)
with
β4(λ) = λ
2∂z1
∂λ
= 5
λ2
(4pi)2
− 15 λ
3
(4pi)4
+O
(
λ4
(4pi)6
)
. (7)
At the Wilson-Fisher fixed point, defined by λ = λ∗ such that β(λ∗) = 0, the theory is
invariant under conformal transformations. The fixed point coupling λ∗ is non-trivially
determined by the space-time dimensionality
λ∗
(4pi)2
=
ε
5
+
3
25
ε2 +O(ε3). (8)
For ε  1 the theory is weakly coupled. As we will show in the next subsection, this
does not prevent perturbation theory around the vacuum to break down for specific
observables.
2.2 Anomalous dimension of large charge operators
We will study the scaling dimension of the simplest operator with U(1) charge1 n (-n),
denoted by [φn] ([φ¯n]) and related to the bare field by
φn = Zφn [φ
n] . (9)
1In our conventions, φ, φ¯ have charge, respectively, 1 and −1.
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(a) ∼ λn2
(b) ∼ λ2n4
(c) ∼ λ3n6
(d) ∼ λ2n3
(e) ∼ λ3n5
(f) ∼ λ3n4
...
...
...
· · ·
Figure 1: Some characteristic Feynman diagrams that appear with the φn operator.
where Zφn is a multiplicative renormalization factor. The anomalous dimension is then
given by
γφn =
∂ logZφn
∂λ
[−ελ+ β4(λ)] . (10)
For arbitrary λ, γφn is scheme dependent and thus unphysical beyond leading order.
That can easily be seen by changing the scheme according to [φn] → f(λ)[φn] and
Zφn → Zφn/f(λ), with f(λ) a power series with finite coefficients. In the new scheme
the anomalous dimension is modified according to γφn → γφn−β(∂λ ln f). On the other
hand β(λ∗) = 0, so that γφn is scheme independent and physical at the fixed point.
Indeed, a straightforward solution of the Callan-Symanzik equation for 〈[φ¯n][φn]〉 shows
that the operator’s physical dimension at the fixed point is
∆φn = n(d/2− 1) + γφn(λ∗) . (11)
We want to focus on n  1, the regime of large charge or many legs. A first
diagrammatic analysis shows multiplicity factors that grow with n, see figure 1. Con-
sidering any loop order `  n, one finds contributions to Zφn that range from λ`n2`,
for the daisy diagrams in the leftmost column of figure 1, down to λ`n, for corrections
on single legs. In particular the “connected diagrams”, for which the number of legs
picked from the φn equals `+ 1, like those in the top line of figure 1, scale like λ`n`+1.
However, a more detailed analysis shows that the terms with the highest powers of n at
any given loop order simply exponentiate terms from lower loops2. As a consequence,
in the expansion of lnZφn , and thus of γφn , the leading contribution at order k scales
2As an illustration, it is simple to check that the sum over daisy diagrams exponentiate the λn2 contri-
bution from the single petal diagram (a).
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like the connected diagram, λ`n`+1. That is
γφn = n
∑
`=1
λ`P`(n) , (12)
with P` a polynomial of degree `. In truth we have explicitly checked that only up
to four loops, but in the next section we shall give a general argument bypassing the
diagrammatic analysis. The above result shows that, no matter how weakly coupled
the theory is, for sufficiently large λn, perturbation theory breaks down. The series in
eq. (12) can also be organized in terms of leading and subleading n-powers, in close
analogy with leading and subleading logs in the RG resummation
γφn = n
∑
κ=0
λκFκ(λn) . (13)
Very much like for the RG, this alternative rewriting of the series suggests an alternative
loop expansion, performed after resumming (or straight out computing) all powers of
λn. Again, the physics underlying this alternative interpretation will be made manifest
in the next subsections. Notice in passing, and consistently with the results in the
next section, that the leading-n contribution F0(λn) is unaffected by changes in the
subtraction scheme, like for instance λ→ λ+ aλ2 or Zφn → Zφn(1 + bn2λ), the latter
corresponding to a simple reshuffling of the finite terms in the daisy diagram (a).
Before moving forward we would like to present the results of the explicit compu-
tation at 2-loops, whose details are given in the appendix A. We shall need these in
order to compare to the results of the more powerful method we shall develop in the
next sections. Working in the minimal subtraction scheme, we find
Zφn = 1− λn(n− 1)
(16pi2)2ε
+
λ2
(16pi2)2
(
n4 − 2n3 − 9n2 + 10n
8ε2
+
2n3 − 2n2 − n
8ε
)
, (14)
which implies
γφn = n
[
λ
16pi2
(n− 1)
2
−
(
λ
16pi2
)2 2n2 − 2n− 1
4
]
. (15)
Considering the theory at the fixed point this implies
∆φn = n
[(
d
2
− 1
)
+
ε
10
(n− 1)− ε
2
100
(2n2 − 8n+ 5)
]
. (16)
3 Semiclassical approach
The scaling dimension of [φn] can also be directly computed by considering the two-
point function
〈φ¯n(xf )φn(xi)〉 ≡
∫ DφDφ¯ φ¯n(xf )φn(xi) exp [− ∫ L]∫ DφDφ¯ exp [− ∫ L] ≡ Z2φn〈[φ¯n](xf )[φn](xi)〉 . (17)
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The above integral can be cast in a form which exhibits its semiclassical nature in the
small λ regime independently of the size of n. First it is convenient to rescale the field
φ→ φ/√λ0 to exhibit λ0 as the loop counting parameter∫
L → 1
λ0
∫ [
∂φ¯∂φ+
1
4
(
φ¯φ
)2] ≡ S
λ0
. (18)
Secondly φ¯n(xf )φ
n(xi) can be brought up in the exponent, obtaining
Z2φnλ
n
0 〈[φ¯n](xf )[φn](xi)〉 =
∫ DφDφ¯ e− 1λ0 [∫ ∂φ¯∂φ+ 14(φ¯φ)2−λ0n(ln φ¯(xf )+lnφ(xi))]∫ DφDφ¯ e− 1λ0 [∫ ∂φ¯∂φ+ 14(φ¯φ)2] . (19)
The dependence on λ0 and n, shows that we can perform the path integral using a
saddle point expansion in the limit of small λ0, while keeping λ0n fixed. This limit
thus encompasses the case where λ0n is (arbitrarily) large
3. Independently of the
detailed form of the field configuration furnishing the steepest descent, the right hand
side of eq. (19) will then take the form
λ
−1/2
0 e
1
λ0
Γ−1(λ0n,xfi)+Γ0(λ0n,xfi)+λ0Γ1(λ0n,xfi)+... , xfi = xf − xi. (20)
The factor λ
−1/2
0 is understood as follows. The path integral in the denominator is
computed through a saddle-point expansion around the trivial point φ = φ¯ = 0, while
the action of the path integral in the numerator is stationary on a continuous family of
nontrivial configurations with φ, φ¯ 6= 0 and parametrized by the zero mode associated
to the corresponding spontaneous breaking of the U(1) symmetry. As the integral
over the zero mode is clearly independent of the value of the action, this results in a
mismatch of the powers of λ
1/2
0 in between the numerator and the denominator, leading
to (20) 4.
Now, notice that by using Stirling’s formula the expression λ
n+1/2
0 n! can be written
in the same form as the exponential factor in eq. (20). It is then convenient to redefine
3Of course we are making here a formal statement by using the bare coupling, which is a power series
in the renormalized coupling. In terms of renormalized quantities the limit is thus λ(M) small with λ(M)n
fixed.
4The situation is fully analogous to the following example involving two dimensional integrals:
I(λ, n) =
∫
C
dzdz¯(zz¯)n exp
{− 1λ [zz¯ + 14 (zz¯)2]}∫
C
dzdz¯ exp
{− 1λ [zz¯ + 14 (zz¯)2]} =
∫
C
dzdz¯ exp
{− 1λ [zz¯ + 14 (zz¯)2 − λn log(zz¯)]}∫
C
dzdz¯ exp
{− 1λ [zz¯ + 14 (zz¯)2]} .
The integral in the denominator is performed in an expansion around z = z¯ = 0 and is thus proportional
to λ due to the gaussian integration on the two directions of the plane. The exponent in the numerator is
instead stationary on the whole circle defined by zz¯ =
√
1 + 2λn− 1; in this case, while the integral over the
radial direction produces a factor of
√
λ, angular integration gives an overall factor of 2pi. The full result,
for arbitrary λn, is thus proportional to λ−1/2:
I(λ, n) =
√
2pi
λ
e−
λn+
√
1+2λn−1
2λ
(√
1 + 2λn− 1)n+ 12
(1 + 2λn)
1/4
[1 +O (λ)] .
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the Γk’s so as to factor out a λ
n+1/2
0 n! in the exponential factor in eq. (20) and rewrite
that equation as
Z2φnλ
n
0 〈[φ¯n](xf )[φn](xi)〉 = λn0n! e
1
λ0
Γ−1(λ0n,xfi)+Γ0(λ0n,xfi)+λ0Γ1(λ0n,xfi)+... (21)
Comparing to eq. (17), we deduce that the exponential factor in eq. (21) coincides
at weak coupling and finite n with the loop expansion we discussed in the previous
section. In particular, given
D(x) =
1
Ωd−1(d− 2)(x2)d/2−1
= 〈φ¯(x)φ(0)〉free , Ωd−1 = 2pi
d/2
Γ(d/2)
(22)
one has
lim
λ0→0
e
1
λ0
Γ−1(λ0n,xfi)+Γ0(λ0n,xfi)+λ0Γ1(λ0n,xfi)+... = D(xfi)
n . (23)
Moreover one has that the λκ0Γκ’s must possess a power series expansion in λ0 with
fixed n. Renormalization is simply performed by separating out the UV divergent part
in each term in the exponent
λκ0Γκ(λ0n, xfi) = λ
κΓdivκ (λn, λ) + λ
κΓrenκ (λn, λ, xfi,M) (24)
where of course λ ≡ λ(M) and where the resulting λκΓ¯κ behave like power series at
λ = 0. From eqs. (19,21) we can then write
Z2φn = e
∑
κ=−1 λ
κΓdivκ (λn,λ) ≡ e
∑
κ=−1 λ
κΓ¯divκ (λn) (25)
and
〈[φ¯n](xf )[φn](xi)〉 = n! e
∑
κ=−1 λ
κΓrenκ (λn,λ,xfi,M) ≡ n! e
∑
κ=−1 λ
κΓ¯renκ (λn,xfi,M) . (26)
where, in the rightmost expressions, we rearranged the expansion in λ using the
(asymptotic) power series expansion of the λκΓκ. Eq. (25) provides a formal proof
of eqs. (12,13). In the above expression the Γ¯κ represents the (κ+1)-loop correction to
the saddle point approximation. In particular Γ¯div−1 (λn) and Γ¯ren−1 , represent the lead-
ing semiclassical contribution, the exponent at the saddle point5. However, they fully
determine the leading-n contribution F0(λn) in eq. (13), thus resumming at once the
largest powers of n up to arbitrarily high-loop orders in the standard diagrammatic
approach! The remarkable result highlighted by our formal derivation and by eq. (13),
is that the result is organized as a ’t Hooft expansion in which λn is the fixed ’t Hooft
coupling while λ 1 and n 1.
The rest of the paper is devoted to explicitly deriving these expressions, at leading
(LO) and next-to-leading (NLO) order in the λ expansion with λn fixed. In the next
subsection we will perform a warm up computation by working at small but fixed
λn. In the later sections we shall develop the case of arbitrary λn by focussing on the
Wilson-Fisher fixed point, where conformal invariance permits to tackle some technical
difficulties in the computation.
5As we shall illustrate in a moment and, as it must be according to our derivation, the divergent part
appears from purely classical properties of the saddle point solution.
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3.1 Semiclassics at small fixed λn
At small λn ordinary perturbation theory works. In this case the path integral eq. (17)
can be computed by expanding around the trivial background φ = φ¯ = 0. In that
case the insertions of φn and φ¯n, are not included in the exponent (as the exponent of
eq. (19) is singular at φ = φ¯ = 0) and are purely determined by the quantum fluctuation
δφ around the trivial solution, i.e. φ ≡ 0 + δφ. The loop expansion is purely generated
by the small quartic term λφ4. For instance, working at order λ one finds
〈φ¯n(xf )φn(xi)〉 =
n!
[
1− λn(n−1)
2(4pi)2
(
2
ε + log x
2
fi + 1 + γ + log pi
)
+O
(
λ2
(4pi)4
)]
[Ωd−1(d− 2)]n (x2fi)n(
d
2
−1)
. (27)
compatibly with the one-loop contribution to γφn derived in section 2.
As λn grows, the fluctuations of φ¯n(xf )φ
n(xi) become significant, and for suffi-
ciently large λn they cannot be captured by perturbation theory. However eq. (19)
invites us to perform the computation around the stationary points of
Seff ≡
∫
ddx
[
∂φ¯∂φ+
1
4
(
φ¯φ
)2]− nλ0 (log φ¯(xf ) + log φ(xi)) . (28)
The equations of motion defining the stationary configuration include the operator
insertions as a source
∂2φ(x)− 1
2
φ2(x)φ¯(x) = − λ0n
φ¯(xf )
δ(d)(x− xf ),
∂2φ¯(x)− 1
2
φ(x)φ¯2(x) = − λ0n
φ(xi)
δ(d)(x− xi). (29)
Before discussing the details of the general computation, it is instructive to discuss
the solution of (29) for small λn. Namely, we compute the function Γ−1(λn) in (21)
to order O (λ2n2/(4pi)4) and we check that the result agrees with (27). As we work at
first order in the coupling, in what follows we will take λ0 = λ. Now, for small λn the
equations (29) can be solved perturbatively; to this aim, it is convenient to expand the
fields as
φ = (λn)1/2
[
φ(0) + φ(1) + . . .
]
, φ¯ = (λn)1/2
[
φ¯(0) + φ¯(1) + . . .
]
, (30)
where φ(k), φ¯(k) = O (λknk). At the zeroth order, the equations of motion read
∂2φ(0)(x) = − 1
φ¯(0)(xf )
δ(d)(x− xf ),
∂2φ¯(0)(x) = − 1
φ(0)(xi)
δ(d)(x− xi), (31)
whose solution is uniquely defined up to one free parameter and has the form
φ(0)(x) =
c0
Ωd−1(d− 2)
1
|x− xf |d−2 ,
φ¯(0)(x) =
c¯0
Ωd−1(d− 2)
1
|x− xi|d−2 ; (32)
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with the parameters c0 and c¯0 related by
c0c¯0 = Ωd−1(d− 2)|xf − xi|d−2. (33)
Notice that on the saddle-point, i.e. on the solution of (31), the fields φ and φ¯ are
analytically continued away from the original integration contour, since they are not
related by complex conjugation. As a consequence, the fields appearing in the source
terms in the right hand side of (31) have a finite value and no regularization procedure
is needed to find the solution (32). Finally, the arbitrariness in the solution is related to
the symmetry (φ, φ¯)→ (αφ, α−1φ¯) of the action (28) analytically continued to arbitrary
values of the fields. The one free parameter in the solution precisely corresponds to
the presence of the one zero mode we mentioned before.
The next to leading contribution is determined by
∂2φ(1)(x) =
λn
2
[
φ(0)(x)
]2
φ¯(0)(x) +
φ¯(1)(xf )[
φ¯(0)(xf )
]2 δ(d)(x− xf ),
∂2φ¯(1)(x) =
λn
2
[
φ¯(0)(x)
]2
φ(0)(x) +
φ(1)(xi)[
φ(0)(xi)
]2 δ(d)(x− xi). (34)
The solution reads
φ(1)(x) = −λn
2
∫
ddyD(x− y)
[
φ(0)(y)
]2
φ¯(0)(y)−D(x− xf ) φ¯
(1)(xf )[
φ¯(0)(xf )
]2 ,
φ¯(1)(x) = −λn
2
∫
ddyD(x− y)
[
φ¯(0)(y)
]2
φ(0)(y)−D(x− xi) φ
(1)(xi)[
φ(0)(xi)
]2 , (35)
where φ(1)(xi) and φ¯
(1)(xf ) satisfy
φ(1)(xi)
c0
+
φ¯(1)(xf )
c¯0
= −λn
2
∫
ddyD2(xi − y)D2(xf − y). (36)
There is a one parameter arbitrariness in the solution due to the aforementioned sym-
metry. The integrals are formally divergent in d = 4 and thus are performed via
standard dimensional regularization techniques. Plugging the solution in the action
(28), we find
Seff = λn− λn log
[
λn
Ωd−1(d− 2)
1
(x2fi)
d/2−1
]
+ λ2n2
(
1
16pi2ε
+
1 + γ + log pi
32pi2
)
+
λ2n2
32pi2
log x2fi . (37)
e−Seff/λ must represent the leading term
λnn!e
Γ−1
λ (38)
in eq. (21) with Γ−1 expanded up to O(λ2n2). It is easy to see it does. In particular,
log n! ≈ n log n−n ensures that Γ−1 has a well defined power series in λn as expected.
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The correlator, according to eqs. (17,19), then reads
〈φ¯n(xf )φn(xi)〉 =
nne−n exp
[
−λn2
(
1
16pi2ε
+ 1+γ+log pi
32pi2
)]
[Ωd−1(d− 2)]n (x2fi)n(
d
2
−1)+ λn2
32pi2
. (39)
This expression6 reproduces the result of the standard perturbative computation (27)
up to subleading terms at large n. Remarkably, the O(λn2) correction to the scaling
dimension results in (27) from a genuine one-loop computation, while it results in (39)
from the classical solution of the saddle point equations (29). According to our discus-
sion, the subleading O(λn) contribution to γφn in eq. (27), would instead arise from the
first quantum correction around the saddle, i.e. from Γ0 in eq. (21). Our alternative
semiclassical computation shows that the O(λn2) contribution to γφn is a genuinely
classical contribution, while the O(λn) is intrinsically quantum. The emergence of
classical physics in the presence of large quantum numbers, n in this case, is a crucial
fact of physics. Our case here is closely analogous to the relation between the classical
approximation to the squared angular momentum, `2, and the exact quantum result,
`(`+ 1) (see ref. [7] for an illustration).
4 Finite λn on the cylinder
Finding the general solution of (29) is in general a technically challenging task, but
symmetries can help tackle the difficulties. In the case at hand the relevant ones are
U(1) symmetry, rotational invariance and dilations. Starting with U(1), the conserva-
tion of the associated Noether current
jµ = φ¯∂µφ− φ∂µφ¯. (40)
provides powerful insight. The field insertions in (28) act as a source for the current
(40). Indeed, from the equations of motion (29) we get
∂µj
µ = nδ(d)(x− xi)− nδ(d)(x− xf ). (41)
We can then use Gauss law to determine the flux of the current through a sphere
centered at xi with radius r:∮
xi
dΩd−1 rd−1jµ(x)nµ(x) = n θ (|xf − xi| − r) , (42)
where nµ(x) is the unit vector orthogonal to the sphere at point x. Sufficiently close
to the point xi, i.e. for |x − xi|  |xf − xi|, we expect the solution of (29) to be
approximately spherically symmetric. In this regime, we then conclude from eq. (42)
that the current is given by
jµ(x) =
n
Ωd−1
(x− xi)µ
|x− xi|d
[
1 +O
( |x− xi|
|xf − xi|
)]
. (43)
6This expression was recently derived also in [9], where the authors considered the correlator in the λ→ 0
limit with λn2 fixed, clearly corresponding to small λn. This is just a particular limit of the general formula
(26), as our approach makes clear.
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This equation provides a simple constraint involving both φ and φ¯. Unfortunately it is
not enough to fix their coordinate dependence. In fact, even in the regime |x− xi| 
|xf − xi|, where spherical symmetry is expected, the radial dependence of the solution
is non-trivial, as one can convince oneself by making eq. (35) explicit. The origin
of such a complicated dependence is the lack of dilation invariance of generic λφ4 in
d-dimension. Notice, instead, that in the free case, where dilations are a symmetry,
the solution displays a simple scaling behaviour. Working in strictly d = 4, where φ4
is scale invariant is also not an option, because of the need for regulation7. We thus
conclude that the only way forward in order to more easily derive the solution is to
work directly at the Wilson-Fisher fixed point, where we can profit from the bonus of
scale invariance. That also matches well, and not unrelatedly, the fact that only at the
fixed point is the anomalous dimension a fully physical quantity.
4.1 Weyl map to the cylinder
The advantage of working at the fixed point is that we can exploit the power of con-
formal invariance. That allows to map our theory from the plane to the cylinder
Rd → R× Sd−1 , (44)
in such a way that the dilations on the plane are mapped to time translations on
the cylinder. Correspondingly, the spectrum of operator dimensions on the plane,
the eigenvalues of the dilation charge D, are mapped to the energy spectrum on the
cylinder, the eigenvalues of Hcyl. Our goal of computing the dimension of [φ
n] is thus
mapped into the computation of the energy of the corresponding state on the cylinder.
The advantage offered by this viewpoint is that time translations on the cylinder,
unlike dilations on the plane, are a symmetry also away from the fixed point. When
mapping our semiclassical computation to the cylinder, we will thus have an additional
symmetry controlling the classical solution, even away from criticality. In other words,
while, in the approach of the previous section, a simple scaling ansatz for the radial
dependence of the solution is inconsistent, given the lack of scale invariance in the
regulated theory, on the cylinder it is possible to consistently look for a solution that
is stationary in time. That enormously simplifies our task. Of course, we must stress
that this very non trivial simplification only works at the fixed point.
In what follows we briefly review the mapping of our computation to the cylinder.
A more detailed discussion of this subject, including the operator state correspondence,
can for instance be found in [10, 11].
Parametrizing Rd by polar coordinates (r,Ωd−1), where Ωd−1 collectively denotes
the coordinates on Sd−1, and R × Sd−1 by (τ,Ωd−1), the mapping is simply given by
r = Reτ/R with R the sphere radius. The cylinder metric is then related to the flat
one by a Weyl rescaling
ds2cyl = dτ
2 +R2dΩ2d−1 =
R2
r2
ds2flat . (45)
7If we contented ourselves with the leading semiclassical approximation we could work in d = 4 and
regulate φn by point splitting.
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The action of the theory on the cylinder reads8
Scyl =
∫
ddx
√
g
[
gµν∂µφ¯∂νφ+m
2φ¯φ+
λ0
4
(
φ¯φ
)2]
, (46)
where the mass term m2 =
(
d−2
2R
)2
arises from the R(g)φ¯φ coupling to the Ricci scalar
which is enforced by conformal invariance9 [12].
Weyl invariance10 at the fixed point ensures that the flat space theory (2) is equiva-
lent to the one on the cylinder described by (46). In particular, the two-point function
of a scalar primary operator O of scaling dimension ∆O and its conjugate on the
cylinder is related to the flat space one by [11, 10]
〈O†(xf )O(xi)〉cyl = |xf |∆O |xi|∆O〈O†(xf )O(xi)〉flat ≡ |xf |
∆O |xi|∆O
|xf − xi|2∆O . (47)
where in the last two equations xf,i are meant to represent the Cartesian coordinates
on the plane. We also assumed O to be canonically normalized. Now, the limit xi → 0
on the plane translates to τi → −∞ on the cylinder and the above equation becomes
〈O†(xf )O(xi)〉cyl τi→−∞= e−EO(τf−τi), EO = ∆O/R . (48)
More precisely one can check that the rate of approach to the above limiting result is
controlled by eτi/R. So that the above equation holds with exponential precision for
|τi/R|  1. By eq. (48) the action of O(xi) at τi → −∞ simply creates a state with
energy ∆O/R and carrying all the global quantum numbers of O. This is the operator
state correspondence, which greatly illuminates many aspects of conformal field theory
when viewed on the cylinder.
In the following, we shall consider O = φn, and O† = φ¯n, work only on R × Sd−1
and hence drop the subscript cyl. By the same argument as just above, the two-point
function 〈φ¯n(xf )φn(xi)〉, with τf,i = ±T/2, for T → ∞ directly yields the scaling
dimension ∆φn
〈φ¯n(xf )φn(xi)〉 T→∞= N e−EφnT , Eφn = ∆φn/R, (49)
where the (divergent) coefficient N is independent of T .
To compute the two point function we can then proceed with the methodology
discussed at the beginning of section 3. The result will have the structure of eq. (21).
Upon separating out the divergent and finite part of the λκ0Γκ’s, we will have a T
independent divergent piece determining the normalization factor N , while the T de-
pendent part will be finite when written in terms of λ(M) and linear in T for T  R.
The linearity in T will follow provided the solution is stationary in time, which it will
be, thanks to time translation invariance of the action regardless of the theory being
8From this point forward we will be working with canonically normalized fields.
9Hence, at the fixed point, m2 is not renormalized by loop effects.
10The Weyl anomaly does not affect correlation functions of local operators [11].
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at the fixed point. Similarly to eq. (26) we shall thus have
REφn =
1
λ0
e−1(λ0n, d) + e0(λ0n, d) + λ0e1(λ0n, d) + . . .
=
1
λ
e¯−1(λn,RM, d) + e¯0(λn,RM, d) + λe¯1(λn,RM, d) + . . . , (50)
where λ ≡ λ(M) and e¯k is defined from the ek’s analogously to Γ¯k in eq. (25). By
choosing λ = λ∗ the dependence on RM will have to drop by scale invariance giving a
result of the form
∆φn =
1
λ∗
∆−1(λ∗n) + ∆0(λ∗n) + λ∗∆1(λ∗n) + . . . . (51)
In the remaining sections of the paper we shall explicitly compute the leading semi-
classical contribution ∆−1 and the first quantum correction ∆0.
4.2 Leading order: ∆−1
In this section we compute the dimension ∆φn at the leading order in λ using the
operator state correspondence described above. More precisely, at this order, we shall
compute the dimension of the lowest dimension operator with charge n as a function
of λn. For sufficiently small λn, such operator of lowest dimension obviously coincides
with φn as shown by a perturbative analysis. Indeed, any other operator with charge n,
such as φn−2(x)(∂φ(x))2, clearly possesses a larger scaling dimension in the free limit,
and for small enough λn the ordering is not affected. Level crossing may in principle
occur at finite λn, but that would unavoidably be associated with a non-analyticity
in the dependence on λ∗n of the minimal dimension at fixed charge. The result we
shall obtain with our semiclassical method is however analytic at positive λ∗n and
matches the dimension of φn at small λ∗n. Thus we conclude our result represents the
dimension of φn at arbitrary λ∗n, justifying a posteriori our approach.
Having said that, we further proceed along the lines of [7]. Namely, we compute
the expectation of the evolution operator e−HT in an arbitrary state |ψn〉 with fixed
charge n. As long as there is an overlap between the state |ψn〉 and the lowest energy
state (with charge n), in the limit T →∞ the expectation gets saturated by the latter
〈ψn|e−HT |ψn〉 =
T→∞
N˜ e−EφnT . (52)
Now the choice of the state |ψn〉 is completely in our hands and we take it to be
|ψn〉 =
∫
Dα(~n) exp
[
i
n
Rd−1Ωd−1
∫
dΩd−1 α(~n)
]
|f, α(~n)〉, (53)
where ~n denotes collectively the coordinates on the d − 1 dimensional sphere and the
state |f, α(~n)〉 is the one with fixed values of the fields11 ρ(~n) = f and χ(~n) = α(~n)
defined as
φ =
ρ√
2
eiχ, φ¯ =
ρ√
2
e−iχ. (54)
11The fields are independent of τ as the state is defined in Schro¨dinger picture.
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The result for Eφn is independent of the constant value f , however, a specific choice,
that will be derived later, makes computations much simpler. Plugging (54) into (52)
and using the path integral representation for the evolution operator we obtain
〈ψn|e−HT |ψn〉 = Z−1
∫
DχiDχfe
−i n
Rd−1Ωd−1
[
∫
dΩd−1(χf−χi)]
∫ ρ=f, χ=χf
ρ=f, χ=χi
DρDχe−S ,
(55)
where we defined
Z =
∫
DφDφ¯ e−S , (56)
ensuring that the vacuum to vacuum amplitude is normalized to unity, 〈0|E−HT |0〉 = 1.
Using that the boundary conditions imply∫
dΩd−1(χf − χi) =
∫ T/2
−T/2
dτ
∫
dΩd−1χ˙ (57)
where χ˙ ≡ ∂τχ, eq. (55) can be rewritten as a finite time path integral with boundary
conditions only for ρ :
〈ψn|e−HT |ψn〉 = Z−1
∫ ρ=f
ρ=f
DρDχe−Seff , (58)
where the action on the right hand side is given by
Seff =
∫ T/2
−T/2
dτ
∫
dΩd−1
[
1
2
(∂ρ)2 +
1
2
ρ2(∂χ)2 +
m2
2
ρ2 +
λ0
16
ρ4 + i
n
Rd−1Ωd−1
χ˙
]
.
(59)
We can now perform the path integral in (58) via a saddle point approximation.
The variation of the action (59) provides the equations of motion for the fields
− ∂2ρ+ [(∂χ)2 +m2] ρ+ λ0
4
ρ3 = 0, i∂µ
(
ρ2gµν∂νχ
)
= 0, (60)
supplemented by the following condition which fixes the value of the charge
iρ2χ˙ =
n
Rd−1Ωd−1
. (61)
By a proper choice of the initial and final value ρi = ρf = f in the wave-function, the
stationary configuration for the action (59) takes the following simple form
ρ = f , χ = −iµτ + const. , (62)
where the constants f and µ are fixed by the first equation in (60) and by (61)
(µ2 −m2) = λ0
4
f2, µf2Rd−1Ωd−1 = n. (63)
Given the constraint f2 ≥ 0, imposed by the boundary condition ρi = ρf = f ∈ R,
these equations admit a unique solution for f2 and µ. On this profile χ is analytically
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continued to the complex plane (see the comments below (32)). Notice that the con-
dition f2 ≥ 0 implies that the solution for µ is discontinuous at λ0n = 0. This can be
seen easily substituting f2 ∝ n/µ in the first equation in (63):
µ(µ2 −m2) = λ0n
4Rd−1Ωd−1
with n/µ ≥ 0, (64)
where the last inequality follows from the reality condition on f . It is then obvious
that the, otherwise analytical, solution of (64) satisfies µ(λ0n) = −µ(−λ0n), implying
the existence of a discontinuity for λ0n → 0, where µ ' sgn(n) [m+O (λ0n)]. As
a consequence of the latter, also the scaling dimension ∆φn will be non-analytic at
λn = 0. This reflects the physical fact that the scaling dimension of φn and the
operator with opposite charge, φ¯n, are the same; as the expansion (12) contains odd
powers of n, the physical scaling dimension cannot be continuous at n = 0. In the
following, we implicitly consider only n > 0.
Physically, the solution (62) describes a superfluid12 phase [14], with homogeneous
charge density j0 = µf
2 and chemical potential given by µ. The action (59) evaluated
on such configuration provides the leading order value for the energy (50):
1
λ0
e−1(λ0n, d)
R
= Seff/T =
n
2
(
3
2
µ+
1
2
m2
µ
)
. (65)
Had we chosen ρi, ρf 6= f , ρ(τ) would have approached exponentially fast the value
ρ = f away from the boundaries. As a result, in the T →∞ limit the contribution of
the action growing linearly in time is independent of the precise value of the boundary
conditions for ρ.
To obtain the leading order ∆−1 in (51), we consider the classical value for the
chemical potential obtained from (63) setting λ0 = λ∗ and d = 4 everywhere else:
Rµ∗ =
31/3 +
[
9 λ∗n
(4pi)2
−
√
81 (λ∗n)
2
(4pi)4
− 3
]2/3
32/3
[
9 λ∗n
(4pi)2
−
√
81 (λ∗n)
2
(4pi)4
− 3
]1/3 . (66)
Taking the complex conjugate of this expression, one can check that Rµ∗ is real for
λ∗n ≥ 0. Plugging in (65) and taking m = 1/R we conclude that the classical contri-
bution to the scaling dimension is
1
λ∗
∆−1 = nF0 (λ∗n) , (67)
12This means that there is a linear combination of U(1) transformations and time (τ) translations which
leaves invariant the configuration (62) [13].
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where the function F0 reads:
F0(16pi
2x) =
3
[
9x−√81x2 − 3
]1/3
+ 32/3
[
9x−√81x2 − 3
]
[(
9x−√81x2 − 3
)2/3
+ 31/3
]2
+
9× 31/3x
[
9x−√81x2 − 3
]2/3
2
[(
9x−√81x2 − 3
)2/3
+ 31/3
]2 . (68)
Though not obvious, for x > 0 this is a real and positive function, which grows mono-
tonically with x. Remarkably, eq. (67) explicitly resums the contribution of infinitely
many Feynman diagrams.
The form of the result becomes particularly simple (and interesting) in the two
extreme regimes, λ∗n (4pi)2 and λ∗n (4pi)2, where eq. (67) reads
∆−1
λ∗
=

n
[
1 +
1
2
(
λ∗n
16pi2
)
− 1
2
(
λ∗n
16pi2
)2
+O
(
(λ∗n)3
(4pi)6
)]
, for λ∗n (4pi)2,
8pi2
λ∗
[
3
4
(
λ∗n
8pi2
)4/3
+
1
2
(
λ∗n
8pi2
)2/3
+O (1)
]
, for λ∗n (4pi)2.
(69)
The first line of (69) reproduces the result (15) up to higher orders and thus provides
a non trivial check of our approach. Notice that the agreement is independent of the
precise value of λ∗, since at tree-level the Lagrangian (2) is Weyl invariant for every
value of the coupling and the theory can be safely mapped to the cylinder through
a change of coordinates and a field redefinition. In the opposite regime, the result is
organized as an expansion in powers of (λ∗n)2/3, in agreement with the predictions of
the large charge expansion in CFT [6, 7].
The parameter which marks the difference between the two regimes is the chemical
potential µ∗, since, as we will see explicitly in the next section, the latter controls the
gap of the radial mode. For small λ∗n the chemical potential, is of order of R−1, while
in the opposite regime its value is proportional to j
1/3
0  R−1. In this regime, the fact
that the leading contribution in the second line of (69) scales as (λ∗n)4/3/R ∼ j4/30 R3
follows just from dimensional analysis [6].
4.3 One-loop correction: ∆0
Let us now compute the first subleading correction ∆0. To this aim we expand the
fields around the saddle point configuration:
ρ(x) = f + r(x), χ(x) = −iµτ + 1
f
√
2
pi(x). (70)
The action (59) at quadratic order in the fluctuations reads
S(2) =
∫ T/2
−T/2
dτ
∫
dΩd−1
[
1
2
(∂r)2 +
1
2
(∂pi)2 − 2iµ r∂τpi + (µ2 −m2)r2
]
. (71)
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This action describes a gapped and a gapless mode, with dispersion relations given by
ω2±(`) = J
2
` + 3µ
2 −m2 ±
√
4J2` µ
2 + (3µ2 −m2)2, (72)
where J2` = `(` + d − 2)/R2 is the eigenvalue of the Laplacian on the sphere. The
gapless mode is the Goldstone boson for the spontaneously broken U(1) symmetry.
The gap of the first mode is:
ω2+(0) = 6µ
2 − 2m2. (73)
Notice also that the ` = 1 excitation of the gapless mode has unit energy, ω−(1) = 1/R
and corresponds to a descendant state.
As anticipated, in the large λn limit the gap of the radial mode grows as (λn)1/3/R.
Henceforth, in this regime we can integrate out this mode and the lightest states at
charge n are described by an effective theory for the Goldstone mode only. The form
of the effective theory was used in [6, 7] to study the spectrum at large charge in a
generic U(1) invariant CFT and derive the form of the expansion in the second line of
(69). In this regime, the squared sound speed of the Goldstone mode, given by(
dω2−
dJ2`
)
`=0
=
µ2 −m2
3µ2 −m2 , (74)
approaches the value 1/3 dictated by scale invariance in a fluid.
To extract the first correction to the energy (50) we consider the one-loop expression
for the path-integral (58):
〈ψn|e−HT |ψn〉 = e−
e−1(λ0n,d)T
λ0R
∫ DrDpi exp [−S(2)]∫ DφDφ¯ exp [− ∫ T/2−T/2 (∂φ∂φ¯+m2φφ¯)]
= N˜ exp
{
−
[
1
λ0
e−1(λ0n, d) + e0(λ0n, d)
]
T
R
}
, (75)
where the normalization factor N˜ is T -independent. The latter contains a factor λ−1/20
coming form the integration over the zero mode (see the comments below (20)). The
denominator in the first line of (75) arises from the normalization factor (56). In
the second line, the correction to the energy arises from the fluctuation determinant
of the Gaussian integrals in the numerator and the denominator. It can be written
explicitly in terms of the expressions (72) and the formula for the free dispersion relation
ω20(`) = J
2
` +m
2 =
(
`+ d−22
)2
/R2:
T
e0
R
= log
√
detS(2)
det (−∂2τ −∆Sd−1 +m2)
=
T
2
∞∑
`=0
n`
∫
dω
2pi
log
[
ω2 + ω2−(`)
] [
ω2 + ω2−(`)
][
ω2 + ω20(`)
]2
=
T
2
∞∑
`=0
n` [ω+(`) + ω−(`)− 2ω0(`)] , (76)
where n` is the multiplicity of the Laplacian on the (d− 1)-dimensional sphere:
n` =
(2`+ d− 2)Γ(`+ d− 2)
Γ(`+ 1)Γ(d− 1) . (77)
19
In d = 4 the multiplicity is n` = (1 + `)
2. In dimensional regularization, we can use
the following identities which hold for sufficiently negative d
∞∑
`=0
n` =
∞∑
`=0
n` ` = 0 =⇒
∞∑
`=0
n` ω0(`) = 0. (78)
Finally we formally find the second term in the expansion (50) as a sum of zero point
energies, as it could have been intuitively expected:
e0(λ0n, d) =
R
2
∞∑
`=0
n` [ω+(`) + ω−(`)] . (79)
We can now compute the leading correction to the scaling dimension (51). The
details of the calculation are given in the appendix B.1. The result is formally written
in terms of the classical value of the chemical potential (66) and a convergent infinite
sum:
∆0 = −15µ
4∗R4 + 6µ2∗R2 − 5
16
+
1
2
∞∑
`=1
σ(`) +
√
3µ2∗R2 − 1√
2
, (80)
where σ(`) is obtained by subtracting the divergent piece from the summand in (79)
σ(`) = (1 + `)2R
[
ω∗+(`) + ω
∗
−(`)
]− 2`3− 6`2− (2µ2∗R2 + 4) `− 2R2µ2∗+ 5 (µ2∗R2 − 1)24` .
(81)
As in equation (66), the star stresses that all quantities are evaluated setting λ0 = λ∗
and d = 4 everywhere else.
In the small λ∗n limit, we can compute the sum in (80) analytically and we find
∆0 = − 3λ∗n
(4pi)2
+
λ2∗n2
2(4pi)4
+O
(
λ3∗n3
(4pi)6
)
. (82)
Summing this to the leading order result (69) and recalling the relation between the
coupling and the number of space dimensions (8), we determine ∆φn as:
∆φn = n
(
d
2
− 1
)
+
ε
10
n(n− 1)− ε
2
50
n(n2 − 4n) +O (ε2n, ε3n4) . (83)
This is in perfect agreement with the diagrammatic calculation in eq. (16).
In the large λ∗n limit the result (80) develops a contribution proportional to
log(λ∗n), which arises from the divergent tail of the sum in (79). As in (69), the
result can be expanded in powers of (λ∗n)2/3 and reads:
∆0 =
[
α+
5
24
log
(
λ∗n
8pi2
)](
λ∗n
8pi2
)4/3
+
[
β − 5
36
log
(
λ∗n
8pi2
)](
λ∗n
8pi2
)2/3
+O(1), (84)
where the coefficients α and β are
α = −0.5753315(3), β = −0.93715(9). (85)
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The logarithmic terms are computed analytically, while the coefficients α and β follow
from a numerical fit. Details of the calculation are given in the appendix B.2. The
structure of the result (84) is in agreement with the expected form of the large charge
expansion in d dimensions. This is evident summing (84) to the leading order in (69)
and writing the result in the form
∆φn =
1
ε
(
2
5
εn
) 4−ε
3−ε
[
15
8
+ ε
(
α+
3
8
)
+O (ε2)]
+
1
ε
(
2
5
εn
) 2−ε
3−ε
[
5
4
+ ε
(
β − 1
4
)
+O (ε2)]+O ((εn)0) . (86)
The change in the exponents of the (εn) terms with respect to the leading order (69)
account for the logarithms in (84). Recalling that d = 4 − ε, eq. (86) is clearly in
agreement with the structure predicted in [6, 7], which is:
∆n = n
d
d−1
[
c0(d) + c1(d)n
− 2
d−1 + c2(d)n
− 4
d−1 + . . .
]
+ n0
[
b0(d) + b1(d)n
− 2
d−1 + . . .
]
.
(87)
From the point of view of the large charge EFT, the first term is a purely classical
contribution, while the second term is the one-loop Casimir energy of the Goldstone
mode13. We have checked that the coefficients of the logarithms multiplied by sub-
leading powers of (λ∗n) ensure the agreement between our result and the predicted
structure (87) also in the subleading orders in n. The large λ∗n expansion of the clas-
sical result determines the coefficients ci(d) at leading order, while eq. (86) determines
c0(d) and c1(d) to order O (ε). Even though we computed also the coefficient of the
(λ∗n)0 term in (84) (see eq. (122)), in the expansion of (87) for d = 4−ε to first order,
we cannot disentangle the first correction in ε to c2(d) and the leading order value of
b0(d) (which is zero at tree-level).
5 Discussion
5.1 Large order behavior
Expanding all functions ∆` in a power series in λ∗n
∆` =
∑
k
f`,k(λ∗n)k, (88)
it naively seems that the anomalous dimension (51) has, at fixed order in the semiclas-
sical expansion, contributions from arbitrarily large powers of n. This, however, does
not match the diagrammatic computation which is valid for small λ∗n but virtually
large n. Indeed, beyond order bn/2c in the ordinary loop expansion the operator φn
does not have enough free legs to provide terms with higher and higher powers of n.
13In non-even dimensions, this term is independent of the Wilson coefficients of the EFT and is hence
universal [6]; for instance, b0(3) ' −0.937.
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To understand what happens from the semiclassical perspective, we can compare
contributions to the anomalous dimension that are of the same order in λ∗ but which
come from different orders in the semiclassical expansion. For instance we can consider
∆` and ∆`+1. The contributions of the same order in λ∗ are controlled by λ`+k∗ f`,knk
and λ`+k∗ f`+1,k−1nk−1 respectively. Therefore, if
f`+1,k−1
f`,k
∼ k, (89)
there can be a potential cancellation at order k ∼ n, thus resulting in the correct
behavior of the anomalous dimensions for k beyond roughly bn/2c. We checked that
this is precisely what happens for f−1,k and f0,k−1.
5.2 Boosting diagrammatic loop calculations
At the Wilson-Fisher fixed point, the expansion in (12) for the anomalous dimension
of φn, valid for small εn, is written as
γφn = n
∑
`=1
ε`P`(n), (90)
Hence, at any fixed order ` in (90) there are ` independent coefficients to be deter-
mined. We can thus take advantage of existing results in the literature, as well as of
the small λ∗n expansion of our results (67) and (80), to fix some or all of them. The
anomalous dimensions of φ, φ2 and φ4 are known to order ε5 with analytical coeffi-
cients [15, 16], while the anomalous dimension of φ3 is known to the same order with
numerical coefficients [17]. These results then provide four constraints on each of the
first five orders in (90) and are enough to fix all the coefficients in P1(n), P2(n) and
P3(n). Furthermore, expanding the results (67) and (80) derived in this paper to order
O(ε5n5), we have a total of six constraints on each of the first five orders in (90). This
clearly fully fixes the form of the five polynomials P1(n), P2(n), . . . , P5(n). The form
of the first two was given in (15), while the others read
P3(n) =
n3
125
+
n2 [16ζ(3)− 29]
500
+
n [599− 672ζ(3)]
5000
+
[1024ζ(3)− 603]
10000
, (91)
P4(n) =− 21n
4
5000
+
n3 [214− 77ζ(3)− 80ζ(5)]
5000
+
n2
[
66336ζ(3) + 160pi4 − 89491]
600000
+
n
[
41073− 45864ζ(3) + 46720ζ(5)− 224pi4]
200000
(92)
+
75888ζ(3)− 130560ζ(5) + 512pi4 − 53717
600000
,
P5(n) =
n58
3125
+
n4 [476ζ(3) + 480ζ(5) + 448ζ(7)− 1683]
50000
+ 0.00093n3 − 0.01067n2 − 0.2460n+ 0.2680. (93)
We checked that P3(n) agrees both with the previous literature and our results, provid-
ing another non trivial check of our approach. The polynomial P4(n) was determined
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c3/2 c1/2
Monte-Carlo [18] 0.337(3) 0.27(4)
ε-expansion: LO 0.47 0.79
ε-expansion: NLO 0.42 0.04
Table 1: Comparison of the Monte-Carlo result in [18] with the ε-expansion; we display both
the leading order (LO) result as well as the next to leading order (NLO).
using our results and those in the literature for φ, φ2 and φ4; we checked that it agrees
numerically within 10% level with the coefficient reported in [17] for φ3. We do not
know if this discrepancy is due to the numerical uncertainty of this result, as the latter
is not reported in [17]. For the same reason, we cannot quote the uncertainty on the
last four coefficients of P5(n).
5.3 Comparison with Monte-Carlo results at large charge
We can compare our result in the large (λ∗n) limit, given by (86) in the first two
leading orders, with the recent results of Monte-Carlo lattice simulations of the three-
dimensional O(2) model [18]. There, the authors computed the scaling dimensions of
the lightest charge n operator for various values of n and compared their result with
the predicted form (87), which in d = 3 reads:
∆n ' c3/2n3/2 + c1/2n1/2 − 0.0937 + c−1/2n−1/2 +O
(
n−1
)
. (94)
The authors there determined the coefficients c3/2 and c1/2 fitting the result of the
lattice computation.
We compared the coefficients they obtained with those which follow from (86)
putting ε = 1. The results are displayed in the table 1. Using the next to leading
order contribution as an estimate of the error, the result for c3/2 is roughly within two
standard deviations from the Monte-Carlo result, while for c1/2 the error is as big as
the leading order, making a quantitative analysis impossible. It is however interesting
to notice that for both coefficients the next to leading order values are closer than the
leading order ones to the results obtained by the Monte-Carlo. It would be interesting
to compute the two-loop order result to explore the convergence properties of the
expansion.
6 Outlook
In this paper we illustrated a situation where amplitudes involving a large number n of
legs can be reliably computed through a systematic semiclassical expansion. That the
large number of legs be related to a large conserved charge was essential to achieve our
goal, but also the specialization to a conformally invariant fixed point made the task
technically easier. The main results, obtained in the context of the U(1) Wilson-Fisher
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fixed point, were already illustrated in the introduction and we will not repeat them
here. Instead we would here like to provide a perspective on future research.
The most obvious extension concerns the application of our method to different
models. The U(1) model with sextic interaction λφ¯3φ3 expanded around d = 3 allows
the most direct generalization. We have already significantly progressed in that study
and a paper will appear shortly. With respect to the quartic case, the most interesting
novelty of the sextic case is that the β-function of λ arises at 2-loops, so that the model
is conformally invariant up to 1-loop in exactly d = 3. That allows to compare the
semiclassical and diagrammatic computations at their respective 1-loop orders while
working in exactly d = 3. One thus obtains a nice diagrammatic check of the Casimir
contribution to the operator dimension at large charge derived using the universal
superfluid description in [6, 19, 7]. Another direction to explore, concerns Wilson-Fisher
fixed points in models with non-abelian symmetry, like the O(n) model. That will
allow to study the patterns of symmetry breaking induced by the choice of the Cartan
charges, again illuminating the more general, but abstract, work in refs [7, 20, 21]
While most of the above are low hanging fruits, there are also structural questions
whose study is possibly more technically involved. One concerns the spectrum of nearby
operators with the same charge. For instance operators with two more additional
derivatives like φn−2∂µφ∂µφ or φn−2∂µφ∂νφ. These, along the lines drawn by the
refs [6, 7], will be associated with the Fock space of excitations around the leading
semiclassical solution. The novelty with respect to refs [6, 7] is here the presence of the
parameter λ∗n, which controls the transition from the small to the large charge regime,
and, relatedly, the presence of the mode associated to the radial variable ρ. In fact λn
precisely controls the mass of this excitation and the transition to the pure superfluid
regime λn 1 where it is superheavy. The resulting spectrum as a function of λn will
thus provide a closed form description of the transition, which we already mentioned
resembles the small to large ’t Hooft coupling transition in the AdS/CFT description
of N = 4 SYM.
Finally, another obvious, if perhaps technically involved problem, is the computa-
tion of 3-point functions, which would extend control to the full set of CFT data. In
principle, given our control of the full theory, we should also be able to compute cor-
relators of the form 〈φ¯n1+n2φn1φn2〉 with n1,2 large. The computation of this quantity
would require to find the stationary solution in the presence of insertions of the terms
log ρ in the path integral exponent. There should be no way to bypass this as we did
in this paper for the computation of the operator dimension. The result may require a
numerical analysis, but we have not yet investigated it.
More directions may later appear, but the avenue indicated by our paper seems
promising already at this stage.
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A Diagrammatic two loop computation in λ|φ|4
In this section we compute the anomalous dimension of the [φn] operator to two loop
via diagrammatic techniques. For simplicity, we work in momentum space and we
consider an insertion of the operator φn within n equal incoming momenta p. We want
to compute, according to the definitions (3),(9):
〈φnφ¯(p)φ¯(p) . . . φ¯(p)〉 = ZφnZnφ 〈[φn] [φ¯](p) [φ¯](p) . . . [φ¯](p)〉 (95)
and find the right renormalization constant Zφn such that 〈[φn] [φ¯](p) [φ¯](p) . . . [φ¯](p)〉
is finite in the minimal subtraction (MS) scheme. At two loop Zφ is [15]
Zφ = 1− λ
2
(16pi2)28ε
+O(λ3). (96)
We work within renormalized perturbation theory, the Feynman rules are:
p
=
1
p2
= − λ = − δλ (97)
where δλ =
5λ2
16pi2ε
is the coupling counterterm at one loop in MS [15]. The φn operator
will be represented by a crossed vertex and normalized to
= 1. (98)
All diagrams to two loop are displayed in figure 2. We don’t represent the incoming
lines if they are directly connected to the φn operator, only those connected to other
vertices are shown.
The one loop diagram is:
(a) =
n(n− 1)
2
1
2
(−λ)
∫
ddk
(2pi)d
1
k2
1
(k + 2p)2
= − λ
16pi2
n(n− 1)
4
(
2
ε
+ 2− γ + log
(
piM2
p2
))
+O(ε)
(99)
where in the first line, the first factor n(n−1)2 indicates the number of ways the external
momenta can be connected to form this diagram: one has to chose 2 momenta among
n. The next factor 12 is the usual symmetry factor, then comes the vertex, and finally
the loop integral. In the result, M is the scale introduced in (3).
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k + 2p
k
p
p
(a)
k + l + p
l
k
k − 2p
p
p
p
(b)
k + 2p
k
l k + l + p
p
p
(c)
l + 2p k + 2p
k
p
p
l
p
p
(d)
k + 2p
k
p
p
l + 2p
l
(e)
p
k + l + pp
l
k
(f)
k + 2p
k
p
p
(g)
Figure 2: Feynman diagrams that contribute at two-loops.
Six diagrams have to be computed at two loop level. We need only the divergent
piece of these diagrams. The procedure to compute the first two diagrams is described
in [22]. The last diagram includes the one loop counterterm δλ.
(b) =
n(n− 1)(n− 2)
2
1
2
(−λ)2
∫
ddk
(2pi)d
∫
ddl
(2pi)d
1
k2
1
(k − 2p)2
1
l2
1
(k + l + p)2
=
λ2
(16pi2)2
n(n− 1)(n− 2)
4
 2
ε2
+
5− 2γ + 2 log
(
piM2
p2
)
ε
+O(ε0) (100)
(c) =
n(n− 1)
2
(−λ)2
∫
ddk
(2pi)d
∫
ddl
(2pi)d
1
k2
1
(k + 2p)2
1
l2
1
(k + l + p)2
=
λ2
(16pi2)2
n(n− 1)
2
 2
ε2
+
5− 2γ + 2 log
(
piM2
p2
)
ε
+O(ε0) (101)
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(d) =
n(n− 1)(n− 2)(n− 3)
8
1
4
(−λ)2
(∫
ddk
(2pi)d
1
k2
1
(k + 2p)2
)2
=
λ2
(16pi2)2
n(n− 1)(n− 2)(n− 3)
8
 1
ε2
+
2− γ + log
(
piM2
p2
)
ε
+O(ε0)(102)
(e) =
n(n− 1)
2
1
4
(−λ)2
(∫
ddk
(2pi)d
1
k2
1
(k + 2p)2
)2
=
λ2
(16pi2)2
n(n− 1)
2
 1
ε2
+
2− γ + log
(
piM2
p2
)
ε
+O(ε0) (103)
(f) = n
1
2
(−λ)2 1
p2
∫
ddk
(2pi)d
∫
ddl
(2pi)d
1
k2
1
l2
1
(k + l + p)2
= − λ
2
(16pi2)2
n
4ε
+O(ε0) (104)
(g) =
n(n− 1)
2
1
2
(−δλ)
∫
ddk
(2pi)d
1
k2
1
(k + 2p)2
= − λ
2
(16pi2)2
5n(n− 1)
4
 2
ε2
+
2− γ + log
(
piM2
p2
)
ε
+O(ε0) (105)
Summing all contributions we get:
(98)+(99) + (100) + (101) + (102) + (103) + (104) + (105)
=
(
1− λn(n− 1)
(16pi2)2ε
+
λ2
(16pi2)2
(
n4 − 2n3 − 9n2 + 10n
8ε2
+
n3 − n2 − n
4ε
))
×
1− λn(n− 1)
(
2− γ + log
(
piM2
p2
))
4(16pi2)
+O(ε, λ2ε0)
(106)
where the result, following (95), has been factored as ZφnZ
n
φ , which contains only poles
according to MS prescription, times the finite value of 〈[φn] [φ¯](p) [φ¯](p) . . . [φ¯](p)〉. This
lets us compute the renormalization factor Zφn using (96):
Zφn = 1− λn(n− 1)
(16pi2)2ε
+
λ2
(16pi2)2
(
n4 − 2n3 − 9n2 + 10n
8ε2
+
2n3 − 2n2 − n
8ε
)
.
The anomalous dimension γφn is computed using (10) and yields (15).
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B Details of the one loop computation on the
cylinder
B.1 Next to leading order corrections for generic λn
Here we discuss the derivation of (80) from (65). To this aim, we first compute e¯0
expanding the first line in (50) from the expression of the bare coupling (5):
e¯0(λn,RM, d) = e0(λn, d) +
{
5
8
(µ2R2 − 1)2
[
1
ε
− log(MR˜)
]
+
1
16
(µ2R2 + 3)(µ2R2 − 1) +O(ε)
}
λ0=λ
, (107)
where we defined R˜ ≡ √pieγ/2R and we used the equations of motion (63) to expand
the leading order in the coupling:
∂
∂λ0
[
e−1(λ0n, d)
λ0R
]
=
Rd−1Ωd−1f4
16
. (108)
To compute ∆0 in (51), we need to evaluate (107) in d = 4 and add the expansion of
the leading order e¯−1/λ to first order in ε (at fixed coupling)
∆0 =
{
e¯0(λn,RM, 4) +
∂
∂ε
[
1
λ
e¯−1(λn,RM, 4− ε)
]
ε=0
}
λ=λ∗
=
{
lim
ε→0
[
R
2
∞∑
`=0
n` [ω+(`) + ω−(`)] +
5
8ε
(µ2R2 − 1)2
]}
λ0=λ∗
(109)
where the limit ε→ 0 is taken at λ0 fixed, we used eq. (8) and
1
λ
e¯−1(λn,RM, 4− ε) = 1
λM ε
e−1(λnM ε, 4− ε). (110)
As anticipated, at the fixed point the dependence on the sliding scale drops.
To proceed, we need to isolate the divergent contribution in the sum in eq. (109).
We use the `→∞ expansion of the summand
n` [ω+(`) + ω−(`)] ∼
∞∑
n=1
cn`
d−n. (111)
The first five terms provide a divergent contribution in d = 4. The expansion in 4− ε
dimensions of the coefficients is
c1 =
2
R
+O (ε) , c2 = 6
R
+O (ε) , c3 = 2µ2R+ 4
R
+O (ε) , c4 = 2µ2R+O (ε) ,
c5 = −
5
(
µ2R2 − 1)2
4R
+ ε
[
−225µ4R4 + 50µ2R2 + 150γ (µ2R2 − 1)2 + 113]
120R
+O (ε2) .
(112)
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We can now rewrite the sum isolating explicitly the divergent contribution as
1
2
∞∑
`=0
n` [ω+(`) + ω−(`)] =
1
2
5∑
n=1
cn
∞∑
`=1
`d−n +
1
2
∞∑
`=1
σ¯(`) +
1
2
ω+(0), (113)
where σ¯(`) is defined subtracting the first five terms in (111) from the original sum-
mand,
σ¯(`) = n` [ω+(`) + ω−(`)]−
5∑
n=1
cn`
d−n, (114)
and we used that ω−(0) = 0. From (111) we see that the sum over σ¯(`) is convergent
and can be evaluated directly in d = 4. The first terms provide a divergent contribution
which can be computed using
∑∞
`=1 `
x = ζ(−x) and recalling ζ(1− ε) ∼ −1/ε:
1
2
5∑
n=1
cn
∞∑
`=1
`d−n = −5
(
µ2R2 − 1)2
8Rε
− 15µ
4R4 − 6µ2R2 + 7
16R
. (115)
Using eq.s (113) and (115) in (109), we obtain the result in the main text (80).
B.2 Next to leading order corrections for large λn
Here we discuss the derivation of the result (84). To this aim, it is convenient to start
from eq. (109), derived in the previous appendix. We denote the summand in (79)
with the bare coupling replaced by the renormalized one as
s(`, d) ≡ n`R [ω+(`) + ω−(`)]λ0=λ . (116)
We then separate the sum over s(`, d) into two terms introducing a cutoff ARµ, where
A & 1 is an arbitrary number such that ARµ∗ is an integer:
1
2
∞∑
`=0
s(`, d) =
1
2
ARµ∑
`=0
s(`, d) +
1
2
∞∑
ARµ+1
s(`, d). (117)
We can approximate the second sum using the Euler-Maclaurin formula:
∞∑
ARµ+1
s(`, d) '
∫ ∞
ARµ
d`s(`, d)− s(ARµ, 4)
2
−
N1∑
k=1
B2k
(2k)!
s(2k+1)(ARµ, 4) +O(ε), (118)
where B2k are the Bernoulli numbers and N1 is an integer. As s
(k)(ARµ) ∼ (ARµ)1−k
and B2k(2k)! approaches zero exponentially fast as k grows, the error we make in (118)
can be made arbitrarily small increasing N1. The integral in (118) is approximately
evaluated using the expansion (111) truncated after N2 terms, giving
1
2
∫ ∞
ARµ
d`s(`, d) ' 1
2
(ARµ)d
N2∑
n=1
cn
(ARµ)n−1(n− 1− d)
≡ −5
(
µ2R2 − 1)2
8 ε
+
5
8
(
R2µ2 − 1)2 log(Rµ) + fN2,A(Rµ) +O(ε),
(119)
29
where f is a regular function of Rµ. As before, increasing N2 we can improve at will
the precision of our calculation for A & 1. Using (109) we then conclude
∆0 =
5
8
(
R2µ2∗ − 1
)2
log(Rµ∗) + F (Rµ∗), (120)
where the function F (Rµ∗) can be computed from
F (Rµ∗) ' fN2,A(Rµ∗)−
s(ARµ∗)
2
+
[
1
2
ARµ∗∑
`=0
s(`, 4)−
N1∑
k=1
B2k
(2k)!
s(2k+1)(ARµ∗)
]
µ=µ∗
.
(121)
The function F (Rµ∗) can now be evaluated numerically and then fitted to the
expected functional form, estimating the error from the first subleading terms neglected
in the sums in (118) and (119). Using N1 = 4, N2 = 10 and A = 10, we evaluated
(121) for Rµ∗ = 11, 12, . . . 210. The result was fitted with an expansion in (Rµ∗)−2,
starting from (Rµ∗)4, with four parameters14. The first three terms read:
F (Rµ∗) = −2.01444683(3)(Rµ∗)4 +2.49986(9)(Rµ∗)2−0.55(4)+O
(
(Rµ∗)−2
)
. (122)
We have also verified that the coefficients of (Rµ∗), (Rµ∗)3, (Rµ∗)4 log(Rµ∗) and
(Rµ∗)2 log(Rµ∗) are compatible with zero if included, individually or in combination,
in the fit of the function in (121). Notice that the functional form (122) agrees with
(87) for d = 4 after expanding Rµ∗ in terms of (λ∗n)2/3.
The expansion of the first term in (120) produces logarithms of λ∗n:
5
8
(
R2µ2∗ − 1
)2
log(Rµ∗) =5
(
(λ∗n)4/3
384pi8/3
− (λ∗n)
2/3
144pi4/3
+
1
72
)
log
(
λ∗n
8pi2
)
+
5
288
(
3(λ∗n)2/3
pi4/3
− 10
)
+O
((
λ∗n
16pi2
)−2/3)
.
(123)
As explained in the main text, the coefficients of the logarithms ensure that the one-
loop result takes the form predicted by the large charge CFT predictions. Assuming
that F (Rµ∗) contains only powers of Rµ∗ (as we checked in (122)), one can verify that
this is true for all the subleading orders in (λ∗n) as well. Summing (122) and (123)
and expanding (Rµ∗)2 in powers of (λ∗n)2/3, we obtain the result stated in the main
text.
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