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Abstract
In this thesis, we deal with rainbow colorings of graphs. We engage not with the
rainbow connection number but with counting of rainbow colorings in graphs with k
colors. We introduce the rainbow polynomial and prove some results for some special
graph classes. Furthermore, we obtain bounds for the rainbow polynomial.
In addition, we define some edge colorings related to the rainbow coloring, like the
s-rainbow coloring and the 2-rainbow coloring. For this edge colorings, polynomials
are defined and we prove some basic properties for this polynomials and present some
formulas for the calculation in special graph classes.
In addition, we consider in this thesis counting problems related to the rainbow coloring
like rainbow pairs and rainbow dependent sets. We introduce polynomials for this
counting problems and present some general properties and formulas for special graph
classes.
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11. Introduction
1.1. Technical Background
An ad-hoc network which is also called Mobile Ad-hoc Network (MANET) consists
of several mobile vertices, called hosts, which are connected wireless [MM04, p. 299].
As this vertices are both hosts and router the ad-hoc networks require no further
infrastructure elements [Mau03, p. 196].
The vertices can move arbitrarily and with different speeds [MM04, p. 299]. Two
vertices can communicate with each other if each is in the range of the other. Through
the mobility of the vertices, the topology of the ad-hoc network changes constantly in
subject to the speed of the vertices.
There are different applications for ad-hoc networks due to the missing infrastructure.
One important application is the communication in disaster areas where the infrastruc-
ture is destroyed. A further typical application is the communication in the automotive
industry, especially the communication between vehicles. The exchange of information
between the vehicles can make for avoidance of accidents as following vehicles know
that they come into dangerous situations and can react by themselves. But the ad-hoc
networks are not only usable in road safety. It is also possible to collect data of the
vehicles and to design a flexible routing which implies high traffic volume.
In the last years, autonomous cars became more important in research and in the
public. Problems (and their solutions) which are often mentioned include the detection
of road users and obstacles or the identification of traffic routing and episodes. The
communication between cars is tightly linked with the autonomous car driving.
By creating communication networks with other road users, the vehicles are able to
exchange information about traffic volume, obstacles and accidents which can restrain
the traffic flow. Using this information, each vehicle can calculate a personal route that
is minimally effected by any kind of obstacles. Furthermore, vehicles can warn other
cars in their near surroundings if they had to break or if there is a dangerous place,
for example black ice. Thus, accidents can be avoided or, if this not possible anymore,
the consequences can be reduced.
The data exchange between vehicles is called Car to Car Communication (C2C). The
data is collected in the Road-Side-Units (RSU), which are installed at the roadside.
The communication between this infrastructure and the vehicles is referred to as Car
to Infrastructure Communication (C2I). The complete data exchange where the cars
are involved in is called Car to X Communication (C2X). The properties and the ar-
chitecture of the C2X Communication were introduced in 2007 by the CAR 2 CAR
Communication Consortium (C2C-CC) which is a “nonprofit, industry driven organ-
isation initiated by European vehicle manufacturers” [Pro13b]. In addition to well-
known automobile manufacturers like Audi, BMW or Volkswagen there are also in-
cluded some institutions and companies from development and industry, for example
Bosch, Siemens, Fraunhofer or Technical University of Munich. All partners and mem-
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Fig. 1.1.: A network created by C2C-Communication and the corresponding graph.
bers of the C2C-CC are listed in [Pro13a]. For the communication between cars, which
is executed by WLAN, a new WLAN standard 802.11p has been defined by IEEE in
2010 [IEE10].
The network created by the cars can be depicted as a graph where the cars are repre-
sented by vertices and the connections between the cars by edges. The properties of the
car network and the characteristics of the transmission of messages can be simulated
by the so-called rainbow coloring of graphs. In Figure 1.1 (left side), a network created
by cars is pictured. The integers assigned to the edges correspond to the time inter-
val in which the edges exist, which means the period of time where communication is
possible. Each integer can be assigned to a unique color, which yields a colored graph
(Figure 1.1, right side).
If a car wants to send a message to another car, these two cars have to be connected
by consecutive edges. As we defined that the colors of the edges represent the time
slots where the edges are active, we need a path such that the consecutive edges are
active at different (ascending) time slots. So, all of the edges of this path have to be
different time slots and thus different colors, which yields a rainbow path.
The rainbow coloring of graphs was first introduced by Chartrand et al. in 2008
[Cha+08]. Some bounds for the rainbow connection number were presented by Caro
et al. in the same year [Car+08]. Chakraborty et al. first presented some results
relating to the complexity of the rainbow connection number in 2009 [Cha+09]. In
the following years there were published several papers dealing with bounds of the
rainbow connection number for graphs with special conditions (for example [Cha+10],
[KS11], [LS11], [Sch09] and [Sch11]) and with the hardness of calculating the rainbow
connection number (for example [Cha+11]). A good summary on the results for the
rainbow connection number is given in [LSS13]. In 2013, Nuriyeva et al. introduced
the rainbow vertex-connection number [NUK13].
This thesis does not deal with the rainbow connection number but with some ways of
finding the number of rainbow colorings in graphs.
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1.2. Own Publications
Some of the results presented in this thesis are already published:
 S. Kischnick, P. Tittmann. Broadcast in Wireless Ad-hoc Networks. Scientific
Reports. E-Mobility and Reliability in Communication Networks, Nr. 1, 2015.
 C. Bausch, S. Kahl and S. Kischnick. Sharing Data in Vehicular Ad-hoc Networks.
Scientific Reports. E-Mobility and Reliability in Communication Networks, Nr.
1, 2015.
 M. Dod, S. Kischnick, P. Tittmann. Rainbow Partitions and Rainbow Polynomial.
Congressus Numerantium 227 (2016), pp. 241-255.
 S. Kischnick, P. Tittmann. Structural Importance and Local Importance in Net-
work Reliability. In: Graph-Based Modelling in Engineering. Ed. by Stanisaw
Zawilak and Jacek Rysiski. Springer 2017.
Some of the results were also presented in talks at international conferences:
 S. Kischnick, P. Tittmann. Rainbow Partitions and Rainbow Colorings. Collo-
quium on Combinatorics. Ilmenau. Deutschland. 2015
 S. Kischnick, P. Tittmann. Rainbow Partitions and Rainbow Polynomial. 47th
Southeastern International Conference on Combinatorics, Graph Theory & Com-
puting. Boca Raton, FL, USA. 2016.
 S. Kischnick, P. Tittmann. Rainbow Colorings and Rainbow Dependent Sets.
48th Southeastern International Conference on Combinatorics, Graph Theory &
Computing. Boca Raton, FL, USA. 2017.
1.3. Structure of this thesis
The thesis is structured as follows. The second chapter deals with the basics of graph
theory, especially definitions of graph classes and graph operations.
In the third chapter, we introduce rainbow colorings and describe some known results
for the rainbow connection number.
In the next chapter, we deal with rainbow connection in graphs. We defined several
methods for the analysis of rainbow colorings. First this includes rainbow dependent
sets which are edge sets that can be colored alike in a properly chosen rainbow coloring
of the graph. Then, we introduce rainbow partitions which are the basis for the rainbow
polynomial. The third section deals with the rainbow pairs, id est the maximum
number of vertices connected by a rainbow path in an arbitrarily colored graph with k
colors. In addition, we consider some rainbow colorings with special properties.
In Chapter 5, we define the rainbow polynomial which counts the number of rainbow
colorings of a graph. We prove some results for special graphs and present some bounds
for the rainbow polynomial. Furthermore, we define the s-rainbow polynomial which
provides the number of s-rainbow colorings where only rainbow paths are considered
which start from one special vertex s.
The last chapter gives a summary of this thesis.

52. Basics
2.1. Definitions
In this chapter we introduce the basic definitions for graph theory used in this thesis.
These definitions refer to the textbooks [BM08], [Tit11] and [Wes01].
Definition 2.1. A graph G is an ordered pair (V,E) where V are the vertices of G
and E is the edge set of G such that every edge e ∈ E is a subset with one or two
elements of V . An edge e = {u, v}, or short e = uv, has the two end vertices u and
v. An edge where both end vertices are identical (one-element subset) is called a loop.
Two edges are parallel if they have the same end vertices. A graph which has neither
loops nor parallel edges is called simple. If G has at least two vertices, then G is called
nontrivial.
In the following we assume that all graphs are simple, unless it is defined otherwise.
The vertices of G are denoted by V (G) or short V and the edges are written by E(G)
or short E. The order of G is the number of vertices |V |, and the size of a graph G is
the number of edges |E|.
Definition 2.2. Two vertices u and v are adjacent if {u, v} ∈ E and two edges e and
f are adjacent if they have exactly one vertex in common. Two vertices u and v are
incident to the edge e = {u, v}.
Let u be a vertex of G, then all vertices adjacent to u form the open neighborhood N(u)
of u:
N(u) = {v ∈ V (G) | {u, v} ∈ E(G)}.
In the following, for briefness the open neighborhood is called only neighborhood and
all vertices v ∈ N(u) are called the neighbors of u. The closed neighborhood N [u] of a
vertex u ∈ V (G) is defined by
N [u] = N(u) ∪ {u}.
The number of the neighbored vertices of a vertex u ∈ V (G) is the degree deg(u) of u.
The maximum degree ∆(G) and the minimum degree δ(G) are defined by
∆(G) = max
u∈V
{deg(u)} and δ(G) = min
u∈V
{deg(u)}.
A vertex with degree 0 is called an isolated vertex.
A path in G is an ordered sequence of vertices and edges (v1, e1, v2, , ..., vn−1, en−1, vn)
such that all vertices are distinct and ei = {vi, vi+1} ∀i ∈ {1, ..., n− 1}. For shortness,
we also write (v1, v2, ..., vn). The length of a path is the number of vertices. The length
of the shortest path between two vertices u and v is the distance d(u, v). The largest
distance of all vertex pairs in G is the diameter of the graph
diam(G) = max{d(u, v)|∀u, v ∈ V }.
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(right) edge cut set
(b) A minimal (left) and a minimum
(right) vertex cut set
Fig. 2.1.: Minimal/minimum edge cut sets and minimal/minimum vertex cut sets
Definition 2.3. If there exist a path between two vertices u and v in G, then u and
v are connected. If any two vertices u and v of a graph are connected by a path, the
graph is connected.
The complement G¯ of a graph G = (V,E) is formed by the vertex set V and two
vertices u and v are adjacent in G¯ if and only if they are not adjacent in G.
Two paths P1 and P2 between two vertices u, v ∈ V (G) are edge-independent if they
have no edge in common. P1 and P2 are vertex-independent if they have no ver-
tex in common (except the start and the end vertex). Obviously, every two vertex-
independent paths are also edge-independent. A graph G is k-(vertex) connected if
there exist at least k vertex-independent paths between every two vertices in G. The
(vertex-)connectivity κ(G) is the largest integer k for which G is k-connected. Sim-
ilarly, G is k-edge connected if every two vertices are connected by at least k edge-
independent paths and the edge-connectivity λ(G) is the largest integer k for which G
is k-edge connected.
Definition 2.4. A vertex cut of a connected graph G is a subset V ′ ⊆ V such that
G is not connected when removing V ′. A vertex cut V ′ is minimal if there exists no
vertex cut V ′′ with V ′′ ⊂ V ′. A vertex cut is minimum if there is no vertex cut with
less vertices (see Figure 2.1b). An edge cut is an edge subset F ⊆ E such that G gets
disconnected if F is removed. An edge cut is minimum if there is no other edge cut
with less edges. An edge cut F is minimal if there is no proper subset of F which is
also an edge cut. The vertex v ∈ V ′ of a vertex cut of size 1 is called an articulation
and the edge e ∈ F of an edge cut of size 1 is called a bridge.
Let G = (V,E) and G′ = (V ′, E ′) be graphs. The graph G′ is called a subgraph of G or
short G′ ⊆ G if V ′ ⊆ V and E ′ ⊆ E. A minor G′ of a graph G is a graph which can be
created from a graph G only through deletion of vertices and edges and through edge
contraction (see Section 2.2). An induced subgraph G′ from G is formed by a vertex
set V ′ ⊆ V (G) and all of the edges connecting pairs of vertices of the subset V ′. An
induced subgraph which is complete is called a clique. A component of a graph G is a
connected subgraph G′ with V ′ ⊆ V , whose vertices are not connected to vertices in
V \ V ′.
A spanning tree G′ = (V (G), F ) with F ⊆ E(G) of a graph G is a tree which contains
all vertices of G an a subset of the edges of G. A rooted tree is a tree with a special
selected vertex which is the root.
Definition 2.5. Let G be a graph and C : V → {1, ..., k} a coloring that assigns to
every vertex v ∈ V an color out of {1, ..., k}. If every two adjacent vertices in G are
colored differently, then C is a proper (vertex) coloring. The smallest integer k for
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Fig. 2.2.: A graph G and its line graph L(G)
Fig. 2.3.: Graph join of the path P2 and the cycle C3
which G can be colored properly is the chromatic number. The chromatic polynomial
counts the number of proper colorings in G and is defined by P (G, k).
The coloring C : E → {1, ..., k} assigns to every edge e ∈ E a color c out of {1, ..., k}. If
all adjacent edges are colored different, then C is a proper edge coloring. The smallest
integer k for which G can be edge colored properly is the edge chromatic number or
chromatic index.
Definition 2.6. Let G = (V,E) be a graph. The line graph L(G) has as vertex set the
edge set of G, thus V (L(G)) = E(G). Two vertices in L(G) are adjacent if and only if
the corresponding edges in G are adjacent.
Figure 2.2 shows a graph G and its line graph L(G).
2.2. Graph Operations and Graph Classes
We use some graph operations in this thesis which are described below:
• G− v : The vertex v is removed from G and also all incident edges of v are
deleted.
• G− e : The edge e is removed from G.
• G/e : The edge e is removed from G and the two incident vertices are unified
(edge contraction). Resulting parallel edges are preserved, so we do not
necessarily assume simple graphs when using G/e.
• G+H : Let G = (V (G), E(G)) and H = (V (H), E(H)) be two graphs with
disjoint edge and vertex sets. The graph join I = (V (G)∪V (H), E(G)∪
E(H) ∪ {{u, v} | u ∈ V (G), v ∈ V (H)}) is formed by the graphs G and
H with addition of all edges linking all vertices of V (G) and V (H). The
graph join of the path P2 and the cycle C3 is depicted in Figure 2.3.
Let G = (V,E) be a graph. Subdividing an edge e from G is the deletion of an edge
{u, v} = e ∈ E from G and replacing it by a new vertex w and two edges f = {u,w}
and g = {w, v}.
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u
v
w
Fig. 2.4.: Vertex Splitting of a vertex u
Splitting a vertex u ∈ V is the deletion of u and replacing it by two new vertices v
and w. All edges e ∈ E incident to u are now incident either to v or w, the other end
vertex of e is not changed. Figure 2.4 shows the operation.
A bipartite graph has two vertex subsets V1 and V2, such that every edge e has exactly
one end vertex in V1 and one end vertex in V2, thus
E = {{u, v} | u ∈ V1, v ∈ V2}.
The complete bipartite graph Kn,m is a bipartite graph with |V1| = n and |V2| = m with
E = {{u, v} | ∀u ∈ V1,∀v ∈ V2}.
A connected graph such that |E| = |V | − 1 = n − 1 is a tree Tn. Thus a tree is a
connected graph with no cycles. A star graph Sn is obtained by n + 1 vertices where
one vertex has degree n and the other vertices have degree 1. A cycle Cn is a connected
graph with |E| = |V | = n, such that every pair of vertices are connected by exactly
two edge-independent paths.
A complete graph Kn has n vertices and
(
n
2
)
edges such that every two vertices are
adjacent. The wheel graph Wn consists of a cycle Cn and one additional vertex which
is adjacent to all vertices of the cycle. A fan Fn is the graph join of a complete graph
K1 and a path Pn−1. The double fan graph Pp,q is created by two disjoint paths Pp and
Pq and a single vertex v where each vertex of the paths is connected to v.
The theta graph θn,k is formed by k parallel paths Pn where the end vertices are unified.
A pan An is a cycle Cn with one additional vertex adjacent to exactly one vertex of the
cycle. The tadpole TPn,m consists of a cycle Cn and a path Pm such that exactly one
end vertex of Pm and exactly one vertex of the cycle are identified. A cycle Cn with
m additional vertices such that these vertices are adjacent to exactly one vertex of the
cycle but not adjacent to each other is called an onion Om,n. If m = 2, the graph is
called a V -cycle. A cycle Cn and a rooted tree Tn such that the root of the tree is
identified with a vertex of the cycle is called a tubershrub.
Figure 2.5 shows the described graphs.
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(a) Path graph P4 (b) Cycle
C6
(c) Star
graph S5
(d) Wheel
graph W5
(e) Com-
plete graph
K6
(f) Complete bipar-
tite graph K3,5
(g) Fan
graph F5
(h) Double
fan graph
F5,6
(i) Theta graph
θ4,3
(j) Pan A7 (k) Tadpole TP7,5 (l) V-Cycle VC7
...
(m) Onion Om,7 (n) Tubershrub
Fig. 2.5.: Some special graphs
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3. Rainbow Colorings
3.1. Definitions
The rainbow coloring of a graph G was first introduced by Chartrand et al. in 2008
[Cha+08]. A good summary of recent results on rainbow colorings of graphs is given
by Li and Sun [LS12].
Let G = (V,E) be a nontrivial connected graph and c : E(G) → {1, 2, ..., k}, k ∈ N,
an edge coloring of G. A rainbow path between two vertices u and v in G is a path
such that no two edges are colored alike. If there exist rainbow paths between every
pair of vertices in G, then c is a rainbow coloring and the graph is called rainbow
connected. The smallest number of colors k for which c is a rainbow coloring is the
rainbow connection number rc(G). A rainbow coloring with rc(G) colors is called
minimum rainbow coloring of G.
A rainbow u − v geodesic in G is a rainbow path between the vertices u and v with
the length d(u, v). G is strongly rainbow connected if every pair of vertices of G is
connected by a rainbow u− v geodesic. Then, the edge coloring c is a strong rainbow
coloring. The smallest number of colors k for which G is strongly rainbow connected
is the strong rainbow connection number src(G). A strong rainbow coloring of G with
src(G) colors is called a minimum strong rainbow coloring of G.
It follows for every connected graph G that rc(G) ≤ src(G). For every nontrivial
connected graph G of size m with diameter diam(G) holds that [Cha+08]
diam(G) ≤ rc(G) ≤ src(G) ≤ m. (3.1)
3.2. Rainbow Connection Number
3.2.1. Special Graph Classes
Chartrand et al. introduced the rainbow coloring and presented first results for the
rainbow connection and the strong rainbow connection number of some special graphs
[Cha+08]. The following proofs are from Chartrand et al. [Cha+08].
Theorem 3.1 ([Cha+08]). The rainbow connection number of the Petersen graph is 3
and the strong rainbow connection number is 4 (see Fig. 3.1).
Theorem 3.2 ([Cha+08]). Let G be a nontrivial graph with |E(G)| = m. Then, the
following equations hold.
(a) src(G) = 1 ⇔ G = Kn
(b) rc(G) = 2 ⇔ src(G) = 2
(c) rc(G) = m ⇔ G = Tn
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3
2
3
3
2
1
2
1
3
1
1
3
2
1
2
(a) Minimum rainbow coloring
3
2
3
3
2
1
2
1
4
1
1
3
2
4
4
(b) Minimum strong rainbow color-
ing
Fig. 3.1.: Rainbow colorings of the Petersen graph
Proof. We first verify (a). If G is a complete graph, then the coloring that assigns 1 to
every edge of G is a strong rainbow 1-coloring of G and so src(G) = 1. On the other
hand, if G is not complete, then G contains two nonadjacent vertices u and v. Thus
each (u− v)-geodesic in G has length at least 2 and so src(G) ≥ 2.
To verify (b), first assume that rc(G) = 2 and so src(G) ≥ 2 by (3.1). Since rc(G) = 2,
it follows that G has a rainbow 2-coloring, which implies that every two nonadjacent
vertices are connected by a rainbow path of length 2. Because such a path is a geodesic,
src(G) = 2. On the other hand, if src(G) = 2, then rc(G) ≤ 2 by (3.1) again.
Furthermore, since src(G) = 2, it follows by (a) that G is not complete and so rc(G) ≥
2. Thus rc(G) = 2.
We now verify (c). Suppose first that G is not a tree. Then G contains a cycle
C : v1, v2, ..., vk, v1, where k ≥ 3. Then the (m−1)-coloring of the edges ofG that assigns
1 to the edges v1v2 and v2v3 and assigns the m−2 distinct colors from 2, 3, ...,m− 1 to
the remaining m−2 edges of G is a rainbow coloring. Thus rc(G) ≤ m−1. Next, let G
be a tree of size m. Assume, to the contrary, that rc(G) ≤ m− 1. Let c be a minimum
rainbow coloring of G. Then there exist edges e and f such that c(e) = c(f). Assume,
without loss of generality, that e = {u, v} and f = {x, y} and G contains the u−y path
u, v, ..., x, y. Then there is no rainbow u− y path in G, which is a contradiction.
Theorem 3.3 ([Cha+08]). For every n ≥ 4, n ∈ N, it holds that
rc(Cn) = src(Cn) =
⌈n
2
⌉
.
Proof. Let Cn be a cycle with the vertex set V (Cn) = {v1, ..., vn} and the edge set
E(Cn) = {{vi, vi+1} | ∀i ∈ {1, ..., n}} (with vn+1 = v1). We consider two cases,
depending on whether n is even or n is odd.
Case 1. n is even. Let n = 2k for some integer k ≥ 2. Thus src(Cn) ≥ rc(Cn) ≥
diam(Cn) = k. Since the edge coloring c0 of Cn defined by c0(ei) = i for 1 ≤ i ≤ k
and c0(ei) = i − k for k + 1 ≤ i ≤ n is a strong rainbow k-coloring, it follows that
rc(Cn) ≤ src(Cn) ≤ k and so rc(Cn) = src(Cn) = k.
Case 2. n is odd. Then n = 2k+1 for some integer k ≥ 2. First define an edge coloring
c1 of Cn by c1(ei) = i for 1 ≤ i ≤ k + 1 and c1(ei) = i− k − 1 for k + 2 ≤ i ≤ n. Since
c1 is a strong rainbow (k + 1)-coloring of Cn, it follows that rc(Cn) ≤ src(Cn) ≤ k + 1.
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Since rc(Cn) ≥ diam(Cn) = k, it follows that rc(Cn) = k or rc(Cn) = k + 1. We claim
that rc(Cn) = k + 1. Assume, to the contrary, that rc(Cn) = k. Let c
′ be a rainbow
k-coloring of Cn and let u and v be two antipodal vertices of Cn. Then the u − v
geodesic in Cn is a rainbow path and the other u− v path in Cn is not a rainbow path
since it has length k + 1. Suppose, without loss of generality, that c′(vk+1vk+2) = k.
Consider the vertices v1, vk+1, and vk+2. Since the v1 − vk+1 geodesic P : v1, v2, ..., vk+1
is a rainbow path and the v1− vk+2 geodesic Q : v1, vn, vn−1, ..., vk+2 is a rainbow path,
some edge on P is colored k as is some edge on Q. Since the v2 − vk+2 geodesic
v2, v3, ..., vk+2 is a rainbow path, it follows that c
′(v1v2) = k. Similarly, the vn − vk+1
geodesic vn, vn−1, vn−2, ..., vk+1 is a rainbow path and so c′(vnv1) = k. Thus c′(v1v2) =
c′(vnv1) = k. This implies that there is no rainbow v2 − vn path in G, producing a
contradiction. Thus rc(Cn) = src(Cn) = k + 1.
Theorem 3.4 ([Cha+08]). Let Wn be the wheel graph with n + 1 vertices and n ≥ 3,
n ∈ N. Then, it holds that
rc(Wn) =

1 if n = 3
2 if 4 ≤ n ≤ 6
3 if n ≥ 7
and src(Wn) = dn3 e.
Proof. First, Chartrand et al. proved the first equation.
Suppose that Wn consists of an n-cycle Cn : v1, v2, ..., vn, vn+1 = v1 and another vertex
v joined to every vertex of Cn. Since W3 = K4, it follows by Theorem 3.2 that
rc(W3) = 1. For 4 ≤ n ≤ 6, the wheel Wn is not complete and so rc(Wn) ≥ 2. Since
the 2-coloring c : E(Wn) → {1, 2} defined by c(viv) = 1 if i is odd, c(viv) = 2 if i is
even, and c(vivi+1) = 1 if i is odd, and c(vivi+1) = 2 if i is even is a rainbow coloring,
it follows that rc(Wn) = 2 for 4 ≤ n ≤ 6.
Finally, suppose that n ≥ 7. Since the 3-coloring : E(Wn) → {1, 2, 3} defined by
c(viv) = 1 if i is odd, c(viv) = 2 if i is even, and c(e) = 3 for each e ∈ E(Cn) is a
rainbow coloring, it follows that rc(Wn) ≤ 3. It remains to show that rc(Wn) ≥ 3.
Since Wn is not complete, rc(Wn) ≥ 2. Assume, to the contrary, that rc(Wn) = 2. Let
c′ be a rainbow 2-coloring of Wn. Without loss of generality, assume that c′(v1v) = 1.
For each i with 4 ≤ i ≤ n − 2, v1, v, vi is the only v1 − vi path of length 2 in Wn and
so c′(viv) = 2 for 4 ≤ i ≤ n − 2. Since c(v4v) = 2, it follows that c(vnv) = 1. This
forces c(v3v) = 2, which in turn forces c(vn−1v) = 1. Similarly, c(vn−1v) = 1 forces
c(v2v) = 2. Since c(v2v) = 2 and c(v5v) = 2, there is no rainbow v2 − v5 path in Wn,
which is a contradiction. Therefore, rc(Wn) = 3 for n ≥ 7.
Next, Chartrand et al. proved the second equation.
Suppose that Wn consists of an n-cycle Cn : v1, v2, ..., vn, vn+1 = v1 and another vertex
v joined to every vertex of Cn. Since W3 = K4, it follows by 3.2 that src(W3) = 1. If
4 ≤ n ≤ 6, then rc(Wn) = 2 and so src(Wn) = 2 by 3.2. Therefore, src(Wn) = dn/3e
for 4 ≤ n ≤ 6.
Thus we may assume n ≥ 7. Then there is an integer k such that 3k − 2 ≤ n ≤ 3k.
We first show that src(Wn) ≥ k. Assume, to the contrary, that src(Wn) ≤ k − 1. Let
c be a strong rainbow (k − 1)-coloring of Wn. Since deg v = n > 3(k − 1), there exists
S ⊆ V (Cn) such that |S| = 4 and all edges in {uv : u ∈ S} are colored the same. Thus
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there exist at least two vertices u′, u′′ ∈ S such that dCn(u′, u′′) ≥ 3 and dWn(u′, u′′) = 2.
Since u′, v, u′′ is the only u′ − u′′ geodesic in Wn, it follows that there is no rainbow
u′ − u′′ geodesic in Wn, which is a contradiction. Thus src(Wn) ≥ k.
To show that src(Wn) ≤ k, we provide a strong rainbow k-coloring c : E(Wn) →
{1, 2, ..., k} of Wn defined by
c(e) =

1 if e = vivi+1 and i is odd,
2 if e = vivi+1 and i is even,
j + 1 if e = viv if i ∈ {3j + 1, 3j + 2, 3j + 3} for 0 ≤ j ≤ k − 1.
(3.2)
Therefore, src(Wn) = k = dn/3e for n ≥ 7 as well.
Theorem 3.5 ([Cha+08]). Let s and t be integers with 2 ≤ s ≤ t, s, t ∈ N. Then,
rc(Ks,t) = min{d s
√
te, 4}. For all integers s, t with 1 ≤ s ≤ t, s, t ∈ N, src(Ks,t) = d s
√
te.
Proof. We follow the proof given in [Cha+08]. First we prove the second statement of
the theorem.
Since src(K1,t) = t, the result follows for s = 1. So we may assume that s ≥ 2. Let⌈
s
√
t
⌉
= k. Hence 1 ≤ k − 1 < s√t ≤ k.
Therefore, (k − 1)s < t ≤ ks and so (k − 1)s + 1 ≤ t ≤ ks.
First, we show that src(Ks,t) ≥ k. Assume, to the contrary, that src(Ks,t) ≤ k − 1.
Then there exists a strong rainbow (k − 1)-coloring of Ks,t. Let U and W be the
partite sets of Ks,t, where |U | = s and |W | = t. Suppose that U = {u1, u2, ..., us}. Let
there be given a strong rainbow (k − 1)-coloring c of Ks,t. For each vertex w ∈ W ,
we can associate an ordered s-tuple code(w) = (a1, a2, ..., as) called the color code of
w, where ai = c(uiw) for 1 ≤ i ≤ s. Since 1 ≤ ai ≤ k − 1 for each i with 1 ≤ i ≤ s,
the number of distinct color codes of the vertices of W is at most (k − 1)s. However,
since t > (k − 1)s, there exists at least two distinct vertices w′ and w′′ of W such that
code(w′) = code(w′′). Since c(uiw′) = c(uiw′′) for all i with 1 ≤ i ≤ s, it follows that
Ks,t contains no rainbow w
′ − w′′ geodesic in Ks,t, contradicting our assumption that
c is a strong rainbow (k − 1)-coloring of Ks,t. Thus, as claimed, src(Ks,t) ≥ k.
Next, we show that src(Ks,t) ≤ k, which we establish by providing a strong rainbow
k-coloring of Ks,t. Let A = {1, 2, ..., k} and B = {1, 2, ..., k − 1}. The sets As and Bs
are Cartesian products of the s sets A and s sets B, respectively. Thus |As| = ks and
|Bs| = (k− 1)s. Hence |Bs| < t ≤ |As|. Let W = {w1, w2, ..., wt}, where the vertices of
W are labeled with t elements of As and such that the vertices w1, w2, ..., w(k−1)s are
labeled by the (k − 1)s elements of Bs. For each i with 1 ≤ i ≤ t, denote the label of
wi by
wi = (wi,1, wi,2, ..., wi,s). (3.3)
For each i with 1 ≤ i ≤ (k − 1)s, we have 1 ≤ wi,j ≤ k − 1 for 1 ≤ j ≤ s. We now
define a coloring c : E(Ks,t)→ {1, 2, ..., k} of the edges of Ks,t by c(wiuj) = wi,j where
1 ≤ i ≤ t and 1 ≤ j ≤ s.
Thus for 1 ≤ i ≤ t, the color code code(wi) of wi provided by the coloring c is in
fact wi, as described in Equation 3.3. Hence distinct vertices in W have distinct color
codes.
We show that c is a strong rainbow k-coloring ofKs,t. Certainly, for wi ∈ W and uj ∈ U ,
the wi−uj path wi, uj is a rainbow geodesic. Let wa and wb be two vertices of W . Since
these vertices have distinct color codes, there exists some l with 1 ≤ l ≤ s such that
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code(wa) and code(wb) have different l-th coordinates. Thus c(waul) 6= c(wbul) and
wa, ul, wb is a rainbow wa − wb geodesic in Ks,t. We now consider two vertices up and
uq in U , where 1 ≤ p < q ≤ s. Since there exists a vertex wi ∈ W with 1 ≤ i ≤ (k−1)s
such that wi,p 6= wi,q, it follows that up, wi, uq is a rainbow up − uq geodesic in Ks,t.
Thus, as claimed, c is a strong rainbow k-coloring of Ks,t and so src(Ks,t) ≤ k.
Now we prove the first part of the theorem.
First, observe that for 2 ≤ s ≤ t, ⌈ s√t⌉ ≥ 2. Let U and W be the partite sets of Ks,t,
where |U | = s and |W | = t. Suppose that U = {u1, u2, ..., us}. We consider three cases.
Case 1.
⌈
s
√
t
⌉
= 2. Then s ≤ t ≤ 2s. Since 2 ≤ rc(Ks,t) ≤ src(Ks,t) =
⌈
s
√
t
⌉
= 2, it
follows that rc(Ks,t) = 2.
Case 2.
⌈
s
√
t
⌉
= 3. Then 2s + 1 ≤ t ≤ 3s. Since 2 ≤ rc(Ks,t) ≤ src(Ks,t) =
⌈
s
√
t
⌉
= 3,
it follows that rc(Ks,t) = 2 or rc(Ks,t) = 3. We claim that rc(Ks,t) = 3. Assume,
to the contrary, that there exists a rainbow 2-coloring of Ks,t. Corresponding to this
rainbow 2-coloring of Ks,t, there is a color code code(w) assigned to each vertex w ∈ W ,
consisting of an ordered s-tuple (a1, a2, ..., as), where ai = c(uiw) ∈ {1, 2} for 1 ≤ i ≤ s.
Since t > 2s, there exist two distinct vertices w′ and w′′ of W such that code(w′) =
code(w′′). Since the edges of every w′−w′′ path of length 2 are colored the same, there
is no rainbow w′ − w′′ path in Ks,t, a contradiction. Thus, as claimed, rc(Ks,t) = 3.
Case 3.
⌈
s
√
t
⌉ ≥ 4. Then t ≥ 3s + 1. We claim that rc(Ks,t) = 4. First, we show that
rc(Ks,t) ≥ 4. Assume, to the contrary, that there exists a rainbow 3-coloring of Ks,t. In
this case, corresponding to this rainbow 3-coloring ofKs,t, there is a color code, code(w),
assigned to each vertex w ∈ W , consisting of an ordered s-tuple (a1, a2, ..., as), where
ai = c(uiw) ∈ {1, 2, 3} for 1 ≤ i ≤ s. Since t > 3s, there exist two distinct vertices
w′ and w′′ of W such that code(w′) = code(w′′). Since every w′ − w′′ path in Ks,t has
even length, the only possible rainbow w′ − w′′ path must have length 2. However,
since code(w′) = code(w′′), the colors of the edges of every w′ − w′′ path of length 2
are the same. Hence there is no rainbow w′ − w′′ path in Ks,t, a contradiction. Thus,
as claimed, rc(Ks,t) ≥ 4.
To verify that rc(Ks,t) ≤ 4, we show that there exists a rainbow 4-coloring of Ks,t. Let
A = {1, 2, 3}, W = {w1, w2, ..., wt}, W ′ = {w1, w2, ..., w3s}, and W ′′ = W −W ′. Assign
to the vertices in W ′ the 3s distinct elements of As and assign to the vertices in W ′′
the identical code whose first coordinate is 4 and all whose remaining coordinates are
3. Corresponding to this assignment of codes is a coloring of the edges of Ks,t, where
c(wiuj) = k if the jth coordinate of code(wi) is k. We claim that this coloring is, in
fact, a rainbow 4-coloring of Ks,t. Let x and y be two nonadjacent vertices of Ks,t.
Suppose first that x, y ∈ W . We consider three cases.
Case i. x, y ∈ W ′. Since code(x) 6= code(y), there exists i with 1 ≤ i ≤ s such that
code(x) and code(y) have different ith coordinates. Then the path x, ui, y is a rainbow
xy path of length 2 in Ks,t.
Case ii. x ∈ W ′ and y ∈ W ′′. Suppose that the first coordinate of code(x) is a, where
1 ≤ a ≤ 3. Then x, u1, y is a rainbow xy path of length 2 in Ks,t whose edges are
colored a and 4.
Case iii. x, y ∈ W ′′. Let z ∈ W ′ such that the first coordinate of code(z) is 1 and the
second coordinate of code(z) is 2. Then x, u1, z, u2, y is a rainbow xy path of length 4
in Ks,t whose edges are colored 4, 1, 2, 3, respectively.
Finally, suppose that x, y ∈ U . Then x = ui and y = uj, where 1 ≤ i < j ≤ s. Then
there exists a vertex w ∈ W ′ whose ith and jth coordinates are distinct. Then x,w, y
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u1 u2
(1, 1) (1, 2) (2, 1) (2, 2) (1, 3) (3, 1) (3, 3)
(2, 3) (3, 2) (4, 3) (4, 3) (4, 3) (4, 3)
Fig. 3.2.: Rainbow coloring of the bipartite graph K2,13
is a rainbow xy path in Ks,t.
Thus this coloring is a rainbow 4-coloring of Ks,t and so rc(Ks,t) = 4 in this case.
A possible rainbow coloring of the bipartite graph K2,13 is given in Figure 3.2.
Theorem 3.6 ([Cha+08]). Let G = Kn1,n2,...,nk be a complete k-bipartite graph with
k ≥ 3 and n1 ≤ n2 ≤ ... ≤ nk, such that s =
∑k−1
i=1 ni and t = nk. Then it holds that
rc(G) =

1 if nk = 1
2 if nk ≥ 2 und s > t
min{⌈ s√t⌉ , 3} if s ≤ t
and
src(G) =

1 if nk = 1
2 if nk ≥ 2 und s > t⌈
s
√
t
⌉
if s ≤ t
.
3.2.2. Subgraphs and Graphs with Bounded Degree
In [Cha+09], Chakraborty et al. proved that it is NP-hard to compute rc(G) of an
arbitrary graph G. Besides, it is NP-complete to decide if a given edge-coloring of G
is a rainbow coloring of G. In 2011, Ananth and Nasre proved that it is NP-hard to
decide if src(G) ≤ k for k ≥ 3, even if G is a bipartite graph [ANS11]. Furthermore
they verified that deciding if rc(G) ≤ 3 is NP-hard, even if G is bipartite.
Therefore, the complexity of calculating the rainbow connection number of graphs
encourages to find bounds for the rainbow connection number of graphs.
First, we deal with the relationship between the rainbow connection number of graphs
and its subgraphs.
Li and Sun proved the following theorem [LS12].
Theorem 3.7. If G is a connected graph, and G′ is obtained from G by splitting a vertex
v, then rc(G′) ≤ rc(G) + 1. In particular, if G′ is obtained from G by subdividing an
edge e, then rc(G′) ≤ rc(G) + 1.
Remark 3.8. The used splitting operation is different from that one defined in Section
2.2.
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Theorem 3.9. [Car+08] If G is a connected graph and H1, ..., Hk is a partition of the
vertex set of G into connected subgraphs, then
rc(G) ≤ k − 1 +
k∑
i=1
rc(Hi).
Proof. Contracting each Hi to a single vertex, we obtain a connected minor of G with
k vertices. This minor has rainbow connection number at most k − 1. We color each
edge connecting vertices in distinct Hi with the color of the corresponding minor edge.
For each i with 1 ≤ i ≤ k, the edges inside each Hi are colored with a dedicated sets
of rc(Hi) colors.
Theorem 3.10. [Sch11] Let G be a connected graph of order n and H be a connected
subgraph of G of order k. Let G′ denote the graph which is obtained from G by con-
tracting H to a single vertex v. Then
rc(G) ≤ rc(G′) + rc(H).
Proof. We follow the proof of [Sch11].
We consider a rainbow coloring of G′ with rc(G′) colors and a rainbow coloring of H
with rc(H) colors. The two color sets are chosen to be disjoint.
Now going back to G, any edge with both endvertices not in H receives the same color
it had in G′. Any edge with one endvertex in H receives the color of the edge of G′
from v to that other endvertex. Any edge with both endvertices in H receives the color
it has in H. The resulting edge-coloring makes G rainbow-connected and therefore
rc(G) ≤ rc(G′) + rc(H).
To find bounds for the rainbow connection number, the degree, especially the minimum
degree δ(G) of graphs attracted attention in the last years. Schiermeyer proved the
following theorem.
Theorem 3.11. [Sch11] Let G be a connected graph of order n ≥ 3 with minimum
degree δ(G) = 2. If G /∈ {K3, C4, K4 − e, C5}, then rc(G) ≤ n− 3.
This bound is sharp as Caro et al. determined in [Car+08] that there are graphs with
δ(G) = 2 and with rc(G) = n− 3 (two vertex-disjoint triangles connected by a path of
length n− 5).
Furthermore they found an upper bound for rc(G):
Theorem 3.12. [Car+08] If G is a connected graph with n vertices and δ(G) ≥ 3,
then rc(G) < 5n
6
.
Caro et al. conjectured that there is a sharper bound, say rc(G) < 3n
4
[Car+08].
In [LS12] Li and Sun observed that this bound is not optimal, but it cannot replaced
by a constant lower than 3
4
as there are 3-regular connected graphs with
rc(G) = diam(G) =
3n− 10
4
.
In 2009, the conjecture was confirmed by Schiermeyer:
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Theorem 3.13. [Sch09] If G is a connected graph with n vertices and δ(G) ≥ 3 then
rc(G) ≤ 3n− 1
4
.
Another bound which was proved by Caro et al. is the following theorem.
Theorem 3.14. [Car+08] If G is a connected graph with minimum degree δ(G) then
rc(G) ≤ n− δ(G).
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4. Counting Problems Related to
Rainbow Colorings
4.1. Rainbow Dependent Sets
Let G = (V,E) be a graph and c : E → {1, ..., k}. The edge subset F ⊆ E is called
rainbow independent (r-independent) if there exists a rainbow coloring of G such that
all edges of F have the same color. An edge set which cannot be same-color to get
a rainbow coloring is called rainbow dependent (r-dependent). Obviously there are
no r-dependent singletons. A maximum r-independent set might contain only a single
edge (in trees) or even all edges of the graph (for complete graphs). Here maximum is
meant with respect to cardinality. A maximal r-independent set F is an r-independent
set that is not a proper subset of an r-independent set. A maximal r-independent set
is not necessarily a maximum r-independent set (see Figure 4.1b).
A minimum r-dependent set must contain at least two edges (in a tree). Here mini-
mum also is meant with respect to cardinality. A minimal r-dependent set F is an r-
dependent set that is not a proper subset of an r-dependent set. A minimal r-dependent
set is not necessarily a minimum r-dependent set (see Figure 4.1a).
Theorem 4.1. Let G = (V,E) be a connected graph and A = {e, f} ⊆ E. Then A is
r-independent if and only if at least one of the edges e, f is not a bridge of G.
Proof. Assume that the edges of G are colored all differently with the exception of e
and f , which are colored alike. Let e = {u, v} be an edge that is not a bridge, which is
colored with color c. Then there is a rainbow path between u and v that does not use
color c. Consequently, each path in G that uses both edges e and f can be replaced
by a path that does not use e. The graph G is rainbow connected as this path has no
edges of the same color.
Now assume that e = {u, v} and f = {x, y} are bridges of G such that u and y are in
different components of G − v and of G − x. We allow also the case v = x. Then all
paths from u to y in G contain both the edges e and f. Thus, there is no rainbow path
from u to y as these two edges are colored alike.
(a) A minimal (left) and a minimum
(right) r-dependent set.
(b) A maximal (left) and a maximum
(right) r-independent set.
Fig. 4.1.: Minimal/minimum r-dependent and maximal/maximum r-independent sets
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Y
v
X
XY
u
A B
Fig. 4.2.: Graphical representation of the vertex sets X and Y used in Theorem 4.2
Theorem 4.2. Let G = (V,E) be a connected graph and F ⊆ E. The set F is r-
dependent if and only if there exist two edge subsets A,B ⊆ F with A ∩ B = ∅ such
that A and B are cuts of G.
Proof. Assume that A and B are edge-disjoint cuts of G with A,B ⊆ F . Let X, Y ⊆ V
be the vertex subsets that generate the cuts A and B,
A ={{x, y} ∈ E | x ∈ X, y ∈ V \X},
B ={{x, y} ∈ E | x ∈ Y, y ∈ V \ Y },
see Figure 4.2. Without loss of generality, we choose two vertices u ∈ X \ Y and
v ∈ Y \X. A path between this two vertices uses either vertices of the subset X ∩Y or
(V \X) ∩ (V \ Y ). Thus, a path between u and v must use an edge from A and from
B. The same argumentation holds if one of the four sets X ∩ Y , (V \ X) ∩ (V \ Y ),
X \ Y , Y \X is empty.
Now assume that all edges of A ∪ B are colored alike. Then there can be no rainbow
path between the vertices u and v.
To prove the other direction we assume that F is r-dependent. We color edges of F
with one color, say c and all edges of E \ F with distinct colors that are also different
from c. Then there exist two vertices u and v in G such that there is no rainbow path
connecting u and v. That means any uv-path of G has at least two edges colored c.
(Clearly u and v are non-adjacent.) Now define A as the set of all edges belonging
to uv-paths of G that are in F and closest to u. We can construct A by successively
traversing each uv-path starting from u until we reach the first c-colored edge. Then
we conclude A ⊆ F and A is a cut of G. Analogously we define B to be the set of
c-colored edges in uv-paths that are closest to v. Hence B ⊆ F is an edge cut of G
disjoint from A.
Corollary 4.3. If we have two non-adjacent vertices u and v in G, then the incident
edges of u and v form an r-dependent set.
Corollary 4.4. Let G = (V,E) be a graph of edge connectivity λ and A ⊆ E with
|A| < 2λ. Then A is an r-independent set of G.
The following properties of r-independent and r-dependent sets of connected graphs
are easily verified:
  Let G = (V,E) be a graph and (X,F ) a clique in G. Then F is an r-independent
set of G.
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 Let (V, F ) be a spanning tree of a graph G = (V,E) and f ∈ F . Then (E\F )∪{f}
is an r-independent set of G.
 Any set containing at least two bridges of a graph is r-dependent.
 If A is an r-independent set of a graph G and B ⊆ A then B is r-independent,
too.
 Any superset of an r-dependent set is r-dependent.
 Let G be a graph with m edges. If the largest r-independent set of G has k edges
then rc(G) ≤ m− k + 1.
The r-independent sets of graphs cannot be independently chosen. Consider, as an
example, the cycle C6 with edge set E. Any edge subset A of E with |A| = 3 forms an
r-independent set and so does its complement B = E \A. However, the cycle C6 with
all edges of A colored red and all edges of B colored blue is not rainbow connected.
Lemma 4.5. Let G = (V,E) be an edge colored graph. Assume that e ∈ E is an edge
of G that is colored with color c and that all other edges of G have a color different
from c. Then G is rainbow connected if and only if G/e is rainbow connected.
Proof. Assume that G is rainbow connected. Then clearly G/e is rainbow connected,
too, as all rainbow paths of G that do not use e are also rainbow paths of G/e; rainbow
paths of length l traversing e are transformed into rainbow paths of G/e of length l−1.
Observe that this statement remains true when e uses a color that is also used by other
edges of G.
Now suppose that G/e is rainbow connected. Let u and v be the end vertices of e in
G and x the vertex of G/e that arises by merging u and v. Consider a rainbow path
P connecting two vertices s, t of G/e that traverses x. If P is also a rainbow path in
G− e then P does not traverse e, hence it is a rainbow path in G, too. In case that P
is not a rainbow path of G− e, the path P splits into two rainbow paths, say the first
one between s and u and the other one between v and t. The color sets of these two
rainbow paths are disjoint. Consequently, we obtain by inserting e a rainbow path of
G, which gives the statement.
Theorem 4.6. Let F be an edge subset of a cycle Cn of length n ≥ 3. The set F is
r-independent if and only if |F | ≤ 3.
Proof. Assume |F | = k and let φ : E(Cn) → {1, ..., n − k + 1} be an edge coloring of
Cn such that φ(e) = φ(f) if and only if e, f ∈ F . Consequently, a color of an edge of
E \ F appears exactly once in Cn. According to Lemma 4.5, Cn is rainbow connected
if and only if a monochromatic cycle Ck is rainbow connected. This is true for k = 3
and false for any k > 3.
Definition 4.7. Let G = (V,E) be a graph with |E| = m. We define the rainbow
dependence polynomial
rdn(G, x) =
m∑
i=0
ci(G)x
i,
where ci(G) is the number of r-dependent sets of G with i edges.
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Obviously, the complete graph Kn has no r-dependent sets as every pair of vertices is
connected by a rainbow path including only one edge. So, rdn(Kn, x) = 0.
Theorem 4.8. Let T be a tree with n edges. Then,
rdn(T, x) =
n∑
i=2
(
n
i
)
xi = (x+ 1)n − nx− 1.
Proof. According to Theorem 4.1 any subset of the edge set with at least two edges is
an r-dependent set.
Theorem 4.9. Let G = Cn be a cycle with n edges. Then,
rdn(Cn, x) =
n∑
i=4
(
n
i
)
xi = (x+ 1)n − 1− nx−
(
n
2
)
x2 −
(
n
3
)
x3.
Proof. According to Theorem 4.6 we need at least four arbitrary edges to get an r-
dependent set in a cycle. Then we can choose any additional edge and receive also an
r-dependent set.
Theorem 4.10. Let G = Kn − e be a complete graph with one missing edge. Then,
rdn(Kn − e, x) =
(n2)−2n+3∑
i=0
((n
2
)− 2n+ 3
i
)
x2(n−2)+i = x2(n−2)(1 + x)(
n
2)−2n+3.
Proof. Let Kn − e be a complete graph with one missing edge such that the vertices
u and v are not adjacent. As we want to have an r-dependent set we need two edge
disjoint edge cuts. If we choose the incident edges of the vertices u and v we get two
edge disjoint cut sets of size n− 2 which are the only minimal edge disjoint cut sets in
Kn−e. So we have 2(n− 2) edges. We can choose arbitrarily a subset of the remaining(
n
2
)− 1− 2(n− 2) edges which gives
(n2)−1−2(n−2)∑
i=1
((n
2
)− 1− 2(n− 2)
i
)
x2(n−2)+i.
Theorem 4.11. Let G = K2,n, n ∈ N, n ≥ 2, be a complete bipartite graph. Then,
rdn(K2,n, x) =
n∑
k=2
(
n
k
)
x2k(1 + 2x)n−k.
Proof. Let K2,n be a complete bipartite graph with the two bipartite vertex sets V1
and V2 such that |V1| = 2 and |V2| = n. To obtain an r-dependent edge set we have to
choose a vertex set U ⊆ V2 of cardinality k, k ≥ 2. The incident edges of those vertices
form an r-dependent set of size 2k. The ordinary generating function for the number
of selections of the edges resulting from the k chosen vertices is
n∑
k=2
(
n
k
)
x2k.
Finally, we can enlarge the selected r-dependent set by at most one edge incident to w
for each w ∈ V2 \ U , which is counted by the generating function (1 + 2x)n−k.
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Theorem 4.12. Let G = K3,n, n ∈ N, n ≥ 3, be a complete bipartite graph. Then,
rdn(K3,n, x) =
n∑
k=2
(
n
k
)
x3k(1 + 3x+ 3x2)n−k + 3x2n(1 + nx).
Proof. Let K3,n be a complete bipartite graph with the two bipartite vertex sets V1
and V2 such that |V1| = 3 and |V2| = n. To get an r-dependent edge set we have to
choose a vertex set U ⊆ V2 of cardinality k, k ≥ 2. The incident edges of those vertices
form an r-dependent set of size 3k. The ordinary generating function for the number
of the edges resulting from the k chosen vertices is
n∑
k=2
(
n
k
)
x3k.
Additionally, we can enlarge the selected r-dependent set by at most two edges incident
to w for each w ∈ V2 \ U , which is counted by the generating function
(1 + 3x+ 3x2)n−k.
Alternatively we can also choose two vertices u, v ∈ V1, which gives
(
3
2
)
= 3 possibilities.
The incident edges of u and v form an r-dependent set of size 2n which gives a = 3x2n.
Additionally we can choose exactly one edge (there are n possibilities) or no edge of
the last vertex z ∈ V1 \ {u, v}, which yield b = (1 + nx). We cannot choose more than
one edge as we would get all incident edges of two arbitrary vertices of V2 which is
counted in the first sum. Combining the results gives the theorem.
Table 4.1 shows some rainbow dependent polynomials of bipartite graphs.
Let G = (V,E) be a connected graph and A ⊆ E. We define the restricted rainbow
dependence polynomial by
rdn(G;A, x) =
m∑
k=0
ck(G,A)x
k,
where ck(G,A) is the number of rainbow dependent sets of size k that contain all edges
from A. Consequently, we have the relation
rdn(G, x) = rdn(G; ∅, x).
In case of A = E, we obtain the following indicator function:
rdn(G;E, x) =
{
x|E|, if E is r-dependent in G,
0, otherwise.
Theorem 4.13. Let G = (V,E) be a connected graph, A ⊆ E, and e ∈ E \ A. Then
rdn(G;A, x) = rdn(G;A ∪ {e}, x) + rdn(G/e;A, x).
Proof. Let RA be the family of all r-dependent sets of G that contain all edges of A.
We partition RA into two disjoint families
R1A = {F ∈ RA|e ∈ F}
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G rdn(G,x)
K2,2 x4
K2,3 x6 + 6x5 + 3x4
K2,4 x8 + 8x7 + 28x6 + 24x5 + 6x4
K2,5 x10 + 10x9 + 45x8 + 120x7 + 130x6 + 60x5 + 10x4
K2,6 x12 + 12x11 + 66x10 + 220x9 + 495x8 + 600x7 + 380x6 + 120x5 + 15x4
K2,7
x14 +14x13 +91x12 +364x11 +1001x10 +2002x9 +2555x8 +1960x7 +875x6
+210x5 + 21x4
K2,8
x16 + 16 x15 + 120 x14 + 560 x13 + 1820 x12 + 4368 x11 + 8008 x10 + 10416 x9 +
9030x8 +5040x7 + 1736x6 + 336x5 + 28x4
K2,9
x18 + 18 x17 + 153 x16 + 816 x15 + 3060 x14 + 8568 x13 + 18564 x12 + 31824 x11
+41454x10 + 38892x9 + 25326x8 + 11088x7 + 3108x6 + 504x5 + 36x4
K3,3 x9 + 9x8 + 18x7 + 6x6
K3,4 x12 + 12x11 + 66x10 + 124x9 + 93x8 + 36x7 + 6x6
K3,5 x15+15x14+105 x13+455x12+975 x11+1143x10+820 x9+360 x8+90 x7+10x6
K3,6
x18 + 18 x17 + 153 x16 + 816 x15 + 3060 x14 + 7128 x13 + 10548 x12 + 10440 x11
+7065x10 + 3260x9 + 990x8 + 180x7 + 15x6
K4,4 x16 + 16x15 + 120x14 + 464x13 + 788x12 + 672x11 + 336x10 + 96x9 + 12x8
K4,5
x20 + 20x19 + 190x18 + 1140x17 + 4005x16 + 7944x15 + 9880x14 +8480x13 +
5200x12 + 2260x11 + 666x10 + 120x9 + 10x8
Tab. 4.1.: The rainbow dependence polynomial for some complete bipartite graphs
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(a) G with cut-set F1
(red) and edge subset
F2 (green)
(b) G − F1 with cut-
set F2 (green)
Fig. 4.3.: The edge subset F2 (green) is a cut in G−F1 but not in G, thus F1∪F2 is not an r-dependent
set.
and
R2A = {F ∈ RA|e /∈ F}.
The polynomial rdn(G;A, x) counts all sets in RA = R1A ∪ R2A, whereas rdn(G;A ∪
{e}, x) is the generating function for sets in R1A. It remains to show that rdn(G/e;A, x)
counts exactly the sets in R2A. In order to be sure that the given edge e does not appear
in any r-dependent set of G we can assume that e is colored with a unique color that
is not assigned to any other edge of G. An edge with a unique color can be contracted
without creating any new rainbow paths in G. Let c : E → C be an edge coloring of G
such that e has a unique color of the color set C. Then for any two vertices u, v ∈ V
there is a rainbow path between u and v in G if and only if there is a rainbow path
between u and v in G/e, which implies that the r-dependent sets not containing e of
G and G/e coincide.
The recurrence equation of Theorem 4.13 is applied in Algorithm 4.1. The procedure
RBdepSets(G,A, x) uses the recurrence equation where e is an arbitrary chosen edge
of the graph G \ A. If all edges in a graph G are marked (E(G) = A) or if the graph
has no edges any more (all edges are contracted) we must check if the remaining graph
has two edge disjoint edge cut sets. The test is implemented in Test2CutSets(G) by
checking if we find two non-adjacent vertices u and v, see Corollary 4.3. This test
is correct if and only if the checked graph is connected. If the original graph G is
connected then the constructed graph is also connected as the edges of G are only
marked or contracted. Both operations do not destroy the connectivity of a graph.
Last, we must show that the algorithm is finite. In every recurrence step an edge is
marked or contracted. So we lose one non-marked edge in every step. Therefore the
algorithm terminates in a finite number of steps as we get a graph without edges or
only with marked edges.
The algorithm can be interrupted if we get a graph with special structure. The exact
rainbow dependence polynomial is known for cycles, trees and complete graphs minus
one edge. If we get a graph which is isomorphic to one of the described special graphs we
can interrupt the recurrence step and return the exact rainbow dependence polynomial
(see Algorithm 4.2).
We may obtain parallel edges or loops through the process of edge contractions. In
most cases, this structures can be reduced to simplify the algorithm (see Table 4.2).
Let e = {u, u} be a loop of A. Then, e belongs to a possible r-dependent set and we
get the factor x. In addition, we have to remove e from the set A when deleting it in
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Algorithm 4.1 Rainbow dependent sets
procedure RBdepSets(G,A, x)
if A = E(G) then
return Test2CutSets(G) . Test of r-dependent sets
else
e ∈ E \ A . Choose edge from not marked edges.
return RBdepSets(G,A ∪ {e}, x) + RBdepSets(G/e,A, x)
end if
end procedure
procedure Test2CutSets(G)
for all (u, v), u, v ∈ V (G) do
if u, v are not adjacent then
return x|E(G)| . If G has non-adjacent vertices, it is an r-dependent set.
end if
end for
return 0
end procedure
Algorithm 4.2 Rainbow dependent sets (simplified)
procedure RBdepSets(G,A, x)
if C = E(G) then
return Test2CutSets(G) . Test of r-dependent sets
else if G ∼= Cn then
return rdn(Cn, x)
else if G ∼= Tn then
return rdn(Tn, x)
else if G ∼= Kn − e then
return rdn(Kn − e, x)
else
e ∈ E \ A . Choose edge from not marked edges.
return RBdepSets(G,A ∪ {e}, x) + RBdepSets(G/e,A, x)
end if
end procedure
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e rdn(G;A, x) = x · rdn(G− e;A \ {e}, x)
e rdn(G;A, x) = (x− 1) · rdn(G− e;A, x)
e rdn(G;A, x) = x · rdn(G− e;A \ {e}, x)
e rdn(G;A, x) = x · rdn(G− e;A \ {e}, x)
not reducible
Tab. 4.2.: Reductions of loops and parallel edges (red edges are marked while black edges are not
marked yet)
G, as we test E(G) and A for equality. Thus, we obtain
rdn(G;A, x) = x · rdn(G− e;A \ {e}, x).
Now assume, e = {u, u} is a loop out of E(G) \ A. Then, there are two cases. First,
e belongs to the possible r-dependent set. Then we get the factor x. The second
case is, that e does not belong to the possible r-dependent set. Then, the factor is
1. As e does not belong to A, it is not necessary to remove e from A. Thus, we get
rdn(G;A, x) = (x− 1) · rdn(G− e;A, x).
Now let e = f = {u, v} be two parallel edges out of A ⊆ E(G). Then e belongs
to the possible r-dependent set, which is taken into account by the factor x. As e is
in A we must remove e from A if we delete e from G. Thus, we get rdn(G;A, x) =
x · rdn(G − e;A \ {e}, x). The edge f remains unchanged in G and in A. The same
holds if only e is in A and f does not belong to A.
The last case is that we have two parallel edges both not belonging to A. Then,
every single edge can belong to the possible r-dependent set or not, that is, we get the
recurrence equation from Theorem 4.13. So, this case is not reducible.
4.2. Rainbow Partitions
Let pi be a partition of the edge set of a graph G. We color all edges of one block
with the same color but edges of different blocks with different colors. If we obtain a
rainbow coloring of G with such an edge coloring, then pi is a rainbow partition. The
set of all rainbow partitions of G is denoted by Πr(G). A partition σ is a refinement
of a partition pi if every block of σ is contained in a block of pi.
Proposition 4.14. If pi is a rainbow partition of G, then a refinement σ of pi is also
rainbow partition of G.
We can order the rainbow partitions of G such that σ ≤ pi if and only if σ is a refinement
of pi. The resulting partially ordered set (poset) is a lower semilattice with minimal
element 0ˆ which is the partition consisting exclusively of singletons. The poset of
rainbow partitions of the cycle C4 is shown in Figure 4.4.
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a
b
c
d
abc/d abd/c ac/bd acd/b bcd/a
ab/c/d ac/b/d ad/b/c bc/a/d bd/a/c cd/a/b
a/b/c/d
Fig. 4.4.: A cycle C4 together with its semilattice of rainbow partitions
Theorem 4.15. Let G = (V,E) be a connected graph, pi ∈ Πr and {e, f} ⊆ X ∈ pi.
Then at least one of the edges of {e, f} is not a bridge of G.
Proof. Assume that e = {u, v} and f = {x, y} are bridges of G such that u and y are
in different components of G− v and of G− x. We allow also the case v = x. Suppose
there is a rainbow partition pi with a block containing both e and f . Then there is
a unique path from u to y in G that contains the two edges e and f . This is not a
rainbow path as those edges are colored alike. Hence, pi is not a rainbow partition
which is a contradiction.
Theorem 4.16. Let G be a cycle Cn with n vertices, n ≥ 3, and let c = {c1, c2, ..., cn}
be a set of colors. There must occur one of the following cases if we want to get a
rainbow coloring in G.
 One block of pi has size three, the other blocks are singletons.
 There are k, 0 ≤ k ≤ bn/2c, blocks of size two and the other blocks are singletons.
Proof. According to Proposition 4.14 and Theorem 4.15, we can contract any edge
corresponding to a singleton of pi. Hence it remains to show that
 a monochromatic C4 is not rainbow connected,
 a monochromatic C3 is rainbow connected,
 there is no rainbow partition of C5 with blocks of size 2 and 3,
 there is a rainbow partition of C2n consisting of n blocks of size 2.
The first two statements are trivial (see also Figure 4.5). The third one follows from
Figure 4.6. To see the last one, consider an edge partition pi of C2n for which exactly
the opposite edges of the cycle are together in one block. Then pi is a rainbow partition
as any two vertices of distance n are connected by two edge-disjoint rainbow paths.
Corollary 4.17. There are exactly
(
n
3
)
rainbow partitions in Cn having one three-
element block and singletons else. There are
(
n
2n−2k
)
rainbow partitions with exactly k
blocks in Cn that consist completely of pairs and singletons.
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vk
vj+1
vj
vi+1
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Fig. 4.5.: A rainbow coloring of the cycle Cn with four same-color edges is not possible.
1
1
2
1
2
1
1
1
2
2
Fig. 4.6.: A cycle C5 has no rainbow coloring of type {{1, 1, 1}, {2, 2}}
Proof. Let Cn be a cycle with n vertices. According to Theorem 4.16, a rainbow
partition with one block of size 3 has no other blocks of size greater than 2. Thus, we
have
(
n
3
)
possibilities to choose three edges which form a three-element block, the other
edges are singletons.
Now we have to consider the rainbow partitions consisting only of two-element blocks
and singletons. Let k be the number of blocks of such a rainbow partition. Then
we have n − k edge pairs which are colored pairwise alike, the remaining edges are
singletons. From the choice of the edges, the assignment towards the blocks of two
is unique. Thus we have
(
n
2(n−k)
)
possibilities to choose these edges which gives the
corollary.
Theorem 4.18. Let G = (V,E) be a two-edge connected graph. If |E| is even, then
there exists a rainbow partition pi of G such that all blocks of pi have cardinality two.
If |E| is odd, then there is a rainbow partition pi of G consisting of one singleton; all
other blocks of pi are pairs of edges.
Proof. First we show that it suffices to prove the theorem for two-edge connected
graphs without any articulations. Assume v is an articulation of G. Then clearly we
have d(v) ≥ 4. Let G1 = (V1, E1) and G2 = (V2, E2) be subgraphs of G such that
G1 ∩G2 = G and G1 ∪G2 = ({v}, ∅). Let Av be the set of edges of G that are incident
to vertex v. Now λ(G) ≥ 2 implies that |Av ∩ E1| ≥ 2 and |Av ∩ E2| ≥ 2. We split
the vertex v, which means that we replace v by two new vertices v1 and v2 that inherit
the edges of v such that v1 and v2 have at least one neighbor in V1 and in V2. Figure
4.7 shows the splitting operation. The resulting graph, denoted by G′, is still two-edge
connected. If G′ is rainbow connected, then G is rainbow connected, too. This implies
that any rainbow partition of G′ is also rainbow partition of G. Hence we can assume
that the given graph has no articulations.
Let G be a connected graph of even size without articulations. This implies also
λ(G) ≥ 2. We show the first statement of the theorem by induction with respect to the
number of cycles of G. If G has exactly one cycle, then G is a cycle and the statement
follows by Theorem 4.16. Now assume that the theorem is true for all graphs (satisfying
the above mentioned conditions) with at most k cycles, where k is a positive integer.
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v →
v1
v2
Fig. 4.7.: Vertex splitting
Let G be a graph with k+ 1 cycles. Let C be a cycle of even length of G. Such a cycle
always exits. To see this, assume C is of odd length. Then there must be a second
cycle C ′ of G that has a path of positive length with C in common, which follows
from Whitney’s ear decomposition of biconnected graphs, see [Whi32]. If C ′ has even
length, then we have the desired cycle. Otherwise, the symmetric difference C ⊕C ′ of
the edge sets of the two cycles yields a new cycle of even length. We form a rainbow
partition σ within C consisting of two-element blocks only, which exists according to
Theorem 4.16. Let G \C be the graph obtained from G by contraction of the cycle C
and σ and τ be two partitions with disjoint blocks. A partition pi = σ ∪ τ is a rainbow
partition of G if and only if τ is a rainbow partition of G\C. As G\C is still two-edge
connected and has less cycles than G, the statement follows by induction.
The second statement of the theorem follows analogously.
Theorem 4.19 ([DKT16]). Let G = (V,E) be a two-edge connected graph and F ⊆ E
with |F | = 3. Then the partition pi = {F} ∪ {{e}|e ∈ E \ F} is a rainbow partition of
G.
Proof. If we have a partition with one block of size 3 and all other blocks are singletons,
then there are three edges in G which are colored alike and all other edges have different
colors. As G is two-edge connected there are at least two edge-disjoint paths P1 and
P2 between any two vertices. If one of this two paths, say P1, includes two edges which
are colored alike, then P2 has at most one edge with this color. If P1 has three edges
with the same color, then this color does not occur in P2.
4.3. Rainbow Pairs
Let G = (V,E) be a graph with an edge coloring c : E → {1, ..., k}. A rainbow pair of
G is a pair of vertices (u, v) such that there is a rainbow uv-path in G. The set of all
rainbow pairs of G with respect to the coloring c is denoted by Pr(G, c). We denote
the set of all edge colorings of G with colors from {1, ..., k} by C(G, k). We define the
rainbow pair number rpn(G, k) of G by
rpn(G, k) = max{|Pr(G, c)| | c ∈ C(G, k)}
for any nonnegative integer k. This is the maximum number of rainbow pairs we can
find in G for any edge coloring of G with at most k colors. There are some properties
which can be easily verified:
 Let G be a complete graph, then rpn(Kn, k) =
(
n
2
)
, k ∈ N.
 For any graph G, rpn(G, 0) = 0.
 Let G be a graph with m edges, then rpn(G, 1) = m.
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 Let G be a graph with n vertices and m edges, then m ≤ rpn(G, k) ≤ (n
2
)
, k ∈ N.
The last inequality becomes an equality if and only if k ≥ rc(G).
 If G consists of s components G1, ..., Gs, then
rpn(G, k) =
s∑
j=1
rpn(Gj, k).
 The distance d(u, v) of vertices can be used to give an upper bound for the rainbow
pair number of a graph G = (V,E):
rpn(G, k) ≤ |{{u, v} ⊆ V |d(u, v) ≤ k}|.
Theorem 4.20. Let G = (V,E) be a connected graph and e ∈ E. Then
rpn(G, k − 1) ≤ rpn(G, k)
and
rpn(G− e, k) ≤ rpn(G, k).
Proof. The first equation is easy to see by the definition of the rainbow pair number.
Thus, we have only to prove the second equation. Let G be an edge-colored graph and
{u, v} = e ∈ E an edge of G. Then there are rainbow paths in G using e (at least the
one connecting u and v using only e). By deleting e, the rainbow path between u and
v either is destroyed or it is maintained (if there is a rainbow path between u and v
not traversing e). As we do not change any color of other edges we can neither change
another rainbow path nor creating a new path. Thus the theorem follows.
4.3.1. Trees
Theorem 4.21. Let Pn+1,k be a path with n edges. Then
rpn(Pn+1) = nk −
(
k
2
)
for k ≤ n.
Proof. Let Pn+1 be a path with n edges. We color the edges of the path with k colors
such that exactly each k-th edge receives the same color. Then two vertices u, v of
Pn−1 form a rainbow pair if and only if d(u, v) ≤ k. Let fj be the number of vertex
pairs of Pn+1 that have distance j from each other. We obtain
rpn(Pn+1, k) =
k∑
j=1
fj =
k−1∑
j=0
(n− j) = nk −
(
k
2
)
.
Theorem 4.22. Let Sn+1 be a star with n edges and k ≥ 1. Then
rpn(Sn+1, k) = n+
(
k
2
)
n2 − (n mod k)2
k2
+
(
n mod k
2
)
.
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Proof. Let Sn+1 be a star with n edges. We color the n edges of the star Sn+1 in such
a way that we obtain a maximum number of rainbow pairs. The central vertex forms
together with any other vertex a rainbow pair. Two outer vertices of the star form a
rainbow pair if and only if the corresponding edges are differently colored. We denote
the number of edges that are colored with color i by ci, i ∈ {1, ..., k}. The number of
rainbow pairs of Sn+1 is, consequently,
rpn(Sn+1, k) = n+
k−1∑
i=1
k∑
j=i+1
cicj. (4.1)
Clearly the numbers ci have to satisfy the condition
k∑
i=1
ci = n.
The maximum in Equation (4.1) is achieved if the color group sizes ci are as equally
as possible distributed. For otherwise assume that we have ci = s and cj = s+ a with
a ≥ 2. If we now recolor one edge of color j with color i, then we win at least one
rainbow pair. Consequently, (n mod k) of the numbers ci are equal to dnk e = n−(n mod k)k+1 .
The remaining k − (n mod k) numbers are equal to n−(n mod k)
k
. From Equation (4.1),
we obtain
rpn(Sn+1, k) = n+
(
(n mod k)
2
)(
n− (n mod k)
k
+ 1
)2
+
(
k − (n mod k)
2
)(
n− (n mod k)
k
)2
+(n mod k)(k − (n mod k))
(
n− (n mod k)
k
+ 1
)(
n− (n mod k)
k
)
,
which gives (after some manipulation) the desired result.
It is not too difficult to see that the second term of the theorem is exactly the size of
a Tura´n graph T (n, k), see [Wes01].
Theorem 4.23. Let T be a tree with n+ 1 vertices. Then for any k ∈ {1, ..., n}:
kn−
(
k
2
)
≤ rpn(T, k) ≤ n+
(
k
2
)
n2 − (n mod k)2
k2
+
(
n mod k
2
)
.
Proof. Considering Theorems 4.21 and 4.22 we have to show that
rpn(Pn+1, k) ≤ rpn(T, k) ≤ rpn(Sn+1, k). (4.2)
Consider an arbitrary tree T of order n + 1 that is edge colored with colors from
{1, ..., k}. Assume e = {u, v} is an edge of T such that neither u nor v is a leaf of T .
We form a new tree T ′ from T by ”swinging out“ the edge e, which means that we
contract e and reinsert it at the merged vertex such that v becomes a leaf, see Figure
4.8. Now consider any two vertices x, y ⊆ V \{v}. If there is a rainbow path between x
and y in T , then there is also a (possibly shorter) rainbow path between x and y in T ′.
Also all rainbow paths starting in v and traversing u are maintained in T ′. However,
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Fig. 4.8.: Swinging out an edge of a tree
there might be a rainbow path from v to a vertex z in T not traversing u that is no
longer a rainbow path between v and z in T ′. In this case, there was no rainbow path
from u to z in T , but now we find a rainbow path from u′ to z in T ′. Consequently, the
number of rainbow connected pairs in T ′ is not smaller than the number of rainbow
pairs in T . As any tree can be transformed into a star by swinging out edges, the
second relation in Inequality (4.2) is valid.
Now we prove the first inequality of (4.2) by defining an edge coloring for an arbitrarily
given tree T of order n+ 1. We choose this coloring in such a way that the number of
rainbow pairs of T is at least as large as the number of rainbow pairs of an optimally
edge colored path Pn+1. Assume that there are k colors available. If k ≥ n, then the
relation rpn(Pn+1, k) = rpn(T, k) =
(
n+1
2
)
follows. Hence we can assume that k < n.
We choose a subtree S of order k+ 1 in T and color all its edges differently with colors
from {1, ..., k}. Now let e = {u, v} be an edge of T such that u ∈ V (S) and v /∈ V (S).
Let S ′ be a subtree of order k from T . We color e with the unique color that does
not appear among the edges of T ′. This process can be repeated until all edges of
T are colored. Let U be the subtree of T that consists of all edges that are already
colored. If U is a proper subtree of T , then we can always find an uncolored edge that
has exactly one end vertex u in U and there is a subtree S of order k with u ∈ V (S)
such that all the k − 1 edges of S are colored differently. The first colored subtree of
order k + 1 provides
(
k+1
2
)
rainbow pairs. Each new vertex v that is connected via an
edge E = {u, v} to the already edge colored subtree U has rainbow paths to at least k
vertices of U , namely those belonging to S. Consequently, the tree T has at least(
k + 1
2
)
+ (n− k)k = nk −
(
k
2
)
= rpn(Pn+1, k)
rainbow pairs.
4.3.2. Cycles
Theorem 4.24. If G is a cycle with n vertices and (n mod k) = 0, then
rpn(Cn, k) = nk
for k < n.
Proof. Let Cn be a cycle with the vertices x1, x2, ..., xn. We define a linear order such
that x1 < x2 < ... < xn while we move clockwise on the cycle.
First we prove that the edge coloring where the colors occur alternately results in the
maximum number of rainbow pairs. Therefore we assume, that the cycle is colored
alternately. Then, from each vertex, we reach k vertices (clockwise) by a rainbow
path. Now assume, that for one edge the color is changed, say {x1, x2}. Then, from
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the vertex x1 we can reach at most k−1 vertices (clockwise) by a rainbow path. As we
can reach from all other vertices at most k vertices (clockwise), the number of rainbow
pairs decreases. Thus, an alternately edge coloring results in the highest number of
rainbow pairs.
As the cycle is colored alternately and if (n mod k) = 0, then we can reach k vertices
clockwise from every single vertex by a rainbow path. Thus, the theorem holds.
Theorem 4.25. If G is a cycle with n vertices and (n mod k) 6= 0, then
rpn(Cn, k) ≥ kn−
k−1∑
i=(n mod k)
i.
Proof. We assume that the edge coloring where the colors occur alternately results in
the highest number of rainbow pairs. We number the edges of the cycle from 0 to n−1
and use the color assignment c(e) = (e mod k) for e ∈ {0, ..., n− 1}.
Let Cn be a cycle with the vertices x1, x2, ..., xn. We define a linear order such that
x1 < x2 < ... < xn while we move clockwise on the cycle. We assume that (n mod k) 6=
0. So we reach from the first n − k − (n mod k) vertices, say x1, x2, ..., xn−k−(n mod k),
in each case the next k vertices by a rainbow path which gives kn− k2− (n mod k) · k
rainbow pairs. The next (n mod k) vertices clockwise also reach their k successors by
a rainbow path which gives (n mod k) · k pairs. Then we have k − (n mod k) vertices
xn−k, xn−k+1, ..., xn−(n mod k) which cannot reach their k successors because there are
color repetitions. So we have
k∑
i=(n mod k)+1
(k − i+ (n mod k) + 1)
pairs. The remaining vertices are the last (n mod k) ones which can reach their (n mod
k) successors by a rainbow path. Thus we have (n mod k)·(n mod k) pairs. Combining
these results gives
rpn(Cn, k) = kn− k2 − (n mod k) · k + (n mod k) · k
+
k∑
i=(n mod k)+1
(k − i+ (n mod k) + 1) + (n mod k)2.
Some transformations of the equation give the theorem.
Corollary 4.26. Let G be a cycle with n vertices and (n mod k) = k − 1. Then,
rpn(Cn, k) ≥ nk − (k − 1).
Lemma 4.27. Let Cn be a cycle with n vertices (n ≥ 5) and k = 2. Then
rpn(Cn, 2) =
{
2n, if (n mod 2) = 0
2n− 1, otherwise.
Proof. We color the edges in such a way that adjacent edges have different colors. The
only exception are the edges {1, n} and {1, 2}, they can have the same color depending
on the parity of n. With this coloring every vertex builds a rainbow pair with its two
following vertices on the cycle. The only exception is the vertex n, which may be form
only a rainbow pair with the vertex 1 and not with the vertex 2, again depending on
the parity of n.
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Fig. 4.9.: Coloring of the C9, C10 and C11 with three colors.
Lemma 4.28. Let Cn be a cycle with n vertices (n ≥ 7) and k = 3. Then
rpn(Cn, 3) =
{
3n, if (n mod 3) = 0
3n− 2, otherwise.
Proof. We color again the cycle clockwise with the three colors (see Figure 4.9). We
have to distinguish three cases depending on the order of the cycle.
1. (n mod 3) = 0: Follows from Theorem 4.24.
2. (n mod 3) = 1: The edge {1, n} will be colored with color 2 and therefore the
vertex n−2 has two, the vertex n−1 has three and the vertex n has two rainbow
neighbors. Additionally, the first n − 3 vertices have three rainbow neighbors.
Hence, there are 3(n− 2) + 4 rainbow pairs.
3. (n mod 3) = 2: The edge {n − 1, n} will be colored with color 1 and the edge
{1, n} with color 2. The first n − 2 vertices each have three and the last two
vertices each have two rainbow neighbors.
Conjecture 4.29. Let Cn be a cycle with n vertices, n ≥ 9, and k = 4. Then
rpn(Cn, 4) =

4n, if (n mod 4) = 0
4n− 3, if (n mod 4) = 1, 3
4n− 4, otherwise
4.3.3. Wheels and Fans
Let Fp,q = (Pp∪Pq)+({v}, ∅) be a double-fan graph with p+q+1 vertices. Furthermore,
let P = {{v, w} ∈ E(Fp,q) : w ∈ Pp} and Q = {{v, w} ∈ E(Fp,q) : w ∈ Pq} be its edge
subsets (the spokes of the double-fan graph).
Theorem 4.30. Let Fp,q be a double-fan graph, with p ≥ 4, q ≥ 4 and p ≤ q. Then
rpn(Fp,q, 2) = pq + 3p+ 3q − 6.
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Proof. We use the color set {1, 2}.
First we color the spokes of the double-fan graph. Let x be the number of spokes with
color 1 of the set P and y be the number of spokes with the color 1 of Q. Then we
have
(p− x)y + (q − y)x
rainbow pairs between outer vertices of the two fans. This function attains its maximum
for x = p
2
and y = q
2
. Since both parameters have to be integers, we find that x =
⌈
p
2
⌉
and y =
⌊
q
2
⌋
(or the symmetric choice) yields the maximum value, which is equal to⌈pq
2
⌉
. (4.3)
Moreover, there are
p+ q (4.4)
pairs containing an outer and the center vertex.
If we color the outer edges alternately with the two colors, then all vertex pairs of
distance 2 along the two paths are rainbow connected, which yields additional
2p+ 2q − 6 (4.5)
rainbow pairs.
The number of rainbow pairs within P (or within Q) generated by differently colored
spokes is ⌈p
2
⌉ ⌊p
2
⌋
+
⌈q
2
⌉ ⌊q
2
⌋
− 6. (4.6)
There are three rainbow pairs in each path that are already counted in Equation 4.5,
which provides the last term (-6). Adding up the Expressions 4.3, 4.4, 4.5, 4.6 proves
the theorem.
Remark 4.31. For a fixed odd number of vertices, the double-fan Fp,q, with p = q, has
the most rainbow pairs.
Lemma 4.32. Let Wn be a wheel graph with n+ 1 vertices (n ≥ 3). Then
rpn(Wn, k) =
{
2n if k = 1(
n
2
)
if (3 ≤ n ≤ 6 and k ≥ 2) or (n ≥ 7 and k ≥ 3)
Proof. If k = 1, then the size of the wheel gives the number of pairs and therefore
rpn(Wn, 1) = 2n. The second case follows directly from the Theorem 3.4.
Theorem 4.33. Let Wn be a wheel graph with n+ 1 vertices (n ≥ 7). Then
rpn(Wn, 2) ≥ 3n− 6 +
⌈
n− 2
2
⌉⌊
n− 2
2
⌋
.
Proof. The graph Wn has 2n edges providing 2n rainbow pairs consisting of vertices of
distance 1. We color the edges of the cycle alternately, which yields n or n−1 additional
rainbow pairs of distance 2, depending on whether n is even or odd. Now we color p
of the inner edges with one color and the other q = n− p edges with the second color.
The number of additional rainbow pairs becomes maximal if p and q are as equal as
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Fig. 4.10.: Coloring of the wheel with two colors
possible and if we avoid to reconnected few as possible already established rainbow
pairs. This implies p =
⌊
n
2
⌋
and q =
⌈
n
2
⌉
. The p equally colored edges should be in
correspondence with p consecutive vertices along the cycle (see 4.10). This provides⌊n
2
⌋ ⌈n
2
⌉
− 6
additional rainbow pairs, where the last term has to be replaced by −5 in case of odd
n. Adding up all contributions proves the statement.
Theorem 4.34. [SMY13] Let Fn be a fan graph with n vertices (n ≥ 2). Then
rc(Fn) =

1 if n = 2
2 if 3 ≤ n ≤ 6
3 if n ≥ 7
Theorem 4.35. Let Fn be a fan graph with n vertices (n ≥ 3). Then
rpn(Fn, k) =

2n− 3 if k = 1(
n
2
)
if 3 ≤ n ≤ 7 and k ≥ 2(
n
2
)
if n ≥ 8 and k ≥ 3
Proof. If k = 1, then the size of the fan gives the number of pairs and therefore
rpn(Fn, 1) = 2(n − 1) − 1. The second and third case follow directly from Theorem
4.34.
Case n = 7 and k = 2: The edges {1, 2}, {1, 3} and {1, 4} are colored with the first
color and the edges {1, 5}, {1, 6} and {1, 7} are colored with the second color. The
remaining edges are colored in such a way that two consecutive edges have different
colors. With this coloring every vertex pair is connected with a rainbow path (see
Figure 4.11).
Corollary 4.36. Let Fn be a fan graph with n vertices (n ≥ 8). Then
rpn(Fn, 2) = 3n+
⌈
n− 1
2
⌉⌊
n− 1
2
⌋
− 9
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Fig. 4.11.: Coloring of the fan F7 with two colors
Proof. The construction in the proof of Theorem 4.33 gives also a lower bound for the
number of rainbow pairs in fan graphs. The wheel graph gives a upper bound because
of Theorem 4.20.
4.3.4. Complete Bipartite Graphs
Lemma 4.37. Let Km,n be a complete bipartite graph, 1 ≤ m ≤ n and k ∈ N. Then
rpn(Km,n, k) =
{
mn, if k = 1(
n+m
2
)
, if k ≥ min{d m√ne , 4}.
Proof. The proof is divided into two cases:
1. k = 1: The end vertices of every edge form a rainbow pair.
2. k ≥ min{d m√ne , 4}: This part follows directly from Theorem 3.5.
Theorem 4.38. Let K2,n = ({1, 2} ∪X,E) be a complete bipartite graph and n ≥ 5.
Then
rpn(K2,n, 2) ≥ 2n+ rs+ t(r + s) +
⌊
t
2
⌋⌈
t
2
⌉
with
t =
⌈n
2
⌉
, r =
⌈⌊
n
2
⌋
2
⌉
, s =
⌊⌊
n
2
⌋
2
⌋
.
Proof. If we color the edges of the complete bipartite graph with two colors, then we
can distinguish the vertices in X in respect to the color of the edges from one vertex
to the vertices 1 and 2. We collect all vertices of X for which the two incident edges
are colored differently in a set T . If the two edges are both colored with color 1
then we assign the corresponding vertex to a second set R. We define a third set by
S = X \ (R ∪ T ). Now let |S| = s, |T | = t and |R| = r.
Every vertex in one set forms a rainbow pair with every vertex of another set. This is
counted by
rs+ t(r + s).
Furthermore, the vertices in the set T can be partitioned in two parts. The ones who
have an edge with color 1 and that ones who have an edge with color 2 to the vertex
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1. Now every vertex of the first part is a rainbow pair with every vertex of the other
part. These number of these rainbow pairs are counted by⌊
t
2
⌋⌈
t
2
⌉
.
Remark 4.39. The coloring in the proof of Lemma 4.38 is locally optimal. This means
that it can not be improved by changing the coloring of one edge. But we are not able
to prove that this coloring is a global optimum.
4.4. Special Rainbow Colorings
4.4.1. 2-Rainbow Coloring
Let G = (V,E) be a graph with an edge coloring c : E → {1, ..., k}. The coloring c is
a 2-rainbow coloring if any two vertices with distance two are connected by a rainbow
path of length two.
In the following, we consider the problem of counting 2-rainbow colorings of a graph
with a given number of colors. We denote by ρ2(G, x) the number of 2-rainbow colorings
of G with x colors, where x is a nonnegative integer.
Remark 4.40. It can be shown that ρ2(G, x) is a polynomial in x.
Let G = (V,E) be a tree with an edge coloring c : E → {1, ..., k} and L(G) the line
graph of G with a vertex coloring τ : V → {1, ..., k}. Let e be an arbitrary edge in G
and v the corresponding vertex in L(G). Then c(e) = τ(v) for all e ∈ G.
Theorem 4.41. An edge coloring c : E → {1, ..., k} is a 2-rainbow coloring of a tree
G if and only if τ is a proper vertex coloring of L(G).
Proof. Let G be a tree with n vertices and c : E → {1, ..., k} an edge coloring of G.
We assume that c is a 2-rainbow coloring. Then, two adjacent edges have different
colors. The line graph L(G) is created by identifying the edges of G with the vertices
of L(G) and two vertices v1, v2 of L(G) are neighbored if the corresponding edges of
G are adjacent. As two adjacent edges in G have different colors, the corresponding
(neighbored) vertices have different colors, too. Thus, we have a proper vertex coloring.
Now assume we have a proper vertex coloring in L(G). Two vertices in L(G) are
adjacent if and only if the corresponding edges in G are adjacent. As adjacent vertices
in L(G) have different colors due to the proper vertex coloring, the corresponding edges
in L(G) also have different colors. Thus, we get a 2-rainbow coloring in G.
This theorem does not hold for general graphs as seen in Figure 4.12. The left side
shows a 2-rainbow coloring c of the cycle C4. The right side depict the line graph
L(C4) = C4.
Theorem 4.42. Let Pn be a path with n− 1, n ≥ 3, edges. Then
ρ2(Pn, x) = x(x− 1)n−2.
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Fig. 4.12.: Counterexample
Proof. A proper edge coloring of a graph G is a proper vertex coloring in the line graph
L(G) such that χ′(G, x) = χ(L(G), x). The line graph of the path Pn is Pn−1 and the
chromatic polynomial of Pn is
χ(Pn, x) = x(x− 1)n−1.
So it holds
χ′(Pn, x) = χ(Pn−1, x) = x(x− 1)n−2,
which yields the theorem.
Theorem 4.43. Let Tn be a tree with n vertices. Then
ρ2(Tn, x) =
(
1
x
)n−1 ∏
v∈V
xdeg(v).
Proof. Let Tn be a tree with n vertices. To obtain a 2-rainbow coloring, incident edges
have to get different colors. Thus, we obtain a proper edge coloring. According to
Theorem 4.41, a proper edge coloring in G is identical with a proper vertex coloring
in L(G). Creating the line graph L(T ) of a tree T , every vertex v ∈ V (T ) with vertex
degree deg(v) is converted into a clique with deg(v) vertices, thus L(T ) consists only of
cliques which are connected through articulations. To obtain a proper vertex coloring
in L(T ), every vertex in a clique has to receive a different color, thus we have xdeg(v)
proper colorings for a clique induced by a vertex o degree deg(v). As the cliques are
only connected by articulations, we can multiply the chromatic polynomial for every
clique L(T ) induced by a vertex v ∈ V (T ), which yields∏
v∈V
xdeg(V ).
We cannot independently color two cliques sharing an articulation. Since in exactly
one out of x colorings the color of the articulation in the second clique equals that one
in the first clique, we have to divide the product of the two chromatic polynomials by
x. Each edge of the tree T generates an articulation in L(T ), which yield the factor
x(1− n).
Let G = (V,E) be a graph with an edge coloring c and an articulation u. Let F ⊆ E
be the set of the incident edges of u. Let the color set be C = {1, ..., k} with C ′ ⊂ C
such that |C ′| = |F |. We define the polynomial ρ2(G,C ′, x) which counts the number
of 2-rainbow colorings where all edges f ∈ F have different colors from C ′.
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Fig. 4.13.: Graph G = (V,E) with an articulation u
Theorem 4.44. Let G = (V,E) be a connected graph and u ∈ V (G) an articulation
with vertex degree d(u). Let C ′ be the color set used for N(u). Then,
ρ2(G, x) ≥ xd(u) · ρ2(G,C ′, x).
Proof. Let G be a connected graph and u an articulation which separates V (G) into
two vertex sets V1 and V2 such that V1 ∪ V2 ∪ u = V (G) and V1 ∩ V2 = ∅ (see Figure
4.13). Let X1 = V1 ∩ N(u) and X2 = V2 ∩ N(u) be the neighbors of u in V1 and V2.
Every two vertices v and w with v ∈ X1 and w ∈ X2 have distance 2. Thus, the edges
{v, u} and {u,w} must be colored different for every vertex pair v and w. This is true
if all incident edges of u are colored different. But it is possible that the vertices of X1,
respectively X2, are neighbored to each other or that there is a proper colored path of
length 2 in G[V1], or G[V2], respectively. Then the edge coloring which colors all edges
{v, u}, v ∈ V1, equal and the edges {u,w}, w ∈ V2, different, or vice versa, respectively,
is also a proper 2-rainbow coloring, which gives the theorem.
Let G = (V,E) be a graph with a bridge e = {u, v} which separates G into two
subgraphs G1 = (V1, E1) and G2 = (V2, E2) such that V1 ∩ V2 = ∅ and V1 ∪ V2 = V
with u ∈ V1 and v ∈ V2 (see Figure 4.14). Let F1 be the incident edges of u except e
and F2 be the incident edges of v except e.
Theorem 4.45. Let G = (V,E) be a connected graph and e = {u, v} ∈ E(G) a bridge.
Let C1 and C2 be two color sets used for the edge sets F1 respectively F2. Then,
ρ2(G, x) = (x− |C1 ∪ C2|) ρ2(G1, C1, x)ρ2(G2, C2, x).
Proof. Let G = (V,E) be a graph with a bridge e = {u, v} which separates G into two
subgraphs G1 = (V1, E1) and G2 = (V2, E2) such that V1∩V2 = ∅ and V1∪V2 = V with
u ∈ V1 and v ∈ V2 (see Figure 4.14). Let F1 be the incident edges of u except e and F2
be the incident edges of v except e. All vertices x ∈ X = N(u) \ {v} have distance 2
to vertex v and all vertices y ∈ Y = N(v) \ {u} have distance 2 to vertex u. Therefore,
the colors occurring on f ∈ F1 ∪ F2 must not be reused for e.
Let C = {1, ..., k} be the color set for G and C1 ∈ C respectively C2 ∈ C be the
color set used for F1 respectively F2. Then the color used for e has to be a color
c ∈ C \{C1∪C2}. Thus we get for the edge e the factor (x−|C1∪C2|). The 2-rainbow
polynomials for the graphs G1 and G2 can be calculated independently which yields
the theorem.
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Fig. 4.14.: Graph G = (V,E) with a bridge e = {u, v}
4.4.2. Rainbow List Coloring
Let G = (V,E) be a nontrivial connected graph of size m and S = {1, ..., k} with
k ∈ N, k > 1. Let l be a positive integer. Now assume that we create m lists Li for
1 ≤ i ≤ m that contain l elements from S each. Let L = {L1, ..., Lm} be the set of
the lists. A transversal of L is a set T = {t1, ..., tm} of m different elements such that
ti ∈ Li for i = 1, ...m.
Now every list Li, 1 ≤ i ≤ m, is assigned to an edge of G. Then, the graph G is
rainbow list colored if there exist a rainbow coloring c using one color out of Li for
every edge ei for 1 ≤ i ≤ m. Then, c is a rainbow list coloring.
Chen and Tittmann [CT15] present some approaches to calculate the probability that
there exist a rainbow coloring using only colors of random selected lists of L with
l(Li) = 2 (so-called S-lists) for all i, 1 ≤ i ≤ m. The following statements rely on
[CT15].
Let p(k,m) be the probability that a given S-list L has a transversal and fkm be the
number of S-lists of length m with |S| = k that possesses a transversal. As there are(
k
2
)
possibilities to choose an unordered pair of elements from S, we have
(
k
2
)m
different
S-lists of length m. Then it holds
p(k,m) =
fkm(
k
2
)m .
In the following, parallel edges are allowed but no loops. Two vertices which are
connected by two parallel edges are considered as a cycle C2. A pseudoforest is a graph
in which each component has at most one cycle.
To prove the next theorem, Hall’s marriage theorem [Hal35] is needed, which says that
the family L has a transversal if and only if it holds∣∣∣∣∣⋃
i∈X
Li
∣∣∣∣∣ ≥ |X|
for all subsets Y ⊆ {1, ...,m}.
Theorem 4.46. [CT15] Let G = (S,L) be a graph that is defined by a given S-list L
that has a transversal. Then G is a pseudoforest.
Proof. Assume L has a transversal but G has a component H = (W,F ) the has two or
more cycles. Then clearly the relation |W | < |F | is satisfied and hence Halls condition
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is violated for the family of pairs that are represented by the edges of H, which yields
a contradiction to the assumed existence of a transversal.
Now assume that G = (S,L) is a pseudoforest. Then we can construct a transversal
of L as follows. First we observe that a transversal of L can be obtained as the union
of transversals for the components of G. Assume that H is a component of G that is
a cycle. Then the vertex set of the cycle provides the desired transversal. If H is not
a cycle and has at least one edge then H has a pendant vertex v (a vertex of degree
1). We define T = ∅ as initialization for the transversal of H. Now we choose v as an
element of the transversal T and remove v and its incident edge from H. The resulting
graph Hv is either a single vertex or a cycle or it has again a pendant vertex. In the
first case the vertices selected so far form a transversal. In the second case the union
of the set T of already selected vertices together with the vertex set of the cycle forms
a transversal for H. In the third case we can recursively proceed with the construction
of the transversal by adding the next pendant vertex to T .
Theorem 4.46 shows that fkm equals the number of pseudoforests with k vertices and
m edges. Chen and Tittmann [CT15] showed that
P (x) = eT (x)+C(x) (4.7)
with
T (x) =
∑
n≥1
nn−1
xn
n!
(4.8)
and
C(x) =
∑
n≥1
(
(n− 1)nn−2 + n
n−1
2
n∑
k=3
nk
nk
)
xn
n!
(4.9)
is the exponential generating function for the number of pseudoforests where n is the
number of vertices.
Introducing a second variable y into 4.7 which allows to draw conclusions from the
edges gives
P (x, y) = eyT (x)+C(x). (4.10)
In the following results, cycles of length two are called two-cycles.
Theorem 4.47. [CT15] Let m,n be nonegative integers. The number of pseudoforests
of order n with exactly m edges and without any two-cycles is
n!
[
xnyn−m
]
eyT (x)+C˜(x),
where C˜(x) is the exponential generating function for the S-lists L where no pair of
elements from S appears twice in L with
C˜(x) =
∑
n≥1
nn−1
2
n∑
k=3
nk
nk
xn
n!
.
Consider that the resulting graph G = (SL) is simple (no two-cycles in a pseudoforest)
if there appears no pair of elements from S twice in L.
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With the definition of the exponential generating function for the number of connected
unicyclic graphs with a two-cycle by
C2(x) =
∑
n≥2
(n− 1)nn−2x
n
n!
(4.11)
the following theorem follows:
Theorem 4.48. Let m be a positive integer and S = {1, ...,m}. The probability that a
random S-list L = {L1, ..., Lm} has a transversal is
(m!)2(
m
2
)m [xm] eC˜(x)+ 12C2(x). (4.12)
Proof. The number of all possible S-lists of length m is(
m
2
)
. (4.13)
The graph G = ({1, ...,m},L) is according to Theorem 4.46 a pseudoforest. However,
as the number of vertices and edges of G are equal, all components of G have to be
unicyclic. The exponential generating function for the number of pseudoforests without
tree components is
eC(x) = eC2(x)+C˜(x).
As we count in Equation 4.13 ordered lists, we have to distinguish a graph with the
edges ek = {a, b} and el = {c, d} from a graph with the edges el = {a, b} and ek = {c, d}.
Consequently, the order of the edge set matters, which can be easily taken into account
by multiplying the number of pseudoforests with m!. However, each two-cycle is than
counted twice as the permutation of its edges does not change anything. This can be
corrected by using the exponential generating function
eC˜(x)+
1
2
C2(x)
instead. Now the theorem results from the classical definition of probability.
A second possibility to handle with S-lists is to use the Tutte polynomial [Tut47].
Further results dealing with the Tutte polynomial and S-lists are presented in [CT15].
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5. The Rainbow Polynomial
Let G = (V,E) be a graph, rk(G) the number of the rainbow partitions with exactly
k blocks and x a non-negative integer. The rainbow generating function r(G, x) is the
ordinary generating function for the number of the rainbow partitions of G:
r(G, x) =
∑
pi∈Πr(G)
x|pi| =
m∑
k=0
rk(G)x
k,
where again Πr(G) denotes the set of all rainbow partitions of G.
The rainbow polynomial ρ(G, x) yields for any x ∈ N the number of rainbow colorings
of a graph G with x colors and is defined by
ρ(G, x) =
m∑
k=0
ρk x
k =
m∑
k=0
rk x
k. (5.1)
Here and in the following, we use
xk = x(x− 1)...(x− k + 1)
to denote the k-th falling factorial of x.
The coefficients ρk and rk can be transformed into each other by
ρk =
∑
l
[
l
k
]
(−1)l−k rl (5.2)
and
rk =
∑
l
{
l
k
}
ρl. (5.3)
Here we use the transformation
xn =
n∑
k=0
{
n
k
}
xk
between ordinary powers and falling factories, see e.g. Graham, Knuth and Patashnik
[GKP94].
Fig. 5.1.: Graph G
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Example 5.1. The rainbow generating function and the rainbow polynomial of the
graph G presented in Figure 5.1 are calculated as
r(G) = x6 + 15x5 + 63x4 + 36x3
and
ρ(G) = x6 − 2x4 − 42x3 + 109x2 − 66x.
We define two relations for polynomials. Let p(x) =
∑n
i=0 pix
i and q(x) =
∑n
i=0 qix
i be
two polynomials with integer coefficients. The relation pC q is satisfied if p(x) ≤ q(x)
for all non-negative integers x. We write p 4 q if pi ≤ qi for all i ∈ {1, ..., n}. Clearly,
p 4 q implies pC q for any two polynomials p, q. We have the following lemma.
Lemma 5.2 ([DKT16]). Let G and H be two graphs with r(G, x) 4 r(H, x). Then, it
holds ρ(G, x)C (H, x).
Proof. The proof immediately follows from Equation 5.1 when we consider that rk(G) ≥
0 and xk ≥ 0 for all i ∈ {0, ...,m} and x ∈ N.
5.1. Special Graphs
The rainbow generating functions of two-edge connected graphs with five, six, seven and
eight edges are listed in the appendix in the Tables A.1, A.2, A.3 and A.4. Furthermore,
the rainbow partitions of these graph classes can be depicted as an order relation, see
Figures A.1, A.2, A.3 and A.4. The same holds for all two-edge connected graphs of
size nine (see Figure A.5). The rainbow generating functions are listed in Table A.5.
The following properties of the rainbow polynomial are easily verified.
 Let Tn be a tree. Then ρ(Tn, x) = x
n−1.
 If E1 = ({x}, ∅) is an isolated vertex, then ρ(E1, x) = 1.
 If G is not connected, then ρ(G, x) = 0.
 Let Kn be a complete graph. Then, ρ(Kn, x) = x
(n2).
Lemma 5.3. Let G be a graph which is rainbow colored. If an arbitrary edge e is
contracted, then the graph G′ = G/e remains rainbow colored.
Proof. Let G be a graph and u and v two arbitrary vertices of G which are connected
by a rainbow path P . If P does not use e, then u and v are also connected by P in
G/e. If the rainbow path P traverses e, then P/e is also a rainbow path. As this holds
for every vertex pair of G, G/e is also rainbow connected.
5.1.1. Cycles
Lemma 5.4 ([Tit00]). If F (x) is the ordinary generating function for a sequence {fn},
n ∈ N, then
F (
√
x) + F (−√x)
2
is the ordinary generating function for the sequence {f2n}, n ∈ N.
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Theorem 5.5. The rainbow generating function of the cycle Cn, n ≥ 3, is
r(Cn, x) =
bn2 c∑
k=0
(
n
2k
)
xn−k +
(
n
3
)
xn−2
=
1
2
(x+
√
x)n +
1
2
(x−√x)n +
(
n
3
)
xn−2.
Proof. According to Theorem 4.16 there are only two kinds of rainbow partitions for
the cycle Cn. First, we have
(
n
3
)
possibilities to choose three edges from the cycle. As
the other edges have to be singletons the rainbow partitions have n − 2 blocks which
gives
(
n
3
)
xn−2.
To obtain the partitions with blocks of size 2, we have to choose 2k, 0 ≤ k ≤ ⌊n
2
⌋
,
edges from the cycle which form the two-element blocks. The remaining edges are also
singletons. Notice that the selected edge subset of cardinality 2k uniquely determines
the block structure of the rainbow partition. Thus, we have
(
n
2k
)
possibilities to choose
2k edges. These rainbow partitions have n− k blocks which yield
bn2 c∑
k=0
(
n
2k
)
xn−k.
Adding both parts yield the first equation. The second equation can be derived by
bn2 c∑
k=0
(
n
2k
)
xn−k +
(
n
3
)
xn−2
= xn
bn2 c∑
k=0
(
n
2k
)
x−k +
(
n
3
)
xn−2
=
xn
2
[(
1 +
1√
x
)n
+
(
1− 1√
x
)n]
+
(
n
3
)
xn−2
=
1
2
(
x+
√
x
)n
+
1
2
(
x−√x)n + (n
3
)
xn−2.
For the third equality we use Lemma 5.4.
Corollary 5.6. The rainbow polynomial of the cycle Cn with n edges is
ρ(Cn, x) =
n∑
j=0
n∑
k=0
[
k
j
]
(−1)k−j
[(
n
2n− 2k
)
+
(
n
3
)
δn−2,k
]
xj.
Proof. First we rewrite the sum in Theorem 5.5:
bn2 c∑
k=0
(
n
k
)
xn−k =
∑
k∈N
(
n
2k
)
xn−k =
∑
k∈N
(
n
2(n− k)
)
xk,
which shows that
rk =
(
n
2n− 2k
)
+ δn,n−2
(
n
3
)
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Fig. 5.2.: The tadpole TP7,4
for 0 ≤ k ≤ n are the coefficients of the rainbow generating function of a cycle Cn. We
use Equation 5.2 with l = j and obtain
ρk =
n∑
j=0
[
j
k
]
(−1)j−krj.
Consequently,
ρ(Cn, x) =
n∑
k=0
ρkx
k
=
n∑
k=0
n∑
j=0
[
j
k
]
(−1)j−krjxk
=
n∑
j=0
n∑
k=0
[
k
j
]
(−1)k−jrkxj
=
n∑
j=0
n∑
k=0
[
k
j
]
(−1)k−j
[(
n
2n− 2k
)
+ δn,n−2
(
n
3
)]
xj.
5.1.2. Tadpoles
A tadpole TPn,m is obtained from a cycle Cn with n vertices and a path Pm+1 with
m edges such that one end vertex of the path is identified with a vertex of the cycle.
Figure 5.2 shows the tadpole TP7,4.
Theorem 5.7. Let G = TPn,m be a tadpole. The rainbow generating function of a
tadpole TPn,m, n ≥ 3, is
r(TPn,m, x) =
xm
2
(x+
√
x)n +
xm
2
(x−√x)n +
(
n
3
)
xm+n−2
+
m
2
√
x · xm−1 [(x+√x)n − (x−√x)n] .
Proof. We denote with ai, 1 ≤ i ≤ m, the edges of the path.
Let Πr(TPn,m) be the set of all rainbow partitions of the tadpole TPn,m. The set
Πr(TPn,m) partitions into two disjoint sets, the set Π
1
r(TPn,m) consisting of all partitions
for which {ai}, 1 ≤ i ≤ m, are singletons and the set Π2r(TPn,m) of partitions in which
one edge of {ai}, 1 ≤ i ≤ m is together with one edge of the cycle in one block. The
set Π1r(TPn,m) is the set of all rainbow partitions of Cn extended by the singletons {ai},
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Fig. 5.3.: Two colorings such that there is no rainbow path from v to w.
1 ≤ i ≤ m, as m new blocks. According to Theorem 5.5, the ordinary generating
function of this set is
an,m(x) = x
m r(Cn, x) = x
m
 bn2 c∑
k=0
(
n
2k
)
xn−k +
(
n
3
)
xn−2

= xm
xn bn2 c∑
k=0
(
n
2k
)
x−k +
(
n
3
)
xn−2

= xm
[
xn
2
[(
1 +
1√
x
)n
+
(
1− 1√
x
)n]
+
(
n
3
)
xn−2
]
.
=
xm
2
(
x+
√
x
)n
+
xm
2
(
x−√x)n + (n
3
)
xm+n−2. (5.4)
Let us now consider the set Π2r(TPn,m). We construct a partition pi ∈ Π2r(TPn,m) by
insertion of exactly one edge a ∈ {ai|1 ≤ i ≤ m}, in one block of a rainbow partition
τ ∈ Πr(Cn) of the cycle. If τ has a block of cardinality 3, then there is no way to insert
a in a block of τ such that the resulting partition is a rainbow partition of the tadpole.
Hence we can assume that τ has no three-element block. Now suppose that we insert
a in a two-element block of τ . The resulting partition is no rainbow partition of TPn,m,
which is illustrated in Figure 5.3a. The edges presented as thick lines form one block
of the partition. We can easily verify that there is no rainbow path between vertex
v and vertex w. Thus, any rainbow partition of TPn,m that belongs to Π
2
r(TPn,m) can
only consist of blocks which have at most size two. Now we assume that there are two
edges {a, b} ∈ {ai|1 ≤ i ≤ m}, which are in two different blocks, each with exactly
one additional vertex of the cycle, see Figure 5.3b. Then we have two vertices v and
w which are not connected by a rainbow path.
The above given discussion implies that any rainbow partition of TPn,m that does
belong to Π2r(TPn,m) must have exactly one edge of the path in one block with exactly
one other edge of the cycle. All other blocks of the partition are either singletons or
two-element blocks which consists only of edges of the cycle. Let k be a positive integer.
Now assume that we have selected a subset F of 2k − 1 edges from Cn and an edge
a, a ∈ {a1, ..., am}. Then there is a unique rainbow partition pi ∈ Π2r(TPn,m) with the
following properties:
 The partition pi consists exclusively of singletons and two-element blocks.
 The union of all two-element blocks of pi is F ∪ {a}.
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Fig. 5.4.: Tadpole TPn,m with labeled edges
Fig. 5.5.: Tadpole TP4,2
Consider again the tadpole presented in Figure 5.4. Assume the selected subset is F =
{b, c, e, f, g} and a is an edge of the path. Then the only rainbow partition satisfying
the above given properties is pi = {{a, e}, {b, f}, {c, g}, {d}, {h}, {i}, {j}, {k}}. The
proof for the uniqueness of pi follows from Lemma 4.5. As we can choose only one
edge of the path which can be in a block of size two we have m possibilities to choose
this edge. All other m− 1 edges are singletons which provides the factor xm−1 to the
rainbow generating function. As a result, we obtain the ordinary generating function
for rainbow partitions in Π2r(TPn,m), where the third factor counts the number of ways
to select an odd edges subset.
bn,m(x) = m · xm−1 · 1
2
√
x
[(
x+
√
x
)n − (x−√x)n] . (5.5)
The sum of Equations (5.4) and (5.5) together with some transformations yield the
theorem,
r(TPn,m, x) = an,m(x) + bn,m(x).
Example 5.8. Let Π1r(TP4,2) and Π
2
r(TP4,2) be the two disjoint sets of all rainbow
partitions of the tadpole TP4,2 shown in Figure 5.5. The ordinary generating functions
for Π1r(TPn,m) and Π
2
r(TPn,m) are
a4,2(x) =
x2
2
(
x+
√
x
)4
+
x2
2
(
x−√x)4 + (4
3
)
x4
and
b4,2(x) = x
√
x
(
x+
√
x
)4 − x√x (x−√x)4 .
Then, the rainbow generating function is
r(TP4,2, x) =
(
x+
√
x
)4(x2
2
+ x
√
x
)
+
(
x−√x)4(x2
2
− x√x
)
+
(
4
3
)
x4
= x6 + 14x5 + 13x4.
Corollary 5.9. The rainbow generating function of a pan An = TPn,1, n ≥ 3, is
r(An, x) = r(Cn+1, x)−
(
n
2
)
xn.
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Fig. 5.6.: The V-cycle V C7
Proof. Using Theorem 5.7 with m = 1 gives
r(TPn,m) =
x
2
(
x+
√
x
)n
+
x
2
(
x−√x)n + (n
3
)
xn−1 +
√
x
2
[(
x+
√
x
)n − (x−√x)n]
=
(
x
2
+
√
x
2
)(
x+
√
x
)n
+
(
x
2
−
√
x
2
)(
x−√x)n + (n
3
)
xn−1
=
1
2
(
x+
√
x
)n+1
+
1
2
(
x−√x)n+1 + (n
3
)
xn−1
=
1
2
(
x+
√
x
)n+1
+
1
2
(
x−√x)n+1 + (n+ 1
3
)
xn−1 −
(
n
2
)
xn−1.
According to Theorem 5.5, we have
r(Cn+1, x) =
1
2
(x+
√
x)n+1 +
1
2
(x−√x)n+1 +
(
n+ 1
2
)
xn−1,
which provides the statement of the corollary.
5.1.3. V-Cycles
A V-cycle is a graph obtained from a cycle Cn and a path P3 by identification of the
central vertex of P3 with one vertex of Cn. Figure 5.6 shows the V-cycle V C7.
Theorem 5.10. The rainbow generating function of the V-cycle V Cn, n ≥ 3, is
r(V Cn) =
x
2
[(
x+
√
x
)n (
x+ 2
√
x+ 2
)
+
(
x−√x)n (x− 2√x+ 2)]
− 2xn+1 +
(
n
3
)
xn.
Proof. First we observe that any rainbow partition of the tadpole TP2,n is also a rainbow
partition of V Cn as we can identify the two edges of the path of TP2,n with the V-edges
of V Cn. In contrast to TP2,n there are also rainbow partitions where both colors of the
two V-edges reappear in the cycle.
Let a = {u,w} and b = {v, w} be the two V-edges of the V-cycle and e = {q, r}
and f = {s, t} be two edges of the cycle, such that w is located on a path between q
and s, see Figure 5.7. Then any rainbow partition pi of V Cn that contains the blocks
{a, e} and {b, f} (or {a, f} and {b, e}) has all edges of the path between r and t (not
traversing w) as singletons.
Now assume we have two same-color edges on the path between w and q. As a and e
(or a and f) are colored alike there is no rainbow path from u to q. The same holds
for the path between w and s. So we can have only pairs with one edge on the path
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Fig. 5.7.: The edges of V Cn
between w and q and the other edge on the path between w and s. According to
Theorem 4.16 this pairs must occur alternately.
The above given discussion implies that a rainbow partition of V Cn for which both
V-edges are in blocks together with one cycle edge each is uniquely (up to permutation
of the V-edges) given by a selection of a non-empty edge set of even cardinality of Cn.
The case that we choose 0 edges from the cycle is counted by r(TP2,n). The ordinary
generating function for this kind of rainbow partitions is
F (x) =
∑
k≥0
fn,kx
k = 2
∑
k≥1
(
n
2k
)
xn+1−k = x
[(
x+
√
x
)n
+
(
x−√x)n]− 2xn+1.
Here fn,k is the number of rainbow partitions on CVn with exactly k blocks that satisfy
the conditions given above. The summation of F (x) and r(TP2,n) gives the theorem.
5.1.4. The Rooted Tree Polynomial
In the next section, we derive the rainbow generating function of a class of graphs that
is obtained a generalization of tadpoles. For the preparation of the result we need to
consider rooted trees.
Let T = (V,E) be a tree with a specified vertex r ∈ V that we call the root of T . The
pair (T, r) is then a rooted tree. Two edges e and f of (T, r) are called dependent if e
and f are both on the same path from a leaf of T to the root r. Otherwise, e and f
are called independent. We can calculate a list M , such that the i− th entry of M is
the number of independent edge sets of size i, 0 ≤ i ≤ E(T ).
To calculateM we define the rooted tree polynomial. The coefficients of this polynomial
yield the list M .
Let (T, r) be a rooted tree . When the root r is known from the context, then we write
T instead of of (T, r).
Let fk(T ) be the number of pairwise independent edge sets of size k of T , k ∈ {0, ...,m},
where m denotes the number of edges of T . We define the rooted tree polynomial of
T as the ordinary generating function for the sequence {fk(T )},
rtp(T, x) =
m∑
k=0
fk(T )x
k.
Observe that we have f0(T ) = 1 and f1(T ) = m for any tree T . If T is a star with its
center as the root, then
rtp(T, x) = (1 + x)m. (5.6)
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Proposition 5.11. Let (T, r) be a rooted tree that is the edge-disjoint union of two
rooted subtrees (T1, r) and (T2, r) that have only the root vertex in common, then
rtp(T, x) = rtp(T1, x) · rtp(T2, x).
Proof. As the two rooted trees have no edge in common there are no two edges e ∈
E(T1) and f ∈ E(T2) such that both edges lies on the same path from one leaf to
the root. Thus, we have no r-dependent set including edges from T1 and T2 and both
polynomials are independent.
Proposition 5.12. Let (T, r) be a rooted tree with root r of degree 1 and s be the only
neighbor of r in T . Then the rooted tree polynomial of T satisfies
rtp(T, x) = x+ rtp(T − r, x),
where we choose s as the root of T − r.
Proof. Let (T, r) be a rooted tree with root r which has degree 1. Then, we have only
one child s of r. The edge e = {r, s} is contained in all paths from the leafs of (T, r)
to the root. Thus, e forms an dependent set with every other edge of (T, r). As we
want to count the pairwise independent edge sets, the only independent set containing
the edge e is the singleton {e}. Therefore, we can delete e from (T, r) and add x to
our polynomial. The child s of r will be the new root as it was the predecessor of r in
every path from the leafs to the root.
We present now an algorithm (see Algorithm 5.1) that computes the rooted tree poly-
nomial of a tree T with root r. The algorithm uses vertex weights that are stored in
an associative array (or dictionary or table) W . Initially all vertex weights are set to
1. If the tree has no edges, then it consists of the root vertex only. In this case, the
algorithm returns the weight of the root. Otherwise, we choose a leaf u of the tree,
assign the new weight W [v] := W [v](x+W [u]) to the only neighbor vertex v of u in T
and call recursively the procedure for T − u.
Algorithm 5.1 Rooted Tree Polynomial
procedure RT-polynomial(T, r,W, x)
X ← V (T ) \ {r}
if X = ∅ then
return W [r] . The graph is the root vertex only.
else
u← vertex of degree 1 from X
v ← neighbor of w in T
NW ← W . New vertex weights.
NW [v]← NW [v] · (x+NW [u])
RT-polynomial(T − u, r,NW, x)
end if
end procedure
The rooted tree polynomial can distinguish different vertices of a graph only to a certain
degree. Different root vertices which yield isomorphic rooted trees yield also the same
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1
2 3 4
5 6 7
Root vertex Rooted tree polynomial
1 rtp(T, x) = 2 x4 + 9x3 + 12x2 + 6x+ 1
2 rtp(T, x) = 2 x4 + 8x3 + 11x2 + 6x+ 1
3 rtp(T, x) = x4 + 5x3 + 9x2 + 6x+ 1
4 rtp(T, x) = 2 x3 + 7x2 + 6x+ 1
5 rtp(T, x) = 2 x3 + 6x2 + 6x+ 1
6 rtp(T, x) = 2 x3 + 6x2 + 6x+ 1
7 rtp(T, x) = x3 + 4x2 + 6x+ 1
Fig. 5.8.: A rooted tree T with its rooted tree polynomials in dependence of the root vertex.
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Fig. 5.9.: The tuber shrub TS[1,11,30,36,24,8,1],7
polynomial. Figure 5.8 shows that the vertices 5 and 6 yield the same rooted tree
polynomial as the resulting rooted trees are isomorphic.
We define a tuber shrub TSM,n as the graph obtained from a cycle with n vertices and
a rooted tree by identification of the root of the tree and one vertex of the cycle.
Example 5.13. Let G be the tuber shrub in Figure 5.9. First we have to find M . For
this purpose, we calculate the rooted tree polynomial. Beginning with the vertices d and
e we obtain x+1 for each of the edges {c, d} and {c, e} and have to multiply it in vertex
c. For edge {b, c} we have to add x. Now we have to consider the other branch also
beginning with the leafs. The edges {j, k} and {j, l} deliver x + 1 each, multiplying in
j and adding the edge {g, j} yield x + (x + 1)2 in g. For the edges {g, h} and {g, i}
we get x + 1 each and so we have (x + (x + 1)2)(x + 1)(x + 1) in g. For the complete
branch we have to add 2x for the edges {f, g} and {b, f}. Multiplying both branches in
b yield [x+ (x+ 1)2] · [2x+ ((x+ 1)2(x+ (x+ 1)2))]. The last edge {a, b} we have to
consider by adding w. Thus, the rooted tree polynomial is
x+
[
x+ (1 + x)2
] · [2x+ (x+ 1)2(x+ (x+ 1)2)]
= 1 + 11x+ 30x2 + 36x3 + 24x4 + 8x5 + x6
and we obtain M = [1, 11, 30, 36, 24, 8, 1].
The polynomial is in general not able to distinguish different non-isomorphic graphs.
Let G2 = P6 be a path with six vertices and G1 be the graph shown in Figure 5.10
(left). Let the root vertex of G2 be one of the vertices next to the end vertices of P6
and the root vertex of G1 is the vertex 1. The resulting rooted tree polynomials of the
non-isomorphic graphs are equal, see Figure 5.10.
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G1
1
2
3
4
5
6
G2 = P6
1 2 3 4 5 6
Graph Root vertex Rooted tree polynomial
G1 1 rtp(T, x) = 4 x
2 + 5x+ 1
G2 = P6 2 rtp(T, x) = 4 x
2 + 5x+ 1
Fig. 5.10.: Two non-isomorphic graphs with the same rooted tree polynomial.
5.1.5. Tuber Shrubs
Theorem 5.14. Let G be a tuber shrub TSM,n with a cycle with n vertices and a tree
with list M . Then,
r(TSM,n) =
|M |−1∑
k=0
k!M [k]
bn2 c∑
j=0
(
n
2j + k
)
xM [1]+n−j−k +
(
n
3
)
xM [1]+n−2.
Proof. Let TSM,n be a tuber shrub obtained from a cycle C with n vertices and a
rooted tree T with m + 1 vertices, such that C and T have exactly one vertex r in
common which is also the root of T . To get a rainbow coloring we can count all rainbow
partitions of the cycle C and add m blocks with singletons to this rainbow partitions,
which gives
xm r(Cn) = x
m
bn2 c∑
j=0
(
n
2j
)
xn−j +
(
n
3
)
xn−2
 . (5.7)
According to Theorems 5.7 and 5.10 it is also possible that some colors occurring in
T can be reused in C. Thus we can choose k edges of T whose colors occur a second
time in C. These edges have to be independent; the number of possibilities to choose
k edges in T whose colors can occur in C once again is counted by M [k], which can
be calculated by Algorithm 5.1. In C we have to choose also k edges as these are the
edges which form 2-element blocks with the chosen edges of T . Additionally to the k
edges of C, we can choose an even number of edges in C that form 2-element blocks
themselves, which gives
(
n
2j+k
)
possibilities, 0 ≤ j ≤ ⌊n
2
⌋
. According to Theorem 5.10
the rainbow coloring is uniquely determined up to permutation of the edges of T , thus
we have to multiply with k!. Then the number of blocks is m+n− j−k. Thus, we get
m−1∑
k=1
k!M [k]
bn2 c∑
j=0
(
n
2j + k
)
xm+n−j−k. (5.8)
Combining Equations 5.7 and 5.8 yields
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bn2 c∑
j=0
(
n
2j
)
xm+n−j +
(
n
3
)
xm+n−2
+
m−1∑
k=1
k!M [k]
bn2 c∑
j=0
(
n
2j + k
)
xm+n−j−k
=
m−1∑
k=0
k!M [k]
bn2 c∑
j=0
(
n
2j + k
)
xm+n−j−k +
(
n
3
)
xm+n−2,
where m = M [1]. As the number of selectable edges in T is bounded by the size of a
maximal independent set, which is counted by M , the upper bound of the sum over k
is |M | − 1.
Now we define an onion which is obtained from a cycle by adding some additional
vertices adjacent to the same arbitrary vertex of the cycle but not adjacent to each
other.
Corollary 5.15. Let Om,n be an onion consisting of a cycle with n vertices and m
additional vertices. Then,
r(Om,n) =
m∑
k=0
bn2 c∑
j=0
(
n
2j + k
)
mk xm+n−j−k +
(
n
3
)
xm+n−2.
Proof. Let Om,n be an onion with n vertices in the cycle and m additional vertices
adjacent to the vertex w of the cycle. First, we have to calculate the list M . We have
m edges which do not belong to the cycle and which are adjacent to one vertex r. As
all of these edges are independent, we obtain the polynomial (1 + x)m, which is the
ordinary generating function for the number of subsets of an m-set. Consequently, we
have some properties of M :
(1) M [k] =
(
m
k
)
(2) |M | = m+ 1
Substituting M [k] and |M | in r(TSM,n) provides
|M |−1∑
k=0
k!M [k]
bn2 c∑
j=0
(
n
2j + k
)
xM [1]+n−j−k +
(
n
3
)
xM [1]+n−2
=
m∑
k=0
k!M [k]
bn2 c∑
j=0
(
n
2j + k
)
xm+n−j−k +
(
n
3
)
xm+n−2.
Together with
k!M [k] = k!
(
m
k
)
=
m (m− 1)(m− 2)...(m− k + 1)(m− k)!
(m− k)! = m
k
we obtain the corollary.
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Fig. 5.11.: The onion Om,7
5.2. Bounds
5.2.1. The Cycle Bound
Theorem 5.16. Let G = (V,E) be a connected graph with n vertices and m edges such
that m ≥ 2n is satisfied. Then ρ(G, x) ≥ ρ(Cm, x) for any x ≤ 43n− 43 .
Proof. The rainbow polynomial of a cycle is, according to Corollary 5.6,
ρ(Cm, x) =
m∑
k=dm2 e
[(
m
2m− 2k
)
+ δm−2,k
(
m
3
)]
xk.
Substituting k by m− k yields
ρ(Cm, x) =
dm2 e∑
k=0
[(
m
2k
)
+ δ2,k
(
m
3
)]
xm−k
= xn−1
dm2 e∑
k=0
[(
m
2k
)
+ δ2,k
(
m
3
)]
(x− n+ 1)m−n−k+1. (5.9)
In all subsequent considerations, we assume that x is a nonnegative integer. We observe
that we have xn−1 = 0 for x < n − 1 and x − n + 1 = 0 for x = n − 1, which implies
ρ(Cm, x) = 0. Consequently, we only need to consider the case n ≤ x ≤ m.
Now we consider rainbow colorings of the given graph G. If we choose a rainbow
coloring for one spanning tree of G and color all remaining edges of G arbitrarily, then
we obtain
ρ(G, x) ≥ xn−1xm−n+1. (5.10)
Comparing Equation (5.9) and Inequality (5.10) and dividing by xn−1, we find that
verifying the inequality∑
k≥0
[(
m
2k
)
+ δ2,k
(
m
3
)]
(x− n+ 1)m−n−k+1 ≤ xm−n+1 (5.11)
is sufficient to show the theorem. We can drop the upper summation bound as
(
m
2k
)
= 0
for 2k > m.
We have (x − n + 1)m−n+k+1 ≤ (x − n + 1)m−n+k+1 for all x ≥ n, which implies that
the Inequality (5.11) is satisfied as soon as the following inequality holds:∑
k≥0
[(
m
2k
)
+ δ2,k
(
m
3
)]
(x− n+ 1)m−n−k+1 ≤ xm−n+1 (5.12)
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The division by (x− n+ 1)m−n+1 yields
∑
k≥0
[(
m
2k
)
+ δ2,k
(
m
3
)]
(x− n+ 1)−k ≤
(
x
x− n+ 1
)m−n+1
. (5.13)
Inequality (5.13) is valid when the following two inequalities,
2
∑
k≥0
(
m
2k
)
(x− n+ 1)−k ≤
(
x
x− n+ 1
)m−n+1
(5.14)
and
2
(
m
3
)
(x− n+ 1)−2 ≤
(
x
x− n+ 1
)m−n+1
, (5.15)
are satisfied.
First we consider Inequality (5.14). We have∑
k≥0
(
m
2k
)
(x− n+ 1)−k =
∑
k≥0
(
m
2k
)
(
√
x− n+ 1)−2k
≤
∑
k≥0
(
m
k
)
(
√
x− n+ 1)−k
=
(
1 +
√
x− n+ 1√
x− n+ 1
)m
Substituting this expression in Inequality (5.14), we obtain
2
(
1 +
√
x− n+ 1√
x− n+ 1
)m
≤
(
x
x− n+ 1
)m−n+1
or by setting x = n+ a and m = 2n+ b with a, b ≥ 0,
2
(
1 +
√
a+ 1√
a+ 1
)2n+b
≤
(
n+ a
a+ 1
)n+b+1
(5.16)
We can easily verify that
1 ≤ β :=
(
1 +
√
a+ 1√
a+ 1
)2
≤ 4,
which implies that Inequality (5.16) is true for sufficiently large n if
n+ a
a+ 1
> 4,
which yields
a <
n
3
− 4
3
.
Now we consider Inequality (5.15). The above given condition on a insures that the
right-hand side of Inequality (5.15) increases at least proportional to 4m, whereas the
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left-hand side is a cubic polynomial in m. Hence it is sufficient to consider the smallest
value of m, which is m = 2n. We obtain
2
(x− n+ 1)2
(
2n
3
)
≤
(
x
x− n+ 1
)n+1
. (5.17)
Now we use the condition from the first inequality a < n
3
− 4
3
, which implies n ≤ x <
4
3
n− 4
3
. We choose x = n to maximize the left-hand side and x = 4
3
n− 1 to minimize
the right-hand side of Inequality (5.17). Clearly, we cannot independently select these
value for both sides. We use this method only to obtain rough bounds for the range of
n in which the inequality is valid, which gives
2
(
2n
3
)
≤ 3n+1. (5.18)
As this inequality is valid for any positive n, we conclude that for n ≤ x < 4
3
n− 4
3
the
Inequality (5.15) is true too, which completes the proof.
Conjecture 5.17. Theorem 5.16 is true for all x ≤ m.
The conjecture is supported by numerical calculations for small graphs as well as by
some extensions of the proof that slightly enlarge the interval for x. There are two
main steps in the proof of Theorem 5.16 that cause a big loss for the corresponding
inequality:
1. We require that one spanning tree is rainbow colored, which is in general a waste
of colors.
2. We replace the falling factorial that appears in the rainbow polynomial of the
cycle by a normal power.
However, there seems to be no simple way to overcome these obstacles.
To show that an inequality a+ b ≤ c is valid, we can show that
a ≤ αc and b ≤ βc
with α+β = 1 are satisfied. We used this idea to show Inequality (5.13) with α = β = 1
2
.
The attempt to improve the bounds for the variable x by changing the parameters α
and β did not lead to success. A further idea that provided huge technical difficulties
is the direct use of the rainbow-generating function.
5.2.2. Eulerian Graphs
A graph G is called Eulerian if G is connected and all vertices of G have an even
degree. According to a famous theorem of Leonhard Euler, an Eulerian graph has an
Eulerian tour , i.e. a closed walk that traverses all edges of the graph exactly once.
Figure 5.12 shows a graph that is not Eulerian (left hand side) and a spanning Eulerian
subgraph of this graph (right hand side).
Theorem 5.18. Let G be a graph of size m that has a spanning Eulerian subgraph.
Then, for any x ∈ N, ρ(G, x) ≥ ρ(Cm, x).
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Fig. 5.12.: A graph and a spanning Eulerian subgraph
Fig. 5.13.: Merging vertex sets in a cycle
Proof. Let G = (V,E) be a graph with a spanning Eulerian subgraph H = (V, F ) of
size f = |F |. We consider a cycle Cm = (V,A) (m = |E|) with a given rainbow coloring.
We will show that the rainbow coloring of the cycle can be transformed into a rainbow
coloring of the given graph G. First we partition the edge set of the cycle into two
subsets A1 and A2 such that |A1| = f and |A2| = m− f . Now we contract all edges of
A2. Then clearly the graph Cm/A2, which is isomorphic to a cycle Cf , is still rainbow
connected. Let (e1, . . . , ef ) be a sequence of edges that form (in this order) an Eulerian
tour of H. We identify the edges e1 . . . , ef with the edges of the cycle Cf = Cm/A2
such that the order (e1, . . . , ef ) coincides with the order of traversal in the cycle. We
also maintain the colors of edges. Consequently, we can find a rainbow walk between
any two vertices of H along the Eulerian tour. Any rainbow walk can be transformed
into a rainbow path by removal of cycles. We conclude that H is rainbow connected.
A graph that is rainbow connected remains rainbow connected if insert an arbitrary
number of arbitrarily colored edges. This implies that G is rainbow connected too as
its can be obtained from H by edge insertion.
5.2.3. Vertex Splitting Bounds
Lemma 5.19. Let G be a two-edge connected graph with ∆(G) ≥ 4. Every vertex
u ∈ V (G) with d(u) ≥ 4 can be replaced by two vertices v and w with d(v) = 2 and
d(w) = d(u)− 2 such that the resulting graph G′ remains two-edge connected.
Proof. Let G be a two-edge connected graph. Let u ∈ V (G) be a vertex with d(u) ≥ 4.
Now, we replace u by two vertices v and w with d(v) = 2 and d(w) = d(u)− 2. Then,
we distinguish three cases.
(1) The vertex u is an articulation in G, see Figure 5.14a. Then, there exist at least
two two-edge connected components G1 and G2 in G − u with at least two edges
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Fig. 5.14.: Possible cases for vertex splitting
between x1, x2 ∈ G1 and u respectively y1, y2 ∈ G2 and u. If we replace u by two
vertices v and w, v has to be neighbored with at least one vertex in G1, say x2
and one vertex in G2, say y1. The same holds for w. Consequently, there exist two
edge-disjoint paths between G1 and G2 traversing v respectively w.
(2) Now assume, there is an edge e ∈ E(G) such that u is an articulation in G − e,
see Figure 5.14b. Then, there are two components G1 and G2 in G − u − e, such
that u has two neighbors q and r in G1 and two neighbors s and t in G2. Now we
replace u by the two vertices v and w such that v is connected to q and s and w is
neighbored to s and t. Consequently, every path from G1 to G2 in G not traversing
u but e is maintained in G′. Every path from G1 to G2 in G not traversing e but
u now traverses v or w. Thus, the graph remains two-edge connected.
(3) The vertex u is neither an articulation in G nor an articulation in G−e, ∀e ∈ E(G),
see Figure 5.14c. Then, there are at least two edge-disjoint paths between every
two vertices x, y ∈ N(u) not traversing u. Thus, if we replace u by two vertices v
and w this transformation does not affect the paths not traversing u. Hence, G′
remains two-edge connected.
Theorem 5.20. Let G be a two-edge connected graph with a vertex u of degree d(u) ≥ 4.
Assume that u is replaced by two vertices v and w with d(v) = 2 and d(w) = d(u)− 2
in such a way that the resulting graph G′ is connected. Then ρ(G, x) ≥ (G′, x).
Proof. Let G be a two-edge connected graph. According to 5.19 splitting a vertex
u ∈ V (G) with d(u) ≥ 4 into two vertices v and w with d(v) = 2 and d(w) = d(u)− 2
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does not affect the two-edge connectivity. Thus, it remains to show that the number
of rainbow colorings decreases when splitting a vertex.
Let G be a connected graph which is rainbow connected. Now we merge two arbitrary
non-adjacent vertices. Since the graph was rainbow connected before, the rainbow
connectivity will be not damaged through the merging of vertices but it is possible
that there are more rainbow colorings. If we split a vertex into two vertices, then it is
the reverse process of merging two vertices. For this reason, splitting a vertex preserves
or decreases the number of rainbow colorings.
Theorem 5.21 ([DKT16]). Let G be a graph with m edges and λ(G) ≥ 2. Then
ρ(G, x) ≥ (Cm, x) for any x ∈ N.
Proof. According to Lemma 5.2 it is sufficient to show that r(Cm, x) 4 r(G, x) or,
equivalently, ri(Cm) ≤ ri(G) for i ∈ {1, ...,m}. Theorem 4.16 states that a rainbow
partition of a cycle has either one three-element block combined with singletons or
it consists of pairs and singletons only. We call the first kind of rainbow partitions
partitions of type I, the latter ones partitions of type II. According to Theorem 4.16,
there are
(
m
3
)
partitions of type I and
(
m
2k
)
partitions of type II with exactly m − k
blocks in a cycle of length m. We will show that any two-edge connected graph of size
m has at least as many rainbow partitions of either type as the cycle Cm.
Any partition of the edge set E of a graph G with λ(G) ≥ 2 consisting of one three-
element block and singletons is a rainbow partition of G, see Theorem 4.19. Hence G
has exactly
(
m
3
)
partitions of type I.
It remains to show that G has at least as many partitions of type II as a cycle with m
edges. In order to form such a rainbow partition pi of G, we choose a subset F ⊆ E
such that |E \ F | is even. The sets {e} with e ∈ F are exactly the singletons of
pi. We denote by H the graph obtained from G by contraction of all edges from F .
According to Theorem 4.5, the graph H is rainbow connected if and only if G is rainbow
connected. Observe that H is two-edge connected. There exists a rainbow partition
of H consisting completely of two-element blocks, which has been shown in Theorem
4.18. There are
(
m
2k
)
possibilities to select a set F of cardinality m − 2k satisfying
the above given conditions. The resulting rainbow partition pi has then exactly m− k
blocks. Consequently, we obtain
rk(G) ≥
(
m
2k
)
+ δk,m−2
(
m
3
)
,
where the first term counts partitions of type I, the second term partitions of type II.
This proves the theorem.
Remark 5.22. Theorem 5.21 has been proven by comparing the number of the rainbow
partitions of two graphs. Another way to prove this theorem is to transform rainbow
colorings of two graphs into each other. According to Theorem 5.20 we can reduce the
maximum degree until we reach ∆(G) ≥ 3 for every rainbow connected graph G such
that the number of rainbow colorings of G is reduced. Thus, to prove the theorem it
remains to show that vertices of degree 3 can be transformed into vertices of degree 2
such that the number of rainbow colorings is decreasing. Since we assumed that G is
two-edge connected there are at least two vertices of degree 3 which are connected by
an induced path or a single edge. We conjectured that it is possible to transform such
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Fig. 5.15.: Counterexample for transforming of an induced path into an induced cycle
an induced path into an induced cycle to obtain a vertex with degree 4 and a vertex
with degree 2. Then it would be possible to split the vertex with degree 4 according
to Theorem 5.20. This guess was proved to be false by providing a counterexample.
Every rainbow coloring in the transformed graph has also to be a rainbow coloring in
the original graph. In Figure 5.15, the resulting graph (right) is rainbow connected but
in the original graph (left) there is no rainbow path between the vertices A and B.
5.3. s-Rainbow Polynomial
Let G = (V,E) be a connected graph and s ∈ V . The graph G is called s-rainbow
connected if there exist a rainbow path from the vertex s to all other vertices of the
graph.
Definition 5.23. A partition pi ∈ Π(E) is called an s-rainbow partition if we obtain
an s-rainbow coloring of G by coloring exactly those edges alike which belong to one
block of pi but edges of different blocks with different colors. The set of all s-rainbow
partitions is denoted by Πr(G, s).
Lemma 5.24 ([DKT16]). Let G = (V,E) be a connected graph, s ∈ V and ecc(s) be
the eccentricity of s. Every s-rainbow coloring of G requires at least ecc(s) different
colors and for every graph there exists a coloring with ecc(s) colors.
Proof. Let S be the set of the shortest paths from s to all other vertices. Then the
maximum element (with respect to the cardinality) of S has ecc(s) elements. Now we
can color the longest path in S with ecc(s) colors. The rest of the paths can be colored
now according to the given start coloring. The coloring constructed in this way is an
s-rainbow coloring.
It follows directly from the definition of the s-rainbow coloring and the last lemma
that every rainbow coloring is an s-rainbow coloring (for an arbitrary vertex s), but
not every s-rainbow coloring is a rainbow coloring.
Or short
|Πr(G)| ≤ |Πr(G, s)| ∀s ∈ V (G).
Let G = (V,E) be a connected graph, s ∈ V and ri(G, s) be the number of s-rainbow
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partitions with exactly i blocks. Then the s-rainbow polynomial is defined by
ρ(G, s, x) =
m∑
i=1
ri(G, s)x
i.
Let Ts = (V, F ) be a rooted spanning tree with the root s of the connected graph
G = (V,E) such that it is distance preserving. In this case distance preserving means
that the distance of s to any other vertex in Ts is the same as the distance from s
to the corresponding vertex in G. If we color the edges of Ts in such a way that the
coloring is an s-rainbow coloring, then the coloring is also an s-rainbow coloring in G
(together with an arbitrary coloring of the edges in E \ F ). On the other hand every
coloring with less than ecc(s) colors can not be an s-rainbow coloring. This gives
x|E|−|F |ρ(Ts, s, x)C ρ(G, s, x)Cx|E| −
ecc(s)−1∑
k=1
{
m
k
}
xk.
On the left side of the inequality we have equality if G is a tree and on the right side
if G is a graph with ecc(s) = 1.
Lemma 5.25 ([DKT16]). Let G = (V,E) be a connected graph with a pendant edge
e = {u,w}, deg(w) = 1 and an arbitrary vertex s (s 6= u,w), then
ρ(G, s, x)Cxρ(G− w, s, x).
Proof. Let φ be an s-rainbow coloring of G. Then this coloring is also an s-rainbow
coloring of G − w (we ignore the color of the edge e). There are exactly x different
ways to extend an edge coloring of G − w to an edge coloring of G, not all of which
are s-rainbow colorings.
Lemma 5.26 ([DKT16]). Let G = (V,E) be a graph with an edge e = {u,w}, deg(w) 6=
1, deg(u) 6= 1 and an arbitrary vertex s, then
ρ(G, s, x)Bxρ(G− e, s, x).
Proof. An s-rainbow coloring of G− e together with an arbitrary coloring of e is also
an s-rainbow coloring of G. But if in an s-rainbow coloring of G the edge e is on the
unique rainbow path to a vertex t, then this coloring is not an s-rainbow coloring in
G− e.
Lemma 5.27 ([DKT16]). Let G = (V,E) be a graph, s ∈ V and e = {u,w} ∈ E.
Then
ρ(G, s, x)Bxρ(G/e, s, x− 1).
Proof. The lemma follows from Theorem 4.5.
Lemma 5.28 ([DKT16]). Let G = (V1 ∪ V2, E1 ∪ E2) be a connected graph with an
articulation s. Furthermore, let V1 ∩ V2 = {s}, E1 ∩ E2 = ∅, G1 = (V1, E1) and
G2 = (V2, E2). Then the s-rainbow coloring polynomial can be calculated by
ρ(G, s, x) = ρ(G1, s, x)ρ(G2, s, x).
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Proof. The colorings of the two parts of the graph are independent from each other.
Therefore, the s-rainbow polynomial is the product of the polynomials of the two
parts.
Let G = (V1 ∪ V2, E1 ∪ E2) be a connected graph with an articulation u such that
V1 ∩ V2 = {u}, E1 ∩E2 = ∅, G1 = (V1, E1) and G2 = (V2, E2) and let s ∈ V2. Then, an
upper bound can be established easily:
Theorem 5.29 ([Lan18]).
ρ(G1, s, x) · ρ(G2, u, x)B ρ(G, s, x)
Proof. Given an s-rainbow coloring c of G, this rainbow coloring contains a rainbow
s − t path for each t ∈ V . Since u is an articulation, all paths from s to t ∈ V2 must
cross u. Thus, the rainbow s−t path in G also contains a rainbow u−t path as subpath
and c restricted to G2 is a u-rainbow coloring. Further, no (minimal) rainbow path
from s to t ∈ V1 uses an edge of G2 and thus c restricted to G1 is still an s-rainbow
coloring. Thus, for each s-rainbow coloring c of G1, we can obtain a unique pair of an
s-rainbow coloring c1 of G1 together with an u-rainbow coloring of G2 and the theorem
follows. Equality does not hold, which can be easily seen from the graph P3 together
with x = 1.
Conjecture 5.30 ([DKT16]). Let G = (V1 ∪ V2, E1 ∪ E2) be a connected graph with
an articulation u. Furthermore, let V1 ∩ V2 = {u}, E1 ∩ E2 = ∅ and s ∈ V1. Then
ρ(G, s, x)B ρ(G1, s, x− eccG2(u))ρ(G2, u, x− eccG1(s)).
Lange [Lan18] proved the following lower bound.
Theorem 5.31 ([Lan18]). Let G = (V1 ∪ V2, E1 ∪ E2) be a connected graph with an
articulation u. Furthermore, let V1 ∩ V2 = {u}, E1 ∩ E2 = ∅ and s 6= u, s ∈ V1. Then
ρ(G, s, x)B ρ(G1, s, x− d(u, s) + 1) · ρ(G2, u, x− d(u, s)).
Proof. Note that this theorem holds trivially if x < 2 · d(u, s) − 1 because then
ρ(G1, s, x − d(u, s) + 1) describes the number of s-rainbow colorings using at most
x− d(u, s) + 1 < d(u, s) colors, which is zero.
To prove this theorem for x ≥ 2d˙(u, s) − 1, we need to show that the number of s-
rainbow colorings of G using at most x colors is at least as large as the number of
combinations of s-rainbow colorings of G1 using at most x − d(u, s) + 1 colors and
u-rainbow colorings of G2 using at most x − (d, u) colors. For fixed x, let C denote
the set of s-rainbow colorings of G using (at most) x colors, C1 the set of s-rainbow
colorings of G1 using (at most) x−d(u, s)+1 colors and C2 denote the set of u-rainbow
colorings of G2 using (at most) x− d(u, s) colors. Then the statement of the theorem
can be rewritten as that there is some mapping f : C1×C2 → C such that f is injective.
The rest of the proof will be a description of f . Let c1 ∈ C1, c2 ∈ C2 be appropriate
colorings of G1 and G2 respectively. To obtain c ∈ C via f , first of all we will shift the
colors of c2. Since the colorings c1 and c2 use (at most) x− d(u, s) + 1 and x− d(u, s)
colors, respectively, while c can use (up to) x colors, we will shift the colors of c2 to
use the color-range up to x. I.e., c1 will regularly use the colors 1 up to x− d(u, s) + 1
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while we consider c2 to be a coloring using the colors d(u, s) + 1 up to x instead of 1
up to x− d(u, s). In that way, the colors 1 to d(u, s) can only appear in c1 and thus in
G1 and not in G2 and the colors x− d(u, s) + 2 up to x can only appear in c2 and thus
in G− 2 but not in G1. We will denote the set of colors which can only appear in G1
(G2) but not in G2 (G1) by C1 (C2). Note that |C1| = d(u, s) and |C2| = d(u, s)− 1.
Let P be a shortest s − u-path in G and fix this path for all further considerations.
We want to construct c in such a way, that all s-rainbow paths in c1 are still s-rainbow
paths in c and that all u-rainbow-paths in c2 extended by the path P are s-rainbow
paths in c. Then, since c1 and c2 are appropriate colorings C1 and C2, it is clear that c
is indeed from an s-rainbow coloring of G. Even though case (1) could be considered as
variant of case (2), to make the used argument easier to understand, we will consider
two cases depending of the coloring of P in c1:
(1) The coloring of P is rainbow. Then let a denote the number of colors on P which
are not colors of the set C1. Those colors might reappear in c2 and thus hinder
us from extending rainbow paths in G2 by P . Since the length of P is d(u, s) and
|C1| = d(u, s), there must be also a colors of C1 which are not used on P . Since
those colors do not exist in c2, recoloring a color of G2 by one of those colors leaves
all rainbow paths intact. So to obtain c, we recolor c2 as follows: The ith color
on P not in C1 (counted from s to u) is replaced in c2 by the ith color of C1 not
appearing on P . It is easy to verify, that this gives an s-rainbow coloring c of
G, where two different colorings c1 and c
′
1 produce two different colorings c and
c′ (since we do not change any edge-colors in G1). Further, the recoloring of c2 is
completely specified by the coloring c1 and thus, given the same coloring c1, two
different colorings c2 and c
′
2 of G2 produce two different colorings c and c
′ of G.
Thus, the mapping f is injective in case (1). Further, in case (1) edges of G1 are
not recolored and thus in the coloring c no edge of G1 obtains a color of C2 (which
distinguishes case (1) from case (2) and thus makes f injective even if we consider
both cases together).
(2) The coloring of P is not rainbow. Let a be the number of edges which have the
same color as a previous edge on the path P . We will recolor those edges with colors
of C2. Since |C2| = d(u, s) − 1 ≥ a, the set C2 is guaranteed to have sufficiently
many colors for that. Further, since the colors of C2 are not present in c1, we
preserve rainbow paths in G1. We have |C2|a different choices for the assignment
of colors fro C2 to edges of P . At the same time, if we recolor an edge we can no
longer distinguish with which of the previous edges in the path it shared a color.
The number of different colorings c1 which we could no longer distinguish after the
recoloring is at most (d(u, s) − a)a=[number of different colors on P which could
have been on the edge before recoloring]number of edges to be recolored. However, since
we have |C2|a different choices how to recolor and (d(u, s)− a)a colorings which we
need to distinguish and |C−2|a ≥ (|C2|−a+1)a = (d(u, s)−a)a, we can assign an
injective mapping from original colorings c1 to the choice and order in which colors
of G2 are introduced in the recoloring to make the obtained coloring c
′
1 unique for
each c1. In the second step, like in case (1) we recolor G2 by exchanging colors
from c2 which appear on P by colors of C1 not present on P . It is easy to see that
this mapping again yields a desired coloring c and is unique for each combination
of colorings c1 and c2.
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Since we just described an injective mapping f on how to obtain a coloring c ∈ C
from colorings c1 ∈ C1 and c2 ∈ C2, such a mapping clearly exists which completes the
proof.
For ecc(G2, u) ≥ d(u, s)− 1 from this immediatly follows:
Corollary 5.32 ([Lan18]). If ecc(G2, u) ≥ d(u, s)− 1 it holds
(G, s, x)B ρ(G1, s, x− ecc(G2, u)) · ρ(G2, u, x− d(u, s)).
This corollary is a stronger bound than the one conjectured before by Dod et al. since
naturally d(u, s) ≤ ecc(G1, s) holds. Lange [Lan18] conjectured that the bound even
holds when ecc(G2, u) < d(u− s)− 1:
Conjecture 5.33 ([Lan18]).
ρ(G, s, x)B ρ(G1, s, x− ecc(G2, u)) · ρ(G2, u, x− d(u, s))
Special Graph Classes
Let Kn be a complete graph with m edges and s an arbitrary vertex of the graph. Then
ρ(Kn, s, x) = x
m.
Lemma 5.34 ([DKT16]). Let Km,n = (V1 ∪ V2, E) be a complete bipartite graph and
s ∈ V1. Then
ρ(Km,n, s, x)Bxn(xn − 1)m−1.
Proof. Let V1 = {s, w1, ..., wm−1} and V2 = {u1, ..., un}. For each of the n to s incident
edges we can choose one of the x colors. In order to obtain a rainbow path from s to
another vertex in V1, we have to choose a different color for at least one edge {ui, wj}
with respect to the color of the edge {s, ui}. Hence, every possible coloring of these
edges is valid except the coloring where every edge {ui, wj} has the same color as the
edge {s, ui}. This is counted by xn − 1.
However, with this approach we do not count all s-rainbow colorings. Especially, those
colorings of the graph are neglected where the shortest rainbow path from s to wi is in
the form s, ui, wk, uj, wi.
Lemma 5.35 ([DKT16]). Let Ts = (V,E) be a rooted tree with the root s. Furthermore,
let ti(Ts) be the number of vertices in Ts with distance i from the root s. Then
ρ(Ts, s, x) =
ecc(s)∏
i=1
(x− i+ 1)ti(Ts).
Proof. Every edge which is incident to s can be colored with x colors. The number
of available colors for the other edges depends only on the color of the edges on the
(unique) path to s and hence the lemma follows.
Corollary 5.36 ([DKT16]). Let Tn be the set of all rooted trees with n vertices, Pn be
a path with n vertices (u is an end vertex of the path) and Sn ∈ Tn be a star (w is the
center vertex of the star). Then
ρ(Pn, u, x)C ρ(Ts, s, x)C ρ(Sn, w, x) ∀Ts ∈ Tn.
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Corollary 5.37 ([DKT16]). Let Pn be a path with n vertices and s an end vertex of
the path. Then
ρ(Pn, s, x) = x
n−1.
Theorem 5.38 ([DKT16]). Let Cn be a cycle with n vertices (n ≥ 4) and v be an
arbitrary vertex of the cycle, then
ρ(Cn, v, x) = x
n +
n∑
k=2
(k − 1)xk−1xn−k.
Proof. The polynomial xn gives the number of colorings of the cycle Cn with n different
colors. Now we start to color the cycle beginning with an incident edge of v clockwise.
The edge {u, v} can be colored with an arbitrary color. For the next edge there are
two possibilities: It is colored with the same color as in the path before or with a new
color. In the second case we continue the coloring of the cycle. In the first case we
have k − 1 possibilities to choose such a color and there must be a rainbow path from
v anticlockwise to the end vertex of this edge. Precisely, if the k-th edge is the barrier-
edge, then we get ρ(Pk, v, x)(k − 1)ρ(Pn−k+1, v, x). Together with Corollary 5.37 the
theorem follows.
Corollary 5.39. Let Wn be a wheel with n+1 vertices, v the center vertex of the wheel
and w ∈ V (G) \ {v}. Then,
ρ(Wn, v, x) = x
2n−2
and
ρ(Wn, w, x) ≥
[
xn +
n−1∑
k=2
(k − 1)xk−1xn−k
]
xn−1.
Proof. The first equation is trivial as all edges can be colored arbitrary.
Let w, u1, u2, ..., un−1 be the vertices of the outer cycle. The s-rainbow polynomial of
the outer cycle can be calculated by Theorem 5.38. The edges (v, ui), i ∈ {1, ..., n− 1}
can be colored arbitrary. This is only a lower bound as there can be rainbow paths
which use two edges (v, ui), (v, uj), i 6= j, i, j ∈ {1, ..., n− 1}.
Let G = (V,E) be a split graph, n be the size of the clique and m be the size of the
independent set. Furthermore, let v be a vertex of the independent set and w be a
vertex of the clique. The vertex w is adjacent to all other vertices of G and therefore
ρ(G,w, x) = xnm+(
n
2).
If we remove the edges of the clique, then we get the bipartite graph Km,n. Hence,
ρ(G, v, x) ≥ x(n2)ρ(Km,n, v, x).
Theorem 5.40 ([DKT16]). Let θn,k be a theta-graph with k parallel paths of length n
(k ≥ 2, n ≥ 3) and v be one of the two join-vertices of the theta-graph. Then
ρ(θn,k, v, x)B
k∑
i=1
(
k
i
)
ρ(Pn, v, x)
i
[
n−1∑
h=2
(h− 1)ρ(Ph, v, x)ρ(Pn−h, v, x− n+ 1)
]k−i
.
5.3. s-Rainbow Polynomial 69
1
2 3
5 6
7 8
4
1
1
4
1
4
2
3
2
1
1
2 3
5 6
7 8
4
1
1
4
1
4
2
3
2
3
Fig. 5.16.: Different possibilities to choose the color of the edge {3, 4} (one left and two right)
Proof. Let v and w be the two join-vertices of the theta graph. In every v-rainbow
colored graph there has to be at least one rainbow path between v and w. Let now
i be the number of such rainbow paths. On the other paths between v and w there
exist parts which are rainbow. Let v, u1, u2, ..., un−2, w be such a non-rainbow path but
the path v, u1, u2, ..., uh is rainbow. Hence, the edge {uh, uh+1} is colored with a color
of one edge before. To reach the vertex uh+1 with a rainbow path from v, the path
uh+1, ..., w has to be a rainbow path with x− n+ 1 colors available.
The last theorem gives only a lower bound because the paths Pn−h in the inner sum
expands at least one rainbow path from v to w. Hence, we have i possibilities to choose
such a path to expand the coloring. But the colors of the i rainbow paths from v to
w must not be disjunct. The Figure 5.16 shows this situation. The paths 1, 5, 6, 4 and
1, 7, 8, 4 are rainbow colored. In the left graph they use the same color and hence we
can choose one of the remaining x−n+ 1 colors for the edge {3, 4}. In the right graph
we can choose from x− n+ 2 colors. This leads to an upper bound for the v-rainbow
polynomial
ρ(θn,k, v, x)C
k∑
i=1
(
k
i
)
ρ(Pn, v, x)
i
[
i
n−1∑
h=2
(h− 1)ρ(Ph, v, x)ρ(Pn−h, v, x− n+ 1)
]k−i
C kk
k∑
i=1
(
k
i
)
ρ(Pn, v, x)
i
[
n−1∑
h=2
(h− 1)ρ(Ph, v, x)ρ(Pn−h, v, x− n+ 1)
]k−i
.
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6. Conclusion
This thesis deals with the rainbow coloring of graphs. The main focus of the thesis
is counting the rainbow colorings. For this purpose, after providing an overview to
the topic and the previous results of research for the rainbow connection number, we
defined the rainbow polynomial. We present several results for special graph classes.
Furthermore, we prove some bounds for calculating the rainbow polynomial. Closely
related to the rainbow polynomial and partially the base for the polynomial are the
rainbow dependent sets and the rainbow partitions. For both counting problems, we
show particular properties and results for special graph classes. In terms of the “classic”
rainbow coloring, we describe other derived edge colorings, for example the s-rainbow
coloring. For these colorings we deal with counting problems, too, and present some
results.
Nevertheless, there are many links for further research. We find a special equation for
the rainbow polynomial only for cycles and for graphs which are related with cycles.
Thus, a topic for further research could be calculating the exact formulas for more graph
classes. As counting rainbow colorings is computational intractable, we generalized
rainbow colorings to use special graph properties, for example articulations. Are there
other graph properties, for example the maximum vertex degree, which can be used
for counting the edge colorings?
In this thesis, we do not consider the complexity of counting rainbow colorings. In
[Cha+09], Chakraborty et al. proved that it is NP-hard to compute the rainbow
connection number of graphs and that it is NP-complete to decide if a given edge
coloring of a graph is a rainbow coloring. An interesting problem for future research is
the investigation of computational complexity of counting rainbow colorings of graphs.
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A. Appendix
A.1. Order Relations of Rainbow Partitions
A.1.1. Two-Edge Connected Graphs with Five Edges
Fig. A.1.: Order relation of the rainbow partitions of all two-edge connected graphs with five edges
Graph Rainbow Generating Function r(G, x)
D x5 + 10 · x4 + 25 · x3 + 12 · x2
C5 x
5 + 10 · x4 + 15 · x3
Tab. A.1.: Rainbow generating functions of all two-edge connected graphs with five edges
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A.1.2. Two-Edge Connected Graphs with Six Edges
Fig. A.2.: Order relation of the rainbow partitions of all two-edge connected graphs with six edges
Graph Rainbow Generating Function r(G, x)
K4 x
6 + 15 · x5 + 65 · x4 + 90 · x3 + 31 · x2 + x
D + v x6 + 15 · x5 + 65 · x4 + 71 · x3 + 12 · x2
H x6 + 15 · x5 + 65 · x4 + 71 · x3 + 5 · x2
F x6 + 15 · x5 + 65 · x4 + 65 · x3 + 4 · x2
C6 x
6 + 15 · x5 + 35 · x4 + x3
Tab. A.2.: Rainbow generating functions of all two-edge connected graphs with six edges
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A.1.3. Two-Edge Connected Graphs with Seven Edges
Fig. A.3.: Order relation of the rainbow partitions of all two-edge connected graphs with seven edges
Graph
Rainbow Generating Function
x7 x6 x5 x4 x3 x2 x1
G1 1 21 140 350 281 34 0
G2 1 21 140 349 263 18 0
G3 1 21 140 347 253 24 0
G4 1 21 140 273 91 0 0
G5 1 21 140 271 62 0 0
G6 1 21 138 257 47 0 0
G7 1 21 138 257 47 0 0
C7 1 21 70 7 0 0 0
Tab. A.3.: Rainbow generating functions of all two-edge connected graphs with seven edges
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A.1.4. Two-Edge Connected Graphs with Eight Edges
Fig. A.4.: Order relation of the rainbow partitions of all two-edge connected graphs with eight edges
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Graph
Rainbow Generating Function
x8 x7 x6 x5 x4 x3 x2 x1
G1 1 28 266 1050 1701 948 100 0
G2 1 28 266 1050 1699 917 72 0
G3 1 28 266 1049 1551 494 0 0
G4 1 28 266 1043 1415 259 0 0
G5 1 28 266 1047 1547 525 6 0
G6 1 28 266 1046 1513 396 0 0
G7 1 28 266 1044 1490 492 12 0
G8 1 28 266 1045 1509 511 4 0
G9 1 28 266 1043 1506 488 3 0
G10 1 28 266 1037 1288 156 0 0
G11 1 28 266 1043 1479 331 0 0
G12 1 28 266 1039 1475 452 0 0
G13 1 28 266 1037 1466 472 4 0
G14 1 28 266 811 503 17 0 0
G15 1 28 264 784 423 6 0 0
G16 1 28 264 781 344 3 0 0
G17 1 28 256 705 255 1 0 0
G18 1 28 262 748 275 0 0 0
G19 1 28 256 705 249 3 0 0
G20 1 28 126 28 1 0 0 0
Tab. A.4.: Rainbow generating functions of all two-edge connected graphs with eight edges
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A.1.5. Two-Edge Connected Graphs with Nine Edges
G1 G2 G3 G4 G5 G6 G7 G8
G9 G10 G11 G12 G13 G14 G15 G16
G17 G18 G19 G20 G21 G22 G23 G24
G25 G26 G27 G28 G29 G30 G31 G32
G33 G34 G35 G36 G37 G38 G39 G40
G41 G42 G43 G44 G45 G46 G47 G48
G49 G50 G51 G52 G53 G54
Fig. A.5.: All two-edge connected graphs with nine edges
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Graph
Number of Rainbow Partitions
9 8 7 6 5 4 3 2 1
G1 1 36 462 2646 6951 7769 2999 224 0
G2 1 36 462 2646 6951 7632 2543 132 0
G3 1 36 462 2646 6951 7626 2533 63 0
G4 1 36 462 2645 6924 7333 2193 48 0
G5 1 36 462 2646 6943 7416 2043 18 0
G6 1 36 462 2646 6944 7508 2284 46 0
G7 1 36 462 2646 6943 7485 2103 22 0
G8 1 36 462 2645 6922 7343 2038 23 0
G9 1 36 462 2645 6918 7085 1308 0 0
G10 1 36 462 2643 6894 7202 1898 14 0
G11 1 36 462 2646 6937 7361 1759 10 0
G12 1 36 462 2645 6922 7303 1704 0 0
G13 1 36 462 2645 6918 7299 1963 16 0
G14 1 36 462 2646 6931 7196 1772 16 0
G15 1 36 462 2643 6890 7182 1922 12 0
G16 1 36 462 2640 6861 7088 1860 24 0
G17 1 36 462 2639 6317 4519 391 0 0
G18 1 36 462 2637 6309 4548 287 0 0
G19 1 36 462 2637 6204 3640 204 0 0
G20 1 36 462 2607 5731 2668 68 0 0
G21 1 36 462 2622 5899 3374 166 0 0
G22 1 36 462 2619 5781 2461 62 0 0
G23 1 36 462 2627 6212 4364 405 0 0
G24 1 36 462 2625 6105 3634 205 0 0
G25 1 36 460 2577 5674 2669 51 0 0
G26 1 36 462 2636 6250 4616 436 0 0
G27 1 36 462 2628 6182 4412 360 0 0
G28 1 36 462 2631 6167 3985 240 0 0
G29 1 36 462 2597 5488 2225 57 0 0
G30 1 36 462 2612 5593 2914 126 0 0
G31 1 36 462 2622 6153 4436 300 0 0
G32 1 36 462 2621 6089 3978 253 0 0
G33 1 36 462 2619 6082 3845 183 0 0
G34 1 36 462 2607 5929 3549 158 0 0
G35 1 36 462 2617 5972 2926 80 0 0
G36 1 36 462 2597 5312 1737 45 0 0
G37 1 36 460 2566 5285 1588 0 0 0
G38 1 36 462 2611 6056 4026 284 0 0
G39 1 36 462 2571 5058 1763 45 0 0
G40 1 36 460 2573 5682 2621 57 0 0
G41 1 36 460 2568 5739 3272 124 0 0
G42 1 36 462 2612 6103 4472 300 0 0
G43 1 36 462 2597 5930 3885 223 0 0
G44 1 36 460 2566 5753 3420 130 0 0
G45 1 36 462 2571 5970 4813 819 0 0
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G46 1 36 462 2031 2118 281 0 0 0
G47 1 36 460 1988 1877 185 0 0 0
G48 1 36 452 1860 1519 86 0 0 0
G49 1 36 458 1944 1479 78 0 0 0
G50 1 36 452 1861 1358 67 0 0 0
G51 1 36 432 1622 979 31 0 0 0
G52 1 36 450 1830 1235 60 0 0 0
G53 1 36 432 1652 1055 44 0 0 0
G54 1 36 210 84 9 0 0 0 0
Tab. A.5.: Rainbow generating functions of all two-edge connected graphs with nine edges
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