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Introduction 
Over the years there has been some debate over the use of  analytical proce-
dures in auditing, particularly non-statistical procedures to derive substantive 
assurance. SAS 56 [AICPA, 1989] clarified  the process involved in substantive 
procedures, but did not solve such audit questions as "How much work is 
enough?" There has been less debate over statistical analytical procedures, 
which usually incorporate regression analysis, perhaps because the level of  use 
by auditors is not as widespread. The very term "regression analysis" is forbid-
ding, and auditors, who are finally  becoming more comfortable  with sampling 
(as long as you don't mention the term statistics!), do not tend to show enthusi-
asm for  statistical tools unless they are packaged in a very friendly  fashion. 
Our firm  is fortunate  to have a regression tool that our auditors feel  comfort-
able using. STAR (Statistical Techniques for  Analytical Review) is a software 
tool that assists the performance  of  substantive analytical procedures by using 
regression analysis to model the relationship between an amount being tested 
and data expected to be predictive of  the amount. It is designed to help auditors 
perform  substantive analytical procedures in the context of  an audit framework, 
and it builds upon the basic concepts involved in any substantive analytical 
procedure. 
STAR was developed by our firm  and has been used in the audit practice 
since 1971. We have recently updated the software,  giving it a more modern 
user interface  and making minor enhancements to the reports and messages pro-
vided by the software  to improve the information  available to the auditor. The 
enhancements were based on prior experiences with STAR and a fresh  chal-
lenge of  the tool against the requirements of  SAS 56. However, the key features 
and the calculations remain unchanged. 
One such key feature  of  STAR is the inclusion of  an "audit interface"  that 
melds professional  judgments about materiality and assurance with the applica-
tion of  regression analysis. This feature  computes thresholds based on auditor 
judgments and thereby identifies  differences  between the recorded amounts and 
the expectations that are sufficiently  unusual to warrant further  investigation. 
We do not propose to discuss the calculations and statistics included in 
STAR in detail. Rather, we want to focus  on the use of  STAR for  substantive 
testing, and how STAR assists auditors in making the judgments required in any 
substantive analytical procedure. 
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For a more detailed explanation of  STAR and its statistical concepts, refer  to 
Statistical  Techniques  for  Analytical  Review in Auditing  [Stringer and Stewart, 
1986]. 
Substantive Analytical Procedures 
To provide a context for  our discussion of  STAR, we should first  consider 
the components of  a substantive analytical procedure. As indicated in SAS 56, 
substantive analytical procedures involve comparing recorded amounts with an 
expectation thereof  developed from  relevant financial  or non-financial  data for 
the purpose of  concluding whether the recorded amounts are free  of  material 
misstatement. 
In general, an auditor performs  the following  steps when using substantive 
analytical procedures: 
1. Develop expectation(s) of  the amount to be tested at an appropriate 
level of  disaggregation based on relevant financial  or non-financial 
data. This includes selecting reliable data expected to be predictive of 
the amount to be tested and determining an expected relationship 
between such data and the amount. 
2. Determine a threshold amount (i.e., the maximum difference  between 
the expectation of  an amount and its recorded value that is acceptable 
without explanation). It should be sufficiently  small to enable misstate-
ments to be identified  that could be material, either individually, or 
when aggregated with misstatements in other disaggregated portions or 
in other accounts. 
3. Compare the expectation(s) with the recorded amount and identify  dif-
ferences  requiring further  investigation (i.e., those differences  exceed-
ing the threshold amount). 
4. Identify  and corroborate explanations for  differences  exceeding the 
threshold amount by performing  further  analysis or inquiry and exam-
ining supporting documentation. 
5. Evaluate the findings  and determine the level of  assurance, if  any, to be 
drawn from  the analytical procedures. 
Use of  STAR 
When an auditor uses STAR to perform  a substantive analytical procedure, 
the steps that he or she1 takes are similar to those for  any other type of  substan-
tive analytical procedure, and exactly parallel those described above: 
1. Develop an expectation. The auditor determines the type of  analysis, 
an appropriate level of  disaggregation, and appropriate base data. Then 
he uses STAR's regression analysis techniques to develop a plausible 
relationship from  the base data (a regression model), between the 
amounts to be tested (the test variable) and one or more independent 
sets of  data (predicting variables) that are expected to be related to the 
test variable. Based on this relationship, STAR is used to calculate the 
expectations (regression estimates) for  the test variable based on the 
current-period values of  the predicting variables. 
1 The use of  the pronoun "he" in this paper is generic, denoting the "professional,"  whether male or 
female. 
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2. Determine threshold. STAR uses statistical techniques to determine 
thresholds, based on the regression model and the audit judgments as 
to materiality, required audit assurance, and the direction of  test (i.e., 
whether the test is primarily to detect overstatements or understate-
ments). 
3. Identify  differences  for  investigation (i.e., differences  exceeding the 
thresholds determined for  each disaggregated recorded amount). STAR 
compares the expectations with the recorded amounts of  the test vari-
able to determine the differences  (residuals) exceeding the thresholds. 
4. & 5. As above. 
As indicated in these steps, STAR performs  more than regression analysis. It 
assists the auditor in the first  three steps of  the analytical procedures process by 
performing  four  distinct activities: 
1. Regression analysis to study data relationships and to develop a model 
that can be used to calculate an expectation for  comparison with 
recorded results. 
2. Mathematical tests to assess the plausibility and predictability of  the 
relationship. 
3. A proprietary statistical algorithm to compute threshold in light of  the 
materiality and required assurance specified  by the auditor, and the 
precision inherent in the particular regression model. 
4. Identification  of  the differences  between the expectations and the 
recorded amounts that exceed threshold. 
How STAR Supports Audit Judgments 
Two important criteria should be considered when designing a software  tool 
to perform  regression analysis for  a substantive test. The regression analysis 
should be packaged so that auditors can use it as a substantive testing tool with-
out having to become mathematical/statistical experts, and the tool should be 
designed to assist the auditor as much as possible without leading him to sus-
pend audit judgment in favor  of  the automated answer. 
In this discussion, we demonstrate how we dealt with these considerations in 
designing STAR, such that: 
• The regression statistics are not totally hidden, but are presented in for-
mats with which auditors feel  comfortable. 
• Additional mathematical and statistical checks are performed  automati-
cally without requiring auditor interaction, but when the results indi-
cate unusual conditions, sufficient  explanation and information  are 
given to allow the auditor to determine what actions to take. 
• The reports, text messages, and graphics, which explain the statistics 
and mathematical tests and illustrate the relationships, are specifically 
designed to assist auditor judgments. 
In addition, we demonstrate that the limitations that arise in using STAR for 
a substantive analytical procedure are no different  than the limitations faced 
when using other means (often  nonstatistical) to perform  a substantive analyti-
cal procedure. 
We emphasize throughout our training that the effectiveness  of  STAR 
depends on the application of  sound professional  judgment at the design and 
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interpretation stages, and the responsible follow-up  of  any significant  differ-
ences that it highlights. STAR does not replace audit judgment; it confirms  it 
and focuses  our attention on areas where further  analysis is needed. Auditors 
using STAR must understand the basic concepts involved in developing an 
expectation and identifying  differences  for  investigation. For example, our 
firm's  training and manuals require an understanding of  substantive analytical 
procedures as a pre-requisite to learning how to use STAR. 
The auditor makes the basic decisions, such as what predicting data to use, 
the level of  disaggregation, and the materiality and assurance required to meet 
the audit objectives. These decisions are no different  than the decisions to be 
made if  the auditor uses nonstatistical analytical procedures to perform  the sub-
stantive test. However, STAR has a strength that most other techniques lack, in 
that it provides an objective determination of  threshold. This is otherwise a 
complex problem for  the auditor, because it requires combining materiality and 
audit assurance with the precision inherent in the expectation (STAR combines 
these factors  statistically, as described later). 
If  used effectively,  STAR can provide valuable objective assistance to the 
auditor making the judgments required in a substantive test and, by determining 
and illustrating the relationships between the data entered, can increase the 
auditor's understanding of  the client's business. 
To illustrate how STAR supports the audit judgments required in a substan-
tive analytical procedure, we will discuss the four  activities STAR primarily 
assists: 
1. Development of  a relationship (i.e., a model), using regression 
analysis, 
2. Plausibility and predictability checks of  the relationship using 
mathematical tests, 
3. Determination of  threshold, 
4. Identification  of  significant  differences  for  investigation. 
For each activity, we focus  on how STAR assists the auditor without elimi-
nating the need for  audit judgment. The presentation of  results, text messages, 
on-line help, and graphics provides the auditor with sufficient  information  so 
that, without being a statistical expert, he can develop and refine  a statistical 
model, and use such a model to assess whether material misstatement is likely 
at a specified  level of  assurance. 
Developing a Relationship 
Whether using STAR or not, when developing an analytical procedures 
expectation, an auditor must determine the type of  analysis, time-series (com-
parisons over time) or cross-sectional (comparisons over different  units), the 
level of  disaggregation, appropriate base data, and the model relating the pre-
dicting data to the data to be tested. 
STAR facilitates  these audit decisions with flexible  options as to data and 
disaggregation and with a sophisticated approach to building a model. STAR 
offers  both time-series and cross-sectional analysis. It effectively  allows any 
level of  disaggregation because it has no maximum limit on the number of 
observations and requires a minimum of  three observations in the base period. 
Typically, the base profile  in a time series application will contain 24 or 36 
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monthly observations. However, 52 weekly observations over one year could be 
used, or quarterly information  for  five  years. A minimum of  20 observations is 
recommended for  a cross-sectional application. 
Determine Appropriate Base Data 
Base data should include variables that are expected to be predictive of  the 
test variable and that, therefore,  are likely to be useful  in determining expected 
values for  the test variable. Sources of  data can be broadly categorized as exter-
nal, internal accounting, internal non-accounting, and dummy predicting vari-
ables. 
STAR offers  many options to allow the auditor the greatest flexibility  in 
selecting base data. For example, it is possible to use up to 24 predicting vari-
ables in a STAR model, although normally only two or three are used to prevent 
the model from  becoming too complex to be comprehensible. It is possible to 
have STAR skip or ignore portions of  base data if,  for  example, observations for 
certain periods are known to be unusual. 
If  a mathematical expression (e.g., units shipped x price index) better charac-
terizes the business relationship between a group of  predicting variables and the 
test variable, STAR includes facilities  to calculate such derived variables, pro-
vided that data for  the component variables have been entered. 
STAR also accommodates the entry of  dummy variables, if  these are 
required to account for  the presence of  unusual factors  or events, which are dif-
ficult  to quantify  and represent with an ordinary variable (e.g., holidays, fires,  or 
strikes); a trend variable if  the relationship between variables is thought to 
change systematically and in one direction over time; and other special vari-
ables, such as: 
• If  seasonal factors  are expected to affect  the relationship among vari-
ables, STAR can be instructed to create predicting variables for  sea-
sonal adjustment. In a monthly model, for  example, STAR will gener-
ate one predicting variable for  each month of  the year, each of  which 
adjusts for  seasonal effects  in the month it represents. For seasonality 
to be used, there needs to be a base period with at least three "sets" of 
observations so that a seasonal pattern can be identified. 
• Lagged variables can be specified  to build expected time lags into rela-
tionships, such as those expected between cash collections and sales, 
or between sales and advertising expenditure. For example, if  advertis-
ing expenditures in March are expected to affect  June sales dollars, the 
auditor can specify  that advertising expenditure be "lagged" by three 
months. 
The most common STAR audit applications are to test sales, cost of  sales, 
and other expenses. Typical predicting data used by auditors in STAR applica-
tions to develop expectations of  sales include inflation  indices and seasonality, 
and mathematical expressions combining factors  such as: 
• Store floor  area and sales per square foot, 
• Number of  units produced, consumed or shipped, and unit values, 
• Kilowatt hours sold and prices per kilowatt, 
• Number of  users and entry or usage fees, 
• Hours worked and labor charges per hour. 
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Develop Regression Model 
The auditor may identify  some number of  potential predicting variables. A 
decision has to be made about which particular subset results in the "best" 
model. The ideal is to use a small but powerful  set of  variables. STAR assists 
this process by using a procedure that includes a forward  selection procedure 
for  admitting new variables one at a time, as well as a backward elimination 
procedure for  removing variables that become redundant as a result of  subse-
quent admissions. Known as stepwise regression,  the goal is to ensure that all 
the independent variables that are included in the final  regression function 
(including special variables such as dummy, seasonal, or trend), contribute sig-
nificantly  to it in a statistical sense (i.e., contribute significantly  to the explana-
tory power of  the model). 
We do not recommend entering variables without regard to whether they are 
predictive of  the amount being tested, even though they are likely to be discard-
ed by STAR. The auditor should only enter data expected to have a relationship 
with the test variable. On the other hand, if  predicting variables expected to be 
related to the test variable are rejected by STAR, the auditor should investigate 
why the relationship is not acceptable to STAR. 
If  STAR finds  no statistically significant  variables, it reports this and stops 
processing: 
NO SIGNIFICANT PREDICTING VARIABLE HAS BEEN 
FOUND. STAR will not process the data further.  Review the base 
profile  and study the relationships analytically to determine why the 
predicting variable(s) do not have the expected relationships to the 
test variable. 
Unless an account is very volatile or totally subject to management's discre-
tion, it is unusual not to find  a relationship with other financial  or non-financial 
variables. In particular, the auditor should consider potentially related non-
financial  variables where STAR rejects financial  predicting variables. 
Presuming STAR finds  one or more statistically significant  variables, the 
resulting model is reported in the form  of  a regression equation. A listing of  all 
base data entered by the auditor indicates which variables are used in the model 
and which are not. 
Plausibility and Predictability Checks of  the Relationship 
Figure 1 shows the portion of  the report that summarizes the regression func-
tion along with a variety of  statistics for  informational  purposes. The effects  of 
the statistics on the model are automatically monitored by STAR. 
Regression Statistics 
STAR presents the regression model developed in the form  of  an equation: 
Y ' = a + b 1 X 1 + b 2 X 2 + . . . b n X n 
where Y' is the regression estimate for  the test variable, X n is the nth predicting 
variable, b n is the coefficient  of  the nth predicting variable, and a is a constant. 
For example, in Figure 1, the constant is 214.46 and the coefficient  of  the pre-
dicting variable is 1.1638: 
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Figure 
Stepwise Multiple Regression Model 
Input Data 
Description 
Regression Function 
Mean 
Standard Constant or 
Error Coefficient 
Standard 
Error 
Constant 
Predicting Variables 
X1 Cost of Sales 1,248.17 
1,667.11 
Coefficient of Correlation (100% = Perfect) 
Test Variable 
Y Sales 
Y' Expectation 
149.36 
183.02 
214.46 
1.1638 
1,667.11 
95% 
0.0658 
58.1081 
Expectation [ Y ' ( t ) ] for observation t : 
Y ' ( t ) = 214.46 + 1.1638*X1(t) 
The auditor does not need a detailed understanding of  the statistics, but is 
encouraged at a minimum to check that the model represented by the equation 
appears to make sense in the context of  his knowledge of  the business. The 
auditor should check that any special variables, such as seasonality, are as 
expected, both in terms of  the periods affected  and the magnitude of  their coef-
ficients.  In a simple STAR application (e.g., sales versus cost of  sales), the audi-
tor may be able to predict the approximate value of  the constant and of  the coef-
ficients  from  the expected business relationship. 
The coefficient  of  correlation indicates how closely the regression line fits  to 
the actual base data. Although it is not possible to provide specific  guidelines 
for  an acceptable coefficient,  the more precise the auditor expects the relation-
ship to be, the closer the coefficient  should be to 100 percent. A coefficient  of 
100 percent, however, usually indicates that the analytical procedure is closer to 
a proof  of  total than a regression application. In particular, the auditor should 
track the coefficient  from  year to year; a significant  decrease may indicate the 
presence of  a new business factor  that is not reflected  in the model. 
The STAR report for  the example in Figure 1 continues in Figure 2. In this 
figure,  the recorded amounts, the regression estimates (expectations), and the 
residuals (differences)  are displayed for  both the base period and the audit peri-
od, together with a graph of  the residuals. This graph may highlight trends and 
other influences  in the data that would not otherwise be apparent. 
The statistical and graphical information  reported by STAR can help to 
determine whether refinements  to the model are desirable. For example, a low 
coefficient  of  correlation may suggest that a significant  variable is missing from 
the model. If  we examine the graph of  the residuals and find  a large positive 
residual followed  by a negative residual of  similar size, this may indicate a cut-
off  error. Optional scatter diagrams of  the variables are available (see Figure 3) 
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Figure 
Plot of Residuals 
Obs 
Mo 
Recorded 
Amount 
Regression 
Estimate 
Residual 
(Difference) 
Residuals Graphed in Units 
of One Standard Error 
- 4 - 3 - 2 - 1 0 1 2 3 4 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
1,487 
1,440 
1,319 
1,518 
1,418 
1,377 
1,449 
1,521 
1,512 
1,532 
1,543 
1,557 
1,653 
1,638 
1,565 
1,635 
1,560 
1,608 
1,553 
1,815 
1,767 
1,847 
1,792 
1,804 
1,414 
1,396 
1,328 
1,642 
1,441 
1,420 
1,491 
1,585 
1,459 
1,505 
1,510 
1,647 
1,701 
1,582 
1,551 
1,618 
1.577 
1,637 
1.578 
1,725 
1,765 
1,815 
1,839 
1,701 
73 
44 
-9 
-124 
-23 
-43 
-42 
-64 
53 
27 
33 
-90 
-48 
56 
14 
17 
-17 
-29 
-25 
90 
2 
32 
-47 
103 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
1,771 
1,724 
1,653 
1,759 
1,914 
1,784 
1,999 
1,842 
1,840 
1,931 
1,823 
2,066 
1,930 
2,162 
2,070 
2,032 
2,002 
2,124 
2,251 
2,280 
2,186 
2,028 
2,400 
2,305 
1,766 
1,752 
1,754 
1,733 
1,883 
1,757 
1,868 
1,829 
1,874 
1,972 
1,890 
2,010 
1,950 
2,107 
1,983 
2,000 
2,064 
2,118 
2,187 
2,321 
2,160 
2,031 
2,237 
2,476 
5 
- 2 8 
-101 
26 
31 
27 
131 
13 
-34 
-41 
-67 
56 
- 2 0 
55 
87 
32 
- 6 2 
6 
64 
-41 
26 
-3 
163 
-171 
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Figure 3 
Plot: Y Sales vs X1 Cost of Sates 
Y Sales 
X1 Cost of Sales 
Base = Year Number; Projections = ' * ' 
Correlation in Base Profile: 95X 
Other Maximum-- Minimum-- <1> Mean--
Summary Statistics All Values All Values Range Base Profile 
Y Sales 2,400 1,319 1,081 1,667.11 
X1 Cost of Sales 1,943 957 986 1,248.17 
<1> Base profile means indicated by crossbar 
that may indicate a change in conditions from  the base to the projection period. 
All this information  is designed to increase the auditor's understanding of  the 
relationships underlying the data entered, and may increase his understanding of 
the business. 
Mathematical Tests Applied to the Model 
As well as reporting the regression statistics, STAR performs  a number of 
mathematical tests on the data, and if  it identifies  unusual patterns or abnormali-
ties in the base profile,  prints appropriate warning messages. These alert audi-
tors to conditions that, if  corrected, may improve the application. A few  condi-
tions cause STAR to terminate the application; most allow the application to 
proceed, but alert the auditor to consider whether refinement  of  the model is 
necessary or preferable.  The messages and the supporting on-line help indicate 
why the condition reported might have occurred and what the auditor might do 
to correct the condition. The auditor is encouraged to refine  the model because a 
good model may eventually become invalid if  refinements  are not made as 
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needed in successive applications. 
Typically, messages indicate the presence or absence of  some additional fac-
tor affecting  the relationship between the predicting data and the test variable, 
either in isolated instances or systematically over time. Whenever practicable, 
the auditor should investigate such factors  and determine how to refine  the 
model to account for  them. A review of  the graph of  the residuals, often  in con-
junction with a review of  the scatter diagrams of  the variables, is usually helpful 
in determining the business reason for  the change in the model. Depending on 
the problem identified,  suggested refinements  to the model include: 
• Correcting errors in the base profile 
• Adding new variables to account for  significant  factors  that have been 
omitted from  the model 
• Adjusting the observations to eliminate the actual or estimated effects 
of  special one-of-a-kind  events 
• Using dummy variables when an exceptional circumstance exists, but 
it is not practicable to identify  a specific  real variable to compensate 
for  it 
• Introducing trend to account for  systematic changes in one direction 
over time 
• Removing the oldest observations from  the base profile  when a change 
has occurred in the underlying relationship 
• Stratifying  observations into more homogeneous units (i.e., disaggre-
gation of  data) when the regression base appears to consist of  two or 
more separate models. 
STAR tests for  four  major conditions: discontinuity, autocorrelation, het-
eroscedasticity, and abnormality. These tests are performed  automatically after 
STAR has identified  a model. They are logically structured and in designing 
them certain decisions were made as to significance  levels and alternative 
regression models. Such decisions are beyond the statistical expertise of  most 
auditors, but do not compromise the auditor's judgment. The results of  the tests 
are clearly communicated to the auditor who decides what, if  any, action to 
take. 
These tests are described below in some detail to illustrate the set of  proce-
dures that STAR performs  to identify  problems and to produce a reliable model 
from  the data provided, and how STAR provides the auditor with information  to 
assist him in improving the model. STAR messages are included in the follow-
ing discussion (in bold) to give an idea of  the style and language of  the text help 
provided. Each message is supported by additional on-line help that is in a simi-
lar style, but is more detailed. 
Discontinuity 
One assumption that is implied in the linear model is that of  continuity;  that 
is, that the same underlying linear relationship applies throughout the range of 
the observations. Its opposite, discontinuity,  can occur within the base period or 
between the base period and the audit period. STAR applies tests for  both types 
of  discontinuity to time-series applications. 
A model is derived from  base period data, therefore,  the consequences of  dis-
continuity within the base period can be significant,  and STAR will not proceed 
with a model in these circumstances. STAR prints a message. 
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THERE IS AN INDICATION OF DISCONTINUITY IN THE BASE 
PROFILE. STAR will not process the data further.  Discontinuity is 
ordinarily caused by a change in conditions which affects  the rela-
tionship between the variables. Examine the plot of  residuals to iden-
tify  the cause. Including an appropriate predicting variable in the 
model may eliminate the condition. 
Unlike discontinuity in the base period, discontinuity between the base peri-
od and the audit period does not necessarily mean that the regression model is 
inappropriate. STAR prints a message to alert the auditor, but does not termi-
nate processing. 
THERE IS AN INDICATION OF DISCONTINUITY BETWEEN 
BASE AND PROJECTION PROFILES. This type of  discontinuity 
does not invalidate the model but it may affect  the differences  to be 
audited. If  it is not eliminated, it may result in invalid models in 
future  years. Examine the plot of  residuals to identify  the cause. 
In many cases, the reason for  the apparent discontinuity between base and 
projection periods is the very effectiveness  of  the regression model in identify-
ing errors or unusual transactions in the audit period. However, if  the disconti-
nuity remains after  the current period data have been audited (and adjusted, if 
necessary), it should be investigated and corrected, otherwise it is likely to reap-
pear in the next period's application as a discontinuity in the base period. 
Discontinuity is often  caused by a temporary business disruption, for  exam-
ple a fire  or a strike. Either the data may be adjusted to eliminate the effects  of 
the disruption, or a dummy variable may be used to compensate for  them. 
Discontinuity is sometimes caused by a change in the line or size of  business. 
For example, a company may have acquired or disposed of  a subsidiary, or may 
have increased or decreased product lines. The application must be redesigned. 
Analytical procedures, whether using STAR or not, can only be effective  if  the 
data used is comparable over time. 
Autocorrelation 
An assumption that is implicit in simple time-series regression is that the 
residuals are statistically independent of  one another over time. In other words, 
that a regression estimate in period t could not be improved by knowledge of 
what the residual was in period t -1 or any other prior period. In the business 
world, events frequently  move in a time-related pattern and a pattern in the 
residuals may result. For example, in an inflationary  economy, where costs are 
rising continuously, but sales prices are only adjusted periodically, residuals in a 
model relating sales to cost of  sales will tend to show increasing residuals until 
a price increase takes effect.  In this case, the assumption of  statistical indepen-
dence is not valid, because regression estimates can be improved by factoring 
the pattern in the residuals. 
A systematic pattern of  interdependence over time is known as autocorrela-
tion or serial correlation  of  the disturbances. It ordinarily results in a visible 
pattern in the residuals from  the regression function,  which may be observed in 
the graph of  the residuals. If  significant  autocorrelation is ignored and the ordi-
nary regression function  is used, two events could occur. First, the regression 
projections might be less precise than expected because the pattern would be ig-
nored rather than factored  in. Second, the calculations of  the standard error 
123 
might be distorted. It is desirable, therefore,  to test for  autocorrelation and, if 
possible, to circumvent the problem that autocorrelation can cause. 
Because significant  autocorrelation is a potentially serious problem, STAR 
automatically tests for  it and then, if  necessary, adjusts for  it by calculating a so-
called generalized  regression function.  The test and computation of  the general-
ized regression function  are performed  automatically, but the outcome is clearly 
communicated to the auditor in a message. 
THERE IS AN INDICATION OF AUTOCORRELATION IN THE 
BASE PROFILE. Generalized least squares regression will be used to 
correct for  the condition. Autocorrelation can often  be attributed to a 
missing major factor  and is evidenced by a pronounced pattern in the 
residuals. Examine the plot of  residuals to identify  the missing factor. 
Including that factor  as a predicting variable may eliminate the con-
dition and reduce the differences  to be audited. 
The auditor is encouraged to correct the original regression model by adding 
a variable, rather than to use the generalized model. For example, if  a periodic 
event, such as price increase, is identified  as the contributing factor,  either a 
variable representing price or a dummy variable representing the percentage 
increase may be added. 
If  the generalized function  fails  to eliminate the autocorrelation, the applica-
tion is treated as fatally  flawed  and a message is printed indicating that the 
model is invalid: 
FATAL AUTOCORRELATION. This model should not be used for 
audit purposes. 
Heteroscedasticity 
Another assumption made in ordinary regression analysis is that the standard 
error is constant from  point to point. This condition is called homoscedasticity. 
In practice, residuals are not always homoscedastic. For example, in a cross-
sectional analysis of  sales across the branches of  a retail company, the sales of 
large stores might fluctuate  more in terms of  absolute dollars than the sales of 
small stores. Residuals that do not have a constant standard error are said to be 
heteroscedastic.  Heteroscedasticity can also be observed in a time-series analy-
sis in which the size of  the variables increases over time because of  either 
growth or inflation. 
Heteroscedasticity can take many different  forms.  In audit applications in 
which heteroscedasticity exists, the size of  the residuals varies in proportion to 
the size of  one of  the predicting variables. STAR tests for  heteroscedasticity 
and, where significant  heteroscedasticity is detected, performs  weighted  regres-
sion, in which the observations are weighted to compensate for  the effect  of  the 
predicting variable on the standard error. 
The test and, if  necessary, the weighted regression calculations, are performed 
automatically, but the results are clearly communicated to the auditor who is 
encouraged to review the application and to correct for  the condition if  possible. 
THERE IS AN INDICATION OF HETEROSCEDASTICITY IN 
THE BASE PROFILE. Weighted least squares regression will be 
used to correct for  the condition. Heteroscedasticity is evidenced by 
significant  correlation between the size of  the residuals and one of  the 
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predicting variables, in this case (variable  is identified).  The model 
may be improved by identifying  the cause of  the heteroscedasticity 
and introducing appropriate predicting variables. This may also 
reduce the differences  to be audited. 
Heterosedasticity is often  encountered in cross-sectional applications, where 
operating units (e.g., stores) vary considerably in size. The auditor should con-
sider using separate STAR applications, one for  large units and one for  all other 
units. 
Abnormality 
There are strong theoretical grounds for  believing that residuals will tend to 
be normally distributed. STAR performs  a test for  normality and alerts the audi-
tor to the presence of  apparent abnormality  (also known in statistical literature 
as non-normality)  in the base-period residuals. 
ABNORMALITY IN THE BASE PERIOD IS INDICATED BY: 
(STAR  prints one or more of  the following) 
• LEFT SKEWNESS - This may be caused by large negative residuals 
• RIGHT SKEWNESS - This may be caused by large positive residuals 
• KURTOSIS - This may be caused by both large positive and large 
negative residuals 
Abnormality does not invalidate the model but it may affect  the dif-
ferences  to be audited. Examine the plot of  the residuals to identify 
the outliers and, if  possible, eliminate the abnormality by correcting 
any errors or unusual events in those observations. 
Abnormality is usually apparent from  a review of  the graph of  the residuals. 
The outlier residuals should be investigated to determine if  there is a business 
reason that accounts for  them. Sometimes an outlier is explained by an unusual 
non-recurring event (e.g., a factory  shut-down), or a periodic event such as sea-
sonal peaks. The first  may be corrected by adjusting the data affected  by the 
event; the second by adding seasonal variable(s). 
Determination of  Threshold 
A major benefit  to using STAR in a substantive analytical procedure is that it 
determines the thresholds for  the disaggregated parts, based on the required 
audit parameters (i.e., materiality, audit assurance, and the primary direction of 
the audit test), and on the statistically achieved precision of  the regression. 
These thresholds are used to identify  any differences  that must be investigated. 
Without STAR, the auditor usually has difficulty  determining threshold, 
because of  the number of  different  factors  involved. 
The factors  STAR uses to determine threshold are: 
• Monetary  Precision (MP)  - The monetary quantification  of  materiality 
for  the substantive test, specified  by the auditor. As MP becomes 
smaller, thresholds become smaller, and more residuals that exceed 
threshold points are likely to be identified.  MP need not be reduced to 
allow for  allocation over the disaggregated observations, because 
STAR handles this in the determination of  threshold. 
• R Factor  - A factor  specified  by the auditor, representing the required 
level of  assurance to be derived from  the substantive test, presuming 
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positive results. As R becomes higher, thresholds become smaller and 
more residuals that exceed threshold points are likely to be identified. 
• Direction of  Test  - The auditor specifies  whether the test is primarily 
for  overstatement or for  understatement of  the test variable. 
• The statistical characteristics of  the regression function  determined by 
STAR, principally the standard error. The larger the standard error, the 
larger threshold becomes to compensate for  the imprecision of  the esti-
mates. 
If  a material amount of  misstatement exists cumulatively in the audit period, 
such misstatement could be spread throughout the observations in many ways. 
For example, it could all be in one month or it could be spread over twelve 
months. Threshold points that are set to detect misstatements spread in one way 
may not detect misstatement that is spread differently,  even though the total 
amount of  misstatement is the same in both situations. Fortunately, it can be 
shown that there is a most adverse  spread  of  error.  Threshold points that detect 
misstatement spread in the most adverse manner are tighter than those that 
would be needed to detect misstatement spread in any other way. STAR deter-
mines the most adverse spread of  error and conservatively applies it in its deter-
mination of  thresholds. 
That a most adverse spread of  error should exist may not be immediately 
obvious. The key to understanding why it does exist is to recognize that there 
are two opposing factors  that determine the probability of  detecting error: 
• The size of  the individual error taintings. The smaller the error tainting 
of  a particular observation, the less probable it is that the observation 
will be identified. 
• The number of  error-tainted observations. The more error-tainted 
observations there are, the more likely it is that at least one will be 
identified. 
It can be shown that the interaction of  these two opposing factors  ensures 
that a certain spread of  error will result in the tightest threshold requirement. 
This spread is the most adverse spread of  error because any other will allow a 
threshold that is less stringent. It is dependent on two main factors:  the size of 
the MP relative to the standard error of  the residual and the required R factor. 
Initially, it might seem that the maximum number of  observations over 
which a material error might be spread should be limited to the number of 
observations in the accounting period. For example, if  the application uses 
monthly data, the need to consider the risk of  spreading a material error over 
more than twelve observations might appear doubtful.  STAR, nevertheless, 
does not place any upper limit on the most adverse spread of  error, and the cal-
culation is performed  separately for  each observation. This approach to calculat-
ing the most adverse distribution helps to ensure that the statistical assurance 
provided by STAR is not diluted over multiple STAR applications. For exam-
ple, if  the calculation did not consider the possibility that a material error could 
be spread over sixty observations, the risk that material error could be spread 
over five  different  STAR applications that use monthly data might be higher 
than the nominal level. 
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Identification  of  Significant  Differences 
The basic concept underlying STAR's audit interface  is that the recorded 
amounts of  the test variable in the projection period may have been materially 
affected  by accounting errors, while the estimates projected from  the regression 
model should not be so affected  (because the model is based on observations 
that have been audited or obtained from  sources considered reliable). Therefore, 
differences  between the recorded amounts and the regression estimates in the 
audit period are expected to have been caused by: 
• The random variation that is inherent in business operations and in 
estimates based on a regression model 
• Errors or unusual events that affect  the recorded amount of  the test 
variable in the projection period. 
Thresholds are used to identify  which differences  are sufficiently  significant 
to warrant investigation. In the event that the difference  between the recorded 
value of  the test variable and the regression estimate for  any disaggregate part 
(i.e., any observation) exceeds the threshold in the direction of  the test, STAR 
identifies  the difference  as significant,  warranting investigation. For each such 
identified  significant  difference,  the auditor performs  further  analysis and 
inquiry to obtain, corroborate, and quantify  an explanation or, if  this is not pos-
sible, performs  alternative procedures to investigate the difference.  (Differences 
are always shown as positive if  the recorded amount exceeds the regression esti-
mate and negative if  the reverse is true, regardless of  the direction of  the test 
specified.) 
If  the difference  exceeds the threshold in the direction opposite to that of  the 
test, STAR also identifies  the difference  as significant.  The auditor should seek 
an explanation for  such differences,  even though they are not a primary focus  of 
our test. If  nothing else, the differences  may indicate problems with the predict-
ing variables in the audit period. 
The STAR report of  the projection profile  in the Alpha Company application 
is shown in Figure 4. A difference  to be investigated in the direction of  the test 
occurs in period 48, in which the residual is -171 and the threshold is 79. 
Differences  to be investigated in the opposite direction occur in periods 39 and 
47, in which the residuals are 87 and 163. 
The fact  that STAR identifies  a significant  difference  to be investigated does 
not mean that something is wrong. Instead, it indicates that the auditor does not 
have the desired assurance that something is not wrong. The difference  could be 
caused by an unusual transaction or event, or by a number of  ordinary occur-
rences that just happen to combine to cause a significant  difference.  Until the 
reason for  the difference  has been determined, corroborated, and quantified, 
however, the desired level of  assurance from  the analytical procedure has not 
been achieved. 
Auditors are recommended to check whether differences  between expecta-
tions and recorded amounts in the audit period, even if  not individually signifi-
cant, follow  any pattern that might indicate potential material misstatement in 
the aggregate. For example, they might be concerned if  most differences  were 
in one direction and many were close to threshold. This type of  rec-
ommendation is to avoid the "It's produced by a computer so it must be right" 
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mentality, and to encourage auditors to use their judgment throughout a STAR 
application. 
Figure 4 
AUDIT test for UNDERSTATEMENT using MP = 350, R = 3.0 
Optional Test 
Obs Recorded Regression Residual Excess Select 'n Sam 
No Amount Estimate (Difference) Threshold <1> Interval ple 
37 1,930 1,950 -20 
38 2,162 2,107 55 
39 2,070 1,983 87 <2> 
40 2,032 2,000 32 
41 2,002 2,064 -62 
42 2,124 2,118 6 
43 2,251 2,187 64 
44 2,280 2,321 -41 
45 2,186 2,160 26 
46 2,028 2,031 -3 
47 2,400 2,237 163 <2> 
48 2,305 2,476 -171 79 92 137 18 
25,770 25,634 136 18 
<1> Significant difference in direct ion of test. Perform further analysis and 
inquiry to obtain and corroborate explanation. Perform optional test of 
details only i f difference cannot be explained. 
<2> Significant difference in opposite direct ion to that of test. Seek an 
explanation. 
Investigation of  Significant  Differences 
STAR cannot directly help the auditor's investigation of  significant  differ-
ences, but, as illustrated throughout this discussion, reports information  that 
may be useful  in resolving issues related to the credibility of  the model and/or 
its refinement.  When our investigation of  differences  identifies  a potential cor-
rection to base data used in the model, we should preferably  refine  the STAR 
application, even though the explanation may be sufficient  for  this year's audit 
purposes. If  the model is not updated for  discovered discrepancies, it is likely to 
be less precise in subsequent years and, therefore,  may identify  more and/or 
larger differences  than necessary. 
When STAR identifies  a significant  difference  in the specified  direction of 
test, it designs a Cumulative Monetary Amount sample (CMA - a form  of  dollar 
unit sampling) for  a test of  details of  the test variable, to provide an alternative 
test if  the significant  difference  cannot be resolved. This is a last resort option, 
used only if  the auditor fails  to identify  an explanation for  the difference  or can-
not corroborate or quantify  an explanation. STAR prints the sample size and 
selection interval under the caption, Optional Test.  This is shown in Figure 4. In 
period 48, the optional CMA sample size is 18 and the selection interval is 137. 
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Example of  a STAR Application 
To reinforce  the concepts presented, we include an example of  the use of 
STAR in Appendix A. In this example, the original model was not optimal and 
STAR reported a discontinuity between the base and the projection periods. The 
auditors reviewed the data and identified  a missing variable. They corrected the 
model and reran the STAR application. 
Conclusion 
STAR does not perform  audit procedures; it assists the auditor in performing 
substantive procedures. The fundamental  decisions are made by the auditor, just 
as they would be if  any other technique were used for  the analysis. The objec-
tives of  the test are determined by the auditor; the model is based on data select-
ed and deemed reliable by the auditor; thresholds are based on audit parameters; 
and the auditor must determine how to deal with differences  identified  for 
investigation. 
However, STAR provides valuable assistance to the auditor in developing 
the model and determining thresholds. STAR translates expected relationships 
between data into mathematical forms  that can be used to make projections. 
STAR reports to the auditor if  a resulting relationship appears less than optimal, 
with suggestions as to possible causes and solutions, and graphical reports to 
help identify  the problem. Finally, STAR determines thresholds for  identi-
fication  of  significant  differences  by combining the auditor's materiality and 
audit assurance requirements with the statistical precision of  the regression 
model. 
The limitations encountered in using STAR for  substantive testing are the 
same as the limitations inherent in any substantive analytical procedure. The 
auditor must make judgments whatever tool he uses, and is ultimately responsi-
ble for  deciding whether a procedure indicates the absence of  material error at 
the required level of  assurance. While substantive analytical procedures may be 
performed  without using STAR, the benefits  of  an objective challenge to the 
data relationships expected by the auditor and an objective threshold determina-
tion make STAR a preferred  alternative in many circumstances. 
Appendix A: Example of  a STAR Application 
This example is based on a STAR application for  a client in the importing/ 
wholesale trade. STAR had been used successfully  for  several years to project 
sales of  imported products based on the cost of  purchases from  the British par-
ent company. This year. STAR reported a discontinuity between base and pro-
jection profiles  (see the message at the bottom of  Figure A-1), and the results of 
the projection profile  analysis (see Figure A-2) show that STAR identified 
significant  differences  to be investigated for  every observation in the current 
period. 
From a review of  the plot of  residuals (see Figure A-3), a distinctive change 
in the pattern is observed after  observation 37 (i.e., all the residuals are on the 
same side of  the line and many are -2 or more standard errors away). This sug-
gests that a change in operating conditions occurred in January of  the current 
year. 
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A discontinuity between the base profile  and the current data does not pre-
vent the model from  being used. However, the number and size of  the differ-
ences to be investigated (Figure A-2) would require a significant  amount of 
audit effort,  and if  the discontinuity is not resolved and eliminated this year, dis-
continuity may appear in the base next year, resulting in an invalid model. 
Discussions with the client revealed the following: 
• The client purchased almost all of  its imports from  its parent company. 
• The purchase cost to the Canadian operation was set in British pounds 
and recorded in the Canadian books at the spot rate of  exchange exist-
ing on delivery. 
• Foreign currency hedges were not used. 
• Sales prices in Canada were set well in advance, and were not changed 
during the year. 
• The exchange rate between the British and Canadian currencies had 
jumped from  1.85 to 2.05 in January of  the current year and had 
remained relatively constant during the year. 
The audit staff  tested the theory that the exchange rate was affecting  the cost 
side of  the Sales/Cost of  Sales relationship, and found  that this more or less 
explained most of  the differences  reported by STAR. 
Figure A-1 
Stepwise Multiple Regression Model 
Input Data Regression Function 
Standard Constant or Standard 
Description Mean Error Coefficient Error 
Constant 74.90 
Predicting Variables 
X1 COST OF SALES 2,841.14 716.61 1.5545 0.0663 
Test Variable 
Y SALES 4,491.44 1,147.89 
Y' Expectation 4,491.44 281.0349 
Coefficient of Correlation (100X = Perfect) 97X 
Expectation [ Y ' ( t ) ] for observation t : 
Y ' ( t ) = 74.90 + 1.5545*X1(t) 
THERE IS AN INDICATION OF DISCONTINUITY BETWEEN BASE AND PROJECTION PROFILES. 
This type of discontinuity does not invalidate the model but i t may affect 
the differences to be audited. I f i t is not eliminated, i t may result in 
invalid models in future years. Examine the plot of residuals to identify 
the cause. 
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Figure 
AUDIT test for UNDERSTATEMENT using MP = 500, R = 2.0 
Optional Test 
Obs Recorded Regression Residual 
No Amount Estimate (Difference) Threshold 
Excess Select 'n Sam 
<1> Interval ple 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
3,944 
6,103 
9,693 
6,142 
5,101 
4,338 
4,868 
4,260 
8,146 
6,758 
4,933 
4,831 
4,134 -190 
6,765 -662 
10,964 -1,271 
7,061 -919 
6,008 -907 
4,763 -425 
5,421 -553 
4,737 -477 
9,051 -905 
7,712 -954 
5,376 -443 
5,786 -955 
153 
148 
56 
146 
151 
153 
152 
153 
114 
146 
152 
151 
37 826 5 
515 270 25 
1,215 254 43 
773 252 28 
757 250 24 
272 366 13 
401 301 18 
324 338 14 
791 266 34 
808 257 30 
290 358 15 
804 251 23 
69,117 77,778 -8,661 272 
<1> Significant difference in direct ion of test. Perform further analysis and 
inquiry to obtain and corroborate explanation. Perform optional test of 
details only i f difference cannot be explained. 
A decision was made to revise and rerun the model because: 
• Unless the exchange factors  were built into the model, the STAR 
model would probably fail  in the following  year due to discontinuity in 
the base period. 
• Including the exchange factors  in the base would improve the model 
because the rate had fluctuated  throughout the base period, although 
never as much as in January of  the current year. 
• Revising and rerunning the model would provide the most efficient 
and objective means for  verifying  the analytical explanation received. 
To refine  the model, the predicting variable, cost of  sales, was adjusted for 
the exchange index and the model was re-run using the derived variable. 
Figures A-4 through A-6 show the results of  the STAR application after  the 
effect  of  foreign  exchange was added to the data profile. 
STAR no longer reports discontinuity (see Figure A-4) and the revised pro-
jection profile  analysis (Figure A-5) shows only two significant  differences  to 
be investigated. The plot of  residuals (see Figure A-6) shows no dramatic 
change in the last twelve months. 
By adjusting the base data, the auditors have only a few  significant  differ-
ences to investigate and have a more precise model to use in the future. 
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Figure 3 
Plot of Residuals 
Obs Recorded Regression Residual 
No Amount Estimate (Difference) 
Residuals Graphed in Units 
of One Standard Error 
- 4 - 3 - 2 - 1 0 1 2 3 4 
1 3,747 4,037 -290 
2 4,785 4,650 135 
3 4,853 4,769 84 
4 4,439 4,258 181 
5 4,146 4,720 -574 
6 3,883 3,529 354 
7 3,563 3,638 -75 
8 3,298 3,300 -2 
9 5,261 5,873 -612 
10 5,097 5,149 -52 
11 4,380 4,664 -284 
12 3,280 3,893 -613 
13 2,388 2,459 -71 
14 4,029 3,935 94 
15 5,127 5,020 107 
16 4,346 4,400 -54 
17 3,776 3,756 20 
18 4,066 3,888 178 
19 3,139 3,311 -172 
20 3,369 3,330 39 
21 6,123 6,442 -319 
22 5,076 5,111 -35 
23 6,494 6,081 413 
24 3,756 3,938 -182 
25 3,002 2,700 302 
26 4,632 4,412 220 
27 6,699 5,996 703 
28 5,576 5,402 174 
29 3,446 3,308 138 
30 4,524 4,261 263 
31 3,702 3,761 -59 
32 3,220 3,260 -40 
33 6,208 5,954 254 
34 5,317 5,461 -144 
35 7,034 7,129 -95 
36 5,911 5,895 16 
37 3,944 4,134 -190 
38 6,103 6,765 -662 
39 9,693 10,964 -1,271 
40 6,142 7,061 -919 
41 5,101 6,008 -907 
42 4,338 4,763 -425 
43 4,868 5,421 -553 
44 4,260 4,737 -477 
45 8,146 9,051 -905 
46 6,758 7,712 -954 
47 4,933 5,376 -443 
48 4,831 5,786 -955 
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Figure 
Stepwise Multiple Regression Model 
Description 
Input Data Regression Function 
Mean 
Standard 
Error 
Constant or 
Coefficient 
Standard 
Error 
Constant 
Predicting Variables 
X1 Cost of Sales 
Test Variable 
Y SALES 
Y' Expectation 
407.35 1,551.25 
4,491.44 1,147.89 
Coefficient of Correlation (100% = Perfect) 
232.78 
2.7453 
4,491.44 
97X 
0.1090 
262.7308 
Expectation [ Y ' ( t ) ] for observation t : 
Y ' ( t ) = 232.78 + 2.7453*X1(t) 
Figure A-5 
AUDIT test for UNDERSTATEMENT using MP = 500, R = 2.0 
Optional Test 
Obs Recorded Regression Residual Excess Select'n Sam 
No Amount Estimate (Difference) Threshold <1> Interval ple 
37 3,944 3,730 214 <2> 
38 6,103 5,998 105 
39 9,693 9,614 79 
40 6,142 6,251 -109 
41 5,101 5,345 -244 159 85 890 6 
42 4,338 4,271 67 
43 4,868 4,839 29 
44 4,260 4,249 11 
45 8,146 7,966 180 <2> 
46 6,758 6,813 -55 
47 4,933 4,798 135 
48 4,831 5,152 -321 159 162 515 10 
69,117 69,026 91 16 
= = = 
<1> Significant difference in direction of test. Perform further analysis and 
inquiry to obtain and corroborate explanation. Perform optional test of 
details only if difference cannot be explained. 
<2> Significant difference 
explanation. 
in opposite direction to that of test. 
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Seek an 
Figure 
Plot of Residuals 
06s Recorded Regression Residual 
No Amount Estimate (Difference) 
1 3,747 3,645 102 
2 4,785 4,175 610 
3 4,853 4,485 368 
4 4,439 4,249 190 
5 4,146 4,691 -545 
6 3,883 3,549 334 
7 3,563 3,653 -90 
8 3,298 3,329 -31 
9 5,261 5,353 -92 
10 5,097 4,713 384 
11 4,380 4,285 95 
12 3,280 3,604 -324 
13 2,388 2,509 -121 
14 4,029 3,917 112 
15 5,127 4,952 175 
16 4,346 4,362 -16 
17 3,776 3,747 29 
18 4,066 3,873 193 
19 3,139 3,321 -182 
20 3,369 3,340 29 
21 6,123 6,481 -358 
22 5,076 5,174 -98 
23 6,494 6,127 367 
24 3,756 4,024 -268 
25 3,002 3,044 -42 
26 4,632 4,875 -243 
27 6,699 6,769 -70 
28 5,576 6,113 -537 
29 3,446 3,497 -51 
30 4,524 4,458 66 
31 3,702 3,953 -251 
32 3,220 3,448 -228 
33 6,208 5,844 364 
34 5,317 5,375 -58 
35 7,034 6,967 67 
36 5,911 5,789 122 
37 3,944 3,730 214 
38 6,103 5,998 105 
39 9,693 9,614 79 
40 6,142 6,251 -109 
41 5,101 5,345 -244 
42 4,338 4,271 67 
43 4,868 4,839 29 
44 4,260 4,249 11 
45 8,146 7,966 180 
46 6,758 6,813 -55 
47 4,933 4,798 135 
48 4,831 5,152 -321 
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