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We study two-dimensional quantum gravity on arbitrary genus Riemann surfaces in
the Ka¨hler formalism where the basic quantum field is the (Laplacian of the) Ka¨hler
potential. We do a careful first-principles computation of the fixed-area partition
function Z[A] up to and including all two-loop contributions. This includes genuine
two-loop diagrams as determined by the Liouville action, one-loop diagrams resulting
from the non-trivial measure on the space of metrics, as well as one-loop diagrams
involving various counterterm vertices. Contrary to what is often believed, several
such counterterms, in addition to the usual cosmological constant, do and must occur.
We consistently determine the relevant counterterms from a one-loop computation of
the full two-point Green’s function of the Ka¨hler field. Throughout this paper we use
the general spectral cutoff regularization developed recently and which is well-suited
for multi-loop computations on curved manifolds. At two loops, while all “unwanted”
contributions to ln(Z[A]/Z[A0]) correctly cancel, it appears that the finite coefficient
of ln(A/A0) does depend on the finite parts of certain counterterm coefficients, i.e.
on the finite renormalization conditions one has to impose. There exists a choice
that reproduces the famous KPZ-scaling, but it seems to be only one consistent
choice among others. Maybe, this hints at the possibility that other renormalization
conditions could eventually provide a way to circumvent the famous c = 1 barrier.
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1 Introduction
1.1 Introduction and motivation
Since Polyakov’s seminal paper [1], conformal matter coupled to quantum gravity
on two-dimensional manifolds has been studied intensely, both in the discretized
approach [2] and in the continuum approach [3, 4, 5, 6, 7]. Most of the continuum
literature uses conformal gauge, where the effect of having integrated out the matter
results in an effective gravity action being the Liouville action with a coefficient κ2 ∼
−(c − 26) where c is the matter central charge and the −26 accounts for the gauge
fixing (ghosts). One of the simplest, yet interesting objects to study in this quantum
gravity is the partition function at fixed area Z[A].
One way to define this partition function Z[A] on a Riemann surface of genus h,
with metric g of area A, is to choose the conformal gauge with a background metric
g0 and a conformal factor σ such that g = e
2σg0. Then Z[A] can be formally written
as
Z[A] =
∫
Dσ exp
(
−κ
2
8pi
SL − Scosm
)
δ
(
A−
∫
d2x
√
g0 e
2σ
)
, (1.1)
where the Liouville action and κ2 are given by
SL[σ] =
∫
d2x
√
g0
(
σ∆0σ +R0σ
)
, κ2 =
26− c
3
, (1.2)
while the cosmological constant term simply is Scosm = µ
2
c
∫
d2x
√
g0 e
2σ = µ2cA, and
the delta-function restricts the integration to metrics of area A. The mesure Dσ for
the conformal factor can be derived from the standard metric on the space of metrics
and is a complicated non-flat measure. Many of the difficulties in dealing with this
quantum gravity theory originate from this measure being non-trivial.
KPZ studied two dimensional gravity for genus zero in the light-cone gauge instead
[4]. Using the relation with an SL(2) current algebra they derived a remarkable
formula relating the scaling dimensions ∆ of conformal primary operators coupled to
gravity and their undressed conformal dimensions ∆(0):
∆−∆(0) =
(√
25− c−√1− c )2
24
∆(1−∆) , (1.3)
known as algebraic KPZ relation. The scaling of the partition function then is ob-
tained from the dressing of the identity operator (∆
(0)
id = 0) and leads to a scaling
Z[A] ∼ e−µ2cAAγstr−3 , (1.4)
with γstr = ∆id. Eq.(1.3) then yields γstr = 2 − 2
√
25−c√
25−c−√1−c . This formula gives the
correct scaling for certain random lattice models corresponding to specific values of c.
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On the other hand, working in conformal gauge, and using several simplifying as-
sumptions together with consistency conditions, ref. [5] have extended these remark-
able formulae to arbitrary genus. In particular they find for the area dependence of
the partition function
γstr = 2 + 2(h− 1)
√
25− c√
25− c−√1− c . (1.5)
More recently, ref. [8] has given a more rigorous, though more abstract derivation
of these formulae for c ≤ 1 (and h = 0) through a probabilistic reformulation. An
alternative, more physical derivation can be found in [9].
Probably the most puzzling property of these formulae is that they only seem to
work for c ≤ 1, since for c > 1 (actually 1 < c < 25) they turn complex. This is the
so-called c = 1 barrier. It has been argued that, for c > 1, the geometry is dominated
by configurations that no longer are smooth and that the surface develops spikes and
a fractal character.
It is clearly desirable to do a first-principles quantum field theory computation of
Z[A] on a Riemann surface of arbitrary genus, using a well-defined physical regular-
ization scheme and a precise definition of the measure Dσ as it follows from the usual
metric on the space of metrics. This is what has been initiated in [10] and what we
will continue in this paper. We will compute Z[A] in a loop-expansion where 1
κ2
is
the loop-counting parameter. The corresponding loop-expansion of (1.5) is
γstr =
1
2
(h− 1)κ2 + 19− 7h
6
+ 2(1− h) 1
κ2
+O(κ−4) . (1.6)
To compute the partition function at fixed area it is obviously convenient to have a
parametrization of the metric where the area appears explicitly as a “coordinate” on
the space of metrics. This is naturally implemented in the Ka¨hler approach where the
metric is determined by a fixed background metric, the area A and the Laplacian (in
the background metric) of the Ka¨hler potential. In this formalism, the measure on
the space of metrics is given in terms of dA, the standard flat measure on the space
of Ka¨hler potentials, and various non-trivial determinants. Expanding these determi-
nants and the interactions in the Liouville action in powers of 1
κ2
then generates the
loop-expansion.
To be well-defined, of course, we also need to implement a consistent regular-
ization. Here, as was also done in ref [10], we employ the general spectral cutoff
regularization developed in [11] that is well-suited for use on curved manifolds. It is a
generalization of the ζ-function regularization that works at one loop, to a general reg-
ularization scheme that works for multi-loop computations on curved manifolds. Its
basic objects are the heat kernel and generalized heat kernels defined on the manifold
for which exist well-known formulae for the asymptotic “small t” behaviour.
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In ref. [10] the partition function Z[A] was computed, with this regularization
scheme, up to and including the one-loop contributions, using a more general quantum
gravity action that is a sum of the Liouville as well as Mabuchi [12] actions. This gave
a definite result for γstr which for the pure Liouville gravity reduced to γ
0,1−loop
str =
1
2
(h − 1)κ2 + 19−7h
6
in agreement with (1.6). Although satisfying, the agreement
was, maybe, not too much a surprise. Indeed, the truely non-trivial nature of the
determinants coming from the measure over the space of metrics only shows up beyond
one loop, starting at two loops. It is thus quite intriguing to try and compute the
two-loop contributions to the fixed-area partition function. This is what we will do
in the present paper.
Let us mention that the present work grew out of the attempt to compute the two-
loop fixed-area partition function Z[A] in another regularization scheme where the
infinite-dimensional space of inequivalent metrics is replaced by the finite-dimensional
space of inequivalent Bergmann metrics of degree N . As shown in [13], in the Ka¨hler
formalism, this amounts to expanding a certain function of the Ka¨hler potential
on a specific finite-dimensional basis s¯α sβ of functions on the Riemann surface. If
the Riemann surface is a sphere, the sα are the N + 1 holomorphic sections of the
O(N) line bundle. Equivalently, this can be seen as expanding on the truncated
(N + 1)2-dimensionsl basis of spherical harmonics Y ml with l ≤ N . Then, for genus
0, the relevant two-loop diagrams [14] involve complicated sums over products of
Clebsch-Gordan coefficients, truncated in a specific way depending on N . In [14]
the large N behaviour of these sums has been evaluated, analytically for some of
them and numerically for the others. To be able to read off the value of γstr neces-
sitates to reliably compute the subleading terms in the large-N asymptotics. While
the evaluations of [14] were precise enough to obtain the leading, as well as some
subleading asymptotics, the result was not the one expected. In this approach,
(N + 1)2 ∼ AΛ2 plays the role of a sharp cutoff and, as discussed in [11], such
sharp cutoffs generally are plagued with difficulties and often do not allow a well-
defined large-N asymptotic expansion beyond the leading term. This was one of our
motivations when developing instead the general spectral cutoff regularization that
does have a well-defined large-Λ asymptotic expansion. It was used in [10] to com-
pute Z[A] up to one loop and it is used in the present paper to do the two-loop
computation.
1.2 Outline and summary of the results
As it turns out, this two-loop computation actually is quite an enterprise. While
the non-trivial two-loop contribution from the measure determinant is rather easy to
work out in this Ka¨hler formalism, the structure of the interactions is not that simple.
We will find a cubic and two quartic vertices (higher vertices are irrelevant at this
3
order) with derivatives acting in various ways. Thus there will be many contributions
to the two-loop vacuum diagrams.
This is spelled out in Sect. 2, where we first briefly review the Ka¨hler formalism.
Our basic quantum field will be φ̂ = 1
2
A0∆0φ where φ is the Ka¨hler potential and ∆0
the Laplacian in the background metric g0 of area A0. We will refer to φ̂ simply as
the Ka¨hler field. It will play an important role that this Ka¨hler field obviously has no
zero-mode. Let us insist that we are dealing with arbitrary Riemann surfaces. Since a
loop expansion is an expansion around a classical solution (g0, A0, φ̂0), by the Liouville
equations of motion the latter may be chosen as (g0, A0, 0) with g0 being a constant
curvature metric with curvature R0 =
8pi(1−h)
A0
. However, the metric parametrized
by (g0, A, φ̂) has arbitrary curvature, of course. We explicitly write the non-trivial
measure for this Ka¨hler field φ̂ as it follows from the standard metric on the space of
metrics, and write down a first principles formula for the quantum gravity partition
function at fixed area, with the action being the Liouville action. We expand the
action and measure up to order 1
κ2
which corresponds to the two-loop contributions
to lnZ[A]. Of course, the measure vertex itself is already a “one-loop” effect. The
expansion of the Liouville action in terms of the Ka¨hler field yields the propagator and
various n-point vertices. For the present two-loop computation we only need to keep
the cubic and quartic vertices. We explicitly spell out the expressions arising from
the two-loop vacuum diagrams: the setting sun diagram, the figure-eight diagram
and the so-called glasses diagram. The non-trivial measure contributes at the same
order through a one-loop diagram involving the measure vertex.
Of course, all the expressions must be replaced by the corresponding regularized
ones. This is the subject of Sect. 3. Throughout this paper we use the general spectral
cutoff regularization developed in [11]. This amounts to first replacing each propaga-
tor G(x, y) =
∑
n
1
λn
ψn(x)ψ
∗
n(y) by K̂(ti, x, y) =
∑
n
e−tiλn
λn
ψn(x)ψ
∗
n(y) where the ψn
and λn are the eigenfunctions and eigenvalues of the relevant differential operator,
then substituting ti =
αi
Λ2
and integrating
∫∞
0
dαiϕ(αi). Thus, Λ is the UV cutoff
and ϕ(α) is a fairly general regulator function. This yields a regularized propaga-
tor Greg(x, y) =
∑
n
f(λn/Λ2)
λn
ψn(x)ψ
∗
n(y) with an almost arbitrary f that is a Laplace
transform of the almost arbitrary ϕ. For large Λ, the ti are small and to evaluate the
diverging, as well as the finite parts of any diagram, it is enough to know the small t
asymptotics of the K̂. Of course, K̂(t, x, y) is related to the heat kernel K(t′, x, y) on
the manifold, which has a well-known small t′ asymptotic expansion. More precisely
K̂(t) =
∫∞
t
dt′K(t′) = G− ∫ t
0
dt′K(t′). While we cannot use the small t′ asymptotics
of K in the first relation, we can use it in the second, which, however, also requires
knowledge of the Green’s function on the manifold. In most instances, we can satisfy
ourselves with the short distance expansion of the latter which, again, is given in
terms of the heat kernel coefficients, and the so-called Green’s function at coinciding
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points Gζ(x). It is this Gζ that captures most of the non-trivial global information
about the manifold. In section 3, we briefly recall these results and adapt them to
the present two-dimensional case with the zero-modes excluded from the sums. This
subtraction of the zero-mode is crucial, of course, but increases even more the num-
ber of terms involved in our two-loop computation of lnZ[A]. We end this section by
explicitly writing the regularized expressions entering lnZ[A] and discuss that they
can depend on the dimensionful quantities A and Λ (as well as the scale µ introduced
by the definition of Gζ) only through the dimensionless combination AΛ
2 (with no µ-
dependence). Incidentally, this argument also explains why it is possible to obtain an
explicit form for γstr. Indeed, γstr is the coefficient of lnAΛ
2 and, hence, it is related
to short-distance singularities which, in turn, are determined by local quantities like
heat kernel coefficients.
The regularized loop-integrals then are evaluated in Sect. 4. The general spectral
cutoff procedure has the advantage of giving a clear understanding of the divergences
that are present. Let us discuss which divergences one might expect in lnZ[A]. First,
since the two-loop diagrams only depend on the dimensionless combination Λ2A, there
cannot be any area-independent divergence and, a priori, Z[A] must be of the form
lnZ[A]
∣∣
2−loop = c1+c2 lnAΛ
2+c3AΛ
2+c4(lnAΛ
2)2+c5AΛ
2 lnAΛ2+O(1/Λ2) . (1.7)
Indeed, inspection of the different contributions shows that no other divergences can
occur. The finite coefficients ci can depend on the regulator functions ϕ(α), as well as
on the (global) properties of the Riemann surface. While all these terms do occur in
the individual two-loop diagrams, the (non-local) (lnAΛ2)2-terms cancel in lnZ[A] :
c4 = 0. Furthermore, we can always add a cosmological constant counterterm to
the action, thus absorbing the c3AΛ
2. Finally, c1 is eliminated by computing instead
ln Z[A]
Z[A0]
. This also changes the divergent term c2 lnAΛ
2 into the finite c2 ln
A
A0
. Were
it not for the remaining divergent term ∼ c5, one could read the two-loop value of γstr
from c2. It is interesting to remark that in the sharp-cutoff computation of [14] the
leading divergence was an uncancelled term ∼ N2 lnN2 ∼ AΛ2 lnAΛ2, confirming
the presence of a non-vanishing c5AΛ
2 lnAΛ2.
This unwanted term c5AΛ
2 lnAΛ2 is not only divergent, it is also non-local. Of
course, the appearance of a non-local divergence should not be a surprise. In a local
quantum field theory, one-loop divergences always are local, but starting at two loops
the divergences are not necessarily local, in particular also due to the so-called over-
lapping divergences. However, we know from the standard BPHZ proofs [15] that they
can always be cancelled by one-loop diagrams including local counterterm vertices (as
well as tree diagrams including further local counterterm vertices). These countert-
erm vertices occurring in the one-loop diagrams are themselves determined from the
cancellation of the divergences of the corresponding one-loop n-point functions. The
same does happen here. This will be worked out in Sect. 5.
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Section 5 is devoted to computing the one-loop two-point function of the Ka¨hler
field and determining the necessary counterterms to make it finite and regulator
independent. This computation is done on an arbitrary Riemann surface and is
done consistently in the same spectral cutoff regularization as the computation of the
partition function. Note that this two-point function is closely related to the two-point
function of the conformal factor < e2σ(x)e2σ(y) >. Most of the lengthy computational
details are relegated into the appendix. Of course, absence of divergences does not
fix the counterterms uniquely. To fix the finite parts of the counterterms requires
to impose finite renormalization conditions. While in a massive Minkowski space
quantum field theory it is usually convenient to impose conditions on the mass shell,
already in a massless theory it is often more convenient to impose the conditions
at an arbitrary scale µ. In the present theory on a curved Riemann surface, there
seems just to be no natural finite condition one should impose, rather than any other.
Thus there appears to be a whole family of counterterms, depending on two finite
parameters. Remarkably, for all choices of these finite parameters, the unwanted
AΛ2 lnAΛ2 terms cancel in the two-loop contribution to lnZ[A], and the coefficient
c2 of lnAΛ
2 becomes independent of the regulator functions ϕ(α) ! We then get
ln
Z[A]
Z[A0]
∣∣∣∣∣
2−loops + ct
= − 1
κ2
[
ĉm+1+4(1−h)ĉR
]
ln
A
A0
+(A−A0)Λ2 [. . .]+O(1/Λ2) .
(1.8)
Thus, we do indeed find the relation (1.4), which is quite remarkable, albeit with
an order 1
κ2
contribution to γstr that depends on two finite parameters ĉm and ĉR.
There exists a choice for these parameters which reproduces the DDK result 2(1−h)
κ2
,
cf. (1.6), but it is only one choice among others. We will give an argument based on
locality favoring the choice ĉm = −1, which is also the DDK value, but ĉR remains
undetermined. This means that we actually have an (at least) one-parameter family
of quantum gravity theories that we can consistently define in this Ka¨hler approach
(at least up to the two-loop order of perturbation theory we were studying).
It could well be that some of them become inconsistent when c > 1, while others
are perfectly well-behaved when the c = 1 “barrier” is crossed. Since this barrier is
invisible at any finite order in the loop-expansion, it is clearly premature to draw any
conclusion. It is interesting though, that several equivalent quantization schemes seem
to be allowed. In Sect. 6, we end with some remarks about background independence
and discuss in some detail the structure that is expected at three loops [16] and
beyond.
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1.3 The DDK argument for the scaling of the fixed-area par-
tition function
Since we will compare our final result with the KPZ relation (1.5), we found it useful to
briefly present the DDK argument [5] that gives this scaling of the partition function
with the area. This argument is amazingly simple and yields a result that has been
cross-checked by other methods, at least for some specific models at certain values of
the central charge. On the other hand, as already pointed out, it relies on various
simplifying assumptions that cannot be the full truth.
Instead of using the correct non-trivial measure Dσ, DDK use a flat free-field
measureD0σ. At the same time they argue that, in the quantum theory, the coefficient
κ2 should be renormalized to κ˜2 and the definition of the area can no longer simply be∫
d2x
√
g0 e
2σ, but that the coefficient in the exponential must also be renormalized so
that it becomes
∫
d2x
√
g0 e
2ασ which should be a conformal primary of weight (1, 1)
with respect to the Liouville action. Thus
ZDDK[A] =
∫
D0σ exp
(
− κ˜
2
8pi
SL − µ2cA
)
δ
(
A−
∫
d2x
√
g0 e
2ασ
)
. (1.9)
To determine the coefficient α, one can switch to standard normalizations by
setting σ̂ = κ˜σ. Then κ˜
2
8pi
SL =
1
4pi
∫
d2x
√
g0
(
1
2
σ̂∆0σ̂ +
κ˜
2
R0σ̂
)
which represents a
standard free-field action with a background charge κ˜
2
. The left and right conformal
weights of : e2ασ :=: e
2α
κ˜
σ̂ : then are well-known, and requiring them to equal unity
yields −1
2
(
2α
κ˜
)2
+ κ˜
2
2α
κ˜
= 1 , with solution α = κ˜
2
4
(
1−
√
1− 8
κ˜2
)
, where the sign has
been chosen to match with the semi-classical limit κ˜2 → ∞. The central charge of
this “free” Liouville theory with background charge is cLiouville = 1+3κ˜
2. Background
independence requires the total central charge of the matter (c), ghosts (−26) and
the Liouville theory to vanish. This determines κ˜2 = 25−c
3
= κ2 − 1
3
.
To obtain the area dependence of ZDDK[A] one simply changes the integration
variable in (1.9) from σ to σ′ = σ − b with some constant b. The flat measure
D0σ is, of course, translationally invariant, while the Liouville action changes as
SL[σ] = SL[σ
′] + 8pib(1 − h) and the delta scales as δ
(
A − ∫ d2x√g0 e2ασ)
= e−2αb δ
(
e−2αbA − ∫ d2x√g0 e2ασ′). Putting things together, and letting e2αb = AA0
one gets
ZDDK[A] =
(
A
A0
)−1− κ˜2
2α
(1−h)
e−µ
2
c(A−A0)ZDDK[A0] , (1.10)
from which we read
γstr = 2− κ˜
2
2α
(1− h) = 2 + 2(h− 1)
√
25− c√
25− c−√1− c . (1.11)
7
2 The Ka¨hler approach
Consider a compact Riemann surface with fixed complex structure moduli. Up to
diffeomorphisms, any metric g on the surface can be written in conformal gauge as
g = e2σg0 where g0 is a reference metric that we choose as the constant curvature
metric associated with some area A0. Rather than writing the two-dimensional metric
in terms of this g0 and the conformal factor σ one can also parametrize it in terms of
g0, the area A and the Ka¨hler potential φ as follows
g = e2σg0 , e
2σ =
A
A0
(
1− 1
2
A0∆0φ
)
, (2.1)
where ∆0 denotes the Laplacian for the metric g0. In general, ∆ will always denote the
positive Laplacian, i.e. ∆ = −gij∇i∇j. We have, of course, ∆ = e−2σ∆0. Clearly, A is
the area associated with g. This Ka¨hler paramatrization (2.1) has certain advantages
and is certainly most convenient if one wants to consider metrics of fixed area. Given
σ, the above relation actually defines A and φ uniquely, up to unphysical constant
shifts of φ. The relation (2.1) is equivalent to the relation
ω =
A
A0
ω0 + iA∂∂¯φ (2.2)
between the volume (Ka¨hler) forms ω and ω0 of the metrics g and g0. Often we will
use a rescaled (constant curvature) metric g∗ of area A, with corresponding Laplace
operator ∆∗ and Ricci scalar R∗ given by
g∗ =
A
A0
g0 , ∆∗ =
A0
A
∆0 , R∗ =
A0
A
R0 =
8pi(1− h)
A
. (2.3)
In particular, since A0∆0 = A∆∗, eq. (2.1) can also be written as
e2σ =
A
A0
(
1− 1
2
A∆∗φ
)
⇔ g = g∗
(
1− 1
2
A∆∗φ
)
. (2.4)
Obviously, one has∫
d2x
√
g =
∫
d2x
√
g∗ = A ,
∫
d2x
√
g∗R∗ = 8pi(1− h) . (2.5)
As compared to the DDK approach, where in the quantum theory the area is com-
puted as
∫
d2x
√
g0e
2ασ (cf (1.9)), in the present Ka¨hler approach, the area A is a
“coordinate” on the space of metrics and (2.5) always holds exactly even in the quan-
tum theory where φ or rather A∆∗φ is the quantum field.
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Throughout this present paper, we will only use the Liouville action that is ex-
pressed in terms of σ and not the Mabuchi action (as was done in [10]) that involves
φ directly. For this reason, we define what we call the Ka¨hler field φ̂ as
φ̂ =
1
2
A∆∗φ . (2.6)
Since φ is defined only up to constant shifts, the relation between φ and φ̂ is one-to-
one. Eq. (2.4) now simply reads
e2σ =
A
A0
(
1− φ̂
)
⇔ g = g∗
(
1− φ̂
)
. (2.7)
Obviously, positivity of the metric implies the non-perturbative constraint φ̂ < 1.
2.1 The measure on the space of metrics
In quantum gravity we will need to integrate over the space of metrics modulo dif-
feomorphisms. The integration measure on this space can be derived from a choice
of metric on the space of metrics. It is generally assumed that this metric should be
ultralocal and, hence, of the form ||δg||2 = ∫ d2x√g δgabδgcd (gacgbd + c gabgcd) for
some constant c > −1/2. Using g = e2σg0, this yields ||δg||2 = 8(1 + 2c) ||δσ||2 with
||δσ||2 =
∫
d2x
√
g0 e
2σ (δσ)2 . (2.8)
The integration measure Dσ over σ is determined from this metric. It is not the
measure of a free field, because of the non-trivial factor e2σ. Instead of σ, we will use
equivalently the variables (A, φ). Inserting (2.1) into (2.8) yields
||δσ||2 = (δA)
2
4A
+ ||δσ||2A , (2.9)
with the ||δσ||2A being the metric on the space of metrics for fixed area A, see [10],
||δσ||2A =
1
16
∫
d2x
√
g (A∆δφ)2 =
1
4
∫
d2x
√
g∗ (1− φ̂ )−1 δφ̂
2
. (2.10)
Formally, (2.9) and (2.10) thus induce a measure
Dσ = dA√
A
[
Det′
(
1− φ̂ )−1]1/2D∗φ̂ . (2.11)
where D∗φ̂ is the standard free field integration measure in the background metric g∗
deduced from the metric ||δφ̂||2∗ =
∫
d2x
√
g∗ δφ̂2. The notation Det′ means that we are
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not taking into account the zero mode when computing the determinant, consistently
with the fact that φ̂ has no zero-mode. The measure D∗φ̂ can be expressed in the
traditional way by expanding φ̂ in eigenmodes of the Laplace operator ∆∗. We denote
by 0 = d0 < d1 ≤ d2 ≤ · · · the eigenvalues of ∆∗ and by ψr the eigenfunctions which
we choose to be real. Then
φ̂ =
∑
r>0
crψr , ∆∗ψr = drψr ,
∫
d2x
√
g∗ ψrψs = δrs , (2.12)
and the measure is defined as
D∗φ̂ =
∏
r>0
dcr . (2.13)
Our starting point for the computation of the quantum gravity partition function at
fixed area then is (cf (1.1))
Z[A] =
e−µ
2
cA√
A
∫
D∗φ̂
[
Det′
(
1− φ̂ )−1]1/2 exp(−κ2
8pi
SL
[
σ[A, φ̂]
])
≡ e
−µ2cA√
A
∫
D∗φ̂ exp
(
−Smeasure − κ
2
8pi
SL
[
σ[A, φ̂]
])
. (2.14)
A few remarks are in order: first, writing the metric g in the form (2.1) amounts
to fixing the action of the diffeomorphisms. This produces the well-known ghosts,
whose effect is to produce the 26 in the coefficient κ2 of the Liouville action. A
further subtlety arises in the case of the sphere, h = 0, because the gauge-fixing (2.1)
then is incomplete, as discussed in [10]. An additional gauge fixing of the residual
SL(2,C)/SU(2) group of diffeomorphisms acting non-trivially on σ and φ̂ must be
performed. The result is to project out the spin-one modes of φ̂ in the decomposition
(2.12) and to produce an overall factor of A3/2 in the partition function coming from
the Faddeev-Popov determinant. In the rest of this paper, we will implicitly assume
that h > 0, in order not to explicitly deal with this complication.
Second, as already mentioned, positivity of the metric constrains the space of
Ka¨hler fields φ̂ over which we integrate with the measure (2.11) to the subspace
φ̂ < 1. This constraint is irrelevant in perturbation theory and thus will not bother
us in the present paper.
Third, using φ instead of φ̂ as the basic integration variable generates a Jacobian
determinant that cancels a similar determinant at one loop coming from the Liouville
action [10]. This cancellation could be incomplete if a so-called multiplicative anomaly
is present. The correct cancellation thus depends on the regularization scheme. As
was discussed in detail in [10], when using the spectral regularization no multiplicative
anomaly occurs and there is no subtlety associated with the change of integration
variables from φ to φ̂.
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2.2 Two-loop expansion of the Liouville action and measure
As is well-known, the classical saddle points of the Liouville action (1.2) are the
constant curvature metrics of arbitrary area A. Thus it is particularly convenient to
take the background metric g0 to be a constant curvature metric of given area A0 as
anticipated above. The classical solutions σcl then simply are the constants e
2σcl = A
A0
.
The Liouville action may then be trivially rewritten in terms of σ and the rescaled
g∗, ∆∗, R∗ as
SL[σ] =
∫
d2x
√
g∗
(
σ∆∗σ +R∗σ
)
, (2.15)
and (2.4) becomes
σ − σcl = 1
2
ln(1− φ̂) , σcl = 1
2
ln
A
A0
. (2.16)
Since the first term in SL is not affected by constant shifts of σ and the second term
is linear, one obviously has
SL[σ] = SL[σcl] + SL[σ − σcl] = 4pi(1− h) ln A
A0
+ SL
[
1
2
ln(1− φ̂)] . (2.17)
Expanding the logarithm we get
SL[σ − σcl] =
∫
d2x
√
g∗
[1
4
φ̂(∆∗ −R∗)φ̂+ 1
4
φ̂
2
(∆∗ − 2
3
R∗)φ̂
+
1
16
φ̂
2
∆∗φ̂
2
+
1
6
φ̂
3
∆∗φ̂− 1
8
R∗φ̂
4
+O(φ̂ 5)
]
. (2.18)
As is clear from the definition of the quantum gravity partition function (2.14), the
quantity 1
κ2
is a loop-counting parameter, i.e. the loop-expansion of Z[A] is an ex-
pansion in powers of 1
κ2
. To see this clearly, we rescale φ̂ as
φ˜ =
κ√
16pi
φ̂ , (2.19)
so that
κ2
8pi
SL[σ] =
κ2
2
(1− h) ln A
A0
+
∫
d2x
√
g∗
1
2
φ˜(∆∗ −R∗)φ˜
+
∫
d2x
√
g∗
[√4pi
κ
φ˜2(∆∗ − 2
3
R∗)φ˜+
2pi
κ2
φ˜2∆∗φ˜2
+
16pi
3κ2
φ˜3∆∗φ˜− 4pi
κ2
R∗φ˜4 +O(κ−3)
]
. (2.20)
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The first term in the first line provides the classical contribution to the partition func-
tion. The second term of the first line yields the one-loop determinant studied in [10].
It also provides a standard propagator for the present two-loop computation. The
terms of the second and third line provide the cubic and quartic vertices relevant for
the two-loop vacuum diagrams. Clearly, the O(κ−3) terms correspond to quintic and
higher vertices that can only contribute to three (and higher)-loop vacuum diagrams.
The non-trivial measure does not contribute at one-loop. However, it gives a
two-loop (as well as higher loop) contribution. From (2.14) we get
Smeasure = −1
2
ln Det′(1− φ̂)−1 = 1
2
Tr′ ln(1− φ̂) = Tr′
(
−
√
4pi
κ
φ˜− 4pi
κ2
φ˜2 +O(κ−3)
)
.
(2.21)
More explicitly, in terms of the orthonormal set of eigenfunctions ψr of the Laplace
operator, cf (2.12), the trace of any operator O is given by
Tr′O =
∑
r>0
〈ψr|O|ψr〉 =
∫
d2x
√
g∗
∑
r>0
〈ψr|x〉〈x|O|ψr〉 =
∫
d2x
√
g∗
∑
r>0
ψ2r(x)O(x) ,
(2.22)
(we have chosen real eigenfunctions ψr) and, hence,
Smeasure =
∫
d2x
√
g∗
∑
r>0
ψ2r(x)
(
−
√
4pi
κ
φ˜(x)− 4pi
κ2
φ˜2(x) +O(κ−3)
)
. (2.23)
Of course,
∑
r>0 ψ
2
r(x) =
δ(0)√
g∗(x)
− ψ20 is divergent and needs to be regularized. As
we will show below, after regularization,
∑
r>0 ψ
2
r(x) will not depend on x and, since
φ˜ has no zero-mode, the term linear in φ˜ will drop out (cf (3.22) and (3.23) below).
Thus Smeasure provides a quadratic vertex with a diverging coefficient. This is very
similar to a counterterm. We will have more to say about this analogy later-on.
The reader might wonder what is the advantage of rewriting the simple-looking
Liouville action (2.15) in terms of φ̂ or φ˜ which has resulted in a complicated action
(2.18) or (2.20) with cubic and quartic (and higher) interactions that all involve
derivatives. Would it not be simpler to use 1
2
ln(1 − φ̂) = σ − σcl as the basic field
instead? One important point concerns the zero-mode. The absence of zero-mode is
easy to implement for φ̂, while for σ−σcl = −12 φ̂− 14 φ̂2− 18 φ̂3− . . . it results in a very
complicated constraint. Taking this constraint properly into account is highly non-
trivial and probably equivalent in difficulty to working with the complicated actions
(2.18) or (2.20).
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2.3 The two-loop contributions to the quantum gravity par-
tition function
Of course, it is not the partition function Z[A] itself but its logarithm W [A] = lnZ[A]
– which is the sum of connected vacuum diagrams – that has a convenient loop
expansion:
lnZ[A] ≡ W [A] =
∑
L≥0
W (L)[A] (2.24)
with
W (0)[A] =
κ2
2
(h− 1) ln A
A0
(2.25)
as can be read off directly from (2.20). The one-loop contribution was computed in
[10] using the spectral cutoff regularization. There, a more general action, includ-
ing also the Mabuchi action was considered, so one had to use φ rather than φ̂ as
a basic integration variable. The result was given in terms of various regularized
determinants. With the Liouville action only, the result simply becomes
W (1)[A] = −1
2
ln
A
A0
− 1
2
ln Det′(∆∗−R∗) + c˜1 = 1− 7h
6
ln
A
A0
+µ2c,divA+ c1 , (2.26)
where the divergent piece µ2c,divA ∼ Λ2A is cancelled by the renormalization of the
cosmological constant µ2c, and c1 and c˜1 are A-independent finite constants that could
be eliminated by computing W (1)[A]−W (1)[A0] instead. The coefficients of ln AA0 yield
the contributions to γstr − 3 and thus from (2.25) and (2.26)
γstr =
h− 1
2
κ2 +
19− 7h
6
+O(κ−2) , (2.27)
in agreement with (1.6). As already mentioned, one of the present goals is to deter-
mine the order 1
κ2
term in this expansion which comes from the two-loop contribution.
The two-loop contribution to W [A] is
W (2)[A] =
∑[
connected vacuum diagrams ∼ 1
κ2
]
. (2.28)
This includes the genuine two-loop diagrams made with the vertices of SL, as well
as a one-loop diagram made with the vertex from Smeasure and, as we will see, also
one-loop diagrams made with further counterterm vertices.
2.3.1 Vertices
The Feynman rules are straightforwardly read from the expansions (2.20) and (2.23).
Note that we normalize our vertices without including any symmetry factors (i.e. a
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term αφ˜n in the total action gives a vertex with n legs and a factor −α, not −αn!) so
that when evaluating the diagrams one has to count all possible contractions. There
is a cubic vertex
 @ = −
√
4pi
κ
(∆∗ − 2
3
R∗) , (2.29)
where (∆∗ − 23R∗) is meant to act on the propagator connected to the fat line of the
vertex. There are also two quartic vertices,
@
 
 
@
= −2pi
κ2
(∆∗ − 2R∗) , (2.30)
with (∆∗−2R∗) acting on the two propagators connected to the fat part of the vertex
(of course, upon integrating by parts, it does not matter whether one chooses the two
lines to the left or the two lines to the right), and
 @
 @
= −16pi
3κ2
∆∗ . (2.31)
The measure yields
@
 a`b = 4pi
κ2
∑
r>0
ψ2r(x) . (2.32)
As already mentioned, the linear term in Smeasure drops out, after regularization, as
we will discuss below, see (3.23).
2.3.2 Propagator
These vertices are connected by propagators that are
G˜(x, y) = 〈x|(∆∗ −R∗)−1|y〉′ . (2.33)
The tilde on G and the prime on the r.h.s. indicate that the zero-mode is not to be
included. This propagator can be written explicitly in terms of the eigenvalues λr
and eigenfunctions ψr of
D = ∆∗ −R∗ , Dψr = λrψr . (2.34)
Since R∗ =
8pi(1−h)
A
is constant, D and ∆∗ have the same (real) eigenfunctions ψr,
while the eigenvalues simply are related by λr = dr −R∗. Since φ˜ has no zero-mode,
the propagator is given by the sum over all non-zero modes as
G˜(x, y) =
∑
r>0
ψr(x)ψr(y)
λr
. (2.35)
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Note that the zero-mode of the Laplace operator ∆∗ always is a constant and from
the normalization we then get
ψ0 =
1√
A
. (2.36)
Furthermore, for genus h > 1 one has λ0 = −R∗ > 0, and then one can explicitly
subtract the zero-mode contribution
ψ20
λ0
= 1
8pi(h−1) :
for h > 1 : G˜(x, y) = G(x, y)− 1
8pi(h− 1) , G(x, y) =
∑
r≥0
ψr(x)ψr(y)
λr
. (2.37)
Note also that for all h ≥ 1, we have λr > 0 for r > 0 since the eigenvalues dr of
the Laplacian are positive (for r > 0) and −R∗ ≥ 0. It is only for h = 0 where
λr ≡ λl,m = 4piA l(l+ 1)− 8piA that we get λ0,0 < 0 and λ1,m = 0. As already mentioned,
for h = 0, these three spin-1 modes are excluded by the SL(2,C)/SL(2,R) gauge
fixing. In the sequel we will always implicitly assume h ≥ 1. While G(x, y) satisfies
DxG(x, y) =
1√
g∗ δ(x− y), G˜(x, y) satisfies
DxG˜(x, y) =
1√
g∗
δ(x− y)− 1
A
. (2.38)
Obviously G˜(x, y) and G(x, y) are symmetric under exchange of x and y. We will
give explicit expressions for the short-distance asymptotics in the next section.
Of course, when computing the Feynman diagrams, every coordinate xi associated
with a vertex is to be integrated with
∫
dxi ≡
∫
d2xi
√
g∗(xi).
2.3.3 The vacuum diagrams of order 1/κ2
The two quartic vertices both give a “figure-eight” diagram iiwith the four lines of
a single vertex connected by two propagators. The cubic vertex gives rise to a “setting
sun” diagram iwith two cubic vertices connected by three propagators. The cubic
vertex also give a “glasses” diagram i iwith the two vertices joined by a single
propagator and the remaining two lines of each vertex connected by a propagator.
Finally the measure vertex gives the “measure” (one-loop) diagram a` i with the
two lines of the vertex connected by a single propagator.
The setting sun diagram : This diagram actually gets two contributions, one with the
two fat lines of the two cubic vertices connected by the same propagator (two possible
contractions) and one with the two fat lines not connected by the same propagator
(four contractions). Overall, there is also a factor 1
2
from expanding e−Sint to second
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order. Thus
i= 4pi
κ2
∫
d2x
√
g∗(x)d2y
√
g∗(y) G˜(x, y)
[
G˜(x, y)(∆x∗ −
2
3
R∗)(∆y∗ −
2
3
R∗)G˜(x, y)
+ 2
[
(∆x∗ −
2
3
R∗)G˜(x, y)
]
(∆y∗ −
2
3
R∗)G˜(x, y)
]
. (2.39)
The glasses diagram : This diagram gets four contributions, since for each of the cubic
vertices the fat lines can either be contracted with a line from the same vertex (giving
a factor of 2) or with a line of the other vertex (factor 1). Again, overall, there is also
a factor 1
2
. Thus
i i= 2pi
κ2
∫
d2x
√
g∗(x)d2y
√
g∗(y)
[
(∆x∗−
2
3
R∗)G˜(x, x)+2(∆x∗−
2
3
R∗)G˜(x, z)
∣∣
z=x
]
× G˜(x, y)
[
(∆y∗ −
2
3
R∗)G˜(y, y) + 2(∆y∗ −
2
3
R∗)G˜(y, z)
∣∣
z=y
]
. (2.40)
The figure-eight diagram : This diagram gets three contributions : one from the quar-
tic vertex (2.31) and two from the different ways to contract the lines of the quartic
vertex (2.30). Taking into account the different numbers of contractions in each case
(3, 2 ond 1) yields
ii= −8pi
κ2
∫
d2x
√
g∗(x)
[
1
4
G˜(x, x)(∆x∗ − 2R∗)G˜(x, x)
+
1
2
[
(∆x∗ − 2R∗)
(
G˜(x, z)
)2]∣∣∣
z=x
+ 2G˜(x, x)
[
∆x∗G˜(x, z)
]∣∣∣
z=x
]
. (2.41)
The measure diagram : The vertex (2.32) simply gives
a` i = 4pi
κ2
∫
d2x
√
g∗(x)
∑
r>0
ψ2r(x)G˜(x, x) . (2.42)
In addition to these diagrams there are also one-loop diagrams involving counter-
term vertices that contribute at the same order in 1
κ2
. We will discuss them in Sect. 5.
So far, we can summarize
W (2)[A] = W (2)[A]
∣∣
loops
+W (2)[A]
∣∣
ct
(2.43)
W (2)[A]
∣∣
loops
= i+ i i + ii+ a` i (2.44)
W (2)[A]
∣∣
ct
= counterterm contributions at order
1
κ2
. (2.45)
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3 Spectral cutoff regularization
3.1 The spectral cutoff regularization scheme
Of course, the above expressions for the Feynman diagrams are formal and have to
be regularized in a specific consistent way. A convenient and powerful regularization
scheme is provided by the general spectral cutoff approach developed in [11]. At
one loop it generalizes the well-known abstract zeta function regularization while
providing physical motivation and intuition. At higher loops it amounts to regulating
the propagators in a specific way. A basic feature of the spectral cutoff is to replace
any sum over the eigenvalues λr of the relevant differential operator (which at present
is D = ∆∗ −R∗) by a regulated sum as∑
r
F (λr)→
[∑
r
F (λr)
]
ϕ,Λ,M
=
∫ ∞
0
dαϕ(α)
∑
r
e−
α
Λ2
(λr+M2)F (λr) . (3.1)
The regulator function ϕ is relatively arbitrary, except for the normalization condition∫∞
0
dαϕ(α) = 1 (which ensures that for Λ → ∞ one recovers the unregulated sum),
and certain regularity properties as α → 0 or α → ∞. An important physical
requirement is that, in the end, all ϕ or M -dependence should be only in terms
that can be changed by the addition of (local) counterterms, while any physical part
should be regulator independent. This has been checked on several examples in [11].
At present, there is no need to introduce the constant M and we set M = 0. Then,
in particular, the regulated propagator is
G˜(x, y)→
[
G˜(x, y)
]
ϕ,Λ
=
∫ ∞
0
dαϕ(α)
∑
r>0
e−
α
Λ2
λr ψr(x)ψr(y)
λr
. (3.2)
The right-hand-side is actually related to the heat-kernel on the manifold. Indeed,
the heat kernel is defined as
K(t, x, y) =
∑
r≥0
e−λrt ψr(x)ψr(y) . (3.3)
Here, we are always interested in the corresponding quantities excluding the zero-
modes, which we indicate by adding a tilde:
K˜(t, x, y) =
∑
r>0
e−λrt ψr(x)ψr(y) = K(t, x, y)− e
R∗t
A
. (3.4)
Integration with respect to t yields the “hatted heat kernel” without zero-mode:
̂˜
K(t, x, y) =
∫ ∞
t
dt′ K˜(t′, x, y) =
∑
r>0
e−λrt
λr
ψr(x)ψr(y) . (3.5)
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The integration is convergent at +∞ since λr > 0 for all r > 0. Of course, K˜(t, x, y)
and
̂˜
K(t, x, y) are symmetric under exchange of x and y and one has the following
relations
− d
dt
̂˜
K(t, x, y) = Dx
̂˜
K(t, x, y) = Dy
̂˜
K(t, x, y) = K˜(t, x, y) , (3.6)
as well as
G˜(x, y) =
̂˜
K(0, x, y) . (3.7)
As is clear from the definitions, for t > 0, K˜(t, x, y) and
̂˜
K(t, x, y) are given by con-
verging sums and are finite, even as x→ y. For t→ 0 one recovers various divergences,
in particular
̂˜
K(t, x, y) then yields the short distance singularity of G˜(x, y) which is
well-known to be logarithmic. An important quantity, called the “Green’s function
at coinciding points”, is obtained by subtracting this short distance singularity and
taking x→ y. More precisely, we define, cf [11]
G˜ζ(y) = lim
x→y
[
G˜(x, y) +
1
4pi
(
ln
`2A(x, y)µ
2
4
+ 2γ
)]
, (3.8)
where `2A(x, y) is the geodesic distance between x and y in the metric of area A, and
µ is an arbitrary scale.
Since K˜(t, x, y) and
̂˜
K(t, x, y) do not include the zero-mode, their integrals over
x or over y vanish (as is also the case for G˜(x, y), of course):∫
d2x
√
g∗(x) K˜(t, x, y) =
∫
d2x
√
g∗(x)
̂˜
K(t, x, y) = 0 . (3.9)
Also
K˜(0, x, y) =
δ(x− y)
[g∗(x)g∗(y)]1/4
− 1
A
. (3.10)
The regularized Green’s function (3.2) is now seen to be given by[
G˜(x, y)
]
ϕ,Λ
=
∫ ∞
0
dαϕ(α)
̂˜
K(
α
Λ2
, x, y) . (3.11)
If a given Feynman diagram (integral) In contains n propagators, we can now define
its regularized version as
Iregn ≡
[
In
]
ϕ,Λ
=
(
n∏
i=1
∫ ∞
0
dαi ϕ(αi)
)
In(t1 =
α1
Λ2
, . . . , tn =
αn
Λ2
) , (3.12)
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where In(t1, . . . , tn) is the Feynman diagram (integral) with all propagators G˜(xi, yi)
replaced by
̂˜
K(ti, xi, yi). It is obvious from (3.12) that the only part of In(ti) that
contributes is the part that is completely symmetric in all ti.
The strategy is to compute the relevant In(t1, . . . , tn) and extract the small ti
asymptotics. Since we always let
ti =
αi
Λ2
(3.13)
the small ti and large Λ asymtotics are, of course, equivalent. To do this, a basic tool
is the well-known small t asymptotics of the heat kernel K(t, x, y), resp K˜(t, x, y).
Unfortunately, this does not allow us to get the small t asymptotics of
̂˜
K(t, x, y) since
by (3.5) the latter involves K˜(t′, x, y) for all t′ ≥ t which are not all small. However,
using (3.5) and (3.7) we can write
̂˜
K(t, x, y) = G˜(x, y)−
∫ t
0
dt′ K˜(t′, x, y) . (3.14)
In the second term t′ ≤ t is small for small t and we get a useful formula if we can
also say something about the un-regularized Green’s function G˜(x, y). This will be
the case if x is close to y, where a short distance asymptotics is available.
Later-on, we will need to compute integrals over products of K˜ and
̂˜
K. Some of
these integrals follow straightforwardly from the definitions (3.4) and (3.5) and the
orthonormality of the eigenfunctions ψn :∫
d2x
√
g(x) K˜(t1, u, x)
̂˜
K(t2, x, v) =
̂˜
K(t1 + t2, u, v) , (3.15)
as well as two other relations that can be obtained from this one by differentiating
with respect to t1 or t2.
3.2 Small t and small distance expansions
The heat kernel K(t, x, y) has a well-known small t-expansion from which follows the
small t-expansion of K˜(t, x, y):
K˜(t, x, y) ∼ 1
4pit
e−`
2/4t
[
a0(x, y) + ta1(x, y) + t
2a2(x, y) + . . .
]
− e
R∗t
A
(3.16)
where `2 ≡ `2A(x, y) is the geodesic distance squared between x and y. For small t,
the exponential forces `2 to be small (of order
√
t) and we can use normal coordinates
around y. Then
`2 = (x− y)2 ≡ z2 in normal coordinates (3.17)
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and (see e.g. the appendix of [11])
a0(x, y) = 1 +
R∗
24
z2 +
R2∗
640
(z2)2 + . . . (3.18)
a1(x, y) =
7
6
R∗ +
1
20
R2∗z
2 + . . . (3.19)
a2(x, y) =
41
60
R2∗ + . . . , (3.20)
as well as √
g∗(x) =
1
(a0(x, y))2
= 1− R∗
12
z2 +
R2∗
480
(z2)2 + . . . . (3.21)
In particular, at coinciding points y = x,
K˜(t, x, x) ∼ 1
4pit
[
1 +
(7
6
R∗ − 4pi
A
)
t+
(41
60
R∗ − 4pi
A
)
R∗t2 + . . .
]
(3.22)
is independent of the point x since R∗ is constant. Then, for any function f that
does not include the zero-mode, this implies that
∫
d2x
√
g∗ K˜(t, x, x)f(x) = 0. In
particular, ∫
d2x
√
g∗ K˜(t, x, x) φ˜(x) = 0 , (3.23)
and the linear term in Smeasure vanishes, as already anticipated.
To get the small t expansion of
̂˜
K(t, x, y) we use (3.14). This yields
̂˜
K(t, x, y) = G˜(x, y)− 1
4pi
∑
k≥0
ak(x, y)t
kEk+1
(`2
4t
)
+
∫ t
0
dt′
eR∗t
′
A
, (3.24)
where the exponential integral functions En are defined as
En(w) =
∫ ∞
1
duu−ne−uw , (3.25)
with asymptotic behaviours for small a: E1(a) = −γ − ln a+ a+O(a2) and E2(a) =
1 + (ln a+ γ − 1)a+O(a2).
We will be mostly interested in the case when x is close to y where one can use
the small distance expansion of the Green’s function. One can show that the Green’s
function G˜(x, y) has the following expansion for x close to y (in normal coordinates
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around y):
4piG˜(x, y) ∼ − ln µ
2z2
4
+ 4piG˜ζ(y)− 2γ + 2pizi∂iyG˜ζ(y) + z2
pi
A
− R∗z
2
4
[
− ln µ
2z2
4
+ 4piG˜ζ(y)− 2γ + 7
3
]
+
1
2
(
zizj − z
2
2
δij
)
∂ix∂
j
xC˜(x, y)|x=y + . . . . (3.26)
This is obtained from first fixing the leading singularity so that for x close to y one has
∆x∗G˜(x, y) ∼ δ(x− y) (in normal coordinates around y,
√
g∗(y) = 1), then adjusting
the subleading terms so that (∆x∗ −R∗)G˜(x, y) = − 1A for x 6= y, and finally fixing the
“integration constants” in terms of G˜ζ . In particular, C˜(x, y) is a symmetric function
such that
C˜(y, y) = 4piG˜ζ(y) +B , (3.27)
where B is some constant that drops out. Upon inserting (3.26) into (3.24) we get
for small t and small z ≡ x− y
̂˜
K(t, x, y) =
1
4pi
{
− ln µ
2z2
4
+ 4piG˜ζ(y)− 2γ + 2pizi∂iyG˜ζ(y)− E1
(
z2
4t
)
− z
2
4
R∗
[
− ln µ
2z2
4
+ 4piG˜ζ(y)− 2γ + 7
3
+
1
6
E1
(
z2
4t
)]
+
z2
4
4pi
A
+ t
[
4pi
A
− 7
6
R∗E2
(
z2
4t
)]
+
1
2
(
zizj − z
2
2
δij
)
∂ix∂
j
xC˜(x, y)|x=y
}
+O(t2, tz2, z3, z3 lnµ2z2) . (3.28)
As long as t > 0, this has a smooth limit as x→ y given bŷ˜
K(t, y, y) =
1
4pi
[
− lnµ2t+ 4piG˜ζ(y)− γ + t
(
4pi
A
− 7
6
R∗
)]
+O(t2) . (3.29)
Note that the only term in
̂˜
K(t, y, y) that depends on the position y is G˜ζ(y).
For later use, let us also write the explicit form of K˜(t, x, y) using normal coordi-
nates z = x− y around y :
K˜(t, x, y) =
e−z
2/4t
4pi t
[
1 +
1
6
R∗ t
(
z2
4t
+ 7
)
+ . . .
]
− e
R∗t
A
, (3.30)
as well as
− d
dt
K˜(t, x, y) =
e−z
2/4t
4pi t2
[(
1− z
2
4t
)(
1 +
R∗
24
z2
)
− 7
6
R∗
z2
4
+ . . .
]
+
R∗
A
eR∗t . (3.31)
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3.3 The regularized two-loop contributions
We now give the regularized Feynman integrals corresponding to the two-loop dia-
grams (2.39), (2.40) and (2.41), as well as the measure diagram (2.42). We will write
down the corresponding I(ti) as defined in (3.12), subsequent multiplication with the
ϕ(αi) and integration dαi being implicitly understood. One immediately gets
I e(t1, t2, t3) = 4pi
κ2
∫
d2x
√
g∗(x)d2y
√
g∗(y)
̂˜
K(t1, x, y)
×
[ ̂˜
K(t2, x, y)(∆
x
∗ −
2
3
R∗)(∆y∗ −
2
3
R∗)
̂˜
K(t3, x, y)
+ 2
[
(∆x∗ −
2
3
R∗)
̂˜
K(t2, x, y)
]
(∆y∗ −
2
3
R∗)
̂˜
K(t3, x, y)
]
, (3.32)
I e e(t1, t2, t3) = 2pi
κ2
∫
d2x
√
g∗(x)d2y
√
g∗(y)
×
[
(∆x∗ −
2
3
R∗)
̂˜
K(t1, x, x) + 2(∆
x
∗ −
2
3
R∗)
̂˜
K(t1, x, z)
∣∣
z=x
] ̂˜
K(t2, x, y)
×
[
(∆y∗ −
2
3
R∗)
̂˜
K(t3, y, y) + 2(∆
y
∗ −
2
3
R∗)
̂˜
K(t3, y, z)
∣∣
z=y
]
, (3.33)
I ee(t1, t2) = −8pi
κ2
∫
d2x
√
g∗(x)
[
1
4
̂˜
K(t1, x, x)(∆
x
∗ − 2R∗) ̂˜K(t2, x, x)
+
1
2
[
(∆x∗ − 2R∗)
( ̂˜
K(t1, x, z)
̂˜
K(t2, x, z)
)]∣∣∣
z=x
+ 2
̂˜
K(t1, x, x)
[
∆x∗
̂˜
K(t2, x, z)
]∣∣∣
z=x
]
, (3.34)
I a`d(t1, t2) = 4piκ2
∫
d2x
√
g∗(x) K˜(t1, x, x)
̂˜
K(t2, x, x) . (3.35)
One should keep in mind that one can always symmetrize in the ti since only the
symmetric part contributes.
3.4 Scalings
Before we further evaluate these integrals, it is useful to discuss some general features
about their dependence on the area A.
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The eigenfunctions ψr of D = ∆∗ −R∗ are normalized as
∫
d2x
√
g∗ ψr(x)ψs(x) =
δrs. It follows from (2.3) that ψr and λr scale as
λr ≡ λAr =
A0
A
λA0r , ψr ≡ ψAr =
√
A0
A
ψA0r , (3.36)
where the quantities with a label A0 are defined as the eigenfunctions and eigenvalues
of ∆0 − R0 with respect to the metric g0 of area A0. This immediately implies the
scaling relations
K˜A(t, x, y) =
A0
A
K˜A0(
A0
A
t, x, y) ,
̂˜
KA(t, x, y) =
̂˜
KA0(
A0
A
t, x, y) . (3.37)
The last relation implies in particular that G˜(x, y) =
̂˜
K(0, x, y) does not depend on
A:
G˜A(x, y) = G˜A0(x, y) . (3.38)
It then straightforwardly follows from (3.37) together with (2.3) that all the integrals
In(ti) as given in (3.32)-(3.35) satisfy
Ir[ti, A] = Ir[
A0
A
ti, A0] . (3.39)
Of course, this is true only because these integrals are finite convergent integrals (for
ti > 0). In particular, since ti = αi/Λ
2, we see that the Ir cannot depend on A
and Λ2 separately but only on the combination AΛ2. On the other hand, the small
t short-distance expansion given above for
̂˜
K also depends on an arbitrary scale µ
introduced when defining G˜ζ in (3.8), so one might wonder whether an additional
area-dependence of the form µ2A could occur. However, this is not the case. In-
deed, in (3.8) the scale µ appears in the combination ln[`2A(x, y)µ
2] where `A(x, y) is
the geodesic distance between x and y computed with the metric of area A. Thus
ln[`2A(x, y)µ
2] = lnAµ2 + . . . where + . . . refers to terms that do not depend on A or
µ. It follows that 4piG˜ζ − lnAµ2 does not depend on µ. Since also, as we will explain
shortly,
G˜Aζ = G˜
A0
ζ +
1
4pi
ln
A
A0
, (3.40)
it follows that
4piG˜Aζ − ln
`2A(x, y)µ
2
4
= 4piG˜A0ζ − lnA0µ2 + . . . , (3.41)
depends neither on A nor on µ. Since G˜ζ and µ only ever appear in this combination
in
̂˜
K it is clear that there is no real µ dependence in the end. Thus
Ir[
αi
Λ2
, A] = fr[Λ
2A,
αi
αj
] . (3.42)
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For example, a term
(
ln Λ2A
)2
will appear as
(
ln Λ2A
)2
=
(
ln
Λ2
µ2
+ ln
A
A0
+ lnµ2A0
)2
=
(
ln
A
A0
)2
+ 2 ln
Λ2
µ2
ln
A
A0
+ . . . (3.43)
where + . . . refers to terms independent of the area A. This structure will be indeed
explicitly observed below. Similarly, a term AΛ2 lnµ2A must be accompanied by a
term AΛ2 ln Λ
2
µ2
. Again, this will be explicitly the case.
The relation (3.40) that gives the area dependence of G˜Aζ will play a most impor-
tant role below, since it is through this relation that the ln A
A0
terms appear in the
logarithm of the partition function. Let us prove it. To begin with, G˜ζ(y) is defined
in terms of the spectral ζ-function (without zero-mode)
ζ˜(s, x, y) =
∑
r>0
ψr(x)ψr(y)
λsr
. (3.44)
Clearly, ζ˜(1, x, y) = G˜(x, y) is singular as x→ y. For s 6= 1, ζ˜(s, x, y) also provides a
regularization of the propagator. More precisely, ζ˜(s, x, x) is a meromorphic function
with a pole at s = 1. The spectral ζ-function is related to our heat kernel K˜(t, x, y) by
the Mellin transformation ζ˜(s, x, y) = 1
Γ(s)
∫∞
0
dt ts−1K˜(t, x, y). From this relation it
is not difficult to show that the residue of the pole of ζ˜(s, x, x) at s = 1 is a0(x,x)
4pi
= 1
4pi
.
Then one can define, cf [11]
G˜ζ(x) = lim
s→1
[
µ2(s−1)ζ˜(s, x, x)− 1
4pi(s− 1)
]
, (3.45)
which is equivalent to saying
µ2(s−1)ζ˜(s, x, x) =
1
4pi(s− 1) + G˜ζ(x) +O(s− 1) . (3.46)
From (3.44) and (3.36) it follows that
ζ˜A(s, x, x) =
(
A
A0
)s−1
ζ˜A0(s, x, x) . (3.47)
Inserting this into (3.45) or (3.46) for G˜Aζ and rewriting the r.h.s. in terms of G˜
A0
ζ yields
the desired relation (3.40). It remains to show that G˜ζ defined by (3.45) is exactly the
same quantity as the one defined by (3.8) and that appears in the expansion (3.28)
of
̂˜
K. This is done as follows. By the Mellin transformation between ζ˜(s, x, y) and
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the heat kernel, the singularity of the former is related to the small t asymptotics of
the latter and one sees that
ζ˜R(s, x, y) = ζ˜(s, x, y)− 1
Γ(s)
∫ 1/µ2
0
dt
4pit2
tsa0(x, y)e
−`2(x,y)/4t (3.48)
is smooth for s → 1 and for y → x. Taking first the limit y → x (for s > 1) and
then s → 1 yields G˜ζ(x). On the other hand, taking first s → 1 yields G˜(x, y) −
1
4pi
a0(x, y)E1(
µ2`2(x,y)
4
) and then letting y → x yields the relation (3.8).
4 Evaluating the regularized two-loop integrals
We first rewrite the integrals In(ti) as given in (3.32)-(3.35) by using the relations
(3.6) to convert as many
̂˜
K into K˜ as possible. We also use the fact that the only
x-dependent piece in
̂˜
K(t, x, x) is G˜ζ(x) (at least for small t) and that K˜(t, x, x) does
not depend on x. Hence, due to the absence of a zero-mode,∫
d2x
√
g∗(x)
̂˜
K(t1, x, x)
̂˜
K(t2, x, y) =
∫
d2x
√
g∗(x) G˜ζ(x)
̂˜
K(t2, x, y) , (4.1)∫
d2x
√
g∗(x) K˜(t1, x, x)
̂˜
K(t2, x, y) = 0 , (4.2)
and similarly with
̂˜
K(t2, x, y) replaced by K˜(t2, x, y). As already emphasized, since
the In(ti) will be multiplied by
∏
i
∫
dαiϕ(αi), all ti are effectively symmetrized. Thus,
we consider two expressions as identical if they only differ by a permutation of the ti.
Finally, ∇xi ̂˜K(t, x, x) = 2∇xi ̂˜K(t, x, z)∣∣z=x so that
∆x
( ̂˜
K(t1, x, z)
̂˜
K(t2, x, z)
)∣∣∣
z=x
= 2
(
∆x
̂˜
K(t1, x, z)
)∣∣
z=x
̂˜
K(t2, x, x)
− 1
2
gij∇xi ̂˜K(t, x, x)∇xj ̂˜K(t, x, x) . (4.3)
It is then possible to express (3.32)-(3.35) as
I e = J1 + J3 + J4 + J6 ,
I e e = J2 + J5 + J7 ,
I ee = −3J8 − 3J9 ,
I a`d = 12J8 (4.4)
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in terms of the following basic integrals (the notation
∫
dx is short-hand for
∫
d2x
√
g∗(x)):
J1 =
4pi
κ2
∫
dxdy
̂˜
K(t1, x, y)
(
− d
dt2
K˜(t2, x, y)
) ̂˜
K(t3, x, y) , (4.5)
J2 =
2pi
κ2
∫
dxdy G˜ζ(x)
(
− d
dt2
K˜(t2, x, y)
)
G˜ζ(y) , (4.6)
J3 =
8pi
κ2
∫
dxdy
̂˜
K(t1, x, y)K˜(t2, x, y)K˜(t3, x, y) , (4.7)
J4 =
8pi
κ2
R∗
∫
dxdy
̂˜
K(t1, x, y)K˜(t2, x, y)
̂˜
K(t3, x, y) , (4.8)
J5 =
4pi
κ2
R∗
∫
dxdy G˜ζ(x)K˜(t2, x, y)G˜ζ(y) , (4.9)
J6 =
4pi
3κ2
R2∗
∫
dxdy
̂˜
K(t1, x, y)
̂˜
K(t2, x, y)
̂˜
K(t3, x, y) , (4.10)
J7 =
2pi
κ2
R2∗
∫
dxdy G˜ζ(x)
̂˜
K(t2, x, y)G˜ζ(y) , (4.11)
J8 =
8pi
κ2
∫
dy
̂˜
K(t1, y, y)K˜(t2, y, y) , (4.12)
J9 =
4pi
κ2
R∗
∫
dy
̂˜
K(t1, y, y)
̂˜
K(t2, y, y) , (4.13)
We now evaluate these integrals Ji one by one. Of course, we must keep in mind
that we are free to drop all terms that vanish as Λ → ∞, i.e. terms that overall are
O(t) (e.g. a term t1t2
t3
). Also any area-independent finite terms are without interest
since they drop out when computing Z[A]/Z[A0]. We do, however, keep the area-
independent diverging terms in order to check that, in the end, they only show up in
the combinations allowed by the above scaling argument, see (3.42).
4.1 The integrals J2, J5, J7
The integrals J2, J5, J7 are needed to compute I e e. We begin with J7. This integral
has a finite limit as Λ→∞, i.e. as t2 → 0. Indeed, in this limit one simply replaceŝ˜
K(t2, x, y) by G˜(x, y) which has an integrable logarithmic short-distance singularity.
Thus J7 =
2pi
κ2
R2∗
∫
dxdy G˜ζ(x)G˜(x, y)G˜ζ(y) + O(1/Λ). Using (3.40), together with∫
dx G˜(x, y) =
∫
dy G˜(x, y) = 0, one further finds that
J7 =
2pi
κ2
R2∗
∫
dxdy G˜A0ζ (x)G˜(x, y)G˜
A0
ζ (y) +O(1/Λ) = c7 +O(1/Λ) , (4.14)
where we denote by ci various A-independent finite constants. Indeed, G˜
A0
ζ and G˜
do not depend on A,
∫
dxdy ≡ ∫ d2x√g∗(x) d2y√g∗(y) scales as A2 and R2∗ ∼ 1A2 so
26
that the first term obviously is an A-independent constant.
Next, we show in some detail how to evaluate J5. We write K˜(t2, x, y)
= K(t2, x, y) − eR∗t2A and use the fact that for small t the heat kernel K(t2, x, y)
vanishes exponentially unless `(x, y)2 is of order t2 or less. Thus we can use normal
coordinates z around y and use the expressions (3.30) and (3.21)
J5 =
4pi
κ2
R∗
∫
dy d2z
(
1−R∗
12
z2+. . .
)
G˜ζ(y+z)
e−z
2/4t2
4pi t2
[
1 +
R∗
6
t2
(
z2
4t2
+ 7
)
+ . . .
]
G˜ζ(y)
− 4pi
κ2
R∗eR∗t2
A
(∫
dy G˜ζ(y)
)2
. (4.15)
Note that we also keep the subleading terms ∼ t2 since below we will obtain J2 simply
by taking − d
dt2
of J5(t2) and dropping a factor of R∗. These subleading terms in J5
will yield the finite terms of J2. Now G˜ζ(y + z) is a smooth function and can be
expanded in a series around z = 0. Performing the Gaussian integrals then yields
J5 =
4pi
κ2
R∗
∫
dy
[
G˜2ζ(y)(1 +R∗t2)− t2G˜ζ(y)∆∗G˜ζ(y)
]
− 4pi
κ2
R∗eR∗t2
A
(∫
dy G˜ζ(y)
)2
+O(t22) . (4.16)
Thus
J5 =
4pi
κ2
R∗
∫
dy G˜2ζ(y)−
4pi
κ2
R∗
A
(∫
dy G˜ζ(y)
)2
+O(1/Λ2) = c5 +O(1/Λ2) , (4.17)
where we used again (3.40) to show that the explicitly written finite terms do not
depend on A. Taking − d
dt2
of (4.16) and dropping a factor of R∗ we also get
J2 =
4pi
κ2
∫
dy
[
R∗G˜2ζ(y)− G˜ζ(y)∆∗G˜ζ(y)
]
− 4pi
κ2
R∗
A
(∫
dy G˜ζ(y)
)2
+O(1/Λ2)
= c2 +O(1/Λ2) , (4.18)
since the first plus the third term are the same as in (4.17), and for the second term
(3.40) implies that
∫
G˜ζ∆∗G˜ζ =
∫
G˜A0ζ ∆∗G˜
A0
ζ which is also independent of A. Thus
we conclude that
I e e= J2 + J5 + J7 = c2 + c5 + c7 +O(1/Λ2) . (4.19)
It is satisfying that this diagram does not give any non-trivial contribution. Indeed, we
expect that the propagator connecting the two loops should carry zero “momentum”
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and, since no zero-mode is present, we expect to obtain zero. The absence of a zero-
mode, of course, was the reason that the
̂˜
K(ti, x, x) could be replaced by G˜ζ(x), and
similarly for y. However, on a non-trivial manifold G˜ζ(x) is not constant, and the
overall contribution does not need to vanish. We also note that the integrals J2, J5
and J7 are all finite and area-independent, in agreement with our general argument
that A can only appear in the combination AΛ2: only divergent integrals can give an
area dependence.
4.2 The integrals J8 and J9
The integrals J8 and J9 are needed to compute I eeand I a`d. They are single integrals
over the manifold. It is then straightforward to multiply the asymptotic expansions
(3.29) and (3.30) for x = y to get the relevant expansion of the integrands. We find
J8 =
1
2piκ2
(
Λ2
α2
+
7
6
R∗ − 4pi
A
)∫
dy
[
4piG˜ζ(y) + ln
Λ2
µ2α1
− γ
]
+ c8 + O(1/Λ2).
(4.20)
Using once more (3.40), it is not difficult to see that the terms combine so that A and
Λ2 always appear in the combination AΛ2 and µ2 in the combination A0µ
2. Next,
J9 =
R∗
4piκ2
∫
dy
[
4piG˜ζ(y) + ln
Λ2
µ2α1
− γ
] [
4piG˜ζ(y) + ln
Λ2
µ2α2
− γ
]
+O(1/Λ2) .
(4.21)
4.3 The integrals J1, J3, J4 and J6
These are the integrals needed to compute I e . We begin with J6. If we replace in
this integral each of the
̂˜
K(ti, x, y) by the unregulated Green’s function G˜(x, y) we
get a converging finite integral, since the short-distance singularity ∼ (ln `(x, y))3 is
integrable. Now, G˜(x, y) does not depend on the area and, thus
J6 = c6 +O(1/Λ2) . (4.22)
It remains to compute the integrals J1, J3, J4. They all involve at least one K˜(ti, x, y)
or d
dt2
K˜(t2, x, y). Except for the zero-mode contribution, this factor is exponentially
small unless `2(x, y) is of order ti or less, allowing us to use normal coordinates
z = x− y and do the various integrations over z explicitly. For convenience, we have
listed the relevant integrals in the apendix A.1. We always let
Ji = J
(1)
i − J (2)i , i = 1, 3, 4 , (4.23)
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where J
(1)
i refers to the parts where all the K˜ are replaced by K and J
(2)
i refers
to the remaining parts where at least one K˜ is replaced by the subtracted zero-
mode. The subtracted zero-mode part of d
dt2
K˜(t2, x, y) is −R∗A + O(t2), so that
J
(2)
1 = −4piR∗κ2A
∫
dx dy
̂˜
K(t1, x, y)
̂˜
K(t3, x, y) +O(t2). Using the by now familiar argu-
ment of replacing the
̂˜
K(ti, x, y) by G˜(x, y) we see that J
(2)
1 is a finite area-independent
constant, up to terms O(1/Λ2). For J (2)4 the argument works exactly the same way.
Thus
J
(2)
1 = c
(2)
1 +O(1/Λ2) , J (2)4 = c(2)4 +O(1/Λ2) . (4.24)
For J
(2)
3 one gets two contributions that contribute equally (upon symmetrizing in t2
and t3):
J
(2)
3 =
16pi
κ2
eR∗t3
A
∫
dxdy
̂˜
K(t1, x, y)K(t2, x, y)
=
4
κ2
1
A
∫
dy
[
4piG˜ζ(y) + ln
Λ2
µ2(α1 + α2)
− γ
]
+O(1/Λ2) . (4.25)
It remains to compute the J
(1)
i . The simplest is J
(1)
4 where it is easy to see that we
only need to keep the leading term in the small ti expansion of K(t2, x, y), cf (3.30),
and that we can drop all terms O(ti) or O(zj) in the expansion of ̂˜K, cf (3.28), or
of
√
g∗. The relevant integrals that multiply terms involving either G˜ζ and/or lnµ2t2
are all listed in the appendix A.1. Other integrals like
∫
d2z˜e−z˜
2
E1(z˜
2 t2
t1
)E1(z˜
2 t2
t3
) only
contribute finite constants that only depend on ratios of the αj. We get
J
(1)
4 =
R∗
2piκ2
∫
dy
[
4piG˜ζ(y) + ln
Λ2
µ2(α1 + α2)
− γ
]2
+ c
(1)
4 (αi) +O(1/Λ2) . (4.26)
Next, we compute J
(1)
1 . With respect to the previous computation, here− ddt2K(t2, x, y)
involves one more factor of 1
t2
, so that in the expansions of
̂˜
K(ti, x, y) one has also to
keep the terms O(ti) or O(zizj). The computation then is quite lengthy but straight-
forward. Note that a term
∫
dy∂iG˜ζ∂
iG˜ζ appears. Integrating by parts, this equals∫
G˜ζ∆∗G˜ζ which was shown above to be an A-independent constant. Upon using the
symmetry under exchange of the αi, the result then is
J
(1)
1 =
R∗
4piκ2
∫
dy
[
4piG˜ζ(y) + ln
Λ2
µ2(α1 + α2)
− γ + 1
6
− α1α2
(α1 + α2)2
]2
+
1
2piκ2
( Λ2
α1 + α2
− 4pi
A
)∫
dy
[
4piG˜ζ(y) + ln
Λ2
µ2α2
− 2γ
]
+
1
2piκ2
(
Λ2AC
(1)
1 (αi) + c
(1)
1 (αi)
)
+O(1/Λ2) . (4.27)
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Note that one might have expected a leading singularity ∼ AΛ2
(
ln Λ
2
µ2
)2
, due to the
leading 1
t22
singularity of d
dt2
K˜(t2, x, y), see (3.31) multiplying the ln
Λ2
µ2
singularities
from each of the two
̂˜
K. However, this leading term is multiplied by
∫
d2z˜e−z˜
2
(1− z˜2)
which vanishes. Thus the leading singularity is ∼ AΛ2 ln Λ2
µ2
as expected from naive
power counting for the present two-loop diagrams.
Last, to compute J
(1)
3 , we observe that from (3.21) and (3.30) we get√
g∗(x)K(t2, x, y)K(t3, x, y) =
e−z
2/4T
(4pi)2(t2 + t3)T
[
1 +
7R∗
6
(t2 + t3) + . . .
]
, (4.28)
where T = t2t3
t2+t3
. Thus in
̂˜
K(t1, x, y) one has again to keep the terms O(t1) or O(zizj).
Doing the integrals over z results in
J
(1)
3 =
1
2piκ2
Λ2
α2 + α3
∫
dy
[
4piG˜ζ(y) + ln
Λ2
µ2
− γ + ln α2 + α3
α1α2 + α1α3 + α2α3
]
+
R∗
2piκ2
(
7
6
− α2α3
(α2 + α3)2
)∫
dy
[
4piG˜ζ(y) + ln
Λ2
µ2
]
+ c
(1)
3 (αi) +O(1/Λ2) . (4.29)
4.4 Summing the two-loop and measure diagrams
We have already seen, cf (4.19) that I e e= c2 + c5 + c7 +O(1/Λ2). For the remaining
three diagrams we have from (4.4)
I e+ I ee+ I a`d = J1 + J3 + J4 + J6 − 52J8 − 3J9
= J
(1)
1 + J
(1)
3 − J (2)3 + J (1)4 −
5
2
J8 − 3J9 + c+O(1/Λ2) .(4.30)
Inserting our above results for the Ji, we find for the logarithm of the partition
function
W (2)[A]
∣∣
loops
= I e+ I ee+ I a`d + I e e
=
1
2piκ2
{
R∗
(
3
2
ln
α1α2
(α1 + α2)2
− 2 α1α2
(α1 + α2)2
− 19
12
)
+
2Λ2
α1 + α2
− 5Λ
2
2α1
− 2pi
A
}
×
∫
dy
[
4piG˜ζ(y) + ln
Λ2
µ2
− γ
]
+
Λ2A
2piκ2
C(αi) + c(αi) +O(1/Λ2) , (4.31)
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where C(αi) and c(αi) are finite area-independent but regulator-dependent “con-
stants”. C(αi) is given by (up to permutations and/or symmetrizations of the αi)
C(αi) =
1
α1 + α2
[
1
2
ln
(α1 + α2)
2
α1α2
− ln(α1α2 + α1α3 + α2α3)− γ
]
+
5
4
[
lnα1
α2
+
lnα2
α1
]
+ C
(1)
1 (αi) . (4.32)
To explicitly display the area dependence, we use (3.40) to rewrite∫
dy
[
4piG˜ζ(y) + ln
Λ2
µ2
− γ
]
= A
[
ln
AΛ2
A0µ2
+
4pi
A0
∫
d2y
√
g0 G˜
A0
ζ (y)− γ
]
. (4.33)
Quite remarkably, the individual integrals, J1, J4 and J9 all involve the square of the
expression in square brackets and, hence, contain (lnAΛ2)2 divergences. However,
these integrals appear in exactly the right combination such that these (lnAΛ2)2-
terms cancel in W (2).
We now define
F (αi) = 8pi(1− h)
(
3
2
ln
α1α2
(α1 + α2)2
− 2 α1α2
(α1 + α2)2
− 19
12
)
− 2pi ,
H(αi) =
2
α1 + α2
− 5
2α1
,
G0 =
4pi
A0
∫
d2y
√
g0 G˜
A0
ζ (y)− γ , (4.34)
so that
W (2)[A]
∣∣
loops
=
1
2piκ2
[
ln
AΛ2
A0µ2
+G0
] [
F (αi) + AΛ
2H(αi)
]
+
Λ2A
2piκ2
C(αi)
+ c(αi) +O(1/Λ2) . (4.35)
This is indeed of the form (1.7) without the (lnAΛ2)2-term. If we normalize with
respect to A0, i.e we compute ln
Z[A]
Z[A0]
, we get
W (2)[A]
∣∣
loops
−W (2)[A0]
∣∣
loops
=
1
2piκ2
(
F (αi) + AΛ
2H(αi)
)
ln
A
A0
+
(A− A0)Λ2
2piκ2
[
C(αi) +G0H(αi) +H(αi) ln
Λ2
µ2
]
+O(1/Λ2) . (4.36)
The last line corresponds to a cosmological constant term, and we may always add a
corresponding counterterm to the quantum gravity action to cancel this term. The
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first line displays an ln A
A0
-term, as expected, although with a rather complicated,
regulator dependent coefficient, as well as a term ∼ AΛ2 ln A
A0
. The latter term is
certainly not expected to occur. It is non-local, and it can not be cancelled by any
local two-loop counterterm. At this point it is useful to mention that the KPZ result
is, see (1.6),
[
W (2)[A]−W (2)[A0]
] ∣∣∣
KPZ
=
2
κ2
(1− h) ln A
A0
− µ2c(A− A0) . (4.37)
Clearly, as in any quantum field theory, the contributions at order κ−2 do not
only come from two-loop diagrams, but also from tree and one-loop diagrams in-
volving counterterms. Of course, there is no “vacuum tree-diagram” and the only
“tree” contribution is the cosmological constant counterterm we already mentioned.
However, the various n-point functions at one loop (that are ∼ κ−n) are also diver-
gent quantities and, to make them finite, one has to introduce various “one-loop”
counterterm n-point vertices that will be of order κ−n. In particular, there will be
a quadratic counterterm vertex needed to make the renormalized propagator finite,
and the one-loop diagram made with this counterterm vertex will contribute at order
κ−2 to the partition function. Thus, our next task is to determine this counterterm.
This will involve the one-loop computation of the 2-point function.
5 Counterterms and one-loop computation of the
two-point function
5.1 Generalities and order 1/κ2 contributions from the coun-
terterms
Any divergence in W [A]
∣∣
loops
that is simply proportional to the area A (and hence
also to Λ2) can be cancelled by a counterterm of the form
∫
d2x
√
g∗Λ2
(
ci ln
Λ2
µ2
+ ci
)
,
referred to as cosmological constant. Also, any A-independent constants drop out
when computing ln Z[A]
Z[A0]
= W [A] − W [A0] and are thus irrelevant. However, the
divergences ∼ Λ2 ∫ dy 4piG˜ζ = AΛ2(ln AA0 + c) are non-local divergences. Of course,
they cannot be cancelled by any local two-loop counterterm. However, they can be
cancelled by one-loop diagrams involving local (one-loop) counterterm vertices. The
same thing happens on a four-dimensional curved manifold with non-derivative φ3 and
φ4 couplings [11]. At present, the only such one-loop contribution to the partition
function comes from a diagram having a single propagator connecting the two legs
of the conterterm vertex that itself is ∼ 1
κ2
. This is very similar to the diagram
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coming from the measure and can thus be seen as renormalizing the measure. In
particular, the measure resulted in a vertex ∼ ∫ dx K˜(t, x, x)φ˜2(x) where K˜(t, x, x) =
Λ2
4piα
+ 7
24pi
R∗− 1A+. . . is a constant. Thus any counterterm that looks like an (unwanted)
mass renormalization can actually be interpreted as a renormalization of the measure.
We thus allow a counterterm action of the form
Sct =
8pi
κ2
∫
d2x
√
g∗
[cφ
2
φ˜(∆∗ −R∗)φ˜+ cR
2
R∗φ˜2 +
cm
2
φ˜2
]
. (5.1)
Note that a linear counterterm automatically vanishes since φ˜ has no zero-mode, and
higher counterterm vertices only contribute within two-loop vacuum diagrams that
are ∼ 1
κ4
. The counterterm coefficients obviously can depend on the cutoff Λ and
on the regularization functions ϕ(α). They also have an expansion in powers of 1
κ
.
Due to the explicit factor of 1
κ2
in front of the counterterm action, we will only be
interested here in the lowest order, κ-independent pieces. Note that in terms of the
original φ̂ they are of order κ0φ̂2, consistent with the fact that these terms originate
at one loop. The dependence on Λ is again dictated by dimensional considerations: cφ
and cR must be dimensionless and will correspond to at most logarithmic divergences,
while cm has dimension of Λ
2 and corresponds to an at most quadratic (times a log)
divergence. With
∫
dαiϕ(αi) implicitly understood
1 we then have
cφ(Λ, αi) = c
1
φ(αi) ln Λ
2A+ c2φ(αi) ,
cR(Λ, αi) = c
1
R(αi) ln Λ
2A+ c2R(αi) ,
cm(Λ, αi) = c
1
m(αi) Λ
2 ln Λ2A+ c2m(αi) Λ
2 + c3m(αi)
1
A
. (5.2)
Note that counterterms involving explicitly the area A like c1φ, c
1
R, c
1
m and c
3
m are non-
local counterterms that should not occur in any standard QFT. However, we have
already observed the similarity between the counterterms and the measure action.
The latter actually corresponds to some well-defined values of c2m, c
2
R and c
3
m, so we
should certainly allow a non-vanishing counterterm coefficient c3m.
Of course, the counterterm action (5.1) cannot be expressed in terms of geometric
invariants written using only the metric g and curvature R, contrary to the cosmo-
logical constant that is ∼ ∫ d2x√g. This is why people often consider that such
counterterms should not be allowed. However, the whole quantization procedure is
carried out with respect to some fixed background metric g0 or g∗ and then one has
φ˜ = κ√
16pi
(
1−
√
g√
g∗
)
. In particular, already the Liouville action itself is expressed
in terms of σ which is defined by g and g0. Nevertheless, the Liouville action sat-
1 This means that if any given c(αi) depends on any given number of αi, i = 1, . . . r, one should
really think of it as c[ϕ] =
∫∞
0
dα1 . . . dαrϕ(α1) . . . ϕ(αr)c(α1, . . . , αr).
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isfies the cocycle condition2 which is not the case for the measure action or for the
counterterms.
The one-loop diagram with the counterterm vertices that follow from (5.1) then
gives a contribution to be added to (4.35) that is
W (2)[A]
∣∣∣
ct
=
8pi
κ2
∫
dx
[
−cφ
2
K˜(t, x, x)−
(cR
2
R∗ +
cm
2
) ̂˜
K(t, x, x)
]
= − 1
κ2
[
cφ
(
AΛ2
α
+
7
6
R∗A− 4pi
)
+ (cRR∗A+ cmA)
(
G0 + ln
AΛ2
A0µ2
− lnα
)]
,
(5.3)
where we used the small t expansions (3.30) and (3.29) of K˜ and
̂˜
K, as well as the
relation (4.33) and the definition (4.34) for G0.
Before actually computing the counterterm coefficients in the remainder of this
section, let us discuss what are the “desired” values of the cφ, cR and cm. In particular,
the non-local terms ∼ AΛ2(lnAΛ2)2 and ∼ (lnAΛ2)2 are absent from W (2)[A]∣∣
loops
,
as given in (4.35) and, hence, should also be absent from (5.3). It is easy to see that
this implies
c1m = c
1
R = 0 , (desired values) . (5.4)
Below, we will indeed find that c1m = c
1
R = 0, as well as c
1
φ = 0. Anticipating (5.4), as
well as
c1φ = 0 , (5.5)
eq. (5.3) becomes
W (2)[A]
∣∣∣
ct
= − 1
κ2
{
c2mAΛ
2 lnAΛ2 +
[
c3m + c
2
RR∗A
]
lnAΛ2
+
[
c2φ
α
+ c2m
(
G0 − lnA0µ2 − lnα
)]
AΛ2
}
+ cct(αi) +O(1/Λ2) , (5.6)
where cct(αi) is some A-independent finite function of the αi. The terms in the second
line are either ∼ A and can again be changed by adding an additional cosmological
constant counterterm, or irrelevant area-independent constants. If we add (5.6) to
2 The cocycle condition states that SL[g0, α + β] = SL[g0, β] + SL[g1, α] if g1 = e
2βg0 and
g = e2αg1.
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(4.35) we get
W (2)[A]
∣∣∣
loops
+W (2)[A]
∣∣∣
ct
= − 1
κ2
{[
− 1
2pi
H(αi) + c
2
m
]
AΛ2 lnAΛ2
+
[
− 1
2pi
F (αi) + c
3
m + c
2
RR∗A
]
lnAΛ2
}
+ AΛ2 [. . .] + c(αi) + cct(αi) +O(1/Λ2) . (5.7)
We see that c2φ only enters in the cosmological constant part and, hence, does not
play any role. Cancellation of the AΛ2 lnAΛ2 terms requires
c2m =
1
2pi
H(αi) . (5.8)
Finally, the “physical” coefficient of lnAΛ2 should not depend on the choice of the
regulator functions ϕ(αi), which requires
c3m + c
2
RR∗A ≡ c3m + 8pi(1− h)c2R =
1
2pi
F (αi) + const , (5.9)
where const is a true, αi-independent constant. One could be tempted to equate
separately the terms proportional to R∗A ∼ (1 − h) and those not involving the
curvature, resulting in “universal”, genus-independent counterterm coefficients. But
since we compute on a surface of fixed genus h, this does not really make sense. In
any case, it is satisfying to remark that, with the possible exception of c3m, the non-
local counterterms c1φ, c
1
m and c
1
R are not required! After all these considerations, it is
now time to actually compute these coefficients. Remarkably, we will find that they
satisfy all desired relations, in particular (5.8) and (5.9), which are quite non-trivial.
5.2 One-loop computation of the 2-point function and deter-
mination of the counterterm coefficients
To actually determine the counterterms, we must do a one-loop computation of the
2-point Green’s function and impose some convenient renormalization conditions to
not only cancel the diverging parts but to also fix the finite contributions.
Note that in ordinary flat space quantum field theory one does not need to com-
pute the full two-point Green’s function G(2)(u, v). Instead one rather computes the
amputated or 1PI (which is the same at one loop) two-point function in momentum
space. The corresponding contribution of the counterterms can then be read directly
from the counterterm action. The analogue of such a momentum space computation
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is not available, in general, on a curved manifold,3 and we have to do the computation
directly in real space. In this case it seems that the simplest way to correctly take
into account all contributions is to compute G(2)(u, v).
We will compute the regularized4 2-point function G(2)(u, v) which we define so
that at tree-level it is just
̂˜
K(t, u, v). At order κ−2 it receives contributions at one
loop and a contribution from the counterterms:
G(2)(u, v) = ̂˜K(t, u, v) + G(2)(u, v)∣∣∣
1−loop
+ G(2)(u, v)
∣∣∣
ct
+O(κ−4) . (5.10)
A first renormalization condition we clearly want to impose on this full 2-point func-
tion is finiteness if u 6= v :
For u 6= v : lim
Λ→∞
G(2)(u, v) is finite. (5.11)
As we will see, this condition indeed allows us to determine all diverging parts of the
counterterm coefficients, i.e. c1φ, c
1
R, c
1
m, as well as c
2
m.
It turns out to be surprisingly difficult to find a sensible renormalization condition
to fix the finite parts of G(2) and thus the finite parts of the counterterm coefficients.
The trouble is that there is no analogue of a renormalization condition at some par-
ticular value of momentum. The only natural choice seems to be zero momentum,
corresponding to the zero-mode of the two-point function. But
∫
duG(2)(u, v) = 0
automatically, and this conditon is empty. Instead, one might be tempted to try to
impose some condition at u = v like e.g.
For u = v : lim
Λ→∞
[
G(2)(u, u)− ̂˜K(t, u, u)] ?= 0 . (5.12)
However, this doesn’t make sense either. Indeed, the divergence of G(2)(u, v) as u→ v
will turn out to be different from the one of
̂˜
K(t, u, v) : there are additional diverging
and additional finite terms. As we will see, absence of the diverging terms would
3 The analogue of momentum space is the mode decomposition with respect to the eigenfunctions
ψr(x) of ∆, replacing the plane waves e
ipx. An important property is momentum conservation
that follows from
∫
dxei(p1+p2+p3) ∼ δ(p1 + p2 + p3). On a curved manifold one then needs the
Crst =
∫
dxψrψsψt, etc. While on the round sphere, where the ψr are the spherical harmonics, the
Crst are the well-known Clebch-Gordan coefficients, on the higher genus surfaces much less is known
about the Crst and things are much more complicated.
4 Contrary to what we did at tree-level where we used G˜ and
̂˜
K, resp G˜ϕ,Λ to denote the Green’s
function and its regularized version, here we just write G(2) since we will always deal with the
regularized 2-point function.
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require a non-vanishing counterterm coefficient c1φ, which will be excluded by requiring
finiteness of the two-point function at u 6= v. Independently of this, the difference of
the finite terms also makes it impossible to impose (5.12).
Actually, this “problem” was to be expected. The usual renormalization of the
two-point function at some finite value of momentum, or equivalently at non-coinciding
points, does not, of course yield a finite two-point function at coinciding points, nor
does it imply that the loop and counterterm contributions to the two-point function
vanish at coinciding points. This is the translation of the fact that to define composite
operators like (φ˜(u))2 one needs an independent renormalization constant. Of course,
in any ordinary flat-space quantum field theory the finite parts of the counterterm
coefficients can be changed by changing the renormalization conditions – this freedom
being at the origin of the renormalization group. Hence, we should probably accept
that we cannot (completely) fix the finite parts of our counterterm coefficients. In
particular, this implies that, at the two-loop level, the finite coefficient of ln A
A0
in
W (2)[A]−W (2)[A0] is a parameter that can be adjusted!
We will now present the computation of the regularized two-point function G(2)(u, v)
for u 6= v, and then briefly give the result for u = v. To keep this section readable,
we have deferred many computational details to the appendix. One of the reasons we
have to treat the cases u 6= v and u = v seperately is the following. In the case u 6= v
we can always choose Λ large enough so that `2(u, v) 1
Λ2
. Making this assumption
will simplify the evaluation of certain terms, as we will see shortly.
5.2.1 Counterterm contributions
The regularized counterterm contribution to G(2)(u, v) is easy to write down, since
it only involves two regularized propagators
̂˜
K(t1, u, x) and
̂˜
K(t2, x, v) connected by
the counterterm vertex as given by (5.1):
G(2)(u, v)
∣∣∣
ct
=
1
κ2
∫
dx
[
− cφ
2
̂˜
K(t1, u, x)K˜(t2, x, v)− cφ
2
K˜(t1, u, x)
̂˜
K(t2, x, v)
−(cm + cRR∗) ̂˜K(t1, u, x) ̂˜K(t2, x, v)] . (5.13)
We now assume that the counterterm coefficients have the general form (5.2) without
any further assumptions. Note that, while cφ and cR involve at most an lnAΛ
2 diver-
gence, the coefficient cm could have a Λ
2 lnAΛ2 divergence. This means that, in order
to compute the finite contributions, we should keep terms in
̂˜
K(t1, u, x)
̂˜
K(t2, x, v) that
are O(1/Λ2). (This is one of the reasons why all external propagators must also con-
sistently be replaced by the regularized ones.) A typical term we have to evaluate
is the first one (where here we can replace K˜ by K since the 1
A
-piece yields a van-
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ishing integral):
∫
dx
̂˜
K(t1, u, x)K(t2, x, v). As usual, at large Λ, i.e. small ti, the
e−(x−v)
2/4t2 in K(t2, x, v) forces x to be close to v (i.e. (x − v)2 ∼ t2 ∼ 1Λ2 ). Clearly,
we will have to distinguish the cases u = v and u 6= v. If u = v, we have to compute∫
dx
̂˜
K(t1, v, x)K(t2, x, v) and we use the short distance expansion of
̂˜
K. On the other
hand, if u 6= v where we can suppose `2(u, v)  1
Λ2
, we can safely consider that x is
not close to u and, hence, we can Taylor expand
̂˜
K(t1, u, x) =
̂˜
K(t1, u, v)+(x−v)i∂iv ̂˜K(t1, u, v)+ 12(x−v)i(x−v)j∂iv∂jv ̂˜K(t1, u, v)+. . . .
(5.14)
This can only be a valid expansion as long as `2(u, x) ∼ `2(u, v)  1
Λ2
, so that̂˜
K(t1, u, x) is a smooth function of x in the vicinity of v. This is no longer the case if
u→ v. In particular, if `2(u, x) ∼ `2(u, v) ∼ 1
Λ2
, all terms in the expansion (5.14) are
similarly large.
Then, let us first evaluate (5.13) for u = v. It is straightforward to obtain
G(2)(u, u)
∣∣∣
ct
= − cφ
κ2
̂˜
K(t, u, u) +
cφ
4piκ2
ln
α1 + α2
α
−cm + cRR
κ2
∫
dx
̂˜
K(t1, u, x)
̂˜
K(t2, x, u) +O(1/Λ2) . (5.15)
Note that the integral is a finite smooth function of u even in the limit ti → 0.
However, as mentioned above, one needs to keep the ti finite, since the subleading
terms, multiplied with the divergent pieces from cm, can lead to finite contributions.
Next, for `2(u, v) 1
Λ2
we get similarly
u 6= v : G(2)(u, v)
∣∣∣
ct
= − cφ
κ2
̂˜
K(t, u, v)
−cm + cRR
κ2
∫
dx
̂˜
K(t1, u, x)
̂˜
K(t2, x, v) +O(1/Λ2) . (5.16)
Of course, one is not allowed to simply take the u→ v limit of this expression to get
G(2)(u, u) and, indeed, (5.15) differs by a term ∼ ln α1+α2
α
from the naive limit. Here,
for u 6= v the function ̂˜K(t, u, v) is non-singular for t → 0. More precisely, it equals
G˜(u, v) plus terms that are either exponentially small or of order 1/Λ2. Since cφ is at
most logarithmically divergent, we may replace cφ
̂˜
K(t, u, v) by cφG˜(u, v) up to terms
that vanish as Λ→∞. Thus
u 6= v : G(2)(u, v)
∣∣∣
ct
= − cφ
κ2
G˜(u, v)
−cm + cRR
κ2
∫
dx
̂˜
K(t1, u, x)
̂˜
K(t2, x, v) +O(ln Λ2/Λ2) . (5.17)
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We see that the finite O(Λ0) parts of cm and cR, i.e. c2R and c3m only give finite
contributions to G(2)
∣∣∣
ct
. Hence, to determine them, we need to obtain the finite
O(Λ0) terms in G(2)
∣∣∣
1−loop
.
5.2.2 Total one-loop contribution to G(2)(u, v) for u 6= v
We will now determine the one-loop contributions to G(2)(u, v) for u 6= v. As already
emphasized, we may assume that `2(u, v)  1
Λ2
. There are three one-loop diagrams
contributing to G(2)(u, v). They are i , i and i (including the regularized
external propagators). These diagrams contribute at the same order ∼ 1
κ2
as the
tree contribution from the measure vertex and the one from the counterterms. The
counterterm contribution has been determined above in (5.17). The computation
of the three two-point one-loop diagrams is quite lengthy, mainly due to the non-
symmetric nature of the cubic and quartic vertices. This implies that there are
many different contributions to each diagram. We have deferred the details of the
computation to the appendix A.2 where the result for the three one-loop diagrams is
given in (A.13), (A.17) and (A.23) and for the measure contribution in (A.24).
We now add these contributions (A.13), (A.17), (A.23) and (A.24), as well as
the counterterm contribution (5.17). As before, since these expressions have to be
multiplied with
∫
dαiϕ(αi) for every αi, we may symmetrize all expressions in αi. We
get(
G(2)u−O−v + G(2)
u
c
v
+ G(2)
u
e
v
+ G(2)measure + G(2)
∣∣∣
ct
)
(u, v)
=
1
2κ2
{
1
pi
G˜(u, v)
[
3
2
ln
α2α3
(α2 + α3)2
− 1− 2α2α3
(α2 + α3)2
− 2pic1φ lnAΛ2 − 2pic2φ
]
+2G˜(u, v)
[
G˜ζ(u) + G˜ζ(v)− 2
A
∫
dx G˜ζ(x)
]
− 2
A
∫
dy
[
G˜(u, y) + G˜(y, v)
)
]G˜ζ(y)
+
1
pi
∫
dy
̂˜
K(t1, u, y)
̂˜
K(t4, y, v)
[
2Λ2
α2 + α3
− 5Λ
2
2α2
− 2pic1mΛ2 lnAΛ2 − 2pic2mΛ2
−10pi
A
− 2pic
3
m
A
+R∗
(
3
2
ln
α2α3
(α2 + α3)2
− 19
12
− 2α2α3
(α2 + α3)2
− 2pic1R lnAΛ2 − 2pic2R
)
+2piR∗
(
G˜ζ(y)− 1
A
∫
dx G˜ζ(x)
)]
+
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+2(G˜(u, v))2 − 2
A
∫
dy(G˜(u, y))2 − 2
A
∫
dy(G˜(y, v))2 +
2
A2
∫
dxdy(G˜(x, y))2
+2R∗
∫
dy
[
(G˜(u, y))2 G˜(y, v) + G˜(u, y)(G˜(y, v))2
]
−8R∗
A
∫
dxdy G˜(u, x)G˜(x, y)G˜(y, v)− 2R∗
A
∫
dxdy (G˜(x, y))2
[
G˜(u, x) + G˜(y, v)
]
+2R∗ G˜(u, v)
∫
dx
(
G˜(u, x) + G˜(v, x)
)
G˜ζ(x)
−2R∗
A
∫
dx
(
G˜(u, x) + G˜(v, x)
)∫
dy G˜(x, y)G˜ζ(y) +
+2R2∗
∫
dxdy
[
G˜(u, x) (G˜(x, y))2 G˜(y, v) + G˜(u, x)G˜(x, v)G˜(x, y)G˜ζ(y)
]}
+O(1/Λ2) . (5.18)
Finiteness requires
c1φ = c
1
m = c
1
R = 0 , c
2
m =
1
2pi
(
2
α2 + α3
− 5
2α2
)
. (5.19)
These are exactly the “desired values” (5.4), (5.5) and (5.8). In particular, the value
of c2m is exactly what is needed to cancel the divergent two-loop contributions in
W [A] = lnZ[A] ! As explained above, the value (5.19) for c2m really means that
c2m[ϕ] =
∫∞
0
dα2dα3ϕ(α2)ϕ(α3)
1
2pi
(
2
α2+α3
− 5
2α2
)
.
Next, since there are no more divergent coefficients, we may now safely replace
the
̂˜
K(t1, u, y)
̂˜
K(t4, y, v) by the regulator independent G˜(u, y)G˜(y, v). We moreover
require that the Green’s function G(2)(u, v) should not depend at all on the regulator
functions ϕ(α), i.e. that (5.18) should not depend on the αi. This yields
c2φ =
1
2pi
[
3
2
ln
α2α3
(α2 + α3)2
− 1− 2α2α3
(α2 + α3)2
]
+ ĉφ , (5.20)
c2R =
1
2pi
[
3
2
ln
α2α3
(α2 + α3)2
− 19
12
− 2α2α3
(α2 + α3)2
]
+
ĉR
2pi
, (5.21)
c3m = ĉm , (5.22)
where ĉφ, ĉR and ĉm are true (αi-independent, Λ-independent) constants. With these
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values of the counterterm coefficients, eq. (5.18) reduces to(
G(2)u−O−v + G(2)
u
c
v
+ G(2)
u
e
v
+ G(2)measure + G(2)
∣∣∣
ct
)
(u, v)
=
1
2κ2
{
− 2 ĉφ G˜(u, v)
+2G˜(u, v)
[
G˜ζ(u) + G˜ζ(v)− 2
A
∫
dx G˜ζ(x)
]
− 2
A
∫
dy
[
G˜(u, y) + G˜(y, v)
)
]G˜ζ(y)
+2
∫
dy G˜(u, y)G˜(y, v)
[
− ĉm + 5
A
+R∗
(
− ĉR
2pi
+ G˜ζ(y)− 1
A
∫
dx G˜ζ(x)
)]
+2(G˜(u, v))2 − 2
A
∫
dy(G˜(u, y))2 − 2
A
∫
dy(G˜(y, v))2 +
2
A2
∫
dxdy(G˜(x, y))2
+2R∗
∫
dy
[
(G˜(u, y))2 G˜(y, v) + G˜(u, y)(G˜(y, v))2
]
+
−4R∗
A
∫
dxdy G˜(u, x)G˜(x, y)G˜(y, v)− 2R∗
A
∫
dxdy (G˜(x, y))2
[
G˜(u, x) + G˜(y, v)
]
+2R∗ G˜(u, v)
∫
dx
(
G˜(u, x) + G˜(v, x)
)
G˜ζ(x)
−2R∗
A
∫
dx
(
G˜(u, x) + G˜(v, x)
)∫
dy G˜(x, y)G˜ζ(y)
+2R2∗
∫
dxdy
[
G˜(u, x) (G˜(x, y))2 G˜(y, v) + G˜(u, x)G˜(x, v)G˜(x, y)G˜ζ(y)
]}
+O(1/Λ2) , (5.23)
which now is finite and completely regulator independent. As a consistency check,
we note that this expression correctly vanishes if integrated over du or over dv.
There seems to be no obvious way to fix the remaining constants ĉφ, ĉR and ĉm
without imposing some definite value for G(2)(u, v) at some fixed u, v. As already dis-
cussed, imposing a condition at u = v does not help since in this case new divergences
appear that have to be renormalized independently. In any case, our expression (5.23)
is only valid for u 6= v.
5.2.3 Total one-loop contribution to G(2)(u, u)
To explicitly see which are the new divergences and finite terms that appear for u = v,
as well as for possible future reference, we now quote the result for the total one-loop
41
plus counterterm contributions to the two-point function at coinciding points u = v.
This case involves some interesting technical difficulties but since we do not use this
any further we do not spell out the computation and only give the result:(
G(2)u−O−u + G(2)
u
c
u
+ G(2)
u
e
u
+ G(2)measure + G(2)
∣∣∣
ct
)
(u, u)
=
1
2κ2
{
2
̂˜
K(ti, u, u)
̂˜
K(tj, u, u) + [cˆ1(αi)− 2cφ] ̂˜K(ti, u, u) + [cˆ2(αi) + cφ
2pi
ln
αi + αj
αi
]
+ 4
̂˜
K(t1 + t4, u, u)
[
G˜ζ(u)− 1
A
∫
dx G˜ζ(x) +R∗
∫
dx G˜(u, x)G˜ζ(x)
]
+
1
pi
∫
dy
̂˜
K(t1, u, y)
̂˜
K(t4, y, u)
[ 2Λ2
α2 + α3
−5Λ
2
2α2
−2picm
+R∗
(3
2
ln
α2α3
(α2 + α3)2
− 2α2α3
(α2 + α3)2
− 19
12
− 2picR
)]
− 14
A
∫
dy (G˜(u, y))2 − 4
A
∫
dy G˜(u, y)G˜ζ(y) +
2
A2
∫
dxdy (G˜(x, y))2 +
+ 4R∗
∫
dy (G˜(u, y))3 + 2R∗
∫
dy (G˜(u, y))2G˜ζ(y)
− 4R∗
A
∫
dxdy G˜(u, x)G˜(x, y)G˜(y, u)− 4R∗
A
∫
dxdy G˜(u, x)(G˜(x, y))2
− 4R∗
A
∫
dxdy G˜(u, x)G˜(x, y)G˜ζ(y)− 2R∗
A
∫
dxdy (G˜(u, x))2G˜ζ(y)
+ 2R2∗
∫
dxdy G˜(u, x) (G˜(x, y))2 G˜(y, u)
+ 2R2∗
∫
dxdy (G˜(u, x))2 G˜(x, y) G˜ζ(y) +O(Λ−2)
}
. (5.24)
Here, cˆ1(αi) and cˆ2(αi) are finite coefficients that we did not determine.
5
As discussed above, one should not expect finiteness of G(2)(u, u) or that it equalŝ˜
K(t, u, u) as Λ → ∞. Indeed, the first term in (5.24), i.e. 2 ̂˜K(ti, u, u) ̂˜K(tj, u, u) is
divergent as Λ → ∞. The same is true for the terms of the second line of the right
hand side. Cancelling these divergences would require a non-vanishing counterterm
coefficient c1φ, which was excluded above by demanding finiteness of the two-point
5The first coefficient cˆ1(αi) multiplying
̂˜
K(ti, u, u) can be absorbed into the (finite part of the)
counterterm coefficient cφ. It is possible (but by no means obvious from our computation) that this
same choice also cancels the second undetermined coefficient cˆ2(αi).
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function at u 6= v. Independently of the value of c1φ, one clearly cannot require that
G(2)(u, u) equals ̂˜K(t, u, u) in the Λ→∞ limit.
6 Final result and discussion
We have done a careful evaluation of the two-dimensional quantum gravity partition
function at fixed area up to two loops and including all contributions from the non-
trivial measure and counterterms that contribute at the same order. We worked
in the Ka¨hler formalism that is well adapted at fixed area and used the general
spectral cutoff regularization which works well on curved manifolds for multi-loop
diagrams. The contributions of the counterterms turned out to be crucial. They
were consistently determined from the finiteness of the one-loop two-point Green’s
function of the Ka¨hler field.
The final result for the logarithm of the partition function is obtained from in-
serting the values of the counterterm coefficients we have determined in (5.19)-(5.22)
into (5.7):
W (2)[A]
∣∣∣
tot
= W (2)[A]
∣∣∣
loops
+W (2)[A]
∣∣∣
ct
= − 1
κ2
[
ĉm + 1 + 4(1− h)ĉR
]
lnAΛ2
+ AΛ2 [. . .] + c(αi) + cct(αi) +O(1/Λ2) . (6.1)
We see that not only the terms ∼ AΛ2 lnAΛ2 have canceled, moreover the coefficient
of lnAΛ2 now is independent of the αi, i.e. independent of the regulator functions
ϕ(α) ! It only depends on the two finite renormalization constants ĉm and ĉR. As
already repeatedly emphasized, we can also adjust the cosmological constant coun-
terterm to cancel any divergence in W that is proportional to the area A. Subtracting
the same expression evaluated at area A0, we finally get
ln
Z[A]
Z[A0]
∣∣∣∣∣
κ−2
= W (2)[A]
∣∣∣
tot
−W (2)[A0]
∣∣∣
tot
= − 1
κ2
[
ĉm + 1 + 4(1− h)ĉR
]
ln
A
A0
+ (A− A0)Λ2 [. . .] +O(1/Λ2) . (6.2)
Equivalently, this shows that the area dependence of the partition function is
lnZ[A]
∣∣∣
two−loop+measure+ct
∼ e−µ2cAAγ(2)str−3 , (6.3)
with
γ
(2)
str =
2
κ2
[
−2 ĉR (1− h)− ĉm + 1
2
]
. (6.4)
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We see that our careful, first-principles computation of the 2D quantum gravity
partition function has established that, up to two loops, the partition function has
indeed the expected form (6.3). However, we have also found a maybe unexpected
dependence on two finite renormalization constants. By which principle should these
counterterm coefficients be fixed? We observe that our result is compatible with
the KPZ scaling, since we get agreement with the (two-loop prediction of the) KPZ
formula if we choose
ĉm
∣∣∣
KPZ
= −1 , ĉR
∣∣∣
KPZ
= −1
2
. (6.5)
In the absence of any principle to fix these constants, the area-dependence of
the partition function Z[A] appears to involve an arbitrary power of A. One more
principle we may invoke is locality. Locality of the counterterms implies that all
coefficients c1φ, c
1
m, c
1
R which multiply a non-local lnAΛ
2 should vanish. We have
indeed found this. But it would also imply that c3m = ĉm which multiplies a non-local
1
A
should equally vanish. On the other hand, such a 1
A
-term was already present in the
regularized measure action due to the absence of a zero-mode. Indeed, from (2.23) or
(2.42) we read that
Smeasure = −4pi
κ2
∫
d2x
√
g∗
[
1
4pit
+
7
24pi
R∗ − 1
A
+ . . .
]
φ˜2(x) . (6.6)
Thus, a 1
A
-counterterm should certainly also be allowed. However, we may require
that the non-local 1
A
-counterterm should actually cancel the non-local 1
A
-term in
Smeasure. Comparing (6.6) with (5.1), (5.2) we see that this cancellation requires
the following condition
absence of non-local
1
A
-terms in Smeasure + Sct ⇒ c3m ≡ ĉm = −1 . (6.7)
This is precisely the KPZ-value (6.5) !
Which other requirement can we impose to also fix ĉR ? An important issue in
quantum gravity is background independence: physical results should not depend on
the choice of background metric g0. This is certainly true for our final result (6.3),
(6.4), for all values of ĉR (and of ĉm). Of course, we cannot expect the counterterms
to be background independent. Already to write the Liouville action we must choose
a background metric, although the Liouville action satisfies the important cocycle
condition, i.e. if g = e2αg1 and g1 = e
2βg0 one has SL[g0, α + β] = SL[g0, β] +
SL[g1, α], which translates that it originated from a background independent definition
of quantum gravity. On the other hand, to spell out the functional integral measure
in terms of the modes of ∆0 we must again introduce the reference metric g0 and then
neither the non-trivial measure action, nor the counterterm action can be explicitly
background independent or satisfy some analogous cocycle identity.
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To summarize, there does not seem to be an obvious criterion why to choose the
KPZ-value ĉR = −12 rather than any other value. We are then led to consider that
there could be different choices of ĉR leading to consistent quantization schemes of this
two-dimensional gravity. One could imagine that at least some of these new schemes
could be consistent quantum gravities for all matter central charges, thus allowing
to go beyond the c = 1 barrier. However, the latter is invisible in a perturbative
expansion in κ−2, and it is premature to draw any conclusion in this direction.
Let us discuss what we can expect beyond the two-loop computation of this paper.
Standard power counting shows that any loop-diagram has a superficial degree of
divergence equal to 2. Indeed, as is well-known, it is a particularity of scalar theories
in two dimensions that the superficial degree of divergence of a diagram does not
depend on the number of external lines. From what we have seen it is clear that this
quadratic divergence AΛ2 can be accompanied by powers of lnAΛ2. In particular, we
expect that the leading divergence of an L-loop diagram is∼ AΛ2(lnAΛ2)L−1. Indeed,
consider a diagram with I propagators and V vertices. Each internal line contributes
a regularized propagator
̂˜
K ∼ 4piG˜ζ − ln ti ∼ lnAΛ2. Each vertex contributes a
Laplacian which, when acting on
̂˜
K converts the leading ln Λ2A into a Λ2. Each vertex
also contributes an integration over the manifold. For the leading singularity this
contributes a factor A
∏V−1
i=1 ti ∼ A( 1Λ2 )V−1. Thus, we get for the leading singularity
of an L-loop vacuum diagram an overall factor of
(lnAΛ2)I−V (Λ2)VA(
1
Λ2
)V−1 = (lnAΛ2)L−1AΛ2 . (6.8)
For example, at three loops, in addition to the cubic and quartic vertices, we also
need to take into account quintic and sextic vertices, both involving one Laplace op-
erator. The sextic vertex e.g. gives rise to a contribution ∼ ∫ dxK˜ ̂˜K ̂˜K resulting in
a leading divergence ∼ AΛ2 (lnAΛ2)2. Another 3-loop contribution comes from two
quartic vertices joined by four propagators. While naively the leading divergence of
this diagram may be thought to be ∼ AΛ2 (lnAΛ2)3, closer inspection shows that it is
∼ AΛ2 (lnAΛ2)2 (cf the discussion after (4.27)), in agreement with the above general
discussion. At this same order, one also has to include a cubic and quartic vertex from
the measure. The latter e.g. is ∼ Λ2 and contributes, through a two-loop “figure-
eight” diagram, again a leading divergence ∼ AΛ2 (lnAΛ2)2. Further contributions
come from two-loop diagrams including the one-loop counterterms determined above.
Unless all these divergences somehow “miraculously” cancel, their presence almost
certainly will require the introduction of new counterterms, e.g. cubic and quar-
tic counterterm vertices with coefficients ∼ Λ2. Just as the corresponding measure
vertices, such counterterms then give two-loop contributions that could cancel the
∼ AΛ2 (lnAΛ2)2 divergences. We have carried out some preliminary investigations
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about these leading divergences at this three-loop level [16] and we do not see any
“miraculously” cancellation. Thus, new cubic and quartic counterterms seem indeed
to be required.6 Again, the diverging parts of these counterterm coefficients could
then be determined from requiring finiteness of the one-loop three-point and four-
point functions, while their finite parts possibly remain undetermined. Of course,
there will also be new AΛ2 lnAΛ2 divergences from the three-loop diagrams, but
they can be cancelled simply by additional order κ−4-contributions to the quadratic
counterterms.
The same structure will continue, at L loops, where the leading divergence is given
by (6.8). It is thus reasonable to expect that at every order in perturbation theory all
unwanted, non-local divergences can be removed by appropriate local counterterms.
This will also lead to the introduction of new finite renormalization constants and
we clearly expect that the finite coefficient of ln A
A0
in ln Z[A]
Z[A0]
depends on these finite
constants. While eventually this might open the way to new quantization schemes
that could allow to circumvent the c = 1 barrier, obviously the roˆle of these constants
needs to be better understood.
A Appendix
A.1 Integrals
Here we list various integrals of the form
I[f ] =
1
pi
∫
d2z˜ e−z˜
2
f(z˜2) =
∫ ∞
0
dξ e−ξf(ξ) , (A.1)
where d2z˜ is the flat measure: any non-trivial expansion of
√
g is included in f . Then
I[ξn] = n! , I[ξn ln ξ] = cn − (n!) γ (c0 = 0, c1 = 1, c2 = 3, c3 = 11)
I[(ln ξ)2] = γ2 +
pi2
6
, I[ξ(ln ξ)2] = γ2 − 2γ + pi
2
6
I[E1(ξ/a)] = ln(1 + a) , I[ξE1(ξ/a)] = − a
1 + a
+ ln(1 + a)
I[ξ2E1(ξ/a)] = −a(2 + 3a)
(1 + a)2
+ 2 ln(1 + a)
6 Of course, one could also cancel these leading divergences through one-loop diagrams including
the counterterms (5.1) by adding non-local higher-order contributions ∼ 1κ4 Λ2 lnAΛ2 to their coef-
ficients. However, as argued above, this is against the principles of local quantum field theory and
such coefficients certainly do not correspond to the cancellation of some divergence in the two-loop
two-point function.
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I[ξ3E1(ξ/a)] = −a(11a
2 + 15a+ 6)
(1 + a)3
+ 6 ln(1 + a)
I[E2(ξ/a)] = 1− 1
a
ln(1 + a) , I[ξE2(ξ/a)] = 1 +
1
1 + a
− 2
a
ln(1 + a)
I[ln ξ E1(ξ/a)] = −pi
2
6
− γ ln(1 + a) + Li2( 1
1 + a
) (A.2)
Of course, insertion of any odd number of components of z˜ into any of these integrals
gives a vanishing result, while insertions of an even number can be replaced according
to the usual rules z˜iz˜j → 1
2
z˜2 δij and z˜iz˜j z˜kz˜l → 1
8
(z˜2)2
(
δijδkl + δikδjl + δilδjk
)
.
A.2 One-loop contributions to the two-point function G(2)(u, v)
In this appendix we give some details of the computation of the one-loop contributions
to the two-point function G(2)(u, v) for non-coinciding points u 6= v.
A.2.1 One-loop contribution from u−O− v
Recall that G(2)(u, v) always includes the two external propagators that, by consis-
tency, are also regularized, i.e. replaced by
̂˜
K. Then, for the diagram i , due to
the many ways the derivatives in the cubic vertex can act, one gets many different
contributions. They yield
G(2)u−O−v(u, v) =
1
2κ2
∫
dx dy
[
2K˜
̂˜
K
̂˜
KK˜ + 4K˜K˜
̂˜
K
̂˜
K + 4
̂˜
K
̂˜
KK˜K˜ + 4
̂˜
KK˜K˜
̂˜
K
+ 4
̂˜
K
̂˜
K(− d
dt
K˜)
̂˜
K + 2R∗K˜
̂˜
K
̂˜
K
̂˜
K + 2R∗
̂˜
K
̂˜
K
̂˜
KK˜ + 8R∗
̂˜
KK˜
̂˜
K
̂˜
K + 2R2∗
̂˜
K
̂˜
K
̂˜
K
̂˜
K
]
,
(A.3)
where K˜
̂˜
K
̂˜
KK˜ stands for K˜(t1, u, x)
̂˜
K(t2, x, y)
̂˜
K(t3, x, y)K˜(t4, y, v) etc.
We now evaluate this for u 6= v. More precisely, since we work at finite cutoff, we
do not want `2(u, v) to be as small as 1
Λ2
and require `2(u, v) Λ2  1. Then K(t =
α/Λ2, u, v) ∼ Λ2
4piα
e−`
2Λ2/(4α) is exponentially small and can always be dropped. Alsô˜
K(t, u, v) = G˜(u, v) + exponentially small +O( 1
Λ2
), cf (3.14) or (3.24). Furthermore,
in
∫
dy
̂˜
K(t1, u, y)
̂˜
K(t2, y, v) or in
∫
dy
̂˜
K(t1, u, y)
̂˜
K(t2, y, u) we may replace the
̂˜
K by
G˜ since these integrals have finite limits as Λ→∞. (The logarithmic short-distance
singularity (lnµ2(y − u)2)n is integrable for any integer n.)
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Denoting by + . . . terms that are either O(1/Λ2) or exponentially small as just
explained, we find∫
dx dy K˜
̂˜
K
̂˜
KK˜ = (G˜(u, v))2 − 1
A
∫
dy (G˜(u, y))2 − 1
A
∫
dy (G˜(y, v))2
+
1
A2
∫
dx dy (G˜(x, y))2 + . . . , (A.4)
∫
dx dy K˜K˜
̂˜
K
̂˜
K = G˜(u, v)
1
4pi
(
− lnµ2(t2 + t3) + 4piG˜ζ(u)− γ
)
− 1
A
∫
dy G˜(u, y)G˜(y, v)− 1
A
∫
dy G˜ζ(y)G˜(y, v) + . . . , (A.5)
∫
dx dy
̂˜
K
̂˜
KK˜K˜ = G˜(u, v)
1
4pi
(
− lnµ2(t2 + t3) + 4piG˜ζ(v)− γ
)
− 1
A
∫
dy G˜(u, y)G˜(y, v)− 1
A
∫
dy G˜(u, y)G˜ζ(y) + . . . , (A.6)
∫
dx dy
̂˜
KK˜K˜
̂˜
K = −G˜(u, v) 1
4pi
α2α3
(α2 + α3)2
+
1
4pi
(
1
t2 + t3
+
7
6
R∗ − α2α3
(α2 + α3)2
R∗ − 8pi
A
)∫
dy
̂˜
K(t1, u, y)
̂˜
K(t4, y, v) + . . . ,
(A.7)
∫
dx dy
̂˜
K
̂˜
K
(
− d
dt
K˜
) ̂˜
K = −G˜(u, v) 1
4pi
[
lnµ2(t2 + t3) + γ + 1 +
α2α3
(α2 + α3)2
]
+
1
4pi
[
1
t2 + t3
−R∗
(
−1
6
+ γ + lnµ2(t2 + t3) +
α2α3
(α2 + α3)2
)
− 4pi
A
]
×
×
∫
dy
̂˜
K(t1, u, y)
̂˜
K(t4, y, v)
+
∫
dy ∂iyG˜(u, y) G˜ζ(y) ∂
i
yG˜(y, v) +
R∗
A
∫
dxdy G˜(u, x)G˜(x, y)G˜(y, v) + . . . ,(A.8)
∫
dx dy K˜
̂˜
K
̂˜
K
̂˜
K =
∫
dy (G˜(u, y))2 G˜(y, v)− 1
A
∫
dxdy (G˜(x, y))2 G˜(y, v) + . . . ,
(A.9)
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∫
dx dy
̂˜
K
̂˜
K
̂˜
KK˜ =
∫
dy G˜(u, y)(G˜(y, v))2 − 1
A
∫
dxdy G˜(u, x)(G˜(x, y))2 + . . . ,
(A.10)
∫
dx dy
̂˜
KK˜
̂˜
K
̂˜
K =
1
4pi
∫
dy
[
− lnµ2(t2 + t3) + 4piG˜ζ(y)− γ
] ̂˜
K(t1, u, y)
̂˜
K(t4, y, v)
− 1
A
∫
dxdy G˜(u, x) G˜(x, y) G˜(y, v) + . . . , (A.11)
∫
dx dy
̂˜
K
̂˜
K
̂˜
K
̂˜
K =
∫
dxdy G˜(u, x) (G˜(x, y))2 G˜(y, v) + . . . . (A.12)
Combining everything, we get
G(2)u−O−v(u, v) =
1
2κ2
{
1
pi
G˜(u, v)
[
3 ln
Λ2
µ2
− 3 ln(α2 + α3)− 3γ − 1− 2α2α3
(α2 + α3)2
]
+ 2(G˜(u, v))2 − 2
A
∫
dy(G˜(u, y))2 − 2
A
∫
dy(G˜(y, v))2 +
2
A2
∫
dxdy(G˜(x, y))2
+ 4G˜(u, v)
(
G˜ζ(u) + G˜ζ(v)
)− 4
A
∫
dy
(
G˜(u, y)G˜ζ(y) + G˜ζ(y)G˜(y, v)
)
+
1
pi
∫
dy
̂˜
K(t1, u, y)
̂˜
K(t4, y, v)
[ 2Λ2
α2 + α3
+R∗
(
3 ln
Λ2
µ2
− 3 ln(α2 + α3)− 3γ
+
4
3
− 2α2α3
(α2 + α3)2
)
+ 8piR∗G˜ζ(y)− 20pi
A
]
+ 4
∫
dy ∂iyG˜(u, y) G˜ζ(y) ∂
i
yG˜(y, v)
+ 2R∗
∫
dy
[
(G˜(u, y))2 G˜(y, v) + G˜(u, y)(G˜(y, v))2
]
− 4R∗
A
∫
dxdy G˜(u, x)G˜(x, y)G˜(y, v)
− 2R∗
A
∫
dxdy (G˜(x, y))2
[
G˜(u, x) + G˜(y, v)
]
+ 2R2∗
∫
dxdy G˜(u, x) (G˜(x, y))2 G˜(y, v) + . . .
}
.
(A.13)
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A.2.2 One-loop contribution from the tadpole diagram
The diagram u
i
v only gives finite contributions. We first evaluate the tadpole
− 1√
2κ
B(x) ≡
i
x = − 1√
2κ
∫
dy
[
K˜
̂˜
K + 2
̂˜
KK˜ +R∗
̂˜
K
̂˜
K
]
, (A.14)
where K˜
̂˜
K ≡ K˜(t3, x, y) ̂˜K(t4, y, y) and similarly for the other terms. This simplifies
considerably since K˜(ti, y, y) does not depend on y and in
̂˜
K(tj, y, y) the only non-
constant term is G˜ζ(y). Thus one finds
B(x) =
∫
dy
̂˜
K(t3, x, y)∆∗G˜ζ(y)
= G˜ζ(x) +R∗
∫
dy
̂˜
K(t3, x, y)G˜ζ(y)− 1
A
∫
dy G˜ζ(y) . (A.15)
The contribution to the Green’s function then is
G(2)
u
c
v
(u, v) =
1
κ2
∫
dx
(
K˜B
̂˜
K +
̂˜
KBK˜ +
̂˜
K∆∗G˜ζ
̂˜
K +R∗
̂˜
KB
̂˜
K
)
, (A.16)
where K˜B
̂˜
K ≡ K˜(t1, u, x)B(x) ̂˜K(t2, x, v) and similarly for the other terms. Inserting
the expression for B and evaluating the integrals gives
G(2)
u
c
v
(u, v) =
1
2κ2
{
G˜(u, v)
[
4G˜ζ(u) + 4G˜ζ(v)− 4
A
∫
dx G˜ζ(x)
]
+ 2R∗ G˜(u, v)
∫
dx
(
G˜(u, x) + G˜(v, x)
)
G˜ζ(x)
− 2
A
∫
dx
(
G˜(u, x) + G˜(v, x)
)(
2G˜ζ(x) +R∗
∫
dy G˜(x, y)G˜ζ(y)
)
+ 6R∗
∫
dx G˜(u, x) G˜ζ(x) G˜(x, v)− 4
∫
dx ∂ixG˜(u, x) G˜ζ(x) ∂
i
xG˜(x, v)
+ 2R2∗
∫
dxdy G˜(u, x)G˜(x, v)G˜(x, y)G˜ζ(y)
− 2R∗
A
∫
dx G˜(u, x)G˜(x, v)
∫
dy G˜ζ(y)
}
+ . . . (A.17)
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A.2.3 One-loop contribution from the quartic vertices
The diagram u
i
v gets again different contributions:
G(2)
u
e
v
(u, v) = − 1
κ2
∫
dx
{
2
̂˜
K(t1, u, x)(∆
x
∗ − 2R∗)
( ̂˜
K(t2, z, x)
̂˜
K(t4, x, v)
)∣∣∣
z=x
+
̂˜
K(t1, u, x)
̂˜
K(t4, x, v)(∆
x
∗ − 2R∗) ̂˜K(t2, x, x)
+ 2
(
∆x∗
̂˜
K(t1, u, x)
) ̂˜
K(t2, x, x)
̂˜
K(t4, x, v)
+ 2
̂˜
K(t1, u, x)
̂˜
K(t2, x, x)∆
x
∗
̂˜
K(t4, x, v)
+ 4
̂˜
K(t1, u, x)
(
∆x∗
̂˜
K(t2, x, z)
)∣∣∣
z=x
̂˜
K(t4, x, v)
}
. (A.18)
One finds, using the fact that
̂˜
K(t2, x, x)− G˜ζ(x) does not depend on x,∫
dx
̂˜
K(t1, u, x)(∆
x
∗ − 2R∗)
( ̂˜
K(t2, z, x)
̂˜
K(t4, x, v)
)∣∣∣
z=x
=
1
4pi
G˜(u, v)
(− lnµ2t2 − γ)+ ∫ dx ∂ixG˜(u, x) G˜ζ(x) ∂iyG˜(x, v)
+
1
4pi
∫
dx
̂˜
K(t1, u, x)
̂˜
K(t4, x, v)
(
1
t2
+
7
6
R∗ − 4pi
A
− 4piR∗G˜ζ(x)
)
+ . . . ,(A.19)
and∫
dx
̂˜
K(t1, u, x)
̂˜
K(t4, x, v)(∆
x
∗ − 2R∗)
( ̂˜
K(t2, x, x)
)
= G˜(u, v)
(
G˜ζ(u) + G˜ζ(v)
)
+
1
4pi
∫
dx
̂˜
K(t1, u, x)
̂˜
K(t4, x, v)2R∗
(
lnµ2t2 + γ
)
−2
∫
dx ∂ixG˜(u, x) G˜ζ(x) ∂
i
yG˜(x, v)−
1
A
∫
dx
(
G˜(u, x) + G˜(v, x)
)
G˜ζ(x) .(A.20)
The three remaining terms in (A.18) are straightforward to evaluate:∫
dx
[(
∆x∗
̂˜
K(t1, u, x)
) ̂˜
K(t2, x, x)
̂˜
K(t4, x, v) +
̂˜
K(t1, u, x)
̂˜
K(t2, x, x)∆
x
∗
̂˜
K(t4, x, v)
]
= G˜(u, v)
[ ̂˜
K(t2, u, u) +
̂˜
K(t2, v, v)
]− 1
A
∫
dx
̂˜
K(t2, x, x)
[ ̂˜
K(t1, u, x) +
̂˜
K(t4, x, v)
]
+
1
4pi
∫
dx
̂˜
K(t1, u, x)
̂˜
K(t4, x, v) 2R∗
[
− lnµ2t2 − γ + 4piG˜ζ(x)
]
, (A.21)
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and∫
dx
̂˜
K(t1, u, x)
(
∆x∗
̂˜
K(t2, x, z)
)∣∣∣
z=x
̂˜
K(t4, x, v)
=
1
4pi
∫
dx
̂˜
K(t1, u, x)
̂˜
K(t4, x, v)
(
1
t2
+
7
6
R∗ − 4pi
A
−R∗ lnµ2t2 − γR∗ + 4piR∗G˜ζ(x)
)
.
(A.22)
Combining everything gives
G(2)
u
e
v
(u, v) =
1
2κ2
{
G˜(u, v)
[
−6G˜ζ(u)− 6G˜ζ(v) + 1
pi
(
3 lnµ2t2 + 3γ
)]
+
1
pi
∫
dx
̂˜
K(t1, u, x)
̂˜
K(t4, x, v)
[
− 3
t2
− 7
2
R∗ + 3γR∗ − 12piR∗G˜ζ(x) + 3R∗ lnµ2t2 + 12pi
A
]
+
6
A
∫
dx
[
G˜(u, x) + G˜(v, x)
]
G˜ζ(x)
}
. (A.23)
A.2.4 One-loop contribution from the measure
Finally the measure vertex (2.32) contributes
G(2)measure(u, v) =
1
κ2
∫
dx
̂˜
K(t1, u, x)K˜(t2, x, x)
̂˜
K(t4, x, v)
=
1
2κ2
1
pi
∫
dx
̂˜
K(t1, u, x)
̂˜
K(t4, x, v)
[
1
2t2
+
7
12
R∗ − 2pi
A
]
. (A.24)
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