Several methods are proposed in the literature to perform the global sensitivity analysis of computer models with independent inputs. Only a few allow for treating the case of dependent inputs. In the present work, we investigate how to compute variance-based sensitivity indices with the Fourier amplitude sensitivity test. This can be achieved with the help of the inverse Rosenblatt transformation or the inverse Nataf transformation. We illustrate so on two distinct benchmarks. As compared to the recent Monte Carlo based approaches recently proposed by the same authors in [1] , the new approaches allow to divide by two the computational effort to assess the entire set of first-order and total-order variance-based sensitivity indices.
in conjunction with the inverse Rosenblatt transformation [22] or the inverse Nataf transformation [23] allows to 66 compute the four sensitivity indices. 67 The paper is organized as follows: we start by recalling the definitions of the variance-based sensitivity indices in 68 the case of dependent inputs in Section 2. The link with the law of total variance is made in Section 3. In Section 4, we 69 discuss the two transformations, namely, the inverse Rosenblatt transformation and the inverse Nataf transformation. 70 Section 5 recalls the classical FAST method for models with independent inputs and then its extension to the case of 71 dependent inputs is described. In Section 6, the new approaches are tested before concluding. 72 73 Let f (x) be a square integrable function over an n-dimensional space where x = {x 1 , · · · , x n } a continuous random 74 vector defined by a joint probability density function p(x). The scalar f (x) can be regarded, without loss of gener-75 ality, as the scalar response of a computer model to the input set. In the sequel, we set x = (x 1 , x 2 ) with x 1 and 76 x 2 two non-empty subsets of x. The importance of x 1 for f (x) can be measured with the variance-based sensitivity 77 indices (also called Sobol' indices, [5] ). The Sobol' indices can either measure the amount of variance of f (x) due 78 to x 1 alone, or measure the amount of variance that also includes its interactions with x 2 . Besides, when x 1 and x 2 79 are dependent, it is possible to distinguish the two possible types of contribution of x 1 to the variance of f (x): i) the 80 independent contribution that does not account for the dependence of x 1 with x 2 and, ii) the full contribution that 81 accounts for the dependence between x 1 and x 2 . To the authors' best knowledge, this concept was first introduced 82 in [18] although the partial correlation coefficient of [31] is related to this concept. The variance-based sensitivity 83 measures were defined in [19] for correlated variables and recently generalized in [1] . They are defined as follows: 
DEFINITION OF THE SENSITIVITY INDICES
84 S x1 = V [E [f (x)|x 1 ]] V [f (x)] ,(1)ST ind x1 = E [V [f (x)|x 2 ]] V [f (x)] ,(2)S ind x1 = V [E [f (x)|x 1 )]] V [f (x)] ,(3)ST x1 = E [V [[f (x)|x 2 ]] V [f (x)] ,(4)
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The variables with an overbar are conditional variables, therefore: when the marginal densities and the rank correlation structure of the input variables are known. We note that, when the 101 target dependence structure is the correlation matrix, the IC procedure is equivalent to the Gaussian copula approach 102 used in [21] and the inverse Nataf transformation described in the present work. 
LINK WITH THE LAW OF TOTAL VARIANCE

104
It is usual to define the Sobol' indices from the law of total variance, namely
Dividing this equation by the left-hand side term yields,
In principal, Eq. (5) should be written as follows,
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with the variables over which the conditional operators are applied indicated in subscript. But in the case of indepen-108 dent variables, it is not necessary to indicate so and Eq. (5) (without subscript) is adopted for the sake of simplicity.
109
However, such a precision is necessary when the variables are dependent because of the axiom of conditional proba-
In effect, settingx 1 = x 1 |x 2 andx 2 = x 2 |x 1 , one 111 can also write the law of total variance as follows,
Normalizing the latter equation, yields,
The two different versions of the law of total variance hold because according to the axiom of conditional probabil-
114
ities, x 1 andx 2 (resp.x 1 and x 2 ) are independent random vectors (i.e. p(x) = p x1 (x 1 )px 2 (x 2 )). Therefore, for 115 the sake of clarity, the definitions of the Sobol' indices in the case of dependent input variables should be written as 116 follows, 
where, F −1 x2 is the inverse cumulative density function of x 2 (that is, p x2 = dF x2 /dx 2 ) and F −1 x1|x2 is the one 124 ofx 1 (that is, p x1|x2 = ∂F x1|x2 /∂x 1 ). IRT simply exploits the axiom of conditional probabilities: p(x 1 , x 2 ) = 125 p x1|x2 (x 1 |x 2 )p x2 (x 2 ) but is not unique. Indeed, as already aforementioned, one can also write p(
, which yields the following transformation,
To generate the sets (x 1 , x 2 ) and (x 1 ,x 2 ) from these two transformations, an independent set (u 1 , u 2 ) uniformly Sampling x with INT requires to generate z c with the desired correlation matrix R z . This is achieved with the 143 Cholesky transformation. Let us denote by L the lower triangular matrix such that R z = LL T , the superscript T 144 stands for the transpose operator. This decomposition is possible because R z is positive-semidefinite. Then, from an 145 independent standard normal vector z, the correlated standard normal vector z c is obtained as follows,
The issue with this approach is to find R z such that x has the desired correlation matrix R x . This can be achieved International Journal for Uncertainty Quantification Algorithm 1: The classical FAST procedure
, with s varying uniformly over (0, 2π], ϕ j ∈ (0, 2π] is a randomly chosen shift parameter and ω j is an integer frequency 2. Perform the transformation
3. Evaluate f (x(s)) and compute the Fourier coefficients,
4. Compute the first-order sensitivity indices,
To compute the total sensitivity index of x i , that is ST xi , Saltelli et al. [11] propose to assign a high frequency to
where ω ∼i = ω/ω i ) and small values to the other frequencies ω ∼i . These 169 latter do not need to be free of interferences although recommended. Consequently, in the Fourier spectrum of the 170 model response the amount of variance attributed to x i (including its marginal effects and its interactions with the 171 other inputs) is localized in the high frequency range (ω > M × max(ω ∼i )). The total sensitivity index is estimated 172 as follows: 
(22b) one can take advantage of the (deterministic) periodical sampling of EFAST to generate the dependent variables in frequency ω i to z i .
199
The procedure must also include an algorithm to find the optimal R z that produces a sample with the desired 
Because of the symmetry, the IRT of (x 2 , x 1 ) is obtained by simply inverting x 1 and x 2 in Eq. (24). In the same way, frequencies ω ∼i = (5, 9, 14), although other choices were equally suitable. 
where the functions in Eq. (26) have the same properties than those of the Sobol's ANOVA decomposition [5] . In 232 particular, they are orthogonal. This property of orthogonality allows to cast the variance of f (x), denoted V , as 233 follows:
The normalization of the latter equation by V yields the following relationship between the variance-based sensitivity indices,
The analytical variance-based sensitivity indices reported in Tab. 1 satisfy this relationship. Moreover, we can infer The results are depicted in Fig. 2 . To our best knowledge, no analytical sensitivity indices are available for this 256 test function. We can infer that, because x 2 is not correlated to the other two inputs, its full and independent sensitivity 257 indices are equal. Besides, because x 2 does not interact with the other two inputs, its total and first-order indices are 258 also equal. Moreover, we note that the full index S xi is always greater or equal to the independent index S ind xi (resp.
259
ST xi ≥ ST ind xi ). However, we may also find S ind xi > S xi (or ST ind xi > ST xi ) as also shown in the previous exercise 260 (see Tab. 1).
261
As far as x 1 and x 3 are concerned we note that, when the correlation coefficient is zero, as expected the full and 
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Performing global sensitivity analysis of model output with dependent inputs is a challenging issue. Variance-based 271 sensitivity indices have been defined in [1, 19, 21] and different approaches have been proposed to estimate them. Four 272 types of sensitivity indices can be of interest: (i) the full first-order (resp. full total) sensitivity index that measures 273 the amount of model response variance explained by an input factor which takes into account its dependence with the 274 other inputs; (ii) the full total-order sensitivity index that measures the amount of model response variance explained 275 by an input factor which takes into account the both its dependence and interactions with the other inputs; (iii) 276 the independent first-order sensitivity index of an input that measures its relative contribution alone to the response 277 variance by ignoring its dependence with the other inputs; and finally (iv) the independent total-order sensitivity index 278 of an input that measures its relative contribution to the response variance by ignoring its dependence with the other 279 input variables but by accounting for its interactions with the latter.
280
The Fourier amplitude sensitivity test is one of the first methods for variance-based global sensitivity analysis 281
[10]. Since that, the method has been extended by several authors [11, 29, 30, 37, 38] . Specifically, in [30] FAST has 282 been adapted to account for correlations among inputs by using the sampling technique of Iman and Conover [24] . 283 In this work, we extend FAST to compute the four sensitivity indices defined above. The main idea of our approach 284 is to impose either a dependence structure amongst the inputs with the inverse Rosenblatt transformation [22], with The corresponding author would like to thank the French National Research Agency for its financial support (Research 295 project RESAIN n • ANR-12-BS06-0010-02).
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