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Resumo
No presente trabalho, o objetivo e´ apresentar um estudo sobre os me´todos de otimizac¸a˜o e
aplica´-los na soluc¸a˜o de problemas cotidianos. Em matema´tica, otimizac¸a˜o refere-se ao estudo de
problemas em que se deseja maximizar ou minimizar uma determinada func¸a˜o atrave´s da escolha
sistema´tica dos valores de varia´veis dentro de um conjunto via´vel. Podemos analisar problemas de
otimizac¸a˜o por diferenciabilidade com e sem restric¸o˜es, introduzindo o me´todo dos multiplicadores
de Lagrange. As resoluc¸o˜es apresentadas, baseam-se numa pequena fundamentac¸a˜o teo´rica, teˆm a
preocupac¸a˜o de abranger diferentes abordagens e proporcionar o relacionamento de conceitos. Um
dos me´todos de se determinar os ma´ximos e mı´nimos de func¸o˜es e´ utilizando-se o ca´lculo em va´rias
varia´veis, o qual sera´ abordado nesse trabalho. Poss´ıveis situac¸o˜es relacionadas ao cotidiano sa˜o
apresentadas para que o processo de otimizac¸a˜o possa ser abordado por alunos do Ensino Me´dio.
Palavras-chave: Otimizac¸a˜o; Ma´ximos e Mı´nimos de func¸o˜es; Multiplicadores de Lagrange.
Abstract
In the present work, the objective is to present a study on the methods of optimization and to
apply them in the solution of daily problems. In mathematics, optimization refers to the study of
problems in which one wants to maximize or minimize a given function by systematically choosing
the values of variables within a viable set. We can analyze optimization problems by differentia-
bility with and without constraints, introducing the Lagrange multiplier method. The resolutions
presented, based on a small theoretical basis, are concerned to cover different approaches and pro-
vide the relationship of concepts. One of the methods to determine the maximum and minimum
of functions is to use the calculation in several variables, which will be approached in this work.
Possible situations related to everyday life are presented so that the optimization process can be
approached by high school students.
Keywords: Optimization; Maximum and minimum functions; Lagrange multipliers.
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Introduc¸a˜o
Os problemas de otimizac¸a˜o consistem em determinar os valores extremos de uma func¸a˜o, isto e´,
o maior ou menor valor que uma func¸a˜o pode assumir em um dado intervalo. Estes problemas sa˜o
comuns em nossa vida dia´ria e aparecem, por exemplo, quando procuramos determinar o n´ıvel de
produc¸a˜o mais econoˆmico de uma fa´brica, as dimenso˜es de embalagens de produtos que maximizam
a capacidade das mesmas, etc. Desde a Gre´cia Antiga, no se´culo III a.C., os estudiosos gregos
ja´ se interessavam em saber o estado ”o´timo”de um determinado fenoˆmeno, como por exemplo,
intuitivamente sabiam que de todas as curvas com igual per´ımetro, as que envolviam maior a´rea era
o c´ırculo. Assim como este, inumeros problemas eram resolvidos utilizando processos engenhosos,
na˜o havendo uma forma sistema´tica de os solucionar. So´ no se´culo XVII, Pierre de Fermat (1607
- 1665) desenvolveu o primeiro me´todo geral para a determinac¸a˜o de ma´ximos e mı´nimos. No
entanto, este me´todo era um procedimento algor´ıtmico desprovido de qualquer fundamentac¸a˜o
demonstrativa. A generalizac¸a˜o da resoluc¸a˜o deste tipo de problema aparece com os trabalhos
de Isaac Newton (1643 - 1727) e Gottfried Leibniz (1646 - 1716) no desenvolvimento do ca´culo
diferencial integral.
A Otimizac¸a˜o, com suas mu´ltiplas suba´reas, e´ um rico campo aberto ao desenvolvimento da
Matema´tica Contemporaˆnea. Neste sentido, a esseˆncia da otimizac¸a˜o e´ melhorar algo em um
conjunto de alternativas dispon´ıveis. Este algo tem uma representac¸a˜o matema´tica que recebe o
nome de func¸a˜o objetivo, pore´m em diversos momentos nos deparamos com situac¸o˜es limitadoras,
dessa forma criam-se novas func¸o˜es, denominadas func¸o˜es restric¸o˜es.
Existe va´rios problemas cla´ssicos de otimizac¸a˜o com restric¸o˜es nas a´reas de engenharia e ma-
tema´tica aplicada que veˆm sendo estudados utilizando-se diversas te´cnicas encontradas na literatura
em que um dos objetivos e´ minimizar o custo computacional necessa´rio para a localizac¸a˜o da soluc¸a˜o
o´tima.
A` medida que o nu´mero de func¸o˜es e o nu´mero de varia´veis aumentam, a dificuldade em se deter-
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minar o conjunto de soluc¸o˜es o´timas tambe´m aumentam. E´ neste contexto que surge a necessidade
de desenvolver te´cnicas matema´ticas que refinem o processo de otimizac¸a˜o.
O me´todo que utilizamos no decorrer desse trabalho e´ baseado no ca´lculo diferencial com va´rias
varia´veis. Dessa maneira, comec¸amos nosso projeto com um estudo dos conceitos preliminares
utilizados no ca´lculo, para depois estudarmos os me´todos de otimizac¸a˜o.
A fim de atingir os objetivos propostos, o trabalho sera´ realizado da seguinte forma:
No primeiro cap´ıtulo, apresentamos um prefa´cio a Topologia do Rn. Iniciamos com conceitos
de produto interno e norma, bolas e conjuntos limitados, sequeˆncia convergentes e de Cauchy, e
terminamos com conjuntos abertos e conjuntos fechados.
No segundo cap´ıtulo, e´ apresentado todo o embasamento teo´rico necessa´rio para o entendimento
do conceito de otimizac¸a˜o. Estudos sobre func¸o˜es de va´rias varia´veis, envolvendo gra´ficos, limites,
continuidade e diferenciabilidade, Teorema da Func¸a˜o Inversa e da Func¸a˜o Impl´ıcita. Derivadas
parciais de ordem superior foram abordados para o aux´ılio da compreensa˜o dos problemas de
otimizac¸a˜o.
No terceiro cap´ıtulo, simultaneamente a apresentac¸a˜o de diferentes teoremas e definic¸o˜es fun-
damentais, analisaremos problemas de otimizac¸a˜o sem restric¸o˜es e, posteriormente, problemas con-
dicionados a` uma diversidade de restric¸o˜es. Aplicac¸a˜o do me´todo de multiplicadores de Lagrange
complementam o cap´ıtulo.
Por fim, no cap´ıtulo 4, abordaremos alguns problemas envolvendo ma´ximos e mı´nimos de func¸o˜es
quadra´ticas e, a desigualdade das me´dias, que poss´ıvelmente poderiam ser trabalhados em sala de
aula no ensino me´dio. A proposta dos problemas desse cap´ıtulo, tem o intuito de introduzir nas
aulas de matema´ticas o conte´udo de otimizac¸a˜o visto apenas no ensino superior.
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Cap´ıtulo 1
Ca´lculo de func¸o˜es em va´rias varia´veis
Neste cap´ıtulo sera˜o introduzidos alguns conceitos importantes do ca´lculo diferencial de func¸o˜es
de varia´veis reais. Uma func¸a˜o de va´rias varia´veis reais e´ uma regra que descreve como uma
quantidade e´ determinada por outras quantidades, de modo u´nico. Atrave´s das func¸o˜es de va´rias
varia´veis poderemos idealizar uma grande quantidade de fenoˆmenos dos mais diversos ramos da
cieˆncia.
1.1 Func¸o˜es de va´rias varia´veis
Definic¸a˜o 1.1. Uma func¸a˜o real ou escalar f de n va´riaveis associa a cada n−upla x = (x1, x2, ..., xn) ∈
X ⊂ Rn um u´nico nu´mero real w = f(x1, x2, ..., xn). O subconjunto X de Rn e´ chamado domı´nio
da func¸a˜o f . Podemos denotar por
f : X ⊂ Rn → R (1.1)
(x1, ..., xn) 7→ w = f(x1, ..., xn) (1.2)
Exemplo 1.1. Consideremos a func¸a˜o,
f : X ⊂ R2 → R
(x, y) 7→ f(x, y) = 1
x− y .
Temos que, X = {(x, y) ∈ R2 | x 6= y}. Ilustremos abaixo tal domı´nio:
3
Figura 1.1: Gra´fico do Domı´nio da func¸a˜o f(x, y) =
1
x− y
1.2 Gra´ficos de uma func¸a˜o em va´rias varia´veis
Definic¸a˜o 1.2. Seja f : X ⊂ Rn → R uma func¸a˜o de n varia´veis. Definimos o gra´fico de f ,
denotado por Gf como subconjunto de R
n+1, onde (x1, ..., xn) ∈ X, ou seja,
Gf := {(x1, ..., xn, xn+1) ∈ Rn+1 | xn+1 = f(x1, ..., xn); (x1, ..., xn) ∈ X} (1.3)
observemos que, no caso n = 2, Gf := {(x, y, z) ∈ R3; z = f(x, y); (x, y) ∈ X} e´ uma superf´ıcie
em R3.
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Figura 1.2: Gra´fico de uma func¸a˜o definido em um domı´nio bidimensional
Exemplo 1.2. Determine o domı´nio e esboce o gra´fico da func¸a˜o
f(x, y) =
√
1− x2 − y2
Soluc¸a˜o:
O domı´nio de f e´ o conjunto de todos os pares (x, y) ∈ R2 para os quais 1 − x2 − y2 ≥ 0, ou
seja, o domı´nio X de f e´ o disco circular x2 + y2 ≤ 1, de raio 1 e centro na origem.
Um ponto (x, y, z) pertence ao gra´fico de f se, e somente se, (x, y) ∈ X e z = f(x, y), isto e´,
z =
√
1− x2 − y2. A condic¸a˜o z =
√
1− x2 − y2 e´ equivalente a`s duas condic¸o˜es, a saber, z ≥ 0 e
x2 + y2 + z2 = 1. Deste modo, o gra´fico de f consiste da porc¸a˜o da esfera x2 + y2 + z2 = 1 acima
do plano xy, conforme a figura 1.3:
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Figura 1.3: Gra´fico da func¸a˜o z =
√
1− x2 − y2
Exemplo 1.3. A temperatura em um ponto (x, y) de uma placa de metal plana e´ definida pela
func¸a˜o T (x, y) = 9x2 + 4y2 graus Celsius.
a) Encontre a temperatura no ponto (1, 2).
b) Determine a equac¸a˜o da curva ao longo da qual a tempertura tem um valor constante igual a
36 graus Celsius.
c) Esboce a curva do item (b)
Soluc¸a˜o:
a) T (1, 2) = 9 + 16 = 25 graus Celsius.
b) A curva tem a equac¸a˜o T (x, y) = 9x2 + 4y2 = 36⇒ x
2
4
+
y2
9
= 1.
c) A curva de equac¸a˜o
x2
4
+
y2
9
= 1 e´ a elipse. Veja a figura 1.4:
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Figura 1.4: Gra´fico da Elipse
x2
4
+
y2
9
= 1
Em geral, os gra´ficos nos fornecem uma maneira de visualizarmos func¸o˜es de va´rias varia´veis.
Uma outra maneira de visualizarmos tais func¸o˜es e´ desenhar as suas curvas de n´ıvel, as quais sera˜o
comentadas na observac¸a˜o a seguir:
Observac¸a˜o 1.1. Seja f uma func¸a˜o de duas varia´veis e k um nu´mero real. O conjunto dos pontos
(x, y) no domı´nio de f para os quais f(x, y) = k e´ chamado de uma Curva de Nı´vel de f . Esta
conte´m os pontos do domı´nio de f para os quais o gra´fico de f tem altura k. Ao esboc¸armos a
curva de n´ıvel no plano xy, devemos associar a mesma o seu correspondente valor de k.
Para diferentes valores para a constante k, obtemos um conjunto de curvas de n´ıvel. Este
conjunto de curvas e´ chamado Mapa de Contorno de Superf´ıcie S.
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Figura 1.5: O gra´fico da func¸a˜o z = x2 + y2
Figura 1.6: As curvas de n´ıveis para valores
de k, f(x, y) = x2 + y2 = k
Observac¸a˜o 1.2. Referente a`s func¸o˜es de treˆs varia´veis w = f(x, y, z), na˜o podemos visualizar
seu gra´fico. Mas, podemos considerar as superf´ıcies de equac¸a˜o f(x, y, z) = k, quando k varia no
conjunto imagem de f . Estas superf´ıcies sa˜o chamadas superf´ıcies de n´ıveis para f.
Exemplo 1.4. Descreva as superf´ıcies de n´ıvel da func¸a˜o f(x, y, z) = x2 + y2 − z2.
Soluc¸a˜o: As superf´ıcies de n´ıvel possui equac¸a˜o
x2 + y2 − z2 = k
Vamos analizar os seguintes casos para k:
(i) Se k > 0, a superf´ıcie de n´ıvel e´ o hiperbolo´ide de uma folha de equac¸a˜o H :
x2
k
+
y2
k
− z
2
k
= 1.
Observe a figura 1.7:
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Figura 1.7: Hiperbolo´ide de uma folha de equac¸a˜o
x2
k
+
y2
k
− z
2
k
= 1
(ii) Se k < 0, a superf´ıcie de n´ıvel e´ o hiperbolo´ide de duas folhas de equac¸a˜o H : −x
2
|k| −
y2
|k|+
z2
|k| =
1.
Observe a figura 1.8:
Figura 1.8: Hiperbolo´ide de duas folhas de equac¸a˜o − x
2
| − k| +
y2
| − k| −
z2
| − k| = 1
(iii) Se k = 0, a superf´ıcie de n´ıvel e´ um cone circular de equac¸a˜o x2 + y2 − z2 = 0.
Observe a figura 1.9
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Figura 1.9: Cone circular de equac¸a˜o x2 + y2 − z2 = 0
1.3 Limites de func¸o˜es em va´rias varia´veis
Trataremos sobre alguns resultados importantes acerca de limites de func¸o˜es cujo domı´nio e´
qualquer conjunto constitu´ıdo de nu´meros reais .
Definic¸a˜o 1.3. Sejam f : X ⊆ Rm −→ Rn e a ∈ X’. Dizemos que o limite de f , quando x tende
para a sera´ l ∈ Rn, se dado  > 0, existe δ > 0 tal que
para todo x ∈ X com 0 < ‖x− a‖ < δ tem-se que ‖f(x)− l‖ < 
Denotamos lim
x−→a f(x) = f(a).
Vamos exibir dois exemplos, o qual utilizaremos a definic¸a˜o formal de limite 1.3.
Exemplo 1.5. Mostre que:
a) lim
(x,y)→(0,0)
3x2y
x2 + y2
= 0.
b) lim
(x,y)→(0,0)
5
x2 − 3y2 =∞
Soluc¸a˜o:
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a) De fato, dado ε > 0, tomemos δ =
ε
3
> 0. Deste modo,
‖(x, y)− (0, 0)‖ = ‖(x, y)‖ =
√
x2 + y2 < δ ⇔ x2 + y2 < δ2. (1.4)
Como
x2
x2 + y2
≤ 1, (1.5)
Multiplicando ambos os lados da equac¸a˜o 1.5 por 3|y|, obtemos
3x2|y|
x2 + y2
≤ 3|y| ≤ 3
√
x2 + y2. (1.6)
Assim, ∣∣∣∣ 3x2yx2 + y2
∣∣∣∣ ≤ 3δ = ε. (1.7)
Logo,
lim
(x,y)→(0,0)
3x2y
x2 + y2
= 0.
b) De fato, dado A > 0, tomemos δ =
√
5
A
> 0 no qual,
‖(x, y)− (0, 0)‖ = ‖(x, y)‖ =
√
x2 + y2 < δ ⇔ x2 + y2 < δ2. (1.8)
Desde que:
x2 − 3y2 = x2 + y2 − 4y2 6 x2 + y2, (1.9)
segue que
f(x, y) =
5
x2 − 3y2 ≥
5
x2 + y2
>
5
δ2
= A.
Assim para ‖(x, y)‖ < δ, temos f(x, y) > A.
Logo,
lim
(x,y)→(0,0)
f(x, y) =∞.
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1.4 Continuidade de func¸o˜es em va´rias varia´veis
Topologicamente e de suma importaˆncia termos noc¸a˜o sobre continuidade, ja´ que ao definirmos
contrac¸a˜o aparecera´ a ideia de continuidade uniforme e ambas tem uma relac¸a˜o importante.
Definic¸a˜o 1.4. Sejam X ⊆ Rm, y ∈ X e f : X → Rn uma func¸a˜o. Diremos que f e´ cont´ınua em
y ∈ X, se dado  > 0, existe δ = δ(, y) > 0 tal que
para todo x ∈ Bδ(y) ∩Xtem-se que f(x) ∈ B(f(y)).
Observac¸a˜o 1.3. Veja que se x ∈ X ∩X ′, enta˜o f e´ cont´ınua em y se, e somente se, lim
x−→y f(x) =
f(y).
Exemplo 1.6. Todo func¸a˜o polinoˆmial p : R → R e´ uma func¸a˜o cont´ınua, pois lim
x−→y p(x) = p(y),
para todo y ∈ R.
Exemplo 1.7. As func¸o˜es f : R2 → R2, definidas por f(x, y) = (xsen(y), yex) e g : R3 → R2 dada
por g(x, y, z) = (x2 + y, z2), sa˜o func¸o˜es cont´ınuas.
Exemplo 1.8. Seja f : R→ R uma aplicac¸a˜o definida por:
f(x) =
 sen
(
1
x
)
, se x 6= 0;
0 , se x = 0.
Observe que 0 ∈ R ∩ R′ = R. Temos ainda que, lim
x−→0
sen
(
1
x
)
na˜o existe. Da´ı, segue que
lim
x−→0
sen
(
1
x
)
6= 0 = f(0). Logo temos que lim
x−→0
sen
(
1
x
)
6= f(0). Ou seja, f na˜o e´ cont´ınua
em x = 0.
Agora, veremos uma outra maneira de definir uma func¸a˜o ser cont´ınua em um ponto.
Teorema 1.4.1. Seja X ⊆ Rm, y ∈ X. Enta˜o f : X → Rn e´ cont´ınua em y ∈ X se, e somente se,
toda sequeˆncia (xm) ⊆ X com lim
m−→∞xm = y satisfaz limm−→∞ f(xm) = f(y).
Demonstrac¸a˜o. Suponha que f seja cont´ınua em y ∈ X. Seja (xm) ⊆ X tal que limxm = y. Assim,
dado  > 0, existe δ > 0 tal que
para todo x ∈ X com ‖x− y‖ < δ ⇒ ‖f(x)− f(y)‖ < .
Como limxm = y, enta˜o existe n0 ∈ N tal que,
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‖xm − y‖ < δ, para todo m ≥ n0.
Logo,
‖f(xm)− f(y)‖ < , para todo m ≥ n0.
Ou seja, lim
m−→∞ f(xm) = f(y).
Reciprocamente, considere que f na˜o seja cont´ınua em y, enta˜o existe  > 0 tal que para todo
δ > 0, podemos encontrar xδ ∈ X com ‖xδ − y‖ < δ e ‖f(xδ)− f(y)‖ ≥ . Assim existe (xm) ⊆ X
com
‖xm − y‖ < 1
m
e ‖f(xm)− f(y)‖ ≥ .
Logo, lim
m−→∞ ‖xm − y‖ = 0, pore´m, limm−→∞ f(xm) 6= f(y).
1.4.1 Continuidade uniforme
Como foi citado anteriormente, necessitamos compreender um pouco do conceito que estabelece
o que e´ uma func¸a˜o uniformemente cont´ınua, pois, relacionaremos tal definic¸a˜o com o estudo de
contrac¸o˜es.
Definic¸a˜o 1.5. Seja f : X → Rn uma func¸a˜o, onde X ⊆ Rm. Dizemos que f e´ uniformemente
cont´ınua, se dado  > 0, existe δ = δ() > 0 tal que, para todo x, y ∈ X com
‖x− y‖ < δ, tem− se ‖f(x)− f(y)‖ < .
Exemplo 1.9. Seja f : R2 → R dada por f(x) = x + y. Enta˜o f e´ uniformemente cont´ınua. De
fato, dado  > 0, observe que, ∀ (x, y), (a, b) ∈ R2, temos as seguintes equivaleˆncias:
‖(x, y)− (a, b)‖s < δ ⇔ ‖(x− a, y − b)‖s < δ ⇔ |x− a|+ |y − b| < δ = ,
onde ‖.‖s e´ a norma da soma. Com isso, conclu´ımos que
|f(x, y)− f(a, b)| = |(x+ y)− (a+ b)| = |(x− a) + (y − b)| < ,
ou seja, f e´ uniformemente cont´ınua.
Vejamos outra maneira de definir continuidade uniforme.
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Teorema 1.4.2. Seja X ⊆ Rm. Enta˜o f : X → Rn e´ uniformemente cont´ınua se, e somente se,
para todo (xm), (ym) ⊆ X com lim
m−→∞ ‖xm − ym‖ = 0, tem-se que limm−→∞ ‖f(xm)− f(ym)‖ = 0.
Demonstrac¸a˜o. Suponha que f e´ uniformemente cont´ınua. Sejam para todo (xm), (ym) ⊆ X tais
que lim
m−→∞ ‖xm − ym‖ = 0. Enta˜o, dado  > 0,existe δ > 0 tal que
‖x− y‖ < δ com x, y ∈ X, tem-se que ‖f(x)− f(y)‖ < .
Mas, lim
m−→∞ ‖xm − ym‖ = 0. Logo, para δ > 0 existe n0 ∈ N tal que,
‖xm − ym‖ < δ, para todo m ≥ n0.
Da´ı, ‖f(xm)− f(y)‖ < , para todo m ≥ n0. Ou seja, lim
m−→∞ ‖f(xm)− f(ym)‖ = 0.
Agora, suponhamos va´lida a rec´ıproca estabelecida no teorema. Se f na˜o fosse uniformemente
cont´ınua, enta˜o existe  > 0 com a seguinte propriedade: Para todo m ∈ N poder´ıamos achar
pontos xm, ym em X tais que,
‖xm − ym‖ < 1
m
e ‖f(xm)− f(y)‖ ≥ .
Enta˜o ter´ıamos
lim
m−→∞ ‖xm − ym‖ = 0,
mas lim
m−→∞ |f(xm)− f(ym)‖ 6= 0. Esta condic¸a˜o conclui a prova do teorema.
Exemplo 1.10. A func¸a˜o f : R → R dada por f(x) = x2, na˜o e´ uniformemente cont´ınua. Com
efeito, tomando xm = m+
1
m
e ym = m temos que,
lim
m−→∞(xm − ym) = limm−→∞
(
m+
1
m
−m
)
= lim
m−→∞
1
m
= 0,
mas,
f(xm)− f(ym) = m2 + 2 + 1
m2
−m2 = 2 + 1
m2
> 2.
Logo, na˜o se tem lim
m−→∞[f(xm)− f(ym)] = 0.
Exemplo 1.11. Seja p : R2 → R dada por p(x, y) = x.y. Temos que p na˜o e´ uniformemente
cont´ınua. Com efeito, sejam xm = (m, 0) , ym =
(
m,
1
m
)
⊆ R2, enta˜o
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lim
m−→∞ ‖xm − ym‖ = limm−→∞
∥∥∥∥(m, 0)− (m, 1m
)∥∥∥∥ = limm−→∞
∥∥∥∥(0,− 1m
)∥∥∥∥ = limm−→∞ 1m = 0.
Mas,
lim
m−→∞ |p(xm)− p(ym)| = limm−→∞
∣∣∣∣p(m, 0)− p(m, 1m
)∣∣∣∣ = 1 6= 0.
Logo, pelo Teorema anterior, p na˜o e´ uniformemente cont´ınua.
Observac¸a˜o 1.4. Pela definic¸a˜o, deduzimos que toda func¸a˜o uniformemente cont´ınua e´ cont´ınua.
Pore´m, a rec´ıproca na˜o e´ verdadeira. No exemplo acima, vimos que p na˜o e´ uniformemente conti-
nua, mas p e´ claramente cont´ınua.
1.5 Diferenciabilidade de func¸o˜es em va´rias vara´veis
Nesta sec¸a˜o vamos compreender o significado de diferenciabilidade para uma func¸a˜o de va´rias
varia´veis, bem como as consequeˆncias da diferenciabilidade.
1.5.1 Derivadas parciais
Nesta subsec¸a˜o, trataremos das derivadas parciais que esta˜o inclusas na definic¸a˜o de matriz
jacobiana e, consequentemente, em diferenciabilidade. Esta u´ltima tem papel imprescind´ıvel na
equivaleˆncia entre os Teoremas da Func¸a˜o Inversa e Func¸a˜o Impl´ıcita.
Definic¸a˜o 1.6. Seja f : X ⊂ Rn −→ R uma func¸a˜o definida no aberto X. Dizemos que a i-e´sima
derivada parcial de f em a = (a1, a2, · · · , an) existe se o limite
lim
t−→0
f(a+ tei)− f(a)
t
,
existe, i = 1, ..., n.
Neste caso, escrevemos
∂f
∂xi
(a) = lim
t−→0
f(a+ tei)− f(a)
t
, para a derivada de f em relac¸a˜o a
i-e´sima varia´vel.
Outras notac¸o˜es: ∂f∂xi (a) = ∂if(a) = Dif(a) = fxi(a).
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Interpretac¸a˜o geome´trica
A interpretac¸a˜o geome´trica das derivadas parciais de uma func¸a˜o de duas varia´veis e´ ana´loga
aquela para func¸a˜o de uma varia´vel real, vista em cursos iniciais de ca´lculo.
Para visualisar o significado do conceito de derivada parcial, considere as figuras 1.10 e 1.11
Figura 1.10: interpretac¸a˜o geome´rica das de-
rivadas parciais de f(x, y)
Figura 1.11: interpretac¸a˜o geome´rica das de-
rivadas parciais de f(x, y)
Seja (x0, y0) um ponto no plano xy e P0 = (x0, y0, f(x0, y0)) o ponto correspondente na superf´ıcie
pelo plano y = y0. A intersec¸a˜o e´ uma curva de equac¸a˜o z = f(x, y0) neste plano. O nu´mero
∂f
∂x
(x0, y0) e´ o coeficiente angular da reta tangente a esta curva quando x = x0, assim:
∂f
∂x
(x0, y0) = tanα.
Analogamente, a intersec¸a˜o z = (x, y) com plano x = x0 e´ a curva z = f(x0, y) neste plano. O
nu´mero
∂f
∂y
(x0, y0) e´ o coeficiente angular da reta tangente a esta curva quando y = y0, assim:
∂f
∂y
(x0, y0) = tanβ.
Exemplo 1.12. Seja f : R2 −→ R2 dada por f(x, y) = xy
x2 + y2
se (x, y) 6= (0, 0) e f(0, 0) = 0.
Enta˜o,
∂f
∂x
(0, 0) = lim
t−→0
f((0, 0) + t(1, 0))− f(0, 0)
t
= lim
t−→0
f(t, 0)
t
= lim
t−→0
t.0
t2 + 02
= 0
Analogamente, ∂f∂y (0, 0) = 0.
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Observac¸a˜o 1.5. E´ importante ressaltar que, se as derivadas parciais existirem na˜o garante que
a func¸a˜o seja cont´ınua, olhemos para o exemplo anterior, as derivadas parciais existem mas f e´
descont´ınua em (0,0). De fato, existe  = 12 > 0 tal que,
para todo δ > 0, podemos encontrar, (xδ, yδ) ∈ R2 com ‖(xδ, yδ)‖ < δ.
Pore´m,
‖f(xδ, yδ)‖ =  = 1
2
Exemplo 1.13. Seja f : R2 −→ R2dada por f(x, y) = (x cos y, exsen y). Temos que f e´ dife-
rencia´vel em (x, y) ∈ R2. Veja que
f1(x, y) = x cos y e f2(x, y) = e
xsen y
Logo,
∂f1
∂x
(x, y) = lim
t−→0
f((x, y) + t(1, 0))− f(x, y)
t
= lim
t−→0
f1((x+ t, y))− f1(x, y)
t
= lim
t−→0
(x+ t) cos y − x cos y
t
= lim
t−→0
t cos y
t
= cos y.
Seguindo o mesmo processo, obtemos
∂f1
∂x
(x, y) = cos y,
∂f1
∂y
(x, y) = xsen y,
∂f2
∂x
(x, y) = exsen y,
∂f2
∂y
(x, y) = ex cos y.
1.5.2 Derivadas direcionais
Aqui, falaremos sobre a derivada direcional e mostraremos um exemplo sobre tal.
Definic¸a˜o 1.7. Seja X ⊆ Rn aberto. Sejam f : X ⊆ Rn −→ Rn uma func¸a˜o real e v ∈ Rn.
Chamamos e denotamos o limite
∂f
∂v
(a) = lim
t−→0
f(a+ tv)− f(a)
t
.
de derivada direcional de f em a ∈ X, caso este limite exista. Caso contra´rio, diremos que a
derivada direcional de f na˜o existe no ponto a.
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Exemplo 1.14. Seja f : R2 −→ R2 definida por
f(x, y) =

x3y
x4 + y2
se (0, 0) 6= (x, y)
0 se x = y.
Logo, para v = (x, y) , obtemos
∂f
∂v
(0, 0) = lim
t−→0
f((0, 0) + t(x, y))− f(0, 0)
t
= lim
t−→0
f(tx, ty)
t
= lim
t−→0
t3x3ty
t(t4x4 + t2y2)
= lim
t−→0
t4x3y
t3(t2x4 + y2)
= lim
t−→0
tx3y
(t2x4 + y2)
= 0.
Portanto, ∂f∂v (0, 0) = 0.
1.5.3 Diferenciabilidade
Sera´ feita a definic¸a˜o de diferenciabilidade e apresentado exemplos que reforc¸am este conceito.
Definic¸a˜o 1.8. Seja f : X ⊂ Rn −→ Rn uma func¸a˜o real definida no aberto X ⊆ Rn. Dizemos
que f e´ diferencia´vel em a ∈ X se :
1. ∂f∂x1 (a),
∂f
∂x2
(a), · · · , ∂f∂xn (a) existem
2. Para todo, v = (v1, v2, · · · , vn) tal que a+ v ∈ X tem -se,
f(a+ v)− f(a) =
n∑
i=1
∂f
∂xi
(a) · vi + r(v),
onde lim
v−→0
r(v)
‖v‖ = 0.
Dizemos que f e´ diferencia´vel em X, se f e´ diferencia´vel em todo a ∈ X.
Exemplo 1.15. Seja f : R2 −→ R definida por f(x, y) = 2x+ 3y. Dizemos que f e´ diferencia´vel
em (−1, 1), pois
1. ∂f∂x (−1, 1) = 2 e ∂f∂y (−1, 1) = 3;
2. Note que, para r(x, y) = ∂f∂x (−1, 1) · x+ ∂f∂y (−1, 1) · y obtemos
r(x, y) = 2x+ 3y − (2− 3)− 2(x− 1)− 3(y + 1) = 2x+ 3y + 1− 2x+ 2− 3y − 3 = 0
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Portanto, lim
(x,y)−→0
r(x,y)
‖(x,y)‖ = 0. Assim, pela definic¸a˜o acima temos que f e´ diferencia´vel em (−1, 1).
Definic¸a˜o 1.9. Seja X ⊆ Rm um conjunto aberto. Seja f : X −→ Rn uma func¸a˜o. Dizemos
que f e´ diferencia´vel em a ∈ X, se fi e´ diferencia´vel em a ∈ X , para todo i = 1, 2, ..., n, onde,
f = (f1, · · · , fn).
Os conceitos de diferenciabilidade e derivabilidade em R coincidem. Vejamos a prova deste fato
na seguinte proposic¸a˜o.
Proposic¸a˜o 1.1. Seja f : R −→ R e´ diferencia´vel em a ∈ R se, e somente se, f e´ deriva´vel em a
∈ R.
Demonstrac¸a˜o. Como, f e´ diferencia´vel em a ∈ R⇔ f ′(a) existe⇔ lim
v−→0
f(a+ v)− f(a)
v
= f ′(a)⇔
lim
v−→0
f(a+ v)− f(a)− f ′(a)
v
⇔ lim
v−→0
|f(a+ v)− f(a)− f ′(a)|
|v| = 0⇔ f e´ diferencia´vel em a ∈ R.
Exemplo 1.16. Considere a func¸a˜o f : R −→ R dada por f(x) = √x . Veja que f na˜o e´
diferencia´vel no ponto 0, pois, f na˜o e´ deriva´vel em 0. Com efeito,
lim
v−→0
f(x)− f(0)
x− 0 = limv−→0
√
x− 0
x
= lim
v−→0
1√
x
.
Este limite na˜o existe.
Proposic¸a˜o 1.2. Seja f ;X ⊆ Rn diferencia´vel em a ∈ X, enta˜o f e´ cont´ınua em a.
Demonstrac¸a˜o. Se f for diferencia´vel em a ∈ X, enta˜o lim
v−→0
r(v)
‖v‖ = 0. Da´ı,
lim
v−→0
r(v) = lim
v−→0
r(v)
‖v‖ · ‖v‖ = 0
pois, lim
v−→0
‖v‖ = 0.
Logo,
lim
v−→0
[f(a+ v)− f(a)] = lim
v−→0
[
n∑
i=1
∂f
∂xi(a)
]
· (vi + r(v)) =
n∑
i=1
∂f
∂xi(a)
·
(
lim
v−→0
vi + lim
v−→0
r(v)
)
= 0,
onde v = (v1, · · · , vn), ou seja, f e´ cont´ınua em a.
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1.5.4 Matriz jacobiana e vetor gradiente
Nesta subsec¸a˜o, definiremos matriz jacobiana, vetor gradiente e ainda mostraremos alguns exem-
plos para que haja uma melhor compreensa˜o acerca das definic¸o˜es.
Definic¸a˜o 1.10. Seja X ⊆ Rm aberto. Seja f : X −→ Rn diferencia´vel em a ∈ X. A matriz
Jf(a) =
(
∂fi
∂xj
(a)
)
∈Mn×m(R),
e´ chamada matriz jacobiana de f no ponto a.
Exemplo 1.17. Seja f : R2 −→ R2 dada por f(x, y) = (x cos y, exsen y). Temos que f e´ dife-
rencia´vel em (x, y) ∈ R2. Veja que
f1(x, y) = x cos y, f2 = e
xsen y.
Logo,
∂f1
∂x
(x, y) = cos y,
∂f1
∂y
(x, y) = −xsen y, ∂f2
∂x
(x, y) = exsen y,
∂f2
∂y
(x, y) = ex cos y
Da´ı, a matriz jacobiana de f em (x,y) e´ dada por:
Jf(x, y) =
[
cos y −xsen y
exsen y ex cos y
]
.
Definic¸a˜o 1.11. Seja X ⊆ Rm aberto. Seja f : X −→ R uma func¸a˜o diferencia´vel em a ∈ X. O
vetor definido por
∇f(a) =
(
∂f
∂x1
(a), · · · , ∂f
∂xm
(a)
)
e´ chamado vetor gradiente de f em a.
Exemplo 1.18. Seja f : R2 −→ R dada por f(x, y) = xey, enta˜o
∇f(x, y) =
(
∂f
∂x
(x, y),
∂f
∂y
(x, y)
)
= (ey, xey).
1.5.5 Derivada como aplicac¸a˜o linear
Os principais resultados deste trabalho fazem refereˆncia ao conceito de derivada entre espac¸os
reais de dimensa˜o maior ou igual a um. Com isso, precisamos estabelecer, precisamente, como
estender a conhecida derivada vista em Ana´lise na Reta. Esta nova teoria esta´ associada a` definic¸a˜o
de aplicac¸a˜o linear em A´lgebra linear.
20
Definic¸a˜o 1.12. Seja X ⊆ Rm diferencia´vel em a ∈ X. A derivada de f em a ∈ X e´ transformac¸a˜o
linear f ′(a) : Rm −→ Rm tal que
[f ′(a] = Jf(a),
matriz de f ′(a) em relac¸a˜o as bases canoˆnicas de Rm e Rn .
Exemplo 1.19. Vimos que para f(x, y) = (x cos y, eysen y, a matriz jacobiana no ponto (x,y) e´
dada por,
Jf(x, y) =
(
cos y −xsen y
exsen y ex cos y
)
.
Da´ı, f ′(x, y): R2 −→ R2 dada por,
f ′(x, y) · (a, b) = aJf(x, y) · e1 + bJf(x, y) · e2
= a(cos y, exsen y) + b(−xsen y, ex cos y)
= (a cos y − xbsen y, aexsen y + bex cos y).
Por fim,
f ′(x, y) · (a, b) = (a cos y − xb sin y, aex sin y + bex cos y)
Vejamos uma maneira de provar que a derivada e´ u´nica.
Teorema 1.5.1. Seja f : X −→ Rm uma aplicac¸a˜o diferencia´vel em a ∈ Xdefinida no aberto X ⊆
Rm . Se uma transformac¸a˜o linear T : Rm −→ Rm e´ tal que para a, a+ v ∈ X tem-se:
f(a+ v)− f(a) = T · v + r(v),
com lim
v−→0
r(v)
‖v‖ = 0. Enta˜o T = f
′(a).
Demonstrac¸a˜o. De fato, tomando tv no lugar de v segue que,
f(a+ tv)− f(a)
t
= T · v ± r(tv)‖tv‖ · ‖tv‖.
Logo,
T · v = lim
v−→0
f(a+ tv)− f(a)
t
=
∂f
∂v
(a) = f ′(a) · v.
Portanto, segue que T = f ′(a).
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Exemplo 1.20. Seja f : Mn(R) −→Mn(R) uma aplicac¸a˜o diferencia´vel definida por f(X) = X2
onde Mn(R) e´ o conjunto das matrizes reais n× n. Vamos utilizar o teorema acima para mostrar
que Df(X) ·H = XH +HX. Com efeito, temos que
f(X +H) = f(X) +XH +HX + r(H)
(X +H)2 = X2 +XH +HX + r(H)
X2 +XH +HX +H2 = X2 +XH +HX + r(H)
H2 = r(H).
Passando a norma em ambos os lados da igualdade temos que,
‖r(H)‖ = ‖H2‖
Consequentemente,
‖r(H)‖
‖H‖ =
‖H2‖
‖H‖ = ‖H‖.
Portanto,
lim
H−→0
‖r(H)‖
‖H‖ = limH−→0 ‖H‖ = 0,
ou seja, Df(X) ·H = XH +HX.
Exemplo 1.21. Seja f : X −→ Rm e g : X −→ Rp diferencia´veis em z ∈ X ⊆ Rn aberto. Defina
(f, g) : X −→ Rm × Rp por (f, g)(x) = (f(x), g(x)).Enta˜o (f, g) e´ diferencia´vel em a ∈ X e
(f, g)′(a) · v = (f ′(a) · v, g′(a) · v).
De fato,
r(v) = (f(a+ v), g(a+ v))− (f(a), g(a))− (f ′(a) · v, g′(a) · v)
= (f(a+ v)− f(a)− f ′(a) · v, g(a+ v)− g(a)− g′(a) · v)
Como f e g sa˜o diferencia´veis em a enta˜o
r1(v) = f(a+ v)− f(a)− f ′(a) · v e r2(v) = g(a+ v)− g(a)− g′(a) · v.
satisfazem,
lim
v−→0
r1(v)
‖v‖ = limv−→0
r2(v)
‖v‖ = 0.
Da´ı, r(v) = (r1(v), r2(v)). Com isso,
lim
v−→0
r(v)
‖v‖ =
(
lim
v−→0
r1(v)
‖v‖ , limv−→0
r2(v)
‖v‖
)
= (0, 0).
Ou seja, (f, g) e´ diferencia´vel e a ∈ X e (f, g)′(a) · v = (f ′(a) · v, g′(a) · v), para todo v ∈ Rn.
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1.5.6 Teorema do valor me´dio
Este teorema nos ajudara´ na demonstrac¸a˜o do Teorema da func¸a˜o Inversa. Por isso, faremos
sua demonstrac¸a˜o.
Teorema 1.5.2. Dada f : X −→ R diferencia´vel no aberto X ⊆ Rn, se o segmento de reta [a, a+v]
estiver contido em X, enta˜o existe θ ∈ (0, 1) tal que
f(a+ v)− f(a) = ∂f
∂v
(a+ θv) = 〈∇f(a+ θv), v〉 =
n∑
i=1
∂f
∂xi
(a+ θv) · vi
onde v = (v1, ·, vn).
Demonstrac¸a˜o. Seja λ : [0, 1] −→ X dado por λ(t) = a + tv e considere f ◦ λ : [0, 1] −→ R. Pelo
Teorema do Valor Me´dio, temos que existe θ ∈ (0, 1), tal que,
f(a+ v)− f(a) = f(λ(1))− f(λ(0)) = (f ◦ λ)′(θ)(1− 0) = (f ◦ λ)′(θ)
Portanto,
f(a+ v)− f(a) = lim
t−→0
f ◦ λ(θ + t)− (f ◦ λ)(θ)
t
= lim
t−→0
f(a+ (θ + t)v)− f(a+ θv)
t
=
∂f
∂v
(a+ θv) = 〈∇f(a+ θv), v〉 =
n∑
i=1
∂f
∂xi
(a+ θv) · vi.
1.5.7 Desigualdade do valor me´dio
O seguinte resultado e´ u´til para a demonstrac¸a˜o do Teorema da Func¸a˜o Inversa e faz associac¸a˜o
a` ideia de contrac¸a˜o.
Definic¸a˜o 1.13. Seja f : [a, b] −→ Rn uma aplicac¸a˜o cont´ınua em [a, b] e deriva´vel em t ∈ (a, b).
Considere que ‖f ′(t)‖ ≤ c, para todo t ∈ (a, b), onde c e´ constante. Enta˜o,
‖f(b)− f(a)‖ 6 c(b− a)
.
Demonstrac¸a˜o. Defina g : [a, b] −→ R por g(t) = 〈f(t), f(b)− f(a)〉. Da´ı,
g′(t) = 〈f ′(t), f(b)− f(a)〉, para todo t ∈ (a, b).
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Note que g e´ deriva´vel, pois f o e´. Da´ı, existe θ ∈ (a, b) tal que,
g(b)− g(a) = g′(θ)(b− a)
Consequentemente, 〈f(b), f(b)− f(a)〉 − 〈f(a), f(b)− f(a)〉 = [〈f ′(θ), f(b)− f(a)〉](b− a).
Logo,
‖f(b)− f(a)‖2 ≤ ‖f ′(Θ)‖‖f(b)− f(a)‖(b− a)
e da´ı, ‖f(b)− f(a)‖ 6 c(b− a).
Teorema 1.5.3. (Desigualdade do Valor Me´dio). Sejam X ⊆ Rm aberto e f : X −→ Rm
uma func¸a˜o diferencia´vel tal que
‖f ′(x)‖ 6M, para todo x ∈ X.
Enta˜o, se o segmento [a, a+ v] ⊆ X, temos que
‖f(a+ v)− f(a)‖ 6M‖v‖.
Demonstrac¸a˜o. Seja λ : [0, 1] −→ Rm uma func¸a˜o cont´ınua em [0, 1] dada por:
λ(t) = f(a+ tv), para todo t ∈ [0, 1].
Assim sendo,
‖f(a+ v)− f(a)‖ = ‖λ(1)− λ(0)‖
e λ′(t) = Jf(a+ tv) · v.
Da´ı, usando o Teorema anterior,
‖f(a+ v)− f(a)‖ 6 ‖λ′(t)‖(1− 0)
6 ‖λ′(a+ tv) · v‖
6 ‖λ′(a+ tv)‖‖v‖
6 M‖v‖
Corola´rio 1.1. Sejam X aberto e convexo do Rne f : X −→ Rn uma aplicac¸a˜o diferencia´vel tal
que
‖f ′(x)‖ 6M‖b− a‖, ∀a, b ∈ X
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Demonstrac¸a˜o. Seja a, b ∈ X. Como X e´ convexo, enta˜o,
a+ t(b− a) = (1− t)a+ tb ∈ X,∀t ∈ [0, 1].
Usando a desigualdade do Valor Me´dio, obtemos,
‖f(b)− f(a)‖ 6 ‖f ′(a+ t(b− a))‖‖(b− a)‖ 6M‖b− a‖.
1.6 Teorema da func¸a˜o inversa e da func¸a˜o impl´ıcita
Nesta sec¸a˜o, trabalharemos o me´todo das aproximac¸o˜es sucessivas do qual faremos uso para
alcanc¸ar nosso objetivo principal. Para tal, recorreremos as definic¸o˜es de difeomorfismo, difeomor-
fismo local e alguns teoremas importantes. Agora, apresentaremos os teoremas da Func¸a˜o Inversa
e da Func¸a˜o Impl´ıcita, bem como algumas aplicac¸o˜es que os acompanham. Estabeleceremos a
equivaleˆncia dos teoremas mencionados anteriormente e para tal objetivo faremos o uso de todos
os resultados que foram apresentados no trabalho.
1.6.1 Difeomorfismo e difeomorfismo local
Aqui, apresentaremos as definic¸o˜es de difeomorfismo e difeomorfismo local
Definic¸a˜o 1.14. Um homeomorfismo do conjunto X ⊂ Rn sobre o conjunto Y ⊂ Rn e´ uma bijec¸a˜o
cont´ınua, cuja inversa e´ cont´ınua.
Definic¸a˜o 1.15 (Difeomorfismo). Sejam X, Y ⊂ ∈ Rn conjuntos abertos. Um difeomorfismo
f : X −→ V e´ uma bijec¸a˜o diferencia´vel cuja inversa tambe´m e´ diferencia´vel.
Exemplo 1.22. Considere a aplicac¸a˜o f : R −→ R, dada por f(x) = x3. Sabemos que f e´
diferencia´vel. Lembre que f−1(x) = 3
√
x. Temos que f e´ um homeomorfismo diferencia´vel , mas
na˜o e´ um difeomorfismo, pois sua inversa na˜o e´ diferencia´vel no ponto 0, ja´ que o limite
lim
x−→0
f(x)− f(0)
x− 0 = limx−→0
3
√
x− 0
x− 0 = limx−→0
3
√
x
x
= lim
x−→0
1
3
√
x2
na˜o existe.
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Observac¸a˜o 1.6. Pela definic¸a˜o 1.15 temos que todo difeomorfismo e´ um homeomorfismo, ja´ que
toda func¸a˜o diferencia´vel e´ cont´ınua. A rec´ıproca na˜o e´ verdadeira, pois o fato de ser cont´ınua em
um ponto na˜o garante ser diferencia´vel neste ponto.
Definic¸a˜o 1.16. Seja uma f : X −→ R uma func¸a˜o definida no aberto X ⊆ Rm. Dizemos que f e´
de classe Ck e escrevemos f ∈ Ck em que, 1 6 k 6∞, se em cada ponto de X, f possui todas as
derivadas parciais de ordem K e estas sa˜o cont´ınuas em X. Dizemos que f ∈ C∞ se f ∈ Ck, para
todo K ∈ N.
Exemplo 1.23. Seja f : R2 −→ R uma aplicac¸a˜o dada por f(x, y) = exy, temos que
∂f
∂x
(x, y) = yexy,
∂2f
∂x∂x
(x, y) = y2exy,
∂2f
∂x∂x
(x, y) = exy + xyexy = exy(1 + xy).
∂f
∂y
(x, y) = xexy,
∂2f
∂y∂y
(x, y) = x2exy,
∂2f
∂x∂y
(x, y) = exy + +xyexy = exy(1 + xy).
Logo, f ∈ C2. Fazendo essas derivadas de maneira sucessiva, temos a forma clara que f ∈ C∞.
Definic¸a˜o 1.17 (Difeomorfismo Local). Dizemos que uma aplicac¸a˜o diferencia´vel f : X −→
Rm , definida no aberto X ⊂ Rm e´ um Difeomorfismo Local, se para cada x ∈ X, existir um aberto
Vx, e que x ∈ Vx ⊂ X e a restric¸a˜o de f a Vx e´ um Difeomorfismo sobre um aberto Wx ( que conte´m
f(x)). Quando f e´ de classe Ck, dizemos que f e´ um difeomorfismo local de classe Ck.
Observac¸a˜o 1.7. E´ importante sabermos que todo difeomorfismo e´ um difeomorfismo local. Pore´m,
a rec´ıproca na˜o e´ va´lida. Este fato sera´ justificado pelo Teorema da Func¸a˜o Inversa.
Vejamos, agora, como derivar uma composta de func¸o˜es diferencia´veis.
Teorema 1.6.1 (Regra da Cadeia). Sejam X ⊆ Rn, Y ⊆ Rm conjuntos abertos. Sejam f :
X −→ Rm e g : Y −→ Rp diferencia´veis em a ∈ X e b = f(a) ∈ Y , respectivamente, com
f(X) ⊆ Y . Enta˜o
(g ◦ f)′(a) = g′(f(a)) · f ′(a)
Demonstrac¸a˜o. Sabemos que
f(a+ v) = f(a) + f ′(a).v + r(v)
e,
g(b+ w) = g(b) + g′(b).w + s(w),
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onde lim
w−→0
s(w)
‖w‖ = 0 e limv−→0
r(v)
‖v‖ = 0. Com isso,
g(f(a+ v)) = g(f(a) + f ′(a).v + r(v))
Consideremos w = f ′(a).v + r(v). Logo,
g ◦ f(a+ v) = g(f(a+ v))
= g(f(a) + w)
= g(b+ w)
= g(b) + g′(b).w + s(w)
= g(b) + g′(b)[f ′(a).v + r(v)] + s(w)
= g(b) + g′(b) ◦ f ′(a).v + g′(b).r(v) + s(w)
Seja p(v) = g′(f(a))r(v) + s(w). Devemos provar que lim
v−→0
p(v)
‖v‖ = 0. Mas
p(v)
‖v‖ = g
′(f(a)).
r(v)
‖v‖ +
s(w)
‖w‖
‖w‖
‖v‖
Ale´m disso,
‖w‖
‖v‖ e´ limitado quando v e´ suficientemente pequeno. De fato, primeiramente
observe que
v −→ 0⇒ w = f ′(a)v + r(v) = f ′(a)v + r(v)‖v‖ ‖v‖ −→ 0
Pois f ′(a) e´ cont´ınua e lim
v−→0
r(v)
‖v‖ = 0. Logo,
‖w‖
‖v‖ =
‖f ′(a)v + r.(v)‖
‖v‖
=
∥∥∥∥f ′(a). v‖v‖ + r(v)‖v‖
∥∥∥∥
6
∥∥f ′(a)∥∥+ ‖r(v)‖‖v‖ .
Como lim
v−→0
r(v)
‖v‖ = 0, enta˜o
‖w‖
‖v‖ e´ limitado para v suficientemente pequeno. Por fim,
p(v)
‖v‖ = g
′(b).
r(v)
‖v‖ +
s(w)
‖w‖ .
‖w‖
‖v‖ −→ 0
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quando v −→ 0.
Portanto, g ◦ f e´ diferencia´vel em a ∈ X e (g ◦ f)′(a) = g′(b) · f ′(a) = g′(f(a) · f ′(a)).
Exemplo 1.24. Se f : R −→ R2 e´ dada por f(x) = (cosx, senx) e g : R −→ R por g(x) = x2,
temos que f ◦ g : R −→ R2 e´ dada por
f(g(x)) = f(x2) = (cos(x2), sen(x2)).
Da´ı,
(f ◦ g)′(x) = f ′(g(x)).g′(x)
= (−sen(x2), cos(x2))2x
= (−2xsen(x2), 2x cos(x2).)
Corola´rio 1.2. Se f : X −→ Rn , g : X −→ Rp, onde X ⊆ Rn e Y ⊆ Rn sa˜o abertos e f(X) ⊆ Y ,
sa˜o ambas classe Ck , enta˜o g ◦ f : X −→ Rn tambe´m e´ de classe Ck.
Demonstrac¸a˜o. Sabemos que g ◦ f e´ k vezes diferencia´vel e que
(g ◦ f)′ ≡ (g′ ◦ f) ◦ f ′ : X −→ L(Rn,Rp)
Se f, g ∈ C1, enta˜o
(g ◦ f)′ = (g′ ◦ f).f ′ ∈ C0
Logo, f, g ∈ C1. Se f, g ∈ C2, obtemos
(g ◦ f)′ = (g′ ◦ f).f ′ ∈ C1
Portanto, g ◦ f ∈ C2. Por induc¸a˜o, supondo que f, g ∈ Ck, a igualdade acima garante (g ◦ f)′ ∈
Ck−1. Portanto, (g ◦ f)′ ∈ Ck.
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Teorema 1.6.2. Seja X ⊆ Rm e f : X −→ Rn um difeomorfismo local de classe Ck, k > 1, de X
sobre Y = f(X). Enta˜o para cada x ∈ X, a derivada Df(x) : Rm −→ Rm e´ um isomorfismo.
Demonstrac¸a˜o. Pelo enunciado do Teorema, temos que f : X −→ Rm e´ um difeomorfismo local de
X sobre V = f(X), logo para cada x ∈ X, existe aberto Vx contendo x e um aberto Wx, contendo
f(x), tais que, Vx ⊆ X e g = f |Yx : Yx −→ Wx e´ um difeomorfismo. Com g e´ um difeomorfismo,
temos que
g−1 ◦ g = IdVx .
Derivando , obtemos
D(g−1 ◦ g) = D(IdVx).
Usando o Teorema da Regra da Cadeia, segue que
D(g−1)(g(x)) ·D(g(X)) = IdRm ,
pois IdVx e´ linear. Portanto, se v ∈ kerD(g(x)), onde Dg(x) : Rm −→ Rm e´ linear, temos que
Dg(x) · v = 0 e
v = IdRm = D(g
−1)(g(x)) · (D((g(x) · v)) = D(g−1)(g(x)) · 0 = 0.
ja´ que, D(g−1)(g(x)) e´ linear. Logo, temos que v = 0 e , pelo Teorema do Nu´cleo e da Imagem,
segue que D((g(x)) = D(f |Yx)(x) = Df(x) : Rm −→ Rm e´ um isomorfismo.
Faremos agora um exemplo que ilustra o Teorema acima.
Exemplo 1.25. Dada a aplicac¸a˜o f : R −→ (0,∞), definida por f(x) = ex, temos que f e´ um
difeomorfismo de classe C∞ . Logo f e´ um difeomorfismo local de classe C∞, em queDf(x) : R −→
R e´ dada por Df(x) · λ = λ f ′(x) = λex. Sabemos que Df(x) e´ linear,mas mostraremos este fato
na pra´tica. Veja que
Df(x)(λ1 + λ2) = (λ1 + λ2)e
x = λ1e
x + λ2e
x = Df(x) · λ1 +Df(x) · λ2
Ale´m disso,
Df(x) · αλ = (αλ)ex = αDf(x) · λ
Agora, vamos provar que Df(x) e´ um isomorfismo. Com efeito, se λ ∈ kerDf(x), enta˜o
Df(x) · λ = 0, isto e´, λex = 0. Como ex 6= 0, segue que λ = 0. Utilizando o Teorema do Nu´cleo e
da Imagem, temos que Df(x) : R −→ R e´ um isomorfismo.
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Teorema 1.6.3. Todo difeomorfismo local f : X −→ Rm e´ um aplicac¸a˜o aberta, isto e´, transforma
cada abeto Y ⊆ X num aberto f(X) ⊆ Rm.
Demonstrac¸a˜o. Seja Y ⊆ X um aberto. Fixe x ∈X. Se Y ⊆ Yx , onde Yx ⊆ X e´ um aberto contendo
x e f : Yx −→ f(Yx) e´ um difeomorfismo, enta˜o f(Yx) e´ aberto, pois f e´ um homeomorfismo sobre
Yx. Em geral
Y = Xx∈X(Yx ∩ Y )
Portanto, f(Y ) = Xx∈X . Mas Yx ∩ Y ⊆ Yx e´ um aberto, logo, pelo que foi feito anteriormente
f(Yx ∩ Y ) e´ aberto em Rm. Portanto f(Y ) e´ aberto em Rm como unia˜o arbitra´ria de abertos.
Contrac¸a˜o
E´ importante definirmos contrac¸o˜es, pois esse resultado e´ primordial para demonstrarmos alguns
resultados que esta˜o inteiramente relacionados com o Teorema da Func¸a˜o Inversa.
Definic¸a˜o 1.18. Seja X ⊆ Rm. Uma aplicac¸a˜o f : X ⊂ Rm → Rn chama-se uma λ-contrac¸a˜o
quando existe 0 ≤ λ < 1 tal que
‖f(x)− f(y)‖ ‖x‖Rm ≤ λ‖x− y‖ ‖f(x)‖Rm, para todo x, y ∈ X.
Exemplo 1.26. Considere uma aplicac¸a˜o f : R → R definida por f(x) = 1
2
x +
√
2. E´ fa´cil ver
que essa func¸a˜o e´ uma 12 -contrac¸a˜o. Com efeito,
‖f(x)− f(y)‖ =
∥∥∥∥12x+√2−
(
1
2
y +
√
2
)∥∥∥∥
=
∥∥∥∥12(x− y)
∥∥∥∥
=
1
2
‖x− y‖, para todo x, y ∈ Rm.
Observac¸a˜o 1.8. Por definic¸a˜o, toda λ-contrac¸a˜o e´ uma func¸a˜o func¸a˜o Lipschitziana. Como
toda func¸a˜o Lipschitziana e´ uniformemente cont´ınua, segue que toda λ-contrac¸a˜o e´ uniformemente
cont´ınua.
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Ponto fixo
Nesta subsec¸a˜o, daremos nome aos pontos que sa˜o mantidos pela lei de transformac¸a˜o de uma
func¸a˜o. Estes sera˜o denominados pontos fixos. Mais precisamente,
Definic¸a˜o 1.19. Um ponto fixo de uma aplicac¸a˜o f : X ⊆ Rm → Rm e´ um ponto x ∈ X tal que
f(x) = x.
Exemplo 1.27. Seja f : R2 → R2 uma aplicac¸a˜o definida por
f(x, y) =
(
sen(x),
pi
2
− cos(y)
)
.
O ponto
(
0,
pi
2
)
e´ um ponto fixo de f , pois,
f
(
0,
pi
2
)
=
(
sen(0),
pi
2
− cos
(pi
2
))
=
(
0,
pi
2
− 0
)
=
(
0,
pi
2
)
.
Por outro lado, e´ fa´cil ver que (0, pi) na˜o e´ ponto fixo de f , ja´ que,
f (0, pi) =
(
sen(0),
pi
2
− cos (pi)
)
=
(
0,
pi
2
+ 1
)
=
(
0,
pi + 2
2
)
.
1.6.2 Aproximac¸o˜es sucessivas
A seguir demonstraremos o Teorema do Ponto Fixo para Contrac¸o˜es que tem uma importaˆncia
significativa para o Teorema da Func¸a˜o Inversa. O me´todo que apresentaremos a seguir e´ conhecido
como Me´todo das Aproximac¸o˜es Sucessivas.
Teorema 1.6.4. (Teorema do Ponto Fixo para Contrac¸o˜es): Sejam F ⊆ Rm um conjunto fechado
e f : F → F uma λ-contrac¸a˜o. Dado x0 ∈ F , a sequeˆncia
x1 = f(x0), · · · , xk+1 = f(xk), · · · ,
converge para um ponto a ∈ F , e este e´ o u´nico ponto fixo de f .
Demonstrac¸a˜o. Como f : F → F e´ uma λ-contrac¸a˜o, enta˜o existe λ ∈ (0, 1) tal que
‖f(x)− f(y)‖ ≤ λ‖x− y‖, para todo x, y ∈ F.
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Portanto,
‖xk+1 − xk‖ = ‖f(xk)− f(xk−1)‖
≤ λ‖xk − xk−1‖
= λ‖f(xk−1)− f(xk−2)‖
≤ λ2‖xk−1 − xk−2‖
= λ2‖f(xk−2)− f(xk−3)‖.
Prosseguindo este processo, chegamos a
‖xk+1 − xk)‖ ≤ λk‖x1 − x0‖.
Assim segue, da desigualdade triangular,que
‖xk+p − xk)‖ = ‖xk+p − xk+p−1 + xk+p−1 − xk+p−2 + xk+p−2 − xk+1 + xk+1 − xk‖
≤ ‖xk+p − xk+p−1‖+ ‖xk+p−1 − xk+p−2‖+ · · ·+ ‖xk+1 − xk‖
≤ λk+p−1‖x1 − x0‖+ λk+p−2‖x1 − x0‖+ · · ·+ λk‖x1 − x0‖
=
p−1∑
i=0
λk+i‖x1 − x0‖
= ‖x1 − x0‖
p−1∑
i=0
λk+i
≤ λ
k
1− λ‖x1 − x0‖,
pois,
p−1∑
i=0
λk+i =
p−1∑
i=0
λk.λi = λk
p−1∑
i=0
λi ≤ λk
∞∑
i=0
λi = λk
1
1− λ =
λk
1− λ.
E´ importante destacar que 1 − λ > 0 e ∑∞i=0 λi e´ uma se´rie geome´trica. Como λ ∈ (0, 1), enta˜o
‖xk+p − xk‖ −→ 0, quando p −→∞. Assim (xk) e´ uma sequeˆncia de Cauchy em Rm. Como Rm e´
completo, enta˜o existe a ∈ Rm tal que lim
k−→∞
xk = a. Mas F e´ fechado e (xk) ⊆ F , enta˜o a ∈ F .
Vamos provar agora que a e´ o ponto fixo de f . Como f e´ uma λ-contrac¸a˜o enta˜o f e´ uniformemente
cont´ınua, logo
a = lim
k−→∞
xk+1 = lim
k−→∞
f(xk) = f(a),
ou seja, f(a) = a, da´ı a e´ ponto fixo de f . Vamos provar que a e´ o u´nico ponto fixo de f . Seja b
um ponto fixo de f , enta˜o b = f(b), logo
‖b− a‖ = ‖f(b)− f(a)‖ ≤ λ‖b− a‖,
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pois f e´ uma λ-contrac¸a˜o. Desse modo,
‖b− a‖ − λ‖b− a‖ ≤ 0 =⇒ ‖b− a‖(1− λ) ≤ 0.
Como (1− λ) > 0, temos que ‖b− a‖ = 0 =⇒ a = b. Ou seja, a e´ o u´nico ponto fixo de f .
Lema 1.1. Seja f : X → Rn uma λ-contrac¸a˜o. Se X conte´m a bola fechada Br[a] tal que
‖f(a)− a‖ ≤ (1− λ)r,
enta˜o f admite um ponto fixo em Br[a].
Demonstrac¸a˜o. Vamos provar que, f(Br[a]) ⊆ Br[a]. De fato, seja y ∈ f(Br[a]) enta˜o y = f(x),
onde x ∈ Br[a]. Da´ı,
‖y − a‖ = ‖f(x)− a‖
= ‖f(x)− f(a) + f(a)− a‖
≤ ‖f/(x)− f(a)‖+ ‖f(a)− a‖
≤ λ‖x− a‖+ (1− λ)r,
pois f e´ uma λ-contrac¸a˜o e ‖f(a) − a‖ ≤ (1 − λ)r. Portanto ‖y − a‖ ≤ r, da´ı y ∈ (Br[a]), logo
f(Br[a]) ⊆ Br[a]. Segue que f |Br[a] : Br[a] −→ Br[a]. Como Br[a] e´ fechado segue pelo Teorema
do Ponto Fixo para Contrac¸o˜es que f admite um ponto fixo em Br[a].
1.6.3 Pertubac¸a˜o da identidade
Demonstraremos, nessa subsec¸a˜o, o Teorema da Pertubac¸a˜o da Identidade, e para que tal fato
seja finalizado utilizaremos o Lema 1.1 juntamente com as definic¸o˜es de λ-contrac¸a˜o, homeomor-
fismo e conjuntos abertos.
Teorema 1.6.5. Seja ϕ : X ⊆ Rm → Rm uma λ-contrac¸a˜o definida no aberto X. A aplicac¸a˜o
f : X → Rm dada por f(x) = x+ϕ(x) e´ um homeomorfismo de X sobre o conjunto aberto f(X) ⊆
Rm. Ale´m disso, se X= Rm, tem-se que f(X)= Rm.
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Demonstrac¸a˜o. Primeiramente provaremos que f e´ bijetiva sobre f(U). De fato,
‖f(x)− f(y)‖ = ‖x+ ϕ(x)− (y + ϕ(y))‖
= ‖x− y + ϕ(x)− ϕ(y)‖
≥ ‖x− y‖ − ‖ϕ(x)− ϕ(y)‖
.
Como ϕ e´ uma λ-contrac¸a˜o, segue que
‖f(x)− f(y)‖ ≥ ‖x− y‖ − λ‖x− y‖ = (1− λ)‖x− y‖, para todo x, y ∈ U.
Assim se x 6= y temos que,
‖f(x)− f(y)‖ ≥ (1− λ)‖x− y‖ > 0.
Logo f(x) 6= f(y). Portanto f e´ injetiva. Ou seja, f e´ uma bijec¸a˜o sobre f(X). Agora vamos
verificar que f e´ um homeomorfismo. Veja que,
‖f−1(w)− f−1(z)‖ ≤ 1
1− λ‖w − z‖, para todo w, z ∈ f(X).
Por conseguinte f−1 : f(X) −→ X e´ cont´ınua. Como ϕ e´ uma λ-contrac¸a˜o (logo, uniformemente
cont´ınua), enta˜o f : X −→ f(X) e´ uma aplicac¸a˜o cont´ınua, pois, f e´ a soma de func¸o˜es cont´ınuas.
Portanto como f e´ uma bijec¸a˜o cont´ınua e sua inversa, f−1, tambe´m e´ cont´ınua, segue que f e´ um
homeomorfismo. Vamos provar agora que f(X) e´ aberto. Tomemos b ∈ f(X), devemos mostrar
que existe s > 0 tal que Bs(b) ⊆ f(X). Mas, existe a ∈ X tal que b = f(a) = a+ ϕ(a). Como X e´
aberto, enta˜o existe r > 0 tal que Br[a] ⊆ X. Vamos definir ξy : Br[a]→ Rm, onde y ∈ Rm e´ fixo,
por ξy(x) = y − ϕ(x), para todo x ∈ Br[a]. Enta˜o
ξy(x) = x⇔ x = y − ϕ(x)⇔ x+ ϕ(x) = y ⇔ f(x) = y, x ∈ Br[a].
E´ fa´cil ver que, ξy e´ λ-contrac¸a˜o. De fato,
‖ξy(x)− ξy(x′)‖ = ‖y − ϕ(x)− (y − ϕ(x′))‖
= ‖ϕ(x)− ϕ(x′)‖
≤ λ‖x− x′‖, para todo x ∈ Br[a],
pois ϕ e´ uma λ-contrac¸a˜o. Seja y ∈ B(1−λ)r[b], enta˜o
‖ξy(a)− a‖ = ‖y − ϕ(a)− a‖
= ‖y − (ϕ(a) + a)
= ‖y − b‖
≤ (1− λ)r,
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pois, y ∈ B(1−λ)r[b]. Logo, pelo Lema 1.1, ξy tem um ponto fixo em Br[a]. Ou seja, ξy(x) =
xse, esomentese, f(x) = y, x ∈ Br[a]. Da´ı B(1−λ)r[b] ⊆ f(Br[a]) ⊆ f(X), pois, Br[a] ⊆ X. Seja
s = (1− λ)r
2
, enta˜o Bs(b) ⊆ f(U).
Ou seja, f(X) e´ aberto.
Agora provaremos que se X = Rm, enta˜o f(X) = Rm. Sabemos que f(X) e´ aberto, enta˜o basta
mostrar que f(X) e´ fechado. Seja (yk) ⊆ f(X) uma sequeˆncia tal que yk −→ y ∈ Rm, enta˜o existe
(xk) ⊆ X = Rm tal que f(xk) = yk e vimos que
‖yk − ym‖ = ‖f(xk)− f(xm)‖ ≥ (1− λ)‖xk − xm‖,
com (1−λ) > 0. Como (yk) e´ convergente, (logo, de Cauchy) enta˜o (xk) e´ de Cauchy em X = Rm,
que e´ um conjunto completo. Logo ∃ x ∈ X = Rm tal que xk −→ x. Como f e´ cont´ınua em
X = Rm, enta˜o yk = f(xk) −→ f(x). Logo y = f(x) ∈ f(X). Portanto f(X) e´ fechado. Dessa
forma f(X) = Rm, ja´ que Rm e´ conexo e f(X) 6= ∅.
1.6.4 Pertubac¸a˜o de um isomorfismo
Utilizaremos o Teorema da Pertubac¸a˜o da Identidade bem como as definic¸o˜es de aplicac¸a˜o linear
e λ-contrac¸a˜o para demonstrarmos o Teorema da Pertubac¸a˜o de um Isomorfismo.
Corola´rio 1.3. Sejam X ⊆ Rm um aberto e f : X → Rm uma aplicac¸a˜o definida por f(x) =
Tx+ ϕ(x), onde T : Rm → Rm e´ uma aplicac¸a˜o linear invert´ıvel e ϕ : X → Rm satisfaz
‖ϕ(x)− ϕ(y)‖ ≤ λ‖x− y‖, para todo x, y ∈ X,
com λ‖T−1‖ < 1. Enta˜o f e´ um homeomorfismo de X sobre o conjunto aberto f(X) ⊆ Rm. Se
X = Rm, tem-se f(X) = Rm.
Demonstrac¸a˜o. Defina g : X → Rm por g(x) = T−1 ◦ ϕ(x), para todox ∈ X. Afirmamos que g e´
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uma λ‖T−1‖-contrac¸a˜o. De fato,
‖g(x)− g(y)‖ = ‖T−1 ◦ ϕ(x)− T−1 ◦ ϕ(y)‖
= ‖T−1(ϕ(x)− ϕ(y))‖
≤ ‖T−1‖‖ϕ(x)− ϕ(y)‖
≤ λ‖T−1‖‖x− y‖, para todo x, y ∈ X,
pois, ϕ e´ uma λ-contrac¸a˜o e T e´ linear invert´ıvel. Por outro lado, obtemos
T−1 ◦ f(x) = T−1(Tx+ ϕ(x)) = T−1 ◦ Tx+ T−1 ◦ ϕ(x) = x+ g(x), para todox ∈ X.
Assim, pelo Teorema da Pertubac¸a˜o de Identidade, T−1 ◦ f e´ um homeomorfismo de X sobre
T−1f(X). Logo, f = T ◦ (T−1f) : X → Rm e´ um homeomorfismo de X sobre f(X), pois T e´ um
homeomorfismo (ja´ que T e´ linear). Se X = Rm, enta˜o pelo Teorema da Pertubac¸a˜o da Identidade
T−1 ◦ f(X) = Rm. Portanto, f(X) = T ◦ T−1 ◦ f(X) = T (Rm)= Rm.
1.6.5 Diferenciabilidade do homeomorfismo inverso
Estudaremos quando um homeomorfismo diferencia´vel tem inversa diferencia´vel. Neste caso,
existe uma relac¸a˜o entre derivadas da func¸a˜o e sua inversa.
Lema 1.2. Seja f : X → Y um homeomorfismo entre abertos X,Y ⊆ Rm. Se f e´ diferencia´vel
num ponto a ∈ X e a derivada Df(a) : Rm → Rm e´ um isomorfismo, enta˜o o homeomorfismo
inverso f−1 : Y → X e´ diferencia´vel no ponto b = f(a).
Demonstrac¸a˜o. Denotaremos por g a aplicac¸a˜o f−1. O u´nico candidato para Dg(b) e´ Df(a)−1.
Assim, tomemos,
g(b+ w)− g(b) = Df(a)−1.w + s(w), w ∈ Rm.
Vamos mostrar que, lim
w−→0
s(w)
‖w‖ = 0. Seja v = g(b− w)− g(b). Enta˜o,
f(a+ v)− f(a) = f(a+ g(b+ w)− g(b))− b = f(g(b− w))− b = b+ w − b = w,
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onde f(a) = b e g(b) = a. Como f e´ um homeomorfismo, enta˜o, w = [f(a + v) − f(a)] −→ 0 se
v −→ 0. Reciprocamente, v = [g(b+w)− g(b)] −→ 0 se w −→ 0. Assim v −→ 0⇔ w −→ 0. Como
f e´ diferencia´vel em a, enta˜o
w = f(a+ v)− f(a) = Df(a).v + r(v), onde lim
v−→0
r(v)
‖v‖ = 0.
Logo,
v = g(b+ w)− g(b)
= Df(a)−1.w + s(w)
= Df(a)−1.(Df(a).v + r(v)) + s(w)
= v +Df(a)−1.r(v) + s(w).
Da´ı, s(w) = −Df(a)−1.r(v)⇒ s(w)‖w‖ = −Df(a)
−1.
s(w)
‖w‖ . Como Df(a) e´ isomorfismo, enta˜o
‖v‖ = ‖Df(a)−1 ◦Df(a).v‖ ≤ ‖Df(a)−1‖‖Df(a).v‖ para todo v ∈ Rm.
Seja c =
1
2‖Df(a)−1‖ , enta˜o, ‖Df(a).v‖ ≥ 2c‖v‖, para todo v ∈ R
m. Como lim
v−→0
r(v)
‖v‖ = 0, enta˜o
existe δ > 0 tal que, ‖v‖ < δ ⇒ ‖r(v)‖ < c‖v‖. Logo,
‖w‖ = ‖f(a+ v)− f(a)‖
= ‖Df(a).v + r(v)‖
≥ |Df(a).v‖ − ‖r(v)‖
≥ 2c‖v‖ − c‖v‖
= c‖v‖, se ‖v‖ < δ.
Ou seja,
‖v‖
‖w‖ ≤
1
c
, se ‖v‖ < δ. Da´ı, lim
w−→0
r(v)
‖v‖ .
‖v‖
‖w‖ = 0, pois,
r(v)
‖v‖ −→ 0 e
‖v‖
‖w‖ e´ limitado. Portanto,
lim
w−→0
s(w)
‖w‖ = − limw−→0Df(a)
−1
(
r(v)
‖w‖
)
= − lim
w−→0
Df(a)−1
(
r(v)
‖v‖
)( ‖v‖
‖w‖
)
= 0.
Ou seja, g = f−1 e´ diferencia´vel em b = f(a) e D(f−1(b)) = Df(a)−1.
1.6.6 Teorema da Func¸a˜o Inversa
Este teorema trata da possibilidade de inverter uma func¸a˜o, mesmo que localmente. Ale´m disso,
fala sobre a perturbac¸a˜o do isomorfismo e da diferenciabilidade de um homeomorfismo inverso.
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A seguir, enunciaremos e demonstraremos esse Teorema para que atrave´s do mesmo, possamos
estabelecer uma relac¸a˜o com o Teorema da Func¸a˜o Impl´ıcita.
Teorema 1.6.6. Sejam X∩ Rm um aberto e f : X −→ Rm de classe Ck(k ≥ 1) tal que Df(x0):
Rm −→ Rm e´ um isomorfismo, onde x0 ∈ X. Enta˜o f e´ um difeomorfismo de classe Ck de uma
vizinhanc¸a V de x0 sobre uma vizinhanc¸a W de f(x0).
Demonstrac¸a˜o. Para simplificar a notac¸a˜o, suponhamos x0 = f(x0) = 0 (o resultado geral se obte´m
por translac¸a˜o). Como f ∈ Ck(k ≥ 1), temos
f(x) = f(x)− f(0) = Df(0).x+ r(x),
onde limx→0
r(x)
‖x‖ = 0 Portanto, r(x) = f(x)−Df(0)x e´ de classe Ck, pois f e´ de classe Ck e Df(0)
e´ linear. Ale´m disso,
Dr(0) = Df(0)−Df(0) = 0.
Seja λ tal que 0 < λ <
1
‖Df−1(0)‖ (Df(0) e´ um isomorfismo). Como r ∈ C
k , enta˜o Dr : X −→
L(Rm) e´ cont´ınua e assim,
lim
x→0
Dr(x) = Dr(0) = 0.
Com isso, existe δ > 0 tal que ‖x‖ < δ enta˜o ‖Dr(x)‖ < λ. Isto e´, existe V = Bδ(0) vizinhanc¸a de
x0 = 0 tal que,
‖Dr(x)‖ < λ, para todo x ∈ Y.
Pela Desigualdade do Valor me´dio, temos que
‖r(x)− r(y)‖ 6 λ‖x− y‖, para todo x, y ∈ Y (convexo).
Pelo Corola´rio da perturbac¸a˜o do Isomorfismo, f |Y e´ um homeomorfismo de Y sobre um aberto
W que conte´m f(x0). Como f ∈ Ck, enta˜o Df : X −→ L(Rm) e´ cont´ınua. Ale´m disso, Df(x0)
e´ um isomorfismo, isto e´ [Df(x0)] e´ uma matriz invert´ıvel. Portanto, diminuindo V se necessa´rio,
[Df(x)] e´ invert´ıvel (basta usar a continuidade do determinante), ou seja, Df(x) e´ um isomorfismo,
para todo x ∈ Y . Pelo lema da Diferenciabilidade do Homeomorfismo Inverso, segue que g = f−1 :
W −→ Y e´ diferencia´vel em y = f(x) e Dg(y) = Df−1. Em particular, f |Y : Y −→ W e´ um
difeomorfismo.
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Vamos agora mostrar que, g ∈ Ck. Note que Dg = i ◦ Df ◦ g, onde i(x) = x−1 e´ de classe
C∞. Como f ∈ C1 e i,Df, g sa˜o cont´ınuas, enta˜o Dg e´ cont´ınua, isto e´, g ∈ C1. Se f ∈ C1 enta˜o
i,Df, g ∈ C1, logo Dg ∈ C1, isto e´, g ∈ C2. Logo o resultado segue.
Exemplo 1.28. Seja f : R2 −→ R2 dada por f(x, y) = (ex cos y, exsen y). Da´ı, a matriz Jacobiana
e´ dada por
[Df(x, y)] =
(
ex cos y −exsen y
exsen y ex cos y
)
. e, portanto, det[Df(x, y)] = e2x 6= 0, para todo (x, y) ∈ R2. Logo, Df(x, y) e´ um isomorfismo
para cada (x, y) ∈ R2. Pelo Teorema da func¸a˜o Inversa, f e´ um difeomorfismo local, em particular,
vimos que f na˜o e´ um difeomorfismo. Isso justifica que nem sempre um difeomorfismo local e´ um
difeomorfismo.
Exemplo 1.29. Lembre que uma matriz X e´ uma raiz quadrada de uma matriz Y quando X2 = Y .
Vamos utilizar o Teorema da Func¸a˜o Inversa para provar que, pro´ximo da identidade, toda matriz
tem uma raiz quadrada. Seja f : Mn (R) −→ Mn(R) dada por f(X) = X2, onde Mn(R) e´ o
conjunto das matrizes reais n× n. Assim,
f(I) = I2 = I, f ∈ C2 e Df(X)H = XH +HX.
Em particular,
Df(I)H = 2H,∀H ∈Mn(R).
Logo, Df(I) = 2I e´ um isomorfismo. Portanto, pelo Teorema da Func¸a˜o Inversa, existe uma
vizinhanc¸a V de I tal que f : V −→ f(V ) e´ um difeomorfismo de classe C1. Logo, para todo
I ∈ f(V ), existe um u´nico x ∈ V tal que f(X) = Y .
Isto e´, X2 = Y . Portanto, X e´ uma raiz quadrada de Y ∈ f(V ) (aberto contendo I = f(I)).
A seguir, provaremos que o Teorema da Func¸a˜o Inversa implica o Teorema da Func¸a˜o Impl´ıcita.
1.6.7 Teorema da func¸a˜o impl´ıcita
Teorema 1.6.7. Sejam X ⊆ Rm+n um aberto e f : X −→ Rn uma aplicac¸a˜o de classe Ck (k > 1).
Suponha que Rm+n = E ⊕ F e´ uma decomposic¸a˜o em soma direta tal que ∂2f(z0) : X −→ Rn e´
um isomorfismo, onde z0 = (x0, y0) ∈ X. Seja c = f(z0) ∈ Rn. Enta˜o, existem abertos V ⊂ E
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contendo x0 e Z ⊂ X contendo y0 com a seguinte propriedade: Para cada x ∈ V ha´ um u´nico
ξ(x) ∈ F tal que (x, ξ(x)) ∈ Z e (F (x), ξ(x)) = c. A aplicac¸a˜o ξ : V −→ F assim definida e´ de
classe Ck e sua derivada e´ dada por
Dξ(x) = −[∂2f(x, ξ(x))]−1 ◦ ∂1f(x, ξ(x)), para todo x ∈ V
Demonstrac¸a˜o. Defina φ : U −→ E× Rn por φ(x, y) = (x, f(x, y)). Note que φ ∈ Ck, pois f ∈ Ck.
Logo, φ e´ diferencia´vel e
D∅(z0)(h, k) = (h, ∂1f(x0, y0)h+ ∂2f(x0, y0)k), para todo (h, k) ∈ Rm+n
Como ∂2f(z0) : F −→ Rn e´ um isomorfismo, enta˜o a dimF = n. Mas Rm+n = E ⊕ F , logo,
dimE = m. Da´ı, Dφ(z0) : Rm+n −→ Rm+n e´ um isomorfismo se,
kerDφ(z0) = {0}.
Se Dφ(z0)(h, k) = (0, 0), enta˜o,
(h, ∂1f(z0)h+ ∂2f(z0)k) = (0, 0).
Logo, h = 0 e ∂2f(z0)k = 0. Como ∂2f(z0) e´ um isomorfismo, enta˜o k = 0. Portanto, (h, k) = (0, 0)
, isto e´, ∂2f(z0) e´ um isomorfismo. Pelo Teorema da Func¸a˜o Inversa, φ e´ um difeomorfismo de classe
Ck de uma vizinhanc¸a z0 em uma vizinhanc¸a de (x0, c). Esta u´ltima pode ser escolhida da forma
V ×W , onde V e´ um aberto contendo E, contendo x0 e W e´ um aberto de Rn contendo f(z0) = c.
Sejam Z = φ−1(V ×W ) e h = φ−1(V ×W −→ Z. Observe que z0 ∈ Z e´ um aberto contendo X.
Afirmamos que,
f ◦ h(x,w) = w, para todo (x,w) ∈ V ×W.
Ou seja, f e´ localmente uma projec¸a˜o. De fato,
φ(x, y) = (x, f(x, y))
Portanto, h(x,w) = (x, h2(x,w)). Logo,
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(x,w) = φ ◦ h(x,w)
= φ(x, h2(x,w))
= (x, f(x, h2(x,w)))
= (x, f ◦ h(x,w)), para todo ∈ V ×W.
Da´ı segue que,
f ◦ h(x,w)), para todo ∈ V ×W.
Ale´m disso, ξ = h2(., c) : V −→ F . Como h = φ−1 e´ de classe Ck, enta˜o ξ ∈ Ck. Ale´m disso,
(x, ξ(x)) = f(x, h2(x, c)) = f ◦ h(x, c) = c, para todo x ∈ V
Agora, vamos provar a unicidade de ξ(x). Seja (x, y) ∈ Z tal que f(x, y) = c, enta˜o
(x, y) = h ◦ ξ(x, y)
= (x, h2(x, f(x, y)))
= (x, h2(x, c))
= (x, ξ(x)), para todo xi ∈ Y
Assim, y = ξ(x). Derivando f(x, ξ(x)) = c, obtemos
∂1f(x, ξ(x)) + ∂2f(x, ξ(x)) ◦Dξ(x) = 0⇒ Dξ(x) = −[∂2f(x, ξ(x))]−1 ◦ ∂1f(x, ξ(x)).
1.6.8 Equivaleˆncia entre o teorema da func¸a˜o inversa e a func¸a˜o impl´ıcita
Suponhamos que o Teorema de Func¸a˜o Impl´ıcita seja va´lido, vamos provar, a partir deste, que o
Teorema da Func¸a˜o Inversa e´ verdadeiro. Assim, como ja´ provamos a rec´ıproca, estes dois Teoremas
sa˜o equivalentes.
Demonstrac¸a˜o. De fato, suponhamos que f ∈ X ⊂ Rm −→ Rm seja uma aplicac¸a˜o de classe
Ck(k > 1) onde X ⊆ Rm e´ um aberto e seja Df(x0) : Rm −→ Rm um isomorfismo, para algum x0
em X. Defina F : Rm × X −→ Rn, por
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F (x, y) = f(y)− x.
Logo, F e´ de classe Ck, pois, f ∈ Ck . Note que, se F (x0) = y0, enta˜o
F (x0, y0) = f(x0)− y0 = y0 − y0 = 0.
Ale´m disso, ∂2F (y0, x0) = Df(x0) : Rm −→ Rm e´ um isomorfismo. Assim, pelo Teorema da Func¸a˜o
Impl´ıcita, existe uma vizinhanc¸a V de y0 tal que para cada x ∈ V , existe um u´nico ξ : V −→ Rm
∈ Ck tal que
ξ(y0) = x0 e F (x, ξ(x)) = F (x0, y0) = 0.
Ale´m disso,
Dξ(x) = −[∂2f(x, ξ(x))]−1 ◦ ∂1f(x, ξ(x), para todo x ∈ V.
Portanto,
f(ξ(x))− x = F (x, ξ(x)) = 0 para todo x ∈ V.
Tambe´m temos que,
Dξ(x) = −[∂2f(x, ξ(x))]−1 ◦ Idv = [Df(x, ξ(x))]−1 ◦ Idv, para todo x ∈ V
. Em particular,
Dξ(y0) = [Df(ξ(y0))]
−1 ◦ Idv = Df(x0)−1 ◦ Idv.
Por conseguinte, Dξ(x) e´ um isomorfismo pois Df(x0) o e´ . Analogamente, aplicando o processo
para ξ , e temos que existe ϕ ∈ Ck tal que
ξ ◦ ϕ(x) = x, para todo x ∈W,
onde W e´ uma vizinhanc¸a de ξ(y0) = x0. Mas,
ϕ = Idv ◦ ϕ = (f ◦ ξ) ◦ ϕ = f ◦ (ξ ◦ ϕ) = f ◦ Idv = f ∈W.
Logo,
ξ ◦ f = Idwef ◦ ξ = Idv.
Portanto, f e´ um difeomorfismo de uma vizinhanc¸a W de x0 a uma vizinhanc¸a V de y0 =
f(x0).
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Exemplo 1.30. Seja f : Mn(R)×Mn(R) −→Mn(R) dada por
f(X,Y ) = X2 − Y, para todo (X,Y ) ∈Mn(R)×Mn(R),
Assim, com esta aplicac¸a˜o, podemos provar que pro´ximo a identidade qualquer matriz tem uma raiz
quadrada, desta vez utilizaremos o Teorema da Func¸a˜o Impl´ıcita . Com efeito
f ∈ C1, f(I, I) = I2 − I = 0 e ∂1f(X,Y )H = XH +HX.
Logo,
∂1f(I, I)H = 2H, para todo H ∈Mn(R).
Da´ı, ∂1f(I, I) e´ um isomorfismo. Assim, pelo Teorema da Func¸a˜o Impl´ıcita , existe uma vizi-
nhanc¸a V de I tal que para cada Y ∈ V, existe um u´nico φ: V −→Mn(R) ∈ C1 satisfazendo
φ(I) = I e f(φ(Y ), Y ) = f(I, I) = 0.
Com isso,
φ(Y )2 − Y = 0, para todo Y ∈ V,
e, portanto,
φ(Y )2 = Y,∀ Y ∈ V.
Ou seja, Y possui uma raiz quadrada em V.
1.7 Derivadas parciais de ordem superior
Vimos na sec¸a˜o 1.5.1, como
∂f
∂x
e
∂f
∂y
sa˜o func¸o˜es, sendo z = f(x, y) uma func¸a˜o de duas
va´riaveis que e´ o estudo das derivadas parciais de 1a ordem e que tal conceito pode ser estendido.
Da mesma forma, podemos agora definir as derivadas parciais das func¸o˜es
∂f
∂x
e
∂f
∂y
, obtendo
quatro novas func¸o˜es que sa˜o chamadas derivadas parciais de segunda odem de f, a saber:
a)
fxx(x, y) =
∂2f
∂x2
(x, y) =
∂
∂x
(
∂f
∂x
)
(x, y) = lim
4x→0
∂f
∂x
(x+4x, y)− ∂f
∂x
(x, y)
4x ,
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b)
fxy(x, y) =
∂2f
∂y∂x
(x, y) =
∂
∂y
(
∂f
∂x
)
(x, y) = lim
4y→0
∂f
∂x
(x, y +4y)− ∂f
∂x
(x, y)
4y ,
c)
fyx(x, y) =
∂2f
∂x∂y
(x, y) =
∂
∂x
(
∂f
∂x
)
(x, y) = lim
4x→0
∂f
∂x
(x+4x, y)− ∂f
∂x
(x, y)
4x ,
d)
fyy(x, y) =
∂2f
∂y2
(x, y) =
∂
∂y
(
∂f
∂y
)
(x, y) = lim
4y→0
∂f
∂y
(x, y +4y)− ∂f
∂y
(x, y)
4y
se tais limites existirem.
As definic¸o˜es das derivadas parciais de segunda ordem de func¸o˜es de treˆs varia´veis sa˜o ana´logas.
Exemplo 1.31. Calcule todas as deriavadas parciais de segunda ordem da func¸a˜o f(x, y) = xy −
ex cos y.
Soluc¸a˜o:
As derivadas parciais de primeira ordem sa˜o:
∂f
∂x
(x, y) = y − ex cos y e ∂f
∂y
(x, y) = x+ exsen y.
Derivando estas func¸o˜es em relac¸a˜o a x e y, obtemos:
∂2f
∂x2
(x, y) = −ex cos y, e ∂
2f
∂y∂x
(x, y) = 1 + exsen y,
∂2f
∂y2
(x, y) = ex cos y, e
∂2f
∂x∂y
(x, y) = 1 + exsen y.
Note que, no exemplo A.19, as derivadas parcias mistas
∂2f
∂y∂x
e
∂2f
∂x∂y
sa˜o iguais. O teorema a
seguir nos da´ uma condic¸a˜o que garante a igualdade das derivadas parcias mistas.
Observac¸a˜o 1.9. Se as derivadas parciais de segunda ordem de f sa˜o cont´ınuas, dizemos que f e´
de classe C2.
Vamos provar o teorema a seguir para func¸o˜es de duas va´riaveis, mas a demonstrac¸a˜o pode ser
adaptada para func¸o˜es de va´rias varia´veis.
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Teorema 1.7.1. (Teorema de Schwarz)
Se f : X ⊂ R2 −→ R e´ duas vezes diferencia´vel (ou classe C2) no ponto (x0, y0) ∈ X, enta˜o:
∂2f
∂x∂y
(x0, y0) =
∂2f
∂y∂x
(x0, y0). (1.10)
Demonstrac¸a˜o. Tomemos um ponto (x0, y0) no domı´nio de f . Considere 4x e 4y o incremento da
func¸a˜o
g(x) = f(x, y0 +4y)− f(x, y0).
Veja que
g(x0 +4x)− g(x0) = f(x0 +4x, y0 +4y)− f(x0, y0 +4y)− f(x0, y0 +4y) + f(x0, y0). (1.11)
Aplicando o teorema do valor me´dio para func¸o˜es de uma varia´vel ?? a` func¸a˜o g, obtemos que
g(x0 +4x)− g(x0) = f(x0 +4x, y0 +4y)− f(x0 +4x, y0)− f(x0, y0 +4y) + f(x0, y0)
= [f(x0 +4x, y0 +4y)− f(x0, y0 +4y)]− [f(x0 +4x, y0)− f(x0, y0)]
=
∂f
∂x
(x, y0 +4y)4x − ∂f
∂x
(x, y0)4x.
para algum x entre x0 e x0 +4x.
Portanto se definirmos h : {x} × R → R por (x, y) 7→ h(x, y) = h(x, y0 +4y) − h(x, y), segue de
1.11 que
g(x0 +4x)− f(x0) = hy(x, y)4y
=
[
∂f
∂x
(x, y0 +4y)− ∂f
∂x
(x, y0)
]
4x
=
∂
∂y
(
∂f
∂x
(x, y)
)
4x4y.
para algum y entre y0 e y0 +4y, ou seja, a expressa˜o (1.11) e´ igual a ∂
2f
∂y∂x
(x, y)4x4y.
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Como
∂2f
∂y∂x
e´ cont´ınua em (x0, y0), segue que
∂2f
∂y∂x
(x0, y0) = lim
(4x,4y)→(0,0)
∂2f
∂y∂x
(x, y).
Logo,
∂2f
∂y∂x
(x0, y0) = lim
(4x,4y)→(0,0)
1
4x4y [f(x0 +4x, y0 +4y)− f(x0 +4x, y0)− f(x0, y0 +4y) + f(x0, y0)].(1.12)
De modo ana`logo, mostramos que o limite que aparece a` direita da igualdade 1.12 tambe´m e´
igual a
∂2f
∂x∂y
(x0, y0), o que prova o teorema.
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Cap´ıtulo 2
Otimizac¸a˜o em func¸o˜es de va´rias
varia´veis
Neste cap´ıtulo, estudaremos problemas de otimizac¸a˜o em func¸o˜es de va´rias varia´veis. Tal a´rea
da matema´tica e´ extremamente crucial e tem como objetivo, modelar problemas do cotidiano.
Diversos exemplos sa˜o dados para ilustrar a aplicac¸a˜o de conceitos e preposic¸o˜es para a resoluc¸a˜o
de problemas pra´ticos.
2.1 Ma´ximos e mı´nimos na˜o-condicionados
Nesta sec¸a˜o, estudaremos como se comportam func¸o˜es na˜o-lineares. Como o assunto e´ bem
amplo, observaremos, por enquanto, o estudo de ma´ximos e mı´nimos sem restric¸o˜es.
Trataremos de maximizac¸a˜o e minimizac¸a˜o em func¸o˜es de va´rias varia´veis. Com isso, vamos
definir formalmente, os valores de ma´ximos e mı´nimos dessas func¸o˜es.
2.1.1 Extremos de func¸o˜es em va´rias varia´veis
Seja X ⊂ Rm um aberto. Se f : X ⊂ Rm −→ R, enta˜o sabemos que a derivada de f em x0 e´
uma transformac¸a˜o linear,
Df(x0) : Rm −→ R.
Existindo Df(x0)(u), enta˜o a mesma e´ dada pela expressa˜o:
Df(x0)(u) =
m∑
i=1
Dif(x0)ui.
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Para ver detalhes da demonstrac¸a˜o vide ALDO.
Definic¸a˜o 2.1. Seja f : X ⊂ Rm −→ R. Um ponto x0; Df(x0) = 0 e´ chamado ponto cr´ıtico de f .
Exemplo 2.1. Determine os pontos cr´ıticos da func¸a˜o f(x, y) = 3 + 2e−
(5x2+2y2−10x−8y+13)
10 .
Soluc¸a˜o:
Temos que resolver o seguinte sistema de equac¸a˜o:
∂f
∂x
= 2e−
(5x2+2y2−10x+13)
10 · (−10x+ 10) = 0 e,
∂f
∂y
= 2e−
(5x2+2y2−10x+13)
10 · (−4y + 8) = 0.
Logo, x = 1 e y = 2 e, portanto, o ponto (1, 2) e´ o u´nico ponto cr´ıtico da func¸a˜o f .
Nesse ponto, a func¸a˜o assume o valor f(1, 2) = 2e
−(5·12+2·22−10·1+13)
10 = 3 + 2e0 = 5. A figura 2.1
apresenta uma visualizac¸a˜o do gra´fico da func¸a˜o f .
Figura 2.1: Gra´fico da func¸a˜o z = 3 + 2e−
(5x2+2y2−10x−8y+13)
10
Definic¸a˜o 2.2. Seja f uma func¸a˜o definida num subconjunto X ⊂ Rm com valores reais:
1) Um ponto x0 de X e´ um ponto de ma´ximo absoluto ou global de f se, para todo x de X, temos,
f(x0) ≥ f(x).
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Neste caso, o valor f(x0) chama-se valor ma´ximo absoluto ou global de f .
Exemplo 2.2. Considere a func¸a˜o f(x, y) = 4 − (x2 + 3y2), o ponto (0, 0), onde a func¸a˜o
assume o valor 4, e´ um ponto de ma´ximo absoluto de f , de acordo com a sua representac¸a˜o
gra´fica apresentada na figura 2.2.
Figura 2.2: Gra´fico da func¸a˜o z = 4− (x2 + 3y2)
2) Um ponto x) de X e´ um ponto de mı´nimo absoluto ou global de f se, para todo (x) de X, temos,
f(x0) ≤ f(x).
Neste caso, o valor f(x0) chama-se valor mı´nimo absoluto ou global de f .
Exemplo 2.3. Se f(x, y) = x2 + y2, o ponto (0, 0), onde a func¸a˜o assume o valor 0, e´ um
ponto de mı´nimo absoluto de f , de acordo com a sua representac¸a˜o gra´fica apresentada na
figura 2.3.
Figura 2.3: Gra´fico da func¸a˜o z = x2 + y2
3) Um ponto x0 de X e´ um ponto de mı´nimo relativo de f se existe um δ > 0 tal que:
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f(x0) ≤ f(x) para todo x ∈ X, com ‖x− x0‖ < δ.
Um ponto x0 de X e´ um ponto de mı´nimo relativo estrito de f se existe um δ > 0 tal que
f(x0) < f(x) para todo x ∈ X, com 0 < ‖x− x0‖ < δ.
4) De maneira ana´loga definimos um ponto de ma´ximo relativo de f e ponto ma´ximo relativo estrito
de f .
Se x0 ∈ X e´ um ponto de mı´nimo ou ma´ximo relativo de f , dizemos que x0 e´ um ponto de
extremo relativo de f , ou que f tem um extremo relativo em x0.
Se x0 ∈ X e´ um ponto de mı´nimo ou ma´ximo relativo estrito de f , dizemos que x0 e´ um
ponto de extremo relativo de f , ou que f tem um extremo relativo estrito em x0.
Observac¸a˜o 2.1. Os valores de ma´ximo e mı´nimo relativos de func¸o˜es de duas va´riaveis
podem ser considerados, respectivamente, como picos e vales de func¸o˜es, de acordo com a
figura 2.4.
Figura 2.4: Gra´fico com pontos que representam ma´ximos e mı´nimos relativos
Na figura 2.4 o ponto N representa um mı´nimo local ou um vale, que e´ global, enquanto P
representa um ma´ximo local ou um pico, que na˜o e´ global. O ponto M e´ ma´ximo local, que
tambe´m e´ global.
Teorema 2.1.1. (condic¸a˜o necessa´ria de ma´ximo e de mı´nimo)
Seja f : X ⊆ Rm −→ R. Se um ponto interior x0 de X e´ um ponto de extremo relativo de f , e
se a derivada direcional Duf(x0) de f em relac¸a˜o ao vetor u ∈ Rm existe, enta˜o Duf(x0) = 0.
50
Demonstrac¸a˜o. Defina F : I −→ R por
F (t) = f(x0 + tu),
onde I e´ um intervalo R. Sendo F ′(t) = Df(x0 + tu)(u) e por hipo´tese x0 e´ um ponto de extremo
relativo de f , segue-se que t = 0 e´ um ponto de extremo relativo F e, portanto, F ′(0) = 0. Logo,
Df(x0)(u) = 0 e, portanto pelo Teorema citado no ALDO, obtemos Duf(x0) = Df(x0)(u) = 0.
Corola´rio 2.1. Seja f : X ⊆ Rm −→ R. Se um ponto interior x0 de X e´ um ponto de extremo
relativo de f e, se a derivada Df(x0) existe, enta˜o Df(x0) = 0.
Demonstrac¸a˜o. Segue que a partir do Teorema citado no ALDO que , se a derivada parcial Djf(x0),
j = 1, ...,m existe e se u = (u1, ..., um) ∈ Rm, enta˜o:
Df(x0)(u) =
m∑
j=1
ujDjf(x0).
Pelo Teorema anterior temos que Djf(x0) = 0, para j = 1, ...,m e, portanto, Df(x0)(u) = 0.
Comenta´rios:
(i) Uma func¸a˜o f pode ter um extremo relativo em um ponto interior x0 de X no qual a derivada
Df(x0) na˜o exista.
(ii) Uma func¸a˜o f pode ter um extremo relativo em um ponto x0 ∈ X, o qual na˜o e´ um ponto
interior de X.
Nos casos (i) e (ii) acima, o ponto x0 na˜o sera´ ponto cr´ıtico de f .
Exemplo 2.4. Determine os pontos cr´ıticos da func¸a˜o f(x, y) = 1 +
12− 12y
x2 + y2 − 4x− 2y + 7.
Soluc¸a˜o:
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Temos que resolver o seguinte sistema de equac¸a˜o:
∂f
∂x
=
−(12− 12y)(2x− 4)
(x2 + y2 − 4x− 2y + 7)2 = 0⇒ y = 1 ou x = 2 e,
∂f
∂y
=
−12(x2 + y2 − 4x− 2y + 7)− (12− 12y)(2y − 2)
(x2 + y2 − 4x− 2y + 7)2 = 0 ⇒
−12x2 − 12y2 + 48x+ 24y − 84− 24y + 24 + 24y2 − 24y
(x2 + y2 − 4x− 2y + 7)2 = 0 ⇒
−12x2 + 12y2 + 48x− 24y − 60
(x2 + y2 − 4x− 2y + 7)2 = 0 ⇒
Se y = 1 ⇒ −12x2 + 12 + 48x − 24 − 60 = 0 ⇒ −12x2 + 48x − 72 = 0 ⇒ x2 − 4x + 6 = 0 ⇒ na˜o
ha´ soluc¸a˜o.
Se x = 2⇒ −12 · 22 + 12y2 + 48 · 2− 24y− 60 = 0⇒ 12y2− 24y− 12 = 0⇒ y2− 2y− 1 = 0⇒
y =
2±√8
2
= 1±√2.
Logo, (2, 1 +
√
2) e (2, 1−√2) sa˜o pontos cr´ıticos da func¸a˜o f . Nesses pontos, a func¸a˜o assume
valores respectivamente iguais a:
f(2, 1 +
√
2) = 1 +
12− 12(1 +√2
(22 + (1 +
√
2)2 − 4 · 2− 2(1 +√2) + 7 = 1− 3
√
2,
f(2,−+
√
2) = 1 +
12− 12(1−√2
(22 + (1−√2)2 − 4 · 2− 2(1−√2) + 7 = 1 + 3
√
2.
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Figura 2.5: Gra´fico da func¸a˜o z = 1 +
12− 12y
x2 + y2 − 4x− 2y + 7
Os pontos cr´ıticos sa˜o (2, 1 +
√
2) e (2, 1−√2).
Exemplo 2.5. Determine os pontos cr´ıticos da func¸a˜o f(x, y) = 3 + x2 − y2 − 2(x− y).
Soluc¸a˜o: Temos que resolver o seguinte sistema de equac¸a˜o:
∂f
∂x
= 2x− 2 = 0⇒ x = 1 e,
∂f
∂y
= −2y + 2 = 0⇒ y = 1.
Logo(1, 1) e´ o u´nico ponto cr´ıtico de f . Nesse ponto a func¸a˜o assume o valor f(1, 1) = 3 + 12−
12 − 2(1− 1) = 3.
O gra´fico de f pode ser representado pela figura 2.5:
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Figura 2.6: Gra´fico da func¸a˜o z = 3 + x2 − y2 − 2(x− y)
Observe que o ponto cr´ıtico na˜o representa nem ma´ximo e nem mı´nmo de f , denominando-se
ponto de sela (em refereˆncia a` sela do cavalo).
Embora as condic¸o˜es colocadas ate´ o momento na˜o caracterizem ainda os ma´ximos e mı´nmos,
elas ja´ restringem significativamente os candidatos. Precisaremos de algo que garanta a natureza
dos pontos cr´ıticos encontrados.
2.1.2 Condic¸a˜o suficiente do ma´ximo e de mı´nimo de func¸o˜es em va´rias varia´veis
Depois de ter calculado os poss´ıveis valores para ma´ximos e mı´nimos interiores atrave´s das
condic¸o˜es necessa´rias apresentadas na sec¸a˜o anterior, devemos agora especificar a natureza dos
pontos cr´ıticos encontrados. Para encontrar as condic¸o˜es suficientes para que tais pontos sejam
ma´ximos ou mı´nimos locais, vamos desenvolver um teste, que possui como base das derivadas
parciais de segunda ordem.
Teorema 2.1.2. (Teorema de Weierstrass):
Seja f : K −→ R cont´ınua no compacto K de Rn. Enta˜o, f assume valor ma´ximo absoluto e
valor mı´nimo absoluto em K.
Demonstrac¸a˜o. Inicialmente, mostraremos que f e´ limitada.
• f e´ limitada. Suponhamos, por absurdo, f ilimitada. o compacto K esta´ contido em um
cubo compacto C0, de arestas paralelas aos eixos coordenados e de comprimento L. O cubo C0 e´
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a unia˜o de 2n cubos compactos de arestas de comprimento
L
2
. Enta˜o f e´ ilimitada na intersecc¸a˜o
de K com alguns destes 2n cubos. Seja C1 um tal cubo. Iterando o procedimento obtemos uma
sequeˆncia C0, C1, ... de cubos compactos com arestas de comprimento
L
2n
, com Cj+1 contido em
Cj para todo j ≥ 0, com f ilimitada em cada intersecc¸a˜o K ∩ Cn. Pelo Pr´ıncipio dos Intervalos
Encaixantes temos
∞⋂
n=0
Cn = {p}, com p em Rn.
Temos
|xn − p| ≤ L
√
2
2n
e lim xn = p.
Ainda, como K e´ fechado, p ∈ K. Pela continuidade de f segue
|f(p)| = lim
n−→∞ |f(xn)| =∞.
• Os pontos de ma´ximo / mı´nimo. Como f(K) e´ limitado em R, pela propriedade do
supremo existe M = sup f(K), o supremo de f(K). Suponhamos por absurdo, f(X) < M para
todo x em K. Enta˜o,
1
M − f(x) , com x variando em K,
e´ cont´ınua e, pela definic¸a˜o de supremo, ilimitado.
Logo, existe a em K com f(a) = M . O valor mı´nimo de f e´ o oposto do valor ma´ximo de
−f .
Consideremos X ⊂ Rn um aberto. Dada a func¸a˜o f : X −→ R de classe C2, a forma quadra´tica
hessiana H(x) = (Hf)(x) de f no ponto x ∈ X e´ aquela, cuja a matriz e´:
[hij ] =
[ ∂2f
∂ xi∂xj
]
.
Assim,
H(x)(u) =
m∑
i,j=1
∂2f
∂ xi∂xj
(x)uiuj ;
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onde u = (u1, ..., un).
A forma Hessiana e´ usada para determinar a natureza dos pontos cr´ıticos da func¸a˜o f.
Teorema 2.1.3. (Teorema da condic¸a˜o suficiente):
Seja X ⊂ Rn um aberto e x0 ∈ X um ponto cr´ıtico da func¸a˜o f : X −→ R de classe C2.
(i) Se H(x0) > 0 enta˜o x0 e´ um ponto de mı´nimo local de f ;
(ii) Se H(x0 < 0 enta˜o x0 e´ um ponto de ma´ximo local de f ;
(iii) Se H(x0) for indefinida enta˜o nada se pode afirmar.
Demonstrac¸a˜o. (i) Por simplicidade, escrevemos H em vez de H(a). Seja
S = {v ∈ Rm; ‖v‖ = 1}.
Tem-se que S e´ um conjunto compacto em Rm. como H e´ uma func¸a˜o cont´ınua positiva, pelo
Teorema de Weierstrass 2.1.2, H assume um valor mı´nimo 2c > 0 no conjunto S. Isto e´,
2c ≤ H(u), para todo u ∈ S.
Desde que a e´ um ponto de cr´ıtico de f , a Fo´rmula de Taylor T (x) = f(x0) + f
′(x0) · (x−x0)
se resume a
f(a+ v)− f(a) = 1
2
H(v) + ρ(v)‖v‖2, com lim
v−→0
ρ(v) = 0. (2.1)
Como
v
‖v‖ ∈ S, obtemos
1
2
H(v) =
‖v‖2
2
H
(
v
‖v‖
)
≥ ‖v‖
2
2
2c = ‖v‖2c. (2.2)
Substituindo 2.2 em 2.1, obtemos
f(a+ v)− f(a) ≥ ‖v‖2(c+ p(v)).
Pela definic¸a˜o de limite, existe δ > 0 tal que a+ v ∈ A e 0 < ‖v‖ < δ o que implica |p(v)| < c
e, consequentemente, c+ p(v) > 0. Logo,
56
f(a+ v)− f(a) > 0,
isto e´, f(a+ v) > f(a) para todo v tal que a+ v ∈ A e 0 < ‖v‖ < δ.
Portanto, a e´ um ponto de mı´nimo local para f .
(ii) Segue o recioc´ınio ana´logo ao feito na parte (i).
(iii) Dado v ∈ Rm, tem-se a+ tv ∈ A para todo t suficientemente pequeno. Como H(tv) = t2H(v),
temos pela Fo´rmula de Taylor
f(a+ tv)− f(a) = t2‖v‖2|H(v) + ρ(tv)|, com lim
t−→0
ρ(tv) = 0.
Seguiremos, como acima, que para todo t suficientemente pequeno, f(a + tv) − f(a) tem o
mesmo sinal de H(v). Assim, se H e´ indefinida, tem-se que H(v) > 0 e H(w) < 0 em qualquer
bola de centro em a. Portanto, existem pontos a+ tv e a+ tw tais que
f(a+ tv) > f(a) e f(a+ tw) < f(a).
Assim, f na˜o tem ma´ximo nem mı´nimo local no ponto a.
Para n = 2 o Teorema 2.1.3 aparece da seguinte maneira:
Teorema 2.1.4. Seja X ⊂ R2 um aberto e (x0, y0) ∈ X um ponto cr´ıtico da func¸a˜o f : X −→ R
de classe C2.
(i) Se det H(x0, y0) > 0 e
∂2f
∂x2
> 0, o ponto (x0, y0) e´ um ponto de mı´nimo local de f ;
(ii) Se det H(x0, y0) > 0 e
∂2f
∂x2
< 0, o ponto (x0, y0) e´ um ponto de ma´ximo local de f ;
(iii) Se det H(x0, y0) < 0, enta˜o (x0, y0) na˜o e´ ponto de ma´ximo, nem mı´nimo de f . Nesse caso,
dizemos que e´ um ponto de sela;
(iv) Se det H(x0, y0) = 0, nada se pode afirmar.
Observac¸a˜o 2.2. det H(x, y) = AC −B2, onde
A =
∂2f
∂x2
, B =
∂2f
∂x∂y
=
∂2f
∂y∂x
e C =
∂2f
∂y2
.
Exemplo 2.6. Determine os pontos de ma´ximo e mı´nimo relativos da func¸a˜o f(x, y) = x3 − y2 −
12x+ 6y + 7.
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soluc¸a˜o:
Vamos calcular as derivadas parciais de primeira ordem:
∂f
∂x
= 3x2 − 12,
∂f
∂y
= −2y + 6.
Com isso, determinaremos os pontos cr´ıticos:
3x2 − 12 = 0⇒ x = ±2.
e,
−2y + 6 = 0⇒ y = 3
logo, os pontos cr´ıtico sa˜o (2, 3) e (−2, 3).
agora, vamos calcular as derivadas parciais de segunda ordem:
A =
∂2f
∂x2
= 6x.
C =
∂2f
∂y2
= −2.
B =
∂2f
∂x∂y
= 0.
B =
∂2f
∂y∂x
= 0.
Temos que, AC −B2 = −12x.
Agora, vamos classificar os pontos cr´ıticos:
i) Ponto (2, 3):
AC −B2 = −12x = −12 · 2 = −24 < 0, logo, (2, 3) e´ um ponto de sela. A func¸a˜o assume nesse
ponto o valor f(2, 3) = −1
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ii) Ponto (−2, 3):
AC − B2 = −12x = −12 · (−2) = 24 > 0 e A = 6x = 6 · (−2) = −12 < 0, logo ponto (−2, 3) e´
um ponto de ma´ximo relativo. A func¸a˜o assume nesse ponto o valor f(−2, 3) = 32.
Exemplo 2.7. Determine as dimenso˜es do paralelep´ıpedo retangular que tem treˆs faces sobre os
planos coordenados e um ve´rtice no primeiro octante sobre o plano x+y+z = 1, que tenha volume
ma´ximo.
Soluc¸a˜o:
Como queremos encontrar um paralelep´ıpedo de volume ma´ximo, podemos considerar o parale-
lep´ıpedo de arestas x > 0, y > 0 e z > 0, pois caso contra´rio o volume seria zero. Seu volume e´
V = xyz. Como o ve´rtice P = (x, y, z) esta´ no plano x + y + z = 1, tem-se que z = 1 − x − y e,
portanto, o volume V se torna uma func¸a˜o de 2 varia´veis,
V = V (x, y) = xy(1− x− y) = xy − x2y − x2.
Assim, para encontrar seus pontos cr´ıticos, resolvemos as equac¸o˜es
∂V
∂x
= y − 2xy − y2 = 0 e ∂V
∂y
= x− x2 − 2xy = 0
obtendo
x =
1
3
e y =
1
3
.
Calculando as derivadas de segunda ordem
A =
∂2V
∂x2
= −2y, C = ∂
2V
∂xy
= 1− 2x− 2y e B = ∂
2V
∂y2
= −2x,
temos,
AC −B2 =
(
1
3
)2
−
(
2
3
)
> 0 e A = −2
3
< 0.
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Pelo teste da derivada segunda, o ponto
(
1
3
,
1
3
)
e´ um ponto de ma´ximo local e como temos
um u´nico ponto cr´ıtico, pela pro´pria natureza do problema, este ponto e´, tambe´m, absoluto. Como
z = 1−x− y, para x = 1
3
e y =
1
3
, tem-se que z =
1
3
. Portanto, o paralelep´ıpedo de arestas x =
1
3
,
y =
1
3
e z =
1
3
e´ o paralelep´ıpedo de volume ma´ximo.
Vamos procurar encontrar agora os extremos globais. Supondo que a func¸a˜o em questa˜o
assuma ma´ximo ou mı´nimo finito e, tendo em vista que todos os pontos dos conjuntos de escolhas em
problemas de otimizac¸a˜o na˜o condicionada sa˜o pontos interiores, ja´ que as varia´veis independentes
modificam-se livremente, os u´nicos candidatos a ma´ximo ou mı´nimo global da func¸a˜o tratada
sa˜o respectivamente seus ma´ximos e mı´nimos locais. Para encontra´-los, basta verificar dentre os
correspondentes locais, aquele em que a func¸a˜o assume respectivamente maior e menor valor, bem
como seu comportamento quando suas varia´veis independentes tendem a infinito.
Exemplo 2.8. Encontre, caso haja, os valores ma´ximos e mı´nimos globais de f(x, y) = x2 − 2x+
y2 − 4y + 5, bem como os pontos onde f assume tais valores.
Soluc¸a˜o:
Trataremos de um problema de otimizac¸a˜o global na˜o condicionada, pois o domı´nio de f e´ R2.
Logo, precisamos encontrar os pontos cr´ıticos de f .
Calculando as derivadas parciais, temos:
∂f
∂x
(x, y) = 2x− 2 e ∂f
∂y
(x, y) = 2y − 4.
Resolvendo o sistema de equac¸a˜o:
2x− 2 = 0⇒ x = 1 e 2y − 4 = 0⇒ y = 2.
Portanto, o ponto cr´ıtico de f e´ (1, 2). Agora, vamos calcular as derivadas de segunda ordem:
A =
∂2f
∂x2
= 2, B =
∂2f
∂y2
= 2 e C =
∂2f
∂xy
= 0.
Dessa forma:
Ponto (1, 2):
AC − B2 = 4 > 0. Como A = 2 > 0 o ponto (1, 2) e´ um ponto de mı´nimo relativo. A func¸a˜o
assume nesse ponto o valor f(1, 2) = 0.
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Desde que a func¸a˜o cresce indefinidamente quando x ou y tendem a infinito e (1, 2) e´ o u´nico
ponto cr´ıtico em um domı´nio na˜o restrito, temos que
o valor mı´nimo global de f(x, y) ocorre em (1, 2) e vale 0. A figura 2.7 apresenta um esboc¸o do
gra´fico de f , com P = (1, 2, 0).
Figura 2.7: Gra´fico da func¸a˜o z = x2 − 2x+ y2 − 4y + 5
2.2 Ma´ximos e mı´nimos condicionados
Neste cap´ıtulo, vamos tratar de restric¸o˜es determinadas por igualdades, aumentando a quanti-
dade de te´cnicas para que possamos resolver problemas de otimizac¸a˜o envolvendo func¸o˜es quaisquer
(lineares ou na˜o) sujeitas a restric¸o˜es quaisquer.
Na maioria das aplicac¸o˜es, temos de lidar com problemas de otimizac¸a˜o condicionada. Com
isso, vamos precisar determinar os pontos de ma´ximos ou de mı´nimos de uma func¸a˜o f(x, y) de
modo que os pontos (x, y) satisfac¸am, por exemplo, uma condic¸a˜o do tipo g(x, y) = 0. A condic¸a˜o
g(x, y) = 0 e´ chamada restric¸a˜o.
Em geral, a natureza dos pontos cr´ıticos da func¸a˜o na˜o restrita na˜o condiciona a natureza dos
pontos cr´ıticos da func¸a˜o restrita. Pode existir func¸o˜es que na˜o assumem ma´ximos, quando na˜o
restritas, mas que passam a assumir, quando restritas.
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2.2.1 Multiplicadores de Lagrange
Uma das importantes aplicac¸o˜es do Teorema da Func¸a˜o Impl´ıcita e´ o me´todo dos multiplicadores
de Lagrange para o ca´lculo de extremos locais de func¸o˜es sujeitas as retric¸o˜es.
Seja B = B[x0, r] = B(x0, r) ⊂ Rn e f : B −→ R cont´ınua. Desejamos determinar o mı´nimo
global de f sobre a bola B.
Como B e´ compacto e f e´ cont´ınua, enta˜o existe x ∈ B tal que
f(x) ≥ f(x),∀x ∈ B.
Se f e´ diferencia´vel e x ∈ int(B), enta˜o a soluc¸a˜o pode ser determinada dentro dos pontos
cr´ıticos de f. Mas como determinar a soluc¸a˜o se x ∈ B?
Teorema 2.2.1. (Multiplicador de Lagrange) Sejam f : Ω ⊂ Rn −→ R e g : Ω ⊂ Rn −→ R
func¸o˜es definidas e de classe C1 e,
S = {u ∈ Rn/g(u) = 0}.
Suponha u0 ∈ S tal que:
g′(u0) 6= 0 e f(u0) = min{f(u)/u ∈ S}.
Enta˜o, existe λ ∈ R tal que
∇ f(u0) = λ∇ g(u0).
Demonstrac¸a˜o. Se g′(u0) 6= 0, podemos supor sem perda de generalidade que ∂g(u0)∂xn 6= 0. Seja λ ∈ R
tal que
∂f(u0)
∂xn
= λ
∂g(u0)
∂xn
.
Para continuarmos a prova, mostremos que:
∂f(u0)
∂xn
= λ
∂g(u0)
∂xn
, para i = 1, 2, ..., n.
Denotemos por (x, y) ∈ Rn−1 × R, u0 = (x0, y0), enta˜o g e´ de classe g ∈ C1, g(x0, y0) = 0 e
∂f(u0)
∂xn
= λ
∂g(u0)
∂xn
6= 0.
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Segue-se do Teorema da Func¸a˜o Impl´ıcita que existe uma vizinhanc¸a aberta A ⊂ Rn−1 de x0 e´ uma
func¸a˜o ϕ : A −→ R de classe C1 tal que
ϕ(x0) = y0.
e
g(x, ϕ(x)) = 0, para todo x ∈ A.
Ale´m disso, como
f(x0, ϕ(x0)) = f(x0, y0) ≤ f(x, ϕ(x)), para todo x ∈ A,
pois f(u0) = min{f(u)/u ∈ A}, segue que
x0 ∈ A e´ um ponto de mı´nimo para a func¸a˜o diferencia´vel dada por: ψ : A −→ R tal que
ψ(x) = f(x, ϕ(x)).
Portanto, ψ′(x0) = 0 e pela regra da cadeia, temos:
ψ′(x0) =
∂f(x0)
∂x
+
∂g(x0)
∂y
ϕ′(x0) = 0.
Multiplicando a equac¸a˜o acima por λ e subtraindo na equac¸a˜o anterior, temos:
∂f(x0)
∂x
= λ
∂g(x0)
∂y
.
como quer´ıamos demonstrar.
Observac¸a˜o 2.3. O escalar λ ∈ R e´ chamado multiplicador de Lagrange.
Exemplo 2.9. Determine as dimenso˜es de um retaˆngulo com a´rea ma´xima cujo per´ımetro e´ igual
a 10.
Soluc¸a˜o:
Sejam x > 0 e y > 0 o conprimento e a largura do retaˆngulo, respectivamente. A a´rea do
retaˆngulo e´ enta˜o f(x, y) = xy.
Trata-se de um problema de ma´ximo condicionado:
maximizar f(x, y) = xy sujeito a` condic¸a˜o 2x+ 2y = 10⇐⇒ g(x, y) = x+ y − 5 = 0.
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Note que f e g sa˜o de classe C1, o vetor ∇g(x, y) = (1, 1) e ∇f(x, y) = (y, x).
Pelo teorema do multiplicador de Lagrange, para (x,y) pertencente a x+y-5=0, devemos resolver
o sistema de equac¸o˜es
{
(y, x) = λ(1, 1)
x+ y = 5
Assim x = y = λ, substituindo na segunda equac¸a˜o, temo que λ =
5
2
.
Logo,
(
5
2
,
5
2
)
e´ a u´nica soluc¸a˜o do sistema e o retaˆngulo de a´rea ma´xima para um dado
per´ımetro e´ um quadrado.
Exemplo 2.10. Determinar o paralelep´ıpedo retangular de volume ma´ximo inscrito em uma esfera
de raio a.
Soluc¸a˜o:
Se (x, y, z) e´ o ve´rtice do paralelep´ıpedo no primeiro octante, as dimenso˜es da caixa sa˜o 2x, 2y
e 2z, e seu volume e´ dado por
V (x, y, z) = 8xyz.
Assim, o problema consiste em maximizar a func¸a˜o V (x, y, z), sujeita a` restric¸a˜o de que o ponto
P = (x, y, z) pertenc¸a a` esfera de raio a, ou seja, satisfaz a condic¸a˜o x2 + y2 + z2 = a2, com x > 0,
y > 0 e z > 0. Aplicando o me´todos dos multiplicadores de Lagrange temos que resolver o sistema
8yz = λ2x
8xz = λ2y
8xy = λ2z
x2 + y2 + z2 = a
⇔

4xyz = λx2
4xyz = λy2
4xyz = λz2
x2 + y2 + z2 = a
Vemos que λx2 = λy2 = λz2 e como λ > 0, pois caso contra´rio ter´ıamos ou x ou y ou z igual
a zero, temos que x = y = z. Substituindo na quarta equac¸a˜o, obtemos x =
a√
3
. Portanto, o
paralelep´ıpedo com volume ma´ximo inscrito em um a esfera de raio a tem arestas de comprimento
2a√
3
e seu volume e´
8
√
3a3
9
.
64
Multiplicadores de Lagrange para func¸o˜es de 3 varia´veis com 2 restric¸o˜es
Suponha agora, que queiramos determinar os pontos extremos de uma func¸a˜o de 3 varia´veis
w = f(x, y, z) sujeita a`s restric¸o˜es g(x, y, z) = 0 e h(x, y, z) = 0. Mostra-se, de modo ana´logo ao
caso de duas varia´veis, que se f tem um ponto extremo em P = (x0, y0, z0) e o produto vetorial
∇g(P ) × ∇h(P ) e´ na˜o nulo. Assim, existem constantes λ e µ, chamados de Multiplicadores de
Lagrange, tais que,
∇f(P ) + λ∇g(P ) + µ∇h(P ) = 0
Neste caso o me´todo do multiplicadores de Lagrange se resume a resolver um sistema de 5 equac¸o˜es
e 5 inco´gnitas x, y, z, λ e µ.
Exemplo 2.11. Considere a curva γ intersecc¸a˜o do plano x+2y+z = 1 com o cilindro
x2
4
+z2 = 1.
Determine as distaˆncias ma´xima e mı´nima dos pontos de γ ao plano y = 0.
Soluc¸a˜o:
Determinar os pontos da curva que da˜o a maior e a menor distaˆncia ao plano y = 0 e´ determinar
os pontos que tem o maior e o menor valor de |y|. Isto e´ equivalente a determinar os pontos
extremos da func¸a˜o g(x, y, z) =
√
y2, o que e´ equivalente a determinar os pontos extremos da
func¸a˜o f(x, y, z) = y2 com duas restric¸o˜es: x+ 2y + z = 1 e
x2
4
+ z2 = 1. Aplicando o me´todo dos
multiplicadores de Lagrange para duas restric¸o˜es, temos que resolver on sistema de 5 equac¸o˜es e 5
inco´gnitas x, y, z, λ e µ :
0 = λ+
1
2
xµ
2y = 2λ
0 = λ+ µ2z
x+ 2y + z = 1
x2
4
+ z2 = 1
⇔

λ+
1
2
µx = 0
λ = y
x+ 2y + z = 1
x2
4
+ z2 = 1
⇔

y +
1
2
µx = 0
x+ 2y + z = 1
x2
4
+ z2 = 1
Pela primeira e segunda equac¸o˜es, tem-se µ(x− 4z) = 0. Enta˜o, µ = 0 ou x = 4z. Se µ = 0 a
primeira equac¸a˜o tambe´m implica que y = 0. Com isto, resolvendo o sistemax+ z = 1x2
4
+ z2 = 1
obte´m-se as soluc¸o˜es:
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{
x = 0, z = 1} e {x = 8
5
, z =
−3
5
}
ou seja, encontramos os pontos
P1 = (0, 0, 1) e P2 =
(
8
5
, 0,−3
5
)
Agora, se x = 4z. Substituindo-se na u´ltima equac¸a˜o obte´m-se
z = ± 1√
5
e x = ± 4√
5
.
Substituindo estes valores na equac¸a˜o x+ 2y + z = 1 obte´m-se os pontos
P3 =
(
4
√
5
5
,
1−√5
2
,
√
5
5
)
e P4 =
(
−4√5
5
,
1 +
√
5
2
,
−√5
5
)
.
Portanto, como os pontos P1 e P2 esta˜o no plano y = 0, eles sa˜o os pontos de mı´nimo e o ponto
P4 e´ o ponto de ma´ximo, pois tem o maior valor de y.
A seguir, aplicando o Me´todo de Multiplicadores de Lagrange, tambe´m provaremos a im-
portaˆncia da desigualdade de Young, provaremos as importantes desigualdades de Ho¨lder e a
desigualdade deMinkowski.
2.2.2 Aplicac¸o˜es do me´todo de multiplicadores de lagrange em ana´lise funcional.
Como aplicac¸a˜o do Me´todo dos multiplicadores de Lagrange, provaremos que a me´dia geome´trica
de uma colec¸a˜o de nu´meros na˜o negativos {x1, x2, ..., xn} na˜o excede a me´dia aritme´tica destes
nu´meros, isto e´, mostraremos
n
√
x1 · · · · · xn ≤ 1
n
(x1 + x2 + · · ·+ xn).
A seguir, aplicando o Me´todo de Multiplicadores de Lagrange, tambe´m provaremos a impor-
tantes desigualdades de Young, de Ho¨lder e de Minkowski.
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Desigualde de Young
Sejam p e q tais que 1 < p, q <∞ e 1p + 1q = 1. Enta˜o, para todo nu´mero real x, y ≥ 0 tem-se:
xy ≤ x
p
p
+
yq
q
.
Demonstrac¸a˜o. A desigualde fica evidente, quando x = 0 ou y = 0.
Se a desigualdade e´ va´lida para os nu´meros x e y, tambe´m sera´ va´lida para os nu´meros xt
1
p e yt
1
q ,
onde t e´ um nu´mero positivo arbitra´rio.
De fato, seja t > 0 e 1 < p, q <∞ tal que 1p + 1q = 1. Enta˜o:(
xt
1
p
)(
yt
1
q
)
≤ 1
p
(
xt
1
p
)p
+
1
q
(
yt
1
q
)q ⇔
(
xy
)
t
1
p
+ 1
q ≤ 1
p
xpt+
1
q
yqt⇔
(
xy
)
t ≤ t
(1
p
xp +
1
q
yq
)
⇔ xy ≤ 1
p
xp +
1
q
yq.
Portanto, e´ suficiente considerarmos somente os valores de x e y para os quais xy = 1. De fato,
se xy 6= 1, como xy > 0, existe t > 0 tal que
(xy)t = 1⇔ (xy) 1p+ 1q = 1⇔
(
xt
1
p
)(
yt
1
q
)
= 1.
Logo, devemos mostrar que a desigualdade
1 ≤ 1
p
xp +
1
q
yq,
se verifica para todos os nu´meros positivos x e y tais que xy = 1. Para tanto, devemos determinar
o mı´nimo da func¸a˜o
f(x, y) =
1
p
xp +
1
q
yq,
sujeito a restric¸a˜o xy = 1. Este mı´nimo existe e ocorre em um ponto (x, y), onde x 6= 0 e y 6= 0.
Seja
F (x, y) =
1
p
xp +
1
q
yq − λxy
Por derivac¸a˜o parciais, obtemos, {
xp−1 − λy = 0
yq−1 − λx = 0. (2.3)
67
Multiplicando estas duas u´ltimas equac¸o˜es por x e y respectivamente, obtemos:
xp = λ e yq = λ.
Considerando estes resultados, como fato que xy = 1 resulta que x = y = 1. Portanto, o valor
mı´nimo da func¸a˜o f(x, y) e´ igual a 1p +
1
q = 1. Assim,
1 ≤ f(x, y) = 1
p
xp +
1
q
yq,
ou seja,
1 ≤ 1
p
xp +
1
q
yq,
quando xy = 1.
Portanto,
xy ≤ x
p
p
+
yq
q
.
para todo x, y ≥ 0 e p, q > 0 tais que 1p + 1q = 1.
Desigualdade de Ho¨lder
Sejam p e q tais que 1 < p, q < ∞ e 1p + 1q = 1. Sejam (xi), (yi), i = 1, ..., n nu´meros reais
positivos. Provemos a desigualdade de Holder
n∑
i=1
xiyi ≤
( n∑
i=1
xpi
) 1
p ·
( n∑
i=1
yqi
) 1
q
.
Demonstrac¸a˜o. Para o caso em que pelo menos um xi ou yi for igual a zero a desigualdade e´ clara.
Suponhamos que pelo menos um dos xi e yi seja diferente de zero.
Considere
x =
xi(∑n
i=1 x
p
i
) 1
p
e y =
yi(∑n
i=1 y
q
i
) 1
q
.
Pela desigualdade de Young, obtemos:
xi(∑n
i=1 x
p
i
) 1
p
· yi(∑n
i=1 y
q
i
) 1
q
≤ 1
p
[ xi(∑n
i=1 x
p
i
) 1
p
]p
+
1
q
[ yi(∑n
i=1 y
p
i
) 1
q
]q
.
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Somando as desigualdades acima para i = 1, ..., n, obtemos:
1(∑n
i=1 x
p
i
) 1
p
· 1(∑n
i=1 y
q
i
) 1
q
( n∑
i=1
xiyi
)
≤ 1
p
+
1
q
.
Desta desigualdade e do fato de ser 1p +
1
q = 1, obtemos:
n∑
i=1
xiyi ≤
( n∑
i=1
xpi
) 1
p ·
( n∑
i=1
yqi
) 1
q
.
Desigualdade de Minkowski
Sejam p > 1 e (xi), (yi), i = 1, ..., n, nu´meros reais. Prove a desigualdade de Minkowski
( n∑
i=1
|xi + yi|p
) 1
p ≤
( n∑
i=1
|xi|p
) 1
p
+
( n∑
i=1
|yi|p
) 1
p
.
Demonstrac¸a˜o. Sejam p, q > 1, tais que 1p +
1
q = 1. Da´ı temos p = 1 +
p
q .
Note inicialmente que para quaisquer xi, yi ∈ R, temos:
|xi + yi|p = |xi + yi||xi + yi|
p
q ≤ [|xi|+ |yi|] |xi + yi|
p
q = |xi||xi + yi|
p
q + |yi||xi + yi|
p
q .
Assim, temos
n∑
i=1
|xi + yi|p ≤
n∑
i=1
|xi| |xi + yi|
p
q +
n∑
i=1
|yi| |xi + yi|
p
q . (2.4)
Agora, usando a desigualdade Ho¨lder, vamos estimar cada parcela do segundo membro de 2.4.
De fato,
n∑
i=1
|xi| |xi + yi|
p
q ≤
( n∑
i=1
|xi|p
) 1
p
( n∑
i=1
(
|xi + yi|
p
q
)q ) 1
q
=
( n∑
i=1
|xi|p
) 1
p
( n∑
i=1
|xi + yi|p
) 1
q
,
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isto e´,
n∑
i=1
|xi| |xi + yi|
p
q ≤
( n∑
i=1
|xi|p
) 1
p
( n∑
i=1
|xi + yi|p
) 1
q
. (2.5)
Analogamente, obtemos:
n∑
i=1
|yi| |xi + yi|
p
q ≤
( n∑
i=1
|yi|p
) 1
p
( n∑
i=1
|xi + yi|p
) 1
q
. (2.6)
Substituindo 2.5, 2.6 em 2.4 obtemos
n∑
i=1
|xi + yi|p ≤
[( n∑
i=1
|xi|p
) 1
p
( n∑
i=1
|yi|p
) 1
p
]
·
( n∑
i=1
|xi + yi|p
) 1
q
.
ou
( n∑
i=1
|xi + yi|p
)1− 1
q ≤
( n∑
i=1
|xi|p
) 1
p
( n∑
i=1
|yi|p
) 1
p
.
Agora, usando o fato que 1− 1
q
=
1
p
, obtemos desta u´ltima desigualdade
( n∑
i=1
|xi + yi|p
) 1
p ≤
( n∑
i=1
|xi|p
) 1
p
( n∑
i=1
|yi|p
) 1
p
.
Abaixo, consta uma aplicac¸a˜o do Me´todo Multiplicadores de Lagrange, utilizada no Dimensi-
onamento Econoˆmico de Reservato´rios e Vasos de Pressa˜o Segundo uma determinada norma de
medida. Tal problema, foi retirado de um artigo.
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2.2.3 Aplicac¸a˜o principal: emprego da ferreamenta ”Multiplicadores de La-
grange”no dimensionamento econoˆmico de reservato´rios e vasos de pressa˜o
segundo normas API (American Petroleum Institute)
Um dos grandes desafios da Engenharia na˜o esta´ somente em dimensionar ma´quinas e equipa-
mentos seguros e eficientes, ma tambe´m que sejam idealizados dentro de paraˆmetros econoˆmicos.
Por outro lado, a busca incessante de projetos de baixo custo na˜o deve afetar o desempenho e
demais itens de seguranc¸a. Desta forma, esta ana´lise exige uma visa˜o global dos estudos te´cnico e
econoˆmico procurando a otimizac¸a˜o do conjunto.
Classifica-se neste estudo as varia´veis envolvidas para determinac¸a˜o das dimenso˜es ideais de re-
servato´rios atmosfe´ricos ou vasos de pressa˜o constru´ıdos conforme normas API, gerando expresso˜es
matema´ticas que resultam nas dimenso˜es ideais para obtenc¸a˜o da mı´nima a´rea externa em func¸a˜o
de uma dado volume desejado.
Faz se finalmente a ana´lise desse estudo atual, mostrando que mesmo sendo esta ferramenta
amplamente conhecida no meio acadeˆmico, pode gerar uma contribuic¸a˜o te´cnica referente a fa-
bricac¸a˜o.
Aplicac¸a˜o da ferramenta ”Multiplicadores de Lagrange”teoria dos ma´ximos e mı´nimos
condicionados.
Utilizando-se da teoria dos ma´ximos e mı´nimos condicionados, com emprego do Me´todo dos
Multiplicadores de Lagrange (λ), para a resoluc¸a˜o de problemas frequentes nos quais se deseja o
ma´ximo ou o mı´nimo de uma func¸a˜o que sera˜o apresentados dois exemplos.
Descric¸a˜o resumida do me´todo:
Toma-se a func¸a˜o dada z = f(x, y, z) e a condic¸a˜o desejada qualquer g(x, y, z) = 0 e procura-se
formar uma nova func¸a˜o F (x, y, z, λ) onde (λ) e´ uma nova varia´vel chamada paraˆmetro, denominada
Multiplicador de Lagrange de modo que
F (x, y, z, λ) = f(x, y, z) + λ · g(x, y, z).
O nu´mero de Multiplicadores de Lagrange (λ) sera˜o em mesmo nu´mero quanto o sa˜o os das
condic¸a˜o. Para descrever melhor o me´todo faz-se a realizac¸a˜o de um problema passo a passo.
Problema 2.1. Reservato´rio cilindrico vertical com tampo inferior (fundo) e tampo superior (teto)
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do tipo coˆnico com aˆngulos distintos, constru´ıdos conforme norma API. Observe as figuras 2.1 e
2.1.
Figura 2.8: Reservato´rio atmosfe´rico constru´ıdo conforme norma API
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Figura 2.9: Nomeclatura identificadora das dimenso˜es dos tampos do reservato´rio segundo API
Neste problema vamos focar no dimensionamento econoˆmico do reservarto´rio constru´ıdos se-
gundo normas API, com interesse na mı´nima a´rea em func¸a˜o de uma condic¸a˜o desejada, neste
caso o volume u´til.
Soluc¸a˜o:
Observe que a figura 2 representa os tampos da figura 1, e tem o formato de um cone, assim,
vamos determinar o volume do cone (Vc) e a a´rea do cone (Sc).
Volume do cone:
Vc =
pir2h
3
(2.7)
=
piD2
4
· D
6
· tan(α). (2.8)
A´rea do cone:
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Sc = pir(r + g) (2.9)
= pir2 + pirg (2.10)
= pi · D
2
4
+ pi · D
2
· g. (2.11)
Como na˜o vamos utilizar a a´rea da base, enta˜o, so´ precisaremos da a´rea lateral do cone (Slc),
ou seja:
Slc = pi · D
2
· g. (2.12)
Note que:
cos(α) =
D
2
g
(2.13)
g =
D
2 cos(α)
. (2.14)
Da´ı, temos que:
Slc =
piD2
4 cos(α)
. (2.15)
1o Passo:
Determinar a func¸a˜o a que se deseja minimizac¸a˜o.
Em nosso caso especifico deseja-se a mı´nima a´rea do tanque para que contenha um determinado
volume.
A´rea Total (ST )= A´rea do costado + A´rea dos tampos, ou seja:
ST = piDH +
(
piD2
4
)
·
(
1
cos(α1)
+
1
cos(α2)
)
, (2.16)
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2o Passo:
Determinar agora a condic¸a˜o para que a func¸a˜o ST deve ser atendida.
Em nosso caso espec´ıfico deseja-se que o tanque possua determinado volume u´til.
Volume u´til (V )= Volume da parte cil´ındrica + Volume do fundo, ou seja:
V =
piD2H
4
+
pi
D
2
4 · D
6
· tan(α1) (2.17)
V =
piD2
4
·
(
H +
D
6
tan(α1)
)
. (2.18)
3o Passo:
Determinar as dimenso˜es do tanque no espac¸o se referenciando aos eixos ortogonais x, y e z.
Determinac¸a˜o das dimenso˜es ba´sicas em coordenadas retangulares.
Figura 2.10: Dimenso˜es do tanque no espac¸o se referenciando aos eixos x, y e z
4o Passo:
Determinar a func¸a˜o e a condic¸a˜o fornecidas no 1o passo e 2o passo obedecendo as dimenso˜es
do tanque se referenciando aos eixos x, y e z.
Func¸a˜o (A´rea Total):
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f(x, y, z) = pixz +
(
pix2
4
)
·
(
1
cos(α1)
+
1
cosα2)
)
, (2.19)
f(x, y, z) = pixz +
pix2
4 cos(α1)
+ 4 cos(α2). (2.20)
Condic¸a˜o (Volume):
V =
pix2
4
·
(
z +
x
6
tan(α1)
)
, (2.21)
V =
pix2z
4
+
pix3 tan(α1)
24
. (2.22)
5o Passo:
Trata-se de um problema de mı´nimo condicionado. Vamos minimizar f(x, y, z) = pixz +
pix2
4 cos(α1)
+ 4 cos(α2) sujeito a condic¸a˜o:
V =
pix2z
4
+
pix3 tan(α1)
24
⇔ g(x, y, z) = pix
2z
4
+
pix3 tan(α1)
24
− V.
6o Passo:
Note que f e g sa˜o de C1, assim, aplicando o me´todo do multiplicador de Lagrange, temos que:
∇f(x, y, z) + λ∇g(x, y, z) = 0. (2.23)
O resultado f´ısico da expressa˜o 2.23 e´ que resultara´ na obtenc¸a˜o do ponto de mı´nimo que e´ o
objeto de estudo.
Calculando, temos que:

∇f(x, y, z) =
(
piz +
pix2
4 cos(α1)
+ 4 cos(α2), 0, pix
)
λ∇g(x, y, z) = λ
(
2pixz
4
+
3pix tan(α1)
24
, 0,
pix2
4
)
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7o Passo:
Resolver o sistema:

(
piz +
pix2
4 cos(α1)
+ 4 cos(α2), 0, pix
)
= λ
(
2pixz
4
+
3pix tan(α1)
24
, 0,
pix2
4
)
V =
pix2z
4
+
pix3 tan(α1)
24
⇔

piz +
2pix
4 cos(α1)
+ 4 cos(α2) =
2pixzλ
4
+
3pix tan(α1)λ
24
pix =
pix2λ
4
V =
pix2z
4
+
pix3 tan(α1)
24
Da´ı, temos que:
pix =
pix2λ
4
⇔ (2.24)
1 =
xpi
4
⇔ (2.25)
x =
4
λ
. (2.26)
Por outro lado, temos que:
piz +
2pix
4 cos(α1)
+
2pix
4 cos(α2)
=
2pixzλ
4
+
3pix2 tan(α1)λ
24
⇔ (2.27)
piz +
2pix
4
λ
4 cos(α1)
+
2pi
4
λ
4 cos(α2)
=
2pi
4
λ
zλ
4
+
3pi
16
λ2
tan(α1)λ
24
⇔ (2.28)
piz +
2pi
λ cos(α1
+
2pi
λ cos(α2
= 2piz +
2pi tan(α1)
λ
⇔ (2.29)
piz =
2pi
λ
·
(
1
cos(α1
+
1
cos(α2)− tan(α1)
)
⇔ (2.30)
(2.31)
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z =
2
λ
·
(
1
cos(α1
+
1
cos(α2)
− tan(α1)
)
. (2.32)
Substituindo 2.26 e 2.32 em V , temos que:
V =
pi · 16
λ2
·
[
2
λ
·
(
1
cos(α1
+
1
cos(α2)
)
− tan(α1)
]
4
+
pi · 64
λ3
· tan(α1)
24
(2.33)
=
8pi
λ3
(
1
cos(α1)
+
1
cos(α2)
− tan(α1)
)
+
8pi · tan(α1)
3λ3
(2.34)
=
8pi
λ3
(
1
cos(α1)
+
1
cos(α2)
− tan(α1) + tan(α1)
3
)
. (2.35)
Assim, temos que:
V =
8pi
λ3
(
1
cos(α1)
+
1
cos(α2)
− 2
3
· tan(α1)
)
. (2.36)
Resolvendo a equac¸a˜o 2.36 para uma determinada situac¸a˜o espec´ıfica, sendo informado somente
Volume U´til (V ) desejado e os aˆngulos de inclinac¸a˜o do Fundo (α1) e do Teto (α2), e encontraremos
o valor espec´ıfico de (λ), e consequentemente teremos conhecidos os valores de:
Diaˆmetro,
D = x =
4
λ
. (2.37)
Altura,
H = z =
2
λ
·
(
1
cos(α1
+
1
cos(α2)
− tan(α1)
)
. (2.38)
Como segue exemplificado:
Neste estudo tambe´m podemos determinar a realac¸a˜o ideal entre Altura (H) e Diaˆmetro (D),
da seguinte forma:
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Substituindo a equac¸a˜o 2.37 na equac¸a˜o 2.38, temos que:
z =
2
4
x
·
(
1
cos(α1
+
1
cos(α2)
− tan(α1)
)
(2.39)
z
x
=
H
D
=
1
cos(α1
+
1
cos(α2)
− 1
2
· tan(α1). (2.40)
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Cap´ıtulo 3
Problemas de otimizac¸a˜o envolvendo
a matema´tica do ensino me´dio
Este cap´ıtulo, tem como objetivo principal apresentar alguns me´todos alge´bricos acess´ıveis ao
estudante do Ensino Me´dio, para resoluc¸a˜o de problemas simples de otimizac¸a˜o. Dentre estes,
destacam-se a otimizac¸a˜o de func¸o˜es quadra´ticas, ale´m de aplicac¸o˜es da desigualdade das me´dias.
A aplicac¸a˜o dos me´todos apresentados e´ exemplificada por meio de alguns problemas, escolhidos de
maneira a mostrar uma ampla e significativa diversidade que permite a utilizac¸a˜o dos me´todos aqui
desenvolvidos. Consequentemente, estes me´todos podem apresentar alguns conteu´dos do Ensino
Me´dio de uma forma interessante, despertando o interesse dos alunos, pois, uma vez bem assi-
milados podem tornar-se poderosas ferramentas na soluc¸a˜o de va´rios problemas, frequentemente
encontrados no pro´prio cotidiano dos alunos e, inclusive, em olimp´ıadas de matema´tica, vestibulares
e concursos.
Diante desta realidade, cabe ao professor expor seus alunos a situac¸o˜es-problema que estimulem
o desenvolvimento da competeˆncia matema´tica. No desenvolvimento desta competeˆncia, os pro-
blemas sa˜o fundamentais, pois permitem ao aluno colocar-se diante de situac¸o˜es que possibilitem
o exerc´ıcio do racioc´ınio lo´gico, pensando por si pro´prio, sem a utilizac¸a˜o de regras e fo´rmulas
padronizadas. O Ensino da Matema´tica deve, dentre os principais objetivos, desafiar os alunos
e incitar a curiosidade atrave´s da apresentac¸a˜o de problemas compat´ıveis com os conhecimentos
destes. Assim, o professor deve auxilia´-los por meio de indagac¸o˜es estimulantes que objetivem o
desenvolvimento de um pensamento cr´ıtico e autoˆnomo. Mais do que o ”simples”dever de ensinar,
o professor encontra-se diante de um novo contexto so´cio-cultural em que o aluno possui fa´cil acesso
a` informac¸a˜o, tornando-se desafiador mostrar e ressaltar a importaˆncia da Matema´tica. Utilizar
problemas desafiadores que estimulem a curiosidade e o racioc´ıcio-lo´gico pode ser uma maneira de
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aumentar o interesse pela Matema´tica.
A seguir sera˜o apresentados alguns me´todos alge´bricos para soluc¸a˜o de problemas de otimizac¸a˜o,
dentre eles, destacam-se a desigualdade das me´dias, que praticamente na˜o sa˜o explorados no Ensino
Me´dio.
3.1 Ma´ximos e mı´nimos de func¸o˜es quadra´ticas
Nas atuais orientac¸o˜es curriculares para o Ensino Me´dio, os problemas de ma´ximos e mı´nimos
usualmente explorados quase sempre esta˜o ligados a`s func¸o˜es quadra´ticas. Nestes, a tarefa mais
dif´ıcil e´ achar a func¸a˜o que modela o problema, feito isso, resolver o problema resume-se a en-
contrar as coordenadas do ve´rtice do gra´fico da func¸a˜o. A seguir sera´ apresentada uma breve
ana´lise da forma canoˆnica destas func¸o˜es com o objetivo de encontrar as coordenadas do ve´rtice,
consequentemente, o seu valor ma´ximo ou o seu valor mı´nimo.
Dada a func¸a˜o quadra´tica f(x) = ax2 + bx + c com a, b e c nu´meros reais e a 6= 0, note que
valem as seguintes igualdades:
f(x) = ax2 + bx+ c
= a
(
x2 +
b
a
x+
c
a
)
= a
(
x2 +
b
a
x+
b2
4a2
− b
2
4a2
− c
a
)
= a
(
x2 +
b
a
x+
b2
4a2
)
− a
(
b2
4a2
− c
a
)
= a
(
x+
b
2a
)2
−
(
b2 − 4ac
4a
)
Como x ∈ R, o primeiro termo na expressa˜o anula-se apenas para x = −b
2a
. Logo, conclui-se
que:
(i) Se a > 0, o menor valor de f(x) ocorre quando x =
−b
2a
.
(ii Se a < 0, o maior valor de f(x) ocorre quando x =
−b
2a
.
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Observe um problema onde este resultado pode ser usado:
Problema 3.1. Os alunos de uma escola alugaram, para uma festa de formatura, um sala˜o de
eventos com capacidade para 150 pessoas. Cada aluno comprometeu-se, de in´ıcio, a pagar R$
10, 00. Caso a lotac¸a˜o do estabelecimento na˜o fosse atingida, o gerente propoˆs que cada aluno que
comparecesse pagasse um adicional de R$ 0, 50 por lugar vazio. Qual deve ser a quantidade de
alunos presentes a festa de formatura para que a receita seja ma´xima?
Soluc¸a˜o: Seja x o nu´mero alunos na festa, tem-se que a receita(R) e´ dada, em reais, pela func¸a˜o:
R(x) = x[10 + 0, 5(150− x)] = −0, 5x2 + 85x.
Logo, a soluc¸a˜o do problema se resume a determinar o valor de x para que a func¸a˜o atinja seu
maior valor, isto ocorre quando x =
−85
2 · (−0, 5) , ou seja, quando x = 85.
Portanto, o nu´mero de alunos que devem estar presentes na festa para que a receita seja ma´xima
e´ 85, neste caso a receita sera´ igual a R$ 3612, 50.
Nos cursos superiores de Matema´tica ou a´reas afins os problemas de otimizac¸a˜o costumam ser
resolvidos com o uso de derivadas, ja´ no Ensino Me´dio a maioria destes problemas conduzem a uma
func¸a˜o quadra´tica, cuja soluc¸a˜o foi analisada nesta sec¸a˜o. Pore´m, existe uma ampla quantidade de
problemas que podem ser resolvidos usando outros recursos alge´bricos, tipicamente expressos por
meio de desigualdades. Algumas destas sera˜o discutidas a seguir.
3.2 A Desigualdade das Me´dias
A desigualdade das me´dias, por exemplo, mostra-se muito u´til na soluc¸a˜o de alguns problemas
de otimizac¸a˜o. Geralmente, no Ensino Me´dio, estas me´dias sa˜o tratadas no conteu´do de Noc¸o˜es de
Estat´ıstica, onde as aplicac¸o˜es restringem-se ao seu simples ca´lculo com base em informac¸o˜es dadas
em gra´ficos ou tabelas. A definic¸a˜o destas me´dias sera´ apresentada a seguir:
Definic¸a˜o 3.1. Sejam a1, a2, ..., an nu´meros reais positivos. Define-se:
(i) A me´dia aritme´tica (ma) de a1, a2, ..., an como o nu´mero
a1 + a2 + ...+ an
n
.
(ii) A me´dia geome´trica (mg) de a1, a2, ..., an como o nu´mero n
√
a1a2...an.
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(iii) A me´dia harmoˆnica (mh) de a1, a2, ..., an como o nu´mero
n
1
a1
+
1
a2
+ ...+
1
an
.
(iv) A me´dia quadra´tica (mq) de a1, a2, ..., an como o nu´mero
√
a21 + a
2
2 + ...+ a
2
n
n
.
Uma vez definidas, existe uma importante relac¸a˜o entre estas me´dias, apresentada no seguinte
teorema:
Teorema 3.2.1. Desigualdade das Me´dias Para toda colec¸a˜o de nu´meros reais positivos a1, a2, ..., an−1
e an verificam-se as seguintes desigualdades:
mh(a1, a2, ..., an) ≤ mg(a1, a2, ..., an) ≤ ma(a1, a2, ..., an) ≤ mq(a1, a2, ..., an).
Ale´m disso, em cada caso a igualdade ocorre se, e somente se, a1 = a2 = ... = an.
Va´rias e interessantes demonstrac¸o˜es destas desigualdades para n nu´meros podem ser encon-
tradas em Oliveira[11]. Pore´m a demonstrac¸a˜o aqui apresentada sera´ restrita ao caso que envolve
apenas dois nu´meros reais positivos, sendo perfeitamente acess´ıvel aos alunos do Ensino Me´dio.
Demonstrac¸a˜o. Sejam a1 e a2 dois nu´meros reais positivos quaisquer. Para mostrar que mg ≤ ma,
basta observar que
ma −mg = a1 + a2
2
−√a1a2 = a1 + a2 − 2
√
a1a2
2
=
(
√
a1 +
√
a2)
2
2
≥ 0.
Como ma−mg e´ na˜o negativo, segue que mg ≤ ma para quaisquer a1 6= a2 e a igualdade ocorre
quando a1 = a2. Para mostrar que ma ≤ mq, observa-se que
(a1 − a2)2 ≥ 0 ⇐⇒ a21 − 2a1a2 + a22 ≥ 0
⇐⇒ 2a21 + 2a22 ≥ a21 + 2a1a2 + a22
⇐⇒ a
2
1 + a
2
2
2
≥
(
a1 + a2
2
)2
⇐⇒
√
a21 + a
2
2
2
≥ a1 + a2
2
.
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Observe que esta u´ltima implicac¸a˜o e´ va´lida porque a1 e a2 sa˜o nu´meros positivos, nota-se
tambe´m que a igualdade ocorre quando a1 = a2.
E, finalmente, para mostrar que mh ≤ mg, aplica-se a desigualdade mg ≤ ma aos nu´meros
positivos
1
a1
e
1
a2
, de onde tem-se que
√
1
a1
+
1
a2
≤
1
a1
+
1
a2
2
⇐⇒ 1√
a1a2
≤ a1 + a2
2a1a2
⇐⇒ 2a1a2
a1 + a2
≤ √a1a2.
que completa a demonstrac¸a˜o, pois
2a1a2
a1 + a2
=
2
1
a1
+ 1a2
.
Problema 3.2. Uma lata cil´ındrica e´ feita para receber 1 litro de o´leo. Encontre as dimenso˜es que
minimizara˜o o custo do metal para produzir a lata.
Soluc¸a˜o:
A ideia e´ tentar exprimir uma func¸a˜o de acordo com a situac¸a˜o proposta pelo problema, e, se
poss´ıvel, coloca´-la em func¸a˜o de uma u´nica varia´vel dependente.
Finalmente, escolhe-se um me´todo alge´brico que permita minimizar a func¸a˜o encontrada. O
volume da lata cil´ındrica e´ fixo e igual a 1 litro, ou seja, 1000cm3. A expressa˜o que determina
o volume do cilindro e´ V = pir2h, onde r representa o raio da base e h a altura do cilindro.
Consequentemente,
pir2h = 1000. (3.1)
Por outro lado, a a´rea da superf´ıcie cil´ındrica e´ dada por:
A = 2pir2 + 2pirh, (3.2)
assim isolando h na equac¸a˜o 3.1 e substituindo em 3.2, tem-se
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A(r) = 2pir2 + 2pir · 1000
pir2
= 2pir2 +
2000
r
= 2(pir2 +
1000
r
), com r > 0.
Logo, o objetivo e´ determinar o valor de r que minimiza pir2 +
1000
r
, que pode ser adaptada
para uma aplicac¸a˜o da desigualdade das me´dias geome´trica e aritme´tica, observando que
pir2 +
1000
r
= pir2 +
500
r
+ pir2 +
500
r
.
Assim
pir2 +
500
r
+
500
r
3
≥ 3
√
pir2 · 500
r
· 500
r
⇐⇒ pir2 + 1000
r
≥ 150 3
√
2pi,
e a igualdade, que minimiza a expressa˜o, vale exatamente quando os treˆs termos sa˜o iguais, ou
seja, pir2 =
500
r
. Da´ı,
pir3 = 500⇐⇒ r3 = 500
pi
⇐⇒ 3
√
500
pi
.
Substituindo o valor de r encontrado em 3.1 e simplificando, encontra-se h = 2 3
√
500
pi
, ou seja, a
altura do cilindro deve ser o dobro da medida do raio da base para que a a´rea da superf´ıcie cil´ındrica
seja mı´nima e igual a 300 3
√
2pi.
Diante do exemplo anterior, e´ importante observar que a desigualdade das me´dias aritme´tica e
geome´trica e´ muito u´til para estudar func¸o˜es que envolvem somas de poteˆncias positivas e negativas
de x com coeficientes positivos. Neste caso, pode ser conveniente decompor um mesmo termo em
duas ou mais parcelas de modo que o produto de todas as parcelas resulte em uma constante.
3.3 Aplicac¸o˜es:
Problema 3.3. (UE-PI) Um agricultor tem 140 metros de cerca para construir dois currais: um
deles, quadrado, e o outro, retangular, com comprimento igual ao triplo da largura. Se a soma das
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a´reas dos currais deve ser a menor poss´ıvel, qual e´ a a´rea do curral quadrado?
Soluc¸a˜o:
Seja x o lado do quadrado, logo para construir o curral retangular restaram (140− 4x) metros
de cerca, ou seja, o comprimento sera´
3(140− 4x)
8
e a largura
3(140− 4x)
8
. Assim a func¸a˜o A(x)
que determina a soma das a´reas dos dois currais e´ dada por:
A(x) = x2 +
3
8
(140− 4x) · 1
8
(140− 4x).
Logo,
A(x) = x2 +
3
64
(19600− 1120x+ 16x2)
= x2 +
3
4
x2 − 105
2
x+
3675
4
=
7x2 − 210x+ 3675
4
=
7
4
(x2 − 30x+ 525)
=
7
4
(x− 15)2 + 525.
Assim analisando a forma canoˆnica de A(x) observamos que a func¸a˜o e´ mı´nima quando x = 15.
Portanto, a a´rea do curral quadrado e´ 225m2.
Neste problema algumas indagac¸o˜es sa˜o relevantes: Por que minimizar e na˜o maximizar a a´rea
como seria o objetivo de uma situac¸a˜o real? Quando e´ poss´ıvel utilizar este procedimento em algum
outro problema?
Problema 3.4. Determinar as dimenso˜es do paralelep´ıpedo de menor diagonal poss´ıvel, sabendo
que a soma dos comprimentos de todas as suas arestas e´ 12.
Soluc¸a˜o: A desigualdade entre as me´dias quadra´tica e aritme´tica pode ajudar a resolver o pro-
blema. Pois, o comprimento da diagonal de um paralelep´ıpedo de dimenso˜es a, b e c e´ dado por:
d =
√
a22 + b2 + c2, o que sugere o uso da me´dia quadra´tica. Por outro lado, a soma de todas as
arestas pode ser associada a` me´dia aritme´tica. Sejam a, b e c as dimenso˜es do paralelep´ıpedo, logo
pretendemos minimizar
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d =
√
a2 + b2 + c2
onde d representa o comprimento da diagonal do paralelep´ıpedo. Por outro lado, temos
4a+ 4b+ 4c = 12⇔ a+ b+ c = 3.
Assim, usando a desigualdade das me´dias quadra´tica e aritme´tica temos que
√
a2 + b2 + c2
3
≥ a+ b+ c
3
= 1 =⇒ a2 + b2 + c2 ≥ 3.
Portanto, para minimizar d usa-se a igualdade que ocorre quando a = b = c = 1, ou seja,
quando o paralelepipedo for um cubo de lado 1, a diagonal sera´ mı´nima e igual a
√
3.
Algumas questo˜es sa˜o pertinentes a respeito deste problema: Quando usar a desigualdade entre
as me´dias quadra´tica e aritme´tica? E´ poss´ıvel usar este mesmo resultado para outros poliedros
regulares?
Problema 3.5. (AV2 da disciplina MA12 - PROFMAT - Turma 2011): Uma caixa retangular
sem tampa tem dimenso˜es x, y e z representando respectivamente o comprimento, a largura e a
altura.
a) Exprima a a´rea e o volume da caixa em func¸a˜o de x, y e z.
b) Use a desigualdade das me´dias para mostrar que, se o volume da caixa e´ igual a 32, enta˜o sua
a´rea e´ maior ou igual a 48.
c) Determine as medidas das arestas da caixa de a´rea mı´nima com volume igual a 32.
Soluc¸a˜o:
a) O volume da caixa e´ V = xyz e a a´rea total e´ A = xy + 2xz + 2yz.
b) Pela desigualdade entre as me´dias aritme´tica e geome´trica temos,
xy + 2xz + 2yz
3
≥ 3
√
xy · 2xz · 2yz = 3
√
4x2y2z2,
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como xyz = 32 (volume da caixa) conclui-se que:
xy + 2xz + 2yz
3
≥ 3
√
4 · 322 = 3
√
4096 = 16.
Consequentemente, xy + 2xz + 2yz ≥ 48 como pretendia-se mostrar.
c) Como xy + 2xz + 2yz ≥ 48 tem-se pela desigualdade das me´dias aritme´tica e geome´trica que a
igualdade so´ ocorre quandoxy = 2xz = 2yz, ou seja, x = y = 2z. Fazendo x = a obtem-se que
a ·a · a
2
= 32, consequentemente a3 = 64 =⇒ a = 4. Portanto, as dimenso˜es do comprimento,
da largura e da altura que minimizam a a´rea total da caixa sa˜o respectivamente iguais a 4, 4
e 2.
E´ importante ressaltar que as indu´strias (principalmente do setor aliment´ıcio) fazem este tipo
de ca´lculo para minimizar o custo das embalagens de determinados produtos. Pode-se utilizar
esta ideia para minimizar o material gasto em alguma embalagem, por exemplo, uma caixa de
leite, com volume fixo igual a 1 l e fazer alguma indagac¸o˜es com base na resposta encontrada.
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Apeˆndice A
Introduc¸a˜o a topologia do Rn
Inicialmente faremos breves definic¸o˜es sobre a topologia do Rn, que contribuira˜o para o nosso
objetivo final, isto e´, obter os principais resultados da teoria de ma´ximos e mı´nimos na˜o condicio-
nados e maximos e mı´nimos de func¸o˜es condicionados, atrave´s de Multiplicadores de Lagrange. E,
enfim, aplicar tal teoria em algumas aplicac¸o˜es para problemas cotidianos.
A.1 O Espac¸o vetorial Rn
Seja n ∈ N. O espac¸o euclidiano n-dimensional e´ o produto cartesiano de n fatores iguais a R:
Rn = R× R× · · · × R︸ ︷︷ ︸
n vezes
.
Os pontos de Rn sa˜o as n-listas x = (x1, · · · , xn) cujas coordenadas x1, · · · , xn sa˜o nu´meros reais.
Dados x = (x1, · · · , xn), y = (y1, · · · , yn) em Rn e um nu´mero real λ, definimos a adic¸a˜o x+ y
e a multiplicac¸a˜o por escalar λ · x por
x+ y = (x1 + y1, · · · , xn + yn),
λ · x = (λx1, · · · , λxn).
Com estas operac¸o˜es, o Rn e´ um espac¸o vetorial de dimensa˜o n sobre R, no qual o elemento neutro
para a adic¸a˜o e´ 0 = (0, · · · , 0) e o sime´trico de x = (x1, · · · , xn) e´ −x = (−x1, · · · ,−xn).
Os elementos de Rn sera˜o a`s vezes chamados de pontos e a`s vezes de vetores. Destaca-se a base
canoˆnica {e1, · · · , en}, formada pelos vetores
e1 = (1, 0, · · · , 0), e2 = (0, 1, · · · , 0), · · · , en = (0, 0, · · · , 1),
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que tem uma coordenada igual a 1 e as outras nulas. Para todo x = (x1, ..., xn) em Rn, temos:
x = x1e1 + ...+ xnen.
Teorema A.1.1. Sejam L(Rm;Rn) o conjunto das aplicac¸o˜es lineares T : Rm −→ Rn e o conjunto
M(n×m) das matrizes reais (aij) com n linhas e m colunas. Existe uma bijec¸a˜o natural entre os
conjuntos L(Rm;Rn) e M(n×m).
Demonstrac¸a˜o. De fato, dada T ∈ L(Rm;Rn), seja AT = (aij) a matriz cuja j-e´sima coluna e´ o
vetor coluna (Tej)
t, onde {e1, ..., em} e´ a base canoˆnica de Rm.
T (ej) =
n∑
i=1
aije
∗
i (j = 1, ...,m),
onde {e∗1, ..., e∗n} e´ base canoˆnica de Rn. Assim, defina a func¸a˜o
φ : L(Rm;Rn) −→ M(n×m)
T 7−→ AT ,
dada A ∈M(n×m), seja TA ∈ L(Rm;Rn) definida por
TA(x) =
 n∑
j=1
aijxj , · · · ,
n∑
j=1
anjxj
 .
Como TA(ej) = (aij , · · · , anj), temos que a aplicac¸a˜o φ e´ sobrejetora.
Ale´m disso, φ e´ injetora, pois se φ(T ) = φ(L), enta˜o T (ej) = L(ej) , j = 1, · · · ,m e, portanto,
T (x) = x1 · T (e1) + · · ·+ xm · T (em) = L(x),
para todo x = (x1, · · · , xm) ∈ Rm.
Agora, escrevendo as entradas de uma matriz A ∈ M(n × m) na forma de lista, podemos
identificar A como um ponto do espac¸o euclidiano Rmn. Assim, M(n×m) pode ser visto como um
espac¸o vetorial real de dimensa˜o nm, no qual as matrizes
Akl = (a
kl
ij ); 1 6 k 6 n e 1 6 m,
onde
(aklij ) =
{
1, (i, j) = (k, l)
0, (i, j) 6= (k, l)
formam uma base natural.
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Ale´m disso, como φ e´ uma bijec¸a˜o, podemos induzir em L(Rm;Rn) uma estrutura de espac¸o
vetorial, para a qual T lk, 1 6 k 6 n e 1 6 m, onde T lk(el) = e∗k e T lk(ej) = 0 se j 6= l e´ uma base
natural.
Podemos, assim, sempre que for conveniente, substituir L(Rm;Rn) ora por M(n×m), ora por
Rmn .
• No caso particular em que n = 1 , L(Rm;R) e´ o espac¸o vetorial de dimensa˜o n formado pelos
funcionais lineares Rm em R, para o qual {pi1, · · · , pim} e´ uma base, onde
pii(lj) =
{
1, i = j
0, i 6= j
ou seja,
pii × (x1, ..., xm) =
n∑
i=1
xipii(ej) = xi
e´ a projec¸a˜o de Rmn sobre o seu i-e´simo fator.
O espac¸o L(Rm;R) = (Rm)∗ e´ chamado espac¸o dual do Rm e, a base {pi1, ..., pim} constituem a
base dual da base canoˆnica de Rm.
Definic¸a˜o A.1. Sejam E,F,G espac¸os vetoriais reais. Uma aplicac¸a˜o ϕ : E × F −→ G chama-se
bilinear quando e´ linear em relac¸a˜o a cada uma de suas componentes. Ou seja:
ϕ(λx+ x′, y) = λϕ(x, y) + ϕ(x′, y)
e ϕ(x, αy + y′) = αϕ(x, y) + ϕ(x′, y).
Definic¸a˜o A.2. Uma aplicac¸a˜o bilinear ϕ : E × E −→ G e´ sime´trica quando
ϕ(x, y) = ϕ(y, x)
Produto interno e norma
Definic¸a˜o A.3. Seja E um espac¸o vetorial real. O produto interno em E e´ uma aplicac¸a˜o 〈·, ·〉 :
E × E −→ R que satisfaz as seguintes propriedades:
1. 〈x, y〉 = 〈y, x〉,
2. 〈x+ x′, y〉 = 〈x, y〉+ 〈x′, y〉,
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3. 〈αx, y〉 = α〈x, y〉 = 〈x, αy〉,
4. 〈x, x〉 > 0, sempre que x 6= 0,
para quaisquer x, x′, y ∈ E e λ ∈ R. Ou seja, o produto interno sobre E e´ uma func¸a˜o bilinear,
sime´trica e positiva definida.
Exemplo A.1. O produto interno canoˆnico do espac¸o euclidiano Rn e´ dado por
〈x, y〉 = x1y1 + · · ·xnyn,
onde x = (x1, ..., xn) e y = (y1, ..., yn).
Observac¸a˜o A.1. Dois vetores x, y ∈ Rn dizem-se ortogonais quando 〈x, y〉 = 0. Deste modo, o
vetor nulo e´ ortogonal a todos os vetores do espac¸o.
Definic¸a˜o A.4. Uma norma num espac¸o vetorial real E e´ uma func¸a˜o real ‖ · ‖ : E −→ R que
satisfaz as seguintes condic¸o˜es:
1. ‖λx‖ = |λ|‖x‖;
2. ‖x+ y‖ 6 ‖x‖+ ‖y‖
3. ‖x‖ > 0, sempre que x 6= 0,
para quaisquer x, y ∈ E e λ ∈ R
Proposic¸a˜o A.1 (Desigualdade de Cauchy -Schwarz). Seja E um espac¸o vetorial com produto
interno 〈, 〉 . Enta˜o
〈x, y〉 ≤ ‖x‖‖y‖, ∀x, y ∈ E,
e a igualdade e´ valida se, e somente se, x e y sa˜o linearmente dependentes (LD), onde ‖x‖ = √〈x, x〉
e, ‖y‖ = √〈y, y〉.
Demonstrac¸a˜o. Suponhamos y 6= 0 e seja λ ∈ R. Como
〈x+ λy, x+ λy〉 = ‖x‖2 + 2λ〈x, y〉+ λ2‖y‖2 > 0,
para todo λ ∈ R, temos que o discriminante
4 = 4〈x, y〉2 − 4‖x‖2‖y‖2 6 0
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Logo,
〈x, y〉 ≤ ‖x‖‖y‖.
Ale´m disso, 〈x, y〉 = ‖x‖‖y‖, se e somente se, 4 = 0, ou seja, se e somente se, existe λ0 ∈ R tal que
x + λ0y = 0.
Logo, 〈x, y〉 = ‖x‖‖y‖ se , e somente se, x e y sa˜o LD.
Teorema A.1.2. |‖x‖ − ‖y‖| 6 ‖x− y‖
Demonstrac¸a˜o. De fato, como
‖x‖ = ‖(x− y) + y‖ 6 ‖x− y‖+ ‖y‖
e,
‖y‖ = ‖(y − x) + x‖ 6 ‖x− y‖+ ‖x‖
temos que
−‖(x− y) + y‖ 6 ‖x‖ − ‖y‖ 6 ‖(x− y) + y‖
donde,
|‖x‖ − ‖y‖| 6 ‖(x− y) + y‖.
Observac¸a˜o A.2. Se〈·, ·〉 : E × E −→ R e´ um produto interno em E, enta˜o‖ · ‖ : E −→ R, dado
por ‖x‖ = √〈x, x〉 e´ uma norma em E.
Exemplo A.2. Se 〈·, ·〉 e´ produto interno em Rn,
‖x‖ =
√
〈x, x〉 =
√
x21 + · · ·+ x2n
e´ chamada de norma euclidiana do vetor x ∈ Rn.
Teorema A.1.3. Ha´ uma infinidade de normas que podem ser definidas no espac¸o euclidiano Rn.
Dentre elas, temos:
1. A norma do ma´ximo :‖x‖m = max{|x1|, · · · , |xn|};
94
2. A norma da soma : ‖x‖s = |x1|+ · · ·+ |xn|.
Ale´m disso, para todo x em Rn,
‖x‖m 6 ‖x‖ 6 ‖x‖s 6 n‖x‖m
onde ‖x‖ e´ a norma euclidiana.
Demonstrac¸a˜o. De fato, como ‖x‖ =
√
x21 + · · ·+ x2n > |xi|, para todo i = 1, · · · , n , temos que
‖x‖m 6 ‖x‖.
Agora,
‖x‖s = |x1|+ · · ·+ |xn| 6 n ·max|xi| = n‖x‖m
Finalmente,
‖x‖2s = (|x1|+ · · ·+ |xn|)2 = |x1|2 + · · ·+ |xn|2 + 2
n∑
i,j=1
|xi||yi| > |x1|2 + · · ·+ |xn|2 = ‖x‖2,
explica que, ‖x‖ 6 ‖x‖s.
Observac¸a˜o A.3. As desigualdades no teorema A.1.3 servira˜o para mostrar que as treˆs normas
sa˜o equivalentes.
Observac¸a˜o A.4. Uma norma pode na˜o provir de um produto interno, ou seja, nem sempre existe
um produto interno 〈·, ·〉 em E tal que
‖x‖ =
√
〈x, x〉.
Com efeito, se a norma ‖x‖ prove´m de um produto interno 〈, 〉, enta˜o vale a identidade do parale-
logramo:
‖x+ y‖2 + ‖x− y‖2 = 2(‖(x‖2 + ‖y‖2)
que diz que a soma dos quadrados das diagonais de um paralelogramo e´ igual a` soma dos quadrados
de seus quatro lados.
De fato,
‖x+ y‖2 = 〈x+ y, x+ y〉 = ‖x‖2 + ‖y‖2 + 2〈x, y〉
‖x− y‖2 = 〈x− y, x− y〉 = ‖x‖2 + ‖y‖2 − 2〈x, y〉
=⇒ ‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2)
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Com isso, podemos mostrar que as normas ‖ ·‖m e ‖ ·‖s em Rn na˜o prove´m de um produto interno:
se e1 e e2 sa˜o vetores da base canoˆnica do Rn, temos que
‖e1 + e2‖2m + ‖e1 − e2‖2m = 1 + 1 = 2 6= 4 = 2(‖e1‖2m + ‖e2‖2m)
e
‖e1 + e2‖2s + ‖e1 − e2‖2s = 4 + 4 = 8 6= 4 = 2(‖e1‖2s + ‖e2‖2s).
Bolas e conjuntos limitados
Definic¸a˜o A.5. Num espac¸o normado M, definimos os seguintes conjuntos:
1. Bola aberta de centro a em M e raio r > 0 ;B(a, r) = {x ∈M/‖x− a‖ < r};
2. Bola fechada de centro a em M e raio r > 0 ;B[a, r] = {x ∈M/‖x− a‖ 6 r};
3. Esfera de centro a em M e raio r > 0 ;S[a, r] = {x ∈M/‖x− a‖ = r}.
Segue-se que B[a, r] = S[a, r] ∪B(a, r).
Exemplo A.3. No espac¸o euclidiano R de dimensa˜o 1, temos que B[a, r] = [a− r, a+ r], S[a, r] =
{a− r, a+ r}, B(a, r) = (a− r, a+ r).
Observac¸a˜o A.5. A forma geome´trica das bolas e esferas, em geral, depende da norma que se
usa.
Por exemplo, se considerarmos o plano R2, com a me´trica euclidiana, teremos: B((a, b), r) =
{(x, y) ∈ R2/(x− a)2 + (y − b)2 < r} (disco aberto de centro (a,b) e raio r > 0.)
Figura A.1: Bola com a me´trica Euclidiana.
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E se considerarmos, R2 com a me´trica do ma´ximo, teremos: Bm((a, b), r) = {(x, y) ∈ R2/|x−
a| < r e |y − b| < r} = (a− r, a+ r)× (b− r, b+ r)
Figura A.2: Bola aberta, em relac¸a˜o a` norma do ma´ximo.
Finalmente, se tomarmos R2 com a me´trica da soma, teremos: B((a, b), r) = {(x, y) ∈ R2/(x−
a)2 + (y − b)2 < r} (disco aberto de centro (a,b) e raio r > 0.)
Figura A.3: Bola fechada com relac¸a˜o a` me´trica da soma.
Teorema A.1.4. De um modo geral, a bola aberta Bm(a, r) ⊂ Rn definida pela norma ‖x‖m =
max{|x1|, · · · , |xn|} e´ o produto cartesiano (a1−r, a1+r)×· · ·×(an−r, an+r), onde a = (a1, · · · , an).
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Demonstrac¸a˜o. De fato,
x = (x1, · · · , xn) ∈ Bm(a, r) ⇐⇒ |x1 − a1| < r, · · · , |xn − an| < r
⇐⇒ x1 ∈ (a1 − r, a1 + r), · · · , xn ∈ (an − r, an + r)
⇐⇒ (x1, · · · , xn) ∈ (a1 − r, a1 + r)× · · · × (an − r, an + r).
Definic¸a˜o A.6. Um conjunto X ⊂ Rn e´ convexo quando conte´m qualquer segmento da reta cujos
extremos pertencem a X, ou seja,
x, y ∈ X =⇒ [x, y] ⊂ X.
Exemplo A.4. Todo espac¸o vetorial E ⊂ Rn e´ convexo.
Teorema A.1.5. Toda bola aberta ou fechada de Rn, com respeito a qualquer norma, e´ um conjunto
convexo.
Demonstrac¸a˜o. Sejam x, y ∈ B(a, r). Enta˜o, ‖x− a‖ < r e ‖y − a‖ < r. Logo,
‖(1− t)x+ ty − a‖ = ‖(1− t)x+ y − (1− t)y − (1− t)a− ta‖ 6 ‖(1− t)(x− a)‖+ ‖t(y − a)‖ = r
para todo t ∈ [0, 1], pois 0 ≤ t ≤ 1.
De modo ana´logo, podemos provar que a bola fechada e´ convexa.
Definic¸a˜o A.7. Um subconjunto X ⊂ Rn e´ limitado com respeito a uma norma em Rn quando
existe c > 0 tal que ‖x|| 6 c para todo x em X, ou seja, quando existe c > 0 tal que X ⊂ B[o, c].
A.1.1 Sequeˆncias convergentes e de Cauchy
Nesta sec¸a˜o, estudaremos quando uma sequeˆncia de pontos em Rn e´ convergente ou de Cau-
chy. Tais sequeˆncias sera˜o u´teis para obtermos informac¸o˜es que sera˜o estudadas na teoria das
aproximac¸o˜es sucessivas.
Definic¸a˜o A.8. Uma aplicac¸a˜o x : N→ Rn e´ chamada sequeˆncia em Rn e sera´ denotada por
(xm) ou (xm)m∈N ou (x1, x2, · · · , xm, · · · ).
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Observac¸a˜o A.6. Observe que xm ∈ Rn, enta˜o xm = (xm1 , xm2 , · · · , xmn ), para todo m ∈ N.
Exemplo A.5. Consideremos xm =
(
1
m
, sen(m)
)
, para todo m ∈ N. Assim, (xm) e´ uma
sequeˆncia em R2
Definic¸a˜o A.9. Dizemos que (xm)e´ limitada se existir r > 0 tal que ‖xm‖ < r, para todo m ∈ N.
Mostraremos uma outra maneira de definirmos uma sequeˆncia limitada atrave´s das coordenadas
de seus valores.
Teorema A.1.6. (xm)m∈N e´ limitada em Rn se, e somente se, (xmi )m∈N e´ limitada em R para
todo i = 1, 2, · · · , n, onde xm = (xm1 , xm2 , · · · , xmn ), para todo m ∈ N.
Demonstrac¸a˜o. Se (xm)m∈N e´ limitada Rn, enta˜o existe r > 0 tal que ‖xm‖ < r, para todo m ∈ N.
Logo, pela definic¸a˜o de norma euclidiana,
(xm1 )
2 + · · ·+ (xmn )2 ≤ r2.
Assim,
(xmi )
2 ≤ r2 para todo i = 1, 2, · · · , n e para todo m ∈ N.
Portanto,
|xmi |2 ≤ r para todo m ∈ N e i = 1, 2, · · · , n.
Ou seja, (xmi )m∈N e´ limitada em R, para todo i = 1, 2, · · · , n.
Reciprocamente, seja (xmi )m∈N. Da´ı, existe ri > 0 tal que |xmi | ≤ ri, para todo i = 1, 2, · · · , n.
e para todo m ∈ N. logo,
(xm1 )
2 + · · ·+ (xmn )2 ≤ r21 + · · ·+ r2n para todo m ∈ N.
Portanto, ‖xm‖ ≤
√
r21 + · · ·+ r2n = r, para todom ∈ N.
Exemplo A.6. A sequeˆncia (xm) ⊆ R, definida por xm = m ∀ m ∈ N, na˜o e´ limitada.
Exemplo A.7. Um exemplo de sequeˆncia limitada e´ (xm), onde xm =
m
m+ 1
para todo m ∈ N,
pois, |xm| < 1 para todo m ∈ N.
Exemplo A.8. A sequeˆncia xm =
(
1
m
, sen(m)
)
para todo m ∈ N e´ uma sequeˆncia limitada em
R2. De fato,
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1m
≤ 1 e |sen(m)| ≤ 1,para todo m ∈ N. Logo, pelo Teorema A.1.6,
(xm) m ∈ N e´ limitada.
Exemplo A.9. Seja xm = (1,m) ∈ R2, para todo m ∈ N uma sequeˆncia. Usando o Teorema A.1.6,
temos que (xm) na˜o e´ limitada, ja´ que a segunda coordenada do n-e´simo termo desta sequeˆncia na˜o
forma uma sequeˆncia limitada em R.
Definic¸a˜o A.10. Dizemos que uma sequeˆncia, em Rn, (xm) e´ convergente e converge para x ∈ Rn
se dado qualquer nu´mero  > 0, e´ sempre poss´ıvel encontrar um nu´mero n0 tal que
‖xm−x‖ < , sempre que m ≥ n0. Neste caso, escrevemos limxm = x.
Caso contra´rio, (xm) e´ dita divergente.
Exemplo A.10. A sequeˆncia (xm), definida por xm =
(
1
m
, 2
)
∈ R2, e´ convergente e converge
para (0, 2). De fato, dado  > 0, seja n0 ∈ N tal que n0 > 1

(Propriedade Arquimediana). Logo,
para todo m > n0, tem-se
1
n0
≥ 1
m
. portanto,
‖xm − (0, 2)‖ =
∥∥∥∥( 1m, 2
)
− (0, 2)
∥∥∥∥ = ∥∥∥∥( 1m, 0
)∥∥∥∥ = 1m ≥ 1n0 < 
Da´ı, limxm = (0, 2).
Podemos caracterizar a convergeˆncia de uma sequeˆncia em Rn atrave´s das coordenadas dos
valores desta sequeˆncia.
Teorema A.1.7. Sejam (xm) ⊆ Rn uma sequeˆncia e x ∈ Rn. Enta˜o,
limxn = x⇔ limxmi = xi, para todo i = 1, · · · , n,
onde x = (x1, x2, · · · , xn) e xm = (xm1 , xm2 · · · , xmn ).
Demonstrac¸a˜o. Dado  > 0, existe n0 ∈ N tal que para todo m ≥ n0, tem-se
|xmi − xi| ≤ ‖xm − x‖ < ,∀ i = 1, · · · , n,
Logo,
limxmi = xi, para todo i = 1, · · · , n.
Reciprocamente, suponha que limxmi = xi, para todo i = 1, · · · , n. Assim, dado  > 0,existe
ki0 ∈ N tal que para todo m ≥ ki0, tem-se
|xmi − xi| <
√
n
, para todo i = 1, · · · , n.
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Logo, para k0 = max{k10, · · · , kn0 } e m ≥ k0, encontramos
‖xm − x‖2 =
n∑
i=1
|xmi − xi|2 <
n2
n
.
Portanto,
‖xm − x‖ < , para todo m ≥ k0.
Definic¸a˜o A.11 (Sequeˆncia de Cauchy). Dizemos que uma sequeˆncia (xm) ⊆ Rn e´ uma
sequeˆncia de Cauchy se para cada ε > 0, existe um k0 ∈ N tal que para todo k, l ≥ k0, tem-se
‖ xk − xl ‖< ε.
Exemplo A.11. A sequeˆncia (xm) =
((
1,
1
m
))
m ∈ N
e´ de Cauchy.
De fato, dado  > 0, existe n0 ∈ N tal que n0 > 2 . Com isso, para todo m, k > n0, obtemos
‖xm−xk‖ <  =
∥∥∥∥(1, 1m
)
−
(
1,
1
k
)∥∥∥∥ = ∥∥∥∥(0, 1m − 1k
)∥∥∥∥ = ∣∣∣∣( 1m − 1k
)∣∣∣∣ ≤ 1m + 1k ≤ 1n0 + 1n0 <

2
+

2
= .
Portanto, ‖xm − xk‖ <  sempre que m, k > n0. Por conseguinte, (xm) e´ uma sequeˆncia de
Cauchy.
Exemplo A.12. A sequeˆncia ((0,m)) ⊂ R 2 na˜o e´ de Cauchy. De fato, existe  = 12 > 0 tal que
para todo n0 ∈ N, encontra-se n0, n0 + 1 > n0 que satisfazem
‖(0, n0)− (0, n0 + 1)‖ = ‖(0,−1)‖ = 1 > 1
2
Portanto, (xm) na˜o e´ de Cauchy.
Mostraremos que podemos verificar se uma sequeˆncia e´ de Cauchy avaliando os valores de suas
coordenadas.
Teorema A.1.8. Seja (xm) ⊆ Rn uma sequeˆncia. Enta˜o, (xm) e´ de Cauchy se, e somente se,
(xmi ) e´ de Cauchy, para todo i = 1, · · · , n.
Demonstrac¸a˜o. Suponhamos que (xm) e´ de Cauchy. Enta˜o dado  > 0 existe n0 ∈ N tal que para
todo m, k > no tem-se
‖xm − xk‖ < .
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Consequentemente, para todo m, k > k0, obtemos
|xmi − xki | 6 ‖xm − xk‖ < , para todo i = 1, · · · , n.
Logo, (xmi )m∈N e´ de Cauchy em R, para tod i = 1, · · · , n.
Por outro lado, suponhamos que (xmi )m∈N e´ de Cauchy, para todo i = 1, · · · , n . Assim, dado
 > 0 , existe ni0 ∈ N tal que para todo m, k > nio, tem -se
|xmi − xki | <
√
n
∀i = 1, · · · , n
Logo, para n0 = maxn
i
0 : i = 1, · · · , n e m, k > no, obtemos
‖xm − xk‖2 =
n∑
i=1
|xmi − xki |2 < n
2
n
= 2
Ou seja, ‖xm − xk‖ < , para todo m,n > n0. Portanto, (xm) ⊆ Rn e´ de Cauchy.
Exemplo A.13. A sequeˆncia ((1 − cosm,m))m∈N ⊆ R2 na˜o e´ de Cauchy, pois a sequeˆncia real
(m)m∈N na˜o e´ de Cauchy.
Vejamos, agora, que o conceito de sequeˆncia de Cauchy e´ equivalente a ser convergente em Rn.
Teorema A.1.9. Uma sequeˆncia (xk)k∈N e´ de Cauchy em Rn se, e somente se, (xk) for conver-
gente.
Demonstrac¸a˜o: Se (xk) e´ um sequeˆncia de Cauchy em, enta˜o pelo teorema anterior, (xki)k∈N
para todo (i = 1, ..., n) e´ uma sequeˆncia de Cauchy em R. Como R e´ um conjunto completo, toda
sequeˆncia de Cauchy e´ convergente, ou seja, lim
k→∞
xki = ai; i = 1, ..., n. Enta˜o segue pelo teorema
A.1.8, lim
k→∞
xk = a, com a = (a1, · · · , an). A rec´ıproca e´ imediata.
A.1.2 Conjuntos abertos
Estabeleceremos a definic¸a˜o de conjunto aberto no Rn, bem como alguns exemplos e algumas
propriedades que os caracterizam. Pretendemos ilustrar tal trabalho para que o leitor possa ter
uma melhor compreensa˜o de alguns resultados que esta˜o por vir. Pore´m, para definirmos o que
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significa um conjunto ser aberto, precisamos saber que tipo de conjunto podemos chamar de bola
aberta.
Definic¸a˜o A.12. Seja X ⊆ Rn. Um ponto x ∈ X e´ chamado ponto interior a X, e escrevemos
x ∈ intX, se existe  > 0 tal que
B(x) ⊆ X.
O conjunto intX = {x ∈ Rn : x e´ interior a X} e´ chamado conjunto interior de X.
Observac¸a˜o A.7. E´ importante destacarmos que intX ⊆ X, ja´ que se x ∈ intX, enta˜o ∃  > 0
tal que x ∈ B(x) ⊆ X. Consequentemente, x ∈ X.
Definic¸a˜o A.13. Dizemos que X ⊆ Rn e´ aberto se X = intX.
Exemplo A.14. O intervalo aberto (a, b) ⊆ R e´ aberto. Pelo que foi destacado anteriormente
temos que int(a, b) ⊆ (a, b). Seja c ∈ (a, b). Desejamos encontrar  > 0 tal que
c+  < b⇒  < b− c e
c−  > a⇒  < c− a.
Basta tomar  = min{b− c, c− a}, da´ı temos que B(c) = (c− , c+ ) ⊆ (a, b). Logo, c ∈ int(a, b).
Assim sendo, (a, b) ⊆ int(a, b). Portanto (a, b) = int(a, b), isto e´, (a, b) e´ aberto.
Exemplo A.15. Considerando o conjunto [a, b), vemos que ele na˜o e´ aberto, pois a ∈ [a, b), mas
a /∈ int[a, b), ja´ que (a − , a) ⊆ (a − , a + ) conte´m pontos que na˜o esta˜o em [a, b), para todo
 > 0.
Exemplo A.16. O conjunto A = {(x, 0) ∈ R2 : x ∈ (0, 1)} na˜o e´ aberto em R2. De fato, seja
(x, 0) ∈ A, para todo  > 0 temos que B((x, 0)) * A, pois
(
x,
−
2
)
∈ B((x, 0)) e
(
x,
−
2
)
/∈ A.
Exemplo A.17. O conjunto X = {(x, y) ∈ R2 : x > 0} e´ um conjunto aberto em R2. Com efeito,
para (x, y) ∈ X, consideremos Br((x, y)) ⊆ X, com r = x
2
> 0. Para provar esta inclusa˜o escolha
(a, b) ∈ Br((x, y)) e note que
|a− x| 6 ‖(a, b)− (x, y)‖ < r.
Desta forma
a− x > −r = −x
2
,
donde,
a > x− x
2
=
x
2
> 0.
Isto nos diz que (a, b) ∈ X.
O pro´ximo resultado nos diz que a unia˜o (intersec¸a˜o) qualquer (finita) de conjuntos abertos e´ um
conjunto aberto em Rn.
103
Teorema A.1.10. Sa˜o verdadeiras as seguintes afirmac¸o˜es:
i) Se A1, A2, · · · , Am sa˜o abertos, enta˜o
⋂m
i=1Ai e´ aberto;
ii)Se (Aλ)λ∈L e´ uma famı´lia de conjuntos abertos, enta˜o
⋃
λ∈LAλ e´ aberto, onde L e´ o conjunto de
ı´ndices.
Demonstrac¸a˜o. (i) Se x ∈ ⋂mi=1Ai, enta˜o x ∈ Ai, para todo i = 1, 2, · · · ,m. Com isso, existem
r1, r2, · · · , rm positivos tais que
Bri(x) ⊆ Ai, para todo i = 1, 2, · · · ,m,
pois Ai e´ aberto. Seja r = min{r1, r2, · · · , rm} > 0. Enta˜o
Br(x) ⊆ Bri(x) ⊆ Ai para todo i = 1, 2, · · · ,m,
de forma que,Br(x) ⊆
⋂m
i=1Ai. Ou seja, x ∈ int (
⋂m
i=1Ai). Com isso,
⋂m
i=1Ai e´ aberto.
(ii) Seja x ∈ ⋃λ∈LAλ, enta˜o existe λ0 ∈ L tal que x ∈ Aλ0 que e´ aberto. Assim existe r > 0 tal
que,
Br(x) ⊆ Aλ0 ⊆
⋃
λ∈L
Aλ.
Portanto, x ∈ int (⋃λ∈LAλ). Por fim, ⋃λ∈LAλ e´ aberto.
Vejamos um contraexemplo para a seguinte afirmac¸a˜o: Uma intersec¸a˜o qualquer de conjuntos
abertos e´ aberto.
Exemplo A.18. Seja An =
(−1
n
,
1
n
)
, para todo n ∈ N. Os A′ns sa˜o abertos (ver exemplo A.14).
Note que
⋂
n∈NAn = {0}, mas {0} na˜o e´ aberto, pois, 0 /∈ int{0}, ja´ que o intervalo (−, ) conte´m
nu´meros diferentes de 0, para todo  > 0. Conclu´ımos que uma intersec¸a˜o qualquer de abertos na˜o
necessariamente e´ aberto.
A.1.3 Conjuntos fechados
Retomamos a importaˆncia sobre alguns conteu´dos topolo´gicos de Rn, pois, os mesmos tem uma
relac¸a˜o fundamental com o Teorema do ponto fixo para contrac¸o˜es ou ainda com o Me´todo das
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aproximac¸o˜es sucessivas, um desses resultados e´ a ideia de conjunto fechado. Assim sendo, nesta
sec¸a˜o, mostraremos tal definic¸a˜o como tambe´m outros aspectos importantes que esta˜o ligados a
esse assunto e ainda algumas propriedades importantes que regem os conjuntos que satisfazem esta
denominac¸a˜o.
Definic¸a˜o A.14. Seja X ⊆ Rn. Dizemos que x ∈ Rn e´ ponto aderente a X se existe (xm) ⊆ X tal
que limxm = x.
Exemplo A.19. Seja X =
{
1
n
: n ∈ N
}
. E´ fa´cil ver que lim
1
n
= 0. Da´ı, 0 e´ ponto aderente a X.
Observe que 0 /∈ X.
Definic¸a˜o A.15. O conjunto de todos os pontos aderentes a X sera´ chamado fecho de X. Deno-
taremos este por X = {x ∈ Rn : x e´ aderente a X}.
Observac¸a˜o A.8. Veja que X ⊆ X, para todo X ⊆ Rn. De fato, seja x ∈ X e defina xm = x,
para todo m ∈ N. Enta˜o (xm) e´ uma sequeˆncia constante e limxm = x. Ou seja, x ∈ X. Dessa
forma, X ⊆ X. Todavia pode ocorrer X * X, conforme Exemplo A.19.
Exemplo A.20. Seja ‖x‖ = r enta˜o x na˜o pertence a` bola aberta B = Br(0), pore´m e´ aderente a
ela. Com efeito, pondo xk =
(
1− 1
k
)
x, para todo k ∈ N. Assim sendo
xk ∈ Br(0), para todo k ∈ N, e limxk = x.
Logo x ∈ Br(0). Reciprocamente, x ∈ Br(0), enta˜o x = limxk com ‖xk‖ < r, para todo k ∈ N.
Portanto ‖x‖ = lim‖xk‖ ≤ r. Conclu´ı-se enta˜o que x ∈ Br(0) se, e somente se ‖x‖ 6 r, ou seja,
Br(0) = Br[0]. O mesmo argumento mostra que fecho de toda bola aberta Br(a) e´ bola fechada
Br[a].
Definic¸a˜o A.16. Dizemos que X ⊆ Rn e´ fechado se X = X.
Exemplo A.21. O conjunto X =
{
1
n
: n ∈ N
}
, na˜o e´ fechado, pois, 0 ∈ X, mas, 0 /∈ X, isto e´,
X 6= X.
Exemplo A.22. Vamos provar que Br(x) = Br[x0]. Seja y ∈ Sr[x], enta˜o ‖y − x‖ = r. Vamos
provar que y ∈ Br(x). De fato, seja (xm) ⊆ Rn tal que definida por
xm = x+
(
1− 1
m
)
(y − x), para todo m ∈ N.
Assim,
‖xm − x‖ =
∥∥∥∥(1− 1m
)
(y − x)
∥∥∥∥ = (1− 1m
)
‖(y − x)‖ =
(
1− 1
m
)
r < r, ∀m ∈ N
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Ou seja, (xm) ⊆ Br(x). Ale´m disso,
lim
m−→∞xm = x+ (y − x) = y
Ou seja, y ∈ Br(x). Com isso, Br(x) ⊆ Br(x).Agora, seja z ∈ Br(x), enta˜o ∈ (xm) ⊂ Br(x)
tal que lim
m−→∞ ‖xm − x‖ = ‖z − x‖ .Assim,
r > lim
m−→∞ ‖xm − x‖| = ‖z − x‖,
pois ‖xm − x‖ ≥ r. Por fim, ‖z − x‖ 6 r. Isto e´, z ∈ Br(x)= Br(x) .
Analogamente , prova-se que Sr[x] = sr[X].
Teorema A.1.11. Seja X ⊆ Rn. Enta˜o x ∈ X ⇔ ∀  > 0, tem-se que B(x) ∩X 6= ∅.
Demonstrac¸a˜o:
Se x ∈ X, enta˜o existe (xn) ⊆ X tal que limxn = x. Assim sendo,dado  > 0, existe n0 ∈ N
tal que para todo n > n0, temos xn ∈ B(x). Consequentemente,
B(x) ∩X 6= ∅.
Reciprocamente, uponha que
B(x) ∩X 6= ∅, para todo  > 0
Assim sendo, temos que
B 1
n
(x) ∩X 6= ∅, para todo n ∈ N.
Logo, existe (xn) em X tal que ‖xn − x‖ < 1
n
. Passando o limite, quando n −→ ∞, obtemos
0 ≤ lim ‖xn − x‖ ≤ 0. Dessa forma, limxn = x. Isto nos diz que x ∈ X.
Teorema A.1.12. X ⊆ Rn e´ fechado se, e somente se, Xc = Rn −X e´ aberto.
Demonstrac¸a˜o. Se X e´ fechado, enta˜o X = X . Seja x ∈ Xc. Enta˜o, x na˜o pertence X = X, ou
seja, existe > 0 tal que B(x) ∩X = ∅. Logo, B(x) ⊆ Xc e isto mostra que Xc e´ aberto.
Reciprocamente, Suponha que Xc e´ aberto e tome x ∈ X, como Xc e´ aberto, enta˜o Xc = intXc.
Ora, se x na˜o pertence X, enta˜o X ∈ Xc, logo existe epsilon > 0 tal que B(x) ⊆ Xc. Portanto,
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B(x)∩X = ∅ . Isso contradiz o teorema anterior, dessa forma, x ∈ X. Consequentemente, X = X,
isto e´, X e´ fechado.
Vamos agora provar que unia˜o finita ( respectivamente intersec¸a˜o qualquer ) de conjuntos fe-
chados e´ fechado em Rn.
Teorema A.1.13. As afirmac¸o˜es a seguir sa˜o verdadeiras:
1. Se X1, · · · , Xm sa˜o fechados, enta˜o ∪mi=1Xi e´ fechado
2. Se (Xλ) e´ uma famı´lia de conjuntos fechados, enta˜o ∩λ∈LXλ e´ fechado
Demonstrac¸a˜o. 1. SejamX1, X2, · · · , Xm fechados. Enta˜o, Xc1, · · · , Xcn sa˜o abertos, logo (∪mi=1Xi)c/Xci =
∪mi=1CXi e´ aberto. Assim, ∪mi=1Xi e´ fechado.
2. (Xλ) uma famı´lia qualquer de fechados, enta˜o (∩λXλ)c = ∩λ/Xci e´ aberto. Logo, ∩λ e´ fechado.
Na˜o e´ verdade que unia˜o qualquer de fechados e´ fechada. Vejamos um exemplo:
Exemplo A.23. Sabemos que B1(0) = ∪x ∈ B1[x]. Assim, na˜o e´ verdade que uma unia˜o qualquer
de fechados e´ fechada, pois {x} e´ fechado,∀x ∈ Rn , e B1(0) = B1[x]
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