Simulations of the dynamics of biomolecules have been greatly accelerated by the use of multiple time-stepping methods, such as the Verlet-I/r-RESPA ͑reversible reference system propagator algorithms͒ method, which is based on approximating ''slow'' forces as widely separated impulses. Indeed, numerical experiments have shown that time steps of 4 fs are possible for these slow forces but unfortunately have also shown that a long time step of 5 fs results in a dramatic energy drift. To overcome this instability, a symplectic modification of the impulsive Verlet-I/r-RESPA method has been proposed, called the mollified impulse method. The idea is that one modifies the slow part of the potential energy so that it is evaluated at ''time averaged'' values of the positions, and one uses the gradient of this modified potential for the slow part of the force. By filtering out excitations to the fastest motions, these averagings allow the use of longer time steps than does the impulse method. We introduce a new mollified method, Equilibrium, that avoids instability in a more effective manner than previous averaging mollified methods. Our experiments show that Equilibrium with a time step of 6 fs is as stable as the impulsive Verlet-I/r-RESPA method with a time step of 4 fs. We show that it may be necessary to include the effect of nonbonded forces in the averaging to make yet longer time steps possible. We also show that the slight modification of the potential has little effect on accuracy. For this purpose we compare self-diffusion coefficients and radial distribution functions against the Leapfrog method with a short time step ͑0.5 fs͒.
I. INTRODUCTION
Simulations of the dynamics of biomolecules have been greatly accelerated by the use of multiple time-stepping methods, such as the Verlet-I/r-RESPA method, which is based on approximating ''slow'' forces as widely separated impulses. ͑This method was proposed but not implemented by the authors of Refs. 1 and 2, and independently discovered by the authors of Ref. 3 , who also demonstrated its usefulness.͒ Indeed, numerical experiments have shown that time steps of 4 fs are possible for these slow forces, but unfortunately have also shown that a long time step of 5 fs results in a dramatic energy drift. To overcome this instability, a modification of the impulsive Verlet-I/r-RESPA method has been proposed, called the mollified impulse method ͑MOLLY͒, 4 which allows the use of longer time steps. 5 We introduce a new Equilibrium version of MOLLY that avoids instability in a more effective manner than previous averaging mollified methods. Our experiments show that Equilibrium with a time step of 6 fs is as stable as the impulsive Verlet-I/r-RESPA method with a time step of 4 fs. We also compare dynamical and structural properties ͑self-diffusion coefficient and radial distribution functions͒ against the leapfrog method with a short time step ͑0.5 fs͒.
Molecular dynamics ͑MD͒ is a well-established technique in biophysical simulations. 6 The central question answered in this area is the relationship among structural and functional properties of proteins with respect to atomic interactions. MD requires the solution of Newton's equations of motion for a classical unconstrained simulation
where M is a diagonal matrix of atomic masses, xϭX(t) are the atomic trajectories, and the potential field U is typically given by 
͑4͒
The dynamics of such a system can be described, as a first approximation, as a superposition of harmonic oscillations called normal modes whose frequencies are obtained by performing normal mode analysis ͑NMA͒. This analysis of biological systems reveals that normal mode motions occur in disparate time scales. Bonded forces in Eq. ͑2͒ correspond to very high-frequency motions, whereas nonbonded forces have mostly low-frequency motions ͑see Sec. IV B͒.
When these systems of ordinary differential equations are numerically integrated, the fastest motions restrict the time step. For the popular Verlet or leapfrog integrators, this is typically 1 fs. The real problem is that the computation of the ͑slower motion͒ nonbonded forces accounts for most of the computational time, since there are many more of these forces. To alleviate this computation burden imposed by the small time-step restriction, simulations are sometimes done with a cutoff in the nonbonded forces. However, there is increasing evidence that this introduces serious artifacts into the simulations. 2, 7, 8 Situations where it is especially important to include full electrostatics are: ͑a͒ When simulating charged species such as molten salts; 6 ͑b͒ when computing properties such as the dielectric constant; ͑c͒ whenever DNA is involved in the simulation. 9 The development of multiple time stepping methods has facilitated the inclusion of full electrostatics. These methods integrate different components of the force field using different time steps, and therefore are well suited to the nature of the systems. Hence, slow ͑long-ranged͒ forces are sampled less frequently than ''fast'' ͑short-ranged͒ forces.
A. Verlet-I/r-RESPA multiple time stepping "MTS…
A method that integrates different force terms using different time steps is the Verlet-I/r-RESPA impulse MTS method. We start by rewriting Eq. ͑1͒ as
where F fast ϭϪU x fast and F slow ϭϪU x slow . The partitioning of F into F fast and F slow is chosen so that an appropriate time step ⌬t for the slow part is larger than a time step ␦t for the fast part. As an illustration, the electrostatic force could be split into a fast and slow part as shown in Fig. 1 . With these definitions in place, the impulse method is
Trains of impulses at different frequencies sample different force components, as illustrated in Fig. 2 . Although unconstrained dynamics is being considered here, the ideas extend to the case where bond lengths ͑and bond angles͒ are constrained. In fact, results for the Verlet-I/r-RESPA method using constrained dynamics are reported in Sec. III C. Results using this approach have been reported in Refs. 10-12.
B. Symplectic and reversible integrators
An important property of the Verlet-I/r-RESPA impulse MTS method is that it is symplectic. 13 Here, we explain its significance. Numerical integrators for MD need to produce correct results for long integration periods, since simulations of tens of thousands of atoms for one or more nanoseconds are often necessary. Therefore, it is important to assess the validity of the numerical integration after such a long time.
It turns out that in MD the systems integrated are chaotic. That is, very small perturbations to the initial conditions grow exponentially in time. Hence, it is inappropriate to expect that accurate trajectories for macromolecules be computed for more than a short time interval. Rather, it is expected only that the trajectories have the correct statistical properties. This is believed to be accomplished if the numerical integrator is symplectic, because the use of a symplectic integrator ensures that the system actually integrated by the numerical method is a slightly different Hamiltonian system. 13 On the other hand violations of this property such as that produced by velocity rescaling lead to skewed energy distributions. 14 Reversibility is another important property of Eq. ͑5͒ that the numerical integrator should preserve. It has been stated 15 that ''any lack of perfection of such reversal should be due to rounding-off errors only, not the program.'' Many symplectic integrators are reversible. Reversibility and symplecticness ͑actually only volume preservation in phase space͒ are also sufficient for the validity of hybrid Monte Carlo methods, which employ short MD integrations. The mollified impulse method that we describe in this paper is both symplectic and reversible, as we discuss in Sec. II.
C. MTS stability barriers
Based on accuracy considerations only, it seems that a largest ⌬t of 16 fs for the slowest forces should be achievable. 17 Considering that for large systems the bulk of the computational cost is in evaluating these slowest forces, this would represent substantial speedups over evaluating every 1 fs.
Nevertheless, if the frequency of the slow force impulse term on Eq. ͑6͒ coincides with a natural frequency of the system, then there may exist an oscillation in the positions whose amplitude increases with time ͑resonance͒. When resonance occurs, there is an accuracy reduction in the computation, and it may also lead to instability. The fastest normal modes of the system are the first to induce a resonance as ⌬t increases. Flexible covalent bonds to hydrogen in a biomolecule are usually responsible for the fastest normal modes, because among all interactions, bond stretchings have the largest force constants and hydrogen atoms have the smallest mass. The period of these modes is between 9 and 10 fs in molecules ͑cf. Sec. IV B͒.
Experiments 18 have shown that there is an upper limit of 4 fs ͑a 5 fs ''barrier''͒ in the longest time step ⌬t for the Verlet-I/r-RESPA method ͑Impulse͒. This barrier corresponds to a time step a bit smaller than half the period of the fastest normal mode, as is explained in Ref. 19 . This barrier shifts upwards if the highest frequencies are eliminated by imposing constraints.
Instability problems are less severe for a biomolecule in an implicit solvent modeled by Langevin dynamics. There, the method termed LN 20 realizes the full potential of multiple time stepping.
D. Overcoming MTS stability barriers
In Sec. II we describe a symplectic and reversible modification to the impulse method, the mollified impulse method ͑MOLLY͒, and results obtained by applying the method to flexible water. MOLLY softens the contributions of the slow force impulse to bonded forces. Experience with Verlet-I/r-RESPA shows that flexible water is much more sensitive to instability than biomolecules. 21 Hence, we are confident that equally good behavior will occur for more heterogeneous simulations. Implementation requires only a little more than the programming of a SHAKE routine for constraining covalent bonds to hydrogens. 22 The idea of the mollified impulse method is that one modifies the slow part of the potential energy U slow so that it is evaluated at ''time averaged'' values of the positions, and one uses the gradient of this modified potential for the slow part of the force. The averaging is based on the effects of the ''fastest'' forces. Its net effect is to filter excitations of the slow impulses to the fastest motions which induce instability. This is described in Sec. II.
Averagings based in approximating the fastest forces by B-spline functions are described in Sec. II A. These methods allow increasing the time step to 5 fs, and therefore break the 5 fs time step barrier of the impulse method.
The main contribution of this paper is the Equilibrium version of the mollified impulse method, in which the averaging is defined to be a projection in configuration space onto the manifold defined by equilibrium positions for the fastest forces. With Equilibrium, it is possible to take time steps of 6 fs, a 50% acceleration over the Impulse method. It can be shown that, for linear systems, Equilibrium's long time step is not restricted by the frequency of the fastest force unlike Impulse and B-spline averaging MOLLY. Equilibrium is described conceptually in Sec. II B and algorithmically in the Appendix.
Experiments with all these methods are described in Sec. III. Also, progress has been made in understanding the limitations of the mollified impulse method. By contrived experiments, we have discovered that not only the fastest ͑bonded͒ forces but the fast parts of the nonbonded forces as well (U x fast,nonbnd ) influence the stability of Equilibrium ͑see Sec. IV͒. We are developing a mollified method that will include U x fast,nonbnd in the averaging to make even longer time steps possible.
II. MOLLIFIED IMPULSE METHOD "MOLLY…
This method, introduced in Refs. 4 and 19, is an attempt to evaluate the dynamics of the system more accurately and also to shift upwards the stability barriers on the time step by filtering excitations to the highest frequency forces. This is accomplished by a change to the impulse method
which induces the change
This has two effects:
͑1͒ The force is evaluated at averaged positions: This gives a more accurate description of the rapidly varying trajectory X(t). ͑2͒ The destabilizing components of the F slow impulse are removed: the impulse is mollified. This transformation brings accuracy and stability gains. One step of the mollified method ͑MOLLY͒ described above is half a mollified kick
͑e.g., using Verlet/leapfrog with time step ␦t) for an interval ⌬t to get X n , P nϪ⑀ . a time averaging Calculate a temporary vector of timeaveraged positions X n ϭA(X n ) and a Jacobian matrix
The time-averaging function A(x) uses only the fastest forces F fastest (x), to avoid the introduction of many nonzero elements into the Jacobian matrix. half a mollified kick
The symbols P nϪ1ϩ⑀ and P nϪ⑀ represent momenta just after the (nϪ1)st kick, and just before the nth kick, respectively. Note that X n is used only for the purpose of evaluating F slow ; it does not replace the value of X n . The use of molecular dynamics as a tool to sample other ensembles is common practice. Combinations of Verlet-I/r-RESPA with constant-temperature NVT and constanttemperature-and -pressure NpT ensembles are proposed in Ref. 23 . It should be straightforward to do a substitution of U slow (A(x)) for U slow (x) in these methods. Since MOLLY is simply the application of Verlet-I/r-RESPA to a slightly modified potential energy, the symplecticness and reversibility of MOLLY follow from the symplecticness and reversibility of Verlet-I/r-RESPA. The only property needed for the averaging function A(x) is that it depends only on positions and it does because zero velocities are used in its calculation. In what follows, we present two instances of averaging functions that have this property.
A. B-spline averaging methods
A family of averagings is defined in Ref. 19 :
where (t/⌬t) is a weight function that is nonzero on a finite interval, and X (t) solves an auxiliary problem
We also need to compute A x (x) T . Weight functions defined by B-splines were used in Refs. 5 and 19. We implemented and tested several of those for this paper, plus a higher order one, long quadratic average. These weight functions are shown in Fig. 3 Regarding the accuracy of these averaging methods, the original motivation behind them was to define A(x) in such a way that it compensated for the finite ⌬t of the Verlet-I/r-RESPA integrator. The positions A(x) are a function of ⌬t and A͑x ͒ϭxϩO͑ ⌬t 2 ͒, so the error due to the modification of the potential is attributable to a finite time step ⌬t. Mathematical analysis and numerical experiments in Ref. 19 confirm that the trajectory error on a given time interval is proportional to ⌬t 2 independently of the stiffness of the fast modes for these B-spline averaging methods; this is not true for the Verlet-I/r-RESPA method. We do not discuss these averagings in further detail here because the experiments indicate that they are inferior to the Equilibrium method.
B. Equilibrium method
The mollified methods described above filter the slow force impulse in a partial way: their level of effectiveness is directly related to the extensiveness of their time averaging. Here, we introduce an averaging that completely eliminates the contributions of the slow force in the directions that excite the fastest forces in the system; that is, the bond and angle interactions. We project x onto the manifold in configuration space ͑the space of position coordinates͒ defined by the reference values of the bond lengths and bond angles.
The main assumption for the effectiveness of this method is that bond and angle interactions are the fastest forces and impose the most stringent requirement on the time step of Equilibrium. In cases where forces other than the fastest may induce instability, Equilibrium can be combined with other averagings. This averaging is obtained by determining the magnitude of the displacements along the bonds that would restore the bond lengths ͑and angles͒ to their reference value, and it is defined by
with determined by the constraint equations
This is similar to the constraining procedure used in SHAKE. 22 We provide algorithmic details in the Appendix. In fact, the calculation of A(x) is exactly SHAKE with zero velocities. Equilibrium MOLLY is not SHAKE, however, because A(x) is used only in the evaluation of F slow and does not replace x in the integration. That is, we still use unconstrained dynamics. Figure 4 illustrates the effect of Equilibrium in a water molecule. Atoms in the molecule are pulled toward their rest length position for the mollification of the slow force impulse.
Regarding the accuracy of Equilibrium, unlike the B-spline averaging methods, there is no dependence of A(x) on ⌬t; rather, we would simply be advised to choose A(x) ϭx if ⌬t is small enough.
Here, we present the main motivation concerning the stability of this method by means of an example. Consider a system of two charged particles of unit mass interacting through a harmonic force ͑spring with reference length l), and a third, negatively charged, unit mass particle interacting through an electrostatic Coulomb force. This system has Hamiltonian 
The ͓unmollified͔ slow force impulse changes the vibrational energy of the spring since the force on each atom is different. That is, the impulse stretches the spring. Both stretching modes are excited by the impulse. In contrast, the mollified impulse does not stretch the spring. The Equilibrium averaging
eliminates this stretching effect by adding equal forces to each atom. The net effect of the mollified impulse is to translate the spring without any stretching. However, in 3D, these fastest forces are nonlinear. A mollified impulse will excite even those fastest forces for which the mollification is designed. Consider an impulse delivered at right angles to one of two balls connected by a spring. The impulse will act to stretch the spring.
III. EVALUATION OF METHODS
In this section, we present results of a comparison of various B-spline averaging methods, the Equilibrium mollified impulse method, the Impulse method, and constrained dynamics in combination with MTS ͑SHAKE-I͒. We show that the mollified methods shift the stability barrier on the time step upwards but do not eliminate it completely. Impulse is stable up to 4 fs, B-spline averaging MOLLY up to 5 fs, Equilibrium up to 6 fs, and SHAKE-I up to 8 fs. Even though SHAKE is the most stable method overall, it gives less accurate results, as the computation of radial distribution functions illustrates, whereas Equilibrium's is practically indistinguishable from Leapfrog. All these methods were tested in the molecular dynamics program NAMD.
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A. Test problem
We performed our simulations using flexible water, based upon the TIP3P model, 25 with flexibility incorporated by adding bond stretching and angle bending harmonic terms ͑cf. Ref. 6͒. We used a small problem consisting of a 10 Å radius sphere with 423 atoms equilibrated during 100 ps of simulation time by temperature rescaling to 300, 370, and 380 K. We also used a bigger problem consisting of a 20 Å radius sphere ͑3243 atoms͒, equilibrated to 340 K.
The potential energy of flexible water is given by The switching function SW(x i j ) serves to split the electrostatic potential into slow and fast parts ͑and also to bring the Lennard-Jones force to zero smoothly͒ so that the force is a derivative of the potential even when using cutoff. It is defined by ϭ0.08365 kcal/mol. As indicated above, the system was equilibrated to 300, 340, 370, and 380 K.
B. Performance metrics
Energy conservation
For each simulation, we generated a history of all of the components of the energy, positions ͑trajectories͒, velocities, and forces. Most simulations ran for 200 ps, and several for 750 ps. These lengths allowed us to observe instabilities that were not evident in the first few picoseconds of simulation, and gave us significant confidence in our error estimates for energy conservation.
We monitored stability using the pseudoenergy. This quantity is the energy with U slow (x) replaced by U slow (A(x)). It is the quantity that the integrator is trying to conserve, and therefore is a better indicator of instability than the energy. The amount of fluctuation exhibited by the pseudoenergy is a fraction of the true energy's.
To measure drift in the energy, we devised a metric, the percent relative drift, given by Dϭd/K where d is the absolute pseudoenergy drift ͑linear regression coefficient͒, and K is the average kinetic energy for the simulation.
Our experiments showed that D is a robust metric of drift and corresponds to our visual perception of the drift experienced by the methods we tested. The linear model applies to systems of interest where there is only slight growth.
For severe instability, an exponential fit would be more adequate. We also computed the percent relative noise associated to the relative drift. It is the rms variation of the residual of the linear regression, and gives us an error bar of the drift for a given simulation length ͑cf. Refs. 18 and 26͒.
To measure accuracy, we computed a relative variation in the true energy, ⌬E, given by
where ē is average total energy, e(i) is instantaneous total energy, and J is simulation length ͑in time steps͒. For symplectic integrators, ⌬E is an excellent indicator of accuracy: it measures the distance between the true energy surface in phase space and a modified energy surface arising from the use of a finite time step ⌬t ͑see Ref. 13 , p. 132͒. The difference between the two energy surfaces will determine the accuracy with which most quantities are calculated.
Statistical quantities
We computed structural and dynamical properties for the various integrators. We obtained radial distribution functions of the test problem for site-site O-O, O-H, and H-H interactions for the flexible TIP3P water ͑cf. Ref. 25͒. These were computed using XPLOR's trajectory analysis capabilities. We also obtained the mean square displacement R() ͑MSD͒ as a function of time and the self-diffusion coefficient D using Einstein's relation 3DϭR()/(2). The procedure to compute these quantities is described in more detail in Refs. 6 and 27, among others. The self-diffusion coefficient was computed by averaging over all molecules and all time origins of 100 ps simulations of a 10 Å radius sphere of water ͑141 molecules͒. To get the diffusion coefficient for liquid water, one would normally use periodic boundary conditions to avoid surface tension effects. The program NAMD 1.5 in which we have tested our methods does not implement periodic boundary conditions with an Ewald sum ͑although it is implemented in NAMD 2.0 28 ͒. Hence, we have used spherical constraints with a radius of 11 Å and 21 Å ͑to reduce surface effects͒ and averaged the results. There was no discernible difference in quality between the two sets of results. The quantities we compute are not physically correct but they are of the same nature as the physical quantities and should serve well to compare the proposed methods to the Leapfrog method, which is of known quality.
C. Results
Here, we summarize the results of our experiments. Figure 5 compares the stability of Impulse, Equilibrium, and SHAKE-I ͑SHAKE using Impulse MTS as the integrator͒. As mentioned above, SHAKE-I is the most stable of all the methods, for time steps up to 8 fs; Impulse is stable up to 4 fs; Equilibrium is stable up to 6.25 fs. Figure 6 shows their relative accuracy. Observe that the inaccuracies with long time steps are mostly due to the drift in the energy. Both of the above figures plot the results for simulations of water at 300 K for ⌬t up to 7 fs, and at 380 K for ⌬t of 8 fs or more.
Tables I and II list results of 200 ps simulations of 125 waters for Impulse, Equilibrium, and SHAKE-I at 300 and 380 K respectively. They are sorted by ⌬t, the method, and ␦t for easy comparison among methods for a given long time step ⌬t. Similarly, Table III lists results of 750 ps simulations. All the experiments with 125 waters use a cutoff of 6.5 Å for Lennard-Jones and short-range electrostatic force computation. This is shorter than usual for testing purposeswith a more customary cutoff of 8 Å or greater, the longrange force would be too weak to test the integrators due to the small number of atoms. Other parameters are SW on ͑dis- We have evidence that a sufficiently nonsmooth switching function creates extreme instability. For example, in a test of a protein and water ͑15 000 atoms͒ at 300 K using the Impulse method with a ⌬t of 4 fs, we get no drift using the C 2 switching function implemented in NAMD and described in Ref. 18 . However, using the XPLOR switching function 29 for the same problem and parameters above gives a drift of 44 000% per ns! Figures 7-9 show the radial distribution functions for the site-to-site O-O, O-H, and H-H interactions for Equilibrium with ⌬tϭ6 fs, ␦tϭ1 fs; Verlet/leapfrog with ␦t ϭ1 fs; and SHAKE-I. Notice the close agreement between the methods using unconstrained dynamics, and the shift in phase exhibited by SHAKE-I. This shift is more pronounced in the O-O and O-H radial distributions but is nevertheless noticeable in the H-H distribution function. It is important to note that this is not only an effect of the large time step used ͑8 fs͒ for SHAKE-I. The same shift is observed with smaller time steps. This is expected, since SHAKE-I eliminates several degrees of freedom from the dynamics. These radial distribution functions were obtained by sampling simulations of 100 ps. Table IV lists the self-diffusion coefficient and the standard deviation computed using the above methodology. The uncertainty in the computation grows slightly for Impulse and Equilibrium as ⌬t increases. However, no statistically significant difference can be detected for either method and parameters. The inaccuracy in the computation for SHAKE-I grows more pronouncedly with ⌬tϭ8 fs, but it remains the same at ⌬tϭ6 fs. We comment next on each method separately.
D. Equilibrium MOLLY
We implemented Equilibrium into NAMD ͑http:// www.ks.uiuc.edu/Research/namd/namd/html͒ version 1.5, using the algorithm given in the Appendix. We validated and tested this method extensively. It has been shown to be stable for ⌬t of up to 6 or 6.25 fs. Our standard for comparison is the Impulse method with ⌬tϭ4 fs, ␦tϭ1 fs, which according to Table I has a drift of 1.06% for 200 ps. Fig. 10 shows that Equilibrium at 6.25 is superior to an averaging method and to the Impulse method. The value ⌬tϭ6.25 fs is particularly useful, since it divides evenly into 100 and is machine representable.
E. SHAKE-I: SHAKE plus the Impulse method
We tested SHAKE as implemented in NAMD 1.5 using the MTS Impulse method as the integrator ͑SHAKE-I͒. This approach is a more radical treatment of the bond and angle forces than Equilibrium, because it eliminates their contribution to the dynamics altogether. These experiments were a valuable test of the viability of constrained dynamics and MTS methods.
They also served to corroborate that the bond and angle forces are responsible for instabilities. The numerical experiments showed that SHAKE-I is stable for ⌬t of up to 8 fs but is slightly unstable for time steps ⌬t of 9 fs.
These results suggest that the bond and angle forces are partly responsible for the instabilities observed in the methods discussed in this paper. Further analysis ͑described in Sec. IV͒ leads us to conclude that the contributions of the Lennard-Jones interactions to the ''bond-stretching'' normal modes are also important. Hence, the averaging including the fastest forces only is not enough to get rid of all instabilities, since their source should be traced not only to the fastest ͑bonded͒ forces but to the fast part of at least some nonbonded forces as well.
F. Averaging MOLLY
We also implemented the long average, long linear average, and long quadratic average methods described above. Our implementation used Hessian matrices ͑required for the mollification of the slow force impulse͒ generated by automatic differentiation tools for Cϩϩ developed at Argonne National Labs. 30 These experiments showed that all three averaging methods work for ⌬tϭ5 fs, succeeding in breaking the 5 fs barrier of the impulse method. This is illustrated in Fig. 11 . However, these averaging methods are less robust than Equilibrium.
Results ͑not given here͒ show that it makes little difference to include the angle forces; most of the benefit in stability comes from mollifying the bond forces. Hence, it is likely that a variation of Equilibrium that constrains only O-H bonds would be as good as one that also constrains angles ͑e.g., the H-H distances in water͒.
IV. EXPERIMENTAL STABILITY ANALYSIS
After observing instabilities for Equilibrium at 8 fs, we sought to discover which components of the force are responsible for the instability, in order to devise a stronger mollification for those components, or some other mechanism to correct instabilities. Because of noise, simple observation of the energy components does not reveal which one rises first.
A. First experiment
One study was an attempt to reduce nonlinear effects by doing an experimental small-energy analysis. This consists of running simulations with coordinates near a stable equilibrium of the Hamiltonian. For this, we ran simulations on the test problem with minimized energy ͑near zero Kelvin͒.
The reason for this analysis is twofold: First, by starting the simulation close to an equilibrium point, KAM ͑Kolmogorov-Arnol'd-Moser͒ theory 31 shows that the solution will remain close to the equilibrium at all times except for instabilities caused by resonances of time steps whose length is close to some multiple of 1/3, or 1/4, of some natural period in the system. This holds provided a non degeneracy condition is satisfied and Arnol'd diffusion can be neglected ͑cf. Ref. 32͒. Second, it avoids the strong coupling of normal modes that happens at higher temperatures allowing the more precise use of spectral analysis.
We ran simulations for 750 ps with flexible water near 0 K with ⌬t from 5 to 12 fs, every 0.1 fs. These experiments showed instabilities starting at ⌬tϭ7.7 fs for the regular water. To check the validity of our assumption that the fastest forces ͑bond and angle͒ are responsible for these instabilities, we conducted a series of experiments with ''accelerated'' water at the same temperature.
The latter water model was designed to produce the destabilizing effects of the bond and angle force for smaller values of ⌬t ͑at ⌬t fast ϭ0.8⌬t regular ). It is a modification of the test problem already described, where the bond and angle force constants were multiplied by (5/4) 2 ϭ25/16. This is equivalent to multiplying the frequency by 5/4. The set of experiments with the fast water showed a similar pattern of instabilities as the regular water, but with slightly smaller drifts and strong instabilities appearing at ⌬t fast ϭ6.4 fs ͑a ''scaled'' ⌬tϭ8 fs͒, rather than 6.16 fs ͑a scaled ⌬t ϭ7.7 fs). Figure 12 shows D vs ⌬t ͑scaled for the fast water͒. This suggests that there may be other force components causing instability besides the angle and bond forces. We then accelerated another force, the Lennard-Jones interaction. After doing this we got a much better scaling. The asterisks in Fig. 12 correspond to the water model with accelerated angle, bond, and Lennard-Jones interactions. Therefore, it would help to include the fast part of the Lennard-Jones force in the averaging ͑the frequency of the slowest parts of this force is very slow and unlikely to have any contribution to the stability of Equilibrium͒.
B. Normal mode analysis
Normal mode analysis was performed for the test problem in the manner described in Ref. 6 Then, we can transform our problem into a set of harmonic oscillators d dt Table V . The first column is the average period for similar normal modes from different molecules. The last two columns are the minimum and maximum value of the periods. The first two rows correspond to the bond stretchings, the next to the angle bending. In the absence of other forces, there would be no other frequencies. The last row shows the effect of the LennardJones and electrostatic forces, with periods as fast as 38.235 fs and as slow as 2890.3 fs.
C. Another experiment: Pure Equilibrium
This experiment was performed to show that the instabilities in Equilibrium stem from the effect of the fast nonbonded forces on the fastest forces, and therefore it is important to include the former in the averaging.
Pure 
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APPENDIX: THE Equilibrium MOLLIFIED IMPULSE METHOD
In analogy to the procedure used by SHAKE to constrain bond lengths, we define the Equilibrium averaging A(x) to be A͑x ͒ϭxϩM Ϫ1 g x ͑ x ͒ T , with g͑A͑x ͒͒ϭ0. ͑A1͒
We are hereby computing displacements M Ϫ1 g x (x 0 ) T that keep the bond lengths constant, thereby finding the ''equilibrium'' positions A(x) ͑if only the fastest forces are present͒.
From g x (A(x)) T A x (x)ϭ0, obtained by differentiating Eq. ͑A1͒, it follows that, by design, we are annihilating the components of the slow force in the directions spanned by the columns of g x (A(x)). These are the directions in configuration space along which the bond length and angle FIG. 12 . Percent relative drift per ns ͑D͒ vs ⌬t for regular, fast, and fast LJ water. TABLE V. Period of the normal modes of 125 waters ranked from highest to lowest frequency. The first column is the average period for normal modes from all molecules. The last two columns give the minimum and maximum period. The first two rows are bond-stretching normal modes; the third is the angle bending normal mode. The last row shows normal modes produced by the Lennard-Jones and electrostatic forces. forces can get excited and induce instability. The main assumption for the effectiveness of this method is that bond and angle interactions are the fastest forces, whose contributions influence stability the most. In cases where other forces may induce instability ͑for example, Lennard-Jones interactions͒, this method cannot be extended satisfactorily. Our numerical simulations were on flexible water. For each water molecule there are three constraints of the form
where l i j 2 is the square of the reference bond length, 1рi Ͻ jр3. For general molecules, we constrain only the bonds to H. Notice that we can easily analytically compute g x (x) and g xx (x); for example, In this way we determine and A(x). Next, we compute A x (x). Differentiating Eq. ͑A1͒ gives
