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Abstract
A De Blasi-like differentiable multivalued function is shown to have a periodic derivative (i.e.,
to be derivo-periodic) if and only if it is a sum of a function of a continuous (single-valued) peri-
odic function, linear function and a bounded interval (a multivalued constant). At the same time, the
single-valued part is derivo-periodic a.e. in the usual sense. In the single-valued case, a characteriza-
tion of a more general class of derivo-periodic ACG∗-functions is given. Derivo-periodicity in terms
of the Clarke subdifferentials and an impossibility of an almost-periodic analogy are also discussed.
The obtained results are finally applied to differential equations and inclusions.
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A function f is said to be derivo-periodic if f ′(t) ≡ f ′(t + ω), for some ω > 0. By a
function we will understand a single-valued one, i.e., f :R → R, or a multivalued one, i.e.,
f :RR (or, equivalently, f :R → 2R \ {∅}), but (for the sake of simplicity) always with
R as its domain as well as its range. Besides the standard derivative (for a single-valued
function), we will also consider the one in the sense of F.S. De Blasi [11] (for multivalued
functions) and the subdifferential in the frame of the calculus of F.H. Clarke [8].
It is well known (cf. [1], [12, p. 235]) that a continuously differentiable (single-valued)
function is derivo-periodic if and only if it takes the form f (t) = f0(t) + αt , where f0 is
periodic and α ∈ R. More precisely, for f ∈ C1(R,R), we have
f ′(t) = f ′(t + ω), for some ω > 0 ⇔ f (t) = f0(t) + αt, (1)
where f0(t) = f0(t +ω). It follows immediately from here that a primitive function (an an-
tiderivative) to such f ′ is ω-periodic if and only if it is bounded, i.e., α = 0. Moreover, the
particular form of f on the right-hand side of (1) allows us, for instance, to modify the
Wirtinger-type inequalities for derivo-periodic functions (see [1]), or so.
Physically, derivo-periodic functions can correspond to a motion with a periodic ve-
locity, a subsynchronous level of performance of the motor or a motion of particles in
a sinusoidal potential related to a free-electron laser. For many references concerning
derivo-periodic motions and their applications in astronomy, engineering, laser physics,
etc., see [3]. Particularly, in quantum physics, a “slalom orbit” of an electron beam, studied
in [9], should be described, in view of the Heisenberg uncertainty principle, by means of
a multivalued function with a periodic single-valued derivative. This requirement can be
satisfied for De Blasi-like (continuously) differentiable multivalued functions, as pointed
out in [3], because according to the result of a former Ph.D. student of the first author
L. Jütner [18] (cf. also Theorem 2.18 in Appendix 2 of [3]), a De Blasi-like differentiable
function is always a sum of a single-valued continuous function having right-hand side
and left-hand side derivatives plus a multivalued constant. Furthermore, it is well known
that if right-hand side or left-hand side derivatives of a single-valued part are continuous,
then this single-valued part becomes continuously differentiable, and so satisfies (1) (see,
e.g., [25, Chapter 6] or [13, p. 136]).
On the other hand, a natural question arises, namely how much regular must be f in
order (1) to be satisfied? It is intuitively clear that this has a lot to do with the fundamental
theorem of calculus (the Newton–Leibniz formula), because the simplest proof of (1) relies
on it (see [12, p. 235] or [3, p. 657]). In this light, the usage of the Newton integral or the
Lebesgue integral allows us to replace the C1-class in (1) by differentiable or absolutely
continuous functions, respectively; of course, satisfying (1) almost everywhere, in the latter
case. Since the class of integrable functions in the sense of J. Kurzweil–R. Henstock (or,
equivalently in R, of O. Perron or A. Denjoy) covers all the above situations (see, e.g., [13,
14,19,23,26]), our first problem is related to the application of the Kurzweil–Henstock
integral for functions satisfying (1) almost everywhere (a.e.) (recall that almost everywhere
means everywhere except for a set of (Lebesgue) measure zero).
As we will show, (1) holding a.e. can be also verified for the related class (in the sense of
the Kurzweil–Henstock integrability) of ACG∗-functions without an explicit usage of inte-
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derivatives belongs to the ACG∗-class, as follows from a more general statement in [13],
the single-valued part of De Blasi-like differentiable multivalued function satisfies (1) a.e.
Consequently, a multivalued analogy of (1) holds for De Blasi-like differentiable multi-
valued functions. The De Blasi-like derivative of a multivalued function is single-valued,
while the Clarke subdifferential of a locally Lipschitz (single-valued) function is reversely
multivalued, in general. Nevertheless, the analogy of (1) with the derivative replaced by
the Clarke subdifferential will be shown to hold for locally Lipschitz functions which are
strictly differentiable a.e. as well. The impossibility of obtaining an analogy for almost
periodic functions will be discussed, too. Finally, the obtained results will be applied to
ordinary differential equations and inclusions.
2. The Kurzweil–Henstock integral approach
Let us recall that
Definition 1 (cf. [4,13,14,19,23]). A function f :J → R is said to be Kurzweil–Henstock
integrable on J = [a, b] if there exists a real number I with the following property: for
each  > 0, there exists a positive function δ on J (called a gauge) such that if P˙ =
{Ji , ti}ni=1 is any tagged partition of J (i.e., the partition P := {Ji}ni=1 of J with assigned
points ti ∈ Ji ) that is δ -fine (i.e., Ji ⊂ [ti − δ(ti), ti + δ(ti)], for all i = 1, . . . , n), then
|S(f ; P˙) − I | , where S(f ; P˙) :=∑ni=1 f (ti)(xi − xi−1). The number I is called the
Kurzweil–Henstock integral.
Remark 2. It is well known (cf. [4,13,23,26]) that the class of Kurzweil–Henstock inte-
grable functions coincides in R with those integrable in the sense of O. Perron and A. Den-
joy and includes those integrable in the sense of I. Newton, B. Riemann and H. Lebesgue
(E.J. McShane).
Definition 3 (cf. [4]). Let J ⊂ R be a (bounded or unbounded) interval, F :J → R,
S ⊂ J . We say that F is of negligible variation on a set S, which we write F ∈ NVJ (S),
if for every  > 0, there is a gauge δ :S → (0,∞) such that, for every tagged subpar-
tition P˙ = {([aj , bj ], tj )}sj=1 which is (δ, S)-fine (i.e., a collection of closed intervals[aj , bj ] ⊂ J with tags tj ∈ [aj , bj ] ∩ S, for which it holds [aj , bj ] ⊂ (tj − δ(tj ), tj +
δ(tj )), for all j = 1, . . . , s), it holds
s∑
j=1
∣∣F(bj ) − F(aj )∣∣ .
Lemma 4 (Bartle’s theorem). 2 Assume that F : [a, b] → R is a (continuous) function and
let there exist a set S ⊂ [a, b] of measure zero such that F ∈ NV [a,b](S) and derivative
F ′(t) exists on [a, b] \ S. Then F ′ is Kurzweil–Henstock integrable on [a, b] and
2 [4, Theorem 5.12], [23, XIII, Theorem 4.6] or [26, Theorem 3.9.1].
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F ′(t) dt = F(b) − F(a),
where the integral is understood in the sense of Definition 1.
Remark 5. If f : [a, b] → R is absolutely continuous, then S ⊂ [a, b] exists with zero
(Lebesgue) measure such that derivative f ′(t) exists on [a, b] \ S and f has negligible
variation on S; for more details, see [4,23,26].
Definition 6. A function f :R → R is said to be almost everywhere (a.e.) derivo-periodic
with period ω > 0, if f ′(t) = f ′(t + ω), for a.a. t ∈ R.
By means of Lemma 1, we will give the first characterization of continuous a.e. derivo-
periodic functions.
Theorem 7. Let f :R → R, S ⊂ R be a set of (Lebesgue) measure zero such that f has
finite derivative on R \ S and f ∈ NVR(S). Then the following conditions are equivalent:
(i) f is a.e. derivo-periodic with period ω > 0;
(ii) f ′+(t) = f ′+(t + ω) or f ′−(t) = f ′−(t + ω), ω > 0, for a.a. t ∈ R;
(iii) there is α ∈ R and an ω-periodic function f0 :R → R such that
f (t) = f0(t) + αt, ∀t ∈ R. (2)
Proof. (i) ⇔ (ii) and (iii) ⇒ (i) are obvious. So we will only concentrate ourselves to
prove the implication (i) ⇒ (iii). Assume that a, b ∈ R, a < b and put
F(t) := f (t + ω) − f (t), t ∈ R.
It is easy to see that F satisfies the assumptions of Lemma 4 with F ′(t) = 0 a.e. in [a, b].
Thus, according to that lemma, we have
F(b) − F(a) =
b∫
a
F ′(t) dt = 0.
Because of an arbitrary choice of points a, b, F(t) ≡ c, for some constant c ∈ R. Now,
taking α := c
ω
and f0(t) := f (t) − cω t , for all t ∈ R, we obtain
f0(t + ω) = f (t + ω) − c
ω
(t + ω) = f (t + ω) − c
ω
t − F(t)
= f (t + ω) − c
ω








t = f (t), for all t ∈ R. 
In view of Theorem 7 and Remark 5, we can give immediately
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period ω > 0 if and only if there exists α ∈ R and an (absolutely continuous) ω-periodic
function f0 :R → R such that (2) holds.
Remark 9. Obviously, a differentiable function f :R → R is derivo-periodic if and only
if (2) takes places with a (differentiable) periodic function f0 :R → R.
3. Validity for ACG∗-functions without integrals
The fundamental theorem of calculus for Kurzweil–Henstock integrals is closely con-
nected with the class of generalized absolutely continuous in the restricted sense (ACG∗)
functions.
In view of definitions of AC∗ and ACG∗-functions on a subset of a closed (bounded) in-
terval in R given, e.g., in [13,22], we extend the notion of ACG∗-functions onto an arbitrary
subset of R in following definition.
Definition 10. A function f : [a, b] → R is said to be AC∗ on S ⊂ [a, b] if, for every
 > 0, there exists δ > 0 such that, for any subpartition P = {[aj , bj ]}sj=1 of [a, b] with
aj , bj ∈ S, for every j = 1, . . . , s,
s∑
j=1





f ; [aj , bj ]
)
< ,
where ω denotes the oscillation of f on the interval [aj , bj ],
ω
(
f ; [aj , bj ]
) := sup{∣∣f (y) − f (x)∣∣: x, y ∈ [aj , bj ]}.
Furthermore, a function f :J → R, J ⊂ R, is said to be ACG∗ on S ⊂ J if f is continu-
ous on S and S is a countable union of sets on which f is AC∗.
Lemma 11 (cf. [13,25]). If f : [a, b] → R is ACG∗ on [a, b], then µ∗(f (S)) = 0, for every
set S ⊂ [a, b] with zero Lebesgue measure, where µ∗ stands for the outer Lebesgue mea-
sure.
Lemma 12 (cf. [13,25]). If f : [a, b] → R is ACG∗ on [a, b], then it has a ( finite) derivative
almost everywhere.
Lemma 13 (cf. [25]). If f : [a, b] → R is continuous and µ∗(f (Q+f )) = 0, where
Q+f :=
{
t ∈ [a, b]: lim sup
h→0+





then f is nondecreasing.





t ∈ [a, b]: lim inf f (t + h) − f (t) > 0
}
,h→0+ h
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lim sup
h→0+
−f (t + h) + f (t)
h
= − lim inf
h→0+






t ∈ [a, b]: lim sup
h→0+





Moreover, µ∗(−f (Q+f )) = µ∗(f (Q−f )) = 0, and subsequently (−f ) is nondecreasing,
i.e., f is nonincreasing.
As a direct consequence of Lemma 13 and Remark 14, we get
Lemma 15. If f : [a, b] → R is a continuous function such that µ∗(f (Q)) = 0, where
Q := {t ∈ [a, b]: f ′+ = 0 (or it does not exist)}, (3)
then f is constant.
Now, we can come back to derivo-periodic functions.
Proposition 16. If a continuous function f :R → R satisfies f ′+(t) = f ′+(t +ω), ω > 0, for
all t ∈ R \Q, where µ∗(f (Q)) = 0 and Q is defined in (3), then there exist a (continuous)
ω-periodic function f0 :R → R and α ∈ R such that (2) holds.
Proof. For F(t) := f (t + ω) − f (t), by the hypothesis, we have F ′+(t) = 0, for all t ∈
R \ Q, where µ∗(f (Q)) = 0. According to Lemma 15, F is continuous on R, i.e., there
exists c ∈ R such that F(t) ≡ c. Taking α := c
ω
and f0 := f (t) − cω t , the proof is com-
pleted. 
We are ready to give the second characterization of a.e. derivo-periodic functions; this
time for ACG∗-functions.
Theorem 17. If f :R → R is ACG∗ on R, then the following conditions are equivalent:
(i) f ′(t) = f ′(t + ω), ω > 0, for a.a. t ∈ R;
(ii) f ′+(t) = f ′+(t + ω) or f ′−(t) = f ′−(t + ω), ω > 0, for a.a. t ∈ R;
(iii) f (t) = f0(t) + αt , for all t ∈ R, where α ∈ R, f0 is ω-periodic, ω > 0, and ACG∗
on R.
Proof. Since (i) ⇒ (iii) is obvious and (ii) ⇒ (iii) follows immediately from Proposi-
tion 16 and Lemma 11, we will concentrate only to (iii) ⇒ (i). If (2) takes place, then, in
view of Lemma 12, we get f ′(t) = f ′0(t)+α. Thus, the ω-periodicity of f0 implies (i). 
Remark 18. In [13], it is proved that the class of functions satisfying the assumptions of
Theorem 7, namely those having derivative everywhere, but on a set with zero (Lebesgue)
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of ACG∗-functions.
It follows from definitions that a function f :R → R is ACG∗ on R if and only if it is
ACG∗ on [k, k+1], for every k ∈ Z. Also, a function f :R → R has derivative everywhere,
but on a set with zero (Lebesgue) measure on which have negligible variation if and only
if this holds on [k, k + 1], for every k ∈ Z.
Therefore, Theorems 7 and 17 are equivalent.
4. Derivo-periodicity for De Blasi-like differentiable multifunctions
Now, we shall proceed to De Blasi-like differentiable multivalued functions. The origi-
nal definition in [11] reduces in R into
Definition 19 (cf. [3,11,15,18]). A multivalued function ϕ :RR (i.e., ϕ :R → 2R \ {∅})
is said to be De Blasi-like differentiable at t ∈ R if there exists (a single-valued(!); cf.
[3,18]) mapping Dtϕ :R → R such that Dtϕ is positively homogeneous (i.e., Dtϕ(λs) =
λDtϕ(s), λ 0, for all s ∈ R) and a number δ > 0 such that
dH
(
ϕ(t + h),ϕ(t) + Dtϕ(h)
)= o(h), whenever |h| δ,
where o(h) denotes a nonnegative function such that limh→0 o(h)/|h| = 0, dH (·, ·) stands
for the Hausdorff metric (see, e.g., [3]). Dtϕ is called the differential of ϕ at t . Of course,
ϕ is said to be De Blasi-like differentiable on J ⊂ R (or simply, for J = R, De Blasi-like
differentiable) if it is so at every point t ∈ R.
Remark 20. According to an important statement in [18, Theorem 2] (cf. [3, Theo-
rem (A2.18)]), we can define equivalently a De Blasi-like differentiable function ϕ :RR
as a sum of a single-valued continuous function f :R → R having (standard) right-
hand side and left-hand side derivatives plus a bounded interval (i.e., a multivalued con-
stant) {C}, namely ϕ = f + {C}.
Furthermore, the following can be said about functions having right-hand side or left-
hand side derivatives.
Lemma 21 (cf. [13, Theorem 6.22], [22, Theorem 10.5]). For f : [a, b] → R and E ⊂
[a, b], if either
−∞ < D+f (t)D+f (t) < ∞ or − ∞ < D−f (t)D−f (t) < ∞
holds on E (where D+,D+,D−,D− are the Dini numbers (cf. [13,23])) with at most
countably many exceptions, then E can be written as a countable union of sets on each of
which f is AC∗. If, in addition, f is continuous on E, then f is ACG∗ on E.
Corollary 22 (cf. [22, p. 236]). If a continuous function f : [a, b] → R has right-hand side
(left-hand side) derivatives for all t ∈ [a, b], then it is ACG∗.
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hand side and left-hand side derivatives, for all t ∈ E ⊂ [a, b], admits derivatives with
at most countably many exceptions on E ⊂ [a, b]. Moreover, continuous functions which
are differentiable for all, but countably many t ∈ E ⊂ [a, b] are known (see, e.g., [13])
to be there ACG∗. Thus, continuous functions f : [a, b] → R having right-hand side and
left-hand side derivatives, for all t ∈ E ⊂ [a, b], are there ACG∗.
Since the single-valued part f of De Blasi-like differentiable multivalued function
ϕ :R R (see Remark 20) is, according to Corollary 22 or Remark 23, ACG∗ on any
closed interval, and since (cf. [18, Theorem 3] or [3, Theorem (A2.20)])
Dtϕ ≡ Dt+ωϕ ⇔ f ′+(t) ≡ f ′+(t + ω) and f ′−(t) ≡ f ′−(t + ω), (4)
we arrive by means of Theorem 17 and Remark 20 at the following main result.
Theorem 24. Let ϕ :R R be a De Blasi-like differentiable multifunction in the sense of
Definition 19. Then ϕ is derivo-periodic with period ω > 0, i.e., (4) holds, if and only if
there exist α ∈ R and an ω-periodic continuous function f0 :R → R such that
ϕ(t) = [f0(t) + αt]+ {C}, for all t ∈ R, (5)
where {C} is a bounded interval (a multivalued constant).
Remark 25. For a single-valued De Blasi-like differentiable function ϕ = f (i.e.,
{C} = {0}), Theorem 24 represents only a particular case of Theorem 17 or, equivalently,
of Theorem 7. On the other hand, Theorem 24 generalizes the conclusion in Remark 9.
5. Derivo-periodicity and Clarke’s subdifferential
Although the Clarke subdifferential can be defined in a Banach space (see [8]), we will
restrict ourselves only to R.
Definition 26. Let f :R → R be a locally Lipschitz function and t ∈ R. By the upper and
the lower Clarke derivatives at t , we mean, respectively,
f ◦(t) = lim sup
x→t, h→0+
f (x + h) − f (x)
h
,
f◦(t) = lim inf
x→t, h→0+
f (t + h) − f (x)
h
.
By the Clarke subdifferential at t , we then mean
∂f (t) = [f◦(t), f ◦(t)].
Remark 27. Since the function t → f ◦(t) is upper-semicontinuous on R (i.e., f ◦(t) 
lim supx→t f ◦(x), for every t ∈ R) and the function t → f◦(t) is lower-semicontinuous
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upper-semicontinuous (i.e., for every open set O ⊂ R, {t ∈ R: ∂f (t) ⊂ O} is open in R).
Due to the Lipschitzianity, f◦(t), f ◦(t) ∈ R, and therefore ∂f (t) is nonempty, compact
and convex, for every t ∈ R. In particular, the set of values ∂f (t) is a singleton if and only
if f◦(t) = f ◦(t). In the last case, f is said to be strictly differentiable at t . Furthermore, we
say that a locally Lipschitz function f :S → R, S ⊂ R, is essentially strictly differentiable
if f is strictly differentiable a.e. in S (for more details, see [6]).
Definition 28. A locally Lipschitz function f :R → R is said to be Cl-derivo-periodic with
period ω > 0 if
∂f (t) = ∂f (t + ω), for every t ∈ R. (6)
In view of Remark 27, we can give
Theorem 29. Assume that f :R → R is a locally Lipschitz function which is essentially
strictly differentiable. f is Cl-derivo-periodic with period ω > 0 if and only if there exist
α ∈ R and a (locally Lipschitz) ω-periodic function f0 :R → R such that (2) holds.
Proof. If (2) takes place, then also ∂f (t) = ∂f0(t) + α, for all t ∈ R, and (6) follows from
the ω-periodicity of f0.
Reversely, we note that an upper-semicontinuous multivalued mapping with nonempty,
compact and convex values maps a closed interval onto a closed interval (see, e.g., [2]).
Thus, it follows from Remark 27 and Cl-derivo-periodicity that f is Lipschitz. This implies
its absolute continuity, and subsequently (in view of essentially strictly differentiability)
f ′(t) = ∂f (t), for a.a. t ∈ R. (7)
Because of (6) and (7), f is a.e. derivo-periodic with period ω, in the sense of Definition 6,
which (according to Corollary 8) already means that (2) holds. 
Let us recall that a multivalued mapping F (generally between topological spaces) is
cusco if it is nonempty, compact and convex valued, and upper-semicontinuous. It is called
a minimal cusco if it is a cusco whose graph is minimal with respect to set containment
among cuscos. For more details about minimal cusco mappings, see, e.g., [6,7,17,28]. We
only note that the Clarke subdifferential of a locally Lipschitz function f :R → R which
is essentially strictly differentiable is a minimal cusco mapping.
On the basis of the Goffman function, we show that Theorem 29 cannot be generalized
even for functions for which ∂f is a minimal cusco mapping.
Example 30. We follow the construction given in [7,28]. Let C be the Cantor set in [0,1]
corresponding to the sequence an = 2−n−1 + 3−n2−1 and let In’s be an enumeration of the
compact intervals of [0,1] \ C. Then µ(C) = 12 and
∑∞
n=1 |In| = 12 . Let Jn be the open
interval concentric with In for which |Jn| = |In|2. Let fn : [0,1] → [0,1] be a function
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Then f is continuous on each In, discontinuous at each point of C, and is not Riemann
integrable over [0,1]. However, f is Lebesgue integrable over [0,1].





As shown in [24,28], a function F is not essentially strictly differentiable, but its Clarke
subdifferential is a minimal cusco mapping, and we have
∂F (t) =
{ [0,1], t ∈ C,
f (t), t /∈ C.
Furthermore, let h : [0,1] → [0,1] be any Lebesgue measurable function with supp(h) = C
(we recall that supp(h) = {t ∈ [0,1]: h(t) = 0}) and let S(t) := ∫ t0 h(s) ds. Then ∂(F + S)= ∂F (see also [28]).
Now, we define a function T :R → R by induction:
(1) T (t) = F(t) + S(t), if t ∈ [0,1].
(2) T (t) = T (n) + F(t − n), if t ∈ [n,n + 1], for every n ∈ N.
(3) T (t) = −T (−t), if t < 0.
Due to the previous considerations, T is Cl-derivo-periodic with period 1, but it cannot be
expressed as a sum of a 1-periodic (locally Lipschitz) function and a linear function.
6. Impossibility of an almost-periodic analogy
In view of the above results, the primitives of periodic derivatives become, under natural
assumptions, periodic if and only if they are bounded. According to the well-known Bohl–
Bohr theorem (see, e.g., [5,20]), the same is true in the class of uniformly continuously
differentiable functions w.r.t. (uniformly or Bohr-type) almost-periodic (a.p.) functions.
For the definitions of a.p. functions and their properties; see again, e.g., [5,20]. Thus, a
natural question arises, whether or not the almost-periodicity of a (uniformly continuous)
derivative implies that the function itself takes the form of a sum of an a.p. function plus
some linear part. The following arguments demonstrating that this must be answered nega-
tively in general come from the discussion of the first author with Dr. M. Tarallo (University
of Milano).
Since there are examples (see, e.g., [10,16,27] or, more recently, [21]) showing the
existence of a.p. functions with a zero mean value whose primitives are unbounded, they
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and such that x0(t) is (as in the mentioned examples) unbounded, we can conclude that
x0(t) is not a.p., and because of x0(t) = o(t), it does not contain any linear part. A bit
more generally, let x′(t) be a.p. having not necessarily a zero mean value. Then x′(t) =







x′(t) dt ∈ R and x¯′0 = 0.
Thus, integrating x′(t) from 0 to t , we obtain that
x(t) = x0(t) + x¯′t + C,
where C is a suitable real constant. Since x0(t) need not be a.p. and, as a consequence
of x0(t) = o(t), no linear part can be extracted from it, there is no chance, in general, for
such an x(t) to be a sum of the present linear function x¯′t + C and an a.p. function, as
claimed above. Since the mentioned examples in [10,16,27] concern in fact quasi-periodic
functions, the same is also true for this subclass.
7. Application to differential equations and inclusions
Finally, the obtained results will be applied to differential equations and inclusions. At
first, consider the linear system in Rn,
Y ′ + AY = P(t), (8)
where A is a regular (n × n)-matrix (⇒ ∃A−1: α = AA−1α, for every α ∈ Rn) and
P ∈ ACG∗(R,Rn) is a.e. ω-derivo-periodic (Th. 17⇐⇒ P(t) = Q(t) + αt + A−1α, where
Q ∈ ACG∗(R,Rn) is ω-periodic). Thus, Y(t) := X(t) + A−1αt is a smooth ω-derivo-
periodic solution of (8) if and only if X(t) is a (smooth) ω-periodic solution of the system
X′ + AX = Q(t), (9)
where Q ∈ ACG∗(R,Rn) is the above ω-periodic vector. Observe that (9) can be rewritten
as
X′ + A−1α + A(X + A−1αt) = P(t)
and that it possesses a unique ω-periodic solution, provided Reλi = 0, for i = 1, . . . , n,
i.e., the real parts of the eigenvalues of A differ from zero.
Remark 31. The same is obviously true for essentially strictly differentiable (locally Lip-
schitz) vectors P,Q such that ∂P (t) ≡ ∂P (t + ω) and Q(t) ≡ Q(t + ω).
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Y ′ + AY ∈ P(t), (10)
where A is the same as above, but P :R Rn is this time a De Blasi-like differentiable
multivector and ω-derivo-periodic, i.e., (cf. (4)) DtP (t) ≡ DtP (t + ω) (Th. 24⇐⇒ P(t) =
Q(t) + αt + A−1α + {C}, where {C} is a multivalued vector constant and Q ∈ C(R,Rn)
is ω-periodic). Thus, Y(t) := X(t) + A−1αt is again a smooth ω-derivo-periodic solution
of (8), and subsequently of (10), for {C} = {0}, if and only if X(t) is an ω-periodic solution
of (9).
Since (9) can be rewritten as
X′ + A−1α + C + A[X + (A−1α + C)t]= Q(t) + (α + AC)t + A−1α + C,
one can take any vector constant selection C of {C} for an analogous relationship. So if,
in particular, the real parts of the eigenvalues of A differ from zero, then (10) admits a
one-parameter family of ω-derivo-periodic solutions. At last, we shall consider nonlinear
differential inclusions
X′ + AX ∈ F(X) + P(t), (11)
where A is a real (n×n)-matrix whose eigenvalues have negative real parts, F :RnRn is
an upper-semicontinuous multivalued function with nonempty compact and convex values
which is αω-periodic, i.e., F(X) ≡ F(X + αω), where α ∈ Rn, ω > 0, and P :R Rn
is a De Blasi-like differentiable multivalued function with nonempty, compact and convex
values which is ω-derivo-periodic, i.e. (cf. (4)), DtP (t) ≡ DtP (t + ω), and satisfies
P(ω) = P(0) + (ωA + E)α,
where E is a unit matrix.
Since the following theorem improves, on the basis of Theorem 24, Theorem (11.37)
in Chapter 3 [3, p. 564], when “only” replacing the notion of a continuous De Blasi-like
differentiability by a sole De Blasi-like differentiability, its proof will be omitted.
Theorem 32. Under the above assumptions, inclusions (11) admits an ω-derivo-periodic
solution X(t) ∈ AC(R,Rn) (in the sense of Carathéodory), i.e., X′(t) = X′(t +ω), for a.a.
t ∈ R.
Remark 33. For a single-valued P ∈ ACG∗(R,Rn), the notion of De Blasi-like derivo-
periodicity can be replaced by the one in the sense of Theorem 17. One can improve
similarly, i.e., on the basis of the above results, Theorem (11.38) and (11.39) in Chap-
ter 3 [3, p. 565]. In [3], one can also found many commented references concerning the
existence of derivo-periodic solutions, including higher order derivo-periodic solutions, of
differential equations.
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