Abstract. We develop some aspects of the theory of hyperholomorphic functions whose values are taken in a Banach algebra over a field -assumed to be the real or the complex numbers -and which contains the field. Notably, we consider Fueter expansions, Gleason's problem, the theory of hyperholomorphic rational functions, modules of Fueter series, and related problems. Such a framework includes many familiar algebras as particular cases. The quaternions, the split quaternions, the Clifford algebras, the ternary algebra, and the Grassmann algebra are a few examples of them.
Introduction
In [15] , Fueter studied quaternionic-valued functions and introduced non-commuting hypercomplex variables which allow power series expansion of hypercomplex functions, meaning functions that belong to the kernel of the operator D defined in (2.2) in the quaternionic setting. Such variables are now known as Fueter variables. In the present work, we extend their definition to functions in the kernel of D and whose values are taken in a Banach algebra A over a field K and which contains K. We assume K to be either R or C. After defining the Fueter variables in Section 2, we start studying the notion of derivative of A-valued functions, which is followed by Fueter expansions and Gleason's problem, the theory of rational functions, and spaces of Fueter series, which include the Drury-Arveson space and the Fock space. Such problems have already been considered in some particular cases -for instance, when A is the quaternionic setting, the Clifford algebra, the setting of split quaternions, or the real ternary algebra [1, 3, 5, 6] . The central object of our study are functions (1.1) f : A → A.
To set the notation, we let a 1 , . . . , a n ∈ A \ K be the generators of A different from the identity element of K, i.e., a 0 = 1. The number of generators n is assumed to be finite, but it could, in fact, be taken to be infinity for all computations presented here. The only aspect that would require a deeper understanding, in this case, is the Cauchy-Fueter operator, defined in (2.2), which would become a differential operator of infinitely many variables.
In some algebras, all "directions" are given by the elements a k , k = 0, 1, . . . , n. In those algebras, there exist coefficients c jkl ∈ K, j, k, l ∈ {0, 1, . . . , n} such that
c jkl a l for every j, k ∈ {1, . . . , n}. An example of such algebras is the quaternionic setting.
Denoting the complex units of the quaternions by i, j and k, the product of two elements, say ij is k.
In other algebras, on the other hand, the product a j a k might result in a new "direction". An example of it is the real ternary algebra, which is generated by the number 1 and an element e which is not real (nor complex). However, e 2 gives a new direction in such an algebra. The quaternions themselves can also be seen as an example of such algebras when the elements 1, i, and j are considered their generators. In this case, ij results in a new direction of the algebra. This shows the quaternions explicitly as an example of a Clifford algebra. Then, in order to include in our study arbitrary algebras A where (1.2) need not hold, we introduce a set of t-uples I which are associated with all linearly independent directions of the algebra. If for a certain j and k the product a j a k gives a new direction, then (j, k) might be an element of I and a (j,k) ≡ a j a k . Note that, in some algebras, there might be multiple ways to build I. For instance, if a j a k = −a k a j , as is the case of the Clifford algebra, and the Grassmann algebra, either (j, k) or (k, j) should be part of I, not both, since they are not associated with linearly independent directions. In this case, if (j, k) ∈ I, a k a j = −a (j,k) . Moreover, the direction e 0 = 1 is not included in I. Instead of using the set I directly, we refer to a map from it into Z m = {1, 2, · · · , m}, where m is the cardinality of I. So instead of considering indexes that take value in I, they are taken in Z m . Moreover, to avoid confusion, we denote the "independent directions" of A by e k instead of a k . For instance, if we say the quaternions are generated by a 0 = 1, a 1 = i, and a 2 = j, then in our new notation: e 0 = a 0 , e 1 = a 1 , e 2 = a 2 , and e 3 = a 1 a 2 . With the above discussion, the algebra A can be identified with the space K m+1 in the following way
In particular, expression (1.2) can be rewritten in this general context as
where the matrices χ ℓ belong to K (m+1)×(m+1) for every ℓ ∈ {0, 1, . . . , m}. We call the matrices χ ℓ the characteristic operators of the algebra A since they encode all properties of the algebra product. One can also see each χ ℓ as a metric tensor-like object associated with the algebra ℓ-th direction of A. In fact, observe that for any a, b ∈ A, if we write
for every ℓ ∈ {0, 1, . . . , m}. However, note that the operators χ ℓ are not represented by symmetric matrices in every algebra A. Also, note that, in the above expression, the identification between elements of A with points in K m+1 -expressed by (1.3) -is being used. Also, we endow the algebra A with an involution, denoted by †, with the following properties:
We note that, in general, aa † is not a real (nor a complex) number and, then, it is not always the case that aa † = a † a holds.
Because A is a Banach algebra, we also assume it has a norm N for which
Such a norm may or may not be induced by the involution †. However, we assume N(a) = N(a † ) for every a ∈ A.
Note that because K ⊂ A, N is also a norm in K. Therefore, without loss of generality, we can assume N(1) = 1. Then, we can write N(k) = |k|, where |k| denotes the usual norm of k in C. Moreover, observe that
for every a ∈ A. Introduced some definitions in the algebra A, we look back at the functions f of the type (1.1) and observe that, because of (1.3), they can be identified with functions
In our study, we consider in particular the subset of such functions which are K-analytic -i.e., real analytic functions if K = R or complex holomorphic functions if K = C. Our first goal is to study the analyticity of such functions. In the case of functions f of a complex variable z, we say f is holomorphic at a certain point a ∈ C if the following notion of a derivative holds:
This is the case if and only if the Cauchy-Riemann equations are satisfied at a.
However, a straightforward extension of the definition of holomorphicity to functions that take values in other settings, i.e., the definition in terms of what is generally called a Fréchet derivative does not always lead to interesting analytical structures.
The classic example of where such an extension "fails" is the quaternionic setting. In fact, if f was a function of a quaternionic variable q and the condition for f to be hyperholomorphic at a certain point a ∈ H was
then one would conclude that f is a linear function of q. Because of it, one considers different definitions to build analysis tools upon, e.g., slice hyperholomorphicity.
Nonetheless, Malonek showed in [16] that, for real Clifford algebras with n non-real generators, the idea of Fréchet derivatives could be used as a "good" definition of hyperholomorphicity. However, instead of seeing the function as a function of a single variable in the algebra or, equivalently, a function of n + 1 real variables, the Fréchet derivative was taken by considering the function as a function of n Fueter variables. With this result, Malonek studied the so-called Fueter series in [17] , i.e., power series of Fueter variables.
We now describe the content of the paper. In Section 3, we generalize Malonek's results on hyperholomorphicity to the algebras A we already described. In Section 4, we define Fueter polynomials, which form the building blocks for Fueter power series expansions. Then, in Section 5, we study the convergence of such series centered at a point where the function is hyperholomorphic. We also introduce in this section the Cauchy product at the center of the power series, i.e., the convolution of coefficients of power series. Such a definition is necessary since, due to the lack of commutativity, the pointwise product of two hyperholomorphic functions is not necessarily hyperholomorphic. We emphasize that, because the Cauchy product is defined at the center of the power series, it is center dependent. After introducing the convolution, we discuss Gleason's problem. In Section 6, we define and characterize hyperholomorphic rational functions, which are important tools in analysis. Moreover, we introduce reproducing kernel Banach spaces and study multipliers in those spaces in Section 7. As an example of such spaces, in Section 8, we present the counterpart of the Drury-Arveson space in our setting and, in Section 9, study Blaschke factors in such a space. As another example, we also introduce the analogous of the Fock space in Section 10.
Before that, we start by defining and presenting other motivations for the Fueter variables in Section 2. 
A general principle
and so
Definition 2.1. We call the functions
the Fueter variables associated with D. They are also called total regular variables by Delanghe [11] .
Remark 2.2. In the Clifford algebra setting, one usually considers functions f of n + 1 variables in K that belong to the kernel of the Cauchy-Fueter operator
We notice that this represents particular cases of the framework presented here since those functions f are also in the kernel of the Cauchy-Fueter operator D given by expression (2.2).
More generally, for a fixed w ∈ Ω,
holds true for every v ∈ Ω. Therefore,
Following Malonek's approach for the Clifford algebra in [16] , consider now ζ = (ζ 1 , ζ 2 , · · · , ζ m ) and let H m be the set of all such vectors. Then, there is a one-to-one correspondence between K m+1 and H m :
Because of this correspondence between those spaces, we use the notations f (v) and f (ζ) indistinguishably. Moreover, we often write
In fact, cζ belongs to H m for an arbitrary ζ ∈ H m if and only if c ∈ K.
As a consequence, we have that the product of two D-hyperholomorphic functions need
and, then,
, where [e j , e k ] ≡ e j e k − e k e j is the commutator of e j and e k . Expression (2.5) does not vanish in general since e j and e k might not commute. However, it follows from (2.5) that D(ζ j ζ k + ζ k ζ j ) = 0. More generally, as we will see in the next section, symmetrized products of the Fueter variables (and, in particular, powers of a single variable) are Dhyperholomorphic. Examples of algebras where expression (2.5) is different from zero include the quaternions, the split quaternions and the Grassmann algebra -the latter will be studied in more details in a future work.
We will denote by
where w ∈ Ω is a fixed element, the backward-shift operator centered at w. Then, equation
Moreover, we note that
Remark 2.4. Sometimes, we denote the backward-shift operator (
for some p ∈ N, the process given by (2.5) can be iterated p times, generating the so-called Fueter polynomials, which is the object of study of Section 4. In particular, C ∞ (Ω) functions give origin to Fueter series. Even then, we note that each of the individual pointwise products (ζ k (v) − ζ k (w))(R k (w)f )(v) in (2.7) do not need to be D-hyperholomorphic. Their sum, however, which is equal to f (v) − f (w), is D-hyperholomorphic.
Hyperholomorphicity of functions from
In this section, we show how Malonek's work in [16] generalizes from the Clifford algebra to a more general scenario. The calculations follow the arguments in that paper. We start by endowing the algebra A m with the Hermitian form
it follows that an arbitrary element ζ ∈ H m can be written as
In this sense, the set {h k } k∈Zm is a canonical basis for A m .
Because of the above remark, instead of using the induced norm
2) can only be written because of the embedding of H m in A m . As a matter of fact, observe that even though (3.2) holds, ζ k h k ∈ H m in general. This is a different way to see the discussion in Remark 2.3.
Denote by L (A m , A) the set of all A-linear operators from A m into A. We recall that L ∈ L is said to be A-linear from the left if 
Proof. Equations (3.5) and (3.6) imply that Proof. The fact that f is K-analytic leads to
Note that the order of the products in the right-hand side of (3.7) does not matter here. Now, consider the variable substitution v 0 = ζ 0 and
where
Comparing the above expression with (3.5), we conclude that f is hyperholomorphic if and only if Df = 0, i.e., f is D-hyperholomorphic.
Corollary 3.7. The differential of f is given by 
where × denotes the symmetrized product, which is defined next -see equation (4.1).
Fueter polynomials
Generalizing classical cases, the Fueter variables generate polynomials which are hyperholomophic. They are called Fueter polynomials.
We recall that in a non-commutative algebra A, the symmetrized product of a 1 , . . . , a N ∈ A is defined by
where the sum is over the set S N of all permutations on N indexes. It is worth mentioning that such a product is used in quantum mechanics for fermionic systems. Also, observe that, in general, the product × is non-associative, i.e.,
Moreover, if A is commutative, the symmetrized product reduces to the regular product. Furthermore, as pointed out by Malonek in [17] , for every
where a α = a
The symmetrized product of the terms ζ
Proof. For this proof, we use the same method that appears in [10, 15] , which was also used in [3] in the setting of split quaternions. We start rewriting ζ α as
where |α| denotes the sum of the components of α and Z |α| = {1, 2, . . . , |α|}. Therefore,
Hence,
since the sum is made on all the permutations and
With the above proposition, our next result on Fueter polynomials follows trivially. With the discussion presented in this section so far, it is clear that symmetrized products of Fueter variables are fundamental for the construction of a hyperholomorphic Fueter polynomial. Now, we note that such a product also appear naturally in an expansion of K-analytic functions by repeatedly iterating the backward-shift operator. As an example, observe that applying (2.7) to (R k (ξ)f )(ζ) gives
where f is assumed to be of class
where ∂v α = ∂v
As a consequence, we can write for every function f of class C p (Ω)
Fueter series and Gleason's problem
At this stage, we restrict our study to hyperholomorphic functions, which were defined in Section 3, i.e., functions which are K-analytic and belong to the kernel of the CauchyFueter operator. We note that in some settings every hyperholomorphic function is automatically K-analytic -this is true, for instance, for elliptic systems.
Our concern now is with the result of successive iterations of R(ξ) to a function f , as started in (4.3). Such a process leads, at least formally, to the Fueter series
Our question is whether such a series converges in an open neighborhood of ξ.
In order to set the notation for the theorem that answers such a question, recall that if a function f that takes value in K m+1 is K-analytic in a neighborhood Ω(w) of a point w, then the power series
∂v α (w), converges for every v ∈ Ω(w), i.e., there exist K > 0 and strictly positive numbers r 1 , · · · , r m such that
Also, let σ 1 , · · · , σ m be strictly positive numbers such that σ k < r k , k ∈ Z m and recall that we are denoting by ξ the element in H m that corresponds to the point w ∈ K m+1 . Following [17] , we define
A last notation remark before the presentation of the theorem, we note that whenever α takes value in N m 0 , the coefficient f α refers to f (0,α) , where (0, α) ∈ N m+1 0
. With that set, we state a theorem on the convergence of Fueter series.
Theorem 5.1. Let f given by (5.2) be D-hyperholomorphic in a neighborhood of w ∈ K m+1 . Then, the Fueter series given by (5.1) converges absolutely for every ζ ∈ U ξ (σ).
Proof. We start by observing that (5.1) and
at least formally, are both "natural" representations of power series with Fueter variables. On the one hand, however, they generally have different domains of convergence. Such a remark is important, for instance, if A is the Clifford algebra [9] . On the other hand, if one considers the domain U ξ (σ), the two expressions, if they converge, coincide because
and, as a consequence,
where we have used expression (5.4). Hence, (5.1) converges absolutely in the the domain U ξ (σ).
Before presenting the next result, we just define elements ι k ∈ N m 0 whose j-th entries are characterized by
Proposition 5.2. Let f be given by (5.1). Moreover, let R k (w) be given by (2.6) and ζ(w) = ξ. Then,
Proof. The proof is a generalization of the one presented for the quaternions in [5] . First, note that
Therefore,
The above proves the proposition and justifies the name backward-shift operator given to R k (ξ).
Definition 5.3. We define for α, β ∈ N m 0 and u, v in the algebra A, the Cauchy (or convolution) product at ξ ∈ H m by
Remark 5.4. In the quaternionic setting, the Cauchy product at the origin can be defined using the Cauchy-Kowaleskaya theorem (see [19] ), and is then called Cauchy-Kowalweskay product. It can also be applied to functions that are not necessarily hyperholomorphic at the origin. The principle of the Cauchy-Kowaleskaya product is the following. The real components of a quaternionic valued function f such that D CF f = 0 satisfy a set of linear partial differential equations to which the Cauchy-Kovalesvkaya theorem is applicable. The solution to this system is uniquely determined by the initial condition f (0, x 1 , x 2 , x 3 ), and the Cauchy-Kovaleskaya product of f and g is defined by the pointwise product of the initial conditions f (0, x 1 , x 2 , x 3 )g(0, x 1 , x 2 , x 3 ). In the case of Fueter series, the CauchyKovaleskaya is, in fact, not needed. Now, we extend the product ⊙ ξ and the ⊙ ξ -inverse for power series. Remembering that
Setting v 0 = w 0 , we obtain power series in v k −w k , k ∈ Z m , with coefficients in the algebra A, i.e.,
Observe that now the coefficients f α (and g α ) commute with the variables. We consider, then, the product f (w 0 , v 1 , . . . , v m )g(w 0 , v 1 , . . . , v m ) and write it as
With that, we define
This is well defined since the coefficients f α (and hence d α ) are uniquely determined by f . An important fact is that the Cauchy product in the way we defined is dependent on the center of the power series (or of the polynomials). As an example, consider the quaternionic setting, where e 1 = i, e 2 = j, and e 3 = k. The polynomial P (ζ) = ζ 2 1 j can be seen as P = p 1 ⊙ 0 p 2 , where p 1 (ζ) = ζ 1 k and p 2 (ζ) = ζ 1 i. However, p 1 and p 2 can also be rewritten with a center at ξ such that ξ k = e k , k ∈ Z 3 . In fact,
The convolution of p 1 and p 2 at this center is, then,
1 j − 2ζ 1 k since ζ 1 and i commute. Hence, P = Q, i.e., the convolution of p 1 and p 2 at the origin is different from their convolution at ξ. We also observe that the right-hand side Cauchy product can be defined as
and the coefficients h α are once again given by (5.7). We now introduce Gleason's problem.
Problem 5.5. Given a hyperholomorphic function f with domain given by U ξ (σ), find functions g 1 , · · · , g m such that
for every ζ ∈ U ξ (σ).
Observe that expression (2.7) is a solution to this problem with the pointwise productinstead of the ⊙ ξ -product. The disadvantage of the poinwise product is that, as already discussed, it is not necessary hyperholomorphic. However, (2.7) is usefull for us here, since it shows that g k = R k (ξ)f , k ∈ Z m is a solution to Problem 5.5. In fact, for every ζ such that v 0 = w 0 , the ⊙ ξ -product coincides with the pointwise product and Gleason's problem (5.5) becomes equivalent to find solutions of (2.7). In turn, this fact allows writing in general
Now, we show that those are not all the solutions to the problem. Let G denote the space of functions f ∈ G for which exist g 1 , g 2 , · · · , g m ∈ G that solve Gleason's problem. The space G is said to be resolvent-invariant. Moreover, let R be the space of R k (ξ)-invariant functions, called backward-shift-invariant, i.e., the space for which g k = R k (ξ)f . Our next results aim to prove that R G. We allow, in general, the functions to be matrix-valued. First, we characterize the elements of G with the following proposition.
Proposition 5.6. A function f belongs to a finite-dimensional resolvent-invariant space G if and only if it can be spanned by the columns of a matrix-valued function of the type
where A k , k ∈ Z m , are constant matrices with entries in A.
Proof. Let G be a matrix-valued hyperholomorphic function whose columns form a basis of G and f ∈ G. Then, by definition, there exist a constant column matrix η with entries in A such that f = Gη and functions g 1 , . . . , g m ∈ G such that
Moreover, there exist constant matrices A k , k ∈ Z m , such that g k = GA k η. Hence, the above expression can be rewritten as
which implies that G is given by (5.9). Conversely, assuming G is given by (5.9) and f = Gη, where η is a constant column matrix with entries in A. Then, because
i.e., there exist functions g k = GA k η ∈ G which solves Gleason's problem for f . Now, we show that backward-shift-invariant functions are a particular type of resolventinvariant functions.
Corollary 5.7. A function f belongs to a finite-dimensional backward-shift invariant space R if and only it can be spanned by the columns of a matrix-valued function G given by (5.9) where the matrices A k , k ∈ Z m , commute among themselves.
Proof. Because we already know that g k = R k (ξ)f is a solution to Gleason's problem, we can use the fact that R ⊂ G. Then, let f ∈ R be given by f = Gη, where G is of the form (5.9), and η is a constant column matrix with entries in A. Hence, our goal is to show that the constant matrices A k , k ∈ Z m , in the definition of G are commutative. From the proof of Proposition 5.6, we know that
, as we wanted to show. Conversely, let f be spanned by the columns of G given by (5.9) with the constant matrices A k being commutative. Let, moreover, η be a constant column matrix with entries in A such that f = Gη. Then, our goal is to show that the solutions g k = GA k η to Gleason's problem can be expressed as g k = R k (ξ)f . First, observe that the commutativity of the matrices A k allows us to write G as
as we wanted to show.
Remark 5.8. Before we go to the next section, observe that if f ∈ G, there exists a constant column matrix η with entries in A such that f = Gη, where G is given by (5.9). Also, f admits solutions to Gleason's problem, which are given by g k = GA k η. Then,
The above expression characterizes a hyperholomorphic rational function, the topic of our next section.
Hyperholomorphic rational functions
Rational functions are, on the one hand, simply quotients of polynomials. On the other hand, they are a fundamental player in many areas of analysis and other related topics.
In this section, we study hyperholomorphic rational functions or rational functions of Fueter variables. Our focus is, in particular, the rational functions which are analytic in a neighborhood a fixed ξ ∈ H m . From the theory of linear systems, we know that such rational functions can be written in the following form
where A k , B k , C and D, k ∈ Z m , are matrices of appropriate sizes with entries in A. Expression (6.1) is called a realization of R.
Observe that expression (6.1) is trivially a ratio, with respect to the ⊙-product, of Fueter polynomials. The main goal of the next results we present in the sequel is to prove the converse, i.e., to show that every rational function analytic at the origin admits a realization (6.1). We start by showing that the inverse of a function that is invertible at the origin and whose realization is given by 6.1 also admits a realization.
Proof. The proof follows in a similar way to the one presented for the quaternions in [5] and for the Grassmann algebra in [4] . Note that
where u = 1, 2, be two realizations of rational functions with compatible sizes. Then, for
is given by (6.5)
(2) a realization of R 1 (ζ) + R 2 (ζ) is given by
is given by
Similarly to the proof of Proposition 6.1, the proof of the above proposition follows like the one for the classical case. It is, then, omitted here.
With the results presented until now, we already know that the ⊙ ξ -inverse of a realization and that the ⊙ ξ -product of the two realizations admit a realization themselves (Proposition 6.1 and the first part of Proposition 6.2). Therefore, we only need to show that every Fueter polynomial admits a realization to conclude that every rational function with Fueter variables analytic at the origin admits a realization (6.1).
Proposition 6.3. Any Fueter polynomial admits a realization.
Proof. In view of Proposition 6.2, it suffices to prove that constant terms and terms of the form (ζ k − ξ k )M, k ∈ Z m , admit realizations. But this is clear. Indeed, a constant matrix M corresponds to the realization A j = B = C = 0 and
Thus the following theorem has been proved:
Theorem 6.4. Let R be a function of Fueter variables analytic at the origin. Then, R is rational if and only if it admits a realization given by (6.1).
With the next theorem, we present two more characterizations of rational functions.
Theorem 6.5. Assume R is a function of Fueter variables analytic at the origin. Then, R is rational if and only if (1) its Taylor coefficients are given by
(2) there exists a finite-dimensional resolvent-invariant space G such that Gleason's problem is solvable for every f = Rη ∈ G, where η is a constant column matrix with entries in A.
Proof. The proof of (1) follows from direct computation since R is rational if and only if
where r α is given by (6.9). The proof for one direction of (2) is already given in Remark 5.8, where it was shown that every f in a finite-dimensional G admits a realization. For the converse, we assume R is rational, and there exists η such that f = Rη. Then,
and, moreover,
Gleason's problem in a space G generated by the columns of a function of the type (5.9).
Banach modules of Fueter series
Let c = (c α ) α∈I 0 be a family of non-null real numbers. The case where some of the coefficients c α are zero is easily adapted. We, then, set
assuming that the set
is an open neighborhood of the origin in H m .
Remark 7.1. For convenience, we only consider power series centered at the origin hereby. However, one can easily reproduce the results presented in this and in the following sections for power series centered at a different point. Because of this choice, we simply write ⊙ instead of ⊙ 0 , and R k instead of R k (0). Proposition 7.2. The formula (7.2) defines a norm in
Proof. First, observe that for every a ∈ A,
However, if we restrict ourselves to k ∈ K ⊂ A,
where we have used (1.7). Moreover,
The next result is to be compared, for instance, to the one presented for the splitquaternions in [3] .
Proposition 7.3. Let f and g be two elements of
, the Hermitian form
converges in A and we have
Proof. The proof follows directly from Cauchy-Schwartz:
4. If A does not have zero divisors, the results presented by Paschke in [18] can be applied to our study since the form satisfies the conditions to be what is defined as an A-valued inner product. We, however, want to study a more generic scenario in this work and allow A to have zero divisors.
Proposition 7.5. With the Hermitian form (7.4),
• W (c) admits the reproducing kernel K c given by (7.1), i.e.,
for every b ∈ A.
Proposition 7.8. Let g ∈ W(c) such that
for every f ∈ W(c). Then, g = 0. Analogously, if for a fixed g ∈ W(c) expression (7.9) holds for every f ∈ W(c), then f = 0.
Proof. Note that for every
Because c α ∈ R is a positive number, expression (7.9) implies that g α = 0. Then, g = 0. This also proves the analogous result. Just observe that
The uniqueness of the adjoint of operators O in W(c) follows directly form the above result, as we present next.
Proposition 7.9. Let O be an operator in W(c) and assume that it admits an adjoint, i.e., there exists A which is characterized by
for every f, g ∈ W(c) for which the term on the right-hand side converges. Then, A is unique, and we denote A = O * .
Proof. Suppose O admits two adjoints, say A 1 and A 2 . Then, note that for every f, g ∈ W(c)
. Therefore, by Proposition 7.8, we conclude that
for every f ∈ W(c), which implies that A 1 = A 2 . Now, we present at least one condition for the existence of the adjoint of a certain operator O. To do so, we first need to introduce some definitions and to explore more the structure of the module W(c). where we have used the characteristic operators of the algebra A defined in (1.5). We, then, identify K-valued inner product structures in certain spaces -denoted by K ℓ (c) -and define (7.10) f, g K ℓ (c) ≡
Observe that each K ℓ (c) constitutes, in general, a Krein space, which includes, in particular, Pontryagin and Hilbert spaces. What determines if it ends up being a Hilbert space or a Krein space is the coefficients c α together with the characteristic operator χ ℓ . Now, let us define a contractive operator. First, we introduce the notion of positivity in A. Such a notion can be naturally given by stating that the quadratic form aa † is non-negative for every a ∈ A and writing aa † 0.
Such a definition does not always imply real positivity even if aa † is a real number. For example, it can be a negative real number in the setting of the split-quaternions. Proof. Since O is bounded in every K ℓ (c), then in each of such spaces it admits an adjoint, i.e., there exists an operator A ℓ such that (7.11) Of, g K ℓ (c) = f, A ℓ g K ℓ (c) .
Let us now show that the existence of such an adjoint in every K ℓ (c) implies the existence of an adjoint in W(c). First, observe that An operator that plays an important role in spaces of power series is the multiplication operator. We, then, define the analogous of this operator in our setting. Let M ζ k , k ∈ Z m , denote the ⊙-multiplication operator by ζ k , i.e., if f belongs to W(c), then (7.12)
Such an operator is further explored in particular examples of Banach modules of Fueter series in the next sections.
Proof. The proof follows from a direct computation. For every f ∈ W(c), it holds that
Observe that |α| − α k |α| + 1 ≥ 0 for every α ∈ N m 0 and, then, it admits a non-negative square root. Therefore, writing
we conclude that
Proposition 8.2. For every k ∈ Z m , the adjoint of M ζ k is the backward-shift operator R k , i.e.,
for every f, g ∈ W(c).
Proof. The proof is similar to the one for the quaternions seen in [5] . First, observe that ∀β ∈ N m 0 and α ∈ N m 0 such that α ≥ ι k , k ∈ Z m , we have
Finally, if β is such that β k = 0,
Already preparing for the next section, let C be the operator of evaluation at the origin, i.e., Cf = f (0) for every f ∈ W(c). Then, the identity
holds.
Blaschke factor
We denoted the transpose of ξ = (ξ 1 ξ 2 · · · ξ m ) by ξ * =
