Abstract-The capacity of Wireless Mesh Networks (WMNs) has significantly increased with the recent addition of multiple transmit (Tx) and receive (Rx) (MTR) capability or smart antennas. This increase however is predicated on an effective link scheduler. The aim of any scheduler is to derive a superframe comprising the smallest number of slots that affords each link one or more transmission opportunities. In particular, the scheduler is required to solve an instance of the NP-complete, MAX-CUT problem, in each time slot. To this end, there are a number of centralized schedulers, but only a handful of distributed schedulers. However, each of these distributed schedulers has its own drawbacks; either they do not guarantee maximal activated links or do not guarantee all links are activated. Henceforth, in this paper, we add to the state-of-the-art by proposing a novel distributed scheduler, called Algo-d, which approximates the MAX-CUT problem in a distributed manner using only local information. In fact, this is the first distributed solution for MAX-CUT problem. Through theoretical analysis and simulation, we show that Algo-d achieves the following performance: 1) Algo-d schedules on average 12% fewer and 46.5% more links in each time slot than two centralized algorithms, and 2) Algo-d schedules 28% more links than ROMA and 270% more links than JazzyMAC; both state-of-the-art distributed schedulers for MTR WMNs.
A Distributed Maximal Link Scheduler for
Multi Tx/Rx Wireless Mesh Networks I. INTRODUCTION W IRELESS mesh networks (WMNs) are comprised of an ad hoc collection of static nodes with one or more wireless transceivers. These nodes operate not only as a host, but also as a router, whereby they collaboratively send and forward packets to a gateway or other hosts. In this paper, we consider Multi-Transmit-Receive (MTR) WMNs in which nodes are able to transmit to or receive from multiple neighbors concurrently. Nodes with such capability can be found in previous work such as [1] and [2] . Specifically, in [1] , each node is equipped with multiple radios, each of which is connected to a parabolic antenna and operates on the same frequency as other radios. An alternative implementation considers smart antennas where each node is capable of forming multiple beams towards its neighbors [2] . A key constraint, however, is that these nodes are not allowed to transmit and receive concurrently. From here on, we define this as the no Tx-Rx constraint; see Fig. 1 . A fundamental problem in MTR WMNs is link scheduling. The aim is to derive the shortest possible superframe or use the minimal number of slots that allows each link to be activated at least once. Fig. 2 shows an example of a WMN with six nodes and its corresponding optimal link schedule. Note that the resulting schedule adheres to the no Tx-Rx constraint. Hence, given a MTR WMN, the challenge is deriving a link schedule that adheres to the said constraint and also minimizes superframe length whilst maximizing the number of links activated in each time slot. The schedule in Fig. 2 has a superframe with a minimum length of two with seven link activations per time slot. Such a schedule allows a MTR WMN to operate at its maximum capacity as well as ensures flows experience low endto-end delays.
To date, several centralized schedulers for MTR WMNs have been proposed [1] , [3] - [9] . The authors of [5] and [7] solve the MAX-CUT problem centrally in each slot. Briefly, MAX-CUT is an NP complete problem that partitions vertices into two sets, called maximum cut, such that there are a maximum number of edges between these sets. In a subsequent work, reference [6] extends the centralized algorithm of [5] to consider weighted links. However, there are only a handful of distributed schedulers [10] - [13] . Compared with centralized schedulers, distributed schedulers do not require global, topological information, meaning nodes are able to work with local, e.g., 2-hops, information to derive a TDMA schedule. This is advantageous because it requires orders of magnitude less computation and the running time of the link scheduler is less affected by the growing number of nodes [10] , [11] , [14] . Apart from that, by virtue of being distributed, no central server is required. This adds to the fact that WMNs are self-organizing and selfconfiguring [15] . To the best of our knowledge, only JazzyMAC [12] and ROMA [10] are directly related to our work. A key limitation of JazzyMAC is that a node can only transmit when it has the token of all its links, and thus in each slot, there will be a large number of idle nodes waiting for tokens. As a result, the number of activated links is not maximized. Nodes using ROMA, on the other hand, randomly decide whether they are in transmit or receive mode in a time slot. That is, ROMA is probabilistic in nature and therefore does not maximize the number of links activated in each slot. Henceforth, the main contributions of our paper are summarized as follows:
• We present a novel heuristic link scheduling algorithm, called Algo-d, that aims to minimize the schedules superframe length by solving the MAX-CUT problem in a slot-by-slot manner that maximizes the number of links activated in each time slot. Specifically, Algo-d activates each link at least once and thus maximizing link activations in each slot minimizes the resulting superframe length. In contrast to previous work such as [5] - [7] , Algo-d solves the MAX-CUT problem in a distributed manner using only local information. Further, Algo-d uses a novel distributed protocol to determine the node with the lowest ID that is responsible for starting link scheduling process.
• To the best of our knowledge, Algo-d is the first distributed solution for the MAX-CUT problem. We note that the work in [16] only parallelizes the serial, centralized, and computationally expensive Goemans-Williamson algorithm [17] . The authors in [16] propose gradient-based and interior-point approaches, whereby computationally expensive operations such as matrix inversion are offloaded to different computers. We also add that reference [16] assumes the topology is given, whereas Algo-d uses only local information.
• Experimental results show that Algo-d provides significantly better performance than previous distributed algorithms. Specifically, Algo-d shortens the superframe length by 37.5% and increases the number of activated links in each time slot by 270% as compared to Jazzy-MAC. Also, Algo-d schedules 28% more links as compared to ROMA. This paper has the following structure. Section II reviews previous works. Section III presents our network model. A description of the problem is shown in Section IV. Our solutions are outlined in Section V. We analyze the characteristics of Algo-d in Section VI and experimental results are shown in Section VII. Our conclusions are presented in Section VIII.
II. RELATED WORK
To date, there are many link scheduling algorithms or Medium Access Control (MAC) protocols for WMNs. We will only review those developed for MTR WMNs. Readers interested in algorithms/protocols developed for other forms of WMNs are referred to [18] .
In [3] , the authors propose a cluster-based link scheduling algorithm to maximize network capacity. Their algorithm aims at constructing a maximum parallel transmission set. Hung et al. [4] extend the solution in [3] to consider delay between nodes. However, both [3] and [4] do not consider communication between clusters and more importantly, no details are provided on how clusters are formed or how different cluster policies impact capacity. Raman et al. [1] propose a link scheduling algorithm, called 2P, a MAC that takes advantage of concurrent transmit or receive capability. The 2P MAC switches nodes between two phases: SynRx and SynTx. If a node is transmitting on all links (SynTx), all of its neighbors must be in reception mode (SynRx), meaning the topology must be bipartite. To this end, they restrict their topology to be a tree. Chin et al. [5] , [6] relaxed this assumption by proposing Algo-1, a solution that derives a schedule for arbitrary topologies. At every other slot, Algo-1 recursively divides the topology into two disjoint, maximally connected sets. Transmitting nodes become receivers in the subsequent time slot. In addition, Algo-1 adds opportunistic links to derived sets; these are links that have been activated in prior slots. However, the throughput achieved by Algo-1 and 2P has been shown to be sub-optimal [7] . To this end, Loo et al. [7] propose a link scheduling algorithm called Algo-2, which recursively divides the topology into two disjoint, maximally connected sets in every slot. The main idea is to remove the assumption that transmitters become receivers in the next slot. To generate the required sets, initially, all nodes are in one set. Algo-2 then moves a node to the other set if it creates more links between the two sets. Nodes in one set transmit and nodes in other set receive. It then removes activated links and generates a new MAX-CUT for the next time slot. All these works are centralized solutions, meaning they are impractical in large scale WMNs. Thus we seek a distributed solution.
Rhee et al. [11] present a distributed, randomized time slot scheduling algorithm, called DRAND. Each node sets itself a probability to broadcast a transmission request to its neighbors at the beginning of each frame. This probability is dependent on the number of two hop neighbors that have yet to receive a slot. A node that receives a transmission request from a neighbor sends back a grant message containing its free slots. A node that receives a grant message compares its own free slots with those specified in the grant message. It then broadcasts a release message containing its busy slots and intended receivers to its neighbors. However, DRAND does not guarantee the maximum number of links is activated in each slot nor ensure every link is activated at least once. In [13] , the authors developed an algorithm to meet the bandwidth need of each transmission session and to maximize the number of simultaneous sessions. They assume a node can rapidly switch between transmit and receive mode so that it can respond to requests and receive responses quickly. Moreover, they assume when a node is not transmitting or receiving, it listens omni-directionally for transmissions. At the beginning of each frame, a node that has data to send randomly selects a slot in the first part of a frame and sends a request to its intended receiver. The request message contains the number of slots needed to transmit all data packets and the available slots within which the sender can transmit these data packets. Other nodes listen omni-directionally for reservation requests. A node that receives a request message compares its own free slots with those in which the sender intends to transmit in. The node/receiver then selects the required number of time slots and informs the sender of the selected slots. However, the two distributed algorithms presented above do not aim to maximize network capacity.
The only directly relevant work to us are JazzyMAC [12] and ROMA [10] . Indeed, JazzyMAC is a distributed version of 2P [1] and addresses the following limitations of 2P: (i) the network topology must be bipartite, (ii) the use of fixed length transmission slots, meaning 2P cannot adapt to dynamic traffic loads. In JazzyMAC, each link is associated with a token. Only the node holding a token can transmit on the associated link. However, JazzyMAC has a number of limitations. In particular, while a node is waiting for tokens, some of its links are idle. Hence, in each slot, the network capacity is less than optimal. As we will see in Section V, Algo-d generates a maximal MAX-CUT in every slot, similar to [7] but in a distributed manner. Different from JazzyMAC, Algo-d maximizes the number of transmitting nodes in each slot, and thus maximizes the number of activated links. Bao et al. [10] propose ROMA, a distributed link scheduling protocol, for smart antenna systems. It adopts the neighbor-aware contention resolution algorithm (NCR) proposed in [19] to derive a random channel access schedule for each node. With the use of a hash function, current time, link weight and node ID, ROMA determines nodes that will be receiving from their neighbors in each slot. However, the aim of ROMA is different from ours as we seek to derive a minimal superframe in a distributed manner. Furthermore, a comparison with other implementations in Section VII shows that ROMA is unlikely to be optimal. This is because ROMA schedules links pseudo-randomly.
III. PRELIMINARIES
Consider a MTR WMN modeled as a directed graph G(V, E), where V denotes the set of static vertices/nodes/routers and E denotes the set of directional links. Let v i ∈ V denote a node i with k i radios, and e ij ∈ E represent a directional link from node i to j. We will denote N i to be the set of node i's neighbor. Assume each TDMA superframe S contains |S| time slots and each slot is sufficient for a data packet and an ACK. Time synchronization is critical in both centralized and distributed solutions. We assume that nodes are synchronized and time is discretized into slots. This is reasonable because nodes are static, and current clock synchronization solutions such as [20] can achieve a precision of 1.5 microseconds in single hop scenarios and an average precision of 0.5 microseconds for multi-hop cases. Note that the clock drift at each node will accumulate in multi-hop scenarios. An alternative solution is to use a GPS module synchronization. The schedule in each slot t can be represented as a |E| dimensional activation vector e t , where each element corresponds to a link (i, j) and is set to one if the link is active in slot t. In particular, the vector e t denotes the set of links that adhere to the no-Tx-Rx constraint. Note, we define a transmission set e t to be maximal if no other links can be added into it without violating the said constraint. Let B be the set containing all maximal feasible transmission sets. Also define λ t to be a binary variable, i.e., λ t ∈ {0, 1}, that indicates whether transmission set e t is included in the superframe S. Also 1 is a |E| dimensional vector containing all 1 s.
Let S 1 and S 2 be two maximally disjoint connected sets. Initially all nodes are in S 1 , and S 2 is an empty set. A node i can either be in S 1 or S 2 in each transmission schedule. That is, for a given slot t, S 2 contains all nodes that transmit in slot t, and S 1 contains all nodes that receive in slot t. As an example, in Fig. 2 , for slot 1, node B, D, F are in S 2 and node A, C, E are in S 1 .
Each node v i is associated with two variables: x i and y i . The former denotes the total number of nodes in S 1 with a link to v i . On the other hand, the variable y i denotes the total number of nodes in S 2 that links to node v i . As an example, consider the network shown in Fig. 2 . Initially all nodes are in S 1 . The (x i , y i ) value of each node is (2, 0), (3, 0), (2, 0), (2, 0), (3, 0), (2, 0) for nodes A to F respectively. After slot-1, the (x i , y i ) value for nodes A to F becomes (2, 0), (0, 3), (2, 0), (0, 2), (3, 0), (0, 2), respectively. Lastly, we define Δ i to be the difference between x i and y i ; i.e., Δ i = x i − y i . Table I gives a summary of the notations used throughout this paper.
IV. THE PROBLEM
The link scheduling problem is to maximize the number of links activated in each time slot and to compute a minimal superframe length-both of which increase network capacity. The problem at hand can be formulated as follows:
In this paper, we heuristically minimize the superframe length by maximizing the number of links activated in each slot of the schedule. Specifically, we generate a MAX-CUT for each transmission set e k so that each set has the maximal number of active links. Consider the set B with three members: {(1,0,1), (0, 0, 1), (0,1,0)}. Recall that each set constitutes the set of links that can be activated whilst adhering to the no transmit and receive constraint. The objective is to pick a combination that meets the following constraint: all links are activated at least once. In this example, we thus have the objective min(λ 1 + λ 2 + λ 3 ) subject to λ 1 e 1 + λ 2 e 2 + λ 3 e 3 ≥ 1 where e 1 , e 2 , e 3 correspond to sets (1,0,1), (0,0,1) and (0,1,0) respectively. Here, selecting sets (1,0,1) and (0,1,0) suffice and yields an objective function value of two. In the said problem, each transmission set constitutes a MAX-CUT. As shown in [17] , the best centralized solution using semi-definite programming is able to achieve an approximation ratio of 0.878. In this paper, we are interested in computing the optimal family of transmission sets in a distributed manner. In other words, our goal is to design a distributed algorithm to solve the MAX-CUT problem to yield the minimal number of transmission sets, or equivalently the shortest superframe length, as reflected in Equation (1), that affords each link at least one activation slot, (see Equation (2)) using only one hop neighbor information. To the best of our knowledge, no distributed algorithm for MAX-CUT exists, and Algo-d is the first one. Note, in this paper, we do not consider link load or queue length, and defer the development of a suitable scheduler to a future work.
V. SOLUTION
Our solution is based on Algo-2, a centralized scheduler presented in [7] . Our solution, called Algo-d, divides the topology into two maximally connected sets S 1 and S 2 , but in a distributed manner. The key idea is to determine and update the x and y values of each node using only local information. More specifically, the x and y values help determine the set membership of nodes that yield the maximal cut. As we shall later show, the node i with the maximum and positive Δ i value amongst its 1-hop neighbors broadcasts a message to all its neighbors informing them that it will move to S 2 to become a transmitter. Then all nodes update their (x, y) values. A node concludes it has the schedule, i.e., e t , for a slot t when the Δ value of all one-hop neighbors is equal to or less than zero.
In the next section, we first outline a key function used by Algo-d to transmit messages. Details of Algo-d is presented in Section V-B, followed by an optimization to increase link activation in each slot. After that in Section V-D, we outline a protocol, called RootRoute, to inform nodes the start of the superframe.
A. Channel Access
Initially, Algo-d makes use of a random channel access function. This is required as nodes do not yet have an assigned slot. This function, labeled T RANSMIT (msg, t s ), is used to transmit messages listed in Table II in a given time slot t s . The function works as follows. Assume at time slot t, node i needs to send information to its neighbors. It sets itself to transmit in a slot with probability 1/kW . Here k is a constant integer multiplier, and W is a network wide fixed constant, meaning nodes are not required to learn W . Clearly, selecting larger values for kW will reduce the probability of collision. If a collision occurs, i.e., there is no acknowledgment, node i retransmits for a maximum of Φ times. Note, a collision only occurs when neighboring nodes experience concurrent transmit and receive simultaneously. This is reasonable as directional antennas have high gains and any links with low SNR can be removed before scheduling. We remind the reader that unlike the omni-directional case, a node is allowed to receive from multiple neighbors simultaneously. In our experiments, described in Section VI and Section VII, we set k = 3 and W to the half of maximum node degree to reduce the probability of conflicts. We also set Φ = 3.
B. Link Scheduling
This section explains how Algo-d determines a link schedule. The goal is to minimize the superframe length by maximizing the number of links activated in each time slot; i.e., generate a MAX-CUT for each slot. Algo-d divides all nodes into two maximally connected sets, in a distributed manner. A node can be in any of these eight states: BootUp, TxXY, WaitXY, TxInset2, ScheduleEnd, ScheduleComplete, RootRoute and WaitSFrame. Fig. 3 received all its neighbors' (x, y) value. If not, node i will wait until reaching a timeout value of 3|N m |kW for a neighbor node m whose (x, y) value it has not received. Here |N m | is the node degree of m, which can be set to W by default. Consequently, as different neighbor have a different node degree, node i has a different timeout value for each neighbor. If it has, node i will then check if its Δ value and all its neighbors' Δ value is equal to or less than zero. If both are true, then node i moves to the ScheduleEnd state. On the other hand, if node i's Δ value is positive, it will check if its Δ value is maximum as compared to its one-hop neighbors. If it is, it then checks whether it has the lowest ID among its neighbors that have the same Δ value. If there are no neighbors with the same Δ value or node i has the lowest ID, it will move to the TxInset2 state. Otherwise, node i will stay in the WaitXY state. If node i is in the TxInset2 state, it firstly moves itself to S 2 , meaning it will transmit in slot t s . Then node i sends an InSet2 message to all its neighbors to inform them that it will be in S 2 . After that node i's neighbors that received the InSet2 message update their Δ value and inform their neighbors via T RANSMIT (Updxy, t s ). Note, InSet2 and Updxy messages are broadcasted directionally to all neighbors. Nodes that are already in S 2 will ignore Inset2 and Updxy messages.
There is a small probability that packets are not delivered to a receiver node after Φ times. In this case, a sender will mark the link to the receiver and itself as 'scheduled' for the current round, and tries to schedule the link again in the next round. Similarly, if a node does not receive the (x, y) value of a neighbor m for 3N m kW slots, it will also mark the link as 'scheduled' in the current round.
When all nodes enter the ScheduleEnd state, they have the link schedule for slot t s . That is, in slot t s , nodes in S 2 transmit, and those in S 1 receive. Each node checks if all its links have been scheduled. If not, it moves to the BootUp state to generate the link schedule for slot t s + 1. Otherwise, it moves to the ScheduleComplete state. Note that when generating the link schedule for slot t s + 1, each node does not consider previously activated links while calculating the (x, y) value. Upon entering this stage, the process mentioned in Section V-D is initiated and the node enters the WaitSFrame state to await the start of the superframe.
We will now show how Algo-d determines the schedule for the 'two-boxes' topology shown in Fig. 5 . Initially, all nodes are in the BootUp state and each of them sets a tuple [i, 1, BootU p, 1]. Then node i transmits its (x i , y i ) value to its neighbors, i.e., T RANSMIT (T xy = (x i , y i ), 1), and moves to the WaitXY state, see Fig. 4(a) . The (x i , y i ) value of each node is A (3, 0), B(5, 0), C(3, 0), D(3, 0) , E(5, 0) and F (3, 0). After each node receives all its neighbors' (x i , y i ) value, it finds all of them to be positive. Each node then checks if it has the maximum Δ i value among its neighbors. Node B realizes that it has the maximum Δ i value and lowest ID among its neighbors. It thus moves to S 2 and sends the message T RANSMIT (InSet2, 1) to all its neighbors, and moves to Fig. 4(b) and Fig. 3 respectively. As nodes A, C, D and F do not have a maximum Δ i value as compared to their neighbors, they remain in the WaitXY state. Although node E knows it has the maximum Δ i value, its ID is not the lowest, i.e., its larger than B. So it also stays in the WaitXY state. Nodes that receive the InSet2 message then update their (x i , y i ) value; i.e., we have A(2, 1), C(2, 1), D(2, 1), E(4, 1) and F (2, 1). Each node then informs its neighbors of its new (x i , y i ) value using T RANSMIT (Updxy, 1), see Fig. 4(c) . As node B is already in S 2 , it will ignore this message. Node E then realizes that it has the largest and positive Δ i value and moves to S 2 and use T RANSMIT (InSet2, 1) to inform all its neighbors, see Fig. 4(d) . Again, as node B is already in S 2 , it will ignore this message. Each of node E's neighbors then updates its own (x i , y i ) value. As all nodes observe the Δ i value of themselves and their respective neighbors to be less than zero, the schedule for slot 1 is determined. That is, nodes in S 2 = {B, E} will transmit in slot-1 while those in S 1 = {A, C, D, F } receive. After that, each node removes the links activated in slot-1; see Fig. 5(b) . Nodes that have unactivated links move to the BootUp state and restart the process to generate a link schedule for slot-2; for the example, all nodes move to the BootUp state. To aid understanding, we have outlined the (x i , y i ) value of each node for the first slot in Table IV. Each node then updates its tuple as [i, 1, BootUp, t s ] and repeats the same procedure to generate the schedule for slot 2, 3 and 4; see Fig. 5(b), Fig. 5(c) and 5(d) respectively. This procedure repeats until all nodes enter the ScheduleComplete state. As a result, in slot 1, nodes B and E transmit and all other node receives. In slot 2, nodes A, C, D and F transmit and nodes B, E receive. In slot 3, nodes A, B, and C transmits and other node receives. In slot 4, nodes D, E and F transmits. The final superframe length and links activated in each slot is exactly the same as Algo-2. Thus in this topology, Algo-d has the same performance as Algo-2, its centralized counterpart, in terms of superframe length as well as network capacity.
C. Opportunistic Links
We now outline how Algo-d adds more links in each slot. This optimization is required because we observed that there are more links scheduled in earlier slots as compared to those in latter slots. For example, in Fig. 5 , in the first slot, Algo-d schedules eight links. However, in the last slot, Algo-d only schedules three links. In fact, experimental results show that in the last slot, Algo-d schedules on average only 1/10 of the links in the first slot. We remark this behavior is correct because initially there are more un-scheduled links and as Algo-d picks links based on the highest Δ value, inevitably there will be fewer links later on. These observations mean that there are opportunities to improve network capacity in each slot by adding already scheduled, so called opportunistic, links. Formally, we have the following definitions.
Definition 1: Consider a link (i, j) that is activated for the first time in slot p. We call each link (i, j) activated in any subsequent slot r > p an opportunistic link or o-link. Definition 2: A node i is an upgradable node or u-node if it is in S 1 and all its neighbors are in S 1 .
We remark that opportunistic links do not increase the superframe length. Further, opportunistic links are added after dividing nodes into S 1 and S 2 as described in Section V-B. A key requirement when adding these links is that they must not violate the no-Tx-Rx constraint. Opportunistic links are generated in two steps: (i) u-node with the lowest ID among neighbors in the same set moves to S 2 , and (ii) each node in S 2 activates all outgoing links to nodes in S 1 . Note that more opportunistic links can be generated if we select u-node with the maximum number of neighbors in S 1 to move to S 2 . However, we anticipate such an approach will require additional message transmissions among the u-nodes, adding more complexity to Algo-d, and hence is not recommended.
Step (ii) is straightforward since Algo-d allows each node in S 2 to activate all outgoing links to its neighbors in S 1 .
We now illustrate how this optimization works. Consider the network shown in Fig. 6(a) . Dotted links indicate those scheduled previously and four solid arrows are the links that will be activated in the current slot, i.e., non o-links. We see that S 2 = {B, D, F }, S1 = {A, C, E, G, H, I}, and H is the only u-node; thus node H moves to S 2 . In Step (ii), each node in S 2 = {B, D, F, H} activates its links to its neighbors in S 1 = {A, C, E, G, I}. Fig. 6(b) shows the final schedule with twelve link activations, eight of which are o-links, e.g., e BE and e HG . Numerical results in Section VII show that Algo-d improves network capacity by a further 119% due to this optimization. 
D. Superframe Start Time
A fundamental problem is determining when nodes start using their allocated schedule. We address this problem by constructing a route to the node with the lowest ID. This root node upon finding all its children have entered the ScheduleComplete state then sends out a StartSFSlot message to all nodes. This message contains the start time t f = t + 2D, where D is the network diameter and t is the current time. Note that the root can determine the superframe length from the maximum slot number contained in IRoot messages, explained later.
In our exposition to follow, we assume each node i maintains (i) a set P i containing neighbors marked as parents and is initially set to null, (ii) a variable tID i that is initially set to a node's ID, (iii) a function N i 2 (ID x ) that returns true if ID x is higher than all its two hops neighbors' ID, including its own ID, and (iv) a set called ζ i , which contains all neighbors marked as children. We remark that all messages are sent using the TRANSMIT(.) function. Also note that two hop information can be readily obtained via HELLO messages because they contain a node's ID as well as that of its neighbors; i.e., from a HELLO message, a node is able to determine its neighbor's ID and the ID of said neighbor's neighbors.
A node with the lowest ID, say r, amongst its two-hop neighbors sends out an IRoot message to all its neighbors, so called children, and adds them into the set ζ r . The IRoot message contains node r's ID, denoted as M ID . Now consider a node, say i, that receives an IRoot message from neighbor p. If N i 2 (M ID ) and M ID > tID i are true, the message is discarded because node i knows of at least one node with a lower ID. If M ID = tID i and p is not in P i , it is added to P i ; this means node i has more than one parent that leads to the root node. If M ID < tID i , node i sets tID i = M ID , P i = {p} and ζ i = ∅. It then forwards the IRoot message to all neighbors except to those in P i . Moreover, node i adds these neighbors into its set ζ i . If node i finds that it has no children, i.e., all neighbors are in the set P i , it is a leaf node.
Upon entering the ScheduleComplete state, a node i sends a FinishSched message to all its parents if (i) it is a leaf node, or (ii) it has received a FinishSched message from all its children. It then moves into the WaitSFrame state. Note, each node also includes its slot number and those of its children in the FinishSched message. Once the root receives a FinishSched message from all its children, it notes the allocated slots and sends a StartSFSlot message to them. In turn, they propagate the StartSFSlot message to their children and so forth. Upon receiving a StartSFSlot message, a node records the superframe length, marks the start of the superframe and prepares to transmit in its allocated slot.
We remark that the procedure to find the root node can be enhanced to have nodes resend IRoot and FinishSched messages after a given timeout. That is, a node can resend its FinishSched message after waiting for a StartSFSlot message for some period of time. Similarly, a candidate root node can send out an IRoot message if none of its children have responded with a FinishSched message or it has not received another IRoot message with a lower ID for a given period of time.
VI. ANALYSIS
In this section, we outline several properties of Algo-d on simple as well as general topologies. We also analyze the complexity of Algo-d.
Proposition 1: For a node i, the probability of a successful transmission within Φ attempts is (1 − P s ) Φ−1 P s , where P s is the probability of a successful transmission in each slot.
Proof: First, a node i picks a slot out of kW slots with equal probability. If N contenders are present then N − 1 nodes will all need to choose a slot other than the one chosen by i; hence, the probability of a success transmission in each slot is P s = (1 − (1/kW )) N −1 . However, a node could experience Φ − 1 failures before a success. Hence, the probability of success on the Φ-th try is P (Φ) = (1 − P s ) Φ−1 P s . We remark that (1 − P s ) Φ−1 P s is an upper bound as N reduces over time whenever they are successful in their transmission.
Lemma 1: The Δ value of each node is guaranteed to reduce to less than or equal to zero.
Proof: Consider a node v. Suppose it has the highest Δ value amongst neighboring nodes. Then it will move itself to S 2 , meaning its Δ value is zero. Recall that if it has equal Δ value with a neighbor, then the node with the lower ID wins, meaning if node v has the lowest ID, then its Δ value will be zero. Otherwise, its neighbor will enter S 2 , meaning node v's Δ value will reduce by at least one. Now consider the case where node v deems a neighbor to have a higher Δ value. The neighbor could either move into S 2 and thereby proving the lemma or the said neighbor's neighbor, say z, has a higher Δ value. However, node z may have a neighbor with a higher Δ value. As a result, node z may need to wait for its neighbors, and so forth, to enter S 2 , and thereby creating a deadlock. This, however, is impossible because there must be one or more nodes with the maximum Δ value. If these nodes are next to each other, then the one with a lower ID will transmit. Consequently, one of the nodes with the highest Δ value will move itself to S 2 , causing its neighbors' Δ value to decrease. As a result, nodes will find either they have the highest Δ value, and thereby move into S 2 or their neighbors will move into S 2 ; in both cases, their Δ value decreases, and thereby proving the lemma.
Corollary 1: Each node is guaranteed to move into the ScheduleEnd state.
Proof: By Lemma 1, each node's Δ value will reach either zero or a negative value at some time t. At such time t, the node will enter the ScheduleEnd state, which proves the statement.
Lemma 2: In each time slot, Algo-d will always activate links that have not been activated in previous slots.
Proof: After generating the schedule for slot t, each node will remove links activated in slot t. If there are links yet to be activated, Algo-d will generate the schedule for slot t + 1 using only these links. According to our state diagram, Algo-d will not stop unless all links are scheduled. Thus Algo-d will always activate each link at least once.
Proposition 2: The schedule generated by Algo-d conforms to the no-Tx-Rx constraint.
Proof: In each time slot, Algo-d places nodes in two different sets S 1 and S 2 . Nodes in S 2 transmit and nodes in S 1 receive. Initially all nodes are in S 1 and Algo-d moves eligible nodes to S 2 . Thus each node must belong to either S 1 or S 2 . While a node moves itself from S 1 to S 2 , it will send a message telling all its neighbors that it will be in S 2 . Thus each node is aware which set its neighbor belongs to. As only those nodes that belong to S 2 transmit and nodes belonging to S 1 receives in each time slot, the resulting schedule thus is valid and follows the no-Tx-Rx constraint.
We will now analyze the complexity of Algo-d, which is how many "rounds" it takes for Algo-d to generate a schedule. We define a round as the time period starting from a node's first message exchange with its neighbors and ending with a neighbor moving to S 2 . Define Δ in as the maximum incoming degree. Similarly, we define Δ out as the maximum outgoing degree. If each node has a maximum of γ antennas/radios, then we have Δ in = Δ out = γ. Recall that E is the set of edges. We first analyze Algo-d's property in line and cycle topology before extending to general topologies.
Proposition 3: For a line or cycle topology with n nodes, Algo-D needs at most n/2 rounds to schedule all links if n is even. Otherwise, it needs n − 1/2 rounds.
Proof: In a line or cycle topology, the maximum node degree is two. In the worst case, only one node moves into S 2 in each round. Thus a topology with n nodes needs at most n/2 rounds, if n is even, or n − 1/2 rounds, if n is odd for Algo-d to schedule all links.
Proposition 4: For an arbitrary topology, in each time slot, all edges will be scheduled within R = |E|/(Δ in + Δ out − 1) rounds.
Proof: Consider a directional edge e a,b . If it is selected, then all incoming edges of node a and all outgoing links of node b are blocked from being activated due to the no-Tx-Rx constraint. Consequently, activating each edge blocks (Δ in + Δ out − 1) edges or removes said number of edges from E. This means in the worst case after |E|/Δ in + Δ out − 1 rounds, all edges will either be scheduled or blocked.
Corollary 2: The maximum number of transmitting links scheduled is bounded by RΔ out Proof: Whenever an edge e a,b is scheduled for transmission, all outgoing links of node a can be scheduled for transmission as well. This means we have up to Δ out edges in each of the R groups of edges. Thus, the maximum number of transmitting links is RΔ out .
We now analyze the number of message exchanges for each node. We define one message exchange to be the successful transmission of a message from node i to all its neighbors. Given this definition, we have the following proposition.
Proposition 5: For an arbitrary topology, the maximum number of message exchanges to generate the schedule for one slot by a node i is (Δ i /2) + 1.
Proof: Node i will exchange a T xy message with all its neighbors at the start of each round. In each round, in the worst case, only one of node i's neighbor moves to S 2 , meaning it will take Δ/2 Updxy message exchanges for Δ i to be reduced to zero or negative. We therefore have (Δ i /2) + 1 messages to generate the schedule for one slot.
Proposition 6: The number of time slots used to schedule all links is bounded by the node degree.
Proof: Consider a network consisting of n nodes with a maximum degree |N v |. In the worst case, only one neighbor of v moves to S 2 each slot, meaning it takes |N v | − 1 slots for node v to activate all its links. Thus, the number of time slots to activate all links is bounded by the node degree.
The following proposition pertains to the "RootRoute" protocol outlined in Section V-D.
Proposition 7: RootRoute guarantees only the node with the lowest ID sends out the StartSFSlot message. In other words, only one node will issue the said message.
Proof: First recall the fact that a node will only respond to its parent upon receiving a FinishSched message from all its children. Consider a non-root node N z that transmitted a IRoot message to its children. As the network is connected, one of the children, say N i , will have a route to a two hop neighbor of the root or the root itself; say N j . As N j knows of a node with a lower ID, it will discard the IRoot message. This implies that nodes N z , N i . . . , N j cannot respond to their respective parent. Thus, N z will not send out a StartSFSlot message because it is waiting for a FinishSched message from N i .
VII. EVALUATION
We evaluated the performance of Algo-d in Matlab using the Matgraph [21] toolkit. In our experiments, we assume all nodes are stationary, randomly connected and each node has a radio/beam for each neighbor. There are two sets of evaluations. First, we vary the number of nodes from 10 to 70. Each node establishes a bidirectional link to another node with probability 0.5. Second, we conducted experiments with 40 nodes and we vary the degree of each node from three to seven.
We compare Algo-d with Algo-1 [5] , Algo-2 [7] , ROMA [10] and JazzyMac [12] . Briefly, these algorithms work as follows:
• Algo-1, a centralized scheduler, recursively generates a MAX-CUT in every other slot. Nodes that transmit in slot t i become receivers in slot t i + 1.
• Algo-2, a centralized scheduler, generates a MAX-CUT in every slot. Nodes in one set transmit and nodes in the other set receive. It then removes activated links and generates a new MAX-CUT for the next time slot.
• JazzyMAC, a distributed scheduler, assigns each link a token. A node transmits only when it has the token for all its links. • ROMA, a distributed scheduler, uses a hash function together with node ID, current time slot and link weight to schedule links without signaling messages. ROMA works in a pseudo-random manner. Our results are an average of 20 simulation runs. For each simulation run, we use a different topology. In each experiment, we compute the following metrics:
• Superframe length, which corresponds to the number of slots required to activate all links at least once.
• Network capacity. This is the average number of links activated in each time slot, and is calculated by summing the number of links activated in each slot and dividing the resulting sum by the superframe length.
• End-to-end delay. This is the average end-to-end delay of randomly picked end-to-end routes. This is calculated by summing the delay of routes picked and dividing the resulting sum by the number of routes. We also plot the confidence interval, where 95% of the results are within the indicated error bars.
A. Average Collision Per Node
Proposition 1 shows that increasing k and W reduces the probability of collisions. To validate this proposition, Figs. 7 and 8 show the average number of collisions experienced by nodes for varying node densities and degrees. We see that, as expected, the number of collisions experienced by each node decreases with increasing k and W . When k = 1, each node experiences more than one collision. More importantly, the number of collisions experienced by a node does not increase with increasing node densities or degrees. From Fig. 8 , when kW is larger than the maximum node degree, each node experiences two to five collisions on average while deriving a schedule. Recall that Algo-d will not schedule a node's links in a given slot if the node experiences more than Φ collisions. This will result in a longer superframe and fewer number of links activated in each slot. Thus we only consider the situation when kW is larger than the maximum node degree. From these results, we thus use Φ = 3 as the maximum number of retransmissions performed by each node to ensure a high probability of success and minimal channel access delays. 
B. Schedule Construction Cost
We now investigate the cost associated with schedule construction. Specifically, the total number of message exchanges and the number of slots required to generate a schedule for different k and W values. We fix the network size to 40, and vary the node degree from 3 to 7. We performed 20 simulation runs and average the results. We also show error bars of the maximum and minimum result. We only study varying degrees because delays are mainly affected by contention access, which is directly proportional to node degree. Fig. 9 shows the average number of message exchanged by each node. For different k and W , the results are similar. This is because when we set Φ = 3, the transmission success probability is comparable to the different k and W values experimented. Fig. 10 shows the number of slots used to derive a link schedule under different node degrees. As mentioned in Section III, we consider static nodes. This means the schedule is generated infrequently; e.g., whenever there is a topological change such as the addition of a new router. Consequently, the cost of generating the schedule is amortized over many time periods. Having said that, the cost of generating the schedule remains low. Referring to Fig. 10 , when the network size is 40 and each node has seven neighbors, the time to generate the schedule is about 230 slots. Assuming IEEE 802.11ac radios with a physical link rate of 800 Mbps, and a packet length of 800 bits, the slot size to transmit one packet is one microsecond. This means the total cost to generate the schedule is 230 slots, which is less than one millisecond. To this end, base on these results, for the remaining experiments, we set k to 3 and W is set to half the maximum node degree.
C. Node Density
Next, we study the impact of node density on superframe length, network capacity and average end-to-end delay. We tested the algorithms on topologies with 10 to 70 nodes. From  Fig. 11 , we can see that Algo-1, Algo-2, JazzyMac and our algorithm have similar superframe lengths when there are 10 nodes. The superframe length and the average number of links activated in a time slot increases with the number of nodes. However, for Algo-1 and JazzyMac, their superframe lengths increase much faster than Algo-2 and Algo-d. When the network size is 70, the superframe length of Algo-1 and JazzyMac is about 55% longer than the superframe length generated by Algo-d. For ROMA, the superframe length is about 6-7 times that of Algo-d. From Fig. 11(b) we can see that Algo-2 and Algo-d schedule more links in each slot than Algo-1, ROMA and JazzyMac. When the network size is 70, Algo-d schedules 12% fewer links than Algo-2, 28% more links than ROMA, 46.5% more links than Algo-1 and 270% more links than JazzyMac. The performance of Algo-d shown in Fig. 11(b) includes opportunistic links as mentioned in Section V. With this optimization, Algo-d schedules 46.7% to 119% more links when the network size is 10 and 70 respectively. The increment becomes larger as the network size increases. Fig. 11(c) indicates that Algo-d, Algo-1 and Algo-2 have similar end-toend delays. At the same time, ROMA's end-to-end delay is 3-4 times that of Algo-d and for JazzyMac, the end-to-end delay is 50% less than Algo-d.
We now analyze the reasons for the aforementioned performance. Algo-2 moves a node to the other set if moving this node generates more links between the two sets. In addition, it balances the number of nodes between the sets if doing so does not decrease the number of links. However, Algo-d cannot use these rules to balance the number of nodes in each set as Algo-d is distributed and each node cannot count the total number of nodes in each set without incurring excessive signaling overheads. Also, Algo-2 adds opportunistic links in the following manner. After deriving the schedule for the current time slot, Algo-2 creates a new topology by removing all scheduled links. Then Algo-2 generates another schedule for the newly created topology to add opportunistic links. This deterministic process of Algo-2 adds more opportunistic links than the random process used by Algo-d. Unfortunately, we cannot apply the same process as Algo-2 because generating another schedule incurs expensive signaling overheads. We have also conducted an experiment whereby Algo-2 does not balance nodes in each set and both Algo-d and Algo-2 do not add opportunistic links. Interestingly, we find that both algorithms generate the same link schedule.
Recall that Algo-1 uses a 2-phase transmit/receive scheme to generate a link schedule every other time slot. Nodes transmitting in one time slot will be receiving in the next time slot; the second time slot is a mirror of the previous. This obviates any opportunities to add links that do not conflict with the transmissions in the second slot. Consequently, the 2-phase based algorithm results in an inefficient slot usage and longer superframe length. As shown in [7] , generating a MAX-CUT in a slot-by-slot manner yields more links and shorter superframe lengths. The poor performance of JazzyMac is due to the fact that a node must wait until it holds the token of all its links before it can start transmission. This results in a large number of idle links as their end nodes are waiting for tokens. Thus the superframe length increases linearly and the number of links activated grows 2.6 times slower than Algo-1 and four times slower than Algo-d. In Fig. 11(c) , we see that nodes using JazzyMac incur 50% less delay than Algo-d. This is because for JazzyMac, if there are many packets queued at a node, it will transmit all packets before releasing the corresponding tokens. However for Algo-d, every link gets one slot within one superframe, meaning the node will take several superframes to empty the same number of packets. Note that this behavior of JazzyMAC is unfair and in fact reduces network capacity as a heavily loaded link may block others from transmitting. In ROMA, each node determines whether it is in transmit or receive mode in a random manner. However, nodes that have links yet to be activated do not have a higher priority to become a transmitter unless these links have a long queue. As a result, ROMA has the longest superframe length and end-to-end delay.
D. Node Degree
This experiment is similar to the previous one except that we vary the number of neighbors. We fix the network density at 40 nodes. We then vary the node degree from 3 to 7. Results are shown in Fig. 12 . From Fig. 12 we can see that Algo-d, Algo-2 and JazzyMac have similar superframe length in all experiments and Algo-1 does not perform well. Algo-1's superframe length is about 1.35 times of Algo-d. Due to ROMA's random scheme, it has a long superframe, which is 3.5 times that of Algo-d. Algo-d schedules 2% more links than Algo-2, 68% more links than JazzyMAC, 55% more links than ROMA and 79% more links than Algo-1 when each node has seven neighbors. Algo-1's two-phase transmit/receive scheme leads to a longer superframe length and a wider confidence interval. As mentioned earlier, nodes in JazzyMac are only able to transmit when they hold all tokens. Consequently, there are fewer links activated per slot.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a distributed link scheduling algorithm called Algo-d to generate the superframe with minimal length for a given MTR WMN topology, and also to maximize the number of links activated in each time slot. Our results show that Algo-d has similar performance to Algo-2, a centralized algorithm. Algo-d activates at most 12% fewer links than Algo-2. Also, Algo-d schedules 28%, 46.5% and 270% more links in each slot as compared to ROMA, Algo-1 and JazzyMac respectively. As a future work, we plan to modify Algo-d to consider weighted links. This is required to adapt to varying link load. We note that a centralized, weighted scheduler exist, see [6] . Specifically, each link is assigned a weight w to indicate the number of required slots that is proportional to its load. Instead of ensuring each link receives one activation, we ensure each link receives w activations. The evaluation of the resulting weighted scheduler is an immediate future work.
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