Abstract-Japan Council for Quality Health Care collects and discloses incident data in Japanese pharmacies, and do medical safety measures such as providing information. In this study, we analyzed the incident data, and found that the collected data are inadequate to be analyzed to find meaningful information. We also proposed the model which shows the correspondences between underlying factors and human errors.
I. INTRODUCTION
For years, even though we have conducted various measures, medical accidents occur in medical field and we need further measures to prevent them. Since various events occur in medical field, it is difficult to precisely predict accidents and take measures to prevent them in advance. The powerful method to improve this situation is to analyze medical accidents / incidents actually occurred in order to highlight the potential accident factors, to consider preventive measures. Medical incidents are the cases that have the origin of accidents but did not become accidents as a result. Because of this and Heinrich's law, we expect to obtain a lot of information by analyzing a large number of incidents occur. From this viewpoint, the Ministry of Health, Labour and Welfare and Japan Council for Quality Health Care [1] have collected the incident data in Japanese pharmacies since 2009 and analyzed them to discuss medical safety measures.
The two organizations have analyzed the incident data by utilizing the statistical method based on descriptive statistics, such as aggregation of values of some attributes. Statistical methods can, however, obtain only superficial information. We need the essential information to take measures to prevent incidents by identifying the risk factor which medical accidents should involve. As such information, we can get the condition of incidents by investigating the relationship between the types of incidents and their background. The data of incident cases include free description items, "the case descriptions" and "the backgrounds and the factors". Since free description items include a lot of information, we expect to obtain detailed information of the cases from the items.
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In this study, we focus on one of the description items, "the backgrounds and the factors". This is because we firstly need to understand what backgrounds and factors exist behind the cases. In fact, the description in "the backgrounds and the factors" for each case is categorized into a pre-defined category in the item, "underlying factor", by a reporter. If the category assignment is adequate, we can use the category instead of the descriptions, which makes the analysis easy.
In order to confirm the adequacy of the category assignment, we aggregated the frequency of categories in order to know what underlying factor mainly affects the occurrence of the incidents. Table I shows the result of the aggregate. We can see that they categorized about 90% cases into "failure to check" as the underlying factor. It shows that they are likely to blame for the person who caused the incident. In addition, in spite of being possible to multiply choose items, 8298 cases were categorized into only "failure to check". It corresponds to about half of the total. However, we should notice that "failure to check" cannot be an essential factor that results in the occurrence of the incidents but a factor related to discovery of an error.
This suggests us the category assignment is problematic from viewpoint that the category should fairly represent the content in the descriptions of the item, "the backgrounds and the factors".
In this study, we investigated the correspondence between the categories in "underlying factor" and the descriptions in "the backgrounds and the factors" in more detail. We tried to reassign each case to a proper category based on Naï ve Bayes classifier, which is usually used to categorize sentences based on word appearance. An incident fits one of the following three definitions defined by Japan Council for Quality Health Care.
1) The case was found before being carried out, although there was an error in medical care to the patient. 2) Although the error was not resolved before it affects the patient, the patient received no impact, or need only a minor treatment. The definition of minor treatments includes disinfection, fomentation and administration of analgesic drug and so on. 3) The case whose impact to the patient is unknown, although an error was not resolved before it affects the patient. Our target data were medical incident data in Japanese pharmacies collected and disclosed by Japan Council for Quality Health Care from April in 2009 to March in 2011. The data have the categorical items which include "occurrence time", "overview of the case ", "underlying factor" and so on, and free description items which include "contents of the case ", "background and factors" and so on. One should note that the sentences in free description items are written in Japanese.
III. METHOD

A. Classification to the Underlying Factors Based on Naive Bayes Classifier
Naive Bayes classifier [2] is a supervised learning classifier based on Bayes' theorem under the assumption of conditional independence. Naive Bayes classifier performs document classification based on the frequency of words in a document. A document is classified into the class whose label Ĉ is obtained as follows:
where C is the label of classes, W is the word in the document and n is the number of words in the document. P(C) is the probability that the document belongs to the class C and P(W|C) is the appearance probability of the word W if the document belongs to Class C. Naive Bayes classifier can achieve relatively high precision in spite of its simple structure. In this study, the classes correspond to the categories in the item "underlying factor", and the document is the descriptions in the item "background and factors" for each incident case.
If the reporters chose "failure to check" as an underlying factor, the factors except for "failure to check" should be essential factors that make the case occur. We estimated underlying factors except for "failure to check" from tendency of term frequencies in the description of the cases in which the factors except for "failure to check" were chosen. Assuming that there are correspondences between categories in "underlying factor" and the words in the descriptions in "background and factors", we tried to estimate a category that the case should belong to by Naive Bayes classifier.
We should note that there were about 27% of the cases, whose underlying factors were plurally chosen. We used the cases for which reporters chose a single underlying factor as the training data, and the cases for which plural factors were chosen as test data. Under this selection, precision should be high, because the model only needs to estimate one of the factors of the case in each of test data.
B. Resubstitution Estimate
Resubstitution estimate [3] is a method to evaluate precision. It evaluates the reclassification precision of training data used to train the classification model. It generally gives us high precision. However, there is no guarantee to achieve the same precision for the other data than the training data.
In this study, we evaluated the validity of the model given as Eq. (1) based on the resubstitution estimate. Though we generally expect that the model achieve high precision, if not, we should conclude that the training data are inadequate, namely, they do not have sufficient information to correlate the categories in "underlying factor" with the descriptions in "background and factors". [4] is a weight which measures characteristic appearance of a word in documents and which is often used in information retrieval and text mining. It is calculated as the product of the term frequency and the inverse document frequency. The term frequency measures how often a team appears in a document. To prevent a bias that the frequency of words tend to be high in a long sentence, we usually employ normalization which divide the term frequency of the given word by the maximum term frequency of any word in the document. The inverse document frequency is a measure to distinguish whether the word commonly or rarely appears in documents. It is obtained by the logarithm of the quotient of the total number of documents divided by the number of documents containing the word. It tends to filter out commonly appearing words.
C. Extraction of Characteristic Words Based on TF-IDF TF-IDF
In this study, we used TF-IDF to extract characteristic words in the descriptions in "background and factors", in order to investigate whether the existing categories in "underlying factor" is sufficient to express the content of descriptions in "Background and Factors" by comparison the characteristic words with the categories. Table II shows the result of the classification. The column "classified cases" shows the number of the cases whose description in "background and factors" is classified to each category in "underlying factor". The column "relevant cases" shows the number of cases which are classified to any of the categories that reporters assigned. Precision is the ratio of the number of relevant cases to the number of classified cases. The precision of a classification is as low as about 38%.
IV. RESULTS
A. Classification to the Underlying Factors Based on Naive Bayes Classifier
B. Resubstitution Estimate
It is obvious that the low precision originates in a problem of data or classifier. Since Naï ve Bayes classifier generally achieves high precision, we assumed that the problem comes from the training data. We confirmed this by performing resubstitution estimate. Since a small number of a case data was not suitable for classification, the cases belonging to the categories whose cases are 10 or less were excluded from new training data. Table III shows result of the classification. Recall is the ratio of the number of relevantly classified cases to the number of cases which originally belong to the category.
The result shows that precision of some categories was less than 70%. Though, in general, precision should be high if we re-classify training data, the resultant precision was low. This suggests that the same words are associated to plural factor categories and that there are few characteristic words to be used to estimate a specific category. We can suppose that this occurs because the content of descriptions for the cases are similar to the meaning of plural factors other than the ones chosen by pharmacist. This can occur because the names and the definitions of the factors in the "underlying factor" are ambiguous and because there are missing factor categories that should be listed to describe the factors of the cases. Table IV shows the top 20 TF-IDF values generated from the descriptions in "background and factors". This table shows that there are Japanese words about missing underlying factors such as "思い込み" (prejudice), "処方箋 " (prescription) and "忘れる" (forget).
C. Extraction of Characteristic Words Based on TF-IDF
The descriptions in the "background and factors" contain the words that express human errors in Japanese such as "ミ ス " (mistake) and " 見落とす" (overlook). However, a human error is defined as an error of human behavior with unintended consequences [5] . This suggests that some of the people who caused the incident might not have realized the underlying factors, and considered that the underlying factor is the behavior itself which is wrongly taken in the case.
Since human errors are not underlying factors but taken behavior, they should not be described in "background and factors". In addition, the categories in "underlying factor" include the ones whose names express human errors such as "failure to check" and "judgment error". These findings show us that we need to improve the categories to make underlying factors distinct from human errors. 
V. PROPOSAL
We propose the systematic model of errors that clearly distinguishes underlying factors from human errors. Let us define three stages: human behaviors, human errors and underlying factors. These stages are defined in reference to Endsley's situation awareness model [6] and classification of twelve types of human errors [7] . Human behaviors are categorized into the following five stages in this model: (a) perception of current situation, (b) comprehension of the current situation, (c) projection of future status, (d) making decision of actions, and (e) performance of actions. Situational awareness is carried out in the first three stages. Human behaviors are represented by the repeat of these five stages. Human errors are based on the characteristic words in "background and factors" and underlying factors are based on existing "underlying factor" with additional factors such as "prejudice", "defects in documentation (such as prescription)", and "forgattery". We grouped underlying factors into the following four groups: factors from the human conditions, factors affecting thinking, factors from objects other than human beings and potential factors. Fig. I shows the proposed model. It clearly shows the correspondence between underlying factors and human errors. By applying this model to each incident case, we expect that the person who caused and/or reports an incident can be aware of the underlying factor. For example, in the case of the incident that Toradol is mixed-up as Tramadol, our model suggests "drug name similarity" and "placement of drug" as the underlying factors. In this paper, we analyzed pharmacy incidents data disclosed by Japan Council for Quality Health Care. Reporters categorized the underlying factors of about 90% of the cases into "failure to check". However, we should notice that "failure to check" cannot be an essential factor that results in the occurrence of the incidents but a factor related to discovery of an error. We tried to estimate a category that the case should belong to by Naive Bayes classifier. However, this result shows that the model achieved only low precision. We discussed this originates in the problems that the names and the definitions of the factors in the "underlying factor" are ambiguous and that there are missing factor categories that should be listed to describe the factors of the cases. In addition, the categories in "underlying factor" include the ones whose names express human errors such as "failure to check" and "judgment error". These findings suggest that we need to improve the definitions of the factor categories in the "underlying factor" which distinguish fundamental underlying factors from human errors.
We proposed a systematic model of errors which focuses on distinguishing and relating underlying factors and human errors. It shows the causal relationships between underlying factor and human error. We expect that, by applying this model to real incident cases, the person who caused the incident will be aware of true underlying factors.
