A conjecture about Dodgson condensation  by Robbins, David P.
Advances in Applied Mathematics 34 (2005) 654–658
www.elsevier.com/locate/yaama
A conjecture about Dodgson condensation
David P. Robbins ∗
Received 19 January 2004; accepted 2 July 2004
Available online 18 January 2005
Abstract
We give a description of a non-archimedean approximate form of Dodgson’s condensation method
for computing determinants and provide evidence for a conjecture which predicts a surprisingly high
degree of accuracy for the results.
 2005 Elsevier Inc. All rights reserved.
In 1866 Charles Dodgson, usually known as Lewis Carroll, proposed a method, that
he called condensation [2] for calculating determinants. Dodgson’s method is based on a
determinantal identity. Suppose that n 2 is an integer and M is an n by n square matrix
with entries in a ring and that R, S, T , and U are the upper left, upper right, lower left,
and lower right n − 1 by n − 1 square submatrices of M and that C is the central n − 2 by
n − 2 submatrix. Then it is known that
det(C)det(M) = det(R)det(U) − det(S)det(T ). (1)
Here the determinant of a 0 by 0 matrix is conventionally 1, so that when n = 2, Eq. (1) is
the usual formula for a 2 by 2 determinant.
David Bressoud gives an interesting discussion of the genesis of this identity in
[1, p. 111].
Dodgson proposes to use this identity repeatedly to find the determinant of M by
computing all of the connected minors (determinants of square submatrices formed from
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D.P. Robbins / Advances in Applied Mathematics 34 (2005) 654–658 655consecutive rows and columns) of M . One starts with all the 0 by 0 and 1 by 1 connected
minors known. His plan is to use Eq. (1) to compute all the 2 by 2 connected minors from
the 1 by 1 and 0 by 0 minors and then to compute all the 3 by 3 connected minors from the
2 by 2 and 1 by 1 connected minors, and so forth. At the last step one computes the single
n by n connected minor, the desired determinant.
Note that the set of connected k by k minors can be arranged naturally as an n − k + 1
by n − k + 1 array so that, at each stage, the set of new minors computed can be thought
of as a matrix one size smaller than the one formed in the previous stage. Thus, as the
algorithm proceeds, the original matrix condenses until, at the last stage, the determinant
sought is the unique entry in a 1 by 1 matrix.
Dodgson condensation implicitly concerns the iteration of the identity (1). The study
of this iteration is what led to the discovery of alternating sign matrices and their many
interesting combinatorial properties. The reader can find more detail in [1,3–5].
Dodgson recognized that his method had the defect that the use of Eq. (1) to compute
det(M) requires that det(C) be a unit. When this condition is not met, it is not clear how
to proceed. He had a few suggestions (such as permuting rows and columns), and, even
though his suggestions might not always work, he apparently felt, with some justice for the
matrices with real entries that he was considering, that this was not a serious problem. On
the other hand there are instances in which condensation does not work, for example if one
is computing over a small finite field.
Some time ago I studied an intermediate case that occurs if we attempt to use conden-
sation to compute determinants mod pn where p is a prime and n is a positive integer.
The simplest plan for doing this is to replace Eq. (1) with
det(C)det(M) = det(R)det(U) − det(S)det(T ) mod pn. (2)
If detC is invertible mod p, we can proceed as usual since the congruence will have a
unique solution. But if detC is divisible by p, one has the possibility that the congruence
either has no solution or many solutions. In the first case, we still don’t know what to do
and we say the algorithm has failed. However, in the second case, we can choose one of
the solutions at random and proceed to compute as before. If no algorithm failure occurs
before we obtain our desired determinant, then we can ask how accurate this approximate
answer is, i.e., the largest k for which the answer agrees with the correct answer mod pk .
This simple plan seems to work surprisingly well. For example, in several recent trials
involving 1000 by 1000 matrices with entries in the (computationally convenient) integers
mod 264, no algorithm failures occurred and every computed minor was correct to at least
20 bits.
An alternative to this simple method was suggested by Howard Rumsey. His main point
was that the preceding algorithm was like using fixed point arithmetic to estimate a result
except that instead of keeping track of high order digits as normal, we keep track of the
low order digits since these are what count in a non-archimedean setting. He thought that
a non-archimedean analog of floating point arithmetic might work better. That intuition is
at least qualitatively correct, but we do not pursue this here. Instead our main purpose is to
give an exposition of a striking conjecture about the accuracy of this floating point method.
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where a is invertible mod pn and e is an integer. We will call (a, e) a floating point integer
if e  0. Conceptually the pair (a, e) represents the element a · pe. The quantities a and e
are supposed to play roles like that of the mantissa and exponent for ordinary floating point
arithmetic. Below we explain in more detail exactly how the floating point method works.
But the reader can probably guess most of the details from this description.
It is convenient also to introduce two special floating point quantities, 0 and ∞ which
cannot be conveniently represented in the form (a, e).
Next we give the definitions for multiplication, division and subtraction for our floating
point quantities.
First we set the result of any operation with an infinite operand to ∞. Also the value of
any quotient with divisor 0 is conventionally set to ∞.
For finite nonzero floating point quantities, we multiply according to the rule
(a1, e1) · (a2, e2) =
(
a1 · a2 mod pn, e1 + e2
)
and divide using
(a1, e1)/(a2, e2) =
(
a1 · a−12 mod pn, e1 − e2
)
.
Products with a zero factor or quotients with a zero dividend and finite nonzero divisor are
conventionally zero.
The only other operation needed for condensation is subtraction. For finite nonzero
floating point quantities, we set






if e1 < e2, and






if e2 < e1. If e1 = e2 = e and a1 = a2 mod pn, we write a1 − a2 = a · pk mod pn, where
a is a unit mod pn and k is an integer, 0 k < n. Then we set
(a1, e1) − (a2, e2) = (a, k + e).
When k > 0, there are several choices for a and we explicitly allow any choice at this
point. Thus subtraction is multiple valued. When (a1, e1) = (a2, e2), the difference is zero.
We also adopt the natural conventions that, if we subtract zero from (a1, e1), the result is
(a1, e1) and if we subtract (a1, e1) from zero, we obtain (−a1 mod pn, e1).
With these definitions we can now consider performing an approximate version of
Dodgson condensation starting with a matrix of n-digit floating point integers. More pre-
cisely we compute floating point values for every connected minor according to the formula
( )
det(M) = det(R)det(U) − det(S)det(T ) /det(C), (3)
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of which can be 0 or ∞. Here again, to get started, the 0 by 0 minors are set equal to floating
point (1,0). Since subtraction is ambiguous, there are many ways in which condensation
can be performed with floating point quantities.
As stated above we are interested in the accuracy of values computed with this floating
point version of condensation. It turns out that for us the right way to measure the accuracy
of a computed result is to convert it back to fixed point and then measure its accuracy in
the fixed point setting. Conversion from floating to fixed point is defined more precisely as
follows. We convert the n-digit floating point integer (a, e) to the fixed point value a · pe
mod pn. Also we convert floating 0 to fixed point 0. The conversions of floating ∞ and
floating point quantities (a, e) with e < 0 are undefined.
Now suppose that we start with a matrix M0 of n-digit finite floating point integers. We
can convert this matrix to a matrix M1 with entries that are integers mod pn. For M1 every
connected minor has an unambiguous value in mod pn. We can also use floating point
condensation to compute the value of every connected minor of M0. These minors can
then be converted to fixed point and may or may not agree with the corresponding minor
of M1.
We say that a connected minor computed by condensation is accurate to k places if k is
the largest integer  n such that its conversion to fixed point agrees with the correct value
corresponding minor of M1 mod pk . Infinite values and values with negative exponents
are considered to be accurate to −1 places. A quantity can be accurate to zero places.
This amounts to the assertion that its exponent is nonnegative but that its value mod p is
incorrect.
We can now describe the key concept, condensation error, that enters in the statement
of our conjecture about the accuracy of floating point condensation. During the course of
computing any determinant by floating point condensation, in every application of Eq. (3),
we need to divide by a previously computed det(C). If in computing a certain determinant
the maximum of the exponents of all the divisors det(C) is e, we say that the condensation
error of that determinant is e. For example, for minors up to size 2 by 2, the condensation
error is always 0 since there are never any divisions by quantities with exponent larger
than 0.
Conjecture 1. If a determinant computed by condensation has condensation error e, then,
after conversion to fixed point, it will be correct mod pn−e .
We observe that this conjecture is rather surprising. A naive analysis suggests that the
error resulting from several divisions should behave more like the sum of the exponents
rather than their maximum.
But there is some fairly good evidence for this conjecture.
We observe that, when the condensation error is 0, our conjecture is correct since in that
case all divisions are by units.
The remaining evidence for the conjecture is computational. That is, it has been checked
in billions of cases.
One method for checking the conclusion is to compare the results of floating pointcondensation with the standard exact calculation. But the standard exact calculation is
658 D.P. Robbins / Advances in Applied Mathematics 34 (2005) 654–658rather expensive, especially for large minors, so instead we have recourse to comparing
the results of two approximate calculations as follows. We take two square matrices of the
same size with floating entries of precision n1 for one matrix and precision n2 for the other,
making sure that they agree mod pm, where m is an integermin(n1, n2). Suppose that we
use approximate condensation to compute the connected minors of both matrices. During
the calculation we can also keep track of the condensation error for every computed minor
for both matrices. Suppose a given minor has condensation error e1 for the first matrix
and e2 for the other. Then our conjecture predicts that the first result will be accurate
to n1 − e1 places and the second to n2 − e2 places so they should both be accurate to
min(n1 −e1, n2 −e2) and thus agree with each other to min(n1 −e1, n2 −e2,m), something
that we can check. We can perform this check for every connected minor for both matrices
and in this way check our conjecture very efficiently for a large number of cases.
Note that our experiment for checking the conjecture has several free parameters. We
have a free choice of the size of the original matrix, and the integers n1, n2, and m subject
to 0 < mmin(n1, n2).
We also note that there are some additional variations possible. So far we have con-
centrated on floating point computation mod pn where p is an integer, but experiments
suggest that the results are true in greater generality. For example, as originally suggested
by Al Hales, we can study matrices whose entries are polynomials in x with coefficients in
a finite field mod xn. Then there is an obvious floating point analog and our results seem
to hold in that case as well.
Even though the results of a great many random experiments seem to confirm this con-
jecture, it should be borne in mind that it is not possible to come close to checking all cases
of even moderately large problems. So it still remains quite possible that this conjecture is
false.
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