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Abstract
We derive the precise late-time asymptotics for solutions to the wave equation on extremal
Reissner–Nordstro¨m black holes and explicitly express the leading-order coefficients in terms of the
initial data. Our method is based on purely physical space techniques. We derive novel weighted
energy hierarchies and develop a singular time inversion theory, which allow us to uncover the subtle
contribution of both the near-horizon and near-infinity regions to the precise asymptotics. We intro-
duce a new horizon charge and provide applications pertaining to the interior dynamics of extremal
black holes. Our work confirms, and in some cases extends, the numerical and heuristic analysis of
Lucietti–Murata–Reall–Tanahashi, Ori–Sela and Blaksley–Burko.
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1 Introduction
1.1 Introduction and first remarks
The existence of black hole regions, namely regions of spacetime which are not visible to far away observers,
is a celebrated prediction of the Einstein field equations. A rigorous understanding of their dynamical
properties is of fundamental importance for addressing several conjectures in general relativity such as the
weak and strong cosmic censorship conjectures as well as for investigating the propagation of gravitational
waves. Important aspects of the black hole dynamics are captured by the evolution of solutions to the
wave equation
gψ = 0 (1.1)
on black hole backgrounds. Initial data are prescribed on a Cauchy hypersurface Σ0 which intersects the
event horizon H+ and terminates at the null infinity I+, as in the figure below. A first step towards
the non-linear stability of black hole backgrounds is to establish quantitative dispersive estimates in the
domain of outer communications up to and including the event horizon.
 event
horizon
null infinity
Figure 1: The initial value problem for the wave equation on black hole backgrounds.
This problem has been extensively studied in both the mathematics and the physics communities.
Quantitative decay rates for scalar fields satisfying (1.1) and all their higher-order derivatives
have been obtained for the general sub-extremal Reissner–Nordstro¨m and the general sub-extremal Kerr
families of black hole spacetimes (see [1]). We refer to [2–13] for additional results in the asymptotically
flat setting and to [14–18] for results in the asymptotically de Sitter and anti de Sitter setting. See
also [19–22] for recent breakthroughs in the understanding of nonlinear stability problems in the context
of the Einstein equations.
A definitive proof of the precise late-time asymptotics of solutions to the wave equation on the
general sub-extremal Reissner–Nordstro¨m backgrounds, including the celebrated Schwarzschild family of
black holes, was obtained in the recent series of papers [23–25] confirming, in particular, Price’s heuristics
(for more details and references see Section 1.2).
In the present paper, we focus on another fundamental class of black holes, namely the extremal
black holes. These are characterized by the vanishing of the surface gravity of the event horizon (see
also Section 2.1). Geometrically, this condition has to do with the fact that the Killing normal to the
event horizon coincides with the affine null normal to the event horizon. Extremal black holes play a
fundamental role in1
• astronomy : according to an abundance of astronomical observations, near-extremal black holes
should be ubiquitous in the universe. Such observations concern stellar black holes and supermassive
black holes in the centers of galaxies;
• high energy physics: they allow for the study of supersymmetric theories of gravity, black hole
thermodynamics and of quantum descriptions of gravity;
• classical general relativity : they saturate various geometric inequalities concerning the mass, angular-
momentum and charge. Furthermore, they have intriguing dynamical properties with no analogue
in sub-extremal black holes.
The latter intriguing dynamical properties of extremal black holes are the objects of study in this pa-
per. Specifically, we investigate scalar perturbations of the extremal Reissner–Nordstro¨m (ERN) one-
parameter family of black hole backgrounds. The corresponding metrics take the following form with
1For more details and an exhaustive list of references for works related to extremal black holes see Section 1.3.
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respect to the so-called ingoing Eddington–Finkelstein coordinates (v, r, θ, ϕ):
gERN = −
(
1− M
r
)2
dv2 + dv ⊗ dr + dr ⊗ dv + r2(dθ2 + sin2 θdϕ2), (1.2)
where M > 0 is the mass parameter.
ERN black hole spacetimes are spherically symmetric, asymptotically flat solutions to the Einstein–
Maxwell system
Rµν(g)− 1
2
R(g) · gµν = Tµν(F ),
dF = d ? F = 0.
Here, Tµν(F ) denote the components of the energy-momentum tensor of the electromagnetic field F .
The techniques for establishing decay in time and in fact the precise late-time asymptotics for solutions
to the wave equation on sub-extremal backgrounds break down in the case of ERN. Indeed, a large portion
of the analysis of perturbations of sub-extremal black holes exploits the celebrated redshift effect along the
event horizon. This local version of the redshift effect, which essentially depends on the strict positivity of
the surface gravity of the event horizon (see [3,26]), can be illustrated as follows: consider two observers
A and B entering the black hole region such that A crosses the event horizon first (see Figure 2). Suppose
A emits a light signal that travels along the event horizon and is intercepted by B. Then the frequency
of this signal as measured by B will be “shifted to the red” when compared to the frequency measured
by A.
A
B
Figure 2: The local redshift effect for sub-extremal horizons.
The vanishing of the surface gravity of extremal event horizons means that the redshift effect along the
event horizon degenerates on extremal black holes and hence cannot be used as a stabilizing mechanism.
In fact, it was shown in [27–29] that solutions to the wave equation on ERN satisfy a conservation law
along the event horizon H+. Consider the translation-invariant vector field Y = ∂r. Note that Y is
transversal to the event horizon as in the figure below. Consider the advanced time parameter τ and
denote by Sτ0 = H+ ∩ {τ = τ0} the corresponding spherical sections of the event horizon.
Figure 3: The sections Sτ of H+ and the transversal to H+ vector field Y .
Then, the surface integrals
H0[ψ] := −M
2
4pi
∫
Sτ
Y (rψ) dω (1.3)
are independent of τ . Here ω = (θ, ϕ) and dω = sin θdθdϕ. We will frequently refer to H0[ψ] as a
conserved charge for ψ. This conservation law is certainly an obstruction to decay for generic initial data
for which H0[ψ] 6= 0. It can further been shown that higher order derivatives asymptotically blow up
along H+:
|Y kψ|H+ ∼ ckH0[ψ] · τk−1 → +∞ (1.4)
for k ≥ 2 as τ → +∞. Here ck are constants that depend only on M,k. The growth along H+ of
(transversal) derivatives yields a genuine horizon instability of extremal black holes which can in fact be
measured by local observers who cross the event horizon [30, 31]. On the other hand, it can be shown
that away from the event horizon ψ and all its derivatives Y kψ decay in time. This means that one may
regard H0 as a type of horizon “hair” associated to the event horizon. We remark that an analogous
4
version of the horizon instability holds also for scalar perturbations of extremal Kerr [32, 33] and in fact
for many other types of perturbations in various settings (see Sections 1.4 and 1.5).
Returning to decay estimates, the following weak decay rate was rigorously established in [29] for ψ
everywhere in the domain of outer communications up to and including the event horizon:
|ψ| . 1
τ
3
5
. (1.5)
Since ψ decays along the event horizon it follows that, in view of the conservation of (1.3), the first-order
transversal derivative Y ψ of ψ does not decay along the horizon for initial data for which H0[ψ] 6= 0.
The above results do not provide an insight into the precise asymptotic behavior for ψ. There is
extensive work in the physics literature regarding late-time asymptotics for scalar fields on extremal
Reissner–Nordstro¨m via heuristic or numerical methods, see for instance [30, 34–40] and Section 1.5
for more details. However, there has been no mathematically rigorous proof or derivation of these
asymptotics. In fact, the heuristic and numerical predictions in the physics literature did not provide
the late-time asymptotics in the full spacetime, which remained an open problem and is resolved in the
present paper. Before we give a more precise statement of this open problem, we introduce the following
definition concerning initial data for (1.1):
Definition 1.1. Initial data on the Cauchy hypersurface Σ0 are called horizon-penetrating if they
smoothly extend to the event horizon H+ such that the conserved charge H0[ψ] 6= 0.
The following problem had been left completely open
Obtain the late-time asymptotics of the radiation field along the null infinity I+ for horizon-penetrating
compactly supported initial data.
The physical importance of the above problem lies in the fact that these asymptotics capture the obser-
vations made by far-away observers of perturbations of the near-horizon region of extremal black holes.
This problem is definitively resolved in the present paper. In fact, in this paper:
We derive and rigorously prove the precise late-time asymptotics for scalar fields on ERN globally
in the domain of outer communications, for a general class of initial data.
In particular, we derive late-time asymptotics along the event horizon H+, along constant r = r0 hyper-
surfaces and along the null infinity I+. The exact coefficient of the leading-order terms in the asymptotic
estimate is obtained in terms of explicit expressions of the initial data. See Section 3 for a non-technical
summary of the results and Section 5 for the precise statements of the main theorems. Our results
provide, in particular, sharp upper and lower decay rates for the evolution of scalar fields. Our method
is based purely on physical space constructions and avoids explicit representations of solutions to the
wave equation. We establish a novel elliptic estimate and a new class of hierarchies of weighted estimates
adapted to the extremal near-horizon geometry.
Our results provide a rigorous confirmation and proof of the numerics in [30, 36] and heuristics in
[37, 38]. For example, [30] was the first work to numerically obtain the following late-time asymptotics
along the event horizon for horizon-penetrating compactly supported initial data:
ψ|H+ ∼ 2MH0[ψ] ·
1
τ
.
These asymptotics, which were subsequently heuristically derived in [37,38], are indeed rigorously recov-
ered here. Furthermore, as mentioned above, our results extend the works in the physics literature in
various directions. Notably, we obtain the asymptotics of the radiation field along the future null infinity
I+ for horizon-penetrating, compactly supported initial data:
rψ|I+ ∼
(
4MH0[ψ]− I(1)0 [ψ]
)
· 1
τ2
.
Here I
(1)
0 [ψ] is the Newman–Penrose constant of a singular time integral of ψ and depends on the global
properties of the initial data (see Sections 3.1 and 4.1). We remark that the horizon charge H0[ψ] of a
scalar perturbation that is initially localized near the event horizon in fact appears in the asymptotic
behavior along I+. In other words, observations along null infinity (that is, arbitrarily far from the event
horizon) can in principle be used to measure the charge H0[ψ] associated to in-falling observers at the
horizon. This might be thought of as a “leakage” of horizon information to null infinity and hence could,
in principle, be measured by gravitational detectors.
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Outline of the introduction We finish this brief introductory subsection with an outline of the
remaining sections in the introduction. In Section 1.2, we review the key mechanisms behind the existence
of late-time tails in the asymptotics of scalar fields on sub-extremal black holes. In Section 1.3 we list
various works which emphasize the importance of the dynamics of extremal black holes and hence serve
as a motivation for the work of the present paper. In Section 1.4 we provide a review of the horizon
instability of extremal black holes and in Section 1.5 we discuss the physics literature that is relevant to
our problem.
1.2 Asymptotics for the wave equation on sub-extremal black holes
The following late-time polynomial tails for solutions to the wave equation with smooth, compactly
supported initial data on Schwarzschild spacetimes were obtained in a heuristic manner by Price [41] in
1972 along constant radius r = r0 hypersurfaces away from the event horizon
ψ|r=r0(τ, r = r0, ω) ∼
1
τ3
. (1.6)
Subsequent heuristic and numerical works [42–44] suggested the following asymptotics on the event
horizon H+:
ψ|H+(τ, r = 2M,ω) ∼ 1τ3 , (1.7)
and along the null infinity I+
rψ|I+(τ, r =∞, ω) ∼ 1τ2 . (1.8)
Here τ denotes a global time parameter and ω ∈ S2.2 The following global quantitative estimates which
establish rigorously the above asymptotics were obtained for general sub-extremal Reissner–Nordstro¨m
spacetimes in [24,25]: ∣∣∣∣ψ(τ, r0, ·) + 8I(1)0 [ψ] · 1τ3
∣∣∣∣ ≤ Cr0 ·√EΣ0 [ψ] · 1τ3+ , (1.9)∣∣∣∣rψ|I+(τ, ·) + 2I(1)0 [ψ] · 1τ2
∣∣∣∣ ≤ C ·√EΣ0 [ψ] · 1τ2+ , (1.10)
where
√
EΣ0 [ψ] are weighted norms of the initial data and constant I
(1)
0 is given by the following explicit
expression of the initial data on Σ0:
I
(1)
0 [ψ] =
M
4pi
∫
Σ0∩H+
ψr2dω+ lim
r0→∞
(
M
4pi
∫
Σ0∩{r≤r0}
nΣ0(ψ)dµΣ0 +
M
4pi
∫
Σ0∩{r=r0}
(
ψ − 2
M
r∂v(rψ)
)
r2dω
)
,
(1.11)
with ∂v is an outgoing null derivative and dµΣ0 denotes the induced volume form on Σ0. We note that
for compactly supported initial data on the maximal hypersurface {t = 0}, the above expression for the
coefficient I
(1)
0 [ψ] reduces to
I
(1)
0 [ψ] =
M
4pi
∫
SBF
ψ r2dω +
M
4pi
∫
{t=0}
1
1− 2Mr
∂tψ r
2drdω,
where SBF denotes the bifurcation sphere.
Generic initial data satisfy I
(1)
0 [ψ] 6= 0 and hence give rise to solutions to the wave equation which
decay exactly like 1τ3 . This result yielded the first pointwise lower bounds for solutions to the wave
equation on Schwarzschild backgrounds3. In other words, (1.9), (1.10) and (1.11) provide a complete
characterization of all solutions to (1.1) which satisfy Price’s law as a lower bound. We remark that the
study of precise late-time asymptotic expansions is very important in issues related to black hole interior
regions and, in particular, in addressing the strong cosmic censorship conjecture [45–54].
It is important to emphasize that the approach of [24,25] is based on purely physical space techniques.
On the other hand, the heuristic work of Leaver [42] related the late-time power law to the branch cut at
ω = 0 in the Laplace transform of Green’s function for each fixed angular frequency. This is consistent
with the results of [24,25], in view of the fact that the geometric origin of the constant I
(1)
0 [ψ] is related
2The time parameter is comparable to the Schwarzschild coordinate time t away from the event horizon and null infinity.
3Note that the sharpness of the decay rate of the time derivative of ψ along the event horizon was first established by
Luk and Oh [45].
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to an obstruction to the invertibility of the time operator T = ∂t in a suitable function space (and hence
is related to the ω = 0 frequency in the Fourier space). Indeed, restricting (strictly) to the future of the
bifurcation sphere where T 6= 0, we have that an obstruction to the invertibility of the operator
T is the existence of a conservation law along the null infinity I+: For solutions ψ to the wave
equation (1.1) on Reissner–Nordstro¨m spacetimes, the limits
I0[ψ](u) :=
1
4pi
lim
r→∞
∫
S2
r2∂r(rψ)(u, r, ω) dω
are independent of the retarded time u. Here, we consider the standard outgoing Eddington–Finkelstein
coordinates (u, r, ω) (with ω ∈ S2). The associated constant
I0[ψ] := I0[ψ](u) (1.12)
is called the Newman–Penrose constant of ψ (see [55,56]).
Figure 4: The Newman–Penrose constant on I+.
The existence of this asymptotic conservation law is an obstruction to inverting the time operator T ,
if the domain of T is taken to be the set of all smooth solutions ψ to the wave equation which satisfy the
condition |r2∂r(rψ)| ∈ O1(r0) on the initial hypersurface Σ0.4 Indeed, if there is a regular solution ψ(1)
to (1.1) in the domain of T such that
Tψ(1) = ψ
then we must necessarily have that
I0[ψ] = I0[Tψ
(1)] = 0.
Conversely, if we consider a smooth initial data on a Cauchy hypersurface Σ0 which crosses the event
horizon to the future of the bifurcation sphere (see figure below) such that I0[ψ] = 0 and
lim
r→∞
∫
S2
r3∂r(rψ)|Σ0dω <∞ (1.13)
then, by the results in [24], there is a unique smooth spherically symmetric solution ψ(1) to (1.1) in the
domain of T such that
Tψ(1) =
1
4pi
∫
S2
ψdω (1.14)
in J +(Σ0).
Figure 5: Time inversion for the spherical mean ψ0 of ψ.
4We refer to Section 2.1 for a definition of this “big O notation”.
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Hence, I0[ψ] appears as the unique obstruction to inverting the time operator T on the
projection to the spherical mean of ψ. If the Newman–Penrose constant I0[ψ] 6= 0 then (1.14) has
no solution and in this case it is I0[ψ] that appears in the late-time asymptotics of the spherical mean
(see [24]): for example, at fixed r = r0 we have that∣∣∣∣ 14pi
∫
S2
ψ(τ, r0, ·)dω − 4I0[ψ] · 1
τ2
∣∣∣∣ ≤ Cr0 ·√EΣ0 [ψ] · 1τ2+ . (1.15)
We remark that the restriction to the spherical mean is justified by the fact that the non-spherically
symmetric projection :
ψ`≥1 := ψ − 1
4pi
∫
S2
ψdω,
decays at least like τ−3.5+ (see [24]), for some small  > 0, and hence does not contribute to the leading
order terms in the late-time asymptotics.
If, on the other hand, (1.13) holds (and hence I0[ψ] = 0) then by the above result T can be inverted
to produce the time integral ψ(1). In this case, the Newman–Penrose constant I0[ψ
(1)] of ψ(1) is an
obstruction to acting with T−1 on ψ(1), or equivalently, an obstruction to acting with T−2 on 14pi
∫
S2 ψ.
This obstruction is precisely the origin of the coefficient I
(1)
0 in (1.9) and (1.10), that is
I
(1)
0 [ψ] = I0[ψ
(1)].
Note that I
(1)
0 [ψ] is given in terms of the initial data of ψ by (1.11).
Summarizing, we have:
asymptotics for ψ origin of the coefficient
−4I0[ψ] · 1τ2 I0[ψ] 6= 0 unique obstruction to inverting T
8I
(1)
0 [ψ] · 1τ3 I(1)0 [ψ] 6= 0 unique obstruction to inverting T 2
In the case of ERN there are additional obstructions to inverting the time operator
T which cause many subtle difficulties in obtaining the precise late-time asymptotics (see
Sections 4.1 and 5.2).
1.3 Physical importance of extremal black holes
As has already been mentioned in Section 1.1, extremal black holes are of fundamental importance in
general relativity. Let us emphasize that an understanding of the dynamical properties of “exactly”
extremal black holes is relevant also when one is studying the dynamics of “near-extremal” black holes
over large (but finite) time intervals. In this section we provide a list of references which underpin
the intimate connection of extremal black holes with astronomy/astrophysics, high energy physics and
classical general relativity. Results regarding specifically the dynamics of ERN are omitted from this
section since they are discussed in detail in the next two sections.
Observations of (near-)extremal black holes
Astronomical evidence suggests that near-extremal black holes are ubiquitous in the universe. Various
techniques have been developed to analyze the mechanisms for the formation and distribution of near-
extremal black holes [57, 58]. It has been suggested that 70% of the stellar black holes, which have been
formed from the collapse of massive stars, in the universe are near-extremal [59].
Using techniques from X-ray reflection spectroscopy, it has been shown that many supermassive black
holes (whose mass is at least 1 billion times the mass of the sun) are near-extremal [60, 61]. Such black
holes are important for the large scale structure of galaxies and galaxy clusters. Specific near-extremal
supermassive black holes are expected to exist in the center of the MCG–06-30-15 galaxy [62] and the
NGC 3783 galaxy [63]. Moreover, the stellar black hole Cygnus X-1 (part of a black hole binary system in
the Galaxy) has been shown to have a near-extreme value for the spin parameter [64]. Another example
is the stellar black hole GRS 1915+105 [65].
Observational signatures of extremal black holes
Many astronomical conclusions are based on calculations for exactly Kerr spacetimes. However, time
variability might introduce additional observational signatures of extremal black holes, that is features
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in the observations that are characteristic to the dynamics of extremal black holes. The near-horizon
geometry provides a great background for probing such signatures. Such signatures can be divided in two
main categories: gravitational signatures [66–68] and electromagnetic signatures [69–71]. The asymptotics
of the present paper derive a new gravitational signature (see the discussion at the end of Section 1.1).
The physical details will be discussed in upcoming work.
Supersymmetry, holography and quantum gravity
Extremal black holes are often supersymmetric as a consequence of the BPS bound. They have zero
entropy and hence play an important role in understanding black hole thermodynamics and the Hawking
radiation [72]. Quantum considerations of black hole entropy in five-dimensional extremal black holes and
applications in string theory can be found in [73, 74]. One can define a near-horizon limit [75–77] which
yields new solutions to the Einstein equations with conformally invariant properties. These limiting
geometries have been classified in [78–82]. On the other hand, the conformal properties of the near-
horizon geometries allow for a description of quantum gravity via a holographic duality [83–85] and the
study of bodies orbiting near-extremal black holes [86–89].
Uniqueness and classification of extremal black holes
Extremal event horizon enjoy various rigidity properties [90–93]. Global uniqueness results for extremal
black holes in various settings have been obtained in [94–98]. We also refer to interesting examples of
higher dimensional extremal black holes [99].
Extremal black holes as mass minimizers
Extremal black holes saturate geometric inequalities for the total mass, angular momentum and charge
[100–102] at higher dimensions [103–105]. They also saturate quasi-local versions of these inequalities for
the mass, angular momentum and charge contained in the black hole region [106–110].
Quasinormal modes of extremal black holes
Starobinski [111] first investigated the effects of superradiance and extremality. Extensions for quasi-
normal modes of extremal Kerr were obtained in [112] where a sequence of zero damped modes was
computed. Subsequent analysis was presented in [113, 114]. The most precise analysis of quasinormal
modes in extremal Kerr has been presented in [115]. As far as other settings are concerned, rapid modes
for near extremal Reissner–Nordstro¨m–de Sitter spacetimes were discovered in [116] and slow modes on
near-extremal (in fact all sub-extremal) Kerr de Sitter were computed in [117]. Gravitational modes of
the near extremal Kerr geometry were studied in [118].
Extremality and non-linear effects
An intriguing aspect of near-extremal black holes is that they exhibit turbulent gravitational behavior
[119], that is energy is transferred from high frequencies to low frequencies. Non-linear simulations of
formation of binary systems of near-extremal black holes were presented in [120]. Furthermore, numerical
simulations of the evolutions of the Einstein–Maxwell-scalar field system in a neighborhood of extremal
Reissner–Nordstro¨m was studied in [121]. A general theory of evolution of extremal black holes was
developed here [122]. For other non-linear works pertaining to the dynamics of extremal black holes we
refer to [123–125].
1.4 The horizon instability of extremal black holes
The wave equation on ERN in ingoing Eddington–Finkelstein (v, r, θ, ϕ) coordinates takes the form
gψ = D∂r∂rψ + 2∂v∂rψ +
2
r
∂vψ +R∂rψ + /∆ψ = 0, (1.16)
where D(r) =
(
1− Mr
)2
and R(r) = dDdr +
2D
r . Here we denote
/∆ =
1
r2
/∆S2 ,
where /∆S2 is the standard Laplacian on the round unit sphere S
2.
We will review here the decay, non-decay and blow-up results for (1.16) that were established in
[27–29, 126] and describe the “horizon instability of extremal black holes”. We consider smooth initial
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data on a spherically symmetric Cauchy hypersurface Σ0 which crosses the event horizon and terminates
at future null infinity. Recall that the event horizon is the hypersurface given by
H+ = {r = M}.
Let Fτ denote the flow of the stationary Killing vector field T = ∂v and let Στ = Fτ (Σ0).
1.4.1 Conservation laws along the event horizon
Consider the spherical sections Sτ = Στ ∩H+ of the event horizon. Restricting to the spherical mean of
the wave equation (1.16) on the event horizon yields
∂v
(∫
Sτ
(
2∂rψ + 2M
−1ψ
)
M2 dω
)
= 0.
Since ∂v is null and normal to the event horizon H+, it immediately follows that the surface integrals
H0[ψ] := −M
2
4pi
∫
Sτ
∂r(rψ) dω (1.17)
are independent of τ . Here dω = sin θdθdϕ is the volume form of the unit round sphere S2 with ω = (θ, ϕ).
This gives rise to a conservation law along the event horizon. Surprisingly, an analogous conservation
law holds for each projection on the eigenspace of the angular Laplacian. Indeed, it can be shown that
if ψ` denotes the projection of ψ on the eigenspace E` of /∆ with eigenvalue − `(`+1)r2 , then the following
derivative ψ` of order `+ 1 that is transversal to H+,
∂`r
(
r∂r(rψ`)
)
,
is constant along the null generators of the event horizon.
It is important to emphasize that the derivative ∂r is translation-invariant (since [∂r, ∂v] = 0) and
hence the above conservation laws provide highly non-trivial obstructions to decay for all the geometric
quantities associated to a scalar field. Summarizing we have the following:
Hierarchy of conservation laws on ERN: for every fixed angular frequency ` we have a con-
servation law along the event horizon involving exactly the first ` + 1 translation-invariant, transversal
derivatives of the scalar field on the event horizon.
An analogue of this hierarchy for axisymmetric solutions on extremal Kerr was obtained in [32].
Lucietti and Reall [33] generalized this hierarchy for electromagnetic and gravitational perturbations of
extremal Kerr which they used to derive a gravitational instability of extremal Kerr. We remark that
these conservation laws are a feature characteristic to extremal event horizons. Indeed, it was shown
in [127] that non-extremal horizons do not admit conservation laws associated to solutions of the wave
equation. Further extensions of these conservation laws have recently been provided in [128].
1.4.2 The trapping effect on the event horizon
Let N be a translation-invariant future-directed timelike vector field defined globally in the domain of
outer communications up to and including the event horizon. This vector field will be used to measure
the energy Eγ(s) of affinely-parametrized null geodesics γ(s):
Eγ(s) = g
( ·
γ(s), N
)
,
where
·
γ(s) = dγds (s). A key observation is that for sub-extremal black holes the energy Eγ(s) of the null
generators of the event horizon with positive surface gravity κ > 0 decays exponentially in s. On the
other hand, the energy Eγ(s) of the null generators of the event horizon of ERN remains constant for all s.
This is intimately related to the geometric characterization of extremal horizons, namely that the Killing
normal vector field to the event horizon gives rise to an affine foliation of the event horizon. Sbierski [129]
used the Gaussian beam approximation and the above result to show that there are solutions to the wave
equation on ERN that are localized in a neighborhood of H+ with almost constant energy across Στ for
arbitrarily large τ . This result immediately yields an obstruction to proving local integrated estimates
bounding
Γ1[ψ] =
∫ ∞
0
(∫
Στ∩{r≤M+}
|∂ψ|2
)
dτ
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for some arbitrarily small  > 0. Specifically, Sbierski’s result shows that the above integral cannot be
bounded purely in terms of the initial energy of ψ on Σ0. A Morawetz estimate bounding Γ1[ψ] was
established in [126] where it was shown that such an estimate requires
1. the finiteness of a weighted higher-order norm of the initial data, and
2. the vanishing of the conserved charge H0[ψ].
Furthermore, it was shown that for smooth and compactly supported initial data, Γ1[ψ] is infinite if and
only if H0[ψ] 6= 0.
The first requirement above is reminiscent to that of the Morawetz estimates on the photon sphere
which accounts for the high-frequency solutions localized on the trapped null geodesics. On the other
hand, the second requirement is a global (low-frequency) condition on all of the event horizon, that is on
all the null generators of the event horizon. This shows that the event horizon on ERN exhibits a global
trapping effect.
Another characteristic feature of the event horizon on ERN is the following stable higher-order trapping
effect : For generic smooth and compactly supported initial data with support away from the event horizon,
the following higher-order integral
Γk[ψ] =
∫ ∞
0
(∫
Στ∩{r≤M+}
|∂kψ|2
)
dτ
is infinite, for all k ≥ 2.
Bounding the integral in time of the energy flux through Στ is further obstructed by the standard
photon sphere which is an obstruction present for general black hole spacetimes. We refer to [3, 29] for
the details.
1.4.3 Energy and pointwise boundedness and weak decay
An important aspect of ERN is that the Killing vector field T = ∂v is globally causal. That implies
that the conserved energy T -fluxes are non-negative definite. However, since T is null at the horizon, the
T -flux ET [ψ] along Στ degenerates at the horizon. Schematically, we have
ETΣτ [ψ] ∼
∫
Στ
(
1− M
r
)2
· |∂ψ|2 dµΣτ .
Clearly, we have
ETΣτ [ψ] ≤ ETΣ0 [ψ].
The above estimate was also used in [130] where various boundedness results where shown for the wave
equation on ERN away from the event horizon. One can go beyond such boundedness estimates and
derive decay for the T -flux (see [29]):
ETΣτ [ψ] ≤ C ·
1
τ2
· E[ψ]. (1.18)
where E[ψ] is an appropriate weighted higher-order energy norm of the initial data. Using this type of
estimate, it can shown that ψ satisfies the following pointwise decay estimate
|ψ|Στ∩{r≥r0} ≤ Cr0 ·
1
τ
· E[ψ] (1.19)
away from the event horizon r ≥ r0 > M .
To obtain non-degenerate control of ψ and its derivatives along the event horizon, we consider the
energy flux EN [ψ] associated to the timelike vector field N which satisfies the positivity property
ENΣτ [ψ] ∼
∫
Στ
|∂ψ|2 dµΣτ .
It turns out that there is a uniform positive constant C such that (see [28])
ENΣτ [ψ] ≤ C · ENΣ0 [ψ].
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On the other hand, no decay estimate was known for JN . Nonetheless, via an interpolation argument, it
can be shown that ψ does decay along the event horizon:
|ψ|Στ∩H+ ≤ C ·
1
τ
3
5
· E[ψ] (1.20)
The decay estimates (1.19), (1.20) were the only decay rates that had been proved rigorously for scalar
fields ψ on ERN. In this paper, we derive the sharp rates (upper and lower bounds); in fact we derive
the precise late-time asymptotics for ψ. See Section 3.
1.4.4 Energy and pointwise blow-up
As we shall see, the decay rates in (1.19), (1.20) are not sharp. However, they do suggest that the
decay rate of ψ along the event horizon is slower than the decay rate of ψ away from the horizon. This
statement, which rigorously follows from the main results of the present paper, is a precursor of the
horizon instability of ERN. Recall that with respect to the spherical sections Sτ of H+, the spherical
means − 14pi
∫
Sτ
(
∂rψ +M
−1ψ
)
dω are conserved. On the other hand, for generic initial data on Σ0 we
have − 14pi
∫
S0
(
∂rψ +M
−1ψ
)
dω = 1M3H0[ψ] 6= 0. Hence, in view of the estimate (1.20), we conclude the
following
Non-decay: generically, the spherical mean of the transversal derivative − 14piM2
∫
Sτ
∂rψ does not
decay along the event horizon of ERN. In fact,
− 1
4pi
∫
Sτ
∂rψ dω → 1
M3
H0[ψ], as τ →∞.
The non-decaying transversal derivative along the event horizon accounts for the different decay rates of
ψ on and away from the horizon H+. On the other hand, it can be shown that ∂rψ decays along the
hypersurfaces {r = r0 > M} away from the event horizon H+. It was observed in [30] that the above
non-decay result implies that the component Trr[ψ] of the energy-momentum tensor of the scalar field ψ
does not decay along H+. In fact, we have
1
4pi
∫
Sτ
Trr[ψ] dω → 1
M6
(H0[ψ])
2
.
Since, Trr[ψ] is related to the energy density measured by an observer crossing H+, the authors of [30]
concluded that the conserved charge H0[ψ] might be thought of as “hair” of the extremal event horizon.
It is important to remark that the results of the present paper yield a new way in potentially measuring
this hair from observations along null infinity. See Section 3.
By acting with ∂r on the wave equation (1.16), restricting on the event horizon and using the previous
results we conclude the following:
Blow-up: the spherical mean of higher-order transversal derivatives − 14pi
∫
Sτ
∂krψ dω with k ≥ 2
generically blows up along the event horizon of ERN. In fact,
1
4pi
∫
Sτ
|∂krψ| dω ≥ ck ·H0[ψ] · τk−1, as τ →∞.
Furthermore, the following higher-order energy blow-up result generically holds (see [29]):
ENΣτ [Nkψ]→∞
for all k ≥ 1 as τ →∞.
We remark that an extension of the above instabilities to linearized electromagnetic and gravitational
perturbations of ERN was presented in [30] and [39]. Nonlinear extensions have been presented in
[121, 123, 125, 131, 132]. For higher-dimensional extensions we refer to [133, 134]. For a more detailed
discussion of works in the physics literature, see the next section.
1.5 Physics literature on the dynamics of extremal Reissner–Nordstro¨m
In this section we present results in the physics literature which concern the late-time asymptotics for
ERN.
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1.5.1 The Blaksley–Burko asymptotic analysis
The first work on asymptotics of scalar fields on ERN goes back to 1972 when Bicˇa´k suggested in [135]
that scalar fields ψ` on ERN with non-vanishing Newman–Penrose constant and with angular frequency `
decay with the rate 1
t`+2
. However, this result was shown to be false in 2007 when Blaksley and Burko [36]
performed a more accurate heuristic and numerical analysis. Their work considered the following two
types of initial data (see Section 1.1 for the relevant definition):
• Type I: horizon-penetrating and null-infinity-extending,
• Type II: Supported away from the horizon and compactly supported.
Define µ ∈ {0, 1} such that µ = 0 for data of Type I and µ = 1 for data of type II. The authors argued
that the sharp decay rates for the scalar field are the following:
• Away H+ and I+: |ψ`|r=r0>M decays like 1τ2`+2+µ ,
• On H+: |ψ`|H+ decays like 1τ`+1+µ ,
• On I+: |rψ`|I+ decays like 1τ`+1+µ .
Reference [36] did not obtain the precise late-time asymptotics in the above two cases. Moreover, [36]
did not study other types of initial data, and in particular, did not study horizon-penetrating compactly
supported initial data.
1.5.2 The Lucietti–Murata–Reall–Tanahashi asymptotic analysis
The asymptotic analysis of Lucietti–Murata–Reall–Tanahashi [30] was the first work to numerically inves-
tigate the precise late-time asymptotics for scalar fields on ERN. The present paper is highly motivated
by [30].
A major result of the numerical analysis of [30] is the following precise late-time asymptotic behavior
of scalar fields with compactly supported initial data
M · ψ|H+ ∼ 2H0[ψ] · 1τ + 4MH0[ψ] ·
log τ
τ2
, as τ →∞. (1.21)
Furthermore, the authors suggested, using a near-horizon calculation, that the following precise late-time
asymptotic behavior off the horizon along r = r0 > M holds:
ψ|{r=r0} ∼
4M
r0 −MH0[ψ] ·
1
τ2
, as τ →∞. (1.22)
Moreover, the authors, extrapolating from numerical simulations for the ` = 1, 2 angular frequencies,
suggested the following sharp rate off the horizon along r = r0 > M
|ψ`|{r=r0} decays like
1
τ2`+2
. (1.23)
On the other hand, the numerics of [30] suggested the following asymptotic expression in the case of data
with H0[ψ] = 0
ψ|H+ ∼ C0τ2 , as τ →∞. (1.24)
However, the following points were not addressed in [30]:
• The constant C0 in (1.24) was not explicitly computed in terms of the initial data.
• The precise asymptotic estimate (1.21) was only obtained for compactly supported data, and not,
in particular, for data with non-vanishing Newman–Penrose constant.
• The asymptotics of the radiation field rψI+ along the null infinity I+ were not investigated (in the
H0[ψ] 6= 0 case).
In the present paper, we address all the above issues (see Section 3).
Another important question that was first raised and investigated in [30] is whether one can trigger
the horizon instability using ingoing radiation; that is, using perturbations which are initially supported
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away from the event horizon and hence necessarily satisfy H0[ψ] = 0. The authors found the following
stability results
|ψ|H+ → 0, |∂rψ|H+ → 0 : along H+,
and uncovered the following (generic) instability behavior
|∂2rψ|H+ 9 0 |∂3rψ|H+ →∞ : along H+.
This instability behavior, which has also been discussed in [136], was subsequently rigorously proved
in [137].
Reference [30] also investigated the late-time behavior of massive scalar fields which solve gψ = m2ψ.
For such massive fields it is widely believed that the late-time behavior is dominated by the ω = ±m
frequencies (instead of the ω = 0 frequency for massless fields on sub-extremal black holes) which results in
a damped oscillatory late-time behavior. In particular, massive fields and all their derivatives are expected
to decay like τ−
5
6 in the domain of outer communications (up to and including the event horizon) of a
sub-extremal black hole. The results of [30] suggest that this remains true on ERN backgrounds off
the horizon (a result that had also been seen in [138]). On the other hand, [30] found that the horizon
instability persists for a discrete set of masses m2. Specifically, if (mM)2 = n(n + 1) then the authors
argued that
|∂n+1r ψ|H+ 9 0 |∂n+2r ψ|H+ →∞ : along H+.
More generally, the numerical analysis of [121] suggests the following asymptotic behavior for general
masses m2:
∂krψ behaves like τ
k− 12−
√
(mM)2+ 14 ,
for all k ≥ 0. A rigorous proof of the above statements for massive fields remains open.
1.5.3 The Ori–Sela asymptotic analysis
Ori [37] and Sela [38] used the conservation laws that hold for each fixed angular frequency ` (see Section
1.4.1) to heuristically obtain the precise late-time asymptotics of ψ` for horizon-penetrating compactly
supported initial data. Specifically, they found that along r = r0 > M away from the horizon the
following holds:
ψ`|{r=r0} ∼ (−4)`+1eM3`+2
r
(r −M)`+1 ·
1
τ2`+2
, as τ →∞,
where e is an explicit expression of the conserved charge H`[ψ`] for ψ`. Hence, the above result improves
the statement (1.23) of [30].
Furthermore, Ori and Sela derived the precise late-time asymptotics of ψ` along the horizon
ψ`|H+ ∼ e(−M)`+1 · 1τ `+1 , as τ →∞,
where e is as above. The recent Fourier based work of Bhattacharjee et al [139] supported the validity of
the above asymptotics.
On the other hand, no asymptotic estimate was derived for the radiation field rψ`|I+ along null
infinity. Furthermore, the authors did not obtain precise late-time asymptotics in the case where the
initial data are supported away from the event horizon and did not provide an explicit expression for the
constant C0 that appears in the asymptotic statement (1.24).
Sela [39] subsequently used the decay rates obtained in [37,38] in order to obtain decay rates for the
coupled electromagnetic and gravitational system for ERN.
1.5.4 The Murata–Reall–Tanahashi spacetimes
In a very beautiful work [121], Murata, Reall and Tanahashi studied numerically the fully non-linear
evolution of the horizon instability of ERN. Specifically, the authors of [121] investigated perturbations
of ERN in the context of the Cauchy problem for the spherically symmetric Einstein–Maxwell-(massless)
scalar field system. The authors studied various types of perturbations and obtained a great number of
results, all of which are consistent with the linear theory described in the previous sections. We will next
provide a more detailed summary of their results. It is important to remark that a rigorous treatment of
this system remains a (very interesting) open problem.
The initial data on a Cauchy hypersurface Σ0 for the spherically symmetric Einstein–Maxwell-scalar
field system are completely determined (modulo gauge fixing) by the value of the initial Bondi mass M ,
the conserved charge e > 0 and the profile of the scalar field ψ on Σ0. Note that ERN corresponds to
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data for which M = e and ψ is trivial on Σ0. The authors of [121] considered compactly supported scalar
fields ψ of size  > 0
max
Σ0
|ψ| = .
The authors considered the following three types of perturbations of ERN:
Type I: First-order mass perturbation M = e+O().
This is the “largest” of three types of perturbations. An open neighborhood Otrap of the initial hy-
persurface Σ0 contains trapped surfaces. The evolved spacetime contains a complete null infinity and
a well-defined black hole region bounded by a smooth event horizon H+. In fact, the spacetime con-
verges asymptotically in time to a sub-extremal RN background with surface gravity κ = O(
√
), which,
in particular, implies that ψ and all higher-order tranvsersal derivatives ∂krψ decay along H+. On the
other hand, the proximity to ERN on the initial hypersurface creates non-trivial effects at initial times,
and more specifically at the time scale τ ∈
[
0, 1√

]
. During this time scale, the third-order transversal
derivative ∂3rψ grows along the event horizon H+, reaches a maximum value and then starts decaying.
The crucial observation of Murata, Reall and Tanahashi is that
max
H+
∂3rψ ∼
H0[ψ0]
κ1
,
where ψ0 is the linearization (in ) of the scalar field ψ, H0 is the conserved charged on exactly ERN and
κ1 is the linearization (in ) of the square of the surface gravity κ
2. The above clearly implies that for
these kinds of perturbations
max
H+
∂3rψ 9 0 as → 0.
In other words, even though the size of the initial perturbation goes to zero (as  → 0), the maximum
size of higher-order derivatives of the scalar fields does not go to zero. This may be interpreted as a
remnant of the horizon instability in the non-linear theory. We will see below that the situation gets
more dramatic when we consider “smaller” perturbations of ERN.
Type II: Second-order mass perturbation M = e+O
(
2
)
.
In view of the fact that ERN does not contain trapped surfaces, one would like to consider pertur-
bations which do not contain trapped surfaces on the initial hypersurface. In order to achieve this, one
needs to reduce the size of the initial Bondi mass M so that the region Otrap of trapped surfaces on
Σ0 reduces to a single surface, namely a marginally trapped surface. This leads to a second-order mass
perturbation for which M = e + O
(
2
)
. According to [121], the evolved spacetime converges asymp-
totically in time to a sub-extremal RN background with surface gravity κ = O(), which again implies
that ψ and all higher-order transversal derivatives ∂krψ decay along H+. In this case, the proximity to
ERN on the initial hypersurface creates non-trivial effects at the time scale τ ∈ [0, 1 ] during which the
second-order transversal derivative ∂2rψ grows along the event horizon H+ reaching a maximum value
and then decaying to zero. In fact, the authors calculated
max
H+
∂2rψ ∼
H0[ψ0]
κ0
,
where ψ0 is the linearization (in ) of the scalar field ψ, H0 is the conserved charged on exactly ERN and
κ0 is the linearization (in ) of the surface gravity κ. The above clearly implies that for these kinds of
perturbations
max
H+
∂2rψ 9 0 as → 0.
Once again, we see that the horizon instability is present in the non-linear theory.
Type III: Fine-tuned perturbations M = M∗(e, )
In the above two cases, the evolved spacetimes converged to sub-extremal RN. In particular, they
contained trapped surfaces. The third type of perturbation that was studied by Murata, Reall and
Tanahashi treats the case where the evolved spacetime has a regular black hole region but does not
have any trapped surfaces and hence has properties which are reminiscent of ERN. For this reason, in
fact, the authors called these spacetimes dynamically extremal.5 In order to numerically construct such
spacetimes, the authors considered even smaller fine-tuned values M∗(e, ) of M compared to the case
above. We remark that it is conjectured that for initial masses which are less than M∗(e, ) the evolved
5See also Section 4.3 for a further discussion on the interior of dynamical extremal black holes.
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spacetimes contain naked singularities. Returning the case where the initial mass is exactly equal to
M∗(e, ), the corresponding spacetime has a black hole region and converges to ERN outside the event
horizon. However, on the event horizon, the instability kicks in:
|∂rψ|9 0 |∂r∂rψ| → ∞ : along H+
for each of these fine-tuned perturbations of ERN. This suggests that dynamically extremal black holes
exhibit a non-linear version of the horizon instability.
See also Section 4.3 for the dynamics of the interior of ERN.
1.5.5 Addendum: The Casals–Gralla–Zimmerman work on extremal Kerr
One of the major open problems in black hole dynamics is to derive the precise late-time asymptotic
behavior of general smooth solutions to the wave equation on extremal Kerr (EK) backgrounds. According
to [32, 33, 140], axisymmetric fields on EK exhibit exactly the same horizon instability as discussed in
Section 1.4. For non-axisymmetric scalar fields on EK, however, the horizon instability is significantly
amplified. Andersson and Glampedakis [113], following earlier work of Detweiler [112], argued that
the dominant temporal frequencies ω for scalar fields ψm with fixed azimuthal frequencies m occur for
ω ∼ 12Mm, instead of ω ∼ 0 in other settings. Specifically, [113] suggested that away from horizon on
r = r0 > M the following sharp rate holds:
|ψm|{r=r0} decays like
1
τ
. (1.25)
Important subsequent studies of the distribution of quasinormal modes on EK were presented in [115,141]
and their findings are consistent with (1.25).
Casals, Gralla and Zimmerman [40] were the first to derive the late-time asymptotics along the
event horizon for ψm. Their semi-analytic work, which is based on the mode decomposition method of
Leaver [42], yielded the following asymptotic behavior along the horizon
|ψm|H+ decays like 1√
τ
. (1.26)
Reference [40] considered initial data which are compactly supported and supported away from the event
horizon (and hence they are not horizon-penetrating). Clearly, the rate of (1.26) is much slower than the
sharp decay rates in all other previously discussed settings. Moreover, Casals, Gralla and Zimmerman
argued that the instability is further amplified for the first-order transversal to H+ derivative
|∂rψm|H+ behaves like
√
τ . (1.27)
In other words, the results in [40] suggest that for data supported away from the horizon the first-order
derivative grows along the horizon. One would naturally expect that the growth is even more severe
in the case where the initial data are horizon-penetrating. However, Hadar and Reall [132] performed a
near-horizon analysis which indicates that (1.26) and (1.27) (surprisingly!) hold also for scalar fields with
horizon-penetrating data. Zimmerman [142] obtained the same rates as (1.26) and (1.27) for charged
perturbations on ERN. Further extensions have been provided in [31,143,144]. A numerical confirmation
of (1.26) and (1.27), as well as stability results for curvature scalars, was presented by Burko and Khanna
[145]. Further extensions to supersymmetric quantum mechanics were presented in [146].
Proving rigorously (1.25), (1.26) and (1.27) remains an open problem. We also remark that precise
late-time asymptotics for ψm on EK are not known. Moreover, even the basic boundedness statement
for general solutions
ψ =
∞∑
m=0
ψm
is completely open.
1.6 Outline of the paper
The geometry of ERN along is presented in Section 2. The types of initial data for the wave equation
that we will consider are introduced in Section 2.3. A non-technical summary of our results and various
applications are presented in Sections 3 and 4, respectively. The main theorems and an overview of the
ideas of the proofs can be found in Section 5. The weighted hierarchies are derived in Sections 6 and 7
and pointwise and energy decay results are obtained in Section 8. The precise late-time asymptotics are
derived in Sections 9–13.
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2 The geometry of ERN
2.1 The ERN metric
The extremal Reissner–Nordstro¨m spacetimes (MM , gM ), M > 0, are given by the following manifold-
with-boundary
MM = R× [M,∞)× S2,
equipped with the coordinate chart (v, r, θ, ϕ), where v ∈ R, r ∈ [M,∞) and (θ, ϕ) is the standard
spherical coordinate chart on the round 2-sphere S2. and the following Lorentzian metric
gM = −D(r)dv2 + 2dvdr + r2(dθ2 + sin2 θdϕ2),
where
D(r) = (1−Mr−1)2.
We denote the future event horizon as the boundary H+ = ∂MM = {r = M}. We will also denote
T := ∂v, Y := ∂r.
Note that Y is transversal to the event horizon. For ERN we have
∇TT = 0
on the event horizon. This means that H+ has vanishing surface gravity in ERN.
We next introduce the tortoise coordinate r∗ by
r∗(r) = r −M −M2(r −M)−1 + 2M log
(
r −M
M
)
.
The double null coordinate chart (u, v, θ, ϕ) in the manifold M˚ :=M\ ∂M , is given by
u = v − 2r∗(r).
with u, v ∈ R. In double null coordinates, the extremal Reissner–Nordstro¨m metric can be expressed as
gM = −D(r)dudv + r2(dθ2 + sin2 θdϕ2).
If we consider the vector fields
L := ∂v and L = ∂u,
with respect to the double null coordinates (u, v, θ, ϕ), then we have the relations
L = ∂v +
1
2
D∂r, L = −1
2
D∂r.
Finally, we define t = (u + v)/2 and introduce the coordinate system (t, r∗, θ, ϕ) with respect to which
the metric takes the form
gM = −D(r)dt2 +D(r)d(r∗)2 + r2(dθ2 + sin2 θdϕ2).
Note that the vector field T := ∂t is Killing and timelike everywhere away from the event horizon.
The null hypersurfaces Cτ = {u = τ} terminate in the future (as r, v → ∞) at future null infinity
I+. We will occasionally use the notation vr0(u′), with r0 > M , to indicate the value of the v coordinate
along the hypersurface {r = r0} at u = u′, and similarly, ur0(v′) to indicate the value of the u coordinate
along the hypersurface {r = r0} at v = v′.
We use the notation /∇S2 for the covariant derivative with respect to the metric of the unit round
2-sphere and /∆S2 for the corresponding Laplacian.
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We will also use the following “big O notation” with respect to u, v and r. We use the notation
Ok(r
−l) to indicate functions f on (a subset of) MM that satisfy the behavior |Y kf | ≤ Cr−`−k, where
C > 0 is a constant that is independent of f and k ∈ N0, l ∈ Z. Similarly, we use the notation Ok(u−l)
and Ok(v
−l) when |Lkf | ≤ Cu−`−k and |Lkf | ≤ Cv−`−k, respectively. Finally, we will also employ the
notations Ok((v−u)−l) and Ok((u− v)−l) to group functions f that satisfy, for k1 + k2 = k, k1, k2 ∈ N0,
|Lk1Lk2f | ≤ C|v−u|−`−k and |Lk1Lk2f | ≤ C|u−v|−`−k, respectively. When k = 0 in the above notation,
we will omit the subscript in Ok.
2.2 The spacelike-null foliation
Let Σ0 be a spherically symmetric hypersurface which crosses the event horizon and terminates at null
infinity:
Σ0 := {v = vΣ0(r)},
where vΣ0 : [M,∞)→ R is a function defined as follows
vΣ0(r) = vmin +
∫ r
M
h(r′) dr′, (2.1)
where we take vmin ∈ R+ to be a constant and h : [M,∞)→ R≥0 is a non-negative function satisfying
0 ≤ 2D−1(r)− h(r) = O(r−1−η),
for some constant η > 0. We will take vΣ0(r) to be monotonically increasing function. Moreover,
uΣ0(r) := u|Σ0(r) = vΣ0(r) − 2r∗(r) satisfies duΣ0dr = h(r) − 2D−1(r) ≤ 0, so uΣ0(r) is a monotonically
decreasing function. For convenience, we will assume that Σ0 satisfies the following symmetry condition:
(t, r∗) ∈ Σ0 =⇒ (t,−r∗) ∈ Σ0.
This condition is here imposed only for convenience because it simplifies the expressions of various new
quantities that we introduce in this paper; our results apply for general initial hypersurfaces Σ0 as well.
An important example of such a hypersurface is defined as follows: Let M < rH < 2M and rI > 2M
such that r∗(rH) = −r∗(rI). Then we may further assume that
Σ0 ∩ {r ≤ rH} =NH0 := {v = v0} ∩ {r ≤ rH},
Σ0 ∩ {r ≥ rI} =NI0 := {u = u0} ∩ {r ≥ rI},
with u0, v0 > 0.
Let Fτ denote the flow of the stationary vector field T where the time function τ : J
+(Σ0)→ R≥0 is
defined as follows
τ |Σ0 = 0,
T (τ) = 1.
Note that for all τ ≥ 1 we have
τ ∼ v for r ≤ rH, τ ∼ v ∼ u for rH ≤ r ≤ rI , τ ∼ u for r ≥ rI .
We define the following foliation of the future R = J+(Σ0) of Σ0:
R = ∪τ≥0Στ = Fτ (Σ0);
see Figure 6.
We use the notations dµΣτ and dµτ to indicate the natural volume form on Στ with respect to the
induced metric, where on the null parts NHτ and N Iτ we take this volume form to be r2dωdu and r2dωdv,
respectively, where dω = sin θdθdϕ. Similarly, we denote the normal vector field to Στ with nΣτ and nτ ,
where we take the normal to NHτ and N Iτ to be L and L, respectively.
18
Figure 6: The spacelike-null foliation Στ .
It will be useful to moreover introduce the following corresponding partition of the spacetime region
R:
R = AH ∪ B ∪ AI ,
where
AH := R∩ {r ≥ rH}, B := R∩ {rH < r < rI}, AI := R∩ {r ≤ rI};
see Figure 7.
Figure 7: The regions AH,B and AI .
2.3 Cauchy data of Type A, B, C and D.
Recall that ERN admits two independent conserved charges: 1) the horizon charge6 H0[ψ] given by (1.17),
and 2) the Newman–Penrose constant I0[ψ] at null infinity given by (1.12). It is important to emphasize
that the values of H0[ψ] and I0[ψ] depend only on the initial data of ψ at the event horizon H+ and
at null infinity I+, respectively. Hence, compactly supported initial data necessarily satisfy I0[ψ] = 0
whereas data for which I0[ψ] 6= 0 are necessarily not compactly supported. Similarly, data supported
away from the horizon necessarily satisfy H0[ψ] = 0. Recall Definition 1.1 according to which data which
satisfy H0[ψ] 6= 0 are called horizon-penetrating. We also introduce the following
Definition 2.1. Initial data on a Cauchy hypersurface Σ0 are called null-infinity-extending if the
Newman–Penrose constant I0[ψ] 6= 0.
We distinguish the following four types of initial data
Type A: Compactly supported data but horizon-penetrating.
These data should be thought of as local data in the sense that they reflect perturbations in a
neighborhood of the event horizon.
6The importance of the horizon charge H0[ψ] for the dynamics of ERN has been discussed in Section 1.4.
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Type B: Compactly supported data that is supported away from the event horizon.
These data correspond to compact perturbations from afar, that is away from the event horizon.
Type C: Null-infinity-extending and horizon-penetrating data.
These data correspond to global perturbations with non-trivial support across the whole initial hy-
persurface Σ0. In the physics literature, such data are said to have an “initial static moment”.
Type D: Null-infinity-extending but supported away from the horizon data.
These data correspond to perturbations from afar extending all the way to null infinity.
In summary we have the following table:
Data H0 I0
Type A 6= 0 = 0
Type B = 0 = 0
Type C 6= 0 6= 0
Type D = 0 6= 0
Table 1: Types of initial data and the associated conserved charges H0, I0.
As we shall see, each of these types requires a separate treatment and exhibits different asymptotic
behavior.
3 A first version of the main results
In this section we will present the main theorems of the present paper. We will first present a non-
technical version of the results and then in Section 4 various applications of our results. Finally we will
present the rigorous statements of the main theorems in Section 5.
We first introduce the notion of a new horizon charge which plays a fundamental role our study of
the dynamics of ERN.
3.1 The new horizon charge H
(1)
0 [ψ]
We introduce the dual scalar field ψ˜ of ψ as follows
ψ˜(t, r∗, θ, φ) =
M
r −Mψ(t,−r
∗, θ, φ). (3.1)
First observe that duality is self-inverse:
˜˜
ψ = ψ. Furthermore, ψ satisfies the wave equation (1.1)
if and only if its dual ψ˜ satisfies (1.1). This duality is motivated by the Couch–Torrence conformal
symmetry [147] of ERN. References [33, 136] showed that this duality can be used to relate the horizon
charge with the Newman–Penrose constant as follows:
H0[ψ] = I0[ψ˜].
If the Newman–Penrose constant vanishes I0[ψ] = 0 then the following expression
I
(1)
0 [ψ] =
M
4pi
∫
Σ0∩H+
ψr2dω+ lim
r0→∞
(
M
4pi
∫
Σ0∩{r≤r0}
nΣ0(ψ)dµΣ0 +
M
4pi
∫
Σ0∩{r=r0}
(
ψ − 2
M
r∂v(rψ)
)
r2dω
)
,
(3.2)
is finite and conserved7. See the discussion in Section 1.2 and for more details in [25]. We refer to I
(1)
0 [ψ]
as the time-inverted Newman–Penrose constant. Note that I
(1)
0 [ψ] is only defined for initial data of type
A and B.
In the case where H0[ψ] = 0 we introduce the following quantity
H
(1)
0 [ψ] = I
(1)
0 [ψ˜]. (3.3)
7that is, it is independent of the choice of the hypersurface Σ0.
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We will refer to H
(1)
0 [ψ] as the time-inverted horizon charge. Clearly, H
(1)
0 [ψ] is only defined for initial
data of Type B and D.
For a discussion on the geometric importance of the constants H
(1)
0 [ψ] and I
(1)
0 [ψ] and their role in
the analysis of the present paper see Section 4.1.
3.2 The late-time asymptotics
We rigorously derive the late-time asymptotics solutions to the wave equation (1.1) on ERN. We next
summarize our results.
3.2.1 Asymptotics for Type C perturbations
We first consider global perturbations of Type C. These perturbations satisfy H0 6= 0 and I0 6= 0.
Recall from Section 1.5 that the heuristic and numerical work [36] argued that the decay rate of rψ is
τ−1, τ−2 or τ−1 along H+, {r = r0} and I+, respectively. However, precise late-time asymptotics for
this type of perturbations were not known. The non-vanishing of the conserved constants H0 and I0
might seem to suggest that they appear in a potentially complicated way in the asymptotics for ψ. In
fact, [30] conjectured that both H0 and I0 appear in the asymptotics of ψ along the event horizon H+.
In this paper, we derive and rigorously prove the precise late-time asymptotics for scalar perturbations
of Type C. We falsify the above conjecture by showing that the asymptotics along the event horizon are
independent of the Newman–Penrose constant I0:
rψ|H+ ∼ 2H0[ψ] · 1τ + 4MH0[ψ] ·
log τ
τ2
as τ →∞. (3.4)
On the other hand, we show that both constants H0 and I0 appear in the leading-order terms for the
late-time asymptotics of ψ|{r=r0} along r = r0 hypersurfaces away from the event horizon (r0 > M):
ψ|{r=r0} ∼
(
4I0[ψ] +
4M
r −MH0[ψ]
)
· 1
τ2
as τ →∞. (3.5)
The proof of (3.5) is particularly subtle since both the horizon region and the null infinity region contribute
to the asympotics of ψ|{r=r0} via the constants H0 and I0, respectively. This is in stark contrast with
the sub-extremal case (see Section 1.2) where the dominant terms originate only from the null infinity
region. Note that the term 4Mr−M in front of H0 is itself a static solution on ERN. We remark that in
order to show the asymptotics (3.5), we need to derive first the asymptotics for the radial derivative8
∂ρψ of ψ along Σ0:
∂ρψ|{r=r0} ∼ −
4M
(r −M)2H0[ψ] ·
1
τ2
as τ →∞. (3.6)
The crucial insight of (3.6) is that the leading-order asymptotics of ∂ρψ|{r=r0} are independent of I0 for
all values of r0 > M ! This is somewhat surprising; it shows that, from the point of view of the derivative
∂ρψ, the event horizon is, in a sense, more relevant than null infinity. Furthermore, note that the decay
rate of ∂ρψ|{r=r0} is only τ−2 which is equal to the decay rate of ψ|{r=r0}. This is again in stark contrast
with the sub-extremal case where ∂ρψ|{r=r0} decays like τ−3.
We obtain the following asymptotics along null infinity I+:
rψ|I+ ∼ 2I0[ψ] · 1τ + 4MI0[ψ] ·
log τ
τ2
as τ →∞. (3.7)
Note that these asymptotics are independent of the horizon charge H0.
3.2.2 Asymptotics for Type A perturbations
We next consider local horizon-penetrating perturbations of Type A. These perturbations, which satisfy
H0 6= 0 and I0 = 0, are the most physically relevant since they represent local perturbations of ERN. In
the physics literature, they are said to desribe outgoing radiation.
The asymptotics (3.4) along H+, and (3.5) and (3.6) along {r = r0} hold in this case as well, where in
(3.5) we have to use that I0 = 0. On the other hand, the asymptotics along null infinity for the radiation
field rψI+ cannot be read off from (3.7). In this case, we derive the following asymptotics
rψ|I+ ∼
(
4MH0[ψ]− 2I(1)0 [ψ]
)
· 1
τ2
as τ →∞. (3.8)
8with respect to the coordinate system (ρ = r, θ, ϕ) on Σ0
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Here I
(1)
0 is the time-inverted Newman–Penrose constant given by (3.2). We observe that for Type A
perturbations the dominant term in the asymptotics of the radiation field rψ|I+ contains the horizon
charge H0. Such perturbations exhibit the full horizon instability
∂rψ|H+ ∼ − 1M3H0[ψ], ∂
2
rψ|H+ ∼
1
M5
H0[ψ] · τ : along H+, (3.9)
with respect to (v, r) coordinates, the origin of which is the charge H0 (see Section 1.4 for a review).
Therefore, the precise asymptotics (3.8) yield a way to potentially measure the horizon charge H0 and
hence detect the horizon instability of extremal black holes from observations in the far away radiation
region.
3.2.3 Asymptotics for Type B perturbations
Perturbations of Type B consititute another very important class of physically relevant perturbations.
Such perturbations are initially compactly supported and supported away from the horizon and hence
satisfy H0 = 0 and I0 = 0. They represent local perturbations from afar. In the physics literature,
such perturbations are said to describe ingoing radiation.
Recall from Section 1.5.2 that Lucietti–Murata–Reall–Tanahashi [30] numerically demonstrated that
such perturbations exhibit a weaker version of the horizon instability, namely
|ψ|H+ → 0, |∂rψ|H+ → 0, |∂2rψ|H+ 9 0 |∂3rψ|H+ →∞ : along H+. (3.10)
Perturbations of Type B which exhibit the above behavior where rigorously constructed in [137]. However,
[137] did not provide a necessary and sufficient condition for perturbations of Type B so that (3.10) holds.
In this paper, we provide an answer to this question. In fact, we provide the precise late-time asymptotics
for all perturbations of Type B.
Recall that the horizon chargeH
(1)
0 [ψ] given by (3.3) which is well-defined for all Type B perturbations.
We prove that the weak horizon instability (3.10) holds if and only if H
(1)
0 [ψ] 6= 0. Specifically,
∂2rψ ∼
1
M5
H
(1)
0 [ψ], ∂
3
rψ ∼ −
3
M7
H
(1)
0 [ψ] · τ as τ →∞. (3.11)
Furthermore, we prove that H
(1)
0 [ψ] determines the leading-order asymptotics along the event horizon
rψ|H+ ∼ −2H(1)0 [ψ] ·
1
τ2
− 8MH(1)0 [ψ] ·
log τ
τ3
as τ →∞. (3.12)
On the other hand, the asymptotics of the radiation field depend only on the value of the time-inverted
Newman–Penrose constant I
(1)
0 :
rψ|I+ ∼ −2I(1)0 [ψ] ·
1
τ2
− 8MI(1)0 [ψ] ·
log τ
τ3
as τ →∞. (3.13)
Finally, the asymptotics along {r = r0} depend on the value of both constants H(1)0 [ψ] and I(1)0 [ψ]:
ψ|{r=r0} ∼ −8
(
I
(1)
0 [ψ] +
M
r −MH
(1)
0 [ψ]
)
· 1
τ3
as τ →∞. (3.14)
Note the decay rate of (3.14) agrees with the decay rate of (1.9) for Schwarzschild spacetimes. However,
in constrast to Schwarzschild, the coefficient of the asymptotic term in (3.14) depends additionally on
the new horizon charge H
(1)
0 [ψ].
3.2.4 Asymptotics for Type D perturbations
We conclude our discussion with a brief discussion about the asymptotics of Type D perturbations.
These are non-compact pertrubations supported away from the event horizon. They satisfy H0 = 0
and I0 6= 0. Such perturbations have a well-defined H(1)0 . Our first result for this case shows that the
radiation field rψ|I+ and the scalar field ψ|{r=r0} “see” to leading order only I0:
rψ|I+ ∼ 2I0[ψ] · 1τ , ψ|{r=r0} ∼ 4I0[ψ] ·
1
τ2
as τ →∞.
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On the other hand, the asymptotics along H+ to leading order to depend on both I0 and the horizon
charge H
(1)
0 :
rψ|H+ ∼
(
4MI0 − 2H(1)0 [ψ]
)
· 1
τ2
as τ →∞.
Type D perturbations exhibit the weak version of the horizon instability. In this context, it is important
to remark that even though the asymptotic terms along the event horizon contain both I0 and H
(1)
0 ,
the source of the horizon instability in this case originates purely from the horizon charge H
(1)
0 . In
fact, the exact non-decay and blow-up along the event horizon results given by (3.11) hold for Type D
perturbations as well. In contrast to Type A perturbations, the derivative ∂rψ decays faster than ψ away
from the horizon:
∂rψ|{r=r0} ∼
(
8M
(r −M)2 ·H
(1)
0 [ψ] +
8(r2 −M2)
(r −M)2 · I0[ψ]
)
· τ−3.
The precise asymptotic expression, as above, is derived here for the first time in the literature.
3.2.5 Summary of the asymptotics
We summarize our findings in the table below
Asymptotics
Data rψ|H+ ψ|{r=r0} rψ|I+
Type A 2H0 · τ−1 4Mr−MH0 · τ−2
(
4MH0 − 2I(1)0
)
· τ−2
Type B −2H(1)0 · τ−2 −8
(
I
(1)
0 +
M
r−MH
(1)
0
)
· τ−3 −2I(1)0 · τ−2
Type C 2H0 · τ−1 4
(
I0 +
M
r−MH0
)
· τ−2 2I0 · τ−1
Type D
(
4MI0 − 2H(1)0
)
· τ−2 4I0 · τ−2 2I0 · τ−1
Table 2: The asymptotics for ψ along H+, {r = r0} and I+ for data of Type A, B, C, and D.
We remark that we in fact derive the asymptotics for T kψ for all k ≥ 0. The relevant asymptotic
expressions can be found by taking the ∂
k
∂τk
derivative of the expressions in Table 2. Furthermore, we
derive the following asymptotics for the transveral derivative ∂rψ:
Asymptotics
Data ∂rψ|H+ ∂rψ|{r=r0}
Type A − 1M3 ·H0 − 4M(r−M)2 ·H0[ψ] · τ−2
Type B 2M2 ·H(1)0 · τ−2 8M(r−M)2 ·H(1)0 [ψ] · τ−3
Type C − 1M3 ·H0 − 4M(r−M)2 ·H0[ψ] · τ−2
Type D 2M2 ·H(1)0 · τ−2
(
8M
(r−M)2 ·H(1)0 + 8(r
2−M2)
(r−M)2 · I0
)
· τ−3
Table 3: The asymptotics for ∂rψ on and away from the event horizon
At the horizon, we have the following asymptotics for the higher order transversal derivatives ∂krψ
revealing the strong horizon instability for Type A and C and the weak horizon instability for Type B
and D.
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Asymptotics
Data ∂rψ|H+ ∂2rψ|H+ ∂3rψ|H+ ∂krψ|H+ , k ≥ 2
Type A − 1M3 ·H0 1M5 ·H0 · τ − 32M7 ·H0 · τ2 ck ·H0 · τk−1
Type B 2M2 ·H(1)0 · τ−2 1M5 ·H(1)0 − 3M7 ·H(1)0 · τ ak · ck−1 ·H(1)0 · τk−2
Type C − 1M3 ·H0 1M5 ·H0 · τ − 32M7 ·H0 · τ2 ck ·H0 · τk−1
Type D 2M2 ·H(1)0 · τ−2 1M5 ·H(1)0 − 3M7 ·H(1)0 · τ ak · ck−1 ·H(1)0 · τk−2
Table 4: The horizon instability for transversal derivatives along H+.
where
ak =
(−1)
M2
·
(
k
2
)
and ck = (−1)k · 1
M3
· 1
(2M2)
k−1 · k!
More generally, the late-time asymptotics along H+ for Y kTmψ, with k ≥ m+ 1 for Type A and C
and k ≥ m+2 for Type B and D, can be informally found by taking the ∂m∂τm derivative of the expressions
in Table 4 (see also Section 4.2).
4 Applications and additional remarks
In this section we present a few applications and remarks about our results.
4.1 Singular time inversion and the new horizon charge
Recall from Section 1.2 that the constants I0 and I
(1)
0 are obstructions to inverting the time operators
T and T 2, respectively. Specifically, I0 and I
(1)
0 are obstructions to defining the operators T
−1 and T−2,
respectively, on solutions the wave equation (1.1), such that their target functional space consists of
solutions the wave equation which decay appropriately in r towards null or spacelike infinity. In sub-
extremal black holes, I0 and I
(1)
0 are the only such obstructions. However, for ERN we have an additional
obstruction that originates from the geometry of the horizon, namely the conserved charge H0. Indeed,
for any smooth solution ψ to the wave equation (1.1) on ERN we have
H0[Tψ] = 0. (4.1)
Hence, H0 is an obstruction to defining the inverse operator T
−1 on smooth solutions to (1.1) such that
the image is also a smooth solution to (1.1). On the other hand, if ψ is a smooth solution to (1.1) with
H0 = 0 then the horizon charge H
(1)
0 is well-defined and satisfies
H
(1)
0 [T
2ψ] = 0.
Hence, H
(1)
0 is an obstruction to defining the inverse operator T
−2 on smooth solutions (with H0 = 0) to
(1.1) such that the image is also a smooth solution to (1.1). The above imply that the horizon associated
charges H0 and H
(1)
0 are related to singularities at time frequencies ω ∼ 0. We thus conclude that the
leading order terms in the late-time asymptotic expansion are dominated by the ω ∼ 0 frequencies.
An important aspect of our analysis is that we invert the operators T and T 2 even if the images of
T−1 and T−2 do not contain smooth function. This is accomplished by developing a singular time
inversion theory. This theory is needed for Type A and Type D perturbations. Let’s first consider
Type A perturbations. Since such perturbations satisfy H0 6= 0 and I0 = 0, I(1)0 is well-defined whereas
H
(1)
0 is undefined. Clearly, there is no smooth solution T
−1ψ to (1.1). Indeed, if a smooth solution T−1ψ
to (1.1) existed then by replacing ψ with T−1ψ in (4.1) we would obtain H0[ψ] = H0[T (T−1ψ)] = 0,
which is a contradiction. It turns out that we can still canonically define a singular time inversion T−1ψ
such that
• T−1ψ → 0 as r →∞,
• I0[T−1ψ] <∞,
• ∂r(T−1ψ) ∼ −2H0[ψ] · 1r−M in the region r ∼M .
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Similar results hold for Type D perturbations. For perturbations of Type A and D, we develop a low
regularity theory which allows us to obtain the precise late-time asymptotics for the singular scalar fields
T−1ψ. We remark that for Type B perturbations we develop a regular time inversion theory, whereas
no time inversion is needed for Type C perturbations. Summarizing,
Time inversion theory
Data H0[ψ] H
(1)
0 [ψ] I0[ψ] I
(1)
0 [ψ] T
−1ψ
Type A 6= 0 =∞ = 0 <∞ singular at H+
Type D = 0 <∞ 6= 0 =∞ singular at I+
Type B = 0 <∞ = 0 <∞ regular
Table 5: The time inversion and its singular support.
4.2 Decay for scalar invariants
Hadar and Reall [132], assuming the asymptotics on ERN (rigorously established in the present paper),
showed that the scalar invariants |∇kψ|2 decay in time. Similar decay results were presented in [145] and
in [143]. Let’s briefly recall the argument of [132]. First of all, note that the Christoffel symbols Γabc,
with a, b, c ∈ {v, r}, vanish on the event horizon and, hence, if ∂i1 , · · · , ∂ik ∈ {∂v, ∂r} then ∇kψi1···ik =
∂i1 · · · ∂ikψ on the event horizon. The following asymptotic decay rates hold along the event horizon for
all derivatives:
∂kr T
mψ ∼ τk−m−1−(k,m)
where
(k,m) =
{
0, if k = 0 or k ≥ m+ 1,
1, if 1 ≤ k ≤ m. (4.2)
Note that the presence of (k,m) introduces a skip in the decay rates for the derivatives of ψ. This skip
was also previously observed in [40].
To show that |∇kψ|2 always decays, it suffices to consider the “slowest” case, namely the case of
perturbations of Type C. In this case,
|∇kψ|2 ∼
∑
k1+k2=k
∂k1r T
k2ψ · ∂k2r T k1ψ ∼
∑
k1+k2=k
τk1−k2−1−(k1,k2) · τk2−k1−1−(k2,k1)
∼
∑
k1+k2=k
τ−2−(k1,k2)−(k2,k1) ∼ τ−2,
for all k ≥ 1, since (k1, k2), (k2, k1) ≥ 0 and (k, 0) = (0, k) = 0. Note that the decay rate for |∇kψ|2
is independent of k.
4.3 The interior of black holes and strong cosmic censorship
In this paper we have restricted the analysis of the wave equation to the extremal Reissner–Nordstro¨m
black hole exterior (the domain of outer communications). One can also extend the initial data hyper-
surface Σ0 into the black hole interior (see Section 2.2 for a precise definition of Σ0) and investigate the
behavior of solutions to (1.1) in the restriction of the domain of dependence of the extended initial data
hypersurface to the black hole interior.
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Figure 8: The extended initial value problem that includes the interior region, where Σ is the extension
of Σ0 into the interior.
An analysis of the behavior of solutions to (1.1) in the black hole interior of extremal Reissner–
Nordstro¨m was carried out by the third author in [148] in the setting of a characteristic initial value
problem with initial data imposed on a future geodesically complete segment of the future black hole
event horizon and initial data imposed on an ingoing null hypersurface intersecting the event horizon to
the past. The late-time behaviour of the solution to (1.1) on extremal Reissner–Nordstro¨m along the
event horizon was assumed to be consistent with the numerical predictions of [30]. The results of [148]
illustrate a remarkably delicate dependence of the qualitative behaviour at the inner horizon in the black
hole interior on the precise late-time behaviour of the solution to (1.1) along the event horizon of extremal
Reissner–Nordstro¨m as predicted by numerics and heuristics.
By combining the results stated schematically in Section 3 and more precisely in Section 5.1, that
confirm in particular the numerical predictions of [30], with Theorem 2, 5 and 6 of [148], we conclude
that the following theorem holds:
Theorem 4.1. Solutions ψ to (1.1) on extremal Reissner–Nordstro¨m arising from smooth compactly
supported data on an extension of Σ0 into the black hole interior are extendible across the black hole
inner horizon as functions in C0,α ∩W 1,2loc , with α < 1. Furthermore, the spherical mean 14pi
∫
S2 ψ dω can
in fact be extended as a C2 function.
Remark 4.1. It follows from Theorem 4.1 that for spherically symmetric data one can construct C2
extensions of ψ across the inner horizons that are moreover classical solutions to (1.1) with respect to a
smooth extension of the extremal Reissner–Nordstro¨m metric across the inner horizon. These extensions
of ψ, much like the smooth extensions of the metric, are highly non-unique!
Remark 4.2. In order to derive C2 extendibility of the spherical mean across the inner horizon for
initial data with H0[ψ] 6= 0, we have to make use of the precise leading order and next-to-leading order
behavior of ψ along the event horizon in (3.4).
See also [149] for extendibility results in the context of (1.1) in the interior of extremal Kerr–Newman
spacetimes.
The extendibility properties in Theorem 4.1 differ drastically from the extendibility properties of
solutions to (1.1) in the interior of sub-extremal Reissner–Nordstro¨m black holes, which are extendible
in C0 across the inner (Cauchy) horizon, but inextendible in W 1,2loc , see [45, 52]. See also [49–51, 150] for
extendibility results in sub-extremal Kerr.
The study of the wave equation in black hole interiors serves as a linear “toy model” for the analysis
of dynamical black hole interiors, which is closely related to the Strong Cosmic Censorship Conjecture
(SCC). As formulated in [151], this conjecture states that “generic” asymptotically flat initial data for
the Einstein vacuum equations have maximal globally hyperbolic developments that are inextendible as
a Lorentzian manifold with a continuous metric and locally square integrable Christoffel symbols. See
for example [152] for a more elaborate discussion on SCC.
Building on the pioneering work of Dafermos [46–48] and Dafermos–Rodnianski [4], Luk–Oh showed
in [53, 54] that a C2-version of SCC holds in the spherically symmetric Einstein–Maxwell–scalar field
setting: they proved inextendibility of the metric in C2 for generic asymptotically flat two-ended data.
We next consider the case of “dynamical extremal black holes”, i.e. black hole spacetime solutions
which approach the extremal Reissner–Nordstro¨m suitably rapidly along the event horizon. We remark
that in [121] dynamical extremal black hole spacetimes are defined as being black hole spacetimes without
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trapped surfaces and it is shown numerically that the solutions under consideration actually approach an
extremal Reissner Nordstro¨m solution along the event horizon. Conversely, it can be shown in this setting
(massless, uncharged scalar field) that black hole spacetimes that approach extremal Reissner–Nordstro¨m
along the event horizon will have no radial trapped surfaces in the black hole interior, provided none of
the round spheres foliating the event horizon are (marginally) anti-trapped ; see also Remark 1.7 in [153].
In this dynamical setting, the interior dynamics are significantly different for dynamical extremal
black holes compared to the “dynamical sub-extremal black holes” that arise from asymptotically flat
two-ended data, as shown in [53,54]. Indeed, in [153] it was shown that the dynamical extremal black holes
in consideration are extendible across the inner horizon as weak solutions to the spherically symmetric
Einstein–Maxwell–(charged) scalar field system of equations (in particular, with Christoffel symbols in
L2loc). Hence, in contrast to the sub-extremal case, dynamical extremal black holes do not conform to the
inextendibility properties stated in SCC. The only way that SCC can therefore still be valid, at least in the
spherically symmetric setting under consideration, is if dynamical extremal black holes do not arise from
“generic” initial data. Analogous numerical results were presented in [121] that are moreover compatible
with the non-genericity of dynamical extremal black holes (see also Section 1.5.4 for a discussion on the
results of [121] in the black hole exterior).
5 The main theorems and ideas of the proofs
5.1 Statements of the theorems
We smooth consider solutions ψ to the wave equation (1.1) on ERN and we derive global late-time
asymptotic estimates for ψ. We will mostly express our main theorems in terms of the double null
coordinates (u, v) (see Section 2.1 for a review of the geometry of ERN). The constants H0 and H
(1)
0
are defined in Sections 1.4.1 and 3.1, respectively. The constants I0 and I
(1)
0 are defined in Section
1.2. The perturbations of Type A, B, C and D are introduced in Section 2.3. For simplicity, the
initial data norms on the right hand side of the estimates of the main theorems are not presented here
and instead are presented in the relevant sections where these theorems are proved. We mention below
the exact section where each theorem is proved. Moreover, the quantities η > 0 and  > 0 below
are suitably small constants, β ∈ (0, 1] appears in the initial data norms and k ∈ N0. Furthermore,
C = C(M,Σ0, rH, rI , η, , β, k) > 0 is a universal constant.
Theorem 5.1 (Asymptotics for Type C perturbations). Assume that the initial data of ψ are of
Type C and that ψ solves the wave equation (1.1). The following global estimate holds:∣∣∣∣∣T kψ0(u, v)− 4
(
I0[ψ] +
M
r
√
D
H0[ψ]
)
T k
(
1
u · v
) ∣∣∣∣∣
≤ C
√E0;k+1[ψ] + ∑
|α|≤2
E1;k[Ω
αψ] + I0[ψ] + PI0,β;k[ψ]
 v−1u−1−k−η
+ C
√E0;k+1[ψ] + ∑
|α|≤2
E1;k[Ω
αψ] +H0[ψ] + PH0,1;k[ψ]
D− 12u−1v−1−k−η.
(5.1)
Theorem 5.2 (Asymptotics for Type A perturbations). Assume that the initial data of ψ are of
Type A and that ψ solves the wave equation (1.1). The following global estimate holds:∣∣∣∣∣T kψ0(u, v)− 4
[
I
(1)
0 [ψ]T
k+1
(
1
u · v
)
+
M
r
√
D
H0[ψ]T
k
(
1
u(v + 4M − 2r)
)] ∣∣∣∣∣
≤ C
[√
E0,I;k+1[ψ] +
∑
|α|≤2
E1,I;k[Ωαψ] + PI0,β;k+1[ψ] + PH0,1;k[ψ] +H0[ψ] + I
(1)
0 [ψ]
]
·
(
v−1u−2−k−η +D−
1
2u−1v−1−k−η
)
.
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Theorem 5.3 (Asymptotics for Type D perturbations). Assume that the initial data of ψ are of
Type D and that ψ solves the wave equation (1.1). The following global estimate holds:∣∣∣∣∣T kψ0(u, v)− 4
[
1√
D
H
(1)
0 [ψ]T
k+1
(
1
u · v
)
+ I0[ψ]T
k
(
1
v(u+ 2M − 2M2(r −M)−1)
)] ∣∣∣∣∣
≤ C
[√
E0,H;k+1[ψ] +
∑
|α|≤2
E1,H;k[Ωαψ] + PI0,β;k[ψ] + PH0,1;k+1[ψ] + I0[ψ] +H
(1)
0 [ψ]
]
·
(
v−1u−1−k−η +D−
1
2u−1v−2−k−η
)
.
Theorem 5.4 (Asymptotics for Type B perturbations). Assume that the initial data of ψ are of
Type B and that ψ solves the wave equation (1.1). The following global estimate holds:∣∣∣∣∣T kψ0(u, v)− 4
(
I
(1)
0 [ψ] +
M
r
√
D
H
(1)
0 [ψ]
)
T k+1
(
1
v · u
) ∣∣∣∣∣
≤ C
√E0,H;k+1[ψ] + E0,I;k+1[ψ] + ∑
|α|≤2
E2;k+1[Ω
αψ] + I
(1)
0 [ψ] + PI0,β;k+1[ψ]
 v−1u−2−k−η
+ C
√E0,H;k+1[ψ] + E0,I;k+1[ψ] + ∑
|α|≤2
E2;k+1[Ω
αψ] +H
(1)
0 [ψ] + PH0,1;k+1[ψ]
D− 12u−1v−2−k−η.
(5.2)
Theorem 5.5 (Logarithmic corrections for Type C perturbations). Assume that the initial data
of ψ are spherically symmetric and of Type C and that ψ solves the wave equation (1.1). Then, the
following estimate holds on I+∣∣rψ|I+(u)− 2I0[ψ]u−1 + 4MI0[ψ]u−2 log u∣∣ ≤ C (I0[ψ] +H0[ψ] +√E0;1[ψ] + PH[ψ] + PI [ψ])u−2
(5.3)
and the following estimate holds on H+∣∣rψ|H+(v)− 2H0[ψ]v−1 + 4MH0[ψ]v−2 log v∣∣ ≤ C (I0[ψ] +H0[ψ] +√E0;1[ψ] + PH[ψ] + PI [ψ]) v−2.
(5.4)
Theorem 5.6 (Logarithmic corrections for Type B perturbations). Assume that the initial data
of ψ are spherically symmetric and of Type B and that ψ solves the wave equation (1.1). Then, the
following estimate holds on I+∣∣∣rψ|I+(u) + 2I(1)0 [ψ]u−2 − 8MI(1)0 [ψ]u−3 log u∣∣∣
≤ C
(
I
(1)
0 [ψ] +H
(1)
0 [ψ] +
√
E0,H;1[ψ] + E

0,I;1[ψ] + PH,T [ψ] + PI,T [ψ]
)
u−3,
(5.5)
and the following estimate holds on H+∣∣∣rψ|H+(v) + 2H(1)0 [ψ]v−2 − 4MH(1)0 [ψ]v−3 log v∣∣∣
≤ C
(
I
(1)
0 [ψ] +H
(1)
0 [ψ] +
√
E0,H;1[ψ] + E

0,I;1[ψ] + PH,T [ψ] + PI,T [ψ]
)
v−3.
(5.6)
We split ψ = ψ0 + ψ≥1 and prove the appropriate decay estimates for ψ≥1 in Section 8.4. We can then
replace ψ with ψ0 in the theorem statements: Theorem 5.1 is proved in Section 9, Theorem 5.2 is proved
in Section 11 and Theorems 5.3 and 5.4 are proved in Section 12. Finally, Theorem 5.5 and 5.6 are proved
in Section 13.
5.2 Overview of techniques
In this section we will give an overview of the main steps and methods involved in proving the theorems
stated in Section 5.1. We will moreover highlight the key new ideas that play a role in the proofs.
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5.2.1 The zeroth step
Deriving the precise late-time asymptotics requires obtaining decay rates for weighted energy fluxes and
pointwise norms that are as sharp as possible. Our strategy is based on the integrated rp-weighted energy
decay approach of Dafermos–Rodnianski [154] and its extension presented in [23]. The main idea is to
derive energy decay by first establishing boundedness for suitable (weighted) spacetime integrals. For
ERN, the “zeroth” step is the Morawetz estimate of the form (see Appendix A.4)∫ τ2
τ1
∫
Στ
(r −M)σ1 · 1
rσ2
· JT [ψ] dτ .
∫
Στ1
JT [ψ] + JT [Tψ], (5.7)
with σ1, σ2 > 2 sufficient large constants. Here, J
T [ψ] denotes the standard T -energy current through Στ .
From now on, if the volume form is missing in the integrals, it is implied that we consider the standard
volume form with respect to the induced metric on the corresponding hypersurface. The higher-order
terms on the right hand side account for the high-frequency trapping effect on the photon sphere at
{r = 2M}. The r−σ2 degenerate coefficient is related to the asymptotic flatness of the spacetime and is
present in the analogous estimate for Minkowski spacetime. On the other hand, the degenerate factor
(r −M)σ1 accounts for the global trapping effect on the extremal event horizon, a feature characteristic
to ERN (see Section 1.4.2).
Clearly, one needs to remove the degenerate factors from (5.7) in order to prove decay for the energy
flux
ETΣτ [ψ] :=
∫
Στ
JT [ψ]. (5.8)
Dafermos and Rodnianski [154] and subsequently Moschidis [7] showed that the weight at infinity r−σ2 can
be removed for general asymptotically flat spacetimes by introducing appropriate growing r weights on
the right hand side yielding a hierarchy of two r-weighted estimates. In view of the degenerate factors both
at the horizon and at infinity in the Morawetz estimate (5.7) on ERN, one needs to obtain an analogue
of the Dafermos–Rodnianski hierarchy both at the near-infinity region AI and at the near-horizon region
AH (see Section 2.2 for the relevant definitions). This was accomplished in [29]. We denote
NIτ = Στ ∩ AI , and NHτ = Στ ∩ AH.
Figure 9: The hypersurfaces NHτ and N
I
τ .
The following I+−localized hierarchy holds in AI for all 0 ≤ τ1 < τ2:∫ τ2
τ1
[∫
NIτ
JT [ψ]
]
dτ .
∫
NIτ1
r · (∂v(rψ))2 dωdv + l.o.t.,
∫ τ2
τ1
[∫
NIτ
r · (∂v(rψ))2 dωdv
]
dτ .
∫
NIτ1
r2 · (∂v(rψ))2 dωdv + l.o.t.,
(5.9)
and the following H+−localized hierarchy holds in AH for all 0 ≤ τ1 < τ2:∫ τ2
τ1
[∫
NHτ
JT [ψ]
]
dτ .
∫
NHτ1
(r −M)−1 · (∂u(rψ))2 dωdu+ l.o.t.,
∫ τ2
τ1
[∫
NHτ
(r −M)−1 · (∂u(rψ))2 dωdu
]
dτ .
∫
NHτ1
(r −M)−2 · (∂u(rψ))2 dωdu+ l.o.t..
(5.10)
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The integral on the right hand side of the second estimate of the I+−localized hierarchy corresponds to
the conformal energy near I+. Similarly, the integral on the right hand side of the second estimate of
the H+−localized hierarchy corresponds to the conformal energy near H+. We denote
Conformal energy near I+ : CNIτ [ψ] =
∫
NIτ
r2 · (∂v(rψ))2 dωdv (5.11)
and
Conformal energy near H+ : CNHτ [ψ] =
∫
NHτ
(r −M)−2 · (∂u(rψ))2 dωdu. (5.12)
It is important to note that du = −2 (1− Mr )−2 dr on Στ and ∂u = − 12 (1− Mr )2 Y , where Y = ∂r is
regular vector field at the horizon. Hence, the conformal flux near H+ CNHτ [ψ] ∼
∫
NHτ
(Y ψ)2 is at the
level of the non-degenerate energy.
If both of the energies (5.11) and (5.12) are initially finite, then, by using a standard application of
the mean value theorem on dyadic time intervals and the boundedness of the T -energy flux, we obtain the
decay rate τ−2 for the T -energy flux ETΣτ [ψ]. This decay rate however is quite weak. Faster decay rates for
the higher order flux ETΣτ [Tψ] were obtained for sub-extremal black holes by Schlue [8] and Moschidis [7].
Their method used ∂v, r∂v as commutator vector fields in the near-infinity region. Nonetheless, their
approach does not yield faster decay for the T -flux ETΣτ [ψ] itself.
5.2.2 Commuted hierarchies in the regions AH and AI
Our strategy for obtaining further decay for ETΣτ [ψ] on ERN is to establish integrated decay estimates
for the conformal fluxes9 CNIτ [ψ] and CNHτ [ψ], extending thereby the I+−localized and H+−localized
hierarchies (5.9) and (5.10). However, it is not possible to further extend of (5.9) and (5.10) by considering
larger powers of r and (r−M)−1, respectively. Instead, motivated by the following Hardy inequality (see
also Section A.1 in the Appendix):∫ ∞
0
x2 · (∂xf)2 dx .
∫ ∞
0
(
∂x
(
x2∂xf
) )2
dx, (5.13)
applied to f = rψ, with x = r, ∂x = ∂v in AI , and x = (r −M)−1, ∂x = ∂u in AH, we introduce the
following n-commuted quantities:
Φ(n) := (r
2∂v)
n(rψ), Φ(n) := Y
n(rψ) ∼
(
− (r −M)−2∂u
)n
(rψ),
where n ∈ N0. The idea therefore is to derive I+−localized and H+−localized commuted hierarchies
which yield decay for weighted fluxes of the commuted functions Φ(n) and Φ(n), respectively. As we shall
see, these hierarchies involve growing r and (r −M)−1 weights. Partial results for Φ(n) and Φ(n) were
previously obtained in [23,29].
If ψ solves the wave equation (1.1) on ERN then for all n ≥ 0 and for all p ∈ R the commuted
quantities Φ(n) and Φ(n) satisfy the following key identities in AI and AH regions, respectively (see
Section 6.2):
Near-infinity identity:∫
S2
∂u
(
rp(∂vΦ(n))
2
)
+ ∂v
(
rp−2| /∇S2Φ(n)|2 − n(n+ 1)rp−2Φ2(n)
)
dω
+
∫
S2
(p+ 4n)rp−1(∂vΦ(n))2 + (2− p)rp−3
(
| /∇S2Φ|2 − n(n+ 1)Φ2(n)
)
dω
= n ·
max{0,n−1}∑
k=0
∫
S2
O(rp−2) · Φ(k) · ∂vΦ(n) dω + l.o.t.,
(5.14)
9Note that (non-degenerate) integrated decay estimates for the fluxes CNIτ [ψ] and CNHτ [ψ] on ERN are closely related
to the trapping effect at I+ and at H+.
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Near-horizon identity:∫
S2
∂v
(
(r −M)−p(∂uΦ(n))2
)
+ ∂u
(
(r −M)−p+2| /∇S2Φ(n)|2 − n(n+ 1)(r −M)−p+2Φ2(n)
)
dω
+
∫
S2
(p+ 4n)(r −M)−p+1(∂uΦ(n))2 + (2− p)(r −M)−p+3
(
| /∇S2Φ(n)|2 − n(n+ 1)Φ2(n)
)
dω
= n ·
max{0,n−1}∑
k=0
∫
S2
O((r −M)−p+2) · Φ(k) · ∂uΦ(n) dω + l.o.t.
(5.15)
Note that (5.15) is of the same form as (5.14), but with u and v reversed and r replaced by (r −M)−1.
This is of course related to the existence of the Couch–Torrence conformal inversion of ERN.
After integrating in u and v, the “error” terms that appear on the right-hand sides of the corresponding
spacetime identities can be controlled via Morawetz and Hardy inequalities for the following range of
weights10:
− 4n < p ≤ 2. (5.16)
We arrive at the following inequalities (see Section 6.3)
I+−localized n−commuted p−inequalities for Φ(n):∫
NIτ2
rp
(
∂vΦ(n)
)2
dωdv
+
∫ τ2
τ1
∫
NIτ
(p+ 4n)rp−1
(
∂vΦ(n)
)2
+ (2− p)rp−3
(
| /∇S2Φ(n)|2 − n(n+ 1)Φ2(n)
)
dωdvdτ
.p
∫
NIτ1
rp
(
∂vΦ(n)
)2
dωdv + . . . ,
(5.17)
H+−localized n−commuted p−inequalities for Φ(n):∫
NHτ2
(r −M)−p
(
∂uΦ(n)
)2
dωdu
+
∫ τ2
τ1
∫
NHτ
(p+ 4n)(r −M)−p+1
(
∂uΦ(n)
)2
+ (2− p)(r −M)−p+3
(
| /∇S2Φ(n)|2 − n(n+ 1)Φ2(n)
)
dωdudτ
.p
∫
NHτ1
(r −M)−p
(
∂uΦ(n)
)2
dωdu+ . . .
(5.18)
These inequalities hold for all n, as long as p satisfies (5.16). In order to turn these inequalities into
actual estimates we need to guarantee the non-negativity of the terms | /∇S2Φ(n)|2 − n(n + 1)Φ2(n) and
| /∇S2Φ(n)|2 − n(n+ 1)Φ2(n). In view of the Poincare´ inequality on S2 (see Section A.1 in the Appendix),
these terms are non-negative if ψ is supported on angular frequencies ` such that
` ≥ n. (5.19)
In other words, we can commute the wave equation n times and obtain two estimates for Φ(n) and two
estimates for Φ(n) for each n, as long as n is less or equal than the lowest harmonic mode that is present
in a harmonic mode expansion of ψ. The two estimates correspond to the values p = 1 and p = 2.
It is worth mentioning that the estimates (5.18) can be thought of as degenerate remnants of the
red shift estimates. Note that the degeneracy of the (higher-order) red shift effect is manifested in the
additional factor of (r −M) that appears in the spacetime integral of (∂uΦ(n))2 on the left-hand side of
(5.18).
The table below summarizes the number of theH+−localized n−commuted estimates and the I+−localized
n−commuted estimates for each fixed n as well as the total number of estimates available in the total
hierarchy over all admissible values of n.
Definition: We define the length of a hierarchy to be equal to the number of available and useful
integrated estimates in the hierarchy. Useful here means that the exponents p of the weights increase by
an integer number or by an almost (modulo  > 0) integer number.
10For spherically symmetric solutions (with harmonic mode number ` = 0) we only take n = 0.
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Commuted hierarchies
Harmonic mode
Fixed n commuted Total hierarchy
n Length Length
` = 0 0 2 2
` = 1
0 2
4
1 2
` ≥ 2
0 2
61 2
2 2
Table 6: The length of the commuted hierarchies for ` = 0, ` = 1 and ` ≥ 2.
5.2.3 Improved hierarchies for ` = 0, 1
The harmonic projections ψ`=0 and ψ`=1 of ψ satisfy only two and four estimates in the total hierarchy,
respectively, as in Table 6. When dealing with ` = 0 (and hence n = 0) separately, we show in Section 6.4
that the range of p can actually be extended to 0 < p < 3 for both theH+−localized and the I+−localized
hierarchies. Note that even though we cannot take p = 3 exactly in this case, we can take p = 3−  for
 > 0 arbitrarily small. Additionally, we show that
• if I0[ψ] = 0 then we can take 0 < p < 5 in the I+−localized hierarchy, and
• if H0[ψ] = 0 then we can take 0 < p < 5 in the H+−localized hierarchy.
Similarly as above, even though we cannot take p = 5 exactly, we will take p = 5 −  for  > 0. In this
sense, the lengths of the above hierarchies (under the vanishing assumptions) is indeed five. Moreover,
these hierarchies are inextendible (consistent with the horizon instability results of Section 1.4) and hence
their length is sharp. It is important to observe that, based on the above result, the lengths of the total
hierarchies depend on the type of data. These are summarized in the table below.
Convention: By R−global hierarchy we mean the hierarchy that arises for weighted fluxed on Στ
by adding the H+−localized hierarchy (in region AH), the I+−localized hierarchy (in region AI) and
the higher-order Morawetz estimates (in region B; see Appendix A.4). Recall that R = AH ∪ AI ∪ B.
Improved hierarchies for ` = 0 with n = 0
Data H+−localized I+−localized R−global
Type A 3 5 3
Type B 5 5 5
Type C 3 3 3
Type D 5 3 3
Table 7: Lengths of improved hierarchies for ` = 0.
In order to extend the length of the hierarchies for ` = 1 we introduce the following “modified”
variants of Φ(1) and Φ(1) (with n = 1):
Φ˜ = Φ˜(1) := r(r −M)∂v(rψ`=1), Φ˜ = Φ˜(1) := r · Y (rψ`=1).
We obtain the following improved identities for ψ`=1 (see Section 6.4)∫
S2
∂u
(
rp(∂vΦ˜)
2
)
dω +
∫
S2
(p+ 4n)rp−1(∂vΦ˜)2 dω =
∫
S2
O(rp−3) · rψ · ∂vΦ˜ dω + l.o.t (5.20)
and∫
S2
∂v
(
(r −M)−p(∂uΦ˜)2
)
+
∫
S2
(p+ 4n)(r −M)−p+1(∂uΦ˜)2 dω =
∫
S2
O((r−M)−p+3) ·rψ · ∂uΦ˜ dω + l.o.t.
(5.21)
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Note that the error terms (in bold) are now of lower order compared to the error terms in (5.14) and
(5.15). This allows us to obtain versions of (5.17) and (5.18) with Φ(1) and Φ(1) replaced by Φ˜ and Φ˜,
respectively, where the range of p can be extended to either 0 < p < 3. We further obtain that:
• the range of the I+−localized hierarchy can be further extended to 0 < p < 4 if Φ decays sufficiently
fast towards I+, and
• the range of theH+−localized hierarchy can be further extended to 0 < p < 4 if Φ decays sufficiently
fast towards H+.
Again, we cannot take p = 3 or 4, but we will take p = 3−  or 4− .
The results for ` = 1 are summarized in the table below.
Improved hierarchies for ` = 1
H+−localized I+−localized R−global
Data
n−commuted
Total length
n−commuted
Total length Total length
n Length n Length
Type A
0 2
5
0 2
6 5
1 3 1 4
Type B
0 2
6
0 2
6 6
1 4 1 4
Type C
0 2
5
0 2
5 5
1 3 1 3
Type D
0 2
6
0 2
5 5
1 4 1 3
Table 8: Lengths of improved hierarchies for ` = 1.
Remark: additionally extended hierarchies for time-derivatives
Schlue [8] and Moschidis [7] obtained improved energy decay estimates for the time derivative Tψ by
considering r-weighted estimates for the quantities ∂v(rψ) or r∂v(rψ). We generalize in Section 7 their
approach by establishing estimates for ∂kvΦ(n) in the near-infinity region AI and for ∂kuΦ(n) in the near-
horizon region AH (with n as above), where k ∈ N takes any positive value k ≥ 1. This yields the
following: for each time derivative that we take, we gain two more estimates in the I+−localized hierar-
chy and two more estimates in the H+−localized hierarchy. These improvements play an important role
in the subsequent subsections.
5.2.4 Energy and pointwise decay
The total (that is, over all admissible n) I+−localized and H+−localized hierarchies give quantitative
decay rates for the conformal fluxes CNIτ [ψ], given by (5.11), and CNHτ [ψ], given by (5.12), respectively.
This is easily obtained via successive application of the mean value theorem in dyadic intervals and the
Hardy inequality (5.13). The rule is the following:
decay rate of the conformal flux CNIτ [ψ] = length
(I+−localized hierarchy)− 2− ,
and
decay rate of the conformal flux CNHτ [ψ] = length
(H+−localized hierarchy)− 2− 
for any sufficiently small  > 0. The  loss here has to do with the fact that the maximum value of p in
the extended improved hierarchies for ` = 0 and ` = 1 is not an exact integer.
Having obtained decay rates for the conformal fluxes we can proceed to obtain decay rate for the
global T−flux ETΣτ [ψ]. For this we revisit the H+−localized and I+−localized hierarchies; we add the
H+−localized hierarchy (in region AH), the I+−localized hierarchy (in region AI) and the higher-order
Morawetz estimates (in region B). Using again successively the mean value theorem in dyadic intervals
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and appropriate Hardy inequalities we obtain decay estimates for the T -energy flux. The rule here is the
following:
decay rate of the energy flux ETΣτ [ψ] = decay rate of slowest conformal flux + 2.
Unlike the sub-extremal case, in ERN there are two independent conformal fluxes that contribute to the
decay rate for the energy flux. This feature of ERN creates further complications later in the derivation
of the precise asymptotics.
As an illustration of our techniques, let us consider initial data for ψ of Type A. As we can see in
Table 7, the length of the total I+−localized hierarchy and total H+−localized hierarchy is 5 and 3 for
` = 0 , respectively. Hence, we obtain schematically the decay estimates for the conformal fluxes (see
Section 8):
CNHτ [ψ`=0] . E`=0 · τ−1+,
CNIτ [ψ`=0] . E`=0 · τ−3+.
Furthermore, from Tables 6 and 8 we have that the length of the total I+−localized hierarchy and total
H+−localized hierarchy is 6 and 5 for ` ≥ 1, respectively. Hence,
CNHτ [ψ`≥1] . E`≥1 · τ−3+,
CNIτ [ψ`≥1] . E`≥1 · τ−4+.
We conclude the following decay estimate for the T−energy flux:
ETΣτ [ψ`=0] . E`=0 · τ−3+,
ETΣτ [ψ`≥1] . E`≥1 · τ−5+,
where E`=0 and E`≥1 denote (higher-order, weighted) initial data energy norms. Furthermore,
ETΣτ [T kψ`=0] . E`=0;k · τ−3−2k+,
ETΣτ [T kψ`≥1] . E`≥1;k · τ−5−2k+,
for all k ≥ 1, where E`=0;k and E`≥1;k denote (higher-order, weighted) initial data energy norms.
We next proceed with deriving pointwise decay estimates (see Section 8). We will use the following
Hardy estimates ∫
S2
(rψ)2 dω .
√
CNHτ [ψ] ·
√
ETΣτ [ψ] in AH,∫
S2
(rψ)2 dω .
√
CNIτ [ψ] ·
√
ETΣτ [ψ] in AI ,∫
S2
(r −M)·ψ2 dω .
√
ETΣτ [ψ] on Στ .
For initial data of Type A, using the above decay estimates for the conformal energies and the T -energy
flux, we obtain ∫
S2
(rψ`=0)
2 dω . E`=0 · τ−2+ in AH,∫
S2
(rψ`=0)
2 dω . E`=0 · τ−3+ in AI ,∫
S2
(r −M) · (ψ`=0)2 dω . E`=0 · τ−3+ on Στ .
Using the standard Sobolev estimates on S2 we immediately obtain L∞ decay estimates for rψ`=0 in AH ,
rψ`=0 in AI and
√
r −M ·ψ`=0 on Στ , with the decaying factors τ−1+, τ− 32 + and τ− 32 +, respectively.
Similarly, ∫
S2
(rψ`≥1)2 dω . E`=0 · τ−4+ in AH,∫
S2
(rψ`≥1)2 dω . E`=0 · τ− 92 + in AI ,
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∫
S2
(r −M) · (ψ`≥1)2 dω . E`=0 · τ−5+ on Στ .
As above, L∞ decay estimates for rψ`≥1 in AH , rψ`≥1 in AI and
√
r −M ·ψ`≥1 on Στ , with the decaying
factors τ−2+, τ−
9
4 + and τ−
5
2 +, respectively.
The above estimates illustrate another deviation from the sub-extremal analysis in [23,24]: for Type
A initial data, the decay rate of rψ`=0 in AI is a power 12 +  away from the sharp decay rate, whereas in
the sub-extremal case, the analogous estimate results in a decay rate that is almost sharp, in other words
only  away from the sharp decay rate. In this case it is the non-vanishing of H0 and hence the slow
decay for the conformal energy in the near-horizon region that forms the “bottleneck” for the maximal
length of the global hierarchy of weighted estimates for ψ`=0.
The energy and pointwise decay rates are summarized in the two tables below (see Section 8).
Decay rates for ` = 0
Energy flux decay Pointwise decay
Data ETΣτ [ψ] CNHτ [ψ] CNIτ [ψ] rψ|H+ ψ|{r=r0} rψ|I+
Type A τ−3+ τ−1+ τ−3+ τ−1+ τ−
3
2+ τ−
3
2+
Type B τ−5+ τ−3+ τ−3+ τ−2+ τ−
5
2+ τ−2+
Type C τ−3+ τ−1+ τ−1+ τ−1+ τ−
3
2+ τ−1+
Type D τ−3+ τ−3+ τ−1+ τ−
3
2+ τ−
3
2+ τ−1+
Table 9: Decay rates for ` = 0. All are almost sharp except the bold rates.
Decay rates for ` ≥ 1
Energy flux decay Pointwise decay
Data ETΣτ [ψ] CNHτ [ψ] CNIτ [ψ] rψ|H+ ψ|{r=r0} rψ|I+
Type A τ−5+ τ−3+ τ−4+ τ−2+ τ−
5
2 + τ−
9
4 +
Type B τ−6+ τ−4+ τ−4+ τ−
5
2 + τ−3+ τ−
5
2 +
Type C τ−5+ τ−3+ τ−3+ τ−2+ τ−
5
2 + τ−2+
Type D τ−5+ τ−4+ τ−3+ τ−
5
2 + τ−
5
2 + τ−2+
Table 10: Decay rates for ` ≥ 1. All are sub-dominant except the one in the shaded cell.
Note that the decay rates for ψ{r=r0} apply for
√
r −Mψ for all r > M .
5.2.5 An elliptic estimate for ` ≥ 1
The decay rates for ψ{r=r0}, in the ` = 0 case, in the Table 9 are
1
2 +  away from sharp. Furthermore,
the decay rate for ψ{r=r0}, in the ` ≥ 1 case, as in Table 10, is slower than the corresponding expected
sharp rate for the ` = 0 case. For obtaining late-time asymptotics, the ` ≥ 1 rate must be improved.
The desired improvement of the decay rate of ψ{r=r0} will be achieved using an elliptic estimate and
the improved decay rates for Tψ. The challenge for obtaining the elliptic estimate is that, in contrast
to the sub-extremal case, the decaying global energy flux ETΣτ is highly degenerate at the event horizon.
Indeed, recall that ETΣτ [ψ] ∼
∫
Στ
(
1− Mr
)2 · |∂ψ|2. In other words, we need to obtain a degenerate elliptic
estimate on ERN. It turns out that such an estimate is not possible for ` = 0 and hence we will need
to derive the precise asymptotics using the aforementioned weak rates (see the next subsection). On the
other hand, we can establish such a degenerate elliptic estimate for ` ≥ 1 (see Section 8.3) which, coupled
with a Hardy inequality, schematically gives:∫
Στ
(
1− M
r
)4
· (∂ρψ`≥1)2 · r−2 dµΣτ .
∫
Στ
(
1− M
r
)2
· (∂ρTψ`≥1)2 dµΣτ , (5.22)
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where ∂ρ denotes the radial (SO(3)−invariant) vector field tangent to Στ . Consequently, by denoting
D =
(
1− Mr
)2
and using a standard Hardy inequality and the improved energy decay estimates for Tψ
we obtain for Type B data:∫
S2
(ψ`≥1)
2
dω . 1
D
√∫
Στ
D2 · (∂ρψ`≥1)2 · r−2 dµΣτ ·
√∫
Στ
ψ2`≥1 · r−2 dµΣτ
(5.22)
. 1
D
√∫
Στ
D · (∂ρTψ`≥1)2 dµΣτ ·
√∫
Στ
D · (∂ρψ`≥1)2 dµΣτ
=
1
D
√
ETΣτ [Tψ`≥1] ·
√
ETΣτ [ψ`≥1]
. 1
D
√
E`≥1;1 ·
√
E`≥1 · τ−7+,
where used the decay rates in Table 10. This yields that
(
1− Mr
) ·ψ`≥1 decays with a rate τ− 72 + 2 . This
rate is now indeed sub-dominant (i.e. strictly faster than τ−3). We summarize our findings in the table
below:
Decay rates for ` ≥ 1
Energy flux decay Pointwise decay
Data ETΣτ [ψ] CNHτ [ψ] CNIτ [ψ] rψ|H+ ψ|{r=r0} rψ|I+
Type A τ−5+ τ−3+ τ−4+ τ−2+ τ−
5
2 + τ−
9
4 +
Type B τ−6+ τ−4+ τ−4+ τ−
5
2 + τ−
7
2 + τ−
5
2 +
Type C τ−5+ τ−3+ τ−3+ τ−2+ τ−
5
2 + τ−2+
Type D τ−5+ τ−4+ τ−3+ τ−
5
2 + τ−
5
2 + τ−2+
Table 11: The decay in the shaded cell, obtained using the elliptic estimate, is sub-dominant.
5.2.6 Late-time asymptotics
In this section we will provide a summary of the mechanism that gives rise to the precise leading-order
asymptotics for ψ. Our discussion here complements that of Section 3. The complete proofs cover
Sections 9–13. We claim that the decay rates for ψ`≥1 as in Table 11 are faster than the sharp decay
rates for ψ`=0. Based on this claim, we will derive first the precise late-time asymptotics (and hence the
sharp rates) for ψ`=0. For this reason, we will assume in the rest of this section that ψ is a spherically
symmetric (and hence supported only on ` = 0) solution to the wave equation (1.1) on ERN.
We need to overcome the following difficulties
• Difficulty 1: Find spacetime regions in which asymptotics can be derived independently of their
complement in R. An obstruction here is that the decay rates that we have already obtained (as
summarized in the previous subsections) are a power 12 +  from the sharp values in the regionB = {rH ≤ r ≤ rI}. Compare the rates in Tables 2 and 9.
• Difficulty 2: Propagate the above asymptotics globally in the region R. The main obstruction
here is that for data of Type A, B and C the radial (tangential to Στ ) derivative ∂ρψ decays
only as fast as ψ itself and hence the corresponding decay estimates cannot be easily integrated to
propagate the asymptotics of ψ, without first deriving the precise asymptotics of ∂ρψ. Compare
the rates in Tables 2 and 3. We remark that this is not the case in sub-extremal black holes where
radial derivatives decay faster than the scalar field itself.
We consider the timelike hypersurfaces γI and γH such that (v − u)|γI ∼ uα and (u − v)|γH ∼ vα
where 0 < α < 1 is a constant, and we define the following subsets of the near-infinity region AI
and the near-horizon region AH: AIγI := AI ∩ {r ≥ r|γI} and AHγH = AH ∩ {r ≤ r|γH}. Note that
(r −M)|γH ∼ r|γI ∼ τα.
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Figure 10: The curves γH, γI and the regions AHγH ,AIγI .
We will summarize the resolutions to the above difficulties mainly for initial data of Type C and A and
make a few concluding comments for data of Type B and D.
Late-time asymptotics for Type C data
Resolution of difficulty 1
For Type C data we derive the leading-order asymptotics of ψ in the near-horizon region AHγH and
separately and independently in the near-infinity region AIγI . This derivation distinguishes the extremal
case from the sub-extremal case treated in [24], where the asymptotics at the near-infinity region can be
propagated all the way to the event horizon using that the radial derivative ∂ρψ decays faster than ψ.
The reason we can independently derive the asymptotics in the regions AHγH and AIγI in the extremal
case has to do with the existence of the two (independent) conserved charges H0 and I0; moreover, for
Type C data they are both non-zero, i.e. H0 6= 0 and I0 6= 0. To obtain the precise asymptotics in AIγI
and AHγH we propagate the following v-asymptotics and u-asymptotics of the initial data on NI0 and NH0 ,
respectively,
∂v(rψ)|NI0 =2I0v
−2 +O(v−2),
∂u(rψ)|NH0 =2H0u
−2 +O(u−2)
(5.23)
everywhere in AIγI and AHγH , respectively. This can be achieved for α < 1, but sufficiently close to 1.
We next integrate the resulting estimates for ∂v(rψ) and ∂u(rψ) starting from γ
I and γH, respectively,
to obtain the asymptotics for rψ, and consequently ψ, in appropriate sub-regions AI
γ′I and AHγ′H of AIγI
and AHγH obtained by replacing α with appropriate α′ such that α < α′ < 1. A crucial observation is that
the previously derived decay rates for
√
r −M · ψγ′I and
√
r −M · ψγ′H are almost sharp11 and hence
strong enough to close this argument by showing that, as long as a < 1, the terms rψ|γI and rψ|γH decay
faster than, say rψ|γ′I and rψ|γ′H , and hence are lower order terms.
Resolution of difficulty 2
Ideally, we would like to propagate to the left of γ′I the asymptotics for ψγ′I . In the sub-extremal
case this would follow using that α′ < 1 and that the radial derivative ∂ρψ decays faster that ψ. This
approach however breaks down in the extremal case in view of the fact that the expected sharp decay
rate for ∂ρψ is now the same as the expected sharp rate for ψ.
Instead we obtain first the precise asymptotic behavior of the radial derivative ∂ρψ. We commute
by T and reproduce the above argument to derive the precise late-time asymptotics for T (rψ) in the
near-horizon region AHγH . The crucial observation here is that the asymptotics for ∂ρψ in the region
{M < r ≤ rI} depend only on the asymptotics of Tψ along the event horizon, which in turn depend only
on H0! We next derive sharp decay estimates (with growing r weights in the error terms) for ∂ρψ up
to the curve γ′I , that is in the region {rI ≤ r ≤ rγ′I}. The latter step would fail if we were to take
α′ = 1. We can next derive the asymptotics for ψ in {M < r ≤ rγ′I} by integrating the estimate for ∂ρψ
in the same region backwards from γ′I . In the last step we crucially use again that α′ < 1 and that we
have already computed the asymptotics for ψ|γ′I . Global asymptotics follow using a dual argument from
infinity and the asymptotics in AH
γ′H . See Section 9. Higher order logarithmic corrections are derived in
Section 13.
Late-time asymptotics for Type A data
11Note, however, that the relevant decay rates for ψ, without the
√
r −M weight, are not almost sharp; see Table 9.
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Resolution of difficulty 1
For Type A data we can derive the leading-order asymptotics of ψ, and crucially of Tψ, in the
near-horizon region AHγH as in the Type C case, but in contrast to the Type C case, we cannot obtain
independently the asymptotics in the near-infinity region AIγI since the first equation of (5.23) does not
provide exact asymptotics anymore, given that I0 = 0.
Resolution of difficulty 2
As in the Type C case, we can obtain the precise asymptotics for ∂ρψ in the region {M < r ≤ rI}
using the asymptotics of Tψ along the event horizon. However, like before, these asymptotics for ∂ρψ do
not yield asymptotics for ψ away from AHγH . The main idea is that we can, however, derive the precise
asymptotics exactly on γI . In other words, equipped with the asymptotics for ψ in AHγH we can next
obtain asymptotics only along γI (and not to the right or to the left of γI as the asymptotics in these
regions will only be derived at a later step). In order to derive asymptotics for ψ|γI we need to analyze
the contributions from the left side (horizon side) and the right side (infinity side) of γI . As we shall
see, in order to capture the precise contributions from both sides we will need to make crucial use of
I0 = 0. It turns out that we can only capture the precise contributions at one level of differentiability
higher using the following splitting identity
D
2
rψ
∣∣∣
γI
= r∂v(rψ)
∣∣∣
γI︸ ︷︷ ︸
contribution from
the right side of γI
− r2∂vψ
∣∣∣
γI︸ ︷︷ ︸
contribution from
the left side of γI
(5.24)
Contribution from the right side of γI : Recall that we want to show that rψ|γI decays like τ−2 (see
Table 2) and hence all error terms must decay like τ−2−. Now propagating in AIγI the first of (5.23)
only yields an  improvement for ∂v(rψ)|γI , that is r∂v(rψ)|γI ∼ rτ−2− ∼ τ−2−+α which is not fast
enough since α is close to 1. To circumvent this difficulty, we need to introduce a new technique which
we call the singular time inversion (see Section 10). Specifically, we construct the time integral ψ(1)
of ψ that solves the wave equation gψ(1) = 0 and satisfies Tψ(1) = ψ. Note that if H0[ψ] 6= 0 then ψ(1)
is singular at the horizon and in fact satisfies
(r −M) · ∂ρψ(1) = − 2
M
·H0[ψ] +O(r −M)
for r close to M , but is smooth away from r = M . Using appropriate low regularity estimates we can
obtain global-in-time decay estimates for ψ(1) to the right of γI . Moreover, using that for ψ(1) has
a well-defined Newman–Penrose constant I0[ψ
(1)] < ∞, we can propagate (5.23) for ψ(1) which yields
∂v(rψ
(1))|γI ∼ τ−2 and hence r∂v(rψ)|γI ∼ rτ−3 ∼ τ−3+α which shows that this term does not contribute
to the asymptotics for rψ|γI .
Contribution from the left side of γI : This is the side that fully contributes to the asymptotics for
rψ|γI via the term r2∂vψ|γI . For we will derive the precise asymptotics for r2∂vψ|γI . We make use of
the improved decay rates for the conformal flux CNIτ [Tψ] (see Table 9; Type A) which, upon integrating
the wave equation on NIτ , yield that the asymptotics for r
2∂vψ|γI can be derived from the asymptotics
of ∂ρψ|{r=rI} which we already derived (and recall they depend only on H0[ψ]). Hence, the asymptotics
for r2∂vψ|γI depend only on H0 and the respective rate is τ−2.
Concluding, the precise asymptotics for rψγI depend only on the horizon charge H0[ψ] and the respec-
tive rate is τ−2. The estimate for the conformal flux, as above, in fact yields the asymptotics for r2∂vψ
in {M < r ≤ rγI} which we can now integrate backwards from γI (using the asymptotics for rψ|γI !) to
obtain the asymptotics for rψ in whole region {M < r ≤ rγI}. It remains to find the asymptotics of rψ
to the right of γI all the way up to null infinity. For this, we use the singular time integral ψ(1) once
again. Specifically, using the time decay estimates for ψ(1) and that it generically satisfies I0[ψ
(1)] 6= 0
we derive the asymptotics of T (rψ(1))−T (rψ(1))|γI = rψ− rψ|γI in AIγI in terms of I0[ψ(1)]. Combined
with the above asymptotics for rψ|γI we obtain the asymptotics of rψ in AIγI . Note that this shows that
both the near-horizon region and the near-infinity region contribute to the asymptotics for the radiation
field rψ|I+ . This completes the derivation of the asymptotics for ψ everywhere in R. See Section 11.
Late-time asymptotics for Type B data
In the case of Type B initial data the time integral ψ(1) extends smoothly to the horizon, so we can
apply the same procedure as for Type C data to ψ(1) to derive the global late-time asymptotics of ψ(1)
and of Tψ(1) = ψ. See Section 12.
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Late-time asymptotics for Type D data
A modified variant of the methods for Type A data can be applied for initial data of Type D. In
this case ∂ρψ decays faster than ψ itself. In order to obtain the asymptotics for ∂ρψ we need to first
obtain the asymptotics for the weighted derivative ∂ρ
(
(r −M)ψ), which in fact decays as fast as ψ, by
starting from null infinity and propagating up to γH. Once we obtain the asymptotics for ψ and its time
derivatives then a posteriori we obtain the asymptotics for ∂ρψ. See Section 12.
6 The H+−localized and I+−localized hierarchies
In this section we will derive the main hierarchies of commuted rp-weighted estimates near I+ and the
analogous commuted “(r−M)−p-weighted” estimatesH+ that lie at the heart of the energy and pointwise
decay estimates in the subsequent sections.
6.1 The commutator vector fields and basic estimates
We define the main quantities obtained from ψ for which we will derive r-weighted estimates.
Definition 6.1. We introduce the following higher-order radiation fields: let n ∈ N0 and let φ = r · ψ,
with ψ a solution to (1.1), then define
Φ(n) := (2D
−1r2L)nφ,
Φ˜(1) := 2r(r −M)D−1Lφ,
Φ(n) := (2D
−1r2L)nφ,
Φ˜(1) := 2rD
−1Lφ.
Denote moreover Φ˜(0) := φ and Φ˜(0) := φ.
The lemma below provides the equations for the higher-order radiation fields that are central in
deriving the r-weighted estimates in a neighbourhood of H+ and I+.
Lemma 6.1. Let ψ be a smooth solution to (1.1), then for all n ∈ N0, we have that
4LLΦ(n) =Dr
−2 /∆S2Φ(n) + [−4nr−1 +O(r−2)]LΦ(n) +D
[
n(n+ 1)r−2 +O(r−3)
]
Φ(n) (6.1)
+ n
max{0,n−1}∑
k=0
O(r−2)Φ(k),
4LLΦ(n) =Dr
−2 /∆S2Φ(n) + [−4M−2n(r −M) +O((r −M)2)]LΦ(n) (6.2)
+
[
n(n+ 1)M−4(r −M)2 +O((r −M)3)]Φ(n)
+ n
max{0,n−1}∑
k=0
O((r −M)2)Φ(k).
Furthermore,
4LLΦ˜(1) =Dr
−2 /∆S2Φ˜(1) + [−4r−1 +O(r−2)]LΦ˜(1) +D
[
2r−2 +O(r−3)
]
Φ˜(1) (6.3)
+ [2Mr−2 +O(r−3)]φ+ [Mr−2 +O(r−3)] /∆S2φ,
4LLΦ˜(1) =Dr
−2 /∆S2Φ˜(1) + [−4M−2(r −M) +O((r −M)2)]LΦ˜(1) (6.4)
+
[
2M−4(r −M)2 +O((r −M)3)] Φ˜(1)
+ [−2M−2(r −M)2 +O((r −M)3)]φ+ [−M−2(r −M)2 +O((r −M)3)] /∆S2φ.
Proof. We will first derive (6.1) and (6.2) inductively. In all equations, the n = 0 case follows directly
from rewriting (1.1) as the following equation for φ:
4LLφ = Dr2 /∆S2φ−
DD′
r
φ. (6.5)
See for example [23] for a derivation of (6.5) in a more general setting. Now, as the inductive step, let
us suppose that (6.1) and (6.2) hold for some n = N ∈ N0. We will show that they then must also hold
for n = N + 1.
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First, note that
2LΦ(N+1) = 4L(D
−1r2LΦ(N))
= [−4r +O(r0)]LΦ(n) + 4D−1r2LLΦ(N)
= [−2Dr−1 +O(r−2)]Φ(N+1) + 4D−1r2LLΦ(N).
We apply (6.1) with n = N to arrive at
2LΦ(N+1) = /∆S2Φ(N) + [−2(N + 1)r−1 +O(r−2)]Φ(N+1)
+
[
N(N + 1) +O(r−1)
]
Φ(N) +N
max{0,N−1}∑
k=0
O(r0)Φ(k).
Now, we differentiate the above equation in the L direction to obtain:
4LLΦ(N+1) =Dr
−2 /∆S2Φ(N+1) + [−4(N + 1)r−1 +O(r−2)]LΦ(N+1)
+D
[
(N(N + 1) + 2(N + 1))r−2 +O(r−3)
]
Φ(N+1) +
N∑
k=0
O(r−2)Φ(k),
which implies that (6.1) also holds for n = N + 1.
Note also that
2LΦ(N+1) = 4L(D
−1r2LΦ(N))
= [−2D−1D′r2 +O(r0)]LΦ(N) + 4D−1r2LLΦ(N)
= [−D′ +O((r −M)2)]Φ(N+1) + 4D−1r2LLΦ(N)
We apply (6.2) with n = N to arrive at
2LΦ(N+1) = /∆S2Φ(N) + [−2M−2(N + 1)(r −M) +O((r −M)2)]Φ(N+1)
+ [N(N + 1) +O(r −M)] Φ(N)
+N
max{0,N−1}∑
k=0
O(r0)Φ(k).
We differentiate the above equation in the L direction to obtain:
4LLΦ(N+1) =Dr
−2 /∆S2Φ(N+1) + [−4M−2(N + 1)(r −M) +O((r −M)2)]LΦ(N+1)
+
[
(N(N + 1) + 2(N + 1))M−4(r −M)2 +O((r −M)3)]Φ(N+1)
+
N∑
k=0
O((r −M)2)Φ(k),
which concludes the proof of (6.2).
We are left with deriving (6.3) and (6.4). We will derive these equations using similar arguments to
those above. We have that
2LΦ˜(1) = 4L(D
−1(r2 −Mr)Lφ)
= [−4r +O(r0)]Lφ+ 4D−1(r2 −Mr)LLφ
= [−2Dr−1 +O(r−2)]Φ˜(1) + 4D−1(r2 −Mr)LLφ.
By applying (6.5) we therefore obtain the following equation for Φ˜(1):
2LΦ˜(1) = [−2Dr−1 +O(r−2)]Φ˜(1) + (1−Mr−1) /∆S2φ−D′(r −M)φ.
By taking the 2L derivative of both sides we obtain:
4LLΦ˜(1) =Dr
2 /∆S2Φ˜(1) +MDr
−2 /∆S2φ+ [−4Dr−1 +O(r−2)]LΦ˜(1) +D[2r−2 +O(r−3)]Φ˜(1)
+ [2Mr−2 +O(r−3)]φ,
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which gives (6.3).
Similarly, we have that
2LΦ˜(1) = 4L(D
−1r3Lφ)
= [−2D−1D′r3 +O(r0)]Lφ+ 4D−1r3LLφ
= [−D′ +O((r −M)2)]Φ˜(1) + 4D−1r3LLφ.
We subsequently apply (6.5) to arrive at
2LΦ˜(1) = r /∆S2φ+ [−D′r−1 +O((r −M)2)]Φ˜(1) −D′r2φ.
and hence, taking the 2L derivative on both sides leads to:
4LLΦ˜(1) =Dr
2 /∆S2Φ˜(1) −D/∆S2φ+ [−4M−2(r −M) +O((r −M)2)]LΦ˜(1)
+ [2M−4(r −M)2 +O((r −M)3]Φ˜(1) + [DD′′r2 +O((r −M)3)]φ
=Dr2 /∆S2Φ˜(1) + [−M−2(r −M)2 +O((r −M)3)] /∆S2φ+ [−4M−2(r −M) +O((r −M)2)]LΦ˜(1)
+ [2M−4(r −M)2 +O((r −M)3]Φ˜(1) + [−2M−2(r −M)2 +O((r −M)3)]φ,
which gives (6.4).
In the following proposition, we establish finiteness of certain limits of the higher-order radiation fields
Φ(n) at I+.
Proposition 6.2. Let n ∈ N and assume that∫
Σ0
JT [ψ] · nΣ0 dµΣ0 <∞.
(i) If we assume that ∑
0≤k≤n
[∫
S2
| /∆n−kS2 Φ(k)|2|NI dω
]
(v) <∞
then for all u ≥ u0, we have that there exists a constant Cu = Cu(M,N,Σ0, u) > 0, such that∑
0≤k≤n
sup
u0≤u′≤u
[∫
S2
| /∆n−kS2 Φ(k)|2|NI dω
]
(v) < Cu
∑
0≤k≤n
[∫
S2
| /∆n−kS2 Φ(k)|2|NI dω
]
(v). (6.6)
(ii) If we make the stronger assumption that for all 0 ≤ k ≤ n:
lim
v→∞
[∫
S2
| /∆n−kS2 Φ(k)|2|NI dω
]
(v) <∞,
then, for all u ≥ u0 and 0 ≤ k ≤ n, we have that
lim
v→∞
[∫
S2
| /∆n−kS2 Φ(k)|2|NIu dω
]
(v) <∞. (6.7)
Proof. We will prove inductively that (6.7) holds. The n = 0 case follows directly from Proposition 3.4
of [23], so we will omit the derivation here. Let N ∈ N0 and suppose (6.7) holds for all 0 ≤ n ≤ N . Then,
by applying the fundamental theorem of calculus together with (6.1), we have that
Φ(N+1)(u, v, θ, ϕ) = Φ(N+1)(u0, v, θ, ϕ) +
∫ u
u0
L(2r2DLΦ(N))(u
′, v, θ, ϕ) du
= Φ(N+1)(u0, v, θ, ϕ)
+
∫ u
u0
[
O(r−1)Φ(N+1) +O(r0) /∆S2Φ(N) +O(r
0)
N∑
k=0
Φ(k)
]
(u′, v, θ, ϕ) du
(6.8)
By applying a Gro¨nwall inequality in u, we can therefore estimate
sup
u0≤u′≤u
|Φ(N+1)|2(u′, v, θ, ϕ) ≤ C(u)
(
|Φ(N+1)(u0, v, θ, ϕ)|2 + sup
u0≤u′≤u
[
| /∆S2Φ(N)|2 +
N∑
k=0
|Φ(k)|2
]
(u′, v, θ, ϕ)
)
.
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The above equation integrated over S2, together with (6.8), gives the following estimate:∣∣∣∣∣
∫
S2
|Φ(N+1)|2(u, v, θ, ϕ)dω −
∫
S2
|Φ(N+1)|2(u0, v, θ, ϕ)dω
−
∫
S2
(∫ u
u0
[
O(r0) /∆S2Φ(N) +O(r
0)
N∑
k=0
Φ(k)
]
(u′, v, θ, ϕ) du
)2
dω
∣∣∣∣∣
≤C(u)r−1(u, v) sup
u0≤u′≤u
∫
S2
|Φ(N+1)(u0, v, θ, ϕ)|2 + | /∆S2Φ(N)|2(u′, v, θ, ϕ) +
N∑
k=0
|Φ(k)|2(u′, v, θ, ϕ) dω.
By the inductive step, together with the additional fact that the equation for the inductive step immedi-
ately holds for Φ(N) replaced by /∆S2Φ(N), since [ /∆S2 ,g] = 0, we can infer that (6.6) holds and morever,
the right-hand side of the equation above goes to zero as v → ∞ and therefore, using once more the
inductive step (commuted with /∆S2), we conclude that
lim
v→∞
∫
S2
|Φ(N+1)|2(u, v, θ, ϕ) dω <∞,
which allows us to obtain (6.7).
Remark 6.1. Since Φ˜(1) = (1 +Mr
−1)Φ(1), (6.6) and (6.7) with n = 1 automatically hold when Φ(1) is
replaced by Φ˜(1).
6.2 The key identities
In order to establish the rp- and (r −M)−p-weighted estimates below, we first derive the following rp-
and (r −M)−p-weighted identities in the following key lemma:
Lemma 6.3. Let p ∈ R. Then the following identities hold for all n ∈ N:∫
S2
L
(
rp(LΦ(n))
2
)
dω +
1
2
∫
S2
[(p+ 4n)rp−1 +O(rp−2)](LΦ(n))2 dω
+
1
8
∫
S2
(2− p)rp−3D
(
| /∇S2Φ(n)|2 − n(n+ 1)Φ2(n)
)
dω
=
∫
S2
1
4
L
(
n(n+ 1)rp−2Φ2(n) − rp−2| /∇S2Φ(n)|2
)
dω
+
∫
S2
O(rp−3)Φ(n) · LΦ(n) +O(rp−3) /∆S2Φ(n) · LΦ(n) + n
max{0,n−1}∑
k=0
∫
S2
O(rp−2)Φ(k) · LΦ(n) dω,
(6.9)
and ∫
S2
L
(
(r −M)−p(LΦ(n))2
)
dω
+
1
2
∫
S2
(p+ 4n)M−2[(r −M)1−p +O((r −M)2−p)](LΦ(n))2 dω
+
1
8
∫
S2
(2− p)M−6(r −M)3−p
(
| /∇S2Φ(n)|2 − n(n+ 1)Φ2(n)
)
dω
=
∫
S2
1
4
L
(
n(n+ 1)M−4(r −M)2−pΦ2(n) −M−4(r −M)2−p| /∇S2Φ(n)|2
)
dω
+
∫
S2
O((r −M)3−p)Φ(n) · LΦ(n) +O((r −M)3−p) /∆S2Φ(n) · LΦ(n) dω
+ n
∫
S2
max{0,n−1}∑
k=0
∫
S2
O((r −M)2−p)Φ(k) · LΦ(n) dω.
(6.10)
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Proof. Let p ∈ N. Then we can use (6.1) to obtain the following identity:
L
(
rp(LΦ(n))
2
)
=− p
2
Drp−1(LΦ(n))2 + 2rpLLΦ(n) · LΦ(n)
=− p
2
Drp−1(LΦ(n))2 +
1
2
Drp−2 /∆S2Φ(n) · LΦ(n) + [−2nrp−1 +O(rp−2)](LΦ(n))2
+
1
2
D
[
n(n+ 1)rp−2 +O(rp−3)
]
Φ(n) · LΦ(n) + n
max{0,n−1}∑
k=0
O(rp−2)Φ(k) · LΦ(n).
Note that we can apply the Leibniz rule to rewrite
1
2
n(n+ 1)rp−2Φ(n) · LΦ(n) = L
(
1
4
n(n+ 1)rp−2Φ2(n)
)
+
1
8
(2− p)n(n+ 1)DΦ2(n).
We similarly apply the Leibniz rule with respect to L differentiation, together with integration by parts
on S2 to rewrite:∫
S2
1
2
rp−2 /∆S2Φ(n) · LΦ(n) dω = −
∫
S2
L
(
1
4
rp−2| /∇S2Φ(n)|2
)
dω −
∫
S2
1
8
(2− p)rp−3D| /∇S2Φ(n)|2 dω.
By combining the above equations, we arrive at the following equality:∫
S2
L
(
rp(LΦ(n))
2
)
dω +
1
2
∫
S2
[(p+ 4n)rp−1 +O(rp−2)](LΦ(n))2 dω
+
1
8
∫
S2
(2− p)rp−3D
(
| /∇S2Φ(n)|2 − n(n+ 1)Φ2(n)
)
dω
=
∫
S2
1
4
L
(
n(n+ 1)rp−2Φ2(n) − rp−2| /∇S2Φ(n)|2
)
dω
+
∫
S2
O(rp−3)Φ(n) · LΦ(n) +O(rp−3) /∆S2Φ(n) · LΦ(n) + n
max{0,n−1}∑
k=0
∫
S2
O(rp−2)Φ(k) · LΦ(n) dω.
We conclude that (6.9) holds.
In order to prove (6.10), we proceed in a very similar manner, with the weights rp replaced by
(r −M)−p and L and L interchanged. We have that:
L
(
(r −M)−p(LΦ(n))2
)
=− p
2
r−2(r −M)−p+1(LΦ(n))2 + 2(r −M)−pLLΦ(n) · LΦ(n)
=− p
2
r−2(r −M)−p+1(LΦ(n))2 +
1
2
r−4(r −M)2−p /∆S2Φ(n) · LΦ(n)
+ [−2M−2n(r −M)1−p +O((r −M)2−p)](LΦ(n))2
+
1
2
[
n(n+ 1)M−4(r −M)2−p +O((r −M)3−p)]Φ(n) · LΦ(n)
+ n
max{0,n−1}∑
k=0
O((r −M)2−p)Φ(k) · LΦ(n).
We apply the Leibniz rule with respect to L differentiation and integrate by parts on S2 analogously to
above to obtain:∫
S2
L
(
(r −M)−p(LΦ(n))2
)
dω +
1
2
∫
S2
(p+ 4n)M−2[(r −M)1−p +O((r −M)2−p)](LΦ(n))2 dω
+
1
8
∫
S2
(2− p)M−6(r −M)3−p
(
| /∇S2Φ(n)|2 − n(n+ 1)Φ2(n)
)
dω
=
∫
S2
1
4
L
(
n(n+ 1)M−4(r −M)2−pΦ2(n) −M−4(r −M)2−p| /∇S2Φ(n)|2
)
dω
+
∫
S2
O((r −M)3−p)Φ(n) · LΦ(n) +O((r −M)3−p) /∆S2Φ(n) · LΦ(n) dω
+ n
∫
S2
max{0,n−1}∑
k=0
∫
S2
O((r −M)2−p)Φ(k) · LΦ(n) dω.
43
We will make use of the following orthogonal projections
P`, P≤`, P≥` : L2(S2)→ L2(S2),
with ` ∈ N0, which are defined as follows: let f ∈ L2(S2), then
P`f = f`,
P≤`f =
∑`
`′=0
f`′ ,
P≥`f =
∞∑
`′=`
f`′ ,
where f`′ is the `
′-th angular mode. See also Appendix A.1.
In the lemma below, we prove similar identities for the orthogonal projection P1Φ˜(1), but we exploit
crucial cancellations occurring when we apply (A.5).
Lemma 6.4. The following identities hold for all p ∈ R:∫
S2
L
(
rp(LP1Φ˜(1))
2
)
dω +
1
2
∫
S2
[(p+ 4)rp−1 +O(rp−2)](LP1Φ˜(1))2 dω (6.11)
=
∫
S2
O(rp−3)P1Φ˜(1) · LP1Φ˜(1) +
∫
S2
O(rp−3)P1φ · LP1Φ˜(1) dω,∫
S2
L
(
(r −M)−p(LP1Φ˜(1))2
)
dω +
1
2
∫
S2
(p+ 4)M−2[(r −M)1−p +O((r −M)2−p)](LP1Φ˜(1))2 dω
(6.12)
=
∫
S2
O((r −M)3−p)P1Φ˜(1) · LP1Φ˜(1) dω +
∫
S2
O((r −M)3−p)P1φ · LP1Φ˜(1) dω.
Proof. The proof proceeds exactly as the proof of Lemma 6.3 with n = 1, but we additionally use the
identity (A.5) together with the fact that
/∆S2P1ψ + 2P1ψ = 0
to arrive at additional cancellations resulting in additional factors of 1r and r−M on the right-hand sides
of the identities for P1Φ˜(1) and P1Φ˜(1), respectively.
6.3 The main commuted hierarchies
We have the following
Proposition 6.5. Fix n ∈ N0 and assume that for all 0 ≤ k ≤ min{n− 1, 0} and 0 ≤ j ≤ n− k
lim
v→∞
(∫
S2
| /∇S2 /∆jS2P≥1Φ(k)|2 dω
)
(u0, v) <∞. (6.13)
Let  > 0 be arbitrarily small, then there exists rI > 0 sufficiently large, such that for p ∈ (−4n, 2]
and for all 0 ≤ u1 ≤ u2:
(1− )
∫
NIu2
rp(LP≥1Φ(n))2 dωdv +
1
2
(1− )
∫ u2
u1
∫
NIu
(p+ 4n)rp−1(LP≥1Φ(n))2 dωdvdu
+
1
4
∫
I+(u1,u2)
[
rp−2| /∇S2P≥1Φ(n)|2 − n(n+ 1)rp−2(P≥1Φ(n))2
]
dωdu
+
1
8
∫ u2
u1
∫
NIu
(2− p)rp−3D
(
| /∇S2P≥1Φ(n)|2 − n(n+ 1)P≥1Φ2(n)
)
dωdvdu
≤ C
∫
NIu1
rp(LP≥1Φ(n))2 dωdv + C
∑
k≤n
∫
Σu1
JT [T kψ] · nu1 dµΣu1 ,
(6.14)
where C = C(n,M,Σ0, rH) > 0 is a constant and we can take rI = (p+ 4n)−1R0(n,M) > 0.
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Furthermore, there exists rH > M , with rH −M suitably small, such that for p ∈ (−4n, 2] and for all
0 ≤ u1 ≤ u2:
(1− )
∫
NHv2
(r −M)−p(LP≥1Φ(n))2 dωdu+
1
2
(1− )
∫ v2
v1
∫
NHu
(p+ 4n)(r −M)1−p(LP≥1Φ(n))2 dωdudv
+
1
4
M−4
∫
H+(v1,v2)
[
(r −M)2−p| /∇S2Φ(n)|2 − n(n+ 1)(r −M)2−pΦ2(n)
]
dωdv
+
1
8
∫ v2
v1
∫
NHv
(2− p)(r −M)3−pM−6
(
| /∇S2P≥1Φ(n)|2 − n(n+ 1)P≥1Φ2(n)
)
dωdudv
≤ C
∫
NHv1
rp(LP≥1Φ(n))
2 dωdu+ C
∑
k≤n
∫
Σv1
JT [T kψ] · nv1 dµΣv1 ,
(6.15)
where C = C(n,D, rH) > 0 is a constant and we can take (rH −M)−1 = (p+ 4n)−1M−2R0(n,M) > 0.
Proof. Observe first of all that the assumption (6.13) together with the smoothness assumption of the
initial data on Σ0 imply that ∫
Σ0
JT [ψ≥1] · nΣ0 dµΣ0 <∞.
We can therefore appeal to Proposition 6.2 with regards to the limiting behaviour of P≥1Φ(k) at I+.
We will first derive the estimate (6.14). In all the estimates in this proof, we assume for notational
convenience that
∫
S2 ψ dω = 0. We introduce a smooth cut-off function χ : R→ R such that χ(r) = 0 for
all r ≤ rI and χ(r) = 1 for all r ≥ rI +M . We will choose rI appropriately large.
We now integrate both sides of (6.9) in the u and v directions to obtain∫
NIu2
rp(L(χΦ(n)))
2 dωdv +
1
2
∫ u2
u1
∫
NIu
(p+ 4n)rp−1(L(χΦ(n)))2 dωdvdu
+
1
4
∫
I+(u1,u2)
[
rp−2| /∇S2Φ(n)|2 − n(n+ 1)rp−2Φ2(n)
]
dωdu
+
1
8
∫ u2
u1
∫
NIu
(2− p)rp−3Dχ2
(
| /∇S2Φ(n)|2 − n(n+ 1)Φ2(n)
)
dωdvdu
=
∫
NIu1
rp(L(χΦ(n)))
2 dωdv
+ J1 + J2 + J3 +
∑
|α|≤1
∫ u2
u1
∫
NIu
rp−2L(χΦ(n)) ·Rχ[∂αΦ(n)] dωdudv,
(6.16)
where we use the notation Rχ[f ] for terms that are compactly supported in rI ≤ r ≤ rI + M and are
linear in the function f , and we define
J1 :=
∫ u2
u1
∫
NIu
O(rp−2)(L(χΦ(n)))2 dωdudv,
J2 :=
∫ u2
u1
∫
NIu
O(rp−3)χΦ(n) · L(χΦ(n)) +O(rp−3) /∆S2(χΦ(n)) · L(χΦ(n)) dωdudv,
J3 := n
n−1∑
k=0
∫ u2
u1
∫
NIu
O(rp−2)χΦ(k) · L(χΦ(n)) dωdvdu.
In order to obtain (6.16) we used that rp−2χ2Φ2(n) and r
p−2χ2Φ2(n) vanish on {r = rI}.
First of all, by (A.11) and the compactness of the support of Rχ it follows that there exists a constant
C(M,Σ0, rI) > 0 such that∑
|α|≤1
∫ u2
u1
∫
NIu
rp−2L(χΦ(n)) ·Rχ[∂αΦ(n)] dωdudv ≤ C
∑
k≤n
∫
Σu1
JT [T kψ] · nu1 dµΣu1 . (6.17)
The strategy for the remainder of the proof will therefore be to absorb J1 + J2 + J3 into the second term
on the left-hand side of (6.16).
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Estimating J1
We apply Young’s inequality with weights in  to estimate
|J1| ≤
∫ u2
u1
∫
NIu
(p+ 4n)rp−1(L(χΦ(n)))2 + C−1(p+ 4n)−1rp−5χ2Φ2(n) dωdudv,
where we fix  > 0 to be suitably small. We absorb the first term into the left-hand side of (6.16). We
apply (A.1) to further estimate
−1(p+ 4n)−1
∫ u2
u1
∫
NIu
rp−5χ2Φ2(n) dωdudv ≤ C−1(p+ 4n)−1
∫
NIu
rp−3(L(χΦ(n)))2 dωdudv
≤ C−1(p+ 4n)−1r−2I
∫
NIu
rp−1(L(χΦ(n)))2 dωdudv.
For r2I > 0 suitably large (depending linearly on (p+4n)
−1), we can therefore also absorb the term above
in to the second integral on the left-hand side of (6.16).
Estimating J2
To estimate J2, we first consider O(r
p−3)χΦ(n) · L(χΦ(n)) and apply Young’s inequality to obtain:∫ u2
u1
∫
NIu
O(rp−3)χΦ(n) · L(χΦ(n)) dωdudv ≤
∫ u2
u1
∫
NIu
(p+ 4n)rp−1(L(χΦ(n))2 dωdudv
+ C−1(p+ 4n)−1
∫ u2
u1
∫
NIu
rp−5χ2Φ2(n) dωdudv.
The first term on the right-hand side can be absorbed into the left-hand side of (6.16) and the second
term on the right-hand side can be absorbed into J1, as above.
In order to estimate O(rp−3)χ/∆S2Φ(n) · L(χΦ(n)) we first rearrange the terms in (6.1) to obtain:
1
2
Dχ/∆S2Φ(n) = 2r
2LL(χΦ(n)) + (2nr +O(r
0))L(χΦ(n)) +
n∑
k=0
O(r0)χΦ(k) +
∑
|α|≤1
Rχ[∂
αΦ(n)], (6.18)
so that∣∣∣∣∣
∫ u2
u1
∫
NIu
O(rp−3)χ/∆S2Φ(n) · L(χΦ(n)) dωdudv
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ u2
u1
∫
NIu
O(rp−1)LL(χΦ(n)) · L(χΦ(n)) dωdudv
∣∣∣∣∣
+
∣∣∣∣∣
∫ u2
u1
∫
NIu
O(rp−2)(L(χΦ(n)))2 dωdudv
∣∣∣∣∣
+
∣∣∣∣∣
n∑
k=0
∫ u2
u1
∫
NIu
O(rp−3)χΦ(k) · L(χΦ(n)) dωdudv
∣∣∣∣∣
+ C
∑
k≤n
∫
Σu1
JT [T kψ] · nu1 dµΣu1
Note that we can absorb the second integral on the right-hand side into J1 and we can group the third
integral with the O(rp−3)χΦ(n) ·L(χΦ(n)) term of J2 and with J3 (which we estimate below). It remains
to estimate the integral of O(rp−1)LL(χΦ(n)) · L(χΦ(n)).
We first integrate by parts in the L direction:∫ u2
u1
∫
NIu
O(rp−1)LL(χΦ(n)) · L(χΦ(n)) dωdudv =
∫ u2
u1
∫
NIu
L(O(rp−1)(L(χΦ(n)))2) dωdudv
+ (p− 1)
∫ u2
u1
∫
NIu
O(rp−2)(L(χΦ(n)))2 dωdudv
=
∫
NIu2
O(rp−1)(L(χΦ(n)))2 dωdv −
∫
NIu1
O(rp−1)(L(χΦ(n)))2 dωdv
+ (p− 1)
∫ u2
u1
∫
NIu
O(rp−2)(L(χΦ(n)))2 dωdudv.
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We can absorb the third term on the very right-hand side above into J1 and we can absorb the absolute
values of the remaining terms into the integrals over NIu2 and N
I
u1 that appear in (6.16) (after taking
rI > 0 suitably large).
Estimating J3
If n = 0, there is nothing to estimate. Suppose therefore that n ≥ 1. It is only in this step that we
will make use of the assumption
∫
S2 ψ dω = 0. That is to say, using this assumption it follows that
there exist functions f(k), with 0 ≤ k ≤ n, such that
/∆S2f(k) = Φ(k).
for all 0 ≤ k ≤ n. We can then estimate J3 as by integrating by parts twice on S2 and then applying
once more (6.18) to obtain:
J3 =
n−1∑
k=0
∫ u2
u1
∫
NIu
O(rp−2)χ/∆S2Φ(k) · L(χf(n)) dωdvdu
=
n−1∑
k=0
∫ u2
u1
∫
NIu
O(rp)χLLΦ(k) · L(χf(n)) +O(rp−1)χLΦ(k) · L(χf(n))
+
k−1∑
m=0
O(rp−2)χΦ(m) · L(χf(n)) dωdvdu.
We integrate by parts in the L direction to obtain:
n−1∑
k=0
∫ u2
u1
∫
NIu
O(rp)χLLΦ(k) · L(χf(n)) dωdudv =
n−1∑
k=0
∫ u2
u1
∫
NIu
L
(
O(rp)χLΦ(k) · L(χf(n))
)
dωdudv
+ p
n−1∑
k=0
∫ u2
u1
∫
NIu
O(rp−1)χLΦ(k) · L(χf(n)) dωdudv + . . .
=
∫
Nu2
O(rp)χLΦ(k) · L(χf(n)) dωdv
+
∫
Nu1
O(rp)χLΦ(k) · L(χf(n)) dωdv
+ p
n−1∑
k=0
∫ u2
u1
∫
NIu
O(rp−1)χLΦ(k) · L(χf(n)) dωdudv + . . . ,
where for the sake of brevity we employ the schematic notation . . . to denote all integral terms that are
supported in rI ≤ r ≤ rI +M .
Note that by applying (A.4) with ` = 1 together with (A.6), we can estimate∫
S2
f2(n) dω ≤
1
2
∫
S2
| /∇S2f(n)|2 dω ≤
1
4
∫
S2
Φ2(n) dω (6.19)
and hence,∣∣∣∣∫
Nu
O(rp)χLΦ(k) · L(χf(n)) dωdv
∣∣∣∣ ≤ ∫
Nu
rp(LχΦ(n))
2 + C−1rp−4χ2(Φ(k+1))2 dωdv,∣∣∣∣∣
∫ u2
u1
∫
NIu
O(rp−1)χLΦ(k) · L(χf(n)) dωdudv
∣∣∣∣∣ ≤
∫ u2
u1
∫
Nu
rp−1(LχΦ(n))2 + C−1rp−5χ2(Φ(k+1))2 dωdv.
By applying (A.1), with r1 = rI suitably large and r2 =∞, a number n− k times to the second term
on the right-hand side above and moreover (6.6) (which holds by the assumption (6.13)) we can conclude
that all the boundary terms appearing in (A.1) vanish, so that we can further estimate for p < 3:∫
Nu
rp(LχΦ(n))
2 + C−1rp−4χ2(Φ(k+1))2 dωdv ≤ C
∫
Nu
rp(LχΦ(n))
2 dωdv + C
∑
m≤n
∫
Σu
JT [Tmψ] · nu dµΣu ,
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where we take u = u1 or u = u2.
Similarly,∫ u2
u1
∫
Nu
rp−1(LχΦ(n))2 + C−1rp−5χ2(Φ(k+1))2 dωdv ≤ C
∫ u2
u1
∫
Nu
rp(LχΦ(n))
2 dωdvdu+ . . . .
Putting the above estimates together, we therefore obtain:
|J3| ≤ C
∫ u2
u1
∫
NIu
rp−1(LχΦ(n))2 + C
∫
Nu2
rp(LχΦ(n))
2 dωdv + C
∫
Nu1
rp(LχΦ(n))
2 dωdv
+ C
∑
k≤n
∫
Σu1
JT [T kψ] · nu1 dµΣu1 .
The first integral on the right-hand side can be absorbed into J1 and the second integral on the right-hand
side of the above equation can be absorbed into the left-hand side of (6.16).
Hence, we arrive at (6.14) with Φ(n) replaced by χΦ(n). In order to remove the cut-off function χ on
the right-hand side of (6.16), we estimate:∫
NIu1
rp(LχΦ(n))
2 dωdv ≤ C
∫
NIu1
rp(LΦ(n))
2 dωdv + C
∫
NIu1∩{rI≤r≤rI+M}
Φ2(n) dωdv
≤ C
∫
NIu1
rp(LΦ(n))
2 dωdv + C
∑
k≤n−1
∫
NIu1∩{rI≤r≤rI+M}
JT [T kψ] · Ldωdv,
where we applied a (A.1) together with (6.6) and a standard elliptic estimate on Nu1 to arrive at the
second inequality. We can similarly estimate∫
NIu2
rp(LΦ(n))
2 dωdv ≤ C
∫
NIu2∩{r≥rI+M}
rp(LχΦ(n))
2 dωdv + C
∫
NIu2∩{rI≤r≤rI+M}
(LΦ(n))
2 dωdv
≤ C
∫
NIu2
rp(LχΦ(n))
2 dωdv + C
∑
k≤n
∫
NIu2
JT [T kψ] · Ldωdv
≤ C
∫
NIu2
rp(LχΦ(n))
2 dωdv + C
∑
k≤n
∫
Σu1
JT [T kψ] · nu1 dµΣu1
and, by applying moreover (A.11), we also obtain∫ u2
u1
∫
NIu
rp−1(LΦ(n))2 dωdvdu ≤ C
∫ u2
u1
∫
NIu∩{r≥rI+M}
rp−1(LχΦ(n))2 dωdvdu
+ C
∫ u2
u1
∫
NIu∩{rI≤r≤rI+M}
(LΦ(n))
2 dωdvdu
≤ C
∫ u2
u1
∫
NIu
rp−1(LχΦ(n))2 dωdvdu+ C
∑
k≤n
∫
Σu1
JT [T kψ] · nu1 dµΣu1 .
In order to derive (6.15) we introduce a different smooth cut-off function χ : R→ R (we use the same
notation for this cut-off function for the sake of convenience) such that χ(r) = 0 for all r ≥ rH and
χ(r) = 1 for all M ≤ r ≤M + 12 (rH−M), with rH < 2M and rH−M appropriately small. We integrate
both sides of (6.10) in the u and v directions to obtain:∫
NHv2
(r −M)−p(L(χΦ(n)))2 dωdu+
1
2
M−2
∫ v2
v1
∫
NHv
(p+ 4n)(r −M)1−p(L(χΦ(n)))2 dωdudv
+
1
4
M−4
∫
H+(v1,v2)
[
(r −M)2−p| /∇S2Φ(n)|2 − n(n+ 1)(r −M)2−pΦ2(n)
]
dωdv
+
1
8
M−6
∫ v2
v1
∫
NHv
(2− p)(r −M)3−pχ2
(
| /∇S2Φ(n)|2 − n(n+ 1)Φ2(n)
)
dωdudv
=
∫
NHv1
(r −M)−p(L(χΦ(n)))2 dωdu
+ J1 + J2 + J3 +
∑
|α|≤1
∫ v2
v1
∫
NHu
rp−2L(χΦ(n)) ·Rχ[∂αΦ(n)] dωdudv,
(6.20)
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where we now use the notation Rχ[f ] for terms that are compactly supported in M+
1
2 (rH−M) ≤ r ≤ rH
and are linear in the function f , and we define
J1 :=
∫ v2
v1
∫
NHv
O((r −M)2−p)(L(χΦ(n)))2 dωdvdu,
J2 :=
∫ v2
v1
∫
NHv
O((r −M)3−p)χΦ(n) · L(χΦ(n)) +O((r −M)3−p) /∆S2(χΦ(n)) · L(χΦ(n)) dωdvdu,
J3 := n
n−1∑
k=0
∫ v2
v1
∫
NHv
O((r −M)2−p)χΦ(k) · L(χΦ(n)) dωdvdu.
We can absorb J1 + J2 + J3 into the left-hand side of (6.15) by repeating the estimates in AI above in
the region AH, using (A.1) instead of (A.1). Note that in the AH case there is no need to apply (6.6)
as the analogous estimate at H+ follows immediately from the smoothness of ψ at H+ (as we consider
smooth initial data).
Remark 6.2. The third and fourth integrals on the right-hand sides of (6.14) and (6.15) have a positive
sign if we consider P≥nψ rather than the more general P≥1ψ. This follows directly from (A.4).
6.4 The improved hierarchies for ` = 0 and ` = 1
The next proposition yields improved hierarchies for the harmonic mode numbers ` = 0 and ` = 1.
Proposition 6.6. Fix n ∈ {0, 1} and assume that on NI :
lim
v→∞
(∫
S2
φ21 dω
)
(u0, v) <∞. (6.21)
Then there exists an rI > 0, such that for p ∈ (−4n, 4) and for all 0 ≤ u1 ≤ u2:∫
NIu2
rp(LPnΦ˜(n))
2 dωdv +
1
2
∫ u2
u1
∫
NIu
(p+ 4n)rp−1(LPnΦ˜(n))2 dωdvdu
≤ C
∫
NIu1
rp(LPnΦ˜(n))
2 dωdv + C
∑
k≤n
∫
Σu1
JT [T kψ] · nu1 dµΣu1 ,
(6.22)
where C = C(M,Σ0, rI) > 0 is a constant and we can take rI = (p+ 4n)−1R0(n,M) > 0.
Furthermore, there exists an rH > M , such that for p ∈ (−4n, 4) and for all 0 ≤ u1 ≤ u2:∫
NHv2
(r −M)−p(LPnΦ˜(n))2 dωdu+
1
2
∫ v2
v1
∫
NHu
(p+ 4n)(r −M)1−p(LPnΦ˜(n))2 dωdudv
≤ C
∫
NHv1
(r −M)−p(LPnΦ˜(n))2 dωdu+ C
∑
k≤n
∫
Σv1
JT [T kψ] · nv1 dµΣv1 ,
(6.23)
where C = C(M,Σ0, rH) > 0 is a constant and we can take (rH −M)−1 = (p+ 4n)−1R0(n,M) > 0.
If we additionally assume that there exist constants η > 0 and Eη > 0 such that∑
k≤n
∫
S2
|PnΦ˜(k)|2 dω . Eη · (1 + u)−2−η in AI , (6.24)
∑
k≤n
∫
S2
|PnΦ˜(k)|2 dω . Eη · (1 + v)−2−η in AH, (6.25)
then we can obtain for 0 < p < 5:∫
NIu2
rp(LPnΦ˜(n))
2 dωdv +
1
2
∫ u2
u1
∫
NIu
(p+ 4n)rp−1(LPnΦ˜(n))2 dωdvdu
≤ C
∫
NIu1
rp(LPnΦ˜(n))
2 dωdv + C
∑
k≤n
∫
Σu1
JT [T kψ] · nu1 dµΣu1 + C(p− 5)−1Eη,
(6.26)
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and ∫
NHv2
(r −M)−p(LPnΦ˜(n))2 dωdu+
1
2
∫ v2
v1
∫
NHu
(p+ 4n)(r −M)1−p(LPnΦ˜(n))2 dωdudv
≤ C
∫
NHv1
(r −M)−p(LPnΦ˜(n))2 dωdu+ C
∑
k≤n
∫
Σv1
JT [T kψ] · nv1 dµΣv1 + C(p− 5)−1Eη.
(6.27)
Proof. For p < 4, the proof proceeds in a similar manner to the proof of Proposition 6.5, using in the
n = 1 case the identities in Lemma 6.4 rather than those in Lemma 6.3. Note in particular that due to
the lower powers in r and (r−M)−1 appearing in the identities in Lemma 6.4 and in Lemma 6.3 if n = 0
(compared to the general n case), we are able to increase the range of p. We omit the details of these
steps.
We will now show how we can extend the range of p to 0 < p < 5, after invoking the additional
assumptions (6.24) and (6.25). We restrict to AI , because the argument in AH proceeds analogously.
By Lemma 6.3 in the n = 0 case and Lemma 6.4 in the n = 1 case, we only need to estimate∫ u2
u1
∫
NIu
rp−3|φ||LPnΦ˜(n)|+ rp−3|PnΦ˜(n)||LPnΦ˜(n)| dωdvdu.
We apply Young’s inequality to obtain∫ u2
u1
∫
NIu
rp−3|φ||LPnΦ˜(n)|+ rp−3|PnΦ˜(n)||LPnΦ˜(n)| dωdvdu
≤ 
∫ u2
u1
∫
NIu
u−1−
η
2 · rp(LPnΦ˜(n))2 dωdvdu+ 1
4
∫ u2
u1
∫
NIu
u1+
η
2 rp−6
[
(φ)2 + (PnΦ˜(n))
2
]
dωdvdu
≤ Cu−
η
2
0 sup
u1≤u≤u2
∫
NIu
rp(LPnΦ˜(n))
2 dωdv +
C

(p− 5)−1u−
η
2
0 Eη.
For  > 0 suitably small, we can absorb the first term on the right-hand side above into the left-hand
side of the spacetime integral of the identities (6.9) (for n = 0) and (6.12) (for n = 1), where we take a
supremum in u on the left-hand side.
7 Extended hierarchies for T kψ
7.1 The preliminary extended identities
In order to obtain improved estimates for time-derivatives of ψ, which are essential for deriving the late-
time asymptotics for ψ itself, we will derive additional hierarchies of rp and (r−M)−p weighted estimates
for T kψ, with k ≥ 1. As a first step, we will derive additional hierarchies for LkΦ(n) and Lkφ0 in AI and
LkΦ(n) and L
kφ0 in AH. We start with the following identities.
Lemma 7.1. Let n ∈ N0 and k ∈ N. Then:
4LL(LkΦ(n)) =Dr
−2 /∆S2L
kΦ(n) + [−kDr−3 +O(r−4)] /∆S2Lk−1Φ(n) + [−4nr−1 +O(r−2)]Lk+1Φ(n)
+D[n(n+ 1 + 2k)r−2 +O(r−3)]LkΦ(n) + k(k − 1)
k∑
j=min{k,2}
O(r−2−j) /∆S2L
k−jΦ(n)
+
k∑
j=1
O(r−2−j)Lk−jΦ(n) + n
max{0,n−1}∑
m=0
k∑
j=0
O(r−2−j)Lk−jΦ(m)
(7.1)
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and
4LL(LkΦ(n)) =Dr
−2 /∆S2L
kΦ(n) + [−kM−6(r −M)3 +O((r −M)4)] /∆S2Lk−1Φ(n)
+ [−4M−2n(r −M) +O((r −M)2)]Lk+1Φ(n)
+ [n(n+ 1 + 2k)M−4(r −M)2 +O((r −M)3)]LkΦ(n)
+ k(k − 1)
k∑
j=min{k,2}
O((r −M)2+j) /∆S2Lk−jΦ(n)
+
k∑
j=1
O((r −M)2+j)Lk−jΦ(n) + n
max{0,n−1}∑
m=0
k∑
j=0
O((r −M)2+j)Lk−jΦ(m).
(7.2)
Proof. The identities (7.1) and (7.2) follow from a straightforward induction argument, where we apply
Lemma 6.1 for the k = 0 case.
Lemma 7.2. Let n ∈ N0. Then
4LTΦ(n) = 4L
2Φ(n) +Dr
−2 /∆S2Φ(n) + [−4nr−1 +O(r−2)]LΦ(n) +D
[
n(n+ 1)r−2 +O(r−3)
]
Φ(n)
+ n
max{0,n−1}∑
k=0
O(r−2)Φ(k),
(7.3)
and
4LTΦ(n) = 4L
2Φ(n) +Dr
−2 /∆S2Φ(n) + [−4M−2n(r −M) +O((r −M)2)]LΦ(n)
+
[
n(n+ 1)M−4(r −M)2 +O((r −M)3)]Φ(n)
+ n
max{0,n−1}∑
k=0
O((r −M)2)Φ(k).
(7.4)
Let k ≥ 2, then
4L(Lk−1TΦ(n)) = 4Lk+1Φ(n) +Dr−2 /∆S2L
k−1Φ(n) + [−(k − 1)Dr−3 +O(r−4)] /∆S2Lk−2Φ(n)
+ [−4nr−1 +O(r−2)]LLk−1Φ(n) +D[n(n+ 1 + 2(k − 1))r−2 +O(r−3)]Lk−1Φ(n)
+ (k − 1)(k − 2)
k−1∑
j=min{k−1,2}
O(r−2−j) /∆S2L
k−1−jΦ(n)
+
k−2∑
j=0
O(r−2−j)Lk−1−jΦ(n) + n
max{0,n−1}∑
m=0
k−1∑
j=0
O(r−2−j)Lk−1−jΦ(m).
(7.5)
and
4L(Lk−1TΦ(n)) = 4LL
kΦ(n) +Dr
−2 /∆S2L
k−1Φ(n) + [−(k − 1)M−6(r −M)3 +O((r −M)4)] /∆S2Lk−2Φ(n)
+ [−4M−2n(r −M) +O((r −M)2)]LLk−1Φ(n)
+ [n(n+ 1 + 2(k − 1))M−4(r −M)2 +O((r −M)3)]Lk−1Φ(n)
+ (k − 1)(k − 2)
k−1∑
j=min{k−1,2}
O((r −M)2+j) /∆S2Lk−1−jΦ(n)
+
k−1∑
j=1
O((r −M)2+j)Lk−1−jΦ(n) + n
max{0,n−1}∑
m=0
k−1∑
j=0
O((r −M)2+j)Lk−1−jΦ(m).
(7.6)
Proof. In order to prove (7.3) and (7.4), we use that T = L + L and apply Lemma 6.1. Similarly, (7.5)
and (7.6) follows immediately from the identities in Lemma 7.2.
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When we restrict the the spherical mean ψ0, the analogs of Lemma 7.1 and Lemma 7.2 (with n = 0)
simplify significantly.
Lemma 7.3. Consider ψ0. Then for all k ∈ N,
4LL(Lkφ0) =O(r
−2)Lk+1φ0 +O(r−3)Lkφ0 +
k∑
j=1
O(r−3−j)Lk−jφ0, (7.7)
4LL(Lkφ0) =O((r −M)2)LLkφ0 +O((r −M)3)Lkφ0 +
k∑
j=1
O((r −M)3+j)Lk−jφ0. (7.8)
and
4L(Lk−1Tφ0) = 4L(Lkφ0) +O(r−2)LLk−1φ0 +O(r−3)Lk−1φ0 (7.9)
+ (k − 1)
k−1∑
j=min{k−1,1}
O(r−3−j)Lk−1−jφ0,
4L(Lk−1Tφ0) = 4L(Lkφ0) +O((r −M)2)LLk−1φ0 +O((r −M)3)Lk−1φ0 (7.10)
+ (k − 1)
k∑
j=min{1,k−1}
O((r −M)3+j)Lk−1−jφ0.
Proof. Equations (7.7) and (7.8) follow from a standard induction argument, where we apply Lemma 6.1
to obtain the k = 0 case. Equations (7.9) and (7.10) then follow by using that T = L+ L.
Before we derive r-weighted estimates for LkΦ(n) and L
kΦ(n), with k > 0, we need to establish
appropriate (u-dependent) boundedness estimates near I+. Recall that in the k = 0 case these were
obtained in Proposition 6.2.
Proposition 7.4. Let n ∈ N and J ∈ N0 and assume that∫
Σ0
JT [ψ] · nΣ0 dµΣ0 <∞.
(i) For all u ≥ u0, we have that there exists a constant Cu = Cu(M,J,Σ0, u) > 0, such that∑
0≤k≤n
∑
0≤j≤J
sup
u0≤u′≤u
[∫
S2
r2j | /∆n−kS2 LjΦ(k)|2|NI dω
]
(v)
<Cu
∑
0≤k≤n
∑
0≤j≤J
[∫
S2
r2j | /∆n−kS2 LjΦ(k)|2|NI dω
]
(v).
(7.11)
(ii) If we assume that for all 0 ≤ k ≤ n and 0 ≤ j ≤ J
lim
v→∞
[∫
S2
r2j | /∆n−kS2 LjΦ(k)|2|NI dω
]
(v) <∞,
then, for all u ≥ u0, 0 ≤ k ≤ n and 0 ≤ j ≤ J , we have that
lim
v→∞
[∫
S2
r2j | /∆n−kS2 LjΦ(k)|2|NIu dω
]
(v) <∞. (7.12)
Proof. The proof proceeds inductively in J . The J = 0 case is proved in Proposition 6.2. We then
suppose that (7.11) holds for J and prove that it must also hold for J replaced by J + 1 by applying the
same arguments as in the proof of Proposition 6.2, using equation (7.1).
We now state the key lemma containing the r-weighted identities for LJΦ(n) and L
jΦ(n) with J > 1.
Recall that the J = 0 case was obtained in Lemma 6.3.
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Lemma 7.5. Let p ∈ R. Then the following identities hold for all N ∈ N0 and J ∈ N:∫
S2
L
(
rp(LJ+1Φ(n))
2
)
dω +
∫
S2
L
(
1
4
rp−2| /∇S2LJΦ(n)|2
)
dω
+
1
2
∫
S2
L
([−JDrp−3 +O(rp−4)] /∇S2LJΦ(n) · /∇S2LJ−1Φ(n)) dω
+
1
2
∫
S2
[(p+ 4N)rp−1 +O(rp−2)](LJ+1Φ(n))2 dω
+
1
8
∫
S2
[(2 + 4J − p)rp−3 +O(rp−4)]D| /∇S2LJΦ(n)|2 + (p− 2)N(N + 1 + 2J)rp−3D(LJΦ(n))2 dω
=
∫
S2
1
4
L
(
N(N + 1 + 2J)rp−2(LJΦ(n))2
)
dω
+
∫
S2
O(rp−3)LJΦ(n) · LJ+1Φ(n) dω +
J∑
j=1
∫
S2
O(rp−2−j)LJ−jΦ(n) · LJ+1Φ(n)
+ J(J − 1)
∫
S2
J∑
j=min{J,2}
O(rp−2−j) /∆S2L
J−jΦ(n) · LJ+1Φ(n) dω
+
∫
S2
O(rp−3) /∆S2L
JΦ(n) · LJ+1Φ(n) dω +N
max{0,N−1}∑
n=0
J∑
j=0
∫
S2
O(rp−2−j)LJ−jΦ(n) · LJ+1Φ(n) dω
+
∫
S2
O(rp−4) /∇S2LJ−1Φ(n) · /∇S2LJΦ(n) dω,
(7.13)
and∫
S2
L
(
(r −M)−p(LJ+1Φ(n))2
)
dω +
∫
S2
L
(
1
4
M−4(r −M)2−p| /∇S2LJΦ(n)|2
)
dω
+
1
2
∫
S2
L
([−JM−6D(r −M)3−p +O((r −M)4−p)] /∇S2LJΦ(n) · /∇S2LJ−1Φ(n)) dω
+
1
2
∫
S2
[(p+ 4N)M−2(r −M)1−p +O((r −M)2−p)](LJ+1Φ(n))2 dω
+
1
8
∫
S2
[(2 + 4J − p)M−6(r −M)3−p +O((r −M)4−p)]| /∇S2LJΦ(n)|2
+ (p− 2)M−6N(N + 1 + 2J)(r −M)3−p(LJΦ(n))2 dω
=
∫
S2
1
4
M−4L
(
N(N + 1 + 2J)(r −M)2−p(LJΦ(n))2 − (r −M)2−p| /∇S2LJΦ(n)|2
)
dω
+
∫
S2
O((r −M)3−p)LJΦ(n) · LJ+1Φ(n) dω +
J∑
j=1
∫
S2
O((r −M)2+j−p))LJ−jΦ(n) · LJ+1Φ(n)
+ J(J − 1)
∫
S2
J∑
j=min{J,2}
O((r −M)2+j−p) /∆S2LJ−jΦ(n) · LJ+1Φ(n) dω
+
∫
S2
O((r −M)3−p) /∆S2LJΦ(n) · LJΦ(n) dω
+N
max{0,N−1}∑
n=0
J∑
j=0
∫
S2
O((r −M)2+j−p)LJ−jΦ(n) · LJ+1Φ(n) dω
+
∫
S2
O((r −M)4−p) /∇S2LJ−1Φ(n) · /∇S2LJΦ(n) dω.
(7.14)
Proof. The proof of (7.13) and (7.14) proceeds in an analogous fashion to the proof of Lemma 6.3,
where we use the more general equations in Lemma 7.1, rather than the equations in Lemma 6.1, and
we integrate by parts appropriately in the L direction and on S2 and in the L direction and on S2,
respectively.
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7.2 The preliminary extended hierarchies
We now obtain the higher-order (with respect to L or L derivation) r-weighted estimates.
Proposition 7.6. Fix N ∈ N0 and J ∈ N0 and assume that there exists a constant C0 > 0 such that on
NI : for all 0 ≤ n ≤ min{N − 1, 0} and 0 ≤ j ≤ J
lim
v→∞
(∫
S2
r2j | /∇S2 /∆nS2LjP≥1Φ(N−n)|2 dω
)
(u0, v) <∞. (7.15)
Then there exists rI > 0 sufficiently large, such that for p ∈ (−4N + 2J, 2 + 2J ] and for all 0 ≤ u1 ≤ u2:∫
NIu2
rp(LP≥1LJΦ(N))2 dωdv +
∫ u2
u1
∫
NIu
(p+ 4N)rp−1(LP≥1LJΦ(N))2 dωdvdu
+
∫ u2
u1
∫
NIu
rp−3D| /∇S2P≥1LJΦ(N)|2 dωdvdu
≤ C
∑
0≤j≤J
∫
NIu1
rp−2j(LP≥1LJ−jΦ(N))2 dωdv + C
∑
m≤N+J
∫
Σu1
JT [Tmψ] · nu1 dµΣu1
+ C ·N
∫
I+(u1,u2)
rp−2−2J(P≤max{N−1,1}P≥1Φ(n))2 dωdu
+ C ·N
∫ u2
u1
∫
NIu
(2 + 2J − p)rp+1−2J(LP≤max{N−1,1}P≥1Φ(max{N−1,0}))2 dωdvdu,
(7.16)
where C = C(N, J,M,Σ0, rI) > 0 is a constant and we can take rI = (p− 2J + 4N)−1R0(N, J,M) > 0.
Furthermore, there exists rH > M , with rH −M suitably small, such that for p ∈ (−4N + 2J, 2 + 2J ]
and for all 0 ≤ u1 ≤ u2:∫
NHv2
(r −M)−p(LP≥1LJΦ(N))2 dωdu+
∫ v2
v1
∫
NHu
(p+ 4N)(r −M)1−p(LP≥1LJΦ(N))2 dωdudv
+
∫ v2
v1
∫
NHv
(r −M)3−pD| /∇S2P≥1LJΦ(N)|2 dωdudv
≤ C
∑
0≤j≤J
∫
NHv1
(r −M)−p+2j(LP≥1LJ−jΦ(N))2 dωdu+ C
∑
m≤N+J
∫
Σv1
JT [Tmψ] · nv1 dµΣv1
+ C ·N
∫
H+(v1,v2)
(r −M)−p+2J+2(P≤max{N−1,1}P≥1Φ(n))2 dωdv
+ C ·N
∫ v2
v1
∫
NHv
(2 + 2J − p)(r −M)−p+2J−1(LP≤max{N−1,1}P≥1Φ(max{N−1,0}))2 dωdudv,
(7.17)
where C = C(N, J,M,Σ0, rH) > 0 is a constant and we can take (rH−M)−1 = (p−2J+4N)−1M−2R0(N, J,M) >
0.
Proof. We prove (7.16) and (7.17) inductively in J . The J = 0 case follows immediately from the
estimates (6.14) and (6.15). Now suppose (7.16) and (7.17) hold for all 0 ≤ J ≤ J ′. Then we need to
show that they must also hold with J replaced by J ′ + 1. In order to show this, we use the identity
(7.13), where we either absorb all terms without a sign into the terms with a good sign or we use the
induction step to estimate them, applying the Hardy inequalities (A.1) and (A.2) where necessary, after
introducing a cut-off as in the proof of Proposition 6.5. In addition, we integrate by parts the terms
with a /∆S2 derivative that arise on the right-hand side of (7.13). We refer to Proposition 4.6 in [23] for
additional details in an analogous proof (where N = 2).
Remark 7.1. Let us emphasize that for N ≥ 2 the estimates (7.16) and (7.17) applied to P≤N−1ψ
have integrals on the right-hand side that are not solely supported on Σu1 or Σv1 . We will need different
r-weighted estimates to be able to estimate these terms further. More precisely, we will apply Proposition
6.6 in the case where N = 2.
We can similarly extend the estimates for n = 0 in Proposition 6.6 to the higher-order quantities Lkφ0
and Lkφ0 as follows:
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Proposition 7.7. Let k ∈ N0 and consider the following assumptions for all 0 ≤ j ≤ k − 1,
lim
v→∞ r
j+2Lj+1φ0(u0, v) <∞, (7.18)
lim
v→∞ r
j+3Lj+1φ0(u0, v) <∞. (7.19)
Then, if we assume (7.18), there exists an rI > 0, such that for p ∈ (−4n + 2k, 4 + 2k) and for all
0 ≤ u1 ≤ u2: ∫
NIu2
rp(Lk+1φ0)
2 dωdv +
∫ u2
u1
∫
NIu
prp−1(Lk+1φ0)2 dωdvdu
≤ C
∫
NIu1
rp(Lk+1φ0)
2 dωdv + C
∑
m≤k
∫
Σu1
JT [Tmψ] · nu1 dµΣu1 ,
(7.20)
where C = C(k,M,Σ0, rI) > 0 is a constant and we can take rI = (p − 2k)−1R0(n,M) > 0, and we
additionally assume (7.19) when p ≥ 3 + k.
Furthermore, there exists an rH > M , such that for p ∈ (2k − 4n, 4 + 2k) and for all 0 ≤ u1 ≤ u2:∫
NHv2
(r −M)−p(Lk+1φ0)2 dωdu+
∫ v2
v1
∫
NHu
p(r −M)1−p(Lk+1φ0)2 dωdudv
≤ C
∫
NHv1
(r −M)−p(Lk+1φ0)2 dωdu+ C
∑
m≤k
∫
Σv1
JT [Tmψ] · nv1 dµΣv1 ,
(7.21)
where C = C(k,M,Σ0, rH) > 0 is a constant and we can take (rH −M)−1 = (p+ 4n)−1R0(n,M) > 0.
If we additionally assume that there exists constants η > 0 and Ek,η > 0 such that∑
j≤k
r2j(Ljφ0)
2 . Ek,η · (1 + u)−2−η in AI , (7.22)∑
j≤k
(r −M)−2j(Ljφ0)2 . Ek,η · (1 + v)−2−η in AH, (7.23)
(7.24)
and we assume (7.19), then we can obtain for 2k < p < 5 + 2k:∫
NIu2
rp(Lk+1φ0)
2 dωdv +
∫ u2
u1
∫
NIu
prp−1(Lk+1φ0)2 dωdvdu
≤ C
∫
NIu1
rp(Lk+1φ0)
2 dωdv + C
∑
m≤k
∫
Σu1
JT [Tmψ] · nu1 dµΣu1 + C(p+ 2k − 5)−1Ek,η,
(7.25)
and∫
NHv2
(r −M)−p(Lk+1φ0)2 dωdu+
∫ v2
v1
∫
NHu
p(r −M)1−p(Lk+1φ0)2 dωdudv
≤ C
∫
NHv1
(r −M)−p(Lk+1φ0)2 dωdu+ C
∑
m≤k
∫
Σv1
JT [Tmψ] · nv1 dµΣv1 + C(p+ 2k − 5)−1Ek,η.
(7.26)
Proof. The estimates follow from an induction argument. The k = 0 case follows from Proposition 6.6
with n = 0 and we use the identities in Lemma 7.5 (with n = 0) in the induction step, as in the proof of
Proposition 7.6. We moreover use that for all 0 ≤ j ≤ k − 1 and 0 < p < 5:∫
NIu
rp+2j(Lj+1φ0)
2 dωdv .
∫
NIu
rp+2j+2(Lj+2φ0)
2 dωdv,
by (A.1) together with the assumption limv→∞ r
p+1
2 +jLj+1φ0(u, v) <∞, which follows from the assump-
tion (7.18) in the p < 3 case and (7.19) in the p < 5 case after a straightforward propagation to u ≥ u0 as
in the proof of Proposition 7.4. A similar inequality holds along NHv , where there is no need for additional
initial data assumptions by the assumption of smoothness of the initial data.
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7.3 The hierarchies for T kψ
In order to use the extended r-weighted hierarchies for LkΦ(n) and L
kΦ(n) from Proposition 7.6 and 7.7
to obtain additional r-weighted estimates for T kΦ(n) and T
kΦ(n) compared to Φ(n) and Φ(n), we first
relate r-weighted estimates for T -derivatives to r-weighted estimates for L- or L-derivatives.
Lemma 7.8. Let n ∈ N0, k ≥ 1 and p ∈ (2k, 2k + 2], then we can estimate∫ u2
u1
∫
NIu
rp−1(LLk−1TΦ(n))2 dωdvdu
≤ C
∑
|α|=1
∫ u2
u1
∫
NIu
rp−1(LLkΦ(n))2 + rp−3| /∇S2Lk−1ΩαΦ(n)|2 dωdvdu
+ C
∑
m≤k+n
∫
Σu1
JT [Tmψ] · nu1 dµΣu1
(7.27)
and ∫ v2
v1
∫
NHv
(r −M)1−p(LLk−1TΦ(n))2 dωdudv
≤ C
∑
|α|=1
∫ v2
v1
∫
NIv
(r −M)1−p(LLkΦ(n))2 + (r −M)3−p| /∇S2Lk−1ΩαΦ(n)|2 dωdudv
+ C
∑
m≤k+n
∫
Σv1
JT [Tmψ] · nv1 dµΣv1 .
(7.28)
Furthermore, if we let p ∈ (2k, 2k + 5), and we assume that for all 0 ≤ j ≤ k,
lim
v→∞ r
j+2Lj+1φ0(u0, v) <∞ when p < 3 + 2k and
lim
v→∞ r
j+3Lj+1φ0(u0, v) <∞ when p < 5 + 2k,
then we can estimate∫ u2
u1
∫
NIu
rp−1(LLk−1Tφ0)2 dωdvdu
≤ C
∫ u2
u1
∫
NIu
rp−1(LLkφ0)2 dωdvdu+ C
∑
m≤k
∫
Σu1
JT [Tmψ] · nu1 dµΣu1
(7.29)
and ∫ v2
v1
∫
NHv
(r −M)1−p(LLk−1Tφ0)2 dωdudv
≤ C
∫ v2
v1
∫
NIv
(r −M)1−p(LLkφ0)2 dωdudv + C
∑
m≤k
∫
Σv1
JT [Tmψ] · nv1 dµΣv1 .
(7.30)
Proof. All the estimates in the lemma follow directly from the identities in Lemma 7.2 and (7.9) and (7.10)
and moreover (7.10) for φ0. Note that we have made use of (A.7) to replace /∆S2L
k−1Φ(n) appearing in
the integral by
∑
|α|=1 /∇S2ΩαLk−1Φ(n) (and similarly for Φ(n) replaced with Φ(n)).
8 Time decay estimates
In this section we will derive time decay estimates for ψ. First, we will convert hierarchies of r-weighted
estimates from Section 6 and 7 into time decay estimates for various (r-weighted) energy quantities in
Section 8.1 and 8.2. Then, we will use these energy decay estimates to obtain pointwise time decay
estimates in Section 8.4 by applying in addition certain elliptic estimates that are derived in Section 8.3.
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8.1 Energy decay estimates
We start by deriving separately energy decay estimates for ψ0 and ψ≥1.
Proposition 8.1. For all  > 0 there exists a constant C = C(M,Σ0, ) > 0 such that∫
Στ
JT [ψ0] · nτ dµτ ≤ C · E0[ψ](1 + τ)−3+, (8.1)∫
NIτ
r2 · (Lφ0)2 dωdv +
∫
NIτ
(r −M)−2 · (Lφ0)2 dωdv ≤ C · E0[ψ](1 + τ)−1+. (8.2)
with
E0[ψ] :=
∫
NI
r3−(Lφ0)2 dωdv +
∫
NH
(r −M)−3+(Lφ0)2 dωdu+
∫
Σ0
JT [ψ0] · nΣ0 dµΣ0 .
Proof. Energy decay follows from the hierarchies of r-weighted estimates in Proposition 6.6 with n = 0 by
a repeated use of the mean value theorem along dyadic time intervals (sometimes called “the pigeonhole
principle”). Indeed, let τi = 2
i, then we have that∫ τi+1
τi
∫
Στ
JT [ψ0] · nτ dµτdτ =
∫ τi+1
τi
∫
NIτ
JT [ψ0] · Lr2 dωdvdτ +
∫ τi+1
τi
∫
NHτ
JT [ψ0] · Lr2 dωdudτ
+
∫ τi+1
τi
∫
Στ∩{rH≤r≤rI}
JT [ψ0] · nτ dµτ
.
∫ τi+1
τi
∫
NIτ
(Lφ0)
2 dωdvdτ +
∫ τi+1
τi
∫
NHτ
(Lφ0)
2 dωdudτ
+
∫
Στi
JT [ψ0] · nτi dµτi ,
where we applied the Morawetz inequality (A.11) together with the Hardy inequalities (A.1) and (A.2).
Now we apply (6.22) and (6.23) with n = 0 and p = 1 to further estimate the right-hand side above and
arrive at:∫ τi+1
τi
∫
Στ
JT [ψ0] · nτ dµτdτ .
∫
NIτi
r · (Lφ0)2 dωdvdτi +
∫
NHτi
(r −M)−1 · (Lφ0)2 dωdudτi
+
∫
Στi
JT [ψ0] · nτi dµτi .
After applying the mean-value theorem in [τi, τi+1] and using the dyadicity of τi: τi+1 − τi ∼ τi ∼ τi+1,
we obtain another dyadic sequence τ
(1)
i of times along which we have the following decay estimate:∫
Σ
τ
(1)
i
JT [ψ0] · nτ(1)i dµτ(1)i dτ .
1
1 + τ
(1)
i
·
[∫
NI0
r · (Lφ0)2 dωdvdτ +
∫
NH0
(r −M)−1 · (Lφ0)2 dωdudτ
+
∫
Σ0
JT [ψ0] · n0 dµ0
]
.
By moreover invoking (A.10) (T -energy boundedness) we can replace τ
(1)
i above by any τ . Equipped
with τ−1 T -energy decay, we can now apply once again (6.22) and (6.23) with n = 0 and p = 2− , with
 > 0 arbitrarily small and the mean-value theorem in the intervals [τ
(1)
i , τ
(1)
i+1] to show that the energies∫
NIτ
r · (Lφ0)2 dωdvdτ +
∫
NHτ
(r −M)−1 · (Lφ0)2 dωdudτ
decay with a rate τ−1+. In this step we moreover need the interpolation estimates from Lemma A.3
to transfer the -loss in the r-weights into an -loss in the τ -decay. We can then improve the T -energy
decay rate from τ−1 to τ−2+. We now repeat this process, applying (6.23) with n = 0 and p = 3−  to
arrive at (8.1). For additional details, see also the analogous Proposition 7.1 in [23] for the sub-extremal
case. Note that (8.2) follows from applying (6.23) with n = 0 and p = 3− , together with (8.1) and the
interpolation estimates from Lemma A.3.
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Before we proceed with proving energy decay for the ψ≥1 part of the solution, we will show that we
can obtain additional improvements to the estimates in Proposition 8.1 in the cases where I0[ψ] = 0 or
H0[ψ] = 0, after proving the following auxilliary decay lemma:
Lemma 8.2. For all  > 0 there exists a constant C = C(M,Σ0, ) > 0 such that∫
NIτ
r2 · (Lφ0)2 dωdv ≤ C ·
[
E0[ψ] +
∫
NI0
r4− · (Lφ0)2 dωdv
]
(1 + τ)−2+, (8.3)
∫
NHτ
(r −M)−2 · (Lφ0)2 dωdu C ·
[
E0[ψ] +
∫
NH0
(r −M)−4+ · (Lφ0)2 dωdv
]
(1 + τ)−2+. (8.4)
Furthermore,
||φ0||2L∞(NIτ ) ≤ C ·
[
E0[ψ] +
∫
NI0
r4− · (Lφ0)2 dωdv
]
(1 + τ)−
5
2 +, (8.5)
||φ0||2L∞(NIτ ) ≤ C ·
[
E0[ψ] +
∫
NH0
(r −M)−4+ · (Lφ0)2
]
(1 + τ)−
5
2 +. (8.6)
Proof. The estimates (8.3) and (8.4) follow after applying, in addition to the estimates in the proof of
Proposition 8.1, either (6.22) or (6.23) with n = 0 and p = 4−  and p = 3−  (and applying the mean
value theorem twice in an analogous fashion to the the proof of Proposition 8.1. The pointwise decay
estimates then follow from a standard application of the fundamental theorem of calculus; see the proof
of Proposition 8.12 for explicit details of this type of computation.
With the L∞ estimates in Lemma 8.2, we can recover the assumptions (6.24) or (6.25) and make use
of the full hierarchy of r-weighted estimates from Proposition 6.6.
Proposition 8.3. For all  > 0 there exists a constant C = C(M,Σ0, ) > 0 such that∫
NIτ
r2−(Lφ0)2 dωdv ≤ C · E0,I [ψ] · (1 + τ)−3+, (8.7)∫
NH
(r −M)−2+(Lφ0)2 du ≤ C · E0,H[ψ] · (1 + τ)−3+, (8.8)
where
E0,I [ψ] := E

0[ψ] +
∫
NI
r5−(Lφ0)2 dωdv,
E0,H[ψ] := E

0[ψ] +
∫
NH
(r −M)−5+(Lφ0)2 dωdu.
Proof. We repeat the proof of Lemma 8.2, but we additionally apply either (6.22) or (6.23) with n = 0
and p = 5− , using the L∞ estimates (6.22) or (6.23).
Proposition 8.4. Assume that for n = 0, 1 and 0 ≤ k ≤ 2− n:
lim
v→∞ | /∇S2 /∆
k
S2P≥1Φ(n)|2 dω <∞.
Then, for all  > 0 there exists a constant C = C(M,Σ0, ) > 0 such that∫
Στ
JT [ψ≥1] · nτ dµτ ≤ C · E1[ψ](1 + τ)−5+, (8.9)∫
NIτ
r2(Lφ≥1)2 dωdv +
∫
NHτ
(r −M)−2(Lφ≥1)2 dωdu ≤ C · E1[ψ](1 + τ)−3+, (8.10)
with
E1[ψ] :=
∫
NI
r1−(LP≥1Φ(2))2 +
1∑
n=0
3−2n∑
m=0
∫
NI
r2(LTmP≥1Φ(n))2 + r1(LT 1+mP≥1Φ(n))2 dωdv
+
∫
NH
(r −M)−1+(LP≥1Φ(2))2 +
1∑
n=0
3−2n∑
m=0
∫
NH
(r −M)−2(LTmP≥1Φ(n))2
+ (r −M)−1(LT 1+mP≥1Φ(n))2 dωdu+
5∑
m=0
∫
Σ0
JT [Tmψ≥1] · nΣ0 dµΣ0 .
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Proof. In order to prove (8.1) we follow a similar strategy to the proof of Proposition 8.1: we apply the
mean value theorem on dyadic intervals. However, in this case we appeal to the hierarchies of r-weighted
estimates in Proposition 6.5, where we take n = 0, 1, 2 and we relate the r-weighted estimates at different
n via the following estimate: for p < 4, we have that∫ u2
u1
∫
NIu
rp−1(LχΦ(n))2 dωdvdu .
∫ u2
u1
∫
NIu
rp−5χ2(Φ(n+1))2 dωdv +
n∑
k=0
∫
Σu1
∫
Σu1
JT [T kψ] · nΣu1 dµΣu1
.
∫ u2
u1
∫
NIu
rp−3(LχΦ(n+1))2 dωdvdu+
n∑
k=0
∫
Σu1
∫
Σu1
JT [T kψ] · nΣu1 dµΣu1 ,
where χ is the cut-off function that appears in the estimates in AI in the proof of Proposition 6.5 and
the first inequality on the right-hand side above follows from the Morawetz inequality (A.11), whereas
the second inequality follows from the Hardy inequality (A.1). We can similarly estimate for p < 4:∫ v2
v1
∫
NHv
(r −M)−p+1(LχΦ(n))2 dωdudv .
∫ v2
v1
∫
NHv
(r −M)−p+3(LχΦ(n+1))2 dωdudv
+
n∑
k=0
∫
Σu1
∫
Σu1
JT [T kψ] · nΣu1 dµΣu1 ,
where χ here denotes the cut-off function that appears in the estimates in AH in the proof of Proposition
6.5.
In the n = 2 case, the left-hand side of the r-weighted estimates (6.14) and (6.15) are not positive
definite due to the presence of the spacetime integrals of the terms
(2− p)rp−3 [| /∇S2P≥1Φ(2)|2 − 6(P≥1Φ(2))2] and
(2− p)(r −M)−p+3
[
| /∇S2P≥1Φ(2)|2 − 6(P≥1Φ(2))2
]
.
Note however that, after applying the Poincare´ inequality it follows that the above terms are positive
definite for P≥2Φ(2). To deal with the ` = 1 case, we instead use that for p < 2:∫ u2
u1
∫
NIu
rp−3χ2(P1Φ(2))2 dωdvdu .
∫ u2
u1
∫
NIu
rp+1(LχP1Φ˜(1))
2 + rp−3χ2Φ2(1) dωdvdu
+
1∑
k=0
∫
Σu1
∫
Σu1
JT [T kψ] · nΣu1 dµΣu1
.
∫ u2
u1
∫
NIu
rp+1(LχP1Φ˜(1))
2 + rp−1χ2(LP1Φ(1))2 dωdv
+
1∑
k=0
∫
Σu1
∫
Σu1
JT [T kψ] · nΣu1 dµΣu1
.
∫ u2
u1
∫
NIu
rp+1(LχP1Φ˜(1))
2 + rp−5χ2(P1Φ(2))2 dωdvdu
+
1∑
k=0
∫
Σu1
∫
Σu1
JT [T kψ] · nΣu1 dµΣu1 ,
where we made use of (A.11) and (A.1). Note that the second term on the very right-hand side above
can be absorbed into the left-hand side for sufficiently large rI , similarly, for rH −M suitably small, we
have that for p < 2:∫ v2
v1
∫
NHv
(r −M)−p+3χ2(P1Φ(2))2 dωdudv .
∫ v2
v1
∫
NHv
(r −M)−p−1(LχP1Φ˜(1))2 dωdudv
+
1∑
k=0
∫
Σv1
∫
Σv1
JT [T kψ] · nΣv1 dµΣv1 .
The above estimate allow therefore allow us to use the r-weighted estimates in Proposition 6.6 with
n = 1 and p < 3 to estimate the integrals of rp−3χ2(P1Φ(2))2 and (r−M)−p+3χ2(P1Φ(2))2 first and then
combine these with the n = 2 estimates in Proposition 6.5 for p < 1.
59
Finally, we note that in order to estimate a global integrated energy, we moreover apply the Morawetz
estimate (A.12) which has a loss of T -derivatives on the right-hand side, and therefore the initial data
norms that appear on the right-hand side of the time decay estimates will have additional T -derivatives.
We will also need the following energy decay estimate that involves higher-order weights in r or
(r −M)−1 in the initial data norms.
Proposition 8.5. Assume that for n = 0, 1 and 0 ≤ k ≤ 2− n:
lim
v→∞ | /∇S2 /∆
k
S2P≥1Φ(n)|2 dω <∞.
Then, for all  > 0 there exists a constant C = C(M,Σ0, ) > 0 such that∫
NIτ
r2(Lφ≥1)2 dωdv ≤ C · E1,I [ψ](1 + τ)−4+, (8.11)∫
NHτ
(r −M)−2(Lφ≥1)2 dωdu ≤ C · E1,H[ψ](1 + τ)−4+, (8.12)∫
Στ
JT [ψ≥1] · nτ dµτ ≤ C · E2[ψ](1 + τ)−6+. (8.13)
with
E1,I [ψ] := E

1[ψ] +
∫
NI0
r2−(LP≥1Φ(2))2 + r4−(LP1Φ˜(1))2 dωdv,
E1,H[ψ] := E

1[ψ] +
∫
NH0
(r −M)−2+(LP≥1Φ(2))2 dωdu,
E2[ψ] :=
∫
NI
r2−(LP≥1Φ(2))2 + r1−(LTP≥1Φ(2))2 + r4−(LP1Φ˜(1))2 + r3−(LTP1Φ˜(1))2 dωdv
+
1∑
n=0
4−2n∑
m=0
∫
NI
r2(LTmP≥1Φ(n))2 + r1(LT 1+mP≥1Φ(n))2 dωdv
+
∫
NH
(r −M)−2+(LP≥1Φ(2))2 + (r −M)−1+(LTP≥1Φ(2))2 + (r −M)−4+(LP1Φ˜(1))2
+ (r −M)−3+(LTP1Φ˜(1))2 dωdu
+
1∑
n=0
4−2n∑
m=0
∫
NH
(r −M)−2(LTmP≥1Φ(n))2 + (r −M)−1(LT 1+mP≥1Φ(n))2 dωdu
+
6∑
m=0
∫
Σ0
JT [Tmψ≥1] · nΣ0 dµΣ0 .
Proof. In order to prove (8.13) we proceed as in the proof of Proposition 8.4, but we consider additionally
the r-weighted estimates in Proposition 6.5 for n = 2 with p = 2 −  and the r-weighted estimates in
Proposition 6.6 for n = 1 with p = 4− , resulting in an additional power in the energy decay rate.
In the process of deriving (8.13), we also obtain (8.11) and 8.12, but we require a weaker energy
norm on the right-hand side. That is to say, the energy norm will contain higher powers in either r or
(r −M)−1 on the right hand side (and not both, as in the norm E2[ψ]).
8.2 Improved energy decay estimates for time derivatives
In this section, we obtain improved decay estimates for the time-derivatives T Jψ.
Proposition 8.6. Let J ∈ N0 and assume that for all 0 ≤ j ≤ J − 1,
lim
v→∞ r
j+2Lj+1φ0(u0, v) <∞.
Then, for all  > 0, there exists a constant C = C(M,Σ0, , J) > 0 such that∫
Στ
JT [T Jψ0] · nτ dµτ ≤ C · E0;J [ψ](1 + τ)−3−2J+, (8.14)
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∑
j1+j2=J
j1≥0,j2≥0
∫
NIτ
r2+2j1 · (L1+j1T j2φ0)2 dωdv +
∫
NHτ
(r −M)−2−2j2 · (Lj1+1T j2φ0)2 dωdu (8.15)
≤ C · E0;J [ψ](1 + τ)−1−2j2+.
with
E0;J [ψ] :=
∫
NI
r3+2J−(L1+Jφ0)2 dωdv+
∫
NH
(r−M)−3−2J+(L1+Jφ0)2 dωdu+
J∑
j=0
∫
Σ0
JT [T jψ0]·nΣ0 dµΣ0 .
Proof. We follow the steps in the proof of Proposition 8.1, applied to T Jψ instead of ψ and we extend
the hierarchy of r-weighted estimates in the case J ≥ 1 by employing the additional r-weighted estimates
in Proposition 7.7 and relating them to the original hierarchy of estimates (for J = 0) via (7.28) and
(7.29).
In analogy with Lemma 8.2, we now obtain auxiliary decay estimates for J ≥ 1 that will be useful
when improving the estimates Proposition 8.6 in the setting where either H0[ψ] = 0 or I0[ψ] = 0.
Lemma 8.7. Let J ∈ N0 and assume that for all 0 ≤ j ≤ J − 1,
lim
v→∞ r
j+3Lj+1φ0(u0, v) <∞.
Then, for all  > 0, there exists a constant C = C(M,Σ0, , J) > 0 such that∑
j1+j2=J
j1≥0,j2≥0
∫
NIτ
r2+2j1 · (L1+j1T j2φ0)2 dωdv (8.16)
≤ C ·
[
E0;J [ψ] +
∫
NI0
r4+2J− · (L1+Jφ0)2 dωdv
]
(1 + τ)−2−2j2+, (8.17)
∑
j1+j2=J
j1≥0,j2≥0
∫
NHτ
(r −M)−2−2j2 · (Lj1+1T j2φ0)2 dωdu (8.18)
≤ C ·
[
E0;J [ψ] +
∫
NH0
(r −M)−4−2J+ · (L1+Jφ0)2 dωdu
]
(1 + τ)−2−2j2+. (8.19)
Furthermore,
||rJLJφ0||2L∞(NIτ ) ≤ C ·
[
E0[ψ] +
∫
NI0
r4+2J− · (L1+Jφ0)2 dωdv
]
(1 + τ)−
5
2 +, (8.20)
||rJLJφ0||2L∞(NIτ ) ≤ C ·
[
E0[ψ] +
∫
NH0
(r −M)−4−2J+ · (L1+Jφ0)2 dωdu
]
(1 + τ)−
5
2 +. (8.21)
Proof. We obtain (8.16) and (8.18) by adding one estimate to the hierarchies of Proposition 8.6, in
analogy to the proof of Lemma 8.2. In order to obtain (8.20), we need additionally use the estimate∫
NIτ
r1+J · (L1+Jφ0)2 dωdv ≤ C ·
[
E0;J [ψ] +
∫
NI0
r4+2J− · (L1+Jφ0)2 dωdv
]
(1 + τ)−3−2J+.
In order to prove (8.16), we then apply the fundamental theorem of calculus (together with the Morawetz
estimate (A.11) and the Hardy inequality (A.1)) to estimate r2Jχ2(LJΦ0)
2 using the estimate above
together with (8.16). We arrive at (8.21) by applying similar arguments in the region AH.
The L∞ estimates in Lemma 8.7 allow us to retrieve the assumptions (7.22) and (7.23) so that we
can use the full hierarchy of r-weighted estimates in Proposition 8.6 to obtain the following analog of
Proposition 8.3:
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Proposition 8.8. Let J ∈ N0. Then, for all  > 0, there exists a constant C = C(M,Σ0, , J) > 0 such
that ∑
j1+j2=J
j1≥0,j2≥0
∫
NIτ
r2+2j1 · (L1+j1T j2φ0)2 dωdv ≤ C · E0,I;J [ψ](1 + τ)−3−2j2+, (8.22)
∑
j1+j2=J
j1≥0,j2≥0
∫
NHτ
(r −M)−2−2j2 · (L1+j1T j2φ0)2 dωdu ≤ C · E0,H;J [ψ](1 + τ)−3−2j2+, (8.23)
where
E0,I;J [ψ] =: E

0;J [ψ] +
∫
NI0
r5+2J− · (L1+Jφ0)2 dωdv,
E0,H;J [ψ] =: E

0;J [ψ] +
∫
NH0
(r −M)−5−2J+ · (L1+Jφ0)2 dωdu,
and we assume (7.19) for (8.22) and (7.18) for (8.23).
We now define the following higher-order weighted energy norms for ψ≥1 and J ∈ N0.
E1;J [ψ] :=
∑
0≤j+|α|≤J
|α|≤J
∫
NI
r1−| /∇αS2LP≥1T jΦ(2)|2 dωdv
+
1∑
n=0
3−2n+2J∑
m=0
∫
NI
r2(LTmP≥1Φ(n))2 + r1(LT 1+mP≥1Φ(n))2 dωdv
+
∑
|α|≤max{0,J−1}
i≤max{J−1,0}
0≤j+|α|≤J−2i+min{J,1}
∫
NI
r1+2i−| /∇αS2L1+iP≥1T jΦ(2)|2 dωdv
+
∑
|α|≤max{0,J−1}
i≤J
0≤j+|α|≤2J−2i+1
∫
NI
r2i−| /∇αS2L1+iP≥1T jΦ(2)|2 dωdv
+
∫
NI
r2+2J−(L1+JP≥1Φ(2))2 dωdv
+
∑
0≤j+|α|≤J
|α|≤J
∫
NH
(r −M)−1+| /∇αS2LP≥1T jΦ(2)|2 dωdu
+
1∑
n=0
3−2n+2J∑
m=0
∫
NH
(r −M)−2(LTmP≥1Φ(n))2 + (r −M)(LT 1+mP≥1Φ(n))2 dωdu
+
∑
|α|≤max{0,J−1}
i≤max{J−1,0}
0≤j+|α|≤J−2i+min{J,1}
∫
NH
(r −M)−1−2i+| /∇αS2L1+iP≥1T jΦ(2)|2 dωdu
+
∑
|α|≤max{0,J−1}
i≤J
0≤j+|α|≤2J−2i+1
∫
NH
(r −M)−2i+| /∇αS2L1+iP≥1T jΦ(2)|2 dωdu
+
∫
NH
(r −M)−1−2J+(L1+JP≥1Φ(2))2 dωdu
+
∑
j+|α|≤5+3k
|α|≤k
∫
Σ0
JT [T jΩαψ≥1] · nΣ0 dµΣ0 .
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and
E2;J [ψ] :=
∑
0≤j+|α|≤J
|α|≤J
∫
NI
r2−| /∇αS2LP≥1T jΦ(2)|2 + r1−| /∇αS2LT 1+jP≥1Φ(2)|2 + r4−(LP1T jΦ˜(1))2 dωdv
+
1∑
n=0
4−2n+2J∑
m=0
∫
NI
r2(LTmP≥1Φ(n))2 + r1(LT 1+mP≥1Φ(n))2 dωdv
+
∑
|α|≤max{0,J−1}
i≤max{J−1,0}
0≤j+|α|≤J−2i+min{J,1}
∫
NI
r2+2i−| /∇αS2L1+iP≥1T jΦ(2)|2 dωdv
+
∑
|α|≤max{0,J−1}
i≤J
0≤j+|α|≤2J−2i+1
∫
NI
r1+2i−| /∇αS2L1+iP≥1T jΦ(2)|2 dωdv
+
∫
NI
r2+2J−(L1+JP≥1Φ(2))2 dωdv
+
∑
0≤j+|α|≤J
|α|≤J
∫
NH
(r −M)−2+| /∇αS2LP≥1T jΦ(2)|2 + (r −M)−1+| /∇αS2LT 1+jP≥1Φ(2)|2
+ (r −M)−4+(LP1T jΦ˜(1))2 dωdu
+
1∑
n=0
4−2n+2J∑
m=0
∫
NH
(r −M)−2(LTmP≥1Φ(n))2 + (r −M)(LT 1+mP≥1Φ(n))2 dωdu
+
∑
|α|≤max{0,J−1}
i≤max{J−1,0}
0≤j+|α|≤J−2i+min{J,1}
∫
NH
(r −M)−2−2i+| /∇αS2L1+iP≥1T jΦ(2)|2 dωdu
+
∑
|α|≤max{0,J−1}
i≤J
0≤j+|α|≤2J−2i+1
∫
NH
(r −M)−1−2i+| /∇αS2L1+iP≥1T jΦ(2)|2 dωdu
+
∫
NH
(r −M)−2−2J+(L1+JP≥1Φ(2))2 dωdu
+
∑
j+|α|≤6+3k
|α|≤k
∫
Σ0
JT [T jΩαψ≥1] · nΣ0 dµΣ0 .
We note that the integrals appearing in the energy norm E1;J [ψ] that are supported away from H+ are
similar to the energy norms defined in Proposition 7.7 of [23] and similarly, the integrals supported away
from the horizon in E2;J [ψ] appear in the norms defined in Appendix A of [24].
We obtain energy decay estimates for the time derivatives of ψ≥1.
Proposition 8.9. Let J ∈ N0. Assume that for n = 0, 1 and for all 0 ≤ k ≤ 2− n and 0 ≤ j ≤ J :
lim
v→∞
∫
S2
r2j | /∇S2 /∆kS2LjP≥1Φ(n)|2 dω|u=u0 <∞.
Then, for all  > 0 there exists a constant C = C(M,Σ0, , J) > 0 such that∫
Στ
JT [T Jψ≥1] · nτ dµτ ≤ C · E1;J [ψ](1 + τ)−5−2J+, (8.24)∫
NIτ
r2(LT Jφ≥1)2 dωdv +
∫
NHτ
(r −M)−2(LT Jφ≥1)2 dωdu ≤ C · E1;J [ψ](1 + τ)−3−2J+. (8.25)
Proof. The J = 0 case follows from Proposition 8.4. In order to obtain the estimates for J ≥ 1 we repeat
the steps in the proof of Proposition 8.4 applied to T Jφ≥1, but we use additionally that for J ≥ 1 we can
extend the hierarchy of r-weighted estimates by using the r-weighted estimates for LJΦ(2) that follow
from Proposition 7.6 and combining them with the estimates in Lemma 7.8 to extend the hierarchy for
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T JΦ(2). Note that we need to distinguish between P≥2Φ(2) and P1Φ(2) when estimating J = 0 terms, so
for J ≥ 1 there is no further need to perform the splitting P≥2LJΦ(2) = P1LJΦ(2) +P≥2LJΦ(2). We omit
further details of the proof and refer to the proof of Proposition 7.7 in [23] for more details on estimates
that are analogous to the estimates in AI in extremal Reissner–Nordstro¨m. The estimates in AH follow
via very similar arguments.
Proposition 8.10. Let J ∈ N0. Assume that
lim
v→∞
J∑
j=0
2∑
n=0
2−n∑
k=0
∫
S2
r2j | /∇S2 /∆kS2LjP≥1Φ(n)|2 dω|u=u0 <∞.
Then, for all  > 0 there exists a constant C = C(M,Σ0, , J) > 0 such that∫
NIτ
r2(LT Jφ≥1)2 dωdv ≤ C · E1,I;J [ψ](1 + τ)−4−2J+, (8.26)∫
NHτ
(r −M)−2(LT Jφ≥1)2 dωdu ≤ C · E1,H;J [ψ](1 + τ)−4−2J+, (8.27)∫
Στ
JT [T Jψ≥1] · nτ dµτ ≤ C · E2;J [ψ](1 + τ)−6−2J+, (8.28)
(8.29)
where
E1,I;J [ψ] := E

1;J [ψ] +
∑
0≤j+|α|≤J
|α|≤J
∫
NI
r2−| /∇αS2LP≥1T jΦ(2)|2 + r4−(LP1T jΦ˜(1))2 dωdv
+
∑
|α|≤max{0,J−1}
i≤max{J−1,0}
0≤j+|α|≤J−2i+min{J,1}
∫
NI
r2+2i−| /∇αS2L1+iP≥1T jΦ(2)|2 dωdv
+
∫
NI
r2+2J−(L1+JP≥1Φ(2))2 dωdv,
E1,H;J [ψ] := E

1;J [ψ] +
∑
0≤j+|α|≤J
|α|≤J
∫
NH
(r −M)−2+| /∇αS2LP≥1T jΦ(2)|2 + (r −M)−4+(LP1T jΦ˜(1))2 dωdu
+
∑
|α|≤max{0,J−1}
i≤max{J−1,0}
0≤j+|α|≤J−2i+min{J,1}
∫
NH
(r −M)−2−2i+| /∇αS2L1+iP≥1T jΦ(2)|2 dωdu
+
∫
NH
(r −M)−2−2J+(L1+JP≥1Φ(2))2 dωdu.
Proof. For J = 0, the estimates in the proposition are contained in Proposition 8.5. In order to prove
the estimates in the J ≥ 1 case, we proceed as in Proposition 8.9 but we moreover apply the extended
hierarchy in the J = 0 case in AI or AH (or in both regions) that is used in the proof of Proposition
8.5.
8.3 Degenerate elliptic estimates for ψ≥1
In this section we derive a degenerate elliptic estimate for solutions ψ≥1 to (1.1) that will be used to
obtain pointwise decay estimates for ψ≥1.
Proposition 8.11. Let ψ be a solution to (1.1). Assume moreover that
lim
ρ→∞ r
1
2Tψ|Στ =0,
lim
ρ→∞ r
1
2Lψ|Στ =0.
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Then there exists a C = C(M,Σ0) > 0, such that, with respect to (ρ, θ, ϕ) coordinates,∫ ∞
M
∫
S2
Dr2(∂ρ(D∂ρψ≥1))2 +D2| /∇S2∂ρψ≥1|2 +Dr−2( /∆S2ψ≥1)2 dωdρ
≤ C
∫ ∞
M
∫
S2
Dr2(∂ρTψ≥1)2 +Dh(r)2r2(T 2ψ≥1)2 dωdρ.
(8.30)
Proof. For the sake of convenience, we will assume that
∫
S2 ψ dω = 0 so that ψ = ψ≥1. By Lemma 7.9
in [23] it follows that (1.1) on (extremal) Reissner–Nordstro¨m reduces to the following equation
∂ρ(Dr
2∂ρψ) + /∆S2ψ = −2(1− h ·D)r2∂ρTψ + (2− h ·D)r2hT 2ψ + ((hDr2)′ − 2r)Tψ. (8.31)
By squaring both sides of (8.31) and multiplying the resulting equation with the factor Dr−2, we obtain
the following estimate:∫ ∞
M
∫
S2
r−2D(∂ρ(Dr2∂ρψ))2 + r−2D( /∆S2ψ)
2 + 2r−2D∂ρ(Dr2∂ρψ) /∆S2ψ dωdρ
≤ C
∫ ∞
M
∫
S2
r2D(∂ρTψ)
2 + h(r)2Dr2(T 2ψ)2 +D(Tψ)2 dωdρ.
(8.32)
By applying (A.3) again as follows∫ ∞
M
(Tψ)2 dρ ≤ 4
∫ ∞
M
(r −M)2(∂ρTψ)2 dρ,
so that ∫ ∞
M
∫
S2
r−2D(∂ρ(Dr2∂ρψ))2 + r−2D( /∆S2ψ)
2 + 2r−2D∂ρ(Dr2∂ρψ) /∆S2ψ dωdρ
≤ C
∫ ∞
M
∫
S2
Dr2(∂ρTψ)
2 +Dh(r)2r2(T 2ψ)2 dωdρ.
(8.33)
We first consider the mixed derivative term on the left-hand side of (8.33). We integrate over S2 and
integrate by parts in ρ and the angular variables:∫ ∞
M
∫
S2
2Dr−2∂ρ(Dr2∂ρψ) /∆S2ψ dωdρ =
∫ ∞
M
∫
S2
−2Dr2∂r(Dr−2)∂ρψ /∆S2ψ − 2D2∂ρψ /∆S2∂ρψ dωdρ
=
∫ ∞
M
∫
S2
−2Dr2∂r(Dr−2)∂ρψ /∆S2ψ + 2D2| /∇S2∂ρψ|2 dωdρ,
(8.34)
where we used that all resulting boundary terms vanish.
Note that
∂r(Dr
−2) = ∂r((r−1 −Mr−2)2) = −2(r−1 −Mr−2)(r−2 − 2Mr−3)
= −2r−3
(
1− M
r
)(
1− 2M
r
)
.
We now apply Cauchy–Schwarz and (A.4) to estimate the first term inside the integral on the very
right-hand side above:∫ ∞
M
∫
S2
∣∣2r2D∂r(Dr−2)∂ρψ /∆S2ψ∣∣ dωdρ ≤ ∫ ∞
M
Dr6(∂r(Dr
−2))2(∂ρψ)2 + r−2D( /∆S2ψ)
2 dωdρ
=
∫ ∞
M
4D2
(
1− 2M
r
)2
(∂ρψ)
2 + r−2D( /∆S2ψ)
2 dωdρ
≤
∫ ∞
M
∫
S2
2D2| /∇S2∂ρψ|2 + r−2D( /∆S2ψ)2 dωdρ,
where we used moreover that
∣∣1− 2Mr ∣∣ ≤ 1.
We use the above estimates together with (8.33) to estimate:∫ ∞
M
∫
S2
Dr−2(∂ρ(Dr2∂ρψ))2 + r−2D(1− |D|)( /∆S2ψ)2 dωdρ
≤ C
∫ ∞
M
D(∂ρTψ)
2r2 +Dh(r)2(T 2ψ)2 dωdρ.
(8.35)
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The above estimate allows us to conclude that∫ ∞
M
∫
S2
Dr−2(∂ρ(Dr2∂ρψ))2 +Dr−2( /∆S2ψ)
2 +D2| /∇S2∂ρψ|2 dωdρ
≤ C
∫ ∞
M
∫
S2
D(∂ρTψ)
2r2 + r2Dh(r)2(T 2ψ)2 dωdρ.
(8.36)
Furthermore, we can decompose
Dr−2(∂ρ(Dr2∂ρψ))2 =Dr−2
[
r2∂ρ(D∂ρψ) + 2rD∂ρψ
]2
= r2D(∂ρ(D∂ρψ))
2 + 4D(D∂ρψ)
2 + 4rD2∂ρψ∂ρ(D∂ρψ).
By Young’s inequality and (A.4) we have that∫
S2
4rD2∂ρψ∂ρ(D∂ρψ) dω ≥− 1
2
∫
S2
r2D(∂ρ(D∂ρψ))
2 dω − 8
∫
S2
D3(∂ρψ)
2 dω
≥− 1
2
∫
S2
r2D(∂ρ(D∂ρψ))
2 dω − 4
∫
S2
D3| /∇S2∂ρψ|2 dω.
We then apply (8.36) to conclude that∫ ∞
M
∫
S2
Dr2(∂ρ(D∂ρψ))
2 +Dr−2( /∆S2ψ)
2 +D2| /∇S2∂ρψ|2 dωdρ
≤ C
∫ ∞
M
∫
S2
D(∂ρTψ)
2r2 + r2Dh(r)2(T 2ψ)2 dωdρ.
8.4 Pointwise decay estimates
In this section we use the energy decay estimates from Section 8.1 and 8.2 to derive L∞ estimates.
Proposition 8.12. Let J ∈ N0 and assume that for n = 0, 1 and for all 0 ≤ k ≤ 2− n and 0 ≤ j ≤ J :
lim
v→∞
∫
S2
r2j | /∇S2 /∆kS2LjP≥1Φ(n)|2 dω|u=u0 <∞.
and for all 0 ≤ j ≤ J − 1
lim
v→∞ r
j+2Lj+1φ0(u0, v) <∞.
Then, for all  > 0, there exists a constant C = C(M,Σ0, , J) > 0 such that
||(r −M) 12T Jψ0||L∞(Στ ) ≤ C ·
√
E0;J [ψ](1 + τ)
− 32−J+ 2 , (8.37)
||rT Jψ0||L∞(Στ ) ≤ C ·
√
E0;J [ψ](1 + τ)
−1−J+ 2 , (8.38)
||(r −M) 12T Jψ≥1||L∞(Στ ) ≤ C ·
√∑
|α|≤2
E1;J [Ω
αψ](1 + τ)−
5
2−J+ 2 , (8.39)
||(r −M) 12T Jψ≥1||L∞(Στ ) ≤ C ·
√∑
|α|≤2
E2;J [Ω
αψ](1 + τ)−3−J+

2 , (8.40)
||rT Jψ≥1||L∞(Στ ) ≤ C ·
√∑
|α|≤2
E1;J [Ω
αψ](1 + τ)−2−J+

2 , (8.41)
||rT Jψ≥1||L∞(Στ ) ≤ C ·
√∑
|α|≤2
E2;J [Ω
αψ](1 + τ)−
5
2−J+ 2 , (8.42)
||
√
DT Jψ≥1||L∞(Στ ) ≤ C ·
√∑
|α|≤2
E1;J+1[Ω
αψ](1 + τ)−3−J+

2 , (8.43)
||
√
DT Jψ≥1||L∞(Στ ) ≤ C ·
√∑
|α|≤2
E2;J+1[Ω
αψ](1 + τ)−
7
2−J+ 2 , (8.44)
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Proof. In order to estimate (8.37), (8.39) and (8.40), we apply the fundamental theorem of calculus along
the foliation Στ as follows:
ψ(τ, ρ, θ, ϕ) =−
∫ ∞
ρ
∂ρψ(τ, ρ
′, θ, ϕ) dρ′
≤
√∫ ∞
r
(r′ −M)−2 dr′ ·
√∫ ∞
ρ
Dr2(∂ρψ)2(τ, ρ′, θ, ϕ) dρ′,
where we used that, by the assumptions on the initial data in the proposition and the estimates in
Proposition 7.4, ψ vanishes as ρ → ∞ and moreover, we applied Cauchy–Schwarz. After applying a
standard Sobolev inequality on S2, we therefore have that
||(r −M) 12T Jψ||L∞(Στ ) .
√√√√∑
|α|≤2
∫
Στ
JT [Ωαψ] · nτ dµτ .
The estimates (8.37), (8.39) and (8.40) then follow from the energy decay estimates in Proposition 8.6,
8.9 and 8.10.
In order to prove the estimates (8.38), (8.41) and (8.42) we can then restrict to NIτ and N
H
τ . Let χ(r)
be a cut-off function that is smooth and compactly supported in r ≥ rI away from r = rI . Then we can
apply the fundamental theorem of calculus as follows:
(χφ)2(u′, v, θ, ϕ) =
∫ v
vrI (u
′)
2χφ · L(χφ)|u=u′ dv′
≤ 2
√∫ v
vrI (u
′)
r−2φ2|u=u′ dv′ ·
√∫ v
vrI (u
′)
r2(L(χφ))2|u=u′ dv′
.
√∫ v
vrI (u
′)
(Lχφ)2|u=u′ dv′ ·
√∫ v
vrI (u
′)
r2(L(χφ))2|u=u′ dv′,
where we applied Cauchy–Schwarz to arrive at the second inequality and (A.1) to arrive at the third
inequality. If we now redefine χ to be a smooth, compactly supported cut-off function in r ≤ rH away
from r = rH, we can similarly apply the fundamental theorem of calculus, Cauchy–Schwarz and (A.2) to
obtain
(χφ)2(u, v′, θ, ϕ) .
√∫ u
urH (v
′)
(Lχφ)2|v=v′ du′ ·
√∫ u
urH (v
′)
(r −M)−2(L(χφ))2|v=v′ du′.
It then follows that
||rT Jψ||2L∞(NIτ ) ≤
√√√√∑
|α|≤2
∫
NIτ
r2(LΩαφ)2 dωdv ·
∫
Στ
JT [Ωαψ] · nτ dµτ +
∑
|α|≤2
∫
Στ
JT [Ωαψ] · nτ dµτ ,
||rT Jψ||2L∞(NHτ ) ≤
√√√√∑
|α|≤2
∫
NHτ
(r −M)2(LΩαφ)2 dωdu ·
∫
Στ
JT [Ωαψ] · nτ dµτ +
∑
|α|≤2
∫
Στ
JT [Ωαψ] · nτ dµτ .
We obtain (8.38), (8.41) and (8.42) by applying the energy decay estimates in Proposition 8.6, 8.9 and
8.10.
We are left with proving (8.43) and (8.44). We apply the fundamental theorem of calculus in yet
another way:
ψ2≥1(τ, ρ, θ, ϕ) =−
∫ ∞
ρ
2ψ≥1 · ∂ρψ≥1(τ, ρ′, θ, ϕ) dρ′
≤
√∫ ∞
ρ
D−2ψ2≥1(τ, ρ′, θ, ϕ) dρ′ ·
√∫ ∞
ρ
D2(∂ρψ≥1)2(τ, ρ′, θ, ϕ) dρ′
.D−1(ρ)
√∫ ∞
ρ
D(∂ρψ≥1)2(τ, ρ′, θ, ϕ)r2 dρ′ ·
√∫ ∞
ρ
D2(∂ρψ≥1)2(τ, ρ′, θ, ϕ) dρ′
.D−1(ρ)
√∫ ∞
ρ
D(∂ρψ≥1)2(τ, ρ′, θ, ϕ)r2 dρ′ ·
√∫ ∞
ρ
[Dr2(∂ρTψ≥1)2 +Dh2r2(T 2ψ≥1)2](τ, ρ′, θ, ϕ) dρ′,
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where we applied Cauchy–Schwarz to arrive at the first inequality and we applied (A.3) together with
the fact that D−2(r′) . D−2(r) for all r ≤ r′ to obtain the second inequality. The third inequality
then follows from an application of the degenerate elliptic estimate in Proposition 8.11, together with the
Poincare´ inequality from Lemma A.2. We conclude that
||
√
Dψ||2L∞(Στ ) .
√√√√∑
|α|≤2
∫
Στ
JT [Ωαψ] · nτ dµτ ·
∫
Στ
JT [TΩαψ] · nτ dµτ
and we apply the energy decay estimates in Proposition 8.9 and 8.10 to derive (8.43) and (8.44).
It will be necessary to use the following additional L∞ estimates with stronger weights in the energy
norm either in r or in (r −M)−1 compared to the weights appearing in the norms E0;J [ψ] and E1;J [ψ]:
Proposition 8.13. Let J ∈ N0 and assume that for n = 0, 1 and for all 0 ≤ k ≤ 2− n and 0 ≤ j ≤ J :
lim
v→∞
∫
S2
r2j | /∇S2 /∆kS2LjP≥1Φ(n)|2 dω|u=u0 <∞,
and for all 0 ≤ j ≤ J − 1
lim
v→∞ r
j+2Lj+1φ0(u0, v) <∞.
Then, for all  > 0, there exists a constant C = C(M,Σ0, , J) > 0 such that
||rT Jψ0||L∞(NIτ ) .
√
E0,I;J [ψ](1 + τ)
− 32−J+ 2 , (8.45)
||rT Jψ0||L∞(NHτ ) .
√
E0,H;J [ψ](1 + τ)
− 32−J+ 2 , (8.46)
||rT Jψ≥1||L∞(NIτ ) ≤ C ·
√∑
|α|≤2
E1,I;J [Ωαψ](1 + τ)
− 94−J+ 2 , (8.47)
||rT Jψ≥1||L∞(NHτ ) ≤ C ·
√∑
|α|≤2
E1,H;J [Ωαψ](1 + τ)
− 94−J+ 2 , (8.48)
where we additionally assumed (7.19) for (8.45).
Proof. The estimates follow from the proof of Proposition 8.12, where we additionally appeal to the
stronger weighted energy decay estimates from Proposition 8.8.
9 Late-time asymptotics for Type C perturbations
In this section, we will derive the leading-order late-time asymptotics for the spherical mean ψ0 in the
case that both H0, the conserved quantity at H+ and I0, the conserved quantity at I+ are non-zero.
This data is of Type C, as defined in Section 2.3. We will make use of the pointwise decay estimates for
ψ0 derived in Section 8.
9.1 Late-time asymptotics in the regions AHγH and AIγI
We introduce the following L∞ norms on the derivatives of φ0 along the initial hypersurfaces NH0 and
NI0 :
PH0,β;k[ψ] := max
0≤j≤k
∣∣∣∣∣∣∣∣u2+j+β · Lj (Lφ0|NI0 − 2H0[ψ]u2
)∣∣∣∣∣∣∣∣
L∞
PI0,β;k[ψ] := max
0≤j≤k
∣∣∣∣∣∣∣∣v2+j+β · Lj (Lφ0|NH0 − 2I0[ψ]v2
)∣∣∣∣∣∣∣∣
L∞
,
with 0 < β ≤ 1.
For the arguments below, we will need to relate decay in terms of the coordinate r to decay in terms
of the double null coordinates u and v.
Lemma 9.1. Let N ∈ N.
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(i) We can estimate in {r ≥ rI} ∩ {u ≥ 0}:
r − v − u
2
− 2M log(v − u) =ON ((v − u)0),
r−1 − 2
v − u − 8M(v − u)
−2 log(v − u) =ON ((v − u)−2)
r−2 − 4
(v − u)2 − 32M(v − u)
−3 log(v − u) =ON ((v − u)−3),
r−3(u, v) =ON ((v − u)−3).
There moreover exists a constant crI > 0 such that
crI · v ≤ v − u− 1 ≤ v if u0 ≤ u ≤ v2 + r∗(rI),
crI · v ≤ u ≤ v if v2 + r∗(rI) ≤ u ≤ urI (v).
(ii) We can estimate in {r ≥ rI} ∩ {u ≥ 0}:
M2(r −M)−1 − u− v
2
− 2M log(u− v) =ON ((u− v)0),
M−2(r −M)− 2
u− v − 8M(u− v)
−2 log(u− v) =ON ((u− v)−2)
M−4(r −M)2 − 4
(u− v)2 − 32M(u− v)
−3 log(u− v) =ON ((u− v)−3),
M−6(r −M)3(u, v) =ON ((u− v)−3).
There moreover exists a constant crH > 0 such that
crH · v ≤ u− v − 1 ≤ v if v0 ≤ v ≤ u2 − r∗(rH),
crH · u ≤ v ≤ u if u2 − r∗(rH) ≤ v ≤ vrH(u).
Proof. Observe that
v − u
2
= r∗(r) = r −M −M2(r −M)−1 + 2M log
(
r −M
M
)
.
Hence, we can repeat the proof of Lemma 2.1 in [155], where in the r ≤ rH case, we interchange the roles
of u and v and we replace r by M−2(r −M)−1.
Remark 9.1. By applying Lemma 9.1 it follows moreover that PH0,β;k[ψ] < ∞ if and only if in (v, r)
coordinates:
max
0≤j≤k
∣∣∣∣∣∣(r −M)j−β · ∂jr (∂rφ0|NH0 +M−2H0[ψ])∣∣∣∣∣∣L∞ <∞
Hence, if ∂rφ0|r=M = −M−2H0, we are guaranteed that PH0,β;k[ψ] <∞ for all k ∈ N0 and β = 1, simply
by the smoothness assumption on the initial data for ψ together with Taylor’s theorem.
We moreover introduce the following spacetime subregions contained in either the region AI or AH:
for k ∈ N0 and α ∈ (0, 1) let
AHγHα := {r ≤ rH} ∩ {0 ≤ v ≤ u− v
α + 2r∗(rH)} ⊂ AH,
AIγIα := {r ≥ rI} ∩ {0 ≤ u ≤ v − u
α + 2r∗(rI)} ⊂ AI .
Note that the boundaries ∂AHγHα and ∂A
I
γIα
contain subsets of, respectively, the following timelike
hypersurfaces:
γHα := {u− v = vα + 2r∗(rH)},
γIα := {v − u = uα + 2r∗(rI)}.
When the value of α ∈ (0, 1) is not relevant, we will occasionally drop the α subscript for convenience
and write γH and AIγI .
In the regions AHγHα and A
I
γIα
, we obtain the following additional decay estimates for r−1 and r −M :
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Lemma 9.2. Let M < rH < 2M and rI > 2M . Then for all η > 0, we can estimate
r−1 . v−α . u−α in AIγIα ,
r −M . u−α . v−α in AHγHα .
As a first step towards obtaining the asymptotics of φ0, we obtain the asymptotics of Lφ0 and more
generally Lk+1φ0, for k ∈ N0.
Proposition 9.3. Let k ∈ N0 and αk ∈ (k+2k+3 , 1). Take  ∈ (0, 12 (k + 3)αk − 12 (k + 2)). Assume that
E0[ψ] <∞ and moreover that there exists a β > 0 such that:
PI0,β;k[ψ] <∞.
Then, there exists a constant C = C(M,Σ0, rH, rI , αk, , k) > 0 such that
|Lk+1φ0(u, v)− (−1)k(k + 1)! · 2I0[ψ] · v−2−k| ≤ C
√
E0[ψ] · v−3αk+2−k
+ PI0,β;k[ψ] · v−2−β−k in AIγIαk ,
|Lk+1φ0(u, v)− (−1)k(k + 1)! · 2H0[ψ] · u−2−k| ≤ C
√
E0[ψ] · u−3αk+2−k
+ PH0,1;k[ψ] · u−3−k in AHγHαk .
Proof. The equation (1.1) for ψ0 on extremal Reissner–Nordstro¨m for can be rewritten as follows in
double null coordinates:
∂u∂vφ0 = − 1
4r
DD′φ0.
From Lemma 9.1 it therefore follows that we can write
∂u∂vφ0 =ON ((v − u)−3)φ0 in AI ,
∂v∂uφ0 =ON ((u− v)−3)φ0 in AH.
In particular, it follows that the estimates for Lkφ0 in AIγIαk , derived in Proposition 8.3 of [24], apply
directly to Lkφ0 in AHγHαk , after interchanging the role of u and v.
The next step is to apply the estimates for Lk+1φ0 from Proposition 9.3 in order to obtain asymptotics
for φ0 and, more generally, for T
kφ0 with k ∈ N0.
Proposition 9.4. Let k ∈ N0. If we additionally restrict αk ∈ [ 2k+52k+7 , 1) and  ∈ (0, 16 (1 − αk)), we can
find a constant C = C(M,Σ0, rH, rI , αk, , β, k) > 0 such that
|T kφ0(u, v)− (−1)kk! · 2I0[ψ] · (u−1−k − v−1−k)|
≤ C
(√
E0;k[ψ] + I0[ψ]
)
· (v +M)−αk2 − 32 +2−k + C · PI0,β;k[ψ] · (u+M)−1−β−k in AIγIαk ,
|T kφ0(u, v)− (−1)kk! · 2H0[ψ] · (v−1−k − u−1−k)|
≤ C
(√
E0;k[ψ] +H0[ψ]
)
· v−αk2 − 32 +2−k + C · PH0,1;k[ψ] · v−2−k in AHγHαk .
Furthermore, if we impose 12 (1− αk) < β + 2 and assume H0[ψ] 6= 0 and I0[ψ] 6= 0, then the estimates
above provide first-order asymptotics for φ in the regions AγHδ and AγIδ , for 1 > δ >
αk
2 +
1
2 +2 > αk+2.
In particular,
|T kφ0(u, v)− (−1)kk! · 2I0[ψ] · u−1−k| ≤ C
(√
E0;k[ψ] + I0[ψ]
)
· u−αk2 − 32 +2−k
+ C · PI0,β;k[ψ] · u−1−β−k,
|T kφ0(u, v)− (−1)kk! · 2H0[ψ] · v−1−k| ≤ C
(√
E0;k[ψ] +H0[ψ]
)
· v−αk2 − 32 +2−k
+ C · PH0,1;k[ψ] · v−2−k.
Proof. The proof follows directly from the proof of Proposition 8.4 and 8.5 of [24], where as in case in the
proof of Proposition 9.3, we use that the estimates in the region analogous to AIγIαk in [24] apply directly
to AHγHαk after interchanging u and v and L and L.
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9.2 Partial asymptotics for ∂ρψ away from H+ up to γI
Before we discuss the late-time asymptotics of T kψ0 for Type C data, we will derive the late-time asymp-
totics for the derivatives LT kψ0 and LT
kψ0 in appropriate subsets of R. We will use the asymptotics for
φ0 along H+ obtained in Proposition 9.4, together with the decay estimates (8.1) and (8.37).
Proposition 9.5. Let k ∈ N0. Then there exist η,  > 0 suitably small, such that in (v, r) coordinates,
we have that for all r ≤ rI :
| − 2r2LT kψ0(v, r)− (−1)k+1(k + 1)! · 4MH0[ψ] · v−2−k|
≤ C
(√
E0;k+1[ψ] +H0[ψ]
) [
(r −M)− 12 v− 52 + + v−2−k−′
]
+ PH0,1;k[ψ] · v−3−k,
(9.1)
and in (u, r) coordinates, we can estimate for all r ≥ rH:
|2LT kψ0(u, r)− (−1)k+1(k + 1)! · 4MH0[ψ] ·D−1r−2u−2−k|
≤ C
(√
E0;k+1[ψ] +H0[ψ]
)
r−2u−2−k−
′
+
(√
E0;k+1[ψ] +H0[ψ]
)
r−
1
2u−
5
2−k+
+ PH0,1;k[ψ] · r−2u−3−k,
(9.2)
where C = C(M,Σ0, rH, rI , η, , k) > 0 is a constant.
Proof. From (1.1) in follows that T kψ0 satisfies the following equation in (v, r) coordinates:
∂r
(
Dr2∂rT
kψ0 + 2rT
k+1φ0
)
= 2T k+1φ0. (9.3)
See also (8.31) with h = 0 applied to ψ0.
By integrating both sides of (9.3) along constant v hypersurfaces from r′ = M to r′ = r ≤
min{rI , rΣ0(v)}, where rΣ0(v) denotes the value of r along the intersection of the hypersurface of constant
v with Σ0 ∩ (B ∪AI) (which is non-empty for v > v0), and using that Dr2∂rT kψ vanishes at H+ for any
T kψ (using that ψ is smooth), we therefore arrive at:
Dr2∂rT
kψ0(v, r) + 2rT
k+1φ(v, r) = 2MT k+1φ|H+(v) +
∫ r
M
2T k+1φ(v, r′) dr′.
We first apply Cauchy–Schwarz and (A.3), together with (8.1) and (8.37), to estimate∣∣∣∣∫ r
M
2T k+1φ0(v, r
′) dr′
∣∣∣∣ .
√∫ r
M
∫
S2
(T k+1ψ0)2 dωdr ·
√∫ rI
M
dr′
.
√∫ min{rI ,rΣ0 (v)}
M
∫
S2
(r −M)2(∂r(T k+1ψ0))2 dωdr + (T k+1ψ0)2(v, rI) ·
√
r −M
.
√∫
Στ(v,min{rI ,rΣ0(v)})
JT [T k+1ψ] · nΣ0 dµΣτ(v,min{rI ,rΣ0(v)}) ·
√
r −M
.
√
E0;k+1[ψ](r −M)
1
2 (1 + τ(v,min{rI , rΣ0(v)}))−
5
2 +
.
√
E0;k+1[ψ](r −M)
1
2 v−
5
2 +.
for r ≤ min{rI , rΣ0(v)} and v ≥ v0, where in the third inequality we used the conservation property of
the T -energy flux.
By (8.38) we moreover have that for all v ≥ 0:∣∣2rT k+1φ0(v, r)∣∣ .√E0;k+1[ψ]r2(r −M)− 12 v− 52−k+.
Furthermore, by Proposition 9.4, we have that for  > 0 suitably small, there exists an ′ > 0 such
that we can estimate∣∣T k+1φ0|H+(v)− (−1)k+1(k + 1)! · 2H0[ψ] · v−2−k∣∣ . (√E0;k+1[ψ] +H0[ψ]) · v−2−k−′
+ PH0,1;k[ψ] · v−3−k.
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Combining all the above decay estimates, we can therefore infer that for all v ≥ v0 and r ≤
min{rI , rΣ0(v)}:
|Dr2∂rT kψ0(v, r)− (−1)k+1(k + 1)! · 4MH0[ψ] · v−2−k|
.
(√
E0;k+1[ψ] +H0[ψ]
) [
(r −M)− 12 v− 52 + + v−2−k−′
]
+ PH0,1;k[ψ] · v−3−k,
(9.4)
or equivalently, since we can express L = −D2 ∂r in (v, r) coordinates, we can write
| − 2r2LT kψ0(v, r)− (−1)k+1(k + 1)! · 4MH0[ψ] · v−2−k|
.
(√
E0;k+1[ψ] +H0[ψ]
) [
(r −M)− 12 v− 52 + + v−2−k−′
]
+ PH0,1;k[ψ] · v−3−k.
(9.5)
By using that T = L + L and applying once again (8.37), we can rewrite (9.5) at r = r0 ≥ rH as
follows:
|2r2ILT kψ0|r=r0(u)− (−1)k+1(k + 1)! · 4MH0[ψ] · u−2−k|
.
(√
E0;k+1[ψ] +H0[ψ]
)
u−2−k−
′
+ PH0,1;k[ψ] · u−3−k.
(9.6)
Let us now switch to (u, r) coordinates in the region r ≥ rI . From (1.1) in follows that ψ satisfies the
following equation in (u, r) coordinates:
∂r
(
2r2LT kψ0 − 2rT k+1φ0
)
= −2T k+1φ0. (9.7)
We integrate both sides of (9.7) along constant u hypersurfaces from r′ = rI to r′ = r > rI to arrive at:
2r2LT kψ0(u, r) = 2r
2
ILT
kψ0(u, rI)− 2rIT k+1φ0(u, rI) + 2rT k+1φ0(u, r)− 2
∫ r
rI
T k+1φ0(u, r
′) dr′.
First of all, we apply (8.38) to estimate
|2rT k+1φ0(u, r)| .
√
E0;k+1[ψ]r
3
2 (1 + τ)−
5
2−k+
for r ≥ rI .
We moreover apply Cauchy–Schwarz together with (A.1) to estimate∣∣∣∣∫ r
rI
T k+1φ0(u, r
′) dr′
∣∣∣∣ .
√∫
NIu
r−2(T k+1φ0)2 dωdr
√∫ r
rI
r′2 dr′
.
[√∫
NIu
(∂rT k+1φ0)2 dωdr + (T k+1φ)2(u, rI)
]
· r 32
.
√
E
′
0;k+1[ψ]r
3
2 (1 + τ)−
5
2−k+′ .
Hence, using that ∂r = 2D
−1L in (u, r) coordinates, we have that
|∂rT kψ0(u, r)− (−1)k+1(k + 1)! · 4MH0[ψ] ·D−1r−2u−2−k|
.
(√
E0;k+1[ψ] +H0[ψ]
)
r−2u−2−k−
′
+
(√
E0;k+1[ψ] +H0[ψ]
)
r−
1
2u−
5
2−k+
+ PH0,1;k[ψ] · r−2u−3−k,
for all r ≥ rI .
We note that the estimate (9.2) provides in particular the late-time asymptotics of ∂rT
kψ0
in the region {rH ≤ r ≤ rI} even if I0[ψ] = 0, so it will be also be relevant when investigating the
asymptotics of Type A data in Section 11 below.
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9.3 Late-time asymptotics in R
In this section, we obtain the asymptotics for T kψ0, using fundamentally that both H0 6= 0 and I0 6= 0
in the case of Type C data.
Proposition 9.6. Let k ∈ N0. Then there exist η,  > 0 suitably small, such that we obtain the following
global estimate: ∣∣∣∣∣T kψ0(u, v)− 4
(
I0[ψ] +
M
r
√
D
H0[ψ]
)
T k
(
1
u · v
) ∣∣∣∣∣
≤ C
(√
E0;k+1[ψ] + I0[ψ] + PI0,β;k[ψ]
)
v−1u−1−k−η
+ C
(√
E0;k+1[ψ] +H0[ψ] + PH0,1;k[ψ]
)
D−
1
2u−1v−1−k−η,
(9.8)
where C = C(M,Σ0, rH, rI , η, , β, k) > 0 is a constant.
Outline of proof:
For simplicity let use take k = 0.
Step 1: We use the asymptotics for φ0 along H+ obtained in Proposition 9.4, together with the decay
estimates in (8.1) and (8.37) to obtain precise decay estimates for Lψ0 and Lψ0 (and hence for the
radial derivative). This step has been carried out in Proposition 9.5.
Step 2: Using Proposition 9.4, we derive the asymptotics for ψ0 in the region AIγIδ , with δ < 1 suitably close
to 1 and we use the estimates for Lψ0 from Step 1 to extend the asymptotics of ψ0 to AI .
Step 3: Similarly, we apply Proposition 9.4 to obtain the asymptotics for ψ0 in AHγHα . We then integrate
∂rψ0 from r = rI in the direction of decreasing r to obtain moreover the asymptotics for ψ0 in
B ∪ AH \ AHγHα .
Proof. Step 2:
In order to obtain the late-time asymptotics of ψ0 in AI , we partition the region AI into AIγIδ = {r ≥
rγIδ (u)} and AI \ AIγIδ = {r < rγIδ (u)}, with δ < 1, where we will choose 1− δ to be suitably small.
We first use the following identity:
u−1−k − v−1−k = v − u
v · uk+1
k∑
j=0
(u
v
)j
= (v − u)(−1)k 1
k!
T k
(
1
u · v
)
, (9.9)
together with Proposition 9.4 and Lemma 9.1, to find η,  > 0 suitably small, so that we can estimate:∣∣∣∣∣T kψ(u, r)− 4I0[ψ]T k
(
1
v · u
) ∣∣∣∣∣ . (√E0;k[ψ] + I0[ψ]) v−1u−1−k−η + PI0,β;k[ψ] · v−1u−1−k−β (9.10)
in AI
γIδ
.
Note that this implies in particular that
|T kψ0(u, rγIδ (u))− 4(−1)
k(k + 1)! · I0[ψ] · u−2−k| .
(√
E0;k[ψ] + I0[ψ]
)
· u−2−k−η
+ PI0,β;k[ψ] · u−2−β−k.
(9.11)
We then integrate in the −∂r direction, starting from r = rγIδ (u) and we apply (9.2) from Step 1. By
choosing η > 0 and  > 0 suitably small, we obtain:∣∣∣∣∣T kψ(u, r)− T kψ(u, rγIδ (u)) + (−1)k+1(k + 1)! · 4MH0[ψ]u−2−k
∫ r
γI
δ
(u)
r
1
(r′ −M)2 dr
′
∣∣∣∣∣
.
(√
E0;k+1[ψ] +H0[ψ]
)
u−2−k−η + PH0,1;k[ψ] · r−1u−3−k,
(9.12)
with rI ≤ r ≤ rγIδ (u).
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By combining (9.10), (9.11) and (9.12), we conclude that in AI :∣∣∣∣∣T kψ(u, r)−
(
4MH0[ψ]
T k(u−2)
r −M + 4I0[ψ]T
k
(
1
uv
)) ∣∣∣∣∣
.
(√
E0;k+1[ψ] +H0[ψ] + I0[ψ]
)
v−1u−1−k−η
+ PH0,1;k[ψ] · r−1u−3−k + PI0,β;k[ψ] · v−1u−1−k−β .
(9.13)
Step 3:
We now turn to the region AH ∪B = {r ≤ rI}. We will partition this region into the region AHγHα = {r ≤
rγHα (v)} and {rγHα (v) ≤ r ≤ rI} with α < 1 and 1− α suitably small.
Let us first consider the region AHγHα . By using the identity
v−1−k − u−1−k = u− v
u · vk+1
k∑
j=0
( v
u
)j
= (u− v)(−1)k 1
k!
T k
(
1
u · v
)
(9.14)
together with Lemma 9.1 and Proposition 9.4, we have that for 1− α suitably small we can estimate in
r ≤ rγHα (v): ∣∣∣∣∣T kψ0(u, v)− 4 Mr√DH0[ψ]T k
(
1
u · v
) ∣∣∣∣∣
≤ C
(√
E0;k+1[ψ] +H0[ψ] + PH0,1;k[ψ]
)
D−
1
2u−1v−1−k−η.
(9.15)
We now consider the region {rγHα (v) ≤ r ≤ rI} and use (9.4) to integrate from r′ = rI to r′ = r ≥
rγHα (v) along constant v hypersurfaces with v ≥ v|Σ0(rI), for 1−α > 0 suitably small: we have that there
exist , η > 0 suitably small such that∣∣∣∣∣T kψ0(v, r)− T kψ0(v, rI) + (−1)k+1 (k + 1)!4MH0vk+2
∫ rI
r
(r′ −M)−2 dr′
∣∣∣∣∣
.
(√
E0;k+1[ψ] +H0[ψ]
)
(r −M)−1v−2−k−η
+ PH0,1;k[ψ] · v−3−k.
Combined with (9.13) this implies that for 1 − α > 0 suitably small: there exists an η > 0 and  > 0
suitably small such that for all rγHα (v) ≤ r ≤ rI :∣∣∣∣∣T kψ0(v, r)− (−1)k(k + 1)!
(
4MH0
r
√
D
+ 4I0[ψ]
)
v−k−2
∣∣∣∣∣
.
(√
E0;k+1[ψ] +H0[ψ] + I0[ψ]
)
(r −M)−1v−2−k−η
+ (r −M)−1PH0,1;k[ψ] · v−3−k + PI0,β;k[ψ] · v−2−β−k.
(9.16)
By combining the estimates for T kψ0 in the regions rI ≤ r ≤ rγIδ (u), r ≥ rγIδ (u), rγHα (v) ≤ r ≤ rI
and r ≤ rγHα (v), we arrive at (9.8).
Remark 9.2. We can alternatively consider ψ := M−1(r−M)ψ = rM
√
Dψ and reverse the roles of H+
and I+ in order to obtain the asymptotics for ψ0 in Proposition 9.6; see also the proof of Proposition
10.2.
10 Time inversion theory
In this section, we will construct an auxilliary “time integral” function ψ
(1)
0 : R\H+ → R, which satisfies
Tψ
(1)
0 = ψ0 and gψ
(1)
0 = 0. This construction is fundamental to obtaining asymptotics for ψ0 in Section
11, when the initial data is of Type A, B or D; that is to say, when H0[ψ] or I0[ψ] vanish.
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10.1 Regular time inversion in R˚
Consider R˚ = R \ ∂R. We have the following
Definition 10.1. Let ψ be a smooth, spherically symmetric solution to (1.1) on extremal Reissner–
Nordstro¨m with I0[ψ] a well-defined limit. We then define the time integral ψ
(1) of ψ to be the function
ψ(1) : R˚ → R, such that
(i) Tψ(1) = ψ0,
(ii) gψ(1) = 0,
(iii) limv→∞ ψ(1)(0, v) = 0,
(iv) limu→∞ Lψ
(1)
0 (u, v0) = 0.
Proposition 10.1. The time integral ψ
(1)
0 of the spherical mean ψ0 of a solution to (1.1) on extremal
Reissner–Nordstro¨m satisfies the following identities:
2r2Lψ
(1)
0 (u, v0) = 2
∫ ∞
u
rLφ0(u
′, v0) du′ on NH0 ∩ R˚,
Dr2∂ρψ
(1)
0 (0, ρ) =
∫ ρ
rH
[−2(1− h ·D)r∂ρφ0 + (2− h ·D)rhTφ0 + r · (hD)′φ0] |Σ0(ρ′)dρ′
+ h ·Dr2φ0|Σ0(ρ = rH)− 2
∫ ∞
urH (v0)
rLφ0(u
′, v0) du′ on Στ ∩ {rH ≤ r ≤ rI},
2r2Lψ
(1)
0 (u0, v) = C0 + 2
∫ v
vrI (u0)
rLφ0(u0, v
′) dv′ on NI0 ,
where h is the function of r given by (2.1), and we use the shorthand notation
4piC0[ψ] := 2
∫
NH0
rLφ0 dωdu
′ +
∫
Σ0∩B
nΣ0(ψ) dµ0 + 4pirφ0|NH0 (r = rH) + 4pirφ0|NH0 (r = rI).
If limr→∞ r3∂rφ0|NI0 <∞ (and therefore I0[ψ] = 0), then we can further express,
rψ
(1)
0 |NI0 (r) = −r
[
C0[ψ] + 2
∫ ∞
vrI (u0)
rLφ0(u0, v
′) dv′
]
(r−M)−1+2r
∫ ∞
r
(r′−M)−2
∫ ∞
r′
r∂rφ0|NI0 (r
′′) dr′′dr′,
and we have that in (u, r) coordinates
I0[ψ
(1)] =MC0[ψ] + 2M
∫ ∞
vrI (u0)
rLφ0(u0, v
′) dv′ − lim
r→∞ r
3∂rφ0|NI0
=M2φ0|H+(v = v0) + M4pi
∫
NH0
Lψ0 r
2dωdu′ +
M
4pi
∫
Σ0∩B
nΣ0(ψ) dµ0
+Mrφ0|NH0 (r = rI) +
2M
4pi
∫
NI0
rLφ0 dωdv
′ − lim
r→∞ r
3∂rφ0|NI0 .
Proof. Note that we can write
gψ(1)0 (τ, ρ) = gψ
(1)
0 (0, ρ) +
∫ τ
0
gψ0(τ ′, ρ) dτ ′ = gψ(1)0 (0, ρ),
and therefore gψ(1)0 = 0 in R˚ if and only if gψ(1)0 (0, ρ) = 0 for ρ > M , which is equivalent to the
following equation:
L(r2Lψ
(1)
0 ) = rLφ0.
We therefore obtain the following identity on NH0 ∩ R˚:
2r2Lψ
(1)
0 (u, v0) = limu→∞ 2r
2Lψ
(1)
0 (u, v0)− 2
∫ ∞
u
rLφ0(u
′, v0) du′,
where the first term on the right-hand side is zero by definition of ψ(1).
75
Recall that ∂ρ = −2D−1L+ h · T = 2D−1L+ (h− 2D−1) · T , so by the above, we have that
D(rH)r2H∂ρψ
(1)
0 (urH(v0), v0) = 2
∫ ∞
urH (v0)
rLφ0(u
′, v0) du′ + hD(rH)rHφ0(urH(v0), v0).
We compute
∂ρ(Dr
2∂ρψ
(1)
0 ) = −2(1− h ·D)r∂ρφ0 + (2− h ·D)rhTφ0 + r · (hD)′φ0,
so, by using all the above estimates, we can conclude that everywhere on Σ0 ∩ B:
Dr2∂ρψ
(1)
0 (0, ρ) = 2
∫ ∞
urH (v0)
rLφ0(u
′, v0) du′ + hD(rH)rHφ0(urH(v0), v0)
+
∫ ρ
rH
[−2(1− h ·D)r∂ρφ0 + (2− h ·D)rhTφ0 + r · (hD)′φ0]|Σ0(ρ′)dρ′.
By 2L = D∂ρ + (2− hD) · T we also obtain the following expression for ψ(1) on NI0 :
2r2ILψ
(1)
0 (u0, vrI (u0)) =2
∫ ∞
urH (v0)
rLφ0(u
′, v0) du′ + hD(rH)rHφ0(urH(v0), v0)
+
∫ rI
rH
[−2(1− h ·D)r∂ρφ0 + (2− h ·D)rhTφ0 + r · (hD)′φ0]|Σ0(ρ′)dρ′
+ (2− h(rI)D(rI))rIφ0(u0, vrI (u0)) =: C0[ψ].
By using that the normal nΣ0 to Σ0 ∩ B can be expressed as follows:√
det gΣ0∩BnΣ0 = r
2 sin θ [(hD − 1)∂ρ + h(2− hD)T ] ,
we can rewrite
[−2(1− h ·D)r∂ρφ0 + (2− h ·D)rhTφ0 + r · (hD)′φ0] sin θ
= 2(hD − 1)r2 sin θ∂ρψ + 2(hD − 1) sin θφ0 + (2− hD)hr2 sin θTψ0 + r(hD)′ sin θφ0
= ∂ρ((hD − 1)r2ψ0) sin θ +
√
det gΣ0∩BnΣ0(ψ).
Hence, we obtain
4piC0 =2
∫
NH0
rLφ0 dωdu
′ +
∫
Σ0∩B
nΣ0(ψ) dµ0 + 4pirφ0|NH0 (r = rH) + 4pirφ0|NH0 (r = rI)
=4piMφ0|H+(v = v0)−
∫
NH0
Lψ0 r
2dωdu′ +
∫
Σ0∩B
nΣ0(ψ) dµ0 + 4pirφ0|NH0 (r = rI).
Since ψ(1) satisfies
L(r2Lψ
(1)
0 ) = rLφ0,
we therefore conclude that everywhere on NI0 we can write
2r2Lψ
(1)
0 (u0, v) = C0[ψ] + 2
∫ v
vrI (u0)
rLφ0(u0, v
′) dv′.
In particular, if I0[ψ] = 0, we have that∣∣∣∣∣
∫ ∞
vrI (u0)
rLφ0(u0, v
′) dv′
∣∣∣∣∣ <∞
so we can switch to (u, r) coordinates in order to express:
ψ
(1)
0 |NI0 (r) = −2
[
C0[ψ] + 2
∫ ∞
vrI (u0)
rLφ0(u0, v
′) dv′
]
(r−M)−1−2
∫ ∞
r
(r′−M)−1
∫ ∞
r′
r∂rφ0|NI0 (r
′′) dr′′
The expression for I0[ψ
(1)
0 ] then follows from multiplying both sides by r, using that limr→∞ r
3∂rφ0|NI0 <∞ and taking an r derivative.
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Proposition 10.2. If H0[ψ] = 0, then the time integral ψ
(1)
0 of ψ0 satisfies moreover
rψ
(1)
0 |NH0 (r) = −r˜
[
C0[ψ] + 2
∫ ∞
urH (v0)
r˜Lφ0(u
′, v0) dv′
]
(r˜−M)−1+2r˜
∫ ∞
r˜
(r˜′−M)−2
∫ ∞
r˜′
r˜∂r˜φ0|NH0 (r˜
′′) dr˜′′dr˜′,
with
r˜ =M +M2(r −M)−1,
4piC0[ψ] := 2
∫
NI0
M
r −M · rLφ0 dωdv +
∫
Σ0∩B
nΣ0
(
M
r −M · ψ
)
dµ0
+ 4pi
M
r −M · rφ0|NH0 (r = rH) + 4pi
M
r −M · rφ0|NH0 (r = rI).
and we have that in (v, r) coordinates
H0[ψ
(1)] = MC0[ψ] + 2M
∫ ∞
urH (v0)
Mr
r −MLφ0(u
′, v0) du′ +M4∂2rφ0|NH0 (r = M).
Proof. Consider now the rescaled functions ψ
0
= M−1(r −M)ψ0 and ψ(1)0 = M−1(r −M)ψ
(1)
0 . Note
that by Proposition 10.1, we have that
lim
u→∞ψ
(1)
0
(u, v0) = 0, lim
v→∞Lψ
(1)
0
(u0, v) = 0,
so ψ(1)
0
satisfies analogous boundary conditions to ψ
(1)
0 , but with u and v and L and L interchanged. We
introduce the notation r˜ = M + M2(r −M)−1 and D˜(r˜) = (1 −Mr˜−1)2, we have that r˜ψ
0
= rψ0 and
r˜ψ(1)
0
= rψ
(1)
0 , and ψ
(1)
0
satisfies the equations:
L(r˜2Lψ(1)
0
) =r˜Lφ0,
L(r˜2Lψ(1)
0
) = r˜Lφ0.
We can therefore repeat the arguments above, starting the integration along NI0 rather than N
H
0 , to
obtain the following expressions:
2r˜2Lψ(1)
0
(u0, v) = 2
∫ ∞
v
r˜Lφ0(u0, v) dv
′ on NI0 ,
D˜(r˜)r˜2∂ρ˜ψ
(1)
0
(0, ρ˜) =
∫ ρ˜
r˜(rI)
[
−2(1− h˜ · D˜)r˜∂ρ˜φ0 + (2− h˜ · D˜)r˜h˜Tφ0 + r˜ · d(h˜D˜)
dr˜
φ0
]
|Σ0(ρ˜′)dρ˜′
+ h˜ · D˜(r˜)r˜2φ0|Σ0(ρ = rI) + 2
∫ ∞
vrI (u0)
r˜Lφ0(u0, v
′) dv′ on S ∩ {rH ≤ r ≤ rI},
2r˜2Lψ(1)
0
(u, v0) = C0[ψ] + 2
∫ u
urH (u0)
r˜Lφ0(u
′, v0) du′ on NH0 ∩ M˚,
with
h˜(r˜) = (2D˜−1 − hM2(r˜ −M)−2) = (2D−1 − h)M2(r˜ −M)−2,
2− h˜D˜ = hM2r˜−2 = hD,
∂ρ˜ =−M−2(r −M)2∂ρ = −M2(r˜ −M)−2∂ρ,
C0[ψ] := (2− h˜ · D˜)r˜φ0|Σ0(ρ = rH)
−
∫ r˜(rH)
r˜(rI)
[
2(1− h˜ · D˜)r˜∂ρ˜φ0 − (2− h˜ · D˜)r˜h˜Tφ0 − r˜ · d(h˜D˜)
dr˜
φ0
]
|Σ0(ρ˜′)dρ˜′
+ h˜ · D˜(r˜)r˜φ0|Σ0(ρ = rI) + 2
∫ ∞
vrI (u0)
r˜Lφ0(u0, v
′) dv′
= hDr˜φ0|Σ0(ρ = rH)
−
∫ rI
rH
[
2(1− hD)r˜∂ρφ0 − (2− hD)r˜hTφ0 − r˜ · d(hD)
dr
φ0
]
|Σ0(ρ′)dρ′
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+ (2− hD)r˜φ0|Σ0(ρ = rI) + 2
∫ ∞
vrI (u0)
r˜Lφ0(u0, v
′) dv′
= hDr˜φ0|Σ0(ρ = rH)
−
∫ rI
rH
M
r −M
[
2(1− hD)r∂ρφ0 − (2− hD)rhTφ0 − r · d(hD)
dr
φ0
]
|Σ0(ρ′)dρ′
+ (2− hD)r˜φ0|Σ0(ρ = rI) + 2
∫ ∞
vrI (u0)
Mr
r −MLφ0(u0, v
′) dv′.
We recall from the proof of Proposition 10.1 that
M
r −M [−2(1− h ·D)r∂ρφ0 + (2− h ·D)rhTφ0 + r · (hD)
′φ0] sin θ
=
M
r −M ∂ρ((hD − 1)r
2ψ0) sin θ +
√
det gΣ0∩B
M
r −MnΣ0(ψ)
= ∂ρ
(
M
r −M (hD − 1)r
2ψ0
)
sin θ +
√
det gΣ0∩BnΣ0
(
M
r −Mψ
)
and hence,
4piC0[ψ] = 2
∫
NI0
M
r −M · rLφ0 dωdu
′ +
∫
Σ0∩B
nΣ0
(
M
r −M · ψ
)
dµ0
+ 4pi
M
r −M · rφ0|NH0 (r = rH) + 4pi
M
r −M · rφ0|NH0 (r = rI).
Hence, if H0[ψ] = 0, we have that
ψ(1)
0
|NH0 (r˜) = −
[
C0[ψ] + 2
∫ ∞
urH (v0)
r˜Lφ0(u
′, v0) dv′
]
(r˜−M)−1+2
∫ ∞
r˜
(r˜′−M)−2
∫ ∞
r˜′
r˜∂r˜φ0|NH0 (r˜
′′) dr˜′′dr˜′,
and the expression for H0[ψ
(1)
0 ] is derived as above.
The above propositions motivative the following definitions:
Definition 10.2. We define the time-inverted constants I
(1)
0 [ψ] and H
(1)
0 [ψ] as follows:
I
(1)
0 [ψ] := I0[ψ
(1)
0 ] if limv→∞ r
3Lψ0(u0, v) <∞ (and therefore I0[ψ] = 0),
H
(1)
0 [ψ] :=H0[ψ
(1)
0 ] if H0[ψ] = 0.
Remark 10.1. If we assume the qualitative decay statements: rψ0|I+(u)→ 0 as u→∞ and rψ0|H+(v)→
0 as v → ∞, we can use the results of Proposition 10.1 and 10.2 to obtain the following alternative ex-
pressions for I
(1)
0 [ψ] and H
(1)
0 [ψ]: if limr→∞ r
3Lφ0|Σ0 <∞, then
I
(1)
0 [ψ] =−M limr→∞ rψ
(1)
0 |Σ0(r)− 2 limr→∞ r
3Lφ0|Σ0
=M
∫ ∞
u0
rψ0|I+(u) du− 2 lim
r→∞ r
3Lφ0|Σ0 ,
and if H0[ψ] = 0, we obtain
H
(1)
0 [ψ] =−M lim
r↓M
rψ
(1)
0 |Σ0(r)−M4Y 2φ0|Σ0(r = M)
=M
∫ ∞
v0
rψ0|H+(v) dv −M4Y 2φ0|Σ0(r = M).
We will recover the above decay assumption for rψ
(1)
0 in Proposition 10.6. See also the discussion in
Section 1.6 of [24] for an analogous expression for I
(1)
0 [ψ] in the sub-extremal setting.
10.2 Extension of the time integral ψ(1) in R
In this section, we will investigate the regularity properties of the continuous extensions of the time
integral functions ψ(1) defined in Section 10.1 to the full spacetime region R. We will moreover discuss
the singular properties of (derivatives) of the radiation field at I+.
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10.2.1 Regular extension in R for Type B perturbations
We first consider the case of Type B data.
Proposition 10.3. Let ψ
(1)
0 be the time integral of a smooth solution ψ0 to (1.1) corresponding to initial
data of Type B. Then ψ
(1)
0 can be extended uniquely as smooth function to R. Furthermore, I0[ψ(1)] is
well-defined.
Proof. By Proposition 10.1, we have that in (v, r) coordinates
∂rψ
(1)
0 (v0, r) =
2
(r −M)2
∫ r
M
r′∂rφ0(v0, r′) dr′ (10.1)
along NH0 .
If we assume that H0[ψ] = 0, we can use smoothness of φ0 together with Taylor’s theorem to obtain
the following: for any N ∈ N, we can decompose for r ≤ rH: r∂rφ0(v0, r) =
∑N
k=1 pk(r −M)k + (r −
M)N+1fN (v, r), for some smooth function fN : [M, rH)→ R and coefficients pk ∈ R, with k ∈ 1, . . . , N .
Hence,
∂rψ
(1)
0 (v0, r) =
N∑
k=1
2pk
(k + 1)(r −M)2 (r −M)
k+1 +
2
(r −M)2
∫ r
M
(r′ −M)N+1fN (r′) dr′.
It is clear that ∂Nr ψ0 attains a finite limit at r = M . Using that N can be taken to be arbitrarily
large and Tψ
(1)
0 = ψ0, we can conclude that ψ
(1) extends smoothly to r = M . The second part of the
proposition follows immediately from Proposition 10.1, using that limv→∞ r3Lφ(u0, v) is well-defined for
Type B data.
By Proposition 10.3, all the estimates in Section 9 can be applied without modification
when ψ0 is replaced by ψ
(1)
0 in the case of Type B data!
10.2.2 Singular horizon extension in R for Type A perturbations
We now consider data of Type A and show that, due to the non-vanishing of H0[ψ], the time integral
ψ(1) displays singular behaviour at H+.
Proposition 10.4. Let ψ
(1)
0 be the time integral of a smooth solution ψ0 to (1.1) corresponding to initial
data of Type A. Then ψ
(1)
0 cannot be extended as a continuous function to R. However, I0[ψ(1)] is
well-defined. More precisely, we can decompose
∂rψ
(1)
0 (v, r) =− 2M−1H0[ψ](r −M)−1 + f(v, r), (10.2)
ψ
(1)
0 (v, r) =− 2M−1H0[ψ] log(r −M) + f˜(v, r), (10.3)
for some smooth, spherically symmetric functions f, f˜ on R.
Furthermore, for  > 0 arbitrarily small, we can estimate∫
Σ0
JT [ψ(1)] · nΣ0 dµΣ0 +
∫
NH0
(r −M)−1+(Lφ(1))2 du+
∫
NI0
r1−(Lφ(1))2 dv <∞, (10.4)∫
Σ0
1√
D
· JT [ψ(1)] · nΣ0 dµΣ0 =∞. (10.5)
Proof. We can use smoothness of φ0 together with Taylor’s theorem and the definition of H0[ψ] to obtain
the following: for any N ∈ N, we can decompose
∂rφ0(r, v0) = −M−2H0 +
N∑
k=1
pk(r −M)k + (r −M)N+1fN (v, r).
The equation (10.2) then follows immediately after plugging the above equation into the right-hand side
of (10.1). Then, (10.4) and (10.5) follow directly.
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10.2.3 Singular radiation field rψ(1)|I+ for Type D perturbations
We now consider data of Type D and show that the radiation field rψ(1)|I+ and Newman–Penrose
constant I0[ψ
(1)] are ill-defined in this case.
Proposition 10.5. Let ψ
(1)
0 be the time integral of a smooth solution ψ0 to (1.1) corresponding to initial
data of Type D such that moreover
∂rφ0(u, r) = I0[ψ]r
−2 +O(r−3)
along NI0 .
Then ψ
(1)
0 can be extended uniquely as smooth function to R. However, rψ(1) and I0[ψ(1)] are ill-
defined at I+; more precisely,
rψ
(1)
0 (u, r) = 2I0[ψ] log r +O(r
0),
r2∂r(rψ
(1)
0 )(u, r) = 2I0[ψ]r +O(r
0),
for some constant p0 ∈ R.
Proof. By the estimates in the proof of Proposition 10.2, it follows that
Dr˜2∂rψ
(1)
0
(u, r) = 2
∫ ∞
r
r˜∂rφ0(u, r
′) dr′,
where r˜ −M = M2(r −M)−1 and ψ
0
= r˜−1φ0. Hence
∂rψ
(1)
0
(u, r) = 2M−1I0[ψ]r−1 +O(r−2),
ψ(1)
0
(u, r) = 2M−1I0[ψ] log r +O(r0)
so we obtain
∂rφ
(1)
0 (u, r) = ∂r(r˜ψ
(1)
0 )(u, r) = 2I0[ψ]r
−1 +O(r−2)
and therefore,
φ
(1)
0 = 2I0[ψ] log r +O(r
0).
10.2.4 Decay estimates for ψ(1)
We now establish some preliminary decay estimates for the time integral ψ
(1)
0 of ψ0.
Proposition 10.6. Let ψ
(1)
0 be the time integral of ψ0 and let  > 0 be arbitrarily small. Then there
exists a constant C = C(M,Σ0, rH, rI , ) > 0 such that∫
Στ
JT [ψ
(1)
0 ] · nτ dµτ ≤ C(1 + τ)−1+ ·
[∫
Σ0
JT [ψ
(1)
0 ] · nΣ0 dµ0 +
∫
NH0
(r −M)−1+(Lφ(1)0 )2 dωdu
+
∫
NI0
r1−(Lφ(1)0 )
2 dωdv
]
.
(10.6)
We can further estimate
|r · ψ(1)| ≤ C ·
√
E0,I [ψ](1 + τ)
− 12 + in AI if lim
v→∞ v
3∂vφ0|NI0 <∞,
|r · ψ(1)| ≤ C ·
√
E0,H[ψ](1 + τ)
− 12 + in AH if H0[ψ] = 0.
Proof. We apply the r-weighted estimates from Proposition 6.6 with n = 0 and p = 1− , together with
the Morawetz estimates (see Appendix A.4) to conclude that there exists a sequence of times (τk) along
which we can estimate:∫
NHτk
(r −M)(Lφ(1)0 )2 du+
∫
Στ∩B
JT [ψ
(1)
0 ] · nτ dµτ +
∫
NIτk
r−(Lφ(1)0 )
2 dv
. τ−1k
[∫
Σ0
JT [ψ(1)] · nΣ0 dµΣ0 +
∫
NH0
(r −M)−1+(Lφ(1)0 )2 du+
∫
NI0
r1−(Lφ(1)0 )
2 dv
]
.
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Hence, we estimate in the region {M2τ−1k ≤ r −M ≤ τk}:∫
Σ0τk∩{M2τ
−1
k ≤r−M≤τk}
JT [ψ
(1)
0 ] · nτ dµτ
. τ−1+k
[∫
Σ0
JT [ψ
(1)
0 ] · nΣ0 dµΣ0 +
∫
NH0
(r −M)−1+(Lφ(1)0 )2 dωdu+
∫
NI0
r1−(Lφ(1)0 )
2 dωdv
]
.
In the region {r −M ≤M2τ−1k } ∪ {r −M ≥ τk} we use again Proposition 6.6 with n = 0 and p = 1− 
to estimate∫
NHτk
(r −M)−1+(Lφ(1)0 )2 du+
∫
NIτk
r−(Lφ(1)0 )
2 dv
.
[∫
Σ0
JT [ψ
(1)
0 ] · nΣ0 dµΣ0 +
∫
NH0
(r −M)−1+(Lφ(1)0 )2 du+
∫
NI0
r1−(Lφ(1)0 )
2 dv
]
to estimate∫
Στk∩{r−M≤M2τ−1k }∪{r−M≥τk}
JT [ψ
(1)
0 ] · nτ dµτ
. τ−1+k
[∫
Σ0
JT [ψ
(1)
0 ] · nΣ0 dµΣ0 +
∫
NH0
(r −M)−1+(Lφ(1)0 )2 du+
∫
NI0
r1−(Lφ(1)0 )
2 dv
]
.
Hence, by applying (A.10) we can conclude that (10.6) must hold (for all times τ ≥ 0). In particular,
this implies that
lim
v→∞ψ
(1)
0 (v, r) = 0.
The remaining (quantitative) estimates in the proposition then follow immediately from integrating the
pointwise decay estimates for ψ0 = Tψ
(1)
0 obtained in Proposition 8.12.
We can moreover relate the relevant initial pointwise norms of ψ(1) to analogous pointwise norms of
ψ.
Lemma 10.7. For all 0 ≤ β ≤ 1 and k ∈ N0, we can estimate
PH0,β;k[ψ
(1)
0 ] .H
(1)
0 [ψ] + PH0,β;k[ψ] if H0[ψ] = 0,
PI0,β;k[ψ
(1)
0 ] . I
(1)
0 [ψ] + PI0,β;k[ψ] if limv→∞ r
3Lψ0(u0, v) <∞,
E0;k+1[ψ
(1)
0 ] . E0,H;k[ψ] + E0,I;k[ψ] if H0[ψ] = 0 and limv→∞ r
3Lψ0(u0, v) <∞.
Proof. The estimates follow from the expressions for ψ
(1)
0 in Proposition 10.1 and 10.2.
11 Late-time asymptotics for Type A perturbations
In this section we will use the time integral construction from Section to obtain late-time asymptotics for
ψ arising from Type A data. Recall that Type A data includes generic smooth and compactly supported
data on Σ0.
11.1 Conditional asymptotics for rψ(1) in AIγI
We will first obtain estimates in the region . These may be thought of as the analogues of the estimates
in Proposition 9.3 and 9.4 applied to φ
(1)
0 rather than φ0. However, it is important to note the estimates
for φ
(1)
0 are not as strong as the estimates for φ0 arising from Type C data due to the fact that the upper
bound decay estimates that we have for φ
(1)
0 (Proposition 10.6) are weaker than the upper bound decay
estimates for φ0 from Proposition 8.12.
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Proposition 11.1. Let k ∈ N0 and let α > 0 such that 1 − α is suitably small. Then, there exists an
η > 0 and  > 0 suitably small and a constant C = C(M,Σ, rH, rI , α, , β, η) > 0 such that in AIγIα :
|LT kφ(1)0 (u, v)− (−1)k(k + 1)!2I(1)0 [ψ] · v−2−k|
≤ C
[√
E0,I;k[ψ] · v−2−k−η +
(
PI0,β;k[ψ] + I
(1)
0 [ψ]
)
· v−2−β−k
]
and moreover,
|LT kφ0(u, v)− (−1)k+1(k + 2)!2I(1)0 [ψ] · v−3−k|
≤ C
[√
E0,I;k+1[ψ] · v−3−k−η +
(
PI0,β;k+1[ψ] + I
(1)
0 [ψ]
)
· v−3−β−k
]
.
Proof. We apply Proposition 9.3 to φ
(1)
0 instead of φ0, replacing k with k + 1, where we only consider
the region AIγIα . We need the pointwise decay estimates in Proposition 8.13 and Proposition 10.6, rather
than the decay estimates in Proposition 8.12. We also apply Lemma 10.7 in order to have only norms
involving ψ on the right-hand side of our estimates.
Proposition 11.2. Let k ∈ N0 and let α > 0 such that 1 − α is suitably small, then there exists a
constant C = C(M,Σ, rH, rI , α, , β, k) > 0 and η > 0 such that in AIγIα :∣∣∣∣∣T kφ0(u, v)− T kφ0(u, vγIα (u))− (−1)k+1(k + 1)!2I(1)0 [ψ] [u−2−k − v−2−k]
∣∣∣∣∣
≤ C
[√
E0,I;k+1[ψ] + PI0,β;k+1[ψ] + I
(1)
0 [ψ]
]
· v − u
vu2+k+η
.
Proof. The estimates in the proposition follow from Proposition 11.1 in the same way as the estimates
in Proposition 9.4 follow from Proposition 9.3, but we do not estimate |T kφ0(u, vγIα (u))|.
11.2 Asymptotics for ∂ρψ away from H+ up to γI
In order to obtain late-time asymptotics from the estimates in Proposition 11.2, we first need to determine,
independently, the late-time asymptotics of T kφ0|γIα . This involves a derivation of late-time asymptotics
for Lψ0 that are valid all the way up to γ
I
α .
12
Lemma 11.3. Let k ∈ N0 and let α > 0 such that 1−α is arbitrarily small. Then, there exists an η > 0
and  > 0 suitably small and a constant C = C(M,Σ, rH, rI , α, , η) > 0, such that in AI \ AIγIα :∣∣∣∣∣2r2LT kψ0(u, v)− (−1)k+1(k + 1)!4MH0[ψ] · u−2−k
∣∣∣∣∣ (11.1)
≤ C
[√
E0,I;k+1[ψ] + PH0,1;k[ψ] +H0[ψ]
]
· u−2−k−η.
Proof. We apply the fundamental theorem of calculus in the L-direction, together with the equation
L(r2LT kψ0) = rLT
k+1φ0, to obtain: for all vrI(u) ≤ v ≤ vγα(u),
r2LT kψ0(u, v) = r
2
ILT
kψ0(u, vrI (u)) +
∫ v
vrI (u)
rLT k+1φ0(u, v
′) dv′.
By Cauchy–Schwarz, together with Proposition 8.8, we can estimate
∫ vγα (u)
vrI (u)
r|LT k+1φ0|(u, v′) dv′ .
√√√√∫ vγα (u)
vrI (u)
dv′ ·
√∫ ∞
vrI (u)
r2(LT k+1φ0)2 dv′
. u− 52 + 2−k+α2 ·
√
E0,I;k+1[ψ],
and we will take α+  < 1.
12While the estimate (9.2) can be used to obtain asymptotics for Lψ0 in spacetime regions of bounded r also in the case
of Type A data, it fails to provide asymptotics along the curves γIα .
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Now, we appeal to (9.6) to estimate:∣∣∣∣∣2r2ILT kψ0|r=rI (u)− (−1)k+1(k + 1)! · 4MH0[ψ] · u−2−k
∣∣∣∣∣
.
(√
E0,I;k+1[ψ] +H0[ψ] + PH0,1;k[ψ]
)
u−2−k−η,
for some η > 0. By combining the above estimates, we arrive at (11.1).
Proposition 11.4. Let k ∈ N0 and let α > 0 such that 1− α is arbitrarily small. Then, there exists an
η > 0 and  > 0 suitably small and a constant C = C(M,Σ, rH, rI , α, , β, η) > 0, such that∣∣∣∣∣T kφ0(u, vγIα (u))− (−1)k(k + 1)!4MH0[ψ] · u−2−k
∣∣∣∣∣
≤ C
[√
E0,I;k+1[ψ] + PI0,β;k+1[ψ] + PH0,1;k[ψ] + I
(1)
0 [ψ] +H0[ψ]
]
· u−2−k−η.
Proof. We split:
D
2
rT kψ0(u, vγα(u)) = rLT
kφ0(u, vγα(u))− r2LT kψ0(u, vγα(u)).
Now, we apply Proposition 11.1 together with the estimate r . uα in AIγIα to estimate for  > 0 suitably
small:
r·|LT kφ0|(u, vγα(u)) ≤ C
[√
E0,I;k+1[ψ] + PI0,β;k+1[ψ] + I
(1)
0 [ψ]
]
· u−3−k+α.
Now, we apply (11.1) to arrive at (11.2).
11.3 Global asymptotics for ψ in R
In this section, we derive the asymptotics of ψ in the full spacetime region, for Type A initial data.
Proposition 11.5. Let k ∈ N0 and assume that limv→∞ v3Lφ0(u0, v) <∞.
Then there exists an η > 0 and  > 0 suitably small, so that we can estimate:∣∣∣∣∣T kψ0(u, v)− 4
[
I
(1)
0 [ψ]T
k+1
(
1
u · v
)
+
M
r
√
D
H0[ψ]T
k
(
1
u(v + 4M − 2r)
)] ∣∣∣∣∣
≤ C
[√
E0,I;k+1[ψ] + PI0,β;k+1[ψ] + PH0,1;k[ψ] +H0[ψ] + I
(1)
0 [ψ]
]
·
(
v−1u−2−k−η +D−
1
2u−1v−1−k−η
)
.
Proof. By combining the estimates in Proposition 11.4 and Proposition 11.2, we arrive at the following
estimates for r ·ψ0(u, v): let α > 0 be sufficiently close to 1, then there exists an η > 0 such that in AIγIα :∣∣∣∣∣T kφ0(u, v)− (−1)k+1(k + 1)! [2I(1)0 [ψ] (u−2−k − v−2−k)− 4MH0[ψ]u−2−k]
∣∣∣∣∣ (11.2)
≤ C
[√
E0,I;k+1[ψ] + PI0,β;k+1[ψ] + PH0,1;k[ψ] +H0[ψ] + I
(1)
0 [ψ]
]
· v − u
vu2+k+η
.
By applying moreover Lemma 9.1 together with (9.9) and (9.14), we can rewrite (11.2) as follows:∣∣∣∣∣T kψ0(u, v)−
[
4I
(1)
0 [ψ]T
k+1
(
1
u · v
)
+ 4Mr−1H0[ψ]T k(u−2)
] ∣∣∣∣∣
≤ C
[√
E0,I;k+1[ψ] + PI0,β;k+1[ψ] + PH0,1;k[ψ] +H0[ψ] + I
(1)
0 [ψ]
]
· 1
vu2+k+η
.
To obtain a global estimate for ψ0, we first combine the above estimates with (9.15) in the region
where r ≤ rγHα (v), (9.16) in the region where rγHα (v) ≤ r ≤ rI .
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To obtain late-time asymptotics in the remaining region rI ≤ r ≤ rγIα (u), we use (11.2) and we
integrate the estimate (11.1) from r = rγIα (u) to any r ≥ rI .
We then obtain:∣∣∣∣∣T kψ0(u, v)− 4
[
I
(1)
0 [ψ]T
k+1
(
1
u · v
)
+
M
r
√
D
H0[ψ]T
k
(
1
u(v + 4M − 2r)
)] ∣∣∣∣∣
≤ C
[√
E0,I;k+1[ψ] + PI0,β;k+1[ψ] + PH0,1;k[ψ] +H0[ψ] + I
(1)
0 [ψ]
]
·
(
v−1u−2−k−η +D−
1
2u−1v−1−k−η
)
,
everywhere in R. Note that v+ 4M −2r has the property that it approaches u as we increase v and keep
u constant, but it remains finite as we approach r = M ; indeed, we have that everywhere in {r ≥ 2M},
v − 2r + 2M ≥ u and in {r ≤ 2M}, v ≤ v − 2r + 4M ≤ v + 2M .
12 Asymptotics for Type B and D perturbations
In this section, we treat the remaining types of initial data: Type B and D. The late-time asymptotics
for Type B data follow immediately from Proposition 9.6 applied to ψ
(1)
0 , where we use the regularity
properties of ψ
(1)
0 that follow from Proposition 10.3.
Corollary 12.1. Let k ∈ N0. If limv→∞ r3Lφ0(u0, v) < ∞ and H0[ψ] = 0, then there exists an η > 0
and  > 0 suitably small, such that we obtain the following global estimate:∣∣∣∣∣T kψ0(u, v)− 4
(
I
(1)
0 [ψ] +
M
r
√
D
H
(1)
0 [ψ]
)
T k+1
(
1
v · u
) ∣∣∣∣∣
≤ C
(√
E0,H;k+1[ψ] + E

0,I;k+1[ψ] + I
(1)
0 [ψ] + PI0,β;k+1[ψ]
)
v−1u−2−k−η
+ C
(√
E0,H;k+1[ψ] + E

0,I;k+1[ψ] +H
(1)
0 [ψ] + PH0,1;k+1[ψ]
)
D−
1
2u−1v−2−k−η,
(12.1)
where C = C(M,Σ0, rH, rI , η, , β, k) > 0 is a constant.
Proof. We apply Proposition 9.6 with k replaced by k + 1 and ψ0 replaced by ψ
(1)
0 . We also use Lemma
10.7.
We are left with Type D data. We obtain asymptotics by following arguments analogous to those for
Type A data in Section 11, so we will omit most of the proofs, unless a different argument is needed,
compared to the Type A data case.
Proposition 12.2. Let k ∈ N0 and assume that H0[ψ] = 0. Let α > 0 such that 1− α is suitably small.
Then, there exists an η > 0 and  > 0 suitably small and a constant C = C(M,Σ, rH, rI , α, , η, k) > 0
such that in AHγHα :
|LT kφ(1)0 (u, v)− (−1)k(k + 1)!2H(1)0 [ψ] · u−2−k|
≤ C
[√
E0,H;k[ψ] · u−2−k−η +
(
PH0,1;k[ψ] +H
(1)
0 [ψ]
)
· u−2−β−k
]
and moreover,
|LT kφ0(u, v)− (−1)k+1(k + 2)!2H(1)0 [ψ] · u−3−k|
≤ C
[√
E0,H;k+1[ψ] · u−3−k−η +
(
PH0,1;k+1[ψ] +H
(1)
0 [ψ]
)
· u−3−β−k
]
.
Proof. We repeat the steps in the proof of Proposition 11.1 to the region AHγHα instead of A
I
γIα
and
interchange the roles of u and v.
Proposition 12.3. Let k ∈ N0 and assume that H0[ψ] = 0. Let α > 0 such that 1− α is suitably small.
Then, there exists an η > 0 and  > 0 suitably small and a constant C = C(M,Σ, rH, rI , α, , η) > 0 such
that in AHγHα : ∣∣∣∣∣T kφ0(u, v)− T kφ0(uγHα (v), v)− (−1)k+1(k + 1)!2H(1)0 [ψ] [v−2−k − u−2−k]
∣∣∣∣∣
≤ C
[√
E0,H;k+1[ψ] + PH0,1;k+1[ψ] +H
(1)
0 [ψ]
]
· u− v
uv2+k+η
.
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Proof. We repeat the steps in the proof of Proposition 11.2 to the region AHγHα instead of A
I
γIα
and
interchange the roles of u and v.
In contrast with Lemma 11.3, we cannot yet obtain asymptotics for ∂rψ0 in the region AH \ AHγHα for
Type D data. Instead, we consider ∂r((r−M) ·ψ0), which, as we will show, is sufficient for our purposes.
See however Proposition 12.7 at the end of the section, where we do obtain asymptotics for ∂rψ0.
Lemma 12.4. Let k ∈ N0 and assume that H0[ψ] = 0. Let α > 0 such that 1 − α is arbitrarily small.
Then, there exists an η > 0 and  > 0 suitably small and a constant C = C(M,Σ, rH, rI , α, , η, β, k) > 0,
such that in AH \ AHγHα :
|M∂r((r −M) · T kψ0)(u, v)− (−1)k(k + 1)!4MI0v−2−k|
≤ C
[√
E0,H;k+1[ψ] + PH0,1;k+1[ψ] + PI0,β;k[ψ] + I0[ψ]
]
v−2−k−η.
(12.2)
Proof. Note that we can rewrite (9.3) as follows in (v, r) coordinates:
∂2r ((r −M) · T kψ0) = −2(r −M)−1∂rT k+1φ0.
Using the above equation, together with the fundamental theorem of calculus in the L direction, we arrive
at the following estimate:
|∂r((r −M) · T kψ0)(v, rγHα (v))− ∂r((r −M) · T kψ0)(v, rH)|
.
∫ uγHα (v)
u(rH)
(r −M)−1|LT k+1φ0|(u′, v) du′
.
√∫ uγHα (v)
u(rH)
du′ ·
√∫ uγHα (v)
u(rH)
(r −M)−2(LT k+1φ0)2(u′, v) du′
.
√
E0,I;k+1[ψ] · v−
5
2−k+ 2 +α2 ,
where we applied Proposition 8.3 together with the estimate (r−M)−1 . vα to obtain the last inequality.
We moreover have that
∂r((r −M) · T kψ0)(v, rH) = T kψ0(v, rH) + (rH −M)∂rT kψ0(v, rH).
By (9.4) it follows that there exists an η > 0 such that
(rH −M)|∂rT kψ0|(v, rH) .
(√
E0;k+1[ψ] + PH0,1;k[ψ]
)
v−2−k−η.
Therefore, we can use (9.16) at r = rH to estimate
|∂r((r −M) · T kψ0)(v, rH)− (−1)−k(k + 1)!4I0v−k−2|
.
(√
E0;k+1[ψ] + PH0,1;k[ψ] + PI0,β;k + I0[ψ]
)
v−2−k−η.
By combining the estimates above, we arrive at (12.2).
Proposition 12.5. Let k ∈ N0 and assume H0[ψ] = 0. Let α > 0 such that 1 − α is arbitrarily small.
Then, there exists an η > 0 and  > 0 suitably small and a constant C = C(M,Σ, rH, rI , α, , η, β, k) > 0,
such that ∣∣∣∣∣T kφ0(uγHα (v), v)− (−1)k(k + 1)!4MI0[ψ] · v−2−k
∣∣∣∣∣ (12.3)
.
[√
E0,H;k+1[ψ] + PH0,1;k+1[ψ] + PI0,β;k[ψ] +H
(1)
0 [ψ] + I0[ψ]
]
· v−2−k−η.
Proof. We can split in (v, r) coordinates
M2r−1T kψ0(v, rγHα (v)) =M∂r(r
−1(r −M)) · rT kψ0(v, rγHα (v))
=M∂r((r −M) · T kψ0)(v, rγHα (v))−Mr−1(r −M)∂rT kφ0(v, rγHα (v))
=M∂r((r −M) · T kψ0)(v, rγHα (v)) + 2Mr(r −M)−1LT kφ0(v, rγHα (v)).
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We apply Proposition 12.2 together with the estimate (r −M)−1 . vα in BHα to estimate
2Mr(r −M)−1|LT kφ0|(v, rγHα (v)) .
[√
E0,H;k+1 + PH0,1;k+1[ψ
(1)] +H
(1)
0 [ψ]
]
· v−3−k+α.
The estimate (12.3) then follows by applying (11.1).
Proposition 12.6. Let k ∈ N0 and assume that H0[ψ] = 0. Let α > 0 such that 1−α is arbitrarily small.
Then, there exists an η > 0 and  > 0 suitably small and a constant C = C(M,Σ, rH, rI , α, , η, β, k) > 0,
such that∣∣∣∣∣T kψ0(u, v)− 4
[
1√
D
H
(1)
0 [ψ]T
k+1
(
1
u · v
)
+ I0[ψ]T
k
(
1
v(u+ 2M − 2M2(r −M)−1)
)] ∣∣∣∣∣
≤ C
[√
E0,H;k+1[ψ] + PI0,β;k[ψ] + PH0,1;k+1[ψ] + I0[ψ] +H
(1)
0 [ψ]
]
·
(
v−1u−1−k−η +D−
1
2u−1v−2−k−η
)
.
(12.4)
Proof. We apply the previous propositions in this section, together with the asymptotics in derived in
Section 9.3 to arrive at (12.4), analogously to what is done in the proof of Proposition 11.5 (with the
roles of u and v reversed).
We moreover used that in {r ≤ 2M} we can estimate u+ 2M −2M2(r−M)−1 ≥ v and in {r ≥ 2M},
u+ 2M − 2M2(r −M)−1 ≥ u.
For completeness, we will also derive the precise late-time asymptotics for ∂rψ for Type B data, and
show that the leading order term decays one power faster compared to the Type A and C cases. We will
restrict here to a bounded region {r ≤ rI} for the sake of convenience, but we note that the estimates
providing late-time asymptotics can in principle be extended to the full region R.
Proposition 12.7. Let k ∈ N0 and assume that H0[ψ] = 0. Let α > 0 such that 1−α is arbitrarily small.
Then, there exists an η > 0 and  > 0 suitably small and a constant C = C(M,Σ, rH, rI , α, , η, β, k) > 0,
such that∣∣∣∣∣Dr2∂rT kψ0(v, r)− 8MH(1)0 [ψ]T k(u−3)− 8I0[ψ](r2 −M2)T k(v−3)
∣∣∣∣∣
≤ C
[√
E0,H;k+2[ψ] + PI0,β;k+1[ψ] + PH0,1;k+2[ψ] + I0[ψ] +H
(1)
0 [ψ]
]
· v−3−η−k,
(12.5)
in (v, r) coordinates, for all r ≤ rI .
Proof. We apply (9.3) to obtain in (v, r) coordinates
Dr2∂rT
kψ0(v, r) = 2M
2T k+1ψ0(v,M)− 2r2T k+1ψ0(v, r) +
∫ r
M
2rT k+1ψ0(v, r
′) dr′. (12.6)
We will first estimate 2M2T k+1ψ0(v,M) − 2r2T k+1ψ0(v, r). If r ≤ rγHα (v), we apply Proposition 12.3
together with Proposition 12.5, with k replaced by k + 1. If r ≥ rγHα (v), we apply Proposition 12.5 and
we integrate the estimate in Lemma 12.4. We then arrive at the following expressions:∣∣∣MT k+1ψ0(v,M) + 8MI0[ψ]T k(v−3)− 4H(1)0 [ψ]T k(v−3)∣∣∣
.
[√
E0,H;k+2[ψ] + PI0,β;k+1[ψ] + PH0,1;k+2[ψ] + I0[ψ] +H
(1)
0 [ψ]
]
v−3−k−η,∣∣∣r2T k+1ψ0(v, r) + 8r2I0[ψ]T k(v−3)− 4H(1)0 [ψ]T k(v−3 − u−3)∣∣∣
.
[√
E0,H;k+2[ψ] + PI0,β;k+1[ψ] + PH0,1;k+2[ψ] + I0[ψ] +H
(1)
0 [ψ]
]
v−3−k−η.
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Hence, we obtain∣∣∣∣∣2M2T k+1ψ0(v,M)− 2r2T k+1ψ0(v, r)− 8MH(1)0 [ψ]T k(u−3)− 16(r2 −M2)I0[ψ]T k(v−3)
∣∣∣∣∣
≤ C
[√
E0,H;k+2[ψ] + PI0,β;k+1[ψ] + PH0,1;k+2[ψ] + I0[ψ] +H
(1)
0 [ψ]
]
· v−3−k−η.
In order to estimate the integral on the right-hand side of (12.6), we apply Proposition 12.3 together
with Proposition 12.5 and (9.16):∣∣∣∣∣
∫ r
M
2rT k+1ψ0(v, r
′) + 2r′ · 8I0[ψ]T k(v−3) dr′
∣∣∣∣∣ ≤ C
[∫ M+v−α
M
Err1 dr
′ +
∫ r
M+v−α
Err2 dr
′
]
,
where we take r > M + v−α without loss of generality, and where
Err1 :=
[√
E0,H;k+2[ψ] + PI0,β;k+1[ψ] + PH0,1;k+2[ψ] + I0[ψ] +H
(1)
0 [ψ]
]
v−3−k−η,
Err2 :=
[√
E0;k+2[ψ] + I0[ψ] + PH0,1;k+1[ψ] + PI0,β;k+1[ψ]
]
(r −M)−1v−3−k−2η.
It follows immediately that (note that the logarithmic term from integrating Err2 can be easily
absorbed by the v power)∫ M+v−α
M
Err1 dr
′ +
∫ r
M+v−α
Err2 dr
′
≤ C
[√
E0,H;k+2[ψ] + PI0,β;k+1[ψ] + PH0,1;k+2[ψ] + I0[ψ] +H
(1)
0 [ψ]
]
· v−3−k−η.
Finally, we have that
8I0[ψ]T
k(v−3)
∫ r
M
2r′ dr′ = (r2 −M2)8I0[ψ]T k(v−3).
When we combine the estimates above, we obtain (12.6).
13 Higher-order asymptotics and logarithmic corrections
In this section, we derive refined asymptotics along H+ for data with H0[ψ] 6= 0 and along I+ for data
with I0[ψ] 6= 0. The derivation proceeds in a very similar manner to the arguments in [155].
We first introduce the following additional weighted L∞ norms: we define with respect to (u, r)
coordinates,
PI [ψ] :=
∣∣∣∣∣∣∣∣Dr3(∂rφ0 − I0[ψ]r2
)∣∣∣∣∣∣∣∣
L∞(Σ0)
,
PI,T [ψ] :=
∣∣∣∣∣∣∣∣Dr4∂r (D∂rφ0 −DI0[ψ]r2
)∣∣∣∣∣∣∣∣
L∞(Σ0)
.
And we define with respect to (v, r) coordinates:
PH[ψ] :=
∣∣∣∣∣∣D− 12 (∂rφ0 +M2H0[ψ])∣∣∣∣∣∣
L∞(Σ0)
,
PH,T [ψ] :=
∣∣∣∣∂2rφ0∣∣∣∣L∞(Σ0) .
Proposition 13.1. For all  > 0, there exists a constant C = C(M,Σ, rI , ) > 0 such that for all (u, v)
in AI we can estimate:
(i) ∣∣∣∣∣∂v(rψ)(u, v)− 2I0[ψ]v−2 − 16MI0[ψ]v−3 log v + 8MI0[ψ]uv−3(v − u)−1
+ 8MI0[ψ]v
−3 log
(
vu
v − u
) ∣∣∣∣∣
≤ C(I0[ψ] +H0[ψ] +
√
E0;1[ψ] + PI [ψ] + PH[ψ])ErrI(u, v),
(13.1)
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where
ErrI(u, v) := v−3 + v−2− · (v − u)−1 + v−2 · (v − u)−2+η,
with η > 0 arbitrarily small.
(ii) For all  > 0, there exists a constant C = C(M,Σ, rH, ) > 0 such that for all (u, v) in AH we can
estimate: ∣∣∣∣∣∂u(rψ)(u, v)− 2H0[ψ]u−2 − 16MH0[ψ]u−3 log u+ 8MH0[ψ]vu−3(u− v)−1
+ 8MH0[ψ]u
−3 log
(
vu
u− v
) ∣∣∣∣∣
≤ C(I0[ψ] +H0[ψ] +
√
E0;1[ψ] + PH[ψ] + PI [ψ])ErrH(u, v),
(13.2)
where
ErrH(u, v) := u−3 + u−2− · (u− v)−1 + u−2 · (u− v)−2+η,
with η > 0 arbitrarily small.
Proof. By applying the relations between r, u and v from Lemma 9.1, we obtain in AI :
∂u∂v(rψ)(u, v) =
[
− 2M(v − u)−2 +O((v − u)−3+η)
]
· ψ (13.3)
with η > 0 arbitrarily small, and hence, by Proposition 9.6 we have that there exists an  > 0 such that∣∣∣∣∂u∂v(rψ)(u, v) + 8MI0[ψ]vu (v − u)−2
∣∣∣∣ ≤ C(I0[ψ[+H0[ψ])(v − u)−3+ηv−1u−1
+ C(I0[ψ] +H0[ψ] +
√
E0;1[ψ] + PH[ψ] + PI [ψ])(v − u)−2v−1u−1−.
The estimate (13.1) now follows by repeating the arguments in the proof of Proposition 3.1 of [155]
Now, we apply the relations between r −M , u and v from Lemma 9.1 in AH to obtain:
∂v∂u(rψ)(u, v) =
[
− 2M(v − u)−2 +O((v − u)−3+η)
]
·
√
Dψ (13.4)
By using (13.4) together with the estimate for
√
D · ψ from Proposition 9.6, we can similarly find an
 > 0 such that for all (u, v) in AH∣∣∣∣∂v∂u(rψ)(u, v) + 8MH0uv (u− v)−2
∣∣∣∣ ≤ C(I0 +H0)(u− v)−3+ηu−1v−1
+ C(I0 +H0 +
√
E0;1[ψ] + PH[ψ] + PI [ψ])(u− v)−2u−1v−1−.
We obtain (13.2) by once again repeating the arguments in the proof of Proposition 3.1 of [155] and
moreover interchanging the roles of u and v (and I0 and H0).
Proposition 13.2. For all  > 0, there exists a constant C = C(M,Σ, rI , rH, ) > 0 such that we can
estimate: ∣∣∣∣∣rψ(u, v)− 2I0[ψ([u−1 − v−1) + 4MI0[ψ]u−2 log u− 4MI0[ψ]v−2 log u
+ 8MI0[ψ]v
−2 log v + 4MI0[ψ](u−2 + v−2) log
(
v − u
v
) ∣∣∣∣∣
≤ C
(
I0[ψ] +H0[ψ] +
√
E0;1[ψ] + PH[ψ] + PI [ψ]
)
u−2 in AI .
(13.5)
and ∣∣∣∣∣rψ(u, v)− 2H0[ψ](v−1 − u−1) + 4MH0[ψ]v−2 log v − 4MH0[ψ]u−2 log v
+ 8MH0[ψ]u
−2 log u+ 4MH0[ψ](v−2 + u−2) log
(
u− v
u
) ∣∣∣∣∣
≤ C
(
I0[ψ] +H0[ψ] +
√
E0;1[ψ] + PH[ψ] + PI [ψ]
)
v−2 in AH.
(13.6)
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In particular,∣∣rψ|I+(u)− 2I0[ψ]u−1 + 4MI0[ψ]u−2 log u∣∣ ≤ C (I0[ψ] +H0[ψ] +√E0;1[ψ] + PH[ψ] + PI [ψ])u−2
(13.7)
and∣∣rψ|H+(v)− 2H0[ψ]v−1 + 4MH0[ψ]v−2 log v∣∣ ≤ C (I0[ψ] +H0[ψ] +√E0;1[ψ] + PH[ψ] + PI [ψ]) v−2.
(13.8)
Proof. In order to prove (13.5) we integrate ∂v(rψ) from (u, v = u + 2r∗(rI)) to (u, v = v′), estimating
the contribution of (13.1) as in Proposition 3.2 of [155] and moreover using (9.8) to estimate
|rψ|(u, v = u+ 2r∗(rI)) .
(
I0[ψ] +H0[ψ] +
√
E0;1[ψ] + PH[ψ] + PI [ψ]
)
u−2.
We similarly obtain (13.8) by integrating ∂u(rψ) from (u = v − 2r∗(rH), v) to (u = u′, v), estimating
the contribution of (13.2) as in Proposition 3.2 of [155], but with the roles of u and v interchanged, and
moreover using (9.8) to estimate
|rψ|(u = v − 2r∗(rH), v) .
(
I0[ψ] +H0[ψ] +
√
E0;1[ψ] + PH[ψ] + PI [ψ]
)
v−2.
The estimates (13.7) and (13.8) then follow simply by taking respectively the limit v →∞ and u→∞.
We can moreover obtain refined late-time asymptotics along H+ and I+ in the case when both I0[ψ]
and H0[ψ] = 0 are vanishing (i.e. for Type B data).
Proposition 13.3. Suppose H0[ψ] = 0 and I0[ψ] = 0. For all  > 0, there exists a constant C =
C(M,Σ, rI , rH, ) > 0 such that we can estimate:∣∣∣rψ|I+(u) + 2I(1)0 [ψ]u−2 − 8MI(1)0 [ψ]u−3 log u∣∣∣
≤ C
(
I
(1)
0 [ψ] +H
(1)
0 [ψ] +
√
E0,H;1[ψ] + E

0,I;1[ψ] + PH,T [ψ] + PI,T [ψ]
)
u−3,
(13.9)
and the following estimate holds on H+∣∣∣rψ|H+(v) + 2H(1)0 [ψ]v−2 − 4MH(1)0 [ψ]v−3 log v∣∣∣
≤ C
(
I
(1)
0 [ψ] +H
(1)
0 [ψ] +
√
E0,H;1[ψ] + E

0,I;1[ψ] + PH,T [ψ] + PI,T [ψ]
)
v−3.
(13.10)
Proof. By H0[ψ] = 0 and I0[ψ] = 0, together with the assumption that PI,T [ψ] < ∞, it follows by
Proposition 10.3 that ψ
(1)
0 is smooth. We can then apply the arguments in the proof of Proposition 3.3
of [155] in AI , and similar arguments with the roles of u and v reversed in AH, to derive the late-time
asymptotics of Tψ
(1)
0 = ψ0. We omit the details of the proof.
A Basic inequalities on ERN
In this section, we will last some basic inequalities that are used throughout the paper.
A.1 Hardy inequalities
Lemma A.1 (Hardy inequalities). Let q ∈ R \ {−1} and r1 > M . Let f : ×[v0,∞)v × [M,∞)r → R be
a C1 function. Then for all M < r1 < r2 ≤ ∞ and u′ ≥ 0∫ vr2 (u′)
vr1 (u
′)
rqf2|u=u′ dv . (q + 1)−2
∫ vr2 (u′)
vr1 (u
′)
rq+2(Lf)2|u=u′ dv + 2rq+12 f2(u′, vr2(u′)), (A.1)
where in the r2 =∞ case, the second term on the right-hand side is interpreted as follows:
2 lim
r→∞ r
q+1f2(u, vr(u))
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Furthermore, for all M ≤ r0 < r1 <∞ and v′ ≥ 0∫ ur0 (v′)
ur1 (v
′)
(r−M)−qf2|v=v′ du . (q+1)−2
∫ ur0 (v′)
ur1 (v
′)
(r−M)−q−2(Lf)2|v=v′ du+2(r0−M)−q−1f2(ur0(v′), v′),
(A.2)
where in the r0 = M case, the second term on the right-hand side is interpreted as follows:
2 lim
u→∞(r −M)
−q−1f2|v=v′ ,
or equivalently, in (v, r, θ, ϕ) coordinates, for all v′ ≥ 0∫ r1
r0
(r −M)−2−qf2|v=v′ dr . (q + 1)−2
∫ r1
r0
(r −M)−q(∂rf)2|v=v′ du+ 2(r0 −M)−q−1f2(v′, r0). (A.3)
A.2 Poincare´ inequalities
Let f ∈ L2(S2). Then we can expand f in terms of spherical harmonics Y`,m on S2, which form an
orthonormal basis of L2(S2). We write
f(θ, ϕ) =
∞∑
`=0
f`(θ, ϕ),
where the angular modes f` are defined as follows:
f`(θ, ϕ) :=
∑`
m=−`
f`mY`,m(θ, ϕ).
We have that
/∆S2f` = −`(`+ 1)f`.
Note in particular that
f0 =
1
4pi
∫
S2
f(θ, ϕ)dω,
where we employed the shorthand notation dω = sin θdθdϕ.
We will moreover introduce the orthogonal projections
P`, P≤`, P≥` : L2(S2)→ L2(S2),
which are defined as follows
P`f = f`,
P≤`f =
∑`
`′=0
f`′ ,
P≥`f =
∞∑
`′=`
f`′ .
Lemma A.2 (Poincare´ inequality on S2). Let f ∈ H1(S2). Then∫
S2
(P≥`f)2 dω ≤ 1
`(`+ 1)
∫
S2
| /∇S2P≥`f |2 dω, (A.4)∫
S2
(P`f)
2 dω =
1
`(`+ 1)
∫
S2
| /∇S2P`f |2 dω. (A.5)
and moreover ∫
S2
| /∇S2f |2 dω ≤
1
2
∫
S2
( /∆S2f)
2 dω, (A.6)∫
S2
( /∆S2f)
2 dω ≤
∑
|α|=1
∫
S2
| /∇S2Ωαf |2 dω. (A.7)
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A.3 Interpolation estimates
We will make use of the following interpolation estimates.
Lemma A.3 (Interpolation estimates). Let f : {(u, v) ∈ R2 |u ∈ [u0,∞) v ∈ [vrI (u),∞)} → R be a
function such that the following inequalities hold: there exist u-independent constants E1, E2 > 0, such
that ∫ ∞
vrI (u)
rp−f2(u, v) dv ≤ E1u−q,∫ ∞
vrI (u)
rp+1−f2(u, v) dv ≤ E2u−q+1,
with q ∈ R and  ∈ (0, 1).
Then ∫ ∞
vrI (u)
rpf2(u, v) dv ≤ C max{E1, E2}u−q+, (A.8)
with C > 0 a constant depending only on M , Σ0 and rI .
Furthermore, let f : {(u, v) ∈ R2 | v ∈ [v0,∞) u ∈ [urH(v),∞)} → R be a function such that the
following inequalities hold: there exist v-independent constants E1, E2 > 0, such that∫ ∞
urH (v)
(r −M)−p+f2(u, v) du ≤ E1v−q,∫ ∞
urH (v)
(r −M)−p−1+f2(u, v) du ≤ E2v−q+1,
with q ∈ R and  ∈ (0, 1).
Then ∫ ∞
urH (v)
(r −M)−pf2(u, v) du ≤ C max{E1, E2}v−q+, (A.9)
with C > 0 a constant depending only on M , Σ0 and rH.
Proof. See the proof of Lemma 2.6 of [23] for the derivation of (A.8). The estimate (A.9) follows after
replacing r with (r −M)−1 and reversing the roles of u and v.
A.4 Basic energy estimates
The following energy boundedness estimate holds for all solutions ψ to the wave equation (1.1) on ERN:∫
Στ
JT [ψ] · nτ dµτ ≤
∫
Σ0
JT [ψ] · n0 dµ0 (A.10)
and it follows straightforwardly from the Killing property of the vector field T , together with the non-
negativity of the T -energy flux through H+ and I+ (in a limiting sense).
We next give an overview of the main Morawetz or integrated local energy decay estimates that we will
make use of throughout the remainder of the paper. A proof of these estimates can be found in [28,29].
Theorem A.4. Let M < r1 < r2 < 2M < r3 < r4 <∞. Let N ∈ N0 and 0 ≤ τ1 ≤ τ2 ≤ ∞. Then:
1.) There exists a constant C = C(Σ, r1, r2, r3, r4) > 0 such that∑
0≤k+l+m≤N+1
∫ τ2
τ1
[∫
Στ∩({r1≤r≤r2}∪{r3≤r≤r4})
| /∇kS2∂lv∂mr ψ|2 dµΣτ
]
dτ ≤ C
∑
k≤N
∫
Στ
JT [T kψ]·nτ1 dµΣτ1 .
(A.11)
2.) There exists a constant C = C(Σ, r1, r4) > 0 such that∑
0≤k+l+m≤N+1
∫ τ2
τ1
[∫
Στ∩({r≥r1}∩{r≤r4})
| /∇kS2∂lv∂mr ψ|2 dµΣτ
]
dτ ≤ C
∑
k≤N+1
∫
Στ
JT [T kψ]·nτ1 dµΣτ1 .
(A.12)
3.) There exists a constant C = C(Σ, r1, r4) > 0 such that∑
0≤l+m≤N+1
∫ τ2
τ1
[∫
Στ∩({r≥r1}∩{r≤r4})
|∂lv∂mr ψ0|2 dµΣτ
]
dτ ≤ C
∑
k≤N
∫
Στ
JT [T kψ] · nτ1 dµΣτ1 .
(A.13)
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