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Die heutzutage in der Praxis eingesetzten nebenla¨ufigen Systeme werden immer gro¨ßer
und komplexer. Die damit einhergehende Unu¨berschaubarkeit der Systeme stellt ein
großes Problem fu¨r die Garantierbarkeit von Verhaltenseigenschaften dar. Speziell in
sicherheitskritischen Bereichen, wie z. B. im Flugzeugbau, bei Atomkraftwerken oder
auch bei medizinisch-technischen Gera¨ten, wo ein Fehlverhalten katastrophale Folgen
haben kann, sind auftretende Fehler nicht akzeptabel. Daher wird gerade in solchen
Bereichen eine formale U¨berpru¨fung von Systemeigenschaften angestrebt.
Die Komplexita¨t der Systeme basiert meistens nicht allein auf deren Gro¨ße, sondern
wird vor allem durch die Nebenla¨ufigkeit der Systemkomponenten drastisch erho¨ht.
Die Handhabung von Nebenla¨ufigkeit und die damit verbundene Komplexita¨tssteige-
rung stellt ein zentrales Problem der Informatik dar. Im Gegensatz zu sequentiellen
Systemen kann das Verhalten eines nebenla¨ufigen Systems, selbst bei gleicher Eingabe,
fu¨r jeden Ablauf variieren. Dies ist auf die jeweils mo¨gliche unterschiedliche relative
Ausfu¨hrung der einzelnen Komponenten zuru¨ckzufu¨hren.
Um erwu¨nschte bzw. unerwu¨nschte Eigenschaften eines Systems zu garantieren bzw.
auszuschließen, eignen sich formale Methoden zur Verifikation der Systeme. Diese ha-
ben in den letzten Jahren steigenden Zuspruch erfahren, was zu respektablen Erfolgen
fu¨hrte [CW96]. Die Verfahren, die eine automatisierte Verifikation ermo¨glichen, erfreu-
en sich dabei versta¨ndlicherweise besonderer Beliebtheit.
Ein solches automatisierbares Verfahren ist das Modelchecking. Die bekannten Model-
checkingverfahren betrachten alle erreichbaren Zusta¨nde eines Systems und sind daher
nur fu¨r Systeme mit einer endlichen Zustandsmenge geeignet. Dies ist aber keine allzu
große Einschra¨nkung, da es sich bei vielen in der Praxis interessanten Systemen um
Systeme mit endlich vielen Zusta¨nden bzw. um Systeme, die sich sinnvoll auf eine
endliche Zustandsmenge abstrahieren lassen, handelt.
Der erste Schritt zu einem Modelcheckingverfahren besteht darin, das System mit
einem mathematisch pra¨zisen Formalismus zu modellieren. Die bekanntesten Forma-
lismen sind Petrinetze [Pet62] und Prozeßalgebren, wie zum Beispiel Communicating
Sequential Processes (kurz CSP) [Hoa85] und Calculus of Communicating Systems
(kurz CCS) [Mil89]. Petrinetze vereinen die Vorteile einer anschaulichen graphischen
Beschreibungssprache mit denen eines (analysierbaren) mathematischen Formalismus
und wurden daher fu¨r die vorliegende Arbeit als Modellierungssprache gewa¨hlt.
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1 Einleitung
Der gro¨ßte Nachteil eines Modelcheckingverfahrens ist der mit der Gro¨ße der Zustands-
menge einhergehende Aufwand des Verfahrens. Gerade bei nebenla¨ufigen Systemen
kann die Anzahl der erreichbaren Zusta¨nde sehr groß werden, da sie exponentiell mit
der Anzahl der nebenla¨ufigen Komponenten des Systems wachsen kann. Dieser Effekt
wird Zustandsraumexplosion genannt.
In den letzten Jahren haben sich symbolische Verfahren im Umgang mit großen Men-
gen als sehr erfolgreich erwiesen. Ha¨ufig angewandt werden die reduzierten geordneten
bina¨ren Entscheidungsgraphen (kurz ROBDDs) [Bry86, Bry92]. Sie codieren Zustands-
mengen als Boolesche Formeln und bieten dafu¨r eine kompakte Darstellung und effi-
ziente Manipulation. Daher wurden sie in der vorliegenden Arbeit als Verfahren zur
Zustandsrepra¨sentierung gewa¨hlt. Im Gegensatz zur klassischen Zustandserzeugung,
die auf der Betrachtung von Einzelzusta¨nden basiert, erfolgt die Zustandserzeugung
mit ROBDD-Operationen auf einer gleichzeitigen Betrachtung aller Zusta¨nde einer
gegebenen Zustandsmenge. Dies entspricht daher einer Breitentraversierung des Zu-
standsraumes.
Neben einer formalen Modellierungssprache fu¨r nebenla¨ufige Systeme und einer ef-
fizienten Mo¨glichkeit der Zustandserzeugung beno¨tigt man noch eine formale Spezi-
fikationssprache zur Beschreibung der zu u¨berpru¨fenden Systemeigenschaften. Dafu¨r
hat sich im Bereich des Modelcheckings die temporale Logik etabliert. Eine temporale
Logik ist eine um temporale Operatoren, zur Spezifikation von zeitlichen Abha¨ngigkei-
ten der Zusta¨nde, erweiterte Aussagenlogik. Die beiden Hauptklassen von temporalen
Logiken bilden die linearen bzw. verzweigten temporalen Logiken [Eme90]. Bei einer
linearen temporalen Logik existiert zu jedem Zeitpunkt eine eindeutige Zukunft. Li-
near temporal logische Formeln werden daher u¨ber linearen Abfolgen betrachtet und
beschreiben damit das Verhalten der einzelnen von einander unabha¨ngigen Zustands-
abfolgen eines Systems. Bei verzweigten temporalen Logiken besitzt jeder Zeitpunkt
im allgemeinen mehrere mo¨gliche zuku¨nftige Zeitpunkte, so daß ihre Formeln u¨ber
baumartigen Strukturen interpretiert werden. Sie beschreiben damit das Verhalten
von mo¨glichen Abfolgen eines nichtdeterministischen Systems. Klassische Vertreter
der linearen bzw. verzweigten temporalen Logiken sind die Linear-time Temporal Lo-
gic (kurz LTL) [Pnu80] und die Computational Tree Logic (kurz CTL) [CE81].
CTL-Modelchecker sind sehr weit verbreitet, da sich ihre Komplexita¨t linear zur For-
mella¨nge und zur Gro¨ße des Zustandsraumes verha¨lt. Nachteilig aber ist, daß wa¨hrend
des Modelcheckingprozesses der komplette Zustandsraum im Speicher gehalten werden
muß. Dies wird aber dadurch entscha¨rft, daß sich durch die Fixpunktcharakterisierung
einer CTL-Formel das Modelcheckingverfahren direkt auf ROBDDs und deren Opera-
tionen u¨bertragen la¨ßt.
LTL ist eine, vor allem bei Ingenieuren, sehr beliebte Spezifikationssprache, da sie
der Denkweise entspricht, daß das Verhalten eines Systems sich aus der Menge aller
mo¨glichen Systemabla¨ufe ergibt. Die Komplexita¨t von LTL-Modelcheckingverfahren
ist aber im Gegensatz zu CTL-Verfahren exponentiell zur Formella¨nge. Der sich dar-
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aus ergebende Nachteil wird aber meist dadurch aufgehoben, daß es fu¨r die LTL-
Modelcheckingverfahren gibt, die nur den zur U¨berpru¨fung einer LTL-Formel notwen-
digen Teil des Zustandsraumes erzeugen und damit im Speicher halten mu¨ssen. Solche
Verfahren werden on-the-fly Verfahren genannt. Die effizienten on-the-fly Verfahren
basieren alle auf einem Tiefendurchlauf des Zustandsraumes und einer damit verbun-
denen Einzelzustandsbetrachtung.
Diese Verfahren bilden also einen der symbolischen Behandlung von Zusta¨nden entge-
gengesetzten Ansatz. Die bekannten, auf bina¨ren Entscheidungsgraphen basierenden
LTL-Modelchecker [CGH94, KPR95] geho¨ren daher auch in eine ho¨here Komplexita¨ts-
klasse und arbeiten nicht on-the-fly, erzeugen also zur U¨berpru¨fung einer LTL-Formel
immer den kompletten Zustandsraum.
Ziel der vorliegenden Arbeit ist es, die drei erwa¨hnten Bereiche: Petrinetze als Model-
lierungssprache, bina¨re Entscheidungsgraphen zur Repra¨sentation großer Zustands-
mengen und linear-time temporale Logik zur Spezifikation von Systemeigenschaften
zu einem effizienten symbolischen Modelcheckingverfahren zu vereinen. Dabei werden
die Vorteile der einzelnen Gebiete im entstehenden Verfahren beibehalten und die sich
zwischen den Gebieten ergebenden Synergien ausgenutzt. Als Endergebnis wird ein
symbolisches on-the-fly LTL-Modelcheckingverfahren pra¨sentiert, welches in der sel-
ben Aufwandsklasse arbeitet wie die klassischen Verfahren.
Da sich die drei betrachteten Bereiche unabha¨ngig voneinander entwickelt haben, wur-
de in dieser Arbeit besonderer Wert darauf gelegt, die Grundlagen versta¨ndlich und
weitestgehend vollsta¨ndig darzustellen und die Begriffswelt so zu entwickeln, daß eine
Verbindung der Gebiete einfach und einsichtig mo¨glich ist. Dies spiegelt sich in der
Arbeit durch ausfu¨hrliche, die drei Bereiche behandelnde, Grundlagenkapitel wider.
Die Arbeit ist wie folgt aufgebaut:
Kapitel 2: In diesem Kapitel fu¨hren wir die ga¨ngigen Begriffe der Petrinetztheorie ein.
Wir beschra¨nken uns hierbei auf eine einfache, aber in vielen Werkzeugen unter-
stu¨tzte Teilklasse der Petrinetze, die sogenannten sicheren Stellen/Transitions-
Netze. Fu¨r diese definieren wir eine spezielle Art von Stelleninvarianten, die 1-
Stellen-Invarianten. 1-Stellen-Invarianten repra¨sentieren Stellenmengen, bei de-
nen in jedem erreichbaren Zustand des Petrinetzes genau eine Stelle markiert ist.
Diese Eigenschaft der 1-Stellen-Invarianten nutzen wir spa¨ter fu¨r eine effiziente
Codierung von Zusta¨nden mit bina¨ren Entscheidungsgraphen.
Kapitel 3: Hier legen wir die Grundlagen fu¨r die bekannteste Klasse der bina¨ren Ent-
scheidungsgraphen, die reduzierten geordneten bina¨ren Entscheidungsgraphen
(kurz ROBDDs). Neben einer theoretischen Betrachtung stellen wir hier auch
eine effiziente algorithmische Behandlungen dieser Datenstruktur vor.
Kapitel 4: In diesem Kapitel werden die Petrinetze und die bina¨ren Entscheidungs-
graphen zusammengefu¨hrt. Wir betrachten dabei die Codierung von Petrinetz-
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zusta¨nden mit bina¨ren Entscheidungsgraphen und die Abbildung der Petrinetz-
schaltsemantik auf entsprechende Operationen. Im zweiten Teil dieses Kapitels
gehen wir dann auf mo¨gliche Optimierungen bzgl. der Darstellung und der Ope-
rationen ein. Basierend auf strukturellen Informationen der betrachteten Petri-
netze, hier im speziellen den sich ergebenden 1-S-Invarianten, werden Verfahren
zur Bestimmung guter Variablenordnungen und kompakter Codierungen von Zu-
sta¨nden entwickelt.
Kapitel 5: Hier fu¨hren wir in die lineare temporale Logik ein, wobei wir besonders
die automatentheoretische Sichtweise beleuchten. Wir beschreiben ein in vielen
Werkzeugen verwandtes Verfahren zur Konstruktion eines Bu¨chiautomaten aus
einer LTL-Formel. Da die Gro¨ße des entstehenden Bu¨chiautomaten exponentiell
mit der La¨nge der LTL-Formel wa¨chst, werden zwei Verfahren zur Reduktion
der Bu¨chiautomaten entwickelt. Des weiteren werden die klassischen Verfahren
zur Verifikation von LTL-Spezifikationen betrachtet.
Kapitel 6: Dieses Kapitel bildet den Kernpunkt der Arbeit. Unter Verwendung des
Bu¨chinetzformalismus werden die Systembeschreibung und die Spezifikation der
Systemeigenschaften zu einem einheitlichen Formalismus zusammengefu¨hrt. Der
Erreichbarkeitsgraph der entstehenden Bu¨chinetze entspricht dabei dem Pro-
duktbu¨chiautomaten. Zur Handhabung des Erreichbarkeitsgraphen der Bu¨chi-
netze verwenden wir die schon bekannten bina¨ren Entscheidungsgraphen und
die fu¨r Petrinetze entwickelten Optimierungen. Neben der Entwicklung eines auf
zwei ineinander geschachtelten Fixpunktiterationen und der Berechnung der Vor-
ga¨ngerzusta¨nde einer Zustandsmenge beruhenden Verfahrens zum symbolischen
LTL-Modelchecking, wird hier auch ein symbolisches on-the-fly Verfahren ent-
wickelt, welches die Aufwandsklasse der klassischen auf Einzelzustandsbetrach-
tung beruhenden Verfahren erreicht.
Kapitel 7: Abschließend werden die erreichten Ziele der Arbeit zusammengefaßt und
einige Ausblicke auf zuku¨nftige Erweiterungsmo¨glichkeiten gegeben.
Anhang A: Hier werden die entwickelten Verfahren anhand zweier aus der Praxis
kommender Beispiele mit industriell eingesetzten Werkzeugen zum LTL-Model-
checking verglichen.




Petrinetze wurden 1962 von Carl Adam Petri [Pet62] als ein Formalismus zur Be-
schreibung von nebenla¨ufigen Systemen eingefu¨hrt, analog zu endlichen Automaten
fu¨r sequentielle Systeme. Sie vereinen die Vorteile einer anschaulichen graphischen Be-
schreibungssprache mit denen eines (analysierbaren) mathematischen Formalismus.
Das wichtigste Merkmal nebenla¨ufiger Systeme im Vergleich zu sequentiellen Systemen
ist die mo¨gliche Unabha¨ngigkeit von Ereignissen. Zwei Ereignisse werden unabha¨ngig
genannt, falls sie sich nicht gegenseitig beeinflussen. Sie sind daher nebenla¨ufig bzw.
parallel ausfu¨hrbar.
In ihrer Grundform bestehen Petrinetze aus zwei Komponenten: einem Netz und ei-
ner Initialmarkierung. Ein Netz ist ein gerichteter Graph mit zwei Arten von Knoten,
so daß keine Kante zwischen zwei Knoten der selben Art existiert. Man nennt die
beiden Arten von Knoten ”Stellen“ und ”Transitionen“. Graphisch werden Stellen als
Kreise und Transitionen als Quadrate dargestellt. Stellen ko¨nnen Marken (inhaltslose
Nachrichten) enthalten, diese werden als schwarze Punkte dargestellt. Eine Verteilung
von Marken auf den Stellen nennt man Markierung, welche auch als Zustand eines
Petrinetzes bezeichnet wird. Eine Transition ist bei einer Markierung aktiviert, wenn
auf allen ihren Eingangsstellen mindestens eine Marke liegt. Eine aktivierte Transition
kann schalten und verschiebt dabei Marken. Wenn eine Transition schaltet, entfernt sie
jeweils eine Marke von allen Eingangsstellen und legt jeweils eine Marke auf jede Aus-
gangsstelle. Das Schalten von Transitionen spiegelt die Dynamik eines Systems wieder.
Es entstehen neue Markierungen d. h. neue Zusta¨nde eines Systems. Der Startzustand
eines Systems wird durch die Initialmarkierung repra¨sentiert. Das Verhalten eines Sy-
stems wird bestimmt durch die Menge aller von der Initialmarkierung erreichbaren
Markierungen.
Von dieser Grundform des Petrinetzes haben sich im Laufe der Zeit diverse Erwei-
terungen ausgebildet, z. B. Netze mit Kantengewichten, Pra¨dikat/Transitions-Netze,
Petrinetze mit Inhibitorkanten und zeitbewertete Petrinetze. Na¨here Einblicke zum
Thema Petrinetze findet man in den Standardwerken [Rei86], [Sta90] und [DE95].
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2.1 Definition von Petrinetzen
Definition 1 (Netz)
Ein Netz ist ein Tripel N = [S, T, F ] bestehend aus
1. zwei endlichen disjunkten Mengen S und T , deren Elemente Stellen bzw. Tran-
sitionen heißen und
2. einer Flußrelation F ⊆ (S × T ) ∪ (T × S), die dom(F ) ∪ cod(F ) = S ∪ T erfu¨llt.
Als Netzknoten von N bezeichnen wir alle Stellen und Transitionen des Netzes. Die
Bezeichnung dom(F ) (bzw. cod(F )) beschreibt die Menge aller Netzknoten, die in
einem geordneten Paar aus F an erster (bzw. zweiter) Stelle vorkommen. Ein Netz ist
also im mathematischen Sinne ein bipartiter Graph ohne isolierte Knoten. Einige in
der Graphentheorie bekannte Begriffe lassen sich daher u¨bertragen.
Definition 2 (Vor- bzw. Nachbereiche)
Fu¨r einen Knoten x eines Netzes N bezeichnet
•x := { y ∈ S ∪ T | (y, x) ∈ F }
den Vorbereich von x und
x• := { y ∈ S ∪ T | (x, y) ∈ F }
den Nachbereich von x.








Die Stellen eines Netzes ko¨nnen mit Marken (inhaltslosen Informationen) belegt sein.
Diese Belegung definieren wir wie folgt:
Definition 3 (Markierung)
Es sei N = [S, T, F ] ein Netz. Jede Abbildung m:S −→ N von der Menge der Stellen
S in die natu¨rlichen Zahlen wird als Markierung von S bezeichnet, wobei m(s) die
Anzahl der Marken auf der Stelle s bezeichnet.
Jede Markierung beschreibt einen denkbaren Systemzustand (d. h. Belegung der Stel-
len mit Marken). Eine Stelle s heißt markiert durch eine Markierung m, wenn m(s) > 0
gilt. Man kann durch eine beliebige, aber feste Indizierung der endlichen Stellenmenge
S = {s1, s2, . . ., sn} eine Abbildungm von S nach N als Vektor (m(s1),m(s2), . . .,m(sn))
darstellen, d. h. eine Markierung m la¨ßt sich auch als ein Vektor m ∈ N|S| betrachten.
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Im weiteren Verlauf dieser Arbeit wollen wir bei der Betrachtung von Markierungen
nicht zwischen der Abbildungs- und der Vektordarstellung unterscheiden. Des weiteren
betrachten wir Vektoren, sofern nicht anders angegeben, immer als Spaltenvektoren.
Wir bezeichnen mit xT bzw. CT die Transponierte des Vektors x bzw. der Matrix C.
Definition 4 (Petrinetz)
Ein Tupel N = [S, T, F,m0] wird Petrinetz genannt, wenn
1. [S, T, F ] ein Netz ist und
2. m0 eine Markierung von S ist.
So definierte Petrinetze werden auch als Stellen/Transitions-Netze (oder kurz S/T-
Netze) bezeichnet. Die besonders ausgezeichnete Markierung m0 wird Initialmarkie-










Das Petrinetz in Abbildung 2.1 besitzt
• die Stellen { s1, s2, s3, s4, s5, s6 },
• die Transitionen { t1, t2, t3, t4 },
• die Flußrelation { (s1, t1), (t4, s1), (s2, t2), (t1, s2), (s3, t3), (t1, s3), (s4, t4), (t2, s4),
(s5, t4), (t3, s5), (s6, t2), (s6, t3), (t2, s6), (t3, s6) } und
• die Anfangsmarkierung (1, 0, 0, 0, 0, 1).
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2.2 Dynamik von Petrinetzen
Bis jetzt haben wir nur die Struktur von Petrinetzen definiert, aber noch nichts u¨ber
ihre Dynamik ausgesagt.
Definition 5 (Schaltvektoren)
Es sei N = [S, T, F,m0] ein Petrinetz. Zu jeder Transition t ∈ T definieren wir die drei
Abbildungen t−, t+ und ∆t fu¨r alle Stellen s ∈ S wie folgt:
t−(s) :=
{




1, falls s ∈ t•
0, sonst
∆t(s) := t+(s)− t−(s).
Analog zu den Markierungen ko¨nnen wir t−, t+ und ∆t auch als Vektoren betrachten.
Wie aus der Definition von ∆t ersichtlich ist, sind die den Transitionen zugrundeliegen-
den Vektoren ∆t (auch Schaltvektoren genannt) Elemente aus der Menge {−1, 0, 1}|S|.
Definition 6 (Konzession, Schaltfa¨higkeit)
Es sei N = [S, T, F,m0] ein Petrinetz und m eine Markierung von N . Eine Transition
t ∈ T hat Konzession (ist schaltfa¨hig) bei m, falls m ≥ t− gilt.
Der Vektorenvergleich findet dabei komponentenweise statt. Fu¨r Markierungen m,m′
gilt m ≤ m′ :⇐⇒ ∀s ∈ S: m(s) ≤ m′(s) und m < m′ :⇐⇒ (m ≤ m′ ∧ ∃s ∈
S: m(s) < m′(s)). Um zu entscheiden, ob eine Transition Konzession hat, genu¨gt es
also zu u¨berpru¨fen, ob alle Stellen im Vorbereich der Transition markiert sind.
Definition 7 (Schalten)
Es sei N = [S, T, F,m0] ein Petrinetz, m eine Markierung von N und t ∈ T eine
Transition, die bei m Konzession hat. Dann kann t schalten und durch das Schalten
entsteht eine neue Markierung m′ mit m′ := m+ ∆t.
Der ganzzahlige Vektor ∆t beschreibt also offenbar die Markierungsa¨nderung einer
jeden Stelle, die durch das Schalten einer Transition t auftritt. Dabei werden aus dem
Vorbereich der Transition Marken entfernt und dem Nachbereich Marken zugefu¨gt.
Das Schalten einer Transition ist also ein lokales Ereignis, welches nur den Vor- und
Nachbereich einer Transition beeinflußt und die anderen Stellen eines Petrinetzes un-
vera¨ndert la¨ßt. Die Markenzahl jeder Stelle wird dabei ho¨chstens um eins vera¨ndert.
Die Vera¨nderung der Markenzahl auf einer Stelle, die durch das Schalten einer Tran-
sition stattfindet, ist unabha¨ngig von der aktuellen Markierung. Es genu¨gt daher zur
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Verfolgung der Markenverteilung auf den Stellen, die relative Vera¨nderung bzgl. jeder
Stelle und jeder Transition zu betrachten. Dies la¨ßt sich in der sogenannten Inzidenz-
matrix darstellen.
Definition 8 (Inzidenzmatrix)
Es sei N = [S, T, F,m0] ein Petrinetz. Die Inzidenzmatrix C:S×T −→ {−1, 0, 1} von
N ist wie folgt definiert:
C(s, t) :=

1, falls s ∈ t• \ •t
−1, falls s ∈ •t \ t•
0, sonst.
Analog zu der Vektordarstellung von Markierungen la¨ßt sich die Inzidenzmatrix, wie
der Name schon sagt, als Matrix darstellen. Die Matrixdarstellung ha¨ngt dabei natu¨r-
lich von einer festen Indizierung der Stellen und Transitionen ab. C(si, tj) repra¨sentiert
dabei den Eintrag in der i-ten Zeile und j-ten Spalte der Matrix.
Die Inzidenzmatrix des Petrinetzes in Abbildung 2.1 ist:








-1 0 0 1
1 -1 0 0
1 0 -1 0
0 1 0 -1
0 0 1 -1
0 0 0 0

Der Eintrag C(s, t) definiert die Vera¨nderung der Markierung auf der Stelle s, welche
durch das Schalten der Transition t stattfindet. Unter Verwendung der Schreibweise aus
Definition 5 la¨ßt sich C auch als die Matrix (∆t1,∆t2, . . .,∆tk) mit k = |T | definieren.
Jede Transition t definiert eine Relation t−→ auf Markierungen. Dabei dru¨ckt m t−→ m′
die Tatsache aus, daß t bei einer Markierung m Konzession hat und daß m durch das
Schalten von t in die Markierung m′ u¨berfu¨hrt wird. Fu¨r diese Relationen gilt, daß
m′ durch die Angabe von m und t eindeutig bestimmt ist. Die Relationen sind also
rechtseindeutig.
Definition 9 (Erreichbarkeitsrelation)
Es sei N = [S, T, F,m0] ein Petrinetz. Die Menge aller endlichen Folgen von Elemen-
ten aus T bezeichnen wir mit T ∗. Darunter befindet sich auch die leere Folge . Fu¨r
zwei Markierungen m,m′ von N und einer Folge δ ∈ T ∗ definieren wir die Relation
m
δ−→ m′ induktiv durch:
1. m −→ m′ :⇐⇒ m = m′
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2. m δt−→ m′ :⇐⇒ ∃m′′: (m δ−→ m′′ ∧m′′ t−→ m′).
Des weiteren definieren wir die Erreichbarkeitsrelation ∗−→ von N durch:
m
∗−→ m′ :⇐⇒ ∃δ ∈ T ∗: m δ−→ m′.
Wenn m ∗−→ m′ im Petrinetz N gilt, sagen wir, m′ ist erreichbar von m in N .
Wir ko¨nnen den Begriff der Schaltfa¨higkeit auf Transitionsfolgen erweitern. Eine Tran-
sitionsfolge δ ist unter einer Markierung m schaltfa¨hig (bzw. hat Konzession), falls eine
Markierung m′ existiert mit m δ−→ m′.
Definition 10 (Markierungsmenge, Zustandsmenge)
Es sei N = [S, T, F,m0] ein Petrinetz. Wir bezeichnen mit RN (m) die Menge aller von
einer Markierung m in N erreichbaren Markierungen.
RN (m) := {m′ | m ∗−→ m′ }
Wir wollen im weiteren die von der Anfangsmarkierung m0 aus erreichbaren Markie-
rungen RN (m0) als Zusta¨nde des Petrinetzes N bezeichnen.
2.3 Beschra¨nktheit von Petrinetzen
Von zentraler Bedeutung fu¨r die Petrinetze ist die Frage der Endlichkeit bzw. Un-
endlichkeit der Zustandsmenge. Die Handhabung von Systemen mit unendlichen Zu-
standsmengen erweist sich meist als sehr kompliziert. Dies dru¨ckt sich z. B. in einer
sehr beschra¨nkten Anzahl meist aussageschwacher Analyseverfahren aus.
Definition 11 (Beschra¨nktheit)
Ein Petrinetz N = [S, T, F,m0] heißt beschra¨nkt , wenn die Menge der von der An-
fangsmarkierung m0 aus erreichbaren Markierungen RN (m0) endlich ist. Ansonsten
heißt es unbeschra¨nkt .
Mit anderen Worten ist ein Petrinetz N genau dann beschra¨nkt, wenn nur endlich
viele Zusta¨nde vom Ausgangszustand m0 durch Schalten von Transitionen erreichbar
sind.
Es stellt sich nun die Frage nach einem Verfahren, welches fu¨r ein gegebenes Petrinetz
entscheidet, ob das Petrinetz beschra¨nkt ist und damit eine endliche Anzahl erreich-
barer Zusta¨nde hat.
Die sich aus der Definition des Beschra¨nktheitsbegriffes direkt ergebende Idee, ein-
fach alle Zusta¨nde durch das Schalten der Transitionen zu erzeugen, fu¨hrt zu keiner
praktikablen Lo¨sung, da dieser Ansatz fu¨r unbeschra¨nkte Petrinetze nicht terminiert.
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Wir suchen also ein zusa¨tzliches Kriterium, welches uns erlaubt, die Erzeugung aller
erreichbaren Zusta¨nde abzubrechen, sobald ersichtlich ist, daß das Petrinetz unbe-
schra¨nkt ist.
Um ein solches Kriterium zu erhalten, betrachten wir im folgenden den Zusammenhang
zwischen der Anzahl der Zusta¨nde und der Anzahl der Marken auf den einzelnen
Stellen.
Satz 1 (Markenzahl und Beschra¨nktheit)
Ein Petrinetz N = [S, T, F,m0] ist genau dann beschra¨nkt, wenn es fu¨r jede Stelle s
eine Zahl ns ∈ N gibt, so daß fu¨r alle m ∈ RN (m0) gilt: m(s) ≤ ns.
Beweis: Ist N beschra¨nkt, so existieren nur endlich viele erreichbare Markierungen.
Fu¨r jede Stelle s ∈ S gibt es daher ein ns := max{m(s) | m0 ∗−→ m }.
Existiert andererseits fu¨r jede Stelle s eine obere Schranke ns fu¨r die Anzahl von mo¨g-




In einem beschra¨nkten Petrinetz existiert also eine obere Schranke fu¨r die Anzahl der
Marken auf jeder Stelle. Der Zusammenhang zwischen der Beschra¨nkung der Marken-
anzahl auf den Stellen und der Endlichkeit der erreichbaren Markierungen ermo¨glicht
uns einen neuen Zugang zum Beschra¨nktheitsbegriff.
Um dies in einem praktikablen Beschra¨nktheitstest auszunutzen, mu¨ssen wir uns zuerst
noch na¨her mit den Vorga¨ngen beim Schalten von Transitionen bzw. Transitionsfolgen
bescha¨ftigen.
Schaltet eine Transition t bei einer Markierung m, so gilt:
m′ = m+ ∆t.
Daher folgt beispielsweise fu¨r die Transitionsfolge δ = t1t3t1t2t1t3 mit m
δ−→ m′:
m′ = m+ ∆t1 + ∆t3 + ∆t1 + ∆t2 + ∆t1 + ∆t3 = m+ 3 ·∆t1 + 1 ·∆t2 + 2 ·∆t3.
Wir definieren ∆δ fu¨r eine Transitionsfolge δ = t1t2 . . . tn als ∆δ :=
∑n
i=1 ∆ti.
Faßt man nun die Ha¨ufigkeit des Vorkommens der einzelnen Transitionen in einer
Transitionsfolge δ in einem Vektor Ψ(δ) zusammen, erha¨lt man den sogenannten Pa-
rikhvektor einer Transitionsfolge.
Definition 12 (Parikhvektor)
Es sei N = [S, T, F,m0] ein Petrinetz und δ ∈ T ∗ eine endliche Transitionsfolge. Der
Parikhvektor Ψ(δ):T −→ N von δ ordnet jeder Transition t ∈ T die Anzahl ihres
Vorkommens in δ zu.
Kombiniert man den Parikhvektor einer Transitionsfolge mit der Inzidenzmatrix, so




Es sei N = [S, T, F,m0] ein Petrinetz und m,m′ zwei Markierungen von N . Fu¨r jede
endliche Transitionsfolge δ mit m δ−→ m′ gilt folgende Gleichung:
m′ = m+ C ·Ψ(δ).
Diese wird als Markierungsgleichung des Petrinetzes N bezeichnet.
Beweis: Induktion u¨ber die La¨nge von δ.
IA (δ = ) : Hier gilt m = m′ und Ψ(δ) = ~0.
IS (δ = τt): Sei t ∈ T und τ ∈ T ∗ mit m τ−→ m′′ t−→ m′. Dann gilt:
m′ = m′′ + ∆t
= m′′ + C ·Ψ(t)
(IH)
= (m+ C ·Ψ(τ)) + C ·Ψ(t)
= m+ C · (Ψ(τ) + Ψ(t))
= m+ C ·Ψ(τt)
= m+ C ·Ψ(δ) 2
Die Markierungsgleichung la¨ßt sich auch unter Verwendung von ∆δ als m′ = m+ ∆δ
schreiben.
Aus der Markierungsgleichung erha¨lt man ein notwendiges, aber nicht hinreichendes
Kriterium fu¨r die Erreichbarkeit von Markierungen. Dies ist im folgenden Korollar
ausgedru¨ckt.
Korollar 1 (Notwendiges Kriterium fu¨r die Erreichbarkeit von Markierungen)
Wenn eine Markierung m eines Petrinetzes N von der Anfangsmarkierung m0 er-
reichbar ist, dann hat die Gleichung
C · x = m−m0
eine Lo¨sung fu¨r x u¨ber N.
Beweis: Ist die Markierung m von m0 erreichbar, so existiert eine Transitionsfolge δ
mit m0
δ−→ m. Der Parikhvektor Ψ(δ) der Transitionsfolge δ ist eine positive ganzzah-
lige Lo¨sung des Gleichungssystems. 2
Mit anderen Worten besagt das Korollar, daß, falls die Gleichung fu¨r eine Markierung
m keine Lo¨sung u¨ber N besitzt, m definitiv nicht erreichbar ist.
Eine weitere Konsequenz der Markierungsgleichung ist, daß die von einer schaltfa¨higen
Transitionsfolge erreichbare Markierung nur von der Ha¨ufigkeit des Auftretens der
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einzelnen Transitionen in der Transitionsfolge abha¨ngt. Jede schaltfa¨hige Permutation
einer Transitionsfolge fu¨hrt zur selben Markierung.
Als na¨chstes zeigen wir: Falls eine Transitionsfolge bei einer Markierung schaltfa¨hig
ist, so ist sie es auch unter jeder gro¨ßeren Markierung.
Satz 3 (Monotonie des Schaltens)
Es sei N = [S, T, F,m0] ein Petrinetz und m,m′ zwei Markierungen von N . Aus
m
δ−→ m′ folgt (m+ l) δ−→ (m′ + l) fu¨r alle l ∈ N|S|.
Beweis: Induktion u¨ber die La¨nge von δ.
IA (δ = ) : Die leere Transitionsfolge ist bei jeder Markierung schaltfa¨hig.
IS (δ = τt): Sei t ∈ T und τ ∈ T ∗ mit m τ−→ m′′ t−→ m′. Unter Verwendung der
Induktionshypothese erhalten wir (m + l) τ−→ (m′′ + l). Da t bei m′′
schaltfa¨hig ist, folgt, daß dies auch auf m′′ + l zutrifft. Durch die weitere
Anwendung der Definition des Schaltens und m′ = m′′ + ∆t erhalten wir
(m′′+ l) t−→ (m′′+ l+ ∆t). Daraus folgt (m′′+ l) t−→ (m′+ l) und damit
(m+ l) τt−→ (m′ + l). 2
Die Markierungsgleichung zusammen mit der Monotonie des Schaltens gibt uns ein
Kriterium zur Entscheidung der Unbeschra¨nktheit von Petrinetzen in die Hand.
Satz 4 (Beschra¨nktheitskriterium)
Ein Petrinetz N = [S, T, F,m0] ist genau dann unbeschra¨nkt, wenn eine Transitions-
folge δ ∈ T ∗ und zwei Markierungen m0,m1 ∈ RN (m0) mit m0 δ−→ m1 und m1 > m0
existieren.
Beweis: ”⇐“: Aus m
0 δ−→ m1 mit m1 > m0 folgt ∆δ(s) ≥ 0, ∀s ∈ S. Das Lemma der
Monotonie des Schaltens liefert uns
m0
δ−→ m1 δ−→ m2 δ−→ m3 δ−→ · · ·
und damit mi = m0 + i · ∆δ. Des weiteren folgt aus m1 > m0, daß mindestens eine
Stelle s mit ∆δ(s) > 0 existiert. Es ergibt sich daher aus mi(s) = m0(s) + i ·∆δ(s),
daß die Markenanzahl auf der Stelle s mit gro¨ßer werdendem i streng monoton wa¨chst.
Die Stelle s und somit das Petrinetz N sind unbeschra¨nkt.
”⇒“: Existieren keine zwei Markierungen m
0,m1 ∈ RN (m0), wie oben beschrieben,
so gilt fu¨r alle Markierungen m,m′ ∈ RN (m0) mit m ∗−→ m′: m′ ≤ m oder m und
m′ sind ”unvergleichbar“ (d. h. ∃s, s
′ ∈ S: m(s) > m′(s) ∧ m(s′) < m′(s′)). Die
Menge M(m) := {m′ | m′ ∈ RN (m) ∧ m′ ≤ m } ist endlich. Die Anzahl der
direkten Nachfolgemarkierungen einer Markierung m ist durch |T | beschra¨nkt und
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somit ebenfalls endlich. Das Petrinetz N kann also nur dann unbeschra¨nkt sein, wenn
eine unendliche Markierungsfolge
pi := m0 t−→ m1 t′−→ m2 t′′−→ m3 t′′′−→ · · ·
mit unendlich vielen unterschiedlichen Markierungen existiert. Angenommen, eine sol-
che Markierungsfolge pi existiert. Dann la¨ßt sich durch die folgenden Schritte eine
unendliche Markierungsfolge pi′ konstruieren.
Beginne mit m0 und streiche die endlich vielen Markierungen, fu¨r die mi ≤ m0 gilt.
Nimm die na¨chste verbleibende Markierung aus pi und verfahre analog. Wiederhole
dies unendlich oft.
Die so konstruierte Markierungsfolge pi′ mu¨ßte aus unendlich vielen paarweise unver-
gleichbaren Markierungen bestehen. Da aber zu der Markierung m0 nur eine endliche
Anzahl von paarweise unvergleichbaren Markierungen zugefu¨gt werden ko¨nnen, erha¨lt
man einen Widerspruch zur Annahme. Folglich ist das Petrinetz N beschra¨nkt. 2
Korollar 2
Es sei N = [S, T, F,m0] ein Petrinetz. Jede unendliche Zustandsabfolge
m0
t0−→ m1 t1−→ · · ·
mit mi ∈ RN (m0), i ∈ N, die keine zwei Zusta¨nde mi,mj mit mi ∗−→ mj und mj > mi
entha¨lt, besteht aus endlich vielen unterschiedlichen Zusta¨nden.
Beweis: Siehe dazu den Beweis zu Satz 4. 2
Dieses Beschra¨nktheitskriterium ermo¨glicht es uns also, ein Verfahren anzugeben, wel-
ches durch die Betrachtung der erreichbaren Markierungen die Beschra¨nktheit bzw.
Unbeschra¨nktheit eines Petrinetzes u¨berpru¨ft.
Wir mu¨ssen beim Erzeugen aller Zusta¨nde nur darauf achten, ob es einen von einem
Zustand m erreichbaren Zustand m′ gibt, der komponentenweise betrachtet gro¨ßer als
m ist.
Der Algorithmus 1 (Bounded) berechnet fu¨r ein beschra¨nktes Petrinetz in einem Tie-
fendurchlaufverfahren die Menge aller vom Initialzustand aus erreichbaren Zusta¨nde.
Im Falle, daß das Petrinetz unbeschra¨nkt ist, bricht der Algorithmus nach endlich vie-
len Schritten ab und zeigt die Unbeschra¨nktheit des Petrinetzes an. Der Abbruchtest
beno¨tigt fu¨r jeden neu erzeugten Zustand dessen Vorga¨ngerzusta¨nde. Daher werden die
Zustandsu¨berga¨nge in der Kantenmenge K protokolliert. Die Funktion (TransClosure),
die den transitiven Abschluß u¨ber der bis dahin schon berechneten Kantenmenge er-
zeugt, wird zur Bestimmung der Vorga¨ngerzusta¨nde eines Zustandes verwendet.
Reale Systeme haben (meist) eine endliche Anzahl von Ressourcen oder lassen sich
bei der Modellierung auf ein endliches System abbilden, so daß eine Beschra¨nkung
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Algorithmus 1 (Beschra¨nktheitstest)
1 Bounded([S, T, F,m0]) ≡
2 R := {m0};
3 K := ∅;
4
5 proc DFS(m) ≡
6 forall { t | t− ≤ m } do
7 m′ := m+ ∆t;
8 K := K ∪ {[m, t,m′]};
9 if m′ 6∈ R then
10 if ∃[m′′, ,m′] ∈ TransClosure(K) ∧ (m′′ < m′) then
11 exit(”unbeschra¨nkt”)
12 else











auf endliche Petrinetze keine allzu große Einschra¨nkung bedeutet. Ein Spezialfall der
beschra¨nkten Petrinetze bilden die Petrinetze, bei denen sich auf jeder Stelle maximal
eine Marke befinden kann. Sie werden als sichere Petrinetze bezeichnet. Da sich jedes
beschra¨nkte Petrinetz in ein korrespondierendes sicheres Petrinetz (durch Aufspaltung
von beschra¨nkten Stellen in mehrere sichere Stelle) umformen la¨ßt, betrachten wir im
folgenden (wenn dies nicht explizit anders angegeben ist) nur sichere Petrinetze.
2.4 Semantik von Petrinetzen
Jedem beschra¨nkten Petrinetz entspricht ein endlicher Automat, dessen Zusta¨nde der
Menge der erreichbaren Markierungen und dessen Zustandsu¨berga¨nge dem Schalten
einzelner Transitionen entsprechen. Durch die Zusta¨nde und den beschrifteten Kan-
ten zwischen diesen kann eine Beziehung zum Petrinetz und damit zum modellierten
System hergestellt werden.
Definition 13 (Schaltfolgen)
Es sei N = [S, T, F,m0] ein Petrinetz. Wir bezeichnen als endliche Schaltfolgen von
N alle endlichen Transitionsfolgen δ = t1t2. . .tn mit m0 δ−→ m. Analog werden als
unendliche Schaltfolgen von N die Transitionsfolgen δ = t1t2. . . mit mi ti+1−→ mi+1,
i ∈ N bezeichnet.
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Definiert man nun das Verhalten eines Petrinetzes durch die Menge aller endlichen
und unendlichen Schaltfolgen, so hat man implizit die Vorstellung eines globalen Be-
obachters im Hinterkopf, der zu jeder Zeit festlegt, welche Transition im Falle mehrerer
nebenla¨ufiger Transitionen zuerst schalten wird. Diese Vorstellung vom Verhalten eines
Systems nennt man Interleaving-Semantik .
Das Interleaving-Verhalten wird normalerweise durch den Erreichbarkeitsgraph repra¨-
sentiert.
Definition 14 (Erreichbarkeitsgraph)
Es sei N = [S, T, F,m0] ein Petrinetz. Als Erreichbarkeitsgraph von N bezeichnet
man den Graphen RG(N ) := [RN (m0),KN ], der die in N erreichbaren Zusta¨nde als
Knoten und die Menge KN von mit Transitionen beschrifteten Kanten hat, wobei
KN := { [m, t,m′] | m,m′ ∈ RN (m0) ∧ t ∈ T ∧m t−→ m′ }.
Das Verhalten eines Petrinetzes ist also gleichbedeutend mit der Menge aller bei m0 be-
ginnenden Wege durch den Erreichbarkeitsgraphen. Erweitert man den Algorithmus 1
(Bounded) in der Weise, daß bei einer Terminierung die erzeugte Zustandsmenge und
die Kantenmenge ausgegeben werden, so erha¨lt man fu¨r beschra¨nkte Petrinetze ein
Verfahren zur Konstruktion des Erreichbarkeitsgraphen.
Als Beispiel ist in Abbildung 2.2 der Erreichbarkeitsgraph des Petrinetzes in Abbildung
2.1 dargestellt. Dabei ist die Bezeichnung der Knoten so gewa¨hlt, daß anstatt des
Markierungsvektors die Menge der markierten Stellen angegeben ist.
s1, s6










Die Erreichbarkeitsgraphen als Ausdruck des Verhaltens von Petrinetzen eignen sich




Zwei fu¨r die Analyse eines Systems wichtige Eigenschaften sind:
Definition 15 (tote Markierungen, Deadlocks)
Es sei N = [S, T, F,m0] ein Petrinetz. Eine Markierung m von N heißt tot , wenn keine
Transition t ∈ T bei m Konzession hat. Tote Markierungen werden auch Deadlocks
genannt.
Tote Markierungen sind Systemzusta¨nde, bei denen das System nicht mehr weiterarbei-
ten kann. Sie sind oft ein Anzeichen dafu¨r, daß es Systemteile gibt, die sich gegenseitig
blockieren. Bei der U¨berpru¨fung eines Systems mo¨chte man solche Zusta¨nde natu¨rlich
erkennen und ausschließen. Tote Markierungen lassen sich im Erreichbarkeitsgraph
sehr leicht bestimmen, da es sich dabei um Knoten handelt, die keine ausgehenden
Kanten besitzen.
Definition 16 (reversibel)
Ein Petrinetz N = [S, T, F,m0] wird reversibel genannt, wenn fu¨r jede Markierung
m ∈ RN (m0) gilt: m ∗−→ m0.
In einem reversiblen Petrinetz ko¨nnen Transitionen, die einmal geschaltet haben, im-
mer wieder schalten. Es gibt somit keine Systemteile, die irgendwann ihren Dienst
aufgeben und damit nutzlos werden. Ein Petrinetz ist genau dann reversibel, wenn der
zugeho¨rige Erreichbarkeitsgraph stark-zusammenha¨ngend ist.
Betrachtet man Erreichbarkeitsgraphen na¨her, fa¨llt auf, daß die Information u¨ber Ne-
benla¨ufigkeit (bzw. Unabha¨ngigkeit) von Ereignissen verloren gegangen ist. Dies sind
aber gerade, im Vergleich zu sequentiellen Systemen, die wichtigsten Merkmale ver-
teilter Systeme. Entfernt man in dem Petrinetz aus Abbildung 2.1 die Stelle s6, so sind
die Transitionen t2 und t3 bei der Markierung (0, 1, 1, 0, 0, ) nebenla¨ufig. Der Erreich-
barkeitsgraph in Abbildung 2.2 vera¨ndert sich aber dadurch, bis auf das Verschwinden
von s6 aus den Knotenbeschriftungen, nicht.
Nebenla¨ufige (bzw. unabha¨ngige) Ereignisse werden durch die Interleaving-Semantik
als Permutation aller mo¨glichen Anordnungen ausgedru¨ckt. Dies kann zu einem ex-
ponentiellen Zuwachs von Markierungen fu¨hren, was wohl den Hauptkritikpunkt des
Interleaving-Ansatzes darstellt. Benutzt man Petrinetze zur Modellierung stark ne-
benla¨ufiger Systeme, was ein Hauptanwendungsgebiet darstellt, sto¨ßt man mit der
Konstruktion des Erreichbarkeitsgraphen sehr schnell an die Grenzen des Machbaren.
Das Petrinetz in Abbildung 2.3 entha¨lt n nebenla¨ufige Transitionen und besitzt einen
Erreichbarkeitsgraphen mit 2n Zusta¨nden.
2.5 Stelleninvarianten
Eigenschaften eines dynamischen Systems, die in jedem erreichbaren Zustand gu¨ltig










Abbildung 2.3: Exponentielles Wachstum
werden Stelleninvarianten genannt. Solche Stelleninvarianten lassen sich in einem Netz
rein anhand der Netzstruktur bestimmen.
Definition 17 (Stelleninvarianten)
Es sei N = [S, T, F,m0] ein Petrinetz mit der Inzidenzmatrix C. Jede ganzzahlige
Lo¨sung von CT · i = ~0 ist eine Stelleninvariante (bzw. S-Invariante ) von N .
Stelleninvarinaten sind also ganzzahlige Lo¨sungen homogener Gleichungssysteme. Die-
se lassen sich z. B. mit dem Gaußschen Eliminationsverfahren (vgl. z. B. [Sch86]) be-
rechnen.
Definition 18 (semipositiv, minimal)
1. Wir bezeichnen Stelleninvarianten, bei denen alle Komponenten gro¨ßer oder
gleich Null sind, als semipositiv .
2. Ist i eine semipositive Stelleninvariante, so bezeichnen wir die Menge der Stellen
von i, deren Komponente positiv ist, als Tra¨ger von i und schreiben dafu¨r 〈i〉.
3. Eine semipositive Stelleninvariante i heißt minimal , wenn es keine andere semi-
positive Stelleninvariante j gibt mit 〈j〉 ⊂ 〈i〉.
Die fundamentale Eigenschaft von Stelleninvarianten, die Invarianz, folgt aus der Mar-
kierungsgleichung.
Satz 5 (Invarianz von Invarianten)
Es sei N = [S, T, F,m0] ein Petrinetz mit einer Stelleninvarianten i. Dann gilt fu¨r
jede von der Initialmarkierung m0 erreichbare Markierung m:
iT ·m = iT ·m0.
Beweis: Da m ∈ RN (m0) existiert eine Transitionsfolge δ mit m0 δ−→ m. Aus der
Markierungsgleichung erhalten wir m = m0 + C ·Ψ(δ). Daher gilt:
iT ·m = iT · (m0 + C ·Ψ(δ))
= iT ·m0 + iT · C ·Ψ(δ)
(iT·C=~0T)
= iT ·m0 2
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Mit anderen Worten ist also die Anzahl der Marken, gewichtet mit der Stelleninvariante
i, bei jeder erreichbaren Markierung konstant.
Satz 6 (Hinreichendes Kriterium fu¨r die Beschra¨nktheit von Petrinetzen)
Es sei N = [S, T, F,m0] ein Petrinetz. Existiert zu jeder Stelle s ∈ S eine semipositive
Stelleninvariante is von N mit is(s) > 0, dann ist N beschra¨nkt.
Beweis: Sei s ∈ S und is die semipositive Stelleninvariante mit is(s) > 0. Des weiteren
sei m ∈ RN (m0). Dann gilt:
iTs ·m0 = iTs ·m ≥ is(s) ·m(s) ≥ m(s).
Die Markenzahl auf der Stelle s in jeder von m0 erreichbaren Markierung ist durch
iTs ·m0 ∈ N beschra¨nkt. Da diese Folgerung fu¨r jede Stelle gu¨ltig ist, ist N beschra¨nkt.
2
Dieser Satz liefert uns ein strukturelles Kriterium zur Bestimmung der Beschra¨nktheit
von Petrinetzen. Leider handelt es sich hierbei nur um ein hinreichendes Kriterium, da
z. B. das Petrinetz, bestehend aus einer markierten Stelle s, einer Transition t und einer
Kante zwischen der Stelle und der Transition beschra¨nkt ist, aber keine semipositive
Stelleninvariante i mit i(s) > 0 besitzt.
Im folgenden wollen wir eine spezielle Klasse von Stelleninvarianten, die 1-Stellenin-
varianten, na¨her betrachten.
Definition 19 (1-Stelleninvarianten)
Eine minimale, semipositive Stelleninvariante i eines Petrinetzes N bezeichnen wir als
1-Stelleninvariante (bzw. 1-S-Invariante), falls gilt: iT ·m0 = 1.
Eine 1-Stelleninvariante definiert also eine Stellenmenge Si := { s | i(s) = 1 }, so daß
bei jeder von m0 aus erreichbaren Markierung immer genau eine Stelle von Si markiert
ist. Fu¨r jede in der Anfangsmarkierung markierte Stelle s kann man durch die Modifi-
kation des Invariantengleichungssystems CT· i = ~0 alle 1-Stelleninvarianten berechnen,
in deren Tra¨ger s enthalten ist. Dazu initialisiert man Teile des Vektors i mit vorge-
gebenen Werten. Die Position der Stelle s wird mit 1 und alle Positionen der Stellen
q 6= s, die bei m0 markiert sind, werden mit 0 markiert. Alle sich mit dem Gauß-
schen Eliminationsverfahren ergebenden Lo¨sungen sind die der Stelle s zugeho¨rigen
1-Stelleninvarianten.
Die 1-Stelleninvarianten des Petrinetzes aus Abbildung 2.1 sind die Stellenmengen
{ s6 }, { s1, s2, s4 } und { s1, s3, s5 }.
Die Berechnung der 1-Stelleninvarianten la¨ßt sich oft dadurch vereinfachen, daß man
vor der Lo¨sung des homogenen Gleichungssystems die Gro¨ße der Petrinetze durch na-
heliegende Transformationen strukturell verkleinert. Dazu fu¨hrt man sogenannte Ma-




Nach der Berechnung der 1-Stelleninvarianten im reduzierten Petrinetz muß man diese
passend erweitern. Jede in einer 1-Stelleninvarianten vorkommende Makrostelle wird
durch die beiden urspru¨nglichen Stellen ersetzt. Einer 1-Stelleninvarianten, die eine
Stelle aus dem Vor- und dem Nachbereich einer Makrotransition entha¨lt, wird die der
Makrotransition zugeordnete Stelle zugefu¨gt.
Im folgenden betrachten wir nur noch minimale 1-Stelleninvarianten und nennen sie
kurz Stelleninvarianten.
2.6 Zusammenfassende Bemerkungen
Petrinetze sind eine ada¨quate Beschreibungssprache nebenla¨ufiger Systeme. Als Vor-
teil erweist sich die mathematische Fundierung des Formalismus. Sie ero¨ffnet uns ei-
ne Vielzahl von Ansa¨tzen zur Analyse von Systemeigenschaften. Betrachtet man die
Interleaving-Semantik, so ist das Verhalten eines endlichen Petrinetzes durch seinen
Erreichbarkeitsgraphen repra¨sentiert. Er erweist sich daher (beinahe) als ein Univer-
salmittel zu Bestimmung von Petrinetzeigenschaften. Leider kann der Erreichbarkeits-
graph, selbst fu¨r relativ kleine Petrinetze, schnell sehr groß werden.
Eine Mo¨glichkeit der Handhabung großer Zustandsmengen stellen die im na¨chsten
Kapitel betrachteten bina¨ren Entscheidungsgraphen dar. Zur Optimierung des Zu-
sammenspiels zwischen Petrinetzen und bina¨ren Entscheidungsgraphen kann man auf
strukturelle Eigenschaften der Petrinetze zuru¨ckgreifen.
Die in diesem Kapitel dafu¨r speziell entwickelten 1-S-Invarianten werden wir im Kapitel




Viele Probleme der diskreten Mathematik und der Informatik lassen sich auf die Mani-
pulation von Objekten u¨ber endlichen Grundmengen zuru¨ckfu¨hren. Durch eine bina¨re
Codierung der Elemente der Grundmenge lassen sich alle endlichen Probleme voll-
sta¨ndig mit Booleschen Funktionen beschreiben. Man beno¨tigt daher eine kompakte
Darstellung und effiziente Mo¨glichkeiten zur Manipulation Boolescher Formeln.
Seit einigen Jahren haben sich dazu die bina¨ren Entscheidungsgraphen, kurz BDDs
(binary decision diagrams), etabliert. Die Grundidee basiert auf der Shannon-Entwick-
lung Boolescher Funktionen, die Boolesche Funktionen als eine Kaskade von bina¨ren
Entscheidungen bezu¨glich der einzelnen Variablenbelegungen darstellt.
Bina¨re Entscheidungsgraphen wurden schon 1959 von C. Y. Lee [Lee59] und spa¨ter von
S. B. Akers [Ake78] als Datenstruktur fu¨r Boolesche Funktionen vorgeschlagen. Der
Durchbruch gelang aber erst 1986, als R. Bryant [Bry86, Bry92] durch Hinzunahme
von Ordnungsbedingungen sowie Reduktionsmechanismen den Ansatz entscheidend
verbesserte. Diese sogenannten reduzierten geordneten bina¨ren Entscheidungsgraphen,
kurz ROBDDs (reduced ordered binary decision diagrams), besitzen Eigenschaften, die
eine effiziente rechnergestu¨tzten Behandlung großer Booleschen Funktionen ermo¨gli-
chen. Durch die eingefu¨hrten Restriktionen erha¨lt man fu¨r jede Boolesche Funktion
eine kanonische Darstellung, so daß A¨quivalenztests zwischen Booleschen Funktionen
sehr effizient mo¨glich sind.
Wie alle anderen mo¨glichen Repra¨sentationen von Booleschen Funktionen besitzen
auch die ROBDDs die Eigenschaft, daß fast alle Booleschen Funktionen eine exponen-
tielle Darstellungsgro¨ße erfordern. Glu¨cklicherweise hat sich aber gezeigt, daß viele in
der Praxis relevante Boolesche Funktionen sich sehr kompakt mit ROBDDs darstellen
lassen.
Wie wir im vorherigen Kapitel gesehen haben, beschreibt ein Erreichbarkeitsgraph das
vollsta¨ndige Interleaving-Verhalten eines Petrinetzes. Er eignet sich also als Ausgangs-
punkt fu¨r die Analyse des Petrinetzverhaltens. Als Hauptproblem dabei erweist sich
allerdings das starke Wachstum der Anzahl der Zusta¨nde.
Es zeigt sich, daß eine enge Beziehung zwischen Mengen und Boolesche Funktionen
existiert. Daher eignen sich bina¨re Entscheidungsgraphen als effiziente Datenstruktur
zur Speicherung und Manipulation von großen Mengen von Zusta¨nden.
Einen guten U¨berblick u¨ber bina¨re Entscheidungsgraphen und deren Handhabung bie-
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ten, neben den Arbeiten von R. Bryant [Bry86, Bry92], die Standardwerke [And97,
DB98, MT98].
3.1 Boolesche Algebren
Im Jahre 1938 zeigte C. E. Shannon [Sha38], wie man die grundlegenden Regeln der
klassischen Logik und der elementaren Mengentheorie auch fu¨r die Analyse und Be-
schreibung von digitalen Schaltkreisen (durch Schaltfunktionen) verwenden kann. Da-
durch wurde der Bogen zwischen Theorie und Praxis gespannt.
3.1.1 Boolesche Algebra
Definition 20 (Boolesche Algebra)
Eine Boolesche Algebra ist ein Tupel B = (A,+, ·, ,¯ 0, 1), bestehend aus einer Tra¨-
germenge A, die zwei ausgezeichnete Elemente 0 (Nullelement) und 1 (Einselement)
entha¨lt, einer einstelligen Operation ¯ und zwei bina¨ren Operationen +, · auf A, falls
fu¨r alle a, b, c ∈ A folgendes gilt:
Kommutativita¨t: a+ b = b+ a und a · b = b · a.
Distributivita¨t: a+ (b · c) = (a+ b) · (a+ c) und a · (b+ c) = (a · b) + (a · c).
Identita¨t: a+ 0 = a und a · 1 = a.
Komplement: a+ a¯ = 1 und a · a¯ = 0.
Das Element a¯ ∈ A wird als Komplement von a bezeichnet. Im folgenden betrachten
wir nur Boolesche Algebren mit endlicher Tra¨germenge. Des weiteren wollen wir ver-
einbaren, daß die Operation ¯ sta¨rker als · und die Operation · sta¨rker als + bindet.
Oft lassen wir auch · zwischen den Argumenten einfach weg, so daß sich aus a · b die
ku¨rzere Schreibweise ab ergibt.
Definition 1 (Mengenalgebra)
Das Tupel (2S ,∪,∩, ,¯ ∅, S) ist eine (endliche) Boolesche Algebra und wird als (end-
liche) Mengenalgebra bezeichnet. Hierbei bezeichnen 2S die Potenzmenge einer endli-
chen Menge S und ∪,∩ die elementaren Mengenoperationen. Das Komplement eines
Elementes X ⊆ S ergibt sich als S \X.
Die bestehende enge Beziehung zwischen Booleschen Algebren und den Mengenalge-
bren verdeutlicht der folgende Satz.
Satz 7 (Repra¨sentationssatz von Stone [Sto36])




Der Satz von Stone besagt, daß jede endliche Boolesche Algebra isomorph zu einer
endlichen Mengenalgebra ist. Daraus folgt, daß alle Booleschen Algebren, deren Tra¨ger
die Kardinalita¨t n haben, isomorph zu der Mengenalgebra sind, deren Tra¨ger ebenfalls
die Kardinalita¨t n hat. Wegen der Isomorphie kann es also keine endlichen Booleschen
Algebren mit einer beliebigen Anzahl von Tra¨gerelementen geben, vielmehr muß die
Anzahl der Tra¨gerelemente der Anzahl der Elemente der Potenzmenge einer endli-
chen Menge entsprechen. Daher ergeben sich als Kardinalita¨t von Tra¨germengen nur
Zweierpotenzen.
Beispiel 1 (Isomorphe Booleschen Algebren)
1. ({f, t},∨,∧,¬, f, t)
2. ({∅, S},∪,∩, ,¯ ∅, S)
3. ({0, 1},max{a, b},min{a, b}, {0← 1, 1← 0}, 0, 1)
Die ”einfachste“ Boolesche Algebra hat eine Tra¨germenge mit nur zwei Elementen. Sie
wird durch ihre Verwandtschaft zu digitalen Schaltsystemen als Schaltalgebra bezeich-
net.
Auf Grund des Satzes von Stone ist es also fu¨r das Arbeiten mit der Schaltalgebra nicht
relevant, ob wir Mengenoperationen, logischen Operationen oder Max-/Minimums-
Operationen betrachten.
3.1.2 Boolesche Ausdru¨cke und Funktionen
Definition 21 (Boolescher Ausdruck)
Sei B = (A,+, ·, ,¯ 0, 1) eine Boolesche Algebra. Ein Ausdruck bestehend aus n Va-
riablensymbolen x1, . . . , xn, den Symbolen +, ·,¯ und den Elementen aus A heißt n-
stelliger Boolescher Ausdruck , falls er durch endlich viele Anwendungen der folgenden
rekursiven Regeln erzeugt werden kann.
1. Die Elemente von A sind Boolesche Ausdru¨cke.
2. Die Variablensymbole x1, . . . , xn sind Boolesche Ausdru¨cke.
3. Sind G und H Boolesche Ausdru¨cke so auch (G+H), (G ·H) und G.
Jeder Boolesche AusdruckG induziert eine Boolesche Funktion fG:An → A, (a1, . . . , an)
7→ fG(a1, . . . , an). Hierbei bezeichnet fG(a1, . . . , an) das Element von A, welches sich
durch Ersetzen der Variablensymbole xi von G durch die Elemente ai ∈ A und der
anschließenden Auswertung der Booleschen Operatoren und der Komplementbildung,
unter Beru¨cksichtigung der Klammerung, ergibt.
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Definition 22 (Boolesche Funktionen)
Sei B = (A,+, ·, ,¯ 0, 1) eine Boolesche Algebra. Eine n-stellige Funktion f :An → A
wird Boolesche Funktion genannt, wenn sie von einem Booleschen Ausdruck induziert
wird.
Die Booleschen Funktionen u¨ber der Schaltalgebra werden als Schaltfunktionen be-
zeichnet. Der Schaltalgebra kommt dabei, wie folgender Satz verdeutlicht, eine Son-
derrolle zu.
Satz 8
Besitzt die Tra¨germenge einer Booleschen Algebra B = (A,+, ·, ,¯ 0, 1) genau zwei
Elemente, dann ist jede Funktion f :An −→ A auch eine Boolesche Funktion.
Beweis: Siehe [MT98]. 2
Dies gilt nicht fu¨r Tra¨germengen mit gro¨ßerer Kardinalita¨t. Jede Funktion auf einer
Booleschen Algebra mit zwei Elementen als Tra¨ger ist also eine Schaltfunktion. Je-
der Boolesche Ausdruck u¨ber der Schaltalgebra induziert eine eindeutige Boolesche
Funktion. Allerdings ist die Beziehung zwischen den Booleschen Ausdru¨cken und den
Booleschen Funktionen nicht injektiv, d. h. es gibt mehrere verschiedene Boolesche
Ausdru¨cke, die die gleiche Boolesche Funktion induzieren. Wie wir z. B. schon aus der
Definition einer Booleschen Algebra wissen, gilt a+ (b · c) = (a+ b) · (a+ c).
Die Menge der n-stelligen Schaltfunktionen entspricht der Menge aller Abbildungen
einer 2n-elementigen Menge in eine zweielementige Menge. Es gibt also 2(2
n) verschie-
dene Schaltfunktionen mit n Variablen.
Die Menge der n-stelligen Schaltfunktionen als Tra¨germenge und die entsprechende
Anpassung der Operationen ergeben wiederum eine (endliche) Boolesche Algebra.
Satz 9
Sei B = (A,+, ·, ,¯ 0, 1) eine Boolesche Algebra. Die Menge Fn aller n-stelligen Boole-
schen Funktionen u¨ber der Booleschen Algebra B bildet eine Boolesche Algebra (Fn,+, ·,
,¯ 0, 1) bezu¨glich der folgenden Operationen und Elemente:
(f + g)(a1, . . . , an) := f(a1, . . . , an) + g(a1, . . . , an)
(f · g)(a1, . . . , an) := f(a1, . . . , an) · g(a1, . . . , an)
(f¯)(a1, . . . , an) := f(a1, . . . , an)
(0)(a1, . . . , an) := 0
(1)(a1, . . . , an) := 1
Beweis: Durch einfaches U¨berpru¨fen der Definition einer Booleschen Algebra. 2
Im folgenden wollen wir uns auf die Betrachtung der fu¨r uns interessanten Schalt-
algebra und deren n-stelligen Schaltfunktionen beschra¨nken. Wir verwenden fu¨r die
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Schaltalgebra die Darstellung B = (B,+, ·, ,¯ 0, 1). Die Tra¨germenge B definieren wir
als die Menge {0, 1}. Des weiteren interpretieren wir 0 und 1 als die Wahrheitswerte
falsch und wahr und +, ·,¯ als ∨ (logisches oder), ∧ (logisches und) und ¬ (logische
Negation).
Wie wir gesehen haben, existieren verschiedene isomorphe Darstellungen, so daß wir
von Fall zu Fall zwischen ihnen wechseln werden.
Wir betrachten nun den Zusammenhang zwischen Schaltfunktionen und Mengen na¨-
her.
Jeder Menge S ⊆ Bn kann durch ihre charakteristische Funktion χS von S
χS(x1, . . . , xn) = 1⇐⇒ (x1, . . . , xn) ∈ S,
eindeutig eine n-stellige Schaltfunktion zugeordnet werden.
Definition 23 (Erfu¨llende Belegung)
Sei f eine n-stellige Schaltfunktion.
1. Wir bezeichnen einen Vektor a = (a1, . . . , an) ∈ Bn als erfu¨llende Belegung der
Schaltfunktion f , falls f(a) = 1 gilt.
2. Die Menge aller erfu¨llenden Belegungen von f wird mit on(f) bezeichnet und ist
wie folgt definiert:
on(f) := { (a1, . . . , an) ∈ Bn | f(a1, . . . , an) = 1 }
Da die Menge aller erfu¨llenden Belegungen einer Schaltfunktion f diese eindeutig be-
schreibt, kann man f mit on(f) identifizieren.
Genauer gilt die Beziehung f = χon(f).
Folglich ko¨nnen Mengendarstellungen und Mengenoperationen vollsta¨ndig auf die Ma-
nipulation von Schaltfunktionen zuru¨ckgefu¨hrt werden. Dies weist uns die Richtung
zur Handhabung von Zustandsmengen als Schaltfunktionen, was wir spa¨ter na¨her be-
trachten werden.
3.1.3 Shannon-Entwicklung
Grundlage fu¨r das Arbeiten mit Schaltfunktionen ist die Shannon-Entwicklung. Sie
beschreibt den Zusammenhang zwischen einer Schaltfunktion f und ihren Cofaktoren.
Cofaktoren sind Unterfunktionen einer Schaltfunktion f , die aus f durch Belegen einer
Eingangsvariablen mit einer Konstanten entstehen.
Definition 24 (Cofaktoren)
Sei f eine n-stellige Schaltfunktion. Die Unterfunktion fxi := f(x1, . . . , xi−1, 1, xi+1, . . . ,
xn) wird als positiver Cofaktor von f bezu¨glich xi bezeichnet. Analog wird die Unter-




Man bezeichnet eine Boolesche Variable xi oder deren Komplement als Literal (zur
Variablen xi). Die Cofaktorbildung la¨ßt sich auf bestimmte Mengen von Literalen, die
sogenannten Monome, ausweiten.
Definition 25 (Monome)
Sei V einen Menge von Booleschen Variablen. Ein Monom m ist eine Menge von
Literalen zu V , so daß gilt: Falls xi ∈ V dann xi 6∈ V und umgekehrt.
Der Cofaktor von f bzgl. des Monoms m = {li} ∪ m′, wobei li 6∈ m′ fu¨r xi oder xi
steht, definiert man rekursiv als fm := [fli ]m′ .
Satz 10 (Shannon-Entwicklung)
Sei f eine n-stellige Schaltfunktion, dann gilt:
f = xi · fxi + xi · fxi , ∀i 1 ≤ i ≤ n.
Beweis: Die Korrektheit des Satzes ergibt sich leicht durch Nachrechnen. 2
Oft wird fu¨r die Shannon-Entwicklung auch der Begriff Shannon-Zerlegung verwendet,
da de facto eine Aufspaltung der Funktion in zwei Unterfunktionen erfolgt.
Weitere wichtige Funktionen im Umgang mit Schaltfunktionen stellen die Quantifizie-
rungen dar. Sie entsprechen den Quantifizierungen von Pra¨dikaten in der Aussagenlo-
gik.
Definition 26 (Quantifizierung)
Sei f eine n-stellige Schaltfunktion. Fu¨r f ist die existentielle Quantifizierung der
Variablen xi durch
∃xif := fxi + fxi
und die universelle Quantifizierung durch
∀xif := fxi · fxi
definiert.
Die Quantifizierungen ∃xif und ∀xif sind wieder Schaltfunktionen, die allerdings nicht
mehr von der Variablen xi abha¨ngig sind. Aus diesem Grund wird die Quantifizierung
oft auch als Abstraktion bezeichnet. Die existentielle Quantifizierung von f ist die
kleinste von xi unabha¨ngige Schaltfunktion mit on(f) ⊆ on(∃xif). Die universelle
Quantifizierung von f ist die gro¨ßte von xi unabha¨ngige Schaltfunktion mit on(∀xif) ⊆
on(f).
Beispiel 2 (f = x2x3 + x1x2x3 + x1x3)
positiver Cofactor: fx1 = x2x3 + x2x3
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negativer Cofactor: fx1 = x3
existentielle Quantifizierung: ∃x1f = x2 + x3
universelle Quantifizierung: ∀x1f = x2x3
Die existentielle Quantifizierung ∃x1f entspricht der Schaltfunktion, deren Funktions-
wert fu¨r alle die Belegungen von x2 und x3 gleich 1 ist, fu¨r die eine Belegung von x1 in
f existiert, so daß f ebenfalls den Funktionswert 1 hat. Die universelle Quantifizierung
∀x1f entspricht der Schaltfunktion, deren Funktionswert fu¨r alle die Belegungen von
x2 und x3 gleich 1 ist, fu¨r die f unter allen Belegungen von x0 den Funktionswert 1
hat.
3.1.4 Darstellungsformen Boolescher Ausdru¨cke
Zum Umgang mit Booleschen Funktionen beno¨tigt man eine vollsta¨ndige und mo¨g-
lichst eindeutige Beschreibung dieser Funktionen.
Die klassischen Darstellungsformen basieren im wesentlichen auf den folgenden Ideen:
• Darstellung durch systematische Tabellierung der Funktionswerte (z. B. Wahr-
heitstabellen).
• Darstellung durch Angabe einer Methode zur Berechnung der Funktion (z. B.
Boolesche Ausdru¨cke, disjunktive oder konjunktive Normalform).
• Darstellung durch Beschreibung eines Schemas zur Auswertung der Funktion
(z. B. Entscheidungsba¨ume).
Fu¨r eine rechnergestu¨tzte Anwendung Boolescher Funktionen beno¨tigt man mo¨glichst
noch zusa¨tzlich eine Darstellungsform mit den folgenden Eigenschaften:
• Kompaktheit der Darstellung,
• effiziente Auswertung und Bearbeitung der Booleschen Funktionen,
• effizienter A¨quivalenztest.
Leider ist es schon durch die große Anzahl 2(2
n) verschiedener n-stelliger Boolescher
Funktionen nicht mo¨glich, eine Darstellungsform zu finden, fu¨r die alle geforderten
Eigenschaften fu¨r alle Funktionen erfu¨llt sind. Wu¨rde man fu¨r jede Funktion nur eine
eindeutige Zahl zur Codierung verwenden, ha¨tte diese schon eine Darstellung mit ex-
ponentieller La¨nge. Als Ausweg bleibt daher, eine Darstellungsform zu finden, die fu¨r
ein spezielle Problemklasse oder eine spezielle Anforderung einen guten Kompromiß




Eine Mo¨glichkeit, Schaltfunktionen darzustellen, basiert auf der Beschreibung eines
Schemas zur Auswertung der Funktionen. Dabei wird die Zuordnung eines Funktions-
wertes zu einer Belegung der Eingangsvariablen durch eine Folge von Tests (Entschei-
dungen) bestimmt.
Bei jedem Test erfolgt eine Unterteilung der Menge der Belegungen bezu¨glich des
Wertes einer Eingangsvariablen. Diese Auswertungsstrategie la¨ßt sich mittels eines so-
genannten bina¨ren Entscheidungsgraphen, kurz BDD (binary decision diagram), dar-
stellen.
Definition 27 (Bina¨rer Entscheidungsgraph)
Ein bina¨rer Entscheidungsgraph (BDD) auf den Variablen X = {x1, . . . , xn } ist ein
Tupel [V,E, var, v0] mit:
1. V ist eine endliche Knotenmenge.
2. E ⊆ V × B × V ist eine endliche Menge von Kanten zwischen den Knoten, die
mit 0 bzw. 1 beschriftet sind.
3. v0 ∈ V .
4. [V,E, v0] bildet einen gerichteten azyklischen Graphen mit Wurzel v0.
5. Die Abbildung var:V −→ X ∪ B ist eine Knotenbeschriftung.
Es gelten weiter die Bedingungen:
1. Die Knotenmenge V entha¨lt zwei terminale Knoten, d. h. Knoten ohne ausge-
hende Kanten, die mit den Konstanten 0 bzw. 1 beschriftet sind.
2. Die restlichen Knoten werden nichtterminale Knoten genannt und jeder nichtter-
minale Knoten v ist mit einer Variablen var(v) = xi beschriftet. Jeder nichtter-
minale Knoten besitzt genau zwei ausgehende Kanten, die mit 0 (0-Kante) bzw.
1 (1-Kante) beschriftet sind. Der durch die 0-Kante festgelegte Nachfolgeknoten
wird mit low(v) bezeichnet, der durch die 1-Kante bestimmte Nachfolgeknoten
mit high(v).
3. Auf jedem Pfad von der Wurzel v0 zu einem terminalen Knoten kommt jede
Variable xi nur einmal vor.
Die beiden von einem nichtterminalen Knoten xi ausgehenden Kanten entsprechen der




Jede Belegung der Eingangsvariablen x1, . . . , xn der durch den bina¨ren Entscheidungs-
graphen beschriebenen n-stelligen Schaltfunktion definiert einen eindeutigen Pfad von
der Wurzel des Baumes zu einem terminalen Knoten. Die Markierung des terminalen
Knotens definiert dabei den Funktionswert der Funktion bzgl. der Eingangsvariablen-
belegung.
Aus einer Schaltfunktion la¨ßt sich durch iterative Anwendung der Shannon-Entwick-
lung ein bina¨rer Entscheidungsgraph gewinnen. Repra¨sentiert ein an einem mit xi
beschrifteten Knoten wurzelnder Entscheidungsgraph die Funktion f(x1, . . . , xn), dann
repra¨sentiert der an der 0-Kante ha¨ngende Untergraph den negativen Cofaktor von f
bzgl. xi und der an der 1-Kante ha¨ngende Untergraph den positiven Cofaktor von f
bzgl. xi.








Abbildung 3.1: Bina¨rer Entscheidungsgraph fu¨r f = x2x3 + x1x2x3 + x1x3.
In Abbildungen stellen wir eine 0-Kante als gestrichelten Pfeil und eine 1-Kante als
durchgezogenen Pfeil dar (vgl. z. B. Abb. 3.1).
3.2.1 Geordnete bina¨re Entscheidungsgraphen
Bina¨re Entscheidungsgraphen wurden schon 1959 von C. Y. Lee [Lee59] und spa¨ter von
S. B. Akers [Ake78] als Datenstruktur fu¨r Boolesche Funktionen na¨her studiert. Erst
1986 gelang es R. Bryant [Bry86, Bry92], durch Hinzunahme von zusa¨tzlichen Ord-
nungsbedingungen sowie Reduktionsmechanismen den Ansatz entscheidend zu verbes-
sern.
Seither werden geordnete bina¨re Entscheidungsgraphen, kurz OBDDs (ordered binary
decision diagrams), in vielen Gebieten der Informatik benutzt, um rechnergestu¨tzt
Probleme, die sich mit Schaltfunktionen ausdru¨cken lassen, zu bearbeiten.
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Definition 28 (Geordnete bina¨re Entscheidungsgraphen)
Sei pi eine totale Ordnung auf den Variablen X = {x1, . . . , xn }. Ein geordneter bina¨rer
Entscheidungsgraph (OBDD) bezu¨glich der Variablenordnung pi ist ein bina¨rer Ent-
scheidungsgraph [V,E, var, v0], bei dem die Knoten entlang eines Pfades bezu¨glich ihrer
Beschriftung geordnet sind. Fu¨r jede Kante [v, , v′] ∈ E gilt daher: var(v) <pi var(v′).
Die Reihenfolge, in der die Variablen bei einem Durchlauf des Graphen auftreten, ist
also konsistent mit der Variablenordnung pi.
Ein OBDD repra¨sentiert eine n-stellige Schaltfunktion dadurch, daß er fu¨r jede Zu-
weisung an die Eingangsvariablen xi einen eindeutig bestimmten Pfad von der Wurzel
zu einem terminalen Knoten definiert. Die Beschriftung des terminalen Knotens gibt
dabei den Wert der Funktion bei dieser Eingabe an.
3.2.2 Reduzierte geordnete bina¨re Entscheidungsgraphen
Geordnete bina¨re Entscheidungsgraphen repra¨sentieren Schaltfunktionen nicht eindeu-
tig (vgl. Abbildung 3.2). Sie stellen also keine kanonische Repra¨sentationsform dar.
Die Ursache dafu¨r liegt in den folgenden Redundanzen innerhalb der Entscheidungs-
graphen:
1. Der 0- und der 1-Nachfolgeknoten eines Knotens v ko¨nnen identisch sein. In
diesem Fall liefert die ”Entscheidung“, die im Knoten v getroffen wird, keine
neue Information.
2. In einem Entscheidungsgraphen ko¨nnen Teilgraphen mehrfach auftreten. Da-
durch wird die gleiche Information mehrfach repra¨sentiert.
Bryant hat sich in seinen Arbeiten [Bry86, Bry92] mit diesen Redundanzen bescha¨f-
tigt und daraufhin das Konzept der reduzierten bina¨ren Entscheidungsgraphen, kurz
ROBDDs (reduced ordered binary decision diagrams), entwickelt. Mit den ROBDDs
erhielt er eine kanonische Repra¨sentationsform fu¨r Schaltfunktionen.
Wir wollen uns na¨her mit den reduzierten OBDDs bescha¨ftigen und beno¨tigen daher
eine pra¨zise Definition der Redundanz.
Definition 29 (Isomorphie)
Seien F und G zwei OBDDs. F und G heißen isomorph, wenn es eine bijektive Ab-
bildung φ von der Knotenmenge von F auf die Knotenmenge von G gibt, so daß fu¨r
jeden Knoten gilt:
1. Entweder sind die beiden Knoten v und φ(v) teminale Knoten mit der gleichen
Markierung oder




x2 x2 x2 x2
x3 x3 x3 x3 x3 x3
0 1 10
Abbildung 3.2: Zwei OBDDs der Funktion f = x2x3 + x1x2x3 + x1x3 bezu¨glich der
Variablenordnung x1 < x2 < x3.
Zwei OBDDs sind also genau dann isomorph, wenn sie als knoten- und kantenmarkierte
Graphen isomorph sind.
Definition 30 (Reduziertheit)
Ein OBDD heißt reduziert , wenn es
1. keinen Knoten v mit high(v) = low(v) und
2. kein Paar von Knoten v, w gibt, so daß die in v und w wurzelnden Unter-OBDDs
isomorph sind.
Die so definierte globale Eigenschaft des Graphen kann man auch durch lokale Eigen-
schaften ausdru¨cken. Diese lassen sich durch Reduktionsregeln ausdru¨cken, die solange
angewendet werden, bis der entsprechende OBDD vollsta¨ndig reduziert ist.
Definition 31 (Reduktionsregeln)
Eliminationsregel: Wenn die 0- und die 1-Kante eines Knotens v auf den gleichen
Knoten w zeigen, dann eliminiere v und lenke alle in v eingehenden Kanten auf w um.
Isomorphieregel: Wenn die nichtterminalen Knoten v und w mit der gleichen Varia-
blen markiert sind und ihre 0-Kanten bzw. ihre 1-Kanten jeweils zum gleichen Nach-
folger fu¨hren, dann eliminiere einen der beiden Knoten v, w und lenke alle in diesen
Knoten eingehende Kanten auf den verbleibenden anderen Knoten um.
Den Zusammenhang zwischen den lokalen Reduktionsregeln und der globalen Graph-













Ein OBDD ist genau dann reduziert, wenn keine der beiden Reduktionsregeln mehr
anwendbar ist.
Beweis: Siehe [MT98]. 2
Die iterative Anwendung der Reduktionsregeln sagt noch nichts daru¨ber aus, ob so
erzeugte reduzierte OBDDs eindeutig bestimmt sind, d. h. ob reduzierte OBDDs ei-
ne kanonische Darstellungsform fu¨r Schaltfunktionen darstellen. Dies liefert uns der
folgende Satz.
Satz 12 (Kanonizita¨t)
Fu¨r jede Variablenordnung pi ist der reduzierte OBDD einer Schaltfunktion f, bis auf
Isomorphie, eindeutig bestimmt.
Beweis: Siehe [MT98]. 2
Aus den Reduktionsregeln la¨ßt sich ein einfacher Algorithmus ableiten, der einen
OBDD in einen die gleiche Schaltfunktion repra¨sentierenden ROBDD u¨berfu¨hrt. Der
Algorithmus besteht dabei aus einer wiederholten Anwendung der Reduktionsregeln,
und zwar solange, bis sich keine der Regeln mehr anwenden la¨ßt. Bei jeder Anwen-
dung einer Reduktionsregel verringert sich die Gro¨ße des OBDD um mindestens einen
Knoten. Daraus und aus der Kanonizita¨t der ROBDDs folgt, daß bezu¨glich einer fest-
gelegten Variablenordnung pi der reduzierte OBDD einer Schaltfunktion der kleinste
OBDD ist, der die Schaltfunktion repra¨sentiert.
3.2.3 Konstruktion von ROBDDs
Die Shannon-Zerlegung liefert uns, wie im Abschnitt 3.2 geschildert, ein einfaches
rekursives Verfahren zur Erzeugung eines OBDDs aus einem Booleschen Ausdruck.
Nachtra¨glich lassen sich nun unsere Reduktionsregeln anwenden, und man erha¨lt einen
reduzierten OBDD. Dieser Weg erscheint etwas umsta¨ndlich und aufwendig. Ein an-
derer Ansatz versucht daher schon bei der Konstruktion darauf zu achten, daß alle
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auftretenden OBDDs in reduzierter Form gehalten werden. Jede Unterfunktion darf
also nur einmal repra¨sentiert werden.
Bei jedem zu erzeugenden Knoten v mit der Variablenbeschriftung var(v) = xi, dem
0-Nachfolgerknoten low(v) und dem 1-Nachfolgerknoten high(v) muß also u¨berpru¨ft
werden, ob ein Knoten mit denselben Komponenten schon existiert. Ist dies der Fall,
wird kein neuer Knoten erzeugt, sondern der bereits existierende verwendet.
Wir wollen im folgenden die einfache Datenstruktur
1 ROBDD ≡
2 begin
3 root : integer;
4 var, low, high : array of integer;
5 end.
zur Repra¨sentation von ROBDDs verwenden. Jeder Knoten eines ROBDDs wird also
durch eine natu¨rliche Zahl, seinem Index in der Tabelle, eindeutig bestimmt. Dabei
sind 0 und 1 selbstversta¨ndlich fu¨r die terminalen Knoten reserviert. Der Eintrag root
bezeichnet den Wurzelknoten des ROBDDs. Die Variablenbeschriftung xi eines Kno-
tens wird durch ihre Position in der Variablenordnung beschrieben. Zur Vereinfachung
der nachfolgenden Algorithmen wollen wir weiterhin vereinbaren, daß die Knoten 0
und 1 den Variablenindex |pi|+ 1 zugeordnet bekommen.









u var low high
0 4
1 4
2 3 0 1
3 3 1 0
4 2 3 2
5 1 2 4
Abbildung 3.4: ROBDD mit entsprechender Datenstruktur.
Die Frage, ob ein Knoten v, repra¨sentiert durch das Tripel (i, low[v], high[v]), schon
vorhanden ist, muß durch Suchen in der ROBDD-Datenstruktur beantwortet werden.
Um diese Suche effizient zu gestalten, verwendet man eine Hashtabelle UniqueTable,
die fu¨r jeden Hashwert eines Knotentripels einen Verweis auf einen entsprechenden
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Knoten im ROBDD liefert. Da es mo¨glich ist, daß verschiedene Tripel auf den gleichen
Wert abgebildet werden, implementiert man die UniqueTable als Feld von Kollisi-
onslisten. Wurde eine gute Hashfunktion gewa¨hlt, so entha¨lt jede Kollisionsliste nur
wenige Elemente, so daß ein zu einem Tripel geho¨riger Knoten schnell gefunden werden
kann. Wir gehen daher im weiteren bei der Aufwandsabscha¨tzung der Algorithmen von
einem konstanten Aufwand O(1) fu¨r die Operationen auf Hashtabellen aus.
Algorithmus 2 (Erzeugung eines ROBDDs aus einem Booleschen Ausdruck)
1 BuildROBDD(F, pi) ≡
2 B := new(ROBDD);
3 UniqueTable := new(HashTable);
4 max := 1;
5
6 func MakeNode(B, i, v0, v1,max) ≡
7 if v0 = v1 then return v0
8 else
9 tmp := lookup(i, v0, v1);
10 if tmp 6= −1 then return tmp
11 else
12 max := max+ 1;
13 B.var[max] := i;
14 B.low[max] := v0;
15 B.high[max] := v1;






22 func build(F, i) ≡
23 if i > |pi| then
24 if F = false then return 0 else return 1 fi
25 else
26 v0 := build(replaceVarInTerm(F, i, false), i+ 1);
27 v1 := build(replaceVarInTerm(F, i, true), i+ 1);





33 B.root := build(F, 1);
34 return B
35 end.
Der Algorithmus 2 (BuildROBDD) erzeugt aus einem Booleschen Ausdruck F und einer
vorgegebenen Variablenordnung pi den zugeho¨rigen ROBDD. Neu zu erzeugende Kno-
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ten werden durch die Funktion MakeNode behandelt. Diese Funktion u¨berpru¨ft unter
Verwendung der Hashtabelle UniqueTable die Existenz eines Knotens. Ist ein Knoten
schon vorhanden, wird dessen Index, ansonsten der Index des neu erzeugten Knotens
zuru¨ckgegeben. Dadurch wird die Reduziertheit des ROBDDs garantiert. MakeNode
verwendet zum Bearbeiten der Hashtabelle UniqueTable die Operationen: lookup und
insert. Die Funktion lookup(i, v0, v1) sucht nach einem durch das Tripel (i, v0, v1) spezi-
fizierten Knoten und gibt dessen Nummer, falls der Knoten existiert, zuru¨ck. Existiert
ein solcher Knoten nicht, wird −1 zuru¨ckgegeben. Die Funktion insert(i, v0, vi, u) tra¨gt
den noch nicht vorhandenen Knoten u in die Hashtabelle ein.
3.2.4 Operationen auf ROBDDs
Die Grundlage fu¨r ein effizientes Arbeiten mit ROBDDs ist eine geschickte Implemen-
tierungstechnik der entsprechenden Operatoren.
Bina¨re Boolesche Operatoren
Sei ? ∈ { ·,+ } ein bina¨rer Boolescher Operator und f , g zwei n-stellige Schaltfunktio-
nen in ROBDD-Darstellung. Zur Berechnung der Schaltfunktion f ? g verwendet man
die Shannon-Entwicklung bzgl. der in der Variablenordnung fu¨hrenden Variablen xi.
f ? g = xi · (fxi ? gxi) + xi · (fxi ? gxi)
Berechnet man nun rekursiv die beiden ROBDDs B0 und B1 der Funktionen fxi ? gxi
und fxi ? gxi , so la¨ßt sich die Funktion f ? g einfach dadurch erzeugen, daß man einen
Knoten v mit der Beschriftung var(v) = xi erzeugt und dessen 0-Kante auf B0 und
dessen 1-Kante auf B1 zeigen la¨ßt.
Achtet man beim Erzeugen neuer Knoten auf die Reduziertheit, d. h. verwendet man
die Funktion MakeNode, ist der Ergebnis-ROBDD einer bina¨ren Booleschen Operation
wiederum ein reduzierter OBDD.
Das hier vorgestellte Verfahren hat den Nachteil, daß durch das rekursive Verfahren
zur Erzeugung der Unterba¨ume alle Shannon-Zerlegungen explizit ausgefu¨hrt werden
mu¨ssen. Man muß also letztendlich 2n Teilprobleme bearbeiten.
Dies la¨ßt sich mit der folgenden U¨berlegung effizienter gestalten. Bei jedem rekursiven
Aufruf werden zwei Argumente verwendet. Diese Argumente stellen jeweils Unterfunk-
tionen von f und g dar. Jede Unterfunktion wiederum korrespondiert mit genau einem
ROBDD-Knoten. Zur Vermeidung von Mehrfachaufrufen mit gleichen Argumentpaa-
ren protokolliert man daher die schon berechneten Resultate in einer Tabelle. Dadurch
lassen sich Mehrfachaufrufe durch einfaches Nachsehen in der Tabelle ersetzen. Die ur-





Seien die beiden Schaltfunktionen f und g durch die ROBDDs F und G bezu¨glich
der gleichen Variablenordnung pi repra¨sentiert. Fu¨r jede bina¨re Boolesche Operation ?
kann der ROBDD fu¨r die Funktion f ? g bezu¨glich pi in der Zeit O(size(F ) · size(G))
bestimmt werden.
Der Algorithmus 3 (BinOP) berechnet die Schaltfunktion f ? g fu¨r eine bina¨re Boole-
sche Operation ? und zwei als ROBDD repra¨sentierte Schaltfunktionen f und g. Zur
Speicherung der schon berechneten Resultate verwendet der Algorithmus die Tabelle
ResultTable. Diese la¨ßt sich effizient durch eine Hashtabelle implementieren.
Algorithmus 3 (Bina¨re Boolesche Operatoren auf ROBDDs)
1 BinOP(op, F,G) ≡
2 B := new(ROBDD);
3 UniqueTable := new(HashTable);
4 ResultTable := new(HashTable);
5 max := 1;
6
7 func apply(u1, u2) ≡
8 if ResultTable[u1, u2] 6= empty then return ResultTable[u1, u2] fi;
9 if u1 ∈ { 0, 1 } ∧ u2 ∈ { 0, 1 } then res := op(u1, u2)
10 elsif F.var[u1] = G.var[u2] then
11 v0 := apply(F.low[u1], G.low[u2]);
12 v1 := apply(F.high[u1], G.high[u2]);
13 res := MakeNode(B,F.var[u1], v0, v1,max)
14 elsif F.var[u1] < G.var[u2] then
15 v0 := apply(F.low[u1], u2);
16 v1 := apply(F.high[u1], u2);
17 res := MakeNode(B,F.var[u1], v0, v1,max)
18 else /∗ F.var[u1] > G.var[u2] ∗/
19 v0 := apply(u1, G.low[u2]);
20 v1 := apply(u1, G.high[u2]);
21 res := MakeNode(B,G.var[u2], v0, v1,max)
22 fi









Sei f eine n-stellige Schaltfunktion in ROBDD-Darstellung. Das Komplement f der
Schaltfunktion ergibt sich durch das Vertauschen der Kanten, die auf die termina-
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len Knoten zeigen. Kanten, die auf den 0-Knoten zeigen, werden auf den 1-Knoten
umgelenkt und umgekehrt (vgl. Abbildung 3.5).
x1 x1
x2 x2
x3 x3 x3 x3
0 01 1
Abbildung 3.5: ROBDDs fu¨r die Funktionen f und f .
Der Algorithmus 4 (Komplement) berechnet das Komplement durch einen Durchlauf
des ROBDDs. Dabei wird beim Erreichen eines terminalen Knotens dessen komple-
menta¨rer Knoten erzeugt und der ROBDD beim Aufsteigen neu zusammengesetzt.
Der Aufwand der Komplementbildung ist also durch die ROBDD-Gro¨ße beschra¨nkt.
Satz 14
Sei die Schaltfunktion f durch den ROBDD F bezu¨glich der Variablenordnung pi re-
pra¨sentiert. Der ROBDD des Komplements von f bezu¨glich der Variablenordnung pi
kann in der Zeit O(size(F )) bestimmt werden.
A¨quivalenztest
Seien f und g zwei n-stellige Schaltfunktionen. Die A¨quivalenz der durch die ROBDDs
F und G repra¨sentierten Schaltfunktionen ist durch einen Isomorphietest zu bewerk-
stelligen. Normalerweise werden dazu beide ROBDDs parallel in einer Tiefensuche von
den Wurzeln aus durchlaufen. Bei jedem U¨bergang zu den 0- bzw. 1-Nachfolgern der
beiden aktuellen Knoten wird die Beschriftung der beiden Knoten verglichen. Sind
diese fu¨r alle Knoten gleich, beschreiben F und G die gleiche Schaltfunktion (vgl.
Algorithmus 5 (A¨quivalenz)).
Satz 15
Seien die Schaltfunktionen f und g durch die ROBDDs F und G bezu¨glich der gleichen
Variablenordnung pi repra¨sentiert. Der A¨quivalenztest fu¨r die zwei Darstellungen kann




1 Komplement(F ) ≡
2 B := new(ROBDD);
3 UniqueTable := new(HashTable);
4 ResultTable := new(HashTable);
5 max := 1;
6
7 func compl(u) ≡
8 if u = 0 then return 1 fi;
9 if u = 1 then return 0 fi;
10 if ResultTable[u] 6= empty then return ResultTable[u] fi;
11 v0 := compl(F.low[u]);
12 v1 := compl(F.high[u]);
13 res := MakeNode(B,F.var[i], v0, v1,max);










2 ResultTable := new(HashTable);
3
4 func equiv(u1, u2) ≡
5 if u1 ∈ { 0, 1 } ∨ u2 ∈ { 0, 1 } then return (u1 = u2) fi;
6 if F.var[u1] 6= G.var[u2] then return false fi;
7 if ResultTable[u1, u2] 6= empty then return ResultTable[u1, u2] fi;
8 res := equiv(B.low[u1], B.low[u2]) ∧ equiv(B.high[u1], B.high[u2]);










Die letzte fu¨r uns wichtige Operation im Umgang mit ROBDDs ist die Cofaktor-
Bildung. Sei f eine n-stellige Schaltfunktion, die durch einen ROBDD F dargestellt
ist. Die Berechnung des negativen bzw. positiven Cofaktors bezu¨glich einer Variablen
xi basiert auf der Suche aller Knoten mit dem Variablenindex i. Wird ein solcher
Knoten gefunden, so ersetzt man ihn durch seinen 0- bzw. 1-Nachfolger (vgl. Algo-
rithmus 6 (Cofaktor)). Der sich ergebende ROBDD entha¨lt somit keinen Knoten mit
Variablenindex i.
Satz 16
Sei die Schaltfunktion f durch den ROBDD F bezu¨glich der Variablenordnung pi re-
pra¨sentiert. Der negative bzw. positive Cofaktor von f bezu¨glich xi kann in der Zeit
O(size(F )) bestimmt werden.
Bottom-Up-Konstrunktion von ROBDDs
Die Verfahren zur Komplementbildung bzw. zur Berechnung von bina¨ren Operationen
auf ROBDDs bieten eine weitere Mo¨glichkeit, ROBDDs aus einem Booleschen Aus-
druck zu konstruieren. Dazu geht man von den elementaren ROBDDs (Abbildung 3.6)
aus und setzt diese, basierend auf dem strukturellen Formelaufbau, unter Anwendung
der entsprechenden ROBDD-Operationen zusammen.
true xifalse
0 1 0 1 0 1
xi
Abbildung 3.6: Elementare ROBDDs
3.2.5 Effiziente Implementierung
Die Geschwindigkeit von Anwendungen, die ROBDDs verwenden, ha¨ngt sehr stark
von der Effizienz der zugrunde liegenden ROBDD-Datenstruktur und den Operatio-
nen auf dieser Datenstruktur ab. Die Arbeit von K. Brace, R. Rudell und R. Bryant
[BRB90] bildet die Grundlage fu¨r eine Reihe von schnellen und speichereffizienten Im-
plementierungen der grundlegenden ROBDD-Konzepte und -Operationen. Vier der in




1 Cofaktor(F, i, value) ≡
2 B := new(ROBDD);
3 UniqueTable := new(HashTable);
4 ResultTable := new(HashTable);
5 max := 1;
6
7 func restrict(u) ≡
8 if u ∈ { 0, 1 } then return u fi;
9 if ResultTable[u] 6= empty then return ResultTable[u] fi;
10 if (F.var[u] = i) ∧ (value = 0) then res := restrict(F.low[u])
11 elsif (F.var[u] = i) ∧ (value = 1) then res := restrict(F.high[u])
12 elsif F.var[u] < i then
13 v0 := restrict(F.low[u]);
14 v1 := restrict(F.high[u]);
15 res := MakeNode(B,F.var[u], v0, v1,max)
16 else /∗ F.var[u] > i ∗/
17 v0 := restrict(F.low[u]);
18 v1 := restrict(F.high[u]);
19 res := MakeNode(B,F.var[u]− 1, v0, v1,max)
20 fi











Die Idee, gleiche Untergraphen eines ROBDDs nur einmal zu repra¨sentieren, la¨ßt
sich natu¨rlich auch auf mehrere ROBDDs erweitern. Man repra¨sentiert dazu mehre-
re Schaltfunktionen in einem einzigen gerichteten azyklischen Graphen mit mehreren
Wurzeln. Diese Form der Darstellung wird Shared ROBDDs genannt und basiert auf
den Arbeiten [BRB90, MIY90].
Die gemeinsame Nutzung von Untergraphen zwischen verschiedenen Funktionen spart
Rechenzeit und Speicherplatz.
Man modifiziert dazu die ROBDD-Datenstruktur. Die Komponente root wird entfernt
und die verbleibenden Tabellen werden von allen ROBDDs gemeinsam genutzt. Jeder
ROBDD wird dann nur noch durch einen Index in die Tabellen (auf seinen Wurzel-
knoten) repra¨sentiert.
Durch die Nutzung einer gemeinsamen Datenstruktur zur Speicherung aller erzeug-
ten ROBDDs erhalten wir auch einen sehr einfachen und schnellen A¨quivalenztest.
Da zwei a¨quivalente Schaltfunktionen die gleiche ROBDD-Darstellung besitzen und
gemeinsame Unterfunktionen nur einmal repra¨sentiert werden, folgt, daß die beiden
Schaltfunktionen den gleichen Wurzelknoten besitzen mu¨ssen. Ein A¨quivalenztest be-
steht also nur aus einem Vergleich der Wurzelknoten, d. h. aus einem Indexvergleich,
was sich in konstanter Zeit ausfu¨hren la¨ßt.
Garbage-Collection
Bei unserer getrennten Speicherung der ROBDDs genu¨gt zur Verwaltung der noch
freien Knoten eine Variable max, die als Zeiger auf die zuletzt vergebene Position
eines Knotens im ROBDD dient.
Bei Operationen auf Shared ROBDDs ko¨nnen Knoten bzw. ganze Unterba¨ume u¨ber-
flu¨ssig werden. Die von ihnen belegten Knoten befinden sich in der gleichen Daten-
struktur wie die noch beno¨tigten Knoten. Daher genu¨gt eine einfache Freispeicherver-
waltung nicht mehr.
Man verwendet aus diesem Grund ein Garbage-Collection-Verfahren, um den unno¨tig
belegten Speicherplatz zur Wiederverwendung freizugegeben. Das Garbage-Collection-
Verfahren markiert zu diesem Zweck alle von den Wurzelknoten erreichbaren Knoten
und fu¨gt alle anderen Knoten in einer Liste zusammen. Bei der Erzeugung eines Kno-
tens verwendet man also die Liste der freien Knoten, um seine Position zu ermitteln.
Komplementa¨rkanten
Die ROBDD-Darstellungen einer Schaltfunktion f und deren Komplement f unter-
scheiden sich, wie wir wissen, nur durch die beiden vertauschten terminalen Knoten.
Durch die Einfu¨hrung einer Kantenbeschriftung, die eine Kante als komplementierte
Kante auszeichnet, ist es mo¨glich, eine Schaltfunktion und deren Komplement mit dem
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gleichen ROBDD darzustellen. Man interpretiert eine Komplementa¨rkante wie folgt:
Ist ein Unterbaum eines Knotens u¨ber eine normale Kante erreichbar, so wird dieser in
der urspru¨nglichen Weise interpretiert. Ist dagegen ein Unterbaum u¨ber eine komple-
menta¨re Kante angebunden, so wird er wie das Komplement der durch den Unterbaum
repra¨sentierten Schaltfunktion interpretiert. Das Komplement einer Schaltfunktion f
unterscheidet sich also nur durch eine komplementierte Kante auf den Wurzelknoten
des f repra¨sentierenden ROBDDs. Man beno¨tigt daher auch nur einen terminalen
Knoten, da sich ein terminaler Knoten durch das Komplement des jeweils anderen
darstellen la¨ßt.
Die drei Kanten eines Knotens (eine eingehende und zwei ausgehende Kanten) bieten
acht unterschiedliche Mo¨glichkeiten zur Komplementierung an. Es stellt sich heraus,
daß jeweils zwei der acht Mo¨glichkeiten a¨quivalent sind. Aufgrund dieser Redundanz
verliert diese Darstellungsvariante die Kanonizita¨t. Schra¨nkt man allerdings die Ver-
gabe der komplementa¨ren Kanten ein (z. B. 1-Kanten du¨rfen nicht komplementiert
werden), so erha¨lt man auch mit den komplementierten Kanten eine kanonische Dar-
stellung.
Durch die Einfu¨hrung von komplementierten Kanten erha¨lt man nicht nur eine Spei-
cherplatzreduzierung, sondern auch eine in konstanter Zeit ausfu¨hrbare Komplement-
Operation.
Cache-basierte Hashtabellen
Die zur Vermeidung von Mehrfachaufrufen mit gleichen Argumenten verwendete Ta-
belle ResultTable wird meist zum Einsparen von Speicherplatz durch eine cache-
basierte Hashtabelle implementiert. Dadurch ist es nur mo¨glich, eine fest vorgegebene
Anzahl von Resultaten zu speichern. Den so eingesparten Speicherplatz erkauft man
sich durch einen erho¨hten Berechnungsaufwand. Durch das begrenzte Speichern der
Resultate besteht die Mo¨glichkeit, daß schon berechnete Ergebnisse vergessen werden
und daher spa¨ter nochmals zu berechnen sind. Im Extremfall kann es dazu fu¨hren,
daß eine exponentielle Anzahl von Berechnungen no¨tig ist. Dies tritt aber bei einer
geeignet gewa¨hlten Hashfunktion (ho¨chst) selten auf.
3.2.6 Variablenordnung
Die Darstellung einer Schaltfunktion mit Hilfe eines ROBDDs setzt eine fest vorgege-
bene Variablenordnung voraus. Diese kann einen entscheidenden Einfluß auf die Gro¨ße
der ROBDD-Darstellung und damit auf den Speicher- und Rechenzeitbedarf haben.
Die Abbildung 3.7 zeigt zwei a¨quivalente ROBDDs mit unterschiedlichen Variablen-
ordnungen.
Eine ”gute“ Variablenordnung kann zu einer sehr kompakten Darstellung und infolge-
dessen zu geringen Rechenzeiten fu¨hren, wa¨hrend eine ungu¨nstige Variablenordnung
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x1 < x3 < x2 < x4 x1 < x2 < x3 < x4
x1
x3 x3
x2 x2 x2 x2
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Abbildung 3.7: Zwei ROBDDs der Funktion f = (x1x2 + x1x2)(x3x4 + x3x4) mit un-
terschiedlichen Variablenordnungen.
die U¨berschreitung des physikalisch vorhandenen Speichers nach sich ziehen und damit
einen Abbruch der gesamten Berechnung verursachen kann. Man ist daher bestrebt,
mo¨glichst gute Variablenordnungen fu¨r ROBDD-Darstellungen zu finden. Im wesent-
lichen gibt es dafu¨r zwei Vorgehensweisen.
Die erste basiert auf heuristischen Verfahren, die strukturelle Informationen u¨ber die
Anwendung verwenden, welche als Boolesche Funktion modelliert wird. Sollen zum
Beispiel die erreichbaren Zusta¨nde eines Petrinetzes als ROBDD repra¨sentiert werden,
so bieten sich Aussagen u¨ber die nicht gleichzeitige Belegbarkeit von Stellen [SY96,
Spr98] als Heuristik fu¨r eine gute Variablenordnung an.
Durch empirische Untersuchungen haben sich folgende Grundregeln fu¨r eine gu¨nstige
Variablenordnung herausgestellt:
1. Variablen, die stark voneinander abha¨ngen, sollten auch in der Variablenordnung
nahe beieinander stehen. Man beno¨tigt zur Darstellung der Formel (x1 ·x2)+(x3 ·
x4) + · · ·+ (x2n−1 · x2n) mit der Variablenordnung x1 < x2 < · · · < x2n−1 < x2n
nur 2n Knoten, wogegen man mit der Variablenordnung x1 < xn+1 < x2 <
xn+2 < · · · < xn < x2n (2n+1 − 2) Knoten beno¨tigt.
2. Variablen, die die Schaltfunktion stark beeinflussen, sollten nahe an den termi-
nalen Knoten liegen, da dort die Knotenanzahl potentiell ho¨her ist.
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Das Problem dieses Ansatzes liegt nicht nur in der Schwierigkeit, eine gute Heuristik
fu¨r eine Problemklasse zu finden, sondern auch darin, daß eine fu¨r den endgu¨ltigen
ROBDD gu¨nstige Variablenordnung nicht notwendigerweise optimal fu¨r die bei der
Konstruktion entstehenden Zwischen-ROBDDs sein muß.
Die zweite Vorgehensweise besteht daher darin, wa¨hrend des Berechnungsprozesses ei-
nes ROBDDs die Variablenordnung dynamisch anzupassen. Dazu wird versucht, beim
Erreichen eines Speicherlimits durch Permutation der Variablenordnung einen ROBDD
mit mo¨glichst geringer Gro¨ße zu konstruieren. Diese Variablenordnung wird dann fu¨r
die na¨chsten Berechnungsschritte bis zum Wiedererreichen des Speicherlimits verwen-
det. Leider gibt es kein effizientes Verfahren, welches uns die optimale Umordnung der
Variablen angibt, so daß uns nur der Weg des Ausprobierens bleibt. Dies fu¨hrt dazu,
daß die Suche nach einer guten Variablenordnung extrem aufwendig ist. Der Aufwand
kann durch Heuristiken, die die Anzahl der Permutationen nach bestimmten Kriterien
einschra¨nken, zwar reduziert werden, doch muß man sich dann auch mit suboptimalen
Variablenordnungen zufriedengeben. Beispiele fu¨r solche Heuristiken findet man in den
Arbeiten [FMK91, ISY91, Rud93].
Beide Vorgehensweisen erga¨nzen sich meist sehr gut, so daß sie ha¨ufig kombiniert ein-
gesetzt werden. Man beginnt mit einer guten, aus strukturellen Informationen gewon-
nenen Variablenordnung und benutzt die dynamische Umordnung, um Korrekturen
bzw. Optimierungen fu¨r die Zwischenresultate zu erhalten.
Es stellt sich nun die Frage, ob alle Booleschen Funktionen sich durch eine geschickt
gewa¨hlte Variablenordnung kompakt darstellen lassen, oder ob es Funktionen gibt, fu¨r
die dies nicht mo¨glich ist. Leider ist es sogar der Fall, daß eine kompakte Darstellungs-
form fu¨r fast alle Booleschen Funktionen nicht mo¨glich ist. Dies belegt der folgende
Satz.
Satz 17
Nahezu alle n-stelligen Schaltfunktionen beno¨tigen in ihren ROBDD-Darstellungen
mindestens 2
n
2n Knoten. Des weiteren sind nahezu alle Schaltfunktionen nicht sensi-
tiv bezu¨glich der verwendeten Variablenordnung.
Beweis: Siehe [LL92]. 2
Trotz dieses ernu¨chternden Ergebnisses erfreuen sich ROBDDs großer Popularita¨t.
Dies ist darauf zuru¨ckzufu¨hren, daß viele Schaltfunktionen in realen Anwendungen
glu¨cklicherweise sehr kompakte Darstellungen erlauben.
Zusammenfassend ergeben sich folgende Faktoren, die die Gro¨ße einer als ROBDD
repra¨sentierten Schaltfunktion beeinflussen:
1. Die Art des modellierten Problems.
2. Die Anzahl der beno¨tigten Variablen zur Codierung als ROBDD.




Bina¨re Entscheidungsgraphen eignen sich zur Darstellung von Schaltfunktionen. Aber
erst durch Hinzunahme von Ordnungsbedingungen und Reduktionsmechanismen er-
ha¨lt man eine kanonische Darstellungsform, die die fu¨r die Praxis relevanten Schalt-
funktionen kompakt darstellt. Wichtig fu¨r die Gro¨ße der Darstellung ist meist die
Wahl der Variablenordnung. Eine Mo¨glichkeit zur Bestimmung guter Variablenord-
nungen basiert auf heuristischen Verfahren, die die Struktur des Modells ausnutzen.
Durch spezielle Datenstrukturen und Algorithmen ist es mo¨glich, ROBDDs rechner-
gestu¨tzt auf viele Probleme der Informatik anzuwenden. Einer dieser Problemkreise
ist die kompakte Darstellung und Handhabung großer Mengen bzw. großer Zustands-






Als Repra¨sentation der Interleaving-Semantik von Petrinetzen wird der Erreichbar-
keitsgraph bei vielen Verfahren zur Verifikation von Petrinetzeigenschaften benutzt.
Da die Knoten des Erreichbarkeitsgraphen den Markierungen des Petrinetzes entspre-
chen, ist man sofort mit dem Problem der Zustandsraumexplosion konfrontiert.
In den letzten Jahren haben sich sogenannte ”symbolische“ Verfahren im Umgang
mit großen Mengen als sehr erfolgreich erwiesen. Diese Verfahren beschreiben Mengen
durch Terme bzw. Formeln und nicht durch ein explizites Aufza¨hlen aller Elemente. Zu
diesen Verfahren geho¨ren z. B. die Darstellung von Mengen als Nullstellenmengen von
Polynomidealen [Spr97b], so wie auch die im vorherigen Kapitel eingefu¨hrte Darstel-
lung als Schaltfunktionen. Diese Art von Beschreibungen hat den Vorteil, daß große
Mengen durch meist sehr kleine Umschreibungen (Formeln) bzw. durch Umschreibun-
gen, die sich sehr kompakt darstellen lassen, ausdru¨ckbar sind.
Als eine kompakte und effiziente Darstellung von Schaltfunktionen haben wir schon
die ROBDDs kennengelernt. Diese wollen wir im folgenden nutzen, um durch Schalt-
funktionen beschriebene Zustandsmengen zu bearbeiten und somit Eigenschaften von
Petrinetzen zu verifizieren.
Es sei nochmals darauf hingewiesen, daß wir nur sichere Petrinetze betrachten wollen.
Die folgenden Aussagen lassen sich aber auf beliebige beschra¨nkte Petrinetze u¨bertra-
gen.
4.1 Der fundamentale Isomorphismus
Eine Markierung m eines sicheren Petrinetzes N = [S, T, F,m0] kann als Menge M
von Stellen aus S repra¨sentiert werden. Hierbei gilt, daß eine Stelle s in M enthalten
ist, wenn s bei m markiert ist.
Des weiteren kann jede Menge von Markierungen aus RN (m0) als MengeM von Teil-
mengen von Stellen repra¨sentiert werden, so daß jede Menge von Stellen M ∈M einer
Markierung aus RN entspricht. Bezeichne 2S die Potenzmenge von S. Dann ist das
Tupel (2(2
S),∪,∩, ,¯ ∅, 2S) die endliche Boolesche Algebra der Mengen von (sicheren)
Markierungen von N . Diese Mengenalgebra ist isomorph zu der durch die n-stellige
Schaltfunktionen induzierten Booleschen Algebra (vgl. Satz 9).
Wir ko¨nnen daher s sowohl als Stelle aus S sowie auch als Variable in der Booleschen
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Algebra der n-stelligen Schaltfunktionen betrachten. Ebenso bezeichnet M sowohl eine
Markierung sowie auch die Menge der bei einer Markierung markierten Stellen.
Jede Markierung M ∈ 2S la¨ßt sich also eindeutig durch einen Vektor aus Bn darstellen.
Die bijektive Abbildung C: 2S −→ Bn, M 7→ (s1, . . . , sn) mit
si :=
{
0, falls si 6∈M
1, falls si ∈M
verdeutlicht diese Beziehung. Betrachtet man z. B. die Initialmarkierung { s1, s6 } des
Petrinetzes aus Abbildung 2.1, so la¨ßt sich diese sowohl als Vektor (1, 0, 0, 0, 0, 1) ∈ B6
sowie auch als Boolescher Ausdruck s1 ∧ ¬s2 ∧ ¬s2 ∧ ¬s3 ∧ ¬s4 ∧ ¬s5 ∧ s6 darstellen.
Durch die Bijektion C kann man jeder Menge von Markierungen M ⊆ 2S die korre-
spondierende Menge von Vektoren V ⊆ Bn durch
V := { v ∈ Bn | ∃M ∈M, v = C(M) }
zuordnen. Dadurch ko¨nnen wir die charakteristische Funktion χM von M als eine
n-stellige Schaltfunktion definieren, die als Resultat fu¨r alle Vektoren, die einer Mar-
kierung aus M entsprechen, eine 1 ergibt. Es gilt also χM = χV .
Alle Mengenoperationen auf Markierungsmengen ko¨nnen also als logische Operationen
ihrer charakteristischen Funktionen betrachtet werden. Seien M,M′ ⊆ 2S dann gilt:
• χM∪M′ = χM ∨ χM′
• χM∩M′ = χM ∧ χM′
• χM = χM ∧ χ2S
Dies ermo¨glicht uns Markierungsmengen durch ihre charakteristischen Funktionen als
ROBDD darzustellen. Wir erhalten dadurch eine kompakte und effiziente Darstel-
lungsform fu¨r Mengen von Markierungen, die uns gleichzeitig schnelle Operationen
zur Verarbeitung bietet.
Dieser Ansatz la¨ßt sich auch zur Repra¨sentation bina¨rer Relationen zwischen Mar-
kierungsmengen verwenden. Eine solche bina¨re Relation R ⊆ M ×M′ beno¨tigt zur
Darstellung der beiden unterschiedlichen Markierungsmengen verschiedene Variablen.
Seien daher { s1, . . . , sn } die Booleschen Variablen vonM und { s′1, . . . , s′n } die Boole-
schen Variablen von M′. Die charakteristische Funktion der Relation R ist definiert
als
χR(s1, . . . , sn, s′1, . . . , s
′
n) = 1⇐⇒
∃(M,M ′) ∈ R [C(M) = (s1, . . . , sn) ∧ C(M ′) = (s′1, . . . , s′n)].
Die Menge der Markierungen ausM, die in Relation zu Markierungen ausM′ stehen,
wird wie folgt definiert:
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R(M) := {M ∈M | ∃M ′ ∈M′, (M,M ′) ∈ R }.
Die charakteristische Funktion χR(M) von R(M) ergibt sich durch:
χR(M)(s1, . . . , sn) := ∃s′1,...,s′nχR(s1, . . . , sn, s′1, . . . , s′n).
Analog la¨ßt sich auch die Menge der Markierungen ausM′, die in Relation zu Markie-
rungen aus M stehen, definieren. Ihre charakteristische Funktion χR(M′) ergibt sich
dann durch:
χR(M′)(s′1, . . . , s
′
n) := ∃s1,...,snχR(s1, . . . , sn, s′1, . . . , s′n).
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Die Struktur eines Petrinetzes definiert eine Menge von Zustandsu¨bergangsfunktionen,
die wiederum das dynamische Verhalten des Petrinetzes bestimmen. Die Zustands-
u¨bergangsfunktion einer Transition t ∈ T ist eine Funktion der Form:
δ: 2S × T −→ 2S , δ(M, t) :=
{
M ′, falls M t−→M ′
∅, sonst
welche eine Markierung M ∈ 2S in eine Markierung M ′ ∈ 2S durch Schalten von t ∈ T
u¨berfu¨hrt. Dabei nehmen wir an, daß t bei M schaltfa¨hig ist, ansonsten erha¨lt man als
Ergebnis δ(M, t) = ∅. Dies entspricht der Ein-Schritt-Erreichbarkeit bei Petrinetzen.
Das Schalten von Transitionen la¨ßt sich von einzelnen Markierungen auch auf Markie-
rungsmengen erweitern.
post: 2(2
S) × T −→ 2(2S), post(M, t) := {M ′ ∈ 2S | ∃M ∈M, M t−→M ′ }
Die Funktion post u¨berfu¨hrt eine Markierungsmenge M in eine Menge von Markie-
rungen M′, die aus M durch Schalten von t erreichbar sind. Wir verwenden dabei
ha¨ufig die Schreibweise: postt(M) := post(M, t). Das Schaltverhalten des gesamten
Petrinetzes ergibt sich dann als die Funktion:
postT : 2(2




Diese vorwa¨rts gerichtete Beschreibung der Petrinetzdynamik hat ein ru¨ckwa¨rts ge-




S) × T −→ 2(2S), pre(M, t) := {M ′ ∈ 2S | ∃M ∈M, M ′ t−→M }
preT : 2(2




beschrieben wird. Dabei beschreibt pret(M) (bzw. preT (M)) die Menge der Markie-
rungen, die in einem Schritt durch Schalten von t (bzw. einer beliebigen Transition
aus T ) eine Markierung aus M erreichen.
Markierungsmengen lassen sich, wie schon beschrieben, durch ihre charakteristische
Funktion repra¨sentieren und sind daher durch die Standardoperationen der Booleschen
Algebra manipulierbar.
Im wesentlichen gibt es zwei verschiedenen Arten, wie sich die Zustandsu¨bergangs-
funktionen und damit die Dynamik eines Petrinetzes mit Booleschen Operationen
modellieren lassen, die in den beiden folgenden Abschnitten beschrieben werden.
4.2.1 Zustandsu¨bergangsrelationen
Der erste Ansatz beschreibt die Zustandsu¨bergangsfunktionen als Zustandsu¨bergangs-
relationen (vgl. [PRCB94]). Eine Zustandsu¨bergangsrelation ist dabei eine bina¨re Re-
lation, die den Bezug zwischen Vor- und Nachzusta¨nden beschreibt. Dazu beno¨tigen
wir zwei unterschiedliche Sa¨tze von Booleschen Variablen zur Beschreibung der Stel-
lenbelegungen. Wir wollen { s1, . . . , sn } fu¨r die Bezeichnung der Booleschen Variablen
der Vorzusta¨nde und { s′1, . . . , s′n } fu¨r die Nachzusta¨nde verwenden. Die Zustandsu¨ber-
gangsrelation fu¨r eine Transition t ∈ T la¨ßt sich dann wie folgt definieren:















Der erste Faktor hat die Bedeutung, daß alle Vorstellen von t vor dem Schalten mar-
kiert sein mu¨ssen. Der zweite und dritte Faktor beschreiben die Markierungen der
Stellen nach dem Schalten, wobei alle Nachstellen markiert sein mu¨ssen und alle ech-
ten Vorstellen keine Marke mehr enthalten du¨rfen. Der letzte Faktor besagt, daß alle
anderen Stellen unvera¨ndert bleiben. Wir verwenden dafu¨r die abku¨rzende Schreibwei-
se a = b :⇐⇒ (a ∧ b) ∨ (¬a ∧ ¬b). Da wir nur sichere Petrinetze betrachten, eru¨brigt
sich die Forderung nach unmarkierten Nachstellen einer schaltfa¨higen Transition.
Aus den Zustandsu¨bergangsrelationen ergeben sich die Zustandsu¨bergangsfunktionen
bezu¨glich der charakteristischen Funktion der Markierungsmenge M wie folgt:
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pret(χM) := ∃s′1,...,s′n(TRt ∧ χM[si ← s′i])
preT (χM) := ∃s′1,...,s′n(
∨
t∈T
TRt ∧ χM[si ← s′i])
postt(χM) := ∃s1,...,sn(TRt ∧ χM)[s′i ← si]
postT (χM) := ∃s1,...,sn(
∨
t∈T
TRt ∧ χM)[s′i ← si]
Die Definition der Zustandsu¨bergangsfunktionen beno¨tigt Variablenumbenennungen.
Diese werden durch [x← y] ausgedru¨ckt, was bedeuten soll, daß die Variable x durch
die Variable y ersetzt wird. Eine solche Umbenennung einer Variablen in einer Schalt-
funktion f la¨ßt sich durch Boolesche Operationen als f [x ← y] := (y · fx) + (y · fx)
definieren.
Beispiel 3 (Schalten von t2, basierend auf der Transitionsu¨bergangsrelation TRt2)
Wir betrachten das Petrinetz aus Abbildung 2.1 mit den MarkierungenM = { {s1, s6},
{s2, s3, s6}, {s2, s5, s6} } und deren charakteristischen Funktion
χM = (s1 ∧ ¬s2 ∧ ¬s3 ∧ ¬s4 ∧ ¬s5 ∧ s6) ∨
(¬s1 ∧ s2 ∧ s3 ∧ ¬s4 ∧ ¬s5 ∧ s6) ∨
(¬s1 ∧ s2 ∧ ¬s3 ∧ ¬s4 ∧ s5 ∧ s6).
Die Transitionsu¨bergangsrelation der zu schaltenden Transition t2 ist
TRt2(s1, . . . , sn, s
′
1, . . . , s
′
n) :=
s2 ∧ s6 ∧ s′4 ∧ s′6 ∧ ¬s′2 ∧ (s1 = s′1) ∧ (s3 = s′3) ∧ (s5 = s′5).
Daraus ergibt sich die charakteristische Funktion χM′′ der Menge der Folgemarkierun-
gen M′′ von M wie folgt:
χM′′ = postt2(χM)
= ∃s1∃s2∃s3∃s4∃s5∃s6(TRt2(s1, . . . , sn, s′1, . . . , s′n) ∧ χM)
[s′1 ← s1][s′2 ← s2][s′3 ← s3][s′4 ← s4][s′5 ← s5][s′6 ← s6]
= (¬s1 ∧ ¬s2 ∧ s3 ∧ s4 ∧ ¬s5 ∧ s6) ∨ (¬s1 ∧ ¬s2 ∧ ¬s3 ∧ s4 ∧ s5 ∧ s6).
Als Ergebnis erhalten wir also die Folgemarkierungen M′′ = { {s3, s4, s6}, {s4, s6} }.
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4.2.2 Direkte Beschreibung der Zustandsu¨bergangsfunktionen
Der zweite Ansatz beschreibt Zustandsu¨bergangsfunktionen direkt durch Boolesche
Operationen [PRCB94]. Man geht auch hier von einer durch ihre charakteristische
Funktion beschriebene Markierungsmenge aus und wendet darauf die Booleschen Ope-
rationen Disjunktion, Konjunktion, Komplement und Cofaktorbildung an.
pret(χM) :=
[






























Die hier verwendete abku¨rzende Schreibweise χM{ s1,s2,... } bzw. χM{ s1,s2,... } beschreibt
die Nacheinanderausfu¨hrung der positiven bzw. negativen Cofaktorbildung der Schalt-
funktion χM bezu¨glich der Variablen {s1, s2, . . .}.
Wir wollen anhand eines Beispiels erkla¨ren, wie die Zustandsu¨bergangsfunktion postt
das Schalten einer Transition t ”simuliert“.
Beispiel 4 (Simulation des Schaltens von t2 durch postt2)
Wir betrachten das Petrinetz aus Abbildung 2.1 mit den MarkierungenM = { {s1, s6},
{s2, s3, s6}, {s2, s5, s6} } und deren charakteristischen Funktion
χM = (s1 ∧ ¬s2 ∧ ¬s3 ∧ ¬s4 ∧ ¬s5 ∧ s6) ∨
(¬s1 ∧ s2 ∧ s3 ∧ ¬s4 ∧ ¬s5 ∧ s6) ∨
(¬s1 ∧ s2 ∧ ¬s3 ∧ ¬s4 ∧ s5 ∧ s6).
Die zu schaltende Transition sei t2. Im ersten Schritt berechnen wir den Cofaktor von
χM bezu¨glich der Vorstellen s2 und s6 von t2.
χM{s2,s6} = (¬s1 ∧ s3 ∧ ¬s4 ∧ ¬s5) ∨ (¬s1 ∧ ¬s3 ∧ ¬s4 ∧ s5)
Wir erhalten dadurch alle Markierungen von M, bei denen die Vorstellen s2 und
s6 markiert sind, und entfernen anschließend aus der Beschreibung dieser Menge die
Variable s2 und s6. Im na¨chsten Schritt schra¨nken wir uns auf die Menge der Markie-
rungen ein, bei denen die Vorstellen nicht mehr markiert sind.
χM{s2,s6} ∧ ¬s2 ∧ ¬s6 = (¬s1 ∧ ¬s2 ∧ s3 ∧ ¬s4 ∧ ¬s5 ∧ ¬s6) ∨
(¬s1 ∧ ¬s2 ∧ ¬s3 ∧ ¬s4 ∧ s5 ∧ ¬s6)
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Fu¨r die Nachstellen s4 und s6 der Transition t2 verfahren wir analog wie fu¨r die Vor-
stellen. Wir suchen alle Markierungen, bei denen die Nachstellen nicht markiert sind,
und entfernen anschließend aus der Beschreibung dieser Menge die entsprechenden
negierten Variablen.
[χM{s2,s6} ∧ ¬s2 ∧ ¬s6]{s4,s6} = (¬s1 ∧ ¬s2 ∧ s3 ∧ ¬s5) ∨ (¬s1 ∧ ¬s2 ∧ ¬s3 ∧ s5)
Zuletzt schra¨nken wir uns auf die Menge von Markierungen ein, bei denen die Nach-
stellen markiert sind.
[χM{s2,s6} ∧ ¬s2 ∧ ¬s6]{s4,s6} ∧ s4 ∧ s6 = (¬s1 ∧ ¬s2 ∧ s3 ∧ s4 ∧ ¬s5 ∧ s6) ∨
(¬s1 ∧ ¬s2 ∧ ¬s3 ∧ s4 ∧ s5 ∧ s6)
Als Ergebnis erhalten wir, wie erwartet, die Folgemarkierungen { {s3, s4, s6}, {s4, s6} }.
Der erste Ansatz verwendet Relationen und hat damit den großen Nachteil, daß er
doppelt soviele Variablen beno¨tigt wie der zweite direkte Ansatz. Dies fu¨hrt meist zu
einer gro¨ßeren ROBDD-Darstellung, was sich auf die Effizienz negativ auswirkt. Aus
diesem Grund wollen wir im weiteren Teil dieser Arbeit nach dem zweiten Ansatz
vorgehen und diesen noch weiter verbessern.
4.2.3 Menge der erreichbaren Markierungen
Mit den oben definierten Zustandsu¨bergangsfunktionen la¨ßt sich nun sehr einfach die
Menge der von M0 aus erreichbaren Markierungen eines Petrinetzes N berechnen.
Dies verdeutlicht der Algorithmus 7 (ReachableSet).
Algorithmus 7 (Zustandsmenge)
1 ReachableSet([S, T, F,M0]) ≡
2
3 func FwdReach(M) ≡
4 Old :=M;
5 repeat
6 New := Old;
7 forall t ∈ T do /∗ New := Old ∪ postT (Old) ∗/
8 New := New ∪ postt(Old)
9 od









Zum leichteren Versta¨ndnis werden Mengen und Mengenoperationen verwendet. In
einer Implementierung werden natu¨rlich die Markierungsmengen u¨ber ihre charakte-
ristische Funktion als ROBDD repra¨sentiert und die Mengenoperationen durch die
entsprechenden ROBDD-Operationen ersetzt.
Das bei der Konstruktion der Zustandsmenge verwendete Verfahren basiert auf ei-
nem symbolischen Breitentraversierungsverfahren. In jedem Schritt werden dabei alle
Markierungen berechnet, die von einer bestehenden Markierungsmenge aus durch das
Schalten einer Transition des Petrinetzes erreichbar sind.
Wir wollen die dazu maßgebliche Funktion FwdReach etwas na¨her betrachten.
Die Funktion FwdReach berechnet alle von einer MarkierungsmengeM aus erreichba-
ren Markierungen. Sie basiert dabei auf einer Fixpunktiteration, die in jedem Schritt,
ausgehend von den schon berechneten Markierungen, die neu erreichbaren Markierun-
gen berechnet. Wird keine neue Markierung (d. h. keine, die nicht bereits in einem
vorherigen Schritt erzeugt wurde) mehr generiert, haben wir den Fixpunkt der Be-
rechnung erreicht und das Verfahren terminiert.
Im i-ten Iterationsschritt werden zuerst alle von Oldi durch das Schalten einer belie-
bigen Transition erreichbaren Markierungen erzeugt. Diese werden zusammen mit den
schon in einem fru¨heren Schritt berechneten Markierungen in Newi akkumuliert. Die
Iteration endet, wenn in einem Iterationsschritt keine neue Markierung mehr erzeugt
wird.
Diese Verfahren nennt man auch Vorwa¨rtsiterationsverfahren, da bei jeder Iteration al-
le von einer Markierungsmenge in einem Schritt erreichbaren Markierungen berechnet
werden. Das Vorwa¨rtsiterationsverfahren ist daher mit den Zustandsu¨bergangsfunk-
tionen postt (bzw. postT ) verbunden. Ersetzt man die Zustandsu¨bergangsfunktionen
postt (bzw. postT ) durch die Zustandsu¨bergangsfunktionen pret (bzw. preT ), erha¨lt
man ein Ru¨ckwa¨rtsiterationsverfahren. Die so erzeugte Funktion BwdReach berech-
net zu einer Markierungsmenge M alle Markierungen, die durch das Schalten einer





Old0 =MOld0 = {M0 }
Abbildung 4.1: Vorwa¨rts- und Ru¨ckwa¨rtsiteration.
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4.2.4 Petrinetzeigenschaften
Eine wichtige Gruppe von Systemeigenschaften, die sogenannten ”Sicherheitseigen-
schaften“, lassen sich auf die Erreichbarkeit bzw. Nichterreichbarkeit von bestimmten
Zusta¨nden zuru¨ckfu¨hren. Der Begriff ”Sicherheitseigenschaften“ bezieht sich darauf,
daß ein System als sicher angesehen wird, wenn bestimmte ungewollte Zusta¨nde, wie
z. B. Zusta¨nde, bei denen wichtige Systemkomponenten ausgefallen sind, nicht auftre-
ten ko¨nnen. U¨bertra¨gt man dies auf das Petrinetzmodell, so mo¨chte man nachweisen,
daß von M0 aus Markierungen einer bestimmten MarkierungsmengeM nicht erreich-
bar sind. Dies la¨ßt sich unter Verwendung der Funktion FwdReach wie folgt beschreiben
und damit u¨berpru¨fen.
M∩ FwdReach({M0}) = ∅
Wir wollen diesen Ansatz am Problem der Nichterreichbarkeit von toten Markierungen
verdeutlichen.
Beispiel 5 (Tote Markierungen)
Im ersten Schritt mu¨ssen wir dazu die Menge D aller toten Markierungen des Petri-
netzes N beschreiben. Eine Transition t ist bei einer Markierung M nicht schaltfa¨hig,










Die Nichterreichbarkeit von toten Zusta¨nden la¨ßt sich somit durch die folgende Formel
ausdru¨cken.
DT ∩ FwdReach({M0}) = ∅
Das Nichterreichbarkeitsproblem fu¨r Petrinetze la¨ßt sich auch unter Verwendung der
Ru¨ckwa¨rtsiteration ausdru¨cken. Dazu werden erst alle Markierungen berechnet, die
eine Markierung aus M erreichen ko¨nnen. Danach wird u¨berpru¨ft, ob die Initialmar-
kierung M0 zu dieser Menge von berechneten Markierungen geho¨rt.
{M0} ∩ BwdReach(M) = ∅
Fu¨r die Nichterreichbarkeit von toten Zusta¨nden ergibt sich also
{M0} ∩ BwdReach(DT ) = ∅.
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Andere Petrinetzeigenschaften, wie z. B. die Reversibilita¨t, lassen sich als Kombination
von Vor- und Ru¨ckwa¨rtsiterationen ausdru¨cken.
Beispiel 6 (reversibel)
Ein Petrinetz N wird als reversibel bezeichnet, wenn von jeder erreichbaren Markie-
rung aus wieder die Initialmarkierung M0 erreichbar ist. Man muß dazu die folgende
Formel u¨berpru¨fen.
FwdReach({M0}) ∩ BwdReach({M0}) = FwdReach({M0})
4.2.5 Verbesserungen
Die symbolische Petrinetzanalyse ermo¨glicht es, Eigenschaften von Petrinetzen mit
Hilfe von bina¨ren Entscheidungsgraphen zu u¨berpru¨fen. Die Effizienz dieses Ansatzes
ha¨ngt sehr stark von der Gro¨ße der entstehenden bina¨ren Entscheidungsgraphen ab. Im
folgenden wollen wir einige Ansa¨tze besprechen, die versuchen, unter Verwendung von
zusa¨tzlichen Informationen (z. B. spezielle Struktureigenschaften der zu analysierenden
Petrinetze) die BDD-Gro¨ße zu beeinflussen.
Transitionsverkettung
Der Erreichbarkeitsalgorithmus 7 (ReachableSet) wendet die Transitionen einzeln auf
die gleiche Ausgangszustandsmenge Old an. Dies entspricht einer Breitentraversierung
des Zustandsraumes. Diese Vorgehensweise beno¨tigt z. B. fu¨r eine sequentielle Mar-
kierungsfolge von n unterschiedlichen Markierungen n Durchla¨ufe durch die Menge
der Transitionen. Dabei werden bei jedem Durchlauf unno¨tigerweise |T | − 1 Transi-
tionen betrachtet. Ordnet man die Schaltreihenfolge der Transitionen bei einem Tran-
sitionsdurchlauf entsprechend der zu erzeugenden Markierungsfolge und stellt dabei
jeder Transition die durch die vorherige Transition erzeugte Markierung zur Verfu¨-
gung, reichen meist deutlich weniger Transitionsdurchla¨ufe, um die Markierungsfolge
zu erzeugen.
Diese U¨berlegungen nutzten E. Pastor u. a. [PRCB94] zu einer leichten Vera¨nderung
des Erreichbarkeitsalgorithmus 7 (ReachableSet).
7 forall t ∈ T do
8 New := New ∪ postt(Old)
9 od
=⇒
7 forall t ∈ T do





t1−→M1 t3−→M2 t5−→M3 t2−→M4 t3−→M5 t6−→M6 t1−→M7 t4−→M8
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beno¨tigt man im alten Verfahren die acht Transitionsdurchla¨ufe (t1)(t3)(t5)(t2)(t3)(t6)
(t1)(t4), wogegen man im neuen Verfahren mit der Transitionsabfolge t1, t2, t3, t4, t5, t6
nur die drei Durchla¨ufe (t1t3t5)(t2t3t6)(t1t4) beno¨tigt.
Der wichtigste Punkt dieses Verfahrens ist das Erstellen einer guten Transitionsabfolge
zur Erzeugung der Zustandsmenge RN (M0). Dazu kann man die Beobachtung nutzen,
daß alle Transitionen, die in der Vortransitionsmenge •(•t) einer Transition t liegen,
vor dieser schalten mu¨ssen.
Das einfache heuristische Verfahren von A. Noack [Noa99] basiert auf dieser Beobach-
tung. Fu¨r dieses Verfahren werden zuna¨chst alle unter der Initialmarkierung schaltfa¨hi-
gen Transitionen ausgewa¨hlt. Im na¨chsten Schritt markiert man alle Nachstellen dieser
Transitionen (die Vorstellen bleiben dabei markiert) und wa¨hlt wieder die jetzt schalt-
fa¨higen Transitionen aus. Dies fu¨hrt man fort, bis keine Transitionen mehr schalten
ko¨nnen. Bleiben Transitionen u¨brig, so sind dies Transitionen, die unter keiner erreich-
baren Markierung schalten ko¨nnen. Sie mu¨ssen daher beim Erzeugen von Zusta¨nden
auch nicht beru¨cksichtigt werden.
Der Vorteil des Transitionsverkettungsverfahrens liegt nicht allein in einer Reduk-
tion der Anzahl der Transitionsdurchla¨ufe, sondern auch, wie die Arbeiten von E.
Pastor u. a. [PRCB94] und A. Noack [Noa99] zeigen, in einer Reduktion der maximalen
ROBDD-Gro¨ße und damit des gesamten Speicherplatzbedarfs.
Im Vergleich zu der klassischen Breitentraversierung ergibt sich daraus eine um meh-
rere Gro¨ßenordnungen reduzierte Bearbeitungszeit.
Spezielle ROBDD-Operationen
Das Schalten von Transitionen in Petrinetzen la¨ßt sich durch Boolesche Funktionen
und ihre ROBDD-Operationen modellieren. Dabei wird das Schalten einer Transi-
tion in mehrere ROBDD-Operationen unterteilt, die jeweils Zwischenergebnisse fu¨r
die na¨chste Operation erzeugen. Diese Zwischenergebnisse (ROBDDs) enthalten oft
viele Knoten, die im Endergebnis nicht mehr beno¨tigt werden. Aus Effizienzgru¨nden
liegt es daher nahe, das Schalten einer Transition t direkt als eigene ROBDD-Operation
(Algorithmus 8 (Fire)) zu implementieren und somit die Erzeugung unno¨tiger Knoten
in den Zwischenergebnissen zu verhindern.
Man kann diese Idee noch erweitern, indem man zusa¨tzlich zum Schalten einer Tran-
sition die Vereinigung mit einer vorgegebenen Menge integriert. Dadurch la¨ßt sich
der komplete Iterationsschritt des Schaltens einer Transition durch eine ROBDD-
Operation (FireUnion) ohne die Erzeugung von Zwischenergebnissen ausdru¨cken. Der
Algorithmus 7 (ReachableSet) la¨ßt sich also wie folgt umschreiben.
7 forall t ∈ T do
8 New := New ∪ postt(Old)
9 od
=⇒
7 forall t ∈ T do




Algorithmus 8 (Direktes Schalten einer Transition)
1 Fire(F, [S, T, F,M0], t) ≡
2 B := new(ROBDD);
3 UniqueTable := new(HashTable);
4 ResultTable := new(HashTable);
5 max := 1;
6
7 func fire(u, svec) ≡
8 if svec = () ∨ u = 0 then return u fi;
9 if ResultTable[u] 6= empty then return ResultTable[u] fi;
10 s := head(svec);
11 if F.var[u] < s then
12 v0 := fire(F.low[u], svec);
13 v1 := fire(F.high[u], svec);
14 res := MakeNode(B,F.var[u], v0, v1,max)
15 elsif F.var[u] = s then
16 if s ∈ •t \ t• then
17 v0 := fire(F.high[u], tail(svec));
18 res := MakeNode(B,F.var[u], v0, 0,max)
19 elsif s ∈ •t ∩ t• then
20 v1 := fire(F.high[u], tail(svec));
21 res := MakeNode(B,F.var[u], 0, v1,max)
22 else /∗ s ∈ t • \ • t ∗/
23 v1 := fire(F.low[u], tail(svec));
24 res := MakeNode(B,F.var[u], 0, v1,max)
25 fi
26 else /∗ F.var[u] > s ∗/
27 if s ∈ •t \ t• then
28 v0 := fire(u, tail(svec));
29 res := MakeNode(B, s, v0, 0,max)
30 else /∗ s ∈ t • ∗/
31 v1 := fire(u, tail(svec));
32 res := MakeNode(B, s, 0, v1,max)
33 fi
34 fi
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Der Einsatz solcher spezieller ROBDD-Operationen reduziert drastisch die Anzahl der
insgesamt beno¨tigten Knoten sowie auch den maximal beno¨tigten Speicherplatz. Dies
fu¨hrt zu einer starken Steigerung der Performanz der Algorithmen (vgl. T. Yoneda
u. a. [YHTM96], H. Ridder [Rid97], A. Noack [Noa99]).
Zero-suppressed BDDs
Betrachtet man die Zustandsvektoren eines Petrinetzes, so fa¨llt auf, daß diese in der
Regel in zweierlei Hinsicht du¨nn besetzt sind:
1. Zustandsvektoren enthalten viele Nullelemente, d. h. die Anzahl der Marken in
einem Zustand ist viel kleiner als die Anzahl der Stellen.
2. Die Menge der von M0 aus erreichbaren MarkierungenRN (M0) entha¨lt nur einen
Bruchteil der theoretisch mo¨glichen 2|S| Markierungen.
Diese Beobachtung ausnutzend hat S. Minato [Min93] eine ROBDD-Variante ent-
wickelt, die sogenannten Zero-suppressed bina¨ren Entscheidungsgraphen, kurz ZBDDs.
Sie unterscheiden sich von den ROBDDs durch eine speziell auf die Du¨nnbesetztheit
zugeschnittene Eliminationsregel. Die Isomorphieregel bleibt dabei unvera¨ndert.
ZBDD-Eliminationsregel: Wenn die 1-Kante eines Knotens v auf den 0-Termi-
nalknoten zeigt, dann eliminiere v und lenke alle in v eingehenden Kanten auf den





Es werden also nur solche Variablen repra¨sentiert, die auch in einer Markierung vor-




ROBDD: Die dargestellte Funktion ist unabha¨ngig von xi.
ZBDD: xi = 1 impliziert unmittelbar den Funktionswert 0.
Ist die Variablenanzahl und die Variablenordnung fest, so stellen ZBDDs ebenfalls eine
kanonische Darstellungsform dar.
Die Abbildung 4.3 zeigt einen ROBDD und einen ZBDD, die dieselbe Zustandsmenge
{ (1, 0, 0, 0), (0, 1, 0, 0) } repra¨sentieren. Die ZBDD-Darstellung beno¨tigt nur vier Kno-
ten im Gegensatz zu sieben Knoten der ROBDD-Darstellung. Man erkennt daran gut







0 1 0 1
Abbildung 4.3: Zustandsmenge { (1, 0, 0, 0), (0, 1, 0, 0) } in ROBDD- und ZBDD-
Darstellung
Analog zu den ROBDDs ko¨nnen auch die ZBDDs aus den Grundgraphen durch An-
wendung der entsprechenden Operationen erzeugt werden. Die dafu¨r verwendeten Ope-
rationen unterscheiden sich natu¨rlich von den ROBDD-Operationen.
empty() Ru¨ckgabe: ∅
base() Ru¨ckgabe: {~0}
univers(n) Ru¨ckgabe: 2{x1,...,xn }
subset1(M, xi) Ru¨ckgabe: die Teilmenge von M mit xi = 1
subset0(M, xi) Ru¨ckgabe: die Teilmenge von M mit xi = 0
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0 0 01 1 1 1
x1 x1 x1
x2 x2 x2
A = empty(); B = base(); C = univers(2); D = change(B, 1); E = diff(C,D);
Abbildung 4.4: ZBDD-Operationen
Die Abbildung 4.4 zeigt die Konstruktion eines ZBDDs aus den Grundgraphen. Jede
beliebige Markierung kann durch die base-Operation, gefolgt von change-Operationen
der markierten Stellen erzeugt werden. Mit Hilfe der intsec-Operation kann dann u¨ber-
pru¨ft werden, ob die konstruierte Markierung in einer Menge enthalten ist. Des weite-
ren erha¨lt man das Komplement einer MarkierungsmengeM, indem man die Differenz
zwischen der Potenzmenge der Stellen und M bildet.
Die Effizienz von ZBDDs fu¨r die Analyse von Petrinetzen belegen die Arbeiten von T.
Yoneda u. a. [YHTM96] und A. Noack [Noa99]. Fu¨r die darin untersuchten Petrinetze
ergibt sich eine starke Speicherplatzersparnis und damit eine große Geschwindigkeits-
zunahme.
Variablenordnung
Bekanntermaßen kann die Gro¨ße eines bina¨ren Entscheidungsgraphen stark von der
Ordnung der Variablen abha¨ngen (vgl. Abschnitt 3.2.6). Es gibt daher viele Ansa¨tze
[ATB94, SY96, Spr98], die versuchen, aus den strukturellen Eigenschaften des Modells




Im folgenden wollen wir zwei fu¨r Petrinetze geeignete Ansa¨tze vorstellen, die gleicher-
maßen auf ROBDD- sowie auch auf ZBDD-Darstellungen anwendbar sind.
Der erste Ansatz basiert auf einer Arbeit von A. Noack [Noa99]. Es wird hierbei eine
sehr einfache Heuristik unter Zuhilfenahme der Netzstruktur verwendet. Trotz des
minimalen Aufwandes zur Erzeugung einer Variablenordnung erha¨lt man mit diesem
Ansatz sehr gute Ergebnisse.
Die angewandte Heuristik basiert auf einem Greedy-Algorithmus und bestimmt die Va-
riablenordnung in der Reihenfolge von ”unten“ (von den Terminalknoten) nach ”oben“
(zu der Wurzel). Zur Bestimmung der na¨chsten Variablen aus der Menge der noch










| • s ∪ s • | .
Die Stelle, und damit die ihr entsprechende Variable, mit dem bzgl. dieses Maßes
ho¨chsten Wertes wird als na¨chstes ausgewa¨hlt. Der Bezeichner Sa repra¨sentiert die
Menge der bereits ausgewa¨hlten Stellen. Bei noch wenig ausgewa¨hlten Stellen erha¨lt
man ein definiertes Verhalten, wenn man im Falle, daß | • t ∩ Sa| und |t • ∩Sa| den
Wert 0 ergeben, dafu¨r 0,1 einsetzt.
Fu¨r die Festlegung dieses Maßes wurde von den beiden folgenden Beobachtungen aus-
gegangen: Die Knotenzahl in den unteren Ebenen ist potentiell ho¨her als in den oberen
Ebenen und stark voneinander abha¨ngige Variablen sollten in der Variablenordnung
mo¨glichst dicht beieinander liegen (vgl. Abschnitt 3.2.6).
In einem sicheren Petrinetz gilt folgender Zusammenhang fu¨r die Vor- und Nachstellen
derselben Transition: Ist irgend eine Nachstelle (die nicht auch Vorstelle ist) markiert,
so du¨rfen nicht alle Vorstellen belegt sein. Vor- und Nachstellen derselben Transition
sind also voneinander abha¨ngig. Die Formel verwendet diese generell geltende Markie-
rungseinschra¨nkung und erweitert diese, indem zusa¨tzlich noch besonders Vor- bzw.
Nachstellen von Transitionen mit einem mo¨glichst hohen Anteil bereits ausgewa¨hlter
Vor- bzw. Nachstellen bevorzugt werden.
Der zweite Ansatz basiert auf der Eigenschaft, daß eine Menge von Variablen eine
BDD-Repra¨sentation mit linearer Gro¨ße bzgl. der Variablenanzahl besitzt, falls keine
zwei Variablen dieser Menge gleichzeitig belegt sein ko¨nnen [SY96, Spr98]. Die Abbil-
dung 4.5 verdeutlicht dies fu¨r die Variablenmenge V = {x1, x2, x3, x4 }. Sie stellt die
mo¨glichen Belegungen von V, repra¨sentiert durch die VektorenmengeM = { (1, 0, 0, 0),
(0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1) }, als ROBDD und als ZBDD dar. Eine ROBDD-Dar-
stellung einer solchen Variablengruppe der Gro¨ße n hat 2n + 2 Knoten. Eine ZBDD-
Darstellung n + 2 Knoten. Weiterhin erkennt man anhand des Aufbaus der BDDs,
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Abbildung 4.5: ROBDD- und ZBDD-Darstellung von M
Diese Beobachtung fu¨hrt zu einem heuristischen Verfahren, welches versucht, die Varia-
blenmenge zur Darstellung von Petrinetzzusta¨nden so zu partitionieren, daß mo¨glichst
große und ausgeglichene Variablenmengen mit obiger Eigenschaft entstehen. Wir be-
zeichnen im weiteren solche Variablenmengen als Variablengruppen. Die Darstellung
der Markierungen eines Petrinetzes basiert auf einer bijektiven Abbildung zwischen
der Menge der Stellen des Petrinetzes und den Variablen des entsprechenden BDDs
(vgl. Abschnitt 4.1).
In der Arbeit [Spr98] dienen daher statisch berechnete 1-S-Invarianten als Ausgangs-
punkt einer Partitionierung. Das dort verwendete heuristische Verfahren ist im Al-
gorithmus 9 (Gruppierung) dargestellt. Der Algorithmus ordnet nacheinander die Va-
riablen den schon existierenden Variablengruppen zu, so daß keine Variablen in einer
Variablengruppe zusammengefaßt werden, fu¨r die nicht eine gemeinsame 1-S-Invariante
existiert. Die Variablen werden vorher aufsteigend, bzgl. der Anzahl der Zugeho¨rigkeit
zu verschiedenen 1-S-Invarianten, geordnet. Daraus ergibt sich eine ausgewogenere
Anzahl von Variablen pro Variablengruppe und damit eine insgesamt kleinere BDD-
Darstellung.
Die BDD-Gro¨ße la¨ßt sich durch eine gut gewa¨hlte Anordnung der Variablengruppen
noch weiter verkleinern. Dies erreicht man durch ein weiteres heuristisches Verfahren,
welches den Grad der Abha¨ngigkeit zwischen den Variablengruppen zur Anordnung
nutzt. Der Grad der Abbha¨ngigkeit zweier Variablengruppen gi, gj wird durch die
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Algorithmus 9 (Gruppierung von Variablen)
1 Gruppierung([S, T, F,M0]) ≡
2 G := ∅;
3 I := ∅;
4 svec := ();
5
6 func clustering(svec) ≡
7 while svec 6= () do
8 s := head(svec);
9 svec := tail(svec);
10 /∗ suche eine Variablengruppe g ∈ G so daß gilt: ∀s′ ∈ g ∃i ∈ I mit s, s′ ∈ i ∗/
11 g := search(G);
12 if g 6= ∅ then
13 g := g ∪ {s}
14 else







21 I := 1-S-Invarianten([S, T, F,M0]);
22 /∗ ordne Stellen aufsteigend bzgl. der Anzahl von zugeho¨rigen 1-S-Invarianten ∗/
23 svec := order(S);
24 return clustering(svec)
25 end.
Anzahl von Variablenpaaren si, sj mit si ∈ gi und sj ∈ gj ermittelt, fu¨r die eine
1-S-Invariante existiert, die beide Stellen entha¨lt. Dies la¨ßt sich in einem Abha¨ngig-
keitsgraph darstellen, dessen Knoten die Variablengruppen sind, und die gewichteten
Kanten den Grad der Abha¨ngigkeit zwischen den Variablen repra¨sentieren.
Basierend auf diesem Abha¨ngigkeitsmaß ordnet der Algorithmus 10 (Gruppenordnung)
die Variablengruppen unter Verwendung dieses Abha¨ngigkeitsgraphen. Es werden nach-
einander die Variablengruppen ausgewa¨hlt, die die gro¨ßte Summe von Abha¨ngigkeiten
zu schon ausgewa¨hlten Variablengruppen haben.
Um die Variablenordnung weiter zu verbessern, werden die Variablen innerhalb einer
Variablengruppe in Abha¨ngigkeit zu der Anzahl von gemeinsamen 1-S-Invarianten mit
den Variablen der beiden Nachbarvariablenordnungen angeordnet.
Variablen von Stellen, die in keiner 1-S-Invarianten vorkommen, werden zur Vervoll-
sta¨ndigung der Codierung an die schon existierenden Variablen angefu¨gt.
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Algorithmus 10 (Anordnung von Variablengruppen)
1 Gruppenordnung([S, T, F,M0]) ≡
2 G := ∅;
3 I := ∅;
4 L := (); /∗ Vektor der ausgewa¨hlten Variablengruppen ∗/
5
6 func ordering(G) ≡
7 /∗ wa¨hle Variablengruppe mit der gro¨ßten Kantengewichtssumme ∗/
8 g := select(G, ());
9 G := G \ g;
10 L := append(L, g);
11 while G 6= ∅ do
12 /∗ wa¨hle Variablengruppe mit der gro¨ßten Kantengewichtssumme
13 bzgl. schon ausgewa¨hlter Variablengruppen ∗/
14 g := select(G,L);
15 G := G \ g;






21 I := 1-S-Invarianten([S, T, F,M0]);
22 G := compute dependabilitygraph(Gruppierung([S, T, F,M0]), I);
23 return ordering(G,L)
24 end.
Kompakte Codierung von Markierungen
Neben der Variablenordnung hat auch die fu¨r die Codierung einer Markierung beno¨-
tigte Variablenanzahl einen großen Einfluß auf die Gro¨ße der entsprechenden BDD-
Darstellung. Im traditionellen Ansatz (vgl. Abschnitt 4.1) wird jeder Stelle genau eine
Variable zugeordnet. Mit diesem Ansatz ist es potentiell mo¨glich, 2|S| Markierungen
zu codieren, was aber nur in den seltensten Fa¨llen ausgenutzt wird. Meist wird zur
Darstellung der von M0 aus erreichbaren Markierungen eines Petrinetzes RN (M0) nur
ein Bruchteil dieser Codierungsmo¨glichkeiten tatsa¨chlich beno¨tigt.
Die Ansa¨tze [Spr98, PC98] benutzen daher, basierend auf strukturellen Informatio-
nen der zu analysierenden Petrinetze, eine kompaktere (d. h. mit weniger Variablen
auskommende) Codierung der Markierungen.
Der Ansatz [Spr98] basiert auf den zu einem Petrinetz geho¨renden 1-S-Invarianten.
Bei einer 1-S-Invarianten wird durch die Angabe der markierten Stelle auch die Bele-
gung der anderen Stellen der 1-S-Invariante bestimmt. Numeriert man also die Stellen
einer 1-S-Invarianten i durch und codiert diesen Wert anschließend bina¨r, so genu¨gen
dlog2 |i|e Variablen zur Codierung.
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Zur kompakten Codierung von Markierungen beno¨tigt man daher eine mo¨glichst voll-
sta¨ndige U¨berdeckung der Stellen eines Petrinetzes mit dessen 1-S-Invarianten. Nicht
u¨berdeckte Stellen werden weiterhin traditionell codiert. Die 1-S-Invarianten des Pe-
trinetzes aus Abbildung 2.1 ergeben die folgende U¨berdeckung.
{ {s1, s2, s4}, {s1, s3, s5}, {s6} }
Codiert man jede dieser 1-S-Invarianten bina¨r, so beno¨tigt man anstatt der urspru¨ng-
lichen sechs Variablen nur fu¨nf.
U¨berdeckungen fu¨hren normalerweise zu einigen Redundanzen in der Codierung von
Stellen. In unserem Beispiel ist die Stelle s1 in zwei 1-S-Invarianten enthalten und wird
damit auch zweimal codiert. Verhindert man das mehrfache Auftreten von Stellen,
indem man beim Hinzufu¨gen neuer 1-S-Invarianten schon von anderen 1-S-Invarianten
u¨berdeckte Stelle aus ihnen entfernt, erha¨lt man eine Partitionierung der Stellen in
Variablengruppen (vgl. vorherigen Abschnitt).
{ {s1, s2, s4}, {s3, s5}, {s6} }
Im Gegensatz zur Codierung von 1-S-Invarianten sto¨ßt man beim Codieren von Va-
riablengruppen auf das Problem, daß diese unmarkiert sein ko¨nnen. Daher ist eine
spezielle Behandlung (Codierung) der Unmarkiertheit von Variablengruppen erforder-
lich.
Man kann diesbezu¨glich die folgenden drei Variablengruppenvarianten unterscheiden:
1. Variablengruppen, die 1-S-Invarianten sind.
Diese Variablengruppen sind nie unmarkiert und beno¨tigen daher auch keine
entsprechende Codierung.
2. Variablengruppen, die keine 1-S-Invarianten sind und deren Stellenanzahl keine
2er-Potenz ist.
Bei der bina¨ren Codierung der Stellen solcher Variablengruppen bleibt minde-
stens eine Codierung ungenutzt. Man kann daher immer eine freie Codierung zur
Repra¨sentation der Unmarkiertheit auswa¨hlen.
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3. Variablengruppen, die keine 1-S-Invarianten sind und deren Stellenanzahl eine
2er-Potenz ist.
Durch Hinzufu¨gen einer zusa¨tzlichen Variablen fu¨r jede solche Variablengruppe
erha¨lt man eine einfache Mo¨glichkeit, deren Unmarkiertheit zu codieren. Dies
hat den ungewollten Effekt, die zur Codierung von Markierungen beno¨tigte Va-
riablenanzahl zu erho¨hen, und ist daher nur beim Vorhandensein einer kleinen
Anzahl solcher Variablengruppen akzeptierbar.
Eine andere Mo¨glichkeit, die ohne zusa¨tzliche Variablen auskommt, basiert auf
einer Doppelbedeutung der Codierung einer ausgewa¨hlten Stelle jeder solchen
Variablengruppe. Die Codierung der ausgewa¨hlten Stelle hat dabei einerseits die
Bedeutung, daß die Stelle markiert ist, und kann andererseits die Unmarkiert-
heit der ganzen Variablengruppe bedeuten. Um dies unterscheiden zu ko¨nnen,
muß jede Transition, die eine solche Stelle im Vorbereich hat, vor ihrem Schalten
die Markierungen herausfiltern, bei denen keine weitere Stelle aus der zu der
Variablengruppe geho¨rigen 1-S-Invariante markiert ist. Man ordnet dazu jeder
Transition eine Filterfunktion zu und fu¨hrt diese vor dem jeweiligen Schalten
der Transitionen aus. Dieser Ansatz beno¨tigt zwar keine zusa¨tzlichen Variablen,
erho¨ht aber die Komplexita¨t des Schaltvorgangs. Da die Komplexita¨t von BDD-
Operationen aber von der BDD-Gro¨ße maßgeblich bestimmt wird, ist eine mo¨g-
lichst kompakte Codierung trotz des Mehraufwandes vorzuziehen.
Diese U¨berlegungen waren die Grundlagen der Arbeit [Spr98]. Die dort weiterent-
wickelten Ideen einer kompakten Codierung von Markierungen wollen wir im folgenden
na¨her betrachten.
Da der Aufwand, die Stellen eines Petrinetzes so in Variablengruppen zu unterteilen,
daß die Gesamtanzahl der zur Codierung beno¨tigten Variablen minimal ist, exponen-
tiell mit der Anzahl der Stellen zunimmt, wird ein heuristisches Verfahren verwen-
det. Der Algorithmus 11 (Partitionierung) stellt ein solches Verfahren dar. Die Aus-
wahl der Variablengruppen erfolgt nacheinander unter dem Gesichtspunkt der von
einer Variablengruppe in den verbliebenen Variablengruppen u¨berdeckten Stellenan-
zahl (select max place cover). Dabei werden Stellen, die in unterschiedlichen Variablen-
gruppen vorkommen, mehrfach geza¨hlt. Man versucht dadurch, die noch verbleiben-
den Variablengruppen, und damit die Anzahl der zur Codierung beno¨tigten Variablen,
mo¨glichst klein zu bekommen.
Die durch den Algorithmus 11 (Partitionierung) erzeugten Variablengruppen G werden
zu einer kompakten Codierung der Markierungen verwendet. Dazu ordnet man jeder
Variablengruppe g ∈ G eine unterschiedliche Menge von Variablen V (g) zu. Daraus








Algorithmus 11 (Unterteilung der Stellen in Variablengruppen)
1 Partitionierung([S, T, F,M0]) ≡
2 G := ∅; /∗ Vektor der noch verbleibenden Variablengruppen ∗/
3 L := (); /∗ Vektor der ausgewa¨hlten Variablengruppen ∗/
4
5 func partition(G,L) ≡
6 /∗ vollsta¨ndige U¨berdeckung von S ∗/
7 forall s ∈ S do
8 forall g ∈ G do
9 if s 6∈ g then G := G ∪ { {s} } fi
10 od
11 od;
12 while G 6= ∅ do
13 g := select max place cover(G);
14 G := G \ g;
15 L := append(L, g);
16 forall g′ ∈ G do
17 G := G \ g′;
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Wir bezeichnen im weiteren die Literale zu den Variablen VN mit L. Zur weiteren Be-
schreibung der Codierung von Markierungen und der Schaltdynamik von Petrinetzen
definieren wir:
• Die Abbildung G:S −→ G, die jeder Stelle s die zugeho¨rige Variablengruppe
g ∈ G zuordnet.
• Die Abbildung I:G −→ 2S , die jeder Variablengruppe g ∈ G, sofern vorhanden,
die 1-S-Invariante zuordnet, aus der g durch den Algorithmus 11 (Partitionierung)
entstanden ist. Ansonsten wird die leere Menge zuru¨ckgegeben.
• Die Abbildung C′:S −→ 2L, die zu jeder Stelle s ein Monom aus Literalen zu den
Variablen V (G(s)) zuru¨ckgibt. Das Monom spiegelt dabei die eindeutige bina¨re
Codierung der Stelle s wieder. Fu¨r die Stelle s3 ∈ i aus Beispiel 8 ergibt sich mit
V (i) := {x5, x6 } die bina¨re Codierung C′(s3) = {x5, x6 }.
• Die Abbildung E :S −→ 2L, die jeder Stelle s das Monom, bestehend aus den
Komplementen der Variablen V (G(s)), zuordnet. Diese Abbildung definiert die
Unmarkiertheit einer Variablengruppe durch eine 0-Belegung ihrer Variablen.
Dies geschieht, aus Einfachheitsgru¨nden, einheitlich fu¨r alle Variablengruppen,
d. h. auch fu¨r 1-S-Invarianten. Die Unmarkiertheit der Variablengruppe i aus
Beispiel 8 ergibt sich als E ′(s) = {x5, x6 } mit s ∈ i. Die dabei auftretenden
Doppelbedeutungen mit Stellencodierungen werden durch die als na¨chstes defi-
nierten jeweiligen Filterfunktionen aufgelo¨st.
• Die Abbildung F :S −→ χM liefert zu jeder Stelle s die charakteristische Funk-
tion der kompakten Codierung aller Markierungen M, bei denen s ”wirklich“
markiert ist. Dies geschieht durch Betrachtung der Markiertheit der Stellen, die
in der zu G(s) geho¨rigen 1-S-Invarianten liegen. Sei { s1, . . . , sk } := I(G(s))\G(s),





si, falls C′(s) 6= E(s)∏
si∈C′(s)
si ∧ ¬F(s1) ∧ · · · ∧ ¬F(sk), sonst.
Aus der Abbildung F werden fu¨r jede Transition t ∈ T Filter erzeugt, die nur
Markierungen durchlassen, bei denen die Stellen aus dem Vorbereich von t auch
wirklich markiert sind. Dadurch werden die mo¨glichen Doppeldeutigkeiten bei
der Codierung aufgelo¨st. Die Terminierung der rekursive Definition von F ist
durch die Art der Konstruktion der Variablengruppen gegeben.
Die konkrete Codierung einer Stelle s ha¨ngt von der Art ihrer zugeho¨rigen Variablen-
gruppe G(s) ab. Wir unterscheiden diesbezu¨glich sechs Variablengruppenvarianten.
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1. Variablengruppen g ∈ G mit |g| = 1 und die Stelle s ∈ g ist in keiner 1-S-
Invarianten enthalten. Die Stelle s wird traditionell durch eine eigene Variable
codiert. Fu¨r die Stelle gilt also C′(s) = {xi} und E(s) = {xi}.
2. Variablengruppen g ∈ G mit |g| = 1 und g ist eine 1-S-Invariante. Die Stelle s ∈ g
ist unter jeder erreichbaren Markierung markiert. Sie wird daher durch keine
eigene Variable codiert, sondern wird immer implizit als markiert angenommen.
3. Variablengruppen g ∈ G mit |g| = 1 und g ist enthalten in einer 1-S-Invariante.
Die Stelle s ∈ g wird nicht durch eine eigene Variable codiert, sondern nur
indirekt durch die Belegung der Stellen der zu g geho¨rigen 1-S-Invarianten I(g).
4. Variablengruppen g ∈ G mit |g| > 1 und g ist eine 1-S-Invariante. Die Stellen
von g werden bina¨r mit dlog2 |g|e Variablen codiert.
5. Variablengruppen g ∈ Gmit |g| ist keine 2er-Potenz und g ist keine 1-S-Invariante.
Die Stellen von g werden bina¨r mit dlog2 |g|e Variablen codiert, wobei keine der
Stellen mit dem Monom bestehend aus den Komplementen der Variablen V (g)
codiert wird.
6. Variablengruppen g ∈ G mit |g| ist eine 2er-Potenz und g ist keine 1-S-Invariante.
Die Stellen von g werden bina¨r mit dlog2 |g|e Variablen codiert.
Analog zum traditionellen Codierungsansatz (vgl. Abschnitt 4.1) definieren wir eine
bijektive Abbildung C: 2S −→ B|VN |, M 7→ (x1, . . . , x|VN |) mit
xi :=
{





die jede Markierung M ∈ 2S eindeutig durch einen Vektor aus B|VN | darstellt. Die
Abbildung C ist bijektiv, wodurch jeder Markierung genau eine Variablenbelegung zu-
geordnet wird. Dadurch bleibt der einfache A¨quivalenztest zweier Markierungsmengen
auf ROBDD-Basis erhalten. Des weiteren la¨ßt sich durch die neue Codierungsfunk-
tion C, analog zum Abschnitt 4.1, die charakteristische Funktion χM einer Menge von
Markierungen in kompakter Codierung definieren.























Die Schaltfunktionen postt bestehen aus einem Filter, der die mo¨glichen Doppelbedeu-
tungen einzelner Stellen durch Herausfiltern von unzula¨ssigen Markierungen auflo¨st.
Das eigentliche Schalten der Transitionen findet in zwei Schritten in den Funktio-
nen post′t statt. Im ersten Schritt werden die Markierungen, die alle Vorstellen der
zu schaltenden Transition markiert haben, aussortiert und die zu den Stellen geho¨ri-
gen Variablengruppen als unmarkiert gekennzeichnet. Im zweiten Schritt werden die
Markierungen aussortiert, deren den Nachstellen zugeho¨rigen Variablengruppen un-
markiert sind und entsprechend der Nachstellen neu markiert.
Der Algorithmus 7 (ReachableSet) zur Erzeugung aller erreichbaren Markierungen eines
Petrinetzes muß fu¨r die kompakte Codierung folgendermaßen modifiziert werden.
7 forall t ∈ T do
8 New := New ∪ postt(Old)
9 od
=⇒
7 forall t ∈ T do
8 New := New ∪ post′t(filtert(Old))
9 od
Die in der Arbeit [Spr98] verwendeten Anwendungsbeispiele kamen im Schnitt auf ei-
ne 50%ige Reduktion der zur Codierung beno¨tigten Variablen. Daraus ergab sich eine
große Speicherplatzersparnis und eine um Gro¨ßenordnungen ho¨here Abarbeitungsge-
schwindigkeit. Der durch die kompakte Codierung erzeugte Mehraufwand wurde in den
getesteten Beispielen durch die sich ergebenden Einsparungen bei weitem aufgehoben.
4.3 Zusammenfassende Bemerkungen
Der fundamentale Isomorphismus zwischen einer endlichen Booleschen Algebra und
der entsprechenden Mengenalgebra ermo¨glicht es, Markierungsmengen durch ihre cha-
rakteristische Funktion als ROBDD darzustellen. Man erha¨lt dadurch eine kompakte
und effiziente Darstellungsform fu¨r Markierungsmengen, die uns gleichzeitig schnelle
Operationen zur Verarbeitung bietet.
Auch das dynamische Verhalten von Petrinetzen ist damit auf Boolesche Operationen
abbildbar. Die sich ergebenden, auf Fixpunktiteration basierenden Vorwa¨rtsiterations-
und Ru¨ckwa¨rtsiterationsverfahren ermo¨glichen es, Aussagen u¨ber die Erreichbarkeit
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von Markierungen zu machen. Dadurch sind sogenannte Sicherheitseigenschaften fu¨r
Petrinetze u¨berpru¨fbar.
Das Standardfixpunktverfahren bietet eine Vielzahl von Optimierungsmo¨glichkeiten,
mit denen sich seine Effizienz um Gro¨ßenordnungen verbessern la¨ßt (vgl. z. B. [Noa99]).
Als sehr effektiv erweisen sich dabei solche Verfahren, die Petrinetzstrukturinformatio-
nen zur Reduktion der ROBDD-Gro¨ße ausnu¨tzen. Dabei dienen die Strukturinforma-
tionen einerseits zur Bestimmung guter Variablenordnungen und andererseits liefern




Die Verifikation von software-basierten Systemen ist wu¨nschenswert, aber meist ein
sehr schwieriges und aufwendiges Unterfangen. Die durch das Konzept der Neben-
la¨ufigkeit bedingte Komplexita¨t potenziert die Notwendigkeit einer Verifikation sowie
deren Schwierigkeit. Nichtdestotrotz haben sich u¨ber die Jahre relativ erfolgreiche Ve-
rifikationsverfahren [CW96] etabliert. Diese Ansa¨tze beziehen sich meist auf eine spe-
zielle aber sehr wichtige Klasse von nebenla¨ufigen Systemen, die sogenannten reaktiven
Systeme [MP92].
Reaktive Systeme zeichnen sich durch eine fortlaufende Interaktion mit ihrer Umge-
bung aus, wobei im allgemeinen nur geringe Datenmengen manipuliert werden. Des
weiteren handelt es sich oft um Systeme mit endlich vielen Zusta¨nden oder um Sy-
steme, die sich sinnvoll auf eine endliche Zustandmenge abstrahieren lassen. Beispiele
fu¨r klassische reaktive Systeme sind nebenla¨ufige Kommunikationsprotokolle, Prozeß-
kontrollsysteme und interaktive Programme. Ihr Einsatz erfolgt ha¨ufig in sicherheits-
kritischen Bereichen, wie z. B. Flugzeugen, Atomkraftwerken und Steuerungen medi-
zinischer Gera¨te, so daß sie eine Klasse von Systemen mit hohem Verifikationsbedarf
darstellen. Eine solche Verifikation ist auf Grund ihrer speziellen Struktur auch meist
mit vertretbarem Aufwand mo¨glich.
Die im Kapitel 2 eingefu¨hrten sicheren Stellen/Transitions-Netze eignen sich besonders
zur Modellierung von Systemabla¨ufen mit geringen Datenmanipulationen und werden
daher von uns zur Beschreibung reaktiver Systeme eingesetzt. Im weiteren Verlauf
wollen wir nicht mehr zwischen dem eigentlichen System und seinem Petrinetzmodell
unterscheiden.
Als Verifikation von reaktiven Systemen wird das formal mathematische U¨berpru¨fen
von in einer logischen Sprache beschriebenen Eigenschaften (einer Spezifikation) be-
zeichnet. Fu¨r reaktive Systeme sind dabei vor allem Aussagen u¨ber die Zusta¨nde des
Systems und deren ”zeitlichem Zusammenhang“ von Interesse. Klassisch unterteilt man
die zu u¨berpru¨fenden Eigenschaften in die folgenden zwei Kategorien [Lam77]:
1. Sicherheitseigenschaften: Das System gera¨t niemals in einen unerwu¨nschten Zu-
stand.




Systemzusta¨nde besitzen eine endliche Anzahl von ”Informationen“, die durch soge-
nannte elementare Aussagen (atomic propositions) beschreibbar sind. Daher ko¨nnen
wir die klassische Aussagenlogik zur Beschreibung von Zusta¨nden benu¨tzen. In un-
serem Fall entspricht ein Systemzustand gerade einer Markierung der Stellen eines
Petrinetzes. Die elementaren Aussagen sind daher Aussagen u¨ber die Markiertheit
bzw. Unmarkiertheit von Stellen.
Die Wahrheitswerte elementarer Aussagen vera¨ndern sich aber meist im ”Laufe der
Zeit“ (d. h. durch den Wechsel des Systemzustandes), was nicht mehr durch die Aus-
sagenlogik beschreibbar ist.
Um also Aussagen u¨ber die zeitliche Entwicklung eines Systems bzw. u¨ber die zeit-
lichen Bezu¨ge zwischen Systemzusta¨nden machen zu ko¨nnen, wird die Aussagenlogik
um sogenannte Temporaloperatoren angereichert. Man erha¨lt dadurch die sogenannte
temporale Logik [Pnu77, Eme90].
Im weiteren wollen wir uns mit einer speziellen temporalen Logik, der Linear-time
Temporal Logic (kurz LTL) [Pnu80, LP85], na¨her bescha¨ftigen. Ein nebenla¨ufiges Sy-
stem stellt sich fu¨r die LTL als eine Menge von Systemabla¨ufen dar, wobei jeder Sy-
stemablauf unabha¨ngig von allen anderen Abla¨ufen betrachtet wird. Der in der LTL
verwendete Zeitbegriff basiert auf ”Zeitpunkten“ (den Zusta¨nden eines Systemablau-
fes), die durch eine Relation der direkten Nachfolge (Erreichbarkeitsrelation) verbun-
den sind. Der Ablauf der Zeit erfolgt linear, da zu einem Systemzustand immer genau
ein Nachfolgezustand existiert, und in diskreten Schritten.
Das Verfahren zur Beantwortung der Frage ”Erfu¨llt ein gegebenes nebenla¨ufiges SystemN die gegebene LTL-Spezifikation φ?“ wird als Modelchecking bezeichnet.
Fu¨r reaktive Systeme mit endlich vielen Zusta¨nden la¨ßt sich dafu¨r ein effizientes Ver-
fahren angeben. Als Grundlage dieses Verfahrens wird meist auf die Automatentheo-
rie zuru¨ckgegriffen [VW86, Var96]. Der Zusammenhang zwischen der LTL und der
Automatentheorie basiert auf der Tatsache, daß jeder Ausfu¨hrungspfad eines neben-
la¨ufigen Systems als unendliche Sequenz von Zusta¨nden betrachtet werden kann. Da
jeder Zustand vollsta¨ndig durch eine endliche Menge elementarer Aussagen beschreib-
bar ist, kann ein Ausfu¨hrungspfad auch als unendliches Wort u¨ber dem Alphabet der
Wahrheitswertzuweisungen der elementaren Aussagen betrachtet werden. Ein solches
System ist also ein aus endlich vielen Zusta¨nden bestehender Generator fu¨r unendli-
che Worte. Andererseits la¨ßt sich aus jeder LTL-Formel ein endlicher Automat u¨ber
unendlichen Worten konstruieren, der genau die Zustandssequenzen akzeptiert, die die
Formel erfu¨llen. Er spiegelt einen aus endlich vielen Zusta¨nden bestehenden Akzep-
tor fu¨r unendliche Wo¨rter wider. Durch diese Betrachtungsweise reduziert sich das
Verifikationsproblem auf das rein automatentheoretische Problem: ”U¨berpru¨fe, ob die
Sprache L(N ) eine Teilmenge der Sprache L(φ) ist!“. Hierbei bezeichnet L(N ) die
durch das System N erzeugte Sprache und L(φ) die durch LTL-Formel φ akzeptierte
Sprache.
Die algorithmische Natur dieses Ansatzes macht den Modelcheckingprozeß vollsta¨ndig
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automatisierbar. Im folgenden gehen wir auf die wesentlichen Punkte dieses Ansatzes
ein.
5.1 Transitionssysteme
Als Interpretationsgrundlage der von uns betrachteten temporallogischen Formeln ver-
wenden wir Transitionssysteme.
Definition 32 (Transitionssystem)
Ein Transitionssystem ist ein Tupel T = [Q,−→, q0] mit
1. Q ist eine endliche Menge von Zusta¨nden,
2. −→⊆ Q × Q ist eine bina¨re Relation mit ∀q ∈ Q ∃q′ ∈ Q : q −→ q′ (d. h. −→
ist total) und
3. q0 ∈ Q ist der Initialzustand.
Man kann ein Transitionssystem auch als eine Menge von ”Zeitpunkten“ interpretieren,
die durch eine Relation der direkten Nachfolge verbunden sind. Jeder Zeitpunkt hat
dabei immer mindestens einen Nachfolger, so daß die ”Zeit“ nicht stehenbleiben kann.
Das Verhalten eines Transitionssystems ist durch die bei q0 beginnenden Abfolgen von
Systemzusta¨nden beschreibbar. Solche Systemabla¨ufe werden meist auch als Wege oder
Pfade bezeichnet.
Definition 33 (Weg, Pfad)
Ein Weg oder Pfad durch ein Transitionssystem T ist eine bei q0 beginnende unendliche
Folge pi = q0q1q2 . . . von Systemzusta¨nden (qi ∈ Q, i ∈ N), fu¨r die
q0 −→ q1 −→ q2 −→ · · ·
gilt.
Die Menge aller Wege eines Transitionssystems T wird auch als Sprache L(T ) von T
bezeichnet.
Betrachtet man die Interleaving-Semantik eines Petrinetzes N , so la¨ßt sich dessen
Erreichbarkeitsgraph RG(N ) = [RN (M0),KN ] als Transitionssystem TN = [RN (M0),
K′N ,M0] interpretieren. Hierbei verzichtet man auf die Beschriftung der Kanten und
definiert K′N := { [M,M ′] | [M, t,M ′] ∈ KN }. Damit die Relation total wird (d. h.
die Zeit nicht stehen bleibt), ha¨ngen wir an jede tote Markierung des Petrinetzes eine
Schleife zu sich selber an.
Bei dieser Transformation in ein Transitionssystem geht die Information verloren, wel-
che Transition fu¨r welchen Zustandsu¨bergang verantwortlich ist. Was u¨brig bleibt ist
die Information u¨ber die Stellenbelegungen, die in jedem Zustand codiert ist.
Man definiert daher die Sprache L(N ) eines Petrinetzes N als die Sprache seines
entsprechenden Transitionssystems L(TN ).
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5.2 Linear-time Temporal Logic
LTL ist eine Sprache zur Beschreibung von Eigenschaften unendlicher Zustandsabfol-
gen. Dazu wird den Abfolgezusta¨nden a priori eine Menge von elementaren Aussagen
zugeordnet. Eine LTL-Formel ist eine mit Hilfe von aussagenlogischen Verknu¨pfungen
aus den elementaren Aussagen und den sogenannten temporallogischen Operatoren
zusammengesetzte Aussage.
Die Interpretation einer LTL-Formel erfolgt u¨ber den den Zusta¨nden einer Abfolge
zugeordneten elementaren Aussagen. Die temporallogischen Operatoren bestimmen
dabei, in welchem Zustand der Abfolge die LTL-Formel (bzw. Teile davon) interpretiert
werden. Die zu der LTL geho¨rigen temporallogischen Operatoren sind:
• Xφ (gesprochen: nexttime φ): Im unmittelbar na¨chsten Zustand der Abfolge gilt
φ.
• Fφ (gesprochen: finally φ oder eventually φ): Letztendlich ist ein Zustand der
Abfolge erreichbar, in dem φ gilt.
• Gφ (gesprochen: globally φ oder always φ): Von jetzt ab und in allen zuku¨nftigen
Zusta¨nden der Abfolge gilt φ.
• φ1 Uφ2 (gesprochen: φ1 until φ2): Irgendwann ist ein Zustand der Abfolge er-
reichbar, in dem φ2 gilt. Bis dahin erfu¨llen alle durchlaufenen Zusta¨nde φ1.
• φ1 Rφ2 (gesprochen: φ1 releases φ2): Existiert ein zuku¨nftiger Zustand in der
Abfolge, fu¨r den φ2 nicht gilt, so existiert ein bis dahin durchlaufener Zustand,
in dem φ1 gilt.
Beispiel 9 (Interpretation von LTL-Formeln)
Systemablauf:
¬p, q p, q¬p,¬qp, q ¬p, q
In dem aktuellen Zustand des Systemablaufes (gekennzeichnet durch eine zusa¨tzliche
Eingangskante) gilt:
• Die Formeln ¬p ∧ q und X (p ∧ q) sind wahr.
• Die Formel G p ist falsch.
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5.2.1 Formale Definition
Sei Σ ein endliches Alphabet und Π eine Menge von Aussagen u¨ber Σ, d. h. eine
Menge von Abbildungen {pii | pii: Σ −→ B }. Die Abbildungen true: Σ −→ B, σ 7→ 1
und false: Σ −→ B, σ 7→ 0 werden dabei immer implizit zu Π geho¨rig betrachtet.
Wie u¨blich bezeichnen wir mit Σω die Menge aller unendlichen Wo¨rter u¨ber dem
Alphabet Σ.
Definition 34 (Syntax von LTL)
Die Menge der LTL-Formeln u¨ber den Aussagen Π ist induktiv definiert durch:
1. true und false sind LTL-Formeln.
2. Ist φ ∈ Π, so sind φ und ¬φ LTL-Formeln.
3. Sind φ1 und φ2 LTL-Formeln, so sind auch φ1 ∧ φ2 und φ1 ∨ φ2 LTL-Formeln.
4. Sind φ1 und φ2 LTL-Formeln, so sind ebenfalls Xφ1, φ1 Uφ2 und φ1 Rφ2 LTL-
Formeln.
Die noch verbleibenden aussagenlogischen und temporallogischen Operatoren werden
durch die folgenden Abku¨rzungen definiert:
• φ1 → φ2 ≡ ¬φ1 ∨ φ2
• φ1 ↔ φ2 ≡ (φ1 → φ2) ∧ (φ2 → φ1)
• Fφ ≡ trueUφ
• Gφ ≡ falseRφ
Eine LTL-Formel u¨ber den Aussagen Π repra¨sentiert eine Menge unendlicher Wo¨rter
u¨ber Σ. Um auszudru¨cken, daß ein Wort ξ ∈ Σω fu¨r eine LTL-Formel φ gilt, definieren
wir die Gu¨ltigkeitsrelation . Ist φ eine LTL-Formel u¨ber Π, so wird ξ  φ als ”φ gilt fu¨r
ξ“ oder auch als ”ξ erfu¨llt φ“ gelesen. Wir verwenden des weiteren die Schreibweisen ξ(0)
als Bezeichnung des ersten Elementes von ξ und ξ(i)(x) := ξ(x+ i) als die Bezeichnung
des bei i beginnenden Restwortes von ξ.
Definition 35 (Semantik von LTL)
Sei ξ ein unendliches Wort u¨ber Σ. Die Gu¨ltigkeitsrelation  ist induktiv u¨ber der
Struktur der LTL-Formeln definiert:
1. Fu¨r alle ξ gilt ξ  true und ξ 2 false.
2. Ist pi ∈ Π, so gilt ξ  pi gdw. pi(ξ(0)) = true.
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3. Ist pi ∈ Π, so gilt ξ  ¬pi gdw. pi(ξ(0)) = false.
4. ξ  φ1 ∧ φ2 gdw. ξ  φ1 und ξ  φ2.
5. ξ  φ1 ∨ φ2 gdw. ξ  φ1 oder ξ  φ2.
6. ξ  Xφ gdw. ξ(1)  φ.
7. ξ  φ1 Uφ2 gdw. ein i ≥ 0 existiert, so daß ξ(i)  φ2 gilt und fu¨r alle 0 ≤ j < i
die Aussage ξ(j)  φ1 gilt.
8. ξ  φ1 Rφ2 gdw. fu¨r alle i ≥ 0, fu¨r die ξ(i) 2 φ2 gilt, ein 0 ≤ j < i existiert, so
daß ξ(j)  φ1 gilt.
Wir haben in unserer Definition der LTL-Semantik die Negation nur fu¨r die elementa-
ren Aussagen aus Π zugelassen. Diese Beschra¨nkung kann man mit Hilfe der folgenden
Beziehungen leicht aufheben.
• ξ  ¬¬φ gdw. ξ  φ
• ξ  ¬Xφ gdw. ξ  X¬φ
• ξ  ¬(φ1 ∧ φ2) gdw. ξ  (¬φ1) ∨ (¬φ2)
• ξ  ¬(φ1 Uφ2) gdw. ξ  (¬φ1) R (¬φ2)
• ξ  ¬(φ1 Rφ2) gdw. ξ  (¬φ1) U (¬φ2)
Bei der LTL wird jeder Pfad fu¨r sich, also unabha¨ngig von den anderen Pfaden, durch
die Formel bewertet. Man definiert daher die Sprache L(φ) einer LTL-Formel φ u¨ber
Π als die Menge aller unendlichen Wo¨rter u¨ber Σ, die φ erfu¨llen: L(φ) := { ξ ∈ Σω |
ξ  φ }.
Satz 18 (Negations-Normalform)
Jede LTL-Formel φ la¨ßt sich in eine semantisch a¨quivalente LTL-Formel φ′ u¨berfu¨hren,
bei der die Negation nur auf elementare Aussagen angewandt wird.
Beweis: Durch erscho¨pfendes Anwenden der obigen syntaktischen Abku¨rzungen und
der semantisch a¨quivalenten Umformungen. 2
Unter der Voraussetzung, daß |pi| = |¬pi| fu¨r alle pi ∈ Π gilt, a¨ndert sich durch die
Umformung in Negations-Normalform die La¨nge der LTL-Formel nicht. Wie wir sehen
werden, ist diese Annahme fu¨r unseren Verifikationsansatz zula¨ssig.
Im weiteren transformieren wir LTL-Formeln vor einer na¨heren Betrachtung immer
implizit in ihre a¨quivalente Negations-Normalform.
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5.2.2 LTL auf Transitionssystemen
Wir mo¨chten LTL-Formeln benu¨tzen, um Eigenschaften der zustandsbasierten Seman-
tik von Transitionssystemen T = [Q,−→, q0] zu beschreiben. Dazu setzen wir Σ := Q
und Π als die Menge der elementaren Aussagen auf den Zusta¨nden. Ein Transitions-
system T erfu¨llt eine LTL-Formel φ, falls L(T ) ⊆ L(φ), d. h. fu¨r alle ξ ∈ L(T ) gilt
ξ  φ. Wir erweitern die Gu¨ltigkeitsrelation auf Transitionssysteme und schreiben fu¨r
ein Transitionssystem, das eine LTL-Formel φ erfu¨llt, T  φ.
Ist das betrachtete Transitionssystem aus dem Erreichbarkeitsgraphen eines sicheren
Petrinetzes N = [S, T, F,M0] entstanden, so stellen die Zusta¨nde des Transitionssy-
stems die Menge der erreichbaren Markierungen des Petrinetzes dar. Die elementaren
Aussagen Π auf den Markierungen des Petrinetzes beschra¨nken wir in diesem Fall auf
Aussagen pis mit s ∈ S. Eine elementare Aussage pis u¨ber einer Markierung M ist
genau dann wahr, wenn s ∈ M , d. h. s bei M markiert ist. Im weiteren werden wir
daher aus Einfachheitsgru¨nden die elementaren Aussagen Π = {pis | s ∈ S } in einer
LTL-Formel durch die entsprechenden Stellenbezeichner ersetzen.
5.2.3 Beispiele
Zuerst wollen wir uns die allgemeinen Petrinetzeigenschaften Erreichbarkeit von toten
Markierungen und Reversibilita¨t von Petrinetzen na¨her ansehen.
Beispiel 10 (Petrinetzeigenschaften)
Zur U¨berpru¨fung, ob ein Petrinetz tote Zusta¨nde erreichen kann, mu¨ssen wir zuerst
die Menge aller mo¨glichen toten Zusta¨nde des Petrinetzes beschreiben. Wie wir im
Abschnitt 4.2.4 gesehen haben, sind genau die Markierungen tot, die mindestens eine







Ein Petrinetz N kann also genau dann keine tote Markierung erreichen, wenn alle
unendlichen Systemabla¨ufe nur aus Markierungen bestehen, die nicht in D enthalten
sind. Dies la¨ßt sich durch die LTL-Formel G¬D beschreiben.
Die Eigenschaft der Reversibilita¨t la¨ßt sich dagegen in der LTL nicht formulieren. Dies
wollen wir an dem reversiblen Petrinetz N in Abbildung 5.1 verdeutlichen.
Nehmen wir einmal an, es ga¨be eine systemunabha¨ngige LTL-Formel, mit der wir
die Reversibilita¨t von Petrinetzen ausdru¨cken ko¨nnten. Diese Formel mu¨ßte dann alle
unendlichen Pfade unseres Petrinetzes N als gu¨ltig erkennen, also auch den unendli-
chen Pfad {p1} −→ {p2} −→ {p3} −→ {p2} −→ · · ·. Entfernen wir nun die gestrichelte
Transition aus dem PetrinetzN , so erhalten wir ein Petrinetz, welches nur den genann-





Abbildung 5.1: Ein reversibles Petrinetz.
daß das modifizierte Petrinetz reversibel ist, wodurch ein Widerspruch zur Annahme
entsteht.
Beispiel 11 (Produktionsanlage)
In diesem Beispiel wollen wir etwas spezieller werden und eine Produktionsanlage zur
Verarbeitung von Metallwerkstu¨cken (vgl. [LL95, HD95, HDS99]) na¨her betrachten.
Die Anlage besteht aus einer Presse zur Verformung der Werkstu¨cke und aus zwei
Roboterarmen, die fu¨r den An- und Abtransport der Werkstu¨cke zusta¨ndig sind. Die
Steuerung der Anlage muß fu¨r einen reibungslosen Ablauf eine Reihe von Anforderun-
gen erfu¨llen. Im folgenden beschreiben wir exemplarisch zwei dieser Anforderungen
durch LTL-Formeln (vgl. [HD95]).
1. Sicherheitseigenschaft : Wenn sich die Presse schließt, befinden sich beide Robo-
terarme außerhalb ihres Arbeitsbereichs.
G (arm1 loading ∨ arm1 unloading
→ ¬press go loadpos ∨ ¬press go unloadpos) ∧
G (arm2 loading ∨ arm2 unloading
→ ¬press go loadpos ∨ ¬press go unloadpos)
2. Lebendigkeitseigenschaft : Befindet sich ein Werkstu¨ck innerhalb der Presse, so
wird es letztendlich bearbeitet.
G (ch A1P full→ F blank forged)
5.3 Bu¨chiautomaten und LTL
Eine LTL-Formel beschreibt, unabha¨ngig vom zu analysierenden System, eine Spra-
che, die als Menge aller Pfade definiert ist, welche die Formel erfu¨llen. Ebenso bildet
die Menge aller mo¨glichen Pfade durch den Erreichbarkeitsgraphen eines Petrinetzes
eine Sprache. Bei den beiden Sprachen handelt es sich jeweils um eine Menge von
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gleichstrukturierten unendlichen Wo¨rtern. Jedes dieser unendliche Wo¨rter besteht aus
einem endlichen Anfangswort, welches in einen Kreis u¨bergeht. Die beiden Sprachen
geho¨ren damit zu der Klasse der sogenannten ω-regula¨ren Sprachen.
Ein Petrinetz erfu¨llt eine LTL-Formel, falls alle Zustandsabla¨ufe die Formel erfu¨llen,
also seine Sprache eine Teilmenge der Formelsprache ist. Das Modelcheckingproblem
la¨ßt sich somit auf eine geeignete Darstellungsform der Sprachen und auf einen In-
klusionstest reduzieren. Zur Repra¨sentation von Sprachen eignen sich, wie wir wissen,
Automaten. Im Gegensatz zur klassischen Automatentheorie, die sich mit Sprachen,
bestehend aus endlichen Wo¨rtern bescha¨ftigt, betrachten wir Automaten fu¨r Sprachen
mit unendlichen Wo¨rtern. Der Hauptunterschied liegt in der Akzeptierungsbedingung
der Wo¨rter. Wir akzeptieren ein unendliches Wort als Eingabe, wenn ein akzeptieren-
der Zustand des Automaten unendlich oft durchlaufen wird. Dieses Kriterium wird
Bu¨chi-Akzeptierungskriterium genannt und entsprechend werden die Automaten als
Bu¨chiautomaten bezeichnet.
5.3.1 Bu¨chiautomaten
Definition 36 (Bu¨chiautomat [Tho90])
Ein (gewo¨hnlicher) Bu¨chiautomat ist ein Tupel A = [Σ, Q,∆, q0, F ], bestehend aus
1. einem Alphabet Σ,
2. einer endlichen Menge von Zusta¨nden Q,
3. einer U¨bergangsrelation ∆ ⊆ Q× Σ×Q,
4. einem Anfangszustand q0 und
5. einer endlichen Menge von akzeptierenden Zusta¨nden F ⊆ Q.
Ein Bu¨chiautomat unterscheidet sich strukturell nicht von einem nichtdeterministi-
schen Automaten u¨ber endlichen Wo¨rtern. Erst durch das Bu¨chi-Akzeptierungsver-
halten wird daraus ein Automat u¨ber unendlichen Wo¨rtern.
Ein Lauf σ eines Bu¨chiautomaten fu¨r ein unendliches Wort ξ ist eine unendliche Folge
m0m1m2 · · · von Zusta¨nden, fu¨r die m0 = q0 und [mi, ξ(i),mm+1] ∈ ∆ fu¨r alle i ≥ 0
gilt. Als Grenzverhalten eines Laufes σ betrachten wir die Menge der von σ unend-
lich oft durchlaufenen Automatenzusta¨nde. Wir definieren daher lim(σ) := { q ∈ Q |
∃ωi:σ(i) = q }. Da die Zustandsmenge Q eines Bu¨chiautomaten endlich ist, ist die
Menge lim(σ) nie leer. Darum definieren wir das Akzeptierungsverhalten eines Bu¨chi-
automaten folgendermaßen:
Definition 37 (Bu¨chi-Akzeptierungsverhalten)
Ein Bu¨chiautomat A = [Σ, Q,∆, q0, F ] akzeptiert ein unendliches Wort ξ, falls es einen
Lauf σ fu¨r ξ gibt, mit lim(σ) ∩ F 6= ∅.
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Die von einem Bu¨chiautomaten A akzeptierte Sprache L(A) ist die Menge der unend-
lichen Wo¨rter, die von A akzeptiert werden.
Definition 38 (ω-Regularita¨t)
Eine Sprache L u¨ber unendlichen Wo¨rtern heißt ω-regula¨r, falls es einen Bu¨chiauto-
maten A gibt mit L = L(A).
Bu¨chiautomaten beschreiben also gerade die Klasse der ω-regula¨ren Sprachen.









Jedes Transitionssystem T = [Q,−→, q0] la¨ßt sich in einen Bu¨chiautomaten AT =
[Q,Q,∆, q0, Q] mit ∆ := { [q, q, q′] | q −→ q′ } transformieren, so daß L(T ) = L(AT )
gilt. Die Sprache L(T ) eines Transitionssystems T ist daher eine ω-regula¨re Sprache.
Da sich der Erreichbarkeitsgraph RG(N ) = [RN (M0),KN ] eines Petrinetzes N =
[S, T, F,M0] wiederum als ein Transitionssystem TN = [RN (M0),K′N ,M0] interpretie-
ren la¨ßt (vgl. Abschnitt 5.1), existiert ein Bu¨chiautomatATN = [RN (M0),RN (M0),∆,
M0,RN (M0)] mit ∆ := { [M,M,M ′] | [M,M ′] ∈ K′N }. Es gilt daher L(N ) = L(ATN ).
Man betrachtet dabei alle erreichbaren Zusta¨nde des Petrinetzes als akzeptierende Zu-
sta¨nde, so daß alle unendlichen Zustandsabfolgen als Wort der Sprache erkannt werden.
Zur einfacheren Beschreibung der Sprachen von LTL-Formeln hat sich eine Erweite-
rung des Akzeptierungsverhaltens gewo¨hnlicher Bu¨chiautomaten bewa¨hrt.
Definition 39 (Verallgemeinerter Bu¨chiautomat)
Ein verallgemeinerter Bu¨chiautomat ist ein Tupel A = [Σ, Q,∆, q0,F ], bestehend aus
1. einem Alphabet Σ,
2. einer endlichen Menge von Zusta¨nden Q,
3. einer U¨bergangsrelation ∆ ⊆ Q× Σ×Q,
4. einem Anfangszustand q0 und
5. einer Menge F = {F1, . . . , Fk }, welche wiederum aus endlichen Mengen akzep-
tierender Zusta¨nde Fi ⊆ Q, 1 ≤ i ≤ k besteht.
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Verallgemeinerte Bu¨chiautomaten besitzen statt einer Menge akzeptierender Zusta¨nde
mehrere solcher Mengen. Daher muß auch das Akzeptierungsverhalten angepaßt wer-
den. Dies geschieht naheliegenderweise dadurch, daß man ein unendliches Wort nur
dann als Eingabe akzeptiert, wenn es jeweils unendlich oft Zusta¨nde jeder der Mengen
Fi ∈ F durchla¨uft.
Definition 40 (Verallgemeinertes Bu¨chi-Akzeptierungsverhalten)
Ein verallgemeinerter Bu¨chiautomat A = [Σ, Q,∆, q0,F ] akzeptiert ein unendliches
Wort ξ, falls es einen Lauf σ fu¨r ξ gibt, mit ∀Fi ∈ F : lim(σ) ∩ Fi 6= ∅.
Analog zu den gewo¨hnlichen Bu¨chiautomaten ist die von einem verallgemeinerten Bu¨-
chiautomaten A akzeptierte Sprache L(A) die Menge der unendlichen Wo¨rter, die von
A akzeptiert werden.
Jeder verallgemeinerte Bu¨chiautomat la¨ßt sich in einen gewo¨hnlichen Bu¨chiautomaten
transformieren, der die selbe Sprache akzeptiert. Verallgemeinerte Bu¨chiautomaten
sind also nicht ma¨chtiger als gewo¨hnliche Bu¨chiautomaten und ko¨nnen daher auch nur
ω-regula¨ren Sprachen repra¨sentieren.
Satz 19
Jeder verallgemeinerte Bu¨chiautomat A = [Σ, Q,∆, q0, {F1, . . . , Fk }] la¨ßt sich in einen
gewo¨hnlichen Bu¨chiautomaten A′ mit k · |Q| Zusta¨nden transformieren, so daß L(A) =
L(A′) gilt.
Beweis: SeiA = [Σ, Q,∆, q0, {F1, . . . , Fk }] ein verallgemeinerter Bu¨chiautomat. Dann
akzeptiert der daraus konstruierbare gewo¨hnliche Bu¨chiautomatA′ = [Σ, Q′,∆′, q′0, F ′]
mit
• Q′ := Q× { 1, . . . , k }
• q′0 := (q0, 1)
• ∆′ ⊆ Q′ × Σ×Q′ ist definiert durch:
∆′ := { [(q1, i), a, (q2, i)] | [q1, a, q2] ∈ ∆ ∧ q1 6∈ Fi } ∪
{ [(q1, i), a, (q2, (imod k) + 1)] | [q1, a, q2] ∈ ∆ ∧ q1 ∈ Fi }
• F ′ := F1 × {1}
die Sprache L(A).
Diese Konstruktion erstellt k Kopien A1, . . . ,Ak des verallgemeinerten Bu¨chiautoma-
tenA, die dann zu einem gewo¨hnlichen Bu¨chiautomaten zusammengefu¨gt werden. Man
ordnet dazu jedem Teilautomaten jeweils eine der Akzeptierungsmengen F1, . . . , Fk zu.
Anschließend werden die Zustandsu¨berga¨nge so modifiziert, daß beim Durchlaufen ei-




Erfolgt so ein Wechsel k-mal, so landet man wieder im Ursprungsautomaten. Jede
Eingabe, die unendlich oft einen Zustand aus F1 im Automaten A1 durchla¨uft, durch-
la¨uft auch, aus Konstruktionsgru¨nden, mindestens einen Zustand aus jeder anderen
Akzeptierungsmenge unendlich oft. Somit genu¨gt es, die Akzeptierungsmenge F1 im
Teilautomaten A1 als alleinige Akzeptierungsmenge des gesamten Automaten zu ver-
wenden. 2
Wenn wir also im folgenden Aussagen u¨ber Bu¨chiautomaten machen, beziehen wir
uns, außer es ist explizit anders angegeben, auf gewo¨hnliche Bu¨chiautomaten.
Satz 20 (Abgeschlossenheit unter Vereinigung, Schnitt und Komplement)
Seien A′,A′′ Bu¨chiautomaten u¨ber dem Alphabet Σ. Dann existiert jeweils ein Bu¨chi-
automat A u¨ber Σ mit:
1. L(A) = L(A′) ∪ L(A′′).
2. L(A) = L(A′) ∩ L(A′′).
3. L(A) = L(A′) = Σω \ L(A′).
Beweis: Siehe dazu [Bu¨c60] und [Cho74]. 2
Im allgemeinen ist die Konstruktion eines Bu¨chiautomaten A, der das Komplement
einer Sprache L(A′) erkennt, exponentiell [Bu¨c60, SVW87]. Wir werden aber spa¨ter
sehen, daß wir das Modelcheckingproblem fu¨r LTL-Formeln so umformen ko¨nnen, daß
wir nur den Schnitt zweier ω-regula¨rer Sprachen beno¨tigen. Daher wollen wir dies jetzt
na¨her betrachten.
Seien A′ = [Σ, Q′,∆′, q′0, F ′] und A′′ = [Σ, Q′′,∆′′, q′′0 , F ′′] zwei gewo¨hnliche Bu¨chiauto-
maten u¨ber demselben Alphabet Σ. Ein gewo¨hnlicher Bu¨chiautomatA = [Σ, Q,∆, q0, F ]
mit L(A) = L(A′) ∩ L(A′′) la¨ßt sich in zwei Schritten konstruieren. Im ersten Schritt
konstruiert man einen verallgemeinerten Bu¨chiautomaten A′′′ mit
• Q′′′ := Q′ ×Q′′
• q′′′0 := (q′0, q′′0)
• ∆′′′ := { [(q′, q′′), a, (p′, p′′)] | [q′, a, p′] ∈ ∆′ ∧ [q′′, a, p′′] ∈ ∆′′ }
• F := {F ′ ×Q′′, Q′ × F ′′ },
so daß L(A′′′) = L(A′) ∩ L(A′′) gilt.
Im zweiten Schritt wandelt man den verallgemeinerten Bu¨chiautomaten A′′′ mit dem
oben angegebenen Verfahren in einen gewo¨hnlichen Bu¨chiautomaten A mit L(A) =
L(A′′′) um.
Die Abbildung 5.2 illustriert die Konstruktion anhand eines Beispiels.
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Die Konstruktion des verallgemeinerten Bu¨chiautomaten basiert auf einer synchronen
bzw. parallelen Ausfu¨hrung der Ausgangsautomaten A′ und A′′, d. h. einer Produkt-
bildung der beiden Automaten. Dadurch wird garantiert, daß ein unendliches Wort nur
dann zu einem Weiterschalten des Automaten A′′′ fu¨hrt, wenn sowohl A′ als auch A′′
u¨ber diesem Wort schalten ko¨nnen. Ein unendliches Wort wird genau dann akzeptiert,
wenn es dazu einen Lauf gibt, der unendlich oft einen Zustand der Akzeptierungsmenge
des Automaten A′ sowie auch einen Zustand der Akzeptierungsmenge des Automaten
A′′ durchla¨uft. Dies muß allerdings nicht gleichzeitig geschehen. Dadurch unterscheidet
sich die Produktbildung zweier Bu¨chiautomaten von der synchronen Produktbildung
von Automaten u¨ber endlichen Wo¨rtern.
Unser Modelcheckingproblem stellt jedoch einen Spezialfall der obigen Durchschnitts-
konstruktion dar. Einer der beiden Bu¨chiautomaten wird durch den Erreichbarkeits-
graphen eines Petrinetzes induziert, wodurch seine Akzeptierungsmenge genau der
Menge aller seiner Automatenzusta¨nde entspricht. Dadurch mutiert eine der bei der
Konstruktion des verallgemeinerten Bu¨chiautomaten A′′′ auftretenden Akzeptierungs-
mengen zur Menge aller Zusta¨nde von A′′′ und kann somit weggelassen werden. Der
”verallgemeinerte“ Bu¨chiautomat A
′′′ ist also schon ein gewo¨hnlicher Bu¨chiautomat
und die Durchschnittskonstruktion entspricht der klassischen synchronen Produktkon-
struktion zweier Automaten. Daher gilt fu¨r unser Modelcheckingproblem L(A′×A′′) =
L(A′) ∩ L(A′′), was den Gesamtaufwand erheblich reduziert.
5.3.2 Bu¨chiautomaten fu¨r LTL-Formeln
Nun wollen wir uns endlich den Kernpunkt der Verifikation, die Konstruktion eines Bu¨-
chiautomaten aus einer LTL-Formel, na¨her ansehen. Wir gehen dabei davon aus, daß
sich die zu betrachtende LTL-Formel in Negations-Normalform befindet. Die von einer
LTL-Formel φ definierte Sprache besteht aus unendlichen Wo¨rtern u¨ber einem Alpha-
bet Σ. Wir konstruieren daher einen Automaten, der aus einer Menge von Zusta¨nden
und beschrifteten Zustandsu¨berga¨ngen besteht. Die Zusta¨nde werden mit Teilformeln
von φ beschriftet. Erreicht man einen Zustand, so besagt seine Beschriftung, welche
Teilformeln damit erfu¨llt sind. Die Beschriftungen der U¨berga¨nge ergeben sich daher
aus den in einem Zustand vorkommenden Aussagen pii ∈ Π und deren Negationen. Sie
bestimmen die Menge der Buchstaben aus unserem Alphabet Σ, die an den U¨berga¨n-
gen zu einem Zustand stehen. Eine solche Menge von Aussagen u¨ber dem Alphabet Σ
repra¨sentiert dabei genau die Buchstaben aus Σ, die alle Aussagen der Menge erfu¨llen.
Die Struktur des Automaten ist durch die syntaktische Struktur der Formel bestimmt.
Man beginnt eine Bu¨chiautomatenkonstruktion mit einem Startzustand, der mit der
LTL-Formel φ beschriftet wird. Dieser Zustand wird schrittweise unter Beachtung der
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Booleschen Zusammenha¨nge der Teilformeln und mit Hilfe der Regeln
φ1 Uφ2 ≡ φ2 ∨ (φ1 ∧ X (φ1 Uφ2))
φ1 Rφ2 ≡ φ2 ∧ (φ1 ∨ X (φ1 Rφ2))
≡ (φ1 ∧ φ2) ∨ (φ2 ∧ X (φ1 Rφ2))
expandiert. Die Regel fu¨r φ1 Uφ2 besagt z. B., daß man einen so beschrifteten Zustand
in zwei Zusta¨nde verfeinern kann. Hierbei repra¨sentiert der eine Zustand die Mo¨glich-
keit, daß die Formel φ2 erfu¨llt ist, und der andere Knoten die Mo¨glichkeit, daß φ1
erfu¨llt ist und ein U¨bergang zu einem Zustand existiert, in dem φ1 Uφ2 erfu¨llt ist.
Der Verfeinerungsprozeß endet, wenn keine neuen Zusta¨nde, also Zusta¨nde mit noch
nicht vorhandenen Beschriftungen, auftreten. Die Akzeptierungsmengen werden durch
die in φ vorkommenden Until-Teilformeln bestimmt. Fu¨r jede Until-Teilformel φ1 Uφ2
wird eine Akzeptierungsmenge gebildet. Sie entha¨lt alle Zusta¨nde, die nicht mit φ1 Uφ2
beschriftet sind, und alle Zusta¨nde, die mit φ2 beschriftet sind. Dadurch erhalten wir
einen verallgemeinerten Bu¨chiautomaten.
Wir wollen nun dieses Verfahren na¨her betrachten. Der im folgenden ausgefu¨hrte Al-
gorithmus 12 (LTL2BA) ist eine Modifikation des Verfahrens aus [GPVW95]. Wir ver-
wenden hier aus didaktischen Gru¨nden ein Breitentraversierungsverfahren.




3 ident : integer;
4 pred : set of integer;
5 new, old, next : set of formula;
6 end.
Die zustandslokalen Variablen repra¨sentieren dabei:
• ident: einen eindeutigen Bezeichner des Zustands.
• pred: die Menge der Zusta¨nde, die einen U¨bergang zu diesem Zustand besitzen.
• new: eine Menge von Formeln, die in diesem Zustand erfu¨llt sein mu¨ssen, aber
noch nicht expandiert wurden.
• old: eine Menge von Formeln, die in diesem Zustand erfu¨llt sein mu¨ssen und
schon expandiert wurden.
• next: eine Menge von Formeln, die in allen direkten Nachfolgezusta¨nden dieses
Zustandes erfu¨llt sein mu¨ssen.
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Wir initialisieren den Algorithmus mit einem besonders gekennzeichneten Startzustand
q0 und einem Nachfolgezustand von q0, der die Gesamtformel φ in new entha¨lt.
Zusta¨nde werden solange verfeinert, bis keine Formel mehr in new vorhanden ist. Diese
Verfeinerung erfolgt anhand der syntaktischen Struktur der Formeln in new. Als ersten
Schritt u¨bertragen wir immer die zu expandierende Formel von new nach old. Danach
unterscheiden wir die folgenden Fa¨lle:
1. pi,¬pi mit pi ∈ Π: Diese Teilformeln werden als atomar betrachtet und daher
nicht weiter expandiert. Man u¨bertra¨gt sie nur von new nach old. Kommt es
beim U¨bertragen zu einer Nichterfu¨llbarkeit der Formeln in old, z. B. durch die
Formel false oder durch gleichzeitiges Vorhandensein einer Aussage pi und seiner
Negation ¬pi, so wird ein solcher Zustand als unerreichbarer Zustand gewertet
und entfernt.
2. φ1 ∧ φ2: Die beiden Formeln φ1, φ2 werden in new eingefu¨gt.
3. φ1 ∨ φ2: Man erzeugt eine Kopie des aktuellen Zustandes. Einem der beiden
Zusta¨nde wird anschließend die Formel φ1 und dem anderen Zustand die Formel
φ2 zu new hinzugefu¨gt.
4. Xφ1: Die Formel φ1 kommt nach next und wird in einem spa¨teren Schritt wei-
terbehandelt.
5. φ1 Uφ2: Man erzeugt eine Kopie des aktuellen Zustandes. Bei einem der beiden
Kopien tragen wir φ2 in new ein. In der anderen Kopie kommt φ1 nach new und
φ1 Uφ2 nach next.
6. φ1 Rφ2: Man erzeugt eine Kopie des aktuellen Zustandes. Bei einem der beiden
Zusta¨nde tragen wir anschließend φ1 und φ2 in new ein. Beim anderen Zustand
kommt φ2 nach new und φ1 Rφ2 nach next.
Sind alle aktuellen Zusta¨nde vollsta¨ndig verfeinert, befinden sich also keine Formeln
mehr in new, werden sie in die endgu¨ltige Zustandsmenge des Bu¨chiautomaten u¨ber-
tragen. Dabei wird u¨berpru¨ft, ob es fu¨r einen neu hinzukommenden Zustand einen
a¨quivalenten, schon vorhandenen Zustand mit der gleichen Beschriftung in old und
next gibt. Ist dies der Fall, so werden die beiden Knoten verschmolzen, d. h. die pred-
Menge des neuen Zustandes wird zu der des alten Zustandes hinzugefu¨gt. Anschlie-
ßend wird der neue Zustand gelo¨scht. Existiert kein a¨quivalenter Zustand, wird der
neue Zustand der Menge der Bu¨chiautomatenzusta¨nde hinzugefu¨gt. Fu¨r jeden solchen
neu hinzukommenden Zustand q wird ein neuer Nachfolgezustand q′ erzeugt, wobei
die next-Formelmenge von q auf die new-Menge von q′ u¨bertragen wird.
Diese neu erzeugten Zusta¨nde besitzen wieder Formeln in new, so daß sie auch die
ganze Prozedur von Expansion und Einordnung u¨ber sich ergehen lassen mu¨ssen. Das
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ganze Verfahren terminiert, wenn beim Einordnen in die endgu¨ltige Bu¨chiautomaten-
zustandsmenge keine neuen Zusta¨nde mehr entstehen.
Dieses Verfahren ist im Algorithmus 12 (LTL2BA) zusammengefaßt. Der Algorithmus
verwendet die Funktionen New1, New2 und Next, die wie folgt definiert sind.
ξ φ1 ∧ φ2 φ1 Uφ2 φ1 Rφ2
New1(ξ) φ1 φ2 {φ1, φ2}
New2(ξ) φ2 φ1 φ2
Next(ξ) ∅ φ1 Uφ2 φ1 Rφ2
Um aus der so konstruierten Zustandsmenge einen vollsta¨ndigen Bu¨chiautomaten zu
erhalten, beno¨tigen wir noch eine Beschriftung der U¨berga¨nge und eine Bestimmung
der Mengen von akzeptierenden Zusta¨nden.
Jeder Zustand ist mit den durch ihn erfu¨llten Teilformeln von φ gekennzeichnet. Die
Beschriftung der in einen Zustand q mu¨ndenden U¨berga¨nge ergibt sich daher durch die
Buchstaben des Alphabets Σ, die alle in q vorkommenden Aussagen pi ∈ Π und deren
Negationen erfu¨llen. Man stellt dadurch sicher, daß ein Zustand nur dann erreichbar
ist, wenn seine elementaren Aussagen durch das Eingabewort auch erfu¨llt sind.
In einem ersten Schritt wa¨hlen wir die Menge aller Zusta¨nde des konstruierten Bu¨chiau-
tomaten als eine Menge von akzeptierenden Zusta¨nden aus. Dadurch akzeptiert unser
Bu¨chiautomat zuna¨chst alle unendlichen Wo¨rter, die sich an die U¨bergangsbeschrift-
ungen halten. Er erfu¨llt somit fast alle Bedingungen der Semantik einer LTL-Formel.
Betrachtet man die Semantik des Until-Operators etwas na¨her, so fa¨llt auf, daß nur
solche Abla¨ufe gu¨ltig sind, bei denen φ2 auch wirklich einmal in irgendeinem Zustand
erfu¨llt ist. Die von uns fu¨r die Behandlung einer Until-Teilformel verwendete Expan-
sionsregel
φ1 Uφ2 ≡ φ2 ∨ (φ1 ∧ X (φ1 Uφ2))
erlaubt aber auch Zustandsabfolgen, in denen unendlich oft φ1 vorkommt, ohne daß
ein Zustand erreicht wird, in dem φ2 gu¨ltig ist. Wir mu¨ssen also, um die korrek-
te Semantik des Until-Operators zu modellieren, solche ungu¨ltigen Zustandsabfolgen
ausschließen. Dazu ersetzen wir die zuerst definierte Akzeptierungsmenge durch die
sich aus den Until-Teilformeln ergebenden Akzeptierungsmengen. Die Expansionsre-
gel garantiert, daß eine in einem Zustand vorkommende Until-Teilformel φ1 Ui φ2 so-
lange vorkommt, bis ein mit φ2 beschrifteter Zustand erreicht wird. Daher genu¨gt
es zu u¨berpru¨fen, ob ein Zustandsablauf existiert, der unendlich oft durch einen Zu-
stand geht, in dem φ1 Ui φ2 nicht vorkommt, oder durch einen Zustand geht, der mit
φ2 beschriftet ist. Daraus ergibt sich fu¨r die in der zu verifizierenden LTL-Formel φ
vorkommenden Until-Teilformeln φ1 U1 φ2, . . . , φ1 Um φ2 die verallgemeinerte Bu¨chi-
Akzeptierungsbedingung F := {Φ1, . . . ,Φm } mit Φi := {q ∈ Q | φ2 ∈ q.old ∨
(φ1 Ui φ2) 6∈ q.old }.
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Algorithmus 12 (Erzeugung eines Bu¨chiautomaten aus einer LTL-Formel)
1 LTL2BA(φ) ≡
2 FinalStates := {q0};
3
4 proc putToFinal(expanded) ≡
5 unexpanded := ∅;
6 forall q ∈ expanded do
7 if ∃ q′ ∈ FinalStates : (q.old = q′.old ∧ q.next = q′.next) then
8 q′.pred := q′.pred ∪ q.pred
9 else
10 FinalStates := FinalStates ∪ {q};
11 q′′ := newState();
12 q′′.pred := {q};q′′.new := q.next;
13 unexpanded := unexpanded ∪ {q′′}
14 fi
15 od;
16 if unexpanded 6= ∅ then expand(unexpanded) fi
17 end putToFinal;
18
19 proc expand(unexpanded) ≡
20 expanded := ∅;
21 while unexpanded 6= ∅ do
22 q := oneof(unexpanded); unexpanded := unexpanded \ {q};
23 while q.new 6= ∅ do
24 ξ := oneof(q.new); q.new := q.new \ {ξ};
25 q.old := q.old ∪ {ξ};
26 case ξ of
27 ξ = pi or ξ = ¬pi:
28 if ξ = false ∨ ¬ξ ∈ q.old then unexpanded := unexpanded \ {q} fi;
29 ξ = Xφ1:
30 q.next := q.next ∪ {φ1};
31 ξ = φ1 ∧ φ2:
32 q.new := q.new ∪ ({φ1, φ2} \ q.old);
33 ξ = φ1 ∨ φ2 or ξ = φ1 Uφ2 or ξ = φ1 Rφ2:
34 q′ := dupNode(q);
35 q.new := q.new ∪ (New1(ξ) \ q.old);
36 q′.new := q′.new ∪ (New2(ξ) \ q′.old);
37 q′.next := q′.next ∪ Next(ξ);
38 unexpanded := unexpanded ∪ {q′}
39 esac
40 od;






47 q1 := newState();
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Die U¨bergangsrelation ∆ des so konstruierten Bu¨chiautomaten ist nicht total. Beno¨tigt
das verwendete Verifikationsverfahren diese Eigenschaft, muß der Bu¨chiautomat noch
vervollsta¨ndigt werden. Dazu fu¨hrt man einen weiteren speziellen Zustand error ein,
der einen mit allen Buchstaben des Alphabets Σ beschrifteten U¨bergang zu sich selber
besitzt. Anschließend wird von jedem Zustand des Bu¨chiautomaten ein U¨bergang zum
Zustand error erzeugt. Diese U¨berga¨nge beschriftet man jeweils mit den Buchstaben
aus Σ, die nicht in den Beschriftungen der vom betrachteten Zustand ausgehenden
U¨berga¨ngen enthalten sind. Die Zustandsu¨bergangsrelation wird dadurch total und
alle ungu¨ltigen Abla¨ufe werden in den nichtakzeptierenden Zustand error umgeleitet.
Das vorgestellte Konstruktionsverfahren ist auf beliebige LTL-Formeln anwendbar.
Die maximale Gro¨ße des dabei konstruierten Bu¨chiautomaten ist durch die Anzahl
der unterschiedlichen LTL-Teilformeln bestimmt. Es gilt daher:
Satz 21 (Gro¨ße des Bu¨chiautomaten einer LTL-Formel)
Zu einer gegebenen LTL-Formel φ la¨ßt sich ein gewo¨hnlicher Bu¨chiautomat A = [Σ, Q,
∆, q0, F ] mit |Q| in 2O(|φ|) konstruieren, so daß L(A) = L(φ) gilt.
Beweis: Siehe [VW94, Var96]. 2
Aus der Definition ω-regula¨rer Sprachen folgt damit die folgende Aussage:
Korollar 3
Die durch eine LTL-Formel definierte Sprache ist ω-regula¨r.
5.3.3 Beispiel
Betrachten wir die LTL-Formel φ = GFpia u¨ber dem Alphabet Σ = {a, b}. Die Aus-
sage pia ∈ Π ist definiert durch pia(a) = 1 und pia(b) = 0. Zur Konstruktion eines
Bu¨chiautomaten transformieren wir die Formel φ zuerst in Negations-Normalform
φ = falseR (trueUpia). Als na¨chstes protokollieren wir die einzelnen Durchla¨ufe durch
den Algorithmus. Dazu geben wir jeweils die Menge der noch nicht verfeinerten, der
verfeinerten und der endgu¨ltigen Bu¨chiautomatenzusta¨nde an. Mit q0 bezeichnen wir
den beim Verfahren implizit eingefu¨hrten Startzustand.
1. Durchlauf:
ident new old next pred
1 {φ} ∅ ∅ q0
2 ∅ {φ, trueUpia, pia} {φ} q0











ident new old next pred
4 {φ} ∅ ∅ 2
5 {φ, trueUpia} ∅ ∅ 3
6 ∅ {φ, trueUpia, pia} {φ} 2
7 ∅ {φ, trueUpia, true} {φ, trueUpia} 2
8 ∅ {φ, trueUpia, pia} {φ} 3











Wir erhalten fu¨r unsere Formel GFpia den Bu¨chiautomaten AGFpia = [Σ, Q,∆, q0, F ]
mit
• Σ := {a, b},
• Q := {q0, 2, 3},
• ∆ := {[q0, {a}, 2], [q0, {a, b}, 3], [2, {a}, 2], [2, {a, b}, 3], [3, {a, b}, 3], [3, {a}, 2]},
• q0 := q0 und




Bei dem von uns betrachteten Modelcheckingproblem handelt es sich um die Frage
”Erfu¨llt ein nebenla¨ufiges System N die LTL-Spezifikation φ?“.
Wie wir gesehen haben, lassen sich sowohl das System als auch die LTL-Formel durch
einen Bu¨chiautomaten repra¨sentieren, so daß sich unser Modelcheckingproblem auch
als das automatentheoretische Problem
”L(N ) ⊆ L(φ)?“
beschreiben la¨ßt. Dies kann man noch weiter zu
L(N ) ⊆ L(φ) ≡ L(N ) ∩ L(φ) = ∅
≡ L(N ) ∩ L(¬φ) = ∅
umformen (vgl. [Var96]). Dadurch ero¨ffnet sich uns ein einfaches Modelcheckingver-
fahren.
Einen Bu¨chiautomaten fu¨r unser nebenla¨ufiges System N ko¨nnen wir u¨ber den Er-
reichbarkeitsgraph erzeugen und ebenso einen Bu¨chiautomaten fu¨r eine beliebige LTL-
Formel, also auch fu¨r ¬φ. Den Schnitt zweier durch Bu¨chiautomaten beschriebener
Sprachen erhalten wir durch die Produktbildung der beiden Automaten. Zur Ent-
scheidung unseres Modelcheckingproblems fehlt uns also nur noch ein Verfahren, mit
dem wir feststellen ko¨nnen, ob eine durch einen Bu¨chiautomaten beschriebene Sprache
leer ist.
Nehmen wir einmal an, die Sprache L(A) sei nicht leer. Dann existiert ein unendliches
Wort ξ ∈ Σω und damit ein Lauf σ des Bu¨chiautomaten A, d. h. eine unendliche Folge
m0m1m2 · · · von Zusta¨nden, fu¨r die m0 = q0 und [mi, ξ(i),mi+1] ∈ ∆ fu¨r alle i ≥ 0
gilt. Dieser Lauf σ durchla¨uft unendlich oft einen Zustand aus der Menge der akzep-
tierenden Zusta¨nde des Automaten. Betrachtet man den Bu¨chiautomaten als einen
Graphen, so existiert damit ein unendlicher Weg durch den Graphen, der zwangsla¨ufig
in einem Kreis endet, der einen akzeptierenden Zustand entha¨lt.
Die U¨berpru¨fung, ob eine Sprache L(A) leer ist, la¨ßt sich somit durch einen einfachen
Tiefendurchlauf des Graphen bewerkstelligen (vgl. Algorithmus 13 (Tiefensuche)). Er-
reicht man bei der Tiefensuche einen Zustand, der auf dem aktuellen Suchweg schon
einmal vorgekommen ist, u¨berpru¨ft man, ob dazwischen ein akzeptierender Zustand
liegt. Findet man einen solchen Kreis, kann man die weitere Suche abbrechen, da die
Sprache mindestens diesen Ablauf entha¨lt, also nicht leer ist.
Die in solch einem Fall auf dem durch die Tiefensuche angelegten Stapel liegenden Zu-
sta¨nde beschreiben einen Ablaufpfad des Systems, der die Spezifikation nicht erfu¨llt,
also ein Gegenbeispiel. Durch Simulation dieses Ablaufes kann man daher das Verhal-
ten des Systems beobachten, das zu einer Verletzung der Spezifikationseigenschaften




1 Tiefensuche([Σ, Q,∆, q0, F ]) ≡
2 V isitedStates := ∅;
3 Stack := ∅;
4 count := 0;
5
6 proc DFS(q) ≡
7 V isitedStates := V isitedStates ∪ {q};
8 count := count+ 1;
9 q.num := count;
10 Stack := Stack ∪ {q};
11 forall { q′ | [q, , q′] ∈ ∆ } do
12 if q′ ∈ Stack then
13 if { q′′ | q′′ ∈ Stack ∧ q′′.num ≥ q′.num } ∩ F 6= ∅ then
14 exit(”accepting cycle found”)
15 fi









25 exit(”no accepting cycle found”)
26 end.
Der automatentheoretische Ansatz liefert uns ein einfaches Modelcheckingverfahren,
bei dem das Leerheitsproblem fu¨r Bu¨chiautomaten, wie wir gesehen haben, auf ein
Erreichbarkeitsproblem fu¨r Graphen reduziert wird. Die U¨berpru¨fung, ob vom Initi-
alzustand aus ein akzeptierender Zustand erreichbar ist, der auf einem Kreis liegt, ist
in linearer Zeit bezu¨glich der Graphgro¨ße mo¨glich [Tar72]. Auf die dabei verwendete
Zerlegung des Graphen in maximale stark-zusammenha¨ngende Komponenten gehen
wir na¨her im Abschnitt 5.5 ein.
Es ergibt sich daraus die folgende Komplexita¨tsaussage.
Satz 22
Das Leerheitsproblem fu¨r durch Bu¨chiautomaten repra¨sentierte Sprachen ist in linearer
Zeit entscheidbar.
Beweis: Siehe [EL85a, EL85b]. 2
Die Negation einer LTL-Formel und die U¨berfu¨hrung in Negations-Normalform vera¨n-
dert die La¨nge der Formel nicht. Aus Satz 21 wissen wir, daß die Gro¨ße eines Bu¨chi-
automaten einer LTL-Formel φ in 2O(|φ|) liegt. Des weiteren ergibt sich die Gro¨ße des
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Produkts zweier Bu¨chiautomaten als das Produkt der Einzelgro¨ßen, woraus sich mit
dem obigen Satz die folgenden Komplexita¨tsaussagen fu¨r das Modelcheckingproblem
ergeben.
Satz 23 (Komplexita¨t fu¨r das LTL-Modelchecking)
1. Die Komplexita¨t des Modelcheckingproblems ist PSPACE-vollsta¨ndig.
2. Die U¨berpru¨fung, ob das nebenla¨ufige System N die LTL-Formel φ erfu¨llt, ist
mit einem Zeitaufwand von O(|TN | · 2O(|φ|)) entscheidbar.
Beweis: Siehe [LP85, SC85, VW86]. 2
Eine polynomielle obere Zeitschranke bzgl. der Systemgro¨ße und eine exponentielle
obere Zeitschranke bzgl. der Gro¨ße der Spezifikation erscheinen akzeptabel, da die
Spezifikationen normalerweise ziemlich klein sind [LP85].
5.5 Verbesserungen
Die U¨berpru¨fung eines nebenla¨ufigen Systems N anhand einer LTL-Spezifikation φ
la¨ßt sich in zusammenfassend in sieben Schritte unterteilen.
1. Negation der Formel φ.
2. U¨berfu¨hrung von ¬φ in Negations-Normalform.
3. Konstruktion eines verallgemeinerten Bu¨chiautomaten A¬φ.
4. Konstruktion eines gewo¨hnlichen Bu¨chiautomaten A′¬φ
5. Erzeugung des gewo¨hnlichen Bu¨chiautomaten ATN aus dem Erreichbarkeitsgra-
phen des Systems.
6. Bildung des Produktautomaten A′¬φ ×ATN .
7. U¨berpru¨fung von L(ATN ) = ∅.
Einige dieser Schritte bieten Optimierungsmo¨glichkeiten, die den Aufwand des Model-
checkings in vielen Fa¨llen stark reduzieren ko¨nnen.
Die Umformung der Formel ¬φ in Negations-Normalform kann durch semantikerhal-
tende Transformationen erga¨nzt werden. Sie dienen dazu, die Komplexita¨t der Formel,




¬true ≡ false X true ≡ true
¬false ≡ true X false ≡ false
φ ∧ φ ≡ φ φ ∨ φ ≡ φ
false ∧ φ ≡ false false ∨ φ ≡ φ
φ ∧ false ≡ false φ ∨ false ≡ φ
true ∧ φ ≡ φ true ∨ φ ≡ true
φ ∧ true ≡ φ φ ∨ true ≡ true
¬φ ∧ φ ≡ false ¬φ ∨ φ ≡ true
φ ∧ ¬φ ≡ false φ ∨ ¬φ ≡ true
Xφ1 ∧ Xφ2 ≡ X (φ1 ∧ φ2) Xφ1 ∨ Xφ2 ≡ X (φ1 ∨ φ2)
φUφ ≡ φ φRφ ≡ φ
φU false ≡ false φR true ≡ true
falseUφ ≡ φ trueRφ ≡ φ
φU true ≡ true φR false ≡ false
¬φUφ ≡ trueUφ ¬φRφ ≡ falseRφ
φU¬φ ≡ trueU¬φ φR¬φ ≡ falseR¬φ
(Xφ1) U (Xφ2) ≡ X (φ1 Uφ2) (Xφ1) R (Xφ2) ≡ X (φ1 Rφ2)
trueU (Xφ) ≡ X(trueUφ) falseR (Xφ) ≡ X(falseRφ)
φ1 U (trueUφ2) ≡ trueUφ2 φ1 R (falseRφ2) ≡ falseRφ2
trueU (φ1 Uφ2) ≡ trueUφ2 falseR (φ1 Rφ2) ≡ falseRφ2
(φ1 Uφ2) ∨ (φ1 Uφ3) ≡ φ1 U (φ2 ∨ φ3) (φ1 Rφ2) ∧ (φ1 Rφ3) ≡ φ1 R (φ2 ∧ φ3)
(φ1 Uφ3) ∧ (φ2 Uφ3) ≡ (φ1 ∧ φ2) Uφ3 (φ1 Rφ3) ∨ (φ2 Rφ3) ≡ (φ1 ∨ φ2) Rφ3
X (trueU (falseRφ)) ≡ trueU (falseRφ) X (falseR (trueUφ)) ≡ falseR (trueUφ)
trueU (falseR (trueUφ)) ≡ falseR (trueUφ)
falseR (trueU (falseRφ)) ≡ trueU (falseRφ)
falseR (trueUφ1) ∨ falseR (trueUφ2) ≡ falseR (trueU (φ1 ∨ φ2))




Das Verfahren zur Konstruktion eines Bu¨chiautomaten fu¨r eine LTL-Formel [GPVW95],
auf das wir uns im Abschnitt 5.3.2 beziehen, war urspru¨nglich so konzepiert worden,
daß es die Konstruktion eines Bu¨chiautomaten wa¨hrend des Verifikationsprozesses er-
laubt.
Wir erzeugen mit unserem Algorithmus 12 (LTL2BA) aber den kompletten Bu¨chiauto-
maten vor der eigentlichen Verifikation. Dies bietet uns die Mo¨glichkeit, den Bu¨chiauto-
maten durch Verschmelzen von a¨quivalenten Zusta¨nden zu reduzieren. Als a¨quivalente
Zusta¨nde betrachten wir Zusta¨nde, die Ausgangskanten zu den selben Knoten haben,
wobei alle entweder zur Menge der akzeptierenden Zustande oder alle zur Menge der
nicht akzeptierenden Zusta¨nde geho¨ren.
Der im Abschnitt 5.3.3 konstruierte Bu¨chiautomat AGFpia hat drei Zusta¨nde und la¨ßt




















Die Tabelle 5.2 vergleicht, anhand einiger exemplarischer LTL-Formeln, das Bu¨chiau-
tomatenkonstruktionsverfahren aus [GPVW95], in der Implementierung aus Abschnitt
5.3.2 (LTL2BA), mit dem durch die hier vorgestellten Vereinfachungsregeln erga¨nzten
Verfahren (AdvLTL2BA). Die in der Tabelle mit ”+“ gekennzeichneten Verfahren be-
ziehen sich auf eine in [GPVW95] vorgestellte leichte Optimierung des urspru¨nglichen
Bu¨chiautomatenkonstruktionsverfahrens.
Wie aus der Tabelle ersichtlich ist, ergeben sich durch die zusa¨tzlichen Vereinfachungs-
regeln z. T. erhebliche Reduktionen der Bu¨chiautomatengro¨ße.
Der Erreichbarkeitsgraph eines Petrinetzes kann sehr groß werden. Erzeugt man dar-
aus, zusammen mit dem Bu¨chiautomaten einer LTL-Formel, den Produktautomaten,
so nimmt der Speicherplatzbedarf nochmals drastisch zu.
Eine Mo¨glichkeit, mit diesem Problem umzugehen, stellt die on-the-fly Erzeugung des
Produktautomaten dar. Man erzeugt dabei den Produktautomaten nur so weit, wie
er aktuell im Verifikationsprozeß beno¨tigt wird. Ein Vorteil gegenu¨ber der klassischen
vollsta¨ndigen Erzeugung des Produktautomaten ergibt sich dann, wenn seine Sprache
nicht leer ist. In diesem Fall ko¨nnen wir nach dem Erkennen eines akzeptierenden
Laufes abbrechen und kommen damit unter Umsta¨nden mit der Konstruktion eines
kleinen Teils des Produktautomaten aus.
101
5 Temporale Logik
Formeln LTL2BA LTL2BA+ AdvLTL2BA AdvLTL2BA+
FG (φ1 ∧ Fφ2) 6 6 4 4
FGφ1 ∧ GFφ2 11 7 5 4
(φ1 Uφ1) ∨ (φ2 Uφ1) 10 6 3 2
G(φ1 → Fφ2) 6 6 3 3
¬G (φ1 → X (φ2 Rφ3)) 6 6 5 5
GFφ1 → GFφ2 10 6 6 5
G ((φ1 ∧ φ2)→ φ1 U (φ3 ∧ φ4)) 8 8 3 3
G((φ1 ∨ φ2)→ (φ3 ∧ φ4)) 3 3 1 1
GFφ1 ∨ GFφ2 9 5 5 5
X (GF (Xφ1 ∧ Xφ2)) 6 6 4 4
φ1 R (G (φ2 U (Fφ3))) 16 10 2 2
Gesamt: 91 69 41 38
Tabelle 5.2: Vergleich verschiedener Konstruktionsverfahren von Bu¨chiautomaten.
Modifiziert man die zur Verifikation verwendete Tiefensuche leicht, kann man auch fu¨r
den Fall, daß die Sprache leer ist, Einsparungen des Speicherplatzbedarfs erreichen.
Das abgewandelte Verfahren basiert auf einer Zerlegung des Produktautomaten in ma-
ximale stark-zusammenha¨ngende Komponenten (kurz SZKs). Unter einer maximalen
stark-zusammenha¨ngenden Komponente eines Graphen versteht man eine maximale
Menge von Knoten eines gerichteten Graphen, wobei von jedem Knoten dieser Menge
aus alle anderen Knoten der Menge erreichbar sind. Diese Zerlegung des Produktauto-
maten in SZKs kann man in linearer Zeit bezu¨glich der Automatengro¨ße bewerkstelli-
gen [Tar72] (vgl. Algorithmus 14 (SZK)).
Existiert eine vom Initialzustand aus erreichbare SZK des Produktautomaten, die einen
akzeptierenden Zustand entha¨lt, so existiert trivialerweise ein Kreis von diesem Zu-
stand zu sich selber. Damit ist die Sprache des Produktautomaten nicht leer.
Die SZKs eines Graphen bilden selber einen gerichteten azyklischen Graphen.
Bei der on-the-fly Erzeugung des Produktautomaten kann man, um Speicherplatz zu
sparen, eine gefundene SZK aus dem Speicher entfernen, da alle von dieser SZK er-
reichbaren SZKs schon fru¨her betrachtet wurden. Durch das Entfernen von Zusta¨nden
besteht nun aber die Mo¨glichkeit, daß Zusta¨nde mehrmals duchlaufen werden. Die
lineare Zeitkomplexita¨t wird in diesem Fall fu¨r eine Speicherplatzeinsparung aufgege-
ben.
Es besteht also die Mo¨glichkeit, daß nicht der ganze Produktautomat im Speicher ge-
halten werden muß, auch wenn man ihn im Verlauf des Verfahrens schrittweise erzeugt.
Reaktive Systeme sind normalerweise so konzipiert, daß sie nicht terminieren. Daher
kommt es ha¨ufig vor, daß alle erreichbaren Zusta¨nde des Systems sich gegenseitig er-





1 SZK([Σ, Q,∆, q0, F ]) ≡
2 V isitedStates := ∅;
3 Stack := ∅;
4 count := 0;
5
6 proc visit(q) ≡
7 V isitedStates := V isitedStates ∪ {q};
8 count := count+ 1;
9 q.num := count;
10 q.uplink := count;
11 Stack := Stack ∪ {q};
12 forall { q′ | [q, , q′] ∈ ∆ } do
13 if q′ 6∈ V isitedStates then
14 visit(q′);
15 q.uplink := min(q.uplink, q′.uplink)
16 elsif q′ ∈ Stack then
17 q.uplink := min(q.uplink, q′.num)
18 fi
19 od;
20 if q.num = q.uplink then
21 szk := { q′ | q′ ∈ Stack ∧ q′.num ≥ q.num };
22 if szk ∩ F 6= ∅ then
23 exit(”accepting SZK found”)
24 fi;










Zusa¨tzlich zu dem Speicherplatz der Zusta¨nde wird bei der Berechnung der SZKs auch
noch Speicherplatz fu¨r Verwaltungsinformationen (uplink, num) beno¨tigt.
Ein Verfahren, welches mit nur zwei extra Bits pro Zustand auskommt, ist die ver-
schachtelte Tiefensuche (s. Algorithmus 15 (nDFS)). Erreicht man bei der ersten Tie-
fensuche einen akzeptierenden Zustand, so startet man von diesem Zustand aus ei-
ne zweite Tiefensuche, um zu u¨berpru¨fen, ob ein Kreis zu diesem Zustand existiert.
Dabei protokolliert man jeden erreichten Zustand separat fu¨r die beiden Tiefendurch-
la¨ufe. Dadurch wird im schlimmsten Fall der Produktautomat zweimal durchlaufen
[CVWY91, GH93, HP96]. Die Speichereffizienz diese Verfahrens kann dadurch erho¨ht
werden, daß man zur Protokollierung der schon besuchten Zusta¨nde eine Hashtabelle
ohne Kollisionsauflo¨sung verwendet, die nur ein Bit pro Zustand beno¨tigt. Dadurch
akzeptiert man einen Fehler des Analyseverfahrens, der aber durch geschickte Wahl
der Hashfunktion sehr klein gehalten werden kann [Hol88].
Die vorgestellten Verfahren zur U¨berpru¨fung der Leerheit einer Sprache lassen sich
auch auf verallgemeinerte Bu¨chiautomaten erweitern. Man muß dabei u¨berpru¨fen, ob
es einen Kreis gibt, der aus jeder akzeptierenden Zustandsmenge Fi ∈ F einen Zustand
entha¨lt. Die Transformation des verallgemeinerten Formelbu¨chiautomaten in einen ge-
wo¨hnlichen Bu¨chiautomaten wird damit u¨berflu¨ssig.
5.6 Zusammenfassende Bemerkungen
Die von uns hier betrachteten reaktive Systeme stellen eine wichtige Gruppe von ne-
benla¨ufigen Systemen dar. Sie zeichnen sich dadurch aus, daß sich ihr Verhalten mit
endlich vielen Zusta¨nden ada¨quat beschreiben la¨ßt. Wir verwenden daher zur Modellie-
rung solcher Systeme Stellen/Transitions-Netze. Deren zustandsbasierte Interleaving-
Semantik wird durch den Erreichbarkeitsgraphen repra¨sentiert. Dieser la¨ßt sich auf
einfache Weise in ein a¨quivalentes Transitionssystem beziehungsweise in einen Bu¨chi-
automaten u¨berfu¨hren.
Zur Spezifikation von Systemeigenschaften verwenden wir die LTL. Man unterscheidet
traditionell zwei Klassen von LTL-Modelcheckingalgorithmen. Zu einer Klasse geho¨-
ren die Verfahren, die direkt auf der Struktur der Formel arbeiten [LP85, BCG95a].
Die zweite Klasse konstruiert in einem Zwischenschritt einen Bu¨chiautomaten aus der
Formel, so daß der Modelcheckingprozeß auf einem automatentheoretischen Verfahren
beruht [VW86, CVWY91]. Die Bu¨chiautomatendarstellung ist oft um einiges kompak-
ter als die Ausgangsformel, wodurch sich der zusa¨tzliche Umformungsaufwand meist
lohnt.
LTL-Formeln spezifizieren Eigenschaften, die fu¨r alle Abla¨ufe eines Systems gelten
mu¨ssen. Dies entspricht einem All-Quantor u¨ber der Pfadmenge. Eine interessante Be-
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Algorithmus 15 (Verschachtelte Tiefensuche)
1 nDFS([Σ, Q,∆, q0, F ]) ≡
2 V isitedStates := ∅;
3 seed := q0;
4
5 proc 2DFS(q) ≡
6 V isitedStates := V isitedStates ∪ {(q, 1)};
7 forall { q′ | [q, , q′] ∈ ∆ } do
8 if (q′, 1) 6∈ V isitedStates then
9 2DFS(q′)
10 elsif q = seed then





16 proc DFS(q) ≡
17 V isitedStates := V isitedStates ∪ {(q, 0)};
18 forall { q′ | [q, , q′] ∈ ∆ } do
19 if (q′, 0) 6∈ V isitedStates then DFS(q′) fi
20 od;
21 if q ∈ F then











obachtung ist nun, daß man das vorgestellte Modelcheckingverfahren auch zur U¨ber-
pru¨fung von Eigenschaften verwenden kann, die nur die Existenz von mindestens einem
erfu¨llenden Ablauf fordern. Dies entspricht wiederum einem Existenz-Quantor u¨ber der
Pfadmenge. Die einzige dafu¨r erforderliche Vera¨nderung des Verfahrens besteht darin,
die Negation der Formel zu unterlassen. Existiert ein erfu¨llender Pfad, so erfu¨llt auch
das System in diesem Fall die Spezifikation.
Die Komplexita¨t des LTL-Modelcheckingverfahrens ist exponentiell bezu¨glich der La¨n-
ge der LTL-Formel. Da die Spezifikationen im Vergleich zur Gro¨ße des Erreichbarkeits-
graphen des zu u¨berpru¨fenden Systems [LP85] meist sehr klein sind, ist der lineare Auf-
wand bezu¨glich der Produktautomatengro¨ße die fu¨r das LTL-Modelcheckingverfahren
ausschlaggebende Komplexita¨tsangabe.
Dem großen Speicherplatzbedarf des Produktautomaten versucht man durch eine on-
the-fly Konstruktion zu begegnen. Dabei geht man von dem Formelautomaten und dem
Erreichbarkeitsgraphen aus und erzeugt den Produktautomaten schrittweise wa¨hrend
der Verifikation. Da aber schon der Erreichbarkeitsgraph sehr groß werden kann, wa¨re
ein Verfahren von Vorteil, welches den Produktautomaten wa¨hrend der Verifikation
direkt aus dem Petrinetz erzeugt. Dadurch la¨ßt sich mo¨glicherweise verhindern, daß
der komplette Erreichbarkeitsgraph erzeugt wird. Einem solchen Verfahren wollen wir
uns im na¨chsten Kapitel widmen.
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Das im vorherigen Kapitel vorgestellte automatentheoretische Verfahren zum LTL-
Modelchecking basiert auf der Suche eines Gegenbeispiels zur gegebenen LTL-Spezifi-
kation. Ist ein solches Gegenbeispiel gefunden, so kann der Verifikationsprozeß abge-
brochen werden. Beno¨tigt das Verfahren zur Erkennung eines Gegenbeispiels nur einen
Teil des Produktbu¨chiautomaten, kann man dieses mit einer on-the-fly Konstruktion
des Zustandsraumes koppeln, so daß auch nur der notwendige Teilproduktbu¨chiauto-
mat im Speicher gehalten werden muß.
Traditionell wird der Produktbu¨chiautomat on-the-fly aus dem Transitionssystem des
modellierten Systems und dem Formelbu¨chiautomaten erzeugt.
In unserem Fall entspricht das Transitionssystem dem Erreichbarkeitsgraphen des
Petrinetzmodells. Dieser kann an sich schon sehr groß werden und wird mo¨glicher-
weise gar nicht vollsta¨ndig zur Konstruktion eines Gegenbeispiels beno¨tigt. Weiterhin
besteht durch den Koppelungsmechanismus des Erreichbarkeitsgraphen mit dem For-
melbu¨chiautomaten die Mo¨glichkeit, daß bestimmte Zusta¨nde des Erreichbarkeitsgra-
phen im Kontext der zu widerlegenden Formel nicht erreichbar sind. Konstruiert man
also vorab den Erreichbarkeitsgraphen, fu¨hrt dies mo¨glicherweise zu einem unno¨tigen
Zeitaufwand und Speicherplatzbedarf.
Aus diesen Gru¨nden suchen wir eine Mo¨glichkeit, den Produktbu¨chiautomaten direkt
aus dem Systempetrinetz und dem Formelbu¨chiautomaten ohne Umwege zu konstru-
ieren. Dazu u¨bertragen wir den Bu¨chiautomatenformalismus auf Petrinetze, was uns
zu den sogenannten ”Bu¨chinetzen“ fu¨hrt. Sie ermo¨glichen uns eine Koppelung des Sy-
stempetrinetzes und des Formelbu¨chiautomaten auf Petrinetzebene, so daß der sich
daraus ergebende Erreichbarkeitsgraph a¨quivalent zum urspru¨nglichen Produktbu¨chi-
automaten ist.
Darauf aufbauen lassen sich die on-the-fly Verifikationsverfahren aus dem Kapitel 5. Sie
basieren auf Tiefensucheverfahren, die mit linearem zeitlichen Aufwand bzgl. der Pro-
duktautomatengro¨ße arbeiten. Der on-the-fly Ansatz erweist sich vor allem wa¨hrend
des Systementwicklungsprozesses als sehr hilfreich, da dort ha¨ufig Fehler auftreten,
die so schnell wie mo¨glich erkannt werden mu¨ssen. Ist am Ende des Entwicklungspro-
zesses eine abschließende U¨berpru¨fung aller vorgegebenen Spezifikationen notwendig,
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wenn man also davon ausgeht, daß das System die Spezifikationen erfu¨llt, sind meist
symbolische Verfahren vorteilhafter. Dies belegt auch die Studie [DDR+99].
Das von E. M. Clarke, O. Grumberg und K. Hamaguchi entworfene symbolische LTL-
Modelcheckingverfahren [CGH94] basiert auf einer Breitentraversierung des Produkt-
bu¨chiautomaten, welche sich nicht fu¨r eine on-the-fly Verifikation eignet. Des weiteren
beno¨tigen sie einen quadratischen Aufwand bzgl. der erreichbaren Zusta¨nde des Pro-
duktbu¨chiautomaten.
Diese Gegenu¨berstellung wirft nun die Frage nach einem Verfahren auf, welches die
Vorteile beider Verfahren, d. h. on-the-fly Verifikation mit linearem zeitlichen Aufwand
und kompakte Darstellung großer Zustandsra¨ume, vereinigt.
6.1 Bu¨chinetze
In der Arbeit von J. Esparza und S. Melzer [EM97] wird der Bu¨chiautomatenformalis-
mus auf die Ebene der Petrinetze gehoben. Dazu wird eine spezielle Klasse von Petri-
netzen, die sogenannten Bu¨chinetze, eingefu¨hrt, deren Erreichbarkeitsgraphen Bu¨chi-
automaten widerspiegeln.
Definition 41 (Bu¨chinetze)
Ein Bu¨chinetz ist ein Tupel B = [N , SF ] bestehend aus einem sicheren Stellen/Tran-
sitions-Netz N = [S, T, F,M0] und einer Menge von akzeptierenden Stellen SF ⊆ S.
Als Erreichbarkeitsgraphen RG(B) eines Bu¨chinetzes B definieren wir den Erreichbar-
keitsgraphen des zugeordneten Petrinetzes N , dessen U¨bergangsrelation im Falle von
toten Markierungen um Schleifen (der toten Markierungen zu sich selber) erga¨nzt wird.
Die Menge aller von M0 aus erreichbaren Markierungen RB(M0) des Bu¨chinetzes B
entspricht der Menge aller erreichbaren Markierungen RN (M0) des zugrundeliegenden
Petrinetzes N . Da es sich bei den Bu¨chinetzen um eine U¨bertragung des Bu¨chiauto-
matenformalismus handelt, beno¨tigen wir noch die Definition des Akzeptierungsver-
haltens eines Bu¨chinetzes.
Definition 42 (Akzeptierungsverhalten eines Bu¨chinetzes)
Ein Lauf eines Bu¨chinetzes B = [N , SF ] ist eine unendliche Folge M0M1M2 · · · von
Zusta¨nden aus RB(M0) mit [Mi, ,Mi+1] ∈ KB, i ∈ N. Ein Lauf σ wird von einem
Bu¨chinetz genau dann akzeptiert, wenn eine Markierung aus F := {Mi |Mi∩SF 6= ∅ }
existiert, die von σ unendlich oft durchlaufen wird.
Als Sprache L(B) eines Bu¨chinetzes B bezeichnen wir die Menge aller von B akzep-
tierten La¨ufe. Wie bei den Bu¨chiautomaten stellt sich die Frage nach der Komplexita¨t




1. Das Leerheitsproblem fu¨r durch Bu¨chinetze repra¨sentierte Sprachen ist PSPACE-
vollsta¨ndig.
2. Die U¨berpru¨fung, ob die Sprache eines Bu¨chinetzes B = [[S, T, F,M0], SF ] leer
ist, ist mit einem Zeitaufwand von O(|RG(B)| entscheidbar.
Beweis: Zu 1. siehe [EM97].
Zu 2.: Das Leerheitsproblem kann, wie wir wissen, auf ein Erreichbarkeitsproblem
im Erreichbarkeitsgraphen reduziert werden, welches in linearer Zeit bezu¨glich der
Graphgro¨ße entscheidbar ist (s. Abschnitt 5.4). 2
Jedes Petrinetz N = [S, T, F,M0] la¨ßt sich als ein Bu¨chinetz BN = [N , S] auffassen,
so daß die Sprache des Petrinetzes L(N ) gleich der Sprache des Systembu¨chinetzes
L(BN ) ist.
Auch jeder Bu¨chiautomat A = [Σ, Q,∆, q0, FA] la¨ßt sich in ein entsprechendes Bu¨chi-
netz BA = [[S, T, F,M0], SF ] mit
1. S := Q,
2. T := ∆,
3. F := { (q′, δ), (δ, q′′) | ∃ δ ∈ ∆: δ = [q′, , q′′] },
4. M0 := {q0} und
5. SF := FA
transformieren. Die Sprache des Bu¨chinetzes BA entspricht dabei der Menge der ak-
zeptierten La¨ufe des Bu¨chiautomaten A.
Durch entsprechende Koppelung des Systempetrinetzes mit dem als Petrinetz darge-
stellten Formelbu¨chiautomaten, la¨ßt sich ein Produktbu¨chinetz erzeugen, dessen Er-
reichbarkeitsgraph dem Produktbu¨chiautomaten des entsprechenden Modelchecking-
problems entspricht.
Bei den von uns verwendeten sicheren Stellen/Transitions-Netzen kann man das Schal-
ten einer Transition nicht von der Unmarkiertheit einer Stelle abha¨ngig machen. Daher
beno¨tigen wir fu¨r die von uns angestrebte Koppelung des Systempetrinetzes mit dem
Formelbu¨chinetz eine explizite Darstellung der Negation elementarer Aussagen.
Wir fu¨gen deshalb fu¨r jede Stelle s ∈ S, die als negierte Teilformel in der betrachteten
LTL-Formel φ vorkommt, eine sogenannte komplementa¨re Stelle s dem Systempetri-
netz hinzu.
Seien s, s ∈ S. Eine Stelle s ist eine komplementa¨re Stelle zu s, falls s• = •s \ s•,
•s = s • \ • s und s ∈M0 ⇐⇒ s 6∈M0 gilt. Eine Stelle und ihre komplementa¨re Stelle
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bilden eine 1-S-Invariante, so daß unter jeder erreichbaren Markierung M ∈ RN (M0)
immer genau eine der beiden Stellen markiert ist.
Die LTL-Formel φ passen wir auch entsprechend an, indem wir die in φ vorkommenden
Teilformeln der Form ¬s durch die zu s komplementa¨re Stelle s ersetzen.
Durch das Erga¨nzen um komplementa¨re Stellen vera¨ndert sich das Schaltverhalten des
Petrinetzes nicht. Daher bleibt die Sprache des Petrinetzes, wenn man die Markierun-
gen auf die urspru¨nglichen Stellen einschra¨nkt, ebenfalls erhalten. Analog gilt dies fu¨r
die modifizierte LTL-Formel.
Wir betrachten daher im weiteren nur noch auf diese Art angepaßte Systempetrinetze
und LTL-Spezifikationen.
Da unsere angestrebte Koppelung auf Bu¨chinetzebene arbeiten soll, also direkt auf den
Stellen des Systempetrinetzes, vera¨ndern wir noch die Beschriftung der U¨berga¨nge des
Formelbu¨chiautomaten. Anstatt den an den U¨berga¨ngen stehenden Markierungen ver-
wenden wir die Menge der sie repra¨sentierenden elementaren Aussagen. Wir ersetzen
sie also durch die Menge der Stellen, die durch die im Endzustand eines U¨berganges
vorkommenden elementaren Teilformeln s ∈ Π bestimmt sind. Damit erhalten wir
einen Formelbu¨chiautomaten u¨ber dem Alphabet 2S .
Die Idee der Koppelung des Petrinetzes N mit dem in ein Bu¨chinetz transformierten
Formelbu¨chiautomaten A¬φ basiert auf der Betrachtung des Formelbu¨chinetzes als
ein an N angekoppelten Beobachter. Das Formelbu¨chinetz u¨berwacht sozusagen die
Schaltvorga¨nge des Systempetrinetzes und ermo¨glicht dadurch das Erkennen akzep-
tierender Abla¨ufe.
Das Produktbu¨chinetz muß dabei so konstruiert werden, daß es dem Schaltverhalten
des Produktbu¨chiautomaten ATN × A¬φ entspricht. Von einer Markierung (M1, q1)
kann also genau dann zu einer Markierung (M2, q2) gewechselt werden, wenn
1. N von M1 nach M2 wechseln kann,
2. ein U¨bergang [q1, {s0, . . . , sn}, q2] ∈ ∆¬φ des Formelbu¨chiautomaten A¬φ exi-
stiert und
3. {s0, . . . , sn} ⊆M1
gilt.
Wir simulieren das angestrebte Schaltverhalten durch alternierendes Schalten des For-
melbu¨chinetzes und des Systempetrinetzes. Das Formelbu¨chinetz u¨berpru¨ft, ob die ak-
tuelle Markierung M1 des Systempetrinetzes alle Stellen aus {s0, . . . , sn} markiert. Ist
dies der Fall, wechselt das Formelbu¨chinetz vom Zustand q1 nach q2 und u¨bergibt die
Aufforderung zum Schalten an das Systempetrinetz. Dieses schaltet eine schaltfa¨hige
Transition und gibt die Kontrolle zuru¨ck an das Formelbu¨chinetz. Zur Steuerung dieses
alternierenden Schaltverhaltens fu¨hren wir die beiden Stellen scN und sc¬φ ein, wobei
eine Marke auf scN (sc¬φ) bedeutet, daß das Systempetrinetz (das Formelbu¨chinetz)




Ein Produktbu¨chinetz B× = [[S×, T×, F×,M0× ], SF× ] eines PetrinetzesN = [S, T, F,M0]
und eines Formelbu¨chiautomaten A¬φ = [2S , Q,∆, q0, F¬φ] ist definiert durch:
1. S× := S ∪Q ∪ {scN , sc¬φ}
2. T× := T ∪∆
3. F× := F ∪
{ (q′, δ), (δ, q′′) | ∀ δ ∈ ∆: δ = [q′, , q′′] } ∪
{ (scN , t), (t, sc¬φ) | ∀t ∈ T } ∪
{ (sc¬φ, δ), (δ, scN ) | ∀δ ∈ ∆ } ∪
{ (s0, δ), (δ, s0), . . . , (sn, δ), (δ, sn) | ∀δ ∈ ∆: δ = [q′, {s0, . . . , sn}, q′′] }
4. M0× := M0 ∪ {q0, sc¬φ}
5. F× := F¬φ.
Entfernt man aus dem durch das Produktbu¨chinetz definierten Erreichbarkeitsgraphen
alle Zusta¨nde, in denen scN markiert ist, und beschra¨nkt anschließend die Markierun-
gen auf die Stellen des Petrinetzes und des Formelautomaten, d. h. man entfernt scN
und sc¬φ, so erha¨lt man einen zum Produktbu¨chiautomaten ATN ×A¬φ a¨quivalenten
Graphen.
Satz 25
Sei N ein sicheres Stellen/Transitions-Netz und sei A¬φ der zu der Negation der LTL-
Formel φ geho¨rige Bu¨chiautomat. Fu¨r das sich daraus ergebende sichere Produktbu¨chi-
netz B× gilt: TN  φ gdw. L(B×) = ∅.
Beweis: Siehe [EM97]. 2
Das Produktbu¨chinetz ist offensichtlich sicher, da das Systempetrinetz sicher ist und
die Stellen scN , sc¬φ sowie die Stellen von A¬φ jeweils eine 1-S-Invariante bilden.
Das Beispiel in Abbildung 6.1 stellt ein Produktbu¨chinetz dar, bestehend aus einem
SystempetrinetzN , welches um eine komplementa¨re Stelle p erga¨nzt wurde, und einem
Formelbu¨chiautomaten BGF p, der die Negation der LTL-Formel FG p repra¨sentiert.
Unser Modelcheckingproblem haben wir durch die Produktbu¨chinetzkonstruktion in
ein Erreichbarkeitsproblem auf Erreichbarkeitsgraphen von Bu¨chinetzen transformiert.
Dies erlaubt es uns, den Erreichbarkeitsgraphen immer nur soweit zu erzeugen, wie es
fu¨r den aktuellen Stand der Verifikation notwendig ist. Die Produktbu¨chinetze bieten
uns also die Mo¨glichkeit eines on-the-fly Verifikationsverfahrens.
Zur Erzeugung und zur Handhabung großer Zustandsmengen (d. h. großer Erreich-
barkeitsgraphen) haben wir im Kapitel 4 bina¨re Entscheidungsgraphen eingefu¨hrt. Im
folgenden wollen wir nun aufzeigen, wie die symbolische Behandlung von Zustands-
ra¨umen zur Lo¨sung unseres Modelcheckingproblems verwendet werden kann.
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Abbildung 6.1: Produktbu¨chinetz bestehend aus einem Petrinetz N und einem For-
melbu¨chiautomaten BGF p.
6.2 Symbolische Verifikation von LTL
Zur symbolischen Berechnung aller unendlichen Pfade im Erreichbarkeitsgraphen ei-
nes Bu¨chinetzes beno¨tigen wir Funktionen, die zu einer Menge von Zusta¨nden die
Menge der direkten Vor- bzw. Nachfolgezusta¨nde ermitteln. Wir greifen dazu auf die
Zustandsu¨bergangsfunktionen preT und postT fu¨r Petrinetze aus dem Abschnitt 4.2
zuru¨ck.
Da die U¨bergangsrelation eines Bu¨chinetzerreichbarkeitsgraphen per Definition total
ist, mu¨ssen wir die beiden Funktionen noch entsprechend anpassen. Wir wollen dies
hier exemplarisch fu¨r die Nachfolgerfunktion postT durchfu¨hren. Die Anpassungen fu¨r
die Vorga¨ngerfunktion preT sind analog.
Um der U¨bergangssemantik eines Bu¨chinetzerreichbarkeitsgraphen gerecht zu werden,
mu¨ssen wir bei der Bestimmung der direkten Nachfolger einer ZustandsmengeM alle
in M vorkommenden toten Zusta¨nde der Nachfolgerzustandsmenge hinzufu¨gen. Die







gegeben (vgl. Kapitel 4.2.4). Damit definieren wir die Nachfolgerfunktion next fu¨r
Bu¨chinetze als:
next: 2(2
S) −→ 2(2S), next(M) := postT (M) ∪ (DT ∩M).
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Eine wichtige Eigenschaft fu¨r die Handhabbarkeit von bina¨ren Entscheidungsgraphen
ist deren Gro¨ße, die, wie wir wissen, stark von der Anzahl der zur Codierung der
Zusta¨nde beno¨tigten Variablen abha¨ngt. Unsere Produktbu¨chinetzkonstruktion ver-
gro¨ßert die beno¨tigte Anzahl von Stellen durch das Hinzufu¨gen von komplementa¨ren
Stellen und von Stellen zur Koordinierung des Wechsels der beiden Teilnetze. Dies
fu¨hrt bei der Codierung der Zusta¨nde zu einer entsprechenden Erho¨hung der Varia-
blenanzahl.
Erweitert man die klassischen Stellen/Transitions-Netze um sogenannte Inhibitorkan-
ten, eru¨brigt sich beim Konstruktionsprozeß eines Produktbu¨chiautomaten das Hinzu-
fu¨gen von komplementa¨ren Stellen. Inhibitorkanten sind spezielle Kanten von Stellen
zu Transitionen, die das Schaltverhalten der Transitionen beeinflussen. Eine Transi-
tion, die durch Inhibitorkanten verbundene Vorstellen besitzt, kann nur dann schalten,
wenn diese Stellen unmarkiert sind. Damit ist es mo¨glich, das Schalten von Transi-
tionen von der Unmarkiertheit bestimmter Stellen abha¨ngig zu machen, wodurch wir
leicht die Negiertheit von elementaren Aussagen der LTL-Formel ausdru¨cken ko¨nnen.
Die symbolische Beschreibung des Schaltverhaltens eines Stellen/Transitions-Netzes
(vgl. Abschnitt 4.2) la¨ßt sich auf einfache Weise auf Netze mit Inhibitorkanten erwei-
tern [PRCB94].
Die zur Koordinierung des wechselseitigen Schaltens des Systempetrinetzes und des
Formelbu¨chinetzes eingefu¨hrten Stellen scN und sc¬φ lassen sich dadurch einsparen,
daß man die Unterteilung des Schaltens eines Produktbu¨chinetzes direkt in der Nach-
folgerfunktion next codiert. Zuerst werden also alle Nachfolgemarkierungen bzgl. des
Formelbu¨chinetzes erzeugt, von denen dann die Nachfolger bzgl. des Systempetrinetzes
generiert werden. Die Funktion next stellt eine Implementierung dieses Ansatzes dar.
Algorithmus 16 (next)
1 func next(M) ≡
2 /∗ 1. Schritt : Schalten des Formelbu¨chinetzes ∗/
3 New1 := postT¬φ(M);
4 /∗ 2. Schritt : Schalten des Systempetrinetzes ∗/
5 Dead := DTN ∩New1;
6 New2 := postTN (New1 \Dead);
7 return New2 ∪Dead
8 end next;
Es genu¨gt dabei, nur tote Markierungen bzgl. des Systempetrinetzes zu betrachten.
Haben wir einen vervollsta¨ndigten Formelbu¨chiautomaten, kann dieser bei jeder Mar-
kierung schalten. Ist der Formelbu¨chiautomat nicht vervollsta¨ndigt, werden durch fu¨r
ihn tote Markierungen solche Pfade beschrieben, die sich nicht an die U¨bergangs-
beschreibung des Formelbu¨chiautomaten halten. Es handelt sich also um ungu¨ltige
Pfade, die uns sowieso nicht interessieren und die daher auch nicht weiter verfolgt
werden mu¨ssen.
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Eine weitere Einsparung der Variablenanzahl ergibt sich ohne zusa¨tzlichen Aufwand
aus der Tatsache, daß die Stellen eines Formelbu¨chiautomaten eine 1-S-Invariante bil-
den. Wir ko¨nnen also einfach die Stellenmenge eines Formelbu¨chiautomaten bina¨r
codieren (vgl. Abschnitt 4.2.5) und beno¨tigen dafu¨r nur eine logarithmische Anzahl
von Variablen.
Mit den angegebenen Modifikationen ist die beno¨tigte Variablenanzahl des Produkt-
bu¨chiansatzes gleich der Variablenanzahl, die wir auch fu¨r die Codierung des entspre-
chenden Produktbu¨chiautomaten beno¨tigen wu¨rden. Der U¨bergang zum Formalismus
der Produktbu¨chinetze erfordert also keinen zusa¨tzlichen Mehraufwand an Speicher-
platz.
Im weiteren bezeichnen wir die zur Nachfolgerfunktion next analoge Vorga¨ngerfunktion
einer Bu¨chiautomatenzustandsmenge mit prev und die dazugeho¨rige Implementierung
mit prev.
Zur Berechnung aller erreichbaren Zusta¨nde eines Bu¨chinetzes RB(M0) ko¨nnen wir auf
den Algorithmus 7 (ReachableSet) aus dem Abschnitt 4.2.3 zuru¨ckgreifen.
Der letzte noch verbleibende Schritt zur Lo¨sung unseres Modelcheckingproblems be-
steht nun darin, einen Kreis im Erreichbarkeitsgraphen des Produktbu¨chinetzes zu
finden, der einen akzeptierenden Zustand entha¨lt.
Fu¨r dieses Problem wird klassisch das Verfahren von E. A. Emerson und C.-L. Lei aus
dem Jahre 1986 [EL86] verwendet. Es basiert auf zwei ineinander geschachtelten Fix-
punktiterationen. Der Algorithmus 17 (BwdCycleCheck) ist eine fu¨r unsere Bedu¨rfnisse
angepaßte Variante dieses Verfahrens.
Die Menge F bezeichnet dabei die Menge aller akzeptierenden Markierungen des Bu¨-
chinetzes.
Die innere Fixpunktiteration berechnet alle Vorga¨nger der aktuellen Markierungsmen-
ge Y. Sie startet mit der aktuellen Markierungsmenge Y und erzeugt, bis zum Er-
reichen eines Fixpunktes, eine aufsteigende Inklusionskette von Markierungsmengen.
Bezeichne Zi den i-ten Iterationsschritt, dann gilt fu¨r ein k ∈ N:
Y = Z0 ⊂ Z1 ⊂ · · · ⊂ Zk = Zk+1.
Die a¨ußere Fixpunktiteration beginnt mit der Menge aller akzeptierenden Markie-
rungen F des Bu¨chinetzes. Sie stellt den Startwert fu¨r die Menge Y dar. Bei je-
der Iteration wird unter Zuhilfenahme der inneren Fixpunktiteration die Menge al-
ler akzeptierenden Vorga¨nger zur aktuellen Menge von akzeptierenden Markierungen
Y berechnet. Dies wird solange wiederholt, bis sich die Markierungsmenge Y nicht
mehr vera¨ndert, also keine akzeptierende Markierung mehr entfernt wird. Die a¨ußere
Fixpunktiteration erzeugt solange eine absteigende Inklusionskette von Markierungs-
mengen, bis ein Fixpunkt erreicht wird. Bezeichne Yi den i-ten Iterationsschritt der
a¨ußeren Fixpunktiteration, dann gilt fu¨r ein k ∈ N:
F = Y0 ⊃ Y1 ⊃ · · · ⊃ Yk = Yk+1.
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Algorithmus 17 (BwdCycleCheck)
1 BwdCycleCheck([[S, T, F,M0], SF ]) ≡
2 F := ∨si∈SF si;
3
4 func BwdFixP(M) ≡
5 Y ′ :=M;
6 repeat
7 Y := Y ′;
8 Z ′ := ∅;
9 repeat
10 Z := Z ′;
11 Z ′ := prev(Z ∪ Y)
12 until Z = Z ′;
13 Y ′ := Z ′ ∩ F





19 (Z,Y) := BwdFixP(F);
20 if (Y 6= ∅) ∧ (M0 ∈ Z) then
21 exit(”accepting cycle found”)
22 else
23 exit(”no accepting cycle found”)
24 fi
25 end.
Ist die Markierung nach dem Erreichen des a¨ußeren Fixpunktes nicht leer, so existiert
mindestens eine akzeptierende Markierung M ∈ Y, die sich selber erreichen kann. Ist
der Initialzustand M0 in der Vorga¨ngermenge Z von Y enthalten, so ist diese Markie-







Vorga¨nger von Y2 Vorga¨nger von Y0
Vorga¨nger von Y1
M0
Der Startwert von Y ist Y0 = {M1,M2,M3,M4}. Nach der ersten inneren Fixpunkti-
teration erhalten wir Y1 = {M1,M2,M3}. Nach der zweiten inneren Fixpunktiteration
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ist Y2 = {M1,M2}. Bei der dritten inneren Fixpunktiteration tritt keine Vera¨nderung
mehr auf, so daß wir einen Fixpunkt der a¨ußeren Fixpunktiteration erreicht haben.
Die in diesem Algorithmus verwendete Ru¨ckwa¨rtsiteration ist, wie die Arbeiten [TBK95,
INH96, HKSV97] belegen, oft sehr zeitaufwendig. Die Bestimmung aller mo¨glichen
Vorga¨ngermarkierungen einer Zustandsmenge erzeugt auch nicht erreichbare Markie-
rungen des Bu¨chinetzes. Das fu¨hrt oft zu einer großen Anzahl von Iterationsschritten
und einer gro¨ßeren BDD-Darstellung der Markierungsmengen.
Es gibt daher einige Ansa¨tze, diesen Effekt zu verhindern oder abzuschwa¨chen. Ein von
K. Lautenbach und H. Ridder in [LR95] verwendetes Verfahren approximiert die tat-
sa¨chliche Zustandsmenge durch eine im voraus durchgefu¨hrte Berechnung von Struk-
turinvarianten des Petrinetzes, wie z. B. die schon bekannten Stelleninvarianten. Selbst
die Berechnung der Menge der erreichbaren Zusta¨nde, als einen zusa¨tzlichen Schritt
vor der Ru¨ckwa¨rtsiteration, ist oft schneller als das direkte Verfahren [Rid97].
Die beste Mo¨glichkeit mit dem Problem fertig zu werden, ist allerdings die Verwendung
eines a¨quivalenten, auf Vorwa¨rtsiteration basierenden Verfahrens. Der Algorithmus 18
(FwdCycleCheck) ist eine Implementierung eines solchen Verfahrens.
Algorithmus 18 (FwdCycleCheck)
1 FwdCycleCheck([[S, T, F,M0], SF ]) ≡
2 F := ∨si∈SF si;
3
4 func FwdFixP(M) ≡
5 Y ′ :=M;
6 repeat
7 Y := Y ′;
8 Z ′ := ∅;
9 repeat
10 Z := Z ′;
11 Z ′ := next(Z ∪ Y)
12 until Z = Z ′;
13 Y ′ := Z ′ ∩ F





19 Y := FwdFixP({M0});
20 if Y 6= ∅ then
21 exit(”accepting cycle found”)
22 else




6.2 Symbolische Verifikation von LTL
Dieser Algorithmus besteht ebenfalls aus zwei ineinander geschachtelten Fixpunktite-
rationen. Er unterscheidet sich gegenu¨ber dem Algorithmus 17 (BwdCycleCheck) da-
durch, daß er in umgekehrter Richtung arbeitet, also diejenigen akzeptierenden Mar-
kierungen aus Y entfernt, die keinen Vorga¨nger mehr in Y besitzen. Dabei betrachtet
er nur die vom Bu¨chinetz erreichbaren Zusta¨nde.
Es war lange ein offenes Problem, ob LTL-Modelchecking in einem Fixpunktkalku¨l,
welches nur Vorwa¨rtsiteration zula¨ßt, ausdru¨ckbar ist. Dies wurde erst 1998 in der Ar-
beit von T. A. Henzinger, O. Kupferman und S. Qadeer [HKQ98] positiv beantwortet.
Der Algorithmus 18 (FwdCycleCheck) wurde allerdings schon 1997 auf einem Workshop
[Spr97a] vorgestellt. Der Zusammenhang mit dem LTL-Modelchecking wurde damals
aber nicht erkannt.
Die beiden vorgestellten Algorithmen ergeben zusammen mit der Produktbu¨chinetz-
konstruktion ein vollsta¨ndiges Modelcheckingverfahren fu¨r LTL-Spezifikationen. Die
Entscheidung u¨ber die Erfu¨llbarkeit einer LTL-Spezifikation ist also erst am Ende der
Algorithmen, also wenn keine akzeptierenden Markierungen mehr entfernt werden,
mo¨glich. Die Algorithmen betrachten also immer alle auf einem Kreis liegenden akzep-
tierenden Zusta¨nde des Bu¨chinetzes, obwohl uns die Existenz eines solchen Zustandes
eigentlich genu¨gen wu¨rde. Sie eignen sich daher nicht fu¨r ein on-the-fly Verifikations-
verfahren. Weiterhin ist der zeitliche Aufwand der Algorithmen quadratisch bzgl. der
Gro¨ße des Erreichbarkeitgraphen unseres Produktbu¨chinetzes, wodurch sie nicht die
gleiche zeitliche Aufwandsklasse der Verfahren aus dem Abschnitt 5.4 erreichen.
Satz 26 (Komplexita¨t der Algorithmen)
Die U¨berpru¨fung, ob ein akzeptierender Lauf im Erreichbarkeitsgraphen eines Bu¨chi-
netzes B = [[S, T, F,M0], SF ] existiert, ist
1. mit dem Algorithmus FwdCycleCheck im schlimmsten Fall mit einem zeitlichen
Aufwand von O(|RB(M0)|2) und
2. mit dem Algorithmus BwdCycleCheck mit einem zeitlichen Aufwand von O((2|S|)2)
entscheidbar.
Beweis: Betrachten wir den Algorithmus FwdCycleCheck. Die innere Fixpunktitera-
tion beno¨tigt maximal |RB(M0)| next-Operationen zur Berechnung aller Nachfolger
einer gegebenen Zustandsmenge. Die a¨ußere Fixpunktiteration verringert die gegebe-
nen akzeptierenden Zusta¨nde bei jeder Iteration um mindestens einen Zustand, so
daß sie ebenfalls maximal |RB(M0)| next-Operationen beno¨tigt. Dies fu¨hrt zu einem
zeitlichen Aufwand von O(|RB(M0)|2).
Als na¨chstes zeigen wir, daß die Aufwandsklasse auch tatsa¨chlich erreicht wird. O. B. d.
A. sei die Anzahl der erreichbaren Zusta¨nde von B gerade. Betrachten wir fu¨r den Al-
gorithmus FwdCycleCheck einen Erreichbarkeitsgraphen, dessen erreichbare Zusta¨nde
zur Ha¨lfte aus akzeptierenden Zusta¨nden bestehe. Diese seien so angeordnet, daß die
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akzeptierenden Zusta¨nde eine Kette bilden und die nicht akzeptierenden Zusta¨nde
mit dem letzten akzeptierenden Zustand der Kette einen Kreis ergeben. Fu¨r einen
solchen Erreichbarkeitsgraphen beno¨tigt die innere Fixpunktiteration zur Erzeugung
der nicht akzeptierenden Zusta¨nde immer |RB(M0)|2 + 1 next-Operationen. In der a¨u-
ßeren Fixpunktiteration wird bei jedem Durchlauf immer nur ein akzeptierender Zu-
stand entfernt. Daher wird sie |RB(M0)|2 -mal durchlaufen. Man beno¨tigt also insge-
samt |RB(M0)|2 · ( |RB(M0)|2 + 1) next-Operationen, was zu einem zeitlichen Aufwand von
O(|RB(M0)|2) fu¨hrt.
Betrachten wir nun den Algorithmus BwdCycleCheck. Durch die verwendete Vorga¨n-
gerberechnung besteht die Mo¨glichkeit, daß durch die innere Fixpunktiteration im-
mer alle mo¨glichen 2|S| Markierungen des Bu¨chinetzes erzeugt werden. Da die a¨ußere
Fixpunktiteration die gegebenen akzeptierenden Zusta¨nde bei jeder Iteration um min-
destens einen Zustand verringert, beno¨tigt sie maximal 2|S| Iteration. Daraus ergibt
sich dann der zeitliche Aufwand von O((2|S|)2).
Berechnet man im voraus alle erreichbaren Zusta¨nde und schra¨nkt die Vorga¨ngerfunk-
tion darauf ein, erreicht man mit dem Algorithmus BwdCycleCheck dieselbe Aufwands-
klasse wie der FwdCycleCheck Algorithmus. 2
6.3 Symbolische Tiefensuche
Unser Modelcheckingproblem haben wir auf das Auffinden von akzeptierenden Kreisen
im Erreichbarkeitsgraphen eines entsprechenden Produktbu¨chinetzes reduziert.
Die klassischen Verifikationsverfahren betrachten jeden Zustand und jede mo¨gliche Zu-
standsabfolge des Erreichbarkeitsgraphen separat. Die Zustandsabfolgen werden dar-
auf untersucht, ob sich auf einem durch einen wiederholenden Zustand beschriebenen
Kreis akzeptierende Zusta¨nde befinden.
U¨bertra¨gt man diesen Ansatz auf Zustandsmengen und die Nachfolgerfunktion next,
konstruiert also eine bei {M0} beginnende Folge von Zustandsmengen, so la¨ßt sich
nach dem wiederholten Auftreten einer ZustandsmengeM nur dann auf einen akzep-
tierenden Kreis im Erreichbarkeitsgraphen schließen, wenn eine Zustandsmenge auf
dem beschriebenen Kreis nur aus akzeptierenden Zusta¨nden besteht.
Satz 27
Sei gegeben eine Folge A0,A1, . . . ,Ak, k ∈ N von Zustandsmengen eines Bu¨chinetzes
B mit Ai+1 = next(Ai), 0 ≤ i ≤ k − 1 und A0 = Ak, dann gilt: ∃M ∈ A0:M ∗−→M .
Beweis: Sei n die Anzahl der Zusta¨nde von A0. Jeder Zustand M1 ∈ Ak hat per
Konstruktion einen Vorga¨nger M2 in der Zustandsmenge A0, also gilt: M2 ∗−→ M1.
Ebenso hat M2 wiederum einen Vorga¨nger M3 in A0, woraus M3 ∗−→ M2 ∗−→ M1
folgt. Dies ko¨nnen wir n-mal wiederholen und erhalten damit eine Zustandsfolge
Mn+1
∗−→Mn ∗−→ · · · ∗−→M1
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bestehend aus n + 1 Zusta¨nden. Da A0 nur n Zusta¨nde entha¨lt, mu¨ssen mindestens
zwei dieser n+ 1 Zusta¨nde identisch sein. Sie bilden also einen Kreis. 2
Der Satz 27 besagt nicht, daß alle Zusta¨nde aus einer sich wiederholenden Zustands-




M2 M3 M4M0 M1
Fu¨r den gegebenen Erreichbarkeitsgraphen RG(B) ergibt sich die Zustandsmengenfol-
ge:
• A0 := {M0}
• A1 := {M1} = next(A0)
• A2 := {M0,M2} = next(A1)
• A3 := {M1,M3} = next(A2)
• A4 := {M0,M2,M4} = next(A3)
• A5 := {M1,M3} = next(A4) = A3
Der akzeptierende Zustand M2 ist zwar in einer sich wiederholenden Zustandsmenge
enthalten, liegt aber auf keinem Kreis im Erreichbarkeitsgraphen.
Wollen wir also mit Zustandsmengen arbeiten, mu¨ssen wir auf eine Trennung zwischen
akzeptierenden und nicht akzeptierenden Zusta¨nden achten. Dies kann man dadurch
erreichen, daß man die durch eine next-Operation erzeugte Nachfolgerzustandsmenge
in eine Menge mit akzeptierenden Zusta¨nden und in eine Menge mit nicht akzeptie-
renden Zusta¨nde unterteilt. Danach betrachtet man die beiden Nachfolgermengen se-
parat. Man erha¨lt somit einen Graphen, dessen Knoten aus Zustandsmengen bestehen
(s. Abbildung 6.2). Als Invariante fu¨r jeden Knoten K des Graphen gilt:
1. Die Zustandsmengen aller direkten Nachfolgeknoten sind disjunkt.
2. Eine Zustandsmenge eines Knotens besteht entweder nur aus akzeptierenden
oder nur aus nicht akzeptierenden Zusta¨nden.
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next(K0) \ F K1 K2 next(K0) ∩ F
next(K1) \ FK3 next(K1) ∩ F next(K2) ∩ Fnext(K2) \ F
{M0}K0
K5 K6K4
Abbildung 6.2: Beispielgraph zur Darstellung der Zerlegung der Nachfolgemarkierung-
en in Mengen akzeptierender und nicht akzeptierender Zusta¨nde.
3. Die Vereinigung aller direkten Nachfolgeknoten von K ist gleich der Zustands-
menge next(K).
Zur U¨berpru¨fung eines solchen Graphen auf Kreise, die einen Knoten, bestehend aus
akzeptierenden Zusta¨nden enthalten, lassen sich die im Kapitel 5 vorgestellten Verfah-
ren verwenden.
Diese besitzen, wie wir wissen, einen linearen zeitlichen Aufwand bezu¨glich der Gra-
phengro¨ße.
Die maximale Anzahl der mo¨glichen Knoten des Graphen entspricht der Anzahl der
unterschiedlichen Teilmengen von RB(M0). Sie ist daher im schlimmsten Fall expo-
nentiell bzgl. der Anzahl der Zusta¨nde von RB(M0).
Der Grund fu¨r die hohe Anzahl von mo¨glichen Knoten liegt darin, daß Zusta¨nde mehr-
mals repra¨sentiert sein ko¨nnen, sich also Zustandsmengen u¨berlappen.
Wu¨rde keine U¨berlappung der Zustandsmengen vorkommen, so wu¨rden die Zustands-
mengen eine Partitionierung von RB(M0) ergeben und der Graph somit aus maximal
|RB(M0)| Knoten bestehen.
Wir erreichen eine solche Partitionierung, indem wir beim Hinzufu¨gen eines neuen Kno-
tens mit der Zustandsmenge M folgendermaßen verfahren. Sei U die Menge der im
Graphen schon vorhandenen Zustandsmengen. Existiert eine Zustandsmenge M′ ∈ U
mitM∩M′ 6= ∅, so entfernen wirM′ aus U und versuchen anschließend die Zustands-
mengen M \M′, M∩M′ und M′ \ M der Menge U hinzuzufu¨gen. Existiert keine
U¨berlappung von M mit einer Menge aus U , so setzen wir U := U ∪ {M}.
Durch dieses Vorgehen erha¨lt man zwar eine Beschra¨nkung der Knotenzahl des Gra-
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phen auf |RB(M0)|, doch leider ist der Ansatz so nicht mit unseren Tiefensuchever-
fahren vertra¨glich. Beim Hinzufu¨gen einer neuen Zustandsmenge ko¨nnen schon fru¨her
erzeugte Zustandsmengen aufgeteilt werden, was eine ungewollte Neuberechnung fu¨r
die jeweiligen Teilmengen nach sich ziehen wu¨rde.
Das Vera¨ndern schon erzeugter Zustandsmengen kann man dadurch verhindern, daß
man auch das Hinzufu¨gen von echten Teilmengen schon vorhandener Zustandsmengen
erlaubt.
Dies verdoppelt maximal die Knotenanzahl, was der folgende Satz belegt.
Satz 28
Sei eine Menge V mit |V| ≥ 1 gegeben. Fu¨r jede Menge U ⊆ 2V mit ∀Ui, Uj ∈ U : (Ui ∩
Uj = ∅ ∨ Ui ⊂ Uj ∨ Uj ⊂ Ui) gilt: |U| ≤ 2 · |V|.
Beweis: Es genu¨gt, wenn wir die Gu¨ltigkeit der Ungleichung fu¨r eine beliebige, aber
feste, die Einschra¨nkungen erfu¨llende Menge U mit maximal vielen Elementen zeigen.
Die Menge U entha¨lt wegen der Maximalita¨t ihrer Elementanzahl die Elemente ∅ und
V. Die Elemente von U bilden bzgl. der Mengeninklusion ”⊂“ eine partielle Ordnung,
wobei ∅ das kleinste Element und V das gro¨ßte Element bilden. Fu¨r alle Elemente U ∈
U mit |U | > 1, bilden die direkten Vorga¨nger U1, . . . , Uk bzgl. der partiellen Ordnung
eine vollsta¨ndige Partitionierung von U . Wegen der Vollsta¨ndigkeit der Partitionierung
und der Inklusionsbeziehung gilt fu¨r die Anzahl der Vorga¨nger einer solchen Menge
k ≥ 2.
Wir bezeichnen im folgenden mit A(V) die maximale Anzahl von Elementen einer
Menge U ⊆ 2V mit den geforderten Eigenschaften.
1. Fu¨r |V| = 1 ergibt sich: A(V) = |{V}|+ |{∅}| = 2.
2. Fu¨r |V| ≥ 2 gilt:
A(V) = |{V}|+ |{∅}|+A(V1)+ · · ·+A(Vk)−k · |{∅}| = 2+A(V1)+ · · ·+A(Vk)−k
mit V1
.∪ · · · .∪ Vk = V und k ≥ 2. Da die leere Menge in allen k Partitionen
enthalten ist, mu¨ssen wir k abziehen.
Wir zeigen nun durch Induktion u¨ber der Anzahl der Elemente von V, daß A(V) ≤ 2·|V|
gilt.
IA (|V| = 1) : A(V) = 2 ≤ 2 · |V|.
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IS (|V| = n+ 1): Es sei die Ungleichung fu¨r |V| ≤ n schon gezeigt (IH). Dann gilt:
A(V) = 2 +A(V1) + · · ·+A(Vk)− k
(k≥2)
≤ A(V1) + · · ·+A(Vk)
(IH)
≤ 2 · |V1|+ · · ·+ 2 · |Vk|
= 2 · (|V1|+ · · ·+ |Vk|)
= 2 · |V| 2
Basierend auf diesem Ergebnis vera¨ndern wir die Graphkonstruktion, indem wir nach
dem Erzeugen eines Knotens diesen mit der Funktion
divide: 2(2
RB(M0)) × 2RB(M0) −→ 2(2RB(M0)),
divide(U ,M) := {M1, . . . ,Mk | M1
.∪ · · · .∪Mk =M ∧
(∀M′ ∈ U :M′ ∩Mi = ∅ ∨M′ ⊆Mi ∨Mi ⊆M′, 1 ≤ i ≤ k) }
bezu¨glich den schon existierenden Knoten U unterteilen.
Beispiel 15 (divide)
Sei die Zustandsmenge U = { {M0}, {M1,M2}, {M4,M5} } und die Menge der Nach-
folgemarkierungen von {M1,M2} als next({M1,M2}) = {M0,M4,M6,M7} gegeben.
Die Funktion divide unterteilt {M0,M4,M6,M7} bzgl. U unter Beachtung von Satz
28 in die Zustandsmenge { {M0}, {M4}, {M6,M7} }.
Die durch unser abgewandeltes Verfahren konstruierbaren Graphen bezeichnen wir
im folgenden als Mengengraphen MG(B) eines zugrundeliegenden Bu¨chinetzes B. Die
Konstruktion eines Mengengraphen ist nicht eindeutig, da die Knoten und damit die
Zustandsmengen von der Reihenfolge des Hinzufu¨gens der Zustandsmengen abha¨ngig
sind.
Nichtdestotrotz besitzen alle Mengengraphen die Eigenschaften:
1. Alle Nachfolgeknoten eines Knoten K des Graphen sind entweder disjunkt zu K
oder eine Teilmenge von K oder aber K ist eine Teilmenge eines solchen Knotens.
2. Jeder Knoten besteht entweder nur aus akzeptierenden oder nur aus nicht ak-
zeptierenden Zusta¨nden.
3. Die Vereinigung aller direkten Nachfolgeknoten eines Knoten K im Graphen ist
gleich der Zustandsmenge next(K).




Es sei MG(B) ein Mengengraph des Bu¨chinetzes B = [[S, T, F,M0], Sf ]. Ein akzep-
tierender Lauf σ im Erreichbarkeitsgraphen von B existiert genau dann, wenn eine
Knotenfolge K0, . . . ,Ki, . . . ,Kj, i 6= j in MG(B) existiert mit K0 = {M0}, Ki besteht
aus akzeptierenden Zusta¨nden von RB(M0) und Ki = Kj.
Beweis: ”⇒“: Sei o. B. d. A. der Zustand M ein akzeptierender Zustand, der sich im
Lauf σ unendlich oft wiederholt. Entrollt man den MengengraphenMG(B), beginnend
beim KnotenK0 = {M0}, so erha¨lt man einen Baum. Die Vereinigung der Knoten einer
Ebene i entspricht dabei dem Ergebnis der i-fachen Anwendung der next-Operation
auf {M0}. Daher erreicht man nach endlich vielen Schritten einen Knoten K1 aus
MG(B) mit M ∈ K1. Betrachtet man den Teilbaum mit Wurzelknoten K1, so gilt mit
der gleichen Argumentation, daß ein Knoten K2 mit M ∈ K2 von K1 aus erreichbar
ist. Fu¨r die beiden Knoten K1 und K2 gilt aufgrund des Konstruktionsverfahrens des
Mengengraphen K1 ⊇ K2. Diese Argumentation la¨ßt sich beliebig oft wiederholen, so
daß wir eine unendliche Knotenfolge mit K1 ⊇ K2 ⊇ · · · ⊇ Ki ⊇ · · · konstruieren
ko¨nnen. Da es nur endlich viele echte Teilmengen der Zustandsmenge des Knoten K1
gibt, mu¨ssen sich Knoten der Folge wiederholen.
”⇐“: Aufgrund von Satz 27 existiert fu¨r eine Knotenfolge K0, . . . ,Ki, . . . ,Kj , mit den
geforderten Eigenschaften, ein Zustand M ∈ Ki, der auf einem Kreis liegt. Da die
Zusta¨nde der Knoten eines Mengengraphen alles Nachfolger der Zusta¨nde des Wurzel-
knotens K0 sind, ist M von M0 aus erreichbar. 2
Die Suche nach akzeptierenden Kreisen in einem Mengengraphen kann mit einem der
bekannten Tiefensucheverfahren erfolgen. Wir wollen daher im weiteren ein solches
Modelcheckingverfahren als symbolische Tiefensuche bezeichnen.
Eine Implementierung der symbolischen Tiefensuche ist im Algorithmus 19 (Symbolic-
DFS) dargestellt. Es handelt sich dabei um eine Modifikation des im Kapitel 5 betrach-
teten Tarjan-Algorithmus zur Berechnung stark-zusammenha¨ngender Komponenten
(vgl. Algorithmus 14 (SZK)).
Die im Algorithmus verwendete Funktion divide ist eine Implementierung der oben
definierten Funktion divide.
Zur Speicherung der in den Knoten vorkommenden Zustandsmengen wird eine gemein-
same Datenstruktur, die sogenannten Shared BDDs verwendet (vgl. Abschnitt 3.2.5).
Dies ermo¨glicht die gemeinsame Nutzung gleicher Untergraphen der den einzelnen
Zustandsmengen zugeordneten BDDs.
Die bei der Tiefensuche erfolgende Auswahl des als na¨chsten zu betrachtenden Nach-
folgerknotens kann durch eine einfache Heuristik erga¨nzt werden. Da wir uns fu¨r das
schnelle Auffinden von akzeptierenden Kreisen im Graphen interessieren, betrachten
wir zuerst die Nachfolgermengen, die aus akzeptierenden Zusta¨nden bestehen.
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Algorithmus 19 (SymbolicDFS)
1 SymbolicDFS([[S, T, F,M0], SF ]) ≡
2 U := ∅;
3 Stack := ∅;
4 count := 0;
5 F := ∨si∈SF si;
6
7 func divide(U ,M) ≡
8 tmp := ∅;
9 forall M′ ∈ U do
10 if M⊆M′ then tmp := tmp ∪ {M}
11 elsif M⊃M′ then
12 tmp := tmp ∪ {M′};
13 M :=M\M′
14 elsif M∩M′ 6= ∅ then




19 if M 6= ∅ then return tmp ∪M




24 proc visit(M) ≡
25 U := U ∪ {M};
26 count := count+ 1;
27 M.num := count;
28 M.uplink := count;
29 Stack := Stack ∪ {M};
30 tmp := next(M);
31 forall M′ ∈ divide(U , tmp ∩ F) ∪ divide(U , tmp \ F) do
32 if M′ 6∈ U then
33 visit(M′);
34 M.uplink := min(M.uplink,M′.uplink)
35 elsif M′ ∈ Stack then
36 M.uplink := min(M.uplink,M′.num)
37 fi
38 od;
39 if M.num =M.uplink then
40 szk := {M′ | M′ ∈ Stack ∧M′.num ≥M.num };
41 if ∃M′ ∈ szk:M′ ∩ F 6= ∅ then
42 exit(”accepting SZK found”)
43 fi;










Satz 30 (Komplexita¨t der symbolischen Tiefensuche)
Die U¨berpru¨fung, ob ein akzeptierender Lauf im Erreichbarkeitsgraphen eines Bu¨chi-
netzes B existiert, ist durch die symbolische Tiefensuche mit einem zeitlichen Aufwand
von O(|RG(B)|) entscheidbar.
Beweis: Nach Satz 29 ist die Suche nach einem akzeptierenden Lauf auf ein Erreich-
barkeitsproblem in einem Mengengraphen von B zuru¨ckfu¨hrbar. Einen Kreis im Men-
gengraphen zu finden, der einen Knoten mit akzeptierenden Zusta¨nden entha¨lt, ist mit
dem Algorithmus 19 (SymbolicDFS) mit linearem Aufwand bzgl. der Mengengraphen-
gro¨ße mo¨glich [Tar72]. Nach Satz 28 ist die Knotenzahl eines Mengengraphen durch
das Doppelte der Knotenzahl der erreichbaren Markierungen von B beschra¨nkt. 2
Mit der symbolischen Tiefensuche haben wir also ein Verfahren mit derselben zeitli-
chen Aufwandsklasse wie die im Kapitel 5 vorgestellten Verfahren. Des weiteren erlaubt
das Verfahren eine on-the-fly Verifikation, da nach dem Auftreten eines akzeptieren-
den Kreises im Mengengraphen die Verifikation, und damit der weitere Aufbau des
Mengengraphen, abgebrochen werden kann.
6.4 Zusammenfassende Bemerkungen
Der Bu¨chinetzformalismus wurde von J. Esparza und S. Melzer [EM97] eingefu¨hrt, um
basierend auf strukturellen Eigenschaften des Produktbu¨chinetzes, also durch Umge-
hung der Zustandsraumexplosion, Aussagen u¨ber die Erfu¨llbarkeit von LTL-Spezifika-
tionen zu machen. Sie erhielten dadurch ein schnelles Halbentscheidungsverfahren fu¨r
spezielle LTL-Spezifikationen.
Mo¨chte man die volle LTL abdecken, kommt man an einer Generierung des Erreich-
barkeitsgraphen des Produktbu¨chinetzes nicht vorbei. Um dennoch der großen Anzahl
von Zusta¨nden Herr zu werden, wurden hier bina¨re Entscheidungsgraphen verwendet.
Als vorteilhaft erweist sich dabei die Mo¨glichkeit, mit Hilfe der Bu¨chinetze sowohl das
Systempetrinetz als auch den Formelbu¨chiautomaten mit dem gleichen Formalismus
behandeln zu ko¨nnen. Die Betrachtung des Gesamtsystems als eine spezielle Art von
Petrinetzen ermo¨glicht es uns, vom Modelcheckingproblem auf ein Erreichbarkeitspro-
blem fu¨r Petrinetze zu abstrahieren. Damit ist es auf einfache Weise mo¨glich, die im
Kapitel 4 auf der Berechnung von 1-S-Invarianten eingefu¨hrten Verfahren zu einer ef-
fizienten Behandlung von Petrinetzen mit BDDs auf das gesamte Produktbu¨chinetz
anzuwenden.
Ein symbolisches Verfahren zum LTL-Modelchecking wurde auch schon in der Arbeit
von E. M. Clarke, O. Grumberg und K. Hamaguchi [CGH94] beschrieben. Sie fu¨hrten
darin das LTL-Modelcheckingproblem auf eine Fragestellung in einer anderen tem-
poralen Logic, der Computational Tree Logic (kurz CTL) mit Fairness-Bedingungen,
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zuru¨ck. Man landet mit diesem Ansatz im Endeffekt bei einer Version des bekann-
ten Emerson-Lei-Verfahrens. Die Probleme des Emerson-Lei-Verfahrens beruhen auf
der Erzeugung nicht erreichbarer Markierungen. Diese ko¨nnen zu einer hohen Anzahl
von Berechnungsschritten und einem hohen Speicherplatzbedarf fu¨hren. Das in die-
sem Kapitel eingefu¨hrte Vorwa¨rtsiterationsverfahren arbeitet nur auf den erreichbaren
Zusta¨nden des Produktbu¨chinetzes und umgeht damit die Problematik des Emerson-
Lei-Verfahrens. Des weiteren gibt es eine Antwort auf die Fragestellung, ob das LTL-
Modelcheckingproblem in einem nur Vorwa¨rtsiteration zulassenden Fixpunktkalku¨l
ausdru¨ckbar ist (vgl. [HKQ98]). Beide Verfahren arbeiten bestenfalls mit einem qua-
dratischen Aufwand bezu¨glich der Anzahl von erreichbaren Zusta¨nden des Petrinetzes
und eignen sich auch nicht fu¨r ein anzustrebendes on-the-fly Verifikationsverfahren.
Aus diesem Grund wurde die symbolische Tiefensuche entwickelt. Sie stellt eine Mi-
schung aus den klassischen Tiefensucheverfahren und der symbolischen Behandlung
von Zustandsra¨umen dar. Es kombiniert die Vorteile der beiden Ansa¨tze und bietet
ein on-the-fly Verifikationsverfahren mit linearem zeitlichem Aufwand und zugleich
eine symbolische Darstellung der Zustandsmengen. Der sich daraus ergebende Anwen-
dungsbereich ist daher auch zwischen den urspru¨nglichen Methoden anzusiedeln, also
in der Designphase eines Systems, wo eine ha¨ufige U¨berpru¨fung der Eigenschaften vor-
genommen wird und man mit Fehlern zu rechnen hat, dies aber mit den klassischen
Verfahren wegen der Zustandsraumgro¨ße nur schwer handhabbar ist.
Wichtig im Fehlerfall ist die Erzeugung eines Gegenbeispiels. Dies la¨ßt sich mit der
symbolischen Tiefensuche einfach bewerkstelligen, indem man ein allgemeines symbo-
lisches Verfahren zur Bestimmung von Gegenbeispielen (vgl. z. B. [KPR98]) auf die





Das angestrebte Ziel der vorliegenden Arbeit war es, die drei Bereiche: Petrinetze als
Modellierungssprache, linear-time temporale Logik zur Spezifikation von Systemeigen-
schaften und bina¨re Entscheidungsgraphen zur Repra¨sentation großer Zustandsmengen
zu einem effizienten Modelcheckingverfahren zu vereinen.
Dabei wurde darauf geachtet, die Vorteile der einzelnen Bereiche im entstehenden
Verfahren beizubehalten und die sich zwischen den Bereichen ergebenden Synergien
zu nutzen.
Wir haben uns in dieser Arbeit auf sichere Stellen/Transitions-Netze beschra¨nkt, da
sie einfach handhabbar sind und, wie viele Analysewerkzeuge zeigen, eine praktika-
ble Modellierungssprache fu¨r eine Vielzahl von Systemen darstellen. Basierend auf
der Struktur eines Petrinetzes lassen sich Aussagen u¨ber die mo¨gliche Verteilung von
Marken auf den Stellen fu¨r alle erreichbaren Zusta¨nde des Petrinetzes treffen. Die
eingefu¨hrten 1-Stellen-Invarianten repra¨sentieren Stellenmengen, bei denen in jedem
erreichbaren Zustand des Petrinetzes genau eine Stelle markiert ist. Diese strukturellen
Informationen wurden anschließend zur Unterstu¨tzung einer kompakten Darstellung
und effizienten Handhabung von Zusta¨nden benutzt.
Zur Handhabung von großen Zustandsmengen wurden bina¨re Entscheidungsgraphen
verwendet. Die Zustandsdarstellung und die Petrinetzschaltsemantik wurden dazu auf
ROBDDs und ROBDD-Operationen u¨bertragen.
Die Gro¨ße der ROBDD-Darstellung der Zusta¨nde ist dabei fu¨r die Effizienz des An-
satzes maßgeblich. Sie ha¨ngt neben der nicht beeinflußbaren Komplexita¨t des vorgege-
benen Systems von der zur Codierung der Zusta¨nde beno¨tigten Variablenanzahl und
der Variablenreihenfolge ab. Daher wurden zwei Ansa¨tze entwickelt, die sich diesem
Problem widmen. Sie basieren beide auf den 1-S-Invarianten des zugrundeliegenden
Petrinetzes. Das erste Verfahren nutzt die 1-S-Invarianten zur Erzeugung einer gu¨nsti-
gen Variablenordnung. Dazu werden die Variablen zu Blo¨cken geordnet, die zu kleinen
lokalen ROBDD-Darstellungen fu¨hren, was zu einer Reduktion der Gesamtgro¨ße der
Darstellung fu¨hrt. Das zweite Verfahren nutzt die Eigenschaft, daß zwei Stellen einer
1-S-Invariante nicht gleichzeitig markiert sein ko¨nnen. Dadurch lassen sich solche Stel-
lenmengen bina¨r codieren, was zu einer Reduktion der Variablenanzahl fu¨hrt. Beide
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Verfahren fu¨hren bei vielen Anwendungen zu einem erheblichen Speicherplatz- und
Laufzeitgewinn (vgl. [Spr98]).
Bei der automatentheoretischen Betrachtungsweise der LTL spielt die Gro¨ße des aus
einer LTL-Formel konstruierten Bu¨chiautomaten eine zentrale Rolle. Der in der Ar-
beit vorgestellte Konstruktionsalgorithmus ist ein in vielen Werkzeugen verwendetes
Verfahren. Fu¨r dieses Verfahren wurden zwei Verbesserungsansa¨tze entwickelt, die vor
bzw. nach der Bu¨chiautomatenkonstruktion eingreifen. Vor der Bu¨chiautomatenkon-
struktion wird versucht die LTL-Formel auf syntaktischer Ebene durch eine semantisch
a¨quivalente, aber weniger komplexe Formel zu ersetzen. Dies basiert auf einer dafu¨r
entwickelten Menge von Reduktionregeln. Die Nachbearbeitung des erzeugten Bu¨chi-
automaten setzt an einem Schwachpunkt des verwendeten Konstruktionsalgorithmus
an und reduziert die Zusta¨nde eines Bu¨chiautomaten, indem a¨quivalente Zusta¨nde
verschmolzen werden. Das Ergebnis dieser beiden Verfahren fu¨hrt zu einer teilweise
erheblichen Reduktion der Bu¨chiautomatenzusta¨nde (vgl. Abschnitt 5.5).
Die klassisch zur U¨berpru¨fung der Existenz von akzeptierenden Abla¨ufen im Produkt-
bu¨chiautomaten verwendeten Verfahren beruhen auf Einzelzusta¨nde betrachtende Tie-
fensuchealgorithmen. Ihr zeitlicher Aufwand ist linear zur Gro¨ße des zu untersuchen-
den Produktbu¨chiautomaten. Nach dem Auftreten eines akzeptierenden Ablaufes kann
der Verifikationsprozeß mit einem Negativbescheid abgebrochen werden. Kombiniert
man daher diese Verfahren mit einer on-the-fly Konstruktion des Produktbu¨chiauto-
maten erha¨lt man ein on-the-fly Verifikationsverfahren, welches mo¨glicherweise ohne
die komplette Konstruktion des Produktbu¨chiautomaten auskommt. Dies ist beson-
ders am Anfang der Entwicklung eines Systems von Bedeutung, wenn man von vielen
Fehlern im System ausgehen muß.
Mo¨chte man die Vorteile der klassischen Entscheidungsverfahren auf eine symbolische
Behandlung von Zusta¨nden u¨bertragen, beno¨tigt man zuerst eine on-the-fly Konstruk-
tion des Produktbu¨chiautomaten, welche sich mit symbolischen Mitteln ausdru¨cken
la¨ßt. Daher wurde auf die Petrinetzklasse der Bu¨chinetze zuru¨ckgegriffen. Bu¨chinetze
heben den Bu¨chiautomatenformalismus auf Petrinetzebene an. Der Produktbu¨chiau-
tomat ergibt sich dabei als Erreichbarkeitsgraph eines entsprechenden Bu¨chinetzes.
Die Handhabung von Bu¨chinetzen mit ROBDDs la¨ßt sich direkt von den schon be-
trachteten Stellen/Transitions-Netzen u¨bernehmen.
Durch die Verschmelzung des Systempetrinetzes und des Formelbu¨chiautomaten zu
einem Bu¨chinetz ist es mo¨glich, die fu¨r Petrinetze entwickelten Verfahren, z. B. die
kompakte Codierung von Zusta¨nden, auf das Produkt der Komponenten anzuwenden.
Die Unterscheidung zwischen System und Spezifikation und deren separate Behandlung
entfa¨llt damit.
Mit diesem Ansatz reduziert sich das Modelcheckingproblem auf die Suche nach ak-
zeptierenden Zusta¨nden im Erreichbarkeitsgraphen des entsprechenden Bu¨chinetzes,
die sich selbst wieder erreichen ko¨nnen.
Zur Lo¨sung dieses Problems wurden zwei Verfahren entwickelt. Das erste Verfahren
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basiert auf zwei ineinander geschachtelten Fixpunktiterationen, welche die Nachfol-
gerfunktion von Zusta¨nden benu¨tzen. Es handelt sich dabei um eine Modifikation des
bekannten Emerson-Lei-Verfahrens. Das in dieser Arbeit neu eingefu¨hrte Verfahren be-
trachtet nur erreichbare Zusta¨nde und umgeht damit das Hauptproblem des Emerson-
Lei-Verfahrens, welches durch die ru¨ckwa¨rts gerichtete Fixpunktiteration auch nicht
erreichbare Markierungen betrachtet. Des weiteren beantwortet das Verfahren die lan-
ge offene Frage, ob sich mit einem, nur auf der Nachfolgerfunktion beruhenden Fix-
punktkalku¨ls das LTL-Modelcheckingproblem ausdru¨cken la¨ßt, positiv [HKQ98].
Mit dem neuen Verfahren lassen sich nun zwar die bis dato in symbolischen LTL-
Modelcheckern eingesetzten Verfahren verbessern, doch werden die Vorteile der klassi-
schen, auf der Betrachtung von Einzelzusta¨nden beruhenden Verfahren nicht erreicht.
Eine on-the-fly Verifikation ist mit diesem Verfahren nicht mo¨glich, da erst nach dem
Terminieren des Verfahrens u¨ber die Gu¨ltigkeit bzw. Ungu¨ltigkeit einer Spezifikation
entschieden werden kann. Des weiteren ist sein Aufwand quadratisch bezu¨glich der
Anzahl erreichbarer Zusta¨nde des Bu¨chinetzes.
Aus diesem Grund wurde das symbolische Tiefensuche genannte Verfahren entwickelt.
Das Verfahren erzeugt on-the-fly einen Mengengraphen, d. h. eine Art Erreichbarkeits-
graph dessen Knoten Zustandsmengen repra¨sentieren, und u¨berpru¨ft diesen mit Hilfe
eines Tiefendurchlaufs auf akzeptierende Kreise. Die Knotenanzahl eines Mengengra-
phen kann dabei maximal doppelt so groß werden wie die Anzahl der erreichbaren
Zusta¨nde.
Das entstandene LTL-Modelcheckingverfahren ist das erste Verfahren, welches eine
symbolische Repra¨sentierung der Zusta¨nde mit einem on-the-fly Verifikationsverfahren
verbindet und dabei eine zeitliche Komplexita¨t der klassischen LTL-Modelcheckingver-
fahren erreicht.
Die Relevanz eines solchen Verfahrens la¨ßt sich nur durch Anwendung auf in der Pra-
xis vorkommende Problemstellungen u¨berpru¨fen. Daher wurden die im Anhang A
aufgefu¨hrten Beispiele bewußt unter diesem Aspekt ausgewa¨hlt. Die sich ergebenden
Resultate sind sehr vielversprechend, so daß der Einsatz des Verfahrens zumindest fu¨r
einen Teil der in der Praxis vorkommenden Systeme lohnend erscheint.
7.2 Ausblick
Jeder der betrachteten drei Bereiche bietet naheliegende Erweiterungsmo¨glichkeiten.
1. Die Beschra¨nkung auf sichere Stellen/Transitions-Netze wurde aus Einfachheits-
gru¨nden gewa¨hlt, so daß eine U¨bertragung auf allgemein beschra¨nkte Petrinetze
keine Schwierigkeiten bereiten sollte. In diesem Zuge bietet sich auch der U¨ber-
gang auf eine Klasse von Entscheidungsgraphen an, die nicht auf bina¨re Entschei-




2. Wie wir gesehen haben, lassen sich mit der LTL nicht alle fu¨r uns relevante
Eigenschaften ausdru¨cken (vgl. Kapitel 5). Daher wa¨re eine ma¨chtigere Spezifi-
kationssprache wu¨nschenswert. Anbieten wu¨rde sich die temporale Logik CTL*
[EH86], die LTL entha¨lt. Ein denkbarer Weg fu¨r einen U¨bergang auf diese tem-
porale Logik ist in der Arbeit [BCG95b] dargestellt. In ihr wird ein CTL*-
Modelcheckigverfahren vorgestellt, welches im Kern auf einem LTL-Modelcheck-
ingverfahren basiert.
3. Dem Problem der Zustandsraumexplosion la¨ßt sich nicht nur mit bina¨ren Ent-
scheidungsgraphen beikommen. Es existieren auch Verfahren, die z. B. auf der
Basis von Symmetrien des Modells [HJJJ85, Sta90] oder durch Betrachtung von
partiellen Ordnungen von Zusta¨nden (z. B. sture Mengen [Val91]) versuchen, die
Erzeugung des vollsta¨ndigen Zustandsraumes zu umgehen. Es wa¨re daher inter-
essant zu untersuchen, inwieweit sich solche Verfahren effizient mit symbolischen
Verfahren kombinieren lassen. Ein mo¨glicher Ausgangspunkt ko¨nnte dafu¨r die
Arbeit [Tiu94] sein.
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Die in Kapitel 6 eingefu¨hrten LTL-Modelcheckingverfahren (BwdCycleCheck, Fwd-
CycleCheck und SymbolicDFS) wurden prototypisch unter Verwendung der ZBDD-
Bibliothek von A. Noack [Noa99] implementiert.
Zur Einordnung dieser Verfahren wurden ihnen zwei in der Praxis weit verbreitete
LTL-Modelchecker gegenu¨bergestellt.
Hierbei vertritt PROD (Version 3.1) [VHHP95] ein Pra¨dikat/Transitions-Netz-Erreich-
barkeitsanalysewerkzeug, welches auch die Verifikation von LTL-Formeln ermo¨glicht.
PROD repra¨sentiert die Klasse der auf der Betrachtung von Einzelzusta¨nden beruhen-
den on-the-fly Tiefensucheverfahren.
Die Klasse der symbolischen, auf dem Emerson-Lei-Verfahren aufsetzenden Verfahren
wird durch NuSMV (Version 2.0.2) [CCGR99] vertreten. NuSMV ist eine Neuimple-
mentierung des SMV-Modelcheckers [McM93], welche unter anderem auch mit dem
in der Arbeit [CGH94] vorgestellten LTL-Modelcheckingverfahren fu¨r SMV erwei-
tert wurde. Durch die Verwendung einer effizienteren ROBDD-Implementierung stellt
NuSMV auch bzgl. der Performanz eine Verbesserung zu SMV dar.




Das erste Vergleichsobjekt stellt eine Produktionsanlage zur Verarbeitung von Metall-
stu¨cken (vgl. [HD95, LL95, HDS99]) dar. Die Produnktionsanlage besteht aus zwei
Transportba¨ndern, einem Kran, einem Hubdrehtisch, einer Presse zur Verformung der
Werkstu¨cke und aus zwei Roboterarmen, die fu¨r den An- und Abtransport der Werk-
stu¨cke zusta¨ndig sind.
In dem technischen Bericht [HD95] wurden mehrere Varianten der Kontrollsoftware
der Produktionsanlage als sichere Stellen/Transitions-Netze modelliert. Diese Vari-
anten unterscheiden sich einerseits durch das Abstraktionsniveau der Modellierung
(Kooperationsmodell/Kontrollmodell) und andererseits durch die Anzahl der sich gleich-
zeitig in der Produktionsanlage befindlichen Werkstu¨cke (1–5).
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Zur Durchfu¨hrung des Vergleichs wurde das detailliertere, auch die Interaktion mit
den physikalischen Gera¨ten betrachtende Kontrollmodell in den Varianten mit einem
bzw. vier Werkstu¨cken ausgewa¨hlt (s. [Hei01]). Die Variante mit einem Werkstu¨ck
besitzt die kleinste und die Variante mit vier Werkstu¨cken die gro¨ßte Zustandsmenge.
Sie repra¨sentieren somit die Eckpfeiler der Komplexita¨t des Kontrollmodells.
Neben der Modellierung der Produktionsanlage entha¨lt der Bericht [HD95] auch tem-
porallogische Beschreibungen der fu¨r die Produktionsanlage zu geltenden Eigenschaf-
ten. Aus der Vielzahl der aufgefu¨hrten Eigenschaften wurden die drei folgenden Eigen-
schaften ausgewa¨hlt. Ihre LTL-Formeln repra¨sentieren die am ha¨ufigsten verwendeten
Formelstrukturen.
Eigenschaft 8: ”Wenn sich die Presse schließt, befinden sich beide Roboterarme au-
ßerhalb des Arbeitsbereiches der Presse.“
Dies la¨ßt sich separat fu¨r jeden Arm u¨berpru¨fen, so daß die Eigenschaft durch die
beiden folgenden LTL-Formeln ausdru¨ckt werden kann:
Formel 8a: Arm 1.
G ((arm1 release angle ∧ arm1 release ext)
→ (press stop ∧ ¬press at upper pos))
Formel 8b: Arm 2.
G ((arm2 pick up angle ∧ arm2 pick up ext)
→ (press stop ∧ ¬press at upper pos))
Eigenschaft 31: ”Solange der Kran ein Werkstu¨ck transportiert, darf der Magnet
nicht deaktiviert werden.“
Diese Eigenschaft la¨ßt sich in die drei Bewegungsabla¨ufe des Werkstu¨ckstransportes
unterteilen, welche durch die folgenden drei LTL-Formeln darstellbar sind:
Formel 31a: Anheben des Magneten auf die Transportho¨he des Kranes.
G ((crane above deposit belt ∧ crane lift) ∧ crane mag on)
U (!(crane above deposit belt ∧ crane lift)))
Formel 31b: Bewegen des Magneten zum Zufu¨hrtransportband.
G ((crane to belt1 ∧ crane mag on) U (!crane to belt1))
Formel 31c: Herunterlassen des Magneten.
G ((crane above feed belt ∧ crane lower) ∧ crane mag on)
U (!(crane above feed belt ∧ crane lower)))
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Eigenschaft 32: ”Tra¨gt ein Roboterarm ein Werkstu¨ck, so wird sein Magnet solange
nicht deaktiviert, bis sich der Arm in seiner Entladeposition befindet.“
Dies dru¨cken die beiden folgenden LTL-Formeln aus:
Formel 32a: Arm 1.
G ((arm1 pick up angle ∧ arm1 pick up ext ∧ arm1 mag on)
→ (arm1 mag on U (arm1 release angle ∧ arm1 release ext)))
Formel 32b: Arm 2.
G ((arm2 pick up angle ∧ arm2 pick up ext ∧ arm2 mag on)
→ (arm2 mag on U (arm2 release angle ∧ arm2 release ext)))
Schieberkette
Das zweite Vergleichsobjekt ist eine Kette von durch Elektromotoren gesteuerten
Schiebern (vgl. [RLH96, Hei97]). Jeder Schieber der Kette kann ein Werkstu¨ck von
einer Ausgangsposition in eine Endposition verschieben. Die Schieber sind so ange-
ordnet, daß sie eine Kette bilden und die Anfangsposition eines Schiebers gerade der
Endposition seines Vorga¨ngers entspricht. Befindet sich ein Werkstu¨ck in der Anfangs-
position des ersten Schiebers, so kann es durch die Kette von Schiebern zur Endposition
des letzten Schiebers der Kette bewegt werden.
Die Schieberketten mit fu¨nf bzw. neun Schiebern wurden als persistente bzw. als nicht
persistente sichere Stellen/Transitions-Netze modelliert (vgl. [Hei01]). Man bezeichnet
ein sicheres Stellen/Transitions-Netz als persistent, falls keine Markierung erreichbar
ist, in der zwei schaltfa¨hige Transitionen gemeinsame Stellen in ihren Vorbereichen be-
sitzen. Fu¨r die hier betrachteten Modelcheckingverfahren ist das Schalten einer Tran-
sition vollkommen unabha¨ngig von allen anderen ebenfalls schaltfa¨higen Transitio-
nen. Insbesondere ist es nicht relevant, ob zwei schaltfa¨hige Transitionen gemeinsame
Stellen in ihren Vorbereichen haben. Fu¨r den Vergleich wurden daher willku¨rlich die
persistenten Netze ausgewa¨hlt.
Im Bericht [Hei97] werden Eigenschaften der Schieberketten formuliert und als tem-
porallogische Formeln angegeben. Fu¨r den Vergleich wurden exemplarisch die drei fol-
genden Eigenschaften ausgewa¨hlt. Sie lassen sich durch die angegebenen LTL-Formeln
beschreiben. Der verwendete Parameter n repra¨sentiert dabei die Anzahl der Schieber
in einer Schieberkette.
Eigenschaft 6: ”Solange sich ein Schieber bewegt, darf kein neues Werkstu¨ck in seinem
Eingangsbereich ankommen.“
Dies la¨ßt sich fu¨r jeden Schieber i ∈ {1..n} einzeln durch die folgende Formel u¨berpru¨-
fen:
Formel 6: G (posi full→ basic Pi)
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Eigenschaft 7: ”Nachdem ein Schieber aktiv war, muß zuerst sein Nachfolger aktiv
sein, bevor er selber wieder aktiv werden kann.“
Dies la¨ßt sich fu¨r jedes zusammenha¨ngende Schieberpaar (i, j) mit i ∈ {1..n− 1} und
j = i+ 1 durch die folgende Formel u¨berpru¨fen:
Formel 7: G ((norm Pi ∨ ext Pi)
→ F (¬(norm Pi ∨ ext Pi) U (norm Pj ∨ ext Pj)))
Eigenschaft 9: ”Jedes Werkstu¨ck, welches die Schieberkette betritt, wird letztendlich
die Anlage verlassen.“
Diese Eigenschaft dru¨ckt die folgende Formel aus:
Formel 9: G (pos1 full→ F posi full), i = n+ 1
A.2 Vergleich
Die Vergleichsmessungen wurden auf einem 800 MHz PC mit 256 MB Hauptspeicher
unter dem Betriebssystem Linux durchgefu¨hrt. Als Grenzen fu¨r den Vergleich wurde
ein maximaler Hauptspeicherbedarf von 256 MB, ein maximaler Plattenplatzbedarf
von 512 MB und eine maximale Ausfu¨hrungszeit von 12 Stunden festgelegt.
Alle Messungen, die eine dieser Grenzen u¨berschritten haben, wurden abgebrochen
und als nicht erfolgreich gewertet.
Zum Ausgleich der Schwankungsbreite der Messungen wurden fu¨r jede Formel fu¨nf
Messungen durchgefu¨hrt. Der sich daraus ergebende Mittelwert, gerundet auf halbe
Sekunden, ergab den offiziellen Meßwert.
Die Teilformeln der einzelnen Eigenschaften wurden separat gemessen und anschlie-
ßend zu einem Gesamtwert addiert.
Zusa¨tzlich zu den LTL-Formeln wurden auch deren Negationen in den Vergleich mit
einbezogen. Dadurch wurde eine Beurteilung der Effizienz eines on-the-fly Ansatzes
ermo¨glicht.
Fu¨r die Verfahren aus Kapitel 6 (BwdCycleCcheck, FwdCycleCheck und SymbolicDFS)
wurde eine statische Speichergro¨ße von 32 MB zur Speicherung der ZBDD-Knoten
festgelegt (vgl. [Noa99]). Dies war fu¨r eine Codierung der Petrinetzzusta¨nde der ver-
wendeten Vergleichsobjekte ausreichend.
Des weiteren wurde fu¨r die beiden auf dem Emerson-Lei-Verfahren beruhenden Mo-
delchecker (d. h. BwdCycleCheck und NuSMV) dem eigentlichen Modelcheckingprozeß
eine Berechnung aller erreichbaren Zusta¨nde vorangestellt (vgl. Abschnitt 6.2). Oh-
ne diesen Schritt u¨berstieg der Hauptspeicherbedarf dieser LTL-Modelchecker nahezu
immer die 256 MB Grenze.
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Da der Modelchecker NuSMV als Modellierungssprache keine Petrinetze verwendet,
mußten die verwendeten Petrinetzmodelle konvertiert werden. Dafu¨r wurde das Ver-
fahren von G. Wimmel [Wim97] eingesetzt, welches auch in dem Petrinetzwerkzeug
PEP [Gra97] Verwendung findet.
Die sich fu¨r die verschiedenen Verfahren ergebenden Modelcheckingzeiten sind in den
folgenden Tabellen aufgefu¨hrt:
Produktionsanlage mit einem Werkstu¨ck
(|S|: 231, |T |: 202, |RN (m0)|: 25 000)
Eigenschaft 8 Eigenschaft 31 Eigenschaft 32
Verfahren φ ¬φ φ ¬φ φ ¬φ
BwdCycleCheck 3,0 s 3,5 s 376,5 s 11,5 s 435,0 s 5,5 s
FwdCycleCheck 8,5 s 7,0 s 19,0 s 20,0 s 8,5 s 12,0 s
SymbolicDFS 5,0 s 5,5 s 9,5 s 11,0 s 12,0 s 13,0 s
PROD 138,5 s 1,0 s 1147,0 s 1,5 s 1301,5 s 278,5 s
NuSMV - - - - - -
Produktionsanlage mit vier Werkstu¨cken
(|S|: 231, |T |: 202, |RN (m0)|: 2 427 615)
Eigenschaft 8 Eigenschaft 31 Eigenschaft 32
Verfahren φ ¬φ φ ¬φ φ ¬φ
BwdCycleCheck 7,5 s 34,0 s - 29,0 s - 76,0 s
FwdCycleCheck 521,5 s 1030,0 s 652,0 s 1090,0 s 1187,0 s 17839,5 s
SymbolicDFS 37,0 s 35,0 s 100,0 s 100,5 s 42,5 s 37,0 s
PROD - 1,0 s - 2,0 s - 724,0 s
NuSMV - - - - - -
Schieberkette mit fu¨nf Schiebern
(|S|: 96, |T |: 89, |RN (m0)|: 118 624)
Eigenschaft 6 Eigenschaft 7 Eigenschaft 9
Verfahren φ ¬φ φ ¬φ φ ¬φ
BwdCycleCheck 1,5 s 1,5 s 4648,0 s 8,0 s 1143,5 s 1,5 s
FwdCycleCheck 12,5 s 12,0 s 18,5 s 32,0 s 5,5 s 6,5 s
SymbolicDFS 1,5 s 1,5 s 2,0 s 2,5 s 1,0 s 1,0 s
PROD - 1,5 s - 598,5 s - 5,5 s
NuSMV 6018,5 s 2748,5 s - - - -
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Schieberkette mit neun Schiebern
(|S|: 168, |T |: 157, |RN (m0)|: 179 774 848)
Formel 6 Formel 7 Formel 9
Verfahren φ ¬φ φ ¬φ φ ¬φ
BwdCycleCheck 7,5 s 7,0 s - 123,5 s - 12,0 s
FwdCycleCheck 11702,5 s 9122,0 s 21338,0 s 14950,0 s 1406,0 s 2306,0 s
SymbolicDFS 38,5 s 42,5 s 41,0 s 55,0 s 18,5 s 15,0 s
PROD - 9,0 s - - - 191,5 s
NuSMV - - - - - -
A.3 Ergebnisse
Aus den sich ergebenden Messungen lassen sich die folgenden Schlu¨sse ziehen. Sie
besta¨tigen die in Kapitel 6 gea¨ußerten Vermutungen.
1. Mit dem LTL-Modelchecker NuSMV konnte nur in sehr wenigen Messungen ein
Ergebnis erzielt werden. Da SMV sehr wohl auch bei komplexen Problemen er-
folgreich eingesetzt wird, ist dies auf die unzureichende Konvertierung der Pe-
trinetzmodelle (vgl. [Wim97]) bzw. die Ungeeigentheit der SMV-Modellierungs-
sprache zur Beschreibung von Petrinetzen zuru¨ckzufu¨hren. Dies belegt nochmal
eindru¨cklich, wie wichtig ein an die Modellierungssprache und an die zu lo¨sende
Problemklasse angepaßtes Modelcheckingverfahren ist.
2. Das auf Ru¨ckwa¨rtsiteration beruhende Emerson-Lei-Verfahren ist meist ohne ei-
ne vorherige Berechnung der Menge der erreichbaren Zusta¨nde nicht anwendbar.
3. Der Erfolg der auf Vorwa¨rtsiteration bzw. auf Ru¨ckwa¨rtsiteration mit vorheriger
Berechnung der Menge der erreichbaren Zusta¨nde beruhenden Fixpunktverfah-
ren ist sehr stark von der Struktur des Zustandsraumes abha¨ngig. Vorwa¨rts- und
Ru¨ckwa¨rtsiterationsverfahren scheinen sich dabei gut zu erga¨nzen.
4. Ein direkter Vergleich von on-the-fly Verfahren ist nur bedingt zula¨ssig, da deren
Erfolg stark von der Auswahl des als na¨chsten betrachteten Knotens abha¨ngt.
Dies ist bei den betrachteten Modelcheckern nicht steuerbar. Nichtdestotrotz
zeigt sich aber in vielen Fa¨llen der Erfolg des on-the-fly Ansatzes gegenu¨ber
Verfahren, die immer die gesammte Zustandsmenge u¨berpru¨fen mu¨ssen (vgl. vor
allem PROD). Bei der symbolischen Tiefensuche tritt dieser Effekt nicht so stark
in Erscheinung, da die symbolische Repra¨sentation der Zusta¨nde dies u¨berdeckt.
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5. Symbolische Verfahren erweisen sich bei der Erzeugung einer großen Anzahl von
Zusta¨nden als vorteilhaft, da die Anzahl der betrachteten Zusta¨nde nicht zwangs-
la¨ufig zu einer großen BDD-Darstellung fu¨hren. Sie ermo¨glichen dadurch ha¨ufig
die Verifikation von Systemen, die mit der klassischen Einzelzustandserzeugung
nicht mehr beherrschbar sind.
Das sich als Hauptresultat der Arbeit ergebende LTL-Modelcheckingverfahren ”sym-
bolische Tiefensuche“ erweißt sich trotz der prototypischen Implementierung als sehr
effizient. Es ist gegenu¨ber der Struktur des Zustandsraumes sehr robust und geho¨rt bei
allen Vergleichen zu den schnellsten Verfahren. Dies alles wird mit einem fu¨r ga¨ngige
LTL-Modelcheckern beachtlich geringen Speicherbedarf von ca. 32 MB erreicht.
Durch eine Umsetzung der in der Arbeit vorgestellten Verbesserungen (z. B. Reduk-
tion der LTL-Bu¨chiautomatengro¨ße oder Verwendung von Inhibitorkanten) hat dieses
Verfahren noch einiges an Potential.
137
A Vergleich von Modelcheckingverfahren
138
B EEMC – ein LTL-Modelchecker
Das Programm eemc implementiert prototypisch die drei LTL-Modelcheckingverfahren
FwdCycleCheck, BwdCycleCheck und SymbolicDFS. Es besteht aus drei Teilprogram-
men (ltl2ba, bapn2bn und bneemc), welche die drei Schritte des verwendeten LTL-
Modelcheckingprozesses repra¨sentieren.
1. Umwandlung der LTL-Formel in einen gewo¨hnlichen Bu¨chiautomaten (ltl2ba,
vgl. Kapitel 5.3).
2. Zusammenfu¨gen eines Bu¨chiautomaten mit einem Petrinetz zu einem Bu¨chinetz
(bapn2bn, vgl. Kapitel 6.1).
3. U¨berpru¨fung der LTL-Eigenschaft anhand des Bu¨chinetzes. Dazu kann zwischen
den drei Verfahren FwdCycleCheck, BwdCycleCheck und SymbolicDFS gewa¨hlt
werden (bneemc, vgl. Kapitel 6.2 und 6.3).
Zur Repra¨sentation der Bu¨chinetzzusta¨nde werden ZBDDs verwendet (vgl. [Noa99]).
Der Modelchecker kann durch das Kommando
eemc [-f|-b|-d] Petrinetz-Datei LTL-Formel-Datei
aufgerufen werden.




Damit das Hauptprogramm eemc alle Teilprogramme findet, muß vorher die Umge-
bungsvariable EEMC_HOME auf das Wurzelverzeichnis der eemc-Distribution gesetzt wer-





B EEMC – ein LTL-Modelchecker
• C-Shell (/bin/sh):
setenv EEMC_HOME "/home/dssztool/EEMC"
Dabei ist das anzugebende Verzeichnis entsprechend zu ersetzen.
Der Aufruf des Programms liefert als Ergebnis die Anwort wahr oder falsch, je nachdem
ob das Petrinetz die LTL-Formel erfu¨llt bzw. sie nicht erfu¨llt. Des weiteren werden
einige statistische Informationen u¨ber die verwendten ZBDD-Ressourcen und die zur
Verifikation beno¨tigte Zeit ausgegeben.
Die zu verifizierenden sicheren Stellen/Transitions-Netze mu¨ssen im APNN-Format
(abstract petri net notation, vgl. [BKK95]) vorliegen und die LTL-Formeln der folgen-
den Grammatik genu¨gen:
〈ltl formula〉 ::= 〈atomar proposition〉
| 〈basic truth value〉
| 〈un operator〉 〈ltl formula〉
| 〈ltl formula〉 〈bin operator〉 〈ltl formula〉
| 〈un temporal operator〉 〈ltl formula〉
| 〈ltl formula〉 〈bin temporal operator〉 〈ltl formula〉
| ‘(’ 〈ltl formula〉 ‘)’
〈un temporal operator〉 ::= [ ‘X’ | ‘G’ | ‘F’ ]
〈bin temporal operator〉 ::= [ ‘R’ | ‘U’ ]
〈un operator〉 ::= [ ‘!’ | ‘∼’ ]
〈bin operator〉 ::= [ ‘&’ | ‘&&’ | ‘*’ ]
| [ ‘|’ | ‘||’ | ‘+’ ]
| [ ‘%’ | ‘><’ ]
| [ ‘=>’ | ‘->’ ]
| [ ‘<=’ | ‘<-’ ]
| [ ‘<=>’ | ‘<->’ ]
〈basic truth value〉 ::= [ ‘tt’ | ‘true’ | ‘TRUE’ | ‘ff’ | ‘false’ | ‘FALSE’ ]
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